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Abstract
The minimum number of codewords in a code with t ternary and b binary coordinates and covering radius R is denoted by
K(t, b, R). In the paper, necessary and sufﬁcient conditions for K(t, b, R) = M are given for M = 6 and 7 by proving that there
exist exactly three families of optimal codes with six codewords and two families of optimal codes with seven codewords. The cases
M5 were settled in an earlier study by the same authors. For binary codes, it is proved that K(0, 2b + 4, b)9 for b1. For
ternary codes, it is shown that K(3t + 2, 0, 2t) = 9 for t2. New upper bounds obtained include K(3t + 4, 0, 2t)36 for t2.
Thus, we have K(13, 0, 6)36 (instead of 45, the previous best known upper bound).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We consider a mixed ternary/binary space H =Zt3Zb2 , where Z3 ={0, 1, 2} and Z2 ={0, 1}. The Hamming distance
d(x, y) between two words x, y ∈ Zt3Zb2 is the number of coordinates in which they differ. The covering radius of a
code C ⊆ Zt3Zb2 is the smallest positive integer R such that for an arbitrary x ∈ Zt3Zb2 , there exists a codeword y ∈ C
with d(x, y)R. In other words,
R = max{d(x, C) | x ∈ Zt3Zb2},
where
d(x, C) = min{d(x, y) | y ∈ C}.
A covering code is called optimal if it has minimum cardinality among codes with given parameters t, b, and R; the
minimum cardinality is denoted by K(t, b, R). The minimum cardinality of a (non-mixed) q-ary code with length n
and covering radius R is denoted by Kq(n,R). Hence, K3(n, R) = K(n, 0, R) and K2(n, R) = K(0, n, R). Covering
codes are treated in depth in [3].
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For binary codes, all parameters for which the size of optimal codes is M7 have been determined, see [4, Theorem
14; 5, Theorem 7], but little has been known for other alphabets. A recent study of the current authors [7] settles this
problem for ternary/binary mixed codes with M5. In the current work, we extend the results of that study by settling
the ternary/binary case with M = 6 and 7. Moreover, the non-mixed binary and ternary cases are settled for M8.
In Section 2 we discuss the idea that enables us to reduce the general problem to the study of a few small instances.
So-called s-surjective codes play a central role, and some particular results on them that are of importance in this work
are proved. The main results are proved in Sections 3 and 4, considering codes of size 6 and 7; partial results for 8-word
codes are obtained in Sections 5 and 6. Several parts of the proofs are obtained by exhaustive computer search. The
paper is concluded in Section 7 with some new upper bounds.
2. Lower bounds and s-surjective codes
The deﬁnition for the extended concept of s-surjectivity, introduced in [7], is as follows.
Deﬁnition 1. A q-ary code C is called s-surjective with radius r if for any set of s coordinates i1, i2, . . . , is of C and
any s-tuple (x1, x2, . . . , xs) ∈ Zsq there is a codeword c ∈ C such that cij = xj for at least s − r coordinates from
1js.
When r =0, this deﬁnition reduces to the original deﬁnition of an s-surjective, or s-independent [8], code. (In design
theory, s-surjective objects are usually called covering arrays.)
Clearly, a code is s-surjective with radius r if and only if any s coordinates form a code with covering radius at
most r.
Let q(n, s; r) denote the minimum number of codewords in a q-ary code of length n that is s-surjective with radius r.
Several results for small binary codes in [4,5] depend on the following theorem (for clarity, we present it for non-
mixed codes, although later we use it for mixed codes).
Theorem 1 (Cohen et al. [4]). If there exists a code attaining K2(n + 2, R + 1) that is not 2-surjective, then
K2(n, R)K2(n + 2, R + 1).
It turns out that the following theorem is central in studying small codeswith ternary coordinates; this is themotivation
for the deﬁnition of s-surjective codes with radius r.
Theorem 2 (Kéri and Östergård [7]). If there exists a code attaining K3(n + 3, R + 2) that is not 3-surjective with
radius 1, then K3(n, R)K3(n + 3, R + 2).
Consequently, if K(t, b, R)M and 3(t, 3; 1)>M (t3) or 2(b, 2; 0)>M (b2), then K(t, b−2, R−1)M
or K(t − 3, b, R − 2)M , respectively; cf. [7, Theorems 3 and 4]. Iteration of this argument leads to a ﬁnite number
of small instances to consider in a non-existence proof.
To study (and prove the non-existence of) mixed codes of size M, we need to know the smallest t and b such that
3(t, 3; 1)>M and 2(b, 2; 0)>M , respectively. The value of 2(b, 2; 0) is known [8] for all b.
When M2(b, 2; 0) (or M3(t, 3; 1)) we may use the following additional argument. A code is either not 2-
surjective (or not 3-surjective with radius 1), and then Theorem 1 (or 2) can be applied, or, assuming that it is surjective,
we may check the covering radius of all codes of the appropriate type.
We have classiﬁed binary and ternary surjective codes for small parameters by exhaustive computer search. The
results are presented in Tables 1 and 2. The entries show the number of inequivalent codes of length n and cardinality
M; the binary codes are 2-surjective and the ternary codes are 3-surjective with radius 1. The covering radius of the
codes has been computed and is in the range shown by columns Rl and Rh. The codes were constructed by adding one
coordinate at a time, checking for surjectivity and rejecting equivalent codes. Mixed codes with the desired properties
of surjectivity can be formed by combining all corresponding binary and ternary codes in all M! possible ways.
The classiﬁcation results presented in Tables 1 and 2 hint that 3(t, 3; 1) = 1 + 2(t, 2; 0). Indeed, 3(t, 3; 1)1
(t, 2; 0) + 2(t, 2; 0) = 1 + 2(t, 2; 0) by [7, Theorem 6], but whether equality holds, is open.
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Table 1
The number and covering radius of 2-surjective binary codes
n M = 6 Rl Rh M = 7 Rl Rh M = 8 Rl Rh
2 3 0 0 4 0 0 8 0 0
3 7 1 1 15 1 1 37 0 1
4 8 1 2 35 1 2 156 1 2
5 7 2 2 70 1 2 719 1 2
6 4 2 3 107 2 3 3112 2 3
7 3 3 3 139 3 4 12 006 2 4
8 1 3 3 134 3 4 38 497 3 4
9 1 4 4 102 4 4 101 068 3 5
10 1 5 5 64 4 5 215 292 4 5
11 26 5 5 377 177 4 6
12 10 5 6 554 538 5 6
13 4 6 6 701 066 5 7
14 1 6 6 779 013 6 7
15 1 7 7 775 641 6 8
16 700 759 7 8
17 579 466 7 9
18 440 826 8 9
19 309 338 9 10
20 200 326 9 10
21 119 752 10 10
22 65 993 10 11
23 33 463 11 11
24 15 596 11 12
25 6704 12 12
26 2646 12 13
27 977 13 13
28 343 13 14
29 118 14 14
30 39 14 15
31 15 15 15
32 5 15 16
33 2 16 16
34 1 16 16
35 1 17 17
Table 2
The number and covering radius of ternary codes that are 3-surjective with radius 1
n M = 6 Rl Rh M = 7 Rl Rh M = 8 Rl Rh
3 10 1 1 99 1 1 829 1 1
4 7 2 2 213 2 2 8626 2 2
5 89 3 3 31 858 2 3
6 28 3 4 44 543 3 4
7 4 4 4 24 020 4 4
8 1 5 5 10 346 5 5
9 1 6 6 4270 5 6
10 1 6 6 1490 6 6
11 239 7 7
12 35 7 8
13 7 8 8
14 2 9 9
15 1 10 10
The uniqueness of the extremal 2-surjective binary codes follows also from results by Katona [6] showing that a
2-surjective binary code must be balanced, that is, it must have the same number of 0s and 1s in each coordinate. After
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ﬁxing an all-zero codeword, it is obvious how the code should be completed. Honkala [5] proves the uniqueness of the
code attaining 2(14, 2; 0) = 7.
By [7, Theorem 7] we know that 3(4, 3; 1) = 6.
3. Six-word codes
The following families of optimal ternary/binary codes of size 6 are known; in this section we shall prove that there
are no other codes with this property.
Theorem 3 (Kéri and Östergård [7]; Kolev and Landgev [9]). K(3t, 0, 2t −1)=6 for t2,K(3t +1, 2b+1, 2t +b)
= 6 for t, b0, and K(2, 2b, b) = 6 for b1.
The optimal codes of size at most 5 are characterized by the following theorem.
Theorem 4 (Kéri and Östergård [7]). K(t, b, R)5 iff R2t/3 + b/2; or R = 2t/3 + b/2 − 1 and t0 is
divisible by 3 and b2 is even; or t = 3, b = 0, R = 1.
By this theorem and the facts that 5 and 11 are the smallest t and b such that 3(t, 3; 1)> 6 and 2(b, 2; 0)> 6,
respectively (see Tables 1 and 2), we may restrict the consideration to codes with t5, b10, and R < 2t/3 + b/2
(and some of the codes with these parameters are taken care of by Theorems 3 and 4). The need of considering also
the case t = 5 has an exceptional explanation: as K(2, 2b, b) = 6 for b1, we cannot utilize Theorem 2 to determine
whether K(5, 2b, b + 2)7. Throughout the following discussion, these restrictions are assumed.
First of all, we may utilize the tables in [1] when R3: K(1, 4, 1) = K(1, 6, 2) = K(1, 8, 3) = K(3, 3, 2) =
K(3, 5, 3) = 8, K(2, 3, 1) = 12, K(2, 5, 2) = K(2, 7, 3) = 11, K(4, 2, 2) = K(4, 4, 3) = 10, and K(5, 2, 3) = 7.
WhenR > 3, the following instances are not settled byTheorem3or 4:K(1, 10, 4),K(2, 9, 4),K(3, 7, 4),K(3, 9, 5),
K(4, 6, 4), K(4, 8, 5), K(4, 10, 6), K(5, 4, 4), K(5, 6, 5), K(5, 8, 6), and K(5, 10, 7). The well-known inequality
K(t + 1, b, R)K(t, b + 1, R) can be applied to reduce the number of cases that have to be considered. Two of the
instances are settled by
K(2, 9, 4)K(1, 10, 4)K(0, 11, 4) = 7,
and similarly K(4, 6, 4)K(3, 7, 4), K(4, 8, 5)K(3, 9, 5), and K(4, 10, 6)K(3, 11, 6).
The bound K(5, 10, 7)7 is an implication of K(5, 8, 7)7. Namely, if Theorem 1 cannot be applied to a 6-word
code with 5 ternary and 10 binary coordinates, then the binary part is formed by the unique code (see Table 1) that
attains the bound 2(10, 2; 0)=6. The covering radius of this binary code is 5, while the covering radius of any 6-word
ternary code of length 5 is at least 3 (K(5, 0, 2)=8), giving a covering radius of at least 5+3=8 for the original code.
Fiveof the instances cannot be eliminated in the aforementionedmanner:K(3, 7, 4),K(3, 9, 5),K(5, 4, 4),K(5, 6, 5),
and K(5, 8, 6). The ﬁrst two can be eliminated by constructing (as discussed earlier) and checking all codes that are
surjective both in the binary and the ternary coordinates. For the last three instances, we may use exhaustive computer
search, for example, as in [1]. In this way, we have proved the following result.
Theorem 5. The 6-word optimal ternary/binary covering codes are exactly those in Theorem 3.
4. Seven-word codes
For 7-word mixed codes, we have the following families of optimal codes.
Theorem 6. K(0, 2b + 3, b) = 7 for b1 and K(3t + 2, 2b, 2t + b) = 7 for t1 and b1.
Proof. The ﬁrst family is from [4].
For the second family, the lower bound follows from the classiﬁcation of optimal codes of cardinality at most 6,
consequently there remains to ﬁnd codes that attain K(3t + 2, 2b, 2t + b) = 7 for t1 and b1.
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We consider a code C where
C =
⋃
i∈Z3,j∈Z2
|ci,j |di,j |,
where ci,j =(i, . . . , i, j, . . . , j) ∈ Z3t+13 Z2b−12 (all binary and ternary coordinates, respectively, have the same values),
d0,0 = 00, d1,0 = 21, d2,0 = 11, d0,1 = 01, d1,1 = 10, and d2,1 = 20 (di,j ∈ Z3Z2). We construct a code with covering
radius 2t + b, so we want to ﬁnd the words that are at a distance of at least 2t + b + 1 from C.
To calculate d(x, C) for an arbitrary word x, we denote the number out of the ﬁrst 3t + 1 coordinates that have value
i by ti , and similarly the count for the next 2b − 1 coordinates by bi . If ti > t + 1 for some i, then there is a j such that
d(x, |ci,j |di,j |)(2t − 1)+ (b − 1)+ 2= 2t + b. Therefore, it sufﬁces to consider the cases ti t + 1, and we get two
cases depending on whether ti = t + 1 for one or two values of i. We may also assume that bj b, since if bj > b for
some j, then there exists an i such that d(x, |ci,j |di,j |)2t + (b − 2) + 2 = 2t + b, and we are ready.
If ta = t + 1 and ti = t for i = a, then for some a′, d(x, |ca,a′ |da,a′ |)2t + b unless the last two coordinates of
x differ from da,a′ . But the code has the property that all words in Z3Z2 that are at distance 2 from da,a′ are in da,j ,
j = a′ or in⋃i =a di,a′ , giving a word at distance at most 2t + b from x in that case as well.
If ti = t + 1 for exactly two values of i, then all subcases are settled with arguments similar to that of the previous
case, except for the cases t1 = t2 = t + 1, b0 = b, and x ending with 00; and t1 = t2 = t + 1, b1 = b, and x ending with
01. All words like these are covered by adding the word 2 . . . 21 . . . 100 to get a 7-word covering code. 
To prove that there are no other 7-word optimal ternary/binary covering codes than those given by Theorem 6, let
us, ﬁrst, consider the case where t is divisible by 3.
For t = 0, from [4,5] we know that K(0, 2b + 3, b) = 7 and K(0, 2b + 4, b)8 for b1. Theorems 3 and 4 imply
that K(3t, 2b+2, 2t +b)6 for t1, b−1.As 3(t, 3; 1)> 7 for t11 and 2(b, 2; 0)> 7 for b16, to prove that
K(3t, 2b + 3, 2t + b)> 7 (similarly to the 6-word case) we may restrict to 3t10 and 2b + 315, that is, 1 t3,
−1b6. We obtain also K(3t − 1, 2b + 3, 2t + b − 1)> 7 and K(3t + 1, 2b + 2, 2t + b)> 7 for t1, b − 1 as
two obvious implications of the previous inequality, whose instances will be considered later.
From Theorems 3 and 6, we know that
K(3t − 1, 2b + 2, 2t + b − 1) =
{
6 for t = 1, b0,
7 for t2, b0,
and
K(3t + 1, 2b + 1, 2t + b) = 6 for t0, b0.
Thus, exactly one more case has to be settled: K(1, 2b + 2, b)> 7. The fact that 2(b, 2; 0)> 7 for b16
(see Table 1) allows us to restrict to 2b + 215.
From the tables of [1], it is known that K(1, 4, 1) = K(1, 6, 2) = K(1, 8, 3) = 8, K(3, 1, 1) = K(6, 1, 3) = 9, and
K(3, 3, 2) = K(3, 5, 3) = 8. Therefore, it sufﬁces to settle the following cases:
K(1, 2b + 2, b)> 7 for 4b6,
K(3, 2b + 3, b + 2)> 7 for 2b6,
K(6, 2b + 3, b + 4)> 7 for 0b6 and
K(9, 2b + 3, b + 6)> 7 for − 1b6.
Indeed, if we check the covering radii of the codes obtained by combining ternary codes that are 3-surjective with
radius 1 and 2-surjective binary codes, the inequalities above can be justiﬁed. (Theorems 1 and 2 allow us to restrict
the check to surjective codes.) We shall now elaborate on some details of the justiﬁcation.
In the ﬁrst subcase, K(1, 2b + 2, b)> 7, 7-word 2-surjective binary codes are extended in all possible ways. Up to
equivalence, we may ﬁx one of the extended values and consider 36 rather than 37 extensions.
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In all but the ﬁrst subcase, binary and ternary codes are juxtaposed in all possible M! = 7! = 5040 ways. Some pairs
of codes may be immediately rejected based on the fact that the juxtaposed code has covering radius at least R1 + R2,
where R1 and R2 are the covering radii of the two codes. For example, since the unique code attaining 3(9, 3; 1) = 7
has covering radius 6 and all codes attaining 2(7, 2; 0)7 have covering radius at least 3 (see Tables 1 and 2), their
juxtaposition has covering radius at least 6 + 3 = 9, which is used in the proof of K(9, 7, 8)> 7.
After completing the check of the covering radius of the (more than 150 million) codes as described above, we
obtained the following result.
Theorem 7. The 7-word optimal ternary/binary covering codes are exactly the ones in Theorem 6.
5. Binary and ternary codes of size 8
For binary codes, it is known [4,5] that K(0, 2b + 3, b) = 7 for b1 and 8K(0, 2b + 4, b)12 for b1. The
classiﬁcation of the 8-word 2-surjective codes and the computation of their covering radius show that the lower bound
can be improved to 9 for the latter case.
Theorem 8. K(0, 2b + 4, b)9 for b1.
Proof. Follows from Theorem 1 and the results on the covering radius of 2-surjective codes in Table 1 (see [3, Table
6.1] for known results for the smallest cases). 
The bound in Theorem 8 combined with K(0, b + 1, R)K(0, b, R) leads to 13 improvements on the entries in [3,
Table 6.1], improving the lower bound for K(12, 4), K(14, 5), K(16, 6), K(18, 7), K(20, 8), K(22, 9), K(24, 10),
K(17, 6), K(19, 7), K(21, 8), K(23, 9), K(25, 10) and K(26, 10) from 8 to 9.
For ternary codes, we prove a general equality as follows.
Theorem 9. K(3t + 2, 0, 2t) = 9 for t2.
Proof. It is quite evident—and also comes from [7, Theorem 1]—that K(3t + 1, 0, 2t) = 3, and as an immedi-
ate consequence, K(3t + 2, 0, 2t)9. The proof of the lower bound is analogous to that of Theorem 8; it follows
from Theorem 2 and the covering radius calculations tabulated in Table 2, taking the following special case into
account.
Since K(5, 0, 2) = 8, the case of K(8, 0, 4) cannot be resolved directly. First, we observe that there is no 8-word
code that is 3-surjective with radius 1. This means that a code attaining K(5, 0, 2) must occur in a putative 8-word code
of length 8. Consequently, to prove non-existence, we may start from the unique [1] code attaining K(5, 0, 2) and try
to extend it three times.
In this way the bound K(8, 0, 4)9 was proved in a computer search. 
Theorem 9 implies that K(3t + 1, 0, 2t − 1)9 and K(3t, 0, 2t − 2)9 for t2 (these inequalities are in fact valid
also for t = 1). Thereby the best known lower bounds for the following ﬁve entries in [3, Table 6.2] are improved to
9: K3(9, 4), K3(10, 5), K3(12, 6), K3(13, 7) and K3(14, 7) (from 8, 6, 7, 6 and 8, respectively). Three more improved
lower bounds, K3(8, 4)9, K3(11, 6)9 and K3(14, 8)9, come directly from Theorem 9. The classiﬁcation of
optimal ternary covering codes of size at most 8 is thereby completed.
Theorem 10. There is no optimal ternary covering code of size 7. The only 8-word optimal ternary covering code is
the unique code attaining K(5, 0, 2) = 8.
6. Towards solving the 8-word mixed case
ByTheorem7we know thatK(1, 2b+2, b)8 for b1 andK(3t, 2b+3, 2t+b)8 for t1, b0; by construction,
in the next two theorems we show that there are (optimal) codes attaining these bounds. In the proofs we need the
concept of normality (see [3, Chapter 4]).
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A code C is said to be q-subnormal if there is a partition of C into q non-empty subsets Ci , 1 iq, such that for
all words x in the Hamming space,
q∑
i=1
d(x, Ci)qR + q − 1.
If the code is q-ary in a given coordinate and the partition can be taken according to the values of that coordinate,
the code is said to be q-normal (or just normal if the value of q is obvious).
Theorem 11. K(1, 2b + 2, b) = 8 for b1.
Proof. Let Kq1,q2(n1, n2, R) denote the minimum cardinality of mixed codes with n1 coordinates in Zq1 , n2 co-
ordinates in Zq2 , and covering radius R. We shall prove that K4,2(1, 2b + 2, b)8 for b1 from which the as-
sertion of the theorem clearly derives. A code attaining K4,2(1, 4, 1) = 8 is perfect [10]. The perfect optimal code
C = {00000, 01111, 11100, 10011, 20101, 21010, 30110, 31001} is normal with respect to the last coordinate, conse-
quently K4,2(1, 2b + 2, b)8. 
Theorem 12. K(3t, 2b + 3, 2t + b) = 8 for t1 and b0.
Proof. Let us consider the code
C =
⋃
i∈Z3,j∈Z2
|ci,j |di,j |,
where ci,j = (i, . . . , i, j, . . . , j) ∈ Z3t3 Z2b+12 , d0,0 = d1,1 = 00, d0,1 = d1,0 = 11, d2,0 = 01, and d2,1 = 10 (di,j ∈ Z22).
For an arbitrary word x, let ti , bj be deﬁned as in the proof of Theorem 6. If ti > t + 1 for some i, then there is a j such
that d(x, |ci,j |di,j |)(2t −2)+b+2=2t +b. If ti = t +1 and bj > b+1 for some i, j , then d(x, |ci,j |di,j |)(2t −1)
+ (b− 1)+ 2= 2t + b. If ti = t + 1 and bj = b+ 1 for some i, j , then d(x, |ci,j |di,j |)(2t − 1)+ b+ 1 unless the last
two coordinates of x differ from di,j , giving di,1−j , and consequently, d(x, |ci,1−j |di,1−j |)(2t − 1) + (b + 1) + 0.
If t0 = t1 = t2 = t and bj > b + 1 for some j, then there is an i such that d(x, |ci,j |di,j |)2t + (b − 1) + 1.
Finally, if t0 = t1 = t2 = t and bj = b + 1, then there is an i such that d(x, |ci,j |di,j |)2t + b + 0, provided we
can choose i in such a way that the last two coordinates of x be di,j . This means that the word x with t0 = t1 = t2 = t ,
bj = b + 1 is not covered only if j = 0 and x ends with 10, or j = 1 and x ends with 01. Even in the latter two cases,
however, x is covered by the 8-word code C ∪ {2 . . . 20 . . . 010, 2 . . . 21 . . . 101}. 
These two families of optimal ternary/binary codeswith eight codewords and the ternary code attainingK(5, 0, 2)=8
give explanations for all optimal 8-word ternary/binary codes with covering radius at most 3, cf. [1].
By replacing 1 to 6 binary coordinates with ternary ones, from Theorem 8 it follows that K(t, 2b + 4 − t, b)9 for
t6, b1. When the number of ternary coordinates becomes greater than 6, a sharper assertion can be obtained by
help of the classiﬁcation of 8-word binary and ternary surjective codes (Tables 1 and 2).
Theorem 13.
K(3t, 1, 2t − 1)9 for t3,
K(3t + 1, 2b + 4, 2t + b)9 for t2, b − 1,
K(3t + 2, 2b + 2, 2t + b)9 for t2, b0.
Proof. To prove the ﬁrst inequality we apply a method similar to the proof of K(1, 2b + 2, b)> 7. Now, all 8-word
ternary codes that are 3-surjective with radius 1 are extended with a single binary coordinate in all possible 28/2 = 27
ways (one of the extended values may be ﬁxed). This is done for 9 and 12 coordinates. For 15 coordinates, we may
refer to the fact that the unique code attaining 3(15, 3; 1) = 8 has covering radius 10 (see Table 2).
76 G. Kéri, P.R.J. Östergård /Discrete Mathematics 307 (2007) 69–77
The remaining inequalities of the theorem can be justiﬁed simply by considering lower bounds on the covering
radius for M = 8 in Tables 1 and 2, to get lower bounds on the covering radius of juxtaposed codes. 
The last inequality of Theorem 13 implies that K(3t, 2b + 5, 2t + b)9 for t3, b − 2 (by replacing a binary
coordinate with a ternary one).
The method of checking covering radius that was applied for the 7-word mixed case (which took about 30 days of
CPU time) would take prohibitively long for 8-word codes. We can mention several reasons for this: there are more
codes to check, the spaces in which the codes reside are larger, and the codes can be juxtaposed in 8! (instead of
7!) ways. For this reason, new ideas are needed to accomplish the classiﬁcation of all optimal ternary/binary mixed
covering codes of size 8.
7. Further results on upper bounds
We conclude the paper with two results on code families. The ﬁrst of them is a family for which lower bounds have
been proved in Theorem 13.
Theorem 14.
K(3t, 1, 2t − 1)
{
9 for t3,
10 for t4.
Proof. From the tables in [1], it is known that K(3, 1, 1)=K(6, 1, 3)=9. We have classiﬁed all optimal codes—there
are four in both cases—but, unfortunately, these are neither 3-normal nor 3-subnormal.
In Z63Z2, we consider the codes
C0 = {0000000, 0011001, 0022001},
C1 = {1100111, 1112120, 1121220},
C2 = {2200221, 2212210, 2221110},
C3 = {2212001}.
The code C0 ∪C1 ∪C2 ∪C3 has covering radius 3 and is 3-normal with respect to the ﬁrst (or the second) coordinate.
This gives the second part of the theorem. The code C0{000} ∪ C1{111} ∪ C2{222} has covering radius 5.
Together with the known results, this gives the ﬁrst part of the theorem. 
Theorems 13 and 14 imply that K(9, 1, 5)=9. It is tempting to conjecture that K(3t, 1, 2t −1)=9 for all positive t.
By verifying normality of a code in Z103 , an improved upper bound is obtained for a family of ternary codes.
Theorem 15. K(3t + 4, 0, 2t)36 for t2.
Proof. It turns out that a construction from [11] that proves the bound K(10, 0, 4)36 results in a normal code.
Consider the subsets of the punctured Hamming code (C0, C1, C2) and the code partition (D0,D1,D2) given in
Appendix A of [11]:
C0 = {000, 112, 221},
C1 = {022, 101, 210},
C2 = {011, 120, 202},
D0 = {0000001, 1111112, 2222220, 0000222},
D1 = {0000010, 1111121, 2222202, 1111000},
D2 = {0000100, 1111211, 2222022, 2222111}.
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Then the code
C =
2⋃
i=0
CiDi
is normal with respect to its last coordinate. (The covering radius of this code is 4, which follows from [11, Theorem 4].)
From these, the assertion of the theorem follows. 
The bound in Theorem 15 leads to the improvement K(13, 0, 6)36 of [3, Table 6.2]. The previous best upper
bound was 45, given in [2].
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