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Abstract
Let  : D → D be a non-constant linear fractional transformation (necessarily of the form
(z)= az+b
cz+d ). Let D denote the Dirichlet space of analytic functions. We determine the spectrum
of the composition operator C : D → D deﬁned by C(f ) = f ◦ . Eigenfunctions for the
operator C : H 2 → H 2 frequently do not belong to the space D. However, spectral results
for the operator C : D → D, much like those that have already been demonstrated for the
operator C : H 2 → H 2, are presented in this paper.
© 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries
The symbol  will herein denote a non-constant analytic function which maps the
unit disk D into itself. The induced composition operator C is deﬁned for each
function f , which is analytic on D, by the rule
C(f ) = f ◦ .
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Thus C is linear and has its range contained in H(D). In his pioneering 1968 paper
which examined composition operators and inner functions [5], Nordgren determined
the spectrum of C as an operator on the Hardy space H 2 when  is an automorphism
of D. In this paper, we determine the spectrum of C as an operator on the Dirichlet
space when  is an automorphism, and more generally a linear fractional map, on D.
Cowen has proven many elegant spectral theorems for H 2 [1]. For these results
and other spectral theorems, especially for larger spaces, see Chapter 7 of MacCluer’s
and Cowen’s book [3]. The eigenfunctions of an operator C on H 2 are often rather
abundant, however, just as often these functions fail to belong to the Dirichlet space.
It is due to this, mainly, that the proofs presented here are distinguished from those
of the corresponding H 2 results. We embrace Cowen’s use of a semigroup in case 
is a parabolic non-automorphism, the idea for which he attributes to Kaufman [1]. We
also make use of the invariance of the reproducing kernels under C∗, as was done in
a paper by Cowen and MacCluer [2].
The Dirichlet space, which we denote by D, consists of all f ∈ H(D) for which
∫
D
|f ′|2 dA < ∞,
where A is the Lebesgue area measure. The norm for D is deﬁned, for f ∈ D, by
‖f ‖2D = |f (0)|2 +
1

∫
D
|f ′|2 dA.
If f is univalent, then ∫D |f ′|2 dA is precisely the area of f (D). In general, ∫D |f ′|2 dA
still yields the area of the image of f on D if one takes multiplicities into account. It
is well known that
1

∫
D
|f ′|2 dA =
∞∑
n=1
n|fˆ (n)|2 (f ∈ H 1(D)),
where fˆ (n) denotes the nth Taylor coefﬁcient of f . This provides an alternative formula
for the norm
‖f ‖2D = |f (0)|2 +
∞∑
n=1
n|fˆ (n)|2.
When T is a linear operator on a Banach space X, the spectrum of T is denoted
by (T ) or (T : X → X). To determine the spectrum of a composition operator
C on D, it is helpful to consider its behavior on the quotient space D0, where D0
represents D modulo the constant functions. In Section 2, we will verify that the
(induced) composition operators on D0 are well deﬁned.
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The following lemma, whose proof can be found in [3] for example, offers a
convenient way to see that (C : D0 → D0) and (C : D → D) are nearly
identical.
Lemma 1.1 (Hilbert space lemma). Suppose H is a Hilbert space with H = K⊕L,
where K is ﬁnite dimensional, and C is a bounded operator on H that leaves K or L
invariant. If C has the matrix representation
C =
(
X Y
0 Z
)
or C =
(
X 0
Y Z
)
with respect to this decomposition, then
(C) = (X) ∪ (Z).
Using Lemma 1.1, the reader can easily verify that
(C : D→ D) = {1} ∪ (C : D0 → D0). (1)
A linear fractional transformation on D is a non-constant function of the form
(z) = az + b
cz + d (z ∈ D),
where a, b, c and d are complex constants. If  is a linear fractional transformation,
and the function
 : (D)→ (D)
is well deﬁned (i.e., is into), then provided
(z) = −1 ◦  ◦ (z) (z ∈ D), (2)
we say that  is conjugate to . Only the linear fractional transformations  which
map D into itself induce composition operators on D, so we shall not digress from this
class of mappings. The (non-identity) linear fractional transformations are partitioned
by the following categories which are fundamental in reducing our problem.
• The elliptic maps are those which are conjugate to a rotation of the disk D, i.e.,
they are conjugate to multiplication by a number of modulus one.
• The parabolic maps are those which are conjugate to a translation in a half-plane.
• The hyperbolic maps are those which are conjugate to a positive dilation in a disk
or a half-plane.
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• The loxodromic maps are those which are conjugate to a complex dilation in a disk,
and are neither elliptic not hyperbolic.
See [7], for instance, for more detailed information on the fundamental characteristics
of the linear fractional transformations. When (2) holds,
C = C ◦ C ◦ C−1 = C ◦ C ◦ (C)−1,
where C is a composition operator on the Dirichlet-like space of analytic functions
deﬁned on (D). C and (C)−1 are unitary operators, and it follows that
(C) = (C).
2. The quotient spaces D0 and D
Let C denote the class of constant functions in D. Let D0 denote the Hilbert space
D/C with the norm that it inherits from D. That is,
‖[f ]‖2D0
.= 1

∫
D
|f ′|2 dA for all f ∈ [f ] ∈ D0.
Let  be an analytic self-map of the unit disk for which C : D → D is continuous
(or equivalently, by the Closed Graph Theorem, merely well deﬁned as a mapping).
For any representatives f and g of [f ] ∈ D0, we have
f ◦ − g ◦  ∈ C.
Hence, the operator C : D0 → D0 induced by C : D → D is well deﬁned. To
simplify notation in the sequel, we will identify an equivalence class with any, and
often a particular one, of its representatives.
If  : D→ D is an automorphism, then C : D0 → D0 is an isometric isomorphism
(i.e., C is unitary). As a consequence,
(C) ⊆ T, (3)
where T denotes the unit circle, when  is an automorphism. The inclusion (3) holds,
for an automorphism  : D → D, whether C is considered as an operator on D0 or
on D. More generally, C : D0 → D0 satisﬁes ‖C‖√n whenever  : D→ D is at
most n-valent. In particular, C : D0 → D0 is a bounded operator whenever  is at
most n-valent.
Let D denote the space of equivalence classes of analytic functions deﬁned on the
upper half-plane +, which is analogous to D/C. More precisely, for F ∈ H(+),
[F ] = {F(z)+ c | c ∈ C} ∈ D
W.M. Higdon / Journal of Functional Analysis 220 (2005) 55–75 59
if
‖[F ]‖2 =
1

∫
+
|F ′|2 dA < ∞.
The situation here is the same as on the disk—some analytic functions  : + → +
induce bounded operators C : D → D. In the sequel, we will consider composition
operators C on D, where  : + → + either is a translation or performs multipli-
cation by a positive scalar. In these cases, it is very easy to verify that C : D → D
is a bounded operator. The following lemma is stated without proof.
Lemma 2.1. For each w ∈ D, the function
Kw(z) = log
(
1
1− wz
)
=
∞∑
n=1
wn
n
zn (z ∈ D)
is a reproducing kernel for D0.
We regard H 2(+) as the set of all f ∈ H(+) for which
sup
0<y<∞
∫ ∞
−∞
|f (x + iy)|2 dx < ∞.
By the Paley–Wiener theorem, every f ∈ H 2(+) can be expressed in the form
f (z) = 1√
2
∫ ∞
0
fˆ (t)eitz dt (z ∈ +). (4)
In this case, fˆ (x) = 0 for a.e. x < 0. We use this result in the proof of Lemma
2.2 below. Lemma 2.2 shows that upon the set of functions in D which also lie
in H 2(+), the correspondence deﬁned by f → fˆ is an isometry into the space
L2([0,∞), t dt2 ). Theorem 2.1 shows that it extends continuously to a mapping from
D0 onto L2([0,∞), t dt2 ).
Lemma 2.2. For f ∈ H 2(+),
∫
+
|f ′|2 dA

= 1
2
∫ ∞
0
t |fˆ (t)|2 dt.
In particular, f is a member of D
⋂
H 2(+) if and only if either side, and hence
each side, of the equation is ﬁnite.
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Proof. Let f ∈ H 2(+). Then fˆ ∈ L2(R), and by the remarks above
f (z) = 1√
2
∫ ∞
0
fˆ (t)eitz dt (z ∈ +).
We have
f ′(z) = 
x
f (x + iy) = 1√
2
∫ ∞
−∞
fˆ (t)ite−yt eixt dt.
By Plancherel’s theorem, for each y > 0,
∫ ∞
−∞
|f ′(x + iy)|2 dx =
∫ ∞
−∞
|fˆ (t)ite−yt |2 dt.
Then since fˆ (x) = 0 for a.e. x < 0,
∫
+
|f ′|2 dA=
∫ ∞
0
∫ ∞
−∞
|f ′(x + iy)|2 dx dy
=
∫ ∞
0
∫ ∞
−∞
|fˆ (t)ite−yt |2 dt dy
=1
2
∫ ∞
0
|fˆ (t)|2 t dt.
Division by  gives the desired result. 
Theorem 2.1. The isometry deﬁned by f → fˆ on the set
D
⋂
H 2(+)
into the space L2([0,∞), t dt2 ) extends in a unique way to an isometry on all of D.
Moreover, this correspondence in an isomorphism onto L2([0,∞), t dt2 ).
Proof. Deﬁne the bijection  : + → D by
(z) = w − i
w + i (w ∈ 
+).
Then C : D0 → D is unitary. Thus {C(zn)}∞n=1 is a basis for D. It is easily veriﬁed
that these functions also belong to H 2(+). In particular, f → fˆ deﬁnes a (linear)
W.M. Higdon / Journal of Functional Analysis 220 (2005) 55–75 61
isometry on a dense subset of D into the complete vector space L2([0,∞), t dt2 ).
Hence, we can extend the mapping onto all of D.
Now, let g ∈ L2([0,∞), t dt2 ). For each n ∈ N, deﬁne the function gn by
gn = g · [1/n, n] .
Then each gn lies in L2([0, ∞)) and the sequence {gn}∞n=1 converges to g in
L2([0,∞), t dt2 ). Deﬁne Gn ∈ D
⋂
H 2(+) by
Gn(w) = 1√
2
∫ ∞
0
gn(t) e
iwt dt (w ∈ +).
Then the sequence {Gˆn}∞n=1 converges to g in L2([0,∞), t dt2 ), and so g is in the
closure of {fˆ | f ∈ D
⋂
H 2(+)}, as desired. 
3. The spectra
Determination of the spectra when is an elliptic automorphism, a hyperbolic map with-
out a boundary ﬁxed point, or a loxodromic map, is elementary. For the sake of complete-
ness, we have stated these results below; however, their proof has not been included.
• If  : D → D is an elliptic automorphism, then the operator C : D0 → D0 has
spectrum equal to the closure of the set
{′(a)n | n = 1, 2, 3, ...},
where a denotes the point of D ﬁxed by . This shows that the spectrum of C is
either the entire unit circle T or the set of kth roots of unity, for some integer k.
• If  : D→ D is a hyperbolic map without a boundary ﬁxed point, or is a loxodromic
map, then the operator C : D0 → D0 has spectrum equal to the set
{′(a)n | k = 1, 2, 3, ...} ∪ {0},
where a denotes the point of D ﬁxed by .
Theorem 3.1. If  : D → D is a parabolic automorphism, then the spectrum of the
operator C : D0 → D0 is T.
Proof. Since  is an automorphism, (C) ⊆ T. There is a linear fractional map 
taking D onto + and a real number 	 so that  is conjugate to (w) = w− 	. Then
C = C ◦ C ◦ C−1 = C ◦ C ◦ (C−1 )
and it follows that (C) = (C).
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Fix any point ei
 ∈ T. By Lemma 2.2, for any F ∈ D⋂H 2(+),
‖(C − eib)F‖2 =
1
2
∫ ∞
0
|(e−i	t − ei
)Fˆ (t) |2 t dt. (5)
We leave it as a simple exercise to ﬁnd an appropriate sequence of functions, outside
of the unit ball, for which the expressions in (5) tend to 0. 
Theorem 3.2. If  : D → D is a hyperbolic automorphism, then the operator
C : D0 → D0 has spectrum T.
Proof. Since  is an automorphism, (C) ⊆ T. It therefore sufﬁces to establish the
reverse inclusion. There is a linear fractional map  taking D onto + and a positive
number ,  = 1, so that  is conjugate to (w) = w. In particular,
(C : D0 → D0) = (C : D → D).
Fix ei
 ∈ T for any real number 
. We will show that the operator (C − ei
I ) :
D → D is not bounded from below. Deﬁne
g(t) = 1
t
e−i
 log t (t > 0).
Notice that 1 g(t/) = ei
 g(t) for all t > 0. For c ∈ (0, 1), deﬁne Fc ∈ H 2(+) by
Fc(z) = 1√
2
∫ ∞
0
g(t)[c, 1](t) e
izt dt (z ∈ +).
Then we have Fˆc = g · [c, 1] and ‖Fc‖2 = − 12 ln c.
Observe that
(C(Fc)− ei
Fc)ˆ(t)=((Fc(x))ˆ(t)− ei
Fˆc(t)
=ei
g(t)[c, ](t)− ei
g(t)[c, 1](t). (6)
Note that this function vanishes for t ∈ [c, ] ∩ [c, 1].
Since C(Fc)− ei
Fc ∈ H 2(+), by Lemma 2.2,
‖(C − ei
)Fc‖2 =
1
2
∫ ∞
0
|((C − ei
)Fc)ˆ(t)|2 t dt. (7)
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As |g(t)| = 1
t
, by (6), the quantity in (7) is at most
1
2
∣∣∣∣∣
∫ c
c
1
t
dt
∣∣∣∣∣ + 12
∣∣∣∣∣
∫ 
1
1
t
dt
∣∣∣∣∣ = | ln |/.
This implies that
‖(C − ei
)Fc‖2  | ln |/.
Now
‖(C − ei
)Fc‖2
‖Fc‖2
 −2| ln |
ln c
,
and the right-hand side tends to 0 as c → 0. Thus, the operator (C−ei
I ) : D → D
is not bounded from below, and we obtain
T ⊆ (C : D0 → D0). 
In [1, p. 102] Cowen constructs, rather generally, a holomorphic semigroup of opera-
tors {Ct }t∈ on H 2 and exhibits a spiral-like set or segment Et for which (Ct ) ⊆ Et .
See also Chapter 7 of [3] for this work. Following his method, we construct a holo-
morphic semigroup of operators on D0 which we utilize in an analogous way in
Theorem 3.3, where  is a parabolic non-automorphism. Lemma 3.1, appearing below,
will be used in its proof. The proof of the lemma is elementary and it is not included
here.
Let  : D→ + be an analytic, bijective mapping. For w ∈ +, deﬁne w : D→ D
by
w(z) = −1((z)+ w).
Write Cw for Cw , the composition operator on D0 induced by w.
Lemma 3.1. {Cw}w∈+ is a holomorphic semigroup of operators on D0. This means
that:
(a) Cw1Cw2 = Cw1+w2 (w1, w2 ∈ +).
(b) w → Cw is a continuous map into the space of operators on D0 (w ∈ +).
(c) For any  ∈ B(D0,D0)∗, the function w → (Cw) lies in H(+).
Following Cowen’s work on H 2, we prove the following theorem.
64 W.M. Higdon / Journal of Functional Analysis 220 (2005) 55–75
Theorem 3.3. Let  : D → D be a parabolic non-automorphism. Then the operator
C : D0 → D0 has spectrum
{eiw0t | t ∈ [0, ∞) } ∪ {0}
for some constant w0 ∈ +.
Proof. There is a linear fractional map  taking D onto + and a non-real number
w0 = x0 + i y0 ∈ + so that  is conjugate to (w) = w + w0.
Claim 3.1. (C) ⊆ {eiw0t | t ∈ [0, ∞) } ∪ {0}.
For w ∈ +, deﬁne w : D→ D by
w(z) = −1((z)+ w) (z ∈ D).
Write Cw for Cw , the composition operator on D0 induced by w. Then  = w0 .
By Lemma 3.1, {Cw}w∈+ is a holomorphic semigroup of operators. Let A be the
norm-closed algebra of operators generated by
{I } ∪
⋃
w∈+
Cw.
As A is a commutative Banach algebra with identity, we know that (see [6, Theorem
18.17])
A(Cw) = {(Cw) |  is a multiplicative linear functional on A}, (8)
where A(Cw) denotes the spectrum of Cw with respect the invertibility in A. That
is, 
 ∈ A(Cw) if (Cw − 
I ) does not have an inverse contained in the set A. Let 
be a multiplicative linear functional on A. Deﬁne the function  by (w) = (Cw)
for w ∈ +.  ∈ H(+) since {Cw}w∈+ is a holomorphic semigroup. Since  is
multiplicative, ‖‖ = 1 and for all w1, w2 ∈ +,
(w1 + w2) = (w1) (w2).
Therefore
 ≡ 0 or (w) = e
w (9)
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for some 
 ∈ C. In the latter case, we have
|e
w|= lim
n→∞ |e

nw| 1n
= lim
n→∞ |(w)
n| 1n
= lim
n→∞ |(Cw)
n| 1n
= lim
n→∞ |(C
n
w)|
1
n .
Therefore, since ‖‖ = 1,
|e
w|  lim
n→∞ ‖(C
n
w)‖
1
n
.
The right-hand side is a familiar representation for the spectral radius of Cw, and so
we obtain
|e
w|  1 (w ∈ +). (10)
This implies that 
 ∈ {it | t ∈ [0, ∞) } and so, by (8) and (9),
A(Cw) ⊆ {eiwt | t ∈ [0, ∞) } ∪ {0}. (11)
If Cw−I does not have an inverse in B(D0, D0), then it also lacks one in the smaller
class A; hence
(Cw) ⊆ A(Cw). (12)
Since (z) = w0(z), by (11) and (12),
(C) ⊆ {eiw0t | t ∈ [0, ∞) } ∪ {0}.
This completes the proof of Claim 3.1. It remains to demonstrate the reverse inclusion.
Let  = eiw0t0 ∈ {eiw0t | t ∈ [0, ∞) }. For each c > 0, deﬁne Fc ∈ H 2(+) by
Fc(z) = 1√
2
∫ ∞
−∞
[t0, t0+c](t) e
iwt dt (w ∈ +).
Then we have Fˆc = [t0, t0+c] and
(C(Fc))ˆ(s)=Fˆc(s) eiw0s (m - a.e.).
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Routine calculations show that
lim
c→0+
‖(C(Fc)− Fc‖2
‖Fc‖2
= 0.
Therefore  ∈ (C), and
{eiw0t | t ∈ [0, ∞) } ⊆ (C).
Since the spectrum is a closed set, this completes the proof of the theorem. 
Theorem 3.4. If  : D → D is hyperbolic and has precisely one ﬁxed point on D
and does not have an interior ﬁxed point, then (C : D0 → D0) = D.
Proof. There exists a linear fractional map  and a positive number  with  = 1, so
that  is conjugate to (z) = z. If  > 1, deﬁne p(z) = 1(z) ; then
(z)=p−1
(
1

p(z)
)
.
Therefore, without loss of generality, we may assume that 0 <  < 1.
Claim 3.2. (D) is a disk with the point 0 on its boundary.
As  is a linear fractional map, (D) is either a half-plane or a disk. Suppose ﬁrst
that (D) is a half-plane. Then there exists a point c ∈ D at which  is singular. Then
(c) = −1 ◦  ◦ (c) = c and so c is the boundary ﬁxed point of . If 0 ∈ (D), then
−1(0) is another ﬁxed point of  (contrary to our hypothesis). Thus 0 ∈ (D). But
then
 ◦ (D) =  (D) ⊆ (D)
and this implies that  is not a self-map of D. Therefore (D) must be a disk.
Reasoning as above, if 0 ∈ (D) we obtain an interior ﬁxed point for ; if 0 /∈ (D)
then  is not a self-map of D. Each of these conclusions is contrary to the hypothesis,
and so 0 ∈ ((D)), completing the proof of Claim 3.2.
Set P = (D), and denote by DP the Dirichlet-like space of (equivalence classes
of) analytic functions deﬁned on P, i.e.
DP =
{
[F ] | F ∈ H(P ), ‖[F ]‖2P =
1

∫
P
|F ′|2 dA < ∞
}
.
Since C−1 : D0 → DP and C : DP → D0 are unitary operators, it sufﬁces to show
that each 
 ∈ D\{0} is an eigenvalue of C.
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Let 
 ∈ D\{0}. Deﬁne the function F
 by
F
(z) = z
ln 

ln  (z ∈ P).
Straight-forward calculations show that
∫
P
|F ′
|2 dA < ∞
and that
C(F
)(z) = 
 F
(z) (z ∈ P).
Thus 
 is an eigenvalue of C : DP → DP , and hence every point in D\{0} is an
eigenvalue. Since the spectrum is a closed set, we conclude that (C) = D. 
For m2, let Lm denote the subspace of D0 consisting of all f ∈ D0 for which
fˆ (1) = fˆ (2) = · · · = fˆ (m− 1) = 0.
We deﬁne L1 to be D0. The reproducing kernels for Lm, denoted Kw,m, are deﬁned
for each w ∈ D by
Kw,m(z) =
∞∑
n=m
wn
n
zn (z ∈ D).
Suppose that C is a bounded composition operator on D0 and that (0) = 0. Then
the restriction of C to Lm has its range contained in Lm. Let C∗m denote the adjoint
of the operator C on Lm. A routine argument shows that the family of reproducing
kernels {Kw,m | w ∈ D} is invariant under C∗m and that, in particular,
C∗m(Kw,m) = K(w),m. (13)
Since Lm has ﬁnite codimension in D0, application of Lemma 1.1 provides that
(C : Lm → Lm) ⊆ (C : D0 → D0). (14)
Following the proof of Theorem 7.30 in [3, p. 289], wherein effective use is made of
the H 2 analogues of (13) and (14), we are able to prove the following theorem (the
cited proof is a simpliﬁcation of work appearing in [2]).
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Theorem 3.5. If  : D → D is a hyperbolic map with an interior ﬁxed point (nec-
essarily attractive) and a boundary ﬁxed point, then the spectrum of the operator
C : D0 → D0 is D.
Proof. Without loss of generality, we may assume that  ﬁxes the points 0 and 1.
Hence by our hypothesis
0 < ′(0) < 1 < ′(1).
Throughout the proof, m and J will always denote positive integers. In accordance
with the remarks preceding the statement of the theorem, let C∗m denote the ad-
joint of the operator C : Lm → Lm. Fix  ∈ D\{0}. To see that  is contained
in (C : D0 → D0), by (14), it is sufﬁcient to show for some value of m, that
 is contained in (C : Lm → Lm). This is our underlying goal in the
remainder.
Since  is a linear fractional transformation which ﬁxes 0 and 1, it follows that  is
a homeomorphism of the interval [0, 1]. For any point x ∈ (0, 1), consider the sequence
{xn}∞n=−∞ consisting of the forward and backward -iterates of x, i.e. {xn}∞n=−∞ is the
uniquely determined sequence having x0 = x, whose elements satisfy the family of
relations
xn+1 = (xn) (n ∈ Z). (15)
Let us pause to outline the rest of the proof. A primary tool in our argument is,
from (13), that C∗m is a forward shift on the sequence {Kxn,m}∞n=−∞. It is not difﬁcult
to check, formally, that
∞∑
n=−∞

−n
Kxn,m
is an eigenfunction of C∗m corresponding to . We shall see that this series converges
for m sufﬁciently large. It is necessary, however, that the sum of the series be different
from zero if it is to be an eigenfunction. We show in Claim 3.4 that a sequence of
partial sums of the series is bounded away from zero. This bound, of course, also
applies to the limit. In this way we obtain an eigenfunction for C∗m corresponding to
, implying that  ∈ (C : Lm → Lm).
The homeomorphism of the interval [0, 1] described above, along with the Schwarz
lemma, provides that
0 < xn+1 < xn < 1 (n ∈ Z).
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Since  has no ﬁxed points in (0, 1), this implies that
lim
n→∞ x−n = 1.
Indeed, since
lim
n→∞
1− x−n
1− x−n−1 = limn→∞
(1)− (x−n−1)
1− x−n−1 = 
′(1)
and ′(1) > 1, we have
∞∑
n=0
(1− x−n) < ∞. (16)
This shows that the backward iterates of x0 tend to 1 quickly enough to be the zeros
of a Blaschke product. Let s be a number satisfying 0 < s < 1
′ (1) . Then s < 1, and
there exists a number a in the interval ( 12 , 1) such that
1− x
1− (x)s whenever 1 > xa. (17)
We now ﬁx the sequence {xn}∞n=−∞ determined by x0 = a and the relations given in
(15). For any value of J, the backwards -iterates x−1, x−2, ... x−J lie in (a, 1), and
so by (17)
1− (x−J )2>1− x−J
= 1− x−J
1− x−J+1
1− x−J+1
1− x−J+2 · · ·
1− x−1
1− x0 (1− x0)
= 1− x−J
1− (x−J )
1− x−J+1
1− (x−J+1) · · ·
1− x−1
1− (x−1) (1− x0)
sJ (1− x0).
This inequality provides the means to prove the following claim.
Claim 3.3. There are constants M and J0 so that
‖Kx−J ‖D0  M
√
J whenever JJ0.
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Since
‖Kx−J ‖2D0= log
1
1− (x−J )2
 log 1
sJ (1− x0)
=J | log s| − log(1− x0),
we have
‖Kx−J ‖D0 
√
J | log s| − log(1− x0). (18)
Claim 3.3 follows from (18).
Application of the Schwarz lemma yields a constant c in (0, 1) satisfying the con-
dition
|(z)|  c |z| whenever |z| 12 . (19)
Set
N = min{n | xn 12 }.
Then xN 12 and N > 0 since x0 >
1
2 . By (19),
xN+k  ck · xN for all k0. (20)
Fix a positive integer m0 which satisﬁes c
m0
|| 
1
2 . For each m with mm0, and all
positive integers J, deﬁne the functions FJ,m by
FJ,m =
∞∑
n=−J

−n
Kxn,m. (21)
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We will now show that the functions FJ,m lie in Lm. It sufﬁces to show, for each
mm0, that
∞∑
n=N

−n ‖Kxn,m‖D0 < ∞.
Fix mm0. For each nN , we have
||−n ‖Kxn,m‖D0=||−n
√√√√ ∞∑
k=m
1
k
|xn|2k
 ||−n
√√√√ ∞∑
k=m
1
k
|cn−N xN |2k
 ||−n c(n−N)m
√√√√ ∞∑
k=m
1
k
|xN |2k
=c−Nm
(
cm
||
)n
‖KxN,m‖D0
=C1
(
cm
||
)n
 C1
2n
.
Therefore, the series that we have used to deﬁne FJ,m converges in Lm.
Claim 3.4. For some integer m1 greater than or equal to m0, there is a constant  > 0
so that
‖FJ,m1‖D0  f or all J > 0.
The proof of this claim is of some length; for the reader’s convenience we note that
it will be completed following statement (27). By the reasoning which led to (16), we
have
∑
kN−1
k =0
(1− xk) < ∞. (22)
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We deﬁne the function f in H∞(D) by the formula
f (z) = (1− z)2 ·
∏
kN−1
k =0
	xk (z) (z ∈ D),
where 	xk denotes the familiar automorphism of D which transposes 0 and xk . Funda-
mental theory concerning Blaschke products provides that
f (xk) = 0 ⇐⇒ k  N − 1 and k = 0. (23)
Certainly |f |4, and since {xk | k  N − 1 and k = 0} ⊆ ( 12 , 1), it follows that |f ′| is
bounded (this is an exercise from Rudin’s textbook [6, p. 318, Problem 18]. We write
|f ′(z)|  B1 (z ∈ D).
Since |f |4 and |f ′|B1 it follows, in a straight forward manner, that
‖f Kx0,m‖D0  (4+ B1)‖Kx0,m‖D0  (4+ B1)‖Kx0‖D0
for all m. We abbreviate this
‖f Kx0,m‖D0  B2 (m1)
and observe that the product f Kx0,m is in Lm, since the appropriate Taylor coefﬁcients
are zero. Since f Kx0,m ∈ Lm,
‖FJ,m‖D0 |〈f Kx0,m, FJ,m〉|/‖f Kx0,m‖D0

∣∣∣∣∣
∞∑
n=−J
−n 〈f Kx0,m,Kxn,m〉
∣∣∣∣∣
/
B2
=
∣∣∣∣∣
∞∑
n=−J
−n f (xn) Kx0,m(xn)
∣∣∣∣∣
/
B2. (24)
We notice that if  were a positive number, then by using 1 in place of f, the proof
of Claim 3.4 would be done at (24). Considering (23), (24) may be written
‖FJ,m‖D0 
1
B2
∣∣∣∣∣f (x0)Kx0,m(x0)+
∞∑
n=N
−n f (xn) Kx0,m(xn)
∣∣∣∣∣
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and since |f |4, we have
‖FJ,m‖D0 
1
B2
(
|f (x0)| ‖Kx0,m‖2D0 − 4
∞∑
n=N
|−n|Kx0,m(xn)
)
. (25)
Because of the inﬁnite set of zeros we were able to prescribe for the function f, the
right-hand side of (25) is independent of J. To prove Claim 3.4, it sufﬁces to ﬁnd
merely a single value of m for which the right-hand side of inequality (25) is positive.
Observe that
∞∑
n=N
||−n|Kx0,m(xn)=
∞∑
n=N
||−n
∞∑
k=m
xk0x
k
n
k
=
∞∑
n=N
||−n
∞∑
k=m
(cn−Nx0 xN)k
k
=
∞∑
k=m
(c−Nx0 xN)k
k
∞∑
n=N
(
ck
||
)n
=
∞∑
k=m
(c−Nx0 xN)k
k
(
ck
||
)N
(1− ck|| )
(
since
cm
|| <
1
2
)
= 1||N
∞∑
k=m
(c−Nx0 xN)k
k
ckN
(1− ck|| )
= 1||N
∞∑
k=m
(x0 xN)k
k
1
(1− ck|| )
 2||N
∞∑
k=m
(x0/2)k
k
(since xN 12 ).
That is,
∞∑
n=N
|−n|Kx0,m(xn)  C
∞∑
k=m
(x0/2)k
k
,
where C is a constant independent of m. Employing this estimate in (25), we obtain
‖FJ,m‖D0 
1
B2
∞∑
k=m
(x0)k[ |f (x0)|(x0)k − 4C/2k]
k
. (26)
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To show that the series in (26) is positive for some value of m greater than or equal
to m0, it is enough to verify that the condition
|f (x0)|(x0)k − 4C/2k > 0 (27)
holds for all values of k sufﬁciently large. But this follows readily from the fact that
x0 >
1
2 ; hence Claim 3.4 is proven.
By Claim 3.3,
−J0∑
n=−∞
‖−n Kxn,m1‖Lm1 
∞∑
n=J0
||n M √n < ∞.
Therefore, we can deﬁne Fm1 in Lm1 by
Fm1 = lim
J→∞ FJ,m1 =
∞∑
−∞

−n
Kxn,m1 .
‖Fm1‖Lm1  , by Claim 3.4. Now, we may readily complete the proof of the theorem.
Using (13),
C∗m1(Fm1)=Cm1
( ∞∑
−∞

−n
Kxn,m1
)
=
∞∑
−∞

−n
Kxn+1,m1
= Fm1 .
Therefore  ∈ (C : Lm1 → Lm1). The remarks made at the beginning of the proof
provide that  ∈ (C : D0 → D0). By the way  was chosen, we have
D\{0} ⊆ (C : D0 → D0). (28)
Since ‖C‖1 bounds the spectral radius, (28) implies that
(C : D0 → D0) = D. 
We have observed that
(C : D→ D) = (C : D0 → D0) ∪ {1}.
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Therefore our spectral results concerning C : D0 → D0 extend to the operator
C : D → D. In this paper, we have described the spectra of all composition op-
erators on the Dirichlet space that are induced from the linear fractional maps. We
hope that this paper may help contribute toward the determination of the spectra of
more general composition operators.
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