ABSTRACT. In this paper, we first show that for an acyclic gentle algebra A, the irreducible components of any moduli space of A-modules are products of projective spaces. Next, we show that the nice geometry of the moduli spaces of modules of an algebra does not imply the tameness of the representation type of the algebra in question. Finally, we place these results in the general context of moduli spaces of modules of Schur-tame algebras. More specifically, we show that for an arbitrary Schur-tame algebra A and θ-stable irreducible component C of a module variety of A-modules, the moduli space M(C) ss θ is either a point or a rational projective curve.
INTRODUCTION
Throughout, K denotes an algebraically closed field of characteristic zero. All algebras are assumed to be bound quiver algebras, and all modules are assumed to be finitedimensional left modules.
Our goal in this paper is to study the module category of an algebra A within the general framework of geometric invariant theory. The geometric objects that we are interested in are the moduli spaces of semi-stable A-modules constructed by King in [22] , using methods from geometric invariant theory. On the geometric side, these moduli spaces of modules can be arbitrarily complicated, in the sense that any projective variety can be realized as a moduli space of thin modules of some triangular algebra (see [21] ). On the representation theory side, the closed points of a moduli space of A-modules correspond to direct sums of rather special Schur A-modules. Hence, from the point of view of invariant theory, one is naturally led to think of an algebra based on the complexity of its Schur modules. In this paper, we focus on those algebras whose Schur modules have a tame behavior. These algebras, called Schur-tame, form a large class which goes beyond the class of tame algebras. Our objective is to describe the tameness, and more generally the Schur-tameness, of an algebra in terms of invariant theory. This line of research has attracted much attention during the last two decades (see for example [2] , [4] , [3] , [5] , [10] , [11] , [12] , [14] , [18] , [20] , [24] , [25] , [26] , [29] ).
A complete description of the tameness of quasi-tilted algebras in terms of their moduli spaces of modules can be found in [4] and [13] . In this paper, we first describe the irreducible components of all moduli spaces of modules for acyclic gentle algebras (for partial results, see [9] ). The indecomposable modules of gentle algebras can be nicely classified, however these tame algebras still represent an increase in the level of complexity from the tame quasi-tilted case. For example, the global dimension of acyclic gentle algebras can be arbitrarily large. Furthermore, the number of one-parameter families required to parameterize d-dimensional indecomposable modules can grow faster than any polynomial in d. Our next theorem shows that the tameness of an algebra is not a reflection of the nice geometry of its moduli spaces. In particular, this provides an acyclic counterexample to (one of the implications in) Weyman's tameness conjecture (see [9] ). The algebra in the theorem below was communicated to us by Kinser and is based on Ringel's paper [27] . ss θ is a projective space. In Section 2, we outline the pertinent notions related to bound quiver algebras, module varieties, and Schur-tame algebras. In Section 3, we first review King's construction of moduli spaces of modules of algebras, and then prove a general reduction result (Proposition 7) that allows one to break a moduli space of modules into products of smaller ones. The proofs of our main results, presented in Section 4, rely on descriptions of the irreducible components of the module varieties of the algebras involved (see Section 4.1) and the general reduction result from Section 3.
The one-dimensional representation of Q supported at vertex x ∈ Q 0 is denoted by S x and its dimension vector is denoted by e x . By a dimension vector of Q, we simply mean a vector d ∈ Z Q 0 ≥0 . Given two representations V and W of Q, we define a morphism ϕ : V → W to be a collection (ϕ(x)) x∈Q 0 of K-linear maps with ϕ(x) ∈ Hom K (V (x), W (x)) for each x ∈ Q 0 , and such that ϕ(ha)V (a) = W (a)ϕ(ta) for each a ∈ Q 1 . We denote by Hom Q (V, W ) the K-vector space of all morphisms from V to W . Let V and W be two representations of Q. We say that V is a subrepresentation of W if V (x) is a subspace of W (x) for each x ∈ Q 0 and V (a) is the restriction of W (a) to V (ta) for each a ∈ Q 1 . In this way, we obtain the abelian category rep(Q) of all representations of Q.
Given a quiver Q, its path algebra KQ has a K-basis consisting of all paths (including the trivial ones), and the multiplication in KQ is given by concatenation of paths. It is easy to see that any KQ-module defines a representation of Q, and vice-versa. Furthermore, the category mod(KQ) of KQ-modules is equivalent to the category rep(Q). In what follows, we identify mod(KQ) and rep(Q), and use the same notation for a module and the corresponding representation.
A two-sided ideal I of KQ is said to be admissible if there exists an integer
Here, R Q denotes the two-sided ideal of KQ generated by all arrows of Q.
If I is an admissible ideal of KQ, the pair (Q, I) is called a bound quiver and the quotient algebra KQ/I is called the bound quiver algebra of (Q, I). Bound quiver algebras are as general as they can be. Indeed, up to Morita equivalence, any finite-dimensional algebra A can be viewed as the bound quiver algebra of a bound quiver (Q A , I), where Q A is the Gabriel quiver of A (see [1, Corollary I.6.10 and Theorem II. 3.7] ). (Note that the ideal of relations I is not uniquely determined by A.) We say that A is an acyclic algebra if its Gabriel quiver has no oriented cycles.
Fix a bound quiver (Q, I), a finite generating set R of admissible relations of I, and let A = KQ/I be its bound quiver algebra. A representation M of A (or (Q, I)) is just a representation M of Q such that M(r) = 0 for all r ∈ R. The category mod(A) of finite-dimensional left A-modules is equivalent to the category rep(A) of representations of A. As before, we identify mod(A) and rep(A), and make no distinction between Amodules and representations of A. For each vertex x ∈ Q 0 , we denote by P i the projective indecomposable cover of the simple A-module S x . For an A-module M, we denote by pdimM its projective dimension. An A-module M is called Schur if End A (M) ∼ = K. The dimension vector of a Schur A-module is called a Schur root of A Assume now that A has finite global dimension; this happens, for example, when Q has no oriented cycles. Then the Euler form of A is the bilinear form ·, · A :
In fact, for any A-modules M and N which are d-and e-dimensional, respectively, one has by simultaneous conjugation, i.e., for
It can be easily seen that Given 
2.3. Schur-tame algebras. Following Bodnarchuk-Drozd [6] , we now introduce the class of Schur-tame algebras.
For an A − R-bimodule T , where R is a localization
Here, mod(R) denotes the category of finite-dimensional R-modules. Also, recall that the finite-dimensional Schur R-modules are of the form
with λ ∈ K such that f (λ) = 0 (for more details, see [28, Ch. 
XIX.2]).

Definition 3.
An algebra A is said to be Schur-tame if for each dimension vector d of A, there are finitely many localizations
(1) each T i is a free right R i -module of finite rank and the functor T i ⊗ R i − is a Schurembedding; (2) every d-dimensional Schur A-module, except possibly for finitely many isoclasses of modules, is of the form
for some λ ∈ K with f i (λ) = 0 and 1
First, let us prove:
Lemma 4. Any tame algebra A is Schur-tame.
Proof. Let d be a dimension vector of A. We know that there are finitely many localiza-
Rn satisfying the two properties above with "Schur-embedding" replaced by "representation-embedding" in (1), and "Schur" replaced by "indecomposable" in (2). Following closely Dowbor-Skowroński's arguments in [19] , we explain how to modify the R i 's and T i 's in order to get the desired Schur-embeddings that almost parametrize the d-dimensional Schur A-modules.
It is now clear that the set of the isoclasses of all modules of the form
, with f ′ i (λ) = 0, is precisely the set of the isoclasses of the Schur A-modules of the form
, with f i (λ) = 0; in particular, the functor T
At this point, it is clear that the new localizations R satisfy the desired properties. We conclude that A is Schur-tame.
Example 1.
(i) It has been pointed out to us by Schröer that the preprojective algebra of a Dynkin quiver has only finitely many Schur modules in each dimension vector. That is to say, it is Schur-representation-finite and, in particular, Schur-tame.
(ii) For each integer n ≥ 4, consider the bound quiver algebra given by
It was proved by Ringel in [27] that these algebras are Schur-representation-finite, in particular Schur-tame, and that they are wild for n ≥ 9. It follows from Ringel's arguments in [27] that A is wild and Schur-tame. Specifically, to prove the wildness of A, one invokes a result of Martínez-Villa [23] to conclude that the non-simple indecomposable A-modules are in bijective correspondence with the non-simple indecomposable modules over the path algebra of the wild quiver obtained from Q by splitting the vertex 2 into two other vertices. Therefore, A must be wild. As for the Schur-tameness of A, Ringel showed that for any Schur A-module M, either M(α) = 0 or M(β) = 0. Consequently, the Schur modules for A come from those for aD 4 or D 5 quiver. So, A is Schur-tame.
For the remainder of this section, we assume that A is a Schur-tame algebra and let d be a Schur root of A. Denote by
We know that there are finitely many principal open subsets U i ⊆ A 1 = K and regular morphisms ϕ i :
where each F i is the closure of the image of the action morphism
Consequently, we have that
Now, let C ⊆ mod(A, d) be a Schur irreducible component; in particular, C is an irreducible component of Schur (A, d) . From the discussion above, it follows that either:
• C = F i for some 1 ≤ i ≤ n or;
We have the following useful dimension count. For a proof, one can follow verbatim the arguments in [9, Lemma 3]. 
Lemma 5. Let
we similarly define the ring of semi-invariants SI(C) :
, and the space SI(C) χ of semi-invariants of weight χ. Note that any θ ∈ Z Q 0 defines a rational character χ θ :
In this way, we identify Z Q 0 with X ⋆ (GL(d)) whenever d is a sincere dimension vector. In general, we we have the natural epimorphism
We also refer to the rational characters of GL(d) as (integral) weights of A (or Q).
Following King [22] , an A-module M is said to be θ-semi-stable if θ(dim M) = 0 and θ(dim M ′ ) ≤ 0 for all submodules M ′ ≤ M. We say that M is θ-stable if M is non-zero, θ(dim M) = 0, and θ(dim M ′ ) < 0 for all submodules {0} = M ′ < M. A θ-polystable A-module is defined to be a direct sum of θ-stable A-modules. The full subcategory mod(A) ss θ consisting of the θ-semi-stable A-modules is an exact abelian subcategory of mod(A) which is closed under extensions and whose simple objects are precisely the θ-stable modules. Moreover, mod(A) We now come to the key concept of this section. Let C be a GL(d)-invariant irreducible closed subvariety of mod(A, d). Assume that C is θ-semi-stable and let d 1 , . . . , d l be θ-stable dimension vectors of A with
. We call such a decomposition of C, whenever it exists, a θ-stable decomposition. Remark 2. It follows from the work of Bobiński and Skowroński [5] that for a tame quasitilted algebra, any θ-semi-stable irreducible component is θ-well-behaved (in the sense of [9] ); in particular, it has a unique θ-stable decomposition (for details, see [9] ). The same holds for acyclic gentle algebras (see Section 4.1 or [9] ). 
ss θ ). Note that this reduction result allows us to "break" a moduli space of modules into smaller ones which are easier to handle, especially in the Schur-tame case.
The next result is a strengthening of the reduction Theorem 6 in that it allows us to get rid of the orbit closures that occur in a θ-stable decomposition. It plays a crucial role in proving Theorems 1 and 2. 
is a normal subvariety of mod(A, In what follows, we show that f :
ss θ = Y is an isomorphism of varieties. First, let us check that f is bijective. Since f is surjective, we proceed with checking the injectivity of f . Let x, y ∈ M(C ′ )
which is further equivalent to X ⊕ M 0 ≃ Y ⊕ M 0 since these two direct sums are still θ-polystable. We conclude that X ≃ Y , and hence x = y. So, f is injective.
Since C is assumed to be normal, the GIT quotient M(C) ss θ remains a normal variety. We have just proved that f :
ss θ is a bijective morphism with normal target variety. Therefore, f has to be an isomorphims of varieties. (Here, we are using again the assumption that K is of characteristic zero.) The proof now follows from Theorem 6.
PROOFS OF THE MAIN RESULTS
4.1. Acyclic gentle algebras. We will review basic definitions and key facts concerning acyclic gentle algebras before proving Theorem 1. Recall that an algebra A is called gentle if it is isomorphic to a bound quiver algebra KQ/I satisfying the following:
(1) for each vertex x ∈ Q 0 there are at most two arrows with head x, and at most two arrows with tail x; (2) for any arrow b ∈ Q 1 , there is at most one arrow a ∈ Q 1 and at most one arrow c ∈ Q 1 such that ab / ∈ I and bc / ∈ I; (3) for each arrow b ∈ Q 1 there is at most one arrow a ∈ Q 1 with ta = hb (resp. at most one arrow c ∈ Q 1 with hc = tb) such that ab ∈ I (resp. bc ∈ I); (4) I is generated by paths of length 2. In [10] , a combinatorial characterization of the irreducible components of module varieties for these algebras was obtained. By a coloring of a quiver Q, we mean a map c : Q 1 → S (where S is some finite set) such that c −1 (s) is a directed path for each s ∈ S. For a coloring of Q, we define by I c the two-sided ideal in KQ generated by all length-two paths ba for which c(a) = c(b). Furthermore, for every acyclic gentle algebra KQ/I, there is a coloring c of Q for which I = I c .
Fix a gentle algebra A = KQ/I and a coloring c for which
≥0 is a map r : Q 1 → Z ≥0 satisfying the property that r(a) + r(b) ≤ d x whenever c(a) = c(b), and h(a) = t(b) = x (together with the degenerate condition r(a) ≤ d x when x is a source or sink and a is any arrow incident to it).
Proposition 8 ([10])
. The irreducible components of mod(A, d) are parameterized by rank sequences r for d which are maximal relative to the coordinate-wise partial order. In particular, the irreducible components are of the form
As a consequence, the irreducible components of mod(A, d) are products of varieties of complexes, and are therefore normal (see [16] ).
Gentle algebras are a special class of string algebras, whose indecomposable modules are known to be either string modules or band modules (see [7] ). We call an irreducible component C ⊆ mod(A, d) regular if the generic module in C is a direct sum of band modules.
Observation 1.
Suppose that A is acyclic gentle. An irreducible component C ⊆ mod(A, d) is regular if and only if it contains a module which is a direct sum of band modules. Indeed, consider the open non-empty subvariety of C:
Let M 0 ∈ C be a regular module. Then, for any M ∈ U, we have:
where s is the number of string indecomposable modules occurring in a direct sum decomposition of M into indecomposables. Consequently, s = 0 and hence the generic modules in C, more precisely those in U, are regular.
Proposition 9.
(1) ( [8] ) Suppose that C is an indecomposable regular irreducible component, then the generic module M of C is Schur and pdimM ≤ 1. From this proposition, we deduce that given two stable (with respect to some weight) irreducible components of the same module variety mod(A, d), their stable loci are disjoint. In particular, for an acyclic gentle algebra, any θ-semi-stable irreducible component is θ-well-behaved and it has therefore a unique θ-stable decomposition.
We are now ready to prove Theorem 1. for some θ-semi-stable irreducible component C ⊆ mod(A, d). We have seen that C has a θ-stable decomposition of the form:
. . C n are orbit closures, and
We show next that C ′ is an irreducible component of mod(A, d ′ ) by checking that, for all 1 ≤ i, j ≤ l, ext 1 A (C i , C j ) = 0; in particular, this will prove that C ′ is normal. Choose A-modules M i ∈ (C i ) s θ with pdimM i ≤ 1 for all 1 ≤ i ≤ l. Then, for all 1 ≤ i = j ≤ l, Hom A (M i , M j ) = 0 since M i and M j are non-isomorphic θ-stable modules, and hence:
Consequently, we get that
At this point, we can apply Proposition 7 to conclude that
We turn now to the more general acyclic string algebras. . From the discussion above, C has a θ-stable decomposition given by 
Using the First Fundamental Theorem for GL(d(2)), we get that
ss θ is just a point when θ(2) = 0.
Case 2: θ(2) = 0. Note first that for any dimension vector h of A the irreducible components of mod(A, h) are of the form:
where (r α , r β ) is a maximal (coordinatewise) pair of non-negative integers with r α + r β ≤ h(2). So, they are all normal varieties.
In what follows, we denote by D 5 the subquiver of Q obtained by deleting only the arrow β, and by D 4 the subquiver of Q obtained by deleting only the arrow α. From Ringel's description of the Schur A-modules, we know that the Schur components of a module variety mod(A, h) are of the form mod(D 5 , h) or mod ( D 4 , h) . In particular, this shows that if C ′ is a θ-stable irreducible component of some module variety mod(A, h) then M(C ′ ) ss θ is either a point or P 1 (see for example [13] ). Next, we claim that a module variety mod(A, h), with h a θ-semi-stable dimension vector of A, can have at most one θ-stable irreducible component. Since θ(2) = 0, we get that h = e 2 . Furthermore, if h(2) = 0 then mod(A, h) = mod(D 4 , h) which is an affine space, so there is nothing to check in this case. Let us assume now that h(2) ≥ 1. In this case, we only need to check that mod(D 5 , h) s θ and mod( D 4 , h) s θ can not be both non-empty. Let us assume for a contradiction that the two θ-stable loci above are non-empty. Since vertex 2 is a sink forD 4 , the simple A-module S 2 is a proper subrepresentation of any θ-stable module ofD 4 and so θ(2) < 0. Viewing 2 as a source for D 5 , one gets that θ(2) > 0 (contradiction). The exact same arguments show that for two θ-stable dimension vectors h 1 and h 2 with h 1 (2), h 2 (2) ≥ 1, mod(D 5 , h 1 ) It is not difficult to see that for any Schur A-module M ∈ C i , we have that rank M(β) = d i (2) for all 1 ≤ i ≤ n. So, the generic module M in C has a filtration whose factors along the arrow β have rank d i (2) with multiplicity m i , where 1 ≤ i ≤ n. We deduce that rank M(β) ≥ it is natural to ask whether one always encounters singular moduli spaces of modules for strictly wild algebras.
We plan to address these issues in subsequent work on this subject.
