Abstract: For many stochastic differential equations, often met in financial theory, its is the drift and the dispersion which are the principal parameters of the model. In such cases it is shown that the parameters can be estimated by ordinary methods from normal distribution theory.
Introduction

A general stochastic differential equation for a stochastic process W(t) is defined as where f and g are known functions of their arguments and B(t) is a Brownian motion or a d W ( t ) f t , W ( t ) dt g t , W ( t ) d B ( t ) ,
Wienerprocess.
There has been considerable interest over the last decade in estimation problems connected with parametrized stochastic differential equations.
The basic approach has been to parametrize the stochastic process itself, i.e. to assume that W(t) depends on a vector of parameters θ = (θ 1 , ... ,θ k ), such that the stochastic differential equation becomes ( 
1) d W ( t | θ) f t , W ( t | θ) dt g t , W ( t |θ) d B ( t ) ,
For this parametric representation of a stochastic differential equation several estimation procedures has been suggested. From an applied point of view, most of these are rather complicated and involve advanced results from the theory of diffusion processes. Cf. e.g. Kessler and Sørensen (1999) for important results and references.
In this paper, we consider a subclass of stochastic differential equations, which, although simple in structure, covers several interesting cases from applications to financial theory.
Consider thus the alternative formulations to (1)
where f(t) and g(t) are known functions of t, or
where again f and g are known functions of their arguments.
The purpose of this paper is to demonstrate, that for simple choices of the functions f and g in (2) and (3), it is possible to derive simple estimators for α and σ. In addition the distributional properties of these estimators are easily derived from ordinary normal distribution theory.
For simplicity, we shall mainly consider the equidistant case, where the process is observed at times t = 1, t = 2, t = 3 and so on. The results are easily extended to cases with non-equidistant observation points in time. For the case in Section 2 it is demonstrated, how this can be done.
We shall call the parameter α in (2) or (3) the drift and the parameter σ in (2) or (3) the dispersion of the process.
Constant drift and constant dispersion
If f(t) = 1 and g(t) = 1, we shall say that the process has constant drift and constant dispersion. In this case Equation (2) takes the form
The last integral is an Ito-integral, but in this case the function to be integrated is constant, such that the solution is B(t) -B(0). Hence the solution to (4) is since B(0) = 0, by the definition of a Brownian motion.
Suppose now, that W(t) has been observed at times t = 1, 2, ... , n, and that the observed values are w(1), w(2), ... , w(n). With w(0) = 0, we can then form the new observations y 1 , ... ,y n as (12) in (11) In order to derive the distribution ofσ we rewrite (11) aŝ
This means that we can perform the classical splitting of sum of squares, necessary to obtain the distribution of the unbaised estimate for σ 2 . Her we get
By the addition theorem for the χ 2 -distribution
while obviously
Hence by Cochrans theorem
The results for non-equidistant observed time points are thus similar to those for equi-
distantly observed time points.
The drift a function of t and constant dispersion
For these cases, we assume, that the drift is an integrable function f(t) of t, and that the dispersion is constant, i.e. the stochastic differential equation is given by By integration we then get
i.e. with F(t) being the integral
and since B(0) = 0
Taking differences, we get with t = i = 1, 2, 3, ... 
The drift and the dispersion proportional to t
In this case, we consider the stochastic differential equation
Here it pays to study directly the differences d X ( t ) µ t dt σ t dZ ( t ) . The estimate for the origional α becomeŝ αα 1 1 2σ 2 .
