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ABSTRACT
Gravitational wave (GW) sources are an excellent probe of the luminosity distance and offer a novel measure of the Hubble constant,
H0. This estimation of H0 from standard sirens requires an accurate estimation of the cosmological redshift of the host galaxy of the
GW source, after correcting for its peculiar velocity. Absence of an accurate peculiar velocity correction affects both the precision and
accuracy of the measurement of H0, particularly for nearby sources. We propose a framework to incorporate such a peculiar velocity
correction for GW sources. The implementation of our method to the event GW170817 combined with the Very Large Baseline
Interferometry (VLBI) observation leads to a revised value of H0 = 69.3+4.5−4.0 km s
−1 Mpc−1; more importantly, it demonstrates that our
method will allow to achieve in practice unbiased, accurate measurements of H0 at the precision promised by standard siren forecasts.
Key words. Cosmology: observations–cosmological parameters–Gravitational waves–Galaxies: peculiar
1. Introduction
Attempts to make an accurate measurement of the expansion rate
of the Universe at the present epoch, known as Hubble constant
(H0), is ongoing since the discovery of the expanding Universe
1 by Lemaître (1927, 1931) and Hubble (1929). Several comple-
mentary approaches measure its value with high precision (Hin-
shaw et al. 2013; Bennett et al. 2013; Planck collaboration 2014;
Anderson et al. 2014; Planck collaboration 2016; Cuesta et al.
2016; Planck collaboration 2018; Riess et al. 2019). However,
current measurements of H0 obtained using standard rulers an-
chored in the early Universe (Cosmic Microwave Background
(CMB), Baryon Acoustic Oscillations (BAO)) (Planck collabo-
ration 2014; Anderson et al. 2014; Aubourg et al. 2015; Planck
collaboration 2016; Macaulay et al. 2019) and Big Bang Nu-
cleosynthesis (BBN) (Addison et al. 2018; Abbott et al. 2018)
differ from late-Universe probes using standard candles (super-
novae (SN) type-Ia) (Reid et al. 2009; Riess et al. 2019), strong
lensing from the H0LiCOW project (Wong et al. 2019) and us-
ing the angular diameter distance between the lensed images as
a calibrator (Jee et al. 2019). A recent measurement of H0 from
? mukherje@iap.fr
1 The International Astronomical Union has recently renamed the
Hubble law as the Hubble–Lemaître law, in recognition of the pi-
oneering contribution of Lemaître (https://www.iau.org/news/
pressreleases/detail/iau1812/.)
the Carnegie-Chicago Hubble program by using the Tip of the
Red Giant Branch (TRGB) as a calibrator for the SN type-Ia
reduces the tension (Freedman et al. 2019). However, a more re-
cent analysis by Yuan et al. (2019) has claimed inaccuracies in
the calibration of Freedman et al. (2019), which again aggravates
the tension. Taken at face value, this tension, statistically sig-
nificant by more than 4σ, would necessitate revision of the flat
Lambda Cold Dark Matter (ΛCDM) model of cosmology (Verde
et al. 2013; Bernal et al. 2016; Di Valentino et al. 2017; Kreisch
et al. 2019; Poulin et al. 2019; Lin et al. 2019; Agrawal et al.
2019; Verde et al. 2019; Knox & Millea 2019). Whether this dis-
crepancy is associated with systematic or calibration errors in
either of the data sets or indicates new physics is currently a sub-
ject of intense debate. In this context, the spotlight has turned to
standard sirens (Schutz 1986; Abbott et al. 2017a) with binary
neutron star mergers as an independent probe with the poten-
tial to reach the required percent-level precision to validate the
low redshift (z) determination of H0 (Dalal et al. 2006; Nissanke
et al. 2010; Nissanke et al. 2013a; Chen et al. 2018; Feeney et al.
2019; Seto & Kyutoku 2018; Mortlock et al. 2018). This poten-
tial depends crucially on whether the contamination from the pe-
culiar velocity can be corrected at the required accuracy. In this
paper, we propose a new framework, PaVES (Peculiar Velocity
Estimation for Sirens), to obtain an unbiased and accurate mea-
surement of H0 from GW observations. The paper is organised
as follows, in Sec. 2 we discuss the low redshift probes to H0 us-
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ing standard candles and standard sirens. In Sec. 3 and Sec. 4 we
discuss the effect of peculiar velocity on luminosity distance and
redshift, and discuss a framework borg to estimate it from the
cosmological observations. In Sec. 5 we discuss the algorithm
called PaVES to incorporate peculiar velocity correction to the
host of standard sirens. Finally in Sec. 6 and Sec. 7 respectively,
we obtain the revised value of H0 using PaVES from the event
GW170817 (Abbott et al. 2019b) and discuss the applicability of
our method to the future GW events.
2. Low redshift probes of Hubble constant:
standard candles and standard sirens
All direct low z measurements of H0 depend on measuring the
luminosity distance to the source, which is given by
dL =
c(1 + z)
H0
∫ z
0
dz
E(z)
, (1)
in a homogeneous Friedmann-Lemaître-Robertson-
Walker (FLRW) metric when assuming a stationary
source and observer. Here c is the speed of light, and
E(z) ≡ H(z)/H0 =
√
Ωm(1 + z)3 + (1 −Ωm), within the
framework of flat ΛCDM (Hinshaw et al. 2013; Bennett et al.
2013; Planck collaboration 2014; Anderson et al. 2014; Planck
collaboration 2016; Cuesta et al. 2016; Planck collaboration
2018) with Ωm = ρm/ρc (matter density ρm today divided by
the critical density ρc = 3H20/8piG). At very low redshift z
the Hubble parameter H(z) is nearly constant, this relation
simplifies greatly and becomes independent of the background
cosmological model
dL =
cz
H0
. (2)
This implies that an independent measurement of the redshift of
the standard sirens (or standard candles) and the luminosity dis-
tance to the source can lead to a measurement of H0. The mea-
surement of the luminosity distance to a source (standard candle
or standard siren) can be achieved from the square-root of the
true luminosity L of the source and the measured flux F, which
can be written as dL =
√
L/4piF. As a result, an accurate de-
termination of the true luminosity of the source (which justifies
the requirement of ‘standard’ sources) is required to make an ac-
curate estimation of the luminosity distance from the measured
flux. Supernovae of type-Ia are standardizable candles and are
calibrated with other astrophysical rungs of the cosmic distance
ladder, such as the Cepheid (Riess et al. 2016, 2019), TRGB
(Freedman et al. 2019), and the maser in the anchor galaxy NGC
4258 (Herrnstein et al. 1999; Reid et al. 2019).
2.1. Hubble constant from Standard Sirens
Gravitational waves (GW) sources are a new avenue to measure
the luminosity distance since they provide remarkable standard
sirens which only assume that general theory of relativity be a
valid description; they do not require to be ‘standardized’ us-
ing other astrophysical sources. Indeed, as pointed out by Schutz
(1986), the distance to the GW sources can be measured without
a degeneracy with its chirp massM by the relation
dL ∝
(
h¯τ f 2z
)−1
, (3)
where, h¯ is the detector and source orientation average GW strain
in the time domain. The timescale τ over which the frequency of
the GW signal changes depends on the redshifted chirp mass,
Mz = (1 + z)M, and redshifted GW frequency, fz = f /(1 + z),
according to
τ ≡
(
d fz/dt
fz
)−1
∝ piM
2
z
(piMz)11/3 f 8/3z
. (4)
The physical chirp mass in the source frame, M, is related to
the mass of each of the compact objects, m1 and m2, by the re-
lation M = (m1m2)3/5/(m1 + m2)1/5. The GW strain in the fre-
quency domain can be expressed for the two polarization states
h+, h×, by the relation (Hawking & Israel 1987; Cutler & Flana-
gan 1994; Poisson & Will 1995; Maggiore 2008)
h+( fz) =
√
5
96
G5/6M2z ( fzMz)−7/6
c3/2pi2/3dL
(
1 + cos2(i)
)
eiφz ,
h×( fz) =
√
5
96
G5/6M2z ( fzMz)−7/6
c3/2pi2/3dL
cos(i)eiφz+ipi/2, (5)
where G is the gravitational constant, c is the speed of light, φz is
the phase of the GW signal and i ≡ arccos(Lˆ.nˆ) is the inclination
angle of the GW source which is defined as the angle between
the unit vector of angular momentum Lˆ and the line of sight of
the source position nˆ. The above expression indicates the pres-
ence of a degeneracy between dL and cos(i) for individual po-
larization states. However, the polarization states of GW can be
measured as they have different dependency on cos(i) (Holz &
Hughes 2005; Dalal et al. 2006; Nissanke et al. 2010; Nissanke
et al. 2013a). The measurement of both polarization states of
the GW signal requires multiple detectors, with different relative
orientation between the arms of the detectors.
Along with the luminosity distance measurement to the stan-
dard sirens, a measurement of the Hubble constant also requires
an independent measurement of the redshift of the source. Bi-
nary neutron star, black hole neutron star, supermassive binary
black holes are all expected to have electromagnetic counter-
parts. This can lead to the identification of the host galaxy of the
GW source and the redshift to the GW source can be estimated
from the electromagnetic spectra of the host using spectroscopic
(or photometric) measurement by the relation 1 + z = λo/λe.2 As
a result, by using dL from the GW signal, and z from the elec-
tromagnetic spectra, GW sources provide an excellent avenue
to measure Hubble constant using Eq. (2). In the absence of
electromagnetic counterparts, statistical inference using galaxy
catalog (Del Pozzo 2012; Fishbach et al. 2019; Soares-Santos
et al. 2019; Palmese et al. 2019; Abbott et al. 2019a; Gray et al.
2019), knowledge of the mass function of neutron star (Taylor &
Gair 2012), neutron star tidal deformability (Messenger & Read
2012), using the pair instability supernova process as an upper
limit on the mass of binary black holes (Farr et al. 2019) and
cross-correlations of the GW sources with the large scale struc-
ture can be used to estimate the redshift of the sources statis-
tically, once the GW source localisation errors improve (Oguri
2016; Mukherjee & Wandelt 2018).
3. Luminosity distance and redshift in the presence
of large scale structure
The luminosity distance to a source and its observed redshift in a
homogeneous FLRW Universe is different from the one in pres-
2 λo and λe are the measured and emitted wavelength of the light re-
spectively.
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ence of cosmic perturbations.3 The presence of perturbations
in the matter density leads to temporal and spatial fluctuations
in the metric perturbations (through terms involving Φ˙, Φ¨, ∇Φ,
∇2Φ), which are related to effects such as, but not limited to,
the peculiar velocity of the source and of the observer, the grav-
itational redshift, the integrated Sachs-Wolfe and gravitational
lensing (Sasaki 1987; Kolb et al. 2005; Barausse et al. 2005;
Bonvin et al. 2006).
The observed redshift to the source also differs from the cos-
mological redshift due to the contributions from the difference
in the peculiar velocity between the observer vo and the source
vs and also to the gravitational redshift. At low redshift, the most
important contributions arise from the difference in the veloc-
ity of the observer and source. The observed redshift zobs can
be written in terms of the peculiar velocity vp = (vs − vo).uˆ 4
by the relation (1 + zobs) = (1 + z)
(
1 + vpc
)
. The corresponding
modification in Eq. (2) is
dL =
cz + vp
H0
. (6)
This implies that the contribution from the peculiar velocity
leads to a bias in the inferred value of H0, if not accounted for.
For multiple sources with uncorrelated velocities, the effect of
ignoring the peculiar velocity component in the average is to
produce excess variance in the measurement of H0. If we assume
the distribution of the peculiar velocity field to be Gaussian with
a variance σ2v , then the corresponding excess variance in the H0
measurement for a source at distance dL becomes σ2v/d
2
L. The
current frameworks to obtain H0 from the standard sirens use
a Gaussian prior on the peculiar velocity (Abbott et al. 2017a;
Chen et al. 2018; Feeney et al. 2019). We propose an algorithm
to correct for the peculiar velocity contribution to standard sirens
and call it PaVES (Peculiar Velocity Estimation for Sirens).
The peculiar velocity of a host galaxy, vp = vh + vvir, can
arise from two components namely (i) the motion of the halo
due to the spatial gradient in the gravitational potential vh, and
(ii) the virial velocity component vvir of the host galaxy inside
the halo. The non-rotational velocity component of vl can be ob-
tained from linear perturbation theory as
vl(x, z) = −23
g(z)
aH(z) Ωm(z)
∇xΦ, (7)
where Φ is the gravitational potential, g is the growth rate related
to the linear growth factor D by the relation g = d ln D/d ln a,
and a = 1/(1 + z) is the scale factor. At small scales, non-linear
effects can be quite important and the previous relation becomes
inaccurate. The virial velocity component, vvir, can be related to
the mass of the halo, Mh, and the distance to halo center, r, by
the relation v2vir ∝ Mh/r, which holds for a virialized system. For
a system with a constant mass density, the halo mass and r are
related by Mh ∝ r3. As a result, the virial velocity vvir is only
related to the mass of the halo by the relation v2vir ∝ M2/3h . This
relation indicates that a galaxy with a heavier halo has a larger
velocity dispersion than if it resides in a smaller halo. We use the
following form, fitted to simulations, to estimate the velocity dis-
persion of the non-linear velocity component (Sheth & Diaferio
2001)
σvir = 476 gv (∆nl(z)E(z)2)1/6 (Mh/1015 Mh−1)1/3, (8)
3 The perturbation in the homogeneous FLRW metric is caused by the
presence of structures in the Universe
4 The line of sight vector uˆ is directed from the observer to the source,
i.e., v.uˆ ≥ 0 implies that the source is moving away from the observer.
where gv = 0.9, ∆nl(z) = 18pi2 + 60x − 32x2, and x = Ωm(1 +
z)3/E2(z) − 1.
4. Estimation of the velocity field using borg
The velocity field that we use in this work is produced by the
“Bayesian Origin Reconstruction from Galaxies" (borg) prob-
abilistic model of large scale structure, as currently applied
to the 2M++ compilation (Lavaux & Hudson 2011; Jasche &
Lavaux 2019) and the SDSS-III/BOSS survey 5 (Eisenstein et al.
2011; Dawson et al. 2013; Lavaux et al. 2019). The borg al-
gorithm aims at inferring a fully probabilistic and physically
plausible model of the three-dimensional cosmic matter dis-
tribution from observed galaxies in cosmological surveys (see
e.g. Jasche & Wandelt 2013; Jasche et al. 2015; Lavaux &
Jasche 2016). To that effect, the method solves a large-scale
Bayesian inverse problem by fitting a dynamical structure forma-
tion model to data and inferring the primordial initial conditions
from which presently-observed structures formed. The borg for-
ward modelling approach marginalizes automatically over un-
known galaxy bias, and accounts for selection and evolutionary
effects. The variant of borg that we use for the 2M++ catalogue
models the galaxy to dark matter bias using a 3-parameter func-
tion motivated by the analysis of N-body simulations (Neyrinck
et al. 2014). Instead of the linear perturbation result in the pre-
vious section, borg uses a full particle-mesh N-body solver to
evolve the initial conditions to a dark matter density distribution
at z ≈ 0 (Jasche & Lavaux 2019) through direct integration of
the Hamiltonian dynamics equation. The borg model provides
a set of points in the parameter space (dimensionality ' 2563+
additional bias parameters) that provides a numerical approxi-
mation of the posterior distribution of those parameters given
the 2M++ observed galaxy distribution.
Once initial and final positions of dark matter particles are
known, the velocity field can be estimated using the Simplex-in-
Cell estimator (Hahn et al. 2015; Leclercq et al. 2017). In Fig. 1
(left panel), we show the velocity field in the supergalactic coor-
dinate for 2M++ along with the starred spatial position of NGC
4993. The middle panel in Fig. 1 indicates the estimate of the ve-
locity field from 2M++ in the Equatorial coordinate system. Ad-
ditionally, we further show in the right panel the velocity field as
inferred from the SDSS-III/BOSS survey. The latter uses a sim-
pler dynamical model based on first order Lagrangian perturba-
tion theory (Lavaux et al. 2019). The contribution of the non-
linear velocity component captured by borg is shown in Fig. 2.
This non-linear velocity component is the one captured by the
particle mesh solver of borg, although it is not yet sufficient to
resolve virial motions in large scale structures. We denote this
regime by "NL" for non-linear. It corresponds to the intermedi-
ate “gray" regime when a linear modeling of the velocity field
is not sufficient while still not describable without a full non-
perturbative description of the non-linear dynamics. To assess its
importance we consider two residuals. The left panel shows the
relative contribution of the pure NL velocity from borg with re-
spect to the total velocity contribution. It is derived from the dif-
ference between the total contribution and the velocity field de-
rived from the gradient of the gravitational potential of the mat-
ter density field. The right panel shows the estimated standard
deviation of the non-linear velocity field, both the total velocity
and the residue obtained by taking the difference between the to-
tal non-linear and the linear component of the velocity field. We
compute this standard deviation from each bin of matter density
5 SDSS-III/BOSS is the Baryon Oscillation Spectroscopic Survey.
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Fig. 1: Global properties of the velocity field that is available from the borg inference framework applied on the 2M++ compilation
and on the SDSS-III/BOSS sample of galaxies. The black cross gives the position of the observer. Left panel: velocity field derived
from borg in the Supergalactic plane. The black star indicates the spatial position of NGC 4993 which is the host of GW170817
. Middle panel: Spatial distribution of the available model of the velocity field in the Equatorial plane Dec= 0◦ for the volume of
2M++. Right panel: Same as middle panel but for the SDSS-III/BOSS survey. The part at the center is the region from 2M++.
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Fig. 2: Non-linearities (NL) modelled by the borg dynamical model. Left panel: the relative difference between the velocity field
derived from the gravity field assuming linearity and the non-linear velocity field produced by borg with respect to the total.
Right panel: standard deviation of the velocity field for each density bin (orange curve), and standard deviation of the non-linear
velocity for each density bin (blue curve). We see here that the non-virial, non-linear component of the velocity field can represent a
substantial portion of the cosmic velocity field: up to ∼50% of the standard deviation of the total velocity field when the local matter
density is going at δm & 4.
field. We note that the ratio of these two standard deviations of
the total velocity field and the non-linear component component
of the velocity field can go up to ∼50% at δm ∼ 4, indicating that
the non-linear component is far from being negligible.
We point that the velocity and density field inference
is largely independent of the Hubble constant. Our working
coordinate system is using the arbitrary value of H100 =
100 km s−1 Mpc−1. In this coordinate system, the value of H0
is irrelevant for computing the dynamics and the observable in
the observer coordinate frame. However, what matters is the red-
shift evolution of E(z). The only place where the absolute value
of H0 enters is in the a-priori power spectrum of primordial fluc-
tuations that was used to run the analysis. This is however at least
a second-order effect as this only governs the way borg has to fill
the missing information in the data space, but not the actual mass
distribution that is inferred on large scales.
5. PaVES: An algorithm for the peculiar velocity
correction for standard sirens
The observed GW signal from a network of GW detectors is a
probe of the distance to the source as discussed previously. The
GW signal parameters comprise the source parameters (such as
the chirp mass, individual masses of the compact objects, spin of
the individual compact objects, the object’s tidal deformability)
and parameters that relate to the observer of the GW source such
as the luminosity distance dL, sky location nˆ, polarization angle
ψ, and the inclination angle i. It is this latter set that is useful
to estimate the value of H0 (Dalal et al. 2006; Nissanke et al.
2010; Abbott et al. 2017a). The GW strain h+ and h× provides
estimates of the luminosity distance and the inclination angle of
the GW source. The sky location of the GW source is obtained
using the arrival times of the GW signal at different detectors,
as well as their antenna function (Fairhurst 2009; Nissanke et al.
2011; Fairhurst 2011; Schutz 2011; Veitch et al. 2012; Nissanke
et al. 2013b). The redshift of the GW source may be measured by
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Fig. 3: The posterior of the peculiar velocity of NGC 4993. The
blue curve displays the large scale flow, vp, inferred from borg
while the black curve gives the required total velocity includ-
ing the virial component within the halo. The posterior of the
velocity used by the LIGO Scientific Collaboration and Virgo
Collaboration (LVC) is shown with red dashes.
identifying the host galaxy using the electromagnetic counterpart
from the GW sources.
We propose to estimate the peculiar velocity of the host
galaxy by estimating the large scale flow vh from borg, and the
small scale motion as a stochastic velocity dispersion using the
fitting form given in Eq. (8). We note that vh is itself composed of
the velocity field at the linear order in perturbation, with an addi-
tional at least 30% correction from non-linear evolution provided
by borg for density δm > 0. Using the location of the identified
host galaxy (from the electromagnetic counterpart), we estimate
the corresponding posterior Probability Density Function (pdf )
of the velocity field component vh from 118 HMC realizations of
borg for this galaxy. The virial velocity component is estimated
using the mass of the galaxy halo in Eq. (8). The pdf of the non-
linear velocity field vvir is assumed to be Gaussian distributed.
The combined posterior of the peculiar velocity vp = vh + vvir
can be obtained by convolving the borg posterior of vh with the
pdf of vvir.
By combining the measurements from GW data, dGW , the
redshift of the host galaxy, zˆ, and the peculiar velocity estimate,
vp, and luminosity distance dL, we can obtain the posterior of H0
for n GW sources by using the Bayesian framework
P(H0| {dGW }, {zˆ}) ∝
n∏
i=1
∫
ddiL dv
i
p L(diL|H0, vip, zi, uˆi, diGW ) ×
P(zi|uˆi)P(vip|M, uˆi) Π(H0), (9)
where uˆi(RAi,Deci) is the sky position,6 L denotes the likeli-
hood which is assumed to be Gaussian, P(zi|uˆi) is the posterior
of the redshift estimate at the GW source uˆi, P(vip|M, uˆi) is the
peculiar velocity estimate using the cosmological method, and
Π(H0) is the prior on the value of H0.
6. Results
6.1. Peculiar velocity estimate for NGC 4993
NGC 4993 is the host galaxy of the event GW170817 (merg-
ing of two neutron stars) which was discovered by the LIGO
Scientific Collaboration and Virgo Collaboration (LVC) (Abbott
6 RA and Dec respectively denote the right accession and declination.
et al. 2017b,a). The velocity estimate for NGC 4993 has two
components, vh and vvir. We estimate the vh component from
borg, and the non-linear part of the velocity is obtained using
the form mentioned in Eq. (8). NGC 4993 has a halo of mass
about Mh ∼ 1012 M (Pan et al. 2017; Ebrová & Bílek 2018).
The corresponding estimate of σvir is about 100 km s−1. The
excess velocity component is included as an additional velocity
dispersion assuming a Gaussian pdf of variance σ2vir with a zero
mean.
The posterior of the peculiar velocity from borg is shown
in blue color in Fig. 3 for the Planck-2015 best-fit cosmological
parameters (Planck collaboration 2016). The pdf of the veloc-
ity field is non-Gaussian. The mean value of the velocity field is
v¯p = 330 km s−1, and the maximum a posterior value of the ve-
locity field is vMPp = 360 km s
−1. The second moment of the ve-
locity pdf is σh ∼ 80 km s−1. The total standard deviation of the
velocity due to both vh and vvir isσt =
√
σ2h + σ
2
vir ∼ 130 km s−1.
The corresponding pdf for vp is shown by the curve in black
color in Fig. 3. The inferred value of the peculiar velocity of
NGC 4993 differs from the value assumed by LVC (Abbott et al.
2017a). Abbott et al. (2017a) considered a velocity distribution
which was Gaussian with a mean and standard deviation given
by 310 km s−1 and 150 km s−1 respectively. The estimates of the
velocity from our method predict a 16% higher mean value of
the velocity and about 13% less standard deviation. The com-
parison of the distribution of the peculiar velocity between the
LVC and our method PaVES is shown in red and black respec-
tively in Fig. 3.
6.2. Revised H0 from GW170817 using PaVES
Using the posterior of the peculiar velocity for the NGC 4993,
we obtain the revised value of H0 using the Bayesian frame-
work mentioned in Eq. (9) from the data of luminosity distance
and inclination angle assuming either a high-spin or a low-spin
prior on each compact object (Abbott et al. 2019b). Fig. 4 shows
the corresponding posterior of H0. The posterior of H0 peaks at
H0 = 69.3 km s−1 Mpc−1, instead of 70 km s−1 Mpc−1 from
the results of LVC (Abbott et al. 2017a). The marginal differ-
ence in the shape of the posterior between our method (black
line) and LVC (red dashed line) arises only due to the difference
in the velocity correction between our method and LVC. In ad-
dition to calibration noise and peculiar velocity measurements,
the main source of the error in the measurement of H0 is due
to the degeneracy between the inclination angle i and the dis-
tance dl (Abbott et al. 2017a). This acts as a limiting factor for
the measurement of H0 from GW170817, if there is no indepen-
dent measurement of inclination angle. Critically, the addition of
Virgo (Acernese et al. 2015) to the nearly co-aligned two LIGO
detectors (Abramovici et al. 1992; Abbott et al. 2016) allowed
for the improvement in the GW polarization measurement com-
pared to previous GW events.
A further improvement in the measurement of H0 is possi-
ble if the uncertainty in the inclination angle i can be reduced.
A recent study has used the observed data of the electromag-
netic counterpart to GW170817, the superluminal motion mea-
sured by the VLBI (Very Large Baseline Interferometry) obser-
vations (Mooley et al. 2018) and the afterglow light curve data
(e.g., (Mooley et al. 2018)), to constrain the inclination angle of
GW170817. Using the constraints on the inclination angle, Ho-
tokezaka et al. (2019) obtained a revised value of H0. We imple-
ment our velocity field correction method PaVES for the com-
bined measurement of GW+VLBI, by using a flat prior on the
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Fig. 4: The posterior of H0 for GW170817 is obtained using the peculiar velocity correction by our method PaVES and is shown in
black when we use the GW data and in blue when using the GW and VLBI data. We also show the H0 measurement from the LIGO
Scientific Collaboration and Virgo Collaboration (LVC) in dashed red line (Abbott et al. 2017a) and the magenta dashes presents
the result from Hotokezaka et al. (2019) from hydrodynamics simulation jet using GW+VLBI observation .
value of inclination angle between 0.25 rad ≤ i ( dl41Mpc ) ≤ 0.45
rad. The revised H0 by our method is shown in Fig. 4 in blue
color and is compared with the H0 value from Hotokezaka et al.
(2019) (shown by the magenta dashed line). The error in the
measurement of H0 from GW+VLBI (Hotokezaka et al. 2019)
arises from several sources such as the GW data, the shape of the
light curve, flux centroid motion, and the peculiar velocity. Our
new estimate of the peculiar velocity using PaVES improves the
precision of the H0 measurement with GW+VLBI from 70.3+5.3−5.0
km s−1 Mpc−1 to 69.3+4.5−4.0 km s
−1 Mpc−1.
7. Conclusions and future prospects
Cosmology with gravitational waves is a newly emerging field
carrying enormous potential to explore new aspects of the Uni-
verse and fundamental physics (Saltas et al. 2014; Lombriser &
Taylor 2016; Lombriser & Lima 2017; Sakstein & Jain 2017;
Baker et al. 2017; Nishizawa 2018; Belgacem et al. 2018a; Pardo
et al. 2018; Abbott et al. 2019c; Belgacem et al. 2018b, 2019;
Mukherjee et al. 2019a,b). One of such primary science goals is
the measurement of the Hubble constant from the GW sources if
the redshift to the source can be identified from the electromag-
netic counterpart or the cross-correlation with the galaxy surveys
(Oguri 2016; Mukherjee & Wandelt 2018). With the current GW
detectors such as Advanced LIGO (Abbott et al. 2016), and Ad-
vanced Virgo (Acernese et al. 2015), recent forecasts predict the
ability to measure H0 with an accuracy of less than 2% within
next five to ten years (Chen et al. 2018; Feeney et al. 2019). To
achieve such a precise estimation of H0, it is essential to accu-
rately correct for the peculiar velocity of the hosts of GW sirens.
This is particularly the case for very low redshift sources, which
will have high signal-to-noise ratio and hence significantly con-
tribute to the joint posteriors for ensembles of events. In addi-
tion, peculiar velocity corrections will be important for events
with more favourable signal to noise in the Virgo or additional
other detectors, as well as neutron star-black hole mergers (Nis-
sanke et al. 2010; Vitale & Chen 2018). The absence of such a
correction will affect both the accuracy and precision of the mea-
surement of the value of H0. For a typical value of peculiar ve-
locity of about ∼ 300 km s−1 for a GW host at redshift z = 0.01,
the contribution from peculiar velocity is comparable to the term
related to the Hubble flow. The contribution becomes less (or
more) severe at higher (or lower) redshift. As a result, we need
to estimate the value of the peculiar velocity with sufficient accu-
racy in order to avoid any systematic bias and additional variance
in the measurement of H0. Though averaging over a large GW
samples can lead to an unbiased estimate of H0, the absence of a
peculiar velocity correction will increase the error budget on H0
due to the additional variance from the peculiar velocity contri-
bution. In such a case, one needs a larger number of GW samples
Ngw to beat the variance as N
−1/2
gw (Nissanke et al. 2010; Nissanke
et al. 2013a; Chen et al. 2018; Feeney et al. 2019; Mortlock et al.
2018). Incorporating an accurate correction for the peculiar ve-
locity of the host of GW sources, we can achieve faster and more
economically both accurate, and precise measurements of H0.
In this paper, we use a statistical reconstruction method to
correct the peculiar velocity of the host of the GW sources
and call this method PaVES. The peculiar velocity for the host
galaxy arises from the gravitational potential of the cosmic den-
sity field. We estimate the posterior of the peculiar velocity for
both the linear and the non-linear component. The large scale
velocity flow is estimated using the Bayesian framework called
Article number, page 6 of 8
Mukherjee et al. (2019): Velocity debiasing for Hubble constant measurements from standard sirens
borg. The stochastic velocity dispersion of the source is obtained
using a numerical fitting-form given in Eq. (8), by using the mass
of the halo of the host. By combining the results from peculiar
velocity estimate for each source, their redshifts, and the inferred
luminosity distance from the GW data, we obtain a Bayesian in-
ference of the value of H0 according to the framework discussed
around Eq. (9).
We implement PaVES for GW170817 (Abbott et al. 2017b)
which is in the host NGC 4993 (Pan et al. 2017). The corre-
sponding posterior distribution with the results from LVC (Ab-
bott et al. 2017a) and GW+VLBI (Hotokezaka et al. 2019) are
shown in Fig. 4 by the solid line in black and blue color respec-
tively. While our correction marginally reduces the maximum a
posteriori value of H0 to 69.3 km s−1 Mpc−1 for both LVC and
GW+VLBI, it slightly disfavours very low values of H0 . 60
km s−1 Mpc−1 compared to the results from LVC. As we were
preparing this manuscript for submission, an analysis appeared
(Howlett & Davis 2019) that implemented an alternative veloc-
ity correction approach to the host of GW170817, and recov-
ered a value of H0 = 64.8+7.3−7.2 km s
−1 Mpc−1. The mean value of
H0 differs from the values obtained in this work (H0 = 69.3+4.5−4.0
km s−1 Mpc−1) and also from the value obtained by Hotokezaka
et al. (2019) (H0 = 70.3+5.3−5.0 km s
−1 Mpc−1). However, the value
by Howlett & Davis (2019) is consistent within the error-bars of
both the estimations.
The PaVES velocity correction is readily available for GW
sources with electromagnetic counterparts (such as binary neu-
tron stars, black hole neutron star) in the cosmic volumes cov-
ered by the 2M++ (Lavaux & Hudson 2011; Jasche & Lavaux
2019) and the SDSS-III/BOSS surveys (Eisenstein et al. 2011;
Dawson et al. 2013; Lavaux et al. 2019, see Fig. 1). The 2M++
volume covers galactic latitudes |b| > 10◦ up to redshift z ∼
0.05; the SDSS-III/BOSS survey spans redshifts z ∼ 0.2 − 0.7
for the sky areas (0◦ < Dec < 60◦ and 120◦ < RA < 240◦) or
( 0◦ < Dec < 30◦ and |RA| < 30◦). We expect that, within a
year, our method will be available for the SDSS-IV/eBOSS sur-
vey (Dawson et al. 2016). In the long term, with the availability
of the nearly full sky data sets jointly from the upcoming cos-
mology missions such as DESI (Dark Energy Spectroscopic In-
strument, Aghamousa et al. 2016), and LSST (Large Synoptic
Survey Telescope, LSST Science Collaboration et al. 2009), our
algorithm PaVES will be available for most of the low redshift
GW sources which will be observed by the currently planned net-
work of ground-based GW detectors (Schutz 2011; Abbott et al.
2018).
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