Electrical energy consumption is an important component of energy consumption for internal combustion engine vehicle, which directly affects the fuel economy. A bus-based electrical energy management system is built, and an electrical energy management strategy based on driving cycle recognition and electrical load perception is presented to achieve the refined management of vehicle energy. Six typical driving cycles are selected to establish an improved learning vector quantization neural network model for driving cycle recognition. The corresponding model training algorithm is designed by utilizing a similar driving cycle classification and the gradient optimization so that the better recognition accuracy and the less computation intensity can be obtained. An online recognition mechanism based on sliding time window is devised, and the optimal time window length is determined. To minimize fuel consumption, a dynamic optimal regulation strategy for the output power of the alternator and battery, which considers driving cycle recognition and electrical load perception, is proposed. Experimental results show that the strategy can effectually improve the vehicle fuel economy according to the driving cycle and the electrical load change and decrease the fuel consumption per 100 miles of vehicle.
Introduction
Although hybrid electric vehicles (HEVs) and battery electric vehicles (BEVs) are developing rapidly nowadays, internal combustion engine (ICE) vehicles are still in the mainstream of the vehicle market because of the problem of technology and cost. With the increasing number of electronic control units (ECUs) and electrical loads, the proportion of electrical energy consumption in vehicle energy consumption is significantly increasing. Electrical energy management is to be considered for a better fuel economy. 1 However, ICE vehicle mainly adopts a static method for electrical energy management. When the vehicle is running, the alternator provides almost all powers of ECUs and electrical loads in the vehicle, while the battery hardly works for them. The actual output of alternator and battery cannot be dynamically adjusted to their appropriate point according to the driving condition and electrical load change. The more effective functions of energy management, such as battery protection, braking energy recovery is difficult to be implemented. Therefore, to reduce energy consumption and improve fuel economy of ICE vehicle, the real-time and dynamic strategy of electrical energy management is becoming a new trend in automotive companies and research institutions. 2, 3 Research on dynamic energy management was carried out earlier in HEVs and BEVs. Relevant research results provide a useful reference for ICE vehicles. S Onori et al. 4 presented an adaptation law of the equivalence factor used by equivalent consumption minimization strategy (ECMS) and used the feedback of state of charge (SoC) to ensure optimal energy control. Hu et al. 5 presented an online architecture with deep reinforcement learning (DRL) and applied the DRL algorithm in HEV energy management under different driving conditions. Mansour and Clodic 6 proposed an overall optimized predictive energy management strategy based on dynamic programming, which can predetermine the power split ratio and optimize the fuel consumption for the entire predicted route. Hanane et al. proposed a real-time control strategy for fuel cell/ supercapacitor electrical vehicles by combining Pontryagin's Minimum Principle (PMP) and Markov chain, which was used to predict future electricity demand during the driving cycle. The optimal control problem was formulated as an ECMS. 7 Hou et al. 8 designed a piecewise linear approximation method and proposed an optimal energy management strategy based on the approximate PMP algorithm for parallel plug-in HEVs. An energy management with multiple level controllers was proposed by Kamal et al. to minimize the total energy consumption in HEVs. The MATLAB/TruckMaker simulation validated the method. 9,10 Chen et al. 11 presented an online correction algorithm for plug-in HEVs, which can reduce the deviation from energy control strategy by predicting future driving cycle. Xia et al. presented a single degree-of-freedom energy optimization strategy to reduce fuel consumption of power-split HEVs. It was dependent on a quadratic performance index and the limit on the fluctuation of battery SoC. 12 The previous energy management strategies for HEVs and BEVs can effectively improve vehicle fuel economy, but cannot be directly applied to ICE vehicles because of the different structures of electrical system. Due to the increasing consumption of electrical energy in a vehicle, several groups have studied the electrical energy management for ICE vehicles based on previous strategies. A comprehensive calculation method for the SoC of battery is proposed by Kong et al., 13 which can monitor the entire process of battery operation in real time and achieve battery loss protection. J Couch et al.
14 optimized the fuel economy under the constraints of the demand of electrical load, the limits on the battery SoC, and system voltage. Colin et al. presented a supervisory energy control strategy based on adaptive PMP. But the original alternator controller should be modified if it is applied into an ICE vehicle. 15 Furthermore, Wang et al. formulated electrical energy management as a global optimal control problem, which aims to minimize fuel consumption, and a PMPbased energy control strategy is proposed. The strategy dynamically regulates the output of the battery and alternator according to current electrical load and known driving cycle. 16 Taherzadeh et al. 17 proposed a novel and efficient on-off control strategy for ICE and used an optimization algorithm to find the optimal ICE operation region.
As mentioned previously, the electrical energy management strategies for ICE vehicles improve the vehicle fuel economy. However, these strategies depend on known driving cycles, whereas the real driving situation is often stochastic and different. This causes that the effectiveness of these strategies is not as good as expected. 18 The online recognition of real driving condition naturally is one of the good ways to fix the problem.
Feng et al. 19 applied the pattern recognition approach to identify the driving cycle and selected the control strategy and control parameters with the change of vehicle driving patterns. Reza et al. utilized a driving condition recognition to evaluate the driving environment, the driving mode, and so on. This information can be used to determine the power division, which affected the fuel economy and emissions. 20 Although these recognition methods are validated by experiments, these methods are relatively complex for the implementation in the embedded ECUs. Besides, the learning vector quantization (LVQ) neural network was introduced into the driving cycle recognition (DCR). Xing et al. 21 formulated an LVQ-based DCR method to recognize the real driving cycle, but the training samples and characteristic parameters are insufficient to guarantee recognition accuracy. He et al. 18 applied the principal component analysis and micro-trip extraction to the LVQ model to improve the adaptability of the model. Song et al. proposed a multi-mode energy management strategy for electric vehicles with a fuel cell range extender based on LVQ driving condition recognition. This strategy can automatically switch to the genetic algorithm for specific driving conditions in the light of the differences of condition recognition results. 22 However, the improvement of recognition accuracy was unsatisfactory.
For ICE vehicles, an electrical energy management system based on the bus structure is introduced in this article. To further improve the vehicle fuel economy, an improved learning vector quantization (I-LVQ) neural network model is proposed for the online DCR, and an electrical energy management strategy combining the DCR and the electrical load perception (ELP) is presented. The rest of this article is organized as follows: first, the electrical energy management system for ICE vehicles is discussed. Second, the DCR based on the I-LVQ neural network is presented in detail. Third, the online strategy in the electrical energy management system is depicted. Next, the corresponding experiments are described, and the results are analyzed. Finally, the conclusion is presented.
Bus-based electrical energy management system
As shown in Figure 1 , the bus-based electrical energy management system for ICE vehicles consists of an energy management controller (EMC), an intelligent alternator, and an intelligent battery sensor (IBS). These parts communicate with one another by the local interconnection network (LIN) bus. The LIN bus is connected with the controller area network (CAN) bus by the gateway body control module (BCM). That makes the EMC obtain more real-time information from the engine management system (EMS) and other ECUs. 16 The IBS periodically collects the current and voltage of the battery and calculates the battery SoC. From the EMS to the EMC, the on-off state of electrical loads, the speed and torque of the engine are sent by the BCM in the LIN bus. The EMC performs the DCR online and dynamically regulates the actual output of the alternator and battery with the changes of the driving condition and electrical loads. This operation helps maintain the battery in a better state and reduce fuel consumption and exhaust emission.
DCR based on the I-LVQ neural network

Driving cycles and characteristic parameters
The main task of the DCR is to match the real driving cycle with a typical driving cycle. In this article, six typical driving cycles are considered and listed in Table 1 . 18 These cycles are denoted as the set C = fC r j1 ł r ł 6g and C r is the rth typical driving cycle. The velocity-time curves of these cycles are shown in Figure 2 .
As shown in Figure 3 , the interlacing partition of unequal length is employed to determine the recognition samples in order to reduce the adverse effect caused by the similarity between six typical driving cycles on the DCR. For each C r 2 C, 15 recognition samples can be obtained according to the interlacing partition. The corresponding set of recognition samples is denoted as c = fc i, r j1 ł i ł 15, 1 ł r ł 6g, and c i, r is the ith recognition sample of C r . Notably, in c there are 90 recognition samples.
For convenient calculation, 18 characteristic parameters are extracted to describe the features of driving cycles fully, as listed in Table 2 . 23 These characteristic parameters for each c i, r 2 c are normalized, respectively, and the corresponding set of standard characteristic parameter vectors, which is denoted as W = fW i, r j1 ł i ł 15, 1 ł r ł 6g, can be established. W i, r is the standard characteristic parameter vector of c i, r .
DCR model based on the I-LVQ neural network
The LVQ neural network is a class of algorithms for pattern recognition and has been widely used in DCR. 21 However, the LVQ neural network cannot easily obtain ideal recognition accuracy and low computational complexity when the sample space is relatively large. 24 Therefore, an I-LVQ neural network is considered and applied to recognize driving cycle online.
The DCR model based on the I-LVQ neural network, which is composed of an input layer, competitive layer, and output layer, is shown in Figure 4 . X represents the input vector, which is the standard characteristic parameter vector of the driving cycle to be recognized; W 1 represents the weight matrix between input layer and competitive layer, each row vector of which is the standard characteristic parameter vector of the corresponding recognition sample; d and a 
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HWFET represent the input and output of competitive layer, respectively; W 2 represents the weight matrix between competitive layer and output layer; Y represents the output vector; and k ndist k represents calculating the distance between two multidimensional vector groups. Generally, the recognition accuracy and training time of the LVQ neural network depend on the model training process. However, the similarity between 90 recognition samples in the set c increases the difficulty and complexity in training the model. Therefore, an I-LVQ model training algorithm is presented in this study to dispose of the problem from the similar samples. Several definitions are made to simplify the description of this algorithm as follows: 25 Definition 1. The probability of c i, r belonging to C r is defined as P(C r jc i, r ) =
Definition 2. For 8C r , C s 2 C, if the existing c i, r belongs to C r and Figure 4 . DCR model based on the I-LVQ neural network.
then C s is a similar driving cycle of C r , which is denoted as C s ' C r . Notably, A 1 2 ½0, 1.
Obviously, the smaller the probability defined in Definition 1, the less likely the sample c i, r is to be identified as C r . Definition 2 indicates that if equation (2) is established, the probability that the sample C i, r is misidentified as the C s is greater. The IVQ training algorithm in Table 3 constructs a similar set of driving cycles by equation (2) to reduce the training time of the LVQ model. From equations (1) and (2), for 8c i, r belonging to C r and s 6 ¼ r, the following expression can be derived
The set s(r) is defined as the similar driving cycle set of C r , that is
Recognition samples should satisfy equation (3) to reduce the error recognition rate and the difference between P(C r jc i, r ) and P(C s jc i, r ) (s 6 ¼ r) should be maximized to improve the generalization ability of the DCR model. By utilizing the previously presented definitions, the training objective function of the I-LVQ DCR model is defined as
The gradient optimization method 25 is applied to optimize the DCR model. The training direction is to make the value of function F as large as possible. Training ends when
is satisfied. A 2 is constant.
The I-LVQ model training algorithm is shown in Table 3 . In the process of model training, parameter optimization is performed only in the similar driving cycle sets, which are constantly updated. The number of elements in similar driving cycle sets continues to decrease, whereas the recognition accuracy of the model is improved. Training ends when equation (6) is met.
As shown in Figure 5 , a comprehensive driving cycle which is originated from the six typical driving cycles shown in Table 1 is employed as the test driving cycle, Table 4 presents the comparisons of the training time and recognition accuracy of the DCR model under the two model training algorithms. Notably, the recognition accuracy is improved as the training time decreases when using the I-LVQ algorithm to train the DCR model. The accuracy improving rate is 3.3%.
Receding-horizon design
In the actual DCR process, in addition to the training algorithm of the model, the recognition accuracy is also Table 3 . I-LVQ model training algorithm.
Input: the typical driving cycle set C, the recognition sample set c, and the standard characteristic parameter vector set W 1: Initialize the similar driving cycle set s(r) = C = fC s j1<s<6g; 2: Define a two-dimensional array N(a, b) (1<a, b<6), initialize N(a, b) = 0; 3: Let c i, r belong to C r ; for c i, r ,C r and C s determine whether equation (2) is satisfied; if satisfied, let N(r, s) = 1; 4: Repeat step 3 until the elements in the set s(r) are all selected once; 5: Use the gradient method to optimize W i, r ; 6: Repeat step 3 to step 5 until the elements in the set c are all selected once; 7: For C r and C s , if N(r, s) = 0, eliminate C s from set s(r); 8: Repeat step 7 until the elements in the set s(r) are all selected once; 9: Determine whether equation (6) related to the recognition frequency. A sliding time window is designed in this study, as shown in Figure 6 , to periodically recognize the real driving cycle C a within the time window and obtain the corresponding C ar periodically to ensure the online DCR effectively functioned for vehicle motion. 26 In Figure 6 , the current time is t 0 , the time window length is T, the recognition period is T r , and the forecast period is T f . At moment t 0 , the real driving cycle within ½t 0 À T , t 0 is recognized, of which the recognition result is adopted to be the typical driving cycle corresponding to the T f -in-length real driving cycle within ½t 0 , t 0 + T f . The subsequent recognition is conducted at moment t 0 + T r , where the real driving cycle within ½t 0 À T + T r , t 0 + T r is utilized as the new recognition target. With the constant occurrence of DCR, the sliding window moves forward along the time axis at the step length of T r . Actually, the continuous isometric mechanism is a special case where T = T r = T f = 200 s.
Determining the ideal time window length T Ã is conducive to ensuring DCR high recognition accuracy with less computation amount. 26 Consequently, the I-LVQ model training algorithm is applied to train the DCR model. With the six typical driving cycles shown in Table 1 are, respectively, utilized as the recognition target, let T r = T f = 60s. Figure 7 presents the contrast of recognition accuracy under the condition of T = 60, 120, 180, 240, and 300 s, successively. With the increase of time window length T, the recognition accuracy of DCR generally increases to a steady level. However, when T is greater than 240 s, the recognition accuracy begins to decline. Accordingly, by balancing the recognition accuracy and calculation amount corresponding to each typical driving cycle, the optimal time window length T Ã is 180 s. Table 5 presents the contrast of recognition accuracy under the sliding time window mechanism (T = 180s, T r = T f = 60s) and the continuous isometric mechanism (T = T r = T f = 200s) while utilizing the comprehensive driving cycle shown in Figure 6 as the recognition target. Notably, compared with the continuous isometric mechanism, the recognition accuracy of DCR is improved when using the sliding time window mechanism. The accuracy improving rate is 3.2%.
Vehicle electrical energy management strategy based on the DCR and ELP
Problem definition
For ICE vehicles, the electrical energy management aims to achieve better fuel economy and improve the dynamic characteristic. A reasonable regulation of the alternator output power can help to realize this target with the changes of the driving condition, electrical load power, and battery SoC. Considering the relationship between the output voltage and the output power, the Table 6 . When the vehicle accelerates, the alternator output voltage should be lowered or even set 0 V to improve the vehicle dynamic characteristic. When the vehicle decelerates, the alternator output voltage should be heightened to recover and store part of the kinetic energy during braking through charging the battery. When the vehicle is running at the constant speed or idle speed, the alternator output voltage should be dynamically adjusted according to the electrical load power and the battery SoC. In order to realize the above regulation of the alternator output voltage, the electrical energy management problem of the electrical system of the ICE vehicle can be simplified as a constrained global optimal control problem with a single degree of freedom within ½t 1 , t 2 .
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The corresponding objective function is expressed as
where _ f (t) represents the instantaneous engine fuel consumption, as a binary function of the engine torque T e (t) and engine speed N e (t); P b (t) represents the battery power; and DC(t) represents the driving cycle.
To avoid over-charging or over-discharging the battery and guarantee the comfort and safety of the driver, the battery SoC, the alternator output power, and the battery power should be restricted as 28 
SoC(t
The constrained global optimal control problem mentioned above can be approximated as a local optimal problem within ½t 1 , t 2 by PMP. The constructed Hamiltonian function is expressed as
where h(t) represents the costate variable and d(t) represents the functional constraint on the battery SoC. Meanwhile, several necessary conditions must be satisfied, as seen in Jeong et al. 29 If
, then P b Ã = arg min H represents the optimal battery power and P a Ã = P L À P b Ã represents the corresponding optimal alternator output power, where P L represents the electrical load power.
The costate h(t) is a binary function of the driving cycle DC(t) and electrical load power P L (t), which is unique for each electrical load power under each typical driving cycle. The electrical load power P L can be divided into several grades to form the electrical load power set P L = fP L h j1 ł h ł mg. The costate value h h, r for electrical load power P h L under C r can be obtained offline to constitute the corresponding costate set h = fh h, r j1 ł h ł m, 1 ł r ł 6g, which can be stored in EMC.
The battery power interval when the electrical load power is P L (t) at moment t is ½P bmin (t), P bmax (t). 13 The battery power set, as presented in equation (10), can be obtained by discretizing ½P bmin (t), P bmax (t) as
Online electrical energy management strategy with ELP
For a given C r , the optimal output power of the alternator and battery are mainly determined by the electrical load power and can be calculated online through ELP according to equations (9) and (10) . The corresponding algorithm is shown in Table 7 . At t moment, the SoC(t), N e (t), and T e (t) can be obtained by EMC in the LIN bus, the P L (t) can be computed according to the on-off state of electrical loads. The corresponding d(t) and _ f (t) can be calculated and the h(t) can be selected according to C r and P L (t). Equation (10) is used to calculate the set P b (t) when the electrical load power is P L (t), the H (j) (SoC, P b , h, d, t) corresponding to each P b (j) (t) is computed to come down to the Hamiltonian function value set H = fH (j) j1 ł j ł n + 1g. The P b (j) (t) corresponding to the minimum from the set H is found as the optimal battery power P b Ã (t), the corresponding optimal alternator output power P a Ã (t) is converted into the voltage control signal V a Ã (t), which is sent to the intelligent alternator to realize the online regulation of the alternator output voltage.
Online electrical energy management strategy with DCR and ELP
Considering the DCR method based on the I-LVQ neural network and the online electrical energy management strategy with ELP, an online electrical energy management strategy based on the DCR and ELP can be established, the flowchart of which is shown in Figure 8 . The I-LVQ DCR model is built and then trained by using the I-LVQ model training algorithm. The sliding time window is applied to recognize the Tin-length real driving cycle C a successively for every recognition period T r , of which the recognition result C ar is adopted to be the driving cycle C ar f corresponding to the subsequent T f -in-length forecast period. The electrical load power P L is acquired periodically. The costate h h, r is selected corresponding to the typical driving cycle C ar f and electrical load power P L . Call the online electrical energy management algorithm with Table 7 . Electrical energy management algorithm with ELP.
Input: P L (t),SoC(t),N e (t),T e (t),C r , and h(t) Output: V Ã a (t) 1: Calculate d(t) by SoC(t); 2: Obtain _ f (t) according to N e (t) and T e (t); 3: Calculate the set P b (t) according to equation (10); 4: Select any P b (j) 2 P b (t), calculate the corresponding H (j) by equation (9), and deposit it in the set H; 5: Repeat step 4 until all elements in the set P b (t) are chosen; 6: Find the minimum from the set H, denotes as min H; ELP and subsequently the optimal alternator output power P a Ã can be obtained. According to the output power, the corresponding optimal alternator output voltage V a Ã can be calculated and sent to the intelligent alternator online to adjust the actual output of the alternator.
Experimental results and analysis
Several vehicle experiments are conducted to verify the online electrical energy management strategy based on the DCR and ELP. Some core parameters of the ICE vehicle in the experiments are listed in Table 8 .
A total of three vehicle experiments are conducted in this study, namely, the experiment without electrical energy management strategy, the experiment for the online electrical energy management strategy with ELP, and the experiment for the online electrical energy management strategy with DCR and ELP. The comprehensive driving cycle shown in Figure 5 is chosen as the test driving cycle and the electrical load power is constant for all the experiments.
The experiment without electrical energy management strategy Figure 9 presents the experimental results when no electrical energy management strategy is utilized. As shown in Figure 9 (a), the alternator output voltage remains stable at approximately 13.9 V and only fluctuates slightly as the electrical load power changes. As shown in Figure 9 (b), the battery maintains charging, with the battery SoC increasing consecutively after the vehicle is started. As indicated in Figure 9 (c), the battery charging power remains stable at approximately 2275 W, which is always equal to the difference between the electrical load power and the alternator output power. The experiment for the online electrical energy management strategy with ELP The driving cycle is not recognized in this experiment. The corresponding experimental results are shown in Figure 10 . Figure 10(a) demonstrates that the alternator output voltage fluctuates intensively after applying the electrical energy management strategy with ELP. Figure 10(b) shows that the fluctuation range of the battery SoC is restricted during this experiment, where the frequent charge-discharge process indicates the active participation of the battery in power supply. Figure 10 (c) presents that the electrical load power equals to the total of the output power of the battery and alternator, with the utilization rate of the battery significantly increased.
The experiment for the online electrical energy management strategy with DCR and ELP The driving cycle is recognized during this experiment. Figure 11 shows the corresponding experimental results. As shown in Figure 11(a) , the fluctuation intensity of the alternator output voltage has increased after the DCR, which reflects the improvement in the efficiency of load power allocation. As indicated in Figure 11(b) , the battery SoC varies more regularly with the decrease in the corresponding fluctuation range, which illustrates that the working status of the battery has been optimized. As demonstrated in Figure 11 (c), the fluctuations of the battery power are very frequent. But the total output power of the battery and alternator also equals to the electrical load power.
The contrast of fuel consumption under the three vehicle experiments is shown in Table 9 . Compared with the scheme without electrical energy management strategy, the vehicle fuel consumption per 100 miles is decreased by 0.20 L when utilizing the online electrical energy management strategy with ELP, with the fuel saving rate of approximately 1.4%, and the vehicle fuel consumption per 100 miles is reduced by 0.23 L when applying the online electrical energy management strategy with DCR and ELP, with the fuel saving rate of approximately 1.6%. Accordingly, the vehicle fuel economy is, respectively, improved after implementing the DCR and ELP.
Conclusion
In this article, for ICE vehicles an electrical energy management strategy based on the DCR and the ELP is presented with the corresponding bus-based electrical energy management system. For higher recognition accuracy and less computational complexity, an I-LVQ DCR model and a recognition mechanism of sliding time window are proposed for the DCR, respectively. They also help to reorganize the real driving conditions of ICE vehicles online. Compared with the previous method, this strategy can dynamically adjust the output of the alternator and the battery with the change of electrical loads and real driving conditions. Therefore, it can better improve the vehicle fuel economy. In future, the influences of driving cycle partition and characteristic parameters selection on the recognition accuracy and computational complexity will be further studied so that the strategy can be easily implemented in vehicles.
Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article. 
