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Abstract
Discovery of novel functional materials is playing an increasingly important role in
many key industries such as lithium batteries for electric vehicles and cell phones.
However experimental tinkering of existing materials or Density Functional Theory
(DFT) based screening of known crystal structures, two of the major current materials
design approaches, are both severely constrained by the limited scale (around 250,000
in ICSD database) and diversity of existing materials and the lack of a sufficient
number of materials with annotated properties. How to generate a large number
of physically feasible, stable, and synthesizable crystal materials and build accurate
property prediction models for screening are the two major unsolved challenges in
modern materials science.
This dissertation is focused on addressing these two fundamental tasks in material
science using deep learning/machine learning models. Deep learning and machine
learning have already made tremendous progress in computer vision and natural
language processing, as shown by autonomous driving cars and Google’s translators,
and have the potential to greatly transform the research of materials science. Compared
to conventional tinkering based materials discovery methods, data-driven approaches
have been increasingly used in material informatics due to their significantly faster
screening speeds for new materials. In this dissertation, we design and develop novel
deep learning-based algorithms to learn the hidden intricate chemical rules that
assemble atoms into stable crystal structures from known crystals and to generate
new crystal structures . We also explore and develop novel representation learning
methods upon materials compositions and structures for high performance prediction
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of materials structural characteristics and elastic properties.
In the first topic, we propose CubicGAN, a generative adversarial network (GAN)
based deep neural network model for large-scale generative design of novel cubic
materials. When trained on 375 749 ternary materials from the OQMD database,
we show that the model can not only rediscover most of the currently known cubic
materials but also generate hypothetical materials of new structure prototypes. A total
of 506 such materials have been verified by DFT based phonon dispersion calculation.
Our technique allows to generate tens of thousands of new materials given sufficient
computing resources.
In the second topic, we propose a Physics Guided Crystal Generative Model
(PGCGM) for new materials generation, which significantly expands the structural
scope of CubicGAN by bringing the capability of generating crystals of 20 space
groups. This is achieved by capturing and exploiting the pairwise atomic distance
constraints among neighbor atoms, symmetric geometric constraints, and a novel data
augmentation strategy using the base atom sites of materials. With atom clustering
and merging on generated crystal structures, our method increases the generator’s
validity 8 times when compared to one of the baselines and by 143% compared to
the previous CubicGAN, along with its superiority in properties distribution and
diversity. We further validated our generated candidates by DFT calculations, which
successfully optimized/relaxed 1869 materials out of 2000 generated ones, of which
39.6% had negative formation energy, indicating their stability.
In the third topic, we propose and evaluate machine-learning algorithms for
determining the structure type of materials, given only their compositions. We
couple random forest (RF) and multiple-layer perceptron (MLP) neural network
models with three types of features: Magpie, atom vectors, and one-hot encoding
(atom frequency) for the crystal system and space group prediction of materials.
Four types of models for predicting crystal systems and space groups are proposed,
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trained, and evaluated including one-versus-all binary classifiers, multiclass classifiers,
polymorphism predictors, and multilabel classifiers. The synthetic minority oversampling technique (SMOTE) is conducted to mitigate the effects of imbalanced data
sets. Our results demonstrate that RF with Magpie features generally outperforms
other algorithms for binary and multiclass prediction of crystal systems and space
groups, while MLP with atom frequency features is the best method for structural
polymorphism prediction.
Finally, we propose using electronic charge density (ECD) as a generic unified
3D descriptor for materials property prediction due to its advantage of possessing a
close relation with the physical and chemical properties of materials. We develop an
ECD-based 3D convolutional neural network (CNN) to predict the elastic properties
of materials in which CNNs can learn effective hierarchical features with multiple
convolving and pooling operations. Our experiments show that our method can
achieve good performance for elasticity prediction over 2170 Fm-3m materials.
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Chapter 1
Introduction

1

1.1

Motivation

Discovering new materials and understanding their physical and chemical properties are
key focuses in the material science community. Materials with excellent properties, such
as very low lattice thermal conductivity [99], high-temperature superconductivity [84],
ultra-hardness [147], and low electronic conductivity [137] are highly desired by various
industries such as electric car companies, phone manufacturers, and mining companies.
For a long time, material scientists discovered and explored materials and their
properties primarily depending on experimental observations. Considering the huge
number of possible combinations of material composition and crystal structures, it is
infeasible to explore the whole compositional space as that is labor- and time-intensive.
Computational methodologies, such as Density Functional Theory (DFT) [70],
provide a less expensive means to calculate materials’ properties by simulating on the
atomic level. Several large-scale databases of materials made by high-throughput computing such as the Materials Project [54], the Automatic Flow of Materials Discovery
Library [25] and the Open Quantum Materials Database (OQMD) [132, 69] have been
introduced in the material community. These databases contain DFT calculated properties of thousands of experimentally determined and hypothetical crystal structures.
However, material discovery using DFT still is computationally demanding principally
because materials design is a very complicated multi-optimization process.
Artificial intelligence has achieved tremendous successes in many fields such as
Computer Vision [46], Natural Language Processing [93, 94] and Bioinformatics [60].
Large-scale open-source materials databases with emerging deep learning/machine
learning models have led to the prosperity of Materials Informatics [97, 128]. Materials
Informatics is a data-driven machine learning approach to employ statistical and
machine learning methods to learn the relationship between materials and their
physical and chemical representations. The aim of Materials Informatics is to screen
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thousands of compounds for potential new industrial materials at a much faster speed.
Because of their time- and cost-efficiency, machine learning and deep learning
models have been widely used in material discovery. Overall, data-driven material
design can have two types: predicting properties and identifying special materials from
existing databases [176, 56, 165, 165, 63, 137], and generating hypothetical crystal
structures by learning compositional space of existing materials [63, 71, 85, 24, 105,
64, 101].
Despite the fruitful achievements in materials informatics, deep learning/machine
Learning does not have the same success in material science as in other fields. The
reasons are two-fold. Firstly, the scale and diversity of existing material databases
are severely limited compared to images and text databases. For instance, the
number of materials with certain properties, such as low thermal conductivity, is
pretty small [19]. Secondly, due to the difficulty in encoding the crystal structures,
using deep learning/machine learning to link crystal structures to their corresponding
properties remains an outstanding challenge. Therefore, generating more stable crystal
structures and engineering new structural representations for materials are extremely
needed in the material community.

1.2

Scope of the Proposed Research

In this dissertation, we focus on four topics:
1. As described in the Introduction section, it is essential to generate materials
with high diversity and beyond the scope of existing databases. In this topic, we
propose the CubicGAN, a Wasserstein generative adversarial network (GAN) [44,
5, 43] based model for large scale generative design of novel cubic materials. In
order to make the size of inputs to the GAN model invariant, we choose the base
atom positions for ternary and quaternary materials. Considering the fact that it
is not easy to generate atom coordinates as we generate image pixels, we choose
3

materials with the special atom coordinates (i.e., a multiplicative factor of 0.25).
By generating 10 million hypothetical ternary and 10 million quaternary crystal
structures, we perform three stage checks and re-discover most of the cubic
materials in existing databases, and find dozens of new prototypes which do not
exist in existing materials. By further stability verification, 506 new prototype
materials have been generated and confirmed to be stable by phonon dispersion
calculation.
2. Incorporating physical laws of materials is critical in generating inorganic crystals. In this topic, we propose a Physics Guided Crystal Generative Model
(PGCGM) which adds two losses based on atom distance and symmetric constraints. Atom distance loss restricts the atom distance to a certain range,
which avoids extremely small or large volume of crystals. On the other hand,
symmetric constraints avoid the generation of atom coordinates crowding together. With the augmentation of base atom sites, the PGCGM can generate
materials for 20 space groups. Then we propose a post-processing method on the
generated materials to lower the number of atoms using clustering and merging.
By DFT calculations/relaxations, 1869 materials out of 2000 ones are optimized
successfully, which indicates the effectiveness of our physics guided model.
3. Structural information of compositions such as crystal structure and space group
is of vast importance to determine the crystal structures and corresponding
properties. However, existing methods, such as X-ray diffraction (XRD) or
first-principle-based structure determination, are infeasible to determine the
enormous composition space. Herein, we propose and evaluate machine-learning
algorithms for determining the structure type of materials given only their
compositions. Due to many-to-many relationships between compositions and
crystal structures, we come up with four types of classification problems and
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we compare the Random Forest and Multiple Layer Perceptron learning algorithms using different composition representations: one-hot encoding, atom
embedding, and Magpie [165]. The four types of classification problems are
binary classifiers, multi-label classifiers, multi-class classifiers, and polymorphism
predictors. We train, validate, and evaluate these classifiers using data from
Materials Project [54].
4. Materials representation plays a significant part in predicting materials’ properties. However, it is not an easy task to find a generic representation that
carries rich information for materials. Currently, both graph [176, 18] and
three-dimensional (3D) voxel representations [62] are proposed based on the
heterogeneous elements of the crystal structures. In this topic, we propose a
new 3D representation called electronic charge density (ECD) [6] to process the
relationship between materials and their physical and chemical properties. The
ECD compacts electron distributions and local potentials that are critical to
determine the materials’ properties. With ECD representation, it is suitable
for us to implement Convolutional Neural Networks (CNNs) [79]. We examine
the 3D CNNs and the 2D CNNs embedded with Squeeze-and-Excitation (SE)
block [52] by a regression test for two physical properties: the bulk modulus and
the shear modulus. Extensive experiments show that the 2D CNNs infused with
Magpie features [165] achieve the best regression results and significantly better
extrapolation performance. As an extra validation, we evaluate the predictive
performance of our models on 329 materials from (OQMD) [132, 69] of space
group Fm3̄m by comparing to DFT calculated values, which shows a better
prediction power of our model for bulk modulus than the shear modulus. The
novel generic 3D representation for materials opens a new way to import excellent
CNNs-based algorithms to predict other physical and chemical properties of
materials.
5

1.3

Structure of the Dissertation

In chapter 2, we provide a brief review of deep learning and its application in Computer
Vision, Bioinformatics, and common research trend in Material Informatics, along
with some basic introduction of deep learning algorithms that we used in our research.
In chapter 3, we present CubicGAN, a generative model to generate cubic materials
in a high-throughput way. In chapter 4, we integrate atom distance and symmetric
constraints based losses into the generative loss and with data augmentation and atom
clustering and merging. The physics guided crystal generative model can generate
high quality materials for 20 space groups. In chapter 5, we examine different machine
learning methods and composition representation to predict structural information
of materials. In chapter 6, we develop a new 3D voxel material representation and
regress elasticity using CNNs. Furthermore, we apply our trained models to new
materials and achieve good results. In chapter 7, we conclude our current works and
introduce the future work that designs an unified framework to generate materials.

6

Chapter 2
Background

7

2.1

Deep Learning and Its Applications

Deep learning is a sub-field of Machine Learning, which uses multiple hidden layers
of neural networks to hierarchically extract information from the vast amount of
data. With its non-linear transformations and model abstractions, deep learning
has gained notable attention from researchers and achieved great success in many
fields, such as Computer Vision [46, 75], Natural Language Processing [158, 93, 94],
Bioinformatics [60]. The reasons behind the booming of deep learning can be a lot,
but the advancement of hardware (GPUs), the large volume of data, and the numerous
innovated algorithms are the top 3 reasons. In this dissertation, we will elaborate on
several representative algorithms in those fields that promote the development of deep
learning in academia and industries.
AlexNet [75] consists of five convolutional layers, and some of them are followed
by max-pooling layers and three fully connected layers. Nonlinearity transformation,
ReLU, is engineered used to help speed up the training and the Dropout mechanism
is introduced to reduce the over-fitting in fully connected layers. By spreading the
network on two GPUs, AlexNet achieves state-of-the-art performance on imageNet
classification competition. With the invention of the ReLU activation function and
Dropout, AlexNet is believed to be one of the pioneering works that spark the
emerging of deep learning. Residual neural network (ResNet) [46] is another work that
reforms the Computer Vision field, which allows the depth of neural networks to be
several hundred by skip-connections to jump over some layers. With skip-connections,
the vanishing of gradients is mitigated so that the model can gain accuracy from
significantly increased depth.
In Natural Language Processing field, lots of progress have been made. Word
embeddings [93, 94, 116, 117, 118] are a type of distributed learned word representation
that allows words with similar meanings to share close representations. The distributed
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representation of text is a key breakthrough to achieving excellent performance on
challenging Natural Language Processing tasks. Word2Vec [93, 94] is one of typical
word embedding algorithms that use a statistical method to convert one-hot encoding
of words to condensed vectors by learning from a text corpus. Word2Vec utilizes two
different neural network architectures: the Skip-gram and continuous Bag-of-Words
(CBOW). The skip-gram model learns by predicting the surrounding words given a
current word and however CBOW model learns by predicting the current word given
its context. Negative sampling and hierarchical softmax are used to accelerate the
training. Word embeddings have achieved lots of improvements in downstream tasks,
such as Sentiment Analysis [35], Spam Detection [89], and Sentence Classification [186].
Proteins play critical roles in all living organisms. Understanding their structures
can help facilitate the understanding of mechanism of the living organisms. Traditional
methods, such as experimentation, require a huge amount of time to determine the
structure of proteins. Many efforts [191, 3, 115, 162, 138] have been employed to
predict the 3D structure of proteins, but the atomic accuracy is not at a satisfactory
level. The recent work of AlphaFold [60] provides the first computational method
that can predict protein structures with atomic accuracy close to the experimentation
results in a majority of cases. AlphaFold incorporates new equivariant attention
architectures, graph inferences, and pair representations based on physical and geometric constraints into the design of deep learning and greatly outperforms other
methods in the challenging 14th Critical Assessment of protein Structure Prediction
(CASP14) [96]. Deep learning-based AlphaFold will be the essential tool of the biology
field in the future.
Next, we will briefly introduce several workhorses of deep learning used in this
dissertation, including fully connected neural networks, convolutional neural networks,
generative adversarial networks, and autoencoder.
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2.1.1

Fully Connected Neural Networks (fcNNs)

Fully connected neural networks (fcNNs) are a series of fully connected layers in which
all neurons on each layer are connected to the previous layer as shown in Figure 2.1.
The size of input is two and there is one output value. The first hidden layer and
second hidden layer have three and four neurons, respectively. The major advantage
of fcNNs is that they are "structure agnostic". In other words, any structure of the
data can be fed as the input to fcNNs [125].

Figure 2.1 An example of a fully connected neural network model with two hidden
layers.
The mathematical form of a fully connected layer can be formulated as below:

hl = σ(W l hl−1 + bl )

(2.1)

where W l is the weight and bl is the bias parameter of the l-th layer, hl−1 and hl are
inputs and outputs of current layer, and σ is the activation function. The activation
functions are differentiable and non-linear functions that help neural networks learn
complex patterns from training data. The below equations show the commonly used
activation functions in neural networks.
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1
1 + e−x
ex − e−x
f (x) = x
e + e−x

f (x) =

2.1.2

sigmoid

(2.2)

hyperbolic tangent

(2.3)

f (x) = max(0, x)

ReLU [75]

(2.4)

f (x) = 1(x < 0)(αx) + 1(x >= 0)(x)

Leaky ReLU [87]

(2.5)

Convolutional Neural Networks (CNNs)

Convolutional neural networks are first used in visual recognition tasks [79, 78]. It
mainly consists of convolution, pooling, and fully connected layers stacked in some
kind of order. Convolutional layers are the core building blocks of a convolutional
neural network and it usually does most of the computational work. The convolutional
layers convolve the local regions of the input to form feature maps by the kernels and
pooling layers are used to reduce the size of feature maps. The parameter sharing
mechanism and local connectivity of convolutional layers help reduce the number of
parameters when dealing with high dimensional images since it is infeasible to connect
neurons to all neurons in the previous layer as in fcNNs. Convolutional neural networks
transform the original pixels from images into some class scores. Max-pooling and
average-pooling are common pooling layers that extract the most important features
by maximizing or averaging the local area in the input, respectively [12, 181].
When designing the convolutional neural networks, multiple convolutional layers
can be stacked together followed by pooling layers [141], convolutional and pooling
layers in parallel can formulate a block to increase the width of network [148, 150,
137], or we can use convolutional and pooling layers in series as blocks to build very
deep neural networks with hundreds of layers [46, 53]. These innovative designs
achieve state-of-the-art performance in image segmentation, object detection, and
video tracking. Figure 2.2 shows a simple convolutional architecture.
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Figure 2.2 An example of a use of convolutional neural network with contiguous
convolutional layers followed by pooling layers.

2.1.3

Generative Adversarial Networks (GANs)

Generative adversarial networks (GANs) [43] is a type of generative models based
on deep learning networks, such as CNNs. A GAN has two parts: generator and
discriminator. The generator learns to generate plausible examples and the generated
examples are the negative training data for the discriminator. The discriminator
learns to tell real examples from the generator’s fake examples and it penalizes the
generator for creating fake examples. Two parts contest against each other to reach a
balance status. The loss function is defined as below. The generator tries to minimize
the following function while the discriminator tries to maximize it:

LGAN = Ex [log(D(x))] + Ez [log(1 − D(G(x)))]

(2.6)

where D(x) is the discriminator’s estimation of the probability that a real sample is real,
G(x) is the fake data generated by the generator given random noise z, and D(G(x))
is the probability that a generated sample is fake estimated by the discriminator. We
use the discriminator to optimize the parameters of the generator. The example use
of an GAN is shown in Figure 2.3.
Many variants of GANs have been proposed. Wasserstein GAN [5, 44] is proposed
to solve training instability of the standard GAN caused by gradients vanishing and
mode collapse. In Cycle GAN [193], the authors present a system that maps an image
from a source domain X to a target domain Y in the absence of paired samples. The
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Figure 2.3 An example of the generative adversarial network architecture.
introduced consistency loss ensures to map the input images to the target domain.
Conditional GAN [95] is proposed to add label information to the generator and
discriminator and it generates corresponding samples.

2.1.4

Autoencoder (AE)

Autoencoder is an unsupervised learning method [42]. It consists of encoder and
decoder architectures. An encoder maps the input into a latent vector and the latent
vector can be reconstructed by the decoder. The learned latent vector can be used as
the representation for a set of data by training the network to ignore noise data in
the input. Variational autoencoder (VAE) [68] shares a similar structure to AE and
belongs to the class of generative models. Instead of encoding the input as a latent
vector, VAE encodes it as a distribution over the latent space. The distributions are
decoded to reconstruct the original input.

2.2

Materials Informatics

In recent years, encouraged by the large volume of open-sourced material databases
and by the algorithmic development and their success in various fields, materials
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informatics has drawn more and more attention in material science [164, 124]. Materials
informatics methods utilize data science methods to extract new patterns or predictive
models from existing data, which can alleviate the burden of conventional methods
such as DFT and trial-and-error experiments which have a much greater computational
cost. Materials informatics approaches are based on three components: materials data,
representations to quantitatively describe materials, and machine learning algorithms
to map the data to its properties or to extract patterns from the data. In this
dissertation, we will discuss key applications of materials informatics with a particular
focus on inorganic materials. There has been a great amount of recent work using
machine learning for materials, and we will not cover each of them. Instead, we only
focus on some key achievements in the following subsections.

2.2.1

Properties Prediction

DFT based methods compute the properties of materials with minimal experimental
input but at a large computational cost because individual energy evaluations are
required [164]. It is not practical to perform calculations for thousands of materials.
However, machine learning-based methods can predict the properties of materials
in a high-throughput way at a little computational cost. The essential component
of materials informatics is the representations for the materials. Many efforts have
been made to represent materials numerically. There are broadly two types of
representations: composition-based [165, 41] and crystal structure-based [176, 18, 62,
32, 135].
Composition-based representations take the stoichiometric attributes as input and
use the descriptors to predict the properties of materials without crystal structures.
Magpie [165] and Roost [41] are two excellent generic methods extracting knowledge
from material formulas to predict materials properties such as formation energy
and bandgap. Magpie [165] calculates the statistical information from chemical
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formulas and the formed features serve as a general-purpose framework to discover
new materials. Roost [41] treats the formulas as a dense weighted graph and learns
improvable descriptors from data iteratively. Compared to Magpie, Roost is more
flexible in learning patterns from a formula.
Crystal structure fundamentally determines the properties of materials. Designing
features based on crystal structures becomes a prerequisite for a machine learning
method with good performance. Researchers can not directly use the surface attributes
(e.g., atom coordinates, types of atoms) in a crystal structure since they are neither
invariant nor descriptive enough as a good input to machine learning models [164].
Therefore, how to design a structure-agnostic representation for materials remains
an open question. In recent years, graph based methods have achieved notable
performance in predicting properties of solid crystals and molecules [176, 18, 136, 59].
The Crystal Graph Convolutional Neural Networks (CGCNN) [176] encodes atomic
information and bonding interaction between atoms and provides a universal and
interpretable representation of crystalline materials. The CGCNN achieves a highly
accurate prediction of 8 properties calculated by DFT. Figure 2.4 shows the crystal
graph and the architecture of CGCNN. (a) Construction of the crystal graph. Nodes
are atoms and edges are bonds between atoms. (b) The architecture of the graph
convolutional neural network. Graph convolutional layer R convolves on the top of the
crystal graph by iteratively updating atom features. The pooling layer then is used to
produce a global vector for the crystal. Two hidden layers with the global vector as
input are added to build the mapping between the crystal and its properties. Chen et
al. [18] propose the MatErials Graph Network (MEGNet) that incorporates global
states (e.g. temperature, enthalpy) into MEGNet blocks. MEGNet achieves better
accuracy than DFT over a large dataset and outperforms prior graph models, such as
SchNet [135] in 11 out of 13 properties of the QM9 molecule dataset. Additionally, the
learned element embeddings by MEGNet can be used in transfer learning for small
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datasets learning.

Figure 2.4 The illustration of CGCNN (image source: [176]).

2.2.2

Inverse Design

As mentioned in the last subsection, properties prediction is essential to learn materialsproperties relationships and from them we discover materials with desired functional
properties. Inverse design of inorganic materials goes in the opposite direction: given
desire properties first, we want to find novel materials with those properties using
mathematical algorithms and automations [102]. Conventionally, inverse design is
based on humans’ knowledge and candidate materials are examined computationally
and experimentally, which is time-consuming and error-prone. Materials informatics
mitigates the burden of traditional inverse design by replacing human knowledge
with machine learning algorithms. High-throughput virtual screening (HTVS), global
optimization (GO), and generative modeling (GM) are three primary approaches in
the inverse design of inorganic crystals [133, 14, 101].
HTVS is defined as a process to search materials with desired properties in existing
databases. However, one big disadvantage of HTVS is that the search is limited by
the diversity and scope of the selected databases and human involvements are also
16

in the selection of databases. Thus some potential materials can be ignored since
HTVS is implemented without a specific direction, which leads to inefficiency of the
HTVS. One way to speed up HTVS is to perform global optimization. For instance,
evolutionary algorithms can be used to find the most stable atom arrangement given
a composition by mutations and crossovers [108].
Generative modeling is another way to expedite the inverse design. Generative
modeling learns the distribution of the crystal functional space by adversarial training [64] and variational inference [101]. The difference between GO and GM is: global
optimization learns the geometric landscapes of energy and properties of crystals by
evolving iteratively, and generative modeling encodes the high-dimensional features as
a latent vector and then it is mapped to novel materials with desired properties. We
will introduce more methods of GO and GM in chapter 3.

2.3

New Generation of Deep Learning-based Generative Material
Design Framework

Here, we propose a new framework as shown in Figure 2.5 which summarizes our work
to explore the design space where the extraordinary materials exist. Past works use
DFT calculation or experiments are used to discover exotic new materials and the
discovered materials contribute to material databases [132, 69, 25, 54, 9], making for
slow progress. Conversely, machine learning-based algorithms achieve progress at a
much greater speed by establishing material-property connections, and the trained
models are then used to quickly screen the existing databases to find materials with
desired properties. DFT or experiments then can be utilized to only verify the
needed materials. Current machine learning algorithms fail to find new materials
with properties outside of the original boundary of the training data because of their
limited extrapolative abilities. One way to solve this is to generate millions of new
hypothetical materials using generative models [101]. We develop deep generative
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models that incorporate explicit or implicit rules of crystals. Trained with materials
from the existing databases, our generative models can generate materials that are
beyond the space of training data. Material prediction models quickly screen materials
in novel space and find potentially desired ones.

Figure 2.5 The overall framework of our proposed system.
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Chapter 3
High-Throughput Discovery of Novel Cubic
Crystal Materials Using Deep Generative
Neural Networks
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3.1

Introduction

Data-driven accelerated design of new materials is emerging as one of the most
promising approaches for addressing the challenges in finding next-generation materials.
Currently, one of the main strategies for materials discovery is screening existing
materials databases [173, 137, 63, 143]. However, such approaches are severely limited
by the scale and diversity of the existing structures in the repositories, such as ICSD
and Materials Project (MP), which have about 165,000 and 125,000 materials,
respectively, compared to the almost infinite chemical design space. For example,
lithium compounds are widely used in electric vehicles and mobile phone batteries,
but there are only 16,000 different lithium compounds in the MP database, which has
been almost exhaustively screened for better lithium-ion battery[83, 103]. Large-scale
generation of stable hypothetical crystal structures is strongly needed to significantly
expand the current materials repositories in both the quantity and compositional and
structural diversity to increase the success rate of high-throughput screening of novel
functional materials.
The properties of materials are closely linked to their crystal structures. Traditionally, materials scientists discover new materials by either trial-and-error or
heuristic random-guess approaches, both of which are notoriously labor-intensive. One
example database is Inorganic Crystal Structure Database (ICSD) [9], which collects
almost all discovered materials since 1913. To date, only around 165,000 experimental
structures are reported in ICSD. Considering the number of elements in the periodic
table and their possible combinations, the design space of materials would be infinite
combinatorially. Hence, better approaches for new materials discovery is needed.
Several working directions are investigated for the generation of new materials [106,
109, 163, 36, 27, 85, 127, 101, 64]. There are mainly three different ways to generate
or discover new crystal structures including doping/element substitution[45, 83, 139,
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142], composition generation plus crystal structure prediction[109], and generative
machine learning models[27, 102, 127, 61, 101, 64]. The element substitution approach
is the most widely used strategy. But it is subject to the extremely limited known
prototype structures in the database compared to the vast chemical design space.
The second approach can exploit the recently developed generative models [27] to
generate a large number of hypothetical materials compositions and then use crystal
structure prediction codes to predict their structures. Many global optimization
methods have been developed to search the appropriate compositions and structures,
including simulated annealing [172], basin hopping [161], minima hopping [38], genetic
and evolutionary algorithms [163, 36]. Those approaches generally guide the searches
towards the local minima of free energy to identify the stable or meta-stable structures
either by initial configuration space or chemical composition. However, these crystal
structure prediction algorithms are usually too computationally expensive due to
their reliance on DFT-based formation energy calculation and can thus only handle
relatively simple structures. For complex structures, most of the time, these methods
fail to find the ground truth structures corresponding to the global minimum formation
energy.
One of the most promising approaches for new materials structure creation is deep
generative machine learning models [27, 127, 101, 64, 105, 24, 85, 71]. Both variational
autoencoder (VAE) [101, 127, 24, 71] and generative adversarial networks (GAN) [27,
85, 64, 105] have been adapted for inverse design of inorganic materials with different
crystal structure representations. A VAE model contains two parts: an encoder and a
decoder [49, 68, 31]. The encoder part encodes the crystal structure distribution into
a latent space, and the decoder reconstructs the material structures from the latent
space. After training, new material structures can be generated by sampling in the
latent space. Conversely, a GAN generator model consists of two neural networks: a
discriminator (critic) and a generator, both of which are trained simultaneously. The
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discriminator is trained to differentiate real materials from fake ones generated by
the generator, while the generator tries to generate fake materials as real as possible
to fool the discriminator. The nash equilibrium achieved by the discriminator and
the generator helps a GAN learn the distribution the materials implicitly. In the
past few years, several inorganic materials generative models have been proposed.
Those works are limited by their chemical family (e.g. special oxides) [101, 64, 85]
or formulas generation [27] or hydrides [105]. Noh et al. [101] present a framework
for learning a continuous vector for vanadium oxides using VAE, which is trained
on a 3D image-like representation to attain the continuous materials space. Two
sampling strategies are used in the latent space to generate only Vx Oy materials.
Training the VAE model using 3D grid representation is computationally demanding
and memory-hungry. In [64], Kim and Noh et al. trained a composition family-specific
GAN model on the Mg-Mn-O system using the atom coordinates as the representation
of materials. The crystal GAN model is composed of three modules: a generator, a
critic (discriminator), and a classifier. The critic calculates the Wasserstein distance
between real and fake materials [5]. The classifier module ensures that the generator
generates desired composition and atom numbers in the unit cell. However, this model
can only be used to generate structures of the Mg-MN-O system, and the model
quality is limited by the small dataset since there are only limited known compounds
of this chemical system. CrystalGAN [105], proposed by Nouira et al., consists of
a cross-domain GAN model, which maps one hydride system into another using
CycleGAN schema [193]. All these works focus on generating materials of a special
material system. In a most recent work, Ren et al.[127] proposed a new VAE model
that directly uses the atom coordinates and unit cell lattice parameters to encode
the structures. To constrain the neural network model behavior, their invertible
representation encodes the crystallographic information into the descriptors in both
real space and reciprocal Fourier space crystal properties. Their model is trained
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with 24,785 unique ternary materials and can generate interesting new structures.
However, most of their new structures are generated by perturbing the latent vectors
of known materials. Large-scale generation of stable crystal structures remains a
challenging problem. Other than generating materials structures, Dan et.al. [27]
proposed MatGAN to generate millions of novel materials formulas with chemical
validity, which expands the candidates for inverse design of new solid materials.
In this chapter, we propose a novel deep generative model called CubicGAN to
generate cubic materials structures on a large scale. Ternary materials selected from
the OQMD [69] database are chosen as our training set because of its large size of
materials and diverse compositions. In our model, material structures are represented
by their lattice parameters, atom coordinates, element embedding, and the space
group. The conditions of a specific space group and three elements are fed to the
generator to generate desired crystal material structures. We trained ternary and a
quarternary GAN models to generate novel cubic (ternary and quarternary) crystal
structures of the space groups 216,255,221. Materials of these three space groups
consist of 78.5% of all ternary and quarternary cubic materials in OQMD, covering a
majority of known cubic materials space.
Our systematic experiments show that our CubicGAN model can recover not
only many of the known cubic structures but also discover many new materials with
new composition prototypes with different anonymous formulas (new prototypes).
Additional large-scale DFT based validation has led to the discovery of 506 new cubic
crystal materials of new prototypes. The detail of the CubicGAN model will be
explained in the following sections. Compared to [101, 64, 105], our framework can
generate a large variety of materials of different chemical systems. The only work
that is similar to ours in terms of variety of materials is [127], in which Ren et al. use
VAE rather than GAN as the generative model trained with train ternary materials in
Materials Project [54] database. However, their model tends to generate new samples
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by interpolation. The second major difference is a much simpler representation is used
in our work without the momentum space representations.
Our contributions can be summarized as follows:
• We propose a novel GAN model to generate large-scale cubic materials conditioning on the elements and a specified spacegroup. In total, we generate 10
million hypothetical ternary and 10 million quaternary crystal structures for
downstream analysis.
• We perform three stage checks on generated materials and extensively match
the generated materials against existing databases. The results show that our
method can rediscover a majority of cubic materials in the existing databases.
In addition, most of the rediscovered materials from MP are confirmed as stable
or meta-stable materials in terms of energy-above-hull.
• We perform DFT simulations on 108,897 hypothetical materials, of which 33.8%
novel materials are successfully relaxed. By further analysis, we demonstrate
that new crystal structure prototypes (with different anonymized formula types)
can be found, such as ABC6 -216, ABC6 D6 -216, and AB8 C12 -221.
• By further stability verification, 506 new-prototype materials have been generated
and confirmed to be stable by phonon dispersion calculation.

3.2

Related Work

VAE based Material Generation VAE [68] composes of two deep neural networks,
an encoder and a decoder. The encoder is trained to encode the materials into latent
vectors and the decoder reconstructs the materials from the latent vectors, then
use different strategies to generate/reconstruct materials by sampling latent vectors.
iMatGen [101] is believed to be the first work that uses VAE to realize the inverse design
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of solid materials. iMatGen encodes unit cells into 3D grid based representations, and
spherical linear interpolation and Gaussian random sampling are used to sample from
the latent space to generate new materials. Hoffmann et al. [51] extend iMatGen by
combining a UNet part to segment reconstructed 3D voxel images into atoms and
assign atoms with a number. Base on iMatGen and Hoffmann et al., ICSG3D [24]
integrates formation energy per atom into 3D voxelized solid crystals and enables
the VAE to encode materials and energy simultaneously, which makes it possible
to generate materials subject to user-define formation condition. Another approach
to represent 3D crystals is to encode 2D crystallographic representations as the
combination of real space and reciprocal-space Fourier-transformed features [127]. In
CDVAE [177], authors propose to generate materials in a diffusion process in the
decoder. The diffusion process moves atoms into positions in the lower energy space
to generate stable crystals.

GANs based Material Generation GANs [43] also consist of two deep neural
networks, a generator and a discriminator (critic). The generator generates fake
materials with inputs of random vectors sometimes conditioning on elements and
space groups while the discriminator tries to tell real materials from generated ones.
With learnt knowledge of forming crystals, the generator can directly create new
materials. The first method to generate materials using GAN is CrystalGAN [104],
which leverages a CycleGAN [193] to generate new ternary materials from existing
binaries. However, it remains uncertain whether CrystalGAN can be extended to
produce more complex crystals. Both GANCSP [64] and CubicGAN [189] use a "point
cloud" (containing fractional coordinates, element properties, and lattice parameters)
as inputs to build a model that generates crystals conditioned on composition or
both composition and space group. The difference between them is GANCSP can
only generate structures of the Mg-Mn-O system but CubicGAN can generate more
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diverse systems under three space groups. In CCDCGAN [86], the authors use 3D
voxelized crystals as inputs for an autoencoder. The autoencoder converts them to
2D crystal graphs, which is used as the inputs to the GAN model. A formation
energy based constraint module is trained with the discriminator. This module
automatically guides the searching for local minima in the latent space. Less related
works include MatGAN [27] and CondGAN(xbp ) [134] developed for generating only
chemical formulas.

3.3

Methods

In this work, we focus on training generators of ternary and quarternary cubic crystal
structures of three space groups (216, 221, 225) to simplify our model design while
ensuring coverage of a majority of the cubic design space. We find that in the OQMD
dataset with 813,839 materials, 85.8% of them are ternary or quaternary materials.
In addition, out of all the cubic crystals, 97.8% of them belong to these three space
groups, again covering the majority of the known cubic materials space. These three
space groups are selected because we find that for the materials of these three space
groups, most of their nonequivalent atom fractional coordinates in the CIF files have
a multiplicative factor of 0.25 or belong to this set [0, 0.25, 0.5, 0.75]. So, instead
of generating cubic structures with arbitrary real-valued atom coordinates, we only
aim to train a cubic material generator that only generates structures whose atom
positions are sitting at positions with their fractional coordinate values to be from
this set +/-0, 0.25, 0.5, 0.75. In this case, the special discrete fractional coordinates
are much easier to generate accurately by our deep neural networks. This decision
has dramatically simplified our generation model, and thus we choose the training
data with these two criteria:ternary and quaternary cubic crystal structures of three
space groups (216, 221, 225).
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3.3.1

Dataset

We collect the training data from OQMD [132, 69], which is an open-source database
of experimental and DFT-calculated materials. Totally 813839 entries are retrieved
from version 1.3 of OQMD. Entries calculated with local-density approximation
(LDA) are also included. Among them, we successfully build 556,839 and 141,100
POSCAR files for ternary and quaternary materials in the OQMD, of which 505,456
and 127,659 structures belong to cubic crystal systems, respectively. After converting
the POSCAR files to symmetrized CIF files, 411,646 ternary materials have three
unique nonequivalent atom sites, of which 388,680 materials of cubic crystal systems
are found; 129,514 quaternary materials have four unique nonequivalent atom sites,
of which 127,523 materials belong to the cubic crystal systems. Table 3.1 shows the
statistics of OQMD materials distributions. We can find that ternary materials of
cubic crystal systems are the largest chuck (91%) out of all ternary materials. Similarly,
it is observed that the ternary cubic structures with 3 nonequivalent sites are 94% out
of all ternary materials with 3 nonequivalent sites. For quaternary materials, these
two percentages are 90% and 98%, respectively. This means that our CubicGAN
model can be used to generate hypothetical cubic materials that are the majority type
of known material category.
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Table 3.1 Statistics of OQMD ternary and quarternary materials (Total 813,839)
Type
Count
Cubic Percentage
Type
Count
Cubic Percentage
Type
Count
Cubic Percentage
Type
Count
Cubic Percentage

Ternary
Ternary cubic
556,839
505,456
505456/556839=91%
Ternary with 3
Ternary cubic with 3
nonequivalent sites
nonequivalent sites
411,646
388,680
388,680/411,646=94%
Quaternary
Quaternary cubic
141,100
127,659
127659/141100=90%
Quaternary with 4 Quaternary cubic with 4
nonequivalent sites
nonequivalent sites
129,514
127,523
127,523/129,514=98%

Another key criterion for selecting our training samples is that we only pick cubic
structures with three nonequivalent atom positions (in CIFs) for training ternary GAN
model (for quarternary GAN, the number is 4). Making this choice allows us to use
a unified matrix of dimension (28 × 3) to represent all ternary cubic materials (for
quarternary materials, the dimension is 27 × 3 where only one space group is used in
this work). For a given material, once we have its nonequivalent positions and space
group, the full atom positions within the unit cell can be converted to conventional
atom positions by symmetry operations. We have identified 411,646 ternary materials
with only three nonequivalent positions, of which 388,680 (94%) materials belong to
cubic crystal systems as shown in Table 3.1. Out of these 388,680 materials, 22 space
groups are found as shown in Figure 3.1a,. Among them, the space groups that have
the most numbers of materials are Fm3̄m and F4̄3m (the total portion of these two
space groups is 97.2%). Pm3̄m is the third one with only 6,462 samples or 1.7%. After
removing the duplicate cubic materials within MP and ICSD, almost all the materials
(375,749 out of 384,215) with the space groups of Fm3̄m, F4̄3m and Pm3̄m follow this
criterion.
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Figure 3.1 Distribution of each space group of in Ternary and Quaternary Cubic
systems. The bars’ height is at logarithmic scale of real values.

Table 3.2 shows the overall statistics of our finalized training and validation
datasets. In total, we have selected 375,749 ternary materials from three cubic system
space groups from OQMD to form the OQMD-TC3 (T:Ternary, C-Cubic, 3-three space
groups) training dataset: Fm3̄m, F4̄3m, and Pm3̄m each having 186,344, 184,162 and
5,243 materials respectively. These materials together correspond to 249,646 unique
formulas. With this diversity of formulas, our CubicGAN model can efficiently learn
valid combinations of ternary elements. The unique 84 elements in the datasets are
utilized to generate random three-element combinations during GAN training. The
same steps are applied to quaternary materials in OQMD. As shown in Figure 3.1b,
materials with space group F4̄3m occupies 95% of the quaternary data. So for training
the quaternary GAN model, we only choose materials of space group F4̄3m.
We will use the ternary data from the Materials Project and ICSD databases as
validation sets to check the rediscovery rates for our proposed method. We first process
the ternary materials in Materials Project database [54] and ICSD [9] as we do for
OQMD samples to create the MP-TC3 and ICSD-TC3 validation datasets. In total,
6,545 cubic materials are retrieved, of which the numbers of materials with Fm3̄m,
F4̄3m and Pm3̄m are 4576, 520, and 1449, respectively and there are 6,431 unique
formulas existing in the whole retrieved data. From the ICSD database, 1,875 cubic
materials are found to satisfy our seleciton criteria, of which the numbers of materials
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are 804, 280, and 791 forf space groups Fm3̄m, F4̄3m and Pm3̄m.. For quaternary
materials, the OQMD-QC1 training dataset has 121,008 samples. However, only 39
and 8 quaternary materials are found in MP and ICSD that satisfy our two selection
criteria (See Table 3.2). Here the cubic materials (6,545+1,875) from MP/ICSD are
used as validation set and are excluded from the training set. We have removed
these samples from our training dataset selected from OQMD by removing the crystal
structures with a minor difference of cube lengths from the samples in the validation
sets).
Table 3.2 Statistics of our training data and validation datasets from OQMD, MP
and ICSD.
Ternary Materials
Dataset

Total

Fm3̄m

F4̄3m

Pm3̄m

Training:OQMD-TC3
Validation:MP-TC3
Validation:ICSD-TC3

375,749
6,545
1,875

186,344
4,576
804

184,162
520
280

5,243
1,449
791

Quaternary Materials
Dataset
Total
Unique formula
Training:OQMD-QC1 121,008
39,767
Validation:MP-QC1
39
39
Validation:ICSD-QC1
8
7

Unique
formula
249,646
6,431
1,034

Unique
element
84
84
84

Unique element
56
39
12

Table 3.3 Crystal prototypes existent in our training and validation sets (OQMDTC3, MP-TC3 and ICSD-TC3) for ternary CubicGAN. There are only 8 different
prototypes.
OQMD-TC3
MP-TC3
ICSD-TC3
OQMD-TC3
MP-TC3
ICSD-TC3

ABC2 -225
185170
4343
551
ABC6 -225
8
36
20

ABC-216
184162
520
280
AB3 C3 -221
4
16
6

ABC3 -221
5237
1410
759
AB3 C8 -221
2
23
26

AB2 C6 -225
1166
196
233
AB6 C6 -225
0
1
0

In terms of prototypes in the validation datasets MP-TC3 and ICSD-TC3, Table 3.3
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shows details of the existing prototypes for materials that satisfy our selection criteria.
We take the prototype "ABC2-225" as an example. Here ABC2 and 225 are the
crystal prototype anonymous formula and the space group number used to denote a
prototype, and we will use this format in the following content. Overall, the three
databases have the same set of prototypes; other than that, MP has an extra one:
AB6C6-225. However, only one material (mp-1147668) is found under AB6C6-225
and is unstable. For quaternary materials in OQMD, there are only two prototypes,
including ABCD-216, with 121,006 materials and ABCD6 -216 with two materials.
Moreover, we find that quaternary cubic materials distribution is highly biased with
121,018 belonging to space group 216, and only 5674 belonging to space group 225,
and no samples found for space group 221. For simplicity, we train the quaternary
CubicGAN using only the samples from space group 216 and it then can only generate
samples of this space group.

3.3.2

CubicGAN Framework

Figure 3.2 The workflow of our CubicGAN framework
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Figure 3.3 The detailed architecture of the generator and the discriminator of the
CubicGAN framework.

Figure 3.2 illustrates the main framework of our method. The framework primarily
contains two steps: GAN training and material generation. Our goal is to train a
generator that learns the distribution from known materials data and then sample
from it. To achieve this, the generator is trained to create fake material structures,
conditioned on a given space group and a specification of three elements.The three
elements are randomly chosen from 84 elements in the dataset. The 84 elements are
one-hot encoded and are converted to a 3 × 23 element matrix by the embedding
layer. There are several ways to encode elements such as learnt atom embedding [176,
18], atom2vec encoding [192], atom embedding learnt from research literature [155],
and primitive element properties. In this work, we choose to use primitive elemental
properties as the element embedding approach and use them to set the weights in the
element embedding layer. The reason is that CubicGAN learns to build valid crystal
structures from three elements and their properties, coordinates, and spacegroup. With
raw elemental properties, it is beneficial for CubicGAN to find the most desirable
combinations of elements, coordinates and space groups. The parameters of the
embedding layer are initialized by 23 element properties as shown in Table 3.4. Taking
a randomly selected space group (one-hot encoded), 3-element combinations (onehot encoded), and random noise Z as inputs, the generator then generates material
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structures with the specified space group and element constituents. Space groups and
elements are mapped into dense vectors by their corresponding embedding layers. The
number of atoms for each element does not need to be specified as it can be determined
by the space group symmetry operations. The random selections of space groups are
based on the portions of three cubic space groups considered in our model: Fm3̄m,
F4̄3m and Pm3̄m. The detailed architecture is shown in Figure 3.3. The discriminator
consists of 6 convolutional layers followed by Dropout layer and 5 fully connected
layers. The inputs with shape (3 × 28) to discriminator is composed of four parts:
atom coordinates and corresponding element properties, spacegroup encoding and
lattice length. The inputs to Generator consist of spacegroup and element embedding
and random noise vector. They are concatenated and de-convolutional layers map
them to non-equivalent atom coordinates and lattice parameters.
Table 3.4 23 element properties used for element embedding in CubicGAN
Properties
Atomic number
Pauling electronegativity
Periodic table row
Periodic table group
Atomic mass
Atomic radius
Mendeleev number
Molar volume
noble gas or not
post transition metal or not
alkali or not
halogen or not

Properties
Average ionic radius
Average cationic radius
Average anionic radius
Sum of all ionic radii
Maximum oxidation state
Minimum oxidation state
Average all common oxidation states
Average all known oxidation states
transition metal or not
metalloid or not
alkaline or not

An input to the discriminator has four parts: nonequivalent atomic coordinates,
element properties, unit cell parameters, and space groups as shown in Figure 3.2. The
coordinates part includes the fractional coordinates of three nonequivalent atoms. For
three unique elements in each material, each element is represented by 23 properties
as shown in the Table 3.4. Since the lattice lengths a, b, c are the same in cubic
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crystals, we only need to use one value to represent it. Three cubic space groups
are one-hot encoded. As shown in Figure 3.3, four parts are concatenated together
to form a tensor with the dimension of 3 × 28. The input is then forwarded to four
1D convolutional layers, of which the kernel size is 1 × 1, which is used to capture
the implicit relationships among the four parts. We use two CNN layers to reduce
the dimension from three to one. Then, a few fully connected layers are used to
map them to Wasserstein estimation [5]. The detailed network settings are shown
in Figure 3.3. In standard conditional GAN, the input of the generator includes the
random noise and a condition vector [95]. Here, we add a space group embedding layer
and an element embedding layer as shown in Figure3.2 to map the randomly selected
one-hot encoded space group (chosen from 216/221/225) and three randomly selected
elements (one-hot encoded) into the latent vectors. The reasons for this design are
as follows: 1) As only three dominant cubic space groups are used in this work, the
combination of atom positions with corresponding elements, unit cell lengths, and
one-hot encoded space group symmetry is sufficient to describe a material structure;
2) Using element properties as part of the representation makes the generator learn to
generate chemically valid materials, e.g., structures that do not violate Pauling’s rules.
As our previous work [27] shows, the composition constraints can be learned from the
compositions of existing materials. Here, our CubicGAN is also configured to learn
both implicit compositional as well as structural constraints to help the generator
generate only valid ternary or quaternary formulas as much as possible; 3) Our 2D
representations of the cubic structures also matches well with the convolutional layers
used in the discriminator, in which the convolutional operations can extract implicit
relationships among four parts of information.
The generator and the discriminator of the CubicGAN model are trained with
the loss function of Wasserstein distance [5] which measures the dissimilarity between
distribution differences of real and fake materials. Compared to loss functions used in
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traditional GAN [43], Wasserstein distance improves the model stability and prevents
the mode collapse. We use the gradient penalty to clip weights in order to improve
the stability of training as done by Gulrajani et al. [44]. The penalty of gradient norm
with respect to the inputs works as a regularization term to stabilize the training
process of the GAN. More formally, our cost function for GAN training is as follows:

L = E [D(x̃)] − E [D(x)] + λ E [(∥∇x̂ D(x̂)∥2 − 1)2 ]
x̃∼Pg

x∼Pr

(3.1)

x̂∼Px̂

where D is the discriminator, Px̂ is the distribution of interpolated samples between
the distribution of real materials Pr , and the distribution of generated materials Pg .
λ is the balancing parameter, which is set to 10 in this work.
After inspecting the generated structures by the GAN, we find that the generated
lattice parameter a is often not good enough, leading to overlapping atom clusters.
To address this issue, an additional post-processing step introduced to predict the
lattice length a using a composition based machine learning model that we recently
developed [80], which achieves a R2 score of 0.979 for cubic lattice a prediction.
During training the GAN, real materials are randomly picked in batches. With
the fused matrix of generated materials as shown in Figure 3.2, they are fed to the
discriminator in a mixed manner. We set the number of iterations of the discriminator
per generator iteration as 5. The GAN model is developed using the open-source
libraries of TensorFlow [1] and Keras [22]. More details regarding model architecture
and hyper-parameter setting can be found in Table 3.5.
Table 3.5 Hyper-parameters for training the CubicGAN Model
Hyper-parameter
batch size
learning rate
Adam optimizer
β1
β2
gradient penalty coefficient
the number of iterations of discriminator per generator iteration
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Value
256
0.00001
0.5
0.9
10
5

3.4

Results and Discussion

3.4.1

Performance evaluation of CubicGAN: Validity, Uniqueness, and
Rediscovery rate Analysis
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Figure 3.4 Performance evaluation of CubicGAN

There are three major criteria for evaluating generative models, namely, validity,
diversity, and uniqueness [133]. After training the ternary CubicGAN using the
OQMD-TC3 dataset, we generate 10 million cubic structures of the specified three
cubic space groups (225,216,221). The proportions of the samplings are set as identical
to the training set, which is 49.6%-49.0%-1.4% respectively. To evaluate the generation
performance, we first check how the percentage of the generated charge-neutral samples
changes with respect to the total number of generated samples. The charge neutrality
check is based on Pymatgen [111] using the common valence values of elements as
defined in Pymatgen. As shown in Figure3.4a, the charge-neutral samples’ percentage
maintains around 41% over the whole process of generating 10 million samples, which
means that when we generate 10 million samples, appropriately we can get 4.1 million
charge-neutral samples for downstream screening. We then checked how the percentage
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of the generated samples have pymatgen-readable CIFs (Crystallographic Information
File), unique CIFs, and unique formulas, which reflect the diversity and uniqueness
of the generator. In Figure 3.4a, the blue line demonstrates the percentage of cifs
readable by pymatgen in terms of sampling size, and the sampling size is from ten
thousand to ten million. In this work, pymatgen-readable means that CIFs can be
recognized as the space group that is assigned to. We can find that the percentage of
readable CIF files is stable no matter how we run the sampling. After removing the
duplicate materials, we calculate the percentage of unique CIFs and unique formulas
as denoted by the yellow and red lines in Figure 3.4a. Only those materials that
have the same formula and the same corresponding atom positions are considered
as duplicates here. It is found that the percentages of the unique CIFs and unique
formulas are decreasing and growing flat. From these observations, we believe that
our GAN model might have explored the majority of the cubic crystal structure space
but have not exhausted it yet.
Another effective way to evaluate the CubicGAN’s performance is to check how
soon it can rediscover the known cubic crystals in leave-out datasets of existing
databases. To do this, in our training dataset, we have removed all the materials of
the three cubic space groups (216,225,221) existing in MP and ICSD databases, which
are 6,545 and 1,875, respectively. It is interesting to see how many of those leave-out
cubic materials can be rediscovered by our GAN model as the sampling size goes from
ten thousand to ten million. Figure 3.4b shows how the rediscovery percentages of
the cubic crystals of the three space groups (216,225,221) change as the sampling size
increases.
Figure 3.4b shows the rediscovery rates over time of sampling. At first, we check
how the percentage of the rediscovered cubic samples out of all training samples
(blue line) changes while generating more samples. It is found that this training set
rediscovery rate increases consistently over the sampling process. It soars quickly to
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88% when the sampling size increases until 5 million samplings are reached. At the
end of 10 million samplings, the rediscovery rate reaches 95.5%. Similar patterns
can be observed for the rediscovery rate curve for the MP-TC3 validation dataset, as
shown by the green line. With the increasing number of samplings, the rediscovery
rate reaches 72.0%. This saturated percentage is much lower than that of the training
set, which is due to MP-TC3 data has different proportions over the three space groups
(225,216,221), which are 69.9%-7.9%-22.1% respectively compared to 49.6%-49.0%1.4% of the training set. Since our generation process is based on the space group
proportions of the training set (which focuses on generating candidates of space groups
225 and 216, the 72% rediscovery rate is close to the percentage of these two types of
samples in MP-TC3 (69.9%+7.9%=77.8%). We also find that half of the rediscovered
materials in MP-TC3 are stable based on the formation energy and e-above-hull criteria.
Details of the stability analysis can be found in Figure 3.5. When sampling ten million
materials, 4731 and 950 materials are re-discovered in MP and ICSD, respectively
out of all ternary cubic materials of the space groups 216/225/221 which are 6545
and 1875 for MP and ICSD. For 4731 materials in MP, we downloaded the formation
energy per atom and e-above-hull energy from Materials Project [54]. We find most of
these 4731 materials have negative formation energy per atom and energy-above-hull
equal to zero (2521) or close to 0 eV (4346 materials’ e-above-hull is below 0.2 eV)
which means that most materials we re-discovered from MP are stable or meta-stable.
Materials in ICSD are mostly synthesizable and experimentally determined [9]. The
re-discovered materials by our method demonstrate that our method could produce
stable materials that are potentially synthesizable. The rediscovery rate pattern over
ICSD-TC3 is similar to that of MP-TC3 except that the highest rediscovery rate is
50.7% at the sampling size of ten million, which is close to the percentage of total
samples of space groups 225 and 216 (42.9%+14.9%=56.8%). These high rediscovery
rates over the training set and the two validation sets demonstrate that our CubicGAN
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has learned the implicit chemical rules of the cubic structures to generate in a much
better way than random sampling. After the sampling size reaches 7 million, the
number of materials rediscovered converges, indicating that ten million samplings
could be a reasonable size to cover most of the cubic structures since they seem to
have almost exhaustively explored the search space of materials that meet our criteria.
Therefore, we use ten million samplings for further analysis.

Figure 3.5 Distribution of the formation energy and e-above-hull of re-discovered
materials in Materials Project.

To compare how our CubicGAN performs compared to random sampling or
exhaustive enumeration, we calculate the enrichment score for our ternary CubicGAN.
As we are searching candidates of three cubic space groups with three unique sites of
three distinct elements and the only possible fraction coordinates are 0,0.25,0.5,0.75,
the total possibility of configurations are (43 )3 ∗ 85 ∗ 84 ∗ 83 ∗ 3 = 466, 055, 331, 840,
which is much larger than the corresponding combinations of the ternary composition
space [27]. Considering that with 10 million samplings, we have rediscovered 95.5%
of the OQMD-TC3 dataset, the enrichment score is approximately 44,507, which is
a significant boosting for generating chemically valid crystal structures compared to
exhaustive enumeration.
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3.4.2

Large scale generation of new cubic crystal materials structures

Table 3.6 Statistics of generated materials
Ternary
Quaternary
Ternary
Quaternary

valid CIFs unique formulas crystal prototypes
2,558,678
990,319
31 (24)
5,498,267
1,797,592
3 (1)
No Lanthanoid and Actinoid
1,064,650
403,337
31 (24)
4,382,130
1,431,500
3 (1)

While rediscovery rate analysis over the MP-TC3 and ICSD-TC3 validation sets
have demonstrated the accelerated sampling in cubic structure space, there are only
6,545+1,875=8,420 validation samples plus the 358,840 rediscovered training samples.
It is still desirable to check the chemical validity of the remaining 96.33% generated
samples and filter out those promising new materials. With 10 million hypothetical
cubic materials, it is impractical to perform DFT calculations for all of them to
verify their chemical validity and stability. Here we adopt three stages of validation
check to reduce the pool of samples for DFT validation. We use the CGCNN based
graph neural network model for formation energy prediction, which was trained with
samples from Materials Project database[176]. Then we scan the generated materials
in the order of space group match, charge neutrality, and formation energy filtering.
The nonequivalent coordinates are transformed by symmetry operations provided by
relevant space groups used when generating samples. With the full coordinates set,
elements, unit cell parameters ( unit cell length a and angles, which are always 90
degrees in cubic systems), we could write a Crystallographic Information File. The
space group check is performed by Pymatgen [111] in the first place (we refer to
this check as a Pymatgen-recognizable check). If the generated sample cannot be
recognized by Pymatgen or the space group analyzed by Pymatgen is not consistent
with the space group given to the generated sample, this sample is considered as a
failed generated case. As shown in Table 3.6, in total there are 2,558,678 and 5,498,267
40

valid ternary and quaternary CIFs have been found from 10 million generations,
respectively. From them, candidate materials with charge neutrality and CGCNNpredicted negative formation energy are reserved for further DFT calculations based
verification.

Figure 3.6 Distribution of the prototypes of generated materials after removing
Lanthanoid and Actinoid.

A major evaluation of our CubicGAN model is to check whether it can generate new
cubic materials with novel prototypes, which are represented by distinct anonymized
formulas in Pymatgen. As shown in Table 3.6, we find that 24 and 1 novel prototypes
for ternary and quaternary materials, respectively, have been found in our generated
samples that are not existent in our training data. For relieving the burden of DFT
calculations, we choose to remove the samples that contain Lanthanoid and Actinoid
elements. In total, 1,064,650 ternary materials are left, of which 209,744 materials
are of new crystal prototypes. The distribution of prototypes for 1,064,650 materials
is shown in Figure 3.6. Green bars show known prototypes in the training data and
orange bars show the number materials of new prototypes. The figure shows that
our model has generated many new prototypes. The bars’ height is at logarithmic
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scale of real values. Similarly, 4,382,130 quaternary materials are left after removing
Lanthanoid and Actinoid elements, of which 260,891 materials are of the new crystal
prototype (the prototype ABC6 D6 -216). Since only two ABCD6 -216 materials exist in
the quaternary training dataset OQMD-QC1, we also include ABCD6 -216 materials for
the downstream DFT analysis considering the huge number of generated ABCD6 -216
samples (1,655,407). After searching thoroughly in databases of OQMD, MP, and
ICSD, only a limited number of materials with ABCD6 -216 are found, as shown in
Table 3.7. Then, we perform charge neutrality check by Pymatgen and CGCNN
formation energy filtering on 209,744 ternary materials and 1,916,298 (260,891 +
1,655,407) quaternary materials. While each material might have different atom
arrangements in the unit cell that maps to the same space group, in this work, we
only choose one of them for DFT calculations. Finally, 17,303 ternary materials and
91,594 quaternary materials are left for DFT optimization. In total, 36847 candidate
materials have been relaxed successfully with 14,433 ternary and 22,414 quaternary
samples.
Table 3.7 Existing ABCD6 -216 materials in databases OQMD, MP, and ICSD
Database-ID
oqmd-24074
oqmd-24073
icsd-262196
icsd-51205
icsd-262197
icsd-96973
icsd-262195
mp-1223322
mp-1182061
mvc-14934
mp-1227207
mp-1228944
mp-1180133
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Formula
BaNaH6 Ir
NaCaH6 Ir
BaNaH6 Ir
NbWNO6
BaNaH6 Ir
NbWNO6
NaCaH6 Ir
KRbMnF6
BaNaH6 Ir
CaFeWO6
CaEuH6 Ru
CsRbMnF6
NaCaH6 Ir

3.4.3

Discovery of 506 new-prototype stable materials verified with DFT
calculations

After filtering down materials with novel prototypes, we perform DFT optimization on
materials with CGCNN-predicted negative formation energy, and we use Γ points and
mechanic constants to further scale down the successfully relaxed structures. Phonon
dispersion is the eventual criterion to determine the stability of structures.

Gamma points and mechanic constants filtering The vibrational frequencies
at the Γ point together with the elastic constants of screened structures were obtained
by calculating the Hessian matrix (matrix of the second derivatives of the energy
with respect to the atomic positions) [77], which can be done by setting IBRION=6
(NFREE= 4) in VASP run. For cubic structures, the mechanical stability of lattice
structures is verified as C11 > 0, C44 > 0, C11 > |C12 |, C11 + 2C12 > 0, where Cij are
components of elastic constant matrix [184]. After screening the materials with the
mechanical criteria, we further narrow-down the materials by checking the vibrational
frequencies at the Γ point. All materials with negative Γ point frequencies were
discarded.

Phonon Dispersion calculation After the structures pass the mechanical stability
criteria and all Γ point frequencies are positive, we further calculate the full phonon
dispersions in the first Brinounion zone (BZ). All 2nd interatomic force constants (IFCs)
of the cubic structures were computed in a 2x2x2 supercell based on their corresponding
primitive cell. Then, the phonon dispersions were calculated by using the PHONOPY
package [154] with high symmetry paths Γ → X → U → K → Γ → L → W → X
[50].
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Figure 3.7 The number of materials after each filtering process for four new material
prototypes (ABC6 -216,AB6 C6 -225,ABCD6 -216,ABC6 D6 -216) (The bars’ height is at
logarithmic scale of real values.).

In total, four prototypes with stable materials are discovered: ABC6 -216, AB6 C6 225, ABCD6 -216, and ABC6 D6 -216. The details of the number of materials for each
prototype are shown in Figure 3.7. We find that most of the generated structures can
be successfully relaxed using DFT calculation. Candidates are generated structures
that are charge neutral and have negative formation energy as predicted by CGCNN.
Relax are candidate materials successfully optimized by DFT. Gamma are optimized
structures that have positive vibrational frequencies at the Gamma point, indicating
the structures are potentially stable. stable are the final stable structures with full
positive phonon dispersions as verified by DFT. To our best of knowledge, ABC6 -216
and ABC6 D6 -216 are novel prototypes that are not in our training dataset, and the
validation sets MP-TC3 and ICSD-TC3. Also, the AB6 C6 -225 prototype is not in
the training dataset and only one unstable material can be found in MP. However,
our method finds 42 stable ones. Two materials of ABCD6 -216 prototype are in the
training dataset, and several others are in MP and ICSD. We expand the datasets
by finding 62 stable materials of prototype ABCD6 -216. Overall, we find 183 stable
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ternary materials and 323 stable quaternary materials. Figure 3.8 shows four newly
discovered stable cubic materials with their phonon dispersion curves. The CIFs of
the 506 new prototype materials can be found in Carolina Materials Database [188].

CaCO6

(a) CaCO6

Li6 N6 Cl

KYNbSi6

Y6 AlTe6 As

(b) Li6 N6 Cl

(c) KYNbSi6

(d) Y6 AlTe6 As

Figure 3.8 Examples of four new prototype materials. Top row is the crystal
structures and the second row with corresponding phonon dispersion.
Some interesting features have been observed from the phonon dispersions of newly
discovered materials. For instance, a couple of hundred cubic structures we have
screened out possess significant but tunable phonon bandgaps (e.g., CaCO6 as shown
in Figure 3.8(a)). Such phonon bandgaps could lead to extraordinary hot carrier
performance [23, 153, 185, 174], which is very promising for their potential application in photovoltaics, nonlinear optics (e.g, ultrashort pulsed lasers), multi-exciton
generation devices, and even photocatalysis. Large phonon bandgaps at extremely
high frequencies (such as H-containing materials not shown herein) deserve further
investigation for their electron-phonon coupling properties [182, 179, 180], which could
be beneficial for designing novel superconductors. Also, there are many cubic materials possessing very soft acoustic modes, e.g., the longitudinal acoustic (LA) phonon
branch in KYNbSi6 (Figure 3.8(c)), which indicate strong phonon anharmonicity and
could be good candidates for waste-heat energy recovery (thermoelectrics). Last but
not least, the phonon dispersion of Y6 AlTe6 structure exhibits a very large gradient
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in high-frequency optical phonon modes and thus their phonon group velocities will
be very high, which could lead to a significant contribution to the overall thermal
transport from these optical modes and thus unusual temperature-dependent lattice
thermal conductivity [121].

3.4.4

Visualization of the relationship between new and existing
prototypes within the same space group.

(a) Distribution of ABC6 materials and the
training samples of space group F4̄3m

(b) Local zoomed region in (a)

Figure 3.9 Visualization of the structural distributions of the materials in training
set and the generated new-prototype ABC6 materials both belonging to F4̄3m.

To qualitatively evaluate how the new-prototype materials are structurally different
from existing materials, we represent both sets of materials using simulated (for
generated samples) and real X-ray diffraction (XRD) spectrum of dimension 901,
which is a way to analyze the structures of inorganic materials. The simulated
XRDs are calculated using the Pymatgen package [111]. We then use the t-SNE
embedding approach [88] to map the samples’ XRD vectors into 2D space, which
are then plotted together to visualize how existing and novel materials of the same
space group 216. Figure 3.9 shows t-SNE embedding of existing materials in the
training dataset and newly discovered ABC6 -216 materials. The new materials form
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structurally distinct clusters. Sub-figure shows (a) Overall distributions of existing
and new-prototype materials. Sub-figure shows (b) Zoomed region as marked in
sub-figure (a). From Figure 3.9(a), we can find that new prototype materials (dark
green dots) form distinct clusters, and there are apparent boundaries between known
and unknown materials, which indicates that our model can generate materials beyond
the scope of existing prototypes with significant structure deviations. Figure 3.9(b)
shows a zoomed region of clusters of novel ABC6 -216 materials, which implies that
even samples of the same prototype can form structurally different clusters. For the
other three prototypes, the distribution of known structures and our new-prototype
structures are shown in Figure 3.10- Figure 3.13. In Figure 3.10, we find that the
new-prototype ( AB6 C6 ) materials are mostly located at the peripheral regions of
know materials clusters, indicating their structural closeness to known structures.
In contrast, Figure 3.12 shows that materials of two new-prototypes (ABC6 and
AB6 C6 ) tend to form distinct clusters from known cubic materials in MP-TC3 and
ICSD-TC3 validation sets, indicating their structural deviation from known materials.
Additionally, for most of these new-prototype clusters, we have identified one or more
DFT-verified stable materials. Figure 3.11 shows that materials of new-prototype
ABCD6 form multiple new clusters, each of which contains multiple DFT-verified
stable materials. Sub-figure (a) shows the overall clustering. Sub-figure (b) is the
zoomed region as marked in sub-figure (a). We find for this prototype, there are
multiple new clusters, each of which contains multiple DFT-verified stable materials.
Instead, materials of new-prototype ABC6 D6 form much fewer cluster compared to
the training set OQMD-TC3 as shown in 3.13.
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Figure 3.10 Visualization of the distributions of materials in the training set and the
new prototype AB6 C6 materials both with Fm3̄m.

(a) Distribution of training samples and the I a (b) Local zoomed region.I am not here. I
new-prototype ABCD6 materials with F4̄3m. am not here. I am not here.. I am not here.

Figure 3.11 Visualization of the distributions of materials in the training data and
the new-prototype ABCD6 materials both with space group of F4̄3m.
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(a) Distribution of materials in MP-TC3 and (b) Distribution of materials in ICSD-TC3
new ABC6 materials with space group F4̄3m. and new ABC6 materials with space group
F4̄3m.

(c) Distribution of materials in MP-TC3 and (d) Distribution of materials in ICSD-TC3
new AB6 C6 materials with space group
and new AB6 C6 materials with space group
Fm3̄m.
Fm3̄m.

Figure 3.12 Visualization of the distributions of materials in the
MP-TC3/ICSD-TC3 validation sets and the new prototype (ABC6 and AB6 C6 )
materials both with space group of F4̄3m and Fm3̄m.
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(a) Distribution of training set samples and
the new-prototype ABC6D6 materials with
space group of F4̄3m.

(b) Local zoomed region.

Figure 3.13 Visualization of the distributions of materials in the training data and
the new-prototype ABC6 D6 materials both with space group of F4̄3m.

3.5

Chapter Summary

Large scale generation of new materials with distinct structures and functions are
highly desirable for widely used high-throughput screening based materials discovery.
Faced with astronomically large structural design space (compared to the space of the
chemical compositions), the generator models have to exploit the implicit sophisticated
physicochemical and geometric rules and constraints embedded in the existing crystal
materials. Here we propose a novel GAN-based deep generative model for largescale generation of three major types (space groups:216, 225, 221) of cubic materials
structures. Trained with 375,749 ternary cubic crystal structures from OQMD, our
CubicGAN model can rediscover most of the known cubic structures as curated
over more than 100 years of history within 10 million samplings. Especially, further
analysis shows that our GAN model can generate not only new materials of existing
prototypes but also new-prototype materials with distinct structural novelty. In total,
we have identified 24 new prototypes of cubic materials. With rigorous DFT-based
relaxation and phonon dispersion calculation, we have identified and verified 506 new50

prototype cubic materials, which are shared via Carolina Materials Database(http:
//www.carolinamatdb.org/). From them, we have already identified several crystal
structures with exceptional properties to be exploited in future. Together, our
CubicGAN has demonstrated a promising path to large-scale generation and discovery
of new materials.
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Chapter 4
Physics Guided Generative Adversarial
Networks for Generations of Crystal Materials
with Symmetry Constraints
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4.1

Introduction

In chapter 3, we introduced the CubicGAN, a WGAN based crystal generative model
which can generate crystals for three cubic space groups. Although the CubicGAN
has shown a promising path to generate stable cubic materials at a high-throughput
means, it depends on using special fractional coordinates and the number of space
groups generated is limited.
While those works discussed in the last chapter open the door to generative design of
new materials, several unique challenges still remain that prevents effective generative
design: (1) how to learn the physical atomic constraints of stable materials to enable
efficient sampling; (2) how to achieve precise generation of atom fractional coordinates
and lattice parameters; (3) how to handle the extreme bias of the distribution of
materials in 230 space groups. In this work. we introduce a new physics guided GAN
architecture to exploit the physical rules for addressing aforementioned challenges.
Our contributions are summarized as follows:
1. We present a new physics guided deep generative model for crystal generation that
combines the space group affine transformation and an efficient self-augmentation
method.
2. We propose two physics-oriented losses based on atomic pairwise distance
constraints and symmetry to fuse the physical laws into deep learning model
training.
3. We evaluate our model against two baselines to show its superiority and perform
DFT calculations to validate our generated structures with high success rate
(93.5% can be optimized successfully).
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4.2

Problem Statement and Notations

The structure of an inorganic material can be represented by a unit cell in material
science. The unit cell is the smallest unit that completely reflects the arrangement of
atoms in the 3D space. Additionally, the unit cell describes the periodic structure of
an inorganic material and it can be repeated infinite times along three directions to
form a super cell. A material M can be denoted as following:

M = (E, B, P , O),

(4.1)

where: (a) E = (e0 , e1 , e2 ) ∈ E denotes elements in materials, where E is the element
set in periodic table. In this work, we only deal with ternary materials so that there
are only three unique elements in the unit cell;
(b) B = (b0 , b1 , b2 ) ∈ R3×3 denotes the symmetry equivalent positions termed as
base atom sites. bi is fractional coordinates of an atom denoted by [u, v, w]T . We
choose materials that one element only has one base atom site so that three atom
sites can be used to represent the atom positions. Moreover, any one atom site of
each element can be considered as the base atom site for that element;
(c) P = (a, b, c, α, β, γ) ∈ R are six lattice parameters that define three lengths
and three angles of the unit cell;
(d) O = (t0 , t1 , . . . , tn ) ∈ R4×4 denotes affine matrix that represents the symmetry
operations defined by space groups sgp. tj is one affine operator containing the
rotation and translation matrices. n is determined by space groups. Generally the
higher symmetry of a space group, the larger n. n can be as small as 1 or as large as
192.
Figure 4.1 shows an example of inorganic material. The left figure shows the unit
cell of the periodic structure. The right figure shows a bigger cell that repeats the unit
cell three times along with three directions. In this material, E is (Ca, T i, O), B can
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Figure 4.1 The periodic structure of calcium titanium oxide (CaT iO3 ).
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in E, P is (3.89, 3.89, 3.89, 90.0, 90.0, 90.0), and O has 48 symmetry operations. We
can find that the lengths are same and all angles are 90◦ since CaT iO3 is a cubic
structure.
In order to acquire all atom positions in the unit cell, each base atom site can be
converted by affine matrix O. The conversion procedure is summarized in Algorithm 1.
Different materials vary from the number of atoms and the number of elements. In
order to make a fixed size of inputs, we only use ternary materials in this research.
After conversion shown in Algorithm 1, the number of atom (sites) also differs from
materials. That is the reason why base atom sites (one element one base site) are
used to represent atom positions. In addition, it should be noted that the calculation
of the uniqueness at line 10 of Algorithm 1 is not differentiable and time-consuming.
Fractional coordinates can be converted to Cartesian coordinates [x, y, z]T using [33]:
⎡ ⎤
⎢x⎥
⎢ ⎥
⎢ ⎥
⎢y ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

z

⎡ ⎤

=

⎢u⎥
⎢ ⎥
⎢ ⎥
⎥
A·⎢
⎢v ⎥ ,
⎢ ⎥
⎣ ⎦

w

where A is a lattice matrix calculated by lattice parameters P using:
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(4.2)

Algorithm 1 Generate unique coordinates using base sites and affine matrix
Require: The space group sgp, the base atom sites B
1: O ← Lib(sgp)
▷ Lib saves affine matrix
2: n ← len(O)
3: coords ← an empty list
4: for i ← 1 to 3 do
5:
add 0 to bi
6:
uniq ← an empty list
7:
for j ← 1 to n do
8:
c ← bi · tj − ⌊bi · tj ⌋
9:
pop last element from c
10:
if c not in uniq then
11:
add c to uniq
12:
end if
13:
end for
14:
add uniq to coords
15: end for
16: return coords

⎡

A=

⎤

⎢a
⎢
⎢
⎢0
⎢
⎢
⎣

0

where

b cos γ
b sin γ
0

c cos β

⎥
⎥
⎥
cos α−cos β cos γ ⎥ ,
c
⎥
sin γ
⎥
⎦

(4.3)

V
ab sin γ

√
V = abc 1 − cos2 α − cos2 β − cos2 γ + 2 cos α cos β cos γ

is the volume of the unit cell.

Now we can model the generation of materials as follows:

(B, P ) = fθ (Z, E, sgp),

(4.4)

where fθ is the generative model that learns the knowledge of forming crystal structures
given inputs of random noise Z, element set E, and space group sgp.

4.3

Proposed Method

We describe our material generation model and its three major components: (1)
discriminator, (2) generator, and (3) atom distance matrix calculation module. These
components are designed to be differentiable so that the whole pipeline can be trained
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end-to-end. In addition, the atom distance- and coordinates- based losses and selfaugmentation of materials are introduced. Figure 4.2 illustrates our proposed Physics
Guided Crystal Generative Model (PGCGM).

Figure 4.2 The main framework of our proposed method.

4.3.1

Self-augmentation

The generation of atom coordinates that meet the symmetry constraints is one of
the most challenging tasks in crystal generation. In order to make the fixed size of
representation for crystals, we use base atom sites. As shown in sub-figure (c) of
Figure 4.2, we can use any atom site of each element to form a set of base atom
sites. Instead of randomly picking up them, we choose three atoms for three elements
individually using steps as shown in below:
Step 1. Shuffle three elements in E;
Step 2. Randomly pick up the first element e0 and one atom position b0 for it;
Step 3. Randomly pick up the second element e1 from the rest two elements and find
the closest atom b1 of the second element to the atom in the first step;
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Step 4. Calculate the atom distance from the atoms of the last element e2 to the
two atoms selected in the first and second steps respectively, then sum the atom
distance element-wise and the atom of the last element with the smallest sum is
considered as the closest atom b2 to the selected atoms in the first and second
steps;
Step 5. Repeat Steps 2, 3, and 4 three times to obtain three sets of base atom sites
0
1
2
(Breal
, Breal
, Breal
);

Step 6. Repeat last five steps 32 times.

4.3.2

Materials Representation

In previous section we use M = (E, B, P , O) to completely describe a crystal material.
As shown in sub-figure (b) of Figure 4.2, however, we use three sets of base atom sites
(B 0 , B 1 , B 2 ). Thus here we re-formulate a material as M∗ = (B 0 , B 1 , B 2 , P , E, sgp).
The space group sgp is used to link to the affine matrix O. We can use (B 0 , B 1 , B 2 )
in M∗ to calculate physical properties as inputs to the discriminator and to design
physics-based losses. Three sets of base atom sites are useful for two reasons: (1) we
want to add more crystal information for the discriminator and let the discriminator
have enough information to tell real materials from fake ones; (2) With more base
atom sites, we can calculate more atom distances as the physical constraints in the
generator and the inputs to the discriminator.

All Fractional Coordinates We use affine matrix O to acquire the whole atom
sites in the unit cell as shown in Algorithm 1. Since the number of affine operators in
O varies in space groups, we zero-pad the affine matrices as large as 192 × 4 × 4. We
then transform each base atom site by the affine matrix and get a coordinates matrix
Fall with shape of 192 × 3 × 3. Affine transformation leads to duplicate fractional
coordinates. In material science, practitioners usually remove the duplicates. However,
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uniqueness calculation is not differentiable and it requires lots of time to do it. We
choose to average along with the first dimension of Fall to get three sets of averaged
full fractional coordinates (F 0 , F 1 , F 2 ), each of which is with shape of 3 × 3.
0
1
2
For a real material, base atom sites (Breal
, Breal
, Breal
) can be transformed into
0
1
2
the same average full fractional coordinates, which means Freal
= Freal
= Freal
. When

generating a fake material, base atom sites (Bf0ake , Bf1ake , Bf2ake ) are supposed to
belong to the same fake material, which hopefully results in Ff0ake = Ff1ake = Ff2ake .
However, the transformation of (Bf0ake , Bf1ake , Bf2ake ) might slightly deviate from the
goal. Thus using (F 0 , F 1 , F 2 ) in real and fake materials implicitly adds physical
constraints, which somehow pushes the generator to generate different sets of base
atom sites for a same material, which increases chances to generate good materials in
return.

Base Cartesian Coordinates Three sets of Cartesian coordinates can be calculated
for each set of base atom sites by Eq. (4.2) and we denote them by (C 0 , C 1 , C 2 ).
Atom Distance Matrices Given three sets of base atom sites (B 0 , B 1 , B 2 ), we
calculate the atom distance matrices Hinter and Hintra as shown in sub-figure (d) of
Figure 4.2. We firstly calculate pair-wise different atom distance matrix for each base
atom site B j , j = 0, 1, 2 and return only values in upper triangle of corresponding
distance matrix termed by Hinter . Then we select three atoms belonging to the
same element to form a set of three atom sites for three elements and calculate
pair-wise same atom distance matrix and again return only values in upper triangle
of corresponding distance matrix termed by Hintra . The final shape of Hinter and
Hintra both is 3 × 3.
Lattice Parameters The volume of the unit cell can be calculated by lattice
parameters P . We repeat the scalar volume three times to get the volume vector V .
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We also use the lattice matrix A in Eq. (4.3) as part of the inputs to the discriminator.

Element Properties We use 23 properties as in CubicGAN to formalize element
matrix E.
Now we list all parts of inputs to the discriminator in Table 4.1. P ∗ only contains
the lengths because the angles are either (90◦ , 90◦ , 90◦ ) or (90◦ , 90◦ , 120◦ ) in the
training materials. Thus instead of generating three angles in P for fake materials,
we build a map between angles and the space group sgp. Then we concatenate all
parts and a zero matrix of shape 3 × 3 into a matrix of shape of 3 × 64. The matrix is
finally reshaped into 3 × 8 × 8 as the inputs to the discriminator.
Table 4.1 Symbols and their shape used in inputs to the discriminator.
symbol
(B 0 , B 1 , B 2 )
(F 0 , F 1 , F 2 )
(C 0 , C 1 , C 2 )
E

4.3.3

shape
3×9
3×9
3×9
3 × 23

symbol
P∗
V
(Hinter , Hintra )
A

shape
3×1
3×1
3×6
3×3

Discriminator

There are two input branches for crystal representation and affine matrix in Discriminator as in sub-figure (b) of Figure 4.2. Each branch is forwarded to a 2D convolutional
block and the learnt features are concatenated together. The concatenated vector is
sent to a couple of fully connected layers to get the discriminative score. We have
three different sets of base atom sites in our inputs and with the affine matrix branch,
it helps to implicitly learn the knowledge of how affine matrix transforms base atom
sites into full atom sites. The detailed architectures of two convolutional blocks can
be found in Table 4.2. Mat is the input material representations with shape of
3 × 8 × 8. SymOp is the zero-padded symmetric operation matrix for space groups of
materials. The 2D convolutional layer parameters are denoted as "C2D-<number of
channels>-<receptive field size>". The fully connected layer parameters are denotes
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as "FC-<number of neurons>". The concatenation is denoted as "CAT-<number of
neurons>". We use LeakyReLU as the activation function after each layer except for
the last layer. The negative slope for it is 0.2.
Table 4.2 Discriminator configuration.
Discriminator Configuration
Mat-3 × 8 × 8
C2D-16-2
C2D-32-2
C2D-64-2
C2D-96-2
SymOp-192 × 4 × 4
C2D-128-2
C2D-64-2
C2D-192-2
C2D-128-2
C2D-256-2
C2D-256-2
CAT-512
FC-265
FC-1

4.3.4

Generator

The architecture of generator is shown in sub-figure (a) of Figure 4.2. Three branches
are found. Conditioning on element constituents and space group, the generator
outputs three sets of base atom sites (Bf0ake , Bf1ake , Bf2ake ) and unit cell length P ∗ .
Then we re-formalize Eq. (4.4) as follow:

(Bf0ake , Bf1ake , Bf2ake , Pf∗ake ) = fθ∗ (Z, E, sgp).

(4.5)

Taking random noise Z, space group sgp, and element properties matrix E as inputs,
the generator can generate a material with the same lattice parameters and space
group but different representations of the base atom sites when merely sampling one
material. Our goal here is that the generated three sets of base atom sites belong to
the same material. Random noise Z is mapped to a dense vector a fully connected
layer. The space group branch is the same as in discriminator. Element matrix E is
forwarded to a 1D convolutional layer (Conv1D). The outputs of random noise and
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space group branches are combined together as the inputs to a multi-layer perceptron
(MLP) block to generate unit cell length Pf∗ake . The outputs of random noise and
element branches are combined together as the inputs to 2D deconvolutional layers
(ConvTran2D) to generate three sets of base atom sites (Bf0ake , Bf1ake , Bf2ake ). The
detailed descriptions for MLP, Conv1D, and ConvTran2D can be found in Table 4.3.
SymOp is the zero-padded symmetric operation matrix for space groups of materials.
Z is the random noise with shape of 128 and it shared by two branches for generating
unit cell length P ∗ and three set of base atom sites (Bf0ake , Bf1ake , Bf2ake ). The 2D
convolutional layer parameters are denoted as "C2D-<number of channels>-<receptive
field size>". The 2D deconvolutional layer parameters are denoted as "TC2D-<number
of channels>-<receptive field size>". The fully connected layer parameters are denotes
as "FC-<number of neurons>". The concatenation is denoted as "CAT-<number of
neurons>". We use batch normalization and ReLU after each layer except for the last
layers of two branches. They are followed by a Tanh activation to generate lengths
and atom coordinates.
Table 4.3 Generator configuration.
Generator Configuration
ElemProp-23 × 3
SymOp-192 × 4 × 4
C1D-64-2
C2D-64-2
C1D-128-2
C2D-128-2
Z-128
flatten
C2D-256-2
FC-256
FC-256
CAT-512
CAT-512
FC-128
TC2D-1024-2
FC-64
TC2D-512-2
FC-32
TC2D-256-1
FC-16
TC2D-128-1
FC-3
TC2D-64-1
TC2D-3-1
output: P ∗ -3
output: B - 3 × 3 × 3
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4.3.5

Loss Function

The original GAN [43] is notoriously hard to train because of saturation and mode
collapse in discriminator. We take advantage of WGAN-GP [44] with gradient penalty
to enhance the training stability in our network. WGAN-GP changes the Sigmoid
function of the discriminator to a 1-Lipschitz function while introducing a gradients
penalty term to enforce the norm of gradients to be close to 1. The loss function is
described in Eq. (4.6):

ˆ ∗ = ϵM∗ + (1 − ϵ)M∗ ,
M
real
f ake
Ldis =

D(M∗f ake )

−

D(M∗real )

ϵ ∼ U (0, 1),

⃦
⃦
⃦
∗ ⃦
ˆ
+ λd (⃦∇Mˆ ∗ D(M )⃦

2

− 1)2 ,

(4.6)

Ladv = −D(M∗f ake ),
ˆ ∗ is linearly interpolated between real and fake materials and ϵ is uniformly
where M
sampled from 0 and 1. Ldis and Ladv represent the loss function of the discriminator
and adversarial loss for generator respectively. The third term in Ldis is the gradient
penalty and λd is set 10. D(.) means the score result from the discriminator.
Atom Distance Losses To ensure that the atoms in generated crystal structures
are not crowded or not too far apart from each other, we introduce the inter- and
intra-atom distance based losses as following:
Linter =

N
1 ∑︂
upper
2
{[max(Hinter , ϕupper
inter Sinter ) − ϕinter Sinter ]
N ∗ 9 i=1

2
lower
+ [min(Hinter , ϕlower
inter Sinter ) − ϕinter Sinter ] },

Lintra

N
1 ∑︂
upper
2
=
{[max(Hintra , ϕupper
intra Sintra ) − ϕintra Sintra ]
N ∗ 9 i=1

(4.7)

lower
2
+ [min(Hintra , ϕlower
intra Sintra ) − ϕintra Sintra ] },

upper
2
where Linter constrains the distance in Hinter . [max(Hinter , ϕupper
inter Sinter )−ϕinter Sinter ]
lower
enforces the atom distance to be smaller than ϕupper
inter Sinter and [min(Hinter , ϕinter Sinter )−
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2
lower
ϕlower
inter Sinter ] enforces the atom distance to be bigger than ϕinter Sinter . Sinter are atom
lower
radius sum corresponding to each pair of atoms in Hinter and ϕupper
inter and ϕinter are

control weights for upper and lower bound of inter-atom distance, respectively. In
this way, the distance of two atoms is constrained to be in the grey area indicated by
two circles in sub-figure (d) of Figure 4.2. Similarly, Lintra constrains the distance in
a range in Hintra . N is batch size and 9 is the number of distance value in Hinter and
Hintra .
Base and Average Full Coordinates Losses The generator generates three sets
of base atom sites (Bf0ake , Bf1ake , Bf2ake ) which are supposed to be different but a part
of full coordinates. The averaged transformation to (Ff0ake , Ff1ake , Ff2ake ) from base
atom sites should be exactly same. With these implicit rules, we design two losses to
explicitly enforce them in the generator as expressed below:
Lf ull =

N
N
F1
B1
F0
B0
1 ∑︂
1 ∑︂
{max(0, cos( ⃦⃦ f ake⃦⃦ , ⃦⃦ f ake⃦⃦ )) Lbase =
{(1 − cos( ⃦⃦ f ake⃦⃦ , ⃦⃦ f ake⃦⃦ ))
N ∗ 9 i=1
N ∗ 9 i=1
⃦Ff0ake ⃦ ⃦Ff1ake ⃦
⃦Bf0ake ⃦ ⃦Bf1ake ⃦
2

Ff1ake

2

2

Ff2ake

Bf1ake

⃦ ,⃦
⃦ ))
+ max(0, cos( ⃦⃦
⃦ ⃦
⃦
⃦Ff1ake ⃦ ⃦Ff2ake ⃦

⃦ ,⃦
⃦ ))
+ (1 − cos( ⃦⃦
⃦ ⃦
⃦
⃦Bf1ake ⃦ ⃦Bf2ake ⃦

F0
F2
+ max(0, cos( ⃦⃦ f ake⃦⃦ , ⃦⃦ f ake⃦⃦ ))},
⃦Ff0ake ⃦ ⃦Ff2ake ⃦

B0
B2
+ (1 − cos( ⃦⃦ f ake⃦⃦ , ⃦⃦ f ake⃦⃦ ))},
⃦Bf0ake ⃦ ⃦Bf2ake ⃦

2

2

2

2

2

2

Bf2ake

2

(4.8)

2

2

where cos is cosine similarity function. We normalize each coordinate value across the
mini-batch of size N . 9 is the number of coordinates.
Full Generator Loss By combining above losses, we can achieve our full loss for
the generator:

Lgen = Ladv + λ1 Linter + λ2 Lintra + λ3 Lf ull + λ4 Lbase .
4.4

(4.9)

Experiments

We carry out experiments on materials from three databases and evaluate the performance of our PGCGM on newly released materials from OQMD [69]. In addition,
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we compare our method with two generative models that can generate crystals of
multiple chemical systems to validate the effectiveness of our PGCGM model.

4.4.1

Dataset

We collect our material data from MP [54], ICSD [8] and OQMD (v1.4) [69]. In total,
42072 ternary materials with 20 space groups are curated when we start this project.
We use a 80-20 random training/validation split for all of our experiments. We term
the dataset with 42072 materials as MIO. When conducting this project, the newest
version of OQMD is just yet released. There are 9441 ternary materials that are
filtered by the same criteria and are brand new materials in the new OQMD (v1.5).
We use these 9441 ternary materials as our test dataset TST to compare our method
with two baselines.
We select the material data from three databases: MP [54], ICSD [8], OQMD [69].
The selection criteria are described following:
1. Ternary materials with only three base atom sites (a.k.a. one element is allowed
to have only one base atom site);
2. Only keep materials that do not contain elements in lanthanoid and actinoid;
3. Ternary materials whose space group has more than 400 materials in three
databases;
4. Ternary materials in OQMD whose fractional coordinates does not all belong to
the set [0.0, 0.25, 0.5, 0.75] since materials with fractional coordinates all falling
in that set dominate the database [189].
In total, 42072 materials are selected and 20 space groups are found in those materials
following above criteria. The statistics of materials in each space group is shown in
Table 4.4.
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Table 4.4 The distribution of 20 space Table 4.5 The distribution of 20 space
groups in dataset MIO.
groups in dataset TST.
SG
P 4/mmm
F m3̄m
I41 /amd
P m3̄m
F 4̄3m
P 63 /mmc
P 3̄m1
P 6/mmm
I4/mcm
R3̄c

#
1180
3716
588
1462
898
5599
1191
2214
433
1246

SG
Immm
Cmcm
I4̄2d
R3̄
I4/mmm
F d3̄m
P nma
R3̄m
P 63 mc
P 4/nmm

#
4679
1004
749
1969
6162
3292
2527
1479
692
992

SG
P 4/mmm
F m3̄m
I41 /amd
P 4/nmm
F 4̄3m
P 63 /mmc
P 3̄m1
P 6/mmm
I4/mcm
R3̄c

#
317
675
168
719
60
1713
674
281
81
211

SG
Immm
Cmcm
I4̄2d
R3̄
I4/mmm
F d3̄m
P nma
R3̄m
P 63 mc
P m3̄m

#
59
507
482
374
768
239
1386
576
151
0

We use first, second, and four criteria above to select materials in new released
OQMD and the distribution of materials in 20 space groups is shown in Table 4.5. 9441
materials are chosen and space group P m3̄m does not have new released materials.

4.4.2

Baselines

We compare PGCGM with two latest algorithms that can generate crystals with
multiple chemical systems instead of only a special group of materials, such as VxOy
and Mg-Mn-O systems [101, 64]. FTCP [127] combines real space properties (e.g.,
atom coordinates) and momentum-space properties to represent crystal structures.
Then a CNN based VAE is trained for materials generation. CubicGAN [189] trains
a WGAN-GP [44] to generate cubic structures in three space groups and here we
expand the original method to 20 space groups.

4.4.3

Material generation

Evaluation Metrics Past studies in crystal generation used different evaluation
metrics, making it hard to compare different methods. Here, we create a set of metrics
to evaluate our method and two baselines. 1) Validity. Following [24], we consider
a crystal structure as valid when the shortest distance between any two atoms is
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bigger than 0.5Å. Following CubicGAN, we calculate the overall charge of a crystal
structure and if it is neutral, then it is valid. Also, we count the number of structures
after post-processing in our method and we apply the same post-processing onto
the CubicGAN. 2) Property distribution. We calculate wasserstein distance (WD)
between the property distribution of generated materials and materials in test dataset
TST. The properties we used are minimum atom distance, maximum atom distance,
and density. 3) Diversity. We calculate the diversity of compositions, which means
the ratio of unique number of compositions in generated structures.

Atom Clustering and Merging For crystals with high symmetry, the number
of atoms in the unit cell tends to be very large after conversion by Algorithm 1. We
propose a post-processing method to reduce the number of atoms by clustering and
merging. Firstly, we cluster the nearby atoms of the same elements using hierarchical
clustering. The maximum atom distance allowed in our research is 1.2 times the
atom radius. Secondly, we merge the atoms in the same clusters considering periodic
attributes of crystal structures.
Table 4.6 Material Generation Performance.
Method
FTCP
CubicGAN
PGCGM
PGCGM
+dist
PGCGM
+dist
+coor

CIFs
0.88
4.97
1.98

Validity (%)
Distance Charge
63.28
49.89
99.0
59.47
99.54
57.36

minD
1.685
0.626
0.224

Prop. Dist.
maxD density
0.754
2.895
3.476
3.871
3.664
2.675

(%)
Diversity
89.9
98.0
98.4

7.14

99.47

61.82

0.405

0.520

0.765

96.3

6.07

99.43

63.34

0.357

0.490

0.791

97.0

Results The performance is shown in Table 4.6. For each method, we sample
500,000 structures and the percentage of Crystallographic Information Files (CIFs)
that are readable are shown in the CIFs column. For PGCGM and CubicGAN, we
perform atom clustering and merging. We can found that PGCGM+dist has the
67

largest percentage of materials left and PGCGM+dist+coor comes next. It shows
that distance and coordinates losses play a big part in generating valid materials. For
next percentage related metrics, we use the number of CIFs left of each method as
denominator. Our model outperforms FTCP and CubicGAN in terms of distance
and charge validity. Since validity is relatively weak, property distribution provides a
stronger metric to evaluate whether the generated materials are realistic. Our model
significantly outperforms both two baselines, indicating that our generated crystals
have much higher potential to be realistic materials. PGCGM also achieves the best
diversity score.
Table 4.8 Lattice parameters P ∗ generation performance comparison.
R2
RMSE

P (a)
0.173
2.132

P (b)
0.205
2.259

P (c)
0.238
3.060

(a) Formation energy.

216&225
-0.245
1.721

CubicGAN
-5.545
2.454

(b) Energy above hull.

Figure 4.3 The distribution of formation energy 1579 materials and energy above
hull for 1863 materials.

DFT Verification We randomly select 100 materials with less than and equal
to 32 atoms in the unit cell for each space group. Out of 2000 generated crystals,
93.5% (1869) are successfully optimized, which is significantly better than 33.8%
of CubicGAN as reported in [189]. Among 1,869 materials, 39.6% have negative
formation energy and 106 ones have e above hull less than 0.25 eV/atom, which
indicates they may be potentially stable and synthesizable as in Figure 4.3a and 4.3b.
Table 4.7 shows 20 structures of 20 space groups. Before any post-processing, both
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Table 4.7 20 example optimized crystals with lowest energy for 20 space group. GEN:
generated; #: no.of atoms; MER: merged; OPT: optimized; FE: formation energy;
SG: space group.
GEN

#

MER

OPT

#

FE(eV)

SG

36

14

-4.400

164

432

32

-1.711

227

36

22

-3.659

139

36

16

-3.680

186

32

20

-3.532

129

60

30

-3.536

194

40

10

-3.314

123

120

28

-2.579

221

32

22

-3.690

71

60

16

-3.666

191

24

20

-3.819

62

216

32

-2.267

216

108

27

-3.487

166

48

24

-3.721

63

56

28

-3.672

141

48

28

-3.681

122

312

32

-3.178

225

80

28

-2.667

140

54

24

-3.945

148

108

30

-4.340
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materials has a large number of atoms. We found that the atoms of the same elements
are crowded together in column of GEN. After clustering and merging the atoms of
the same elements, the number of atoms drop rapidly from 36 to 14 for space group
164 and 432 to 32 for space group 227 as shown in column of MER. Column OPT
shows the crystal structures after DFT optimization. We also compare the generated
and optimized lattice parameters P ∗ of our model with CubicGAN. As shown in
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Table 4.8, our model has the overall better performance than CubicGAN except for
the RMSE of lattice parameter c. For direct comparison, we merely calculate R2 and
RMSE for space groups of 216 & 225 as in CubicGAN.

4.5

Chapter Summary

We propose a physics guided deep generative model for crystal generation to improve
the generation performance of realistic materials. With atom distance and fractional
coordinate losses, our generator learns to generate crystals that better satisfy the
physical constraints. Extensive experiments demonstrate that our method outperforms
the two baselines in terms of major evaluation metrics. Rigorous DFT calculations for
candidate structure relaxation and optimization shows that our model can generate
more valid crystals with higher efficiency and success rate.
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Chapter 5
Machine Learning-Based Prediction of Crystal
Systems and Space Groups from Inorganic
Materials Compositions

71

5.1

Introduction

Computational materials screening based on high-speed machine learning algorithms
have become a reality as shown by a growing number of related works [56, 63, 137,
110, 113]. There are two types of screenings: one for screening known materials with
desired properties [187, 47, 137]; one for screening hypothetical materials that have
not been discovered or synthesized and usually have only composition information
available [56, 63, 110]. Usually some kind of enumeration procedures [29] or generative
machine learning models [28] can be used to generate many (millions) of hypothetical
materials compositions as the combinations of selected set of elements, which requires
fast algorithms to evaluate their stability [57], to predict their crystal structures [109]
or physical properties of interest [40].
The crystal structure plays a critical role in determining the properties of materials.
Knowing how the atoms of a material are arranged in the space helps understand its
properties [166]. The structural information such as atomic coordinates or space groups
can then be incorporated into the advancement of material design. Takahashi et al.
[152] use the Gaussian mixture model to reveal two data clusters and then Random
Forest is used to classify the crystal structures by eight descriptors. Further, firstprinciples calculations are performed to confirm the stability of predicted materials.
However, predicting the atomic coordinates of a crystalline only from its composition
using crystal structure prediction algorithms such as USPEX [107] (Universal Structure
Predictor: Evolutionary Xtallography) is challenging and time-consuming as expensive
density functional theory (DFT) simulations are needed [167]. In this case, prediction
of the space groups or other structural information (such as atomic bonding angles
and relative distances) of materials that have no crystal structure information can be
useful to understand their physicochemical properties. For example, Ward et al. [167]
use composition based features of elemental properties and the Voronoi tessellation of
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the materials’ crystal structure as inputs to ML to predict formation energies in their
work [167].
Conventionally, the crystal structures of materials can be determined experimentally by the X-ray diffraction (XRD) technique, in which X-ray beams are used to hit
nano particles and the scattered intensity of the beams are observed and measured.
Novel materials can be unveiled by mapping XRD patterns to the measured or simulated XRD patterns of known materials. This method has led to the determination
of a huge number of crystal structures as deposited in databases such as Material
Projects [54] and ICSD [10, 8]. A large number of methods have been developed to
analyze the XRD data such as programs for indexing and space-group determination.
ITO [160], TREOR [170], DICVOL [11], McMaille [76], EXPO [4], and X-CELL [100]
are part of cutting-edge software packages for indexing and space group determination.
Space groups of materials can also be determined using machine learning methods
from their XRD data. Recently, Park et al. [114] showed that deep learning techniques
can outperform rule-based programs without human involvement for space group
determination from XRD data. The successful prediction of the crystal system of
two novel inorganic compounds further confirms the potential of their method [114]
in crystal structure determination. Another deep neural network algorithm [113] is
proposed by F. Oviedo et al. to predict the space group and crystal dimensionality of
materials through limited number of experimental thin-film XRD data. This method
augments small datasets based on physics knowledge and their deep neural networks
achieved high accuracy among other machine learning algorithms.
Despite the success of XRD based methods for materials structure determination,
this is not a feasible solution for high throughput material screening, in which millions
of possible elemental compositions need to be evaluated which makes experimental
method to be expensive, time-consuming or just infeasible [56]. Next, the success of
X-ray diffraction method is heavily reliant on the quality of X-ray diffraction results,
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which is not always easy to achieve [163]. It also takes hours to acquire and analyze
XRD data to recognize the crystal structure for each material [113].
Theoretically, given the chemical composition of a material, computational prediction of its crystal structure is possible. A couple of works utilize evolutionary
algorithms or particle swarm optimization and DFT to determine crystal structures [107, 163]. USPEX [107] leverages evolutionary algorithm to find the most stable
crystal structures, of which local optimization, spatial heredity, and lattice mutation
are three key components to minimize the free energy. [163] searches the free-energy
space by the Particle Swarm Optimization algorithm (PSO) within the evolutionary
scheme together with ab initio structural optimization, symmetry constraint, and
the geometrical structure parameter technique. GAtor [26] uses various setting of
first principles calculation and genetic algorithms to increase the chance of locating
the numerous low-energy minima. Despite their powerful prediction abilities, these
first-principles based approaches are computationally demanding, which makes it
impossible to perform high-speed screening for novel materials discovery. For example, it is shown that it takes tens of thousands of CPU hours to calculate 45 DFT
calculations of formation energy [195].
In this paper, we propose a machine learning based method for predicting the space
group and the crystal system for an inorganic material given only its composition
information. Such models allow to conduct fast screening of millions of potential
chemicals as done in [56]. We evaluate three types of features/descriptors: Magpie [165],
atom vector [192], and one hot encoding (atom frequency) as the inputs of our machine
learning algorithms. Neither XRD data nor DFT calculation is involved in feature
calculations. Due to the fact that one composition may correspond to multiple
crystal structures, four classifiers are developed to predict material structures in
terms of the crystal system and space group: one-versus-all classifiers, multi-class
classifiers, polymorphism classifiers, and multi-label classifiers. We leverage Multi
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Layer Perceptron (MLP) and Random Forest (RF) to analyze how those feature sets
can help determine the crystal structure using 10 fold cross-validation. By evaluating
with different combinations of feature sets and machine learning techniques, we find
that RF with Magpie features are the best in one-versus-all classification of space
groups; one hot encoding is better than other two when classifying the multi-structure
polymorphism and multiple space group labeling. Moreover, because most of the
materials have a single crystal system or space group, we apply RF and MLP to assign
these two labels to such materials. Our results indicate that RF with Magpie performs
the best in determining the single crystal system or space group.

5.2

Methods

5.2.1

Datasets

We describe how we create the datasets for training and evaluating our prediction
models. Our materials samples are extracted from the Materials Project [54], which is
an extensive database that deposits the properties (e.g. crystallographic parameters,
formation energy, band gap) of all known inorganic materials [54]. It is continuously
growing and when we started this work, it contained 86,106 compounds in total.
Table 5.1 summarizes the distribution of compounds as regard to the number of
elements existent in the compounds. We find that the number of composition elements
ranges from 2 to 8 and materials with 2, 3, 4, and 5 elements occupy 98.9% of the
database (We exclude those materials of a single element).
We eliminate duplicate entries with identical formulas and space group information
by keeping one sample for each such group. Besides, we remove a material (HeSiO2)
that has None values in its Magpie features [165]. After this preprocessing, the total
number of samples in our dataset is 60,636. These materials can be classified into 7
crystal systems and 223 space groups which we aim to predict. For each material, we
generate three types of features merely based on its composition including Magpie,
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Table 5.1 Distribution of materials with respect to the no. of elements
No. of Elements
2
3
4
5
6
7
8

No. of compounds
14,026
41,751
22,798
6,585
874
67
5

atom vector [192] and one-hot encoding (atom frequency) , which are detailed in next
section.
The goal of this paper is to develop classification algorithms to predict the crystal
systems and space groups from materials compositions. Since each inorganic compound
formula might correspond to materials with multiple different crystal systems or space
groups, the crystal system/space group assignment problem can be mapped as a
multi-label classification problem. To understand the distribution of samples in these
crystal systems and space groups, Figures 5.1 and 5.2 show the distributions of
samples in these categories. Figure 5.1a shows that most of the formulas in the dataset
(88.3% or 53,532 formulas) have unique crystal systems. Similar observation applies
to space group (85.7% or 51,988 formulas) as shown in Figure 5.2a. Among those
formulas having multiple crystal systems, the number of 2-element formula is the
largest, 3-element formula is the second, and few formulas have more than 3 elements.
Figure 5.1b shows the distribution of materials in each crystal systems. We can find
that the number of formulas is above 10,000 in orthorhombic, monoclinic and cubic
systems. Besides, the number is close to 10,000 for tetragonal system. For the other
three remaining systems, they have around 5,000 formulas.
There are 223 unique space groups in our dataset. Some formulas may correspond
to materials with multiple space groups. Figure 5.2a shows the distribution of formula
with different numbers of space groups. It shows that a majority of compositions

76

(51,993) only exist with one space group, and 5,977 formulas have 2 space groups. In
Figure 5.2b, we can find that most of space groups have number of formulas less than
1,000. In our space groups classification problems, we only consider those space groups
that have more than 1,000 formulas and the total number of space groups are 18.
The space group symbols are Fm-3m, P2_1/c, Pnma, P-1, P1, C2/c, C2/m, Immm,
Pm-3m, I4/mmm, P6_3/mmc, Ccmm, P4/mmm, R-3m, Cm2m, P2_1/m, Cm, and
F-43m. From the space group and crystal system classification system, we find that
8 out of these top 10 space groups belong to the top 4 crystal systems [145]: 2,647
Immm and 3,891 Pnma belong to the orthorhombic crystal system, 5,220 P2_1/c,
2,707 C2/c, and 2,647 C2/m belong to the monoclinic crystal system, 6,171 Fm-3m
and 2,142 Pm-3m belong to the cubic crystal system, and 2,124 I4/mmm belong to
the tetragonal crystal system.

(a) The distribution of the number of crystal systems

(b) The number of formulas in each crystal
system

Figure 5.1 Distribution of crystal systems in Dataset

(a) Top 10 space group polymorphism

(b) The number of formulas in each spacegroup

Figure 5.2 Distribution of space groups in Dataset
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We develop four types of classifiers to predict the crystal systems and space groups
of the materials:
• one-versus-all classifier, which predicts whether a given composition/formula
can form compounds of a specific crystal system or space group. We need to
train one classifier for each crystal system or space group.
• multi-class classifier, which determines the single label for the materials with
unique crystal system or space group. We only need to train one classifier for
crystal system prediction and another classifier for space group prediction.
• polymorphism classifier, which predicts whether a composition can form compounds of multiple (>= 2) crystal systems or space groups.
• multi-label classifier, which predicts with what crystal systems or space groups
a composition can form compounds.

5.2.2

Descriptors

The machine learning classifiers that we aim to develop are based on combinations
of different machine learning algorithms and feature encodings. In this paper, we
explore three kinds of features for predicting the crystal system and space group from
materials compositions: Magpie [165], atom vector [192] and one-hot encoding (atom
frequency). These features depend only on materials compositions or the formula
themselves. In other words, we will not use any other structure information or physical
properties calculated from first principle.
• Magpie features
Magpie (Materials-Agnostic Platform for Informatics and Exploration) [165]
is an extensive set of features related to the constituent elements in materials.
The set covers a broad range of physical and chemical properties that fall into
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four different categories: stoichiometric features, elemental property statistics,
electronic structure features, and ionic compound features. Stoichiometric
features only contain the number of elements in the compound and their several
Lp norms. Elemental property statistics are calculated by computing several
statistics ( i.e., average, minimum, maximum, range, mean absolute deviation
and mode) of 22 different elemental properties. Electronic structure features
are the average fraction of s, p, d and f valence electrons [92]. Ionic compound
features are the possibility of forming an ionic compound when we assume all
elements present in a single oxidation state and two adaptions for calculating
the fractions of a compound based on electronegativity [15]. Compared to the
atom vector and one-hot encoding, Magpie is a general-purpose feature type
that can be used to predict the properties of materials based on their formulas,
e.g. it can describe the difference of heavy atoms and light atoms in a compound
and link it to e.g. thermal conductivity prediction. Matminer [168] is used to
retrieve the features and we remove the features with respects to crystal space
group.
• Atom2vec
Atom2vec [192] is a representation scheme for elements, which is calculated
based on learning the relationship of elements among known materials. These
learned properties are represented in terms of high-dimensional vectors for all
elements. Atom-environment pairs are invented. The model maps the collection
of all atoms in the environment to a feature vector for the composition. Suppose
a n × d matrix V = [v1 , v2 , . . . , vn ] is given, where n is the number of atoms and
d is the dimension of atom vector. Assume that the environment contains k
atoms, then the environment vector can be represented as following:
E = C(v1 , v2 , . . . , vk )
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where C is the summation over all atoms in our work. A score function (i.e.,
normalization score) is define as S(vi , E) which evaluates the likelihood of the
target atom vi appears with the environment E. Atom vectors are trained by
maximizing the normalization score over the whole dataset. Compared to other
representations, Atom2vec represents atoms in terms of high-dimensional vectors
which capture how atoms relate to each other in high dimensional space. Based
on the atom/element vectors calculated by atom2vec for all elements, for a given
formula, we sum up all the atom vectors for the elements in the formula as the
representation vector for the material.
• One-hot encoding (atom frequency)
This encoding approach represents each compound by a vector of atom numbers
of each element. We first count the frequency of atoms for each element in the
given inorganic compound. Then a vector with 87 values is used to represent a
formula since there are 87 unique elements in our dataset. Each component of
the vector stores the frequency of a given element that exists in the formula or
set to zero if a specific element is not available. Despite its simplicity, [56] shows
that with large dataset and powerful models such as deep neural networks, even
one-hot encoding can achieve highly predictive models.

5.2.3

Machine Learning methods

Two widely used machine learning algorithms including MLP and RF and three
multi-label learning algorithms are evaluated in this study:
• We design two MLP structures. The first structure is for one-versus-all, multiclass and polymorphism classifiers. It has 11 layers and the numbers of nodes on
hidden layers are 1024, 1024, 1024, 512, 512, 512, 256, 128, 64, 32, respectively.
The second structure is only for multi-label classifier. It has 13 layers and
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the numbers of nodes on hidden layers are 4096, 2048, 2048, 2048, 1024, 1024,
512, 512, 256, 256, 128, 32, respectively. The number of neurons on last layers
of both structures is decided by the specific classifier. For instance, the last
layer of first structure has 7 neurons in predicting multi-label crystal structure.
ReLU [98] is used to activate neurons except for the last output layers. The
activation function on last layers depend on the classification problem. We use
Sigmoid for one-versus-all, multi-label and polymorphism classifiers and softmax
normalization for multi-class classifier. It should be noted that two basic deep
fully connected MLP architectures are used here due to their demonstrated
performance in materials property prediction [56]. While more advanced deep
neural networks such as convolutional or recurrent neural networks may be used
and explored for each predicting task, however, tuning of model hyper-parameters
and architectures is left for future work.
• RF [13] is a popular machine learning algorithm widely used in material informatics due to its robustness and capability to train with large datasets [98, 63,
146]. As an ensemble algorithm, RF aggregates the results of different decision
trees (in our work, the number of decision tree is set as 50) to make more
accurate models. Each decision tree is trained with a randomly selected subset
of samples and features. The output of the final model either votes or averages
the output of each decision tree depending on the specific task of regression or
classification.
• Binary relevance (BR) [156, 37, 183] is considered as the most intuitive solution
for multi-label classification. It transforms a multi-label problem into multiple
independent binary learning problems. The number of independent binary
classifiers is reliant on the number of unique labels in the dataset. Each binary
classifier corresponds to one label in the label space. All binary classifiers are
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trained on decomposed dataset. For example, we have 7 crystal systems and the
dataset is decomposed into 7 datasets, of which labels in each dataset belong to
one crystal system or not.
• ClassifierChain (CC) [126] is also a binary relevance method. However, CC
differs from BR in that the feature space is augmented by the predictions of all
previous binary classifiers in the chain. The added label information allows CC
to take into account correlations among labels. If strong correlations exist in
the label space, CC gives each base binary classifier relatively more predictive
power.
• LabelPowerset [157] transforms the multi-label problem into a multi-class problem with one multi-class is trained on all unique label combinations formed in
the dataset. In other words, it considers each combination in the power set as
a single label in the dataset. This technique needs worst case of 2L classifiers,
where L is the number of labels in the label space. When L increases, the
distinct label combinations can grow exponentially, which leads to memory and
computing time explosion easily.
In addition, because of the imbalanced datasets, we investigate whether oversampling method (i.e., Synthetic Minority Over-sampling Technique (SMOTE) [17])
improves the performance in predicting crystal systems and space groups using oneversus-all, multi-class and polymorphism classifiers. To illustrate how SMOTE works,
we take Magpie features as an example. For minority class (e.g. cubic), we take a
sample from the dataset and consider its k nearest neighbors in Magpie feature space.
To synthesize a new sample, we take one sample from current sample and its k nearest
neighbors. Then we multiply Magpie feature with a random real number between 0
and 1.
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5.2.4

Evaluation metrics

Since our datasets are imbalanced, we use F1-score and Matthews correlation coefficient (MCC) to evaluate the performances of one-vs-all classifiers and polymorphism
classifiers. F1-score is the harmonic mean of precision and recall with the maximum
value of 1 and minimum value of 0 as the worst. MCC is also used to measure the
quality of binary and multi-class classifiers, which takes into account of the balance
ratios of true positive, true negative, false positive and false negative of the predictions.
A MCC of 1 means prefect prediction, 0 is an average random guess, and -1 is inverse
prediction.
In multi-label classification problems, a sample can be labeled with one or more
categories. The predicted labels for each sample can thus be fully correct, partially
correct, or fully incorrect. Traditional evaluation metrics such as precision or recall no
longer apply to multi-label classifiers for performance evaluation. Thus, we re-defined
the accuracy, precision, recall and F1-score to evaluate the performance according
to [144]. In addition, we add Exact Match Ratio [144] as one additional performance
measure. Assuming n is the number of samples and Ti and Pi are real and predicted
labels that the sample i has, then the precision, recall, F1-score, and ExactMatchRatio
can be calculated as follows:
Accuracy =
P recision =
Recall =

n
1 ∑︂
|Ti ∩ Pi |
n i=1 |Ti ∪ Pi |
n
1 ∑︂
|Ti ∩ Pi |
n i=1 |Pi |

n
1 ∑︂
|Ti ∩ Pi |
n i=1 |Ti |

n
1 ∑︂
2 ∗ |Ti ∩ Pi |
F 1 − score =
n i=1 |Ti | + |Pi |

ExactmatchRatio =

n
1 ∑︂
I(Ti = Pi )
n i=1

where accuracy is the intersection over union between real and predicted labels.
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Precision is the average of the ratio of predicted correct labels over the total number
of real labels. Recall is the average of the ratio of predicted correct labels over the
total number of predicted labels. F1-score is the harmonic mean of precision and
recall above. Exact Math Ratio is the proportion of entirely correct predictions over
the total number of samples, where I is the indicator function.
We use 10 fold cross-validation to evaluate the performance of all classifiers
composed of different machine learning algorithms and features sets. This evaluation
strategy randomly splits the whole dataset into 10 equal partitions. Then for each
fold, train a classification model over 9 of the 10 partitions and test the model over
the remaining partition. The process is repeated until all 10 partitions are used as test
sets once for each. The final performance is aggregated as the average performance
over the whole dataset.

5.3
5.3.1

Results
Crystal system prediction

Materials crystal system prediction from composition using one-versus-all
binary classifiers

For each of the 7 crystal systems, we train an one-versus-all binary classifier with the
formulas of the selected crystal systems set as positive samples and all other samples
as negative ones. The sample distribution for all crystal systems is shown in Figure
5.1b. Table 5.2 and Table 5.3 show the F1-scores and MCC for predicting crystal
systems using RF and MLP, respectively. First, we find that RF achieves the highest
performance with F1-scores ranging from 0.723 to 0.844 for all crystal systems except
triclinic for which the RF+atom frequency encoding achieves the best performance
with F1-score of 0.704 and MCC of 0.434. In comparison, the atom vector encoding
works the worst among all three encoding methods with RF.
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When we compare the performance of MLP with three encoding methods, it is
found that the atom frequency encoding achieves the best performance for all the
7 crystal systems. Comparing the best combination of RF with Magpie with the
best combination of MLP with atom frequency, the F1-score of RF with Magpie is
slightly better than the MLP with atom frequency in predicting some crystal systems
(e.g. cubic, hexagonal, monoclinic and tetragonal). For predicting orthorhombic,
triclinic and trigonal, MLP with atom frequency outperforms RF with Magpie slightly.
However, RF with Magpie is better than MLP with atom frequency overall in terms of
Matthews correlation coefficient (MCC). Indeed, we find that atom vectors and atom
frequency using MLP outperform their counterparts using RF and that RF and MLP
using Magpie have close performance among all seven crystal systems. The possible
reason is that atom vectors and atom frequency encode the internal connections inside
a formula. Non-linear operations by MLP help to discriminate objects well. Plus,
MLP can efficiently learns the mappings between the inputs and their labels. Since
a F1-score of 0.844 is a relatively high score, this shows that the machine learning
algorithms have done a good job in materials crystal system prediction from the
compositions.
The results by over-sampling are shown in Tables 5.4 and 5.5. It can be found that
with over-sampling, the best performance of RF has not been improved by a large
margin and instead scores of MLP is decreased. The possible reason is that the ratios
of between positive and negative labels of each dataset are between

1
11

and 14 , which is

acceptable to machine learning algorithms. On the contrary, one interesting finding is
that the performance of RF with atom vectors is improved by SMOTE significantly.
On average, both F1-score and MCC are increased by 0.05.
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Table 5.2 Performance of RF for predicting crystal systems
Crystal system
cubic
hexagonal
monoclinic
orthorhombic
tetragonal
triclinic
trigonal

Magpie
(F1-score/MCC)
0.844/0.698
0.794/0.618
0.736/0.482
0.729/0.485
0.797/0.623
0.686/0.412
0.723/0.498

atom vector
(F1-score/MCC)
0.753/0.538
0.647/0.374
0.670/0.360
0.611/0.297
0.654/0.388
0.644/0.337
0.616/0.320

atom frequency
(F1-score/MCC)
0.775/0.457
0.704/0.433
0.730/0.467
0.705/0.425
0.723/0.477
0.704/0.434
0.703/0.436

Table 5.3 Performance of MLP for predicting crystal systems
Crystal system
cubic
hexagonal
monoclinic
orthorhombic
tetragonal
triclinic
trigonal

Magpie
(F1-score/MCC)
0.815/0.632
0.774/0.553
0.699/0.399
0.692/0.385
0.767/0.536
0.663/0.331
0.701/0.409

atom vector
(F1-score/MCC)
0.805/0.612
0.741/0.486
0.698/0.396
0.689/0.380
0.743/0.488
0.676/0.353
0.705/0.412

atom frequency
(F1-score/MCC)
0.830/0.660
0.781/0.566
0.732/0.465
0.731/0.463
0.773/0.548
0.709/0.421
0.743/0.489

Table 5.4 Performance of RF for predicting crystal systems by over-sampling
Crystal system
cubic
hexagonal
monoclinic
orthorhombic
tetragonal
triclinic
trigonal

Magpie
(F1-score/MCC)
0.846/0.693
0.808/0.622
0.750/0.500
0.739/0.485
0.803/0.613
0.714/0.429
0.742/0.494

atom vector
(F1-score/MCC)
0.779/0.557
0.714/0.428
0.707/0.418
0.667/0.336
0.720/0.441
0.690/0.383
0.680/0.360
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atom frequency
(F1-score/MCC)
0.777/0.556
0.674/0.361
0.725/0.450
0.698/0.405
0.695/0.409
0.707/0.419
0.693/0.402

Table 5.5 Performance of MLP for predicting crystal systems by over-sampling
Crystal system
cubic
hexagonal
monoclinic
orthorhombic
tetragonal
triclinic
trigonal

Magpie
(F1-score/MCC)
0.806/0.613
0.752/0.507
0.701/0.410
0.682/0.365
0.749/0.501
0.677/0.368
0.683/0.372

atom vector
(F1-score/MCC)
0.788/0.575
0.717/0.435
0.696/0.393
0.678/0.358
0.725/0.450
0.682/0.366
0.686/0.372

atom frequency
(F1-score/MCC)
0.820/0.640
0.759/0.518
0.731/0.463
0.727/0.454
0.757/0.517
0.705/0.410
0.722/0.445

To show what features contribute most to the prediction of crystal systems, we
calculate and rank the top 20 features by their feature importance scores for each
crystal system when the RF with Magpie (the best classifier) is applied for classification.
The results are shown in Figure 5.3 (i.e. from subfigure 5.3a to subfigure 5.3g). We
find that shared important features include: mean and average deviation of melting
temperature, mean and average deviation of Mendeleev number, mean and average
deviation of covalent radius, mean and average deviation of GSvolume per pa, mean
and average deviation of electronegativity, mean atom number, mean atomic weight,
and mean Np valence. These features describe physical properties which are known
to be involved in crystal system formation.

Crystal system prediction using multi-class prediction models

As shown in Figure 5.1a, 88.3% formulas (53,532 in total) have a unique crystal
system. It is reasonable to develop a single classifier to assign the crystal system for a
given composition, which is much more efficient than predicting its crystal system
by running through 7 binary classifiers. Here we train one single RF classifier and
MLP classifier for materials crystal system prediction for each encoding approach.
We only choose the formulas with a single crystal system. A stratified 10-fold cross
validation is used here for evaluating the classifiers. The 10-fold cross-validation results
are shown in Table 5.6. Again, we find that RF with Magpie achieves the strongest
87

(a) cubic

(b) hexagonal

(c) monoclinic

(d) orthorhombic

(e) tetragonal

(f) triclinic

(g) trigonal

(h) polymorphism

Figure 5.3 Ranking of Magpie Features for crystal system prediction
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performance with F1-score and MCC of 0.650 and 0.591 against other combinations
of models and feature sets. Compared with RF, we find that MLP is inferior for
all three feature types. It is interesting that again, for MLP, the best encoding is
atom frequency rather than Magpie which achieves the best performance with RF.
It should be noted that while we have spent sufficient effort for tuning the MLP
model parameters to maximize its performance, We find it is not easy to further
significantly improve the MLP performances here by simple parameter tuning or
structure modification. New descriptors and machine learning methods may be needed
to improve the predictive performance. Besides, SMOTE shows inferior results across
all combinations of learning methods and feature sets except for RF with atom vectors.
The improvement for RF with atom vectors is only marginal.
Table 5.6 Performance for multi-class prediction of crystal system
Magpie
(F1-score/MCC)
RF
0.650/0.591
MLP
0.559/0.486
RF-oversample
0.644/0.585
MLP-oversample
0.509/0.424

atom vector
(F1-score/MCC)
0.511/0.445
0.559/0.489
0.524/0.448
0.541/0.469

atom frequency
(F1-score/MCC)
0.575/0.511
0.615/0.551
0.562/0.494
0.598/0.533

Crystal system polymorphism prediction using binary classifiers

Knowing whether or not a formula/composition can form compounds of multiple
crystal systems is interesting to the materials community. Here, we select all formula
with multiple crystal systems as positive samples (7,104 samples in total) while the
remaining samples as negative ones (53,532 samples in total). Then, we train two
binary classifiers using RF and MLP respectively to predict whether a given material
composition can form multiple crystal systems or not. The 10-fold cross-validation
results are shown in Table 5.7.
First, we find that MLP with atom frequency encoding achieves the best performance with F1-score of 0.704 and MCC of 0.409. The RF with atom frequency is the
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second with F1-score of 0.668 and MCC of 0.354. In comparison, the MLP and RF
with Magpie and MLP with atom vector achieve similar performance and are both
much lower than those of RF and MLP+atom frequency. Over-sampling increases the
F1-score of RF with all feature sets slightly but decreases the MCC of them. However,
over-sampling decreases both F1-score and MCC of MLP with all feature sets.
Figure 5.3h shows the top 20 important features for crystal system polymorphism
prediction. The shared features of mean and avg_devMendeleevNumber, mean and
avg_dev GSvolume_pa, mean and avg_dev Electronegativity, mean and avg_dev
MeltingT, mean and avg_dev CovalentRadius, mean Number, and mean Atomic
Weight with one-versus-all case are keys for predicting crystal system.
Table 5.7 Performance for crystal system polymorphism prediction
Magpie
(F1-score/MCC)
RF
0.652/0.350
MLP
0.646/0.308
RF-oversample
0.670/0.343
MLP-oversample
0.646/0.304

atom vector
(F1-score/MCC)
0.610/0.293
0.642/0.289
0.636/0.272
0.633/0.267

atom frequency
(F1-score/MCC)
0.668/0.354
0.704/0.409
0.672/0.348
0.699/0.399

Crystal system prediction using multi-label Classifiers

It is known that many materials with different crystal systems can share the same
formula or composition. So the crystal system prediction problem can be formulated
as a multi-label classification problem. Here, we apply multi-label classifiers to explore
how machine learning algorithms perform as regard to crystal system prediction
from composition. We evaluate four multi-label prediction algorithms each with
three encoding. The algorithms include MLP and three transformation algorithms
(BinaryRelevance [157], ClassifierChain [126], and LabelPowerset [157]) for multi-label
classification, all using the RF as the base classifier. 10 fold cross-validation is applied
for performance evaluation. Table 5.8 shows the best results for each evaluated
algorithm.
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We find that LabelPowerset with Magpie and MLP with atom frequency achieve
close performance and they are much better than other two transformation methods.
LabelPowerset has the best performance with Exact MR of 0.598, Accuracy of 0.638,
Precision of 0.673, Recall of 0.649, and F1-score of 0.652, of which Recall is 0.010
lower than MLP with atom frequency. BinaryRelevance has the worst results, which
is reasonable. Because MLP, ClassifierChain and LabelPowerset take the internal
label relationships into account in the label space. Instead, BinaryRelevance assumes
an independent classifier for each label.
Table 5.8 Performance for multi-label crystal system prediction
AF+MLP Magpie+BR Magpie+CC Magpie+LP
Exact MR
0.579
0.469
0.534
0.598
Accuracy
0.631
0.504
0.568
0.638
Precision
0.660
0.531
0.601
0.673
Recall
0.659
0.516
0.574
0.649
F1-score
0.650
0.516
0.580
0.652
AF = atom frequency, BR = BinaryRelevance
CC = ClassifierChain, LP = LabelPowerset

5.3.2

Space group prediction

Determining the space group for a given material composition tells a lot of information
about its physical properties. However, compared to 7 crystal systems, there are 223
space groups in total in the Material Project dataset, which makes it much more
challenging to build the prediction models. Here, We select top 18 space groups, each
having more than 1,000 compositions for exploring four classifiers for space group
prediction from composition. We show the results of machine learning models for
space group prediction as evaluated via 10-fold cross validation.
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Materials space group prediction from composition using one-versus-all
binary classifiers

For each of the 18 space groups and with selected machine learning algorithm (RF
or MLP) and selected encoding methods, we train 10 binary classifiers for 10 fold
cross-validation. Together, we have trained 180 space group classifier. So instead of
reporting the classifier performances for each of the space groups, we merely calculate
the average F1-score and MCC for the 10 fold cross-validation performances of each
space group over all space group categories and the results are shown in Table 5.9.
Table 5.9 shows the average F1-score and MCC over 18 space groups using RF
and MLP with different materials encoding. Without over-sampling, we can find
that RF with Magpie and MLP with atom frequency are the best combinations for
predicting the space groups of inorganic materials using composition. The MCC of
RF with Magpie is slightly better than that of MCC of MLP with atom frequency.
However, F1-score of RF with Magpie is slightly worse than MCC of MLP with atom
frequency. These scores are considerably lower compared with the performance scores
for predicting crystal systems since there are much more categories of space groups
than crystal systems. Both F1-score and MCC of RF are improved by over-sampling.
The best combination becomes RF with Magpie after over-sampling. The scores for
MLP are decreased slightly by over-sampling for all feature sets. For instance, F1-score
and MCC of MLP with atom frequency are decreased to 0.753 and 0.508. The biggest
improvement achieved by SMOTE is RF with atom vectors, whose F1-score and MCC
are increased by 0.077 and 0.089, respectively.
Table 5.9 Average performance for predicting space group using RF and MLP
Magpie
(F1-score/MCC)
RF
0.765/0.566
MLP
0.751/0.507
RF-oversample
0.787/0.579
MLP-oversample
0.743/0.493

atom vector
(F1-score/MCC)
0.649/0.365
0.729/0.461
0.726/0.454
0.718/0.437
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atom frequency
(F1-score/MCC)
0.722/0.470
0.768/0.540
0.725/0.459
0.753/0.508

Space group prediction using multi-class prediction models

Instead of building 18 binary classifiers for space group prediction, here we build a
multi-class predictor for determining the space group given a material composition. We
focus on the materials with a single space group. The stratified 10 fold cross-validation
results are shown in Table 5.10.
Similar as in multi-class prediction for crystal systems, the combination of RF
and Magpie features has the best performance with F1-score and MCC of 0.652 and
0.627 as shown in Table 5.10, respectively. In this case, the performance of each
case is worse than the counterparts in the multi-class prediction of crystal systems.
The possible reason is that the number of space groups is larger than the number of
crystal systems so that the samples in each group are more sparse compared to crystal
systems. Again, over-sampling slightly decreases the performance of all combinations
except for RF with atom vector.
Table 5.10 Performance for multi-class prediction of space groups
Magpie
(F1-score/MCC)
RF
0.652/0.627
MLP
0.571/0.540
RF-oversample
0.643/0.619
MLP-oversample
0.557/0.528

atom vector
(F1-score/MCC)
0.519/0.501
0.540/0.517
0.531/0.505
0.525/0.502

atom frequency
(F1-score/MCC)
0.576/0.556
0.616/0.591
0.566/0.543
0.597/0.573

Space group polymorphism prediction using binary classifiers

Here we develop algorithms for predicting whether a material composition can form
materials of multiple space groups. We set the compositions with multiple space groups
in the dataset as positive samples, and the remaining as negative ones. Then RF or
MLP based predictors combined with one of three encoding methods are evaluated
in terms of their prediction power. The 10 fold cross-validation results are shown in
Table 5.11.
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It is found that MLP with atom frequency achieves the best result for predicting
space group polymorphism with an F1-score and MCC of 0.670 and 0.342, respectively.
RF with Magpie features by over-sampling achieves comparable but slightly lower
performance (F1-score 0.651) as MLP with atom frequency. SMOTE improves the
performance of all cases other than the combination MLP with frequency. MLP with
Magpie and RF with atom vector have the largest improvement by SMOTE. Both
scores are improved by 0.05 on average. Figure 5.4 shows the top 20 important features
for space group polymorphism prediction. It is interesting but as expected that the top
features here overlap a lot with those top 20 important features for predicting crystal
systems. It means these features such as electronegativity, GSVolume, Mendeleev
Number, play a critical role in predicting crystal symmetry.
Table 5.11 Performance for space group polymorphism prediction
Magpie
(F1-score/MCC)
RF
0.610/0.273
MLP
0.582/0.205
RF-oversample
0.651/0.305
MLP-oversample
0.626/0.267

atom vector
(F1-score/MCC)
0.540/0.147
0.591/0.190
0.607/0.218
0.597/0.198

atom frequency
(F1-score/MCC)
0.614/0.253
0.670/0.342
0.635/0.275
0.663/0.326

Figure 5.4 Magpie feature importance ranking for space group polymorphism prediction
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Space group prediction using multi-label classifiers

Since each elemental composition may form materials of multiple different space groups,
here we evaluate how current machine learning algorithms can predict all the multiple
space groups for a given composition. Similar to multi-label predictions for crystal
systems, we use BinaryRelevance [157], ClassifierChain [126] and LabelPowerset [157]
plus MLP as multi-label classifiers, each evaluated with 3 features sets. 10 fold
cross-validation results for the best combinations of algorithms and features sets are
shown in Table 5.12. We can find that the performance of multi-label predictors
for space group prediction is slightly inferior to their counterparts in the multi-label
classification of crystal systems, which is expected due to the large number of space
groups compared to the number of samples. Similar observations apply to space group
predictions. LabelPowerset with Magpie has the best learning power and MLP with
atom frequency comes next with close performance. BinaryRelevance is still the worst
one due to the assumed independence of binary classifiers.
Table 5.12 Performance for multi-label space group prediction using MLP
AF+MLP Magpie+BR Magpie+CC Magpie+LP
Exact MR
0.569
0.446
0.472
0.597
Accuracy
0.612
0.467
0.491
0.626
Precision
0.633
0.485
0.510
0.651
Recall
0.634
0.472
0.495
0.636
F1-score
0.626
0.474
0.498
0.637
AF = atom frequency, BR = BinaryRelevance
CC = ClassifierChain, LP = LabelPowerset

5.4

Chapter Summary

We propose and evaluate machine learning algorithms for predicting the crystal systems
and space groups of materials merely from their compositions. Two popular machine
learning algorithms including random forests and multi-layered Perceptron neural
networks combined with three material representations are evaluated for four types of
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structure classification problems for both crystal system prediction and space group
prediction: one-vs-all binary classification, multi-class classification, polymorphism
prediction, and multi-label classification. Our extensive experiments show that the
Random Forest with Magpie features achieves the highest performance for one-vs-all
binary classification, multi-label prediction, and multi-class classification of both
crystal systems and space groups. In contrast, Random Forest with atom frequency
obtains the best results for polymorphism prediction of both crystal systems and space
groups. However, the modest MCC scores of 0.591 and 0.627 for multi-class crystal
system and space group prediction shows current machine learning algorithms and
descriptors are far from achieving satisfactory performance, which calls for development
of more advanced algorithms. One possible reason is that some artificial compounds
have very high energy above hull, which might lead to unreasonable and misleading
prediction over the crystal system and space group. In the future work, we may try to
set a formation energy threshold to filter out those materials in the Material Project
dataset. In addition, our feature importance analysis shows that electronegativity,
covalent radius, Mendeleev number, melting temperature, GAS volume pascal, and
mean atomic weight are crucial factors for predicting the crystal system and space
group for a given material composition. Moreover, compared to the determination of
crystal structures for materials, the performance for predicting space groups pales.
That is because the data is distributed more unevenly over 18 space groups in our
study, which may call for more advanced techniques to address this issue.
Our prediction models for crystal systems and space groups pave a way for
performing large scale fast structural screening of materials when only compositions
are available. This is especially true when compared to XRD data and DFT based
approaches for space group determination, which is too expensive or slow for large-scale
screening.
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Chapter 6
Predicting Elastic Properties of Materials from
Electronic Charge Density Using 3D Deep
Convolutional Neural Networks
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6.1

Introduction

As discussed in the Background chapter, designing a feature representation for materials
are essential in Materials Informatics. In the past decade, a large number of descriptors
have been proposed to encode materials [131, 16, 165, 159, 32, 130, 62, 7, 151, 30, 34,
92, 119],which is one of the most critical factors in machine learning applications in
materials property prediction as shown in the review by Liu et al. [82]. In general,
those descriptors are based on materials composition, their electronic or geometric
structures as shown by the integrated feature calculation routines as implemented in
the Matminer package [168]. A widely used set of material composition features is
the Magpie features, which are based on the statistics of elemental properties in a
material [165]. Mendeleev numbers (MN) has also been used by P. Villars et al. [159]
to classify chemical systems by using the minimum and maximum MN versus the
ratio between the minimum and the maximum MV. Ghiringhelli et al. [34] developed
23 primary features, based on atomic properties, to explore the energy difference of
zinc blende, wurtzite, and rocksalt semiconductors. Han et al. [169] leveraged three
key factors as the descriptors for classic machine learning methods to predict thermal
conductivity effectively. Logan Ward et al. [165] presented a comprehensive set of
features for a wide variety of material compositions. This set contains four unique
categories: stoichiometric attributes, elemental property statistics, electronic structure
attributes, and ionic compound attributes. Elemental descriptors have achieved great
success in predicting band gaps [194], formation energies[58], crystal system[190], and
etc. But these descriptors have their severe limitations: elemental descriptors are
merely based on material compositions while most materials properties are strongly
dependent on their atomic structures. There are also materials that share the same
composition but exist in completely different structures. It is a common understanding
that the most important information for analyzing a material’s property is its structure.

98

How atoms coordinate and interact with each other conveys rich information on the
properties of the materials. Therefore, structural features play a key role in developing
prediction models of materials. Currently, there are several successful applications
that use structural features to predict materials properties [16, 32, 130, 62, 7, 151, 30,
119]. Rupp and colleagues applied the Coulomb matrix (CM) features for predicting
the atomization energies of small isolated organic molecules [131, 32, 130]. CM
formulates the electrostatic interaction between nuclei into a matrix representation.
Pham et al. [119] developed the orbital-field matrix (OFM) descriptor, based on the
distribution of valence shell electrons, to predict formation energies and atomization
energies with high accuracy. Bartók et al. [7] proposed the Smooth overlap of atomic
positions (SOAP), which describes the similarity between two atomic environments to
define a metric in the structural cell. The local similarity can be combined further
to form a global measure of similarity for the evaluation of molecular properties [30].
More recently, voxel grid representation with atom features has been proposed to
predict Hartree energies[62]. Atom density and related continuous representations
have also been proposed for materials representation and are used for crystal structure
generation[101, 171]. Graph neural networks have also been introduced to learn
structural representation from material structures for predicting formation energy,
band gaps, bulk modulus and etc with great success [176, 18]. On the other hand,
deep learning has been utilized to extract three dimensional (3D) spatial features for
material property prediction. In [16, 62], 3D CNNs have been applied to extract 3D
geometric features from material microstructures represented as 3D matrices [16]. In
this chapter, a dataset with 5,900 microstructures was created, where a microstructure
is the quantification of the material structure. Each microstructure is represented
by a feature matrix of dimension 51 × 51 × 51, where each feature corresponds to a
vector. Kajita et al. [62] developed a descriptor called Reciprocal 3D Voxel Space
Descriptor (R3DVS) from the distributions of the valence electron density for 680
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oxides. The authors enlarge the dataset by rotating R3DVS for testifying invariance
of R3DVS to rotation and translation. R3DVS compacts the density of electrons in
the bond generation.
In this chapter, we propose to leverage convolutional neural networks (CNNs)
to learn physically meaningful features from the three dimensional electronic charge
density (ECD) of materials for elastic property prediction. Since physical and chemical
properties of materials are related to the transferability between atoms (nuclei) and
the presence of electronic charges or electronic multipoles on atoms or molecules [48,
112, 122, 123], extraction of informative features from materials ECD can help
predict materials properties. The ECD of a material can be calculated as a 3D
matrix that describes the amount of electronic charge per volume. It represents
the charge of electrons in the effective material space. By explicitly encoding the
geometry of materials, ECD is supposed to have high transferability with respect
to different compositions and structures [39]. As ECD captures both geometrical
and electronic structural features, 3D distribution of electronic charge density would
have the advantage over classical 1D and 2D descriptors as well as heterogeneous 3D
structural descriptors in terms of the correlation with the electrochemical properties of
materials. Indeed, ECD and its related electronic properties such as the electrostatic
potential, electron localization function and non-covalent interaction index have
been used to analyze many materials characteristics, including bonding, defects,
stability,reactivity, and electron, ion and thermal transport [39]. For example, ECD
was used to predict 8 materials properties by using the Fourier coefficients of the
planar averaged Kohn-Sham charge density fingerprint features [120]. Abraham et
al. [2] calculated 2D charge density to predict the chemical bonding and charge transfer
in magnetic compounds. However both approaches failed to take advantage of the
flexibility of the 3D representation [21]. Compared to conventional ML models, 3D
CNNs can better link 3D descriptors to the properties efficiently as shown by [16]
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(linkage between microstructure and homogenized property) and [62] (linkage between
R3DVS and Hartree energies, testify the invariance to rotation for R3DVS). We believe
that the unified representation of ECD makes it easier to learn unified continuous
representation for facilitating downstream prediction tasks by deep convolutional
neural networks [101]. In [129], the authors used the particle packing and the quartet
structure generation set (QSGS) methods to generate microstructures of 3D composites.
Instead of directly applying 3D CNNs to the 3D matrix, 2D CNNs are used to predict
thermal conductivity of composites in the work by obtaining a series of cross-section
slices from the 3D structure, which are stacked in order as the channel direction. This
approach, however, may lead to too much global information loss in our ECD based
elastic property prediction.
We explored two types of convolutional neural network models for ECD based
elastic property prediction. One is the standard 3D CNNs with two convolutional
layers. The other one is a projected 2D CNN models, in which the ECD matrix is
converted to three different image-like representations which are then fed to three 2D
CNN networks whose outputs are then fused together. The difference of 2D CNNs
used in this chapter and in [129] is we compressed 3D structures from 3 directions
and this strategy can preserve the global structural information to a large extent,
compared to selecting some slices from the 3D matrix. This allows us to exploit the
powerful hierarchical representation learning capability of 2D CNNs as demonstrated
by their success in computer vision.

[20, 141, 90, 149, 75]. We then conducted

extensive benchmark experiments based on a dataset consisting of 2170 Fcc structured
materials and 11 non-redundant datasets generated by leaving one-element-out at a
time.
Our contributions can be summarized as follows:
• We propose to exploit the ECD descriptor as unified 3D materials representation
and combine it with two types of 3D CNNs for materials elastic property
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prediction. We also developed a fusion CNN model based on CNN+Magpie and
CNN+ECD models.
• We developed a standard benchmark ECD dataset, named “FCC2170” calculated
from 2710 Fcc Structured materials from ICSD. This database is characterized
by its highly redundant samples with very similar compositions. We also
developed 11 non-redundant datasets for evaluating the extrapolation capability
of ECD+CNN models.
• We performed extensive prediction experiments over the aforementioned datasets
using 5-fold cross validation. Our results show that our ECD+CNN can be
complementary to elemental Magpie feature based models while can significantly
outperform them over non-redundant datasets, thus demonstrating superior
performance on some extrapolation experiments.
• We analyzed the situations when our ECD+CNN models perform better by
visually inspecting the distribution of test samples and training samples in the
2D space mapped from the learned features.
• We validated the prediction performance of our models by comparison with
DFT-calculated bulk and shear modulus for a set of 329 materials of the space
group Fm3̄m collected from the Open Quantum Materials Database (OQMD)
database.

6.2
6.2.1

Methods
Datasets

Here we discuss how we create the benchmark datasets for training and validating our
proposed method. Due to the high computational cost to calculate electronic charge
density for all the materials in the Materials Project database, we decide to focus only
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on materials of one specific space group. First we retrieved 2170 material structures of
Fm3̄m space group (excluding Lanthanides and Actinides) from the Materials Project
(MP) database (https://materialsproject.org). We chose the Fm3̄m structure because
its structure is simple and it takes less time to calculate the related elastic properties
using DFT. Most materials of the Fm3̄m space group do not have the charge density
or elastic properties available in the MP database. Hence, we calculated both the
electronic charge density [6] and the elastic property [175] using VASP [74, 72, 73] for
the 2,170 samples to form the “FCC2170” dataset . Table 6.1 lists top 11 elements that
are contained in at least 200 materials of our FCC2070 dataset. Among them, most
are from Group 1 (Lithium, Sodium, Potassium, Rubidium, and Caesium), Group 13
(Indium and Thallium) and Group 17 (Fluorine, Chlorine, and Bromine). The rest
includes Scandium from Group 3. With this dataset, we then use the commonly used
cross-validation method to evaluate our model’s interpolation performance as done in
most machine learning based property prediction studies [18].
To validate our model’s extrapolation capability, we define a set of leave-oneelement-out datasets, which are better for evaluating the extrapolation capability of
ML models [178, 65, 91]. For all samples in FCC2170, we first select those samples
containing one specific element E as the test set, and then designate the remaining
samples as the training set. These datasets are called FCC-E-N datasets, where E is
the element of interest and N is the number of training samples without element E.
Statistics of all these non-redundant datasets generated from FCC2170 for elements
contained in more than 200 materials are shown in Table 6.1.
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Table 6.1 Statistics of non-redundant datasets
Element
dataset
train set size
test set size
Element
dataset
train set size
test set size

F
FCC-F-1775
1755
415
In
FCC-In-1937
1937
233

K
FCC-K-1800
1800
370
Br
FCC-Br-1938
1938
232

Rb
FCC-Rb-1802
1802
368
Li
FCC-Li-2148
2148
222

Cs
FCC-Cs-1814
1814
356
Sc
FCC-Sc-1952
1952
218

Na
FCC-Na-1877
1877
293
Tl
FCC-Tl-1966
1966
204

Cl
FCC-Cl-1880
1880
290
-
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6.2.2

Representations of Materials

We studied and compared two material representations for elastic property prediction
including Magpie [165] and electronic charge density(ECD) [140].
•

Magpie features
Magpie (Materials-Agnostic Platform for Informatics and Exploration) is an
extensive set of features related to the constituent elements in materials. The
set covers a broad range of physical and chemical properties that fall into
four different categories: stoichiometric features, elemental property statistics,
electronic structure features, and ionic compound features [165]. Stoichiometric
features only contain the number of elements in the compound and their several
Lp norms [165]. Elemental property statistics are calculated by computing several
statistics (e.g., average, minimum, maximum, range and mode) of 22 different
elemental properties [165]. These properties include row and column on the
periodic table, average atomic number, the range of atomic radii between all
elements presenting in compositions, Mendeleev number, atomic weight, covalent
radius, electro-negativity. Electronic structure features are the average fraction
of s, p, d and f valence electrons [92]. Ionic compound features include the
capability of forming an ionic compound (when we assume all elements present
in a single oxidation state) and two adaptions for calculating the fractions of a
compound based on electronegativity [15].

•

Electronic charge density
ECD in the form of 3D structural matrix represents the spatial distribution of
electronic charge density in crystalline materials. It can be calculated by local
quantum-mechanical functions related to the Pauli exclusion principle [140]. The
ab initio method is used to calculate Hartree-Fock wavefunction and the electron
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localization function (ELF) [6]. A single determinant wave function is calculated
on a grid in the 3D space by hartree Fock or Kohn Sham orbitals φi as following:

ELF =

1
1 + ( DDh )2

(6.1)

where
1 ∑︂
1 |∆ρ|2
|∆φi |2 −
2 i
8 ρ
3
Dh = (3π 2 )5/3 ρ5/3
10
D=

(6.2)

where ELF has values between 0 and 1, where 1 means the perfect localization.
Figure 6.1 shows the visualizations for the ECDs of six representative materials,
namely SrCaIn2 , Mn23 C6 , VSiOs2 , RbI, CsBr, and Rb2 TeBr6 , where SRCaIn2 ,
Mn23 C6 , and VSiOs2 possess high bulk modulus. These visualizations consist
of points that correspond to the values in a material’s ECD matrix. The color
and area of each point represents the size of each value and together show the
distribution of a material’s electron clouds. When the value of these points are
plotted, we found that points appear in both thick and thin clouds, within the
cubes, as shown in subfigures 6.1a, 6.1b, and 6.1c. Subfigures 6.1d, 6.1e, and 6.1f
show a clear difference from the top-row figures. In these figures, there are some
empty spaces in the cubes and some dense clusters present in the remaining
area. These observations correspond to the physical reality that materials with
high bulk modulus usually have active electrons orbiting across the whole space
strongly when compared to materials with lower bulk modulus. Among all six
materials, we find that although the ECD visualizations share many similar
characteristics, there are a few distinct differences between them. These minor
variations make it possible for us to employ 3D CNNs to learn the structural and
physical patterns that may characterize the material’s elastic properties.
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(a) SrCaIn2 (32 × 32 × 32) (b) Mn23 C6 (40 × 40 × 40) (c) VSiOs2 (24 × 24 × 24)

(d) RbI (30 × 30 × 30)

(e) CsBr (30 × 30 × 30)

(f) VSiOs2 (48 × 48 × 48)

Figure 6.1 Visualization of ECDs for six materials showing clearly contrasting
structural features (top and bottom rows). l × w × h is the actual length, width and
height of each ECD matrix.

6.2.3

Machine Learning Methods

In this chapter, we use Random Forest and Convolutional Neural Networks (CNNs)
with Magpie features as the baseline methods. We propose that CNNs with ECD
can capture certain characteristic relationships between material structures and their
elastic properties.
Random Forest (RF) [13] is a widely used machine learning model in material
informatics because of its high accuracy and robustness [152, 113, 167]. As an ensemble
learning algorithm, a RF aggregates the results from different decision trees (50 in
this chapter). The decision trees are randomly trained based on subsets of training
samples and features. Within a decision tree, a set of decision rules (e.g. Melting
temperature > 200.0) is learned by minimizing the variance of the decision tree. For
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predicting elastic properties, RF calculates the final results by averaging outputs of
all decision trees.
Convolutional Neural Networks are a type of feed-forward neural network interleaved with convolutional, pooling, and fully connected layers. It has achieved
state-of-the-art(SOTA) performance when applied to computer vision and natural
language processing [141, 75, 66]. The convolutional unit is the core building block
of CNNs, which is inspired by the multi-layered organization of the visual cortex.
The unit consists of multiple learnable filters with a given receptive field and weight
parameters. In our case, the filters are convolved across the full depth of the input
volume of the ECD [79]. The filters are learned hierarchically, where low-level features
generate more condensed representations. The computational unit can be constructed
′

by a transformation U = Ftr (X), X ∈ RL ×W

′ ×H ′ ×C ′

, U ∈ RL×W ×H×C . Ftr denotes

the convolutional operation. Let V = [v1 , v2 , . . . , vC ] be the learnable convolutional
filters. Then the outputs of Ftr can be written as U = [u1 , u2 , . . . , uC ], where
′

uc = vc ∗ X =

C
∑︂

vci ∗ xi

(6.3)

i=1
′

′

Here ∗ denotes the dot product, vc = [vc1 , vc2 , . . . , vcC ], X = [x1 , x2 , . . . , xC ]. We
removed the bias terms for simplicity. vci is a 3D spatial filter convolving on a single
channel of X. Stacked outputs of filters produce a 4D tensor activation map [79]. A
pooling layer is used to do non-linear downsampling. It partitions the 3D input into
a set of rectangular boxes. In max-pooling, the pooling layer outputs the maximum
value of each sub-region. Then a 3D tensor is activated through a rectified linear
unit (ReLu) [75]. The ReLu operation can be denoted by max(0, P ), where P is the
tensor generated by the max-pooling operation. The same procedure can be applied
repeatedly to the whole activation map. Finally, the output of the convolutional layers
is fed to one or more fully connected layers to accomplish the regression step. Similar
procedures are applied in the CNN block in Figure 6.3.
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We implemented two types of convolutional neural networks for learning ECD based
features for elastic property prediction. Figure 6.2 depicts the 3D CNN architecture
in our work. The "Scalar" stands for the bulk or shear modulus. The numbers above
each convolutional layers are its parameter settings. For instance, 200@(5 × 5 × 5)
means 200 filters with size of 5 × 5 × 5. Unless it is specified, the stride is always
the same with the filter size. Two consecutive convolutional layers are followed by
a max-pooling with pooling size and strides both of 2 × 2 × 2. The number below
are outputs of each layer. For fully connected layers, the numbers above them are
the number of neurons. This model has two consecutive convolutional layers followed
by a max pooling layer, and then seven fully connected layers. For simplicity, we did
not show the ReLu [75] activation for all neural layers in Figure 6.2. The filter size of
2 convolution layers are 5 × 5 × 5 and 4 × 4 × 4, respectively and the stride has the
same size as that of the convolution filters. For all max pooling layers, the sizes of
filters and strides are 2 × 2 × 2. The ECD matrices are fed to the 3D convolutional
and pooling layers, and then the output matrix is flattened and passed to succeeding
fully connected layers to calculate final predictions.

Figure 6.2 The architecture of 3D CNN with ECD representation.

Figure 6.3 shows the architecture of our 2D CNNs for elastic property prediction.
The "Scalar" stands for the bulk or shear modulus. The model includes three parts:
mainframe, SE block and CNN block. In the mainframe, we have three branches
whose outputs are concatenated and fed into six fully connected layers. The numbers
above each component/layer are the number of neurons of that layer. In SE block,
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the labels of R and S are reshape and channel-wise multiplication operations. For
simplicity, we ignore the max-pooling layers following every convolutional layer in the
CNN block. Numbers below each component are the output dimension of that layer.
The ECD matrix does not have the concept of channel as images. Thus, we rotated
the ECD matrix so that we can face the cube from x,y,z axes as shown in different
colors of cubes in Figure 6.3. Then the direction facing to us is considered as the
channel direction. To model the inter-dependencies between channels, we used the
Squeeze-and-Excitation (SE) network [52], which can exploit this inter-dependency by
feature recalibration. This model selectively highlights the informative features and
suppresses less useful ones. A SE block is shown in the left corner of Figure 6.3. In
this module, 24 filters of size of 1 × 1 are used to down-sample the ECD matrix, which
was first proposed in [81]. A nonlinearity operation is performed on each pixel across
the channels. After the nonlinear projection, the ECD matrix X of size 60 × 60 × 60
is reduced to the feature map U of size 60 × 60 × 24. A global average pooling is then
used to shrink the feature map into a vector of size 24 along with the dimensions of
width and height. Then we use a small set of fully connected layers to transform this
vector into higher level features. The number of neurons on each layers are 4 and 24,
respectively. The output s of the last fully connected layer is reshaped into size of
1 × 1 × 24. The last step is nonlinear excitation and the final output U ′ of block is
achieved by rescaling the U with the activated s:
U ′ = U ⊙ σ(s)

(6.4)

where σ is the Sigmoid activation function that implements the nonlinear transformation. And ⊙ denotes the channel-wise multiplication between the scalar s and the
feature map U ′ .
The SE block in our 2D CNN architecture is followed by CNN blocks. A CNN
block has two regular convolutional layers followed by a max-pooling layer. The first
convolution neural has the same filter size and strides of 6 × 6 and there are 64 filters
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in this layer. The second CNN layer has a filter size of 5 × 5 and stride of 2 × 2 and
there are 128 filters in total. All max-pooling layers have the same pooling size and
strides of 2 × 2, respectively.
For each of the projection map of x, y, and z, there is a SE and CNN block for
feature extraction. The outputs of them are concatenated into a vector of size 384. Six
fully connected layers are then used to map this learned features into elastic property
values. The number of neurons on these fully connected layer are 4096, 4096, 128, 128,
128 and 32 respectively.

Figure 6.3 The architecture of the 2D CNN with ECD representation.

For the baseline algorithm, we also train a 2D CNN model with the Magpie
features. To do that, we append 12 zeros to the Magpie features to get a vector of
1x144, which is then reshaped into a 2D matrix of size 12 × 12. The CNN model
for Magpie features has two consecutive convolutional layers followed by an average
pooling layer. Then an additional convolutional layer is added followed by two fully
connected layers. The model parameters are set as follows: the kernel size and strides
of the first convolutional layer are 3x3 and 1x1 and the number of filters is 32; the
kernel size and strides of the second convolutional layer are 3x3 and 1x1 and the
number of filters is 48; the pooling size and strides of the average pooling layer are
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both set as 2x2; the kernel size and strides of the third convolutional layer are 3x3 and
1x1 and the number of filters is 64; the number of neurons of the two fully connected
layers are 48 and 32, respectively.

6.2.4

Training and Implementation

Figure 6.2 shows the detailed architecture of our 3D CNN and its parameters. The
models are implemented using the open-source libraries of TensorFlow (https://www.
tensorflow.org) and Keras (https://keras.io). The performance of the models are
evaluated using 5-fold cross validation. The input ECD has a shape of 60 × 60 × 60
by interpolation for smaller matrices. The CNN for Magpie is also trained using
the Adam optimizer [67] with a batch size of 32 and learning rate of 0.001. The
3D CNN model parameters are learned using the Adam optimizer [67] with a initial
learning rate of 0.0005. For the 2D CNNs with ECD, we use the SGD optimizer
to learn the model parameters. The initial learning rate is 0.001 and it drops by
0.5⌊

epoch
⌋
10

, where epoch is the current epoch. The mean absolute error (MAE) is used

as the loss function for all three CNN models. The open source matminer (https:
//hackingmaterials.lbl.gov/matminer/) is utilized to calculate the Magpie features.

6.3

Results and Discussions

In this section, we discuss the experiments demonstrating the potential of ECD for
material representation and elastic property prediction. The experiments are separated
into two parts in terms of the evaluation approaches: experiments with 5-fold cross
validation and experiments focusing on extrapolation performance evaluation. All
experiments of CNN models are repeated 5 times and the result presented herein is
the average of their outputs.
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6.3.1

5-fold cross validation experiments with redundant dataset

Table 6.2 shows the results from 5-fold cross validation on the whole dataset with
2170 samples. We find that the baseline models using Magpie features are better than
CNNs with ECD across all evaluation metrics for predicting bulk and shear moduli.
Overall, RF with Magpie performs slightly better than CNNs with Magpie. Although
R2 of RF with Magpie is 0.001 lower than that of CNNs with Magpie in predicting
bulk modulus, RF with Magpie achieves much better results in predicting shear
modulus (R2 is 0.049 higher). Similar observations apply to performance evaluated in
terms of Root Mean Square Error (RMSE). This better performance of Magpie based
RF models are not unexpected. First, all samples in this FCC2170 dataset belong
to the Fm3̄m space group. By sharing similar structures, the Magpie features are
able to capture most of the elastic property variation due to composition difference.
The high structural similarity of the dataset helps the baseline methods based on
composition Magpie features predict the elastic properties well. Another reason is
that the FCC2170 contains many similar samples in terms of compositions. The
high redundant samples also makes the baseline models with Magpie features to
make precise predictions by exploiting redundant neighbor samples in the training
set when evaluated on the test set during cross-validation. However, the machine
learning models trained with a redundant training set can lead to low extrapolation
performance as shown in our previous study [178]. In terms of dimension size of the
Magpie and ECD descriptors, ECD has a much larger dimension of 60 × 60 × 60
compared to 132 of the Magpie features. Since higher input data dimensions usually
lead to machine learning models with more parameters, and more training samples
are needed to achieve good prediction performance. From this perspective, the limited
dataset size in our problem actually favors the baseline models with Magpie features.
Here we show that ECD can be used as a complementary materials descriptor
for elastic property prediction together with the Magpie features. To verify this, We
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pre-trained a CNN model with Magpie features and a 2D CNN model with ECD. Then
we fused these two models by concatenating the outputs of the penultimate layers of
these two models to generate a output latent feature vector of dimension 64, which
is then fed to three fully connected layers with 128, 64, and 32 neurons respectively.
The Adam optimizer [67] is used for training with a learning rate of 0.001. This fusion
neural network model with mixed Magpie and ECD descriptor yielded the best R2
and RMSE of 0.955 (0.804) and 16.530 (15.780) in predicting bulk (shear) modulus
respectively as shown in Table 6.2 . This confirms that ECD and Magpie can work
together to achieve better performance for elastic property prediction. In addition,
our experiments also showed that the projected 2D CNN achieved significantly better
performance than the basic 3D CNN models. The R2 and RMSE of 2D-CNN with
ECD are 0.912 and 23.401 in predicting bulk modulus compared to 0.884 and 26.819
of 3D-CNNs with ECD. The R2 and RMSE of 2D CNN with ECD are 0.768 and
17.192 in predicting shear modulus compared to 0.745 and 17.944 of 3D-CNNs with
ECD.
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Table 6.2 Performance Comparisons of models with Magpie and ECD descriptors using 5-fold cross validation
Type
bulk
shear

RF+Magpie
R2
RMSE
0.943 18.721
0.794 16.142

CNN+Magpie
R2
RMSE
0.944 18.423
0.745 17.959

3D-CNN+ECD
R2
RMSE
0.884 26.819
0.745 17.944

2D CNN+ECD
R2
RMSE
0.912 23.401
0.768 17.192

Fusion
R
RMSE
0.955 16.530
0.804 15.780
2
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Table 6.3 Extrapolation prediction performance comparison on non-redundant leave-one-element-out datasets
Elem
F
K
Rb
Cs
Na
116

Cl
In
Br
Li
Sc
Tl
# of

Type
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
bulk
shear
the best

RF+Magpie
R2
RMSE
-0.529 26.797
-3.350 18.117
0.776 6.067
0.810 2.641
0.867
4.603
0.778 2.767
-0.128 11.232
-4.327 11.199
0.630 16.398
0.545
8.366
0.410 15.935
-0.477 10.715
0.829 20.780
0.791
8.250
0.921
4.464
0.630
2.290
0.418 29.869
-0.232 17.799
0.855 23.276
0.781 12.996
-0.370 24.574
0.456
6.745
5

CNN+Magpie
R2
RMSE
-0.809 29.102
-6.912 24.315
0.646
7.573
0.548
4.014
0.869 4.579
0.727
3.064
0.760 5.166
0.492 3.446
0.833 11.013
0.386
9.716
0.529 14.151
0.213
7.765
0.780 23.550
0.771
8.618
0.923
4.585
-0.078 3.857
0.867 14.253
0.416 12.239
0.908 18.538
0.707 15.024
0.421 15.973
0.437
6.815
6

3D-CNN+ECD
R2
RMSE
-0.051 22.212
-1.202 12.878
0.510
8.969
0.389
4.733
0.753
6.287
0.608
3.657
0.448
7.818
0.014
4.743
0.660
15.708
0.548
8.340
0.591
13.009
0.339
7.160
0.725
26.326
0.683
10.136
0.912
4.700
0.755
1.861
0.519
27.142
0.428
12.126
0.756
30.195
0.682
15.650
0.219
18.529
0.559
6.068
4

2D-CNN+ECD
R2
RMSE
-0.448 26.080
-1.293 13.151
0.570
8.397
0.367
4.817
0.777
5.966
0.719
3.111
0.067 10.158
-1.137 7.083
0.616 16.689
0.451
9.196
0.716 11.05
0.093
8.394
0.773 23.908
0.793 8.207
0.923 4.411
0.824 1.579
0.454 28.937
0.451 11.881
0.850 23.688
0.635 16.786
0.501 14.833
0.557
6.084
5

CGCNN
R
RMSE
-2.217 35.554
-0.548 10.657
0.474
9.055
0.146
5.523
0.275
10.290
0.268
4.944
-0.144 10.934
0.344
3.881
0.605
16.223
0.351
9.863
0.534
13.119
-0.197
9.366
0.761
24.460
0.655
10.416
0.631
9.245
-2.661
6.975
0.732
20.121
0.388
12.488
0.818
25.983
0.667
16.007
0.550 14.040
0.427
6.818
2
2

6.3.2

Extrapolation Experiments with non-redundant datasets

ML models with elemental descriptors such as Magpie can achieve good cross-validation
performance for datasets consisting of redundant (computationally very similar samples) such as FCC2170. However, the better performance of the fusion model with
CNN with Magpie and 2D-CNN with ECD implies that for the ECD descriptor can
help to make better predictions over a certain subset of test samples. In this section,
we aim to construct non-redundant dataset and show that our CNN models with the
ECD descriptor can achieve better performance on non-redundant datasets or for test
samples with few highly similar neighbor samples.
For these extrapolation experiments, we trained and tested the prediction models
over the FCC-E-N datasets as described in Section 6.2.1. The performance comparison
results of the extrapolation experiments for bulk and shear modulus prediction are
shown in Table 6.3. There are 22 sets of experiments with 11 of them for predicting
bulk modulus and the other 11 for predicting shear modulus by five different algorithms
including RF+Magpie, CNN+Magpie, 3D-CNN+ECD, 2D-CNN+ECD, and the latest
crystal graph convolutional neural network (CGCNN) [176], which also uses structural
information. We highlighted the best performance scores for each experiments and
count how many experiments each algorithm achieved the best scores. As shown
in Table 6.3, the RF with Magpie and CNN with Magpie worked the best for 5
and 6 experiments respectively. However, impressively, for these non-redundant
training/testing experiments, our ECD descriptor based 3D-CNN-ECD and 2D-CNNECD outperformed the others for 4 and 5 experiments respectively, which reflecting the
importance of the structure based ECD descriptor for elastic property prediction. In
contrast, the popular CGCNN only achieved the best performance out of 2 experiments,
which demonstrated the advantage of our ECD based atomic structure representation.
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6.3.3

Visualization Study of when ECD descriptor works better

To understand on why our ECD based CNN models worked better than Magpie
features on some datasets but not others, we conducted a visualization study for all
the extrapolation experiments. For magpie features, we directly apply the t-distributed
Stochastic Neighbor Embedding (t-SNE) [88] to the dataset. For the ECD based
features, directly applying t-SNE is not feasible due to the memory limit. So we first
applied max-pooling to the 3D ECD matrices with strides of (6, 6, 6) and pooling size
of (6, 6, 6) before feeding them into t-SNE. Hence the final size of the ECD matrices
is (10, 10, 10), which are then flattened to a 1D vector of 1,000 elements. Then we
applied t-SNE to this 1D vector to reduce the dimension to 2.
Figure 6.4 shows 2D visualization of the high-dimension Magpie and ECD features
for two datasets: FCC-Chlorine-1880 and FCC-Thallium-1966 over which the ECD
based models outperform Magpie feature based models. The training samples are
labelled as blue points while the test samples are red points. First, Figure 6.4 (a) and
(b) show the distribution of training and test samples with Magpie features and with
ECD features respectively for the FCC-Chlorine-1880 dataset. In subfigure 6.4a, we
found that there exist three large clusters of test samples (red points) that have few
similar training samples around. This corresponds to the low prediction performance
for Magpie based models. The best performance for both bulk and shear modulus
prediction is achieved by CNN+Magpie with R2 of 0.529 and 0.213 respectively. In
contrast, subfigure 6.4b shows the 2D distribution of the samples represented with
ECD features. It can be found that the test samples are mostly mixed with training
samples, leading to much better prediction performance: the best performance for
bulk modulus prediction is achieved by 2D-CNN+ECD with R2 of 0.716, which is
significantly better (35%)than 0.529, the best prediction performance achieved by
Magpie based models. The best performance for shear prediction is achieved by
3D-CNN+ECD with R2 of 0.339, which is also 59% better than 0.213, the best R2
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score of Magpie based models.

(a) 2D map of Magpie features for (b) 2D map of ECD features for FCCFCC-Cl-1880 dataset
Cl-1880 dataset

(c) 2D map of Magpie features for (d) 2D map of ECD features for FCCFCC-Tl-1966 dataset
Tl-1966 dataset

Figure 6.4 Visualization of high-dimensional features for elements Chlorine and
Thallium by t-SNE. Blue dots are training data and red dots are test data.

Figure 6.4 (c) and (d) show the distribution of training and test samples with
Magpie features and with ECD features respectively for the FCC-Thallium-1966
dataset. In subfigure 6.4c, we found that clusters of test samples (red points) are
closer to training samples compared to subfigure 6.4a. There is no large clusters
of isolated test samples. The best performance for bulk modulus is achieved by
CNN+Magpie with R2 of 0.421. The best performance for shear modulus prediction
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is achieved by RF+Magpie with R2 of 0.456. In contrast, subfigure 6.4d shows the 2D
distribution of the samples represented with ECD features. It can be found that the
test samples are better mixed with training samples than subfigure 6.4a, leading to
better prediction performance. The best performance for both bulk modulus prediction
is achieved by 2D-CNN+ECD with R2 of 0.501 and the best shear modulus prediction
performance is achieved by 3D-CNN+ECD with R2 of 0.559. In this dataset, the
best ECD based model is (0.559-0.421)/0.421 = 19% better than the best Magpie
based model for bulk modulus prediction. The performance gap is much smaller
compared to that (35%) on the FCC-Chlorine-1880 dataset. The best ECD based
model is also (0.559-0.456)/0.456 = 24.9% better than the best Magpie based model
for shear modulus prediction, which is however much smaller than the performance
gap over the FCC-Chlorine-1880 dataset, which is 59%. These findings can partially
explain why ECD based models are superior to Magpie based models in predicting
elastic properties for these two datasets. It shows the structure based ECD descriptor
can be a complementary descriptor to elemental Magpie features for elastic property
prediction due to their better neighborhood structure of the samples. This analysis is
consistent to those observation that neighbor sample distribution significantly affects
the performance of neural network based prediction models [55].

6.3.4

Visualization of averaged SE block outputs

Figure 6.5 shows the visualization of the average output of the 24 channels of the
SE block as shown in Figure 6.3 from x, y, and z directions. On the top row, bright
and dark areas/patterns overlap together in the SrCaIn2 with high bulk modulus
with fuzzy boundaries. However, clear boundaries (four clear ovals in each direction)
between dark and bright regions can be found on the bottom row, which are the
patterns for the material with low bulk modulus. These findings are consistent with
the patterns as we have discussed in the sub-section 6.2.2. This distinct patterns
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extracted by 2D CNNs help to differentiate materials and effectively predict their
elastic properties. Moreover, although visualizations for three directions share many
similar patterns for the same materials, there are variations among them. For example,
the darkness of subfigures 6.5d, 6.5e, and 6.5f is different. Among them, overall
Figure 6.5e has the darkest area and 6.5d has the brightest ones. We believe that the
slight variations detected by the 2D CNNs might be one of the reasons that 2D CNNs
outperform 3D CNNs in predicting elastic properties.

(a) x direction

(b) y direction

(c) z direction

(d) x direction

(e) y direction

(f) z direction

Figure 6.5 Visualization of average output of 24 channels of the SE block for three
directions for SrCaIn2 and K3 YI6 .

6.3.5

DFT validation

To further validate our neural network models, we predict the bulk and shear modulus
of a set of external materials from the OQMD [132] database and compare them to
DFT calculated ones. We first collect all the materials of the space group Fm3̄m from
OQMD and then remove the duplicates existing in the Material Project database
that we used as the training set. We also filter out the materials having more than
40 atoms in the unit cell. We finally obtain 329 materials as our test set. Then
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we apply the trained fusion model (Magpie + ECD features) trained with Material
Project samples to predict the bulk and shear modulus of the 329 samples in the test
set and compared them with DFT-calculated ones as shown in Figure 6.6. We find
that our fusion model successfully predicted the bulk modulus for the 329 materials
with good alignment with DFT calculated values. The R2 and RMSE in predicting
bulk are 0.93 and 21.331 as shown in Figure 6.6a. However, we also find that the
ML-predicted the predicted shear modulus values deviate much more from the DFT
calculated ones compared to the bulk modulus, which reflects the fact that it is more
difficult to predict shear modulus than bulk modulus. We also observe that most of
the deviations of the predicted values compared with DFT calculated ones are from
the regions with low bulk or shear modulus and the predicted values usually are larger
than the DFT calculated ones.

(a)

(b)

Figure 6.6 Panels (a) and (b) show ML-predicted versus DFT-calculated bulk and shear
modulus respectively.

6.4

Chapter Summary

We propose to combine deep convolutional neural networks and electronic charge
density (ECD) for materials elasticity prediction. We demonstrate that the ECD
descriptor can be used to predict bulk and shear modulus with CNNs model. We
created a benchmark dataset named “FCC2170” with 2,170 materials of Fm3̄m space
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group from Materials Project database and derived 11 non-redundant leave-oneelement-out datasets for benchmarking the proposed ML models with ECD and
elemental Magpie features. Our computational experiments showed that due to
the structural similarity among the samples of the FCC2170 dataset, the elemental
Magpie feature with CNN models achieved the best results, which however, can be
enhanced by the fusion models with both Magpie and ECD features. In addition, our
benchmark studies on the non-redundant datasets showed that the structure-based
ECD feature with CNNs can achieve better extrapolation prediction performances
over half prediction tasks out of the total 22 experiments for prediction bulk and shear
modulus.
To further understand the power of the ECD descriptor, we visualized the distribution of training and test datasets of two descriptor types using t-SNE. It shows that
when the training set and testing set of the non-redundant datasets have higher level
of mixing, the Magpie-based CNN models work better. When they have lower level of
mixing, the ECD descriptor based models significantly outperform the Magpie based
CNN models. The results demonstrate the importance of structure based features for
achieving higher extrapolation and generalization prediction capability. It is expected
that our ECD descriptor with CNN models can also be applied to a variety of problems
in material science, especially with the development of algorithms for predicting ECD
[39]. Currently, we are generating more ECD dataset with more space groups to
extend this method to more materials with diverse structures.
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Chapter 7
Conclusions

124

7.1

Conclusion

In this dissertation, we introduce our work in crystal structure generation, crystal
system prediction, and elastic properties prediction. For the first work, we propose
CubicGAN, a novel WGAN-based model to generate cubic crystals on a large scale. We
represent crystals with lattice parameters, base atom coordinates, element properties,
and space group encoding. Elements and space groups work as the input of the
generator to control the type of generated crystals. We train our models for ternary
and quaternary materials with space groups of Fm3̄m, F4̄3m, and Pm3̄m from OQMD.
We generate 10 million samples and perform CIFs readability, charge neutrality, and
negative formation energy checks. It is found that our method not only can re-discover
most cubic materials in existing databases, but can also create 24 and 1 prototype(s)
for ternary and quaternary materials, respectively. After performing DFT simulations
on 108,897 hypothetical materials, four new prototypes with stable materials are
confirmed by dispersion calculation.
On the second topic, we integrate physical insights (atom distance) and symmetric
constraints into the generation of materials. Extensive experiments show that our
model outperforms two baseline models in terms of several widely used evaluation
metrics. With the atom clustering and merging process, the physics guided crystal
generative model can generate high quality crystal structures. After further rigorous
DFT calculations, 1869 out of 2000 randomly selected materials are relaxed/optimized
successfully, of which 39.6% are with negative formation energies.
On the third topic, we use machine learning to build the relationship between
materials composition and the crystal system/space group. We compare Random
Forest with multi-layer perceptron using three different feature representations: atom
embedding, Magpie, and atom one-hot encoding. Due to the many-to-many relationship between composition and crystal system/space group of materials, four types
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of classification (one-vs-all binary, multi-class, polymorphism and multi-label) are
explored. Our extensive experiments show that Random Forest with Magpie achieves
the best performance in one-vs-all binary classification, multi-label and multi-class
classification for crystal systems and space groups. On the contrary, Random Forest
with atom one-hot encoding is the best for polymorphism determination of crystal
systems and space groups. In addition, we analyze the feature importance of Magpie
and the results show that electronegativity, covalent radius, Mendeleev number, melting temperature, GAS volume pascal, and mean atomic weight play a critical part
in determining the space groups and crystal systems of compositions. Our method
paves a new way to quickly screen structures of materials when compositions are only
available.
In the last work, we introduce a new 3D representation termed electronic charge
density (ECD) for materials property prediction. We use 3D and 2D convolutional
neural networks to predict elastic properties, in which convolutional operations can
extract hierarchical features from the ECD. The results show that our method can
achieve good prediction performance for bulk and shear properties. In particular, the
CNN model based on the fusion of Magpie and ECD achieves the best results. We
then validate our best model by comparing the predicted elastic properties with DFT
calculated ones and find that our model can successfully predict the properties with
respective R2 and RMSE of 0.93 and 21.331 for bulk and 0.636 and 22.322 for shear.

7.2
7.2.1

Future work
An unified framework for generative design of materials

No current crystal generative models are able to generate any types of inorganic
materials. They either generate a special family of materials (e.g., Mb-Mn-O system)
or materials with a part of specific space groups. In reality, the number of elements
in existing materials is from 1 to 9. The distribution of the number of materials in
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230 space groups is severely biased. Some space groups have thousands of materials
but other space groups only have several materials in the existing materials databases.
Moreover, the number of atoms in a unit cell can be one-digit or even three-digit.
Different methods, such as padding, are used to represent the various materials as
vectors of fixed sizes. But padding is inefficient in generating materials because it
introduces noise in the representations of materials.
Therefore it is needed for us to design an unified framework to generate materials
in the full spectrum of space groups and elements. Right now, we have three options
in hand: (i) include the number of atoms and the number of elements in the generative
process; (ii) use electronic charge density as the representation for materials; and (iii)
apply score based generative modeling.

7.2.2

Incorporating Additional Physical Properties Based Losses

As we mentioned before, finding stable materials is essential in material science.
In PGCGM, we integrate atom distances and space group symmetry into the generative losses. Although the two losses have increased the ratio of successfully relaxed/optimized materials, stability related properties are needed in generating process.
We have optimized thousands of ternary materials. In next move, we firstly will train a
CGCNN model to build a relationship between the generated materials and formation
energy/energy above hull. Then we will embed the pre-trained CGCNN model to
predict formation energy/energy above hull into the generator. With a energy based
loss, it will push the generator to generate materials with higher stability.
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