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Abstract
The problem of finding a regular n-dimensional crosspolytope (or simplex) of maximal
volume in an n-dimensional cube subsumes the famous problem about the existence of Had-
amard matrices. In this paper it is shown that the crosspolytope problem also has a connection
to another important class of matrices, the symmetric conference matrices. It is shown that
symmetric conference matrices are closely related to crosspolytopes that are locally optimal,
in a certain natural sense. Some open questions about the local optimality of crosspolytopes
related to other matrices (in particular, to weighing matrices) are also presented.
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1. Introduction
In this paper we will study the following problem P: given an n-dimensional
cube for some n, find a regular n-dimensional crosspolytope of maximum volume
contained in the cube. In this section we present some background material and nec-
essary definitions, and then describe our results and some related open questions. Our
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main result is the identification of a class of locally optimal solutions of P, related
to the well-known symmetric conference matrices. Section 2 contains the proof of
this result. In Section 3 we present some examples related to directions for future
research.
For positive integers j  d , a j -dimensional crosspolytope in Rd is the convex
hull of a set of the form
{c + v1, . . . , c + vj , c − v1, . . . , c − vj },
where c, v1, . . . , vj ∈ Rd and v1, . . . , vj are linearly independent. The vector c is the
center of the crosspolytope. The crosspolytope is regular if the vectors v1, . . . , vj are
pairwise orthogonal and all of the same length.
Throughout this paper, n will denote some fixed but arbitrary positive integer.
The term crosspolytope will be used to mean an n-dimensional regular crosspoly-
tope in Rn, centered at the origin. All matrices will be n× n unless otherwise
specified.
The problem P fits into the class of containment problems. These involve com-
puting, approximating, or measuring the convex sets which, among those in a given
class, are the smallest that contain a given convex body or are the largest contained
in it. For a survey of results on containment problems, and connections between
containment problems and other areas of mathematics, see [5].
The problemP is a natural containment problem to study, since the convex bodies
involved are so familiar and so symmetrical. It also is strongly related to the famous
conjecture on the existence of Hadamard matrices. A Hadamard matrix is an n× n
matrix H whose entries are all ±1 and whose columns are pairwise orthogonal,
so HTH = nI . The columns of a Hadamard matrix, together with their negatives,
form the vertex set of a crosspolytope contained in the cube [−1, 1]n. It is easy
to check that this crosspolytope has volume α = 2nnn/2/n!, and that no crosspoly-
tope in [−1, 1]n can have volume greater than α. Furthermore, any crosspolytope in
[−1, 1]n with volume α must be related in the above way to a Hadamard matrix, so it
follows that the volume of a largest crosspolytope in [−1, 1]n is α if and only if there
is an n× n Hadamard matrix. However, the question of for which n there exist n× n
Hadamard matrices has been around for a long time. Hadamard showed in 1893 that
if an n× n Hadamard matrix exists, then n = 1, n = 2, or n is a multiple of 4. He
conjectured that an n× nHadamard matrix exists whenever n is a multiple of 4. This
conjecture has been proven for all n  424, and for infinitely many other multiples
of 4. However, the full conjecture is still open despite the fact that much attention
has been devoted to it. Thus we should not expect to find a complete solution to
our problem P. For more information on Hadamard matrices see, for example, the
survey [9]. We note also that largest full-dimensional simplices in cubes are strongly
related to Hadamard matrices. See [8] for more information.
Since finding globally optimal solutions to P is hard, we have chosen to look for
crosspolytopes that are at least locally optimal, in a sense that will be made precise
shortly.
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The problem P also has an interesting connection to Gaussian elimination. Let
v(n) be the maximum volume of a crosspolytope contained in the cube [−1, 1]n. Let
g(n) be the largest pivot entry (in absolute value) that one could ever encounter while
performing Gaussian elimination with complete pivoting on an n× n matrix A with
|Aij|  1 for all i, j . Large pivot entries are associated with numerical instability of
the elimination procedure, so the value of g(n) is related to the worst-case numerical
stability of complete pivoting. It can be shown (see [7]) that for any n× n orthogonal
matrix A with maxi,j |Aij| = 1/c, performing Gaussian elimination with complete
pivoting on A results in a pivot of absolute value at least c2. The columns of cA,
together with their negatives, form the vertex set of a crosspolytope contained in
[−1, 1]n, with volume 2ncn/n!. Conversely, any crosspolytope contained in [−1, 1]n
with volume 2ncn/n! corresponds in the above way to some orthogonal matrix B
with maxi,j |Bij|  1/c. This implies that
g(n)  (2−nn!v(n))2/n.
Therefore the containment problem P is related to a lower bound on the worst-
case numerical stability of Gaussian elimination with complete pivoting. This bound
is not sharp in general. For example, (2−nn!v(n))2/n  n for all n, but in [6] it is
shown that g(n) > n for n = 13, 14, 15, 16. However, it is the best general lower
bound known. In particular, if there is an n× n Hadamard matrix we get g(n)  n.
Also, in [7], n× n orthogonal matrices are constructed for all n that show that g(n) 
(n+ 1)/2 for all n. Even with the above-mentioned results of [6], it is possible that
there are infinitely many values of n for which g(n) is close to (n+ 1)/2.
There is clearly no loss of generality in restricting attention in P to a fixed n-
cube, and the one most convenient for our purposes is the cube Q = [−1, 1]n. Let
int(Q) = (−1, 1)n denote the interior of Q. We also do not lose anything by re-
stricting attention to crosspolytopes that are centered at the origin. This follows from
the easily proved fact that if C1 and C2 are centrally symmetric convex sets and
C1 ⊂ C2, then the translate of C1 that has the same center as C2 is also contained
in C2.
We will represent crosspolytopes by matrices that are scalar multiples of ortho-
gonal matrices, and we will call such matrices conformal matrices. Given a conformal
matrix M, with columns v1, . . . , vn ∈ Rn, the crosspolytope represented by the
matrix is
C(M) :=conv({v1, . . . , vn,−v1, . . . ,−vn}).
A conformal matrix all of whose entries are in {+1, 0,−1} is called a weighing
matrix. If M is a weighing matrix, then the number of nonzero entries in any column
of M is called the weight of M . The set of n× n weighing matrices of weight w
will be denoted W(n,w). We will denote the group of orthogonal n× n matrices of
determinant 1 by SO(n), and the vector space of n× n skew-symmetric matrices by
Sk(n). We recall the fact that there is a neighborhood Y in Sk(n) of 0 such that the
exponential map D → eD is a diffeomorphism from Y to the image of Y, which is
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a neighborhood in SO(n) of the identity matrix I . We also recall the fact that for
any n× n matrices A,B, any integers i, j with 1  i, j  n, and any nonnegative
integer k,
dk
dtk
((
etAB
)
ij
)∣∣∣∣
t=0
= (AkB)ij.
If A and B are matrices, let A · B denote their Frobenius inner product, i.e.,
A · B :=
n∑
i=1
n∑
j=1
AijBij.
Let ‖A‖ denote the Frobenius norm, i.e., ‖A‖ = √A · A.
Definition 1.1. A conference matrix is a weighing matrix C whose diagonal entries
are 0, and whose off-diagonal entries are nonzero, so that
CTC = (n− 1)I.
(Note that some authors define conference matrices slightly differently. Our defini-
tion is more convenient for our purposes.)
Symmetric conference matrices can exist only if n ≡ 2 mod 4 (or n = 1) and
n− 1 is a sum of two squares of integers. They are known to exist for infinitely many
such values of n. See [3,10] for more information. Symmetric conference matrices
will give us crosspolytopes that are at least locally optimal solutions to P, in the
following sense.
Definition 1.2. Let X be a crosspolytope contained in Q and centered at the origin.
LetM be a conformal matrix withC(M) = X. ThenX is locally largest (resp. strictly
locally largest) if there exists some  > 0 such that for any A ∈ SO(n) with 0 <
‖A− I‖ < , C(AM) ⊂ int(Q) (resp. C(AM) ⊂ Q). Under these same conditions
we also say that the matrix M is locally largest (resp. strictly locally largest).
The point of Definition 1.2 is that a crosspolytope X = C(M) ⊂ Q is locally
largest if and only if all crosspolytopes contained in Q whose orientations are suf-
ficiently close to that of X are no bigger than X. If X is not locally largest, then
there is a sequence A1, A2, . . . ∈ SO(n) such that ‖Ai − I‖ → 0 as i →∞ and
C(AiM) ⊂ int(Q) for all i. The crosspolytopes C(AiM) can be scaled to give cross-
polytopes that are larger than X, contained in Q, and whose orientations approach
that of X. Similarly, X is strictly locally largest if and only if all crosspolytopes
contained in Q whose orientations are sufficiently close to that of X are strictly
smaller than X.
The problem P is equivalent to a minimax problem on SO(n). We wish to min-
imize, for all A ∈ SO(n), the maximum for all i, j of |Aij|. Locally largest (resp.
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strictly locally largest) matrices are scalar multiples of locally optimal (resp. strictly
locally optimal) solutions of this minimax problem.
We can now describe our results and some related open questions. The main result
of this paper is the following.
Theorem 1.3. If n > 2 and M is an n× n symmetric conference matrix, then M is
strictly locally largest.
We also show that no skew-symmetric matrix is locally largest. Then, using known
results on the structure of matrices in W(n, n− 1), we obtain a complete descrip-
tion of their local largestness properties (Theorem 2.8). It turns out that for M ∈
W(n, n− 1), either M is Hadamard equivalent to a symmetric conference matrix
and is strictly locally largest, or M is Hadamard equivalent to a skew-symmetric
conference matrix and is not locally largest.
It is natural to wonder whether an analogous characterization can be obtained for
matrices in W(n, n− 2). In relation to this, we present an example of symmetric
matrices in W(n, n− 2) for various n that are not locally largest (Example 3.2), and
an example of a matrix in W(32, 30) that is strictly locally largest (Example 3.4).
In the course of proving Theorem 1.3, we describe some sufficient conditions for
matrices to be strictly locally largest (Lemmas 2.2 and 2.4). It would be interesting to
know more about the necessity of these conditions. We present one example related
to this (Example 3.5).
There are several other questions we would like to know more about. All of the
matrices we have looked at are either strictly locally largest or not locally largest.
Are there matrices that are locally largest but not strictly locally largest?
Also, the only locally largest matrices we know of that are not weighing matrices
are the ones that correspond to (globally) largest regular octahedra in the 3-cube.
These are the octahedra whose equatorial cross-sections are largest squares in the 3-
cube. For a description of these squares, see [1]. It would be interesting to find other
examples of locally largest matrices that are not weighing matrices.
Finally, can anything interesting be said about locally optimal solutions to other
containment problems?
2. Proof of Theorem 1.3
The proof of Theorem 1.3 will require several intermediate lemmas. We will have
occasion to consider families of matrices indexed by two integer values, so we will
adopt the notational convention that names of matrices may include two integer su-
perscripts to specify to which matrix of a certain family we are referring.
Lemma 2.1. Suppose M is a conformal matrix and |Mij|  1 for all i, j. Also,
suppose that for every nonzero D ∈ Sk(n),
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Mij
d
dt
((
etDM
)
ij
)∣∣
t=0 > 0
for some i, j such that |Mij| = 1. Equivalently, suppose that{
D ∈ Sk(n) : Mij ddt
((
etDM
)
ij
)∣∣∣∣
t=0
 0 for all i, j with |Mij| = 1
}
= {0}.
Then M is strictly locally largest.
Proof. Suppose that M is not strictly locally largest. Then there exists a sequence
D1,D2, . . . ∈ Sk(n)\{0} such that Dk → 0 as k →∞ and, for each k, C(eDkM) ⊂
Q. The sequence (Dk/‖Dk‖)k∈N lies in the unit sphere of Sk(n), which is compact,
so by taking a subsequence we can assume that as k →∞, Dk/‖Dk‖ → D for some
D ∈ Sk(n) with ‖D‖ = 1. Pick some i, j for which
|Mij| = 1 and Mij ddt
((
etDM
)
ij
)|t=0 > 0.
Let f : Sk(n)→ R by f (A) = ((eAM)ij)2. Clearly, f is C∞, f (0) = (Mij)2 = 1,
f (Dk)  1 for each k, and
∇f (0) ·D = 2Mij ddt
((
etDM
)
ij
)∣∣
t=0 > 0.
Pick some  > 0 such that for any A ∈ Sk(n) with ‖A‖ < ,
|f (A)− (f (0)+∇f (0) · A)| < ‖A‖(∇f (0) ·D/2).
Pick N ∈ N large enough that ‖DN‖ <  and
∇f (0) · (DN/‖DN‖) > ∇f (0) ·D/2.
Then
f (DN)=f (0)+∇f (0) ·DN + (f (DN)− (f (0)+ ∇f (0) ·DN))
>f (0)+ ‖DN‖∇f (0) ·D/2 − ‖DN‖∇f (0) ·D/2
=f (0) = 1,
which is a contradiction since we already showed that f (Dk)  1 for all k. This
contradiction shows that M must be strictly locally largest. 
We will now rewrite the inequalities in the previous lemma as linear inequalities
in the vector space Sk(n). For any i, j let Eij be the matrix whose ij th entry is 1 and
all of whose other entries are 0.
Also, if M is any conformal matrix with |Mij|  1 for all i, j , define
M˜ij =
{
Mij(EijMT −MEji) if |Mij| = 1,
0 otherwise.
A. Packer / Linear Algebra and its Applications 357 (2002) 1–13 7
Note that even if |Mij| = 1, the abth entry of M˜ij can be nonzero only if a = i, b /=
i or b = i, a /= i. Also, if x, y, z ∈ {1, . . . , n}, |Mxy | = 1 and x /= z, then M˜xyxz =
MxyMzy and M˜xyzx = −MxyMzy. In particular, M˜xy ∈ Sk(n).
Lemma 2.2. Let M be a conformal matrix with |Mij|  1 for all i, j. Suppose that
{D ∈ Sk(n) : M˜ij ·D  0 for all i, j with |Mij| = 1} = {0}.
Then M is strictly locally largest.
Proof. For any D ∈ Sk(n) and any i, j with |Mij| = 1,
Mij
d
dt
((
etDM
)
ij
)∣∣
t=0=Mij(DM)ij
=Mij
n∑
k=1
DikMkj
=(MijEijMT) ·D
= (MijE
ijMT)− (MijEijMT)T
2
·D
= 1
2
M˜ ij ·D.
Thus the assumptions in this lemma are equivalent to the assumptions in Lemma 2.1,
and therefore M is strictly locally largest. 
If M is a weighing matrix, then we can actually replace the linear inequalities
in Lemma 2.2 with the corresponding linear equalities. To do so we will need the
following result.
Lemma 2.3. Suppose v1, . . . , vk ∈ Rm and c1v1 + · · · + ckvk = 0 for some posi-
tive numbers c1, . . . , ck ∈ R. If x ∈ Rm and vTi x  0 for all i = 1, . . . , k, then infact vTi x = 0 for all i = 1, . . . , k.
Proof. The result is clearly true if k = 1, so suppose k > 1. Suppose vTi x < 0 for
some i. Without loss of generality we can assume that i = 1. Then
0 = 0Tx = c1vT1 x +
k∑
i=2
civ
T
i x  c1vT1 x < 0,
and this contradiction proves the result. 
Lemma 2.4. If M is a weighing matrix, and
{D ∈ Sk(n) : M˜ ij ·D = 0 for all i, j with |Mij| = 1} = {0},
then M is strictly locally largest.
8 A. Packer / Linear Algebra and its Applications 357 (2002) 1–13
Proof. It suffices to show that
A :=
∑
i,j
|Mij|=1
M˜ ij =
n∑
i=1
n∑
j=1
M˜ ij = 0
for then our assumptions here are, by Lemma 2.3, equivalent to the assumptions in
Lemma 2.2, and the result follows.
Fix a, b ∈ {1, . . . , n}. If a = b, then M˜ ijab = 0 for all i, j , so Aab = 0. Suppose
a /= b. Then Aab =∑ni=1∑nj=1 M˜ ijab =∑nj=1(M˜ajab + M˜bjab). But since all the en-
tries of M are +1, 0, or −1, it follows that M˜ajab = MajMbj and M˜bjab = −MajMbj
for all j . So Aab = 0. Thus A = 0 and we are done. 
We say that two matrices of the same dimensions are disjoint if there is no position
where they both have a nonzero entry.
Lemma 2.5. If M is a weighing matrix, and D ∈ Sk(n), then D satisfies M˜ ij ·D =
0 for all i, j with |Mij| = 1 if and only if D = AMT for some matrix A that is dis-
joint from M.
Proof. By the proof of Lemma 2.2, M˜ ij ·D = 2Mij(DM)ij if |Mij| = 1. Since M
is a weighing matrix, Mij = 0 if |Mij| /= 1. So M˜ ij ·D = 0 for all i, j with |Mij| = 1
if and only if M and DM are disjoint. But D = AMT if and only if A = (1/k)DM
where k is the weight of M , so we are done. 
We are now ready to prove our main result.
Proof of Theorem 1.3. Suppose D ∈ Sk(n) satisfies M˜ ij ·D = 0 for all i, j with
|Mij| = 1. Then by Lemma 2.5, D = AMT = AM for some diagonal matrix A.
But since D is skew-symmetric, D = −DT = −MTAT = −MA. So for any distinct
i, j ∈ {1, . . . , n}, (AM)ij = −(MA)ij. Thus AiiMij = −MijAjj and therefore Aii =
−Ajj sinceMij /= 0. Since n > 2, for each i ∈ {1, . . . , n} there exist j, k ∈ {1, . . . , n}
such that i, j, k are all distinct, and thus Aii = −Ajj = Akk = −Aii. Therefore Aii =
0 for all i, so A = 0 and D = 0. Thus
{D ∈ Sk(n) : M˜ ij ·D = 0 for all i, j with |Mij| = 1} = {0},
and by Lemma 2.4, M is strictly locally largest. 
The hypothesis in Theorem 1.3 that n > 2 is really necessary since for n = 1
and n = 2, the matrices C1 := (0) and C2 :=
(0 1
1 0
)
, respectively, are n× n symmetric
conference matrices that are not locally largest. Theorem 1.3 is also false if one
removes the requirement that the conference matrix M be symmetric. In fact, we
have the following result.
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Lemma 2.6. If M is any skew-symmetric conformal matrix with |Mij|  1 for all
i, j, then M is not locally largest.
Proof. Suppose MTM = xI for some nonnegative real number x. If x = 0, then
the result is trivially true, so assume x > 0. If there is any i, j with |Mij| = 1, then
Mij
d
dt
((
etMM
)
ij
)∣∣
t=0 = Mij(M2)ij = Mij(−xI)ij = 0.
Also,
Mij
d2
dt2
((
etMM
)
ij
)∣∣
t=0 = Mij(M3)ij
= Mij(−xM)ij = −x(Mij)2 = −x < 0.
So for sufficiently small positive t ,C(etMM) ⊂ int(Q), and thusM cannot be locally
largest. 
Delsarte et al. in [4] prove the following result.
Theorem 2.7. Any n× n conference matrix with n > 2 is equivalent, under multi-
plication of rows and columns by −1, to a symmetric or to a skew-symmetric con-
ference matrix, according as n satisfies n ≡ 2 (mod 4) or n ≡ 0 (mod 4).
Multiplying the rows and columns of a conformal matrix by −1 clearly does not
affect the local largestness or strict local largestness of the matrix. Neither does per-
muting the rows, nor permuting the columns. Thus we can completely characterize
which weighing matrices of weight n− 1 are locally largest.
Theorem 2.8. Let M be an n× n weighing matrix of weight n− 1. Then if n = 1,
n = 2 or n ≡ 0 (mod 4), M is not locally largest. Otherwise, n ≡ 2 (mod 4) and M
is strictly locally largest.
3. Directions for future research
It would be nice to obtain a result analogous to Theorem 2.8 for weighing matrices
of weight n− 2. There is an analogue of Theorem 2.7 for weight n− 2 matrices,
which is proven by Craigen in [2]. The following is a slight paraphrasing of Craigen’s
result. Craigen also obtains results about the structure of weighing matrices of weight
n− 3 and n− 4.
Theorem 3.1. If W is an n× n weighing matrix of weight n− 2, then either W is
the 3 × 3 identity matrix, or n is even. In the latter case, W can be transformed, by
10 A. Packer / Linear Algebra and its Applications 357 (2002) 1–13
permuting and negating rows and columns, into a matrix of 2 × 2 blocks, in which
the diagonal blocks are zero, and the off-diagonal blocks are (±1)-matrices of rank
1 or 2 according as n ≡ 2 (mod 4) or n ≡ 0 (mod 4).
This theorem suggests that the question of local largestness in the weight n−
2 case may be much more complicated than in the weight n− 1 case. Even if a
complete characterization may be hard to obtain, it would be interesting to inves-
tigate further the question of which weight n− 2 matrices are locally largest or
strictly locally largest. We have found examples of symmetric weight n− 2 ma-
trices that are not locally largest, so it is clear that the weight n− 2 case is indeed
quite different from the weight n− 1 case. These examples can be constructed as
follows.
Example 3.2. Let C be a symmetric k × k conference matrix for some k > 1. Let
H =
(
1 1
1 −1
)
.
Let M be a 2k × 2k matrix made up of 2 × 2 blocks, where the i, j block is CijH .
Then M is a symmetric weighing matrix of weight 2k − 2. Let A be a 2k × 2k block
diagonal matrix with diagonal blocks equal to(
1 −1
−1 −1
)
.
Then D = AMT is skew-symmetric. Clearly DM = (2k − 2)A is disjoint from M ,
and
D2M = −DDTM = −AMTMATM = −(2k − 2)AATM = −2(2k − 2)M.
Thus for any i, j with |Mij| = 1,
Mij
d
dt
((
etDM
)
ij
)∣∣
t=0 = Mij(DM)ij = 0
and
Mij
d2
dt2
((
etDM
)
ij
)∣∣
t=0=Mij(D2M)ij
=−2(2k − 2)(Mij)2 = −2(2k − 2) < 0.
Therefore, for sufficiently small positive t , C(etDM) ⊂ int(Q), and thus M is not
locally largest.
There are at least some weight n− 2 weighing matrices that are strictly locally
largest. We constructed one using the following result, from [3].
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Theorem 3.3. If W ∈ W(n,w) has zero diagonal, then
ψ(W) :=
(
W + I W − I
WT − I −WT − I
)
∈ W(2n, 2w + 2).
Example 3.4. Given a weighing matrixW ∈ W(n,w)where n > w, define φ(W) ∈
W(n,w) as follows. Start by setting φ(W) = W . Then perform the following proce-
dure for each i = 1, . . . , n successively: find the smallest j  i such that (φ(W))ij =
0 and then swap columns i and j of φ(W). When you have done this for all i, the
matrix φ(W) that you end up with will have zero diagonal.
Now, set
W =


0 0 1 1
0 0 1 −1
1 1 0 0
1 −1 0 0

 ∈ W(4, 2).
Defining ψ as in Theorem 3.3, let
M = ψ(φ(ψ(φ(ψ(W))))) ∈ W(32, 30).
Then it can be shown that M is strictly locally largest. We determined this with
the aid of Matlab by examining the system of linear equations arising from Lemma
2.5. It turns out that there is no nonzero matrix A such that A is disjoint from M and
AMT is skew-symmetric. The matrix M is neither symmetric nor skew-symmetric,
but it may be possible to transform it into a symmetric or skew-symmetric matrix by
permuting and negating its rows and columns.
It is well known that there are 32 × 32 Hadamard matrices. These correspond
to the (globally) largest crosspolytopes in [−1, 1]32. Since there are finitely many
32 × 32 Hadamard matrices, the corresponding crosspolytopes are all isolated from
each other, and thus they are each strictly locally largest. The crosspolytope C(M)
is smaller than the crosspolytopes corresponding to 32 × 32 Hadamard matrices.
Therefore, in dimension 32 we have strictly locally largest crosspolytopes of at least
two different sizes.
In addition to studying the weight n− 2 case further, it would also be interesting
to examine the question of whether the condition in Lemma 2.4 is also a necessary
condition for a weighing matrix M to be strictly locally largest. Our intuition is that
for most nonzero D satisfying the system of equations in Lemma 2.4, C(etDM)
should be contained in Q for all sufficiently small positive t . If the condition in
Lemma 2.4 is a necessary condition, the simplest situation one could imagine is that
for every nonzero D satisfying the system of equations in Lemma 2.4, C(etDM) ⊂
Q for all sufficiently small positive t , and thus if there are any such nonzero D the
matrix M cannot be strictly locally largest. However, the following example shows
that this is not the case.
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Example 3.5.
Let
M =


0 0 1 1
0 0 1 −1
1 1 0 0
1 −1 0 0

 , D =


0 0 1 −1
0 0 3 −1
−1 −3 0 0
1 1 0 0

 .
Then
DM =


0 2 0 0
2 4 0 0
0 0 −4 2
0 0 2 0

 , D2M =


0 0 −6 2
0 0 −14 6
−6 −14 0 0
2 6 0 0

 .
So Mij(DM)ij = 0 for all i, j , but M14(D2M)14 > 0. Therefore D satisfies the sys-
tem of equations in Lemma 2.4, but there is no  > 0 such that C(etDM) ⊂ Q for
all t with 0 < t < .
However, this example does not show that the condition in Lemma 2.4 fails to be
a necessary condition. If we set
D∗ =


0 0 10 10
0 0 1 −10
−10 −1 0 0
−10 10 0 0

 ,
then
D∗M =


20 0 0 0
−9 11 0 0
0 0 −11 −9
0 0 0 −20

 ,
D2∗M =


0 0 −110 −290
0 0 −11 191
−191 −11 0 0
−290 110 0 0

 .
So Mij(D∗M)ij = 0 for all i, j , and Mij(D2∗M)ij < 0 for all i, j . Therefore there is
some  > 0 such that C(etD∗M) ⊂ int(Q) for all t with 0 < t < , and M is not
locally largest.
The analogous question of necessity for the condition in Lemma 2.2 for general
conformal matrices seems much more complicated, but it might still be interesting
to know more about whether and when it fails to be necessary.
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