Digital watermarking has been proposed as a solution to the problem of copyright protection of multimedia documents in networked environments. There are two important issues that watermarking algorithms need to address. Firstly, watermarking schemes are required to provide trustworthy evidence for protecting rightful ownership; Secondly, good watermarking schemes should satisfy the requirement of robustness and resist distortions due to common image manipulations (such as filtering, compression, etc.). In this paper, we propose a novel watermarking algorithm based on singular value decomposition (SVD). Analysis and experimental results show that the new watermarking method performs well in both security and robustness.
INTRODUCTION
The advent of the Internet and the wide availability of computers, scanners and printers make digital data acquisition, exchange and transmission a simple task. However, making digital data accessible to others through networks also creates opportunities for malicious parties to make salable copies of copyrighted content without permission of the content owner. Digital watermarking techniques have been proposed in recent years as methods to protect the copyright of multimedia data [1, 2, 3, 4] .
In general, an effective watermarking scheme should satisfy the following basic requirements:
1. Imperceptibility: the perceptual difference between the watermarked and the original documents should be unnoticeable to the human observer, i.e., watermarks should not interfere with the media being protected. [5, 6, 7, 8] : a satisfactory watermarking scheme should also guarantee that it is impossible to generate counterfeit watermarks, and should provide trustworthy evidence to protect the rightful ownership.
Trustworthiness
3. Robustness [9, 10, 11, 12] : given a watermarked document, an unauthorized party should not be able to destroy the watermark without also making the document useless, i.e., watermarks should be robust to common signal processing and intentional attacks. In particular, they should still be detectable or extractable even after common signal processing operations have been applied to the watermarked image (such as digital-to-analog, analog-to-digital conversions, resampling, filtering, compression, geometric transformation, cropping, scaling, rotation, etc.).
Most existing watermarking schemes focus on robust means to make the watermark imperceptible rather than on addressing the important issue of how to resolve the rightful ownership of an image embedded with multiple signatures (or watermarks, labels, etc.) [5, 8, 13] .
Craver et al [13] were among the first to note that resolving the rightful ownership of watermarked images is a very important issue. They simulated the cases of attacking existing watermarking techniques by providing counterfeit watermarking schemes that can be performed on a watermarked image to allow multiple claims of ownership. Their proposed attack is sometimes known as the IBM ambiguity attack (or protocol level attack). An example is the inversion attack by Craver et al. that attempts to discredit the authority to the watermark by embedding one or several additional watermarks such that it is unclear which was the first authoritative watermark embedded by the IPR owner.
Currently only a few methods have been reported that try to solve the ownership problem.
The first such method is probably the one presented by Craver et al. They design a non-invertible scheme which is a modified version of the watermarking method proposed by Cox et al [9] .
However, the non-invertibility of their scheme is based on an invalid assumption [8] .
The second is based on time-stamping as proposed by Wolfgang and Delp [14] . The owner with the earliest timestamp is the true owner of the watermarked documents. However time stamping has the disadvantages of requiring ongoing involvement of a third party and being unsuitable for time sensitive applications. In addition, timestamps can be manipulated by anyone else besides the true owners. This scheme can thus be easily defeated.
The third method is proposed by Zeng et al [15] . Because their watermarking scheme detects the embedded watermark without using the original image, it actually cannot resolve rightful ownership [8] . In their algorithm, the watermarking scheme protects the embedded watermark rather than the ownership of digital images. The key issue lies in that because watermark detection in the their algorithm does not need original images, an attacker can always create his counterfeit original images and claim his/her ownership (see [8] further discussions).
Qiao et al [8] proposed the fourth scheme to try to solve the ownership problem. They combine their scheme with cryptography and use a standard encryption algorithm (i.e. DES) to generate the randomized watermarks from the original image or video chip. The embedded watermark is a function of the encryption key and the original image. An obvious drawback of their scheme is that the algorithm cannot insert semantically meaningful watermarks and the capacity of watermarks is seriously restricted. In addition, it is a non-linear watermarking model, so it is difficult to estimate the inserted watermark's energy and capacity and control the visual quality of the watermarked images.
In this paper, we present a new digital image watermarking method based on singular value decomposition. We will show later that because SVD is in fact a one-way decomposition algorithm and is an optimal matrix decomposition in a least-square sense, the new method performs well both in resolving rightful ownership and in resisting common attacks.
The rest of this paper is organized as follows. Section 2 outlines the problem of rightful ownership; Section 3 describes the principle of SVD and the proposed method; Section 4 presents further analysis and discussion on the method; Section 5 discusses experimental results. The paper is concluded in Section 6.
PROBLEM OF RIGHTFUL OWNERSHIP
One of the main purposes of a watermark is to protect the owner's copyright. However, for many existing watermarking schemes, an attacker can easily confuse one by manipulating the watermarked image (or video, audio) and claim that he or she is the legitimate owner [13] . Some watermarking schemes require the original image (or video chip) to perform watermark verification. However even with the presence of the original image, the rightful ownership problem still exists. The class of watermarking schemes that can be attacked by creating a "counterfeit original" is called invertible.
Craver et al [13] define the concept of non-invertibility to address the issue of rightful ownership. Informally, non-invertibility means that it is computationally unfeasible for an attacker to find a faked image and a watermark such that the pair can result in the same watermarked image created by the real owner. We will review the definition of the class of invertible watermarking schemes in the following. non-invertible [7, 8] . We regard Eq. (2) and (3) as the basic equations to define non-invertible watermarking schemes (though there may be some alternative definitions). Detailed descriptions can be found in [8, 13] .
Suppose the original image is

SVD-Based Watermarking
Singular value decomposition (SVD) is a numerical technique used to diagonalize matrices in numerical analysis. It is an algorithm developed for a variety of applications.
The main properties of SVD from the viewpoint of image processing applications are: (1) the singular values (SVs) of an image have very good stability, i.e., when a small perturbation is added to an image, its SVs do not change significantly; (2) SVs represent intrinsic algebraic image properties.
In this section, we describe a watermark casting and detection scheme based on the SVD.
A. SVD
From the viewpoint of linear algebra we can observe that a discrete image is an array of non-negative scalar entries which may be regarded as a matrix. Let such an image be designated We notice that the unique property of the SVD transform is that the potential SVD has many good mathematical characteristics. For the sake of space, we will not discuss them in this paper. Further details on SVD may be found in [16, 17] .
B. Watermark Casting and Detection
In watermark casting, the singular value decomposition of an . Although we assume A to be a square matrix (image) for convenience, other non-square images can be processed in exactly the same way. We maintain that this is one of the advantages of the SVD method over some other popular watermarking schemes which cannot directly handle non-square matrices [9, 18, 19] .
We add a watermark W (also represented as a matrix) into matrix S and perform singular value decomposition on the new matrix 
ANALYSIS AND DISCUSSION
A. Non-invertible Watermarking Scheme
If an attacker attempts to create a "counterfeit original" image F A , Eq. (2) and (3) show that it is a one-way and non-invertible watermarking algorithm. 
Eq. (7) 
□
We are now in a position to deduce one important result.
Theorem 1:
If watermarking is carried out as Eq. (5), then we have the following two equivalences: 
Proof:
The proof is simple and the above two equivalences are similar. So we only need to prove one of them. From the definition of SVD and the proposed watermarking algorithm, we have:
Similarly, it is obvious that the following equivalence holds:
Based on the definition of non-invertibility and the conclusion obtained above, we can deduce that if the new method is non-invertible, it should not satisfy the following two conditions simultaneously: 
B. Error Estimation
When we add a watermark into an image, two questions should be asked: what is the difference between the original image and the watermarked image, and how much energy or watermark information can be inserted? These questions are not isolated and all in fact related to error estimation, a subject that has mostly been overlooked in the existing literature. can be used as a measure to determine the error between I and Â . Therefore we can adjust the watermark's spectral norm to an acceptable level to trade-off between robustness and perceptibility. One simplest way is to adjust the value of scale factor a . Theorem 2 provides theoretical guidance for us to select watermarks, control watermark location and determine the watermarking energy inserted. Such information is typically unavailable in existing watermarking algorithms but is of great importance in practical applications.
C. Watermark Selection
From Eq. (16), we can see that given scale factor a , the error between the original image and the watermarked image is controlled by the spectral norm of the watermark So how to select watermarks is an important issue to be considered. Many watermarking algorithms select pseudo Gaussian random sequences as watermarks, and use them to prove the existence of watermarks by means of correlation detection or by exploiting the statistical characteristics [9] . However they hardly consider semantically meaningful visual watermarks. In fact, such watermarks are more common in many practical applications. ( 17 ) For most images, the energy is mainly concentrated in a small number of large singular values. From Eq. (16), it is obvious that if we choose random matrix A as the watermark, better results can be obtained. For non-random meaningful watermarks, we can preprocess the watermark to reduce the value of the watermark's 2-norm. One effective way is to randomize the watermark.
EXPERIMENTAL RESULTS
In this section, we mainly demonstrate the robustness of our watermarking method. The resistance of the proposed watermarking algorithm to various distortions was studied in a series of experiments on grayscale images.
We compare our method with the Spread Spectrum Communication method proposed by Cox [9] in order to put the performance investigation of our algorithm in proper context. The results show that our method is much more robust. The algorithm is tested with a variety of images, but for the sake of space, here we only give the results of using the 200-by-200 gray image Lena and robustness test in six aspects: adding noise, low pass filtering, JPEG compression, scaling, image cropping and rotation.
Similar to the Cox method, the watermark used is a 2500-by-1 vector consisting of pseudo Gaussian random numbers. In watermark casting by the SVD method, we represent the watermark vector as a 50-by-50 matrix, while in the Cox method, the watermark is directly added into the first 2500 highest magnitude DCT coefficients of the image. The value of the scaling factor a of the Cox method, which controls the watermark energy to be inserted, is set to 0.1 (a typical value used by Cox [9] ). We use a set of 50 2500-by-1 random vectors as watermarks for testing, and only the 10-th is the correct one. The similarity of the original image and the Figure 3 (a) and the response of watermark detection is shown in Figure 3(b) .
We note that although the correct watermark (the 10-th) shows the highest response compared with other watermarks, but the highest value in this case is only a mere 0.11. Figure 4 shows the result of low pass filtering to the image by the SVD method. The filter is a Gaussian low pass filter. Its size is 16-by-16, and the variance σ is 4. We use the filter to perform two-dimensional FIR filtering on the watermarked image. After filtering, the image is heavy smoothed. The smoothed image is shown in Figure 4(a) . The responses of watermark detection from the blurred image are shown in Figure 4(b) . We can see that after heavily smoothing, the SVD method can still reliably detect the correct watermark. The value of the correlation coefficient of the correct watermark is about 0.3 which is much higher than that of the Cox method where the result is almost meaningless (see Figure 5 ). We also perform lossy compression for the watermarked images. Figure 6 shows the robustness test against JPEG compression for the SVD method. We apply heavy compression to the watermarked image. The quality of JPEG compression is 5 with a compression ratio of 18. coefficient value is 0.3786. One interesting thing is that we also perform the test of removing the image's right half. The correlation coefficient value becomes 0.1548, which means that the image's right half contains more information than the left half as far as image watermarking is concerned. Figure 11 is the same robustness test for the Cox method. Figure 11(a) is the clipped image. Finally we demonstrate the results of using visual watermarks. In our method, the added watermark is represented by a matrix, so it is convenient for us to embed a visual watermark directly into the image without extra processing. Here we add a 50-by-50 gray scale image into image Lena. The watermark is shown in Figure 14 Robustness tests have also been done for the watermarked image with a visual watermark. These experimental results show that even if the watermarked image has undergone severe physical distortions, the SVD method can still detect the correct watermark and determine the existence of the watermark. The results also clearly demonstrate that the novel method is considerably more robust than the popular Cox method.
CONCLUSIONS
In this paper, a new watermarking method for digital images has been presented. The 
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