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Abstract
We present a simple model and algorithm for predicting driver destinations
and routes, based on the input of the latest road links visited as part of an
ongoing trip. The algorithm may be used to predict any clusters previously
observed in a driver’s trip history. It assumes that the driver’s historical
trips are grouped into clusters sharing similar patterns. Given a new trip,
the algorithm attempts to predict the cluster in which the trip belongs. The
proposed algorithm has low temporal complexity. In addition, it does not
require the transition and emission matrices of the Markov chain to be com-
puted. Rather it relies on the frequencies of co-occurrences of road links and
trip clusters. We validate the proposed algorithm against an experimental
dataset. We discuss the success and convergence of the algorithm and show
that our algorithm has a high prediction success rate.
1. Introduction
As personalised driving experience expectations are growing ([7]), so is the
need to automate the prediction of the driver’s behaviour. Understanding
the driver’s intentions is a prerequisite to enabling personalised assistance
functions, such as personalised risk assessment and mitigation, speed ad-
vice ([4, 10, 11]), rerouting ([14]) infrastructure systems ([15]), engine man-
agement systems ([5]), etc. Amongst the key driver intentions to predict,
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destination and route have been the subject of several research efforts, see
for example ([13, 16, 2, 3, 9]) and the references therein.
While this paper is inspired by the recent numerous activities on route
and destination prediction, it offers a number of novelties. In particular, we
present here a new destination and route prediction algorithm with minimal
complexity. The proposed algorithm predicts the route and destination of
a driver given the latest road links visited as part of the ongoing trip. The
algorithm may be used to predict patterns previously observed as part of a
driver’s trip history. It simply assumes that the driver’s historical trips are
grouped into clusters sharing similar patterns (e.g., clustering by destination,
by route similarity, etc.). Given a new trip, the algorithm attempts to predict
the cluster within which this trip belongs.
The complexity of our algorithm is bi-linear in the number of the in-
put visited road links, and the total number of clusters. We evaluated our
algorithm against a synthetic dataset of trips of a single fictional driver,
covering a one-year period. We report on the convergence rate of our algo-
rithm, expressed as the number of road links required to correctly predict the
route/destination. To the best of our knowledge, this performance indicator
tends to be neglected in the literature.
2. Proposed Approach
The overall principle of the destination/route prediction approach we pro-
pose is illustrated in Figure 1. A registered vehicle or driver needs to be
equipped with a client application in order to interact with the predictor.
This is typically a mobile phone app. The client periodically sends the car
probe data to the destination/route predictor, and receives predictions based
on these. The predictor is trained on the driver’s historical data. At the end
of a new trip, the trip data are added to the driver’s historical database,
allowing the predictor to update its prediction models.
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Figure 1: Destination/Route Prediction Workflow
The prediction algorithm requires that GPS positions be mapped to road
links, as trajectories are modelled as sequences of road links rather than GPS
coordinates. Therefore a map matching component is needed.
2.1. Data Gathering and Pre-Processing
Raw trip data for a given driver and vehicle are initially gathered by the
client application in the form of sequences of GPS positions with time stamps.
Trips with multiple destinations are split into multiple trips. We assume that
the client application is responsible for detecting the start and end of a trip.
This may be achieved in several more or less sophisticated ways. In modern
cars, trip data may be available through the OBD2 interface, which may be
used as a primary way to detect the start and end of trips. This may be
further refined based on the duration of stops, whether the engine was on or
off, distance to road, etc. Trip detection is beyond the scope of this article,
but is a prerequisite to our algorithm and assumed to be the responsibility
of the client.
As mentioned earlier, our prediction algorithm requires trips in the form
of sequences of road links rather than GPS coordinates. Therefore raw trip
data collected by the client are mapped to directed road links using a map
matching component. Figure 2 shows an example of a car trajectory, rep-
resented by a sequence of oriented arrow heads, mapped to a sequence of
links [l0, ..., l5] (bold lines). Several consecutive raw positions may map to
the same road link, but each link is considered only once in a sequence.
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Figure 2: Map Matching Example
2.2. Clustering
In reality, our prediction algorithm is not limited to predicting destina-
tions or routes. Rather, it can be trained to predict any patterns or clusters.
The idea is that you provide it with training data in the form of clustered
historical trips, where each trip is assigned a cluster, usually representing
a pattern. For example historical trips may initially be clustered by des-
tination, in which case the algorithm will predict destinations, or by route
similarity, in which case it will predict route patterns. In all cases, we as-
sume that a clustering step is required prior to the training, and that the
algorithm is used to predict the cluster of a trip. Here we discuss two types
of clustering of trips: clustering by destination and clustering by route, as
illustrated in Figure 3.
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Figure 3: Clustering trips {T1, ..., T5} by destination (assuming that O is the origin) leads
to three destination patterns {T1, T2, T3}, {T4}, {T5}, while clustering by route similarity
leads to four route patterns {T1}, {T2, T3}, {T4}, {T5}.
Clustering by Destination. In this case we cluster trips based on the prox-
imity between the GPS coordinates of their destinations. We rely on tradi-
tional clustering techniques, such as hierarchical clustering or k-means clus-
tering [6]. In the former, the key clustering parameter is a distance threshold
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above which a cluster node is to be further split. In the latter, the key pa-
rameter is the number of clusters, which may be determined given a relative
variance threshold.
Clustering by Route Similarity. In this case we cluster trips based on a sim-
ilarity measure between their routes. We define the similarity of two routes
as the ratio of number of shared road links and the total number of links in
both routes. We then compute the distance matrix between all the trips and
apply a hierarchical clustering choosing a dissimilarity of 0.2 as the threshold.
2.3. Training
For a given vehicle and driver, we train our prediction algorithm using
pre-processed and clustered historical trips. Assuming that all trips have
been assigned to clusters, we define the set of clusters C = {1, . . . , n} of
cardinal |C| = n. Consider L = {1, . . . , m} the set of all road links belonging
to all the historical trips, where |L| = m. Each trip is defined as a sequence
of one or more links in L, with their time stamps, and is associated with a
cluster or pattern in C.
The training simply consists in computing the link-cluster co-occurrence
frequency matrix F of dimension m×n, where Fi,j is the frequency of cluster
j ∈ C in trips containing link i ∈ L. From this matrix we can infer the
following probabilities required by our prediction algorithm.
The probability to be on link l knowing that the current trip belongs to
cluster C = c:
p(l|C = c) =
# trips traversing l in cluster c
# trips in cluster c
=
Fl,c
m∑
i=1
Fi,c
. (1)
The probability to be in cluster C = c knowing that the current link is l:
p(C = c|l) =
# trips traversing l in cluster c
# trips passing via l
=
Fl,c
n∑
j=1
Fl,j
. (2)
2.4. Prediction
The prediction is based on the provision of a sequence of k road links
l1:k = (l1, ..., lk) visited as part of the ongoing trip, for which we want to
predict the cluster (route or destination). The cluster prediction algorithm
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relies on the Markovian formalism, where clusters act as hidden states and
links as observations. The time step of the process is the time needed for
the vehicle to enter a different road link (observation). For time t = k, Ck
denotes the hidden cluster state that we want to estimate, and lk the current
link observation. According to the Markovian formalism, the probability of
Ck+1 given l1:k is provided by:
p(Ck+1 = c|l1:k) =
n∑
i=1
p(Ck+1 = c|Ck = i)p(Ck = i|l1:k). (3)
Probability p(Ck+1|Ck) is given by the transition matrix of the hidden
Markov model. We assume that a driver will not change his destination or
route on the fly. Therefore, the hidden cluster state is considered independent
of the time step, and the transition matrix is simply the identity matrix.
Therefore, the propagation model of (3) becomes:
p(Ck+1|l1:k) = p(Ck|l1:k). (4)
This reduces the model to Naive Bayes. According to Bayes’ theorem, we
obtain the following recursive formula:
p(C|l1:k, lk+1) ∝ p(lk+1|C)p(C|l1:k). (5)
The prior probability p(C|l1) is provided by equation (2) above. As can
be seen, the probability p(lk+1|C) does not need to be estimated using ma-
chine learning techniques such as the Baum-Welch algorithm [1]. Instead,
it only relies on counting the trip occurrences, as presented in Section 2.3,
equations (1) and (2).
It is possible that a trip includes a wrong link observation, due to noisy
GPS observations or erroneous map matching, or that the current link lk+1
has never associated with cluster C. In such a case, equation (5) will result in
p(lk+1|C) = 0, leading to zero probability for cluster C for all the subsequent
steps. The risk is that a probability 0 may be associated with the correct
cluster. To avoid this problem, we introduce a small constant r, inspired
from the Google PageRank algorithm [12], and correct the probability of
equation (5) as follows:
p(C|l1:k+1)←
r
n
+ (1− r)p(C|l1:k+1). (6)
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It is important to note though that while the introduction of such a
constant is meant to help avoid probability 0 being associated with the correct
cluster, it comes at the expense of slowing down the convergence rate. The
higher r is, the slower the algorithm will converge. An optimum value for a
may be learned via traditional machine learning techniques.
The resulting algorithm is straightforward. The only defined parameter is
the tolerance threshold, defined as ǫ, that is used as a termination criterion.
Algorithm 1 Prediction with clusters as hidden states
1: procedure ClusterPrediction
2: Initialisation:
3: ǫ← tolerance // (e.g., 0.01)
4: n← |C| // total number of clusters
5: k ← 1
6: for j ∈ C do
7: Pj ← p(C = j|l1)
8: Algorithm core:
9: while maxj∈[1:n] Pj < 1− ǫ do
10: Wait for new observed link : lk+1
11: for i ∈ C do
12: Pj ← Pj · p(lk+1|C = j)
13: normalise (Pj)j∈[1:n]
14: for i ∈ C do
15: Pj ← r/n+ (1− r)Pj
16: k ← k + 1
17: Final prediction:
18: Predicted cluster← argmaxj∈[1:n] Pj
Note that the consideration of context (day and time of the trip) simply
requires to compute frequencies conditionally to the context. However, the
selection of driver-tailored contexts can be a challenging task, as discussed
in the following section.
2.5. Context Considerations
Here we discuss the introduction of context in our prediction algorithm.
Context is represented here as a variable γ belonging in a multi-dimensional
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discrete context space Γ. It can be thought of as a cell in a multi-dimensional
matrix or hypercube. For example, since people’s activities (and therefore
destinations and routes) mainly depend on time, we can use trip timestamps
as temporal context. We define temporal context as a two-dimensional vari-
able γ = (d, t), where d ∈ [0 : 6] is a day of the week, and t is a time of the
day, discretised into time bins (e.g., twenty-minute or one-hour bins). Each
link li, i ∈ [1 : k], has an associated time stamp (e.g., time link was entered),
and therefore a temporal context γi = (di, ti). This can be thought of a cell
in the two dimensional matrix illustrated in Figure 4.
We extend the above prediction algorithm with context by considering
observations (visited links) in their context. This means that, in the training
phase, instead of computing one single frequency matrix F , we compute
multiple matrices F γ, one for each discrete context value γ in the context
space Γ. We revise the probability expressions (6) as follows:
The probability to be on link l knowing that the current trip belongs to
cluster C = c and that context is γ:
p(l|C = c, γ) =
F γl,c
m∑
i=1
F γi,c
. (7)
The probability to be in cluster C = c knowing that the current link is l and
that context is γ:
p(C = c|l, γ) =
F γl,c
n∑
j=1
F γl,j
. (8)
In the prediction phase, given an observed road link l with context γ ∈ Γ,
we retrieve from the prediction model the pattern probability distribution for
the same link in the same context (cell). While this is meant to help improve
precision, it may turn out to be problematic due to historical data sparsity
and variability. Suppose we represent context by day of the week and one-
hour time bins of the day. Assume, for example, that you always drive to
work sometime between eight and nine o’clock in the morning, but that today,
Wednesday, you are two hours late. For a given road link l visited during
your trip to work, no historical observation for the same link l and for the
same temporal context (Wednesdays between ten and eleven o’clock) will be
found as illustrated in figure 4. However, we may have historical observations
for l in different contexts (greyed cells). Given that it is Wednesday morning,
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common sense suggests that you are likely to be driving to work. There is
a need then to allow for some flexibility when matching the context of the
current observation (link) to those of historical observations.
Friday
Saturday
Sunday
Monday
Wednesday
Thursday
Tuesday
08 09 10 11 12... ... 15 ...
l
l
l
l
l
l
l
l
l
Figure 4: Context Matching: Link l is observed in the current trip for the first time on a
Wednesday between 10 and 11 o’clock, but has been observed in historical trips at other
times (grey cells).
We propose an automatic context expansion method allowing for flexible
context matching. In this solution, each context dimension is represented
as a hierarchy of bins with varying (increasing) granularity. Figure 5 shows
an example where days of the week are grouped initially into working days
and week-end, then refined into actual week days. In the same way, time of
the day may be represented by broad day period bins (morning, afternoon,
evening, etc.), then refined into narrower bins (down to hourly, or twenty-
minute bins). A context matcher allows us to start with the finest context cell
in the context hypercube, then expand according to one or multiple context
dimensions, until a minimum number of observations is reached. The context
expansion method uses an expansion strategy which defines the order and
magnitude of expansion according to each axis. For instance, you may want
to expand the time of the day bin to the day period, before attempting to
expand the context along the days of the week axis, and so on.
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Figure 5: Context Expansion Example
3. Experimental Results
3.1. Dataset
The dataset was generated in the following way. We selected an area
of interest in Dublin city from OpenStreetMap, with 7 locations as ori-
gins/destinations (“home”, “friend’s home”, “workplace”, “city centre”, “shop-
ping centre”, “hospital”, “childcare”) representing the usual destinations of
a fictional driver. This led to 21 origin/destination pairs. For each pair, we
generated up to 3 routes representing different options a driver may choose
from. We then fed these into SUMO (Simulation of Urban MObility) ([8])
to generate GPS trajectories of simulated cars. These GPS tracks were gen-
erated in a probabilistic manner following a weekday/weekend scenario. For
example, during weekdays the driver has a higher probability (95%) to drive
from home to work each morning (9am - 10am), while during weekends the
driver has higher probability (70%) to drive to the city centre from home.
Using the resulting GPS tracks as input, we then added random noise to the
GPS coordinates, by sampling from a uniform distribution around the input
GPS points, with a maximum bias of 10m. Such an error can be seen as a
worst case scenario for GPS noise. The resulting noisy GPS tracks were then
stored as the raw GPS data for the driver historical trips.
As our prediction algorithm expects road links rather than GPS coordi-
nates, we mapped the raw noisy GPS tracks back to road links using IBM
Streams. This resulted in trips in the form of sequences of road links together
with their timestamps. We clustered the so-obtained trips by destination and
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by route similarity as described in section 2.2, leading to 7 destination clus-
ters and 34 route clusters. Finally we split the trips (50%-50%) into train and
test datasets and computed the frequency matrices from the train dataset as
described in section 2.3.
3.2. Destination Prediction Results
Figure 6 shows the results of our algorithm for destination prediction
for various values of the page rank constant and the prediction tolerance
(cf. Algorithm 1). With the page rank constant r set to 0, we observe a
slow convergence to an accuracy of 94.8% until a plateau is reached as the
tolerance threshold increases. This confirms that the proposed algorithm is
very competitive in comparison to other approaches in the literature, see ([13,
16]) for instance, with prediction accuracy levels higher than 90%. The
average number of links needed to predict a correct destination with 94.8%
accuracy is 9.8, which seems to be a good result given that the average
number of links per trip is 87.7 for the considered dataset. This means that
correct destinations are predicted 94.8% of the time when the driver has been
through about 10% of his trip.
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Figure 6: Destination prediction accuracy levels and their required number of links trav-
elled, as a function of tolerance ǫ, and for various values of the page rank constant r.
12
Conforming to equation (5), prediction errors can be avoided using a
nonzero page rank constant r. However, this comes at the expense of a
higher number of links needed to correctly predict destination, as can be
seen in Figure 6b. The average number of links needed to correctly predict
destinations jumps to 21.1 with r = 10−2. This corresponds to about a
quarter of the whole trip in average, which may not be sufficient for some
applications, such as risk mitigation applications requiring that the driver
destination be predicted at an early stage of the trip.
3.3. Route Prediction Results
Figure 7 shows the results of our algorithm for route prediction for var-
ious values of the page rank constant and the prediction tolerance (cf. Al-
gorithm 1). With the page rank constant r set to 0, we observe a slow
convergence to an accuracy of 84.0% until a plateau is reached. The average
number of links needed to predict the correct route with this level of accuracy
is 14.1, which is satisfactory as it corresponds to approximately 15% of the
trip.
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Figure 7: Route prediction accuracy levels and their required number of links travelled,
as a function of tolerance ǫ, and for various values of the page rank constant r.
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When setting the constant r to a nonzero value, we observe an increase
in the accuracy levels, reaching 97.4% for r = 10−2. Again, this comes
at the expense of a higher number of links needed to correctly predict the
route, which jumps to 29.2, as can be seen in Figure 7b. This corresponds to
more than a third of the trip in average, which again may not be sufficient
for some applications. A solution to improve the convergence rate, other
than optimising parameter r, may be to add a pre-processing step after the
map-matching algorithm to remove the occurrences of jitters and stubs, as
suggested in [13].
3.4. Accuracy as a Function of the Number of Visited Links
Figure 8 shows the prediction accuracy rate as a function of the number
of links visited for both destination and route prediction. This is a rarely
discussed evaluation metric in the literature. The idea is to run the predic-
tion algorithm against the test dataset, and record the percentage of correct
predictions as a function of the number of visited links. In this experiment, a
prediction is considered as correct if the predicted destination/route with the
highest probability corresponds to the actual destination/route of the trip.
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Destination prediction
Route prediction
Figure 8: Prediction accuracy levels as a function of the number of links visited.
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Unsurprisingly, and in light of the previous figures 6 and 7, the accuracy
rate increases until it reaches a plateau. This plateau corresponds to 93.1%
after 10 links for destination prediction, and 83.3% after 16 links for route
prediction.
3.5. On the Comparison with Existing Algorithms
While we leave a more thorough case by case comparison for future work,
we discuss here several properties that need to be taken into consideration
when comparing existing approaches.
• Pre-processing Requirements: Prediction algorithms may rely on
GPS trajectories only ([3, 2]), on map matching (the case of our al-
gorithm), or on map matching followed by a correction step, e.g., the
filtering of jitters and stubs ([13]).
• Output of the Algorithm: Algorithms may predict destination ([9]),
route or/and destination [13], or, more generally, clusters.
• Complexity of the Algorithm: Prediction algorithms may require
trajectory mining computations ([16, 2]), or may be less demanding if
relying on Markovian assumptions ([13]), but may rely on a map match-
ing algorithm. In our case the complexity of the prediction algorithm
itself is O(#visited links×#clusters).
• Convergence of the Accuracy Rate: This is a rarely discussed per-
formance indicator for destination/route prediction algorithms, how-
ever it is important to understand how the prediction accuracy of the
algorithm evolves with the trip (e.g., prediction accuracy as a function
of the number of links, or proportion of trip).
• Train vs. Test Data: The proportion of trained vs. tested dataset,
which is 50% in our case, may vary across works and affect the accuracy
results.
• Benchmark Data: The datasets against which an algorithm is bench-
marked are important as their predictability levels may vary. In our
case, we generated a synthetic dataset, which means that all the trips
are predictable or, to reuse the formulation of ([3]), belong to the “re-
peated trip” category.
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4. Conclusion
In this paper we presented a simple yet novel algorithm for route and
destination prediction, based on the sequence of visited road links as input,
and on the formalism of Hidden Markov Models as a method. We tested
our algorithm using a synthetic dataset, and showed that it leads to high
prediction accuracy and convergence rates for both destination and route
prediction. Extension of this work to community-shared vehicle, such as
vehicles shared by a family or a company, will be the subject of our future
work.
Acknowledgement
This work has been conducted within the ENABLE-S3 project that has
received funding from the ECSEL Joint Undertaking under grant agreement
no 692455. This joint undertaking receives support from the European Union
Horizon 2020 research and innovation programme and Austria, Denmark,
Germany, Finland, Czech Republic, Italy, Spain, Portugal, Poland, Ireland,
Belgium, France, Netherlands, United Kingdom, Slovakia, Norway.
References
References
[1] Baum, L. E., Petrie, T., Soules, G., Weiss, N., 1970. A maximization
technique occurring in the statistical analysis of probabilistic functions
of markov chains. The annals of mathematical statistics 41 (1), 164–171.
[2] Chen, L., Lv, M., Chen, G., 2010. A system for destination and fu-
ture route prediction based on trajectory mining. Pervasive and Mobile
Computing 6, 657 – 676.
[3] Froehlich, J., Krumm, J., 04 2008. Route prediction from trip observa-
tions. In: SAE Technical Paper. SAE International.
URL http://dx.doi.org/10.4271/2008-01-0201
[4] Griggs, W., Russo, G., Shorten, R., 2016. Consensus with state obfus-
cation: an application to speed advisory systems. In: Proceedings of
the IEEE 19th International Conference on Intelligent Transportation
Systems (ITSC).
17
[5] Gu, Y., Hausler, F., Griggs, W., Shorten, E. C. A. R., 2016. Smart pro-
curement of naturally generated energy (sponge) for phevs. International
Journal of Control 89, 1467 – 1480.
[6] Hastie, T., Tibshirani, R., Friedman, J., 2009. Unsupervised learning.
In: The elements of statistical learning. Springer, pp. 485–585.
[7] IBM, 2015. Automotive 2025: Industry without borders. Tech. rep., IBM
Institute for Business Value.
[8] Krajzewicz, D., Erdmann, J., Behrisch, M., Bieker, L., December 2012.
Recent development and applications of SUMO - Simulation of Urban
MObility. International Journal On Advances in Systems and Measure-
ments 5 (3&4), 128–138.
[9] Manasseh, C., Sengupta, R., Oct 2013. Predicting driver destination
using machine learning techniques. In: 16th International IEEE Confer-
ence on Intelligent Transportation Systems (ITSC 2013). pp. 142–147.
[10] Monteil, J., Russo, G., July 2017. On the design of nonlinear distributed
control protocols for platooning systems. IEEE Control Systems Letters
1 (1), 140–145.
[11] Monteil, J., Sau, J., Bouroche, M., Nov 2016. Adaptive pid feedback con-
trol for the longitudinal dynamics of driver-assisted vehicles in mixed
traffic. In: 2016 IEEE 19th International Conference on Intelligent
Transportation Systems (ITSC). pp. 1634–1641.
[12] Page, L., Brin, S., Motwani, R., Winograd, T., 1999. The pagerank ci-
tation ranking: Bringing order to the web. Tech. rep., Stanford InfoLab.
[13] Simmons, R., Browning, B., Zhang, Y., Sadekar, V., Sept 2006. Learning
to predict driver route and destination intent. In: 2006 IEEE Intelligent
Transportation Systems Conference. pp. 127–132.
[14] Sinnott, S., Ordez-Hurtado, R., Russo, G., Shorten, R., Nov 2016. On
the design of a route parsing engine for connected vehicles with appli-
cations to congestion management systems. In: 2016 IEEE 19th Inter-
national Conference on Intelligent Transportation Systems (ITSC). pp.
1586–1591.
18
[15] Valls, V., Monteil, J., Bouroche, M., Nov 2016. A convex optimisation
approach to traffic signal control. In: 2016 IEEE 19th International
Conference on Intelligent Transportation Systems (ITSC). pp. 1508–
1515.
[16] Xue, A. Y., Zhang, R., Zheng, Y., Xie, X., Huang, J., Xu, Z., April
2013. Destination prediction by sub-trajectory synthesis and privacy
protection against such prediction. In: 2013 IEEE 29th International
Conference on Data Engineering (ICDE). pp. 254–265.
19
