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In this paper we construct families of compactly supported nonseparable
interpolating refinable functions with arbitrary smoothness (or regularity). The
symbols for the newly constructed scaling functions are given by a simple formula
related to the Bernstein polynomials. The emphasis of the paper is to show
that under an easy-to-verify geometric condition these families satisfy Cohen’s
condition, and they have arbitrarily high regularity. Furthermore, the constructed
scaling functions satisfy, under the same geometrical condition, the Strang–Fix
conditions of arbitrarily high order, which implies that corresponding interpolating
schemes have arbitrarily high accuracy. Ó 2001 Academic Press
1. INTRODUCTION
In this paper we present a construction of families of refinable interpolating functions
{ϕP }P∈N that are compactly supported and have the arbitrary regularity property; i.e., for
every α > 0 there is an integer P0 such that ϕ ∈ Cα (the Hölder space of order α) for all
P > P0.
A function ϕ(x): Rd→R is refinable if it satisfies a two-scale-identity
ϕ(x)=
∑
γ∈Zd
aγ ϕ(Ax − γ ), a= {aγ }γ∈Zd ∈ `2(Zd ), (1)
where A is a dilation matrix; i.e., it has integer entries and all eigenvalues of A have
modulus larger than 1.
The sequence a is called the mask of ϕ. A function ϕ(x): Rd→R is interpolating if
ϕ(k)= δ0,k, ∀k ∈ Zd .
1 The author is supported in part by the National Science Foundation, Grant DMS-96-32032.
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Refinable interpolating functions are frequently used in computer-aided graphic design
(CAGD), and also play a key role in the iterative interpolation processes and subdivision
schemes [13]. In wavelet theory they serve as generators of biorthogonal, in general
nonseparable, wavelet bases. In particular, in one dimension the construction of refinable
interpolating functions is an intermediate step in the construction of the compactly
supported orthonormal wavelet bases [8, 19]. In higher dimensions refinable interpolating
functions still lead to orthonormal wavelet bases, but the methods currently available do
not, in general, preserve compact support.
In applications of a particular interest are arbitrarily smooth refinable interpolating
functions with compact support. However, since membership in C∞, on one side, and
compact support and finitely supported mask, on the other, are incompatible properties, we
focus our interest on the families of compactly supported refinable interpolating functions
with the arbitrary regularity property.
Furthermore we are interested in nonseparable refinable interpolating functions, i.e.,
in those not obtained by tensor product of univariate refinable interpolating functions.
Nonseparable refinable interpolating functions have several advantages to separable ones.
For example, nonseparable wavelet generators allows you to construct a wider class of
wavelets, allows better edge control in image processing, and could be constructed to have
isotropic characteristics.
In one dimension for dilationA= [2] the problem was solved by Daubechies in 1988 [9].
Since then there have been several generalizations and variations of the Daubechies
construction, see [10, 22, 19, 7]. In higher dimensions the contributions to date have dealt
with somewhat limited contexts. Cohen and Daubechies used the univariate construction
for the class of dilations with q = |det(A)| = 2 to produce nonseparable orthonormal
generators with an arbitrary number of vanishing moments. Unfortunately, these examples
are not even continuous. In the same paper they present an example of arbitrarily smooth
biorthogonal nonseparable wavelet bases for the dilation matrix A= [ 1−1 11].
Several other examples of the continuous nonseparable wavelet bases can be found in the
work of Kovacˇevic´ and Vetterli [18] and He and Lai [16]. Belogay and Wang [2] produced
the first known arbitrarily smooth nonseparable orthonormal wavelet bases for the dilation
matrices A = [ 1−1 11 ] and A = [0 21 0]. Similar results have been obtained by Ayache [1]
for the dilations 2I and −2I . There are only few constructions that work for an arbitrary
dilation matrix. Gröchenig et al. constructed a multivariate version of the Haar scaling
functions and the B spline of order 1 [14, 15]. Riemenschneider and Shen [17] constructed
arbitrarily smooth nonseparable wavelet bases providing that the starting mask in their
iteration procedure satisfies Cohen’s condition and that it is smooth enough. Gröchenig and
Dahlke in [7] used methods based on the multivariate Lagrangian interpolation methods
to construct masks for a large class of dilations. Their method guarantees the Strang–
Fix conditions of a certain order are satisfied but does not guarantee nonnegativity of the
symbols and it does not address the questions about Cohen’s condition.
In [11] we described an algorithm for the construction of a variety of families of
refinable interpolating functions for an arbitrary dilation matrix. In this paper we analyze
the smoothness properties of the families of refinable interpolating functions in [11].
Furthermore, we present sufficient conditions under which Cohen’s condition is satisfied
for the whole family.
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Our construction follows the standard approach via multiresolution analyses (MRA). In
that context, the problem of constructing a scaling function comes down to a problem of
finding a trigonometric polynomial with certain properties. This trigonometric polynomial
represents the Fourier transform of a mask and is usually called the symbol of a scaling
function.
The construction starts with a known symbol that satisfies the Strang–Fix conditions
of low order. By combining it with the Bernstein polynomials in appropriate way we
obtain more complex symbols MP that satisfied the Strang–Fix conditions order P and
correspond to the family of refinable interpolating functions that has the arbitrary regularity
property.
There are several advantages to our method when compared to other known methods.
First, it works for a general dilation matrix. The newly constructed symbols MP are
represented by a simple formula related to the Bernstein polynomials, which allows easy
computation and analysis of the asymptotic behavior of symbols. Further they satisfy the
Strang–Fix conditions of order at least P . They are also nonnegative, which raises hopes
that by using some suitable generalization of the Féjer–Riesz lemma they might serve as
an intermediate step in the construction of the orthogonal generators in fashion similar
to the Daubechies’ approach in the univariate case. However, the key advantage of the
method is that there is an easy-to-verify geometrical condition on the starting symbol
which, if satisfied, guarantees that Cohen’s condition is satisfied for the whole family
{MP }P∈N. Furthermore, the same geometrical condition guarantees that the family of
refinable interpolating functions {ϕP }P∈N corresponding to {MP }P∈N has the arbitrary
regularity property.
The paper is organized as follows. In Section 2 we present the general setting. In
Section 3 we explain the construction algorithm and prove the basic properties of the
constructed symbols. In Section 4 we discuss the asymptotic behavior of the symbolsMP .
In Section 5 we show that, under a certain geometrical condition, the symbols satisfy
Cohen’s condition. In Section 6 we show that under, the same assumption, the families
of the interpolating functions we have constructed have the arbitrary regularity property.
Finally, in Section 7 we present some open questions and give some examples.
2. GENERAL SETTING
Our construction follows the MRA approach, which was successfully used by Daubech-
ies to solve the problem in the univariate case. In this section we list the key ingredients of
the approach. We start with the definition of MRA.
DEFINITION 2.1 (Multiresolution Analysis). LetA be a dilation matrix and let {Vj }j∈Z
be a sequence of closed subspaces of L2(Rd ) such that
(M1) Vj ∪ Vj+1 j ∈ Z,
(M2) ⋃j∈Z Vj = L2(Rd),
(M3) f (x) ∈ V0⇔ f (Ajx) ∈ Vj , and
(M4) there is a function ϕ(x) such that {ϕ(x − k), k ∈ Zd } is an orthonormal basis
for V0.
Then {Vj } is called a multiresolution analysis with respect to A.
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The function ϕ(x) is called an orthonormal generator or a scaling function. The
condition (4) can be relaxed so that integer translates of ϕ form a Riesz basis for V0.
If, in addition, ϕ is an interpolating function then it is called an interpolating generator or
an interpolating scaling function. The orthonormal and interpolating generators are related
as follows; if ψ(x) is an orthonormal generator then
ϕ(x) :=ψ(x) ∗ψ(−x)= 〈ψ,ψ(· − x)〉 (2)
is an interpolating generator. This is a consequence of (M4), i.e., of ψ having orthogonal
Zd -translates.
The next step is to translate the problem from the time domain to the frequency domain.
In what follows we use the following version of the Fourier transform:
fˆ (ξ)=
∫
Rd
f (t)e−2pii〈t,ξ 〉 dt.
Applying the Fourier transform to (1), the two-scale-identity becomes
ϕˆ(ξ)= 1
q
∑
γ∈Zd
aγ e
−2pii〈γ,B−1ξ 〉ϕˆ(B−1ξ)=M(B−1ξ)ϕˆ(B−1ξ), (3)
where B =AT , q = |det(A)| and M(ξ)= (1/q)∑γ∈Zd aγ e−2pii〈γ,ξ 〉. M(ξ) is the Fourier
series of the mask, normalized by 1/q and is called the symbol of ϕ.
In this paper we are only interested in scaling functions with compact support. That
would be guaranteed, by the Paley–Wiener theorem, if the symbol has a finite spectrum;
i.e., it is a trigonometric polynomial. By iterating (3) we obtain
ϕˆ(ξ)=
∞∏
j≥1
M(B−j ξ)ϕˆ(0). (4)
Thus, to construct a scaling function it suffices to construct its symbol.
Questions about convergence of the infinite product in (4) and membership of
ϕ ∈ L2(Rd) naturally arise. In the case when the symbol is a trigonometric polynomial
these questions are answered using standard methods [8]. The next ingredient is a theorem
due to Lemarié-Rieusset and Cohen. The theorem gives the conditions under which a
trigonometric polynomial is a symbol of an interpolating generator.
THEOREM 2.1. Let M(ξ) be a trigonometric polynomial such that
(C1) M(0)= 1,
(C2) M(ξ)≥ 0,
(C3) ∑g∈GM(ξ + g) = 1, where G is a complete set of coset representatives
of B−1Zd/Zd ,
(C4) Cohen’s condition.
Then ϕˆ(ζ )=∏j≥1M(B−j ξ) is an interpolating generator.
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Cohen’s condition is a technical condition that requires the existence of a compact set T
which is a tile of Rd , contains a neighborhood of 0, and satisfies
m(B−j ξ) > 0 for all ξ ∈ T and j = 1,2, . . . .
(C1) is necessary for the convergence of the infinite product in (4). (C3) is a consequence
of ϕ being an interpolating function. (C2) implies that ϕˆ ∈ L1(Rd) and guarantees that ϕ
is uniformly continuous. However the main reason that we impose (C2) is that we would
like to use it for the construction of orthonormal wavelets. In the frequency domain the
relation (5) between the symbols for interpolating generator and orthonormal generator
has the form
ϕˆ(ξ)= |ψˆ(ξ)|2, (5)
or, in terms of the symbols
M(ξ)= |m(ξ)|2, (6)
where M(ξ) is the symbol for ϕ and m(ξ) the symbol for ψ .
Using (6) one can rewrite Theorem 2.1 so that it suites the case of an orthonormal
generator. Simply omit (C2) and replace (C3) with
(C3′)
∑
g∈G
|m(ξ + g)|2 = 1 (quadrature mirror filter condition).
Then the conclusion is that ψˆ(ξ)=∏j≥1M(B−j ξ) is an orthonormal generator. Thus if
we construct a symbol for a refinable interpolating function, we will obtain a symbol for an
orthonormal generator simply by “taking a square root” ofM(ξ), i.e., solving (6) form(ξ).
The last step in the univariate case was justified by the Fejér–Riesz lemma, which
guarantees the existence of a trigonometric polynomial, which is a solution for (6).
Unfortunately, the lemma is false in higher dimensions. A counterexample can be found
in [21].
In conclusion, following the steps in the Daubechies program we have been able to
construct the interpolating generators, and therefore biorthogonal wavelet bases. However
the construction of the orthogonal wavelets will have to wait until we have a multivariate
version of the Fejér–Riesz lemma. More precisely, what is needed are conditions on the
trigonometric polynomial under which this lemma could be expanded to the multivariate
case.
On the other hand, in some applications biorthogonal wavelet bases are more suitable
than orthogonal ones. Furthermore, interpolating generators are used in the interpolating
schemes. From that point of view we want that interpolating schemes corresponding
to the constructed refinable interpolating functions to have accuracy of a certain order.
More precisely, an interpolating scheme has the accuracy of order L if it reproduces all
polynomials of degree less than L. In order to secure accuracy of order L we must impose
the so-called Strang–Fix conditions on the symbolM(ξ). The Strang–Fix conditions are
DkM(g)= 0 ∀g ∈G\{(0,0, . . . ,0)} and ∀k ∈Nd0; |k| ≤ L.
The Strang–Fix conditions are also related to the smoothness of scaling functions. In one
dimension they are necessary assumptions for smoothness, but in higher dimensions that
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is not true in general [6]. However, in combination with some additional requirements on
the symbol we will use them to prove regularity properties of newly constructed scaling
functions.
In conclusion, the construction of the symbol is a search for a trigonometric polynomial
that satisfies certain conditions. These conditions can be separated in two groups. (C1)–
(C3) and the Strang–Fix conditions are of algebraic nature and they depend only on the
choice of lattice B−1Zd/Zd . In the other group are Cohen’s condition and regularity
requirements. They are purely analytic questions and they depend on the choice of the
dilation matrix. We are now ready to start the construction.
3. THE CONSTRUCTION OF INTERPOLATING GENERATORS
In this section we present an algorithm for the construction of symbols and present some
of the properties of the constructed symbols.
In what follows for k = (k0, k1, . . . , kq−1) ∈ Zd we denote kP := ( k0P , k1P , . . . ,
kq−1
P
) and(
P
k
) := ( P
k0,k1,...,kq−1
)
.
Let e := (0,0, . . . ,0) and let G= {e, g1, g2, . . . , gq−1}. Recall that G is a full set of the
coset representatives of B−1Zd/Zd . Further, let D := {e= d0, d1, d2, . . . , dq−1} be a digit
set, a set of coset representatives of Zd/AZd . Let furthermore
m0(ξ) := 1
q
q−1∑
j=0
e−2pii〈dj ,ξ 〉, (7)
and let
mD(ξ) := |m0(ξ)|2 =
∣∣∣∣∣ 1q
q−1∑
j=0
e−2pii〈dj ,ξ 〉
∣∣∣∣∣
2
. (8)
m0(ξ) and mD(ξ) are symbols of a nonseparable multivariate generalization of the Haar
scaling function and of the B splines of order one. More precisely, m0 corresponds to the
scaling function that is a characteristic function of a set T where T is a self-similar tiling;
i.e., it is a tiling of Rd and it satisfies
AT =
q−1⋃
i=0
T + di (9)
where T + di are disjoint. Equation (9) is a set theoretic version of the two-scale-identity.
The construction of m0(ξ) and mD(ξ) is due to Gröchenig et al. (see [14, 15]). In
their honor we call mD(ξ) the Groham polynomials. In [14] authors prove that mD(ξ)
is a solution for the algebraic part of the construction. More precisely, they proved the
following proposition.
PROPOSITION 3.1 (Gröchenig, Haas, Madych). Let m0(ξ) be defined as in (7) then
(1) m0(0)= 1,
(2) ∑g∈G |m0(ξ + g)|2 = 1,
(3) m0(ξ) satisfies the Strang–Fix conditions of order 1.
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As a consequence mD(ξ) satisfies (C1)–(C3) and the Strang–Fix conditions of order 2.
This provides the starting symbol for our construction. In general, we could use any other
symbol to be our starting symbol but the construction of the Groham polynomials is the
most convenient since it is the only one known that works for an arbitrary dilation matrix.
Next we choose an integer P that is related to the desired order of accuracy.
Define
MP(ξ) :=
∑
k∈P
8(k)
(
P
k
)
m
k0
D(ξ)m
k1
D (ξ + g1) · · ·m
kq−1
D (ξ + gq−1), (10)
where P := {k = (k0, k1, . . . , kq−1) ∈ Zq ; ki ≥ 0, ∑q−1i=0 ki = P } and
8(k0, k1, . . . , kq−1)=
{ 1
#{i:ki=‖k‖∞} if k0 = ‖k‖∞
0 otherwise.
In the following theorem we list several properties of MP .
THEOREM 3.1. MP (ξ) defined by (10) satisfies
(a) MP(0)= 1,
(b) MP (0)≥ 0,
(c) ∑g∈GMP (ξ + g)= 1 where G= B−1Zd/Zd ,
(d) Strang–Fix conditions of order P ,
(e) MP(ξ) =MPD(ξ) + Rest(ξ) where Rest is a nonnegative trigonometric polyno-
mial, and
(f) MP (ξ) = MLD(ξ)F (ξ) where F is a trigonometric polynomial, and L is the
largest integer satisfying L≤ P−1
q
+ 1.
Theorem 3.1, except for part (d), has been proven in [11]. Here we repeat the main steps
of the proof of (a), (b), (e), (f) for the completeness of the paper and better understanding
of the structure of MP (ξ). We also give a shorter proof of (c) and we prove (d).
Proof. (a), (b), (e), and (f) are proven from the definition because mD(ξ) ≥ 0 and
because each term in Rest(ξ) contains at least one factor mD(ξ + q), g 6= e.
(c) We identify G = {e, g1, g2, . . . , gq−1} with {0,1,2, . . . , q − 1} and write k =
(k0, k1, . . . , kq−1) = (kg0, kg1, . . . , kgq−1). Then G induces an action on any function on
Rq defined by σw8(ke, kg1, . . . , kgq−1) :=8(kσw(e), kσw(g1), . . . , kσw(gq−1)).
Observe that with this notation we have
∑
w∈G
σw8(k)= 1 ∀k ∈P . (11)
Now we can start computing the sum in (c):
∑
w∈G
MP (ξ +w)=
∑
w∈G
∑
k∈P
8(k)
(
P
k
) q−1∏
l=0
mD(ξ)
kl (ξ + gkl +w)= (∗).
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By reindexing the outer sum and then interchanging the order of summation we obtain
(∗)=
∑
k∈P
∑
w∈G
σw8(k)
(
P
k
) q−1∏
l=0
mD(ξ)
kl (ξ + gkl )
=
∑
k∈P
(∑
w∈G
σw8(k)
)(
P
k
) q−1∏
l=0
mD(ξ)
kl (ξ + gkl )= (∗∗).
Using (11) and Proposition 3.1(2) we have
(∗∗)=
∑
k∈P
(
P
k
) q−1∏
l=0
mD(ξ)
kl (ξ + gkl )
= (mD(ξ)+mD(ξ + g1)+ · · · +mD(ξ + gkq−1))P
= 1.
The last step is due to mD satisfying (C3).
(d) Statement (f) implies that MP satisfies the Strang–Fix conditions of order 2L.
But a finer analysis shows that the order is at least P . The proof is given in the following
lemma.
LEMMA 3.1 (Decay of MP ’s or Strang–Fix conditions of order P ). Let mD(ξ) be the
Groham polynomial defined by (8). Then
(i) mD(ξ + g)≤ C2‖ξ‖22 ,
(ii) MP (ξ + g)≤ CPqP ‖ξ‖P2
for g ∈ G\{e} and some fixed constant C, or equivalently, mD satisfies the Strang–Fix
conditions of order 2, and MP those of order P .
Proof. For any ξ ∈Rd we have
|m0(ξ + g)| = |m0(ξ + g)−m0(g)| =
∣∣∣∣∣1q
q−1∑
j=0
e−2pi〈dj ,ξ+g〉 − e−2pi〈dj ,g〉
∣∣∣∣∣
≤ 1
q
q−1∑
j=0
|e−2pii〈dj ,g〉| · |e−2pii〈dj ,ξ 〉 − 1| = (∗).
Since |e2piix − 1| = 2| sinpix| ≤ 2pi |x|, we have
(∗)≤ 2
q
q−1∑
j=0
|pi〈dj , ξ〉| ≤ 2
q
q−1∑
j=0
pi‖di‖2 ‖ξ‖2 ≤ 2pi1D
q
‖ξ‖2,
where 1D =∑q−1j=0 ‖di‖2. Hence, |mD(ξ + g)| = |m0(ξ + g)|2 ≤ (4pi212D/q2)‖ξ‖2 ≤
C2‖ξ‖2.
In what follows we use the notation mg(ξ) := mD(ξ + g). For a fixed h ∈G we have
mh(−h)=mD(h− h)=mD(0)= 1 and mg(−h)= 0 for g 6= h. Therefore we have
mg(ξ − h)≤ C2‖ξ‖2 ∀g ∈G\{h}.
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Further we have
0≤MP(ξ − h)=
∑
k∈P
8(k)
(
P
k
)
·mk0D (ξ − h)mk1g1(ξ − h) · · ·m
kq−1
gq−1(ξ − h)
≤
∑
k∈P
8(k)
(
P
k
)
·
∏
g 6=h
mg(ξ − h)kg
≤
∑
k∈P
8(k)
(
P
k
)
·
∏
g 6=h
(C2‖ξ‖2)kg = (∗∗).
By construction of MP ’s, mD is the factor with the highest power in each term in the sum.
Therefore, the highest power of mh, h 6= e, cannot exceed P/2. Hence ∑g 6=h kg ≥ P/2.
Finally, we have
(∗∗)≤ (C2‖ξ‖2)P/2
∑
k∈P
8(k)
(
P
k
)
≤ (C‖ξ‖)P qP−1 ≤ (Cq‖ξ‖)P .
Remark. In dimension 1 the polynomials MP are just the Daubechies polynomials
case, A = [2] and D = {0,1}, G = {0, 12 }, and m0ξ := (1 + e−2piiξ )/2. Hence mD(ξ) =
cos2(piξ) and mD(ξ + 1/2)= sin2(piξ). We have
MP (ξ)=
∑
k∈2
8(k)
(
P
k
)
[cos2(piξ)]k0[sin2(piξ)]k1 . (12)
Finally, choose P = 2L− 1 and use the symmetry of the binomial coefficients to obtain
M2L−1(ξ)=
L−1∑
k1=0
(
2L− 1
k1
)
[cos2(piξ)]2L−1−k1[sin2(piξ)]k1 ,
i.e., M2L−1 is the Daubechies polynomial of order L.
In conclusion, for a given dilation matrix A and a choice of a digit set D we constructed
a family of trigonometric polynomials that satisfies the required conditions. In order to
discuss the analytic part of the problem we next investigate the asymptotic behavior of
MP ’s.
4. ASYMPTOTIC BEHAVIOR
In this section we discuss asymptotic behavior of {MP }P∈N and their relation to the
Bernstein polynomials.
Let E be defined as
E :=
{
x = (x0, x1, . . . , xq−1) :x0 = ‖x‖∞, xi ≥ 0,
q−1∑
i=0
xi = 1
}
.
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Further let 1q := {x ∈Rd :xi ≥ 0; ∑q−1i=0 xi = 1} and let the Bernstein polynomial of any
function f : 1q→R be defined as
BPf (ξ)=
∑
k∈P
f
(
k
P
)(
P
k
)
x
k0
0 (ξ)x
k1
1 (ξ) · · ·x
kq−1
q−1 (ξ).
Furthermore, let 8˜( k0
P
, k1
P
, . . . ,
kq−1
P
)=8(k0, k1, . . . , kq−1). Observe that 8˜( kP )= χE( kP ),
a.e. The following theorem will be the crucial ingredient in proving the increasing
regularity of the corresponding refinable interpolating functions.
THEOREM 4.1. Let MP (ξ) be defined as in (10). Then
(1) MP (ξ)= BP 8˜(mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1))
(2) MP (ξ)= BPχE(mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1)) a.e.
(3) MP (ξ)→ 8˜(mD(ξ),mD(ξ+g1), . . . ,mD(ξ+gq−1)) as P →∞ andMP (ξ)→
χQ a.e. as P →∞ where
Q= {ξ ∈Rd :mD(ξ)≥mD(ξ + g) for all g ∈G,g 6= e}. (13)
The convergence in both cases is uniform on compact sets on which the corresponding
function is continuous.
Proof. The proof of the theorem can be found in [11]. Here we indicate the main ideas
behind the proof.
(1) is relatively easy to see. One just needs to compare the formulas forMP and BP 8˜
MP (ξ)=
∑
k∈P
8(k)
(
P
k
)
m
k0
D (ξ)m
k1
D(ξ + g1) · · ·m
kq−1
D (ξ + gq−1)
BP 8˜(ξ)=
∑
k∈P
χE
(
k
P
)(
P
k
)
x
k0
0 (ξ)x
k1
1 (ξ) · · ·x
kq−1
q−1 (ξ)
and replace mD(ξ + gi) by xi , and 8(k) by χE( kP ).
(3) follows from (2) using the known facts about the convergence of the Bernstein
polynomials
MP(ξ)= BPχE((mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1))
→ χE(mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1))
as P goes to∞.
Further, χE(mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1)) = 1 only if the first coordinate
dominates the other coordinates, i.e., if mD(ξ) ≥ mD(ξ + g) for all g ∈ G. Hence
χE(mD(ξ),mD(ξ + g1), . . . ,mD(ξ + gq−1))= χQ(ξ).
Remark. One could replace 8˜ with a proper choice of a function f : 1q → [0,1] and
still obtain a symbol for a compactly supported refinable interpolating function (see [12])
but the analysis of the corresponding refinable interpolating functions is somewhat
different and will be discussed elsewhere.
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The following proposition shows that χQ(ξ), if it satisfies Cohen’s condition, is a symbol
for a scaling function.
PROPOSITION 4.1.
(1) χQ(0)= 1,
(2) χQ(ξ)≥ 0,
(3) ∑g∈G χQ(ξ + g)= 1 a.e.
Proof. (1) and (2) are trivial. For (3), we have∑
g∈G
χQ(ξ + g)=
∑
g∈G
lim
P→∞MP (ξ + g)= limP→∞
∑
g∈G
MP (ξ + g)= 1.
Next we analyze the scaling function ϕ∞, which corresponds to the symbol χQ. ϕ∞ is
defined as
ϕˆ∞(ξ)=
∏
j≥1
χQ(B
−j ξ).
Since Q is a periodic set, it can be written in the form K + Zd for some set K. More
precisely, let 0 be a fundamental domain of Rd/Zd such that it contains a neighborhood
of 0. The set K is defined as
K = {ξ ∈ 0 :mD(ξ)≥mD(ξ + g) for all g ∈G} =Q∩ 0. (14)
In practice one may use 0 = [− 12 , 12 ]d . In what follows all equalities hold up to a set of
measure 0. The properties of K are summarized in the following proposition.
PROPOSITION 4.2. The set K defined by (14) satisfies the following properties:
(1) Q=K +Zd ,
(2) [−, ]d ⊆K for some  > 0,
(3) |K + g ∩K| = 0 for all g ∈G, g 6= e,
(4) |K| = 1/q ,
(5) BK is a tile for Rd .
Proof. (1) Since Q=Q+ l, l ∈ Zd , we have
K +Zd =
⋃
l∈Zd
(K + 0)+ l =
⋃
l∈Zd
Q∩ (0 + l)=Q∩Rd =Q.
(2) By the choice of the fundamental domain 0 and the definition of Q, there is a
neighborhood of the origin, [−, ]d , contained in Q∩ 0. Hence, [−, ]d ⊆K .
(3) This property follows from (K + g)∩K ⊆ (Q+ g)∩Q, and |(Q+ g)∩Q| = 0
by Proposition 4.2(3). Hence we have |(K + g) ∩K| = 0.
(4) Proposition 4.2(3) implies that
Rd =
⋃
g∈G
Q+ g =
⋃
g∈G
(Q∩ 0)+ g +Zd .
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Hence Q ∩ 0 is a fundamental domain for B−1Zd/Zd . This implies that K = |Q ∩ 0| =
1/q .
(5) According to Lemma 1 in [16], it suffices to show that
(i) |BK| = 1, and
(ii) ⋃z∈Zd BK + z=Rd .
(i) follows from |K| = 1/q and (ii) from ⋃g∈GK + g + Zd = Rd and ⋃g∈GBg +
BZd = Zd . More precisely,
Rd = BRd = B
(⋃
g∈G
K + g +Zd
)
= BK +
⋃
g∈G
Bg +BZd = BK +Zd .
Now we are ready to compute ϕˆ∞. Unfortunately, the answer in general has a rather
complicated form. The best we can say is
ϕˆ∞(ξ)=
∞∏
j≥1
χK+Zd (B−j ξ)= χ⋂j≥1 BjK+BjZd (ξ), (15)
where
⋂
j≥1BjK + BjZd is a compact set, which is very hard to compute. One could
refer to the complexity of the underlying set as a “chaos”, but if we impose the assumption
K ⊂ BK , we have the following theorem.
THEOREM 4.2. Let K be defined as in (14) and assume that K ⊂ BK . Then
ϕˆ∞(ξ)= χBK(ξ).
One could say that the assumption K ⊂ BK brings “order” (BK) into the “chaos”
(⋂j≥1BjK +BjZd ).
Proof. The proof consists of three steps.
Step 1. We show that
K =
∞⋂
j=0
BjK +BjZd .
Let ξ ∈⋂∞j≥0BjK + BjZd . Then we can write ξ = Bjkj + Bj zj , where kj ∈ K and
zj ∈ Zd . Further, for every j ≥ 0 we have
Bjkj +Bj zj = Bj+1kj+1 +Bj+1zj+1.
Applying B−j we obtain
kj = Bkj+1 +Bzj+1 − zj .
Since kj ∈K ⊂ BK , and Zd translates of BK are disjoint, we conclude that zj = Bzj+1.
Thus z0 = Bj zj for all j ∈ N. Hence B−j z0 ∈ Zd for all j ∈ N, which is possible only if
z0 = 0. Therefore we have ⋂
j≥0
BjK +BjZd =
⋂
j≥0
BjK.
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Since K ⊂ BK , we have that ⋂
j≥0
BjK +BjZd =K.
Step 2. The set K with the property K ⊂ BK is unique, in the sense that if there is a
choice of fundamental domain 0 so that K ⊂ BK then the choice is unique.
Assume there are two such sets K1 and K2. Then we have
K1 =
⋂
j≥0
BjK1 +BjZd =
⋂
j≥0
BjQ=
⋂
j≥0
BjK2 +BjZd =K2.
Step 3. Finally, we have BK =⋂j≥1BjK + BjZd =⋂j≥1BjQ. Hence ϕˆ∞(ξ)=
χ⋂
j≥1 BjQ(ξ)= χBK(ξ).
5. COHEN’S CONDITION
In this section we show that under the assumption K ⊂ BK , {MP }P∈N and χQ satisfy
Cohen’s condition. Recall that since a symbolM(ξ) satisfies Cohen’s condition then there
exists a compact set T such that
(A1) T is a tile for Rd ,
(A2) [−, ]d ⊂ T for some  > 0,
(A3) M(B−j ξ) > 0 for all ξ ∈ T and j = 1,2, . . . .
The previous analysis suggests that BK would be a good candidate for the role of T for
the mD(ξ). Clearly, T = BK is compact by definition. (A2) follows from K ⊂ BK and
Proposition 4.2. (A1) has been proven in Proposition 4.2. It is left to show (A3). From (C3)
it follows that mD(ξ) > 0, ∀ξ ∈K . K ⊂ BK implies that mD(B−j ξ) > 0 for all ξ ∈ BK
and j ≥ 1. Hence mD satisfies Cohen’s condition.
The choice of T = BK works for any MP . This follows from MP (ξ) = mD(ξ)P +
Rest(ξ) since Rest(ξ)≥ 0.
In the case of χQ it is clear that BK is a right choice. We summarize our discussion in
the following theorem.
THEOREM 5.1. Let K , defined by (14), be such that K ⊂ BK . Then Cohen’s condition
is satisfied for mD(ξ), {MP(ξ)}P∈N, and χQ(ξ).
We just have proved that the family of refinable functions {ϕD,P }P∈N corresponding to
the {MP(ξ)}P∈N is a family of interpolating generators. Further observe that χQ satisfies
not only (C3) but also the quadrature mirror filter conditions. Therefore in the limit we
obtain not only a symbol of an interpolating generator but also a symbol of an orthonormal
generator. In conclusion for a choice of the digit set D for which K ⊂ BK is satisfied we
can talk about the family of refinable interpolating functions generated by D.
6. ARBITRARY REGULARITY PROPERTY
In this section we show that if K ⊂ BK then the family {ϕD,P }P∈N has the arbitrary
regularity property; i.e., for every α > 0 there is an integer P0 such that ϕ ∈Cα (the Hölder
space of order α) for all P > P0.
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First we must make a distinction between the two classes of the sets K that satisfy
K ⊂ BK . If K is contained properly in BK , i.e., if there exists an open set O such that
K ⊂ O ⊂ BK , we say that B is regular with respect to K . If that is not the case, i.e., if
∂K ∩ ∂BK 6= ∅, we say that B is weakly regular with respect to K .
Now we can state the main theorem.
THEOREM 6.1 (Regularity Theorem). Let D be a digit set of Zd/AZd such that B is
regular with respect to K . Then the family of refinable interpolating functions {ϕP,D}P∈N
has the arbitrary regularity property; i.e., for every α > 0 there is an integer P0 such that
ϕ ∈ Cα (the Hölder space of order α) for all P > P0.
In order to prove the theorem we need several lemmas.
First we define Kδ := {ξ : distance(ξ,K) ≤ δ}. Observe that BK is a tile implies that
BK ∩ (K + (Zd\{0}))= ∅. The following lemma is a trivial consequence of that fact.
LEMMA 6.1. Let B be regular with respect to K . Then there is δ > 0 such that
BKδ ∩ (Kδ + (Zd\{0}))= ∅.
For the clarity of presentation we will restrict our analysis to the case when B is a
similarity. In that case the following identity holds:
‖Bjx‖2 = qj‖x‖2 ∀j ∈ Z. (16)
In the general case the statements of Theorem 6.1 and Theorem 6.2 are the same as in the
case when B is a similarity. On the other hand (16) does not hold in general and it must be
replaced by the following inequality; for any  > 0 there exists C > 0 such that
‖Bjx‖2 ≤ Cλjmax‖x‖2,
where λmax := max{|λ| : λ is eigenvalue of B} + . As a consequence, proofs of
Theorem 6.1 and Theorem 6.2 in the general case must be modified accordingly (see [12]).
The next lemma gives us a tool for estimating the Hölder exponent.
LEMMA 6.2. Let Q0 be a compact set containing a neighborhood of 0. Assume that
there exist positive constants γ , a > 0 such that
sup
z∈Q0\B−1Q0
MP (B
Nz)MP (B
N−1z) · · ·MP (z)≤ a
γN
for all N ∈N. (17)
Then ϕD,P ∈ Cα for α < logγ / logq − 1.
Proof. Step 1. First we show that (17) implies that
sup {|ϕˆD,P (ξ)| : ξ ∈Bn+1Q0\BnQ0} ≤ a
γ n
for all n ∈N. (18)
Proof of Step 1.
sup
ξ∈BN+1Q0\BNQ0
|ϕˆD,P (ξ)| = sup
ξ∈BN+1Q0\BNQ0
∏
j≥1
MP(B
−j ξ)
= sup
z∈Q0\B−1Q0
∏
j≥1
MP (B
−jBN+1z)
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≤ sup
z∈Q0\B−1Q0
MP (B
Nz)MP (B
N−1z) · · ·MP (z)
≤ a
γN
.
The last two inequalities follow from 0≤MP (ξ)≤ 1, and (17).
To estimate Hölder exponent we use the well-known fact that∫
Rd
(1+ |ξ |)α|ϕˆD,P (ξ)|dξ ≤∞⇒ ϕD,P ∈Cα. (19)
Step 2. Next we show that (18) implies the convergence of the integral in (19) for
α ≤ logγ / logq − 1:∫
Rd
(1+ |ξ |)α|ϕˆD,P (ξ)|dξ
=
∞∑
n=0
∫
Bn+1Q0\BnQ0
(1+ |ξ |)α|ϕˆD,P (ξ)|dξ +
∫
Q0
(1+ |ξ |)α|ϕˆD,P (ξ)|dξ
≤C0
+∞∑
n=0
sup
Bn+1Q0\BnQ0
(1+ |ξ |)α|ϕˆD,P (ξ)|
∫
(Bn+1Q0\BnQ0)
1 dξ +C = (∗).
Using (18) and (16) we obtain
(∗)≤ C1
∞∑
n=0
q(n+1)α · a
γ n
qn+1 = C2
∞∑
n=0
(
qα+1
γ
)n
.
The series converges if qα+1/γ < 1. Hence the integral converges for α < log(γ )/
log(q)− 1.
Remarks. (i) The statement of Lemma 6.2 holds in the general case, i.e., even when B
is not a similarity, except α < (logγ − logq)/ log(λmax).
(ii) Lemma 6.2 has been proven in a somewhat different form in [9] for dimension 1
and in [7] for higher dimensions.
Now we are ready to prove the theorem.
Proof of the Regularity Theorem. By Lemma 6.2 it suffices to show that for all γ > 1
there is a > 0 and an integer P0 such that for all P > P0
sup
z∈Q0\B−1Q0
MP(B
nz)MP (B
n−1z) · · ·MP (z)≤ a
γ n
∀n ∈N. (20)
First, we must set up a notation and choose the parameters.
We denote
‖T ‖ := sup{‖ξ‖2, ξ ∈ T }
for any T ⊂Rd :
(a) Choose δ > 0 such that
(i) BKδ ∩ (Kδ + (Zd\{0}))= ∅ (possible by Lemma 6.1),
(ii) Q0 := {ξ ∈K : dist(ξ, ∂K)≥ δ/2} satisfies B−1Kδ ⊆Q0 ⊆K (possible since
K ⊆ BK⇒ B−1K ⊆K).
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(b) Choose an integer M > 2 such that the following holds:
• B−JKδ + g ⊆O(g)= {g+ ξ :C‖ξ‖2 < 1/γ } ∀J ≥M ,
• C‖Kδ‖/qM < 1/γ ,
where C is defined as in proof of Lemma 3.1.
(c) Choose P0 >M such that for all P > P0 the following is satisfied:
• MP(ξ) > 1− 1/γM for all ξ ∈Q0,
• MP(ξ) < 1/γM for all ξ ∈ (Kδ +Zd )c,
• 1/qP < 1/γ .
The first two requirements can be met, since MP → χK+Zd uniformly on compact sets on
which χK+Zd is continuous.
(d) Choose a = γ .
The following two claims will be essential for the proof.
Claim 1. MP (ξ + g)≤ 1/γM for ξ ∈Q0 and g 6= e.
Proof of Claim 1. The conditionsMP (ξ)≥ 0 and∑g∈GMP (ξ +g)= 1 imply that for
g 6= e
MP (ξ + g)≤
∑
h∈G\{e}
MP (ξ + h)= 1−MP (ξ). (21)
The assumption MP(ξ) > 1− 1/γM for ξ ∈Q0 and (21) imply that
MP(ξ + g)≤ 1
γM
for ξ ∈Q0 and g 6= e,
and the claim is proved.
Claim 2. For any z ∈Q0\B−1Q0 and any integer N ≥ 2 one of the following is true:
either
(i) BNz ∈ (Kδ +Zd)c or
(ii) there is an integer L<N , q0 ∈Kδ , and n0 ∈ Zd such that
BNz= q0 +BL(g + n0) for some g ∈G,g 6= e.
Proof of Claim 2. If (i) is not true then BNz can be written as BNz= q0+BL(g+n0)
for some L≥ 0. Assume that L≥N . Then z= B−Nq0+BL−N(g+n0). This implies that
for L>N we have z= B−Nq0+m0, wherem0 ∈ Zd , or if L=N , z= B−Nq0+ g+m0.
In both cases this implies that z /∈Q0\B−1Q0 and that is a contradiction. Thus L<N and
(ii) holds.
The proof of the theorem. We prove (20) by induction. The basis of the induction is
easy to check.
Let us prove the step of the induction. Assume that (20) is true for all integers m ≤ N .
To treat the new factor MP (BN+1z), Claim 2 offers two alternatives. Either BN+1z ∈
(Kδ +Zd )c, where then, by the choice of P , MP (BN+1z)≤ 1/γM . Thus by the induction
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hypothesis
N∏
j=0
MP(B
j z) ·MP(BN+1z)≤ a
γN
· 1
γM
and we are done.
Or we have
BN+1z= q0 +BL(g + n) for some g ∈G, g 6= e, n ∈ Zd
for some L<N + 1. We distinguish the cases L<M and L≥M .
Case I. If L<M , we have
MP (B
N+1−Lz)=MP(B−Lq0 + g+ n)=MP(B−Lq0 + g) < 1
γM
(22)
by the inclusion B−1Kδ ⊂Q0 and by Claim 1. Thus
L−1∏
j=0
MP (B
N+1−j z) ·MP (BN+1−Lz) ·
N+1−L−1∏
j=0
MP(B
j z)
≤ 1 · 1
γM
· a
γN+1−L−1
≤ a
γN+1
,
where we have used (22), and the induction hypothesis.
Case II. L ≥M . By the choice of M we have that B−Lq0 + g ∈ O(g). The Decay
Lemma 3.1 implies that
MP (B
N+1−Lz)=MP(B−Lq0 + g)≤ CP ‖B−Lq0‖P ≤ C
P ‖q0‖P
qLP
.
Since C‖q0‖/qM < 1/γ and a = γ and 1/qP < 1/γ , we can continue this estimate as
follows:
CP ‖q0‖P
qLP
≤
(
C‖q0‖
qM
)P
· 1
q(L−M)P
≤
(
1
γ
)P
· 1
γ L−M
≤ 1
γ P+L−M
.
Since P >M we obtain
MP(B
N+1−Lz)≤ 1
γ L+1
. (23)
Thus, (23) and the induction hypothesis, we have
L−1∏
j=0
MP (B
N+1−j z) ·MP (BN+1−Lz) ·
N+1−L−1∏
j=0
MP(B
j z)
≤ 1 · 1
γ L+1
· a
γN+1−L−1
≤ a
γN+1
.
Thus we have proved estimate (20) for N + 1.
It is left to be answered what happens when B is only weakly regular with respect to K .
In this case we have ∂K ∩ ∂BK 6= ∅ and hence ∂BK ∩ ∂(K + Zd) 6= ∅. So the proof of
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Theorem 6.1 does not work, because there is no δ > 0 and no closed set Q0 such that
B−1Kδ ⊂Q0 ⊂Kδ .
But if we impose an additional assumption on the set K and modify the proof of
Theorem 6.1 slightly, we can extend Theorem 6.1. First we define
I := ∂BK ∩ (K +Zd)
and we impose the following.
Assumption A1. There is an integer J , and there is ρ > 0 and δ0 > 0 such that(
J−1⋃
n=0
Bnξ
)
∩ (Kδ0 +Zd )c 6= ∅ for all ξ ∈ Iρ := {x : distance (x, I)≤ ρ}.
Then we have the following theorem.
THEOREM 6.2 (Regularity Theorem in the case when B is weakly regular with respect
to K). Let D be a digit set of Zd/AZd such that B is weakly regular with respect to K .
Furthermore let Assumption A1 holds. Then the family of refinable interpolating functions
{fD,P }P∈N has the arbitrary regularity property.
Proof. In order to prove Theorem 6.2 we need a variation of Lemma 6.2. We replace
(17) with a slightly weaker statement: for all γ > 0 there is L ∈N such that
5kL := sup
z∈Q0\B−1Q0
MP(B
kLz)MP (B
kL−1z) · · ·MP(z)≤ a
γ k
. (24)
This weaker statement still guarantees the convergence of the series in Lemma 6.2, but
the bound for the regularity parameter α is much lower. More precisely, the series will
converge for α < logγ /(L log(q))− 1. First we set up the parameters. Choose δ > 0 such
that
(i) BKδ ∩ (Kδ + (Zd\{0}))⊆ Iρ/2,
(ii) B−1Kδ\B−1Iρ/2 ⊂Q0 ⊂K ,
(iii) δ < δ0.
Recall that Q0 := {ξ ∈K : distance (ξ, ∂K)≥ δ/2}.
Choose L ∈ N such that B−LKδ ⊂ Q0 and L ≥ J + 2. Choose M,P and a as in the
proof of Theorem 6.1.
Claim 1 in the proof of Theorem 6.1 does not depend on the dilation matrix, but only on
the lattice AZd and thus it carries over without modification. The proof of Theorem 6.1,
Claim 2 needs to be adapted as follows
Claim 2′. For any z ∈Q0\B−1Q0 and any integer N >L one of the following two is
true:
(i) Bnz ∈ (Kδ +Zd )c
(ii) there is an integer j < N , q0 ∈Kδ , and n0 ∈ Zd such that
Bnz= q0 +Bj(g + n0) for some g ∈G, g 6= e.
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Proof of Claim 2′. The proof can be repeated, almost verbatim, up to the last argument
where we use that B−LKδ ⊂Q0 instead of B−1Kδ ⊂Q0.
Once again, we prove (24) by induction. The basis of induction is easy to check. Let us
prove the step of the induction.
Assume that 5nL < a/γ n for all n = 0,1,2, . . . ,N . We must show that 5(N+1)L <
a/γ N+1. Let z ∈Q0\B−1Q0 and w = BNL+1z. By Claim 2 there are two possibilities:
either (i) w ∈ (Kδ + Zd )c or (ii) there is an integer j < NL + 1 such that w = kδ + Bj
(g+n0)where kδ ∈Kδ , g ∈G, g 6= e, and n0 ∈ Zd . In case (i) by Claim 1,MP(w) < 1/γM
and we are done. In case (ii) we distinguish again between the cases when j <M and when
j ≥M .
Case I: j < M . For B−jw = B−j kδ + g + n0 we have two possibilities, either (1)
B−jw ∈ (Kδ+Zd)c or (2) B−jw ∈Kδ+Zd . In case (1) by Claim 1,MP (B−jw) < 1/γM
and we are done. In case (2), using the fact that B−jKδ ⊆ B−1Kδ (follows from B being
weakly regular), we have that B−jw ∈ B−1Kδ + g. Hence, either (2a) B−1w ∈Q0 + g or
(2b) B−jw ∈B−1Iρ/2 + g. In the first case we are done since MP(B−jw)≤ 1/γM .
In the second case B−j+1w ∈ Iρ/2 + Bg and we can apply the Assumption A1. So
there is an integer l ≤ J − 1 such that B−j+l+1w ∈ (Kδ + Zd)c and hence we have
MP (B
−j+l+1w)≤ 1/γM .
In conclusion, we have
MP (B
NL+1−j z) ·MP (BNL+1−j+1) · · ·MP(B(N+1)Lz) < 1
γM
. (25)
We can write j = cL+ b, where c, b are integers and b < L. By the induction hypothesis,
(25), and the fact that j <M we have
5(N+1)L ≤5(N−c−1)L · 1
γM
≤ a
γ (N−c−1)L
· 1
γM
≤ a
γ (N+1)L
.
Case II: j <M . For j ≥M we have B−j kδ + g ∈O(g) for all j ≥M and we use the
decay estimates as before:
(23)H⇒MP(BnL−j+1z)≤ 1
γ j+1
.
There are c, b ∈N such that j = cL+ b. Using the induction hypothesis, we obtain that
5(N+1)L ≤5(N−c−1)L ·MP (BNL−j+1)≤ 1
γN−c−1
· 1
γ j+1
1
γN−c+j
= 1
γN+c(L−1)+b
.
Since j ≥M > 2 and L≥ 2, we have N + c(L− 1)+ b ≥N + 1, and
5(N+1)L ≤ 1
γN+1
.
As expected, the proof of the theorem when B is weakly regular with respect to K is
much more technical, but in essence is the same as the proof in the case when B is regular.
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The only difference is that we need control over the points in ∂BK ∩ (K +Zd ). Once that
control is obtained (by Assumption A1), the rest of the proof is practically the same.
7. SUMMARY AND EXAMPLES
In this section we summarize our analysis and we present some open questions and
examples. The summary of the algorithm for the construction of compactly supported
nonseparable scaling functions with arbitrary regularity property is given in the following
diagram.
START
choose a digit set D
check if K ⊂ BK
if yes continue, if no go back to START
construct the Groham polynomialmD
mD(ξ) := |m0(ξ)|2 =
∣∣∣∣∣ 1q
q−1∑
j=0
e−2pii〈ξ 〉
∣∣∣∣∣
2
constructMP
MP (ξ)=
∑
k∈P
8(k)
(
P
k
)
m
k0
D(ξ)m
k1
D (ξ + g1) · · ·m
kq−1
D (ξ + gq−1)
construct ϕP,D
ϕP,D(x)=
∑
γ∈Zd
aγ ϕ(Ax − γ )
The construction starts with a choice of the digit set D, which satisfies K ⊂ BK . Such
digit sets do not exist for every dilation A. An example is A = [ 1 1−1 1] (see Example 5).
However if we, instead ofmD , take as a starting symbol a proper convex linear combination
of two Groham polynomials, the respective set K may satisfy K ⊂ BK (see Example 5).
Besides the convex linear combination of several Groham polynomials there are other
possible choices for a starting symbol. For example, one could start with MP(ξ). We
conjecture that for every dilation there is a digit set or a proper linear convex combination
of Groham polynomials for which corresponding set K satisfies K ⊂ BK . The examples
in this section should shed some light on this problem.
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Once the digitD is properly chosen we construct the family of symbols {MP }P∈N using
Bernstein’s polynomials defined on the simplex. Providing K ⊂ BK is satisfied we are
not only getting a family of interpolating scaling functions (Theorem 5.1) but also the
family that has the arbitrary regularity property (Theorem 6.1) and increasing accuracy
order (Lemma 3.1). Furthermore, the accuracy increases at least linearly, more precisely
MP satisfies the Strang–Fix conditions of order at least P . On the other hand, the rate at
which the regularity increases is still unknown.
The constructed scaling functions are in general nonseparable. The construction of the
associated biorthogonal wavelets has been explained in [5] and [20]. In the limit we
obtain multivariate cardinal-sine-type functions, i.e., infinitely smooth interpolating scaling
functions but with no compact support. These are connected to the translation invariant
MRA (see [11, 12]).
Finally, we have now a variety of the interpolating generators so the problem for the
future research is to distinguish those that are related to the orthonormal generators with
compact support (see Section 2). Of course, that requires an applicable multivariate version
of the Fejér–Riesz Lemma, which we do not have at the moment.
In the following we present a few examples. We did not include examples of the
particular masks but you can find them in [11]. Here we present examples of several
digit sets and we discuss whether the corresponding dilation matrix B is (weakly)
regular with respect to the corresponding set K . In the first three examples the
fundamental domain is [− 12 , 12 ]2. In Example 4 the fundamental domain is convex hull[
(− 14 ,− 12 ), (− 34 , 12 ), ( 14 , 12 ), ( 34 ,− 12 )
]
.
EXAMPLE 1. Let
A=
[
2 1
−1 1
]
and D = {(0,0), (1,0), (0,1)}. In this example we compute the set K explicitly:
K = convex hull [(− 13 ,0), (0, 13 ), ( 13 , 13 ), ( 13 ,0), (0,− 13), (− 13 ,− 13 )]
and
BK = convex hull [(− 23 ,− 13 ), (− 13 , 13 ), ( 13 , 23 ), ( 23 , 13 ), ( 13 ,− 13 ), (− 13 ,− 23 )].
B is regular with respect to K , i.e., K ⊂ BK , see Fig. 1.
Explanation of the figures. The set (K + Zd ) ∩ (BK + BZd ) is represented by dark
gray polygons. The white polygons represent (K + Zd)\(BK + BZd ). The black shaded
area represents (BK +BZd )\(K +Zd ), and the light gray area represents (K +Zd)c .
Hence, the family {MP }P∈N satisfies Cohen’s condition and therefore {ϕD,P }P∈N is the
family of interpolating generators with the arbitrary regularity property.
EXAMPLE 2. Let
A=
[
2 1
−1 2
]
,
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FIG. 1. K ⊂ BK , a regular case from Example 1.
D1 = {(0,0), (1,0), (0,1), (−1,0), (0,−1)} andD2 = {(0,0), (1,0), (2,0), (1,1), (2,1)}.
For D1, K ⊂ BK is not satisfied. The computation has been done numerically, using the
software MATHEMATICA, see Fig. 2.
For D2 we have that K ⊂ BK . It is a regular case, see Fig. 3. Thus {ϕD2,P }P∈N has the
arbitrary regularity property and the corresponding symbols satisfy Cohen’s condition.
FIG. 2. A nonregular case from Example 2.
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FIG. 3. K ⊂ BK , a regular case from Example 2.
EXAMPLE 3. Let
A=
[
0 2
−1 0
]
and D = {(0,0), (1,0)}. The set K = [− 14 , 14 ] × [− 12 , 12 ], BK = [− 12 , 12 ]2. The condition
K ⊂ BK is satisfied, so Cohen’s condition is satisfied too, but B is only weakly regular
with respect to K , so we must check the additional Assumption A1 to conclude that
{ϕD,P }P∈N has the arbitrary regularity property.
First we find I := ∂BK ∩ (K +Zd )= [− 14 , 14 ] × {± 12 }. Then we apply B(I)= {± 12 } ×
[− 12 , 12 ] ⊂ Int[(K +Zd )c]. Moreover, for all these points mD(ξ)= cos2(piξ1)= 0. Hence
J in A1 is 2. By Theorem 6.2, the family of refinable interpolating functions corresponding
to
[ 0
−1
2
0
]
and D = {(0,0), (1,0)} has the arbitrary regularity property.
EXAMPLE 4. Let
A=
[
1 1
3 0
]
and D = {(0,0), (1,1), (1,2)}.K can be computed explicitly.
K = convex hull [(− 13 ,0), (− 13 , 13 ), (− 23 , 13 ), ( 13 ,0), ( 13 ,− 13 ), ( 23 ,− 13 )]
and
BK = convex hull [(− 23 , 13 ), ( 23 ,− 13 ), (− 13 ,− 13 ), ( 13 , 13 ), (− 13 , 23 ), ( 13 ,− 23 )].
In this example B is weakly regular to K , see Fig. 4, but it does not satisfy
Assumption A1. For example, for ξ = [ 23 ,− 13 ] we have that Bn ∈K +Zd for all n ∈N.
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FIG. 4. K ⊂ BK , a weakly regular case from Example 4.
EXAMPLE 5. Let
A=
[
1 1
−1 1
]
.
Let D1 = {(0,0), (0,1)} and D2 = {(0,0), (1,0)}. In this example no choice of a digit set
exists so that K ⊂ BK holds. However, if we start with the symbol m(ξ)= 12 (mD1(ξ)+
FIG. 5. K ⊂ BK , a weakly regular case from Example 5.
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mD2(ξ)) = 12 (cos2(piξ1) + cos2(piξ2)) then B is weakly regular with respect to K , and
Assumption A1 holds (see Fig. 5).
The set
K = convex hull [(− 12 ,0), (0,− 12 ), ( 12 ,0), (0, 12 )]
and
BK = convex hull [(− 12 ,− 12 ), (− 12 , 12 ), ( 12 ,− 12 ), ( 12 , 12 )].
This example has been discussed in more detail in [3] and [4].
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