Data envelopment analysis (DEA) is a non-parametric method that is widely used for relative efficiency and performance evaluation of the set of decision-making units (DMUs). It is based on maximization of a weighted sum of outputs produced by the unit under evaluation divided by the weighted sum of inputs of the same unit, and the assumption that this ratio for all other units has to be lower or equal to 1. An important assumption for applications of DEA models is the homogeneity of the units. Unfortunately, the homogeneity assumption is not fulfilled in many real applications. The paper deals with the analysis of efficiency using DEA models in the non-homogeneous environment. One of the problems lies in non-homogeneous outputs. In this case, the units under evaluation spend the same inputs but produce completely or at least partly different set of outputs. The paper formulates several models how to deal with this problem and compares the results on a numerical example. Other main sources of non-homogeneity are discussed as an excellent possible starting point for future research.
INTRODUCTION
Data envelopment analysis (DEA) is a tool for measuring the relative efficiency and performance of a set of decision-making units (DMUs) . It is based on the comparison of the weighted sum of outputs produced the DMU under evaluation and the weighted sum of its inputs needed for the production of outputs. Let us consider the set of DMUs containing n elements. The DMUs are described by m inputs and r outputs with input and output values x ij , i = 1, …, n; j = 1, …, m, and y ik , i = 1, …, n; k = 1, …, r, respectively. The efficiency score of the DMU q (denoted as θ q ) is defined as the weighted sum of outputs divided by the weighted sum of inputs with the weights v i , i = 1, …, m and u k , k = 1, …, r: 
Traditional DEA model introduced by Charnes et al. (1978) 
This model is not linear in its objective function but can be moved to a linear program using Charnes-Cooper transformation easily. Depending on the way of transformation the results is either input-oriented or output-oriented version of the model. The input-oriented formulation follows directly from model (1):
subject to
Models (1) and (2) are often denoted as CCR models. They assume constant returns to scale for the construction of the envelope of the data set. They were generalized and extended by Banker et al. (1984) for the assumption of variable returns to scale. They are denoted as BCC models. Both groups of models belong among the main DEA models applied in economic analyses.
Unfortunately, the assumption of homogeneity of all units of the set is too restrictive and often does not correspond to reality. Therefore, a research effort in this field is concentrated on the development of models that relax the assumption of perfect homogeneity, especially in the last years. The survey in Material and methods section of the paper presents the most essential published results dealing with non-homogeneity in the data set in applications of DEA models. A problem of missing data in outputs is considered and possible ways how to deal with this problem are proposed in section Results. The same section contains the results of numerical experiments and the final section concludes the paper and discusses future research.
MATERIALS AND METHODS
Non-homogeneity in DEA models is one of the research topics in efficiency and performance evaluation. The following survey is the selection of several papers published in the last years. Dyson et al. (2001) was probably the first paper that pointed out the problems with the homogeneity assumptions in DEA models. The purpose of this paper was to highlight some of the pitfalls that have been identified in DEA applications and to suggest protocols to avoid the pitfalls and guide the application of the methodology. Castelli et al. (2001 Castelli et al. ( , 2004 ) considered the problem of evaluation of a set of interdependent decision making subunits that make up larger decision-making units. In general, the subunits do not meet homogeneity assumptions, and they need not spend the same set of inputs and/or produce the same set of outputs. Haas and Murphy (2003) presented three adjustment techniques in order to overcome heterogeneity based on traditional DEA models. Saen et al. (2005) presented a methodology for dealing with DEA models with missing data that is based on the combination of traditional DEA methodology and analytic hierarchy process. The papers Cook et al. (2012 Cook et al. ( , 2013 summarized the sources of nonhomogeneity and dealt with a related problem of missing or imprecise data in outputs in DEA. The study Imanirad et al. (2013) extended the traditional DEA methodology to allow efficiency measurement in situations where only partial input-to-output impacts exist. The paper Li et al. (2016) considered efficiency where DMUs are non-homogeneous on the input side and examines the case where different DMUs have different natural resource configurations. Zha et al. (2013) studied the problem of dealing with missing data in applications of DEA models. Cross-efficiency evaluation is one of the approaches for ranking of efficient units in DEA models. Zhu et al. (2017) extends this concept for non-homogeneous DMUs.
Network systems with serial, parallel or combined structure are usually non-homogeneous. Efficiency analysis in this kind of models is of high importance. Du et al. (2015) and Barat et al. (2018) focused on heterogeneity in network DEA models. The paper Singh and Ranjan (2017) is focused on efficiency analysis of non-homogeneous parallel systems for the performance measurement in higher education which is an important topic not only in our conditions.
Among the application-oriented papers, Huang et al. (2016) presents a study on the evaluation of hotels in Taiwan with non-homogeneity in hotel types where the hotels are divided into two non-homogeneous groups. Li et al. (2018) is an application paper that deals with efficiency evaluation of non-homogeneous Hong Kong hospitals. Sun et al. (2017) presents an application of heterogeneous DEA models in performance evaluation of bank systems. Chen et al. (2018) proposes an original procedure for efficiency evaluation of two non-homogeneous groups and illustrates its properties on an example from the academic environment.
RESULTS
The sources of non-homogeneity in the data set can be of a very different nature. In this paper, we deal with non-homogeneity in outputs which belongs to one of the most common possibilities. Let us suppose that the set of DMUs is divided into 2 disjoint groups. The DMUs from both groups spend the same inputs, but the outputs are wholly or partly different. This case will be illustrated in a simple example.
The example is modified from its original source Chen et al. (2018) . It is not a real case study, but it is used rather for illustrative purposes. Let us suppose 23 departments in total. All of them spent two inputs for their activities -total expenses in thousands of local currency (X1) and the total number of full-time employees (X2). They are divided into two groups -first of them consists of 14 departments that are teaching and research oriented. They are characterized by two outputsthe number of accreditation certificates (Y1) and the number of journal publications (Y2). The second group of departments (9 units) is teaching oriented only, and they are described just by one output that is the same as the first output of the first groups of departments. The complete data set is included in Tab. I.
Let us suppose there are no other data available for the allocation of funds among the departments for the next planning period. That is why it is necessary not to evaluate the two groups of departments independently but to compare all 23 units. The results of this evaluation can serve as the initial tool for allocation of funds among departments. There are proposed several approaches how to deal with missing data when the DMUs are divided into two or more generally into several disjoint groups. We will further compare the results of three of them: 1. The missing values are replaced by zeros, and a traditional DEA model is applied in order to derive efficiency scores of all units. 2. The missing values are replaced by pessimistic, optimistic, or the most likely values, and again a traditional DEA model is applied.
In our example, the number of journal publications per one researcher (employee) varies from 0.481 for Department 7 until 2.301 for Department 12 with a mean value of 1.052. Using these coefficients three scenarios are created, and the missing values are replaced by multiplying the number of employees by three coefficients for each Department. 3. This approach was proposed in Cook et al. (2012) . It is based on a reduction of inputs by 100·α % for the first group of units (set D 1 ) where α is a constant that determines the part of inputs needed for the output(s) that are not produced by the second group of departments (set D 2 ). Let us suppose that 100·α % of the capacity of the departments in D 1 is used for research, i.e. for a "production" of journal papers. The process of deriving the final efficiency scores for all departments consists of two steps:
• In the first step, we use 100·(1 -α) % of both inputs and the outputs produced by both groups of units. This calculation is performed for all units of the set. The efficiency scores given in this step for the units in D 2 are taken as their final scores. • The second step considers the units in D1
only. This step uses 100·α % of all inputs and the outputs that are not produced by the units in D 2 (the number of journal papers in our case). The final efficiency scores for the units in D 1 are the weighted averages of their scores derived in both steps. Tab. II presents the results given by all three approaches. In all calculations, we have applied traditional CCR model (2). In order to differentiate among efficient units, many approaches have been proposed in the past. Andersen and Petersen (1993) proposed their super-efficiency model that is used in our numerical experiments. While traditional model (2) assigns efficiency scores 1 for efficient units, super-efficiency model relaxes this limit, and originally efficient units have their super-efficiency scores greater (or equal) than 1. Tab. II contains efficiency scores of all departments calculated by model (2) and its super-efficiency modification under the following assumptions:
• Missing values are replaced by zeros (column M1 in Tab. II).
• Missing values are replaced by pessimistic, average, and optimistic values as discussed above (columns M2 -pessimistic, M3 -most likely, M4optimistic). • The model presented in Cook et al. (2012) is applied.
Final efficiency scores for the departments in D 1 are computed as a simple average of the scores derived using two steps as described above, i.e. there are used identical weights for both steps (column M5). All calculations were performed using own original procedures written in LINGO modelling system which is an ideal tool for solving DEA models because makes it possible to simplify notation of all models and their modifications.
DISCUSSION
The results presented in Tab. II show a very close similarity of efficiency and super-efficiency scores computed by M1 model (missing values replaced by zeros) and M2 pessimistic model. The efficiency scores of departments in D 2 tend to increase in case of average and optimistic model (M3 and M4). Optimistic model M4 leads to maximum efficiency of all departments in D 2 which is an unacceptable conclusion. The results obtained by the last model (M5) always show lower efficiency (super-efficiency) scores than model M1 to M3, but the correlation between the pairs of efficiency scores given by models M1 to M3 and M5 are very high (always higher than 0.9). On the contrary, We can conclude by this that all models except M4 can be considered as a starting point for discussion about resource allocation among all departments. This task is widely discussed not only in DEA literature and its importance for practice is clear without any doubts.
CONCLUSION
Analysis of efficiency in case on non-homogeneity of data sets is an important task because the perfect homogeneity is often difficult to reach. This paper dealt with only one particular case of non-homogeneity. We analyzed the case of two groups of units and missing outputs for one of them. This approach can be generalized for more groups and different structure of missing values. The contribution of the paper consists in a proposal of a new procedure how to deal with missing data in DEA models. The results show that this procedure is simple and leads easily to acceptable conclusions that can serve as a starting point for further analyses, e.g. resource allocation among DMUs. Non-homogeneity in DEA models can be given by many other factors than the one case that was analyzed in this paper. The research in this area is open, and this paper is just a starting point for a broader research under the research project mentioned below.
