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Fine asymptotic behavior in eigenvalues
of random normal matrices: Ellipse Case
Seung-Yeop Lee∗ and Roman Riser†
Abstract
We consider the random normal matrices with quadratic external potentials where the associated
orthogonal polynomials are Hermite polynomials and the limiting support (called droplet) of the
eigenvalues is an ellipse. We calculate the density of the eigenvalues near the boundary of the droplet
up to the second subleading corrections and express the subleading corrections in terms of the curvature
of the droplet boundary. From this result we additionally get the expected number of eigenvalues
outside the droplet. We also obtain the asymptotics of the kernel and found that, in the bulk, the
correction term is exponentially small. This leads to the vanishing of certain Cauchy transform of the
orthogonal polynomial in the bulk of the droplet up to an exponentially small error.
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1 Introduction and results
Consider the set of n point particles, {z1, · · · , zn}, in the complex plane C that interact via two-
dimensional (i.e. logarithmic) Coulomb repulsion and are subject to the quadratic confining poten-
tial
V (z) = |z|2 − tRe(z2), 0 ≤ t < 1. (1)
The total (electrostatic) energy of the system is given by
En
({zj}nj=1) = n∑
k=1
V (zk) +
2
N
∑
j<k
log
1
|zj − zk| .
We consider the canonical ensemble of the particle system, i.e., we assign the Gibbs measure,
Probn
({zj}nj=1) n∏
j=1
dA(zj) =
1
Zn exp
(−NEn({zj}nj=1)) n∏
j=1
dA(zj)
=
1
Zn
(∏
l<k
|zl − zk|2
)
e−N
∑n
j=1 V (zj)
n∏
j=1
dA(zj),
(2)
on the configuration space of the n particles. Above, N is a positive constant, dA(z) is the two-dimensional
area measure, and Zn is the normalization constant.
The corresponding random process is a special case of Coulomb gas or β-ensemble (see, for instance, [16]).
It also describes the eigenvalues of a random normal matrix ensemble [14, 19, 28]. The case of t = 0 is
called Ginibre ensemble and has been studied in [18, 17, 26]. The case of non-zero t has been studied,
for instance in [5].
The (averaged) density, ρn, of the particles, is given by
ρn(z) := E
(
1
N
n∑
j=1
δ(z − zj)
)
, (3)
where the delta function is with respect to the area measure, and the average is taken with respect to
the Gibbs measure (2). Note that we normalize with 1/N such that the total mass of ρn is n/N instead
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Figure 1: ρn for t = 0.25 and n = N = 50
of one. In fact, throughout this paper, we consider the scaling limit where the total mass of ρn is fixed,
i.e., for a fixed T > 0, N grows with n such that
T =
n
N
.
In Figure 1, one observes that the density is supported approximately on an elliptical shape. In fact, as
n grows to infinity, the density ρn converges to (1/pi times) the characteristic function over
K =
{
z
∣∣∣∣ 1− t1 + t(Re z)2 + 1 + t1− t(Im z)2 ≤ T
}
⊂ C. (4)
Remark. The weak convergence of the density is known [2, 14] for more general class of potentials where
the support, K, of the limiting density can be an arbitrary compact set in C depending on the potential.
In [2], K is called a droplet; we will use this terminology throughout the paper.
Figure 1 shows that the density changes drastically near the boundary of K. Zooming at the boundary
with a scaled real coordinate ξ normal to the boundary, certain universal shape arises in the density
profile, see Figure 2. The dashed line in the figure is given by [17]
lim
n→∞ ρn
(√
T
1 + t
1− t +
ξ
N1/2
)
=
1
2pi
erfc(
√
2 ξ),
where
erfc(z) =
2√
pi
∫ ∞
z
e−w
2
dw.
In [3] the above limit is proven for other classes of potentials. In the next theorem, we show the more
detailed behavior of the density for the potential given by (1), including the subleading corrections in
1/N -expansions.
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Figure 2: ρn
(√
1+t
1−t +
ξ
N1/2
)
v.s. ξ for t = 0.25, and n = N = 10, 100 and ∞ (dashed line)
Theorem 1.1. Given T > 0, let the compact set K ⊂ C be given by (4). Let z0 be a point on the
boundary of K. Let κ = κ(z0) be the (positive) curvature of ∂K at the point z0, and ∂sκ (and ∂
2
sκ) be
the derivative (and second derivative respectively) of the curvature with respect to the counter-clockwise
arclength parameter s of the curve ∂K. Let n = n(z0) be the outward unit normal vector from K at z0
and ξ a real coordinate.
Let 0 < ν < 1/6. As the positive integer n and the real number N go to infinity while keeping n/N = T
fixed, we have the asymptotic expansion
ρn
(
z0 +
ξ
N1/2
n
)
=
1
2pi
erfc(
√
2ξ) +
κ√
N
1
3
√
2pi3
(ξ2 − 1) e−2ξ2
+
1
N
e−2ξ2√
2pi3
(
κ2
2ξ5 − 8ξ3 + 3ξ
18
+
(
(∂sκ)
2
9κ2
− ∂
2
sκ
12κ
)
ξ
)
+O
(
N−3/2+9ν
)
,
(5)
where the error bound is uniform over |ξ| < Nν and over z0 ∈ ∂K.
In Appendix A, we show a few numerical plots regarding the subleading corrections of ρn. For explicit
expressions of κ, ∂sκ, and ∂
2
sκ, see (88), (89), and (90).
Remark. The reader may wonder why we choose to write the expansion (5) in terms of the curvature.
There are two reasons: “simplicity” and “possible universality”. In fact, we conjecture that the term of
the order 1/
√
N in (5) is universally true for a general droplet with a real analytic boundary. The term
of order 1/N does not seem to hold in general and, therefore, is chosen purely for the simplicity of the
expression.
Theorem 1.2. Let 0 < τ ≤ 1/2. Given T > 0 there exists constants C0 > 0 and N0 > 0 such that for
all N > N0 and n = NT , we have∣∣∣∣ρn(z)− 1pi
∣∣∣∣ < C0N5/6e−N2τ when z ∈ Int(K) \ Uτ,N ,
|ρn(z)| < C0N5/6e−N2τ when z ∈ Ext(K) \ Uτ,N .
4
We denote the neighborhood of ∂K of width 2N−1/2+τ by
Uτ,N = {z0 +Xn(z0) | z0 ∈ ∂K, |X| < N−1/2+τ} = {z | dist(z, ∂K) < N−1/2+τ}.
Choosing 0 < τ < ν < 1/6, Theorem 1.1 and Theorem 1.2 together give a uniform estimate of ρn over
the whole complex plane.
It is also interesting to look at the kernel function defined by (see, for instance, [16])
Kn(z, w) =
n−1∑
j=0
pj(z) pj(w) e
−NV (z)/2e−NV (w)/2, (6)
where the polynomial pj of degree j is the normalized orthogonal polynomial satisfying∫
C
pj(z) pk(z) e
−NV (z)dA(z) = δjk. (7)
The following theorem describes the asymptotic behavior of Kn.
Theorem 1.3. Given T > 0, let the compact set K ⊂ C be given by (4). Let VK be a compact subset of
IntK and UK a neighborhood of K. Then there exist  > 0 and δ > 0 such that, as n = NT grows to
infinity, the following asymptotic expression holds uniformly over all w and z as specified below.
1
N
Kn(z, w)=

1
pi
exp
(−N2 |z − w|2) exp(iN Im(zw− t2z2− t2w2))(1 +O(e−N)), w ∈ VK , z ∈ Bδ(w),
O(e−N), w ∈ VK , z /∈ Bδ(w),
O(e−N), w /∈ UK , z ∈ C,
The notation Bδ(w) stands for the disk of radius δ centered at w. We note that the above holds when z
and w are exchanged.
Let us consider more general potential given by
V (z) = |z|2 −Q(z)−Q(z). (8)
where Q : C→ C is an analytic function (in a neighborhood of K) such that lim|z|→∞ V (z)/ log |z| = +∞.
Then the first asymptotic formula in the above theorem can be written more generally as (9) below. For
a general potential the leading behavior of the kernel is known in [2, 6]. Our new observation is that,
for Q(z) = tz2/2, the error bound in (9) is exponentially small in N . We conjecture that this is true for
more general Q. In the next theorem, we connect the behavior of the kernel with the behavior of certain
Cauchy transform.
Theorem 1.4. Let V be given by (8) and let Q be analytic in a neighborhood of z ∈ C. Let pn and Kn
be the corresponding orthonormal polynomial and the kernel as defined in (7) and (6) respectively. In the
scaling limit where n = NT goes to ∞ for a fixed T > 0, let Kn satisfy the asymptotic behavior:
1
N
Kn(z, w) =
1
pi
e−
N
2
|z−w|2eiN Im
(
zw−Q(z)−Q(w)
)(
1 +O(e−N)), (9)
5
uniformly for w ∈ Bδ(z) for some  > 0 and δ > 0. Then there exists ′ > 0 such that∫
C
|pn(w)|2 e−NV (w)
z − w dA(w) = O(e
−N′). (10)
Corollary 1.5. When Q(z) = tz2/2, the Cauchy transform at (10) vanishes exponentially fast in N
when z ∈ IntK.
Though it follows directly from Theorem 7.7.3 in [2] that the above Cauchy transform vanishes in the
leading order, it is new (at least to us) that the Cauchy transform vanishes at all orders in the 1/N
expansion. The Cauchy transform in (10) is related to the Cauchy transform that appears in the Dbar
problem [21] through the following identity.
1
pn(z)
∫
C
|pn(w)|2 e−NV (w)
z − w dA(w) =
∫
C
pn(w) e
−NV (w)
z − w dA(w),
which can be verified by the following equation that is immediate from the orthogonality of pn’s.∫
C
pn(z)− pn(w)
z − w pn(w) e
−NV (w)dA(w) = 0.
In the remainder of this paper, we will present the proofs of the four theorems. In Section 2 we list the
notations and a few useful (known) facts. In Section 3 we give the asymptotic behavior of the orthogonal
polynomial pn(z) using the properties of the Hermite polynomials. In Section 4 we prove Theorem 1.3.
In Section 5 we prove Theorem 1.1 and Theorem 1.2. In Section 6 we prove Theorem 1.4. In Section 7
we discuss several issues including the expected number of particles outside the ellipse.
2 Useful definitions and facts
The foci of the ellipse ∂K lie at ±F0 where
F0 =
√
4 t T
1− t2 .
For 0 < t < 1 we define the conformal map (D is the unit disk)
φ : C \ closD→ C \K by φ(u) := F0
2
√
t
(
u+
t
u
)
. (11)
One can check that φ(∂D) = ∂K.
The inverse function gives the conformal map
ψ : C \K → C \ closD by ψ(z) =
√
tz
F0
(
1 +
√
1− F 20 /z2
)
. (12)
6
The branch of the square root is taken such that ψ(z) = 2
√
t z/F0 + O(1) as z goes to ∞. It will be
useful to denote the logarithmic capacity of K by
cap(K) = lim
z→∞
z
ψ(z)
=
F0
2
√
t
=
√
T
1− t2 . (13)
The Joukowsky map φ is in fact a conformal map between the larger domains, i.e.
φ : C \ closB√t(0)→ C \ [−F0, F0],
where Br(x) stands for the disk of radius r centered at x ∈ C. Therefore, ψ is analytically continued to
the conformal map
ψ : C \ [−F0, F0]→ C \ closB√t(0).
Throughout the paper it is convenient to consider the expression√
1− F 20 /z2
to be analytic on C \ [−F0, F0] such that the value at ∞ is one.
The Schwarz function S for an analytic curve Γ in the complex plane is defined to be the unique analytic
function in a neighborhood of Γ which fulfills S(z) = z on Γ. More details about the Schwarz function
can be found, for instance, in [8].
For the ellipse, ∂K, the Schwarz function S : C \ [−F0, F0]→ C is given by
S(z) = t z +
2T z
F 20
(
1−
√
1− F 20 /z2
)
. (14)
This can be derived by the following identity
S(z) = φ(1/ψ(z)),
which holds for a general simply-connected droplet. It is simple to check that S(z), as defined by the
above equation, is analytic and satisfies S(z) = z on z ∈ ∂K.
Remark. For t = 0 we have φ(u) =
√
T u, ψ(z) = z/
√
T , cap(K) =
√
T and S(z) = T/z.
Let pj be the orthonormal polynomial of degree j satisfying∫
C
pj(z)pk(z)e
−NV (z)dA(z) = δjk, lim
z→∞
pj(z)
zj
> 0.
The following statement is known [29] (see also [27]).
Theorem 2.1. Let 0 < t < 1. The orthonormal polynomials {pj}j=0,1,2,··· are given by
pj(z) =
(
t
2
)j/2
(1− t2)1/4
√
N
pij!
Hj
(√
N(1− t2)
2t
z
)
, (15)
7
where Hj is the Hermite polynomial of degree j given by the generating function
e2xz−z
2
=
∞∑
j=0
Hj(x)
zj
j!
.
The leading coefficient of pj is given explicitly by
γj := lim
z→∞
pj(z)
zj
=
N1/4
√
N(1− t2)j+1/2√
pij!
. (16)
We note that γj and pj (and many other related quantities) also depend on the parameter N .
Remark. If t = 0 the orthonormal polynomials are simply the monomials {γjzj} where γj = N(j+1)/2√pij! .
Lemma 2.2. Given a fixed r ∈ Z, as n = NT goes to ∞ for a fixed T , the following expansion holds.
γn+r =
(
N
2pi3
)1/4√ e−N`
(cap(K))2r+1
(
1− 1 + 6r + 6r
2
24TN
+O
(
1
N2
))
,
where cap(K) is defined at (13), and the Robin constant ` is defined by
` := T
(
2 log cap(K)− 1). (17)
One can prove this lemma by direct manipulation of (16) using Stirling’s formula for the factorial. The
leading asymptotic expression in the lemma also appeared in [4] which is believed to be universal.
Let us define the pre-kernel Kn by
Kn(z, w) = Kn(z, w) exp
(
N
2
|z − w|2
)
exp
(
iN Im
(
− zw + t
2
z2 +
t
2
w2
))
=
n−1∑
j=0
pj(z)pj(w) exp
(
−N
(
zw − t
2
z2 − t
2
w2
))
.
(18)
Proposition 2.3. Let n ∈ N and w, z ∈ C. Then the pre-kernel Kn fulfills the following Christoffel-Darboux
type identity.
1
N
∂Kn
∂z
(z, w) =
√
T√
1− t2
(
t pn(z)pn−1(w)− pn−1(z)pn(w)
)
exp
(
−N
(
zw − t
2
z2 − t
2
w2
))
. (19)
This identity is known [7] in more general cases in the context of the two matrix model and bi-orthogonal
polynomials. Below we reproduce the proof tailored to our case (See also [27]).
Proof. We set p−1(z) = 0. From Theorem 2.1 we have (see, for instance, [27, 13]), for k ∈ N ∪ {0},
z pk(z) = rk+1pk+1(z) + t rkpk−1(z),
1
N
∂z p̂k(z) = t rk+1p̂k+1(z) + rkp̂k−1(z),
(20)
8
where we set rk =
√
k
N(1−t2) and denote p̂k(z) = pk(z) e
Ntz2/2. The second relation can be derived from
p′k(z) =
√
Nk(1− t2) pk−1(z).
Using the definition of the pre-kernel (18) and the recurrence relations (20), we get
eNzw
N
∂z
(
Kn(z, w)
)
=
eNzw
N
∂z
n−1∑
j=0
p̂j(z)p̂j(w)e
−Nzw

=
n−1∑
j=0
((
t rj+1p̂j+1(z) + rj p̂j−1(z)
)
p̂j(w)− p̂j(z)
(
rj+1p̂j+1(w) + t rj p̂j−1(w)
))
=
n−1∑
j=0
(
t rj+1p̂j+1(z) + rj p̂j−1(z)
)
p̂j(w)−
n∑
j=1
p̂j−1(z)rj p̂j(w)−
n−2∑
j=0
p̂j+1(z) t rj+1p̂j(w)
= t rnp̂n(z)p̂n−1(w)− rnp̂n−1(z)p̂n(w).
This proves the proposition because rn =
√
T/(1− t2).
Using Kn or Kn, the average density ρn in (3) is given by (note that it is normalized to T )
ρn(z) =
1
N
Kn(z, z) =
1
N
Kn(z, z). (21)
Corollary 2.4. Let n be a positive integer. The density ρn satisfies
∂ρn(z)
∂z
=
(
t pn(z)pn−1(z)− pn−1(z)pn(z)
)√T e−NV (z)√
1− t2 . (22)
3 Asymptotic Expansion of Orthogonal Polynomials
The orthonormal polynomials, {pk}, are rescaled Hermite polynomials, {Hk}, where the argument of
Hk is multiplied by the constant
√
N(1− t2)/(2t), see Theorem 2.1. The leading asymptotics for the
Hermite polynomial has been proven by Plancherel and Rotach in [24]. See also [9, 10, 12, 30].
We will need the asymptotics of pn to get the asymptotic behavior of the kernel and the density ρn using
Proposition 2.3 and Corollary 2.4. Especially, we will use the (subleading) behaviors of pn to get the
(subleading) behaviors of the kernel and the density.
The following lemma is shown in Appendix B. An alternative, self-contained method to calculate the
asymptotics of classical orthogonal polynomials can be found in [23].
Lemma 3.1. Let n = NT and r ∈ Z. As N goes to infinity, the following asymptotic expansion holds
uniformly over any compact subset of C \ [−F0, F0].
pn+r(z) =
(
N
2pi3
)1/4
ψ(z)r
√
ψ′(z) exp
[
n g(z)− N`
2
+
1
N
hr(z) +O
(
1
N2
)]
, (23)
9
where ψ is given in (12), ` in (17),
g(z) = log z + log
(
1
2
+
1
2
√
1− F 20 /z2
)
+
(
1 +
√
1− F 20 /z2
)−1
− 1
2
, (24)
and hr(z) =
1
T
(
F 20 (1 + 2r)
8(z2 − F 20 )
− 1 + 6r + 6r
2
24
√
1− F 20 /z2
− 5F
2
0
48(z2 − F 20 )
√
1− F 20 /z2
)
. (25)
Though the function g (24) has the logarithmic branch cut due to the term log z, the expression exp(ng(z))
is analytic in C \ [−F0, F0]. The expression of hr (25) is analytic in C \ [−F0, F0].
Remark. If t = 0 we simply have g(z) = log z and hr(z) = −1+6r+6r224T .
The leading term of the asymptotic formula (23) for the orthogonal polynomial has been conjectured in
[1] and appeared in [4] for different K. For general K, g is given by the complex logarithmic potential
generated by the uniform measure on K.
We will also need the following, rather crude, asymptotic behavior of pn.
Proposition 3.2. Let n = NT grow to ∞ for a fixed T . The following estimate holds uniformly over the
whole complex plane. ∣∣∣pn(z) e−N(Tg(z)−`/2)∣∣∣ = O(N5/12),
The same bound holds for pn−1.
Proof. One can use the uniform asymptotics stated at Theorem 1.34, Theorem 1.49 and Theorem 1.60 in
[11]. These theorems are written for monic polynomials (denoted by pij ’s in the cited paper). Therefore
we need the behavior of the normalization constant γj in (16) (which is different from γj in the cited
paper; our normalization is with respect to the area integral) which is given in Lemma 2.2.
The error bound O(N5/12) comes from the behavior of pn near the focal points, see the equation (1.58)
in [11], and from the behavior of γn in Lemma 2.2. The former contributes by N
1/6 and the latter
contributes by N1/4.
Lemma 3.3. As N goes to ∞ while n = NT , there exists  > 0 such that
ρn(0) =
1
pi
+O(e−N).
Proof. At the origin the Hermite polynomials give (see for example [20]).
Hm(0) =
{
0 if m is odd,
(−1)m/2m!/(12m)! if m is even.
Using this in (15) and (21), the density at the origin is given by
ρn(0) =
1
N
n−1∑
j=0
|pj(0)|2 =
√
1− t2
pi
bn−1
2
c∑
l=0
(
t
2
)2l (2l)!
(l!)2
.
10
Note that the power series in the right-hand side is a truncated Taylor series from
1√
1− t2 =
∞∑
l=0
(
t
2
)2l (2l)!
(l!)2
. (26)
Choosing  > 0 such that x = e/T t < 1, we have
eN
∣∣∣∣ρn(0)− 1pi
∣∣∣∣ = en/T
√
1− t2
pi
∣∣∣∣∣
∞∑
l=bn−1
2
c+1
(
t
2
)2l (2l)!
(l!)2
∣∣∣∣∣
≤
√
1− t2
pi
∣∣∣∣∣
∞∑
l=bn−1
2
c+1
(x
2
)2l (2l)!
(l!)2
∣∣∣∣∣ <
√
1− t2√
1− x2 .
where, in the penultimate inequality, we used the index l in the summation is ≥ n/2 and therefore
en/T ≤ e2l/T .
4 Kernel in the bulk
We define Ω : C→ R by
Ω(z) = V (z)− 2TRe g(z) + `.
In fact, the value of ` (17) has been chosen such that Ω ≡ 0 on ∂K. One can show that, for any z0 ∈ ∂K,
Ω(z) = |z|2 − |z0|2 − 2Re
∫ z
z0
S(ζ)dζ, (27)
by taking the derivative and using the explicit forms of g (24) and S (14). (The independence of Ω on
z0 can be seen from S(z0) = z0 which is obtained by taking the derivative of Ω.) Since S(z) has a purely
imaginary jump on [−F0, F0], Ω can be defined everywhere, with no discontinuity on [−F0, F0]. The
following lemma addresses the global minima of Ω (see [27] for another proof).
Lemma 4.1. For z ∈ C we have Ω(z) ≥ 0 and the equality holds only when z ∈ ∂K.
Proof. Let us define Ω˜ : C→ R by
Ω˜(u) := Ω(φ(u)) = |φ(u)|2 − |φ(1)|2 − 2Re
∫ u
1
φ(1/v) dφ(v).
Since φ : C \ (closB√t(0))→ C \ [−F0, F0] is conformal, it is enough to show that
{u ∈ C \B√t(0) | Ω(u) ≤ 0} = ∂D. (28)
Comparing the functions g (24) and ψ (12) we see that
g(φ(u)) =
[
t
2(ψ(z))2
− log
(
2
√
t
ψ(z)F0
)]
z=φ(u)
=
t
2u2
− log
(
2
√
t
uF0
)
.
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A straightforward calculation gives
Ω˜(Reiθ) =
T (R−2 − 1)
1− t2
(
t2 −R2 + (R2 − 1)t cos(2θ))− 2T logR. (29)
The partial derivatives in θ and R give
∂Ω˜(Reiθ)
∂θ
=
2T
1− t2 (R−R
−1)2t sin(2θ), (30)
∂Ω˜(Reiθ)
∂R
=
2T (R−1 −R−3)
1− t2
(
R2 + t2 − (1 +R2)t cos(2θ)) . (31)
The first expression vanishes only when either R = 1 or sin(2θ) = 0. When R = 1, the expression (31)
vanishes. One can also check that Ω˜ ≡ 0 when R = 1. When sin(2θ) = 0, the expression (31) vanishes
only when R =
√
t and R = 1.
We will show that Ω˜ > 0 for R =
√
t. There we find
Ω˜(
√
teiθ) = −2T (1− t)(cos θ)
2
1 + t
− T log t ≥ −2T (1− t)
1 + t
− T log t, 0 < t < 1.
The right-hand side goes to zero as t goes to 1, and it is strictly positive for 0 < t < 1 because its
derivative is strictly negative, i.e.
−T (1− t)
2
t(1 + t)2
< 0, 0 < t < 1.
Since Ω˜ goes to +∞ as R goes to ∞, we proved (28).
Lemma 4.2. Let VK be a compact subset of IntK and UK a neighborhood of K. Consider the limit where
N goes to ∞ while n = NT . Then there exists  > 0 such that the following asymptotic behavior holds
uniformly over all z as specified below.
ρn(z) =

1
pi
+O(e−N), z ∈ VK ,
O(e−N), z ∈ UK .
(32)
(33)
Proof. From Corollary 2.4 and Proposition 3.2, there exists a constant C > 0 such that∣∣∣∣∂ρn(ξ)∂ξ
∣∣∣∣ ≤ (∣∣pn(ξ)pn−1(ξ)∣∣+ t∣∣pn−1(ξ)pn(ξ)∣∣)
√
T e−NReV (ξ)√
1− t2 ≤ CN
5/6e−NΩ(ξ). (34)
Since Ω is strictly positive over a compact subset of IntK by Lemma 4.1, the right-hand side is uniformly
bounded by O(e−N) where  > 0 can be chosen to be smaller than the minimal value of Ω over the
compact subset. To prove (32) we only need to integrate ∂ξρn from the origin to the point z via straight
path and use the behavior of ρn(0) in Lemma 3.3.
Using the same idea, the estimate (34) also holds over the complement of a neighborhood UK of K. Again,
an integration starting from a fixed point, say z1, in the complement of UK gives that
ρn(z) = c(N) +O(e−N)
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where the error term is uniform over the complement of UK and c(N) is given by ρn(z1). We note
that, even though the complement of UK is unbounded, the integration converges because Ω(ξ) grows
quadratically as |ξ| → ∞. Then we must have c(N) = O(e−N) because, otherwise, ∫C\UK ρndA diverges.
This proves (33).
Now we prove Theorem 1.3.
For any z and w the pre-kernel is given by
1
N
Kn(z, w) = 1
N
Kn(w,w) + 1
N
∫ z
w
∂Kn
∂ξ
(ξ, w)dξ. (35)
The upper bound of the integrand comes from Proposition 2.3 and Proposition 3.2:
1
N
∣∣∣∣∂Kn∂ξ (ξ, w)
∣∣∣∣ ≤
√
T√
1− t2
(
t
∣∣pn(ξ)pn−1(w)∣∣+ ∣∣pn−1(ξ)pn(w)∣∣) exp [−NRe(ξw − t
2
ξ2 − t
2
w2
)]
≤ C
√
T√
1− t2N
5/6 exp
[
−NRe
(
ξw − t
2
ξ2 − t
2
w2 − Tg(ξ)− Tg(w) + `
)]
(36)
for some C > 0 and for all N sufficiently large. The exponent can be further simplified by
Re
(
ξw − t
2
ξ2 − t
2
w2 − Tg(ξ)− Tg(w) + `
)
= −1
2
|ξ − w|2 + 1
2
Ω(ξ) +
1
2
Ω(w). (37)
By Proposition 4.1 we can define  such that
0 < 2 < min
w∈VK
Ω(w).
When ξ = w ∈ VK , the right-hand side of (37) is greater than 2. Then there exists sufficiently small δ
such that when |ξ −w| < δ the expression (37) remains bigger than  for any w ∈ VK . This implies that
the upper bound (36) is given by O(e−N) uniformly over w ∈ VK . The first case of Theorem 1.3 follows
from (35) and Lemma 4.2.
For the second case of z /∈ Bδ(w), we will use
1
N
∣∣∣∣∂Kn∂ξ (ξ, w)
∣∣∣∣ exp(−N2 |ξ − w|2
)
= O(e−Ne−NΩ(ξ)/2), ξ ∈ C, (38)
which can be noticed from (37). Using this estimate, we get, by integration of ∂ξKn(ξ, w) along the
straight path from w to z,
1
N
Kn(z, w)e−N2 |z−w|2 = 1
N
Kn(w,w)e−N2 |z−w|2 +O(e−N), z /∈ Bδ(w).
We can use Lemma 4.2 to evaluate 1NKn(w,w) for w ∈ VK . Going back to the original kernel Kn(z, w)
by (18) proves the second case of Theorem 1.3. Again, as in the proof of Lemma 4.2, even though z can
be in the unbounded C, the error bound above is uniform since the error in (38) has Ω(ξ) in the exponent
which grows quadratically for large |ξ|.
The last case when w /∈ UK follows from choosing  such that
0 < 2 < min
w/∈UK
Ω(w).
The rest of the proof remains the same as in the second case.
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5 Density near the boundary
We will prove Theorem 1.1 using the Christoffel-Darboux formula in Proposition 2.3 and the asymptotics
of the orthonormal polynomials pn obtained in Section 3.
For any complex number v = vx + ivy let us denote
∂vf(z) = (v∂ + v∂)f(z)
where ∂ = ∂∂z =
1
2
(
∂
∂x − i ∂∂y
)
and ∂ = ∂∂z =
1
2
(
∂
∂x + i
∂
∂y
)
.
Let γ : R→ ∂K be the counter-clockwise parametrization given by
γ(θ) = φ(eiθ).
The (outward) normal vector, n, and the tangential vector, t, at φ(eiθ) are given by
t = in =
γ′(θ)
|γ′(θ)| .
We will denote the derivatives in normal direction and tangential direction by ∂n and ∂t respectively.
We denote the derivative with respect to the arclength by ∂s, i.e. ∂s = |φ′|−1∂θ. Obviously ∂s = ∂t.
Generally, ∂ks 6= ∂kt for k > 1.
Proposition 5.1. Let z ∈ C \ [−F0, F0] and v ∈ C. As n = NT goes to ∞, we have the asymptotic
expansion
∂vρn(z) =
(
2N
pi3
)1/2
e−NΩ(z)Re
[√
T (vt− v)√
1− t2
|ψ′(z)|
ψ(z)
(
1 +
h0(z) + h−1(z)
N
+O
(
1
N2
))]
. (39)
The error bound holds uniformly on any compact subset of C \ [−F0, F0].
Proof. From the Christoffel-Darboux formula (22) we get
∂vρn(z) = 2 Re
(
(vt− v)pn(z) pn−1(z)
)√T e−NV (z)√
1− t2 . (40)
From Lemma 3.1 we have
pn(z) =
(
N
2pi3
)1/4√
ψ′(z) eN(Tg(z)−`/2)
(
1 +
h0(z)
N
+O
(
1
N2
))
,
and
pn−1(z) =
(
N
2pi3
)1/4 √ψ′(z)
ψ(z)
eN(Tg(z)−`/2)
(
1 +
h−1(z)
N
+O
(
1
N2
))
,
where the error terms hold uniformly on any compact subset of C \ [−F0, F0]. Putting these into (40)
proves the proposition.
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5.1 Expansion of Ω near the boundary
Recall that ∂s is the derivative with respect to the arclength and that n is the (outward) normal vector
at the boundary ∂K. The (signed) curvature of the curve ∂K is given by
κ =
d
ds
arg n = −i∂s log n = − i
n
∂sn. (41)
On the boundary we find the following relation between n, κ and S.
Lemma 5.2. The following identity holds for z0 ∈ ∂K.
n2S′(z0) = −1, n3S′′(z0) = 2κ, n4S′′′(z0) = −6κ2 − 2i∂sκ. (42)
Analogous relations can be found in [8].
Proof. Let γ : θ 7→ φ(eiθ) be a parametrization of ∂K. Then we get the tangential vector t by
t =
∂θγ(θ)
|γ′(θ)| =
iu φ′(u)
|φ′(u)|
∣∣∣∣
u=eiθ
= i|ψ′(z0)| ψ(z0)
ψ′(z0)
, z0 = φ(e
iθ).
The Schwarz function satisfies S(φ(u)) = φ(1/u) in a neighborhood of ∂K. Taking the derivative in u
we get
S′(φ(u))φ′(u) = −φ
′(1/u)
u2
and, when z0 ∈ ∂K, we have
S′(z0) = − ψ
′(z0)
ψ′(z0)(ψ(z0))2
= − 1
n(z0)2
(43)
using n = −it. This proves the first equation of (42).
Taking the ∂s-derivative on both sides of (43) we get
in(z0)S
′′(z0) = 2
1
n(z0)3
in(z0)κ (44)
where we used ∂s = in∂ − in∂ on the left-hand side, and (41) on the right-hand side. This proves the
second equation of (42).
The last equation is obtained by taking ∂s-derivative of the second equation in the lemma. (When
repeated, such process can yield the relations with higher order derivatives than are shown in the lemma.)
3n2(in)κS′′ + in4S′′′ = 2∂sκ.
Using the second equation in the lemma to replace S′′, one gets the last equation.
Remark. Lemma 5.2 and the following lemma are both true for more general droplets. Note that in the
proof we never use the fact that K is an ellipse.
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Lemma 5.3. Let z0 ∈ ∂K. Let X,Y ∈ R be defined by
Xn(z0) + iY n(z0) = z − z0.
For any ν such that 0 ≤ ν < 1/6, as N grows to infinity the following asymptotic expansions holds
e−NΩ(z) = e−2NX
2
(
1 +
2κN
3
(X3 − 3XY 2)− κ
2N
2
(X4 − 6X2Y 2 + Y 4)
+
2∂sκN
3
(X3Y −XY 3) + 2κ
2N2
9
(X3 − 3XY 2)2 +O(N3+9(ν−1/2))
)
. (45)
uniformly over |z − z0| < Nν−1/2 and over z0 ∈ ∂K.
Proof. Using ∂n = n∂ + n∂ and ∂t = in∂ − in∂ and the first equation in (42), one finds that
∂nΩ(z0) = ∂tΩ(z0) = ∂n∂tΩ(z0) = ∂
2
tΩ(z0) = 0. (46)
As an example, let us prove the last equality.
∂2tΩ(z0) = (in∂ − in∂)2Ω(z)
∣∣
z=z0
= (in∂ − in∂)
(
in(z − S(z)− in(z − S(z)
) ∣∣∣
z=z0
=
(
n2S′(z) + n2S′(z) + 2
) ∣∣∣
z=z0
= 0,
where, in the last equality, we used the first equation in Lemma 5.2. Similarly, we get
∂2nΩ(z0) =
(
−n2S′(z)− n2S′(z) + 2
) ∣∣∣
z=z0
= 4, (47)
using the first equation in Lemma 5.2.
In the derivatives of order three or more, the gaussian term |z|2 in Ω(z) does not contribute. So we have
∂v1∂v2 · · · ∂vkΩ(z) = −2∂v1∂v2 · · · ∂vkRe
(∫ z
S(ζ)dζ
)
= −2Re
(
v1v2 · · ·vkS(k−1)(z)
)
,
for k ≥ 3. Using the second and the third equations in Lemma 5.2, one can obtain the following identities
for the third order derivatives:
∂3nΩ(z0) = −∂n∂2tΩ(z0) = −4κ, ∂3tΩ(z0) = −∂2n∂tΩ(z0) = 0, (48)
and for the fourth order derivatives:
∂4nΩ(z0) = ∂
4
tΩ(z0) = −∂2n∂2tΩ(z0) = 12κ2, ∂3n∂tΩ(z0) = −∂n∂3tΩ(z0) = −4∂sκ. (49)
Since both the real and the imaginary parts of Ω are real analytic, we have
Ω(z) =
l∑
k=0
(X∂n + Y ∂t)
kΩ(z0)
k!
+O(|z − z0|l+1) (50)
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uniformly over |z − z0| < δ and over z0 ∈ ∂K, for a sufficiently small δ. Putting (46)(47)(48)(49) into
the Taylor expansion, we get
Ω(z) = 2X2 − 2κ
3
(X3 − 3XY 2) + κ
2
2
(X4 − 6X2Y 2 + Y 4)− 2∂sκ
3
(X3Y −XY 3) +O(|z − z0|5). (51)
Multiplying the above by N and exponentiating, we get
exp
(−NΩ(z)) = e−2NX2(1 +N 2κ
3
(X3 − 3XY 2) +N2 2κ
2
9
(X3 − 3XY 2)2
−N κ
2
2
(X4 − 6X2Y 2 + Y 4) +N 2∂sκ
3
(X3Y −XY 3)
+O (N |z − z0|5, N3|z − z0|9, N2|z − z0|7)),
uniformly over |z − z0| < N−1/3 and over z0 ∈ ∂K, for a sufficiently large N because the exponential
function converges uniformly in a bounded region. The lemma follows because, among the error terms,
N3|z − z0|9 contributes the most.
5.2 Proof of Theorem 1.2
Theorem 1.2 that we prove in this section is a stronger version of Lemma 4.2. The theorem gives an
estimate in a neighborhood of ∂K that scales arbitrary close to the boundary as N goes to infinity.
Proof. From (51) we have
Ω(z) = 2X2 +O(|z − z0|3), (52)
uniformly over |z − z0| < δ and over z0 ∈ ∂K, for a sufficiently small δ > 0.
We denote the neighborhood of ∂K of width 2δ by
Uδ = {z0 +Xn(z0) | z0 ∈ ∂K, |X| < δ}.
For any z ∈ Uδ \ Uτ,N there exists z0 ∈ ∂K such that z = z0 +Xn with N−1/2+τ ≤ |X| < δ. From (52),
we have Ω(z) ≥ 2N−1+2τ +O(N−3/2+3τ ) > N−1+2τ on z ∈ Uδ \ Uτ,N for any sufficiently large N . This
leads to
e−NΩ(z) < e−N
2τ
on z ∈ Uδ \ Uτ,N . (53)
As in Lemma 4.2 we now use (34) to get a uniform bound for the derivative of the density on Uδ \ Uτ,N .
We get the density at the point z = z0 + Xn ∈ Uδ \ Uτ,N with z0 ∈ ∂K and N−1/2+τ ≤ |X| < δ by
integrations from starting points z0 − δn ∈ IntK or from z0 + δn ∈ ExtK. When N is large enough,
from (34) and (53), the contribution from these integrations are bounded by
|ρn(z)− ρn(z0 ± δn)| ≤ δ · CN5/6e−N2τ when z ∈ Uδ \ Uτ,N .
From Lemma 4.2 we know that at the starting points z0 ∓ δn ∈ ∂Uδ the density equals 1/pi + O(e−N)
on Int(K) \ Uδ and O(e−N) on Ext(K) \ Uδ when  > 0 is choosen small enough.
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5.3 Proof of Theorem 1.1
The proof of the following three lemmas are in Appendix C.
Lemma 5.4. Let z0 ∈ ∂K. Let X,Y ∈ R be defined by
Xn(z0) + iY n(z0) = z − z0.
The following expansion holds as z goes to z0
|ψ′(z)|
ψ(z)
=
|ψ′(z0)|
ψ(z0)
(
1 + Θ1,0(z0)X + Θ0,1(z0)Y +
Θ2,0(z0)
2
X2 + Θ1,1(z0)XY +
Θ0,2(z0)
2
Y 2
)
+O (|z − z0|3) ,
uniformly over |z − z0| < δ and over z0 ∈ ∂K, for a sufficiently small δ. We used the definitions:
Θ1,0(z0) = −κ, Θ0,1(z0) = 1
3
∂sκ
κ
− i|ψ′(z0)|, Θ1,1(z0) = −5
3
∂sκ+ 2iκ|ψ′(z0)|,
Θ2,0(z0) = 2κ
2 +
(∂sκ)
2
3κ2
− ∂
2
sκ
3κ
+ i
∂sκ
3κ
|ψ′(z0)|,
Θ0,2(z0) = −2
9
(∂sκ)
2
κ2
− κ2 + ∂
2
sκ
3κ
− |ψ′(z0)|2 − i|ψ′(z0)|∂sκ
κ
.
Lemma 5.5. Let z0 ∈ ∂K. Then
Re (h0(z0) + h−1(z0)) = − 1
12
κ2 +
1
24
∂2sκ
κ
,
Im(h0(z0)− h−1(z0))
|ψ′(z0)| =
∂sκ
6κ
.
Lemma 5.6. Let z0 ∈ ∂K. Then√
T (nt− n)√
1− t2
|ψ′(z0)|
ψ(z0)
= −1 + i∂sκ
3|ψ′(z0)|κ,√
T (nt+ n)√
1− t2
|ψ′(z0)|
ψ(z0)
=
κ
|ψ′(z0)| .
Proposition 5.7. Let z0 ∈ ∂K. Let us define X,Y ∈ R by
Xn(z0) + iY n(z0) = z − z0.
For any 0 ≤ ν < 1/6 the following asymptotic expansions hold.
∂nρn(z) =
√
N
2pi3
e−2NX
2
(
− 2− κ (43NX3 − 2X)− κ2 (49N2X6 − 73NX4 + 2X2) (54)
+
(
∂2sκ
3κ
− 4(∂sκ)
2
9κ2
)
X2 +
1
N
(
κ2
6
+
(∂sκ)
2
9κ2
− ∂
2
sκ
12κ
)
+O
(
N−3/2+9ν
))
,
∂tρn(z) =
√
N
2pi3
e−2NX
2
(
− 2κY + κ2 (4NXY 3 − 43NX3Y + 4XY )+ ∂sκ(X23 − Y 2)
− 1
N
∂sκ
3|ψ′(z0)| +O
(
N−3/2+7ν
))
, (55)
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where the former is evaluated for Y = 0. The error bounds are uniform over {z | |z − z0| < N−1/2+ν}
and over z0 ∈ ∂K.
Proof. We use Lemma 5.4 and Lemma 5.6 to get
Re
[√
T (nt− n)√
1− t2
|ψ′(z)|
ψ(z)
(
1 +
h0(z) + h−1(z)
N
+O
(
1
N2
))]
=
[
κX − 1−
(
κ2 +
2(∂sκ)
2
9κ2
− ∂
2
sκ
6κ
)
X2 (56)
− Re (h0(z0) + h−1(z0))
N
+
∂sκ Im (h0(z0)− h−1(z0))
3κ|ψ′(z0)|N
]
+O(N3ν−3/2).
We use the above with Lemma 5.3 in equation (39) with v = n to get
∂nρn(z) =−
√
2N
pi3
e−2NX
2
(
1 + κ
(
2
3NX
3 −X)+ κ2 (X2 − 76NX4 + 29N2X6)+ (2(∂sκ)29κ2 − ∂2sκ6κ
)
X2
+
Re(h0(z0) + h−1(z0))
N
+
∂sκ
3|ψ′(z0)|κ
Im(h−1(z0)− h0(z0))
N
+O(N9ν−3/2)
)
. (57)
One can use Lemma 5.5 to finally get (54).
Similar steps using Lemma 5.4, Lemma 5.6 and Lemma 5.3 in equation (39) with v = t give
∂tρn(z) =
√
N
2pi3
e−2NX
2
(
− 2κY + κ2 (4NXY 3 − 43NX3Y + 4XY )+ ∂sκ(X23 − Y 2
)
+
2κ
|ψ′(z0)|
Im (h−1(z0)− h0(z0))
N
+O(N7ν−3/2)). (58)
Again using Lemma 5.5 we get (55).
Let us remark about the different powers in the error terms in the two cases. For the latter case, ∂tρ, we
need one less order in the expansion of e−NΩ because the leading term, −2κY = O(Nν−1/2), is already
of less order than the leading term of ∂nρn.
Lemma 5.8. Let z0 ∈ ∂K. We have, for an arbitrary ε > 0,
ρn(z0) =
1
2pi
− κ
3
√
2pi3N
+O(N−3/2+ε),
uniformly over z0 ∈ ∂K.
Proof. Let 0 < ν < 1/6. Choose τ such that 0 < τ < ν and let
z1 = z0 −N−1/2+τn,
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for sufficiently large N such that z1 ∈ IntK.
ρn(z0)− ρn(z1) =
∫ 0
−N−1/2+τ
∂nρn(z0 +Xn) dX.
Proposition 5.7 gives a uniform estimate of ∂nρn on the domain of integration. We can replace ∂nρn by
(54). Then we only need to perform the integrals of the type∫ 0
−N−1/2+τ
Xje−2NX
2
dX =
1
2
(−1)j
(2N)(j+1)/2
Γ
(
j + 1
2
)
+O(N−(j+1)/2+τ(j−1)e−2N2τ ), j ∈ N ∪ {0}.
The error term is obtained by substituting X˜ =
√
NX in the integral and using l’Hoˆpital’s rule,
− lim
N→∞
∫ −N−1/2+τ
−∞ X
je−2NX2dX
Nk−(j+1)/2e−2N2τ
= − lim
N→∞
∫ −Nτ
−∞ X˜
je−2X˜2dX˜
Nke−2N2τ
= lim
N→∞
(−1)jτN τ(j+1)−1e−2N2τ
(kNk−1 − 4τN2τ+k−1)e−2N2τ
=
(−1)j+1
4
lim
N→∞
N τ(j−1)−k,
which converges to a non-zero constant if k = τ(j − 1).
The straightforward calculation of the integration of (54) gives
ρn(z0)− ρn(z1) = − 1
2pi
− κ
3
√
2pi3N
+O(N−3/2+9ν).
Note that the term of order 1/N vanishes. We will discuss a deeper reason for this in Section 7.1.
The theorem is proved because, according to Theorem 1.2, ρn(z1) is 1/pi up to an error given by
O(N5/6e−N2τ ). The uniformity of the bound over z0 ∈ ∂K follows from the uniformity of Proposi-
tion 5.7.
We will prove the following slightly stronger statement than Theorem 1.1.
Theorem 5.9. Let z0 ∈ ∂K and
z − z0 = nξ + iη√
N
, ξ, η ∈ R.
For any 0 < ν < 1/6 the asymptotic expansion
ρn
(
z0 +
(ξ + iη)n√
N
)
− erfc(
√
2ξ)
2pi
=
e−2ξ2√
2pi3
 κ√N
(
ξ2 − 1
3
− η2
)
+
1
N
Ψ(ξ, η)
+O(N9ν−3/2)
holds uniformly over {z | |z − z0| < Nν−1/2} and over z0 ∈ ∂K, where we define
Ψ(ξ, η) = κ2
2ξ5 − 8ξ3 + 3ξ + 36ξη2 − 12ξ3η2 + 18ξη4
18
+
(
(∂sκ)
2
9κ2
− ∂
2
sκ
12κ
)
ξ +
∂sκ
3
(
ξ2η − η3 − η
)
.
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Proof. The proof is by direct calculation where we integrate ∂nρn from z0 to z0 + n ξ/
√
N and use
Lemma 5.8 for the value of ρn(z0). More explicitly we integrate ∂nρn using the expression in (54), over
the integration variable X from 0 to ξ/
√
N , i.e.
ρn
(
z0 +
ξn√
N
)
− ρn(z0) =
∫ ξ/√N
0
∂nρn(z0 +Xn) dX.
Once we obtain the value of ρn at z0+ξ n/
√
N , we integrate ∂tρn from z0+ξ n/
√
N to the final destination
z0 + ξ n/
√
N + η t/
√
N . Again, this is done by integrating the expression in (55) over the integration
variable Y from 0 to η/
√
N , i.e.
ρn
(
z0 +
ξn√
N
+
ηt√
N
)
− ρn
(
z0 +
ξn√
N
)
=
∫ η/√N
0
∂nρn
(
z0 +
ξn√
N
+ Y t
)
dY.
After the straightforward calculation, the error bound comes from that of (54).
6 Vanishing Cauchy Transform
In this section, we consider a general potential V that is defined in the sentence containing (8).
Lemma 6.1. For a fixed z ∈ C, let the kernel Kn (6) satisfy the asymptotic behavior,
|Kn(z, w)| = N
pi
e−
N
2
|z−w|2
(
1 +O(e−N)), (59)
uniformly over w ∈ Bδ(z) for some  > 0 and δ > 0. Then there exists ′ > 0 such that∫
C\Bδ(z)
|Kn(z, w)|2dA(w) = O
(
e−N
′)
.
Proof. From the reproducing property of the kernel we have∫
C\Bδ(z)
|Kn(z, w)|2dA(w) =
∫
C
|Kn(z, w)|2 dA(w)−
∫
Bδ(z)
|Kn(z, w)|2 dA(w)
= Kn(z, z)−
∫
Bδ(z)
|Kn(z, w)|2 dA(w).
(60)
Taking z = w in (59) we have
|Kn(z, z)| = Kn(z, z) = N
pi
(
1 +O(e−N)).
Integrating |Kn(z, w)| over the disk Bδ(z) we have, for some 1 > 0,∫
Bδ(z)
|Kn(z, w)|2dA(w) = N
2
pi2
∫
Bδ(z)
e−N |z−w|
2 (
1 +O(e−N)) dA(w)
=
N
pi
(
1 +O(e−Nδ2))(1 +O(e−N)).
Proof is done by substituting the above two estimates into (60).
21
Lemma 6.2. For a fixed z ∈ C, let Q be analytic in a neighborhood of z and let the kernel Kn (6) satisfy
the asymptotic behavior,
1
N
Kn(z, w) =
1
pi
e−
N
2
|z−w|2eiN Im
(
zw−Q(z)−Q(w)
)(
1 +O(e−N)), (61)
uniformly for w ∈ Bδ(z) for some  > 0 and δ > 0. Then there exists ′ > 0 such that
∂Kn(z, z) = O
(
e−
′N).
Proof. We define the pre-kernel for a general Q by
Kn(z, w) =
n−1∑
j=0
pj(z)pj(w)e
−N(zw−Q(z)−Q(w))
which is analytic in z and anti-analytic in w. Since Kn(z, z) = Kn(z, z) for all z, we have
∂Kn(z, z) = ∂Kn(z, z) =
[
∂
∂z
Kn(z, w)
]
w=z
.
From the relation between Kn and Kn (see (18)) and from (61), we have that
Kn(z, w) = N
pi
(
1 +O(e−N)), w ∈ Bδ(z).
Using the analyticity of Kn(z, w) in z, choosing C to be a circle around z with the radius δ/2, we have
that [
∂
∂z
Kn(z, w)
]
w=z
=
1
2pii
∮
C
Kn(ζ, z)
(ζ − z)2 dζ = O
(
e−N
)
.
Here we use that Kn(ζ, z) = Kn(z, ζ).
Proof of Theorem 1.4. We recall that the probability density function for n particles is given by
Probn
({z1, · · · , zn}) = 1Zn
( ∏
1≤l<k≤n
|zl − zk|2
) n∏
j=1
e−NV (zj).
For 1 ≤ m ≤ n the m-point correlation function is defined as
R(m)n (z1, . . . zm) =
n!
(n−m)!
∫
Cn−m
Probn
({z1, · · · , zn}) n∏
j=m+1
dA(zj).
We note that R
(1)
n (z) = Kn(z, z) = Nρn(z) and R
(2)
n (z, w) = Kn(z, z)Kn(w,w) − |Kn(z, w)|2, see for
example [22].
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Taking the holomorphic derivative of ρn(z) one gets
∂ρn(z) =
n
N
∫
Cn−1
(
−N∂V (z) +
n∑
j=2
1
z − zj
)
Probn
({z, z2, · · · , zn}) n∏
j=2
dA(zj)
= −N∂V (z)ρn(z) + n(n− 1)
N
∫
Cn−1
dA(w)
z − w Probn
({z, w, z3, · · · , zn} n∏
j=3
dA(zj)
= −N∂V (z)ρn(z) + 1
N
∫
C
dA(w)
z − w
(
Kn(z, z)Kn(w,w)− |Kn(z, w)|2
)
.
In the second equality we used that our probability density function is symmetric under permutation.
Dividing by ρn we get
∂ρn(z)
ρn(z)
= −N∂V (z) +
∫
C
Kn(w,w)
z − w dA(w)−
1
Kn(z, z)
∫
C
|Kn(z, w)|2
z − w dA(w). (62)
From ρn(z) =
1
NKn(z, z), Lemma 6.2 says that the left-hand side of the above equation is exponentially
small in N .
Below we show that the last term of the right-hand side of (62) is also exponentially small in N .∫
C
|Kn(z, w)|2
z − w dA(w) =
∫
Bδ(z)
|Kn(z, w)|2
z − w dA(w) +
∫
C\Bδ(z)
|Kn(z, w)|2
z − w dA(w). (63)
For the first term we find∫
Bδ(z)
|Kn(z, w)|2
z − w dA(w) =
N2
pi2
∫
Bδ(0)
1
ζ
e−N |ζ|
2
(
1 +O(e−N))dA(ζ)
=
N2
pi2
∫ δ
0
∫ 2pi
0
e−iθ e−Nr
2
(
1 +O(e−N))dθdr = O(N3/2e−N).
For the second term in (63) Lemma 6.1 says that, for some ′ > 0,∣∣∣∣∣
∫
C\Bδ(z)
|Kn(z, w)|2
z − w dA(w)
∣∣∣∣∣ ≤ 1δ
∫
C\Bδ(z)
|Kn(z, w)|2 dA(w) = O
(
e−N
′)
.
We write the equation (62) replacing n by n+ 1:
∂ρn+1(z)
ρn+1(z)
= −N∂V (z) +
∫
C
Kn+1(w,w)
z − w dA(w)−
1
Kn+1(z, z)
∫
C
|Kn+1(z, w)|2
z − w dA(w). (64)
By the same arguments, the left hand side and the last term in the right hand side both vanish exponen-
tially fast in N . Subtracting (63) from (64), the term −N∂V (z) cancels, and one obtains that∫
C
Kn+1(w,w)
z − w dA(w)−
∫
C
Kn(w,w)
z − w dA(w) =
∫
C
|pn(w)|2 e−NV (w)
z − w dA(w)
vanishes exponentially fast as N goes to infinity.
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7 Discussions
7.1 Implication of Theorem 1.1
It is immediate that Theorem 1.1 follows from Theorem 5.9. On the other hand, a geometric intuition
suggests that the converse is also true, i.e., the density in the normal direction from the boundary
determines the density in any direction. In this section, we calculate the density in the tangential
direction from the density in the normal direction and from the local shape of the curve ∂K. This means
that Theorem 5.9 and Theorem 1.1 follow from each other.
Let Γ be a smooth Jordan curve and γ : R → Γ (s 7→ γ(s)) be the arclength parametrization. Defining
n to be the normal vector
n(γ(s)) := −idγ
ds
,
let us consider the following mapping.
Ξ : R2 → C, Ξ(x, s) = γ(s) + xn(γ(s)).
The Jacobian of this mapping can be evaluated to be
1 + κ(γ(s))x (65)
where κ(γ(s)) is the curvature of Γ at γ(s). For a sufficiently small |x| the Jacobian is strictly positive
and, therefore, Ξ is locally invertible around γ(s) for any s ∈ R. It means that there exists a neighborhood
of γ(s) such that Ξ−1 defines a coordinate system on that neighborhood.
Let z0 = γ(s0) ∈ Γ. We have Ξ(0, s0) = z0. Since Ξ is locally a diffeomorphism, there exists a neighbor-
hood U0 of z0 and a neighborhood V0 ⊂ R2 of the origin such that
Ξ0 : V0 → U0, (x, y) 7→ Ξ0(x, y) := Ξ(x, s0 + y)
is a diffeomorphism.
We define the mapping F0 : R2 → C by
(X,Y ) 7→ F0(X,Y ) := z0 +Xn(z0) + Y t(z0), t(z0) = in(z0).
It is clear that F0 defines a flat coordinate around z0.
The relation between the two coordinates, (X,Y ) and (x, y), is given by the following proposition.
Proposition 7.1. For (x, y) ∈ V0, there is a unique (X,Y ) ∈ R2 such that
Ξ0(x, y) = F0(X,Y ).
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As z goes to z0, the two coordinates (x, y) and (X,Y ) are related by
x = X +
κ
2
Y 2 +
∂sκ
6
Y 3 − κ
2
2
XY 2 +
κ3
2
X2Y 2 − κ∂sκ
2
XY 3 +
(
∂2sκ
24
− κ
3
8
)
Y 4 +O(|z − z0|5),
y = Y − κXY + κ2X2Y − ∂sκ
2
XY 2 − κ
2
3
Y 3
− κ3X3Y + 3κ∂sκ
2
X2Y 2 − 7κ∂sκ
24
Y 4 +
(
κ3 − ∂
2
sκ
6
)
XY 3 +O(|z − z0|5),
where κ and its derivatives are all evaluated at z0 ∈ Γ.
Proof. A Taylor expansion gives
γ(y + s0) = z0 + γ
′(s0)y +
1
2
γ′′(s0)y2 +
1
6
γ′′′(s0)y3 +
1
24
γ(4)(s0)y
4 +O(|y|5)
= z0 + ty − κ
2
ny2 − 1
6
(∂sκn + κ
2t)y3 − 1
24
(∂2sκn + 3κ∂sκt− κ3n)y4 +O(|y|5),
where, in the last expression, the Taylor coefficients are evaluated at z0. In the last equality we used the
following elementary facts.
∂sγ = t, ∂sn = κt, ∂st = −κn,
where n and t are understood to depend on γ(s). Similarly, one can get
n(γ(y + s0)) = n(z0) + ∂sn(z0)y +
1
2
∂2sn(z0)y
2 +
1
6
∂3sn(z0)y
3 +O(|y4|)
= n + κty +
1
2
(∂sκt− κ2n)y2 + 1
6
(∂2sκt− 3κ∂sκn− κ3t)y3 +O(|y4|),
where all the coefficients are evaluated at z0.
Then we can expand Ξ0(x, y) as follows.
Ξ0(x, y) = z0 + n(z0)
(
x− κ
2
y2 − κ
2
2
xy2 − ∂sκ
6
y3 +
1
24
(κ3 − ∂2sκ)y4 −
1
2
(κ∂sκ)xy
3
)
+ t(z0)
(
y + κxy +
1
2
∂sκxy
2 − κ
2
6
y3 − κ∂sκ
8
y4 +
1
6
(∂2sκ− κ3)xy3
)
+O(|z − z0|5)
= z0 + n(z0)X + t(z0)Y.
(66)
So we have obtained the series expansions of X and Y in terms of x and y. To find the series expansion
of x and y in terms of X and Y , we simply substitute the most general Taylor expansions,
x =
∑
j+k≤4
cjkX
jY k +O(|z − z0|5), y =
∑
j+k≤4
djkX
jY k +O(|z − z0|5),
into (66) and determine the coefficients cjk’s and djk’s by matching each order.
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Below we illustrate how Theorem 5.9 is obtained from Theorem 1.1. We only consider ξ = 0 (i.e. purely
tangential direction) to make the presentation simple.
For z0 = γ(s0), we define x and y to satisfy the following relation.
z0 +
η t√
N
= Ξ0(x, y).
Using the above x and y, we define ẑ0 := γ(s0 + y). Then the identity,
ρn
(
z0 +
ηt√
N
)
= ρn (ẑ0 + xn(ẑ0)) , (67)
is simply the density at the same point expressed in two different coordinate systems. This equation gives
the density in the tangential direction expressed in terms of the density in the normal direction. This
already implies that Theorem 1.1 gives Theorem 5.9 as we mentioned in the beginning of this section.
Proposition 7.1 gives the asymptotic expressions of x and y in terms of η.
x =
κ
2
η2
N
+
∂sκ
6
η3
N3/2
+O
( |η|4
N2
)
, y =
η√
N
− κ
2
3
η3
N3/2
+O
( |η|4
N2
)
.
Using these series expansions with
κ(ẑ0) = κ(z0) + ∂sκ(z0)
η√
N
+O
(
1
N
)
and the scaled normal coordinate:
ξ̂ :=
√
Nx =
κ η2
2
√
N
+
∂sκ
6
η3
N
+O
(
1
N3/2
)
,
Theorem 1.1 gives
ρn
(
z0 +
ηt√
N
)
= ρn
(
ẑ0 +
ξ̂√
N
n(ẑ0)
)
=
1
2pi
erfc
(√
2ξ̂
)
+
e−2ξˆ2√
2pi3
κ(ẑ0)√
N
(
ξ̂2 − 1
3
)
+O
(
ξ̂
N
)
=
1
2pi
− 1√
2pi3
(
κ(z0)(1 + 3η
2)
3
√
N
+
∂sκ(z0)(η
3 + η)
3N
)
+ o
(
1
N
)
.
(68)
This is exactly what Theorem 5.9 says for ξ = 0.
7.2 Orthogonal polynomials from density
We have obtained the asymptotic expansion of the density using the asymptotics of the orthogonal
polynomials. We can also do the opposite, i.e., we can obtain the subleading correction of the orthogonal
polynomials assuming certain behavior of the density. In fact, we obtained the expression in Lemma 5.5
by this idea. The proof in the appendix is not very motivating as it does not indicate how we find the
identities in the first place. Below we show another proof of Lemma 5.5 that does not require any prior
knowledge about h−1 and h0. Instead, we will use the behavior of the density given in Theorem 1.1 and
Theorem 1.2 (or its weaker version Lemma 4.2).
26
Alternative proof of Lemma 5.5. One can integrate (58) in the tangential direction to get
ρn
(
z0 +
ηt√
N
)
= ρn (z0)− 1√
2pi3
(
κη2√
N
− 1
N
(
2κη
Im (h−1(z0)− h0(z0))
|ψ′(z0)| −
η3∂sκ
3
))
+ o
(
1
N
)
=
1
2pi
− 1√
2pi3
(
κ(3η2 + 1)
3
√
N
− 1
N
(
2κη
Im (h−1(z0)− h0(z0))
|ψ′(z0)| −
η3∂sκ
3
))
+ o
(
1
N
)
.
Comparing the term of order 1/N with that of (68) we obtain the second equation in Lemma 5.5.
Let z0 ∈ ∂K and z1 ∈ IntK be given as in the proof of Lemma 5.8. Let 0 < τ < ν < 1/6. Let
z2 = z0 + N
−1/2+τn such that it is located symmetrically to z1 with respect to ∂K. Using the same
method as in the proof of Lemma 5.8, one can integrate (57) to get
ρn(z1)− ρn(z2) = 1
pi
+
1
piN
[
Re
(
h0(z0) + h−1(z0)
)
+
∂sκ Im (h−1(z0)− h0(z0))
3|ψ′(z0)|κ
+
κ2
12
+
(∂sκ)
2
18κ2
− ∂
2
sκ
24κ
]
+O(N−3/2+9ν).
From Theorem 1.2 the right-hand side must be equal to 1/pi up to an error given by O(N5/6e−N2τ ).
Taking ν < 1/18, this implies that the 1/N -term above vanishes. This provides the first equation of
Lemma 5.5 when combined with the second equation that we already obtained.
We remark that the two relations in Lemma 5.5, combined with the asymptotic behavior of h0(z) and
h−1(z) as z goes to ∞, are enough to fully determine h0 and h−1. Lemma 5.5 gives Re(h0(z) + h−1(z))
and Im(h0(z) − h−1(z)) on the ellipse. Since both functions are harmonic on the exterior of the ellipse,
and since both are bounded at ∞, Lemma 5.5 determines both functions on the exterior of the ellipse.
This uniquely determines h0(z) + h−1(z) up to an imaginary constant and h0(z) − h−1(z) up to a real
constant, on the exterior of the ellipse. The undetermined constants can be fixed by the behavior of
the orthonormal polynomials’ leading coefficients γn and γn−1 (see Lemma 2.2) when n,N → ∞ while
n = NT .
7.3 The number of particles outside K
In the scaling limit, most of the Coulomb particles are supported on K. A typical sample looks like in
Figure 3. In this section we will evaluate the number of particles outside K. This problem was suggested
to us by Arno Kuijlaars.
Note that the total number of particles is given by n = N ×Area(K)/pi. Therefore, the expected number
of particles outside K is given by
nout := n−#(particles inside K) = N
∫
K
(
1
pi
− ρn(z)
)
dA(z).
Inside K and away from N τ−1/2-neighborhood (that we denote by UN,τ in Theorem 1.2) of ∂K, Theorem
1.2 says that pi−1−ρn(z) disappears faster than any algebraic power of N in the scaling limit. This leads
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Figure 3: Eigenvalue distribution of a sample of a random matrix Mn,t,T (71) with n = 1024, t = 0.75
and T = 1
to
nout = N
∫
K∩Uτ,N
(
1
pi
− ρn(z)
)
dA(z) +O(e−Nτ )
=
√
N
∫ L
0
∫ 0
−Nν
[
1
pi
− ρn
(
γ(s) +
ξ√
N
n(γ(s))
)](
1 + κ(γ(s))
ξ√
N
)
dξ ds+O(e−Nτ )
where L is the length of ∂K, γ : [0, L) → ∂K is the arclength parametrization of ∂K, and the factor
(1 + κξ/
√
N)/
√
N is the Jacobian coming from the change of the measure from dA to dξ ds.
At a boundary point z0 ∈ ∂K, Theorem 1.1 says that
ρn
(
z0 +
ξ√
N
n
)
= ρ(0)∞ (ξ) +
1√
N
ρ(1)∞ (ξ) +
1
N
ρ(2)∞ (ξ) +O
(
N−3/2+9ν
)
,
where
ρ(0)∞ (ξ) =
1
2pi
erfc(
√
2ξ),
ρ(1)∞ (ξ) =
κ(z0)
3
√
2pi3
(ξ2 − 1) e−2ξ2 ,
ρ(2)∞ (ξ) =
e−2ξ2√
2pi3
(
κ2
2ξ5 − 8ξ3 + 3ξ
18
+
(
(∂sκ)
2
9κ2
− ∂
2
sκ
12κ
)
ξ
)
.
We get
nout =
√
N
∫ L
0
∫ 0
−Nν
[
1
pi
− ρ(0)∞ (ξ)−
1√
N
ρ(1)∞ (ξ)−
1
N
ρ(2)∞ (ξ)
](
1 + κ(γ(s))
ξ√
N
)
dξ ds+ o
(
1√
N
)
=
√
N
∫ L
0
∫ Nν
0
[
ρ(0)∞ (ξ˜)−
κ(γ(s))√
N
(
ξ˜ρ(0)∞ (ξ˜) +
ξ˜2 − 1
3
√
2pi3
e−2ξ˜
2
)
+
1
N
(
κ(γ(s))ξ˜ρ(1)∞ (ξ˜) + ρ
(2)
∞ (ξ˜)
)]
dξ˜ ds+ o
(
1√
N
)
=
√
N
(2pi)3/2
∫ L
0
[
1 + 0− 1
N
(
κ2(γ(s))
12
− (∂sκ(γ(s)))
2
18κ2(γ(s))
+
∂2sκ(γ(s))
24κ(γ(s))
)]
ds+ o
(
1√
N
)
,
(69)
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where we have chosen ν such that 0 < 10ν < 1/2. In the second equality, we made the substitution
ξ˜ = −ξ and used the identity and symmetries:
ρ(0)∞ (ξ) + ρ
(0)
∞ (−ξ) =
1
pi
, ρ(1)∞ (−ξ) = ρ(1)∞ (ξ), ρ(2)∞ (−ξ) = −ρ(2)∞ (ξ).
One notices that the subleading term of order N−1/2 in the penultimate formula for nout cancels out.
And the “arclength density of escaping particles” over ∂K is uniform in the leading order.
Parameterizing the ellipse by φ(eiθ) with θ ∈ [0, 2pi) where the arclength element is given by ds =
|φ′(eiθ)|dθ and using the explicit expressions for κ, ∂sκ and ∂2sκ (see (88), (89) and (90) respectively),
the integral over the arclength in (69) can be evaluated to give
nout =
√
n
(2pi)3/2
∫ 2pi
0
(
1 +
t6 + 9t4 − 9t2 − 1− 6t(t4 − 1) cos(2θ)
12n(1 + t2 − 2t cos(2θ))3
) √
1 + t2 − 2t cos(2θ)√
1− t2 dθ + o
(
1√
n
)
=
√
n
(2pi)3/2
(
4(1 + t)1/2E(k)
(1− t)1/2 −
1
n
(1 + t2)E(k) + 2(1− t)2K(k)
9(1− t)3/2(1 + t)1/2
)
+ o
(
1√
n
)
, (70)
with k = 2
√
t
1+t . K(k) and E(k) are the complete elliptic integrals of the first and second kind,
K(k) =
∫ pi/2
0
dθ√
1− k2 sin2(θ)
, E(k) =
∫ pi/2
0
√
1− k2 sin2(θ)dθ.
Note that we can write the leading term also using L, the circumference of the ellipse,
nout =
√
nL
(2pi)3/2
√
T
+O(n−1/2).
This expression is universally true, for any potential that shares the density profile ρ
(0)
∞ at the boundary,
when we define L to be the length of ∂K.
The similar calculation can show that those “escaping particles” did not go far. Below we calculate the
expected number of particles outside K in the N τ−1/2-neighborhood of ∂K:
N
∫
UN,τ\K
ρn(z)dA(z) =
√
N
∫ L
0
∫ Nν
0
[
ρ(0)∞ (ξ) +
κ(γ(s))√
N
(
ξρ(0)∞ (ξ) +
ξ2 − 1
3
√
2pi3
e−2ξ
2
)
+
1
N
(
κ(γ(s))ξρ(1)∞ (ξ) + ρ
(2)
∞ (ξ)
)]
dξ ds+ o
(
1√
N
)
.
Comparing with the second line of (69), we notice that the “arclength density of the leaked particles”
over ∂K is exactly same as that of the escaping particles since the two integrands only differs by a minus
sign in front of the term of order 1/
√
N that turned out to be zero.
Based on the observations in this section one may say that, when N is finite, (the normalized measure
of) the particles are shifted from the limiting distribution 1pi1K at N = ∞, only around the boundary
∂K and only in the normal directions of ∂K.
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n samples nout E1
√
n (E1 − nout)
t = 0.5
T = 1
2 2.41 · 108 0.66073± 8 · 10−5 0.66226 (21.7± 1.2) · 10−4
4 1.13 · 109 0.95741± 5 · 10−5 0.95822 (16.3± 0.9) · 10−4
8 7.80 · 108 1.36998± 7 · 10−5 1.37043 (12.8± 1.9) · 10−4
16 2.7 · 109 1.94876± 4 · 10−5 1.94890 (6.0± 1.8) · 10−4
32 9.54 · 108 2.76381± 9 · 10−5 2.76382 (0.3± 5.0) · 10−4
64 1.65 · 108 3.9141 ± 3 · 10−4 3.91404 (−4.1± 20.2) · 10−4
t = 0.75
T = 0.4375
4 2.16 · 108 1.3261 ± 1 · 10−4 1.33977 (27.2± 0.2) · 10−3
10 1.33 · 108 2.1535 ± 2 · 10−4 2.15936 (18.4± 0.6) · 10−3
32 3.69 · 108 3.8944 ± 2 · 10−4 3.89639 (11.1± 0.9) · 10−3
64 2.43 · 108 5.5201 ± 3 · 10−4 5.52114 (8.1± 2.0) · 10−3
Table 1: Numerical simulation of random matrices Mn,t,T . nout is the number of eigenvalues outside the
ellipse averaged over all samples, E1 the expectation value according to (70) including the first subleading
correction. In the nout column and in the last column we show 95% confidence intervals.
We can evaluate the number of particles outside the ellipse numerically using Matlab. We use the fact
[25] that the particles distributed according to (2) share the same distribution as the eigenvalues of the
random matrix ensemble, given by
Mn,t,T =
√
T√
1− t2
(√
1 + tAn + i
√
1− tBn
)
(71)
where An and Bn are independent copies of an n× n GUE, i.e. Hermitian matrices where the diagonal
entries are i.i.d. N (0, 1/(2n)) and the upper triangular entries are i.i.d. N (0, 1/(4n)) + iN (0, 1/(4n)).
Our numerical calculation seems to support the asymptotic formula (70). We can see from Table 1 that
the numbers in the last column tend to converge to zero as n grows (except for a few higher n’s where
the error bounds are too large to tell).
We also looked at the distribution of the eigenvalues outside over the arclength of the ellipse. For this we
projected the eigenvalues outside of the ellipse onto the ellipse, in a direction normal to the boundary,
i.e. we associated an eigenvalue outside of the ellipse with its nearest point on the ellipse. See Figure 4
for the plot of the numerical simulation.
A Plots of density: higher corrections
Here we collect a few plots of ρn across the boundary that supports Theorem 1.1.
The leading behavior is shown in Figure 2. In Figure 5 we plot the subleading corrections of ρn, i.e.
ρ(1)n (ξ) :=
√
N
[
ρn
(
z0 +
ξ
N1/2
n
)
− 1
2pi
erfc(
√
2ξ)
]
,
ρ(2)n (ξ) := N
[
ρn
(
z0 +
ξ
N1/2
n
)
− 1
2pi
erfc(
√
2ξ)− κ√
N
1
3
√
2pi3
(ξ2 − 1) e−2ξ2
]
.
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Figure 4: Histogram of the distribution of outside eigenvalues regarding arclength where t = 0.5, T = 1,
n = 64, # of samples = 1.25 · 108. The histogram shows the arclength density of the outside eigenvalues.
We divide the ellipse by 140 arcs of the same length, and counted the average numbers of “escaping”
eigenvalues that are projected to each arc. The dotted line gives the leading theoretical behavior, while
the solid line is the theoretical curve that includes the first subleading correction. The 0 corresponds to
the point of the maximal curvature on the ellipse.
Figure 5: ρ
(1)
n (left) and ρ
(2)
n (right) for n = 10, 100, 1000 and ∞ (dashed lines)
According to Theorem 1.1 we know that
lim
n→∞ ρ
(1)
n (ξ) =
κ
3
√
2pi3
(ξ2 − 1) e−2ξ2 ,
lim
n→∞ ρ
(2)
n (ξ) =
e−2ξ2√
2pi3
(
κ2
2ξ5 − 8ξ3 + 3ξ
18
+
(
(∂sκ)
2
9κ2
− ∂
2
sκ
12κ
)
ξ
)
.
(72)
Both pictures are obtained for t = 0.5, T = 1 (i.e. N = n) and z0 = φ(1) ≈ 1.73. We also mention
that κ(z0) ≈ 5.19, ∂sκ(z0) = 0 and ∂2sκ(z0) ≈ −374. The gray, darker gray and black lines correspond to
n = 10, n = 100 and n = 1000 respectively. The dashed lines are the theoretical limits shown in (72).
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B WKB approximation
The Hermite polynomials fulfill the differential equation
H ′′k (z)− 2zH ′k(z) + 2kHk(z) = 0, k = 0, 1, 2, · · · .
By Theorem 2.1, the orthonormal polynomial, pk, satisfies
F 20
2NT
p′′k(z)− 2z p′k(z) + 2k pk(z) = 0, k = 0, 1, 2, · · · . (73)
We note that n = NT .
In [10] the existence of 1/N expansion of the orthogonal polynomials, for a more general case, is shown
using Riemann-Hilbert method (see, for instance, Theorem 7.10 in [10]; also see Section 3 in [15]).
Using this fact, the 1/N expansion is obtained by simply positing the 1/N expansion of the orthogonal
polynomial and plugging into the second order differential equation (73).
According to [10, 15] we know that for l ∈ N there exists the asymptotic expansion
pn+r(z) =
(
N
2pi3
)1/4
exp
(
NTY−1(z) + Y0(z) +
1
N
Y1(z) +
1
N2
Y2(z) + · · ·+ 1
N l
Yl(z) +O(N−l−1)
)
uniformly in a compact subset of C \ [−F0, F0]. (We put the prefactor
(
N
2pi3
)1/4
so that it matches the
behavior of γn+r in Lemma 2.2.) Note that the functions Yk’s depend on r and T (= n/N). Putting the
asymptotic expansion of pn+r into the equation (73), we get
0 =
F 20
2NT
((
NTY ′−1(z) +
l∑
k=0
Y ′k(z)
Nk
)2
+NTY ′′−1(z) +
l∑
k=0
Y ′′k (z)
Nk
)
− 2z
(
NTY ′−1(z) +
l∑
k=0
Y ′k(z)
Nk
)
+ 2NT + 2r +O(N−l−1).
Expanding in large N , one gets the following equations at each order.
N1 :
F 20 Y
′−1(z)2
2
− 2zY ′−1(z) + 2 = 0,
N0 :
F 20
2
(
2Y ′−1(z)Y
′
0(z) + Y
′′
−1(z)
)− 2z Y ′0(z) + 2r = 0,
N−j :
F 20
2T
(
2TY ′−1(z)Y
′
j (z) + Y
′′
j−1(z) +
j−1∑
k=0
Y ′k(z)Y
′
j−k−1(z)
)
− 2zY ′j (z) = 0, 1 ≤ j ≤ l.
One can notice that the above gives the recursive relations to find Y ′j for all j ≥ −1. The first equation
gives
Y ′−1(z) =
2z
F 20
(
1−
√
1− F 20 /z2
)
, (74)
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where the sign of the square root is chosen by the asymptotic behavior: Y ′−1(z) = O(1/z). Using the
equations at the orders N0 and N−1 we get
Y ′0(z) = −
z − z
√
1− F 20 /z2 (1 + 2r)
2(z2 − F 20 )
,
Y ′1(z) =
4F 20 z
2
((
1−
√
1− F 20 /z2
)
(1 + 2r) + r(r − 1)
)
+ F 40 (1− 4r(r + 1))
16Tz
√
1− F 20 /z2(z2 − F 20 )2
.
(75)
Using Lemma 2.2, we get the following boundary behaviors.
Y−1(z) = log z − `
2T
+O(1/z),
Y0(z) = r log z −
(
r + 12
)
log cap(K) +O(1/z),
Y1(z) = −1 + 6r + 6r
2
24T
+O(1/z),
Using these, one can obtain, by integrating (74) and (75), the followings.
Y−1(z) =
z2(1−
√
1− F 20 /z2)2
2F 20
− log
(
2z(1−
√
1− F 20 /z2)
F 20
)
− `
2T
,
Y0(z) =
1
2
log
(
1
2
+
1
2
√
1− F 20 /z2
)
+ r log
(
z
2
(
1 +
√
1− F 20 /z2
))
−
(
r +
1
2
)
log cap(K),
Y1(z) =
3F 20
(
2
√
1− F 20 /z2 − 1 + 4r
(
1 +
√
1− F 20 /z2 + r
))− 2z2(1 + 6r(r + 1))
48T
√
1− F 20 /z2(z2 − F 20 )
.
Comparing with (12) this proves Lemma 3.1. Note that Yj depends on r if j ≥ 0, i.e. Yj(z) = Yj(z; r),
and we have g(z) = Y−1(z) + `2T ,
√
ψ′(z)ψ(z)r = eY0(z;r) and hr(z) = Y1(z; r).
C Proof of three lemmas
C.1 Proof of Lemma 5.4
From the general relations κ = d arg n(s)/ds and
n(z0) =
ψ(z0)
ψ′(z0)
|ψ′(z0)| (76)
for a general smooth curve ψ : ∂D→ C (see Section 5 for exaxmple), one finds that
κ(z0) = |ψ′(z0)|Re
(
1− ψ
′′(z0)ψ(z0)
ψ′(z0)2
)
= |ψ′(z0)| − Re
(
n(z0)
ψ′′(z0)
ψ′(z0)
)
, (77)
for any boundary point z0 ∈ ∂K.
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One can also find the following general relation on the boundary (we suppress the arguments):
∂sκ =
(
in∂ − in∂)|ψ′|Re(1− ψ′′ψ
ψ′2
)
= Im
(
n2
(
ψ′′′
ψ′
− 3
2
(ψ′′)2
(ψ′)2
))
. (78)
For any vectors v1 and v2 the following identities hold at z0 ∈ ∂K.
∂v1
|ψ′(z0)|
ψ(z0)
=
|ψ′(z0)|
ψ(z0)
(
2Re
(
v1
ψ′′(z0)
2ψ′(z0)
)
− v1ψ
′(z0)
ψ(z0)
)
,
∂v2∂v1
|ψ′(z0)|
ψ(z0)
=
|ψ′(z0)|
ψ(z0)
(Re(v1ψ′′(z0)ψ′(z0)
)
− v1ψ
′(z0)
ψ(z0)
)(
Re
(
v2
ψ′′(z0)
ψ′(z0)
)
− v2ψ
′(z0)
ψ(z0)
)
+ Re
(
v1v2
(
ψ′′′(z0)
ψ′(z0)
− (ψ
′′(z0))2
(ψ′(z0))2
))
+ v1v2
(
(ψ′(z0))2
(ψ(z0))2
− ψ
′′(z0)
ψ(z0)
).
(79)
In Lemma 5.4 one can see that, for any non-negative integers k and l,
Θk,l(z0) =
ψ(z0)
|ψ′(z0)|∂
k
n∂
l
t
|ψ′(z0)|
ψ(z0)
comes from the Taylor expansion. And the uniform bound stated in the lemma comes from the real-
analyticity of the function |ψ′|/ψ around ∂K. Explicit calculations using (77), (78) and (79) give the
following list of identities that hold at the boundary ∂K.
Θ1,0 = −κ,
Θ0,1 = −|ψ′| Im
(
ψψ′′
(ψ′)2
)
− i|ψ′|,
Θ2,0 = κ
2 + Re
(
n2
(
ψ′′′
ψ′
− (ψ
′′)2
(ψ′)2
))
+ |ψ′|κ− i|ψ′|2 Im
(
ψψ′′
(ψ′)2
)
,
Θ1,1 = |ψ′|(κ+ |ψ′|) Im
(
ψψ′′
(ψ′)2
)
− ∂sκ+ 2i|ψ′|κ,
Θ0,2 = |ψ′|2
(
Im
(
ψψ′′
(ψ′)2
)
+ i
)2
− Re
(
n2
(
ψ′′′
ψ′
− (ψ
′′)2
(ψ′)2
))
− |ψ′|κ+ i|ψ′|2 Im
(
ψψ′′
(ψ′)2
)
.
All the above identities are true at the boundary. We suppress all the arguments for simplicity.
To prove Lemma 5.4 we only need to show the following relations:
Lemma C.1. Let z0 ∈ ∂K. We have the following identities
Im
(
ψ(z0)ψ
′′(z0)
(ψ′(z0))2
)
= −1
3
∂sκ
|ψ′(z0)|κ, (80)
Re
(
n2
(
ψ′′′(z0)
ψ′(z0)
− (ψ
′′(z0))2
(ψ′(z0))2
))
= κ2 +
(∂sκ)
2
3κ2
− ∂
2
sκ
3κ
− |ψ′(z0)|κ. (81)
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Proof. Unlike the previous relations in this section, the above two hold only for elliptical droplets, and
the proof can be done using the explicit parametrization of the boundary by
γ : [0, 2pi)→ C, γ(θ) = φ(eiθ) =
√
T
1− t2
(
eiθ + te−iθ
)
. (82)
It is straightforward to calculate
φ′(eiθ) =
√
T
1− t2
(
1− t
e2iθ
)
, φ′′(eiθ) =
√
T
1− t2
2t
e3iθ
, φ′′′(eiθ) = −
√
T
1− t2
6t
e4iθ
. (83)
The following general relations are derived from ψ(φ(u)) = u.
ψ′(φ(u)) =
1
φ′(u)
, ψ′′(φ(u)) = − φ
′′(u)
φ′(u)3
, ψ′′′(φ(u)) = −φ
′′′(u)
φ′(u)4
+
3φ′′(u)2
φ′(u)5
. (84)
Using (76) and the above two sets (83)(84) of equations one gets
n(γ(θ)) =
eiθ − te−iθ√
1 + t2 − 2t cos(2θ) . (85)
Using (83)(84)(85), one obtains the following expressions,
ψ(γ(θ))ψ′′(γ(θ))
ψ′(γ(θ))
=
2t
(
t− e−2iθ)
|eiθ − te−iθ|2 , (86)
n(γ(θ))2
(
ψ′′′(γ(θ))
ψ′(γ(θ))
− (ψ
′′(γ(θ)))2
(ψ′(γ(θ)))2
)
=
2t(1− t2)(3 + te−2iθ)(e−θ − teiθ)2
T |eθ − te−iθ|6
, (87)
that appear in the left-hand sides of (80) and of (81). Taking the imaginary and the real part respectively,
one gets the following evaluation at γ(θ) ∈ ∂K.
Im
(
ψ ψ′′
ψ′
) ∣∣∣∣
γ(θ)
=
2t sin(2θ)
1 + t2 − 2t cos(2θ) ,
Re
(
n2
(
ψ′′′
ψ′
− ψ
′′2
(ψ′2
)) ∣∣∣∣
γ(θ)
=
2t(1− t2)(t3 − 6t+ t2 cos(2θ) + 3 cos(2θ) + t cos(4θ))
T |1 + t2 − 2t cos(2θ)|3 .
The proof will complete if we can show the following relations:
κ(γ(θ)) =
(
1− t2)3/2√
T (1 + t2 − 2t cos(2θ))3/2
, (88)
∂sκ(γ(θ)) = − 6(1− t
2)2t sin(2θ)
T (1 + t2 − 2t cos(2θ))3 , (89)
∂2sκ(γ(θ)) = −
12(1− t2)5/2t (2t(cos(4θ)− 2) + (1 + t2) cos(2θ))
T 3/2 (1 + t2 − 2t cos(2θ))9/2
, (90)
|ψ′(γ(θ))| =
√
1− t2
T
1√
1 + t2 − 2t cos(2θ) , (91)
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that appear in the right-hand sides of (80) and (81). We remind that the function γ is defined at (82).
The first relation (88) is obtained using (86) and (77). The second (89) and the third (90) are obtained
by the direct calculation using
∂sκ(γ(θ)) =
1
|φ′(eiθ)|
dκ(γ(θ))
dθ
, ∂2sκ(γ(θ)) =
1
|φ′(eiθ)|
d(∂sκ(γ(θ)))
dθ
.
The equation (91) is simple to obtain using (83)(84).
C.2 Proof of Lemma 5.5
Using (25) one obtains that
h0(γ(θ)) + h−1(γ(θ)) = − 3F
2
0 + 2z
2
24T
√
1− F 20 /z2 (z2 − F 20 )
∣∣∣∣
z=γ(θ)
= −
(
eiθ + te−iθ
) (
e2iθ + t2e−2iθ + 8t
)
12T (eiθ − te−iθ)3
.
Taking the real part, this gives
Re (h0(γ(θ)) + h−1(γ(θ))) = −
(
1− t2) (1− 26t2 + t4 + 6t cos(2θ) + 6t3 cos(2θ) + 12t2 cos(4θ))
12T (1 + t2 − 2t cos(2θ))3 , (92)
which is the left-hand side of the first equation to prove. Using (88)(89) one can confirm the first equation
of Lemma 5.5.
Using (25) one obtains that
h−1(γ(θ))− h0(γ(θ)) = − F
2
0
4T (z2 − F 20 )
∣∣∣∣
z=γ(θ)
= − t
(
e−2iθ + t2e2iθ − 2t)
T |eiθ − te−iθ|4
.
Using (88)(89)(91) one can confirm the second equation of Lemma 5.5.
C.3 Proof of Lemma 5.6
Using (85)(88)(89)(91) we get
√
T (nt− n)√
1− t2
|ψ′(z0)|
ψ(z0)
= − 1 + t
2 − 2te−2iθ
1 + t2 − 2t cos(2θ) = −1 +
i∂sκ
3|ψ′(z0)|κ,√
T (nt+ n)√
1− t2
|ψ′(z0)|
ψ(z0)
=
1− t2
1 + t2 − 2t cos(2θ) =
κ
|ψ′(z0)| .
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