(a) Constrained deformation (b) Deformation after cut (c) Unconstrained deformation Figure 1 : A hammock example. Under the vertex-based partitioning framework, we present a unified subspace simulation system to animate a multi-domain deformable body in real time, without any coupling constraint. Our experiment shows that this system can effectively avoid the limitations of many existing multi-domain subspace simulators and it can flexibly handle a variety of deformation cases.
Introduction
The fundamental idea behind subspace deformation, also known as dimensional model reduction or reduced-order deformation, is to constrain the deformation of an object into a precomputed subspace. The computational complexity of this method is O(r 4 ) when using cubic polynomial [Barbič and James 2005] , or even O(r 3 ) when using cubature approximation , in which r is the number of deformation modes in the subspace basis. Since r can be significantly smaller than the number of vertices, subspace simulation can be several orders of magnitude faster than full-space simulation. Unfortunately, to handle detailed local deformation of a large object, subspace simulation must use a sufficiently large r, which compromises its efficiency and makes it less attractive.
One solution to this efficiency issue, known as multi-domain subspace simulation, is to divide an object into multiple domains and simulate the deformation of each domain in its own subspace. If d is the number of domains and each subspace contains r modes, then the computational cost can be as low as O(dr 4 ) or even O(dr 3 ) theoretically, which is much lower than the cost of using dr modes for the whole object. Most existing multi-domain techniques choose to partition mesh elements, i.e., tetrahedra, into disjoint domains. The challenge is how to handle the coupling among these domains, each of which has its own local deformation and rigid motion. If the interface between two domains is small and the domain connectivity contains no loop, the coupling process can be simplified by ignoring the deformation of the interface and attaching one child domain to its parent domain, as Barbič and Zhao [2011] showed. Unfortunately, such an assumption is not always plausible, such as the hammock example shown in Figure 1 . To eliminate the gap between two adjacent domains, a straightforward idea is to enforce hard constraints on the interface vertices using Lagrangian multipliers [Huang et al. 2006] . Since these constraints may conflict with the domain subspaces, they can cause the locking issue that suppresses the local deformation effect. Instead of using hard constraints, Kim and James [2011] used spring forces as soft constraints to connect two domains. Their result depends on the choice of the spring stiffness: if the stiffness is higher, the gap becomes smaller but the deformation is more locked; and if the stiffness is lower, the deformation is less locked but the gap becomes larger. Their original implementation also considers subspace local deformation only, assuming that the rigid motion of each domain has Deformable Interface Rigid Motion Nonlinear Elasticity Special Limitations [Huang et al. 2006] Yes Yes No Mesh-dependent complexity [Barbič and Zhao 2011] No Yes Yes Loop-free domains [Kim and James 2011] Yes No Yes Stiffness parameter tuning [Yang et al. 2013 The limitations of multi-domain subspace simulation techniques. By using the vertex-based mesh partitioning strategy and integrating rigid and non-rigid motions of all of the domains into a single solve, our multi-domain subspace simulation system effectively avoids many limitations of the existing techniques.
been given by some earlier simulation. Recently, Yang and colleagues [2013] developed a boundary-aware method to construct linear deformation modes, so that both the gaps and the locking issues can be avoided. This method requires the number of deformation modes in each basis to be at least six times the number of its interfaces. Since these modes are specifically designed, they cannot be easily reused when the domains are assembled into other shapes.
The method also has difficulty in handling large nonlinear elastic behaviors, even after using modal warping [Choi and Ko 2005] . In general, existing techniques have various limitations as shown in Table 1 . How to flexibly and accurately handle the coupling among multiple domains still remains as an open problem.
In this paper, we propose to partition the vertices, not the elements, into multiple domains. The benefit of this new domain decomposition framework is straightforward: the domains are now indirectly coupled by the elastic forces of the coupling elements connecting the domains, so there is no need to use additional coupling constraints. To develop a practical multi-domain subspace simulation system under this framework, we made the following contributions.
• A single elastic model. We show that the same model can be used to handle the elastic deformation of the whole object, including the domains and the coupling elements. We can easily incorporate the elastic forces of the coupling elements, called the coupling forces, into the simulation of each domain to achieve the coupling effect, without parameter tuning.
• A unified multi-domain system. It is straightforward to separate the rigid motion of a single domain from its subspace deformation and solve them simultaneously as a single dynamical system. But it is not straightforward to do so for multiple domains that are connected by coupling forces. In this work, we formulate a unified system that contains rigid motions and subspace deformations of all of the domains, and we show this is needed to reduce artificial damping.
• Cubature approximation.
A computationally expensive step in subspace simulation is the evaluation of the reduced elastic forces and their Jacobian matrices. Here we present two cubature approximation schemes to efficiently calculate the reduced forces and their Jacobian matrices. We show that by using different weights for different force components, one of the schemes can achieve better approximation results.
Our experiment reveals the capability of our system in handling large and complex deformable bodies, many of which cannot be easily simulated by previous multi-domain subspace simulation techniques. Despite being more versatile, our system can still run at a high frame rate (from 16.7 to 100 FPS). The system has no strict requirement on the subspace basis, so it is compatible with better basis construction methods and elastic models in the future.
Other Related Work
Simulation of deformable objects. The simulation of deformable objects has been an important research topic in computer graphics, since the early work by Terzopoulos and colleagues [1987] . A variety of techniques have been developed to simulate cloth [Baraff and Witkin 1998; Choi and Ko 2002; Chen et al. 2013] , elastic rods [Bergou et al. 2008; Umetani et al. 2014] , and volumetric deformable bodies [Teran et al. 2003; Müller et al. 2005; Wang et al. 2010] . Although the performance of graphics hardware has been significantly improved in recent years, it is still computationally expensive to simulate a large deformable object, which may take hours or even days. This restricts the simulators from using high-resolution meshes, when they are applied in realtime applications, such as artistic modeling, virtual surgeries, and electronic games.
Subspace simulation of deformable bodies. Originally designed to solve problems in other engineering fields, the subspace simulation approach [Sifakis and Barbic 2012] has gained popularity in computer graphics recently. The early subspace simulator developed by Pentland and Williams [1989] uses modal analysis to build linear vibration modes as the subspace basis. Hauser and colleagues [2003] studied how to integrate collisions and other constraints into modal analysis. Choi and Ko [2005] developed the modal warping method to make linear modes more suitable for handling large deformations, by removing incorrect vertex deformation components caused by linear elasticity. To more accurately model nonlinear elasticity under large deformation, Barbič and James [2005] constructed nonlinear deformation modes from modal derivatives. An and collaborators [2008] proposed to calculate the reduced elastic force in the subspace by cubature approximation. Their method reduces the computational complexity of subspace simulation to O(r 3 ), in which r is the number of modes in the subspace basis. Harmon and Zorin [2013] presented a basis augmentation scheme to help subspace simulation capture local deformation caused by collision contact. Recently, Hahn and colleagues [2014] used a pose-varying basis to simulate clothing with wrinkle details.
When simulating deformable objects in the subspace, an interesting question is whether collisions can be handled in the subspace as well. Based on the fact that two primitives of the same object cannot be in contact without sufficient deformation, the collision culling method developed by Barbič and James [2010] used subspace coordinates to check the existence of potential self collisions. Teng and colleagues [2014] explored the use of self contact patterns in subspace simulation of articulated bodies, and formulated a posespace cubature scheme to quickly resolve collisions without checking colliding primitives. In this work, our research is focused on multi-domain subspace simulation and our system can benefit from the use of existing and future subspace collision handling methods.
Subspace fluid simulation. Graphics researchers have also investigated the use of subspace simulation in fluid animation. Treuille and colleagues [2006] showed that both the velocity field and the boundary coupling force can be reduced for subspace simulation. Wicke and collaborators [2009] later improved the usability of this method, by decomposing the volume into domains and enforcing velocity constraints at the domain interface. Given highresolution fluid simulation data, Kim and Delaney [2013] built a reduced model to efficiently generate animation results under new dy-
namic conditions. Recently, Ando and colleagues [2015] combined a reduced pressure projection solver with a boundary conforming basis, to speed up the pressure projection step without violating the free-surface boundary condition.
Background
In this section, we will present the background knowledge of deformable body simulation in both the full space and the subspace.
Full-space simulation. Given a deformable body with N vertices, we can formulate the equation governing its motion as,
where
are the mass and damping matrices, and
are the stacked internal and external force vectors. To stably integrate u over time by Equation 1, many full-space simulators use the implicit Euler method, which requires solving a large sparse linear system with 3N degrees of freedom.
Subspace simulation in an inertial frame. The basic idea behind subspace simulation is to constrain the displacement vector u into a subspace spanned by a set of r representative displacement vectors {u 1 , u 2 , . . . , u r }, also known as deformation modes. These vectors can be assembled into a 3N × r matrix U, as the basis for subspace simulation. So we can convert the displacement vector into u = Uq, in which q ∈ R r contains the reduced coordinates of u in the subspace. Following the method presented in [Barbič and James 2005] , we use generalized eigenvalue decomposition to construct U, such that U is mass orthogonal: U T MU = I, in which I is the r × r identity matrix. By combining u = Uq and U T MU = I with Equation 1, we now obtain the governing equation in the subspace:q
Using implicit time integration, we can formulate Equation 2 into a dense r × r linear system. Since r can be significantly smaller than 3N, subspace simulation can be orders of magnitude faster than full-space simulation.
Subspace simulation in a non-inertial frame. As Barbič and Zhao [2011] pointed out, Equation 2 is not suitable for simulating the rigid motion of a deformable object, since incorporating rigid modes into the basis U will cause U to be time-dependent and we cannot afford updating U over time. A more practical way to handle the rigid motion is to simulate it separately from subspace deformation by rigid body dynamics, as did in [Barbič and James 2005; Kaufman et al. 2008] . Because non-rigid deformation is now defined in a non-inertial frame, we must consider four fictitious forces applied at each vertex x i :
which are the Coriolis force, the inertial force, the Euler force and the centrifugal force, respectively. Here v and ω are the linear and angular velocities of the non-inertial frame, m is the vertex mass, U i is the sub-matrix of U corresponding to vertex x i , andx i (q) is the vertex position in the non-inertial frame. Note that Equation 3 requires all of the vectors to be defined in the non-inertial frame. By summing up all of the four forces and stack them into a vector f fic ∈ R
3N
, we can formulate subspace simulation of the non-rigid deformation in the non-inertial frame by:
Coupling elements E i j : Domain elements E j : Vertex partition X i : Vertex partition X j Figure 2 : A 2D beam. We segment its vertices and elements into two domains, which are connected by coupling elements.
where R T is a time-varying rotation matrix from the global frame to the non-inertial frame. Note that R T is not needed in front of f fic , since it has already been defined in the non-inertial frame. To efficiently project the fictitious forces into the subspace: U T f fic , we adopt the fast sandwich transform method 1 developed by Kim and James [2011] . Basically, this method uses pre-computed matrix blocks to directly calculate U T f fic , based on the fact that these forces can be treated as linear functions of R, q, andq.
Multi-Domain Subspace Simulation
In this section, we will investigate how to efficiently simulate both rigid and non-rigid motions of a deformable body made of multiple domains. To begin with, we will present our new vertex-based mesh partitioning strategy in Subsection 4.1. We will then discuss how to incorporate coupling forces into subspace simulation and rigid body simulation of each domain in Subsection 4.2. Finally, we will study numerical integration and linear solve in Subsection 4.3.
Mesh Partitioning
Given a mesh M = (E, X), in which E is the set of its elements and X is the set of its vertices, we choose to partition
j. This partitioning can be automatically generated by mesh segmentation algorithms, or manually created from user input. Given {X i }, we can further partition the elements E. Let E i be a subset of E, whose elements have vertices coming from X i only. We define D i = (E i , X i ) as the i-th domain, as shown in Figure 2 . If the vertices of an element belong to more than one domain, this element is a coupling element that connects these domains. The elements connecting domain D i and domain D j form an interface layer E i j . We name D i and D j as neighbors, if E i j ∅. To simplify our discussions later, we assume that an element does not connect more than two domains. It should be straightforward to extend our methods to handle elements connecting three or more domains as well. Table 2 lists some of the symbols to be used in this paper.
Inter-Domain Coupling
Similar to many existing subspace simulators, our system simulates rigid body dynamics separately from non-rigid local deformation. The main question is: how can we integrate the coupling force into the simulation of these two components for each domain?
1 Similar performance can be achieved by using precomputed quantities too, as Barbič and Zhao [2011] proposed.
A Unified Approach for Subspace Simulation of Deformable Bodies in Multiple Domains
The i th domain of the mesh
The coupling elements connecting D i and D j e i j,k
The k
The l th vertex of element e i j,k in the global frame R i
The rotation matrix of domain The net coupling torque on domain D i caused by E i j Coupling force in subspace simulation. Our system does not explicitly model the deformation of each coupling element. Instead, the motions of the adjacent domains indirectly cause the deformation, which triggers the coupling force exerted on the domains next. Let E i j be an interface layer connecting domain D i and domain D j . Its coupling force applied on D i can be formulated in the subspace:
where f l i j,k is the force of element e i j,k applied on its vertex x l i j,k in the global frame, R i is the rotation matrix of D i , and U l i j,k is the sub-matrix of domain D i 's basis U i that corresponds to vertex x l i j,k . Intuitively, Equation 5 first rotates the coupling force to the domain's non-inertial local frame, and then reduces it to the domain's subspace. We will use F and f to denote the forces in the subspace and the full space, respectively.
By adding all of the coupling forces applied on domain D i , we can extend Equation 4 to govern the non-rigid deformation of D i as,
in which F sub i is defined as:
The terms with subscript i indicate that they belong to domain D i .
Coupling force in rigid body simulation. For interactive applications, we cannot assume that the rigid motion of a domain has already been given, as in [Kim and James 2011] . So we need to know how the coupling force affects the rigid motion as well. According to rigid body dynamics [Baraff 1997 ], we have the equations describing the linear and rotational motions of domain D i : The energy dissipation process of a 3D beam after initial deformation. This plot visualizes how the total energy dissipates when using different integration schemes and time steps, without damping. It indicates that the one-step integration scheme can preserve the energy well, even when using a large time step.
By combining Equation 6 with Equation 8
, we now obtain a dynamical system that governs both non-rigid and rigid motions of the domains, which are partitioned from the original mesh.
Numeric Integration
Given the dynamical system presented in Subsection 4.2, we can now study its numerical integration schemes and matrix solvers. Two-step integration scheme. Since we separate the rigid body motion of each domain from its non-rigid motion, a natural way to simulate a body with multiple domains is to solve rigid and non-rigid motions separately. Specifically, we propose a two-step integration scheme to solve body motions within one time step. First, we assume that a deformed domain is rigid and we use the backward Euler method to integrate Equation 8. After that, we treat the local frame of each domain to be static and we use the backward Euler method to integrate Equation 6.
Unfortunately, our experiment shows that this two-step integration scheme can cause very large artificial damping on the rigid motion, unless a sufficiently small time step is used. Figure 3 shows how the total energy dissipates when we use this scheme to simulate a twodomain beam example. As the time step gets larger, the artificial damping effect becomes more obvious and the energy dissipation rate is significantly increased. We believe this problem is fundamentally due to the fact that the two-step scheme ignores the interplay between the rigid motion and the non-rigid motion within one time step. The magnitude of this ignored term scales with O(∆t 2 ), which gradually vanishes when the time step ∆t becomes smaller. To solve this problem, we tested many ideas, such as asynchronous integration and exchanging rigid and non-rigid information multiple times within one time step. None of these ideas is effective, as our experiment shows.
One-step integration scheme. To use larger time steps without artificial damping, we propose to integrate rigid and non-rigid motions of all of the domains into a unified system, and solve it by a single backward Euler step. Since the fictitious forces contain nonlinear terms, we integrate them explicitly and treat the overall external force F for simulating non-rigid deformation as:
where I ∈ R r i ×r i is the identity matrix, K i ∈ R r i ×r i is domain D i 's tangent stiffness matrix at time t, and
12+r i +r j is the stacked velocity vector of domain D i and domain D j , including the reduced deformation velocities, the linear velocities, and the angular velocities. Here r i is the number of modes in the subspace of Domain D i . By applying the same idea to linearize Equation 8, we obtain the linear equation for simulating the rigid motion:
Details about Equation 9 and 10 are in the appendix. Once we formulate the non-rigid deformation and the rigid motion of each domain using the two equations, we combine them into a single linear system and update the domains through a single linear solve. Figure 3 shows that this one-step integration scheme suffers less from the artificial damping issue, even when using a large time step.
Matrix solver. The one-step integration scheme results in a linear system AQ = b, where A ∈ R (6d+ r i )×(6d+ r i ) is a block-wise sparse symmetric matrix. Figure 4 shows a partitioned armadillo example and its corresponding block matrix structure, in which the rows and the columns are in the order of D 1 , D 2 , . . . , D d . Intuitively, each diagonal block represents a domain and two symmetric off-diagonal blocks indicate an interface layer between two domains.
Our experiment shows that the interplay between rigid motions and non-rigid motions can cause A to become ill-conditioned. This interplay is represented by off-diagonal matrix blocks that exchange information between rigid motions and non-rigid motions. This information exchange process demands more iterations, which can be manifested as a high condition number. For example, the condition number of the octopus example shown in Figure 9 can be as high as 10 8 to 10 9 . In contrast, if we choose the two-step integration scheme instead, the matrix is decoupled into a block diagonal matrix and the condition number drops to 10 3 to 10 4 immediately. This explains why the two-step scheme cannot benefit from the use of multiple iterations, because it is equivalent to a block descent solve suffering from the slow convergence issue. This issue exists even if we use other iterative solvers, such as conjugate gradient and generalized minimal residual.
So we choose to use sparse block Cholesky decomposition to solve the linear system directly. To reduce the number of new non-zero blocks introduced by the decomposition process, we re-order the domains so that the decomposition order follows the domain connectivity. In an ideal case when the domain connectivity has no loop, no new block will be introduced and the computational cost of the direct solve is linear to the number of domains, as in [Barbič and Zhao 2011] . A similar idea was also used in [Hecht et al. 2012 ] for fast Cholesky re-factorization. To apply Cholesky decomposition, the matrix must be symmetric positive definite. Using the invertible FEM method [Irving et al. 2004; Teran et al. 2005] , we ensure that the stiffness matrix is symmetric and semi-positive definite. Theoretically, the matrix may still have zero eigenvalues, but they are extremely rare as Teran and colleagues [2005] pointed out and we did not notice any failure in our experiment. Figure 4 visualizes the domains of an armadillo example and its matrix layouts. Figure 4: An armadillo example. We segment this model into 11 domains. As a result, the system matrix has 11 blocks in its rows and columns, as shown in (b). After using our domain re-ordering method, Cholesky decomposition creates a matrix with 33K nonzeros. In contrast, after using the matlab command symamd, Cholesky decomposition creates a matrix with 39K nonzeros shown in (c).
Cubature Approximation
To improve the system performance, we must know how to quickly evaluate the reduced elastic forces and their Jacobian matrices in the subspace. In general, there are two efficient techniques to accomplish this task: cubic polynomial proposed by Barbič and James [2005] , and cubature approximation developed by An and colleagues [2008] . The cubic polynomial method is exact, but it has a high computational cost O(dr 4 max ), where r max is the maximum number of modes used in the subspaces. So we choose cubature approximation instead, whose computational complexity is O(dr 3 max ). To determine the cubature samples and weights for the elastic forces inside of a domain, we follow the non-negative-least-squares-based optimization approach presented in ]. We will discuss how to generate the training and testing data for cubature optimization in Section 6. Our focus in this section is on cubature optimization and approximation of the coupling forces.
Uniform weight cubature optimization. The deformation of a coupling element causes not only the reduced coupling force in each domain's subspace, but also the linear force and the torque that affect the rigid motion of each domain. Since all of these forces must be evaluated, we propose to use cubature approximation for all of them and we handle them together in cubature optimization. For simplicity, we define the overall "force" vector generated by an interface layer E i j as: The errors of using different cubature schemes. This plot shows that using non-uniform weights provides more accurate approximation than using uniform weights. However, their difference becomes less significant as the total number of samples increases.
which contains all of three forces applied on both domain D i and domain D j . We normalize each force component, to avoid any bias during the optimization process. Once we obtain a large set of these high-dimensional force vector data, we use the optimization framework ] to generate cubature samples and weights. Since these forces are collected into a single vector and optimized together, they will be evaluated with the same cubature weights. Figure 5 shows the approximation errors using different numbers of samples, when we use this optimization strategy.
Non-uniform weight cubature optimization. We can make cubature approximation more accurate, by using different samples and weights for different forces. If we use different samples for different forces, we need to evaluate more samples in total, which becomes less efficient in practice. So we choose to still use the same samples, but different weights for different forces.
Specifically, we first run the uniform weight optimization strategy to obtain cubature samples and uniform weights as before. We then allow the weights to vary, by running four additional optimization processes for F Note that the use of non-uniform weights will cause the linear system presented in Section 4.3 to be asymmetric, so we replace Cholesky decomposition by LU decomposition in our direct solver accordingly. Since the solver contributes a small portion of the overall computational cost, the use of an asymmetric matrix has limited influence on the system performance. Figure 5 compares the approximation errors of using uniform and non-uniform cubature weights. In general, the non-uniform weight scheme is more accurate, especially when the number of samples is small. Figure 6 shows the result of using cubature approximation is visually indistinguishable from the result of exact evaluation.
Implementation
Here we will provide some implementation details of our system.
Subspace basis construction.
A nice feature of our system is that it does not have any strict requirement on the subspace basis. In fact, the basis of each domain can be generated using many existing techniques, including motion capture data, pre-computed simulation data, and modal analysis. In our current implementation, we use linear modal analysis and modal derivatives proposed in [Barbič and James 2005] to generate both linear and nonlinear deformation modes in the basis. Our system allows the basis to be generated separately for each domain. In our experiment, it took (a) Using cubature approximation (b) Using exact evaluation Figure 6 : A caterpillar example. Our cubature approximation scheme accurately estimates the reduced forces within the domains and at the interfaces. So the result of using cubature approximation in (a) is comparable to the result using exact evaluation in (b).
(a) Rigid interface (b) Non-rigid interface less than five minutes to finish constructing subspace bases for all of the domains. In contrast, Kim and James [2011] constructed the basis for the whole mesh first and then divided each deformation mode into separate ones for the domains. Their method becomes computationally expensive if the mesh is too large. The method also has difficulty in factoring out the rotational components in the resulting basis of each domain. Finally, their bases may cause the system matrix to be nearly singular, as our experiment shows.
Cubature optimization. Since the scope of our method is not limited to skinned characters, we can not sample skeleton poses to generate pose data for cubature optimization as did in [Kim and James 2011] . Instead, we apply random forces on each domain to get randomly deformed configurations for a non-skinned mesh. We then use the invertible FEM method [Irving et al. 2004; Teran et al. 2005 ] to generate full-space simulation data. Given the training data, we perform intra-domain cubature optimization in the same way as described in . We process interface cubature optimization differently, as discussed previously in Section 5. In our experiment, the training data took 2 to 10 minutes to generate and the cubature optimization step took 5 to 30 minutes.
Results
We tested our system on an Intel Core i7-2600 3.4GHz processor.
We use the OpenMP library to parallelize our simulation steps. All of our examples are simulated at the time step ∆t = 1/90s. Currently, our examples use the St. Venant-Kirchhoff material model, whose stiffness is parameterized by two Lamé coefficients. Figure 7b shows our system can simulate natural deformation of the whole object, including the interface between two domains. In contrast, if we do not allow the interface to deform, the multi-domain problem can be simplified but the result looks strange, as Figure 7a shows. Here we generate the result in Figure 7a by enforcing the rigidity constraint on the interface during basis reconstruction. Performance evaluation. Table 3 summarizes the statistics of the 3D models and their performances in our experiment. It shows that the domain dynamics step, which constructs the unified system for linear solve, is typically the computational bottleneck. When a model (such as the armadillo example) contains many interface tetrahedra, the use of interface cubature is necessary to reduce coupling force and matrix evaluation costs. In contrast, if a model (such as the caterpillar example) does not contain many interface tetrahedra, the performance improvement provided by interface cubature becomes small, as Table 4 shows. Table 4 also illustrates that the simulation speed is much lower, if the system uses a single domain with the same number of degrees of freedom. This is because the matrix would become dense, which is more computationally expensive to construct and solve. Note that our system is compatible with parallel computing and it has a good potential to run faster on GPU.
An interface domain in the full space. If the interface between two subspace domains contains a thick layer of elements, we can treat it as a domain as well and simulate it in the full space. To do that, we simply incorporate its implicit time integration into the linear system and handle the coupling between the interface domain and the subspace domain in the same way as before. Since the interface domain is defined in the global frame, there is no need to simulate its rigid motion separately. One use of these interface domains is to allow user to edit the mesh. For example, user can cut the mesh in the interface domains, as shown in Figure 1b and Ground truth Spring-based method (failed) Figure 8 : A 3D beam example, partitioned into two domains. This example compares the results of spring-based coupling, elementbased coupling (as our method), and full-space simulation (as ground truth). Our method allows all of the elements to use the same stiffness, so it avoids the coupling problems that may occur in stiffness parameter tuning. coupling elements. To answer this question, we implemented a spring-based coupling method in our system, similar to [Kim and James 2011] . We also simulated the ground truth in full-space. Figure 8 compares the results of these methods. It indicates that the result quality of the spring-based coupling method really depends on the spring stiffness parameter. If the stiffness is too low, the springs cannot keep the two domains well attached, and if the stiffness is too high, locking and artificial damping issues will become obvious. The stiffness value depends on the mesh resolution and the time step, so it needs to be tuned for different interfaces and simulation cases. In contrast, our coupling method allows all of the elements to use the same stiffness and it does not need to tune the stiffness of the coupling elements separately, although the stability issue still occurs if the stiffness is too high.
Conclusions
We present a new multi-domain subspace simulation technique, based on the vertex-based mesh partitioning strategy. Our research shows that this technique can overcome the limitations of many previous techniques, and our system can be built upon the same elastic model without additional hard or soft coupling constraints. Our experiment demonstrates the flexibility of our system in handling large and complex deformable bodies, and its performance is comparable to those of the existing subspace simulation techniques. Figure 10: Discontinuity artifact. This example demonstrates the discontinuity artifact at the interface, due to large deformation.
Limitations and future work. Our system does not solve the fundamental discontinuity issue among multiple domains simulated in their own subspaces. Because of this, the surface may be uneven and the coupling elements may be inverted, when the body undergoes large deformation as shown in Figure 10 . One solution to this problem is to extend the boundary-aware idea [Yang et al. 2013 ] to nonlinear deformation modes, which however is not so straightforward and needs further research in the future. The coupling force in our system needs additional cubature samples for evaluation, which increases the overall computational cost. Our plan is to implement the whole system on GPU, so that forces and Jacobian matrices can be quickly evaluated in parallel. Our system separates rigid motions from non-rigid motions. Although it provides a practical solution to dynamic simulation, it is not strictly correct and the result can be different from the result of full-space simulation. Currently, our system integrates nonlinear fictitious forces explicitly and implements implicit time integration by a single Newton iteration. As a result, the system can become unstable when it handles complex hyperelastic materials or fast rotations. We can integrate fictitious forces implicitly and use multiple Newton iterations in the future, if the computational resource allows. Finally, our system does not consider collisions yet and it is interesting to know how self collisions can be handled in multi-domain subspace simulation.
