Abstract Despite an increasing understanding of potential climate change impacts in Europe, the associated uncertainties remain a key challenge. In many impact studies, the assessment of uncertainties is underemphasised, or is not performed quantitatively. A key source of uncertainty is the variability of climate change projections across different regional climate models (RCMs) forced by different global circulation models (GCMs). This study builds upon an indicator-based NUTS-2 level assessment that quantified potential changes for three climate-related hazards: heat stress, river flood risk, and forest fire risk, based on five GCM/RCM combinations, and nonclimatic factors. First, a sensitivity analysis is performed to determine the fractional contribution of each single input factor to the spatial variance of the hazard indicators, followed by an evaluation of uncertainties in terms of spread in hazard indicator values due to inter-model climate variability, with respect to (changes in) impacts for the period 2041-70. The results show that different GCM/RCM combinations lead to substantially varying impact indicators across all three hazards. Furthermore, a strong influence of inter-model variability on the spatial patterns of uncertainties is revealed. For instance, for river flood risk, uncertainties appear to be particularly high in the Mediterranean, whereas model agreement is higher for central Europe. The findings allow for a hazard-specific identification of areas with low vs. high model agreement (and thus confidence of projected impacts) within Europe, which is of key importance for decision makers when prioritising adaptation options.
Introduction
Projected climatic changes in Europe over the coming decades are not limited to an increase in mean temperature but are expected to also affect other parameters such as precipitation patterns and weather extremes (IPCC 2007) . There is strong agreement that these changes in climatic stimuli will have a substantial impact on natural and economic processes in Europe, and that potential impacts will vary in effect and magnitude, depending on region and sector (e.g. Alcamo et al. 2007) . Much research has focussed on understanding the extent and spatial distribution of climate change impacts, with numerous, mostly sector-specific case studies as well as cross-sectoral efforts (e.g. EEA-JRC-WHO 2008) contributing to a gradually accumulating knowledge base. However, the assessment and communication of associated uncertainties remains a key challenge (Rosenzweig and Wilbanks 2010) . Scepticism about the reliability of climate change impact assessment results, with underlying uncertainties in climate projections as one of the main factors, is repeatedly mentioned as obstacle for incorporating them into decision-making processes towards adaptation strategies (e.g. Rannow et al. 2010) .
Uncertainties in impact assessment results are accumulated throughout the process of producing climate change projections and subsequent impact assessments as a cascading pyramid (Ahmad et al. 2001; Maslin and Austin 2012) . The initial source of uncertainty in the causal chain relates to the assumptions on different pathways of anthropogenic greenhouse gas emissions and resulting atmospheric concentrations, followed by the ability of general circulation models (GCMs) to simulate changes in climatic parameters. Another layer of uncertainty is added by regional climate models (RCMs) forced by GCMs that are potentially able to better mimic local climate conditions, while bias correction, if applied, may cause some additional uncertainty (Hagemann et al. 2011) . Uncertainty is further increasing when using climate projections as inputs to impact models that might combine the climate scenarios with non-climatic data, e.g. socio-economic factors, and projections of assets at risk.
Although uncertainties stemming from climate projections are mostly discussed qualitatively (e.g. Lissner et al. 2012; Rannow et al. 2010) , the use of a single model projection is still practised (though decreasing) and uncertainties of climate projections are rarely assessed quantitatively. Also in approaches based on composite indicators (e.g. ESPON 2011), usually single climate simulations are used, rather than for instance the numerous high-resolution simulations for Europe provided by the projects PRUDENCE (Christensen et al. 2002) and ENSEMBLES (van der Linden and Mitchell 2009). Among impact studies that actually take account of climate uncertainty, a comparison among different SRES emission scenarios based on a single climate model is a widespread approach, e.g. Carvalho et al. (2010) . A number of studies consider multiple realisations of the same GCM but with varying parameters (perturbed physics ensemble, PPE), e.g. Lopez et al. (2009) . Some impact studies so far have taken into account multiple GCM/RCM combinations, using data from the PRUDENCE project, e.g. assessments related to floods (Dankers and Feyen 2009) or sea level rise (Hinkel et al. 2010) , or employing several ENSEMBLES GCM/RCM combinations, e.g. for studying hydrological changes/floods (Olsson et al. 2011; Rojas et al. 2012) or wind storms (Donat et al. 2011 ). However, even where impact studies have used multiple models, it is debatable to what extent uncertainty has been addressed systematically.
With the present study we aim at studying the influence of uncertainties in the projected climate amongst high resolution RCM simulations from the ENSEMBLES project on an indicator-based impact assessment for three climate-related hazards (Lung et al. 2013) . The results of this pan-European regional level assessment are now evaluated in detail in terms of changes due to the choice of ENSEMBLES GCM/RCM combination, the emission scenario being invariant, i.e. SRES-A1B. The paper first presents a sensitivity analysis of the composite indicators of Lung et al. (2013) , that are based on the average of five ENSEMBLE simulations, determining the fractional contribution of each single climatic and non-climatic input indicator. Secondly, for each of the three composite indicators, calculations with data from individual ENSEMBLE simulations are studied and the patterns of composite indicator agreement/spread across Europe are evaluated.
Material and methods

Hazard-specific impact indicators at NUTS-2 level
The basis for this paper is the study by Lung et al. (2013) , referred to as L13 in the following, that presents an indicator-based impact assessment at NUTS-2 regional level. L13 quantify potential regional changes for three climate-related hazards: heat stress in relation to human health, river flood risk, and forest fire risk. Following a framework proposed by Füssel and Klein (2006) , single-input indicators representing climate exposure and sensitivity were combined to hazardspecific composite indicators. The L13 analysis comprises a baseline situation, with climate data from 1961 to 1990, a short-term scenario 2011-2040, and a medium-term scenario 2041-2070. For each hazard, climate indicators calculated from ENSEMBLES data were employed to represent exposure. Non-climatic drivers (e.g. socio-economic change, land use) were used to represent sensitivity (defined in L13 as the dose-response relationship between climate exposure and the resulting impacts). Five ENSEMBLES experiments were selected from the various combinations of RCMs and GCMs (for details see Section 2.2), and for each single climate indicator the mean across these five experiments was used for the final hazard indicators of L13.
During composite indicator construction, all input indicators were transformed into dimensionless z-scores centred on zero (i.e. with a mean of zero and a standard deviation of one), using the baseline EU mean and standard deviation. For combining them into composite hazard indicators, geometric aggregation (i.e. the product of weighted indicators) was employed, giving equal weight to the single indicators. Each final hazard indicator was classified into five impact categories ('very low', 'low', 'medium', 'high', 'very high') according to percentile thresholds (i.e. 0-20 %, 20-40 %, etc.) . The categories represent relative impacts between European regions. For the scenario periods the percentile thresholds of each baseline composite indicator were applied. In addition, percentage changes of each composite hazard indicator from baseline to 2041-2070 were calculated.
While for heat stress only temperature-related climate input indicators were used, the forest fire risk indicator employs indicators of both temperature and precipitation (Table 1) . For constructing the flood risk indicator, climate indicators were fed into the flood simulation model LISFLOOD (van der Knijff et al. 2010) , whose outputs (i.e. inundation extent and water depth) were then used for building the composite indicator. It is important to note that due to this additional step of hydrological modelling, the flood risk indicator is somewhat different from the other two indicators: results are not only determined by climate information, but also by assumptions about the hydrological response of river catchments, river flow routing and inundation extents. The response of the flood hazard to precipitation changes is non-linear in nature, thus leading locally to potentially larger variations in flood occurrence compared to other precipitation related hazards such as forest fire risk. In addition, the flood risk indicator represents only (changes in) the frequency of highdischarge events with 100-year recurrence intervals Lung et al. 2013 ).
ENSEMBLES climate model projections
Climatic data from the ENSEMBLES project was corrected for biases in temperature and precipitation (Dosio and Paruolo 2011; Dosio et al. 2012 ), who applied a statistical technique developed by Piani et al. (2010) . Even though adding another level of uncertainty, several studies have shown that bias-corrected climate data may lead to improved impact assessment results (e.g. Teutschbein and Seifert 2010). As process-based impact models are often too expensive on time and resources to be run using a large ensemble of climate runs, Dosio et al. (2012) suggested to use a subset that represents both the main statistical properties of the whole ensemble (i.e. the climate change signal), and the most extreme deviations from it, i.e. those that maximise the variability. In L13, five ENSEMBLE runs were selected (Table 2) , aiming at maximising the number of GCM/RCM combinations. This selection is somewhat subjective, and other criteria may lead to different subsets. All the models are driven by the same emission scenario (SRES-A1B) and thus, all runs represent an equally probable projection of the future evolution of the climate. As inter-model climate variability increases over time , this study focuses on analysing only the latest scenario of L13, i.e. the medium-term scenario 2041-70.
Sensitivity analysis of impact indicators
Prior to analysing the impact of climate model variability on composite hazard indicators, the fractional contribution of each climatic and non-climatic input indicator to the spatial variance of the composite indicators of L13 was examined. A global variance-based approach was adopted that examines the simultaneous variation of all inputs to a system, as opposed to varying one input at a time (Saltelli et al. 2008) .
Variance-based sensitivity analysis expresses the sensitivity of the output Y of the composite indicator to each of its d inputs {X i } i=1 d as the fraction of output variance caused by each input or combination of inputs (Sobol' 1993) . In this work the total effect index is used, which is given as,
Where E X e i denotes the expected value over all inputs except the ith. This measures the contribution to the variance of the indicator by the input i, and its interactions with all other inputs (Jansen 1999 ). An alternative approach would be to use the first order sensitivity index (Sobol' 1993) which does not measure the effects of interactions. Although the construction of the L13 indicators prohibits interactions, the total effect index is still used since this would be the prudent approach in the usual case where interactions cannot be discounted; in any case, it is by definition equal to the first order index when no interactions are present. For a full discussion on variance-based sensitivity analyses see Saltelli et al. (2008) .
S Ti can be estimated by the Monte Carlo method, which involves evaluating the indicator a large number of times at different input values specified by a Monte Carlo estimator (Saltelli et al. 2010) . Monte Carlo sampling was performed with respect to the probability distributions of the X i . Here, there were 261 samples (one per NUTS-2) to define each input distribution. Some of the distributions are skewed or bimodal, which precludes the possibility of fitting standard analytical distributions. To obtain the best estimate of the underlying distribution, a kernel density estimation procedure (Botev et al. 2010 ) was used which smoothes the histograms into continuous distributions, allowing Monte Carlo samples to be drawn with respect to a continuous distribution (see Fig. 1 for an illustration). Note that this approach requires an assumption of independence between inputs, despite the presence of correlation in the data here (up to 0.88, but generally below 0.3). Although this taints the outcome somewhat, the results are still indicative of the division of variance. In addition to the pan-European analysis, the procedure of deriving S Ti was repeated dividing Europe into 5 macro-regions, in order to understand the uncertainty due to spatial resolution.
Assessing the influence of climate model variability on impact indicators
The influence of climate model variability was assessed based on calculations of the three hazard-specific impact indicators using the input indicators from each of the five individual climate models. The remainder of the paper uses the term 'individual model impact result' (IMIR) to denote a composite impact indicator calculated with climate data from one of the five individual climate experiments, while the composite impact indicators based on the mean of all five climate models as mapped in L13 are referred to as 'ensemble impact result' (EIR). All non-climatic sensitivity parameters were kept constant. As a first measure of indicator spread due to climate model variability, rank differences across the 261 NUTS-2 regions were calculated, subtracting the EIR ranks (i.e. 1 for the region with the highest, 261 for the region with the lowest indicator value) from the IMIR ranks for each of the five models and each of the three hazards. Furthermore, mean IMIR deviation from EIR was calculated in relation to (a) the extent of projected hazard impact in 2041-2070, and (b) the magnitude of projected EIR impact change. While (a) was assessed based on impact category (very high, high, medium, low, and very low), (b) was calculated using the categories of percentage change as presented in L13 (i.e. ≤0, 0-1, 1-2, 2-3, 3-4, >4). In addition, as a measure of within NUTS-2 indicator spread, the range between the minimum and the maximum IMIR value is presented as a map, in order to evaluate spatial patterns within Europe.
As an alternative way of assessing indicator spread in relation to the magnitude of projected change, indicator agreement was calculated, defined iteratively as the number of IMIRs falling within the absolute bounds of +/−1 % compared to the EIR change. For instance, if the change of an EIR in a NUTS-2 region was +3.4 %, the bounds would be 2.4 % and 4.4 %. Assuming IMIR changes of e.g. +2.9, +3.1, +1.5, +4.0, and +3.8, would lead to a model agreement of '4 out of 5' (i.e. only +1.5 would be outside the bounds). This Table 1) approach is preferable over relative bounds defined as percentage of percentage change, as these would introduce very narrow bounds (and thus misleadingly low agreement) for regions with low EIR change (e.g. bounds of +/−20 % for an EIR of 1 % would lead to bounds of 0.8 % and 1.2 %, instead of 0 % and 2 % when using absolute bounds). The results of the indicator agreement calculation are mapped as well. Table 1 shows the S Ti values of each indicator to its inputs. The results show that the contribution of each input is, in general, evenly divided for all three composite indicators. Since the composite indicators have fairly evenly-weighted input indicators, the sensitivity indices here reflect the different variances of the inputs. The kernel density estimation of the histograms was however necessary to investigate any possible effect of the shapes of the input distributions. Even though the sensitivity indices are somewhat similar, it is revealed that TCOMB has a strong impact on driving the heat stress indicator, and that CDDMAX is a stronger driver of the fire indicator than the two other climate input indicators (PRECsu and T2MEANsu). All three composite indicators of L13 are affected by each of their respective climatic as well as non-climatic input indicators to a significant degree.
Results
Sensitivity of hazard-specific impact indicators
Impact indicator spread due to climate input data
Rank differences for the three hazards generally indicate the largest IMIR spread for river flood risk, a medium spread for heat stress, and the smallest spread for forest fire risk (Fig. 2a) . While for forest fire risk 79 % of IMIR ranks shift in the range [+/−10], this rate is 72 % for the heat stress IMIR ranks and 65 % for the flood risk IMIR ranks. For heat stress, in particular the DMI-HIRHAM-ECHAM5-based IMIR shows a larger spread (i.e. a higher number of rank differences larger than +/−15 and a less pronounced peak, see green graph in Fig. 2a ) compared to the other IMIRs. A similar spread that is larger than the other models can also be seen for river flood risk for the ETHZ-CLM-HadCM3Q0-based IMIR.
Spread in relation to EIR impact categories
For heat stress, the DMI-HIRHAM-ECHAM5-based IMIR reveals considerably larger mean deviations (and thus spread) from EIR impact than the other IMIRs (Fig. 2b) . This is due to a considerably lower number of both summer days (T2MAX25) and tropical nights (T2MIN20) projected by the DMI-HIRHAM-ECHAM5 model than the ensemble average ( Table 2 ). The ETHZ-CLM-HadCM3Q0-based IMIR shows the lowest deviations of all IMIRs across all heat stress impact categories, due to a compensating effect between aboveaverage values for T2MAX25 and below-average values for T2MIN20 (Table 2 ). For river flood risk, the ETHZ-CLM-HadCM3Q0-based IMIR shows the largest deviations across all EIR impact categories (Fig. 2b) . This is due to the largest flood extent (obvious from the smallest deviation for this model from the ensemble mean flood extent; Table 2), and the largest water depth (largest deviations for this model from the ensemble mean water depth; Table 2 ) projected by the ETHZ-CLM-HadCM3Q0 model. For forest fire risk, again the DMI-HIRHAM-ECHAM5-based IMIR reveals the largest deviations (Fig. 2b) , due to a combination of factors least favourable for forest fires, namely few dry days (CDDMAX), the lowest mean summer temperature (T2MEANsu), and highest summer precipitation (PRECsu) ( Table 2 ). For the very high impact regions, the DMI-HIRHAM-ECHAM5 model shows values closer to ensemble average for CDDMAX and PRECsu (Table 2) , and consequently the DMI-HIRHAM-ECHAM5-based IMIR drops sharply (Fig. 2b) .
Spread in relation to EIR change
Regarding the magnitude of projected EIR change in heat stress from the baseline to 2041-2070, an increase of IMIR deviation with increasing EIR change is seen for all five climate models, while the DMI-HIRHAM-ECHAM5-based IMIR shows strong mean deviations in Fig. 2 Results from assessing the influence of climate model variability on composite indicators of heat stress, river flood risk, and forest fire risk of Lung et al. (2013) for the period 2041-2070, with respect to (a) rank differences between individual model impact results (IMIRs) and ensemble impact results (EIRs), b mean absolute deviation of IMIRs from EIRs per EIR category, and (c) mean absolute deviation of IMIRs from EIR per EIR change category. Dashed lines indicate that the respective category of change contains less than 5 % of all 261 NUTS-2 regions, and thus its results should be interpreted with caution Table 3 Climate input indicators of the heat stress and forest fire risk composite indicators, as well as flood hazard input for river flood risk composite indicator; given as ensemble means and their model-specific mean deviations, per impact change category (from baseline to scenario 2041-2070) by Lung et al. (2013) . For each input indicator, the maximum and minimum model-specific deviation is highlighted in bold EIR, change from baseline to scenario 2041-2070
Heat stress (Fig. 2c ). This is due to the fact that DMI-HIRHAM-ECHAM5 is an exceptionally cold model, in particular in regions where heat stress is projected to increase the most (Table 3) . For river flood risk, the lowest deviations for most IMIRs are revealed for regions with only slight EIR increases (i.e. between 0.1 and 1), while strongest deviations that are sharply increasing with EIR change are seen for the ETHZ-CLM-HadCM3Q0 and C4I-RCA-HadCM3Q16-based IMIRs (Fig. 2c) . These two models project significantly larger changes in flood extent and water depth (cf. previous paragraph). For fire risk, strong mean deviations are seen for the DMI-HIRHAM-ECHAM5 and ETHZ-CLM-HadCM3Q0-based IMIRs that drop sharply for regions where EIR impact is projected to increase the most (i.e. >4, Fig. 2c ). For DMI-HIRHAM-ECHAM5, this pattern is linked to cold (below T2MEANsu average) and wet (below CDDMAX average and above PRECsu average) values except for regions with strong EIR increase, for which much drier values for CDDMAX and PRECsu are revealed (Table 3) , thus causing the IMIR drop seen in Fig. 2c . The ETHZ-CLM-HadCM3Q0 pattern is explained by the contrary, i.e. very favourable forest fire conditions with values strongly above average CDDMAX, strongly below average PRECsu, and slightly above average T2MEANsu (Table 3) .
Spatial patterns across Europe
The spatial pattern of IMIR heat stress range across European regions shows highest values for central and north-eastern Europe, as well as in southern Scandinavia (red and dark purple areas in Fig. 3a) . These areas coincide to a large extent with those regions that show the highest rates of projected EIR heat stress increases (blue hatching in Fig. 3a) , which is true for southern Germany in particular. In contrast, the southernmost regions of Portugal, Spain, Italy and Greece mostly show small IMIR ranges. Likewise, the analysis of model agreement reveals 'hotspot' regions of disagreement in southern Sweden and central Europe, in particular southern Germany, and mostly strong agreement for the UK and southern Europe (Fig. 3a) . For river flood risk, compared to the two other hazards, a patchy and spatially more inhomogeneous pattern of IMIR range is seen, very similar to the previous work in L13 (Fig. 3b) . The majority of regions with high values are found in southern Europe, in particular along the coast of Spain, in (northern) Italy, Greece and the Danube delta (Fig. 3b) . In addition, clusters of regions with high IMIR ranges are revealed in western Germany, Belgium and the Netherlands, as well as in Poland, the latter cluster being more clearly seen from the analysis in terms of model agreement (right map in Fig. 3b) . No apparent linkage is revealed between regions of high IMIR range or model agreement and projections of strong EIR increases in flood risk. Regarding forest fire risk, highest IMIR ranges are revealed for an area stretching from northern Spain into southern Germany and the Alpine region, thereby covering most parts of France (Fig. 3c) . A similar but slightly northwards shifted pattern is revealed in terms of model agreement, showing strongest model disagreement in northern France and large parts of Germany as well as for a cluster of regions in south-eastern Poland/eastern Slovakia/eastern Hungary (Fig. 3c) . In contrast, regions with highest rates of projected EIR fire risk increases in southern Spain, Italy, and Greece reveal medium or low IMIR ranges and high levels of model agreement (i.e. mostly 4 or 5 of 5, Fig. 3c ). Similar results with low ranges and high agreement for revealed for the UK, Scandinavia, and the Baltic States.
Discussion and conclusions
The sensitivity analysis results have shown that the climate input indicators account for around 40 % (heat stress) or 50 % (river flood risk, forest fire risk) of the composite indicator variations at the pan-European level, therefore underpinning their importance in driving the composite indicators and reinforcing the necessity of assessing the impact of inter-model variability on the composite indicators. The macro-regional level analysis (for details see Supplementary material) demonstrated that spatial variations (and thus importance of indicator inputs) may vary, therefore calling for more in-depth local analysis of certain parameters in certain regions to avoid maladaptation. For example, in Scandinavia, water depth and commercial/industrial areas appear to play a particular crucial role in driving regional differences in flood risk.
It was shown that climate data from different models (here GCM/RCM combinations) may lead to substantially varying indicator-based impact assessment results. For each hazard-specific assessment, particular climate models appear to deviate considerably from the ensemble mean, which in turn resulted in impact results strongly differing from the ensemble mean. Moreover, these differences may vary greatly according to the degree of projected impact and/or the magnitude of projected impact change. For indicator-based approaches this clearly calls for the use of as many climate simulations as possible, in order to derive maximally robust impact results (cf. Rojas et al. 2012) , or alternatively, to conduct a targeted model pre-selection driven by study purpose. Furthermore, it calls for a careful evaluation and use of indicator-based results by decision makers.
Climate model spread may have a large influence on the spatial patterns of uncertainties across Europe found in impact indicators, as already indicated in L13. This detailed study revealed that some trends of hazard change shown in L13 might be associated with a higher degree of uncertainty due to climate model spread than others. Also, it is noteworthy that some of these patterns are somewhat different to what would be expected just from studying uncertainty in for instance mean seasonal temperature or precipitation changes. More precisely, the projection of particularly strong increases in heat stress in central Europe in L13 appears to be more uncertain than the projection of moderate increases of heat stress in Fig. 3 Maps of i) range (minimum -maximum) of five individual model impact results (IMIRs), and ii) IMIR agreement, displayed together with the magnitude of EIR change from baseline to 2041-70 (in percentage), for (a) heat stress, b river flood risk, and (c) forest fire risk. Note that regions showing no EIR change or an EIR decrease are displayed without any hatching southern Europe. Likewise, the projection of a northwards expansion of high forest fire risk into central Europe in L13 seems to be more uncertain than the strong increases in forest fire risk projected for most southern European regions. For river flood risk, uncertainties due to climate model spread appear to be particularly high in the Mediterranean, as previously reported for Spain and Greece by Kundzewicz et al. (2010) . These spatial variations in uncertainty across Europe are perhaps the most interesting result from this study in the context of European policy making.
Uncertainties in future climate change impacts refer particularly to extreme events (e.g. Kundzewicz et al. 2010 ), a principle to be considered when interpreting the results of this study. The revealed IMIR spread is not a consequence of the spread across the five ENSEMBLES models per se, but is also impacted by the choice of the single input indicators used to the construct the composite indicators of L13. T2MAX25 and T2MIN20 as part of the heat stress indicator, as well as CDDMAX used for the forest fire risk indicator, represent some form of climate extreme defined by a threshold in temperature or precipitation (cf. ECA&D, van Engelen et al. 2008 ). Such threshold-based indicators tend to show a larger spread across different climate models and also reveal larger variances across Europe, compared to indicators that take into account all values for a given period (e.g. T2MEANsu, PRECsu), as shown in the sensitivity analysis (cf. Section 3.1). Thus, different climate input indicators might potentially lead to results different to those of this study, even if the same five ENSEMBLES GCM/RCM were used. This highlights the importance of a careful input indicator selection, which accounts for the varied aspects of climate exposure but at the same time avoids indicators inappropriate to serve as proxies for a certain hazard.
The assessment of river flood risk, based on 100-year recurrence interval floods as derived from the hydrological model LISFLOOD, revealed the generally largest spread across the five IMIRs (cf. Fig. 2a ). This is not surprising, as flood risk (a) hinges heavily on rainfall (that is more difficult to simulate than temperature), (b) is linked to hydrological differences that are inherently difficult to detect, and (c) is associated with numerous sources of uncertainty other than those coming from the climate signal (Wilby et al. 2008 ). In particular, additional uncertainties are introduced due to river flow routing, the process of deriving and defining events with a 100-year return period, and the planar approximation approach to convert river discharge into flood extent and water depth .
This study certainly has a number of constraints. The number of GCMs and RCMs is limited, and ideally all GCM/RCM combinations available from the ENSEMBLES project could have been considered. In addition, the analysis considers only a single emission scenario, i.e. SRES A1B. However, since the different SRES scenarios start diverging strongly only towards the end of the century (cf. Nakićenović and Swart 2000), for this mid-century (2041-2070) analysis, most of the variations due to emission scenario are likely to be within the variability due to climate model choice. Another constraint is the focus on the influence of the climatic input to the hazard-specific composite indicators of L13; while uncertainties related to non-climatic inputs (e.g. land use data, demographic data) were not taken into consideration. In that context it should be stressed that the sensitivity analysis investigates the spatial variance in the indicators. It is not an analysis of uncertainty, and therefore does not show, how uncertainty from non-climatic inputs compares with climatic ones. Such an analyses would only be possible if multiple realisations of the non-climatic inputs had been available or at least if their probability distribution could be estimated reliably. Also, the influence of the impact model, in our case the methodological choices to construct the composite indicators of L13, such as data normalisation and aggregation (OECD 2008) , have were evaluated here. This could be a direction of future work.
However, previous research has concluded that the (non-) acceptance of climate impact assessment results among decision makers might be particularly associated with scepticism towards the climate information (e.g. Rannow et al. 2010) . In that sense, this study may help to gain a better idea of (un)certainty patterns across European regions inherent to the composite impact indicators by L13. Given the fact that indicators are considered to play an ever increasing role in EU policy making (White and Zwirner 2007) this seems to be of particular importance. From a decision-makers' perspective, for regions with low model agreement the results call for an in-depth analysis based on additional models to derive more conclusive patterns. Ultimately, prioritising adaptation options and eventually implementing adaptation actions at the local scale will also require additional information on locationspecific sources of uncertainty. For regions where different models have a similar climate signal, such as for heat stress and forest fire risk in southern Europe, the results might help to gain further confidence in the projected impacts, and thus help prioritising action at the EU level with respect to adaptation planning, coordination, and financing.
