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Abstrat
In the framework of the synthesis of time-modulated array antennas for om-
muniation purposes, the thesis fouses on the analysis and the development of
innovative approahes aimed at reduing the power losses related with the un-
desired harmoni radiations. The aurate analysis of the problem in hand has
been used to identify the foundamental parameters involved in the waste of power
when the elements of the array are modulated using RF swithes. The sideband
radiations have been rstly indiretly handled throughout the redution of the
sideband levels of the patterns of the harmonis by means of the minimization of
a suitable ost funtion using a stohasti optimizer, the Partile Swarm Opti-
mizer. Suessively, by exploiting a losed form relationship desribing the total
power wasted in sideband radiations a new synthesis method has been developed
allowing a signiant redution of the omputation eort and a more eetive
dealing with the synthesis problem. Moreover, a areful study of the potentiali-
ties and the appliations of suh methods in others antenna synthesis problem has
been arried out referring in partiular to the redution of the sideband radiations
in monopulse array antennas in whih the dierene pattern is obtained by means
of sub-arrayed feed network. In the numerial validation, a set of representative
examples onerned with the redution of the sideband levels and the power of
the harmoni radiations are reported in order to assess the eetiveness and the
exibility of the proposed approah. Comparison with previously published results
are reported and disussed, as well.
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Struture of the Thesis
The thesis is strutured in hapters aording to the organization detailed in
the following.
The rst hapter deals with an introdution of the thesis, fousing on the
subjet of this work as well as a presentation of the state-of-art tehniques dealing
with the same antenna synthesis problem.
In Chapter 2 further investigations in the framework of the synthesis of time-
modulated linear arrays are presented, underling the main parameters involved
in the sideband radiations, and proposing an innovative strategy, based on a
global optimizer, aimed at reduing the sideband radiations optimizing the pulse
shifting.
The problem of minimizing the sideband radiations is reformulated in Chapter
3. A losed relationship that omputes the wasted power due to the undesired
harmonis is fully exploited to deal with the problem in hand. Starting from
suh an expression the problem is reast as the minimization of a suitable ost
funtion by means of the Partile Swarm Optimizer.
The extension of the approah from linear to planar time-modulated arrays is
desribed and assessed in Chapter 4. The theory of the time-modulation is for-
mulated to desribe the behavior of the planar arrays and an expliit expression
for the wasted power radiated by the undesired harmonis is derived. Sues-
sively, suh a relationship is protably used to design a new proedure based on
a Partile Swarm Optimizer for the synthesis of the pulse sequenes devoted to
ontrol the time-modulated array.
In Chapter 5 the time-modulation has been exploited to synthetize sub-
arrayed monopulse antenna radiating sum and dierene beams. The stati
exitations of the array have been set to obtain an optimal sum pattern whereas
the best ompromise on-time durations generating the dierene pattern have
been omputed by means of the Contiguous Partition Method. Moreover, the
swith-on instants are suessively optimized by means of the Partile Swarm
xv
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Optimizer reduing the wasted power due to the sideband radiations.
Conlusions and future develpments are presented in Chapter 6. Finally, an
appendix gives more details regarding the development of a losed-form expres-
sion omputing the power wasted by the sideband radiations in time-modulated
planar arrays.
xvi
Chapter 1
Introdution and State-of-the-Art
In the introdution, the motivation of the thesis is pointed out starting from an
overview of the tehniques present in the state-of-art regarding the analysis and
the synthesis of the time-modulated array antennas.
1
The use of time as an additional degree of freedom in array synthesis has been
investigated in the pioneering work by Shanks and Bikmore [1℄. The essene
of this philosophy is the use of the time domain as an additional variable to
ontrol the antenna radiation harateristis. Moreover, they rstly explore the
potentialities of suh a strategy in the multipattern operations, simultaneous
sanning and sidelobe suppression. Further investigations of the use of the time-
modulation had been provided in [2℄ where Shanks proposed a new tehnique
to obtain eletronially sanned beams for radar appliations modulating the
element of an array of antennas by means of retangular pulse exitations. In
suh an approah, the author proposed a sheme to feed every element through a
simple on-o swith made by a ferrite rotation devie. Furthermore, Kummer et
al . in [3℄ disussed the possibility of using RF swithes for modulating in time
the element exitations in order to obtain antenna patterns with average low and
ultra-low side lobes.
Suessivelly, even if the aforementioned strategies showed the interesting fea-
ture of reonguring the array pattern by simply adjusting the on-o swithing
sequene only few works have dealt with time-modulation (e.g., [4℄). As pointed
out in [3℄ and [5℄, the main diulty to the diusion of suh a tehnique lie in its
tehnial implementation. More in detail, the ontrol feed network implementa-
tion requires RF swithes realibility and robustness, able to work at very high
frequeny (GHz), with very small swith time and time of rise and fall (nsec).
Additionally, in order to properly modify the antenna pattern the modulating
signals have to be extremely aurate and then their ontrol system is extremely
omplex. Reently, important researhes in the nano-tehnologies have led to the
development of new kind of solid-state swithes [6℄ that fully satisfy the operat-
ing onstrains and sine those devies are part of the RF reeivers for wireless
omuniation they are now large-sale produts [7℄. On the other hand, the in-
reasing of the omputational speed of the digital ontrollers, the miniturization
of the devies, the dereasing of the osts of the digital equipment show that the
tehnologial gap to realize the time-modulated arrays have been overame.
As a result, the synthesis of time-modulated (TM) arrays has reeived a
renewed interest in reent years. The sienti ommunity has foused its atten-
tion mainly on three frameworks: the extension the range of the appliations of
the time-modulation priniples to other antenna synthesis problems, the review
and formalization of the mathematial bakground of the time-modulated arrays
and the development of innovative approahes to redue the undesidered har-
moni radiations (alled sideband radiations SRs) that arise when the element
exitations are modulated by means of sequene of time pulses.
More in detail, in order to properly address suh issues and improving the
eieny of the approah with respet to the results in [3℄, suitable evolutionary
optimization algorithms have been reently onsidered [8℄-[13℄. In [8℄ and [9℄, the
sideband level (SBL) has been signiantly redued through the optimization
of the stati-mode oeients as well as of the durations of the time pulses by
2
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means of a Dierential Evolution (DE) algorithm. A similarDE-based tehnique
has been suessively adopted in the synthesis of moving phase enter antenna
arrays for radar appliations [10℄[11℄ to suppress the sideband radiations and to
inrease the passband of the reeiver. Moreover, a Simulated Annealing (SA)
tehnique has been used in [12℄ to minimize the sidelobe level (SLL) at the arrier
frequeny as well as the SBL of a time-modulated array with uniformly-exited
elements. A dierent time shema has been suessfully exploited in [13℄, where
the modulation period has been quantized into shorter time steps and the on-o
sequene optimized by means of a Geneti Algorithm (GA).
Conerning the appliability issues, a areful analysis has been arried out in
[5℄ and [14℄, where suitable onditions for information transmission, and not only
radar detetion, have been formalized, as well. Additionally, some reent pro-
totypes of time-modulated arrays exploiting dierent feeding shemes have been
presented: in [15℄ a prototype of two-element time-modulated array is proposed
to provide eletroni null sanning whereas in [16℄ a four-element time-swithed
array system is used to nd the diretion of arrival of a signal feeding the elements
with asymmetri swithing waveforms. In [17℄ an analysis of phase-swithed
sreens (PSS) based on time-swithed array theory is introdued.
Although signiant ontributions in dealing with time modulation have been
proposed, further investigations are needed in order to fully exploit the poten-
tialities of the time-modulated arrays. In detail, this thesis is aimed at exploring
the properties of time-modulated arrays by showing and disussing the results
obtained when time is used as additional degrees of freedom in the synthesis pro-
ess. More speially, starting from the mathematial proof that the sideband
radiations is a funtion of the swith-on intervals (i.e., the durations of the ret-
angular time pulses of the time modulation sequene), likewise the pattern shape
at the fundamental frequeny and the swith-on instants (i.e., the time instants
when the RF swithes ommute from open to short iruit), the optimization
of those parameters is protably performed for pattern synthesis purposes. The
redution of the wasted power radiated by the undesired harmonis is performed
throughout the minimization of a suitable ost funtion that measures the dis-
tane between the obtained and the desired side band level, SBL (the highest
level of eah h-th harmoni pattern with respet to the peak value radiated at
the arrier frequeny).
However, suh an approah presents some disadvantages. First, it enfores an
indiret SRs redution and moreover, it needs the omputation of the SBL at
eah harmoni frequeny. Consequently, the minimization proedure is very high
time-onsuming and it is neessary to neglet some higher harmonis reduing
the eetiveness of the approah to prevent the SRs. In order to overome suh
drawbaks, an innovative approah based on a Partile Swarm Optimizer (PSO)
[18℄ protably exploits a losed-form relationship derived in [5℄ that quanties the
total wasted power in sideband radiations in linear time-modulated arrays. More-
over, following the guidelines in [5℄ a new losed-form expression that measures
3
the total wasted power in planar time-modulated arrays has been derived. As a
matter of fat, suh a result allows to deal with the synthesis of time-modulated
planar arrays beause it avoids the evaluation of the set of higher harmoni pat-
terns that is extremely time-onsuming when the number of elements of the array
inreases.
Finally, in the framework of exploiting time as additional degree of freedom
in other antenna synthesis problem, this thesis proposed a new strategy aimed at
using the time-modulation for the synthesis of dierene pattern in sub-arrayed
array monopulse antenna for searh-and-trak radar appliations [19℄ . In suh
a devie, it is neessary to radiate two dierent beams (namely sum and a dif-
ferene pattern) on the same antenna aperture. As a matter of fat, the optimal
solution of implementing two independent feed network is almost impratiable
due to required ost, the arhiteture omplexity and arising eletromagneti
interferenes. The most ommon way to solve suh a problem onsists in gen-
erating an optimal sum pattern and a sub-optimal dierene pattern, the latter
synthesized by applying the subarray tehnique [20℄. Aordingly, the synthesis
is aimed at optimizing prespeied subarray layouts by synthetizing subarray
and radiating element weights. In order to apply the time-modulation in this
problem, starting from a set of stati exitations generating an optimal sum
at the arrier frequeny, a ompromise dierene beam is synthesized through
a sub-arraying pattern mathing proedure [21℄ aimed at optimizing the pulse
durations at the input ports of the sub-arrays. Suessively, the SRs at the
harmoni frequeny are minimized by performing a Partile Swarm Optimizer
(PSO) to set the swith-on instants of the time sequene.
4
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Chapter 2
Synthesis of Time-Modulated
Linear Arrays
The approah presented in this hapter regards a strategy aimed at reduing
the sideband radiations in time-modulated linear arrays through the shift of the
pulses that ompose the sequene modulating the array exitations. As a rst
step, a areful analysis of the features involved in higher harmonis generation is
done. Following the guidelines emerged from suh an analysis an indiret mini-
mization of the sideband radiation is performed throughout the minimization of
a suitable ost funtion that measures the distane between the obtained and the
desired sideband level of the patterns radiated by the undesired harmonis. Sine
the non-onvexity of the problem in hand, a global stohasti optimizer, namely
Partile Swarm Optimizer, has been adopted to optimize the swith-on instants
of the pulse sequenes. Moreover, further investigations on the instantaneous
behavior of the antenna during the time-modulation has been arried out.
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2.1. INTRODUCTION
2.1 Introdution
The synthesis of time-modulated arrays onsiders that the antenna elements are
equipped with a set of radio-frequeny (RF ) swithes used to enfore a time-
modulation to the stati array exitations [1℄. This tehnique has been rstly
taken into aount to radiate average low and ultra-low sidelobe patterns [3℄
and suessively for wireless ommuniation purposes [4℄. Reently, some studies
have renewed the interest of suh an approah applying the time-modulation to
dierent antenna synthesis problems [8℄, [5℄, [17℄. Moreover, sine the pattern
of a time-modulated array an be easily ontrolled properly modifying the pulse
sequenes, the time-modulation seems to be also a promising tool to operate in
omplex interferene senarios [22℄.
Despite the aforementioned positive features, the modulation of element ex-
itations generates undesired harmoni radiations (the so-alled sideband radia-
tions) (SRs) whih unavoidably aet the performanes of the time-modulated
arrays thus limiting their pratial appliability. In order to minimize the power
losses due by the SRs, eetive approahes based on evolutionary algorithm
have been proposed [5℄[8℄[9℄[12℄[13℄. However, further investigations are needed
to show and to disuss the results obtained when time is used as additional de-
gree of freedom in the antenna synthesis proess. In detail, the behavior of the
radiating system during the modulation and all the parameters involved in the
sideband radiations generation have to be taken into aount in order to develop
eetive strategies able to deal with the time-modulated arrays.
Aordingly with those purposes, this hapter is organized as follows. In
Setion 2.2 the theory of the time-modulated linear array is breay summarized
and some details about the dependane of the radiated patterns from the stati
exitations, the normalized pulse duration and the swith-on instants are given.
Suessively, the problem is mathematially formulated dening a suitable ost
funtion aimed at quantifying the loseness of eah solution to the desired one.
In Setion 2.3 the results of seleted experiments are reported, showing the be-
havior of the antenna during the time modulation (Setion 2.3.1). Moreover,
the eetiveness of the proposed approah in dealing with the synthesis of time-
modulated array is pointed out onsidering as parameters to optimize only the
swith-on instants (Setion 2.3.2) and both the swith-on instants and the nor-
malized pulse duration (Setion 2.3.3). Finally, in Setion 2.4 some onlusions
are pointed out.
2.2 Mathematial Formulation
Let us onsider a time-modulated linear array (TMLA) omposed by N iden-
tial elements equally-spaed of d along the z axis. The spatial distribution of
the array elements is supposed to be symmetrial about the on-o sequenes
Un (t) , n = 0, . . . , N −1, whih modulate the array element exitations, that are
8
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α0 α1 α2 αN−2 αN−1
U  (t)0 U  (t)1 U  (t)2 U     (t)N−2 U     (t)N−1
...
CONTROL FEED NETWORK
...
...
d
...
Figure 2.1: Sketh of the time-modulated linear array antenna.
obtained by means of on-o RF swithes [Figure 2.1℄.
The arising far-eld radiation pattern an be expressed as follows [3℄:
F (θ, t) = e0 (θ) e
jω0t
N−1∑
n=0
αnUn (t) e
jkn cos θ
(2.1)
where in (2.1), e0 (θ) and ω0 = 2pif0 denote the element fator and the entral
angular frequeny, respetively. Moreover, k = 2pi
λ
is the bakground wave-
number, A = {αn, n = 0, . . . , N − 1} is the set of stati and omplex array
exitations, and θ indiates the angular position with respet to the array axis.
The funtion Un (t) [Figure 2.2℄ is assumed to have a period equal to Tp and it
is mathematially desribed as:
Un (t) =
{
1, t′n ≤ t ≤ t′′n
0, otherwise
(2.2)
where 0 ≤ t′n ≤ t′′n ≤ Tp.
Moreover, the ondition Tp ≫ T0 = 1f0 is supposed to hold true [5℄. Sine Un (t)
is a periodi funtion, it an be expressed in its Fourier representation as:
Un (t) =
+∞∑
h=−∞
uhne
jhωpt
(2.3)
being uhn the h− th Fourier oeient, given by:
9
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U (t)n
Tpt’’nt’  =0n
nτ Tp
1
t
U (t)n
t’n t’’n Tp
nτ Tp
0
1
t
(a) (b)
Figure 2.2: Time pulse when (a) 0 ≤ t′n
Tp
≤ (1− τn) and (b) (1− τn) ≤ t
′
n
Tp
≤ 1
uhn =
1
Tp
∫ Tp
0
Un (t) e
−jhωpt
(2.4)
being ωp = 2pifp =
2pi
Tp
the fundamental angular frequeny.
By onsidering isotropi radiators, [i.e., e0 (θ) = 1℄ and without any loss of
generality of the arising onlusions, the radiated far-eld pattern turns out to
be:
F (θ, t) =
+∞∑
h=−∞
[
N−1∑
n=0
ahne
jknd cos θ
]
ej(hωp+ω0)t =
+∞∑
h=−∞
Fh (θ, t) (2.5)
where in equation (2.5) ahn = αnuhn; n = 0, . . . , N − 1. With referene to
(2.5), the beam pattern at the arrier frequeny f0 depends on the 0− th order
oeients [3℄, [8℄, [12℄:
a0n = αnu0n, n = 0, . . . , N − 1 (2.6)
where u0n is the 0− th order Fourier oeient [Equation 2.4 - h = 0℄ equal to:
u0n =
1
Tp
∫ Tp
0
Un (t) dt = τn (2.7)
being τn =
(t′′n−t′n)
TP
the normalized n−th time pulse duration. It is worth notiing
[Equation (2.6)℄ that, when the values of the omplex stati exitations, αn, n =
1, . . . , N −1 are xed, the pattern generated at the fundamental frequeny (h =
0) is only funtion of the pulse duration τn, n = 1, . . . , N − 1. Aordingly, it
is possible to synthetize a desired pattern, F̂0 (θ, t), dierent from the stati
mode (i. e., the mode generated by the stati exitation set A), by simply
enforing a suitable on-o time sequene to the stati array exitations suh that
αnτn = â0n, n = 0, . . . , N − 1, (under the ondition that arg (αn) = arg (â0n)
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sine τn, n = 1, . . . , N −1 are real-valued quantities), â0n being the n− th target
exitation.
Unfortunately, the radiation patterns at the harmoni frequenies have signiant
omponents in the boresight diretion [12℄. In order to overome suh a drawbak
let us observe that the sideband radiation oeients (h 6= 0):
ahn =
αn
TP
(
e−jhωpt
′
n − e−jhωpt′′n
jhωp
)
, n = 0, . . . , N − 1, (2.8)
an be also expressed, after simple mathematial manipulations, as follows:
ahn =

αnτnsinc (pihτn) e
−jpih
„
τn+2
t′n
Tp
«
if 0 ≤ t′n
Tp
≤ (1− τn)
1
pih
{
sin
[
pih
(
1− t′n
Tp
)]
e
−jpih
„
1+
t′n
Tp
«
+
sin
[
pih
(
t′n
Tp
+ τn − 1
)]
e
−jpih
„
t′n
Tp
+τn−1
«} if (1− τn) < t′nTp ≤ 1 .
(2.9)
Suh an expression points out that the oeients related to the undesired har-
moni radiation depend on the pulse durations τn, n = 0, . . . , N − 1, analo-
gously to the fundamental frequeny ounterparts [Equation (2.6)℄, but also on
the swith-on time instants, t′n, n = 0, . . . , N − 1. Thanks to this property,
it is possible to spread the power assoiated to the SR as uniformly as possi-
ble over the whole visible angular spae above the antenna (i.e., lowering the
levels of the undesired harmonis along the boresight diretion) by keeping the
τn, n = 0, . . . , N − 1 values and optimizing the pulse shifts t′n, n = 1, . . . , N
[Figure 2.2℄.
Aordingly, a suitable strategy based on a Partile Swarm Optimizer (PSO)
[18℄[23℄ is used to minimize the following ost funtion Ψ that quanties the
mismath between the user-dened sideband level, SBLref , and the sideband
levels, SBL(h) = SBL (ω0 + hωp), h = 1, ...,∞, of the synthesized pattern:
Ψ (t′)|
T=bT =
∞∑
h=1
{
H
[
SBLref − SBL(h) (t′)] ∣∣∣∆(h)SBL (t′)∣∣∣2} (2.10)
where in Equation (2.10)∆
(h)
SBL (t
′) = SBL
ref−SBL(h)(t′)
SBLref
, t
′ = {t′n; n = 0, ..., N − 1},
T = {τn; n = 0, ..., N − 1}, and H(·) stands for the Heaviside step funtion. On
the other hand, when the onstraint of exatly mathing the desired pattern at
f0, F̂0 (θ, t), is relaxed [e.g., the synthesized pattern F (θ, t) is required at f0
to t the desired one in terms of SLL and main lobe beamwidth BW ℄, it is
still possible to protably exploit the pulse shifting paradigm by tuning the
pulse durations, τn, n = 0, ..., N − 1, as well, to redue the power losses of the
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SR together with the orresponding SBL. Towards this end, the optimization
is reformulated by dening the following mathing funtion omposed by three
terms:
Ψ (t′,T) = ψSLL
{
H [∆SLL (T)] |∆SLL (T)|2
}
+
+ψBW
{
H [∆BW (T)] |∆BW (T)|2
}
+
+ψSBL
∞∑
h=1
{
H
[
∆
(h)
SBL (t
′,T)
] ∣∣∣∆(h)SBL (t′,T)∣∣∣2} (2.11)
where ∆SLL (T) =
SLLref−SLL(T)
SLLref
and∆BW (T) =
BW ref−BW (T)
BW ref
. Moreover, ψSLL,
ψBW , ψSBL are real-valued weighting oeients.
2.3 Numerial Validation
In order to assess the eetiveness of the proposed method, an exhaustive set of
numerial experiments has been performed and some representative results will
be shown in the following. More in detail, the disussion is rstly devoted to
point out the behavior of the radiated pattern at the dierent instants within
the modulating period Tp, whetever the pulse-shifting is present or not. In suh
a ase, it is still possible to onsider the lassial pattern features (e.g., the
maximum level of the seondary lobes, SLL, the main lobe beamwidth, BW ,
and the peak diretivity, Dmax [24℄) for an heuristi analysis of the antenna
performanes. Suessively, the eieny of the proposed pulse-shift strategy
in minimizing the SBL is illustrated. Toward this end and for omparative
purposes, some illustrative test ases have been hosen among those already
onsidered in the published literature. Moreover, the examples under analysis
are onerned with both the SBL minimization and the SR power redution.
2.3.1 Time-Modulated Radiated Pattern Behavior
In order to analyze the behavior of the radiated pattern at dierent instants
of Tp let us onsider an antenna array of N = 16 equally spaed of d = λ/2.
The time-modulation is used to synthesize an average pattern equal to a Dolph-
Chebyshev pattern with SLL = −30 [dB] at the entral frequeny (h = 0).
Aording to the result reported in [25℄, the time pulses have been hosen to
start oherently (i.e., t′n = 0, n = 0, . . . , N − 1), and they have been set to the
values τn = τ
DC
n , n = 1, . . . , N − 1, omputed as in [26℄ and reported in Table
2.1, where for symmetry, only half-array is onsidered. The power losses due to
the SRs [5℄ of suh an arrangement amount to 24.2% of the total input power.
As regards to the antenna behavior in orrespondene with frations of the
modulating period Tp, the diretivity patterns radiated at
t
Tp
= {0.1, 0.4, 0.7, 1.0}
are shown in Figure 2.3, where the swith insertion loss present in atual feed
12
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N = 16 N = 30
n τDCn
t
′
n
Tp
n τSAn
t
′
n
Tp
8 1.000 0.256 1 0.065 0.599
9 0.953 0.740 3 0.076 0.461
10 0.864 0.661 4 0.072 0.583
11 0.744 0.426 5 0.065 0.815
12 0.603 0.594 6 0.880 0.514
13 0.458 0.300 23 0.965 0.823
14 0.319 0.629 27 0.171 0.580
15 0.295 0.978 28 0.473 0.000
− − − 29 0.976 0.812
Table 2.1: Pattern Behavior - Values of the swith-on times and swith-on in-
stants optimized by means of the PS strategy.
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Figure 2.3: Pattern Behavior (N = 16, d = 0.5λ) - Plots of the diretivity
patterns obtained at the arrier frequeny when sampling the urrent distribution
on the array aperture at
t
Tp
= {0.1, 0.4, 0.7, 1.0} for the DC solution.
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Figure 2.4: Pattern Behavior (N = 16, d = 0.5λ) - Plots of the diretivity
patterns obtained at the arrier frequeny when sampling the urrent distribution
on the array aperture at
t
Tp
= {0.1, 0.4, 0.7, 1.0} for the solution obtained by
means of PS tehnique.
networks is negleted. As expeted, the instantaneous patterns dier from the
Dolph-Chebyshev one and the antenna performanes depend on the number of
ative elements at the sampling instant. With referene to Figure 2.3, it an be
notied that starting from
t
Tp
= 0, when all the array elements are turned on, the
eieny of the array gets lower and lower sine the elements are suessively
swithed o. Suh a monotonially dereasing behavior an be avoided by opti-
mizing the swith-on instants, t′n, n = 0, ..., N−1, and keeping the pulse durations
xed to those of the Chebyshev distribution (τ˜n = τ
DC
n , n = 0, ..., N − 1). As
far as the Partile Swarm (PS) proedure is onerned, a swarm of 10 partiles
have been used, and the ontrol parameters have been set to w = 0.4 (intertial
weight) and C1 = C2 = 2 (ognitive and soial aeleration oeients). The
PS-optimized values of t′n, n = 0, ..., N − 1, are given in Table 2.1. Thanks to
this operation, the number of swithed-on elements at eah instant of Tp is kept
almost onstant as well as the radiated patterns [Figure 2.4℄. Suh an event is
further onrmed by the behavior of the pattern indexes in Figures 2.5 (a)− (b)
and related to Dmax, SLL, and BW throughout the modulation period, respe-
tively. For ompleteness, the statistis (minimum, maximum, mean values and
variane) of the data in Figure 2.5 are reported in Table 2.2.
Although the maximum available diretivity (i.e., Dmax = 12.04 dB) is never
ahieved when using the pulse-shifting approah, it is worth notiing that the
14
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Figure 2.5: Pattern Behavior (N = 16 - d = λ/2) - Values of (a) Dmax and of
(b) SLL and BW for the DC solution and the solution obtained by means of
the PS tehnique when sampling the urrent distribution on the array aperture
at eah tenth of the modulation period Tp.
Feature Dmax [dB] BW [deg] SLL [dB]
Method DC PS DC PS DC PS
min {·} 3.01 9.03 6.35 6.75 −∞ −12.16
max {·} 12.04 10.79 59.90 9.60 −11.30 −6.66
av {·} 9.47 10.17 15.57 8.07 − −9.80
var {·} 7.53 0.59 229.31 0.86 − 3.63
Table 2.2: Pattern Behavior (N = 16, d = 0.5λ) - Statistis of the pattern
indexes for the solutions without (DC) and with (PS) optimized swith-on in-
stants.
mean value is greater than that of the original ase (av {Dmax}PS = 10.17 dB
vs. av {Dmax}DC = 9.47 dB) and, more important, the diretivity value is muh
more stable (var {Dmax}PS = 0.59 dB vs. var {Dmax}DC = 7.53 dB). Dierently,
the DC solution starts at t = 0.0 from a maximum value of the diretivity,
Dmax
(
t
Tp
= 0.0
)
= 12.04 dB, while only the two entral elements are on at
t = Tp when the minimum value of diretivity is obtained, Dmax
(
t
Tp
= 1.0
)
=
3.01 dB. Similar onlusions arise from the analysis of the behavior of both the
SLL and the BW [Figure 2.5(b) - Table 2.2℄. It is worth pointing out that the
mean value and variane of the SLL of the DC solution annot be omputed
when
t
Tp
= 1.0 (i.e., SLL = −∞) beause of the absene of seondary lobes.
For ompleteness and in order to have some insights on the eets of mutual
oupling (MC) interferenes on the antenna aperture, the pattern obtained with
15
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Figure 2.6: Pattern Behavior (N = 16, d = 0.5λ) - Diretivity patterns obtained
for a dipole array with and without mutual oupling at
t
Tp
= 0.1.
the PS onguration at t
Tp
= 0.1 for an array of λ/2 dipoles of radius 0.002λ is
reported in Figure 2.6 . TheMC has been evaluated by onsidering two dierent
impedane onditions (i.e., the perfet mathing and the open iruit onditions)
for the elements whih are o. The mutual oupling does not seem to greatly
eet the radiated pattern.
In the seond experiment, the same synthesis problem dealt with in [12℄ by
means of an approah based on Simulated Annealing (SA) has been onsidered.
A uniform linear array of N = 30 elements spaed of d = 0.7λ is onsidered where
only 9 elements of the whole arhiteture are time-modulated. Analogously to
the previous example, the durations of the time pulses have been set to those
in [12℄ (i.e., τ˜n = τ
SA
n , n = 0, ..., N − 1) and given in Table 2.1. In this ase,
the perentage of power losses due to SRs is 3.9%. One again, notwithstanding
the redued number of time-ontrolled elements, the plots in Figure 2.7 and the
statistis in Table 2.3, assess that the optimization of the swith-on instants
(Table 2.1) an be protably exploited to keep the harateristis of the radiated
pattern more stable during the modulation period Tp.
16
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Feature Dmax [dB] BW [deg] SLL [dB]
Method DC PS DC PS DC PS
min {·} 13.42 13.62 3.38 3.56 −18.42 −18.42
max {·} 14.77 14.31 3.98 3.98 −13.23 −14.87
av {·} 13.91 13.94 3.82 3.79 −17.25 −17.09
var {·} 0.11 0.03 0.03 < 10−3 2.80 1.44
Table 2.3: Pattern Behavior (N = 30, d = 0.7λ) - Statistis of the pattern
indexes for the solutions without (DC) and with (PS) optimized swith-on in-
stants.
 13
 13.4
 13.8
 14.2
 14.6
 15
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
P
ea
k
 D
ir
ec
ti
v
it
y
  
 [
d
B
]
Normalized Time, t / Tp
[Fondevila, 2004]
PS
-19
-18
-17
-16
-15
-14
-13
-12
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
 3.3
 3.5
 3.7
 3.9
 4.1
 4.3
S
id
el
o
b
e 
L
ev
el
, 
S
L
L
  
 [
d
B
]
B
ea
m
w
id
th
, 
B
w
  
 [
d
eg
]
Normalized Time, t / Tp   [sec]
Bw - [Fondevila, 2004]
Bw - PS
SLL - [Fondevila, 2004]
SLL- PS
(a) (b)
Figure 2.7: Pattern Behavior (N = 30, d = 0.7λ) - Values of (a) Dmax and of
(b) SLL and BW for the DC solution and the solution obtained by means of
the PS tehnique when sampling the urrent distribution on the array aperture
at eah tenth of the modulation period Tp.
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2.3.2 SBL Redution with Fixed Power Losses
In order to show the eetiveness of the proposed approah to redue the sideband
radiations, let us onsider the same test ases presented in the previous setion
[12℄[25℄. In detail, let us onsider an array of N = 16 λ
2
-spaed elements with the
synthesis at the arrier frequeny of a Chebyshev pattern with SLL = −30 [dB]
[Figure 2.8 (a)℄ in whih the set of the stati mode exitations is uniform
A
(I) = {αn = 1; n = 0, . . . , N − 1}. Moreover, Figure 2.9 (a) gives a pitorial
representation of the swithing sequene synthetized in [25℄ by ating on T. As
expeted [Equation (2.6)℄ the durations of the time pulses are equal to the values
of the samples of the normalized Chebyshev distribution [26℄ (i.e., T = TDC).
However, even though the referene pattern at f0 is exatly mathed, the har-
moni ontent along the boresight diretion is non-negligible [Figure 2.8(b)℄. In
order to ope with this drawbak, the pulse-shifting tehnique has been then
used as previously desribed. Aordingly, the set t
′
(being T̂ = TDC) has been
optimized by hoosing SBLref = −25 dB and minimizing the ost funtion in
(2.10) with h = 11 sine the power losses assoiated to higher harmonis derease
faster [5℄. Towards this purpose, a PSO with I = 10 partiles and a standard
setting [27℄ of the ontrol parameters (i.e., w = 0.4 and C1 = C2 = 2; w, C1,
and C2 being the inertial weight and the ognitive/soial aeleration terms,
respetively) has been used.
The PSO-optimized pulse sequene is shown in Figure 2.9 (b). Moreover, the
radiated patterns are displayed in Figure 2.10 and ompared with those from [25℄
up to the seond harmoni mode. As it an be observed, the SBL at h = 1 is
equal to SBL
(1)
PSO = −19.50 dB and its value results more than 7 dB below that
in [25℄ (i.e., SBL
(1)
DC = −12.40 dB).
Moreover, although the harmoni frequeny h = 2 is not diretly involved in
the optimization proess, it turns out that SBL
(2)
PSO = −21.70 dB vs. SBL(2)DC =
−18.30 dB. For ompleteness, the omparison in terms of maximum SBL of
the harmoni patterns is extended to higher orders (Figure 2.11). It is worth
notiing that over 30 harmonis, 29 PSO-synthesized patterns have SBLs lower
than those generated by the pulse onguration TDC in [Figure 2.8 (a)℄. As a
matter of fat, only the ase h = 16 presents a SBL worse of almost 1 dB. Suh
a result further onrms the intrinsi robustness of the pulse shifting method-
ology. However, it should be remarked that the energy wasted in the SRs, whih
amounts to the 25.2% of the total input power [5℄, does not derease through
only pulse shifting. Moreover, sine there is a trade-o (for a given antenna
layout) between the possibility to arbitrary shape the pattern (i.e., desired SLL
and beamwidth) at the arrier frequeny and the presene of SR, the SBL ould
be higher than the SLL as shown in this ase.
As far as the omputational issues are onerned, the behavior of the optimal
1
It should be pointed out that more terms (i.e., h > 1) might be onsidered in (2.10) to
diretly ontrol the SBLs of other undesired harmoni terms.
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Figure 2.8: Pulse Duration Optimization [25℄ (N = 16, d = 0.5λ) - (a) Stati
and referene power patterns; (b) Power pattern generated at f0 (h = 0) and in
orrespondene of the harmoni terms h = 1, 2.
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Figure 2.9: Pulse Shift Optimization (N = 16, d = 0.5λ) - Element on-o time
sequene: (a) original [25℄ and (b) optimized with the PSO-based approah.
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Figure 2.10: Pulse Shift Optimization (N = 16, d = 0.5λ) - Original [25℄ and
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Figure 2.11: Pulse Shift Optimization (N = 16, d = 0.5λ) - Behavior of the
SBL(h) when h ∈ [0, 30]. Original [25℄ and PSO optimized values.
value of Ψ (i.e., Ψopt = mink
{
mini
[
Ψ (t′ik)|T=TDC
]}
, ik being the index of the
i-th partile of the swarm at the k-th iteration of the minimization proess) and
the orresponding SBL values are reported in Figure 2.12. As regards to the
CPU-time, it amounts to 74.16 [sec] to omplete the whole number of K = 1000
PSO iterations on a 3GHz PC with 1GB of RAM, 6.6 × 10−3 [sec] being the
time needed for a ost funtion evaluation.
The seond experiment of this setion refers to a senario previously addressed in
[12℄, where an array of N = 30 elements spaed by d = 0.7λ has been onsidered.
In [12℄, by exploiting a SA-based strategy, the set T has been optimized (i.e.,
T = TSA) by minimizing a suitable ost funtion [Equation (5) - [12℄℄ devoted
to set the following onstraints on the generated beam pattern: SLL < −20 dB
and SBL(h) < −30 dB, |h| = 1, 2. Likewise the previous example, in order to
prove that keeping the same time-duration set TSA (i.e., the same pattern at
h = 0), it is possible to further lower the SBL by properly programming the
swith-on instants of the RF swithes, the proposed PSO-based algorithm has
been applied. The amount of power losses of the original onguration is equal
to the 3.89%.
The original [12℄ and the PSO-optimized time sequene are reported in Figure
2.13 (a) and Figure 2.13 (b), respetively.
Moreover, Figure 2.14 shows the plots of the radiation patterns synthesized
with the SA [12℄ and by means of the PSO algorithm at |h| = 1 and at the
fundamental frequeny (h = 0). As it an be observed, the level of the side-
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Figure 2.12: Pulse Shift Optimization (N = 16, d = 0.5λ) - Behaviors of the
optimal value of the ost funtion, Ψopt, and of SBL(1) versus the iteration index
k.
band radiation in orrespondene with the rst harmoni mode turns out to be
SBL
(1)
SA = −30.05 dB while SBL(1)PSO = −32.90 dB with an improvement of about
3 dB despite the redued number of time modulated elements (M
N
< 1
3
, M = 9
being the number of time-modulated elements). Furthermore, it is noteworthy
that, thanks to the optimization of t
′
, it also results SBL
(h)
PSO < SBL
(h)
SA, h > 1
[Figure 2.15℄.
For ompleteness, the behavior of Ψopt and the arising SBL(1) value versus the
iteration index k are shown in Figure 2.16.
2.3.3 Joint SBL Minimization and SR Power Redution
In order to assess the eetiveness of the pulse shifting tehnique also in dealing
with the SR power redution, let us onsider the same benhmark of the rst
example in Set. 2.3.1, but now optimizing the pulse durations, as well. Towards
this aim, the ost funtion (2.11) is adopted and the referene thresholds are set to
SLLref = −30 dB and BW ref = 3.95o to obtain a pattern with the same features
of that aorded by the Chebyshev oeients, by keeping SBLref = −25 dB.
Figure 2.17 shows the pulse sequene synthesized by the PSO-based method
when a swarm of I = 20 partiles has been run for K = 1000 iterations.
As regards to the omputational osts, the omputational burden grows sine
the number of unknowns double with respet to the ase in Set. 2.3.2 and the
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Figure 2.13: Pulse Shift Optimization (N = 30, d = 0.7λ) - Element on-o time
sequene: (a) original [12℄ and (b) optimized with the PSO-based approah.
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Figure 2.14: Pulse Shift Optimization (N = 30, d = 0.7λ) - Power patterns at f0
(h = 0) and when h = 1: original [12℄ and PSO-optimized plots.
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Figure 2.15: Pulse Shift Optimization (N = 30, d = 0.7λ) - Behavior of the
SBL(h) when h ∈ [0, 30]. Original [12℄ and PSO optimized values.
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k.
solution spae of the admissible solutions signiantly enlarges.
For omparison purposes, the normalized powers related to f0 and to the sideband
radiations are analyzed and Figure 2.18 shows the results obtained when ating
on T [25℄ and also on t
′
. As expeted, there is a redution of the losses due to
the SR and an inreasing of the radiation at f0 when applying the pulse shifting.
It is worthwhile to point out that suh an enhanement of the performane
is yielded without inreasing the arhitetural omplexity of the system with
uniform exitations. For ompleteness, the patterns synthesized at the arrier
frequeny and when h = 1, 2 are shown in Fig. 2.19 and ompared with those
from the time-modulation sheme in Figure 2.9 (a). Moreover, the CPU-time
neessary to ompute the ost funtion value (2.11) of eah partile is about
twie that when only t
′
was optimized (2.3.2). Consequently, the total CPU-
time required to sample the solution spae with a swarm of I = 20 partiles
amounts to 262.01 [sec], 1.3×10−2 [sec] being the time-ost of a single evaluation
of Ψ (t′,T).
Finally, Figure 2.20 gives some indiations on the behaviors of the three terms of
the ost funtion as well as of Ψopt throughout the iterative optimization proess.
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Figure 2.17: Joint Optimization of Pulse Shifts and Durations (N = 16, d =
0.5λ) - PSO-optimized element on-time sequene.
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2.4. DISCUSSIONS
2.4 Disussions
In this hapter an innovative approah for the synthesis of time-modulated lin-
ear arrays has been proposed. The method onsiders the on instants of the time
pulses as a suitable and further degree of freedom in the synthesis proess. Start-
ing from the basi priniples of the pulse shifting strategy, mathematially formu-
lated aording to the theory of time-modulated arrays, the synthesis problem has
been reast as the optimization of a proper ost funtion modelling the mismath
between the atual pattern features and the desired ones. Both SBLs redution
and SRs minimization issues have been addressed and the minimization of the
orresponding ost funtion has been arried out by means of a PSO-based al-
gorithm. A set of representative results has been reported and disussed in order
to assess the potentialities of the proposed approah. The pulse-shift methodol-
ogy has demonstrated to work eetively when ompared to other tehniques in
dealing with examples usually onsidered in the state-of-the-art literature.
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Chapter 3
Diret Minimization of Sideband
Radiations in Linear
Time-Modulated Arrays
The approah presented in this hapter regards an enhaned strategy aimed at
reduing the sideband radiations in time-modulated linear arrays. More in detail,
a losed-form relationship that omputes the power radiated by the undesired
harmonis is protably exploited in an optimization strategy based on the Parti-
le Swarm Optimizer. Suh an approah optimizes the swith-on instants of the
pulse-sequene and allows a onsiderable saving of the omputational burden.
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3.1 Introdution
As pointed out in hapter 2, even if the time-modulated arrays an be protably
exploited to radiate low and ultra-low sidelobe patterns and their patterns an
be easily ontrolled modifying the time sequenes the generation of the undesired
harmonis leads to an important waste of power (the sideband radiations SRs).
Suh a fat is the main drawbak that has limited the use of suh kind of antennas
array in pratial appliations.
Reently, in order to redue sideband radiations, dierent stohasti iterative
algorithms have been proposed [8℄[9℄[12℄[13℄. They are based on the minimization
of the sideband levels (SBLs) at the higher order harmonis. However, suh a
guidelines presents some disadvantages. First, it enfores an indiret SRs re-
dution (i.e., through SBLs minimization). Moreover, it needs the omputation
of the SBL at eah harmoni frequeny. As a matter of fat, negleting some
higher harmonis and onsidering just low orders ould prevent a suitable SRs
redution.
In order to overome these drawbaks, an innovative approah is proposed. It
is based on a Partile Swarm Optimizer (PSO) aimed at synthesizing a desidered
pattern with presribed sidelobe level (SLL) at the arrier frequeny also diretly
minimizing the power losses due to SRs. Toward this end, the losed-form rela-
tionship, derived in [5℄ to quantify the total power wasted in sideband radiations,
is protably exploited beause its analyti form, its simpliity, and to avoid the
evaluation of the (innite) set of higher harmoni patterns.
Aordingly, the outline of this hapter is the following. In Setion 3.2 the
problem is mathematially formulated, summarizing the key-issues onerned
with the time-modulation for the array synthesis. Suessively, the PSO-based
strategy to redue the power losses due to SRs is presented. Moreover, in Setion
3.3 a set of numerial results are reported and ompared with other state-of-art
solutions to point out the eetiveness of the approah. Finally, some onlusions
are drawn (Setion 3.4).
3.2 Mathematial Formulation
Let us onsider a time-modulated linear array of N isotropi elements equally-
spaed of d along the z axis. The elements are modulated by means of on-o RF
swithes ontrolled by on-o periodi pulses of period Tp, Un (t) ; n = 0, . . . , N−1
(2.2). Following the proedure desribed in Setion 2.2, the array fator appears
to be the summation of an innite number of harmoni ontributions:
F (θ, t) =
+∞∑
h=−∞
[
N−1∑
n=0
ahne
jknd cos θ
]
ej(hωp+ω0)t =
+∞∑
h=−∞
Fh (θ, t) (3.1)
where in Equation (3.1), k = 2pi
λ
is the bakground wave-number, ω0 = 2pif0 de-
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notes the entral angular frequeny, θ indiates the angular position with respet
to the array axis. Moreover, the oeients ahn; n = 1, . . . , N are omputed as:
ahn = αn
1
Tp
∫ Tp
0
Un (t) e
−jhωptdt (3.2)
being A = {αn; n = 0, . . . , N − 1} the set of the stati exitations of the array,
ωp =
2pi
Tp
is the angular frequeny of the modulating pulses. From Equation (3.1)
follows that the entral frequeny beam (h = 0) is given by:
F (0) (θ, t) = ejω0t
N−1∑
n=0
a0ne
jnd cos θ, (3.3)
while the sideband radiations turn out to be:
FSR (θ, t) =
+∞∑
h=∞
F (h) (θ, t) (3.4)
being F (h) (θ, t) =
[
N−1∑
n=0
ahne
jnd cos θ
]
ej(hωp+ω0)t. As far as the power losses due
to the sideband radiations, they an be analytially quantied aording to the
following losed form [5℄:
PSR (A, τ) =
N−1∑
n=0
{|αn|2 τn (1− τn)}+
N−1∑
m,n = 0
m 6= 0
{ℜ {αmα∗n} sin [k (zm − zn)] (τmn − τmτn)} (3.5)
where in (3.5) ℜ{·} and the apex ∗ indiate the mean real part and omplex
onjugation, respetively. Moreover, zm = m×d and zn = n×d are the positions
of the m-th and n-th array element along the z-axis, τ = {τn; n = 0, ..., N − 1}
is the set of normalized swith-on times whose n-th element is dened as τn =
tn
Tp
,
while
τmn =
{
τn if τn ≤ τm
τm otherwise
. (3.6)
Therefore, it turns out that the SR power losses an be minimized by properly
setting the values of the stati exitations, A, as well as the durations of the time
pulses, τ . However, sine we are interested in synthesizing antennas with a low
number of ontrol parameters, uniform and isophori exitations (i.e., αn = 1,
n = 0, ..., N − 1) are assumed. Only the durations of the swith-on times are
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then optimized by means of an iterative (k being the iteration index) PSO-based
strategy aimed at minimizing the following ost funtion:
Ψ (τ) = wSLLΨ
SLL (τ) + wPPSRk . (3.7)
The rst term in (3.7), ΨSLL = H
[
SLLref − SLLk
] |SLLref−SLLk|2
|SLLref |2 , models a
onstraint on the array pattern at ω0 and quanties the distane between the
urrent , SLLk, and the desired sidelobe level, SLL
ref
, while the latter is related
to the power losses. Moreover, wSLL and wP are real weight oeients and H(·)
is the Heaviside step funtion.
As regards to the PSO-based minimization, the algorithm starts from randomly
hosen guess values and updates at eah iteration the set of S trial solutions,
τ
(s)
k , s = 1, ..., S, as well as the orresponding PSO veloities, v
(s)
k , s = 1, ..., S,
as follows [18℄:
v
(s)
k = ev
(s)
k−1 + C1r1
(
p(s)
k
− τ (s)k−1
)
+ C2r2
(
g
k
− τ (s)k−1
)
(3.8)
τ
(s)
k = τ
(s)
k−1 + v
(s)
k , s = 1, ..., S (3.9)
where e (inertial weight), C1 (ognitive aeleration), and C2 (soial aeler-
ation) are the PSO ontrol parameters. Moreover, r1 and r2 are two ran-
dom variables having uniform distribution in the range [0 : 1]. Furthermore,
p(s)
k
= arg
{
minq=1,...,k
[
Ψ
(
τ
(s)
q
)]}
and τ optk = arg
{
mins=1,...,S
[
Ψ
(
p(s)
k
)]}
are
the so-alled personal best solution and global best solution, respetively. The
proess is iterated until a onvergene riterion based either on a maximum
number of iterations K or the following stationary ondition:∣∣∣∣∣KwindowΨ (τ optk )−
Kwindow∑
q=1
Ψ
(
τ optk−q
)
Ψoptl
∣∣∣∣∣
Ψ
(
τ optk
) ≤ ξ (3.10)
holds true. In (3.10), Kwindow and ξ are a xed number of iterations and a
user-dened numerial threshold, respetively.
3.3 Numerial Validation
In order to give some indiations on the eetiveness of the proposed approah
in minimizing the power losses assoiated to the SRs, while synthesizing a xed
SLL pattern at the arrier frequeny. Towards this purpose, some representative
examples are reported and disussed also in a omparative fashion. Comments
on the relationship between SRs minimization, performane (i.e., SLL) and
omplexity of the synthesized array are given, as well.
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Figure 3.1: SRs Minimization (N = 30, d = 0.7λ) - Swith-on time sequene
synthesized with the PSO-based approah.
Let us onsider a linear array of N = 30 elements equally-spaed by d = 0.7λ.
The same experiment has been previously dealt with in [12℄ with the aim of
minimizing the sideband levels (SBLs) at h = 1, 2, while keeping a desired
SLL at ω = ω0. In [12℄, the optimization has been arried out by means of a
Simulated Annealing (SA) approah by setting SLLref = −20 dB and SBLref =
−30 dB, respetively. The synthesized solution [12℄ fullls both requirements
(i.e., SLLSA = −20 dB, SBL(1)SA = −30.2 dB, and SBL(2)SA = −35.1 dB) by
time-modulating only 9 elements over 30 and the power wasted in the sidelobe
radiations amounts to PSRSA = 3.89 % of the total input power. The diretivity
and the feed-network eieny omputed through the relationships in [28℄ are
equal to DTSA = 15.14 dB and η
f
SA = 0.82, respetively.
As far as the PSO-based method is onerned, a swarm of S = 10 partiles (i.e.,
trial solutions) has been hosen and the ontrol parameters have been set to
w = 0.4, C1 = C2 = 2.0, and K = 1000. Moreover, a uniform weighting has been
assumed in (3.7) (i.e., wSLL = wP = 1.0). The numerial simulations have been
run on a 3GHz PC with 1GB of RAM and the onvergene has been reahed
after Kend = 761 iterations with a total and average (per iteration) CPU time
equal 113.39 [sec] and 0.149 [sec], respetively. The time sequene synthesized
at k = Kend is shown in Figure 3.1 while the patterns aorded at the arrier
frequeny [Eq. (3.3)℄ and the rst two harmoni patterns [Eq. (3.4) - h = 1, 2℄
are shown in Figure 3.2. As it an be notied (Figure 3.2), only 4 elements
are time modulated (vs. 9 in [12℄) and the same performanes of the SA-based
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Figure 3.2: SRs Minimization (N = 30, d = 0.7λ) - Normalized power patterns
at the arrier frequeny (h = 0) and related to the sideband radiations (h = 1, 2)
in orrespondene with the pulse sequene in Figure 3.1.
approah have been obtained negleting the elements 1, 26, 27, and 29, whih
are always turned o.
As regards to the fulllment of the synthesis onstraints, Figure 3.3 shows the
behavior of Ψoptk = Ψ
(
τ optk
)
and the values of the two terms in (3.7). As expeted,
the PSO solution widely fulls the user onstraint on the SLL at the onvergene
[i.e., ΨSLL (Kend) < 10
−6
℄, when the stationary ondition on the value of the ost
funtion is reahed. Conerning the SRs, although the sideband level of the rst
harmoni term of the PSO solution is higher than that synthesized with the SA
approah (i.e., SBL
(1)
PSO = −28.9 dB vs. SBL(1)SA = −30.2 dB - Figure 3.4), the
amount of power losses in the SRs turns out to be lower sine PSRPSO = 3.57 %.
Suh a result points out that a suitable strategy based on the diret minimization
of the SRs, instead of the optimization of the SBLs [13℄[8℄[9℄[12℄, seems to be
more eetive in reduing power losses. On the other hand, it should be notied
that the proposed tehniques also guarantees satisfatory SBLs sine, besides the
rst harmoni (h = 1), SBL
(h)
PSO < SBL
(h)
SA for h ≥ 2. As a matter of fat, the
redution of the SBL ranges from a minimum of ∆SBLmin = 0.7 dB to a maximum
equal to ∆SBLmax = 11.5 dB, with an average value of around ∆
SBL
av = 6.2 dB.
Conversely, the diretivity as well as the feed-network eieny slightly redue
to DTPSO = 14.94 dB and η
f
PSO = 0.79.
Finally, Figure 3.5 shows an analysis on the available ompromises between an-
tenna performane (i.e., diretivity and SLL) and assoiated power losses, PSR,
34
CHAPTER 3. DIRECT MINIMIZATION OF SIDEBAND RADIATIONS IN
LINEAR TIME-MODULATED ARRAYS
10
-1
10
0
10
1
 1  10  100  1000
Iteration Index, k
Ψk
opt
Ψk
SLL
Ψk
P
Figure 3.3: SRs Minimization (N = 30, d = 0.7λ) - Behavior of the ost fun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and its terms during the iterative PSO-based minimization.
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Figure 3.5: Performane Analysis (N = 30, d = 0.7λ) - Behavior of the power
losses PSR and diretivity DT versus the SLL for Dolph-Chebyshev patterns
[26℄.
when onsidering Dolph-Chebyshev distributions [26℄. As expeted, it is worth
noting that there is an inverse relationship between the amount of power losses
and the maximum diretivity for time-modulated linear arrays.
3.4 Disussions
In this hapter an innovative approah for the synthesis of time-modulated arrays
has been proposed. In order to redue the power losses, a PSO-based strategy
has been adopted to minimize a losed-form relationship, that takes into aount
the whole sideband radiations in diret way and onsequently it allows to avoid
the omputationally-expensive evaluation of the innite set of harmoni patterns.
Thanks to these key-features, the proposed tehnique represents an improvement
with respet to other state-of-art tehniques in terms of simpliity and eieny
into redue the sideband radiations.
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Chapter 4
Synthesis of Time-Modulated
Planar Arrays
This hapter deals with the minimization of the power losses due to undesired
sideband radiations in time-modulated planar arrays. A losed-form expression
for omputing the total power wasted in the sideband radiations is derived and
properly exploited to design a new proedure based on a Partile Swarm Opti-
mizer for the synthesis of the pulse sequenes that ontrol the time-modulated
array. A set of representative results is shown and analyzed in order to assess
the eetiveness of the proposed strategy.
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4.1 Introdution
The use of a pulse sequene to modulated the antenna array exitations by
means of RF swithes has been proved to be a suitable synthesis tehnique in
several appliations as the sum and dierene antennas [30℄ and phase swithed
sreens [17℄ up to airborne pulse doppler radars [29℄. As a matter of fat, the
improved exibility of the antenna design allows to generate several patterns
with dierent shapes a [30℄ and sidelobe levels [3℄ without the need to hange
the stati exitations represents a non-negligable advantage of time-modulation
strategy.
However, the main disadvantage of TM arrays is related to the sideband radi-
ations (SRs) due to the undesired harmonis that arise when the array elements
are modulated by a sequene of pulses. To avoid suh a drawbak, dierent opt-
mization algorithms have been developed in order to redue the sideband levels
(SBLs) (i.e., the peak levels of the harmoni radiations). Approahes based
on the Dierential Evolution (DE) [8℄, the Simulated Annealing (SA) [12℄, the
Geneti Algorithm (GA) [13℄ have been protably applied. Moreover, a dierent
strategy exploiting time sequenes with arbitrary swith-on instants has been
also presented in [25℄.
Even if the aformentioned approahes are able to deal eiently with the SRs
in linear array, those strategies do not seem to be suitable to be extended to the
synthesis of time-modulated planar arrays (TMPA). As a matter of fat, the
evaluation of patterns radiated by the undesired harmonis is extremely time-
onsuming and it annot be limited at the rst harmoni (as it usually done in
TM linear arrays) sine the losses related with higher frequeny harmonis are
more relevant beause the larger number of elements that usually onstitute the
planar array.
On the other hand, a simple losed-form relationship that desribes the total
power wasted by the SRs for linear TM arrays has been developed [5℄. Suh an
expression enables an easy and omplete omputation of the power losses avoiding
the evaluation of the (innite) set of higher harmoni patterns. Consequently, the
proposed approah follows suh a philosophy rstly extending the mathematial
formulation in [5℄ to planar arrays and suessively developing an expliit form
expression that evaluates the power losses.
Aordingly, the outline of the hapter is as follows. In Set. 4.2 the radiation
of time-modulated planar arrays (TMPA) is mathematially desribed and a
losed-form relationship for the SRs is determined and minimized by means of
a PSO. Suessively, in Set.4.3 a seleted results from an exhaustive set of
numerial simulations is reported and disussed. Finally, some onlusions are
drawn in Set. 4.4.
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4.2 Mathematial Formulation
Let us onsider a planar array with M × N elements displaed on a regu-
lar grid along the x − y plane. The stati set of element exitations A =
{αmn; m = 0, ...,M − 1, n = 0, ..., N − 1} is modulated by means of periodi ret-
angular pulse funtions generated by RF swithes inserted into the antenna feed
network to obtain dynami exitations. The array fator is then given by:
AF (θ, φ, t) = ejω0t
M−1∑
m=0
N−1∑
n=0
αmngmn (t) e
jβ sin θ(xm cosφ+yn sinφ)
(4.1)
where xm = m × dx and yn = n × dy denote the loation of the mn-th array
element, β = ω0
c
is the free-spae wave number, ω0 and c being the arrier angular
frequeny and the speed of light in vauum, respetively. Moreover, the time
behavior of the RF swithes is mathematially modeled through the funtion
gmn (t) = gmn (t+ iTp), i and Tp being an integer value and the modulation
period, respetively. Then gmn(t) is onsidered to be:
gmn (t) =
{
1 if 0 < |t| ≤ etmn
2
0 otherwise
. (4.2)
As for the linear ase, suh a periodi funtion an be expressed in terms of its
Fourier oeients
gmn (t) =
∞∑
h=−∞
Gmnhe
jhωpt, m = 0, ...,M − 1, n = 0, ..., N − 1 (4.3)
where ωp =
2pi
Tp
and Gmnh is a real quantity omputed to:
Gmnh =
1
Tp
∫ Tp/2
−Tp/2
gmn(t)e
−jhωptdt. (4.4)
Substituting ( 4.3) in (4.1) the array fator results a summation of innite har-
monis [5℄:
AF (θ, φ, t) =
∞∑
h=−∞
AFh (θ, φ, t) (4.5)
where the h-th harmoni term is given by:
AFh(θ, φ, t) = e
jω0t
M−1∑
m=0
N−1∑
n=0
αmnGmnhe
jk sin θ(xm cosφ+yn sinφ)ejhωpt. (4.6)
Then, the pattern at working frequeny (h = 0) is given by:
AF0(θ, φ) = e
jω0t
M−1∑
m=0
N−1∑
n=0
αmnτmne
jβ sin θ(xm cosφ+yn sinφ)
(4.7)
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being τmn =
etmn
Tp
= Gmn0. Moreover, let us rewrite (4.5) as:
AF (θ, φ, t) =
∞∑
h=−∞
|µh (θ, φ)| ej(ω0+hωp)t (4.8)
where the term µh is omputed as:
µh (θ, φ) =
M−1∑
m=0
N−1∑
n=0
αmnGmnhe
jβ(xm cosφ+yn sinφ). (4.9)
Now, let us ompute the total power radiated by a TMPA as:
PTOT = 1
Tp
∫ Tp/2
−Tp/2
[∫ 2pi
0
∫ pi
0
Re {AF (θ, φ, t)}2 sin θdθdφ
]
dt (4.10)
sine the following expression holds true [5℄:
1
Tp
∫ Tp/2
−Tp/2
Re {AF (θ, φ, t)}2 dt =
∞∑
h=−∞
|µh(θ, φ)|2 (4.11)
the power losses assoiated to the sideband radiations are given by:
PSR = 1
2
∫ 2pi
0
∫ pi
0
∞∑
h=−∞,h 6=0
|µh(θ, φ)|2 sin θdθdφ. (4.12)
Sine |µh(θ, φ)|2 = µh(θ, φ) [µh(θ, φ)]∗ and taking into aount the following re-
lationship from [5℄:
∞∑
h=−∞,h 6=0
GmnhGrsh = ∆τ
rs
mn − τmnτrs (4.13)
where ∆τ rsmn = τmn if τmn ≤ τrs and ∆τ rsmn = τrs otherwise, Equation (4.12) an
be rewritten as follows:
PSR = 2pi
M−1∑
m=0
N−1∑
n=0
M−1∑
r=0
N−1∑
s=0
[Re {αmnα∗rs} ·
sin
“
β
√
(xm−xr)2+(yn−ys)2
”
β
√
(xm−xr)2+(yn−ys)2
(∆τmn,rs − τmnτrs)
] (4.14)
after simple manipulations detailed in Appendix A. Moreover, for a square
(N ×N) planar arrays, Equation (4.14) simplies to:
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PSR = 2pi
N−1∑
m,n=0
[|αmn|2 τmn(1− τmn)]+
2pi
N−1∑
m,n=0, (r,s)6=(m,n)
[Re {αmnα∗rs} ·
sin
“
β
√
(xm−xr)2+(yn−ys)2
”
β
√
(xm−xr)2+(yn−ys)2
(∆τmn,rs − τmnτrs)
]
(4.15)
4.2.1 PSO-based Power Losses Minimization
The analyti form of PSR [Eq. (4.14)-(4.15)℄ enables a omputationally-eient
optimization of the power losses in TMPAs. Towards this end, the problem
unknowns are the stati exitation oeients, A = {αmn; m = 0, ...,M − 1,
n = 0, ..., N − 1}, and the set of swith-on times, τ = {τmn; m = 0, ...,M − 1,
n = 0, ..., N − 1}. Let us assume a xed set of stati exitations, A = Aˆ. There-
fore, the use of time-pulses would allow an initial pattern (generated by the stati
exitation distribution) to be reongured by the insertion of the on-o swithes
between the generator and the array elements, avoiding a new feeding network
design that would be neessary if time-modulation were not applied. The mini-
mization of the losses is then reast as the solution of an equivalent optimization
problem mathematially formulated in terms of the following ost funtion
Ψ {τk} = wSLLH
[
S˜LL− SLL (τk)
] |S˜LL−SLL(τk)|2
|S˜LL|2
+wSR
PSR(τk)
PTOT (τk)
(4.16)
and aimed at dening the optimal set τ opt at the onvergene of an iterative
proess, k being the iteration index. Moreover, H(·) is the Heaviside step fun-
tion, while wSLL and wSR are real and positive weights. The rst term in (4.16),
ΨSLL, penalizes the mismath between the sidelobe level generated at h = 0 by
τk, SLL (τk), and the desired one, S˜LL, whether SLL (τk) > S˜LL. It ats like
a onstraint of the minimization of the power losses fored by the other term,
ΨSR.
Sine the unknown set τ k is real-valued, the minimization of (4.16) is arried
out by means of a Partile Swarm Optimizer (PSO) [18℄ whose implementation
is detailed in [27℄. The iterative proess stops when a maximum number of
iterations K is reahed or at the stationariness of the value of Ψoptk = Ψ
{
τ optk
}
,
τ optk = arg
{
mins=1,...,S
[
Ψ
(
τ
(s)
k
)]}
, S being the number of partiles/agents of
the swarm.
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4.3 Numerial Validation
A set of representative results is here reported to show the potentialities of the
proposed method for the synthesis of TMPA with redued SRs. The rst ex-
ample deals with a planar array having irular ontour, while the seond one
is onerned with the synthesis of a retangular arrangement. As regards the
PSO, the ontrol parameters have been set to the values derived in [27℄, namely
ω = 0.4 (inertial weight), C1 = 2.0 (ognitive aeleration oeient), C2 = 2.0
(soial aeleration oeient).
In the rst example, the array elements are plaed on a regular grid of dimension
N ×M = 20× 20 with inter-elements spaing equal to dx = dy = 0.5λ and the
antenna ontour has radius r = 5λ, λ = cT0 being the free spae wavelength.
Thus, the number of radiating array elements amounts to L = 316, while the
other 84 elements laying outside the irular ontour are deleted from the grid
(i.e., αmn = 0). Starting from a set of stati exitation Aˆ obtained through the
sampling of the Taylor distribution (SLL = −30 dB, n¯ = 6 [31℄) and aording
a pattern with SLL = −29.25 dB [32℄ and beause of the quadrantal symmetry
of the array arhiteture, a quarter of the total number of elements, U = 79,
has been optimized for the synthesis of a broadside penil beam pattern. The
ost funtion (4.16) has been then minimized with a swarm of S = 30 partiles.
The value S˜LL has been set to −40 dB and the weight oeients have been
heuristially tuned to wSLL = 2 and wSR = 1. Moreover, K = 2000 iterations
have been onsidered and, at the initialization, the swith-on times have been
randomly-generated with uniform probability within τ
(0)
mn ∈ [0, 1], ∀(m,n).
The normalized power pattern generated at the entral frequeny is shown in
Figure 4.1. The level of the seondary lobes is redued of almost 8 dB (SLLopt =
−37.8 dB) ompared to that aorded with the stati exitations and the power
wasted in SRs amounts to PSR = 13.2% of the total input power. The PSO-
optimized pulse sequene τ opt is reported in Figure 4.2 (a) together with the
distribution of the stati exitations [Figure 4.2 (b)℄.
For ompleteness, the behavior of the ost funtion Ψoptk along the iterative opti-
mization proess is shown in Figure 4.3 while the patterns at the rst (|h| = 1)
and the seond (|h| = 2) harmonis are shown in Figure 4.4(a) and Figure 4.4
(b), respetively.
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Figure 4.1: Cirular Aperture (N = M = 20, L = 316, Taylor [31℄ SLL =
−30 dB, n¯ = 6) - Normalized power pattern at the arrier frequeny (h = 0).
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Figure 4.2: Cirular Aperture (N = M = 20, L = 316, Taylor [31℄ SLL =
−30 dB, n¯ = 6) - Distribution of (a) the optimized swith-on times and (b) the
stati element exitations.
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Figure 4.3: Cirular Aperture (N = M = 20, L = 316, Taylor [31℄ SLL =
−30 dB, n¯ = 6) - Behavior of the ost funtion terms during the iterative PSO-
based optimization.
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Figure 4.4: Cirular Aperture (N = M = 20, L = 316, Taylor [31℄ SLL =
−30 dB, n¯ = 6) - Normalized power patterns at (a) the rst (h = 1) and (b) the
seond (h = 2) harmonis.
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The seond test deals with a square array with N × M = 10 × 10 elements
loated on the same grid of the previous example. In this ase, the stati element
exitations are uniformly-distributed: αmn = 1, ∀ (m,n). The array fator at h =
0 an be expressed either through (4.7) or, assuming the separable distribution
ondition for the dynami exitations, as the produt of the array fators of two
linear arrays of M and N elements along the x and y axes, respetively
AF0(θ, φ) =
M−1∑
m=0
αmτme
jβxmsinθcosφ
N−1∑
n=0
αnτne
jβynsinθsinφ. (4.17)
Moreover, the following relationships hold true
αmτm =
αm0τm0
α00τ00
, αnτn =
α0nτ0n
α00τ00
(4.18)
m = 0, ...,M − 1 and n = 0, ..., N − 1.
The number of unknowns in the non-separable ase [Eq. (4.14)℄ is equal to U = 25
(i.e., a quarter of the total number of elements L = 100), while the separable
ase [Eq. (4.15)℄ onsiders only U = 10 variables. As regards the optimization, a
swarm of S = 15 partiles has been used with a maximum number of iterations
equal to K = 1000. Moreover, the onstraint on the sideband level has been set
to S˜LL = −20 dB.
At the end of the PSO-based optimization, the patterns in Figure 4.5 (a) and
Figure 4.5 (b) have been synthesized for the non-separable ase (NSD) and
the separable one (SD), respetively. The level of the sidelobes is equal to
SLLNSD = −19.6 dB and SLLSD = −19.4 dB, respetively. Moreover, the
seondary lobes behave dierently (Figure 4.5). As expeted, higher levels verify
along the orthogonal axis of the array (i.e., the x and y axes) in orrespondene
with the separable distribution [Figure 4.5 (b)℄. On the ontrary, the energy
wasted outside the main lobe is more uniformly-distributed within the visible
range in Figure 4.5 (a).
The optimized time-sequenes are shown in Figure 4.6. More in detail, Figure
4.6 (a) shows that 6 among 25 elements are swithed-o, while the swith-on
times of the separable distribution [Figure 4.6(b)℄ satisfy (4.15).
Thanks to the larger number of degrees of freedom (UNSD = 25 vs. USD = 6),
the power losses in the SRs result lower than 3% (i.e., PSR = 2.8%), while they
rise to PSR = 11.1% for the pattern synthesized with the optimized separable
distribution. The non-negligible redution of PSR has also a positive eet on the
SBLs of the harmoni radiations. Figure 4.7 shows the patterns generated by the
pulse sequene in Figures 4.6(a)-4.6(b) at the rst (|h| = 1) [Figures 4.7(a)-(b)℄
and the seond (|h| = 2) [Figures 4.7(c)-(d)℄ harmoni terms. The SBLs of the
patterns generated optimizing UNSD = 25 elements [Figures 4.7(a)-(c)℄ are muh
lower than those obtained when USD = 10 [Figures 4.7(b)-(d)℄. More speially,
SBL
(1)
NSD = −31.8 dB vs. SLL(2)SD = −20.2 dB and SBL(1)NSD = −33.1 dB vs.
SLL
(2)
SD = −22.9 dB. For ompleteness, the values of the SBLs until h = 20 are
reported in Figure 4.8.
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(a) (b)
Figure 4.5: Retangular Aperture (N = M = 10, L = 100, αmn = 1) - Normalized
power patterns at the arrier frequeny (h = 0) for (a) the non-separable ase
and (b) the separable one.
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Figure 4.6: Retangular Aperture (N = M = 10, L = 100, αmn = 1) - Distri-
bution of the optimized swith-on times for (a) the non-separable and (b) the
separable ases.
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(a) (b)
(c) (d)
Figure 4.7: Retangular Aperture (N =M = 10, L = 100, αmn = 1) - Normalized
power patterns at (a)(b) the rst (|h| = 1) and (c)(d) the seond (|h| = 2) terms
in orrespondene with (a)(c) the NSD ase and (b)(d) the SD one.
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Figure 4.8: Retangular Aperture (N = M = 10, L = 100, αmn = 1) - Behavior
of the sideband levels, SBL(h), h ∈ [0, 20], of the solutions synthesized in the
NSD and the SD ases.
As far as the iterative minimization is onerned, the onvergene has been
yielded in the separable ase only after 226 iterations, while the maximum num-
ber of iterations (K = 1000) have been neessary otherwise to get the nal
solution beause of the wider solution spae to be sampled during the optimiza-
tion.
4.4 Disussions
In this hapter, the redution of the power losses due to SRs has been arried
out by means of an eetive PSO-based strategy thanks to the denition of a
losed-form relationship that allows a omplete omputation of the power losses
of the undesired harmonis. The obtained results have shown the eetiveness
of the proposed method as a realible alternative to other state-of-art tehniques
aimed at optimizing the SBLs at rst harmoni term. The approah has been
analyzed both for separable and non-separable oeient distributions in order
to point out that the sideband radiations an be eetively redued exploiting a
larger number of degree of freedom, but at the ost of an inreased omputational
burden.
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Chapter 5
Synthesis of Compromise
Sum-Dierene Arrays through
Time-Modulation
In this hapter the time-modulation is exploited for the synthesis of monopulse
subarrayed antennas. The solution of the sum-dierene ompromise problem
is ahieved by setting the set of stati exitations to an optimal sum set and
synthetizing the best ompromise dierene pattern through a Contiguous
Partition Method (CPM) based approah. The array elements are aggregated
into sub-arrays ontrolled by means of RF swithes with optimized on time-
durations. The swith-on instants of the pulse sequene are then omputed by
means of a Partile Swarm Optimizer to redue the waste of power aused by
the sideband radiations. A seleted set of numerial results is reported in order
to assess the potentialities of the time-modulation to deal with the problem in
hand.
49
5.1. INTRODUCTION
5.1 Introdution
Searh-and-trak radars based on monopulse priniples require antenna systems
generating sum and dierene patterns. In the sienti literature, several ap-
proahes refer to the frequeny domain and onsider xed antenna geometries as
well as the exploitation of the degrees of freedom available in both the frequeny
domain and the spatial domain. Analytial proedures aimed at omputing in an
optimal way the exitation weights of the array elements belong to the former
lass. Patterns with either equi-ripple [26℄[33℄ or tapered [34℄[35℄ sidelobes have
been eiently obtained. Other strategies for the optimal synthesis of power
patterns with arbitrary sidelobe bounds have been proposed [36℄[37℄[38℄, as well.
In those approahes optimal patterns in the Dolph-Chebyshev sense have been
determined. They realize an optimal trade-o between the sidelobe level (SLL)
and the main lobe beamwidth (BW ) or between the BW and the deepness of
the slope along the boresight diretion for a xed SLL when dealing with sum
patterns or dierene patterns, respetively. Although the synthesis of optimal
beams allows one to inrease the resolution apability (i.e., a narrow BW and a
deep boresight slope) and to enhane the reliability of the searh and trak system
(i.e, a low SLL), it also requires the use of two independent feed networks.
In order to limit suh a omplexity onstraint, additional degrees of freedom
have been introdued by onsidering a partial sharing of the antenna iruitry
between the two beams. In this framework, sub-arraying has been used [39℄ to
approximate, in the least square sense, both sum and dierene patterns starting
from referene exitations. Towards this end, Taylor [40℄ and Bayliss [41℄ on-
tinuous distributions have been onsidered in [42℄ to optimize dierene patterns
by means of a Simulated Annealing (SA) algorithm. Moreover, following the
guidelines originally presented by MNamara in [20℄, a growing attention has
been also devoted to synthesize optimal ompromise sum and dierene patterns
using sub-arrayed arrays. In suh a ase, the optimal sum pattern is usually gen-
erated through an independent beam-forming network, whereas the sub-optimal
dierene one is obtained spatially aggregating the elements into sub-arrays and
assigning a suitable weight to eah of them. Towards this purpose, analytial pro-
edures [20℄[21℄, stohasti optimization algorithms [43℄[44℄[45℄[46℄, and hybrid
methods [47℄[48℄ have been suessfully applied.
Dealing with ompromise solutions, this paper presents a new strategy aimed at
exploiting time as an additional degree of freedom for the synthesis of dierene
patterns in sub-arrayed array antennas. Thanks to the use of RF swithes, the
approah enfores time-modulation to the stati element exitations. Originally,
time-modulation has been used for the synthesis of low and ultra-low sidelobe
arrays for radar appliations [3℄ and ommuniation purposes [4℄. More reently,
some studies have been arried out to extend the appliation of time-modulation
to other antenna synthesis problems. For instane, dierene patterns have been
synthesized by time-modulating a small number of elements of a two-setion array
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generating a sum pattern [30℄. However, even though pioneering works onerned
with time-modulation date bak to the end of 1950s [1℄, the potentialities of time-
modulated arrays have been only partially investigated. This has been mainly
due to the presene of undesired sideband radiations (SRs) whih unavoidably
aet the performane of time-modulated arrays. In order to minimize the SR
power losses, dierent approahes based on evolutionary optimization algorithms
have been proposed [8℄[9℄[12℄[13℄. Otherwise, it has been demonstrated in [25℄
that the ontrol of the sideband levels at the harmoni frequenies an be yielded
by using suitable swithing strategies providing eetive pulse sequenes.
In this paper, a time-modulation strategy is proposed as a suitable alternative to
standard ompromise methods, whih neglet the time variable in the design pro-
ess, to synthesize ompromise arrays. Starting from a set of stati exitations
generating an optimal sum pattern at the arrier frequeny, a ompromise dif-
ferene beam is synthesized through a sub-arraying pattern mathing proedure
[21℄ aimed at optimizing the pulse durations at the input ports of the sub-arrays.
Suessively, the SRs at the harmoni frequenies are minimized by performing
a Partile Swarm Optimization (PSO) to set the swith-on instants of the time
sequenes.
Aordingly, the outline of the hapter is the following. The ompromise problem
is mathematially desribed in Set. 5.2 where the pattern mathing proedure as
well as the strategy for the sideband level (SBL) minimization are also outlined.
A seleted set of numerial experiments are reported and disussed in Set. 5.3
to point out advantages and limitations of the proposed tehnique. Finally, some
onlusions are pointed out (Set. 5.4).
5.2 Mathematial Formulation
Let us onsider a two-setion linear array [49℄ of N = 2 ×M elements equally-
spaed (d being the inter-element distane) along the x-axis. Aording to the
guidelines of the sub-arraying tehnique [20℄, the stati real exitation oeients
A = {αm = α−m; m = 1, ...,M} aording the sum pattern AFΣ:
AFΣ (θ; A) = 2
M∑
m=1
αm cos
[(
m− 1
2
)
kd sin θ
]
(5.1)
are omputed using optimal tehniques (e.g., [26℄[34℄[36℄). Moreover, θ is the
angular diretion with respet to the array axis and k = ω0
c
is the wavenumber,
ω0 and c being the angular arrier frequeny and the speed of light, respetively.
To generate the ompromise dierene patterns, the array elements are grouped
into R = 2 × Q sub-arrays (i.e., Q for eah half of the array). At eah sub-
array port, an RF swith is used to modulate the exitations of the elements
assigned to the sub-array (Fig. 5.1). Mathematially, the proess of enforing a
time-modulation to the sub-array signals an be desribed by dening a set of Q
retangular funtions
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Σ
1α 2α M−1α Mα3α
U (t)1 U (t)2 ...
...
...
...
U (t)Q
∆
Figure 5.1: Monopulse sub-arrayed antenna - Sketh of the antenna feed network.
Uq (t) =
{
1 tonq ≤ t ≤ toffq
0 otherwise
, q = 1, ..., Q (5.2)
tonq and t
off
q being the sub-array swith-on instant and the swith-o instant
of the q-th sub-array, respetively. The values of tonq and t
off
q , q = 1, ..., Q,
are additional degrees of freedom to be determined for approximating the de-
sired/referene dierene pattern.
Sine these retangular pulses are periodi in time (with period Tp), eah funtion
Uq (t), q = 1, ..., Q, is then expanded into its Fourier series and the ondition
Tp ≫ To = 2piω0 is assumed to hold true. It is then simple to show [3℄ that
the arising expression of the array fator is omposed by an innite number of
frequeny omponents entered at ω0 and separated by hωp = h
2pi
Tp
, h being the
harmoni index. Let us hoose to synthesize the dierene pattern at the arrier
frequeny (h = 0). Aordingly, it results that
AF
(0)
∆ (θ; C, T) = 2
M∑
m=1
αm
Q∑
q=1
τqδcmq sin
[(
m− 1
2
)
kd sin θ
]
(5.3)
where T = {τq; q = 1, ..., Q} is the set of 0-th order Fourier oeients (also
alled normalized swith-on times) given by
τq = uhq⌋h=0 , 1Tp
∫ Tp
0
Un (t) e
−jhωptdt
⌋
h=0
=
toffq −tonq
Tp
, q = 1, ..., Q,
(5.4)
where δcmq stands for the Kroneker delta funtion andC = {cm ∈ [0, Q] ; m = 1,
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...,M} is the integer vetor desribing the sub-array onguration. As an exam-
ple, cm = 0means that the exitation of the m-th element is not time-modulated.
In order to synthesize a ompromise dierene pattern lose to a referene/optimal
one, the denition of the two sets of unknowns C and T in (5.3) is then required.
Towards this end, a suitable state-of-the-art sub-arraying proedure is used fol-
lowing the guidelines of the pattern mathing proedure presented in [21℄. More
in detail, the following ost funtion
Ψ(0) (C, T) =
1
M
M∑
m=1
∥∥∥∥∥αm
(
βm
αm
−
Q∑
q=1
δcmqτq
)∥∥∥∥∥
2
(5.5)
is minimized by means of the Contiguous Partition Method (CPM) [21℄, where
B = {βm = −β−m m = 1, ...,M} is the set of referene/optimal exitation o-
eients [33℄[35℄[37℄ that generate the referene dierene pattern to math.
As a matter of fat, a suitable ustomization of the CPM an be eetively
used here starting from the key observation that the optimal and independent
(when N RF swithes are available) values of the swith-on times aording the
desired pattern at ω0 an be exatly omputed by means of the tehniques in
[26℄[33℄[34℄[35℄[36℄[37℄[38℄. Hene, the optimal exitation mathing problem dealt
with in [21℄ an be reformulated here as an optimal pulse mathing problem. A-
ordingly, one the number of sub-arrays Q is given, the minimization of (5.5)
allows to determine the number of elements within eah group and the sub-array
arhiteture where the ost funtion (5.5) is representative of a least square prob-
lem measuring the mismath between the optimal weights
βm
αm
, m = 1, ...,M , and
the orresponding (unknown) sub-array swith-on times τq, q = 1, ..., Q. For the
sake of larity in the notation, let us indiate with τCPMq , q = 1, ..., Q, and c
CPM
m ,
m = 1, ...,M , the values of the unknowns omputed by minimizing (5.5) through
the CPM .
It is worth noting that whether, on one hand, the best ompromise dierene
pattern at ω0 an be easily obtained by applying the CPM proedure, on the
other hand, SRs are still present beause of the ommutation between the on and
o state of RF swithes that ontrols the time-modulation proess. In order to
redue the interferenes due to SRs, the optimization of T in uniform arrays [12℄
or the joint optimization of both T and A [8℄ has been performed in the literature.
However, it should be pointed out [Eq. (5.3)℄ that a modiation of the pulse
durations τCPMq , q = 1, ..., Q, auses the radiation of a dierent ompromise
dierene pattern and no more the best ompromise solution obtained through
the CPM . Moreover, the stati exitation vetor A is a-priori xed to generate
the optimal sum pattern. Thus, neither T nor A an be now hanged to address
the SR minimization problem.
Towards this purpose, let us observe that the h-th Fourier oeient (h 6= 0) is
equal to
uhq ,
1
Tp
∫ Tp
0
Un (t) e
−jhωptdt =
e−jhωpt
off
q − e−jhωptonq
2jhpi
(5.6)
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and the orresponding harmoni pattern turns out to be:
AF
(h)
∆ (θ; C, Uh) = 2 e
j(hωp+ω0)t
M∑
m=1
αm·
·
Q∑
q=1
uhqδcmq sin
[(
m− 1
2
)
kd sin θ
]
, |h| = 1, ...,∞
(5.7)
where Uh = {uhq; q = 1, ..., Q} = F
(
T
CPM , Ton
)
depends on the swith-on time
T
CPM =
{
τCPMq ; q = 1, ..., Q
}
and the swith-on instantsT
on =
{
tonq ; q = 1, ..., Q
}
,
sine toffq = τ
CPM
q Tp + t
on
q [Eq. (5.4)℄. Therefore, the set T
on
an be protably
optimized to redue the sideband level (SBL) of the harmoni radiations without
modifying the pattern at the arrier frequeny (i.e., A and T
CPM
). A strategy
based on a Partile Swarm Optimizer (PSO) [18℄[23℄ is then applied to minimize
the following ost funtion
Ψ (Ton)|
T=TCPM =
H∑
h=1
{
ℵ [SBLref − SBL(h) (Ton)] ∣∣∣∆(h)SBL (Ton)∣∣∣2}
(5.8)
where∆
(h)
SBL (T
on) = SBL
ref−SBL(h)(Ton)
SBLref
and ℵ(·) is the Heaviside funtion devoted
to quantify the distane between the atual harmoni sideband levels, SBL(h) =
SBL (ω0 + hωp)
1
, h = 1, ..., H and the user-dened threshold SBLref .
5.3 Numerial Validation
In order to disuss the potentialities and urrent limitations of the proposed
approah, the results from two representative experiments are analyzed. More
speially, the same array geometry is onsidered in both ases, but dierent
stati (sum) exitations as well as dierent numbers of sub-arrays have been used.
Sine this is the rst (to the best of the authors' knowledge) appliation of the
time-modulation to the synthesis of monopulse sub-arrayed antenna where the
sum and the dierene patterns are simultaneously generated, no omparisons
with other methods are possible. However, sine the independent generation of
dierene patterns by modulating a limited number of stati exitations that af-
ford a Villeneuve sum pattern has been desribed in [30℄, similar senarios have
been onsidered as referene geometries. Aordingly, let us refer to a N = 30
element array with inter-element spaing d = 0.7λ [30℄. In the rst experiment
(Experiment 1 ), the set of stati sum exitations A has been hosen to synthe-
size a Villeneuve sum pattern with SLL = −20 dB, n = 3 and ν = 0 [35℄. To
generate the ompromise dierene pattern, R = 8 sub-arrays have been used
1SBL(h) , maxθ
{
AF
(h)
∆ (θ)
}
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C = {cm; m = 1, ...,M}
M = 15, Q = 4 1 1 2 3 4 0 0 0 0 0 4 3 2 2 1
M = 15, Q = 2 1 1 2 2 2 0 0 0 0 0 0 0 0 0 0
Table 5.1: Sub-array ongurations for the ompromise dierene patterns when
Q = 4 and Q = 2.
as in [30℄ (Tab. 4 - Case B). The CPM has been run by setting the refer-
ene dierene exitations to those of a Modied Zolotarev pattern [35℄ with
SLL = −30 dB and n = 5. The best ompromise solution, obtained after 16
iterations in 1.7 × 10−5 [sec] (on a 3GHz PC with 1GB of RAM), is shown in
Fig. 5.2(a) together with the referene dierene pattern. The orresponding el-
ement swith-on times, T
CPM
, and the sub-array onguration C
CPM
omputed
through the minimization of (5.8) are shown in Figure 5.2 (b) and reported in
Table 5.1, respetively. For ompleteness, the plot of the referene exitations is
displayed in Figure 5.2 (b) (dotted line). From Figure 5.2 (b), it an be seen that
there is a good mathing between the main lobes of the referene and ompromise
dierene patterns. As a matter of fat, the −3 dB beamwidth (BW ) is equal
to BW ref = 2.57o [deg] and BWCPM = 2.58o [deg], respetively. Therefore, the
resolution apability of the monopulse traking systems (i.e., the deepness of the
main lobe along the boresight diretion [50℄) is kept almost unaltered. Seondly,
although the envelope of the seondary lobes is no more deaying as
1
sinθ
as for
the referene pattern, the SLL of the ompromise pattern is lose to the optimal
one (SLLCPM = −26.9 dB vs. SLLref = −30.0 dB) with still a satisfatory
ability to suppress interferenes and lutters [19℄.
As far as the CPM solution is onerned, NTM = 20 elements over N = 30
are time-modulated, while the others are kept time-onstant and set to the
orresponding stati sum exitations (Table 5.1). Conerning SRs, Figure 5.3
shows the patterns radiated at |h| = 1, 2. As it an be observed, the high-
est lobes prinipally lie in the angular region lose to that of the main dier-
ene lobes and the values of the SBLs turn out to be SBL
(1)
CPM = −14.9 dB
and SBL
(2)
CPM = −22.4 dB, respetively. In order to minimize the SBL, the
PSO strategy has been suessively applied by setting H = 1, as in [30℄ 2, and
SBLref = −20 dB. Moreover, the following PSO setup has been hosen aord-
ing to the guidelines in [51℄: S = 10 partiles, w = 0.4 (inertial weight), and
C1 = C2 = 2 (ognitive/soial aeleration oeient).
At the onvergene, after 500 iterations and 63.5 [sec], the optimized values of
the swith-on instants tonq , q = 1, ..., Q, are those given in Table 5.2 (Q = 4).
Moreover, the plot of the pulse sequene is shown in Figure 5.4(a), while the
orresponding patterns are displayed in Figure 5.4 (b). It is worth notiing that,
2
Only the rst harmoni mode has been optimized sine the power loss redues when the
order of the harmoni mode inreases.
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Figure 5.2: Experiment 1 (Q = 4) - Plots of (a) the referene (Modied Zolotarev
[35℄, SLL = −30 dB, n = 5) and CPM-synthesized power patterns at the arrier
frequeny ω0 (h = 0) and (b) the orresponding swith-on times.
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Figure 5.3: Experiment 1 (Q = 4) - Normalized power patterns generated at ω0
(h = 0) and |h| = 1, 2 by means of the CPM .
tonq [sec]
q 1 2 3 4
Q = 4 0.00 0.49 0.11 0.19
Q = 2 0.89 0.18 − −
Table 5.2: PSO-optimized swith-on instants for the ompromise dierene pat-
terns when Q = 4 and Q = 2.
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Figure 5.4: Experiment 1 (Q = 4) - PSO-optimization: (a) swith-on times and
(b) power patterns at |h| = 1, 2.
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Figure 5.5: Experiment 1 (Q = 4) - (a) Normalized dierene power patterns at
ω0 (h = 0) synthesized through the SA [30℄ and the CPM − PSO. (b) Polar
plots of the orresponding sideband radiations at |h| = 1, 2.
without additional hardware, but simply adjusting the on-o sequene of the RF
swithes, the SBL
(1)
CPM value is lowered of more than 4 dB (i.e., SBL
(1)
CPM−PSO =
−19.2 dB vs. SBL(1)CPM = −14.9 dB). It is worth noting that negleting the small
"on-time interval at the beginning of the period Tp for elements 5, 11, 20 and
26 [Figure 5.4(a)℄ the features of both the main pattern at entral frequeny and
the harmoni patterns slightly modify (e.g., the SLL and the SBL(1) inrease of
0.3 dB and 0.5 dB, respetively). This fat would avoid these small intervals to
be the bottlenek of the time-modulation system, allowing the RF swithes to
have less restritions about their swith-on-to-swith-o speed.
For ompleteness, although the omparison is not ompletely fair sine dierent
synthesis problem are at hand, the solutions obtained with the CPM−PSO and
those shown in [30℄ are then analyzed by omparing the orresponding patterns
at both the arrier frequeny [Figure 5.5 (a)℄ and when |h| = 1, 2 [Figure 5.5(b)℄.
The power losses due to SRs, quantied through the lose form relationship in
[5℄, amounts to PSR = 21.3% of the total radiated power in orrespondene with
the CPM − PSO. Otherwise ([30℄ - Tab. 4, Case B), the wasted power is only
P SASR = 3% and the SBL is muh smaller [Figure 5.5(b)℄ sine only N
SA
TM = 8
elements are time-modulated (instead of NCPMTM = 20). On the other hand, the
eieny of the PSO−CPM approah in minimizing the SLL of the ompromise
dierene patterns (h = 0) is non-negligible [Figure 5.5(b)℄ (SLLSA = −14.9 dB
vs. SLLCPM = −26.9 dB).
In the seond experiment (Experiment 2 ), the number of ontrol elements is
redued by onsidering R = 4 RF swithes ([30℄ - Tab. 4, Case C ). The sum
pattern is a Villeneuve pattern with SLL = −20 dB, n = 3, and ν = 1 [35℄.
Moreover, the referene dierene set B has been seleted to generate a Modied
Zolotarev dierene pattern [35℄ with SLL = −20 dB and n = 4.
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Figure 5.6: Experiment 2 (Q = 2) - Plots of (a) the referene (Modied Zolotarev
[35℄, SLL = −20 dB, n = 5) and CPM-synthesized power patterns at the arrier
frequeny ω0 (h = 0).
Figure 5.6 shows the approximated pattern synthesized at the onvergene of the
CPM-based mathing proedure by applying the pulse sequene TCPM in Figure
5.7. The orresponding sub-array onguration is given in Table 5.1, as well. As
for the rst experiment, the seondary lobes do not derease when θ grows [Figure
5.6℄, but the SLL value of the ompromise pattern turns out to be lower than that
of the Zolotarev one (SLLCPM = −23.3 dB vs. SLLref = −21.0 dB). Moreover,
the same beamwidth has been ahieved (BW ref = 2.36o [deg] and BWCPM =
2.37o [deg]). Conerning the omputational burden, 5 CPM iterations and ∼
10−6 [sec] are enough to nd the nal solution.
Suessively, the SBL(1) has been minimized by optimizing Ton with a PSO
swarm of S = 5 partiles. For omparison purposes, Figure 5.8 shows the
patterns at |h| = 0, 1, 2 synthesized with the CPM and after the PSO op-
timization. Despite the redued number of sub-arrays (Q = 2), the value
of SBL
(1)
CPM = −17.3 dB has been redued to SBL(1)CPM−PSO = −19.3 dB in
7.25 [sec] after 100 iterations by dening the values of the nal swith-on in-
stants reported in Table 5.2.
For ompleteness, the CPM−PSO patterns and those in [30℄ with four swithes
are shown in Figure 5.9(a) (h = 0) and Figure 5.9(b) (|h| = 1, 2). As regards to
the number of time-modulated elements, it results that NCPMTM = 10 and N
SA
TM =
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Figure 5.7: Experiment 2 (Q = 2) - Swith-on times generating the pattern
reported in Figure 5.6.
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Figure 5.8: Experiment 2 (Q = 2) - Normalized power patterns at ω0 (h = 0) and
|h| = 1, 2 synthesized by means of the CPM and the CPM − PSO approah.
61
5.4. DISCUSSIONS
-50
-40
-30
-20
-10
0
Relative Power Pattern  [dB]
90
o
60
o
30
o
0
o
-30
o
-60
o
-90
o
SA, h=0
CPM, h=0
-50
-40
-30
-20
-10
0
Relative Power Pattern  [dB]
90
o
60
o
30
o
0
o
-30
o
-60
o
-90
o
SA, |h|=1
SA, |h|=2
CPM-PSO, |h|=1
CPM-PSO, |h|=2
(a) (b)
Figure 5.9: Experiment 2 (Q = 2) - (a) Normalized dierene power patterns at
ω0 (h = 0) synthesized through the SA [30℄ and the CPM − PSO. (b) Polar
plots of the orresponding sideband radiations at |h| = 1, 2.
4. Consequently, PCPMSR = 16.9% and P
SA
SR = 2.1%, while SLL
CPM = −23.3 dB
and SLLSA = −15.2 dB.
5.4 Disussions
In this hapter the potentialities of the time-modulation when dealing with the
synthesis of monopulse sub-arrayed antennas have been investigated. Starting
from a set of stati exitations generating an optimal sum pattern, the signals at
the sub-arrayed feed network have been time-modulated to generate a ompro-
mise dierene pattern. Both the sub-array onguration and the duration of
the time-pulse at eah sub-array have been optimized solving a pattern mathing
problem by means of the CPM . Suessively, a strategy based on the Partile
Swarm Optimizer has been performed to minimize the SBL of the sideband
radiations.
The obtained numerial results seem to indiate that the proposed approah
is a interesting alternative for the synthesis of ompromise sum and dierene
patterns. As a matter of fat, the main advantages of the proposed approah re-
gard the redued omplexity of the antenna system and the possibility to hange
the shape of the beam pattern properly modifying the pulse sequene at the
sub-array port.
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Chapter 6
Conlusions and Future
Developments
In this last hapter, some onlusions are drawn and further advanes are envis-
aged in order to address the possible developments of the proposed tehnique.
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In this thesis the synthesis of time-modulated antenna arrays has been inves-
tigated. In detail, the attention has been foused (i) on the review and the
formulation of the equations desribing the antenna array behavior when the
time is exploited as additional degree of freedom into the synthesis problem, (ii)
on the redution of the power wasted due to the undesired harmonis and (iii) on
the appliation of the time-modulation in the synthesis of ompromise dierene
beams in monopulse arrays.
Thanks to an aurate analysis of the problem, the parameters involved in
the sideband radiations are properly identied and suh a knowledge is fully
exploited to develop suitable strategies based on the global optimizer PSO aimed
to minimize the power wasted by the undesired harmonis.
A set of representative examples onerned with the redution of the side-
band radiations SRs and the omputation of the pulse sequenes modulating the
stati exitations of the array have been reported in order to assess the eetive-
ness and exibility of the proposed strategy. Comparison with other state-of-art
tehniques have been shown and disussed, as well.
Conerning the methodologial novelties of this work, the main ontributions
onsider the following issues:
• a full investigation of the behavior of time-modulated linear arrays during
the pulse modulation;
• a proper identiation of the parameters involved in the generation of the
sideband radiations;
• the development of an innovative strategy based on the PSO that allows
the minimization of the SBLs in time-modulated linear arrays, optimizing
the swith-on instants;
• the improvement of the algorithm minimizing the SRs, by means of the
full expoitation of a losed-form relationship omputing the total power
wasted by the undesired harmonis and of the stohasti optimizer PSO;
• the derivation of an expliit expression that omputes the wasted power in
time-modulated planar arrays and the development of an eetive approah
aimed to redue the SRs;
• the extension of the use of time to modulated the array exitations to syn-
thetize a best-ompromise dierene pattern in sub-arrayed monopulse
antennas.
As far as the future developments are onerned, there are many senarios in
whih the potentialities of time-modulation in the antenna synthesis problems
have been partially addressed.
As a matter of fat, the time-modulation seems to be a promising tool to
generate multiple beams on the same antenna aperture. In suh a framework, the
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usually undesired sideband radiations arising from the periodi time-modulation
of the stati exitations of the array olud be protably exploited to design an
antenna system providing simultaneous multiple patterns
Moreover, sine the modiation of the shape of the radiated pattern in a
time-modulated array an be performed easily, those devies an be properly
used in noisy environments. In detail, the pulse sequene ontrolling the stati
element exitations an be reongured to maximize the signal-to-interferene-
plus-noise ratio at the reeiver.
Moreover, the redution of the power losses in linear time-modulatedmonopulse
antenna an be enhaned using the expliit form desribing the power radiated
by the undesired harmonis. Finally, the planar geometry in time-modulated
monopulse antenna should be taken into aount.
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Appendix A
Power of Sideband Radiation
This appendix is aimed at showing more details about the derivation of the
expliit form that omputes the power losses related to the sideband radiations,
reported in Equation 4.14. For sake of larity let us report here equation 4.12 :
PSR = 1
2
∫ 2pi
0
∫ pi
0
∞∑
h=−∞,h 6=0
|µh(θ, φ)|2 sin θdθdφ. (A.1)
equation (4.9):
µh (θ, φ) =
M−1∑
m=0
N−1∑
n=0
αmnGmnhe
jβ(xm cosφ+yn sinφ)
(A.2)
and equation (4.13) [5℄:
∞∑
h=−∞,h 6=0
GmnhGrsh = ∆τ
rs
mn − τmnτrs (A.3)
Substituing (A.2) and (A.3) in (A.1), after simple algebra PSBR turns out to be:
PSR = 12
M−1∑
m=0
N−1∑
n=0
M−1∑
r=0
N−1∑
s=0
Re {αmnα∗rs} (∆τ rsmn − τmnτrs)∫ 2pi
0
∫ pi
0
ejβ sin θ[(xm−xr) cosφ+(yn−ys) sinφ] sin θdθdφ.
(A.4)
Then, let us onsider the following integral I:
I =
∫ 2pi
0
∫ pi
0
ejβ sin θ[(xm−xr) cosφ+(yn−ys) sinφ] sin θdθdφ (A.5)
For sake of brevity, let us rewrite (A.5) as:
I =
∫ pi
0
Iθ sin θdθ (A.6)
where:
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Iθ =
∫ pi
−pi
ej(a cosφ+b sinφ)dφ (A.7)
being a = β sin θ (xm − xr) and b = β sin θ (yn − ys). By onsidering the Euler's
relationships:
a cosφ+ b sin φ = a
(ejφ+e−jφ)
2
+ b
(ejφ−e−jφ)
2j
=
√
a2 + b2 sin
[
φ+ arctan
(
a
b
)]
,
(A.8)
and substituing (A.8) in (A.7) Iθ turns out to be:
Iθ =
∫ pi
−pi
ej
√
a2+b2 sin[φ+arctan(ab )]dφ (A.9)
whose the losed-form solution in terms of Bessel funtions is [52℄:
Iθ = 2piJ0
(√
a2 + b2
)
(A.10)
therefore, Equation (A.5) redues to:
I = 2pi
∫ pi
0
J0
(√
a2 + b2
)
sin θdθ (A.11)
or in its expliit form [53℄:
I = 4pi
sin
(
β
√
(xm − xr)2 + (yn − ys)2
)
(
β
√
(xm − xr)2 + (yn − ys)2
)
(A.12)
then, substituing (A.12) in (A.4), the losed-form relationship desribing the
total power radiated by the sideband radiations is:
PSR = 2pi
M−1∑
m=0
N−1∑
n=0
M−1∑
r=0
M−1∑
s=0
[Re {αmnα∗rs} ·
· sin
“
β
√
(xm−xr)2+(yn−ys)2
”
β
√
(xm−xr)2+(yn−ys)2
(∆τmn,rs − τmnτrs)
] (A.13)
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