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INCOMMENSURATE HETEROSTRUCTURES IN MOMENTUM SPACE
DANIEL MASSATT, STEPHEN CARR, MITCHELL LUSKIN, AND CHRISTOPH ORTNER
Abstract. To make the investigation of electronic structure of incommensurate het-
erostructures computationally tractable, effective alternatives to Bloch theory must be
developed. In [14], we developed and analyzed a real space scheme that exploits spatial
ergodicity and near-sightedness. In the present work, we present an analogous scheme
formulated in momentum space, which we prove has significant computational advantages
in specific incommensurate systems of physical interest, e.g., bilayers of a specified class of
materials with small rotation angles. We use our theoretical analysis to obtain estimates
for improved rates of convergence with respect to total CPU time for our momentum
space method that are confirmed in computational experiments.
1. Introduction
The electronic structure of 2D heterostructures is typically studied using Bloch theory.
This method transforms the system into the Bloch basis, or into momentum space, reducing
the problem size to that of the periodic cell [8]. This approach breaks down for incommen-
surate bilayer systems where there is no periodic cell [15, 16]. In [14, 3] we introduced a
method for calculating the Density of States (DoS) without using supercell approximations
via locality of the Hamiltonian and equidistribution of the site configurations in real space.
In certain settings, the Bloch bases of the monolayers can still be used to approximate
electronic properties such as the density of states when the two layers are similar in size. In
[17], k.p theory uses the wave function basis in a tight-binding setting to get an approximate
Hamiltonian accurate for an energy range around the graphene Dirac point. In [12], a
locality method is introduced to calculate the Density of States in a momentum space
formulation parallel to what was done in [14] for real space.
In previous work it is left unclear for which materials and orientations the momentum
space method is effective. For example it is suggested in [12] that it is effective for arbitrary
materials and relative orientations. Moreover, they use a standard circular local matrix
approximation, which we demonstrate is sub-optimal. In the present work, by establishing
rigorous convergence we are able to derive (quasi-)optimal choices of local matrices. We also
show how one can deduce, from the monolayer band structure alone, for what energies and
materials the method is effective compared with the real space method (Section 3.2). For
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example, we show that at the famous bilayer graphene Dirac energy the momentum space
method significantly outperforms the real space method, while at energies corresponding to
flat bands, the momentum space method has no noticeable advantage. Moreover, we will
see that the momentum space method is particularly effective when the underlying Bravais
lattices are “very close”, e.g. rotated copies of one another with very small rotation angle.
This situation encompasses for example many interesting moire´ patterns [5, 1].
We demonstrate the method is effective for energies where the monolayer band struc-
ture’s corresponding level sets do not wrap in a ring around the Brillouin zone torus. It is
shown that in the correct energy regions, this method converges asymptotically faster than
the real space method. The method also promises to be even more efficient for calculating
more complicated electronic observables such as conductivity. However, it is not clear if
this method can be extended to any more complicated systems than the homogenous in-
commensurate bilayers. For example, introducing atomic relaxation or defect distributions
breaks the symmetry in the individual sheets, and the momentum space analysis breaks
down.
Outline: In Section 2, we introduce the momentum space formulation applied to the
incommensurate bilayer system. In Section 3, we establish the convergence results. In
Section 4, we verify the convergence results for twisted bilayer graphene and the equivalence
of the momentum space and real space formulations. In Section 6, we give proofs for our
results.
2. Incommensurate Bilayer
2.1. Bloch Theory for a Monolayer. We begin by reviewing how Bloch theory can be
employed to efficiently obtain the DoS in a periodic system.
Given a Bravais lattice
R = {An : n ∈ Z2},
where A is a 2× 2 invertible matrix, we define its associated unit cell
Γ := {Aβ : β ∈ [0, 1)2}.
The reciprocal lattice and associated reciprocal lattice unit cell are, respectively, given by
R∗ := {2pi(A−T )n : n ∈ Z2},
Γ∗ := {2pi(A−T )β : β ∈ [0, 1)2}.
Let A be a set of orbital indices. Then the degree of freedom space for the monolayer is
Ω = R×A.
A (real space) Hamiltonian can be defined via the infinite matrix
(2.1) HRα,R′α′ = hαα′(R−R′)
where hαα′ : R → C, hαα′ ∈ `1(R). For ψ ∈ `2(R×A), we define intralayer coupling
(2.2) [Hψ]α(R) = [h ∗ ψ]α(R) :=
∑
α′∈A
∑
R′∈R
hαα′(R−R′)ψα′(R′).
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We are interested in electronic properties, which are dependent on the spectrum of the
Hamiltonian. For an infinite matrix this is typically challenging. However, Bloch theory
yields a convenient solution for the periodic system. For any index set I (e.g., I = A), we
define the Bloch operator G : `2(R× I)→ Cper(Γ∗)× I by
[Gψ]α(q) =
∑
R∈R
ψα(R)e
−iq·R, α ∈ I.
Note that for notation purposes we assume functions in Cper(Γ
∗) have periodic extensions
so they can be defined over R2. We will use I = A to transform orbitals and I = A2 to
transform h = (hαα′)αα′∈A.
We apply the Bloch transform to Hψ for ψ ∈ `2(R×A) to get
[GHψ](q) = G[h ∗ ψ](q) = [Gh](q)[Gψ](q).(2.3)
We can then rewrite the eigenproblem Hψ = ψ as
[Gh](q)[Gψ](q) = q[Gψ](q),
where [Gh](q) is an |A|× |A| self-adjoint matrix. The eigenstates can then be visualised as
functions of q (band structure); see Figure 1.
Figure 1. Band structure for monolayer graphene using the tight-binding
model from [7]. Here there are only two orbitals because only the two
pz orbitals are relevant for considering electronic properties of graphene
near the Fermi level. We are plotting the eigenvalues of Gh(2piA−T y) over
y ∈ [0, 1)2.
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A natural “weak” definition of the density of states (heuristically, the distribution of
eigenvalues) is
(2.4) D[H](g) := lim
r→∞
1
|Br(0)| · |A|TrBr(0)g(H),
where Br(0) is the ball centered at the origin with radius r and TrBr(0) denotes the trace of
the Ω∩ (Br(0)×A)-submatrix. Since H is circulant, we have [g(H)]Rα,Rα = [g(H)]R′α,R′α
for R,R′ ∈ R and hence we obtain
(2.5) D[H](g) = 1|A|
∑
α∈A
[g(H)]0α,0α.
We define −
∫
Γ∗ :=
1
Γ∗
∫
Γ∗. Then using the inverse operation of the Bloch operator,
ψ(R) = −
∫
Γ∗
[Gψ](q)eiq·Rdq,
we can obtain an equivalent momentum space expression for the DoS,
(2.6) D̂[H](g) := 1|A| · |Γ∗|
∑
α∈A
∫
Γ∗
[g ◦ [Gh](q)]ααdq.
Let P be the space of polynomials.
Proposition 2.1. Let H be defined by (2.1) with h ∈ `1(R). Then
D[H](g) = D̂[H](g) ∀ g ∈ P.
Proof. It suffices to prove this for g(x) = xn. Let eˆα be defined over A such that eˆαβ = δαβ,
and eα : R → RA given by
[eα]α′(R
′) = δ0R′δαα′ , for R′ ∈ R, α, α′ ∈ A.
We note that
(2.7) [Geα](q) =
∑
R
e−iq·R[eα](R) = eˆα,
hence we can deduce
[eα]∗g(H)eα = [eα]∗−
∫
Γ∗
∑
R
e−iq·R[g(H)eα]Rαdq
= [eˆα]∗−
∫
Γ∗
[G(g(H)eα)](q)dq
= [eˆα]∗−
∫
Γ∗
[G(h ∗ h ∗ · · · ∗ h ∗ eα)](q)dq
= [eˆα]∗−
∫
Γ∗
[Gh(q)]neˆαdq.
Inserting this identity into (2.5) yields the desired result. 
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Remark 2.1. In fact this theorem extends to all g ∈ C(R), since the Density of States
D[H](·) and D̂[H](·) are bounded linear functionals with respect to the ‖ · ‖∞ norm, and P
is dense in C([a, b]) for any interval [a, b].
Equations (2.5) and (2.6) give, respectively, the real space and momentum space defini-
tions of the DoS in the simplest case of a mono-layer Bravais lattice.
2.2. Incommensurate Bilayer. Before turning to a momentum space formulation for
an incommensurate bilayer system, we first review the representation formula for the DoS
from [14]. We define the lattices for the two sheets by
Rj = {Ajn : n ∈ Z2},
where Aj is a 2× 2 invertible matrix. We define the unit cell for sheet j as
Γj = {Ajβ : β ∈ [0, 1)2}.
Definition 2.1. Two Bravais lattices L1 and L2 are incommensurate if, for v ∈ R2,
L1 ∪ L2 + v = L1 ∪ L2 ⇔ v =
(
0
0
)
.
Assumption 2.1. The lattices R1 and R2 are incommensurate, and the reciprocal lattices
R∗1 and R∗2 are incommensurate.
sheet 2
sheet 1
Figure 2. An incommensurate hexagonal bilayer. Sheet 1 is rotated by
θ = 6◦ relative to sheet 2.
We briefly recall the formalism for the tight-binding model for bilayers [14, 7]. Let Ai
denote the set of indices of orbitals associated with each unit cell of sheet i. We assume
that Ai are finite and that A1 ∩ A2 = ∅. We let Ωj = Rj × Aj . Then the full degree of
freedom space is
Ω = Ω1 ∪ Ω2.
The interaction between orbitals indexed by Rα and R′α′ is denoted by hαα′(R − R′),
where hαα′ : R2 → C if α and α′ are not from the same sheet. Recall hαα′ : Rj → C if
α, α′ ∈ Aj . Although the sheets have a vertical displacement between them,we assume that
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this distance is constant and hence can be encoded into hαα′ (recall also that A1∩A2 = ∅).
We also define the transpositions F1 = 2, F2 = 1.
Throughout the analysis of incommensurate bilayers, we employ the following standing
assumption.
Assumption 2.2. The inter-layer interaction, hαα′ for α ∈ Aj , α′ ∈ AFj , is analytic.
Moreover, all interactions decay exponentially. More precisely, for j = 1, 2,
|hαα′(R)| ≤ Ce−γ˜|R| for all α, α′ ∈ Aj , R ∈ Rj , and
|∂m1x1 ∂m2x2 hαα′(x)| ≤ Cme−γ˜m|x| for x ∈ R2, m ∈ ({0} ∪ N)2, α ∈ Aj , α′ ∈ AFj .
We define the Hamiltonian matrix H by
HRα,R′α′ = hαα′(R−R′) for (Rα,R′α′) ∈ Ω× Ω.
We then define the intralayer convolution operator d ∗ ψ where d is identical to h, but
restricted to intralayer coupling,
[d ∗ ψ]α(R) :=
∑
R′α′∈Ωj
hαα′(R−R′)ψα′(R′) for Rα ∈ Ωj .
Next, we define shift-dependent interlayer coupling functions
hbjαα′(x) = hαα′(x− bδα∈AFj + bδα′∈AFj )
and the interlayer coupling convolution for Rα ∈ Ωi as
[hbj ∗ ψ]α(R) =
∑
R′α′∈ΩFi
hbjαα′(R−R′)ψα′(R′).
We can then define the matrix Hj(b) : `
2(Ω)→ `2(Ω) by
Hj(b)ψ = d ∗ ψ + hbj ∗ ψ.
This is the Hamiltonian matrix centered at shift b ∈ ΓFj . Notice that intralayer interaction
in this model is shift independent.
For any g ∈ P, g(H) is well defined, and hence the DoS can be defined as the limit
D[H](g) := lim
r→∞
1
|Br(0)|TrBr(0)g(H),
where TrBr(0) is the trace over Ω ∩ (Br(0) × A); see [2] for a proof that this limit exists.
We then recall from [14] the representation formula
D[H](g) = ν
2∑
j=1
∑
α∈Aj
∫
b∈ΓFj
[
g ◦Hj(b)
]
0α,0α
db,(2.8)
ν = (|A1| · |Γ2|+ |A2| · |Γ1|)−1,
where “sampling” over lattice sites (the trace) is replaced by an integral over relative shifts
between the two layers.
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2.3. Momentum Space Formulation for an Incommensurate Bilayer. We now
transform (2.8) to the momentum space setting. To that end, we define some additional
notation, starting with the reciprocal lattices with associated unit cells
R∗j = {2pi(A−Tj )n : n ∈ Z2},
Γ∗j = {2pi(A−Tj )β : β ∈ [0, 1)2},
Ω∗j = R∗Fj ×Aj ,
Ω∗ = Ω∗1 ∪ Ω∗2.
Let Gj : `2(Rj × I) → L2(Γ∗j ) × I denote the Bloch operator defined analogously to G in
2.3. We define the Fourier transform for α ∈ Aj , α′ ∈ AFj , by
hˆαα′(q) =
∫
hαα′(x)e
−iq·x.
For q ∈ R2, we define an intralayer operator Ghq : `∞(Ω∗)→ `∞(Ω∗) centered at q by
[Ghqψˆ]α(R∗) =
∑
α′∈Aj
[Gjh]αα′(q +R∗)ψˆα′(R∗) for R∗α ∈ Ω∗j , ψˆ ∈ `∞(Ω∗).
We define the operator Ghq over `∞(Ω∗) since in the analysis we need to apply the Bloch
transformation to local vectors belonging to real space Ω, and vectors that are localized on
Ω are delocalized when mapped to Ω∗. For example, as noted in (2.7),
[Geα]α(R∗) = 1.
To ensure these operations are well defined, we need to consider Ghq over the space `∞(Ω∗).
For R∗α ∈ Ω∗j , the inter-layer coupling is given by
[hˆq ∗ ψˆ]α(R∗) =
∑
R˜∗α˜∈Ω∗Fj
hˆqαα˜(R
∗ + R˜∗)ψˆα˜(R˜∗),
where hˆq(ξ) =
√
|Γ∗1| · |Γ∗2|hˆ(q + ξ).
We define Ĥ(q) : `∞(Ω∗)→ `∞(Ω∗) as a sum of intralayer and interlayer components:
Ĥ(q)ψˆ = Ghqψˆ + hˆq ∗ ψˆ.
The intralayer operator Ghq is block-diagonal, but in principle the interlayer operator hˆq∗
is non-local. However, it is exponentially decaying, and hence we can introduce a finite
cut-off approximation to make it a local operation.
In what follows, we use the convention that, if ψ is defined over Ω, then ψ = (ψ1, ψ2),
where ψj = ψ|Ωj . The real space system is described in terms of real space lattices Rj
and real space shifts b ∈ Γj , while momentum space is described in terms of reciprocal
lattices R∗j with shifts in the reciprocal lattice unit cells Γ∗j . To transform between the two
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descriptions, we define the operator Gbjq : `2(Ω) → `∞(Ω∗) such that, for R∗α ∈ Ω∗k, we
have
(2.9) [Gbjq ψ]α(R
∗) := |Γ∗k|−1/2e(−1)
j+kib·(q/2+R∗)[Gkψk]α(q +R∗).
This is a transformation from the real space to coupled Bloch waves. The phase factor
corrects for the relative shifts in the transformation, as we see from the following lemma.
Lemma 2.1. Under Assumptions 2.1 and 2.2, we have
Gbjq [Hj(b)ψ] = Ĥ(q)G
bj
q ψ ∀ψ ∈ `2(Ω).
This identity decomposes into intralayer and interlayer interactions as follows:
Gbjq [d ∗ ψ] = GhqGbjq ψ and
Gbjq [h
bj ∗ ψ] = hˆq ∗Gbjq ψ.
Proof. See Section 6.1. 
Thus, the eigenproblems in real space and momentum space are, respectively, given by
d ∗ ψ + hbj ∗ ψ = ψ, and
Ghqψˆ + hˆq ∗ ψˆ = ψˆ.
Note in particular that, without interlayer interaction, this reverts to simple Bloch theory
on each independent sheet.
Finally, we obtain the following expression for the DoS, in analogy with the real space
formulation (2.8).
Theorem 2.1. Under Assumptions 2.1 and 2.2 and for g ∈ P, the Density of States is
equivalently given by
D[H](g) = ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[
g ◦ Ĥ(q)]
0α,0α
dq,(2.10)
ν∗ = (|A1| · |Γ∗1|+ |A2| · |Γ∗2|)−1.
Proof. See Section 6.2. 
Remark 2.2. The DoS is a bounded operator with respect to g using the ‖ · ‖∞ norm.
Further, Ĥ(q) is bounded. Therefore (2.10) can be extended to g ∈ C(R).
3. Momentum Space Convergence
We now turn to the development of an approximation algorithm that exploits the mo-
mentum space formulation (2.10) of the density of states. We will also discuss advantages
of the momentum space algorithm over the real space algorithm from [14].
INCOMMENSURATE HETEROSTRUCTURES IN MOMENTUM SPACE 9
3.1. Motivation. To begin, we describe a naive approach to approximating the formula
(2.10). We define a subset
Ω∗r = {R∗α ∈ Ω∗ : |R∗| ≤ r}
of momentum space and the associated Hamiltonian restrictions Ĥr(q) = Ĥ(q)|Ω∗r . The
DoS operator is then approximated by
(3.1) D̂r(g) = ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[g ◦ Ĥr(q)]0α,0αdq.
To evaluate the DoS at an energy E, we test with the Gaussian φκ(E) =
1√
2piκ
e−
(E−)2
2κ2 .
Following the argument of Theorem 2.5 of [14] essentially verbatim, we then obtain the
error bound
|D[H](φκ)− D̂r(φκ)| . κ−7e−γκr.
This error bound, although exponential in r, has an undesirable dependence on κ, most
crucially in the exponent. In particular, the approximation (3.1) gives us no advantage
over the real space method.
We will now discuss why, for specific incommensurate systems and values of , which
are of physical interest, we can construct an approximation with a significantly improved
error bound
(3.2) |D[H](φκ)− D̂r(φκ)| . κ−3e−γr.
Here γ is dependent on the exponential decay rate of Ĥ(q). We note particularly that the
exponent is independent of the variance of the Gaussian, which is typically small.
This approximation is not only dependent on the finite cut-off r, but on the energy .
Typically we are interested in a range of energies V ⊂ R. For the analysis we first consider
a single energy value  ∈ R, but extend our results to a region V in Section 3.3. The
formulation of the approximation is nearly identical to (3.1):
D̂r(g) = ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[g ◦ Ĥjr(q)]0α,0αdq,
where Ĥjr(q) now denotes the Hamiltonian Ĥ(q) projected onto a more carefully chosen
degree of freedom space Ω∗jr(q). In particular, allowing dependence of Ω
∗
jr(q) on  will
turn out to be important. The new degree of freedom space Ω∗jr(q) is no longer a circular
cut-out; instead, we will choose a more complex core region and then include a finite cut-off
radius surrounding it.
We conclude this motivation by remarking that, if Ω∗jr′(q) ⊂ Ω∗r for some r′ < r, then
we will also have
|D[H](φκ)− D̂r(φκ)| . κ−3e−γr′ .
However, the approximation D̂r is more efficient in the sense that it significantly reduces
the number of degrees of freedom required to obtain this error bound. When we consider
an energy range  ∈ V ⊂ R as in Section 3.3, we pick a more practical region Ω∗V r =
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∪j ∪∈V Ω∗jr that is dependent on all of V . Here V is typically a small energy interval so
that Ω∗jr does not change drastically as a function of  ∈ V .
3.2. Construction of Ω∗jr. Next we discuss how to build the subsets of Ω
∗. We let
2piA−Tj = (a
∗
1j , a
∗
2j). We pick the row vectors a
∗
1j and a
∗
2j such that the angle between them
is acute.
Assumption 3.1. We assume θ := 2pi‖A−T1 −A−T2 ‖2  1.
We observe that the intralayer energy of Ĥ(q) is block diagonal, and the difference
‖I −Gjh(q)‖2 varies continuously in q. Here Gjhαα′(q) is the intralayer coupling, which is
defined only for α, α′ ∈ Aj . We let
Q(, q) := η max
j∈{1,2}
‖I − Gjh(q)‖−12 .
Here
η = sup
ψ∈`2(Ω∗)
1
‖ψ(1)‖2‖ψ(2)‖2
(ψ(1), 0)Ĥ(q)
(
0
ψ(2)
)
gives the strength of the interlayer interaction. As in the real space method, we will take
finite approximations of the matrix Ĥ(q). However, the choice of the cut-out will not be
a simple circular region as in the real space method, but instead will be dependent on
Q. In particular, blocks of Ĥ(q) where Q(, q) < 1 contribute less to the DoS, especially
large “connected” blocks of Ĥ(q) satisfying Q(, ·) < 1. On the other hand, regions where
Q(, ·) > 1 contribute strongly, so we take cut-out regions around connected blocks of
degrees of freedom where Q(, ·) > 1. If η = 0, all sites R∗α,R′∗α′ with R∗ 6= R′∗ are
decoupled.
We need to make sense of connectedness over Ω∗. To this end, we define (See Figure 3)
µθ :=
1
2
(a∗ + a¯∗) where a∗ := max{|a∗kj |} and a¯∗ := max
j
{|a∗1j + a∗2j |}.
We define a semi-norm on Ω∗
ρ(R∗α,R′∗α′) = ‖R∗ −R′∗‖2,
and a set of paths from ω = R∗α to ω′ = R′∗α′ ∈ Ω∗ on U ⊂ Ω∗ by
Pωω′(U) = {{ωj}nj=1 ⊂ U : ω1 = ω, ωn = ω′, n > 0, and ρ(ωj , ωj+1) < µθ}.
Definition 3.1. A set U ⊂ Ω∗ is called connected if ∀ω, ω′ ∈ U , Pωω′(U) 6= ∅.
Next, we discuss how to map subsets of a unit cell to Ω∗ and how connectedness on the
two regions is related. This description will allow us to determine efficient cut-out and
error bounds of the method from the monolayer band structure.
We define B(Ω∗) as the set of subsets of Ω∗ and B(Γ∗j ) as the set of Borel sets over T(Γ∗j ).
Next we define a mapping λj : B(Γ∗j )→ B(Ω∗) by
λj(O) = {R∗α ∈ Ω∗ : modk(R∗) ∈ A−Tk ATj O if R∗α ∈ Ω∗k, k ∈ {1, 2}},
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Figure 3. Definition of µθ.
where we note that A−Tk A
T
j : Γ
∗
j → Γ∗k is a natural transformation between the two domains
and where modk(y) = y + R
∗ ∈ Γ∗k for appropriate R∗ ∈ R∗k. The maps λj preserve
disjointness. That is, if O1 ∩ O2 = ∅, then λj(O1 ∪ O2) = λj(O1) ∪ λj(O2) and λj(O1) ∩
λj(O2) = ∅. Further, if U ⊂ Ω∗ is connected, then modj(λ−1j (U) +Bθ(0)) is connected on
T(Γ∗j ). This means λj maps connected sets to a collection of corresponding connected sets
in Ω∗. Hence, λj is a natural way to map T(Γ∗j ) to Ω∗.
Recall that regions where Q(, ·) < 1 contribute weakly to the DoS while regions where
Q(, ·) > 1 contribute strongly. Therefore, we wish to include these regions in our matrix.
This motivates the definition
O,r = {q ∈ Γ∗j , j ∈ {1, 2} : ∃q0 ∈ Γ∗j such that Q(, q0) > β and |q − q0| ≤ rθ},
where 0 < β < 1 is chosen such that θ  β−1 − 1. Here θ is the parameter from Assump-
tion 3.1. For notational simplicity, we don’t index O,r with β.
Note in particular that
O,0 = ∪E∈{−ηβ−1,+ηβ−1}p(E)
where
p(E) = {q ∈ Γ∗j , j ∈ {1, 2} : E = jqn for some n ∈ {1, · · · , |Aj |} for some j}.
Here jqn are the eigenvalues of Gjh(q). Hence (O,0, p, [− ηβ−1, + ηβ−1]) forms a bundle
of the level sets of the monolayer band structures. As will be discussed in Remark 3.1, the
homotopy of the total space of the bundle as seen living in one of the tori Γ∗j will determine
when this method gains over the real space method.
12 D. MASSATT, S. CARR, M. LUSKIN, AND C. ORTNER
In Figures 5 and 6, we visualize O,0 and λ1(O,0) for a graphene bilayer for two different
values of . We can see for  = 1.5 that λ1 maps O,0 to isolated finite regions in Ω
∗ while
for  = 2 λ1(O,0) is connected on Ω
∗.
(a) We plot R∗ ∈ R∗1 ∪R∗2 satisfying R∗α ∈
Ω∗1r(q) for any α and some r > 0. Here q is
centered at the Dirac point.
(b) Each degree of freedom R∗α ∈ Ω∗1r(q)
has corresponding intralayer block Ghq(R∗),
where this block is an |Aj | × |Aj | matrix if
α ∈ Aj . Here we plot the eigenvalues of each
block against the lattice position R∗ for R∗
as in Figure A.
Figure 4. Visualisation of a local matrix for graphene bilayer with a twist
angle of 2◦.
(a) We plot O,0 ⊂ Γ∗1.
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(b) We plot λ1(O,0) ⊂ Ω∗.
Figure 5. Bilayer graphene with a 2◦ twist with  = 1.5.
We next define for U ⊂ Ω∗
P[U ] = {ω ∈ U : Pω,0α(U) 6= ∅ for any α ∈ Aj}.
INCOMMENSURATE HETEROSTRUCTURES IN MOMENTUM SPACE 13
(a) We plot O,0 ⊂ Γ∗1.
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(b) We plot λ1(O,0) ⊂ Ω∗.
Figure 6. Bilayer graphene with a 2◦ twist with  = 2.
(a) We plot O,r ⊂ Γ∗1.
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(b) We plot λ1(O,r) ⊂ Ω∗.
Figure 7. Bilayer graphene with a 2◦ twist with  = 1.5 and r > 0.
Then we can finally define the degree of freedom space and associated sub-hamiltonian for
our approximation scheme as
Ω∗jr(q) := P[λj(q +O,r)] and
Ĥjr(q) := Ĥ(q)|Ω∗jr(q)
Note that Ω∗jr(q) can be empty, in which case we interpret [g ◦ Ĥjr(q)]0α,0α ≡ 0.
Remark 3.1. Suppose for all q ∈ O,r there is a q′ ∈ O,r such that q ∈ Bθ(q′) ⊂ O,r.
In this case, if O,r has non-trivial homotopy group as seen living in one of the tori Γ
∗
j ,
Ĥjr(q) is an infinite matrix for q ∈ O,r. As an example, see Figures 6 and 7.
In the first case, we have an infinite matrix, so the approximate matrix is not numerically
tractable. In such cases we can use the methodology in [14] to solve the momentum system
with circular cut-out regions, though we gain none of the momentum space convergence
advantages of 3.2. In Figure 7, we reached an infinite system because we took the cut-off
radius r to be too large. This simply shows we have a maximum r > 0 we can choose
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while keeping (3.2) numerically tractable. However, in the case where O,0 has non-trivial
homotopy we cannot take advantage of the strong error analysis, and this method loses
its advantage. Hence when the total space of the level set bundle (O,0, p, [ − ηβ−1,  +
ηβ−1]) has non-trivial homotopy, the method does not gain an advantage over the real
space method.
The resulting approximation scheme for the DOS is
D̂r[H](g) = ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[
g ◦ Ĥjr(q)
]
0α,0α
dq.
Recall the Gaussian φκ(x) =
1√
2piκ
e−
(x−)2
2κ2 , then we have the following theorem:
Theorem 3.1. Given Assumptions 2.1, and 2.2, there exists 0 < β0 < 1 and κ0 > 0 such
that if β < β0 and κ < κ0, there exists γ > 0 dependent on β and hˆ such that∣∣D[H](φκ)− D̂r[H](φκ)∣∣ . κ−3e−γr
Remark 3.2. In the real space method, we also had exponential convergence in r, but
the convergence rate there was γ ∼ κ, while here the convergence rate is independent of
κ. This makes the convergence far faster. In particular, we note that for fixed κ, we
have optimal cut-off radius choice r ∼ log(κ−1), while in the real space method we had
r ∼ κ−1 log(κ−1). This allows us to use far smaller matrices (assuming Ĥjr(q) is finite).
In practice, these matrices can easily be small enough to allow us to use full eigensolves
instead of the Kernel Polynomial Method. This implies this method will likely be very useful
for more complicated electronic objects such as conductivity, where the Kernel Polynomial
Method is cumbersome. This will be explored in future work.
Remark 3.3. From Remark 3.1, we note that the approximation matrices Ĥjr(q) are only
finite for r . θ−1. Hence to compute D̂r[H], we require Assumption 3.1 and r . θ−1.
3.3. Computational Method. In practical computations, we are interested in an energy
window J ⊂ R. It is therefore preferable that the sub-hamiltonians we construct are 
independent, though we keep dependence on J . Therefore we let Ω∗jJ r(q) = ∪∈JΩ∗jr(q)
and define the associated ĤJ r(q) = Ĥ(q)|∪2j=1Ω∗jJ r(q). Note that we have also removed the
j-dependence by slightly increasing the degree of freedom space. This gives the approxi-
mation
D̂J r[H](φκ) = ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[
φκ ◦ ĤJ r(q)
]
0α,0α
dq,  ∈ V.
It maintains the same error bound as in Theorem 3.1. Here J is typically a narrow range
of energies, and thus the degree of freedom space Ω∗jJ r does not become too large. For
example in the case of bilayer graphene one is typically interested in a short energy interval
around the Dirac point.
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Finally we address quadrature, but for the sake of brevity only give a brief formal
discussion. We notice that the region structure ĤJ r(q) is the same for many q-points, but
centered differently. More specifically, if R∗α ∈ Ω∗j ∩ Ω∗J r(q), then we have
[φκ ◦ ĤJ r(q +R∗)]0α,0α = [φκ ◦ ĤJ r(q)]R∗α,R∗α.
for  ∈ J . If O,r separates into n segments on Γ∗1 ∪ Γ∗2, then we let qk, k ∈ {1, · · · , n} be
q-points in each region away from the edges of Γ∗1 and Γ∗2. We assume qk is not close to
the unit cell edge. Let
Λ∗ = {2pi(A−T1 −A−T2 )β : β ∈ [0, 1)2},
then
ν∗
∑
α∈Aj
∫
Γ∗j
[φκ ◦ ĤJ r(q)]0α,0αdq = ν∗
n∑
k=1
∫
Λ∗
Tr[φκ ◦ ĤJ r(qk + q)]dq.
We thus have the approximation
(3.3) D̂J r[H](φκ) = ν∗
n∑
k=1
∫
Λ∗
Tr[φκ ◦ ĤJ r(qk + q)
]
dq,
and we can now employ a standard uniform discretization of Λ∗ to evaluate the integral.
With (3.3) we now have a single matrix for computing multiple discretization points
simultaneously. When the matrices are small, this lends to using a full eigensolver. Note
that the eigenvectors are unnecessary for the calculations.
4. Numerical Tests
To test the accuracy and speed of the approach for calculating the Density of States
in (3.3) in practise, the low-energy density of states of 3◦ twisted bilayer graphene was
chosen. We use the tight-binding parameters for the bilayer graphene system found in [7].
The spectrum of this system is well understood, in summary it looks similar to monolayer
graphene’s spectrum (D̂() = vf ||) but with additional singular features (Van Hove sin-
gularities) within a narrow energy window. A set of calculations of varying accuracy were
run for both the real space and momentum space method. Both methods had three pa-
rameters to set in order to control accuracy and computational complexity: matrix cut-off
radius (r), integration sampling number (N , giving N2 total sampled points), and either
KPM polynomial order (p) or Gaussian smoothing width (κ). We note that computing
hˆ(·) is a quick pre-computation using FFT, and Q(, q) can also be roughly estimated by
the monolayer band structure (See Figure 1). Q(, q) can normally be chosen by appealing
to physical intuition. For example in graphene near the cone, it is sufficient to consider a
ball centered at the tip of the cone, or Dirac point.
For the momentum space method (indexed by κ), we keep the cut-off radius fixed and
center the lattice at one of the Dirac cones. For testing only the low-energy spectrum, a
large matrix is not needed due to the steepness of the Dirac cone and the resulting fast
decay of states far from the Dirac cone’s center (it is also why the “k-dot-p” approach has
been studied extensively for twisted bilayer-graphene in the physics literature [1, 11]). Since
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Figure 8. (a) Density of states near the Fermi-level from the test calcula-
tions. In dark color (Red-Green-Blue-Black) are runs of different accuracy,
indexed by the κ introduced in the text. Momentum space methods are
plotted in dashed lines and real space methods in solid lines. A “true” DoS
is shown in light-grey, computed using a real space method with parameters
chosen for much higher accuracy. Three energy values are marked by the x,
circle, and triangle dashed-lines. (b) Relative error convergence towards the
true DoS shown for the three marked energies. Also plotted for convenience
are grey lines corresponding to κ and κ3 convergence. (c) Total CPU time
for both methods as a function of the accuracy κ and two grey lines with
the estimated cost scaling for both methods for comparison.
this matrix is very small (76 × 76) a direct eigensolve is performed and each eigenvalue
is smoothed by a Gaussian of width κ. The only significant scaling in computational
complexity comes from growth in the number of integration points for evaluating the trace,
as a very thin Gaussian width requires many eigenvalues to properly resolve the density of
states.
For the real space method (indexed by p), the number of sampling points is kept fixed at
relatively small value as the DoS is extremely smooth with respect to real space shift [3].
Instead the cut-off radius is increased as one increases p. This approach uses the Kernel
Polynomial Method (KPM) and thus the Hamiltonian needed to be rescaled to ensure its
entire spectrum lay in the interval [-1,1] by dividing the entire matrix by Eb = 13 eV. The
INCOMMENSURATE HETEROSTRUCTURES IN MOMENTUM SPACE 17
rescaled value then naturally enters into the relation between κ and p. A summary of the
relevant six parameters is as follows:
κ = (m+ 1)/100,m ∈ [1, 4]
rκ = 7
Nκ = (2/3)κ
−1 log(κ−1)
p = Ebpiκ
−1
rp = (3/200)p log(p)
Np = 10.
To compute convergence rates for both methods, a true-value needed to be specified, so
a real space calculation with p = 8172 and rp = 1105 A˚ fills this role. The results for these
numerical tests are shown (Figure 8). Excellent agreement occurs between the real space
(solid lines) and momentum space methods (dashed lines) for the four different values of
κ. The convergence rate is plotted for three different energy values, and it varies between
κ−1 and κ−3 depending on whether the derivative(s) of the density-of-states operator are
zero at that energy value. We see the convergence rate is very similar for both the real
space and momentum space methods, and two of the sample points are past the κ0 that
yields the κ−3 convergence of Theorem 3.1.
The momentum space method’s computational complexity scales like
N2κ ∼ κ−2(log(κ−1))2,
as the matrix-size is kept fixed and changing κ does not change the cost of Gaussian
smoothing. The real space method scales like the size of the matrix, r2κ, as well as the
polynomial order, κ−1, giving total cost of
r2κκ
−1 ∼ κ−3(log(κ−1))2.
The momentum space method is not only faster but also has better asymptotic scaling
when compared to a real space calculation of the same accuracy. These results validate
the momentum space method and show the significant speed-up it provides over the real
space approach in the bilayer graphene system.
5. Conclusions
We have derived a corresponding momentum space formulation for the real space incom-
mensurate system. This results in an alternative numerical scheme where the convergence
rate becomes strongly dependent on the moire´ pattern and the monolayer electronic struc-
ture, in particular the band structure. It is shown that the homotopy groups of the band
structure level sets determine the efficiency of this algorithm.
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In particular, this method has no advantage over the real space method when the band
structure level set bundle with width equal to the interlayer coupling energy admits non-
trivial homotopy (Remark 3.1). However, for certain materials and energy ranges, this
method converges asymptotically faster than the real space method, and promises to be
very efficient for more complex electronic observables such as conductivity.
In a future work we will also use the method introduced here as an analytical tool to
study the validity of the popular supercell approximation [15, 13, 6, 9, 10] and prove sharper
error bounds for the real space method [14].
6. Proofs
6.1. Proof of Lemma 2.1. Before we can prove the final result, we need to introduce
additional notation for transforming between real space to momentum space, and prove a
few properties of these transformations. We define Gq : `
2(Ω)→ `∞(Ω∗) by
[Gqψ]α(R
∗) = |Γ∗j |−1/2[Gjψk]α(q +R∗) for R∗α ∈ Ω∗k.
Recall the definition Gbjq : `2(Ω)→ `∞(Ω∗) from (2.9),
[Gbjq ψ]α(R
∗) = |Γ∗j |−1/2e(−1)
j+kib·(q/2+R∗)[Gjψk]α(q +R∗) for R∗α ∈ Ω∗k.
This transforms from real space to momentum space. We define the projection Pk :
`∞(Ω∗) → `∞(Ω∗) to project onto vector components of sheet k. Specifically, for ψˆ ∈
`∞(Ω∗),
Pkψˆ = (δ1kψˆ
1, δ2kψˆ
2).
We define P˜j : `
2(Ω)→ `2(Ωj) such that P˜jψ = ψj for ψ ∈ `2(Ω). Let b˜ = (−1)1+jb, then
we apply G1 to obtain
G1◦P˜1[Hj(b)ψ](q) = [G1h11](q)[G1ψ1](q)+
{
G1
[ ∑
R2∈R2,α′∈A2
hα1α2(R1−R2+b˜)ψα2(R2)
]
(q)
}
α1∈A1
.
Here we define G1h11(q) = G1hαα′(q)|α,α′∈A1 . Next we substantially rewrite the second term
on the right-hand side. Recall that the Fourier transform hˆαα′ for α, α
′ in different sheets
satisfies
hαα′(x) =
∫
R2
hˆαα′(ξ)e
−iξ·xdξ.
INCOMMENSURATE HETEROSTRUCTURES IN MOMENTUM SPACE 19
We then have, for each q ∈ R2 and α1 ∈ A1,
G1
[ ∑
R2∈R2,α2∈A2
hα1α2(R1 −R2 + b˜)ψα2(R2)
]
(q)
=
∑
R2∈R2,R1∈R1,α2∈A2
hα1α2(R1 −R2 + b˜)ψα2(R2)e−iq·R1
=
∑
R2∈R2,R1∈R1,α2∈A2
∫
R2
hˆα1α2(ξ)e
−iξ·(R1−R2+b˜)dξ ψα2(R2)e
−iq·R1
=
∑
R1∈R1,α2∈A2
∫
R2
hˆα1α2(ξ)e
−iξ·(R1+b˜)
( ∑
R2∈R2
eiξ·R2ψα2(R2)
)
dξ e−iq·R1
=
∑
α2∈A2
∫
R2
hˆα1α2(ξ)
∑
R1∈R1
ei(−ξ+q)·R1e−iξ·b˜[G2ψ2]α2(ξ) dξ.
We note that
∑
R1∈R1 e
ix·R1 = |Γ∗1|
∑
R∗1∈R∗1 δ(x−R
∗
1) in a distributional sense. We obtain
[GqP1Hj(b)P2ψ]
1
α1(R
∗
2)
= |Γ∗1|−1/2G1
[ ∑
R2∈R2,α2∈A2
hα1α2(R1 −R2 + b˜)ψα2(R2)
]
(q +R∗2)
= |Γ∗1|1/2
∑
α2∈A2,R∗1∈R∗1
e−i(q+R
∗
1+R
∗
2)·b˜hˆα1α2(q +R
∗
1 +R
∗
2)[G2ψ2]α2(q +R∗1)
= |Γ∗1|1/2|Γ∗2|1/2
∑
α2∈A2,R∗1∈R∗1
ei(q+R
∗
1+R
∗
2)·(−1)jbhˆα1α2(q +R
∗
1 +R
∗
2)[Gqψ]α2(R
∗
1)
= |Γ∗1|1/2|Γ∗2|1/2
∑
α2∈A2,R∗1∈R∗1
ei(−1)
jq·b/2eiR
∗
2 ·(−1)jbhˆα1α2(q +R
∗
1 +R
∗
2)
· eiR∗1 ·(−1)jbei(−1)jq·b/2[Gqψ]α2(R∗1).
Therefore we can conclude that
(6.1) P1G
bj
q Hj(b)P2ψ = P1Ĥ(q)G
bj
q P2ψ.
We treat the intralayer interaction analogously:
[GqHj(b)P1ψ]
1
α(R
∗
2)
= |Γ∗1|−1/2G1[
∑
R1∈R1,α′∈A1
hα1α2(R−R′)ψR2α2 ](q +R∗2)
= |Γ∗1|−1/2
∑
α1∈A1
[G1h]α1α2(q +R∗2)[G1ψ1]α2(q +R∗2)
= |Γ∗1|−1/2
∑
α1∈A1
ei(−1)
j(R∗1+q·b/2)[G1h]α1α2(q +R∗2)e−i(−1)
j(R∗1+q·b/2)[G1ψ1]α′(q +R∗2),
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that is,
(6.2) P1G
bj
q Hj(b)P1ψ = P1Ĥ(q)G
bj
q P1ψ.
Combining (6.1) and (6.2), we obtain that
P1G
bj
q Hj(b)ψ = P1Ĥ(q)G
bj
q ψ.
The same argument holds for the second sheet, and thus
Gbjq (Hj(b)ψ) = Ĥ(q)G
bj
q ψ.
This completes the proof of Lemma 2.1.
6.2. Proof of Theorem 2.1. For all g ∈ P, we have
Gbjq (g ◦Hj(b)ψ) = g ◦ Ĥ(q)Gbjq ψ.
This follows trivially from Lemma 2.1. We define eα ∈ `2(Ω), i.e. eαα′(R) = δR0δαα′ .
Additionally we define eˆα ∈ `2(Ω∗) by
eˆαα′(R
∗) = δR∗0δαα′ for R∗α′ ∈ Ω˜,
and note that for α ∈ Ak,
Gqe
α = |Γ∗k|−1/2Iα where Iαα′(R∗) = δαα′ .
We define Φbj : `∞(Ω∗)→ `∞(Ω∗)
[Φbjψ]α(R
∗) = e(−1)
j+kib·R∗ψα(R∗).
Then Gbjq eα = e(−1)
j+kb·q/2ΦbjIα. Next, we recall the Local Density of States (LDoS)
operator [14] for g ∈ P, is given by
(6.3) Dα[H](b, g) := [eα]∗
(
g ◦Hj(b)
)
eα, α ∈ Aj .
Lemma 6.1. Under Assumption 2.1 (incommensurate bilayer) and Assumption 2.2 (lo-
cality of H) we have, for α ∈ Aj and for g ∈ P,
Dα[H](b, g) = −
∫
Γ∗j
[eˆα]∗
(
g ◦ Ĥ(q))ΦbjIαdq.
Proof. We wish to represent the LDoS from (6.3) in terms of Ĥ(q). We let ψ =
(
g ◦
Hj(b)
)
eα ∈ `2(Ω). If α ∈ Aj , then
[eα]∗ψ = −
∫
Γ∗j
[G1ψ](q)dq = |Γ∗j |−1/2[eˆα]∗
∫
Γ∗j
e−(−1)
j+kb·q/2Gbjq ψ,
which we insert into (6.3) to obtain
Dα[H](b, g) = [g ◦Hj(b)]0α,0α = |Γ∗j |−1/2[eˆα]∗
∫
Γ∗j
e−(−1)
j+kb·q/2Φbj
(
g ◦ Ĥ(q))Gbjq eα.
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However, Gbjq eα = e(−1)
j+kb·q/2ΦbjIα, hence
Dα[H](b, g) = −
∫
Γ∗j
[eˆα]∗
(
g ◦ Ĥ(q))ΦbjIαdq,
which is the desired result. 
We can now prove the Theorem 2.1. Using Lemma 6.1 we have
D[H](g) = ν
2∑
j=1
∑
α∈Aj
∫
ΓFj
Dα[H](b, g)db
= ν
2∑
j=1
∑
α∈Aj
−
∫
Γ∗j
[eˆα]∗
(
g ◦ Ĥ(q))(∫
ΓFj
ΦbjIαdb
)
dq
= ν
2∑
j=1
∑
α∈Aj
−
∫
Γ∗j
[eˆα]∗
(
g ◦ Ĥ(q))eˆα|ΓFj |dq
= ν
2∑
j=1
|ΓFj |
∑
α∈Aj
−
∫
Γ∗j
[
g ◦ Ĥ(q)]
0α,0α
dq
= ν∗
2∑
j=1
|Γ∗j |
∑
α∈Aj
−
∫
Γ∗j
[
g ◦ Ĥ(q)]
0α,0α
dq
= ν∗
2∑
j=1
∑
α∈Aj
∫
Γ∗j
[
g ◦ Ĥ(q)]
0α,0α
dq,
which completes the proof of Theorem 2.1.
6.3. Proof of Theorem 3.1. We need to show that, for κ sufficiently small,∣∣D[H](φκ)− D̂r[H](φκ)∣∣ . κ−3e−γr.
We define a sequence {rn}Nn=0 such that rN−1 = r, r0 = 0, rN = ∞, and rn − rn−1 = µθ
for 1 ≤ n < N − 1. Furthermore, we define the regions
Ω∗ ⊃ Ω∗n :=

λj(q +O,rn), n < N,
(Ω∗ \ Ω∗2N−n−1) ∪ P[Ω∗N−1], N ≤ n ≤ 2N − 1,
Ω∗, n = 2N.
The second and third cases, Ω∗n for n ≥ N , are never used in numerical simulations, but
are convenient for the analysis.
Next, we define the mapping JU : Ω
∗ → U for U ⊂ Ω∗ such that
(JUψ)α(R) =
{
ψα(R), Rα ∈ U,
0, otherwise.
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We define the associated projection PU : Ω
∗ → Ω∗ for U ⊂ Ω∗ by
PU = J
∗
UJU .
We let IU : U → U be the identity operator. We then define the following operators:
In : P[Ω∗n]→ P[Ω∗n] In = IP[Ω∗n]
Jn : Ω
∗ → P[Ω∗n] Jn = JP[Ω∗n]
∂Jn : Ω
∗ → P[Ω∗n] \ P[Ω∗n−1] ∂Jn = JP[Ω∗n]\P[Ω∗n−1]
Ĥnm : P[Ω∗m] \ P[Ω∗m−1]→ P[Ω∗n] \ P[Ω∗n−1] Ĥnm = ∂JnĤ(q)∂J∗m
Inn : P[Ω∗n] \ P[Ω∗n−1]→ P[Ω∗n] \ P[Ω∗n−1] Inn = ∂JnI∂J∗n
Jnm : P[Ω∗m]→ P[Ω∗n] Jnm = JnJ∗m
Pn : Ω
∗ → Ω∗ Pn = PP[Ω∗n]
Ĥn : Ω
∗ → Ω∗ Ĥn = PnĤ(q)P ∗n
Ĥ ′n : P[Ω∗n]→ P[Ω∗n] Ĥ ′n = JnĤ(q)J∗n.
We suppress the dependence on , j, and q for notational brevity. It suffices then for us to
show the following bound (n < N):
(6.4)
∥∥∥∥J0[φκ ◦ Ĥ2N − φκ ◦ Ĥn]J∗0∥∥∥∥
2
. κ−1e−γrn .
Note that Ĥ2N = Ĥ(q). To prove (6.4), we first prove the following Lemma:
Lemma 6.2. Let z ∈ C such that |z −  − iκ|  κ, ` < k ≤ n ≤ N , k < N . Then there
exists β0 > 0 such that, if β < β0, then there exists γ
′ > 0 such that
‖Jkn(zIn − Ĥ ′n)−1Jn`‖2 . κ−1e−γ
′k.
Note that γ′ is dependent on β, η, and the decay rate of ĥ.
Proof. We define
Gk` := Jkn(zIn − Ĥn)−1Jn` and
X := {1, · · · , 2N − 1}.
Then, applying the Schur Complement, we have
Gk` = −(zIkk − Ĥkk)−1Ĥk0G0` − (zIkk − Ĥkk)−1Ĥk,2NG2N,`
−
∑
s∈X\{k}
(zIkk − Ĥkk)−1ĤksGs`.
Next, let the operator V : `2(X)→ `2(X) be defined by
Vks := η
−1β‖Ĥks‖2(1− δks).
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We recall Ĥ(q) exhibits exponential decay since hˆq decauys exponentially and d is local.
Hence there exists γ∗ > 0 such that
Vks ≤ βe−γ∗(|k−s|−1)(1− δks).
Let β˜ := eγ
∗
β, then we also have, for k 6= 0 and k 6= 2N ,
‖(zIkk − Ĥkk)−1‖2 ≤ βη−1.
Recall β < 1 is chosen when defining Q(·, ·). We also have that
xs := ‖Gs`‖2 ≤ κ−1.
We therefore have
(6.5) ‖Gk`‖2 ≤ β˜e−γ∗|k|κ−1 + β˜e−γ∗|2N−k|κ−1 +
∑
s∈X\{k}
βη−1‖Ĥks‖2‖Gs`‖2.
Let ψy ∈ `2(X) such that ψys = e−γ˜|s−y|, then (6.5) can be rewritten as
(6.6) xk ≤ κ−1β˜(ψ0k + ψ2Nk ) + (V x)k,
or, expressed as a vector inequality (understood componentwise),
(6.7) x ≤ κ−1β˜(ψ0 + ψ2N ) + V x.
We also have that ‖V ‖2 ≤ β and ‖x‖2 ≤ κ−1. We can then apply (6.7) to itself m-times
to obtain
x ≤ κ−1β˜
m∑
j=0
V j(ψ0 + ψ2N ) + V mx.
Next, we use the exponential localization of V , which gives ‖[(z′ − V )−1]0k‖2 . e−γ0k for
d(z′, [−‖V ‖2, ‖V ‖2]) ∼ α‖V ‖2 for some α < 1 and γ0 < γ∗ (Lemma 2.2 of [4]). We choose
a contour C around [−‖V ‖2, ‖V ‖2] such that d(z′, [−‖V ‖2, ‖V ‖2]) ∼ α‖V ‖2. Then we have
|[V j ]ks| . 1
2pii
∮
C
|z′|j∣∣[(z′ − V )−1]ks∣∣ · |dz′| . αj0e−γ0|k−s|.
Here
α0 = sup
z′∈C
d(z′, [−‖V ‖2, ‖V ‖2]).
This then gives
|
∑
s
[V j ]kse
−γ∗s| . αj0
∑
s≥0
e−γ0|k−s|e−γ
∗s . kαj0e−γ0k,
hence we deduce
xk . κ−1kαm0 e−γ0k + βmκ−1.
Choosing m ∼ k with appropriate balancing constant we obtain
xk . κ−1e−γ
′k,
for some γ′ dependent on η, β, and γ∗, which establishes the desired result. Note that for
β < β0 for some β0 < 1, we can guarantee γ
′ > 0. 
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We define a contour C enclosing the spectrum of Ĥn ∀n such that Im(z) = ±κ on
α[−‖Ĥn‖2, ‖Ĥn‖2] for some α such that κ α− 1 (See Figure 9). Then,
J0[φκ ◦ Ĥ2N − φκ ◦ Ĥn]J∗0
=
1
2pii
J0
∮
C
φκ(z)[(zI − Ĥ2N )−1 − (zI − Ĥn)−1]dzJ∗0
=
1
2pii
J0
∮
C
φκ(z)[(zI − Ĥ2N )−1(Ĥ2N − Ĥn)(zI − Ĥn)−1]dzJ∗0
=
1
2pii
∮
C
φκ(z)[J0(zI − Ĥ2N )−1
∑
0≤k≤2N
J
∗
kJk(Ĥ2N − Ĥn)
∑
0≤s≤2N
J
∗
sJs(zI − Ĥn)−1]dzJ∗0
We pick L > 0 large but small enough such that we have κL < 12(β
−1 − 1). Therefore we
have
‖J0[φκ ◦ Ĥ2N − φκ ◦ Ĥn]J∗0‖2 .
∮
C:|Re(z)−|<Lκ
|φκ(z)|
∑
0≤k≤n<s≤2N
κ−2e−γ
′(k+s)e−γ
∗|k−s|
+ κ−3e−L
2/2.
Hence there exists γ˜′ > 0 such that
‖J0[φκ ◦ Ĥ2N − φκ ◦ Ĥn]J∗0‖2 . κ−3e−γ˜
′n + κ−3e−L
2/2.
We can pick L ∼ n1/2, and so we conclude there is a γ > 0 such that
‖J0[φκ ◦ Ĥ2N − φκ ◦ Ĥn]J∗0‖2 . κ−3e−γr.
This completes the proof of Theorem 3.1.

⇥ k bH(q)k2, k bH(q)k2⇤
Figure 9. Contour enclosing the spectrum of Ĥn ∀n.
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