A computationally efficient and simple alternative platform for the prediction of the domain scale dependence of the dynamic capillary pressure effects, defined in terms of a coefficient named as dynamic coefficient (τ), is developed using an artificial neural network (ANN). The input parameters consist of the phase saturation, media permeability, capillary entry pressure, viscosity ratio, density ratio, temperature, pore size distribution index, porosity and domain volume with corresponding output τ obtained at different domain scales. Different ANN configurations as well as linear and nonlinear multivariate regression models were tested using a number of performance criteria.
dynamic two-phase flow in porous media which is referred to as the dynamic capillary pressure effect (Hassanizadeh et al. ; Mirzaei & Das ) . Khudaida & Das ). Particularly, the studies by Kalaydjian () and Hassanizadeh & Gray () identified the dependence of the P c on saturation (S) and the rate of change of saturation (@S=@t). This is defined as the 'dynamic capillary pressure effect' and it is quantitatively described by a proportionality constant term τ known as the dynamic coefficient. In the last couple of decades, attempts have been made to incorporate this term in the traditional mathematical definition for the two-phase systems as expressed in Equation (1) to account for the difference in the P c -S relationships under the dynamic and static flow conditions P c,dyn À P c,static ¼ Àτ @S @t
where P c,dyn [kg·m À1 ·s À2 ] is the phase pressure difference (P nw ÀP w ) measured under dynamic or non-equilibrium condition, P c,static [kg·m À1 ·s À2 ] is the capillary pressure measured under equilibrium condition, @S=@t [s À1 ] is the rate of saturation change, and τ [kg·m À1 ·s À1 ] is the dynamic coefficient as mentioned earlier. P w and P nw are the pressures of the wetting and non-wetting phases, respectively, at the interface between the two phases.
As explained by Das et al. () , the magnitude of τ relates to how close or far from capillary equilibrium (@S=@t ¼ 0) the two-phase flow system is. However, its magnitude is reported to be dependent on the size of the domain 
Linear and nonlinear regression models
For the purpose of comparisons with the performances of the different ANN configurations, multiple linear (LR) and nonlinear (NLR) regression models were investigated with the aid of MATLAB. Both regression models utilized the entire data set.
The LR was formulated for the nine independent variables against the dependent variable τ as shown in
where b o , …, b 9 are the regression coefficients and χ 1 , :::, χ 9
represent the independent variables. The regression coefficients for the LR were determined using the left division method (Gauss elimination and least square techniques) (Hanspal et al. ) .
For the NLR of the independent variables, polynomials of various orders (Jain & Indurthy ) were used. The regression was implemented using the nonlinear fitting function in MATLAB to determine the vector of fit coefficients (b o , …, b 9 ) in the models listed below
ANN performance testing criteria
The performance of all ANNs were weighed with different statistical evaluations as demonstrated in Hanspal et al.
() using the following statistical analyses.
Sum square error
This describes the total deviation of the predicted values (S cal ) from the target values (S obs )
where N ¼ total number of data points predicted, S obs¼ observed or target values of dynamic coefficient, τ and S cal ¼ predicted or calculated value of dynamic coefficient τ.
Average absolute relative error
This is the average of the relative errors in the prediction of a particular variable and it is expressed as a percentage. Lower values of average absolute relative error (AARE) indicate better model performance. It can be computed as follows:
Nash-Sutcliffe efficiency coefficient (E)
The Nash-Sutcliffe efficiency coefficient is used to describe the accuracy of model outputs in relation to observed data.
A value of E equal to 1 depicts a perfect match between observed data and outputs; therefore, the closer the model efficiency is to unity the more accurate the model. E is computed as follows:
where S obs ¼ average observed dynamic coefficient τ in this work.
Pearson product moment coefficient of correlation (R)
This is a measure of the strength of linear dependence in the relationship between calculated and observed values of a modeled variable. Values of R equal to 1.0 indicate a perfect model. It is computed as follows:
where S cal ¼ average calculated dynamic coefficient τ in this work.
Threshold statistics
The threshold statistic for a level of absolute relative error of x% from a particular model is a measure of consistency in the prediction errors ( Jain & Ormsbee ). The threshold statistic can be computed as follows:
where N x ¼ number of data points predicted for which the average relative error is less than x%. Larger values of threshold statistics (TS) indicate better model performance.
Mean squared errors
MSE measures the average of the squares of the errors between the observed value (S obs ) and the predicted or estimated value (S cal ). For N number of data points or cases, MSE can be obtained by averaging the sum square error (SSE) (see Equation (7))
Prediction of domain scale dependency of τÀS relationships Following the rigorous statistical evaluation of the models developed and described above, prediction of the effect of domain size on the τÀS relationships was performed using the best-performing model. Separate data from independent experiments are predicted separately. To do this, the actual domain volume (V ) of the experiment was increased by 10 or 20% and the corresponding τ was predicted as a function of saturation using the best-performing ANN. (Figure 2(a) ). This is indicated by the reduction in the MSE values and the optimal MSE with validation occurs before the number of epochs reaches 51. In comparison to the behavior of ANN [9-13-15-1], shown in Figure 1(a) , the testing and validation errors are larger in (Figure 1(b) ). This gives indication that ANN [9-13-15-1] may be more reliable than ANN to the target data τ are listed in However, the two-hidden-layer models perform better than the single-hidden-layer models as they have the slope and correlation coefficient closer to 1 than the singlehidden-layer structure. In all, ANN [9-13-15-1] and ANN [9-15-17-1] appear to be leading in performance. However, the criteria listed in the 'ANN performance testing criteria' subsection are further employed in weighing the performance of all the models including the MVR models. In Table 2 , the slope of the regression line obtained from ANN [9-15-17-1] is shown to be slightly greater than 1 (i.e., 1.02). This can be explained to mean slight overprediction of the target data by the model. This is also visible in Figure 2 (b) where the line of fit is slightly above the best line of fit (i.e.,
RESULTS AND DISCUSSION
In contrast, Figure 1 shows that the regression line obtained from ANN [9-13-15-1] lies slightly below the best line of fit (i.e., Y ¼ T ) and hence, the slope is slightly below 1 (i.e., 0.97). Thus, it seems that the ANNs perform better than the LR and NLR models. Among the ANN configurations, ANN
[9-13-15-1] has the least AARE followed by ANN [9-11-13-1].
In Figure 4 , the plots of the SSE similarly show that the SSE is generally higher for LR and NLR models. For the ANN structures, the ANN [9-13-15-1] configuration has the least SSE followed by . Comparison of the model output in relation to the target is described in terms of Nash-Sutcliffe efficiency coefficient (E) depicted in Figure 5 for all the models. Again, it is visible that ANN [9-13-15-1] has the highest efficiency followed by ANN 
Prediction of τÀS relationships
Results of the statistical analyses discussed in the 'ANN configurations' section compare the predicted output of the models to the actual target output (τ). The discussions in this section focus on the comparison of the actual τ À S relationships (target) to that predicted by some selected ANN, which include the best-performing model: ANN
[9-13-15-1]. Figure 7 shows the plot of τ À S relationships using the entire data set in comparison with the prediction by ANN [9-13-15-1]. One can observe that the ANN structure has a good predictive ability of the τ À S relationships at both low and high saturation. Almost the entire τ À S data set are overlaid by the predicted values. In the figure, Judging from the results of the statistical analyses on the prediction of τ as well as the above models' performances on the prediction of τ À S relationships, one can conclude that ANN [9-13-15-1] is the best structure among the models tested in this work. This conclusion is similar to that of Hanspal et al. () . They found that the regression models performed poorly in the prediction of the τ À S relationships and concluded that generally the regression models have much less predictive ability than ANN structures for twophase flow system characteristics. In their work, the display of NLR models seems better than shown in Figure 12 of this work even though similar functions were used. This can be explained by the fact that they utilize only five independent variables in their work as different from the nine used in this work. Therefore, one can infer that the performance of the regression models becomes less reliable as the number of independent variables increases for two-phase flow systems.
Domain scale dependency of τÀS relationships
In the previous analyses and discussions, the structure is shown to be the best-performing network in the Data for the original domain size were obtained from Das & Mirzaei (2012) where the oil viscosity is 200 cSt. Furthermore, using the experimental results by Goel & O'Carroll () , increasing the domain volume shows an increase in the τ À S relationships. This is shown in Figure 14 . The relationship for 10% increases in the domain size lies above the τ À S curve from the original experimental domain size. A 20% increase in the domain size also shows further rise in the τ À S relationships.
Finally, results from our laboratory for a higher viscosity ratio silicone oil-water system (500) were also tested using the ANN [9-13-15-1]. This is shown in Figure 15 . It can be seen from the figure that the τ À S curve rises as the domain size increases. But the rise in this case is rather sluggish, especially at higher water saturation. This can be attributed to the high viscosity ratio (500) Judging from Equation (1), increasing the magnitude of τ implies two things. Provided the value of P c,static remains unaffected by domain scale, then the increase in the value of τ is influenced by increasing value of P c,dyn and/or decreasing value of the @S=@t. Thus, it may be rightly considered that P c,dyn increases as the domain scale increases.
Similarly, it is plausible to consider that @S=@t decreases as the domain scale increases which may be caused by the decreasing pressure gradient as the domain height or size increases. While the simultaneous impact of the changes, using methodology described by Das & Mirzaei (2012) but using an oil viscosity of 500 cSt.
Statistical analyses of the models tested showed that ANN configurations with double hidden layers outperformed those with single layers. Further comparison of the ANNs with LR and NLR models showed that ANNs have better prediction ability of the two-phase flow system characteristics.
Using the best-performing ANN structure (ANN [9-13-15-1]) in this work, the prediction of the domain size dependency for τ À S relationships reveals that the τ À S curve rises as the domain size increases in all the viscosity ratios tested. It was pointed out that the rate of change of saturation plays a more significant role in the domain scale dependency of τ.
Our findings showed the reliability and applicability of the ANN in characterizing and predicting the complex relationships for two-phase flow in porous media. Since the ANN system can be readily accessed and conveniently set up, it offers savings in cost and computational time in comparison to the flow-physics-based simulators.
