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[1] This study quantifies the influence of ionization production mechanisms on ion escape
and transport through near-Mars space. The Mars Test Particle simulation calculates the
detailed ion velocity space distribution through a background magnetic and electric field
model at specific locations. The main objective of this work is to extensively probe the
sources of O+ ion escape relative to the production mechanisms: photoionization, charge
exchange, and electron impact. Seven production methods are explored and compared,
resulting in total production and loss rates differing up to two orders of magnitude.
Photoionization was compared as a function of solar zenith angle and optical shadow.
Charge exchange O+ production was studied with three methods: a constant rate assuming
cold ion collisions, a constant rate proportional to the reaction cross-section and upstream
solar wind bulk velocity, and finally a novel approach proportional to the cross-section and
both the random and bulk velocity. Finally, electron impact ionization was considered as a
constant and as a function of electron temperature. Of these methods, a baseline of the most
physically relevant ion mechanisms was selected. Additionally, energy distributions at
specific spatial locations highlight the individual ion populations in velocity space,
revealing asymmetric and nongyrotropic features due to specific ionization methods.
Analysis of the O+ flux and loss is in agreement with observations and also indicates a
strong polar plume in the northern hemisphere for a given interplanetary magnetic field
orientation. We calculate the total production and escape to be 2.5 1025 and 6.4 1024,
respectively.
Citation: Curry, S. M., M. Liemohn, X. Fang, Y. Ma, and J. Espley (2013), The influence of production mechanisms on
pick-up ion loss at Mars, J. Geophys. Res. Space Physics, 118, 554–569, doi:10.1029/2012JA017665.
1. Introduction
[2] Mars has undergone dynamic atmospheric evolution
over the last billion years, particularly with respect to when
and where water has existed. Geomorphic evidence of liquid
water on the surface suggests that Mars must have had a
much warmer, thicker atmosphere in order to provide the
necessary pressure to sustain water in this state [Squyres
et al., 2004]. That atmosphere has evolved into a much
colder and thinner atmosphere. While some of this water is
frozen on or below the surface of Mars [Carr, 2003], a
portion has escaped to deep space as neutral or charged
particles. Consequently, studying the current atmospheric
production and loss of oxygen and hydrogen addresses the
bigger challenge of how the presence of water has
evolved on Mars. Nonthermal atmospheric loss mechanisms
play a significant role in this area, including pick-up ion
processes [Cravens et al., 2002; Luhmann et al., 2006; Fang
et al., 2008], dissociative recombination of molecular ions
[Lammer and Bauer, 1991; Fox, 1993], and atmospheric
sputtering [Luhmann and Kozyra, 1991; Johnson, 1994].
Thermal loss processes (Jeans and hydrodynamic escape)
and impact erosion [Hunten, 1993] are also important, but
this paper will focus on the nonthermal aspects of pick-up
ion escape.
[3] Because Mars lacks an intrinsic dipole magnetic field,
the solar wind directly interacts with the neutral atmosphere.
Mars possesses an extended hot oxygen and hydrogen
corona, which can be ionized and subsequently accelerated,
or picked up, and swept away by the solar wind flow
[Luhmann and Kozyra, 1991]. The convective electric fields
and interplanetary magnetic fields (IMF) transfer momentum
and energy to the newly created pickup ions, slowing the
solar wind flow around the planet. The processes of pickup
ions and mass loading on Mars represent the complex
interaction between an unmagnetized planet and the solar
wind and are a critical area of research in understanding
atmospheric evolution.
[4] Pick up ions are generated in both the ionosphere and
exosphere in one of three ways. Through photoionization,
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solar radiation ionizes the planetary neutrals. Charge
exchange collisions occur with both solar wind protons
and planetary ions and finally, solar wind electrons impact
and ionize neutrals. These pick-up ions constitute a major
source of nonthermal atmospheric loss on Mars. The most
abundant ion species in the Mars plasma environment are
COþ2 , O
+, H+ and Oþ2 . The approach for this paper focuses
on quantifying O+ loss and the contributing factors to O+
escape in order to better understand the erosion of the
Martian atmosphere. Specifically, this study uses a test par-
ticle approach to examine the relative contribution of differ-
ent production mechanisms for upper atmospheric O+ ions,
which has not been explored in detail.
[5] Measurements from the Phobos 2, Mars Global
Surveyor (MGS), and the Mars Express (MEX) missions
have provided numerous observations of the pickup ion
process and subsequent escape [Lundin et al., 1989;
Rosenbauer et al., 1989; Barabash et al., 1991; Verigin et al.,
1991; Lundin et al., 2004; Dubinin et al., 2006; Fedorov
et al., 2006; Barabash et al., 2007; Lundin et al., 2009].
Barabash et al. [2007] reported escape rates of 1.6 1023 for
solar minimum from the ASPERA-3 ion mass analyzer instru-
ment on board the MEX spacecraft, showing agreement with a
number of modeled results [Ma et al., 2004; Modolo et al.,
2005; Chaufray et al., 2007; Terada et al., 2009; Kallio et al.,
2010; Najib et al., 2011] . Using a different mode of the
MEX ion mass analyzer, Lundin et al. [2009] extended the
energy range of the Barabash et al. [2007] study and
consequently increased the observed loss rate by an order of
magnitude to 2.1 1024.
[6] In addition to observations, various models and obser-
vational studies have also addressed pick up ions in the
broader context of Martian atmospheric evolution. In inves-
tigating the solar wind’s interaction with Mars, simulations
have been extremely useful tools for probing the physics
of this system. Generally, they fall into three categories:
MHD models [Liu et al., 1999; Ma et al., 2004; Harnett
and Winglee, 2006; Jin et al., 2006; Terada et al., 2009;
Najib et al., 2011], hybrid models [Modolo et al., 2005;
Boesswetter et al., 2007; Kallio et al., 2010; Brecht and
Ledvina, 2010; Kallio and Jarvinen, 2012; McKenna et al.,
2012], and test particle simulations [Luhmann and Kozyra,
1991; Kallio and Koskinen, 1999; Cravens et al., 2002;
Luhmann et al., 2006; Fang et al., 2008].
[7] MHD models describe the plasma environment as a
fluid, and therefore are very efficient at self-consistently
solving for the plasma parameters and magnetic field
configuration around a planet. However, they assume a
Maxwellian velocity distribution, and as a consequence, do
not account for pickup ions with extremely large gyroradii
[Liu et al., 1999; Ma et al., 2004; Harnett and Winglee,
2006; Terada et al., 2009; Najib et al., 2011]. Hybrid
models represent the ions as individual particles and the
electrons as a massless charged neutralizing fluid, but can
be computationally taxing. As a consequence, the number
of particles per cell above 300 km is very limited on the
order of 5 to 30 [Brecht and Ledvina, 2006; Modolo et al.,
2005; Boesswetter et al., 2007; Kallio et al., 2010]. It should
be noted that Brecht and Ledvina [2010] used 16–20 parti-
cles per cell in the shock region but launched 10,000 parti-
cles per cell in the ionosphere. While self-consistent models
are important for predicting plasma parameters, test-particle
simulations have the capability to resolve the distribution of
ions in velocity space using billions of particles, which can
reveal features about ion trajectories and subsequent loss.
Because the constraints of a Maxwellian approach are lifted,
there is no averaging of gyroradii or pitch angles, which
proves critical on an unmagnetized planet with gyroradii
on planetary scales [Luhmann and Kozyra, 1991; Kallio
and Koskinen, 1999; Cravens et al., 2002; Luhmann et al.,
2006; Fang et al., 2008; Andersson et al., 2010; Fang
et al., 2010].
[8] A study by Brain et al. [2010] compared seven models
in order to investigate the Mars electromagnetic environ-
ment, including O+ escape rates. Using identical inputs for
the solar wind, neutral atmosphere, ionosphere, IMF, and
EUV, over an order of magnitude difference for the O+ es-
cape rates existed among the models. The strong variations
in the modeled atmospheric escape and the observations
are a critical motivation for probing the factors influencing
how O+ loss is calculated in the Mars space environment.
[9] Given the disparities in O+ loss from observations
and modeling efforts, this paper aims to investigate loss
via the influence of O+ ion production processes: photoioni-
zation, electron impact and charge exchange. Similar studies
include Zhang et al. [1993] and Bauske et al. [1998],
who explored ion production at Mars and Venus respec-
tively but did not examine the influence of ion production
mechanisms on total escape rates or velocity space. While
Li et al. [2011] did explore O+ velocity space using a test
particle model, the objective was the influence of crustal
fields on the spatial and energy distribution of precipitating
pickup ions. Because the MTP can be run with over 109
particles, pickup ion distributions in velocity space are finely
resolved and therefore can be used to describe specific popu-
lations of escaping O+ [Fang et al., 2008]. The MTP simula-
tion is based on the published model of Fang et al. [2008]
and uses background MHD electromagnetic fields from
Ma et al. [2004].
[10] Section 2 discusses the specific inputs and assump-
tions of both the MHD and MTP simulations. Section 3
discusses a comparison of O+ production methods and
proposes a baseline of the most physically representative
methods given the assumptions of the MTP simulation.
Section 4 outlines the results from pickup ion distributions
in velocity space run with over 109 particles, describing
specific populations of escaping O+ and their origins. Sec-
tion 5 examines spatial distributions of escape particularly
in the downtail and polar locations and presents a table of
total production and escape rates for each method. Section
6 discusses the approach and the results along with a review
of the assumptions of the MTP simulation. Finally, Section 7
summarizes and concludes this study.
2. Approach
[11] The Mars Test Particle (MTP) simulation is a test par-
ticle simulation that launches and tracks particles through
the Mars space environment. The propagation of ions is gov-
erned by the Lorentz force [Fang et al., 2008], where the
background magnetic and electric fields that the ions follow
are calculated by a separate MHD model from Ma et al.
[2004]. The simulation follows the test particle trajectories
by solving the Newton-Lorentz equation, obtaining a global
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picture of the angular distributions and energy spectra of
pickup oxygen ions in the Martian plasma environment.
The test particle approach is valid if changes in the densities
and pressure from the test particles are small compared to the
MHD densities used to generate the background electric and
magnetic fields. A cross check of densities throughout the
MTP simulation and MHD simulation show agreement and
while the MTP calculated O+ densities are higher in some
spatial locations, the MTP O+ density is consistent with or
less than the total MHD ion density.
2.1. MHD Model
[12] Because the test particle simulation does not self
consistently calculate the magnetic and convective electric
fields, background fields from the three-dimensional,
multispecies MHD model of Ma et al. [2004] are used.
Omitting the Hall terms, the convective electric field is
calculated by:
E ¼ U B (1)
where U is the bulk flow velocity and B is the magnetic field.
The MHD simulation solves the dimensionless conservative
form of the MHD equations for the field parameters in the
plasma environment around Mars using a sophisticated, sec-
ond-order accurate, numerical scheme [Powell et al., 1999].
The simulation domain begins from a lower boundary in the
ionosphere at 100 km and reaches an outer boundary beyond
the bow shock at 8 RM upstream and 24 RM downstream.
The code uses a spherical grid structure with vertical cell
sizes of 10 km near the planet that logarithmically increases
with radial distance in order to capture the ionospheric pro-
file. By solving for multiple continuity equations and com-
bined single momentum and energy equations, separate
solutions for the mass densities of H+, O+, Oþ2 , and CO
þ
2
are resolved. Combined with a broad chemistry scheme,
the ionospheric profile of Ma et al. [2004] shows strong
agreement with MGS and Viking observations. Note that
the model is able to capture plasma flows around the planet
including ionospheric altitudes.
[13] The parameters used in this study are from Case 1 of
Ma et al. [2004], which corresponds to a solar maximum
condition. The IMF has a value of 3 nT using the Parker spi-
ral structure in the XY plane at an angle of 56 and the solar
wind velocity and density were set at 400 km/s and 4 cm–3.
A critical aspect of the induced magnetosphere at Mars is
the effect of the crustal fields. These regions were first ob-
served [Acuna et al., 1999] by MGS and create a shielding
effect that nonmagnetized planets and moons do not exhibit,
thus changing the dynamics of the atmospheric evolution
and erosion. TheMa et al. [2004] Case 1 simulation includes
the crustal fields by implementing the 60 spherical
harmonic scheme from Arkani-Hamed [2001]and positioned
the strong crustal field region (roughly centered at 180W)
to be facing the Sun. Ma et al. [2004] illustrated that
both the ion densities at high altitudes and the bow shock
location are affected by the presence of the crustal fields.
Fang et al. [2010] further exemplified this by varying the
position of the crustal fields and finding the tailward escape
rates changing by a factor of two (higher in the absence of
crustal fields), consistent with Ma and Nagy [2007].
2.2. Mars Test Particle Simulation
[14] The MTP simulation was originally described in
much detail by Fang et al. [2008]. It is a three-dimensional
Monte Carlo model that randomly assigns the particles’
initial position, energy, and direction. The simulation begins
by launching 4.5 billion particles, 15,000 particles per
source cell, time independently and using a Maxwellian
energy distribution based on the neutral temperature and
isotropic angular distribution. Fang et al. [2008] demon-
strated that while the escape rate converges with only 10
or 100 particles per source cell, the velocity space resolution
requires far more particles per cell (i.e., thousands) in accor-
dance with the central limit theorem—the relative error in
counting statistics is proportional to one over the square root
of the number of counts. For a particle code result, this
places a numerical error value on any calculated quantity.
To achieve density within 10% accuracy, the grid cell
requires 100 particles contributing to this quantity. If the
grid cell only has 10 particles, then the numerical accuracy
is known to only 30%. This error estimate is true in velocity
space as well; to resolve the small-scale features of velocity
space, then each grid cell needs many particles in regions of
interest in velocity space. This is where a test particle simu-
lation is well suited—following a large number of particles
through a given field to better resolve small-scale features.
[15] After the particles are launched, the particles are
considered collisionless due to the inner boundary being
above the Martian exobase, which was estimated to be
220 km altitude during solar maximum conditions and
above the peak of the ionosphere estimated at 140–150 km
[Lichtenegger et al., 2007]. Loss sources due to collisions
of ions with the ambient neutrals are subsequently assumed
to be negligible. Each particle is accelerated by the back-
ground electric and magnetic field and travels until it
reaches the inner boundary of 300 km or the outer boundary
of 3 RM where the positions and trajectories are recorded. A
sophisticated parallelization scheme was developed by Fang
et al. [2008] in order to support the taxing computational
requirements. Each particle carries a weight determined by
the total ion production per cell divided by the total number
of test particles per unit time [Fang et al., 2008]. The trajec-
tory is determined by solving Newton’s equation of motion
where the pick-up ion transport is dictated by the Lorentz
force. It is important to note that the simulation tracks the
full angular distribution of the particles, with no implicit
averaging of the gyration or pitch angle of the particles. When
the particles’ trajectory and velocity are recorded, velocity
space distributions can be constructed by assuming a virtual
detector that observes the angular distribution and energy of
the ions at any specified location within the simulation do-
main. For this study, the virtual detectors have been uniformly
placed around the planet at different radial locations.
[16] The MTP simulation grid is spherical and uses cells
with 5 by 5 resolution and logarithmic grid spacing with
respect to radial distance [Fang et al., 2008]. A Cartesian
coordinate system corresponding to the Mars Solar Orbital
scheme (MSO) is adopted where the system is centered at
Mars and XMSO points toward the Sun, YMSO is aligned with
the dusk direction and ZMSO completes the right hand
system. Because the IMF is a Parker spiral in the ecliptic
plane away from the Sun, the MSO and MSE (where ZMSE
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is aligned with the interplanetary electric field) coordinate
systems are equivalent in this case. The neutral atmosphere
in the simulation is spherically symmetric and constructed
using the parameters from Bougher and Engel [2000] where
H, O, and CO2 dioxide were the main constituents. The
hydrogen densities were based on rates from Fox [2003]
and the temperature-dependent oxygen densities used the
calculations of Kim et al. [1998]. Additional CO2 densities
at solar maximum were based on model results of Bougher
and Engel [2000] and Mariner 6 and 7 observations [Ma
et al., 2004].
3. Ion Production
3.1. Methods
[17] In the equation of motion for the O+ particle trajecto-
ries, singly ionized ions are assumed. The three dominant
ionization mechanisms included in this study are photoioni-
zation of the upper neutral atmosphere, charge exchange
with other ions, and electron impact from solar wind
electrons:
Oþ hv! Oþ þ e (1)
Oþ Hþ ! Oþ þ H Oþ COþ2 ! Oþ þ CO2 (2)
Oþ e ! Oþ þ e þ e (3)
[18] We examine seven different methods for implement-
ing these types of O+ ionization, listed in Table 1 (please
refer to the number in the table for each method in the
descriptions below). These methods were selected in order
to compare approaches used among numerous models in-
cluding (but not limited to) Stebbings et al. [1964], Zhang
et al. [1993], Bauske et al. [1998], Ma et al. [2004], Modolo
et al. [2005], Brecht and Ledvina [2006], Fang et al. [2008],
Kaneda et al. [2009], Terada et al. [2009], Brain et al.
[2010], and Najib et al. [2011]. We consider the assump-
tions of each of these methods in relation to the MTP simu-
lation and will propose the most physically sound methods
for photoionization, charge exchange, and electron impact
as a baseline. In particular, we assess the assumptions of ion-
ization at high altitudes with regard to optical attenuation,
the role of the extended corona interacting with the solar
wind protons, and temperature gradients at low versus high
altitudes. In addition to evaluating ionization approaches
used in other models, we also introduce novel approaches
for photoionization (method 2) and charge exchange
(method 5) in order to capture more realistic physical repre-
sentations of ionization at high altitudes.
[19] For the O+ photoionization rate of production, two
methods are compared. Method (1) of Table 1 defines the
reaction rate as a function of solar zenith angle (SZA) where
the optical depth (t) and attenuation (f1) are determined by
equation (6)
t ¼
X
n
rn zð ÞsnHn
cos SZAð Þ
f1 ¼ e
t
0
if SZA ≤ 90 ðin front of the terminator Þ
if SZA > 90 behind the terminatorð Þ
8><
>:
(4)
where r is the atmospheric density, s is the cross-section
and H is the scale height for nth species used (CO2, O, H).
In the equatorial plane, the attenuation would simply be a
function of altitude in front of the terminator plane (closest
to the Sun) and would include the additional SZA attenua-
tion behind the terminator plane, as seen in Figure 1a. This
method is consistent with Ma et al. [2004], the model that
supplies the background electric and magnetic fields, as well
as many other models. Although this assumption is valid at
lower altitudes, Figure 1a illustrates a sharp production
difference at the terminator plane.
[20] The second method (2) for O+ photoionization in
Table 1 eliminates the solar zenith angle dependence and
uses a constant reaction rate except in the cylindrical
(geometrical) optical shadow behind the planet, as seen in
equation (5). This method eliminates the solar zenith angle
dependence because the simulation has a lower boundary of
300km where the atmosphere is already optically thin, as seen
in Figure 1b. As a point of reference, the optical depth (t) at the
inner boundary 300 km above the surface in the terminator
plane and subsolar point is 6.5 10–3 and 3.2 10–6, respec-
tively. At 3 RM, the corresponding values for t are 4.6 10–4
and 2.3 10–7. As discussed earlier, this is a novel method
and the authors encourage other modelers to assess their
Table 1. Chemical Reaction Rates.
# Method Chemical Reaction Rate Coefficient Reference
1 Photoionization O+ hn!O++ e k1 = (2.73 10 7)f1 Schunk and Nagy [2000]a
2 Photoionization O+ hn!O++ e k2 = (2.73 10 7)f2 Current approachb
3 Charge exchange H++ O!H+O+ k3 = 5.08 10 10 Fox and Sung [2001]c
4 Charge exchange H++ O!H+O+ k4 = vSW 10 15 Stebbings et al. [1964]d
5 Charge exchange H++ O!H+O+ k5 = vtotal 10 15 Current approache
* Charge exchange COþ2 þ O! CO2 þ Oþ k* = 9.60 10 11 Schunk and Nagy [2000]
6 Electron impact O + e!O++ e+ e k6 = 1.29 10 8 Cravens et al. [1987]f
7 Electron impact O + e!O++ e+ e k7 = table lookup Cravens et al. [1987]g
aPhotoionization using solar zenith angle, s–1.
bPhotoionization using an optical shadow, s–1.
cCharge exchange constant used by Ma et al. [2004] (cold H+ + O), cm3 s–1.
dCharge exchange constant used by Stebbings et al. [1964] with bulk velocity (hot H+ + O), cm3s–1.
eCharge exchange using bulk and random velocity (hot H+ + O), cm3 s–1.
fElectron impact using constant temperature of 1.5 105K, cm3 s–1.
gElectron impact using calculated electron temperature per cell, cm3 s–1.
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assumptions of optical attenuation and incorporate photoioniza-
tion using an optical shadow at high altitudes.
f2 ¼ 01
if y2 þ z2 < 1 and x < 0
elsewhere

(5)
[21] The O+ charge exchange production rate is explored with
methods 3, 4, and 5 of Table 1. Note the k* charge exchange rate
is the cold COþ2 production with neutral O but is not being
modified in this study. TheCOþ2 reaction is simply added to each
of the solar wind H+ charge exchange methods (3, 4, 5) when
describing the total charge exchange production or loss. Both
the COþ2 and H
+ densities are provided by the Ma et al. [2004]
simulation, which provides the background electric andmagnetic
fields for the MTP simulation.
[22] Method (3) is consistent with a constant reaction rate
from Ma et al. [2004] (originally described in Fox and Sung
[2001]). This rate describes the interaction of cold ions and
neutrals and does not account for charge exchange in the
extended oxygen corona with the hot solar wind protons.
As seen in Figure 1c, this O+ charge exchange production
rate produces very little O+ beyond 2 RM.
[23] The O+ charge exchange method (4) of Table 1 is a
bulk velocity based constant reaction rate consistent with
Stebbings et al. [1964]. The reaction rate can be described
by multiplying the H+O cross-section by the bulk velocity
as seen in equation (8). Thus, the extended oxygen corona
is ionized as a function of bulk velocity, seen in Figure 1d.
The much higher rate of O+ production is clear at the higher
altitudes of 2 to 3 RM where the hot solar wind protons ion-
ize the corona (hot energetic charge exchange).
k4 ¼ vSW  1015
¼ 4:00 108 cm3 sec1ð Þ (6)
[24] The final charge exchange process, described in
method (5) in Table 1, accounts for the hot solar wind
protons interacting with the oxygen corona as well as the
dissipated energy within the induced magnetosheath. The
neutrals in the corona will experience hot energetic charge
exchange with the solar wind protons, but the velocity of
the solar wind is no longer a constant. Because the bulk
velocity transitions from supersonic to subsonic, energy is
dissipated as the solar wind approaches the planetary
obstacle and is transferred to the particles random velocity.
The reaction rate can now be described by multiplying the
H + O cross-section by the total velocity in each cell,
where the total velocity is the bulk velocity plus the random ve-
locity, as seen in equation (9). This approach has not been pub-
lished in this context and is an important scheme to consider for
future modeling work. The reaction rate is defined as follows:
vrandom ¼
ffiffiffiffiffiffiffiffi
2kTi
m
r
vbulk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U 2x þ U2y þ U2z
q
vtotal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2random þ v2bulk
q
k5 ¼ vtotal  1015 cm2ð Þ
(7)
where it is assumed that Ti=Te from the MHD results.
Figure 1e illustrates the lower O+ production as a result of
Figure 1. The equatorial view of the production rate shows
seven sources of ionization from 300 km to 3 RM in units of
# cm–3 s–1. The production schemes are as follows: (a) pho-
toionization using SZA, (b) photoionization using optical
shadow, (c) charge exchange usingMa et al. [2004] constant
(cold H+ + O), (d) charge exchange constant from Stebbings
et al. [1964] using upstream bulk velocity (hot H+ + O), (e)
charge exchange using bulk and random velocity (hot
H+ + O), (f) electron impact using constant temperature of
1.5 105K, (g) electron impact using electron temperature
calculated per cell. See Figure 2 for a comparison of the low
altitude region for Figures 1f and 1g. The color bar uses a
log scale from 10–8 to 10–2. It should be noted that the empty
regions in are an area of zero production.
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the lower total velocity at the shock and in the wake of the
planet. In the other two methods of charge exchange (3
and 4), the use of a constant reaction rate could overestimate
or underestimate the ionization in certain locations. It should
be noted that additional charge exchange rates from Jin et al.
[2006] are based on Tn= 1000K and fall in between the k3
and k4 constants but were not included in this study.
[25] Finally, the ionization due to the solar wind electron
impact is explored with methods (6) and (7) from Table 1.
Method (6) corresponds to a constant electron impact rate based
on Te=1.5 105K, a rate that other models have assumed and
a value that is reasonable for the solar wind and magnetosheath
regions around Mars. The last electron impact ionization
method (7) uses electron temperature dependence with rates
based on the schema for O+ impact ionization from Cravens
et al. [1987]. Figure 1f illustrates generally higher O+ produc-
tion than in 1 g due to the average electron temperature being
an order of magnitude higher (~106K) except at lower altitudes.
It is critical to compare the electron temperature at low altitudes
because the neutral density is much higher, which drastically
changes the total O+ production.
[26] Figure 2 compares the electron impaction ionization
with and without temperature dependence at 9 P.M. local
time (method 6 and 7 respectively). Figure 2a plots the elec-
tron temperature on the left y-axis in blue and the
corresponding electron impact rate on the right y-axis in
green as a function of altitude. Below 1.4 RM, the simulated
electron temperature drops three orders of magnitude, as
seen by the solid navy line. The corresponding reaction rate,
the green solid line, also drops with electron temperature.
However, using a constant electron temperature creates a
constant reaction rate which grossly overestimates the ioni-
zation at low altitudes as seen by the dashed navy and green
lines respectively. Figure 2b plots the O+ production rate on
the left axis in black and the neutral profile of atomic oxygen
in red on the right as a function of altitude. Because O+ pro-
duction is a product of the neutral density and the reaction
rate (k), two very different scenarios arise below 1.4 RM.
When the constant reaction rate (dashed green line above
in Figure 2a) is applied to the neutral density (solid red line),
the O+ production is six orders of magnitude larger, as seen in
the dashed black line. In the case of the simulated electron tem-
perature, the lower ionization rate (solid green line in Figure 2a)
due to the lower temperature is applied, resulting in lower pro-
duction. Method 7 is much more physically accurate in that the
electron density from the solar wind is not going to be constant
throughout the magnetosheath and will decrease toward the
planet. With fewer electrons, there will be less electron impact
ionization. Subsequently, temperature-dependent electron reac-
tion rates critically affect the total production and loss, which
will be discussed again in the results section.
[27] From the seven methods outlined in Table 1, three
have been selected as a baseline due to their consistency
with the physical assumptions of the MTP simulation. The
ionization methods begin with assessing photoionization as
a function of solar zenith angle (method 1) and optical
shadow (method 2). This study focuses on high altitudes,
above 300 km, where the optical attenuation is negligibly
small so using the photoionization method with just the op-
tical shadow, method (2) is adopted for the baseline. Next,
the charge exchange methods were explored using a con-
stant reaction rate for the cold ions and neutrals consistent
with Ma et al. [2004] (method 3—recall this is the MHD
model, which provides the background electric and magnetic
fields), a rate using the bulk velocity to account for the hot
ions interacting with the corona [Stebbings et al., 1964]
Figure 2. A radial slice at 9 pm local time illustrates the
reaction rates for electron impact ionization with a
constant electron temperature of 1.5 105K and a temperature-
dependent rate (methods 6 and 7, respectively). (a) Radial
profile of the electron temperature (left axis) and reaction rate
(right axis) where the solid navy and green lines represent
the simulated electron temperature and corresponding reaction
rate, respectively. The dotted navy and green lines represent a
constant temperature and corresponding reaction rate respec-
tively. (b) O+ production rates for methods 6 and 7 on the left
axis and the neutral O density in red on the right axis. Below
1.3 RM, note the difference in O
+ production due to the high
neutral O density. The simulated reaction rate, solid black line,
is over five orders of magnitude higher than the constant reac-
tion rate, dashed black line.
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(method 4) and a novel approach using bulk and random
velocity to account for the hot ions interacting with the
corona (method 5). Because the bulk velocity is not repre-
sentative of the total velocity, especially at low altitudes,
the novel method 5 is adopted for the baseline. Finally, the
study compares electron impact ionization with and without
temperature dependence. As discussed in Figure 2, assuming
a constant electron temperature in method 6 grossly overes-
timates the O+ production rate for below 1.4 RM. Subse-
quently temperature-dependent electron impact ionization,
method 7, is adopted for the baseline. The following Results
Section will examine the velocity space from the particles
produced from these baseline ionization methods in order
to probe the physics of ion motion with respect to nonther-
mal atmospheric loss.
4. Results
[28] Figures 3–8 illustrate O+ fluxes from a virtual detector
as a function of energy and production mechanism. The
virtual detectors built into the MTP simulation focus on
three radial directions around Mars: downtail, the northern
pole, and the southern pole. Specifically, the downtail
location is in the equatorial plane directly behind the planet
(180 away from the Sun). The north and south pole loca-
tions are in the terminator plane directly above and below
the planet, respectively. As discussed in the previous
section, the baseline for O+ ionization in the following plots
will include photoionization using an optical shadow, charge
exchange as a function of the total velocity (as seen in
equation (9)), and temperature-dependent electron impact
(methods 2, 5, and 7). The results are for a specific IMF
orientation (away sector Parker spiral) and would largely
be reversed for an opposite IMF, where features in the
northern hemisphere would occur in the southern hemi-
sphere. However, features due to the crustal magnetic field
would not be reversed.
4.1. Downtail
[29] Beginning with the downtail location, Figure 3 is a
logarithmic comparison of flux versus energy in keV in units
of number per cm2 per second per steradian. In Figure 3a,
b
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Figure 3. Three panels illustrate different fluxes as a function of energy at 1.5 and 2.5 RM downtail. (a)
Logarithmic comparison of flux versus energy in keV. (b) and (c) Flux versus energy plot is broken down
into the ionization sources at 1.5 and 2.5 RM downtail.
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the virtual detectors are located at 1.5 and 2.5 RM, as seen by
the black and red lines, respectively.
[30] The higher flux peaks at 1.5 RM, versus 2.5 RM, repre-
sent the more turbulent environment inside of the induced
magnetosheath. Because the IMF is draped around the
planet, the field lines are stretched tailward and a current
sheet is created, which accelerates the ions [see Nagy et al.,
2004, Figure 4.7]. At 1.5 RM in Figure 3a, peaks can be
seen around 4 eV and again between 10 and 100 eV (solid
black line). Figure 3b decomposes the flux at 1.5 RM into the
contributions of the baseline ionization mechanisms. The
first peak at 4 eV is dominated by electron impact (pink line)
while the peaks between 10 to 100 eV are dominated by photo-
ionization (blue line). As seen in Figure 1g, there is local
electron impact production downtail while Figure 1b shows
that there is no photoionization production in the tail region
due to the optical shadow. Thus, any flux from photoioniza-
tion has been transported and reaches medium energies
(the 10 to 100 eV peaks) while the locally produced electron
impact flux has a lower energy peak (4 eV). In Figure 3c at
2.5 RM, there is less flux below 1 keV than at 1.5 RM because
there are less locally produced ions. At> 1 keV, the flux is
higher than at 1.5 RM because ions are transported and accel-
erated downtail.
[31] The simulated downtail fluxes in Figure 3 show
agreement with ASPERA-3 measurements. The simulated
average and peak fluxes integrated over all energies at
1.5 RM are 2.3 106 and 4.4 107 cm2 s–1, respectively.
Barabash et al. [2007] reported average fluxes of O+ in the
downtail plasma sheet region of ~ 2 106 cm2 s–1 and peak
fluxes of 5 107.
[32] While the fluxes at different energies in Figure 3 illus-
trate which ionization mechanisms are dominant, a valuable
aspect of test particle simulations is the ability to resolve
individual ion trajectories. Figure 4 illustrates a modified
velocity space distribution (VSD) as a function of O+ flight
angle in the downtail region. The x-axis uses the azimuthal
angle for the ions’ flight direction. It is measured from the +
X axis in the X-Y plane where 90<j< 270 represents
tailward motion and 0<j< 90 or 270<j< 360
a
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Figure 4. Velocity space distributions from a virtual detector downtail illustrating the contribution of
different ionization source mechanisms and different energy levels at 1.5 RM. Theta is the polar angle
where 0< θ< 90 represents upward velocity and phi is the azimuthal angle where 90<j< 270
represents tailward motion and 0<j< 90 and 270<j< 360 correspond to a sunward motion.
(a) Photoionization, (b) charge exchange, and (c) electron impact. The energy ranges are from 0–10 eV
and 10–100 eV.
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corresponds to a sunward motion. The y-axis uses the polar
angle measured from the + Z axis where 0< θ< 90
represents upward motion and 90< θ< 180 represents
downward motion (see red dashed overlay). The color bar
represents the flux in units of number per cm2 per second
per steradian as seen in the flux versus energy plots.
[33] Figure 4 shows the three ionization sources at 1.5 RM
downtail: (a) photoionization, (b) charge exchange, and (c)
electron impact. The velocity space is integrated over two
energy ranges (low = 0–10 eV, medium = 10–100 eV). As
seen in the Figure 3b energy versus flux plots, electron im-
pact dominates the low energy range with a peak at 4 eV
while photoionization is dominant in the medium energy
range from 20 to 100 eV. Not only does Figure 4 reflect this
but the VSDs show two distinct ion populations: the low en-
ergy range contains an electron impact population moving
upward and sunward (Figure 4c, 0–10 eV) while the medium
energy range has asymmetric filamental structures due to
photoionization moving downward (Figure 4a, 10–100 eV).
At 1.5 RM, the particles are within the magnetotail and are
shielded from the strong convective electric field from the
solar wind and consequently have varying angles due to
the bounce around the strong magnetic field, as seen in both
low and medium ion populations.
4.2. South Pole
[34] In examining flux versus energy at the southern pole
locations in Figure 5, the same pattern for higher fluxes
within the magnetosheath exists. The line plots are much
smoother in the south pole due to the lack of turbulence
along the draped IMF field lines (relative to the tail region)
and the peak flux is about an order of magnitude less than
those fluxes downtail. The ions produced in the south pole
either precipitate back into the atmosphere due to the con-
vective electric field pointing into the planet or accelerate
past the planet and are transported downtail. Figure 5a at
1.5 RM (solid black line) illustrates a strong peak around
80–100 eV, which dominates the energy versus flux signa-
ture, discussed in terms of velocity space further down. A
particular point of interest in Figure 5a is the high energy
“cutoff”; at 1.5 RM (black line), the flux does not exceed
9.5 keV, but only reaches 2.6 keV at 2.5 RM (red line). This
b
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Figure 5. Three panels illustrate different fluxes as a function of energy at 1.5 and 2.5 RM in the south
pole. (a) Logarithmic comparison of flux versus energy in keV. (b) and (c) Flux versus energy plot is bro-
ken down into the ionization sources at 1.5 and 2.5 RM in the south pole.
CURRY ET AL.: INFLUENCE OF ION PRODUCTION AT MARS
562
lower energy cutoff at higher altitudes is due to a shorter ion
trajectory from its place of origin to the detector. Recall from
Figure 1g that electron impaction ionization has relatively
high O+ production in the terminator plane between 1.5
and 2.5 RM. Because the convective electric field points into
the planet (for this IMF configuration), ions produced
between 2.5 RM and the bow shock would not have time to
accelerate before hitting the detector at 2.5 RM. However,
they are accelerated for longer distances to the virtual detec-
tor at 1.5 RM and thus have higher energies (the path length
is larger when integrating E  dl).
[35] Figures 5b and 5c break the ionization sources down
at 1.5 and 2.5 RM. Figure 5b illustrates that below 100 eV
at 1.5 RM photoionization is dominant because the O
+ ions
are locally produced and the detector is no longer in the
optical shadow. Above 100 eV, O+ ions produced from elec-
tron impact in the terminator plane (again, see Figure 1g) are
transported and swept toward the planet due to the convec-
tive electric field. In Figure 5c the detector is placed further
from the planet at 2.5 RM, but in a much higher area of elec-
tron impact production. Here the locally produced electron
impact ions dominate the O+ flux.
[36] Expanding on the Figure 5 dominant peaks, Figure 6
shows VSDs when the detectors are positioned in the
southern pole at 1.5 RM. Figure 6a is photoionization,
Figure 6b is charge exchange, and Figure 6c is electron im-
pact. The velocity space is integrated over two energy ranges
(low= 0–30 eV, high = 30 eV to 10 keV). Figure 6a illus-
trates that photoionization dominates the 0–30 eV energies
with more upward and tailward flux, corresponding to the
2 eV peak from Figure 5b. At the higher energies of 30 eV
to 10 keV, all three sources look similar except in Figure 6c
where the electron impact VSD has higher flux (red filamen-
tal structure at ’= ~ 190 and θ = ~ 90) which corresponds
to the 100 eV peak from Figure 5b. Thus, Figure 6 illustrates
distinct ion populations—low energy photoionization ions
which were locally produced and electron impact ions which
were created at the terminator and accelerated to higher
energies under the planet.
4.3. North Pole: Polar Features
[37] Figure 7 illustrates flux versus energy in the northern
pole location and highlights the northern polar plume, a
phenomenon that has been predicted by numerous models
a
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Figure 6. Velocity space distributions from a virtual detector over the south pole illustrating distinct
populations of O+ at 1.5 RM. (a) Photoionization, (b) charge exchange, and (c) electron impact. The energy
ranges are from 0–30 eV and 30 eV to 10 keV.
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but is yet to be observed [Brecht and Ledvina, 2006; Fang
et al., 2008, 2010; Najib et al., 2011]. The magnitude of
the flux is the lowest here compared to the downtail and
south pole regions but is also the smoothest and depicts a
clear track for ion acceleration. In Figure 7a, the sharp peak
in the 3 to 20 keV range illustrates an O+ polar plume at both
1.5 and 2.5 RM. Figure 7b shows that the polar plume at
1.5 RM is marginally dominated by photoionization. At
2.5 RM, Figure 7c illustrates that the flux is marginally
dominated by electron impact, but clearly all of the ions
regardless of their ionization source have been accelerated
straight upward to high energies.
[38] In Figure 8 , the velocity space signature is shown for
the north pole at 1.5 RM where Figure 8a is photoionization,
Figure 8b is charge exchange, and Figure 8c is electron im-
pact. The velocity space is integrated over two energy ranges
(low= 0–100 eV, high = 100 eV to 25 keV). The low energy
range includes the 2 eV peak seen in the line plots of Figure 7
and represents the locally produced ions. The higher energy
range captures the sharp peak from 1 to 25 keV, displaying a
plume structure moving directly upward, slightly dominated
by photoionization. For this IMF configuration, ions are cre-
ated on the dayside by photoionization, charge exchange and
electron impact and are accelerated relatively evenly directly
above the planet.
5. Escape
[39] Figure 9 illustrates that the spatial distribution of O+
escape through a 3 RM shell. As previously discussed, the
simulation domain uses a coordinate system that corre-
sponds to MSO directions and the escape shown is for an
IMF with an away sector Parker spiral configuration. The
northern and southern hemisphere loss shells are shown for
each baseline ionization source (top and bottom, respec-
tively). Note that the view is from over the north pole for
all of the panels with the Sun to the right. The loss is calcu-
lated by recording a particle as it passes through the 3 RM
spherical boundary and weighting it. As described earlier,
the weight is determined by the total ion production per cell
b
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Figure 7. Three panels illustrate different fluxes as a function of energy at 1.5 and 2.5 RM at the north
pole. (a) Logarithmic comparison of flux versus energy in keV. (b) and (c) Flux versus energy plot is bro-
ken down into the ionization sources at 1.5 and 2.5 RM at the north pole.
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divided by the total number of test particles per unit time
[Fang et al., 2008]. The color bar is a log scale of the flux
in # cm–2 s–1.
[40] The loss shells of O+ from Figure 9 clearly show a
northern polar plume, which is in agreement with particle
traces performed by Fang et al. [2008, 2010]. In the northern
hemispheric loss shell, all three sources have the peak of the
northern polar plume slightly sunward and display a fan of
tailward loss. The northern polar plume is a result of the
background convective electric field with a strong + ZMSO
component. The southern hemisphere displays very little
escape because the O+ ions have been accelerated upward
and tailward by the strong convective electric field. In the tail
regions (–XMSO plane) of Figure 9, loss from photoionization
and charge exchange display two separate fans on each side
of the YMSO =0 plane. However, electron impact ions lost
through the 3 RM shell appear to form one major stream in just
the +YMSO quadrant. These different tails illustrate the asymme-
try that exists in the dawn-dusk direction. As a result of the
Parker spiral, the EB drift from the IMF accelerates the
particles in the –YMSO direction so there would be an expected
increase in loss on the dawn side.
[41] The O+ escape signatures seen in Figure 9 are in
agreement with other modeling efforts and observations.
The dawn-dusk asymmetry has been observed with particle
traces by Fang et al. [2008], hybrid models [Kallio and
Jarvinen, 2012] and observations [Dubinin et al., 2006].
The preferential loss in the northern hemisphere has been
reported by Brecht and Ledvina [2010] who noted in partic-
ular that the crustal fields in the southern hemisphere are
correlated with slower ion pick up as a result of the parallel
electric fields. Additionally, Lundin et al. [2011] found that
the averaged flux flow directions measured from ASPERA-
3 suggested that the crustal fields reduced tailward transport
of O+ and as a consequence reduced escape over the southern
hemisphere. Finally, the northern polar plume has been pre-
dicted in both MHD and hybrid models [Brecht and Ledvina,
2006; Fang et al., 2008, 2010; Najib et al., 2011].
[42] The plots of flux distributions and escape (Figures 3–9)
thus far have presented one O+ production baseline in order to
highlight their influence on ion trajectories. However, the
method of ion production plays a critical role in total escape.
Table 2 presents the production and loss rate contributions for
each method in #/sec. The production rate is the product of
b
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Figure 8. Velocity space distributions from a virtual detector over the north pole illustrating a concen-
trated plume of O+ at 1.5 RM. (a) Photoionization, (b) is charge exchange, and (c) electron impact. The
energy ranges are from 0–100 eV and 100 eV to 25 keV.
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the atmospheric density, the reaction rate and the volume. The
loss rate is the escaping flux integrated over the 3 RM shell, seen
in Figure 9. We define the efficiency as the ratio of the loss rate
to the production rate, illustrating how effectively O+ ions are
produced and retained in the Mars space environment for
each ionization mechanism. High efficiency would correspond
to a higher loss fraction per unit of production, meaning ions
are more likely to escape through the 3 RM shell. Similarly, a
low efficiency ratio would suggest that the ions are less likely
to escape.
[43] Table 2 begins with comparing photoionization using
solar zenith angle dependence (method 1) and photoioniza-
tion using an optical shadow (method 2). Method (1) has
lower production and loss but has a very similar efficiency
ratio as method (2). Ultimately, using photoionization with
an optical shadow (2) produces more O+ ions, but a smaller
percentage are lost outside of the 3 RM shell.
[44] Following, Table 2 compares charge exchange with
three methods: a constant reaction rate consistent with Ma
et al. [2004] based on cold ions and neutrals (method 3), a
bulk velocity based constant reaction rate which is consistent
with Stebbings et al. [1964] (method 4), and finally a novel
method dependent on the bulk and random velocity (method
5). Methods 3, 4, and 5 have more than an order of magni-
tude difference in both production and loss rates based on
their physical assumptions. Method 3 has smaller production
and escape rates due to only accounting for cold ion neutral
collisions and ignoring the hot solar wind ion collisions with
the corona. Method 4 has the largest rates because it overes-
timates the production by assuming the solar wind flow has
the same velocity throughout the simulation. Note that meth-
ods 3 and 4 have similar efficiency ratios which are quite
low; this suggests that the O+ ions produced from these
methods are much less likely to escape from the 3 RM shell.
Method 5 however has production and loss rates in between
methods 3 and 4, but has the highest efficiency ratio of
45.8%. Using this scheme, almost half the O+ ions produced
are likely to escape.
Figure 9. The escape of O+ from the three source regions at the outer boundary shell of 3 RM in the
northern and southern hemisphere with the Sun to the right. The view for both hemispheres is from over
the north pole and the color bar is in units of cm–2 s–1.
Table 2. O+ Production and Loss as a Function of Reaction Rates
(#/s).
# Method Production Rates Escape Rate % Efficiency
1 Photoionizationa 1.2 1025 2.8 1024 23.3
2 Photoionizationb 1.8 1025 3.8 1024 21.1
3 Charge exchangec 6.4 1023 1.0 1023 15.6
4 Charge exchanged 3.5 1025 6.2 1024 17.7
5 Charge exchangee 1.2 1024 5.5 1023 45.8
6 Electron impactf 1.2 1027 1.6 1026 13.3
7 Electron impactg 5.6 1024 2.0 1024 35.7
aPhotoionization using solar zenith angle.
bPhotoionization using an optical shadow.
cCharge exchange constant used by Ma et al. [2004] (cold H+ + O).
dCharge exchange constant used by Stebbings et al. [1964] with upstream
bulk velocity (hot H+ + O).
eCharge exchange using bulk and random velocity (hot H+ + O).
fElectron impact using constant temperature of 1.5 105K.
gElectron impact using calculated electron temperature per cell.
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[45] Finally, Table 2 compares the electron impact with a
constant temperature reaction rate (method 6) and a temper-
ature-dependent reaction rate (method 7). Method (6) yields
the highest rate of production and loss rates by two orders
of magnitude. As discussed in Figure 2, at altitudes below
1.3 RM (< 1000 km), the same reaction rate is applied to
the dense neutral atmosphere which creates an enormous
amount of O+ ions. Due to this large production rate, the
efficiency ratio is the smallest, 13.3%, because most of these
ions are produced at low altitudes and do not get accelerated
away from the planet and are unlikely to escape from the
3 RM shell. The final method, the temperature-dependent
electron impact ionization (7), has a much smaller reaction
rate at the low altitudes, as seen in Figure 2. Consequently,
it has a much smaller O+ production rate. But method 7 also
has a higher efficiency ratio which suggests that ions
produced from an electron temperature-dependent reaction
rate are more likely to escape from the 3 RM shell.
6. Discussion
[46] Numerous simulations have been used to investigate
the subject of nonthermal atmospheric escape in order to
assess the broader context of atmospheric evolution on
Mars. Over an order of magnitude difference in the net O+
loss estimates exist among observations and simulations
[Stebbings et al., 1964; Zhang et al., 1993; Bauske et al.,
1998; Ma et al., 2004; Modolo et al., 2005; Brecht and
Ledvina, 2006; Barabash et al., 2007; Fang et al., 2008;
Kaneda et al., 2009; Terada et al., 2009; Brain et al.,
2010; Lundin et al., 2011; Najib et al., 2011], providing a
strong incentive to probe the assumptions and physics that
influence loss. This study examines the influencing factors
on the escape rate of O+ by comparing ion production
mechanisms and their effect on production, escape and
velocity space in the Mars space environment.
[47] Before discussing the results, a review of the model’s
assumptions, limitations and inputs is valuable. First, it is
important to note that when O+ densities become larger than
the background MHD solar wind density, the plasma pres-
sure balance and species weighted velocity would shift and
consequently the static field assumptions of the MTP, or
any test particle simulation, would no longer be appropriate
due to the lack of self-consistency. As long as the MTP
plasma environment can remain static and collisionless, this
model serves as an excellent tool for probing pickup ion mo-
tion and escape. The MTP finds O+ number densities consis-
tent with the MHD ion density profiles except at the North
Pole where the plume redirects a significant population of
O+. However, even here, the O+ densities are two orders of
magnitude smaller than the solar wind protons and therefore
the test particle assumption is still valid. The MTP O+ veloc-
ities are also consistent with the MHD bulk velocity except
for acceleration of the O+ ions to higher energies focused
in center of the tail. Because the MTP accelerated downtail
ion velocity is in the same direction as the MHD bulk veloc-
ity, both of which are below 50 km/s, there would not be a
significant change in the MHD fields. In addition to the static
field assumptions, the inputs for all of the production and
loss calculations were done for a single realization of solar
EUV and solar wind and IMF conditions. The specific
configuration is with solar maximum conditions, slow solar
wind, and away sector Parker spiral IMF. For example, if
the IMF was reversed (in the toward sector), the northern
polar plume would in fact occur over the southern pole.
[48] Using identical inputs, the section 3 began with asses-
sing each source method and comparing their physical
assumptions against one another, as seen in Table 1 and
illustrated in Figure 1. First, photoionization was compared
as a function of solar zenith angle (method 1) and optical
shadow (method 2), producing similar production and loss
rates. Photoionization using an optical shadow was adopted
as a baseline due to the atmosphere being optically thin in
the simulation space (300 km and above). The three methods
examined for O+ production via charge exchange varied
much more so, spanning over two orders of magnitude.
The rate used by Ma et al. [2004] was derived from Fox
and Sung [2001], which assumed cold ion and neutral
collisions (method 3). The Stebbings et al. [1964] produc-
tion scheme accounted for the hot ion collisions (hot
energetic charge exchange) by using production rates as a
function of the oxygen cross-section and solar wind bulk
velocity (method 4). Finally, this study expanded on the
hot energetic charge exchange approach and used the same
cross section but with the total velocity consisting of the ran-
dom and bulk velocity (method 5), as seen in equation (9).
Method 5 was included in the baseline because it takes into
account the hot ion collisions while incorporating the
changes in solar wind velocity near a planetary obstacle.
The authors stress the novelty of this approach because of
its physically based relevance as well as its influence on
O+ escape. Finally, electron impact ionization was consid-
ered as a constant with Te= 1.5 105K (method 6) and as
function of electron temperature dependence (method 7). As
seen in Figure 2, using a reaction rate with temperature depen-
dence does not overestimate the production at lower altitudes
(< 1000 km), and is therefore adopted into the baseline.
[49] In section 4, virtual detectors were placed at 1.5 and
2.5 RM in three locations in the simulation space: downtail,
the south pole and the north pole. The flux versus energy
plots and VSDs, Figures 3–8 illustrate independent ion
populations at different energies for each baseline produc-
tion mechanism. Downtail, the virtual detector is in the opti-
cal shadow. The lower energy ion populations are indicative
of locally produced electron impact ions while the higher
energies are dominated by transported photoionization ions.
Peak and average fluxes over all energies show agreement
with both Barabash et al. [2007] and Lundin et al. [2011].
In the south pole, the virtual detector is outside of the optical
shadow and locally produced photoionization ions dominate
the low energy ions. At higher energies in the south pole,
electron impact ions dominate because they are transported
from high production in the terminator toward the planet
by the background convective electric field. The northern
pole exhibits a clear polar plume at all altitudes with ener-
gies of 4 keV and higher regardless of the source.
[50] Section 5 illustrates the escape shells at 3 RM for each
baseline production mechanism in Figure 9. Due to the
northern polar plume, there is a preferential northern hemi-
spheric loss for this specific IMF configuration (away sector
Parker spiral). Each of the ionization mechanisms also
exhibit different spatial channels as a result of where the ions
were produced and accelerated. Accordingly, future satellite
missions might further investigate the spatial distribution of
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ion loss for orbital considerations. Finally in Table 2, the
production and loss rates (# s–1) are presented along with
their ratio. Considering only the baseline production
mechanisms (methods 2, 5, and 7), the O+ escape (# sec-1)
is estimated to be 3.8 1024 for photoionization,
5.5 1023 for charge exchange and 2.0 1024 for electron
impact, resulting in a net loss of 6.4 1024.
7. Summary
[51] The MTP model provides a unique and valuable ap-
proach for studying the various physical processes control-
ling O+ ion creation, transport, and loss through near-Mars
space. The resolution provided by over four billion test
particles permits the examination of pick-up ion flux distri-
butions in spatial locations and energy ranges that have not
been examined before. Because the MTP simulation does
not average the gyroradii or pitch angles, it can account for
ions on an unmagnetized planet with gyroradii on planetary
scales.
[52] This study has demonstrated the importance of the ion
production mechanisms and their effect on velocity space
and total O+ ion escape by probing the physical assumptions
of O+ ion creation. In particular we found three unique
results: (1) The use of a photoionization source with an
optical shadow rather than a solar zenith angle dependence
is an appropriate alternative for high altitude ion production.
(2) There are several commonly used constants for the
charge exchange production rate, which either neglect the
hot solar wind ions interacting with the corona or do not
account for the variable velocity as the solar wind
approaches the planetary obstacle. A new charge exchange
cross section has been introduced that is dependent on the
total proton speed (bulk plus random velocity). (3) Because
the electron impact ionization rate is highly dependent on
temperature, a constant electron impact reaction rate drasti-
cally overestimates the low altitude O+ ion production
(<1000 km). Thus, the use of a temperature-dependent rate
is critical to physically model ionization at all altitudes.
[53] The authors encourage MHD, hybrid and test particle
simulations to explore these ionization mechanisms and
stress this study is meant to be an aid for models and simula-
tions in the broader context of examining atmospheric
escape. Future work will include following the trajectories
of additional species, including a source of ionospheric out-
flow, and providing data comparisons with ions in the Mars
plasma environment.
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