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CHAPTER 1. INTRODUCTION 
1.1 Gamma ray astrophysics 
The origin of cosmic rays remains one of the outstanding unsolved problems 
in contemporary physics, even though it has been over 80 years since their discov­
ery by Viktor Hess. Cosmic rays are ionized nuclei that have relativistic energies, 
and impinge on the Earth's atmosphere at a rate of ~ 1000m~^s~^. The highest 
energy cosmic rays are ultra-relativistic and a single particle might carry a macro­
scopic amount of energy. The origin of cosmic rays and the mechanism by which 
they are accelerated to such incredible energies is an intriguing puzzle that is still 
open to question. Over the years the study of the spectrum, chemical composition, 
and isotopic abundances of the cosmic rays have made it fairly clear that the bulk of 
the cosmic rays originate in the galaxy. Though not experimentally established, the 
currently attractive theory for the origin of these cosmic rays is Fermi acceleration in 
supernovae shock waves (see, for example, Axford [6]), which seems to offer a plausi­
ble explanation and agrees with the energetics expected from the rate of supernovae 
outbursts. The study of cosmic rays is an active area of research, and the most up 
to date references probably are to be found in the proceedings of the biennial In­
ternational Cosmic Ray Conference, especially the invited, rapporteur, and highlight 
talks. There are several excellent texts, such as Longair [75], Gaisser [41], Hillas [56], 
Ginzburg [44], Hayakawa [52], Rossi [97], that serve as gentle introductions to the 
subject. 
Gamma ray astronomy started as an outgrowth of cosmic ray physics, and the 
search for cosmic ray sources remains a common rationale for continued advancement 
of this field. Till about the two highest energy decades (10^® eV to 10^° ev), the arrival 
directions of cosmic rays at the Earth are rendered isotropic by the galactic magnetic 
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field. However, gamma rays, being uncharged, do not spiral along the magnetic field 
lines of the galaxy, and hence can be traced back to their source. Therefore, the 
hope was that by investigating the sources and plausible acceleration mechanisms for 
gamma rays, one can hope to glean clues about the origin of at least the galactic 
component of the cosmic rays. Gamma ray astronomy is already addressing crucial 
questions in cosmic ray physics, such as information about the variation of cosmic 
ray composition within the galaxy, and outside it. The search for TeV gamma ray 
emission from shell-type supernovae should, in the near future, restrict models for 
cosmic ray acceleration in supernovae shock fronts. 
The spectrum of gamma rays stretches over more than fifteen decades, from the 
lowest energy of an electron rest mass (~ 5.11 x 10® eV) to the highest observed 
particle energies (~ 10^° eV), and covers a broad range of interaction physics and 
detection techniques. It is convenient to subdivide this huge span of energy into more 
sensible bands, as has been done by Weekes [116, Table 1]. His classification scheme, 
is shown in Table 1.1, which has been adapted from the text of the article. Later in 
Table 1.1: Classification of gamma ray energy bands 
Energy 
range (ev) 
Nomenclature 
5.1 X 10® - 1 X 10^ 
1 X lO'' - 3 X 10^ 
3 X 10^ - 1 X 10^° 
1 X 10^° - 1 X 10" 
1 X 10" - 1 X 10^^ 
1 X 10^^ upwards 
Detection 
technique 
Observation 
platform 
Low/nuclear (LE) 
Medium (ME) 
High (HE) 
Very high (VHE) 
Ultra high (UHE) 
Extremely high (EHE) 
Nal crystal 
Compton telescope 
spark chamber 
air Cherenkov 
air shower array 
air shower array 
satellite 
satellite 
satellite 
mountain 
mountain 
sea level 
this section, I shall describe the current status of the field, with an emphasis on the 
ME to VHE regime. 
1.1.1 Current status 
Recently, with the very successful operation of the satellite-based Compton 
Gamma Ray Observatory (CGRO), gamma ray astronomy is rapidly becoming a 
field of interest in its own right. Fig. 1.2 shows a picture of pointlike sources in the 
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sky, as seen in gamma rays at energies above 100 MeV. The Energetic Gamma Ray 
Experiment Telescope (EGRET) on board CGRO, has completed the first compre­
hensive all-sky survey at energies above 100 MeV. Fig. 1.2 shows a picture of (a) the 
entire sky, as seen in gamma rays above 100 MeV, including both diffuse emission 
eind pointlike sources, and (b) pointlike sources in the sky that exhibit gamma ray 
emission above 100 MeV. 
The highlights of the EGRET observations include 33 active galactic nuclei seen 
with a high significance (and 11 others with lesser significance), five pulsars with emis­
sion above 100 MeV, and several high-latitude unidentified sources often exhibiting 
significant time-variabiUty, high energy gamma ray bursts upto an energy of about 
25 GeV, high energy radiation from the Large Magellanic Cloud (LMC), and gamma 
ray emission from solar flares extending to energies of at least 2 GeV. 
Observations made with the Burst And Transient Source Experiment (BATSE), 
which is also part of the CGRO satellite, have completely upset the previously ac­
cepted paradigm for gamma ray bursts. Fig 1.3 taken from [reference] shows the 
distribution on the sky for 921 bursts observed by BATSE. These show a remarkable 
degree of isotropy and have no correlation with the population of any known galactic 
objects. This, coupled with the fact that the energy distribution of the bursts does 
not exhibit the fall-off that would be expected if one were able to see to the edge 
of the distribution, seems to imply that these bursts originate at cosmological dis­
tances. This conclusion, if valid, leads to fantastic amounts of energies released over 
very short time scales, which is hard to reconcile with known physics. 
The details of the CGRO observations can be found in a host of publications. 
See, for example, Gehrels et al. [43], Fichtelet al. [36], Fishman [37], Bertschet al. [7], 
and Thompson et al. [110]. The sky maps reproduced here were obtained from the 
CGRO online electronic archives. 
An adjunct to the EGRET observations has been the expansion of the cata­
logue of VHE source candidates for ground based observatories, especially of the 
air Cherenkov type that operate at energies just above those of EGRET. Indeed 
the Whipple Observatory has detected VHE gamma ray emission from the blazar, 
Markarian 421 (Mk421) in the EGRET list. Contemporaneous observations of Mk421 
at several different wavelengths have been carried out, involving the Whipple 10-meter 
Figure 1.1: The sky in gamma rays above 100 MeV, as seen by EGRET (second 
phase) . 
Second EGRET Catalog 
E> 100 MeV 
• Active GalatUcNndel • Pulon 
• Unidtnlined EGRET lources • LMC 
Figure 1.2: Pointlike sources detected by EGRET (second phase) 
5 
921 BATSE Gamma-Ray Bursts 
+90 
+160 
-90 
Galactic Coordinates 
Figure 1.3: Distribution in the sky of 921 gamma ray bursts seen by BATSE. 
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telescope, CGRO, the X ray satellite ASCA, and a variety of other instruments (see 
Macomb et al. [77]). In the course of these, the Whipple Observatory detected a 
TeV flare where the flux above 250 GeV increased by nearly an order of magnitude 
from its quiescent levels (see Kerrick et al. [63]). This coincided to within a day of a 
flare at hard X ray energies, observed by ASCA (see Takahashi et al. [108]). Interest­
ingly, there is little to no evidence for variability at other wavelengths, including the 
GeV energies of EGRET. This constrains the models for the emission mechanisms in 
gamma ray blazars, and long term monitoring of time variability can provide impor-
tant clues as to whether the observed gamma ray emission is from hadronic jets or 
from electrons. 
There has been a recent proliferation of air Cherenkov experiments through­
out the world, and several more are in various stages of planning. Some of the 
more interesting experiments that utilize the air Cherenkov technique are, CANGA-
ROO (Collaboration between Australia and Nippon for a Gamma-Ray Observatory 
in the Outback), AGSAT/THEMISTOCLE, and Potchefstroom. Other, higher en­
ergy detectors that record the cascade particles directly include HEGRA, CYGNUS, 
CASA-MIA, and the Tibet air shower array. Notable results include the detection 
of unpulsed VHE radiation from PSR 1706-44 in the Southern hemisphere by a joint 
Japanese-Australian collaboration (see Kifune et. al., [65]). Very recently, a detec­
tion has also been reported by the Whipple Observatory for the object Markarian 
501 (Mk501) that has remarkably similar properties to Mk421, and is also at a low 
redshift (see Quinn et al. [91]). This object has not been detected by CGRO, which is 
an indication of the fact that the sensitivity of the Whipple imaging telescope exceeds 
that of EGRET, for a source with a hard spectrum. 
The VHE energy regime is a largely unexplored window in the electromagnetic 
spectrum and seems to be in a unique position of being able to address several 
important astrophysical questions. These include: 
1. Blazar spectral breaks: Determining the energies at which AGN spectra start 
falling off, and determining whether this cut off is intrinsic to the source or is 
caused by the scattering of the TeV gamma rays off the intergalactic infra-red 
radiation field (IIRF). 
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2. Measurement of the IIRF: To date, the VHE measurements of ~ TeV flux 
from distant AGN's provide the most sensitive upper limit for the flux in a 
wavelength range of 10-12//m, including upper limits from direct experimental 
measurements (see, for example, Biller et al. [15] and other references in that 
paper). There have been other, more radical, propositions to use the infor­
mation from the observed absorption spectrum from distant AGN's and the 
temporal profiles of observed bursts to measure everything from the intergalac-
tic magnetic field to the Hubble parameter, but these will probably have to 
wait for later-generation detectors. 
3. Pulsar spectral breaks: The pulsed flux of gamma rays from pulsars seems to 
disappear somewhere in the range of a few tens of GeV to about 200 GeV. 
Pushing the energy threshold of air Cherenkov telescopes to these levels is 
therefore a matter of great interest at present, and can conceivably be achieved 
by the next generation of Cherenkov telescopes, 
4. Shell-type supernovae: As mentioned earlier in this section, the study of gamma 
ray emission in the VHE regime from shell-type supernovae constrains the mod­
els that predict the generation of low energy cosmic rays in such shock fronts. 
It is likely that in the very near future, air Cherenkov telescopes will be able 
to decide the question of whether these objects are the sources of low energy 
cosmic rays. 
5. X-ray binaries: There have been several controversial reports of detection of 
X-ray binaries at energies ranging from ~ TeV to ~ PeV. Most results rely 
on looking for periodicities observed at lower energies. Detections have been 
claimed for Cygnus X-3, Hercules-Xl, Centaurus X-3, Vela X-1, and the cata­
clysmic variable, Ae Aqr. One observation worth noting is a tantalizing report 
of the detection of an apparent pulsed flux from Hercules X-1, simultaneously 
by three independent groups. The observed period was slightly lower than the 
X ray period. While the question of whether X-ray binaries exhibit VHE (and 
higher energy) gamma ray emission is still decidedly a matter of who one talks 
to; as Cronin [27] notes, it is probably significant that the earlier reports have 
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not been substantiated by more recent ones from newer detectors with a higher 
sensitivity. 
6. Serendipity: As the sky has still to be extensively studied in the VHE region of 
the electromagnetic spectrum, there is the possibility of chance discoveries of 
hitherto unsuspected sources that shine only at these energies. In this respect, 
VHE gamma ray astronomy at this point of time is often compared to the early 
days of X ray astronomy, before its rapid growth. 
In all of these, there is a crucial step that needs to be taken from the simple 
detection of a source, to being able to describe its physical properties and emission 
mechanisms. To my mind, at least, that step is the sign of a maturing field that has 
evolved beyond the initial confusion and can properly be considered to be scientific 
in nature. A reliable method of estimating the spectra of gamma ray sources seen 
with an air Cherenkov telescope is therefore essential, and that is the subject of this 
thesis. 
1.1.2 Guide to this thesis 
This section should be properly subtitled, "How to avoid reading most of this 
thesis." The aim of this thesis is to describe a reliable method of the measurement 
of the spectra of VHE gamma ray sources, and specifically apply it to the Crab 
nebula. Chapter 2 discusses some historical aspects of the Crab supernova remnant, 
and observations of it. Chapter 3 describes the detector, and the technique used to 
detect high energy particles entering the Earth's atmosphere, and can be skipped 
by anyone familiar with the field. Chapter 4 is devoted to describing the procedure 
to be used for spectrum extraction, and is the main thrust of this work. Chapter 5 
deals with checks on the simulations, and Chapter 6 presents the results of applying 
the procedure to various sets of VHE data on the Crab. Finally, Chapter 7 briefly 
discusses the results and outlines possible future strategies that might be adopted in 
this area. 
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CHAPTER 2. THE CRAB NEBULA 
The Crab Nebula has been a perennial favourite of astronomical observers, from 
the ancient times of the original supernova explosion. So much so, that it is often 
remarked, only partly in jest, that modern astronomy can be classified into the study 
of the Crab and the study of everything else. This special treatment owes a lot 
to its status as a unique high energy astrophysical laboratory whose origin is well 
established, and which can be observed over a wide range of wavelengths. 
2.1 Historical observations 
The supernova explosion that resulted in the present day Crab Nebula probably 
occurred in July, 1054 and seems to have been recorded by independent Chinese and 
Japanese observers (see Clark [25] and Mitton [81]), though there is no contempo­
raneous record of it in European or Arabic tracts. Miller [80] has interpreted rock 
paintings of a crescent moon and a circle, found in Northern Arizona as represen­
tations of the Crab supernova explosion^. Since then, other similar paintings have 
been discovered at other places in the Southwest United States, the most famous of 
which is probably the samples from the Mimbres Indian pottery (see Robbins [94]). 
These conclusions for the North American records are still disputed however, as the 
details are often not completely correct, and the American Indians had little tradi­
tion of recording momentuous events, though they did practise astronomy. From the 
Chinese and Japanese accounts, the time of the explosion can be estimated as early 
morning (local time) on the 4th of July, 1054 A. D. The star reached a maximum 
apparent magnitude of about -5, bright enough to be visible in the day time. It 
^At the time of the explosion, the moon as seen from the southwestern part of 
North America would have been a crescent close to the supernova position. 
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dwindled to the threshold of day time visibility—about -3.5 apparent magnitude—in 
approximately three weeks time, and remained visible to the naked eye for a period 
of about 21 months. 
Seven-and-a-half centuries later, the nebulosity in the Crab region was discovered 
by Bevis, and it was later included eis the first object in the famous Messier catalogue. 
Though there was great interest in the nebulae published in the catalogue, not much 
additional information was gathered on the Crab, till the observations made by the 
third Earl of Rosse in 1844. His initial drawings of the nebula probably led to 
the name of the Crab. The first photograph of the Crab was taken with a 20-inch 
reflecting telescope in 1892. The Crab appears as an amorphous distribution of 
hot gas, threaded through by a twisted maze of filamentary structures. The bright 
continuum emission from the Crab comes from the hot gas. Superimposed on top of 
this is the strong emission lines seeming to originate mostly from the filaments. 
In 1948, an Australian group led by J. Bolton [16] discovered four radio sources, 
including one in the Taurus constellation that they labelled Taurus A. They also 
measured the position of this source next year, to an accuracy of about 7 arc-minutes, 
using a crude radio interferometer. This agreed with the optical position of the Crab, 
making it the first non-solar system radio source to be identified with an optical 
object. Alfven and Herlofson suggested in 1950 that cosmic radio sources were due 
to synchrotron emission. The Russian astrophysicist, Shklovsky [104] is credited 
with first associating the continuum emission at visible wavelengths, from the Crab 
nebula with synchrotron radiation by electrons in a magnetic field. This meant that 
the observed light could be expected to be strongly polarized, and this was verified 
by observations made by Dombrovski, Vashakidze, and later Baade. Indeed the 
polarization is so strong that, at specific orientations of the polarizing filter, some 
of the bright parts almost entirely disappear. The Crab has remained of enduring 
observational interest at all wavelengths, and later in this section, I give details of 
some of the relevant observational data. 
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2.2 VHE gamma ray observations 
A survey of VHE observations of the Crab nebula is made in each of the several 
excellent review articles in the field, e. g., Weekes [116, 118], Cronin et al. [27]. The 
Crab has been reliably detected by at least seven groups worldwide, and is the closest 
thing to a standard candle in the field of gamma ray astronomy, as all indications 
are that the flux is steady over a period of several years, and the fluxes inferred by 
the various groups are in fair agreement. Table 2.1, drawn from the above sources 
and from de Jager et al. [29], presents the most significant detections of the Crab 
Nebula. De Jager et al. [29] have produced a synchrotron-self Compton model for 
Table 2.1: Observations of the unpulsed flux from the Crab Nebula. 
Energy Integral Flux Experiment Reference 
(TeV) ( 10-®m-2s-) 
0.2 170 Sandia Akerlof et al. [3] 
0.4 70 Whipple Weekes et al. [119] 
0.6 27 ASGAT Goret et al. [45] 
1.0 15 Whipple Weekes et al. [119] 
2.0 15 HEGRA Krennrich et al. [66] 
2.0 3.5 Themistocle Djannati-Atai et al. [31] 
7.0 0.75 CANGAROO Tanimori et al. [109] 
10 i 0.91 Tibet AS^y Amenomori et al. [5] 
11 0.2 Themistocle Djannati-Atai et al. [31] 
24 i 0.14 AIROBICC Aharonian [2] 
30 i 0.18 Tibet AS-y Amenomori et al. [5] 
39 i 0.066 HEGRA Merck et al. [79] 
70 i 0.045 CYGNUS Alexandreas et al. [4] 
115 i 0.032 CASA-MIA Borione et al. [17] 
the unpulsed flux from the Crab Nebula, that nicely fits the data points in the table 
above. This fit is shown in Fig. 2.1, reproduced from the De Jager et al. [29] paper. 
In this model, the ~ TeV flux originates from the inverse Compton scattering of soft 
photons by a population of shock-accelerated, relativistic electrons that have energies 
to a few PeV. The parameter a in the fit is the ratio of the energy density in the 
1 
The properties of Very High Energy gamma ray sources 
observed using the air Cherenkov technique 
Gora Mohanty 
Major Professor: Dr. D. A. Lewis, Iowa State University 
This work describes the use of Monte Carlo simulations to develop a set of 
gamma ray selection criteria for images of Cherenkov light in air showers, taken 
using the Whipple Gamma Ray Collaboration's 10-meter atmospheric Cherenkov 
detector. These selection criteria are suitable for the extraction of the energy spectra 
of the observed sources, and have been applied to the Crab nebula. I describe the 
method for the spectrum extraction and discuss possible systematic biases in the 
derived spectra, arising from an energy dependence in the telescope triggering, image 
selection, and fluctuations in the observed amount of light. 
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Figure 2.1: De Jager et al. fit to the unpulsed flux from the Crab nebula. 
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magnetic field to the electron energy density. The authors claim that the flux in 
the VHE range should be stable on a timescale of centuries, so that the Crab might 
indeed be the standard candle for gamma ray astronomy. 
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CHAPTER 3. THE IMAGING AIR CHERENKOV TECHNIQUE 
3.1 Overview 
This section discusses the process by which a high-energy particle entering the 
atmosphere initiates a cascade, the production of Cherenkov light in the cascade and 
the instrumentation that allows the detection of the Cherenkov light. 
The atmospheric Cherenkov technique has been the most successful technique 
in the VHE band (0.1 Tev to 10 TeV), and is still currently the only practical choice. 
The fluxes of gamma rays in this energy regime are small enough to make satellite-
borne detectors, with their small collection area, impractical. Also, shower maxima 
in the cascades at these energies occur high up in the atmosphere. The secondary 
particles in the cascade do not survive even to the highest observatory altitudes, and 
thus cannot be detected even by large arrays of particle detectors. 
The air Cherenkov technique, in effect uses the whole atmosphere as a gigantic 
scintillation detector, with the high energy particles being stopped by the atmosphere 
and the actual observation being the Cherenkov light from the secondary particles. 
The principal problem in detecting gamma rays, using the air Cherenkov technique, 
has been the background of air showers created by high energy cosmic rays. These 
outnumber the gamma ray showers from a typical source by a factor of almost a 
thousand to one, and the Cherenkov light from these often closely resembles that 
from gamma ray showers. Thus an efficient technique is required to discriminate 
gamma ray showers from the background. This has been addressed very successfully 
by the imaging air Cherenkov technique discussed later in this chapter. For a general 
review of techniques, see, for example, reviews by Fry [39] and Weekes [116]. More 
recent reviews can be found in Cronin et al. [27] and Weekes [118]. 
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3.2 Extensive air showers 
A high energy cosnaic ray or gamma ray entering the atmosphere with an energy 
greater than about 100 GeV, creates cascade showers containing several thousands of 
secondary particles. Early models for these were proposed independently by Bhabha 
and Heitler [8], and by Carlson and Oppenheimer [20]. Later developments have been 
made by a variety of people, e.g., Rossi and Greisen [96], Rossi [97], Greisen [46, 47], 
Snyder [107], Serber [103], Heisenberg [54], Bhabha and Chakrabarty [9, 10, 11]. 
General reviews of the theory and properties of these extensive air showers (EAS) 
may be found in Rossi and Greisen [96], Rossi [97], Greisen [46, 47], Hayakawa [52]; 
and more recently in Gaisser [41], Halzen [48]. Here I discuss the general properties 
of electromagnetic and hadronic showers. 
3.2.1 Gamma ray showers 
In a simple model for an electromagnetic shower, due to Heitler [53, pg. 232-240], 
the development takes place in steps of a radiation length. The primary gamma ray 
either pair-produces to give rise to an electron-positron pair or undergoes a Compton 
collision. In either case, secondary electrons are produced, that divide the energy of 
the primary gamma between them. These electrons, in turn lose energy by radiation 
(bremsstrahlung), producing more photons, with energy comparable to that in the 
electrons. The photons give rise to new electrons, which again produce more photons. 
A schematic picture of this is shown in Fig. 3.1. At each further step, the number of 
particles increases and their average energy gets smaller. This process continues till 
the average electron energy becomes low enough that ionization losses, from collision 
with air molecules, start dominating the radiation losses. Once that happens, the 
number of particles in the cascade starts decreasing rapidly, and the primary energy 
of the initial gamma ray is eventually dissipated into low energy electrons and ion­
ization losses in the atmosphere. This model ignores other radiative processes with 
smaller cross-sections and completely glosses over the effect of small fluctuations in 
the early stages of a shower, that might have an important effect on the subsequent 
development. For example, if the first interaction of the primary gamma ray happens 
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Figure 3.1: Simple cascade model, A is the electron radiation length. 
to be nuclear, producing hadrons^, the rest of the shower resembles a hadronic, rather 
than an electromagnetic, shower. 
It should be noted that, though the secondary particles tend to be strongly 
beamed in the forward direction due to the large momentum of the primary, they do 
get spread out laterally. This is mainly due to multiple Coulomb scattering of the 
secondary particles, with an occasional large deflection arising from a single scatter. 
Smaller contributions are made by the opening angles for pair production and electron 
bremsstrahlung. Multiple scattering has been treated by several different authors. 
(For a detailed explication and a general review see Scott [101].) The mean square 
angle of scattering, for an electron of rest mass rUe and energy £?, in traversing an 
infinitesimal layer of thickness dt (measured in radiation lengths), is given by; 
= (I)' * 
where. Eg is a quantity with the dimension of energy, and is given by: 
E, = (3-2) 
^ 21 MeV 
with c being the speed of light and a = 1/137, the fine structure constant. For a 
^This, of course, has a very small chance of happening. Gaisser [41, pg. 245] 
estimates the probability as about 0.003. 
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typical 100 MeV electron in a shower, the ionization losses are negligible and the 
energy remains approximately constant; so that Eq. (3.1) can be integrated to give: 
(«'> = (if ' (3-3) 
Roughly speaking, the assumption of constant electron energy holds over one radi­
ation length^. Hence, the root mean squared scattering angle for a typical electron, 
that survives on the average for a distance of one radiation length, is about 12° . 
Besides spreading the particles out laterally, a consequence of multiple scattering is 
that the track length of the relativistic charged particles is increased and they become 
longitudinally confined to a thin disk, often referred to picturesquely as a "swarm" 
of particles. 
Normally, the cascade resulting from a primary gamma ray is almost entirely 
electromagnetic, though there is a muonic component that originates from photonu-
clear interactions and, to a much smaller extent, from direct muon pair-production. 
Similar cascades are also produced by cosmic ray electrons, though at a lower energy. 
3.2.1.1 Cosmic ray showers An air shower inititated by a primary cosmic 
ray has the same basic cascade structure as outlined for an electromagnetic cascade 
(see 3.2.1), but there are some important differences. The cosmic ray initiated air 
shower can be considered to be made up of distinct hadronic, electromagnetic, and 
muonic components. 
Consider the effect of the collision of a high energy cosmic ray proton with an 
atmospheric nucleus. The proton might survive (with reduced energy) and there 
might be a few secondary nucleons produced. The rest of the energy is given to 
other secondary particles, mostly charged pions. Due to the large momentum of the 
primary, all hadrons are beamed along the forward direction. If the charged pions 
have high enough energies, their lifetimes are relativistically time-dilated long enough 
that they interact rather than decaying. The secondary nucleons and charged pions 
continue to multiply in successive steps, until the average energy per particle drops 
radiation length (see, for instance, [97, pg. 220]) is defined as the distance 
over which a particle loses 1/e of its initial energy, e being the base of the natural 
logarithm. For an electron in air, a radiation length is 37.1 g/cm^. 
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below the threshold for pion production (about 1 GeV). This process, where the 
primary energy is distributed into pions, is referred to as pionization (see the classic 
paper by Pal and Peters [84]). 
Neutral pions and eta particles typically decay immediately into gamma rays, 
each of which might initiate an electromagnetic subshower as described above. The 
muonic component arises from the decay of lower energy charged pions and kaons. 
Muons at these energies are highly penetrating as they lose energy only by decay or 
from ionization losses, both of which are negligible at moderately high energies. 
The hadronic component is at the heart of a cosmic ray shower, feeding both the 
electromagnetic and muonic components. Fig. 3.2, based on similar diagrams from 
Longair [75, pg. 149], shows a picture of a shower initiated by, (a) a gamma ray, and, 
(b) a cosmic ray. Though highly stylized, it gives a flavour for the different processes 
taking place in these showers. From the cosmic ray shower diagram, it can be inferred 
that a little over a third of the energy at each hadronic interaction is channeled into 
the electromagnetic cascade. However, as the hadrons usually interact several times, 
most of the primary energy ultimately goes into the electromagnetic part. As the 
electromagnetic cascades develop rapidly, the most numerous particles in a cosmic 
ray shower are electrons and positrons, similar to the case of a gamma ray shower. 
The lateral spread of the shower particles in a cosmic ray shower is greater than 
that for a gamma ray shower, a fact arising from the larger transverse momentum of 
the nuclear secondaries. The relevant quantity here is the ratio of a pion mass to an 
electron mass, m,r/"ie ~ 300. The larger lateral spread and the multi-cored natured 
of a cosmic ray shower is useful in distinguishing it from a gamma ray shower. 
Nuclear primaries can be modelled simply as a collection of individual nucleons, 
with the primary energy partitioned between these. In this superposition model, a 
heavy nuclei shower is considered to be made up of A independent nucleonic showers, 
where A is the mass number for the primary. Hence, showers initiated by heavy nuclei 
are even more scattered than proton showers. This simple model is adequate for 
many purposes. A more accurate picture can be obtained by studying fragmentation 
histories of cosmic rays in nuclear emulsions. 
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Figure 3.2; Schematic cascade picture, (a) Gamma ray shower, (b) Cosmic ray shower. 
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3.2.2 Cherenkov light in air showers 
The Cherenkov effect arises from the coherent response of a dielectric media to a 
relativistic particle passing through it, at a speed exceeding the local phase velocity of 
light. The Cherenkov radiation from secondary particles in the atmospheric cascade 
created by a high energy primary will prove useful in detecting and characterizing 
these showers. This section discusses the origin of the effect and the properties of the 
radiation. 
An interesting historical account of the discovery of the Cherenkov effect can be 
found in Jelley [60, pg. 1]. From this account, Cherenkov radiation was noticed as far 
back as 1910 by Mme. Curie, though it was not till 1937, that a correct theoretical 
explanation was given by Frank and Tamm. About at the same period of time, 
Cherenkov [24] conducted a series of elegant experiments in this area, which matched 
the theoretical predictions very well. According to Jelley, the first proposal to use 
a photomultiplier to detect Cherenkov light was made by Getting [42], and the first 
efficient detection was made by Jelley [59]. 
The Cherenkov radiation from a charged particle moving faster than the local 
phase velocity of light is analogous to the pressure shock wave created by supersonic 
flight. Detailed treatments of Cherenkov radiation can be found, for example, in 
Jelley [60, esp. Ch. 2 and 9], and Jackson [57, Sec. 13.5, pg. 638]. Rather than go 
through the details of the complex derivation I shall just quote their results here^. 
The refractive index of a medium, n (w), can be related to its dielectric constant 
e (w) by: 
(w) = e (w) (3.4) 
In the following calculations, we shall neglect absorption in the medium, so that e (w) 
is real. For a particle of charge ze, travelling at a relativistic speed of yS = u/c in such 
a medium, Jackson gives the energy radiated as Cherenkov light per unit distance 
^The Gaussian system of electromagnetic units is used throughout this work. See 
Jackson [57, Appendix, pg. 811] for a discussion of the various systems of units in 
use and how to convert between them. 
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along the particle track as (see [57, eq. 13.79, pg. 639], and [60, eq. 2.17, pg. 19]): 
d E  { z e f  
dx f U) 1 - 1 /?2e(a;)J du (3.5) /3'e(u)>l 
Thus, the radiation is limited to a frequency band defined by I3'^e(u) > 1. This is 
shown schematically in Fig. 3.3, borrowed from Jackson [57, Fig. 13.6, pg. 639]. The 
e(o)) 
CO. CO 
Figure 3.3; Schematic picture of Cherenkov band (shaded frequency region). 
width of the Cherenkov band is large for ^ 1. However, the frequency band of 
interest is usually defined by other factors such as atmospheric transmittivity, mirror 
reflectivity, and photomultiplier quantum efficiency. Also, the Cherenkov radiation is 
emitted at a characteristic angle that can be derived by a Huygen wavelet construction 
(see, for example, Jelley [60, Fig. 1.2 and Eq. 1.1, pg. 5]). Alternatively, the radiation 
can be considered to be an electromagnetic wave travelling in the direction E x B, 
and the angle can be found by approximating the distant fields by their asymptotic 
forms (see Jackson [57, sec. 13.5, pg. 638]). The Cherenkov angle, 9c, is given by: 
1 
cos0c= o , \  
pn{Lo) (3.6) 
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Typically, the Cherenkov angle in air is of the order of several milli-radians. 
The energy radiated, per unit path length, as Cherenkov light can be estimated 
in a simple model valid for a low density medium. In this model (see Jackson [57, 
sec. 7.5, pg. 284]), the refractive index is approximately given by: 
where, Wp is the plasma frequency, and u>o is the resonant frequency. Substituting 
Eq. (3.7) and Eq. (3.4), in Eq. (3.5), with ~ 1, and evaluating the integral ap­
proximately in its region of validity, the energy radiated, per unit path length, as 
Cherenkov light is given by (compare with Jelley [60, Eq. 2.19, pg. 21]): 
For a typical medium, Wp = 1 x 10^® Hz, LUQ = 6 x 10^® Hz, so that dEjdx for an 
electron is of the order of 15 keV/cm. This is only ~ 0.1 % of the energy loss due 
to ionization, i.e., only a tiny fraction of the primary energy goes into Cherenkov 
radiation in the atmosphere. 
The energy radiated as Cherenkov light can be usefully recast in terms of the 
number of photons emitted in traversing a path length of x. Assuming x is small 
enough that the change in energy of the particle over that distance is negligible, 
Eq. (3.5) gives the number of Cherenkov photons, N radiated over that length, in a 
wavelength band defined by Xmin and Xmaxi as: 
where, a = e^jhc^ is the fine structure constant. Or, from the definition of the 
Cherenkov angle, 6c in Eq. (3.6), the number of photons, is given by: 
N = 2i:ax sin^ 6c (3-10) 
which is the well-known Jelley formula (compare with Jelley [60, Eq. 2.22, pg. 22]). 
To summarize, Cherenkov light in the atmospheric cascades initiated by high 
energy particles, originates mainly from the secondary electrons that are themselves 
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moving at relativistic speeds. The light is emitted at a small angle relative to the 
particle track. However, the particles themselves may be scattered out to large angles 
from the shower axis, by multiple scattering. Thus it is possible to detect Cherenkov 
light in atmospheric cascades even at large angles. The Cherenkov angle and the light 
intensity increase with both ^ and the refractive index, n. As a relativistic particle 
gets deeper in the atmosphere it sees a higher refractive index. However, the particle 
is also losing energy, so that /3 is decreasing. It is possible to estimate the threshold 
energy for Cherenkov light emission and the maximum Cherenkov angle (see, for 
example, Jelley [60, sec. 9.3, pg. 218]). The refractive index of the atmosphere is 
very nearly unity, so that it is convenient to write it as, n = 1 + ?/, where rj is small. 
At the threshold for Cherenkov light emission, ^(1+7/) = 1. Thus, for r/ < 1, the 
threshold energy, Emim (including the particle rest mass energy, mo(?) is given by: 
Emin — Kmin ^0^ 
where, 7 = (1 — is the relativistic gamma factor. Similarly, using the fact 
that Oc •< 1, and ?; C 1, both sides of Eq. (3.6) can be expanded in a power-series, 
to give: 
= (3.12) 
which provides an estimate for the maximum value of the Cherenkov angle as: 
(«.)».. - A (3-13) 
At an altitude of 8 km^, the maximum Cherenkov angle is 0.9° and the energy thresh­
old for an electron is 33 MeV. 
3.2.3 Differences in gamma ray and cosmic showers 
A discussion of the difference between gamma ray and cosmic ray showers can 
be found, for example, in Hillas [55]. Here, I limit myself to describing a few of the 
most significant differences. 
^This is the average position of shower maximum for a shower initiated by a 1 
TeV gamma ray 
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From the discussions in the previous sections, cosmic ray showers differ from 
gamma ray showers in having a hadronic and muonic component in addition to the 
electromagnetic component. It is difficult to detect the hadronic component owing to 
its small lateral extent compared to the spread in the shower particles. The muons 
are highly penetrating, and are the most obvious difference between the showers. 
However, they are produced high up in the atmosphere, and thus, their number 
distribution at observatory level is broader, making them difficult to detect without 
a large-area detector. Also, they make up a relatively small fraction of the particles 
in a hadronic shower, so that they are not very well suited for the efficient rejection 
of hadronic showers. 
Cosmic ray showers penetrate deeper into the atmosphere, on the average, than 
gamma showers. As the cosmic ray showers get closer to the detector, it is to be ex­
pected that more of the ultraviolet light from these showers will survive atmospheric 
attenuation. Thus the proportion of ultraviolet light in the image might be used as a 
discriminant (see [23] for an example of this). Other possibilities discussed by Hillas 
include timing of the Cherenkov photons with a resolution of the order of a nanosec­
ond (local Cherenkov light from prompt muons in the cosmic ray showers arrives 
before the light from the cascade particles), and measurement of the polarization of 
the Cherenkov photons. 
Undoubtedly, the most successful technique in distinguishing between gamma 
ray showers and hadronic showers at gamma primary energies of about a TeV, has 
been the imaging of the Cherenkov light. A low resolution image of the shower can 
be made using an array of photomultiplier tubes to detect the Cherenkov light. A 
schematic picture of such an atmospheric Cherenkov telescope ®, with a small field 
of view, is shown in Fig. 3.4. The Cherenkov light is emitted along a small cone 
about the shower axis. Typically, the shower core is at a large distance from the 
detector, so that the intersection of the narrow field of view with the Cherenkov 
cone yields an elliptical image in the focal plane of the detector. Because of the 
smaller transverse momentum in an electromagnetic cascade, the light from gamma 
ray showers tends to be more concentrated than that from proton showers. This 
® An example of such a detector is the 10-meter detector of the Whipple Observa­
tory, discussed in the next section. 
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Figure 3.4: Schematic representation of the operation of an air Cherenkov telescope. 
translates to narrower images for the gamma ray showers (for examples of simulated 
images, see 3.3.7). Also, the gamma rays originate from a point source at which the 
telescope is directed, while the cosmic ray showers do not have a preferred arrival 
direction. Hence, the axes of gamma ray images tend to point towards the centre of 
the field of view (the source position), though this is somewhat distorted by noise 
in the images. Even with the present crude imaging techniques, it is possible to 
reject over 99.9 % of the background showers, while still retaining over a third of 
the gamma-ray-like showers, and there are indications that the difference between 
gamma ray and cosmic ray images actually increases with energy. 
Fig. 3.5 shows simulated showers initiated by, (a) a 0.35 TeV shower and, (b) a 1 
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Tev proton. The particle tracks® in the cascade are shown for all particles above the 
Cherenkov threshold. Fig. 3.6 shows the Cherenkov photons from the same showers 
(without night-sky noise) in the focal plane of a detector with the approximate char­
acteristics of the Whipple 10-meter are shown. The model detector is located 75 m 
from the shower core. The plot illustrates the general idea that gamma ray showers 
are more concentrated, and the corresponding images are narrower, as compared to 
cosmic ray showers. 
3.2.4 Design considerations for an air Cherenkov telescope 
Consider the magnitude of the problem of using the imaging air Cherenkov 
technique to identify VHE gamma rays from a point source (a discussion of this can 
be found in Weekes [116, sec. 2.2, pg. 13]). Firstly, the site for a Cherenkov telescope 
should be at high altitude in order to get closer to the position of shower maximum 
for the cascades. Also, it must have a dry climate, as observations of Cherenkov light 
from air showers is possible only under clear, moonless conditions. Even at the best 
of locations, the duty cycle for observation is only a little over 10 %. 
Next, the Cherenkov light from the atmospheric cascades must be picked out 
from the background of the night-sky light. Fluctuations in the night-sky brightness 
normally overshadow the Cherenkov light flashes—that is why these flashes are not 
visible to the naked eye. In order to register the Cherenkov light flash, the integration 
time of the detector must be tuned to the duration of the light flash. This is of the 
order of a few nanoseconds, and thus both a detector with a fast response, and high­
speed electronics are required. While high quality mirrors are not required^, a large 
reflector that collects as much light as possible, is desirable. 
The field of view of the detector is defined by the angular extent of the shower 
light. It should be noted that the centroid of the image moves outwards in the 
detector field of view with an increase in the impact radius. Thus, a larger angular 
field of view improves the collection area of the telescope, but at the price of accepting 
®For clarity, the lateral scale is expanded, each track is indicated by only a few 
points. 
'^The smallest scale structure in the Cherenkov light image is expected to be of 
the order of 0.1° , which is crude by the standards of optical telescopes. 
27 
(a) 0.35 TeV Gamma (a) 1.00 TeV Proton 
I I I I I I I I I j I I M I M I I I I M I M 
V 
I I I I I I I I 
-1000 -500 0 500 1000 
X position (m) 
-1000 -500 0 500 1000 
X position (m) 
Figure 3.5: Particle cascade in the atmosphere 
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Figure 3.6: Cherenkov light pool in the focal plane 
more night-sky light. The detector should have good angular resolution if imaging 
is to be used as an efficient means of rejecting the huge background of Cherenkov 
light from cosmic ray showers. Finally, it should be kept in mind that the spectrum 
of the Cherenkov light is biased to the ultraviolet end of the spectrum®, so that the 
detector must have significant response at these low wavelengths. 
A further dimension is added to the problem if one wishes to measure the energy 
spectrum of the observed gamma ray sources. As only a tiny fraction of the primary 
energy is actually emitted as Cherenkov light, reconstructing an input spectrum 
from the observed images is a difficult proposition. Also, typically an air Cherenkov 
detector has a small field of view so that only part of the light is seen. 
The reason that it is feasible to get even a rough estimate of the primary energy, 
is that the amount of Cherenkov light seen in a shower is closely related to the total 
numbers and track lengths of the secondary charged particles. This in turn depends 
®Refer to Eq. (3.10), which shows that the Cherenkov emission spectrum scales as 
1/A^. Though this is somewhat distorted by atmospheric absorption, the observed 
Cherenkov light is still predominantly in the near ultraviolet. 
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directly on the primary energy, so that the amount of Cherenkov light observed is 
an indirect measure of the primary energy. Other factors that help are the strong 
forward beaming of the secondary particles due to the large initial momentum of the 
primary, and the small temporal extent of the cascade which allows reduction of the 
night-sky background, by tuning the detector integration time to the duration of the 
fleish. 
The energy resolution is still poor, however, as fluctuations in the cascade pro­
cess, particularly in the early stages, greatly alter the number of relativistic particles 
at shower maximum. This is somewhat mitigated by the depth of the atmosphere, 
which is about 20 electron radiation lengths deep at the Whipple Observatory alti­
tude, and hence tends to smooth out fluctuations in the cascade process. Thus, not 
only does the atmosphere act as the scintillation detector for this technique, it also 
serves as the calorimeter! 
3.3 The Whipple 10-meter detector 
The Whipple Gamma-Ray Collaboration is made up of members from five U. S. 
institutions and three overseas universities. The U. S. institutions are, the Smith­
sonian Astrophysical Laboratory, Iowa State University, University of Michigan, 
and Purdue University. The overseas universities are University College, Dublin; 
St. Patrick's College, Maynooth; and University of Leeds. It came into existence 
in the early eighties, when gamma ray astronomy was at a very early stage of de­
velopment; with inconsistent results from different detectors, and signals that were 
often at wide variance with expectations. The Whipple Collaboration has been one 
of the pioneers in this field. A testimonial to this can be seen in the recent worldwide 
interest in imaging air Cherenkov detectors that are designed on the Whipple model. 
The Whipple Observatory is located at Mt. Hopkins in Southern Arizona, ap­
proximately fifty miles from Tucson. The main instruments located at this site are 
the 10-meter and the ll-meter (which is actually only about 8.5 m in diameter) tele­
scopes, This work analyzes only data taken with the 10-meter, so that I shall restrict 
myself to describing only that instrument. The 11-meter is similar in many ways to 
the 10-meter, the basic difference being that it has a parabolic shape and incorpo­
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rates time-to-digital converters (TDCs) in the electronics, so that the arrival times 
of the Cherenkov photons in different channels can be timed with resolution of the 
order of a few nanoseconds (see Schubnell [100]). Fig. 3.7 shows pictures of the two 
telescopes. The following description of the telescope hardware draws considerably 
from Lang [69]. 
The 10-meter detector has gone through several incarnations since its construc­
tion in 1968. Very early observations with it are described in Weekes et. al. [115]. 
The imaging era with the 10-meter began in 1982 with the installation of a prototype 
19-pixel camera designed at Dublin (see Fegan et. al. [35] and Clear et. al. [26]). 
This was upgraded to a 37-pixel camera in late 1983, with the custom built elec­
tronics being replaced by CAMAC units in 1986 (see Reynolds [93]). In May 1988, 
the 37-pixel camera was replaced by the so-called high resolution camera (HRC), 
with 109 elements and a smaller pixel size in the inner portion. In the spring of 
1992, the 11-meter was successfully deployed and work was started on a link between 
the two telescopes that would allow stereoscopic imaging of a source (see Schubnell 
et. al. [100]). Very recently, the data acquisition system has been completely re­
vamped (see Rose et. al. [95]), with an upgrade in both hardware and software. It 
is now possible to operate each telescope independently or in a joint stereo-viewing 
mode. Here, I shall discuss only data taken in between 1988 and 1992, with the 109-
pixel high resolution camera. Minor instrument modifications, such as repositioning 
of the tubes in the camera, will be made note of where appropriate. 
3.3.1 Optics 
The 10-meter reflector consists of a 248 spherical facets mounted in a hexagonal 
pattern on a spherical steel framework with a radius of curvature of 7.3 m. The 
overall spherical bowl has an opening diameter of about 10 m. The plate scale, 
i.e., the linear displacement in the focal plane per unit angular displacement relative 
to the optic axis, is thus 12.8 cm/degree and the reflector is a f/0.7 system. Each 
individual mirror has a radius of curvature of 14.6 m, and is aligned to a common 
focus at the centre of curvature of the framework, i.e., at a distance of 7.3 m from 
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32 
the reflector. The mirrors are front-aluminized with a sihcon dioxide overcoating®. 
The unusual design of the reflector is based on the solar concentrator proposed 
by Davies et. al. [28], later adapted for astronomical purposes by Hanbury-Brown [50, 
51]. The details of the optics of such a telescope have been investigated at length by 
Lewis [70, 72]. Lewis notes the advantages of such a design as being; 
1. all facets are identical and interchangeable, making fabrication, replacement 
and alignment easier. 
2. the structure is rigid and compact, a point worth considering as the telescope 
moves through a wide range of elevations, and is exposed to windy conditions. 
3. spherical aberration is eliminated for rays along the optic axis without the need 
for a parabolic structure. Also, though this was not a design criterion for Davies 
et. al., Lewis has demonstrated that off-axis aberrations are also reduced. 
A disadvantage of the Davies design is that, owing to the overall spherical shape, the 
light rays reflected from the outer mirrors can arrive at the focal plane six nanoseconds 
before the rays from the central mirrors. This is sufficient to make the reflector 
unsuitable for investigating differences in the temporal profile of gamma ray and 
cosmic ray showers. Also, an integration time longer than the intrinsic spread of the 
Cherenkov light pulse is needed, thereby introducing additional night-sky noise that 
degrades the image. 
For on-axis rays, the dominant form of aberration is the astigmatism of the 
individual facets. This arises from the fact that rays which do not strike a facet 
mirror exactly at its centre, form two line foci—a sagittal focus and a tangential 
one—with a disk of minimum confusion taken to be halfway between them. For 
the outer mirrors, the plane of the disk of minimum confusion is also significantly 
different from the overall image focal plane (plane of the PMT array), so that its size 
on the image plane is increased by the projection. Lewis calculates the size of this 
®These are the 1988 mirrors that used the Liberty mirror coating, spec. 150. The 
present mirrors, circa 1993, are coated in-house with anodized aluminium, using a 
procedure developed by the Fly's Eye group. The new coating has an enhanced 
ultraviolet response, and is more durable. 
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disk of least confusion to be 4.4 cm (0.34° ) for the outermost ring of mirrors, and 
negligibly small for the inner rings. 
For ofF-axis light rays, there is a "global" form of aberration that arises from the 
overall shape of the reflector. The reader is referred to the Lewis paper [72, sec. 3] 
for a detailed description of this aberration, which causes the light from a point 
source to be spread into a double (cometary) ring on the focal plane. The size of the 
cometary circle increases rapidly as the source is moved more and more ofF-axis and 
the global aberration soon dominates the image shape. Other classical aberrations, 
like spherical aberration, coma etc. are of the same order as alignment errors in 
mounting the mirrors and can be lumped together as contributing an additional 
random error, distributed as a Gaussian with a width of 1.3 cm (0.1° ). 
Lewis [72, Fig. 2] has demonstrated that the measured point spread function of 
the 10-meter reflector, for both on-axis, and off-axis sources can be fit by a raytracing 
program that includes both individual and global aberrations and a Monte Carlo 
estimate of the other errors modelled as a Gaussian distributed random variable, as 
described above. The calculated curve is normalized to match the intensity of the 
highest data point, but there are no other free parameters. For the on-axis source, 
the measured values of the full width at half-maximum (FWHM), and the root mean 
squared (RMS) width are 0.12° and 0.05° , respectively. For the 1.25° off-axis source, 
the FWHM is comparable at 0.14° , but the RMS width of 0.13° is significantly larger. 
Also, of interest is the light concentration efficiency of the telescope. Again 
Lewis [72, Fig. 5] shows the fraction of light included inside a disk with diameter 
given by the abscissa of the plot. Three cases are shown, where the point source 
is, (a) on the optic axis, (b) displaced 0.5° from the optic axis, and (c) displaced 
1.5° from the axis. He demonstrates that a parabolic mirror gives slightly better 
light concentration capabilities for an on-axis source, and slightly worse capabilities 
for an off-axis source. 
To summarize, the point spread function is small enough (~ 1.3 cm) to warrant 
the use of small photomultiplier tubes^°. The reflector design eliminates spherical 
aberration, and reduces off-axis aberrations as compared to a parabolic mirror. A 
^°As described in the next section, the inner tubes have an active area of diameter 
2.9 cm (0.22° ). 
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consequence of the global aberrations to be noted is that for off-axis rays, common 
in the Cherenkov light from atmospheric cascades, it tends to make all images point 
towards the centre. As the "pointing" of the images is characteristic for gamma ray 
showers from a point source at the centre of the field of view, this hampers somewhat 
the discrimination of the gamma showers from the background. 
3.3.2 The photomultiplier tube array 
The actual detector of Cherenkov light flashes is located in the focal plane of the 
reflector, and consists of a hexagonal close packed array of 109 photomultiplier tubes 
(PMTs). The use of photomultiplier tubes date back to experimental research done 
in the early thirties, and they are still unparalleled in their sensitivity at detecting 
electromagnetic radiation. 
Fig. 3.8 is a schematic picture of the arrangement of the PMT array, showing 
the PMT numbering scheme. The drawing is to scale, with the diameter of the tube 
representing the sensitive area of the tube rather than its physical size. Each of the 91 
inner tubes has a sensitive photocathode diameter of 2.9 cm , which corresponds to a 
field of view of 0.22° . This is well matched to the reflector aberrations, discussed in 
the previous section on optics. These PMTs are Hamamtsu R1398, UV glass tubes, 
which were chosen for their fast response, enhanced ultraviolet quantum efficiency^ ^  
and, large sensitive area relative to the tube size. The outermost ring of the camera 
consists of 18 large PMTs, each with a photocathode diameter of 4.3 cm (0.34° ). 
The larger size of the tubes in this ring corresponds to the larger off-axis aberrations. 
These tubes are of type RCA 6342/IV and have been reused from the old 37-pixel 
camera. Commercial bases are used for the PMTs and the tubes themselves have 
electrostatic and magnetic shields. The signal from each tube is carried through ~ 
50 m of RG58 coaxial cable to the data acquisition electronics located in the control 
room. 
In addition to the numbering, the PMTs are also commonly classified by the 
^^From the discussion in sec. 3.2.3, the collection of more UV light might appear 
to be a disadvantage as it would favour the detection of cosmic ray showers that have 
a larger fraction of UV light. However, for an imaging detector, the gain in image 
characterization by collecting more light outweighs this disadvantage. 
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Figure 3.8: Positions of the PMTs in the focal plane. 
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concentric ring that they are located in. The innermost tube is called zone 0, and the 
rest of the rings are labelled zones 1 through 6, with zone 6 being the outermost ring 
of 18 large PMTs. The current from each tube is constantly monitored by a display 
pattern of light-emitting diodes (LEDs), arranged in the same manner as the PMTs. 
If the current in a PMT exceeds a preset threshold (usually, about 40 ^amps), the 
corresponding LED changes colour from green to red. This alerts the operator, who 
can turn off the high voltage to that PMT, thereby removing it from the imaging 
array. This monitoring system also allows for an approximate check on pointing— 
when the telescope is pointed at the guide star for a source, the star should illuminate 
the innermost PMT, and the corresponding LED should flash red. Further, it alerts 
the observer to bright stars in the field of view of the detector and gives a crude idea 
of sky brightness conditions. In more recent versions of the camera, this system is 
supplemented with a more sophisticated monitoring module that is integrated with 
the data acquisition system, and allows recording of PMT currents as well as of singles 
rates in each individual chajinel. The camera field of view is also monitored with a 
video camera mounted beneath the focus box. The video camera has been replaced 
subsequently by a small charged coupled detector (CCD) imaging system that keeps 
track of the four brightest stars in the field of view at any given time, and thus can 
be used to cross-check pointing accuracy. 
The relative gains of the PMTs are regularly recorded for each night of obser­
vation. This is done by illuminating the entire camera with the spatially uniform 
and intense light from a pulsed "Optitron" nitrogen arc lamp mounted at the centre 
of the reflector, facing the camera. Roughly once in each dark observation period, 
the high voltages supplied to the PMTs is also adjusted to get uniform relative gains 
across the camera face. 
3.3.3 Data acquisition electronics 
The data acquisition system is responsible for recording the data with the desired 
degree of accuracy. It has to first determine whether a triggering event has occurred, 
and if so, it has to record all relevant instrument parameters for that type of event. 
The event arrival times must be recorded to an accuracy and precision that allows 
for the Fourier analysis of sources that are suspected to be periodic. The system is 
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built around commercial CAMAC modules, with several custom made devices. A 
number of electronic logic standards including ECL, fast NIM and TTL are used in 
the system. The CAMAC system is interfaced to a Digital Equipment Corporation 
LSI 11/73 computer which stores the data on hard disk, after performing several 
online quality checks. The data is copied to magnetic tape nightly, for archival and 
distribution to the other institutions in the collaboration. I emphasize again that 
this discussion pertains to the system for the 10-meter detector that was in use prior 
to 1995. 
Fig. 3.9 is a simplified block diagram showing the essential parts of the data 
acquisition system, that is reproduced from Lang [69, Fig. 4.4, pg. 82]. The PMT 
signals from the camera are fed into the control room via RG58 coaxial cables. The 
signals are then amplified by a bank of LeCroy 612A amplifiers, which consists of 10 
units, each unit having 12 channels. Besides the 109 PMT channels, the extra 11 
channels have been used in the past for a variety of independent triggering mecha­
nisms (see, for example Lang [69, sec. 4.5, pg. 84]). Each channel has two AC-coupled 
outputs and a DC-coupled output. The DC-coupled output is used to run the LED 
display that monitors the PMT currents. One of the AC-coupled outputs goes to 
a LeCroy 4413 CAMAC discriminator which is used to define the trigger logic that 
determines whether a Cherenkov light trigger has occurred. The other AC-coupled 
output is fed through a 60 ns delay cable to a LeCroy 2249A analog-to-digital con­
verter (ADC), which integrates the PMT pulse. The delay cable ensures that the 
system has sufficient time to recognize the presence of a trigger and still record the 
the 109 pixel values. 
Several triggering modes have been used for the detector in the past. For this 
work, I shall consider only the specific Cherenkov event trigger mode that is defined 
by at least two of the inner PMTs exceeding a preset discriminator threshold. For 
the 1988-89 observing season, the preset threshold approximately corresponds to 50 
counts registered by the ADC converter. (Sec. 3.4 describes how this and other 
numbers might be determined from the data.) The number of tubes, TV, required out 
of the inner 91 in order for the Cherenkov trigger condition to met can be adjusted 
in the hardware. The analog outputs of the 91 "channel discriminators" for the inner 
91 tubes are daisy-chained together to form a pulse proportional to the number of 
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Figure 3.9: Block diagram of 1988-89 data acquisition system 
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discriminators which have fired, i.e., the pulse height is proportional to the total 
number of channels in which the signal has exceeded the preset threshold. This 
pulse is then sent to the "overall trigger discriminator" that determines whether 
the number of channels that have fired is sufficient to meet the Cherenkov trigger 
condition. The output from the overall trigger discriminator is then used to open 
the ADC gates and record the signal in each channel. Besides Cherenkov triggers, a 
variety of other triggers have also been used. These include triggering modes that are 
used to record other events of interest and artificial triggers for routine instrument 
monitoring events. These trigger sources include: 
1. an artificial trigger for the "sky pedestals" that record the ADC channels with 
the high voltages for the PMTs switched on, and the telescope pointed at the 
sky. This serves as a measure of the fluctuations in the night-sky brightness. 
2. an artificial trigger for the "normal pedestals" that record the ADC values with 
the PMT high voltages off, and thus measure electronic noise and pedestal jitter 
in each channel. 
3. a trigger for the nitrogen arc lamp that is turned on once a night, prior to 
observation, and is used to calibrate the relative tube gains. 
4. a trigger for timing pulses, which inject timing markers into the data stream 
approximately once a minute. 
5. a trigger from a 12-element particle detector array located around the 10-meter 
reflector position. 
6. at times, a dedicated muon telescope has been mounted along the axis of the 
10-meter, and a trigger for this has been included. 
7. for the 1989-90 observing season, an independent triggering system derived 
from single PMTs viewing 1.5 meter diameter mirrors that are mounted on the 
side arms of the 10-meter reflector. 
The origin of a system trigger is determined by a custom built event encoder that 
assigns a code to each type of event. The event encoder output is then fed to a priority 
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interrupt register that generates an interrupt for the data-acquisition computer. The 
computer then reads the event codes, the time and, for a Cherenkov trigger, also the 
109 ADC values for each channel. 
The ADCs have a gate width of 25 ns. This is of long duration compared to 
the 3-5 ns time of the Cherenkov light flash and is needed to encompass the ~ 6 
ns spread introduced by the spherical reflector, the variations in PMT transit times, 
and the pulse widening introduced by the 50 m runs of cables from the focus box to 
the control room. 
The absolute event timings are obtained by introducing timing events into the 
data stream, approximately once every minute. These include times from three inde­
pendent clocks. A Sulzer sidereal clock is used for the sidereal time (ST), a WWVB-
based clock for the universal time (UT) accurate to 0.5 ms, and a portable atomic 
(rubidium) clock to cross-check the UT time. The UT markers from the rubidium 
clock are offset by 30 s from the WWVB-based clock. Also, it is calibrated regularly 
by physically taking it to the Fort Huacacha Army Base, which maintains absolute 
UT time to an accuracy of 1 lis. The use of three clocks reduces systematic timing 
errors. Besides the absolute time recorded every minute, each event is also assigned 
a relative time. This is derived by counting clock ticks from a 1 MHz clock and a 1 
Hz clock, with latching scalers of type LeCroy 4434. The 1 MHz clock comes from a 
portable atomic clock, and is divided by 10® to give a synchronous 1 Hz clock. The 
scalers have 24-bit resolution so that the 1 MHz scaler overflows every 16.777216 s. 
These overflows are kept track of by the 1 Hz scalers. The scalers are run continu­
ously, and can be read through the CAMAC crate controller into the data-acquisition 
computer. Recently, the timing system has been updated to include a global posi­
tioning system (GPS) clock good to an absolute time of ~ 1 fis, and an oscillator 
and TDCs that interpolate relative times to an accuracy of several ns. 
The telescope tracking system runs on an Apple II microcomputer running a 
FORTH environment. The microcomputer uses an internal UT clock to continuously 
compute the current position of the source being tracked, and accordingly adjusts 
the azimuth and elevation of the reflector. The UT tracking clock is regularly cross­
checked against the WWVB-based clock to guard against tracking errors. The 8-
bit digital shaft encoders are used to calculate telescope position with a resolution 
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of 0.04° . Tracking errors are usually within 0.1° , cumulative over azimuth and 
elevation, unless, of course, the source is in transit and has an apparent motion too 
rapid for the telescope to keep up with. 
3.3.4 System performance 
The usual Cherenkov trigger for the lO-meter telescope is defined as at least two 
of the inner 91 PMTS exceeding a preset threshold within the duration of a coinci­
dence window of 10 ns width. The preset discriminator threshold level is fixed just 
above the point of intersection of the night-sky noise spectrum with the Cherenkov 
light spectrum from background cosmic ray showers. A typical spectral curve is 
shown in Fig. 3.10, with the selected trigger threshold as indicated. This setting re­
duces false triggers from night-sky brightness fluctuations. The main source of false 
triggers in the 10-meter detector is from charged particles, mostly muons, in cosmic 
ray cascades that pass through the PMT array, producing Cherenkov light in the 
glass of the PMT window. The flux of local muons is dependent on the zenith angle 
and peaks at a zenith angle of about 30° (see, for example, Gaisser [41, sec. 6.3.5, 
pg. 81]. Thus, the number of false triggers arising from these can be expected to 
increase with zenith angle. The rate of such triggers can be measured by operating 
the 10-meter with an opaque lid on the camera. Lang [69] quotes the number of such 
triggers as 15 per minute at a zenith angle of 0° , increasing to 35 per minute at a 
zenith angle of 60° . These false triggers are easily rejected by software cuts as the 
signals appear in just two of the PMTs. The rate of false coincidences, R, due to 
random fluctuations, from a n-fold trigger obtained from a system of m PMTs, can 
be obtained from the following formula, modified from Janossy [58]: 
where, k is the singles rate in each PMT, and AT is the width of the coincidence 
window. For the 10-meter system, with m = 91, n = 2, A = 1 Hz, and AT = 10 ns, 
there is a false coincidence once every 6.8 hours, on the average, which is a completely 
negligible rate. 
R 
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Figure 3.10: Bias curve for telescope hardware trigger 
The gate width of the ADCs is set at 25 ns. However, the dead time of the 
system is dominated by other factors—it takes 2 ms to read out the ADCs and 20 
ms for the computer to write an event to the core memory buffer. The 10-meter is 
typically operated at event rates of 4-8 Hz, so that the dead time can be neglected^^. 
For a discussion of the detector noise parameters, see Kwok [67, esp. Appdx. A3, 
pg. 156], Cawley [21, 22], and Lewis [71]. This is also further discussed in the context 
of the 1988-89 Crab database in Sec. 3.4.2.2. The noise in the system originates from 
three different sources; 
^^The new data acquisition system has much smaller dead times and can be oper­
ated at event rates of upto 50 Hz! 
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1. Night-sky noise: This arises from fluctuations in the night-sky brightness. This 
can be measured from the standard deviations in the sky-pedestals, where the 
telescope is ajtificially triggered while pointed at the sky. This is measured to 
be about 3.0 digital counts for the 2.9 cm inner tubes, and slightly smaller for 
the outer tubes, which in general have lower high voltages applied in order to 
make the camera response uniform across its face. 
2. Signal noise: This is caused by the fluctuations of the signal inside the PMT. 
3. Electronic noise: This is due to pedestal jitter and other sources of noise in the 
channel. It can be measured from the pedestal variances with the high voltages 
to the PMTs turned off. This is found to be about 1.1 digital counts and is 
small in comparison to the other factors. 
3.3.5 Observing modes 
The 10-meter telescope is operated mainly in two diflFerent modes, each suited 
to a different type of observation. These are described below: 
1. ON/OFF mode: In this mode, the detector tracks the "ON" (source) region for 
a given length of time, usually for 28 sidereal minutes. Then, in an intervening 
2 minutes, the reflector is slewed back to a background region that corresponds 
to the same part of the sky, in both elevation and azimuth, that was covered by 
the source. This "OFF" region is tracked for the same amount of time. This 
is suited for the analysis of time-invariant excess (often referred to in the field 
as DC excess) from a steady source. In this mode, the duty cycle, however, is 
less than 50 %. In this work, all the data relating to spectrum estimation for a 
source is taken in this mode. 
Sometimes, more time is spent in the ON region than in the OFF region. In 
this case, the significance of the DC excess must be calculated carefully (see Li 
et.al. [74] for a discussion of how to estimate the significance correctly). In rare 
cases of monitoring a well-established source, all the time is spent in tracking 
the source, with zero OFF source time. Here, the background is estimated by 
extrapolating from those parts of the ON source distributions that are believed 
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to originate from background showers, e.g., the region of the "alpha plot" at 
values of alpha greater than about 15° (see the discussion on current status in 
Weekes [118]). Similar methods are also followed by different outside groups, 
for example, Tanimori et al. [109], Kifune et al. [65] 
2. Tracking mode: The source is tracked continuously for periods of one to two 
hours at a time. In this mode, it is difficult to estimate the background in 
order to calculate a DC excess. This is suitable for studying a source suspected 
of episodic and/or periodic emission of VHE gamma rays. For episodic bursts 
of sufficient strength, the detection can be noted in an increase of count rates 
over a short time scale as compared to the count rate averaged over a long time 
period in which the source is mostly inactive. For periodic sources, a signal is 
detected by a periodicity search based on event arrival times. 
3.3.6 Processing of the telescope data 
The data from the Whipple Observatory is distributed to all of the member 
institutions, via the Internet. Each institution analyzes the data using independent 
analysis programs^®. 
At Iowa State University (ISU), the data analysis is done on the departmental 
workstations that are part of the campus-wide Project Vincent computer system. 
The data is archived on magnetic tape and longer duration magneto-optical disks. 
The analysis routines are mostly written in C, by Mark Smucker, David Lewis and 
myself. As it is a completely independent system from that of the Smithsonian 
Institution's local group at Tucson, Arizona it serves as an independent check of the 
data reduction and analysis. There are small differences in the two analysis packages, 
e.g., we have chosen to eliminate in software, tubes that have abnormal-looking gains 
or gain variances. A careful cross-check was done between the two packages, with 
these differences temporarily removed, and they were in perfect agreement. 
^^This might change in the near future as the collaboration moves to higher data 
rates, and a unified data reduction and analysis package 
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3.3.6.1 The data stream The data, as downloaded from Tucson, is in com­
pressed binary format, with the filename indicating the source and the run number. 
At ISU, it is converted to ASCII at the first step, aad all subsequent processing is 
done with ASCII files. This has the advantage that one does not have to worry 
about differences in binary representations while transferring from one computer sys­
tem to another. Also, the data can be manipulated at each stage by standard UNIX 
programs and shell scripts. 
Fig. 3.11 shows a flowchart summarizing the data processing steps at ISU. Each 
intermediate ASCII file consists of records, one per line, that are labelled by the first 
field. These are described in greater detail below: 
1. Conversion to ASCII: The raw binary data files are denoted by a .dat suffix 
for the filename, e.g., cr0702.dat, which would be run number 702 on the Crab 
(code CR). These binary files are processed to yield ASCII files, with names 
where the .dat suffix is replaced by a .gnt suffix. Each record in a .gnt file has 
one line per 10-meter event. The first field is a label for the event type, e.g., 
lOMGAINS for a nitrogen gains record. The rest of the fields are, in order, the 
run number, calendar date, event code, two independent clock readings that 
give the universal time for the event, and the number of PMTs in the camera 
at that time. The remainder of the record is the list of relevant readings from 
the PMT array, e.g., for each Cherenkov trigger event there are 120 values of 
the ADC counts registered in each channel. The .gnt file includes the header 
comments, a pedestal record (including pedestal means and variances), a gains 
record (with gains and gain variances), UT and sidereal minute markers, and 
injected sky pedestals (where these have been included in the telescope data 
stream). Thus, it is complete in itself and can be processed independent of any 
other files. 
2. Noise reduction: The .gnt files are then passed through a noise reduction fil­
ter to give "cleaned" xln files. The noise reduction program has switches for 
the type of input being processed (10-meter data/ll-meter data/Monte Carlo 
simulations), and the type of cleaning desired (simple thresholding vs. the Ak-
erlof morphological cleaning procedure). Details of the cleaning algorithm are 
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Figure 3.11: Flowchart for the data processing at 
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described in sec. 3.3.6.3. 
3. Image parameterization: The last step in the process is the parameterization 
of the cleaned images. This calculates moments for the image based on the 
tube positions and counts in each channel. These are calculated to the third 
moment, though we usually make use of only the first and second moments, 
plus the zeroth moment (total number of ADC counts in the cleaned image). 
The final output for each event is a record containing the list of the relevant 
Hillas parameters (and for the Monte Carlo simulations, an energy and a im­
pact radius). See 3.3.6.4 for more details about the moments calculation and 
parameterization. Appendix B describes the Hillas parameters. The filenames 
have the .cln suffix replaced by .par. 
The data is archived in both compressed binary and .gnt format. To save disk space, 
the files are often processed in a shell script that pipes the output through the various 
steps without actually saving the intermediate files. The final .par files are usually 
small enough to be stored on the computer's hard disk. The processing is fast enough 
that, if needed, each archived file can be easily reprocessed. 
3.3.6.2 Flat-fielding of the camera The high voltages applied to the PMTs 
are adjusted at the beginning of each dark observation period in order to ensure that 
the gains^^ are roughly equal for all PMTs. "Flat fielding" makes the camera response 
uniform across its face by removing the effects of small differences in the absolute 
gains between the various PMTs. This is done by looking at the events recorded each 
night with the nitrogen arc lamp. 
The flashes from the nitrogen arc lamp are passed through a diffuser before they 
reach the PMT array, so that the illumination is uniform across the camera face. 
Biller [13] has done preliminary investigations of this and finds a good degree of 
uniformity in the light from the nitrogen arc lamp, at the camera face. These are 
^^It should be noted that what I refer to as "gains" here, and elsewhere in this 
work are actually the inverse gains for the PMT, i.e., in order to flat field the camera 
the PMT counts must be multiplied by this number, rather than being divided by 
it. This slightly complicates the calculation of the variances for the gain, but this 
nomenclature is in line with prior usage in the collaboration. 
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of sufficient intensity to trigger the telescope (indeed, additional dead time must be 
introduce into the electronics to avoid overflowing data acquisition buffers that would 
cause a system crash), and have a duration of 2 ns to 10 ns. About 500 such events 
are recorded in order to have adequate statistics. After pedestal subtraction, the 
mean signal in each tube compared to the average mean over all tubes, is a measure 
of its relative gain. This relative gain factor is then used to renormalize the ADC 
counts for that PMT channel, thereby removing the effects of the small differences 
in gain. An alternative method of calculating relative gains, that gives comparable 
results, is to examine the pulse height spectra for all the tubes. 
3.3.6.3 Noise reduction techniques The images of Cherenkov light ob­
tained with the 10-meter are corrupted by the noise from various components, as 
described in sec. 3.3.4. This noise contamination degrades the image and causes a 
distortion in the calculated Hillas parameters. Thus, a good noise reduction technique 
is essential to recover the actual image characteristics. 
Early noise reduction techniques involved a simple threshold, usually about 10 
digital counts. Any tube with a value less than this threshold was removed from the 
image. A slightly better approach is to use a bilevel threshold that reflects the lateral 
distribution of the light in gamma ray showers. However, this still does not take into 
account the differences in the amount of noise present in different PMTs. Also, the 
use of an absolute threshold for all tubes implies that changes in the reflectivity of the 
mirror and in tube characteristics with aging is not compensated for. These problems 
are addressed by the so-called Akerlof morphological cleaning procedure (see [89, 88]). 
This processes each event in two passes through the data, after pedestal subtraction. 
The first pass identifies "image tubes," which have a signal greater than a preset 
"picture threshold." The second pass adds "boundary tubes" to the image. These 
are adjacent to an image tube and have a signal greater than a lower "boundary 
threshold." The values of the picture and boundary thresholds are optimized to 
supercuts and the 1988-89 Crab database, and are set at, respectively, 4.25 and 2.25 
times the pedestal standard deviation for the tube. 
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3.3.6.4 Moments and image characterization The final step after gain 
renormalization, pedestal subtraction and noise cleaning is to calculate the moments, 
and from these, the relevant Hillas parameters for the image. The moments are 
based on the ADC counts in each selected channel and the tube coordinates in the 
detector focal plane. Only first and second order moments axe required for the Hillas 
parameters used in supercuts, and extended supercuts. Other image parameters such 
as "asymmetry" also use the third order moments. 
The zeroth order moment is simply the total of the ADC counts for all PMTs 
included in the image. In qualitative terms, the first order moment describes the im­
age position in the focal plane, while the second order moment has information about 
the extent of the image. The third order moment can be looked upon as describing 
variations in the overall shape of the image in the focal plane. The definitions of the 
Hillas parameters and a geometrical interpretation can be found in Appendix B. 
3.3.7 Examples of images from the data 
Fig. 3.12, and Fig. 3.13 show examples of the data processing for the telescope, 
at various stages: (a) the raw data, which consists of the ADC counts registered in 
each tube for a triggering event, (b) the counts after pedestal subtraction and gain 
renormalization, (c) the counts after application of the Akerlof cleaning algorithm, 
and (d) the geometrical interpretation of the parameterized image (in this final step, 
the image has been shown rotated to the positive x-axis, as after parameterization 
the actual position of the image on the camera face, is no longer known). Fig. 3.12 
is an example of an image that would be accepted as a gamma ray shower, while 
Fig. 3.13 is clearly a background shower and would be rejected. 
3.4 Estimation of detector properties 
Any method of extracting a spectrum must address the difficult question of the 
calibration of the detector. There is no VHE gamma ray source that is well estab­
lished enough to act as a "standard candle," independent of simulations. Because of 
the overwhelming background of cosmic ray showers, it is not currently feasible to 
experimentally determine characteristics of gamma ray showers. Hence, the problem 
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Figure 3.12: Images at various stages of the data processing for a gamma ray like 
image. 
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ray image. 
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of detector calibration is usually handled by Monte Carlo simulations of both gamma 
ray and cosmic ray showers. This means that the detector parameters that are used 
in the Monte Carlo simulations must be obtained from the data or explicitly mea­
sured. Parameters such as night-sky noise, hardware trigger threshold can be directly 
inferred from the data. Other parameters, such as mirror reflectivity, photoelectron 
to digital count conversion factor cannot be calculated from the data, and were of­
ten not routinely measured. For these, we have taken the approach of starting out 
with relatively well known values for the 1988-89 Crab database, and using the back­
ground cosmic ray rates to scale to other observational epochs. Other approaches to 
the detector calibration, using muon rings in the data, have been discussed by Jiang 
et. al. [61]. Biller [14] has compared various calibration methods applied to January 
1995 data and derived results that agree within the error bars. I shall compare some 
of our scaled numbers with his results, and show them to be in agreement. 
I shall start by giving the values of the detector parameters used for the 1988-
89 database, including how they are derived. Then I shall show an example of the 
parameter scaling to other epochs. Final values used for each observing season are 
given in the data analysis chapter (see 6.1). There are other input parameters to the 
simulations that model, for example the pressure-density scaling in the atmosphere 
and the atmospheric absorption for Cherenkov light. These are usually derived from 
standard texts and are described in the section on simulations (see sec. 4.2). 
3.4.1 1988-89 parameters 
3.4.1.1 Discriminator trigger thresholds The hardware trigger threshold 
is determined by the setting of the trigger discriminator. This is a voltage threshold 
that must be exceeded by at least two of the inner 91 tubes, and roughly corresponds 
to a reading of 50 ADC counts. However, because of variations in the shape of the 
PMT pulse, and its timing relative to the ADC gate, there is some amount of jitter 
in this value. An example of this is shown in Fig. 3.14, which shows the distribution 
of ADC counts in the two tubes registering the highest number of counts, for all 
triggering events in the Crab 1988-89 database. Fig. 3.14(a) shows the full range of 
the ADC counts for the two highest tubes, while Fig. 3.14(b) is restricted to the low 
end to show the position of the mean hardware threshold. Gain renormalization and 
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Figure 3.14: Derivation of the hardware trigger threshold from the counts in the 
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pedestal subtraction have been carried out, but no image cleaning has been done so 
that this represents the raw event rate from the telescope. As the trigger condition 
involves two out of the inner 91 tubes, the distribution for the second highest tubes 
carries information about the hardware trigger threshold^®. If the hardware trigger 
threshold were absolutely fixed in terms of the ADC counts, this distribution would 
be zero till the trigger level, and would then rise up vertically. The jitter in the 
hardware trigger causes this step function to be smeared out about the mean value 
for the trigger level. 
The half-maximum point on the rising part of the distribution for the second 
highest tube is usually chosen to be the value of the trigger threshold (this is marked 
on Fig. 3.14(b)). The hardware trigger threshold might be adjusted for each season, 
in order to maintain the same event rates in spite of decreasing mirror reflectivity. 
However, this can be directly measured from the data and this is done for each data 
set. In this work I have used a more sophisticated treatment that tries to model the 
actual behaviour of the trigger discriminator, which exhibits a soft turn-on rather 
than a hard edge. This was done at the urging of Michael Hillas, and draws on the 
work done by Biller [12], though I have used a slightly different approach. Other 
work along this line has been done by Sembroski [102]. 
We start by considering the distribution of ADC counts in the second highest 
tube, that determines the trigger for the telescope. This distribution, F (a;) can 
be expected to follow a power-law spectrum which is the convolution of the raw 
(unobserved) power-law spectrum, P (x), of pulse heights arising due to Cherenkov 
t r i g g e r s  f r o m  l i g h t  i n  t h e  s h o w e r ,  w i t h  t h e  d i s c r i m i n a t o r  t r i g g e r  f u n c t i o n ,  D  ( x ) .  
Experimentally, we observe that this convolution can be approximated by a simple 
product, viz., 
F { x )  =  P { x )  D { x )  (3.15) 
For large enough pulse heights, the probability of the discriminator trigger turn-on 
^®There is some small probability that the two highest tubes in the event record 
might not correspond to the ones involved in the actual trigger. That is neglected 
here. 
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approaches unity, so that we have: 
F (x)  —* P  (x), as X becomes large (3.16) 
i.e., for large s, the observed pulse height spectrum approaches the raw pulse height 
spectrum. Thus, we can find the raw pulse height spectrum, P (a;), by fitting the 
observed spectrum, F{x), beyond large values of x. This is done later, in sec. 3.4.3 
(see, in particular Eq. (3.32), and Fig. 3.21). As the detector is typically biased well 
away from the night-sky noise (see sec. 3.3.4 and Fig. 3.10), almost all the observed 
triggers are due to Cherenkov light, and the raw spectrum is independent of the 
pulse height, x. Hence, from the knowledge of P{x) at large x, we can find the 
discriminator trigger function, as: 
D i x )  =  F { x ) l P { x )  (3.17) 
This procedure is shown in Fig. 3.15. First, we obtain the raw pulse height 
spectrum, by fitting the observed spectrum at large x. Then, the discriminator 
trigger function is found by fitting F {x) fP (x) for all values of x. The points with 
the error bars show F{x) lP{x) obtained from the trigger rates in the data, and 
the solid line shows the fit. The fitted discriminator trigger function for 1988-89 is 
parameterized as: 
JO, if a: < 22.5; 
11 arctan [^1.0 x 10"® (x — 22.5)^ ®®] , otherwise. (3.18) 
3.4.2 Mirror reflectivity and PMT quantum efficiency 
Approximately two-thirds of the mirrors were coated just prior to the 1988-89 
observation season. This was done by a commercial organization—the Liberty Mirror 
Company. The coating matched their specification no. 1050, which has high ultra­
violet reflectivity. For the mirror reflectivity in the simulations we use a wavelength 
dependent curve that is 85 % of the manufacturer's specified reflectivity curve. This 
reduction takes into account the fact that not all the mirrors were recoated, and 
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Figure 3.15: Modelling the discriminator trigger function. 
that the reflectivity of the coating degrades fairly rapidly with exposure to ambi­
ent weather. The PMT quantum efficiency is also taken from the manufacturer's 
response curve for a Hamamatsu R1398 UV glass tube. 
Fig. 3.16(a) compares the reflectivity curve used by us, with a recent measure­
ment made on an unweathered sample of the 1988-89 coating on the mirrors. Though 
the curves appear to differ, it should be kept in mind that the mirrors degrade rapidly 
on exposure to weather, and we are seeking an average reflectivity over a period of 
several months. Further, the differences at large wavelengths are minimized by the 
falling Cherenkov light spectrum. We chose to use the manufacturer's specification 
in preference to this measurement as we felt that it better represented the average 
reflectivity of all the weathered mirrors in the reflector. Fig. 3.16(b) shows the PMT 
quantum efficiency derived from the manufacturer's specification curve. Fig. 3.17 
shows the overall reflectivity, defined as the mirror reflectivity multiplied by the 
PMT quantum eflBciency. Both the measured reflectivity and our assumed curve are 
shown. The mirror reflectivity is thus fairly well known for the 1988-89 database. 
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For subsequent years, the mirrors degraded from exposure to the weather, and the 
reflectivity was not routinely monitored. Therefore I show later (see sec. 3.4.3), how 
the mirror reflectivity might be extrapolated to later seasons, using the background 
cosmic ray rates. 
3.4.2.1 Conversion to ADC counts The signals from the PMTs are fed 
to the control room through ~ 50 m of coaxial cable and then amplified by a factor 
of 10. Cable loss can be measured by using the centroid of the energy spectrum of 
a radioactive source attached to a PMT. This is first measured with the PMT being 
hooked up to the electronics via the long cable. Then the cable is removed, and the 
centroid is re-measured. The ratio of the two measurements gives the fractional loss 
in the cable. Kwok [67, Appdx. A3.3] estimates this as 0.73. Following Kwok, the 
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photoelectron to ADC count conversion factor, g, is then given by: 
g = (current gain of PMT) x (l,6 x 10"^^ C) x 10 x 0.73 
X (1024d. c./256pC) (3.19) 
Kwok estimates g = 0.85 d. c./p. e., which is the value that we have used in our 
simulations for the 1988-89 database. Again, this conversion factor was not routinely 
measured for subsequent years, and I show how later (see sec. 3.4.3), how it might 
be estimated. 
As noted above, there are other possible approaches to estimating this conversion 
factor. Biller [14] summarizes the different methods, and I have demonstrated that 
our extrapolated numbers agree with his results. (This is described in Mohanty [82, 
sec. 2.4].) 
3.4.2.2 Noise values There are three main sources of noise in the system: 
1. Night-sky noise: This arises from fluctuations in the night-sky brightness. As 
the discriminators and ADCs are ar-coupled to the tubes, we are are interested 
only in the variance of the night sky noise, and not its mean. These can 
be measured from the variances in the sky pedestals, and are usually slightly 
smaller for the outer tubes which have smaller applied voltages. 
2. Signal noise: It is well known that the noise in a PMT departs from Pois-
sonian statistics (see, for example, the discussion in the RCA handbook [92, 
Appdx. G]). This is usually ascribed to two factors. Firstly, the cascade of 
events through the dynode chain is influenced by fluctuations in the first few 
dynodes, so that the overall results are non-Poissonian even though the sec­
ondary emission from each individual dynode might follow Poisson statistics. 
The second factor is that the physical non-uniformity of the dynodes might lead 
to non-Poissonian fluctuations. The secondary electrons emitted from dynode 
have a so-called Polya or compound Poisson distribution. This looks like a 
Poisson distribution in the limit of low fluctuations and an exponential distri­
bution at the other limit. The variance of this compound distribution is thus 
theoretically restricted to lie between the almost-Poisson variance at the low 
end, and the exponential variance at the high end. 
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3. Electronic noise: This is caused by jitter in the applied pedestals and other 
sources of noise in the channel. It can be measured from the pedestal standard 
deviations with the high voltage to the PMTs turned off, and is also incor­
porated into the standard deviations seen in the sky pedestals. From three 
pedestal files taken near the start of the 1988-89 observing season, the elec­
tronic noise is estimated to have a standard deviation of 1.1 dc. As it adds in 
quadrature to the night sky noise, this contribution is relatively small. 
Kwok [67, Appdx. 3] has examined the night-sky noise, and the signal noise. The 
development in this section broadly follows along the same lines, though I have im­
proved on his methods in places. 
Though the variance of the night sky noise is measured directly from the sky 
pedestal files, it is instructive to attempt to estimate the expected night noise in the 
PMTs. In principle, this can be done by folding in a known spectrum for the ambient 
night sky light with the mirror reflectivity and the PMT quantum efficiency. The 
night sky spectrum at visible wavelengths (300 nm to 700 nm) is fairly well known 
(see, for example, Allen [1]), and has even been measured over the years at Kitt Peak 
(see Massey et al. [78], Broadfoot et al. [18]). The brightness in the near ultraviolet 
is not as reliably known. As I am only after an approximate number here, I have 
chosen to extrapolate from the visible spectrum. 
Fig. 3.18 shows the expected contribution to the number of photoelectrons from 
the night sky background. Fig. 3.18(a) is a plot of the night sky intensity, taken 
directly from Allen [1, sec. 62.]. I have done the simplest extrapolation of assuming a 
constant intensity below 320 nm^® The intensity can be converted into the expected 
number of photoelectrons per PMT per event, by multiplying it with (i) the reflector 
area (85 m^), (ii) the solid angle subtended by the photo-cathode area of each PMT 
(9.3 X 10~® sr for the 1 inch tubes, 2.7 x 10~® sr for the 2 inch tubes), (iii) a 25 ns 
integration time for the PMT pulse, (iv) a factor of X/hc to convert from energy to 
number of night sky photons (A is the wavelength at mid-bin), and (v) the overall 
reflectivity (mirrors + PMTs) at mid-bin. This is shown in Fig. 3.18(b) for both the 
^®Reasonable changes in this extrapolation have only a small effect on the final 
answer, as the overall reflectivity in this region is pretty low. 
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1 inch and 2 inch tubes. Integrating over a Cherenkov wavelength band of 185 nm 
to 685 nm gives the expected mean number of night sky photoelectrons per PMT 
per event, to be 3.9 for the 1 inch tubes, and 7.7 for the 2 inch tubes. These are 
comparable to Kwok's numbers which were probably derived with different night sky 
intensities in the ultraviolet. He gets 4.2 pe for the 1 inch tubes and 8.3 pe for the 2 
inch tubes. 
As the tubes are ar-coupled to the data acquisition system, we record only the 
standard deviations for the night sky noise, and not the mean values. If the noise 
were Poisson distributed, we would expect to see standard deviations of: 
S. D. of 1 inch tubes = 1.97pe 
S. D. of 2 inch tubes = 2.77 pe (3.20) 
These standard deviations would be scaled by the pe-to-dc conversion factor (0.85 
dc/pe for the 1 inch tubes, and 0.45 dc/pe for the 2 inch tubes), so that the expected 
standard deviations of the night sky noise in ADC counts, under the assumption of 
a Poisson distribution would be: 
S. D. of 1 inch tubes = 1.67 dc 
S. D. of 2 inch tubes = 1.25 dc (3.21) 
We know from the 1988-89 data that the observed standard deviations in the sky 
pedestals are; 
S. D. of 1 inch tubes = 3.14dc 
S. D. of 2 inch tubes = 2.74dc (3.22) 
This includes an electronic noise with a standard deviation of 1.1 dc. Assuming these 
two contributions to add in quadrature, the observed standard deviations solely due 
to the night sky noise are: 
S. D. of 1 inch tubes 
S. D. of 2 inch tubes 
= n/3.142-1.12 dc = 2.94 dc 
= V2.742-1.12 dc = 2.51 dc (3.23) 
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Figure 3.18: Contribution of night sky brightness to PMT counts. 
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Hence, the non-Poissonian behaviour of the PMTs for the night sky noise can be 
quantified as below: 
(S. D. of 1 inch tubes)^;,, _ 2.94 _ 
(S. D. of 1 inch tubes)p^,.„„„ ~ 1.67 ~ 
(S. D. of 2 inch tubes)^^^ _ 2.74 
(S. D. of 2 inch tubes)p^.^^„„ ~ 1.25 = 2.19 (3.24) 
This is in fair agreement with Kwok's numbers, though it should be noted that he gets 
slightly different values for the calculated night sky noise and does not include the 
effect of the electronic noise. By looking at the ratio of the measured and expected 
noise, Kwok concludes that the night-sky noise exceeds the theoretical upper limit of 
the exponential variance for both the 1 inch tubes and the 2 inch tubes. 
Kwok also estimates the signal noise from the nitrogen files, using a method 
developed by Dave Lewis. If the camera is uniformly illuminated by the nitrogen 
flash lamp, the signal in any given PMT should be proportional to the intensity of 
the light at the camera face, and the variation in the signal should be a measure of 
the noise. As there is no independent measure of the light intensity, the average of 
the counts in all tubes for a given event (after removal of the pedestals) is taken to 
represent the light intensity at the camera face for that event. Thus for event j, the 
average light intensity is: 
1 109 
<"«> = 109 (3-25) 
where, Uij is the ADC counts in tube i for event j. An example of the distribution of 
counts in PMT # 10 for a nitrogen file (n20670) is shown in Fig. 3.19 below. Then, 
from all the events in a nitrogen file, we can construct a chisquare statistic for tube 
z, as follows: 
2 _ ^ ^ (^tj ~ Qi ("•ij)) /O 
^ ^ j=l ^s%g ^ ^ sky ^ 
where, N is the total number of events in the nitrogen file, and <7^,-^, and 
are, respectively, the variances (in ADC counts) of the signal noise, the night sky 
noise, and the electronic noise. The last two can be measured directly from the data, 
as described earlier. The variance in the signal noise, for PMT i in event j, can be 
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Figure 3.19; Response of tube # 10 to the nitrogen flash lamp. Pedestals have been 
removed from both axes. 
approximated as (7,;^ ~ ocUij, so that the above equation can be written as: 
2 _ ^ ^ ("ij ~ 9 i  ( " i j ) )  / o  
' iV - 1 g ariij + £7,% + 
Now, a can be adjusted to make ~ 1, and that value of a can be taken to represent 
the best-fit value for the variance in the signal noise. I have used nine nitrogen files 
from the start of the 1988-89 season and get mean values of for tbe 1 inch and 2 
inch tubes to be: 
~ 1 for 1 inch tubes if a = 1.35 
~ 1 for 2 inch tubes if a = 0.90 (3.28) 
Although this is in exact agreement with Kwok's values, this method has significant 
problems. Occasionally the counts in a particular PMT fall well below the average for 
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that event. Such tubes need to be eliminated from the image, as otherwise they would 
have an unacceptably large contribution to the calculated Thus, the following 
procedure is used to massage the data. First, for each nitrogen file considered, all 
tubes that have (i) a relative gain greater than 3 or less than 0.3, or (ii) a relative gain 
deviation greater than 1.0 or less than 0.04, are rejected. Then, for each event, the 
pedestals are subtracted from the counts, and an average over all tubes is calculated. 
Next, all tubes in that event that have counts greater than twice the average, or 
less than half the average are rejected. The average is recomputed over the accepted 
tubes, and calculated, as given by Eq. 3.27. Finally, for a given tube all events 
that contribute more than 5.0 to are rejected. This is a bit tricky, as by doing 
this, one picks the maximum value that a given event can contribute to x^j and the 
estimated value of a does seem to depend on the chosen cut-off. 
A better method to estimate the signal noise is to use a Monte Carlo technique 
to reproduce the observed variances. I treat the 1 inch tubes and the 2 inch tubes 
differently throughout. For each event in a nitrogen file from the data, I separately 
average the 1 inch tubes and the 2 inch tubes. This average represents the mean 
amount of light seen by each tube. The tubes are then binned by the difference 
between the actual counts in the tube and the expected mean, thus building up 
a distribution of the variances seen in the tube counts, from the data. Then, for 
each tube I generate a Gaussian distributed random number with mean equal to the 
average from the data, and with a variance equal to the sum of the expected variances 
of the different noise contributions, viz., anij + ah^y + I bin these simulated 
tube counts in the same way as for the data, and then adjust a till I match the 
distribution from the data. 
This is shown in Fig. 3.20. The points with the error bars are the distributions 
from the data, while the solid lines represent the simulated distributions that best 
fit the data. The simulated distributions seem to be slightly shifted from the data, 
possibly due to imperfect pedestal subtraction and gain renormalization. Fig. 3.20(a) 
is for the 1 inch tubes, and Fig. 3.20(b) is for the 2 inch tubes, so that we conclude 
that. 
a = 1.5 for 1 inch tubes 
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Figure 3.20: Signal noise in the PMTs. (a) 1 inch tubes, and (b) 2 inch tubes. 
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a = 1.6 for 2 inch tubes (3.29) 
I estimate the errors in the derived value of a to be about 15%,asal5% change 
in a is clearly seen to give a worse fit. Thus, this result is significantly different from 
Kwok's results for the case of the 2 inch tubes. We shall apply these values for the 
non-Poissonian nature of the signal noise to the data from all the observing seasons. 
3.4.3 Scaling to other epochs 
This section describes a method we have developed to extrapolate quantities 
like mirror reflectivity from one observational epoch where it might be known, to 
another epoch where it is unknown. The method uses the integral rates of background 
cosmic ray showers to scale these quantities. Also, it allows us to separate the mirror 
reflectivity from the photoelectron to ADC count conversion factor. 
I start by defining some nomenclature. Let the wavelength dependent mirror 
r e f l e c t i v i t y  b e  m ( A ) ,  t h e  w a v e l e n g t h  d e p e n d e n t  P M T  q u a n t u m  e f f i c i e n c y  b e  q { X ) ,  
and let g be the photoelectron to ADC count conversion factor which has the PMT 
current gain, cable losses and amplifier gain lumped together (see sec. 3.4.2.1). Define 
an overall reflectivity, r that includes both mirror reflectivity and PMT quantum 
efficiency, and is integrated over wavelength, thus: 
r = J m { X )  q{\)  d X  (3.30) 
Then, the "throughput" of the telescope, that measures its efficiency at converting 
Cherenkov photons in the showers to ADC counts, is just gr. 
We shall consider the background cosmic ray shower rates sufficiently above the 
hardware trigger threshold, so that these are unaffected by the jitter in the hardware 
threshold. From independent measurements of the cosmic ray spectrum (see, for 
instance, [106]), we know that the differential flux of cosmic rays is a power law with 
an index of -2.65, viz., 
a (3.31) 
dE 
where, E, is the (for us, unknown) primary energy of the cosmic ray. From the IO­
meter data, we see that the observed differential rates of the background cosmic ray 
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showers, in terms of the counts in the second highest tube^^, n, is well described by 
a single power law with a best fit spectral index of -2.33, viz. : 
d F { n )  -2.33 /o on-v 
oc r, (3.32) 
An example of the fit is shown in Fig. 3.21, which shows both the binned differential 
data points with statistical error bars, and the fitted spectrum. 
By comparing Eq. (3.31) with Eq. (3.32), we can conclude that the relationship 
between the counts in the second highest tube, n, and the primary cosmic ray energy, 
E, must itself be a power law of the form: 
n a (3.33) 
Also, for a given primary cosmic ray energy, we expect that a change in the through­
put of the telescope should cause an exactly proportional change in the counts in 
the second highest tube, n. Thus, n must also scale as the throughput, gr, and the 
index, /?, must be independent of the throughput. This is indeed observed in the 
data, where the observed differential background rate always has a slope of -2.33, 
so that the background rates for different observing seasons is a set of parallel lines. 
The observed counts in the second highest tube can therefore be expressed as: 
n <x gr (3.34) 
Consider Fig. 3.22, which shows schematically, the effect of a change in the 
throughput of the telescope on the background rates. The curve labelled 1 is consid­
ered to be the initial integral spectrum for the background, and the curve labelled 2 
shows the integral background spectrum resulting from a reduction in the through­
put. From Eq. (3.34), a change in the telescope throughput, that moves the rates 
from point A on curve 1 to point B on curve 2, is equivalent to a change in the 
threshold energy on curve 1, that slides the rates from point A to point C. Let Fi, 
F2, be the rates at points A and B, respectively. Let ni, 112, be the counts in the 
^'^The counts in the second highest tube are an approximate measure of the primary 
energy. It is preferable to use this measure rather than the total ADC counts, as it 
is expected to have a smaller variance for background cosmic ray showers. 
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Figure 3.21: Background rates and fitted spectrum. 
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i i j  n  2  
Figure 3.22: Change in background spectrum due to a reduction in the telescope 
throughput. 
second highest tube,at points B and C, respectively. Then, we have from Eq. (3.34); 
^ (3.35) 
Ui 52^2 
Also, as the integral background rates are power laws with the same index of -1.33, 
though with different flux constants, we can express them as: 
Fx = (3.36) 
i'2 — cui 
(3.37) = OCl "2 
where, ai, a2, are numeric flux constants. The above two equations for the rates can 
be combined to give: 
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Substituting for 712 jui from Eq. (3.35) in Eq. (3.38), we have: 
-1.33 El - ( 
F\ \92 r2 
= (nil 
\ 9 i r i ,  
1.33 
I (3.39) 
which can be inverted to give a relationship between the telescope throughputs for 
curves 1 and 2, in terms of the observed integral background rates, Fi, and F2. This 
is given by; 
f f2r2  ^  
ff i r i  \F iJ  
/ \ 0.75 
= (jr) (3.40) 
Eq. (3.40) gives the ratio of the throughputs of the telescopes for two different 
observing seasons. Next, we consider how to separate this into the overall reflectivity 
(mirrors + PMT efficiencies) and the photoelectron to ADC count conversion factor. 
In order to do this, we will also need the night-sky noise for the two seasons, as 
measured from the standard deviations, <7, in the sky pedestals. The variances in 
the sky pedestals can be attributed mainly to Poisson fluctuations in the night-sky 
brightness. Thus, we expect the sky pedestal standard deviation (in photoelectrons) 
to scale with the overall reflectivity as y/r. This would be further amplified by a 
factor of g in passing through the cables and amplifiers, so that the sky pedestal 
standard deviations measured in ADC counts are given by: 
a ( x g \ / r  (3.41) 
Thus, the standard deviations for the two observational epochs are related by: 
a = £L!^ (3,42) 
(^2 fl'2 V ^2 
Eq. (3.40) and Eq. (3.42) can now be combined to give the overall reflectivity, r, and 
the photoelectron to ADC count conversion factor, g, independent of each other. I 
show an example of this procedure in sec. 3.4.3.2, below. 
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This procedure assumes that the wavelength dependent characteristics of the 
telescope are not significantly changed from one season to the next, so that the 
reflectivity is well described by an overall value, integrated over wavelengths. Also, 
as we are going to apply the extrapolated values from the background cosmic ray 
showers to the gamma ray simulations, we are making the implicit assumption that 
the spectral content of the Cherenkov light from both kinds of showers do not differ 
significantly at mountain altitude. 
3.4.3.1 Aside: background calibration As an aside, we can use the dis­
cussion in the previous section to develop a calibration for the background cosmic 
ray showers, that gives the total ADC counts, n, in terms of the primary cosmic ray 
energy, E. 
The differential rate of the background showers must be the same, irrespective 
of whether we consider the rates in terms of n, or in terms of E. Thus, we have: 
d F ( n )  ,  d F ( E )  
dn = —^ dE (3.43) 
dn dE ^ ^ 
By substituting from Eq. (3.31) in Eq. (3.43), we have: 
^^^dncxE-^-^'dE (3.44) 
an 
By using Eq. (3.33) to substitute for E ,  and d E ,  in Eq. (3.44) above, we get: 
dn (3.45) 
an 
This can now be directly compared to the observed differential background rates in 
terms of the total ADC counts, n, which is given in Eq. (3.32). Matching the spectral 
index gives us the following relation for 13: 
~ ^ = -2.33 (3.46) 
which gives, ^ = 1.24, so that Eq. (3.34) expressing the total ADC counts in terms 
of the primary energy for the background cosmic ray showers can be written as: 
n oc grE^-^'^ (3.47) 
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3.4.3.2 Example: scaling from 1988-89 to 1990 Here, I show an exam­
ple of applying the procedure described above to scale from the 1988-89 observing 
season to the 1990 observing season. We shall assume that the mirror reflectivity 
and the photoelectron to ADC counts conversion factor are known for 1988-89 (as 
given in sec. 3.4.1), and we wish to estimate the unknown values for 1990. Fig. 3.23 
shows the differential background rates for the two seasons, along with the fitted 
spectrum. First we find the ratios of the telescope throughputs for the two seasons, 
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Figure 3.23: The differential event rates for 1988-89 and 1990, showing the effect of 
a change in reflectivity. 
using Eq. (3.40). To avoid systematic errors arising from differences in detector eleva­
tion angles, and cloud coverage for the two seasons, we shall use "zenith files" taken 
in A-quality weather to do the scaling. These are data files taken with the telescope 
pointed at the zenith, so that the elevation angle is always 90° . I have taken seven 
zenith files from the 1988-89 data with a total observation time of 6282.3 s, and six 
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zenith files from 1990 with a total observation time of 5028.5 s. I compare the integral 
rates above six different thresholds, ranging from 90 ADC counts to 300 ADC counts, 
to check that the ratio is independent of the chosen threshold. Also, note that the 
minimum threshold for this comparison is well above the detector threshold of about 
50 ADC counts. The comparison is shown in Table 3.1 below. From the values in 
Table 3.1: Comparison of background rates between 1988-89 and 1990. 
Threshold 1988 rate 1990 rate Fgo/Fss ggorgp/gss^ss 
90 2.44 1.94 0.80 0.84 
100 2.14 1.69 0.79 0.84 
200 0.81 0.66 0.81 0.86 
300 0.42 0.36 0.86 0.89 
400 0.25 0.21 0.84 0.88 
500 0.16 0.14 0.88 0.90 
the table, we take the ratio of the telescope throughputs to be given by: 
= 0.87 (3.48) 
gas ^88 
The night-sky noise standard deviations as measured from the sky pedestals for 
the 1988-89 season is 3.14 ADC counts for the 2.9 cm inner tubes, and 2.74 ADC 
counts for the 4.3 cm outer tubes. For the 1990 season, the measured standard 
deviations are 3.61 ADC counts for the 2.9 cm inner tubes, and 3.33 ADC counts for 
the 4.3 cm outer tubes. Hence, from Eq. (3.42), we have: 
^ (3.49) 
988 VSS <'"88 
Thus, from the standard deviations for the 2.9 cm inner tubes, we have: 
= 1.15 (3.50) 
588 
and, from the standard deviations for the 4.3 cm outer tubes, 
= 1.22 (3.51) 
9 S 8 y / ^  
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These are fairly consistent with each other, so that we use the value: 
= 1.2 (3.52) 
588 
Solving Eq. (3.48) and Eq. (3.52), we have: 
— = 1.66 (3.53) 
9S8 
^ = 0.53 (3.54) 
rs8 
Thus, we conclude that in 1990 the telescope throughput was 53 % of that in 1988-89. 
Also, using the value of gas = 0.85 d.c./p.e. derived by Kwok, (see sec. 3.4.2.1), the 
photoelectron to ADC count conversion for 1990 is estimated as 1.41 d.c./p.e. 
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CHAPTER 4. EXTENDED SUPERCUTS 
4.1 Motivation for building the ISU set of simulations 
The standard analysis technique for the Whipple data has been the supercuts 
method, which uses a passband independent of the shower energy (total light), in the 
parameters width, length, alpha and distance. Also, it is optimized to the 1988-89 
Crab database and preferentially selects smaller, low-energy showers. Thus, while it 
has been very successful in identifying gamma ray sources it is unsuitable for energy 
spectrum determination as it discards most of the high-energy showers. 
The primary motivation for starting the ISU simulation program was to devise a 
set of gamma ray image selection cuts that were built upon standard supercuts, but 
allowed for a scaling of the cuts with the shower energy. The intent was to reduce 
the bias introduced in the energy spectrum by the image selection process. Also, as 
these cuts were derived from simulations, they had the desirable feature of starting 
with an a priori understanding of the physics of the cascade process, as compared to 
standard supercuts that were derived from the 1988-89 Crab database. 
The ISU set of simulations were also entirely independent from the simulations 
of Michael Hillas, that had so far been used by the Whipple Collaboration, and thus 
provided a cross-check. 
Significant portions of the computer simulation code have been written at ISU. 
This has provided us familiarity with the code and a better understanding of the 
assumptions that go into it, which is a safeguard against bugs in the code. Finally, 
the available computing resources at ISU meant that we could build up adequate 
Monte Carlo statistics in a reasonable amount of time. In later sections of this 
chapter I comment on the degree to which these aims were achieved. 
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4.2 Simulation programs 
This section describes the details of programs used at ISU in the simulation of 
the detection of Cherenkov light in an air shower created by a high-energy particle 
entering the atmosphere. The process is divided into three logically distinct steps, (i) 
the particle cascade, (ii) Cherenkov light generated by ultra-relativistic particles in 
the cascade, and (iii) the detection of the Cherenkov light by the Whipple 10-meter 
detector. Each of these steps is handled by a separate program, described below. In 
the parts of the code written at ISU, our aim has been to generate clear and correct 
rather than fast-running code. 
4.2.1 Simulation of the particle cascade 
The first program, that simulates the particle cascade is written in Fortran by 
Kertzman et. al. [64] and is part of their KASCADE system. The authors credit 
Gaisser, Stanev, Wrotniak and others with originating and modifying many of the 
algorithms used in this program. We have replaced the ionization subroutine with a 
more realistic one and have made other minor modifications. 
The same program handles both VHE gamma ray and cosmic ray (presently, 
only protons) air showers. The shower model is three-dimensional and each particle 
in the shower is individually followed. This is done by slicing the particle track in the 
atmosphere into segments characterized by their length along the particle track. For 
each segment, the ionization energy loss is computed and the particle energy at the 
segment midpoint is used to figure the change in direction due to multiple scattering 
and bending in the geomagnetic field. The magnetic field is treated as a dipole field 
with strength and dip angle appropriate for the observatory location^. The model for 
the Earth's atmosphere is a fit to the "U. S. Standard Atmosphere, 1976" [114, 111] 
that sub-divides the atmosphere into three regions, and for each region assumes a 
different exponential relation between the density and the altitude. 
A particle is followed till it interacts, decays, goes below the observatory altitude 
or loses sufficient energy to fall below the threshold for Cherenkov light emission (see. 
^Mt. Hopkins, in our simulations 
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Eq. (3.11)). The program handles various particle types that have different interac­
tion processes. Gamma rays can Compton scatter or pair produce. Electrons and 
positrons undergo bremsstrahlung. Charged pions and kaons can interact or decay, 
while the neutral ones are assumed to immediately decay. Protons and neutrons can 
interact while neutrinos and anti-neutrinos axe discarded. 
Various initial quantities can be specified in an input file. These include the 
primary particle type, its energy and initial direction cosines, the depth of the injec­
tion point and that of the observatory, the maximum segment thickness and switches 
for the processing of different types of particles. Also, it is possible to specify that 
the primary particle energy be chosen from a spectrum in a given energy range and 
to have its arrival direction distributed randomly in azimuth. The output from the 
program is a segment-by-segment list of various appropriate quantities, e.g., particle 
type, energy, initial and final directions, etc. In our simulations, the primary particle 
is injected at a depth of 5 g/cm^ and the observatory is located at a depth of 763 
g/cm^ (corresponding to 2307 m, the altitude of the Whipple Observatory). The 
maximum length of a segment of a particle track is set at 0.01 electron radiation 
lengths (7.4 g/cm^). The threshold for Cherenkov light emission, below which par­
ticles are no longer tracked is taken to be 25 MeV. The magnitude of the magnetic 
field is 0.5 G and the dip angle is 30° , appropriate for the position of Mt. Hopkins. 
4.2.2 Cherenkov light simulation 
The second program is written in C and models the emission of Cherenkov light 
by charged particles above the Cherenkov energy threshold. For each output segment 
from the cascade program, Cherenkov light is generated if the particle energy at the 
midpoint is above the Cherenkov threshold. The number of Cherenkov photons to be 
generated is calculated as a Poisson deviate with mean given by the Jelley formula 
(see Eq. (3.10)). Each photon is emitted at the Cherenkov angle appropriate for 
the refractive index of the atmosphere at that altitude. The point of emission along 
the particle track in the segment is chosen randomly, as is the azimuthal angle with 
respect to the particle track. The photon is also assigned a random wavelength in 
the chosen Cherenkov wavelength band. 
The pressure-density scaling for the model atmosphere used here is identical 
79 
to the one in the cascade program. The atmospheric transmission probability for a 
Cherenkov photon of a given wavelength is calculated using a set of optical extinction 
coefficients derived by Sembroski [64] using information taken from Valley [113]. An 
up to date reference for extinction coefficients can be found in Jursa [62]. The effect of 
atmospheric absorption is taken into account only approximately, in that it is assumed 
to reduce the intensity of the observed Cherenkov light but not affect the angular 
spread; a simulated Cherenkov photon can be absorbed in the model atmosphere, 
but its propagation direction is not altered by the atmosphere. Also, the speed of 
propagation of the Cherenkov photons in the atmosphere depends on the refractive 
index, which varies with altitude. This is not taken into account in our simulations, 
so that the arrival times of the photons at the observatory level are inaccurate. This 
loss of accuracy is not an issue for us, as we do not use the photon arrival times, but 
might be important, e.g., for a detector that precisely times the arrival of the signal 
in order to measure wave front curvature. 
A large fraction of the computational time is spent in tracking each individual 
Cherenkov photon to the observatory level. In order to save time, it is possible to ap­
ply various detector dependent absorption factors at the outset. Thus, a wavelength 
dependent mirror reflectivity and PMT quantum efficiency can be applied along with 
the atmospheric absorption, to estimate the fraction of the generated Cherenkov pho­
tons in a given wavelength band that are likely to survive. Then the program needs 
to track only that fraction of the photons. This reduces the number of Cherenkov 
photons to be tracked by a factor of eight to ten. An alternative approach is to track 
only a constant fraction of the Cherenkov photons, independent of wavelength. As 
long as this fraction is greater than the combined effects of atmospheric absorption 
and detector efficiency at any wavelength, no error is introduced. This approach has 
the advantage that it allows the application of different detector efficiencies, say for a 
different type of PMT, to the same set of simulations. We have used both approaches 
without noticing a significant difference in the final results. 
There is also provision in the program to displace the shower core from the 
detector position. This can be used to place the shower cores for a succession of 
simulated showers at a fixed distance from the detector, or to scatter them uniformly 
over a specified area centred about the detector. Care is taken to ensure that this is 
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done properly for both vertical and non-vertical incidence of the primary particle. 
As this program reads a segment-by-segment record of the simulated cascade 
process, it is also possible to build a profile of the cascade in terms of quantities like the 
numbers of the various types of particles and their lateral and angular distributions 
as a function of depth and energy, the track length integral for charged particles, the 
lateral and angular distribution of Cherenkov light and so on. These quantities are 
of interest in themselves and can also be used to cross-check the results of the Monte 
Carlo simulations against average numbers obtained from numerical integration or 
from analytic calculations applicable in the appropriate energy regimes. 
In our simulations, we have assumed a Cherenkov wavelength band of 185 nm to 
685 nm, encompassing the range of wavelengths where there is significant atmospheric 
transmission and detector response. By reference to the formulae in Eq. (3.6) and 
Eq. (3.10), we see that the Cherenkov angle and the number of photons produced 
are both dependent on the refractive index of the atmosphere, which varies with 
wavelength. However, there is only a weak dependence on the wavelength, and to a 
good approximation, these can be calculated at a single, representative wavelength. 
We have chosen a wavelength of 400 nm, which is approximately the wavelength where 
the detector response is peaked. A detector radius of 5.2 m, slightly wider than the 
Whipple lO-meter telescope, is used in deciding which photons are to be kept. When 
using the second strategy of tracking a constant, wavelength-independent fraction of 
the generated Cherenkov photons, we retain 35 % of the photons. The final output 
is a list of photons for each simulated shower. The shower record that separates one 
shower from the next provides information about the position of the shower core with 
respect to the detector, the initial direction cosines of the primary particle etc. Each 
photon record contains all relevant information about that Cherenkov photon, such 
as its position, arrival direction, wavelength, altitude of emission and type of particle 
that generated that photon. All Cherenkov photons hitting the detector are retained 
in the output file, irrespective of their arrival directions. 
4.2.3 Model of the 10m detector 
The third program models the detection of Cherenkov light by the 10-meter 
detector of the Whipple Observatory (see 3.3). It takes each simulated Cherenkov 
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photon and ray-traces it through the mirrors to the PMT array. Each mirror is treated 
as a spherical surface for the purposes of ray-tracing. This neglects the faceted nature 
of the reflector, but is a fairly good approximation as the individual hexagonal facets 
overlap each other slightly, so that the gaps between them are negligible. Both global 
mirror aberrations and individual facet aberrations are taken into account. (See 3.3.1 
for a discussion of the optical properties of the reflector.) Mirror reflectivity, and PMT 
quantum efficiency are also applied at this stage. The assumed mirror reflectivity is 
tuned to the observation epoch being considered, while the quantum efficiency is 
taken from the manufacturer's curve for a Hamamatsu 1398 UV glass tube. 
Simulated night-sky noise, arising from fluctuations in the sky brightness is 
added, as is signal noise arising from the non-Poissonian counting statistics in the 
PMT's. Tube gains are assumed to be unity, which closely approximates the relative 
tube gains from the data. Pedestals are ignored, as in the simulations this would 
just involve adding and subtracting a constant to the tube counts. The effect of the 
pedestal variances is lumped together with the night-sky noise. A conversion factor 
is also applied to scale photoelectrons to ADC counts, thus compensating for the 
combined effects of cable losses and amplifier gains. Finally, a trigger condition is 
applied, which is usually of the form of a fixed threshold (in digital counts) that 
must be exceeded by at least two of the inner 91 tubes. The exact numbers used for 
quantities like the noise variances, photo-electron to digital count conversion factor, 
trigger threshold, etc. are derived from the data (see 3.4). 
The natural coordinate system for the cascade program and the Cherenkov light 
generating program is one with the z-axis along the zenith direction and the x and 
y axes defined by the direction of the geomagnetic field. However, for the detector 
program, the intuitively appealing coordinate system is one with the z-axis along the 
optic axis and the x and y axes defined by the positions of the PMT's in the focal 
plane. Hence, the detector program needs to translate between these two coordinate 
systems. To visualize the problem, imagine a primary particle that is incident at an 
angle to the zenith and consider the difference in the image formed by a reflector 
pointed vertically upwards and an image formed by a reflector pointing along the 
incidence direction of the primary particle. 
The program also allows for the arrival directions of the simulated particles to be 
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randomized over the field of view of the PMT array. This would be appropriate, for 
example for simulating background cosmic-ray showers that do not have a preferred 
arrival direction. It is sufficient to do this randomization at this final stage rather 
than in the entire cascade process as the detector field of view is small (approximately 
4° by 4° ), 
The final output for each simulated shower is a list of counts registered in each 
channel, in a format similar to the processed data files, so that both Monte Carlo 
files and data files can be fed through the same image cleaning and parameterization 
programs. 
4.3 Various kinds of simulations 
At the operating energies of the Whipple 10-meter detector, the gamma ray 
flux from a source like the Crab nebula is swamped by the isotropic background of 
cosmic rays. Typically, the ratio of the fluxes of gamma rays to cosmic rays is one 
to several hundred. Thus, in order to understand the detector background, one must 
also simulate air showers initiated by cosmic rays. 
The simulation of cosmic ray air showers presents several difficulties. Firstly, it 
entails modelling of nuclear interaction processes, which in some cases, are not fully 
understood. This means that the simulation of hadronic showers is more problematic 
than that of gamma ray showers which are almost entirely electromagnetic in this 
energy range. 
Another difficulty is computational in nature. Consider the composition of cos­
mic rays above about one TeV (the nominal threshold of the Whipple 10-meter tele­
scope for proton initiated showers). From calculations using the spectra of various 
cosmic ray components [106]; above a threshold of about 1 TeV cosmic ray particles 
are approximately 45 % protons, 25 % helium-type nuclei, 15 % oxygen-type nuclei 
and 15 % iron-type nuclei. Thus, in order to study the background it is not sufficient 
to simulate only protons—one must also simulate heavy nuclei. In the approximation 
of simple superposition, each high energy nucleus is treated as a collection of nucle-
ons with the total energy, on the average, equally divided between all constituent 
nucleons. Thus, the simulation of one shower initiated by an iron nucleus of a given 
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energy is equivalent to fifty-six simulations of proton initiated showers! This is a 
significant increase in the computational time needed, even if we take into account 
the fact that the energy per nucleon is correspondingly reduced. Gaisser and oth­
ers [40, 32] have suggested that a more accurate picture of air showers initiated by 
heavy nuclear primaries is provided by using nuclear fragmentation cross-sections 
rather than simple superposition. As a primary heavy nucleus incident on the atmo­
sphere typically breaks up into a smaller number of fragments than the number of 
nucleons, this somewhat mitigates the computational difficulties. On the other hand, 
the knowledge of the fragmentation probabilities is far from complete. 
Also, one has to distribute the arrival directions of simulated cosmic ray showers 
over all possible orientations in the field of view of the detector in order to model the 
isotropic nature of the cosmic ray flux. As the Cherenkov light in these showers is 
less concentrated than for gamma ray showers, this means that often the simulated 
showers do not trigger the detector. Hence in order to get a significant number 
of triggering simulated showers one has to start out with a larger sample, again 
increasing the computational time requirements. 
One of the current areas of active effort in ground based gamma ray astronomy is 
the push to lower energies. As already noted, above about 200 GeV, the background 
for an imaging atmospheric Cherenkov detector like the Whipple 10-meter is mainly 
the Cherenkov light from electrons and positrons in hadronic showers. Below that 
however, the dominant background is the Cherenkov light from relativistic muons in 
hadronic showers, that survive long enough to come close to the detector. Hence, in 
order to understand the low energy behaviour of the detector one must also ensure 
that the muon production in the simulations is working correctly, or else simulate the 
effect of Cherenkov light from muons using experimental muon spectra. This example 
also serves to illustrate the present incomplete understanding of the cascade processes, 
as there is a discrepancy between the theoretical and observed muon numbers in 
hadronic showers (see, for example, Gaisser [41, esp. chap. 16]). This might be 
explained in terms of a increase with energy in the cross-section for the production 
of pions in the collision between an air nucleus and an incident high-energy hadron, 
and in the increase with energy of the inelasticity ^ into pions for a nuclear target. 
^Here, the inelasticity is defined as the fraction of the total energy not carried 
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Both of these enhance pion production and consequently, muon production in the 
cascade. It is also possible that the primary composition of cosmic rays at higher 
energies is richer in heavy nuclei, which would also lead to increased numbers of low 
energy muons in hadronic cascades. 
More surprisingly, there are some indications [99, 30] of muon-enhanced signals 
from point sources, i.e., from air showers initiated by uncharged particles, most likely 
gamma rays. This is much more problematic to explain as, even an order of magnitude 
increase with energy in the muon photoproduction cross section might not be enough 
to explain this enhancement (again see, Gaisser [41, chap. 16, pg. 247]). 
4.4 Databases used in this work 
This section describes the different types of databases used in this work. These 
cover the different kinds of particle simulations discussed in the previous section— 
presently, we have simulated only protons and gamma rays. 
When simulating the response of an atmospheric Cherenkov detector, it is possi­
ble to adopt two broad strategies. In the first and more usual approach, the detector 
is placed at the origin and the shower cores are scattered uniformly in area around it, 
out to a specified maximum radius. Also, the energy of the primary particle is drawn 
from a power-law spectrum. The advantage is that this approach corresponds closely 
to the working of an actual telescope and it is straightforward to relate the simulation 
derived parameters to those from the actual data. The drawback is that, since a large 
fraction of the area is at the outer perimeter, most of the simulated showers are at 
large impact radii and the sampling of nearby showers might be incomplete. Also, the 
power-law spectrum usually has a steeply-falling index so that most of the simulated 
showers are of low energy and the high energy end is not properly investigated. 
We have chosen a different approach which gives a better sampling of the entire 
range of impact radii and energies, though at the cost of additional computational 
time and added complexity in estimating parameters to compare to the data. Several 
discrete energies are chosen in the range of interest; and at each energy, a fixed number 
away by the leading nucleon. Thus, for an inelasticity of 0.7, the leading nucleon gets 
30 % of the total energy. 
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of showers are sirnulated at each of several discrete impact radii. To save time, fewer 
showers are simulated at the highest energies. 
Initially, only showers with the primary particle vertically incident were sim­
ulated. This was done mostly for convenience, it is easier to set up the detector 
coordinates and simpler to calculate quantities like effective detector area. However, 
in the data, the primary particle is incident non-vertically (for example, the average 
elevation of the Crab nebula in the 1988-89 database is about 70° ). Therefore, we 
have also built a set of non-vertical shower simulations to investigate the zenith angle 
effect. 
There are four databases used in this work, three are of gamma ray showers and 
one is of proton showers: 
1. Gamma ray showers at fixed energies, impact radii: These form the main set 
of simulations from which we derive the extended supercuts and other quan­
tities of interest. The simulations are done at several fixed primary energies, 
ranging from 0.05 TeV to 20 TeV. At each energy step, showers are simulated 
at each of several different impact radii, ranging from 0 m to 300 m in steps 
of 25 m. The number of showers at each impact radius ranges from is shown 
in Table 4.1. Later, when using the results of these simulations, we include 
appropriate weighting factors for the impact radius and for the primary energy. 
All showers in this set are initiated by vertically incident gamma rays. 
2. Gamma ray showers, distributed uniformly in area and with a built-in spectrum: 
This a set of about 20,000 simulated gamma ray showers that are distributed 
uniformly in area out to a maximum radius of 250 m. The primary energy is 
drawn from a power-law spectrum with a differential index of -2.4, from 0.10 
TeV upwards. It is also possible to get a different spectral index by thinning the 
showers either at the high energy or low energy end. This set of showers is used 
mainly as a check to see that the weightings in the main database have been 
done correctly, and that we can reliably extract the built-in spectrum using the 
main database. This is discussed later 5.1. In this set also, the primary gamma 
ray is always vertically incident. 
3. Non-vertical gamma showers: This is a set of about 50,000 simulated gamma ray 
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Table 4.1: Number of simulated showers at each primary energy and impact radius 
Impact radius (m) 
Energy 
(TeV) 0 25 50 75 100 125 150 175 200 225 250 275 300 
0.05 500 500 500 500 500 500 500 500 506 500 500 500 500 
0.10 500 500 500 500 506 500 500 500 500 500 500 500 500 
0.15 500 500 655 500 500 500 500 500 500 500 500 500 500 
0.20 500 500 500 500 500 500 490 500 500 500 500 500 500 
0.25 600 566 500 500 500 500 530 500 595 493 500 500 509 
0.30 500 500 500 500 500 500 500 500 502 500 500 575 900 
0.35 150 150 150 150 150 150 150 150 150 150 150 150 150 
0.40 150 150 150 150 150 150 192 150 157 150 150 150 150 
0.45 150 150 150 150 150 147 150 150 150 150 150 150 150 
0.50 150 150 150 150 150 150 239 150 150 150 150 150 150 
0.60 75 75 75 75 75 75 125 75 75 75 75 75 75 
0.70 75 75 75 75 75 75 75 75 75 75 75 75 75 
0.80 75 75 75 75 75 75 125 75 75 75 75 75 75 
0.90 75 75 75 75 75 75 75 75 75 75 75 75 75 
1.00 75 75 75 75 75 75 75 75 75 75 75 75 75 
1.20 40 40 40 40 40 40 40 40 40 40 40 40 40 
1.40 40 40 40 40 40 40 40 40 40 40 40 40 40 
1.60 40 40 40 40 40 40 40 40 40 40 40 40 40 
1.80 40 40 40 40 40 40 40 40 40 40 45 40 40 
2.00 40 40 40 40 40 40 40 40 40 41 40 38 40 
2.50 45 45 45 45 45 45 45 45 45 45 45 45 25 
3.00 45 45 45 45 45 45 45 46 45 45 45 45 45 
3.50 63 45 65 45 45 45 45 45 45 45 45 45 45 
4.00 45 45 46 45 50 63 45 45 47 45 45 45 45 
5.00 48 48 48 48 48 48 48 48 48 48 48 48 48 
6.00 48 48 48 68 48 48 48 48 48 48 48 48 48 
7.00 3 3 3 48 39 3 34 48 48 47 48 48 48 
8.00 3 3 3 48 48 32 48 48 29 48 46 48 45 
10.00 4 4 4 49 49 19 49 49 26 49 49 49 24 
12.00 5 5 5 26 15 10 39 17 5 25 25 16 9 
15.00 5 5 5 25 25 11 25 17 5 25 25 12 10 
20.00 4 5 5 25 25 19 25 25 9 25 23 15 14 
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showers that is used to investigate zenith angle effects. The showers here are also 
distributed uniformly in area out a radius of 250 m and have a built-in power-
law spectrum with a differential index of -2.4. The primary particle is incident 
at a zenith angle of 20° which corresponds to the average elevation of the Crab 
nebula data. The arrival direction of the primary particle is randomized in 
azimuth. Strictly speaking, the arrival directions of the simulated showers 
should also be confined to the azimuthal position of the source. This might make 
a difference, for example if the geomagnetic field had a significant effect on the 
development of the cascade and consequently, on the shape of the Cherenkov 
light images. However, we do not see any significant variations in image shape 
with azimuth, and hence we have used all these simulated showers irrespective of 
arrival direction. At a later date, we might supplement these with non-vertical 
showers at still lower elevations. 
4. Cosmic ray showers: At present, the only background cosmic ray showers that 
we can simulate are those initiated by protons. Though only about half of 
the cosmic ray showers above our operating threshold are from protons, it 
is expected that the proton showers form a significant fraction of those that 
actually trigger the telescope. We have a set of about 15,000 of these proton 
showers, distributed uniformly in area out to a radius of 225 m, and having a 
built-in power law spectrum with a differential index of -2.65, from an energy 
of 0.3 TeV upwards. These are used to compare with the cosmic ray images 
taken from the data. Ultimately, with a full set of helium and heavy nuclei 
simulations we aim to use these to measure the spectrum of cosmic rays as 
observed by our telescope. Also, a thorough understanding of the background 
will enable us to use a maximum likelihood method to extract the spectrum of 
gamma ray sources. 
4.5 Extended supercuts 
This section describes, in detail, the development of the so-called extended su­
percuts (the name derives from the fact that it is based upon the standard supercuts 
technique, but improves upon it at high energies). We shall assume that we start 
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with a set of simulations at discrete energies and impact parameters, eis in the main 
databcise. Also, it is assumed that the detector-dependent quantities are already cor­
rectly applied using numbers derived from the data. Later, I shall consider the effect 
of systematic uncertainties arising from the imperfect knowledge of some of these 
quantities 6.2.1.4. 
4.5.1 Energy dependence of the Hillas parameters 
The Hillas parameters characterize the images formed in the focal plane of the 
camera by Cherenkov light in extensive air showers. (See Appdx. B, for a description 
and a geometrical interpretation of the Hillas parameters. It has been understood for 
quite some time that the Hilleis parameters should have a dependence on the energy of 
the shower. In terms of directly observed quantities, this translates to a dependence 
on the total amount of light seen in the shower. Physically, it is easy to understand 
this dependence from the fact that as the energy of the primary particle increases, it 
is more likely to penetrate deep into the atmosphere before it interacts. This means 
that shower maximum for the particle cascade occurs at a lower altitude—closer to 
the detector. Thus, the detector sees more light, and the parameters like width, and 
length that measure the extent of the shower tend to be larger. Another consequence 
is that the light from penetrating showers is seen by a larger number of tubes and at 
an intensity well above the noise threshold so that the shower axis is better defined 
and the image points better to the source location, i.e., alpha is smaller. Thus, it 
is to be expected that as the energy of the primary particle increases, the shape 
parameters get larger while the orientation parameter, alpha decreases. 
Recall that the Monte Caxlo database has simulations done at discrete energy 
steps and discrete impact radii. Also, the number of simulations done at each energy 
step were chosen somewhat arbitrarily, and do not reflect an energy spectrum. Thus, 
to find the energy dependence of the Hillas parameters, we must put in appropriate 
weighting factors to reflect the fact that the showers are not distributed uniformly 
over the area, and the fact that the primary energies are not drawn from a spectrum. 
Also, rather than finding the energy dependence, we find the dependence on the total 
number of counts registered in all selected ADC channels, henceforth denoted by Udc-
(I shall also refer to this quantity as the "total ADC counts," and it has been referred 
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to as "size" by other authors.) 
Let us consider, in detail, the process of finding the energy dependence of some 
Hillas parameter—call it x. We take all the Monte Carlo showers that trigger the 
detector, and bin them by the total ADC counts, Udc- For a given Udc bin, we wish 
to calculate an appropriately weighted mean for the parameter x; such that the 
distribution of a:, given ride, is identical to the distribution that would be obtained 
from showers scattered uniformly over the area and with primary energies drawn 
from a specified power-law spectrum. Each ride bin contains showers with different 
primary energies, Ei, and different impact radii, rj. Hence, the contribution to the 
parameter mean from each shower must be weighted by the following factors: 
1. the probability of obtaining the energy Ei from the specified power-law spec­
trum. For a differential power law of the form dnfdE = aE''*, this probability 
is proportional to AEi. 
2. the probability of obtaining the impact radius, rj. This is proportional to A A j ,  
w h e r e  A A j  i s  t h e  a r e a  o f  t h e  a n n u l u s  c e n t r e d  a t  r j .  
3. The probability of a shower with energy Ei and impact radius, rj, triggering 
the detector, and ending up in that ride bin. This is given by: 
No. of triggering showers at Ei,rj No. of showers in that ride bin at Ei,rj 
No. of showers simulated at Ei,rj No. of triggering showers at Ei,rj 
_  N o .  o f  s h o w e r s  i n  t h a t  n j c  b i n  a t  E i , r j  
No. of showers simulated at Ei,rj 
Consider the fc"' bin in ride- Let the total number of simulated showers with 
energy Ei and impact radius, rj, be M,j. Of these M,j showers, let the number that 
end up in this bin be denoted by Then, the weighting assigned to a shower in 
this bin, with energy Ei and impact radius, rj, is given by: 
= (4.2) 
Consider the parameter x. Let rcjt; denote the value of the parameter for event /, in 
bin k. Then, the mean value of the parameter, in bin k, is given by: 
E Wkl) 
° 's (•«/.,) 
I 
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where, Wki is given by Eq. (4.2). (I have added a subscript /, to indicate that it is 
the weight appropriate for event I, in bin k.) The summation is over all events in 
bin k. The sample variance, and the variance in the mean, in the fc"* bin, are given, 
respectively, by: 
{ x k i  -  { x ) i ^ f  
"t = ^ (4.5) 
T l e j f  
where, Ug/f is the effective number of events, given by: 
t2 
U e f J  —  
E imi) 
EM 
(4.6) 
This method of calculation of the weighted mean and variance is taken from Lyons [76, 
pg. 13]. 
4.5.2 Functional fits to the parameters 
In the previous section, we found the parameter means, and the errors in these 
for each of the ride bins. Given these, we proceed to find functional forms to fit the 
distributions. Fig. 4.1 shows the parameter distributions and the fits to these for 
each of the Hillas parameters, width, length, alpha, and azwidth, for the observing 
season 1988-89. Distance is almost independent of ride- The other parameters are all 
fit nicely by the same functional form: 
fit = (const. ) + (const. ) x In (n^c) (4.7) 
Also, in line with our expectations, width, length, and azwidth all increase with Udc, 
while alpha decreases, i.e., showers with more light are larger and point better. To 
give a feeling for the numbers involved, here are the parameter fits for 1988-89: 
(width) = —0.048 + 0.025 In (ride) 
(length) = 0.132 + 0.018 In (njc) 
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Figure 4.1: Energy dependence of the Hillas parameters. 
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(alpha) = 12.65 — 1.05 In (n^c) 
(distance) = 0.814 
(azwidth) = —0.048 + 0.025 In {ride) (4.8) 
Further, it should be noted that these fits do depend weakly on the assumed spectral 
index in the simulations [see sec. 4.5.1, esp. Eq. (4.2)]. The above fits hold for a 
power-law spectrum with a differential index of -2.5 
Fig. 4.2 shows an example of how the parameter fits depend on the spectral index. 
The fits to width and alpha are shown for three different values of the index, ranging 
from -2.0 to 3.0. It is interesting to note that, in the case of width, at a given value of 
ride, the parameter mean increases with an increase in the magnitude of the spectral 
index, i.e., for a given amount of light, the width increases as the energy spectrum 
becomes steeper. Length and azwidth also exhibit similar behaviour, although they 
have not been shown here. The physical origin of this behaviour is that, for a given 
ride bin, the relative proportion of low energy showers grows with a steeper spectrum. 
For a low energy shower to have the same amount of light as a higher energy shower 
it must be closer to the detector, and the cascade must be further developed. Thus, 
the shape parameters, that measure the extent of the cascade, are larger for the low 
energy shower, and therefore, the mean width is larger for a steeper spectrum. Also, 
the centroid for the low energy showers is closer to the centre of the field of view, so 
that the axis is less well defined and alpha is, in general, larger. 
Another point worth noting is that the general shape of the distributions do not 
change markedly with the spectral index, they are still well fit by the same functional 
form. As we shall see later, we define a passband for a given parameter that has the 
same shape as its functional fit. Thus the efficiency of the cut in the parameter, as 
defined by the passband, is fairly insensitive to the spectral index of the gamma ray 
source being studied. 
Finally, it is remarkable that each parameter has a clear In {ride) functional de­
pendence. It is tempting to speculate that this dependence is inherent in the cascade 
process itself, rather than being a detector artifact. While this has yet to be rigor­
ously investigated, such a dependence might arise from the fact that the size of the 
observed Cherenkov light image depends on the degree of development of the shower 
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which, in turn, depends on the depth in the atmosphere to which the primary particle 
penetrates. This depth of the first interaction scales as the logarithm of the energy 
of the primary particle. As discussed earlier (see Sec. [?]), the observed total ADC 
counts is a measure of the primary energy, so that the parameters that measure the 
extent of the shower can be expected to exhibit a logarithmic dependence on the 
total ADC counts. 
4.5.3 Optimization of the cuts 
The chief motivation in developing extended supercuts was to have a set of cuts 
that have an efficiency comparable to supercuts, without being biased towards pref­
erentially selecting low energy showers. We use the same parameters as in supercuts; 
namely, width, length, alpha and distance. However, instead of having the passband 
independent of the total light, we shall allow it to scale as per the functional fits in 
the previous section. Thus, we look for a passband that has the same shape as the 
fit curve, i.e., at each value of Udc, the upper and lower bounds of the band are just 
the fit curve shifted vertically. 
In order to optimize the cuts, we need to define a quality factor that defines 
how good a particular set of cuts are in picking out a gamma ray signal from the 
background. A commonly used quantity is the so-called (^-factor, defined as the 
ratio of the efficiency of the cuts in selecting gamma ray showers to their efficiency in 
selecting background showers. With the efficiency, e, defined simply as the fraction 
of showers passing the cut, this becomes. 
Fraction of gamma ray showers passing cuts . 
y/ Fraction of background showers passing cut 
For the simulated gamma ray showers, the fraction passing, is weighted appropriately 
by the area and the energy spectrum. For the background, we use showers from the 
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OFF region of the data for the observing epoch that we are considering®'^. It is also 
possible, to consider the efficiency as a function of the total ADC counts, ride- In 
that case, the efficiency is defined to be the fraction of the showers in a particular ride 
bin that pass the cuts. To distinguish the two, whenever I refer to the n^c-dependent 
efficiency I shall explicitly write it as e {udc), with the corresponding Q-factor written 
as  Q ( n d c ) -
The following procedure is used to optimize the position of the upper and lower 
bounds, with one parameter being optimized at a time: 
1. To start with, the lower bound is held fixed at some assumed value, and the 
upper bound is allowed to vary. For each step in the upper bound, we calculate 
the efficiencies, e^,, Sb, and the Q-factor. Thus, we build a plot of Q as a function 
of the position of the upper bound, relative to the fit curve. The peak of this 
curve defines the optimal position for the upper bound. 
2. Next, the upper bound is held fixed at the optimal value and the lower bound 
is allowed to vary. As for the upper bound, e^, and Q are calculated, and 
the position of the lower bound chosen so that Q is maximized. This gives the 
optimal lower bound. 
3. Finally, we iterate through the procedure, using the newly optimized value for 
the lower bound, rather than the initially assumed value. However, we have 
almost always found that the procedure converges in one iteration. 
This procedure for optimizing the cut is illustrated graphically in Fig. 4.3 which 
shows an example of the steps in the procedure for the parameter, width. Fig. 4.3(a) 
shows the efficiencies and Q-factor as a function of the shift of the upper bound from 
the fit curve, with the lower bound held fixed at the initial assumed value. The 
position corresponding to the peak of the Q-factor curve is taken as the optimal 
®The use of background from the data compensates for systematic changes over 
time, e.g., in camera configuration. It is not absolutely essential to use the OFF-
source region. Other background data from the same period will suffice. 
Ht is also possible to use simulated background showers. We do not have an 
adequate set of these, at present. 
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position for the upper bound. This is marked by the solid vertical line in Fig. 4.3(a). 
Fig. 4.3(b) shows the same quantities for the lower bound, with the upper bound 
held fixed at the optimized value found in the first step. Fig. 4.3(c) shows the second 
iteration on the upper bound, with the lower bound now fixed at the optimized value 
from the second step. Note that the position of the optimal upper bound does not 
change, though Q increases slightly. In searching for a bound the step sizes used are, 
0.002° for the width, length and azwidth, 0.02° for distance and 0.2° for alpha. The 
optimal positions of the upper and lower bounds, as found above, define the optimal 
set of extended supercuts. In order to maximize the retention of gamma rays, these 
bounds are relaxed so as to pass a minimum fraction of the simulated gamma ray 
showers® This relaxed set of cuts will be referred to as "loose extended supercuts." 
The positions of the bound for this set are indicated by the dashed vertical lines in 
Fig. 4.3. 
Fig. 4.4 considers the n^c-dependence of the efficiencies, for the parameter, width. 
Fig. 4.4(a) shows a two-dimensional histogram representation of Q{ndc), as a func­
tion of both ride and the shift in the upper bound. Fig. 4.4(a) is a gray-scale color 
map, where the darker regions correspond to a higher value for Q (ride)- (For easier 
visualization, the histogram is restricted to a smaller range in the upper bound.) 
Fig. 4.4(b) shows Q {ride) as a function of the shift in the upper bound, for three 
different ride bins, i.e., three slices through the two-dimensional histogram. Note that 
the optimal position of either bound is fairly independent of ride- Also, the maximum 
value of Q (ride) increases with ride, i-e., the cuts improve with energy! This leads to 
the interesting conclusion that the gamma-hadron separation in the Hillas parame­
ters is actually greater at higher energies. Each parameter is separately optimized, as 
simultaneous optimization of several parameters is considerably more complicated, 
and a preliminary investigation seemed to indicate no significant improvement with 
simultaneous optimization. 
Again, to give an idea of the size of the passbands in the various parameters, 
here is the set of loose extended supercuts, optimized for the 1988-89 Crab nebula 
®This fraction is usually about 90 %. 
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database: 
[ -0.011 + 0.025 In (ndc) ] + 0.034 
[0.124+ 0.019 In (nj,) ] +0.044 
[11.09 — 0.60 In (n^ c)] +8.4 
1.2 
(4.10) 
The expressions in the parentheses above are the functional fits to the param­
eters, as given in Eq. (4.8). They have been written in this form to emphasize the 
values of the upper and lower bounds. Fig. 4.5 compares these passbands for width, 
length, alpha, and azwidth with those for standard supercuts. Standard supercuts 
was derived directly from the 1988-89 Crab data, and it can be seen that there is good 
agreement between the two sets of cuts at low energies, where most of the showers 
are. However, the passbands axe quite different at higher energies. 
Below is the "extended aawidth" cut, that is n o t  a part of extended supercuts. 
It might be used, for example, in selecting gamma ray showers for pulsar timing 
purposes, where the emphasis is on retaining as many of the gammas as possible. 
[ —0.003 + 0.024 In (rarfc) ] — 0.064 < (azwidth) < [ —0.003 + 0.024 In (jidc) ] + 0.038 
(4.11) 
4.6 EfTective area of detector 
At the highest energies, an atmospheric Cherenkov detector can see showers 
more than 200 m away. The so-called detector area is the effective collection area it 
has for gamma ray showers. As some selection criteria must be applied to pick out 
gamma ray showers from the background, the detector area will depend on the set 
of cuts chosen. In particular, the detector area will be larger if the cuts are more 
efficient. 
Again, we shall use the main database at discrete energies and impact radii. 
First, consider the question of finding the trigger area, i.e., the effective area for 
gamma ray showers triggering the detector in its normal operating mode, with no 
[—0.011 + 0.025 In {ndc) ] — 0.060 < (width) < 
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Figure 4.5: Comparison of loose extended supercuts (solid lines) with standard su­
percuts (dashed lines). 
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other selection applied. For a given energy and impact radius, we can consider each 
simulated shower to be drawn from a binomial distribution. Thus, the number of 
independent trials is equal to the total number of simulated showers at that energy 
and impact radius, and the number triggering gives the number of successes. Let 
the number of simulated showers at energy Ei and impact radius rj, be denoted by 
Mij and let the number triggering the model detector be rriij. In particular, we shall 
be interested in the quantity /,j = rtiijfMij, the relative number of successes in My 
trials. For this quantity, the mean and variance are given by: 
S(M =  =  ^  ("2)  
I'o'- (k) = ^ ^  (^1 - (4.13) 
where, S [ f i j ]  denotes the expectation value of /,j, and I have used the well-known 
formula for the variance of a binomial value (see, for example, Frodesen [38, pg. 67]). 
It is easy, to calculate the detector area and its variance, given , the relative number 
of successes. Viz., 
= (4.14) 
V a r { A { E i ) ]  = ^(A>4,f Far 
As earlier, A A j  is the area of the annulus centred at Vj. When using the detector 
area for the spectrum estimation, it is preferable to parameterize the area to smooth 
out fluctuations in the simulations. 
The parameterized fit to the area, using trigger plus extended supercuts is shown 
in Fig. 4.6(a). Fig. 4.6(b) shows the parameterized fits to the effective area, for 
three cases; trigger only, trigger plus standard supercuts, and trigger plus extended 
supercuts. Also, the reflectivity, etc., are as appropriate for the 1988-89 observing 
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epoch. It is evident from the figure that, for retaining gamma ray showers, extended 
supercuts is comparable to standard supercuts at low energies and performs much 
better at high energies, for the 1988-89 database, the parameterized form for the 
collection area, using extended supercuts, is given by: 
A  ( £ )  =  1.46 X 10" arctan (l7.5 x In (8.19 x E )  exp (-E/27.4) (4.16) 
Fig. 4.7 shows the simulated detector response using only the trigger criterion, for 
gamma ray showers drawn from a power-law spectrum with a differential index of 
-2.65, i.e., the same index as the background cosmic rays. This is obtained from the 
previous "trigger area" curve by folding in a power-law spectrum with a -2.65 spectral 
index. We define the threshold energy of the detector as the energy corresponding to 
the peak of this response curve. From the figure, the threshold energy of the detector 
for the 1988-89 epoch is estimated to be about 450 GeV. It should be mentioned that 
other, less conservative, definitions of the energy threshold are also used in the field 
of VHE gamma ray astronomy—such as the 50 % point or the 95 % point on the 
initial, rising part of the response curve. 
4.7 Estimation of the primary energy 
This section discusses the estimation of the energy of the primary particle from 
the observed image parameters. An increase in the primary energy leads to an in­
crease in the number of particles in the cascade and thus increases the shower size. 
This also gives rise to a larger image and an increase in the amount of light seen. 
Thus, the energy reconstruction must use the total digital counts njc as a starting 
point. Another factor to consider is the impact radius of the shower core. For showers 
of a given energy, if the impact radius is smaller, the shower is closer to the detector 
and more light is seen. Though we cannot measure the impact radius directly with 
an atmospheric Cherenkov detector, it can be related to the parameter, distance. 
"Distance" measures the displacement of the shower centroid from the centre of the 
field of view, and thus has a rough correspondence with the impact radius. 
Initially, we used only njc to reconstruct the primary energy. Later, we have 
also  inc luded  d i s t ance  in  the  ene rgy  e s t ima te .  Th i s  fo rm of  t he  ene rgy  e s t ima te ,  E  =  
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Figure 4.7: Threshold area for the detector 
E {udc, dis), has been suggested by Plyasheshnikov [86]. In this section, we present the 
energy estimate, both with and without distance included as a parameter, and show 
that the inclusion of distance does lead to a smaller scatter in the estimated energy. I 
shall refer to the known Monte Carlo input energy as E, and the reconstructed energy 
as E. When it is not clear from the context, I shall distinguish between the energy 
estimate with and without distance by explicitly including a functional dependence 
where needed, viz. , E {udc, dis). 
4.7.1 Estimate independent of distance 
Here, I try to find a functional form for the energy estimate, using only the total 
ADC counts, Udc- At each energy step, Ei, we calculate the average of the total ADC 
counts, Udc, for all showers at this energy that have triggered the telescope and passed 
the extended supercuts selection. This averaging, of course, includes the appropriate 
weighting for the impact radius and for the probability of a shower of that energy 
triggering the detector and passing extended supercuts. Let Mij denote the number 
of showers simulated at an energy Ei, and an impact radius rj, and rriij denote the 
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number that trigger the detector and pass extended supercuts. The weight assigned 
to a shower at energy Ei and impact radius rj, would be: 
= (4.17) 
Label the events at energy, Ei, by the index k, so that {ndc)ik denotes the total 
ADC counts for the event k at that energy. Then, similar to the calculations of the 
parameter means in 4.5.1, the average of the total digital counts is given by: 
where, Wik is given by Eq. (4.17). (I have again added a subscript k ,  to indicate that 
it is the weight appropriate for event k.) The summation is over all events at energy 
Ei that trigger the detector and pass extended supercuts. The sample variance, and 
the variance in the mean, at energy E,, are given, respectively, by: 
^ (4-19) 
EK-fc) ^ ^ k 
a f  = (4.20) 
where, Ue/f is the effective number of events, given by: 
l2 
T l e j f  —  
E (u'.-Jt) 
.  k  
ziwikY 
k  
(4.21) 
By finding the average of the total ADC counts at each energy step, we get 
an idea of the average variation of ride with the energy. Fitting this function, using 
the means and variances calculated as above, gives us n^c as a function of the input 
energy E. For the energy estimation function we use the inverse of this relationship. 
As an example, for the 1988-89 epoch, the relationship between Udc and E is found 
to be: 
Udc = 3.46 X 10® arctan [0.0944 { E  -|- O.eSS)^-"®] (4.22) 
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which, when inverted, gives the desired energy estimation function, 
E {udc) = -0.683 + 4.95 [tan (2.89 x 10"'' (4.23) 
As an inverse trigonometrical function is being used for the original fit of Udc, the 
solution for the estimated energy is not unique, and care must be taken to select 
the correct branch of the function. This complicated form for the energy estimation 
function is necessary in order to get a good fit to the simulations. This fit is shown 
in Fig. 4.8(a) for all simulated energies. Fig. 4.8(b) shows a comparison between the 
estimated energy obtained from Eq. (4.23) above, and the actual Monte Carlo input 
energies. The ideal curve, E = E, is also shown on the same plot as a solid line. 
Thus, we see that Eq. (4.22) gives a good fit, and the mean estimated energy is shown 
to be free of bias, at least to the highest energies®. 
4.7.2 Distance-dependent energy estimate 
A shower of a given energy will, in general, produce more light if it is at a 
smaller impact radius, i.e., closer to the detector. Though we do not observe the 
impact radius directly, it can be related to the observed parameter, distance, which 
is a measure of the angular displacement of the Cherenkov light in the shower. The 
reason that there is a good degree of correlation between the impact radius and the 
distance is that most of the observed light is emitted by relativistic particles close 
to shower maximum. For a typical shower, this corresponds to a region that is only 
about a hundred metres thick, so that the Cherenkov photons are emitted at a fairly 
constant angle. Thus, the spatial extent of the observed Cherenkov light is closely 
related to the Cherenkov angle near shower maximum. 
Fig. 4.9 shows the simulated lateral distribution of Cherenkov light, i.e., the 
density of Cherenkov photons as a function of distance from the shower core, for 
showers at three different energies, (i) 0.4 TeV, (ii) 1 TeV, and (iii) 5 TeV. The 
lateral distribution has a characteristic "volcano-like" shape, with the Cherenkov 
photon density being almost uniform within the rim, and falling off rapidly outside 
®As the telescope threshold energy is estimated to be about 450 GeV, and the 
spectrum of all typical sources falls rapidly with energy, we are not too concerned 
about errors made in estimating energies above several TeV. 
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Figure 4.8: (a) Udc fit used for the energy estimate, (b) The performance of the 
energy estimation function. 
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Figure 4.9: Lateral distributions of the Cherenkov light from simulated showers at 
different energies. 
it. The rim of the volcano is at a distance of about 125 m, almost independent of the 
primary energy. From the discussion in sec. 4.6, the collection area of the detector 
extends out to a radius of about 50m, well within the volcano rim, at an energy of 
0.4 TeV. At 1 TeV, the detector sees out to about 100m, whereas it is about 150 m 
at 5 TeV. Thus, as the primary energy increases, showers are detected out beyond 
the rim, where the light density decreases sharply with impact radius rather than 
being fairly independent of radius. This would mean that at larger energies, the 
observed light from the shower would also depend on the impact radius—besides the 
usual energy dependence. In terms of direct observables, this translates to a distance 
dependence of the total ADC counts, in addition to the normal energy dependence. 
Another point worth considering is that, by restricting the accepted range in the 
distance parameter, one might hope to sharpen the energy resolution. The obvious 
trade-off in doing this is that the detector area is decreased at high energies, as most 
of the showers there are at large distance values and would not be accepted. Finally, 
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it should be noted that at the highest energies, a typical shower might be truncated 
by the edge of the field of view. This is illustrated in Fig. 4.10 which shows the ADC 
counts registered by each tube in the image for (a) a 1 TeV shower, and, (b) a 20 
TeV shower. For the 1 TeV shower, the image is clearly contained almost entirely 
within the camera, with no light in the outer ring of tubes. However, the 20 TeV 
shower image is clearly truncated by the edge of the camera. This truncation, if 
typical of the showers at that energy, could lead to their mis-identification as lower 
energy showers, and it then might be necessary to reject these showers by restricting 
the distance cut. 
From the preceding discussion, it seems advantageous to put in a distance de­
pendence, at least for the high energy showers. Also, it might be necessary to restrict 
the distance cut in order to reject incompletely sampled showers at the edge of the 
camera, and in order to improve the energy resolution. In this section, I describe the 
procedure use to add a distance dependence to the energy estimate. The question of 
restricting the distance cut is addressed in the data analysis chapter. 
We follow broadly the same procedure as in the case where the energy estimate 
was based solely on the total ADC counts, Udc- Thus we seek a fit for ride, based on 
the Monte Carlo input energy, E, and the Hillas parameter, distance. This should 
have the form: 
r i d e  =  f { E )  g  ( d i s )  (4.24) 
This separable form of the energy dependence and the distance dependence allows 
one to use the inverse of the equation to find the estimated energy. Viz., 
— E  =  f  r i d e  
g  (dis) 
Here axe the steps used to find a distance-dependent energy estimate. 
(4.25) 
1. We start with the same fit of Ude as a function of E, as in the distance inde­
pendent case. This is as given by Eq.( 4.22). Thus, we have: 
r i d e  =  f ' H E )  (4.26) 
2. Next we investigate the distance dependence of the quantity r t d e / { E ) ,  at 
each of the discrete simulated energy steps. This is shown in Fig. 4.11 for 
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Figure 4.10: Simulated images for (a) a 1 TeV shower, and, (b) a 20 TeV shower, 
showing the truncation of the latter image by the edge of the camera 
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Figure 4.11: Distance dependence of the energy estimate. 
three representative energies, 0.4 TeV, 1 TeV, and 5 TeV. As expected, there 
is a distance dependence only for higher energies. Thus, we obtain a fit to the 
distance dependence at higher energies, of the form: 
n d c  =  g  ( d i s )  (4.27) 
3. In the final step, we do a second iteration on the energy dependence, by fitting 
ndc/g (dis) to E, to get: 
g { d i s )  
This procedure can be repeated over further iterations, but it usually converges 
at this point. Thus, the final form of the Udc dependence on energy and distance 
is given by: 
ndc = f'HE)g{dis) (4.29) 
which can be inverted to give the energy estimation function. 
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For the 1988-89 observing season, the final form of the fit for the total ADC 
counts, Udc is given by: 
((i-0.72f 
r i d e  = 8.61 X 10® arctan [0.0657 { E  + 0.459)^"®®] x exp 
0.12 
(4.30) 
By inverting this we get the following form for the energy estimation function: 
\ 2 t  0 - 6 5 5  
Again, care should be taken to choose the appropriate branch of the trigonometrical 
function. 
E  =  -0.747 + 6.43 tan 11.58 X 10" Udc exp 
{ d - 0 . 7 2 f  
0.13 
(4.31) 
4.7.3 Mixed energy estimate 
In the previous sections, we started out with a simple energy estimate, based 
only on the total ADC counts. Then, we discussed the need for including a distance 
dependence. The form of the fit for Udc in terms of the energy, E, and the distance, 
dis, was given by: 
r i d e  =  f { E ) g  { d i s )  (4.32) 
This separable form of the fit was necessary so that it can be inverted to obtain the 
energy estimation function. However, as we saw in the last section, the total ADC 
counts has a distance dependence only for high energy showers, so that the energy 
dependence and the distance dependence are not really separable. 
To get around this difficulty, we can use what I refer to as a "mixed" energy 
estimate, which first uses an energy estimate based only on the total ADC counts. If 
the estimated energy comes to be greater than some minimum energy, Eswitch-, then 
a distance dependence is used, as per the discussion in the previous section. The 
minimum energy, Eawitch is chosen by examining the simulations to find the energy 
at which the total ADC counts start exhibiting a distance dependence (see Fig. 4.11). 
For the 1988-89 season, the minimum energy Eawitch is found to be 0.9 TeV, and 
final form of the energy estimate is then given by; 
E  
• {  -0.683 -f 4.95 
-0.747 6.43 
tan (2.89 x 10"" nd,)]°•®^^ 
tan{l.58 x lO-^n^c exp 
0.655 
\ i E <  0 . 9 0 ;  
otherwise. 
(4.33) 
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Fig. 4.12 compares the estimated energy obtained from the mixed energy estimate in 
Eq. (4.33) above, to the Monte Carlo input energy. The solid line is the ideal energy 
estimate, E = E. The fit works well, and the mean estimated energy is free of bias 
over a wide range of energies. By comparison to Fig. 4.8(b), it can be seen that the 
roll-off evident at high energies in the distance-independent case has been avoided. 
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Figure 4.12: Performance of the mixed energy estimate 
4.7.4 Resolution of the energy estimation function 
The amount of Cherenkov light in an air shower initiated by a high energy gamma 
ray is related to the number of particles at shower maximum in the cascade. This in 
turn depends strongly, on the depth of the first interaction for the primary particle. 
Therefore, the fluctuations in the observed amount of light derive from variations 
inherent in the cascade process itself, i.e., an atmospheric Cherenkov detector has 
intrinsically poor energy resolution. This means that, there must be some provision to 
compensate for the energy resolution, irrespective of the actual gamma ray selection 
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criteria used. 
For a given energy estimation function, we proceed to find the energy resolution 
function by considering the distribution of estimated energies for showers with a 
fixed input energy. (For early investigations along this line, see Plyasheshnikov [86].) 
The energy resolution function, ^ (e, eJ is defined as a probability density, so that 
(E,EJ dE represents the probability that a shower with primary energy E has a 
reconstructed energy in the infinitesimal interval {^E,E + dE^. Also, 
j ^ [ E , E ) d E ,  ( 4 . 3 4 )  
represents the probability that a shower with a reconstructed energy in the finite 
range {E^ E + AE^, has a primary energy, E. The energy resolution function must 
have the following properties: 
1. It must be normalized, viz. , 
OO j x I } ( e , E )  dE  =  l  (4.35) 
0 
2. It must be bias-free, i. e. , for gamma ray showers with a fixed primary energy, 
E, the mean of the reconstructed energy, given by: 
00 
{ E )  =  J T ( ) [E ,E ' )  E ' dE ,  (4.36) 
0 
must coincide with the input energy, E.  
Additionally, it is desirable that the energy resolution function be narrow in order to 
increase the accuracy of the spectrum determination. 
As we are going to be dealing with discrete energies, we find a histogram version 
of the resolution function, using the following steps, for each Monte Carlo input 
energy, Ei: 
1. We take all simulated gamma ray showers at energy Ei, that have triggered 
the model detector and passed extended supercuts. We find the reconstructed 
energy for each shower, by using an appropriate energy estimation function, 
and bin them by the reconstructed energy. 
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2. For the input energy, Ei, consider the A:"' bin in the reconstructed energy. This 
bin contains showers with the same input energy, but with different impact 
radii, rj. Therefore, we need to weight the showers by the impact radius. Let 
rriijk be the number of showers in the bin with energy, Ei and impact radius, 
rj, and let M,j be the total number of simulated showers at E,, rj. Hence, we 
are interested in the fraction of these showers that show up in the fc"' bin. This 
is given by fijk = mijkjMij. Considering this to represent the relative number 
of successes in Mij trials for the binomially distributed variable, rriijk, we can 
calculate the variance in this quantity as: 
= W i  = SJ ^  
Therefore, the weight, Wk associated with the estimated energy bin, and the 
variance, <t|, in this weight is given by: 
wUvi) = (4.38) 
j  m j  
where, as earlier, AAj is the area of the annulus centred at rj. 
3. Thus, we can consider the bins in E  to define a histogram, with the height of 
the fc"' bin being proportional to the weight, Wk. The resolution function must 
also be renormalized to unity, by dividing each Wk by the sum of the weights 
in all estimated energy bins. 
The mean of the histogram is given by: 
T . { E k W t ^  
( E ) .  = • • (4.40) 
where, Ek represents the estimated energy for bin k .  In order for the energy 
estimate to be bias-free, the mean, . must coincide with the input energy, 
Ei. The sample variance in the estimated energy is given by: 
k  
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Note that, here we are interested in the sample variance, rather than the vari­
ance in the mean, as we are going to address the question of how well can we 
reconstruct the energy of a particular shower. 
4. We look upon the histograms above, as Monte Carlo approximations to the 
"real" energy resolution function, with the sample variances from the his­
tograms approximating the actual variance. In order to avoid being limited 
by fluctuations in the Monte Carlo results, we choose to fit the energy resolu­
tion histograms with a Breit-Wigner form^. This allows us to make the energy 
resolution functions bias-free by forcing the mean estimated energy to agree 
with the Monte Carlo input energy. 
The normalized Breit-Wigner, or Cauchy, distribution is given by: 
/  ( E )  =  ^^7.= ^-2 (4.42) 
^ ^ 2 arctan (Ei/r) (^ E - Eg) +T^  
The usual caveats for using a Cauchy distribution as a probability density 
function, apply here (see, for example Frodesen [38, pg. 123-126]). Specifically, 
the distribution must be truncated at some point, in order for the moments to 
exist. Here, I have chosen to truncate the distribution at (j-El, Ej^ , where the 
limiting estimated energy, Ei is chosen so that the range excludes the estimated 
energies of only a few per cent of the simulated showers at any input energy 
step. The mean of the distribution is at Eq, and it has a characteristic width 
of r. 
5. By fitting the energy resolution histograms with a Breit-Wigner distribution, 
we obtain the characteristic widths of the distribution at each Monte Carlo 
input energy step. This is shown in Fig. 4.13 for the 1988-89 data, using both 
the distance-independent energy estimate and the mixed energy estimate. As 
there is some scatter in the Breit-Wigner widths, we fit the widths as a function 
of the input energy, and use the fit value at each energy step. Thus, the final 
Gaussian form would work almost as well within the statistics of the simula­
tions. However, there does seem to be a higher tail in the histograms than would be 
expected from a Gaussian distribution. 
10 1 10 
(b) Input energy (TeV) 
Figure 4.13: Fits to the Breit-Wigner widths 
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energy resolution function to be applied to the data, has a Breit-Wigner form, 
with mean equal to the input energy, and having a characteristic width obtained 
from the fit to the Monte Carlo derived widths. Also, it should be noted that 
the widths are smaller for the mixed energy estimate. 
Fig. 4.14 shows examples of the resolution functions, ^ for the mixed 
energy estimate applied to the 1988-89 data. The points with the error bars represent 
the histogrammed resolution functions, derived from the simulations as described 
above. The solid line represents the Breit-Wigner fit to the histogram versions. Due 
to fluctuations in the simulated showers, the mean energy for the resolution functions 
is slightly different from the actual energy. If not corrected, this would introduce a 
bias when applying the resolution functions to the data. Thus, we constrain the 
energy resolution functions actually used for analyzing the data to have an unbiased 
mean, and a width derived from the fit in Fig. 4.13. These are shown by the dashed 
line in each case. 
It can be seen from the figure that the fit to the Monte Carlo histograms works 
fairly well, though there are large error bars associated with the Monte Carlo points. 
Also, the fitted energy resolution function is reasonably close to the one that is 
actually used. The fit to the Breit-Wigner widths is given by: 
(4.43) 
31 + 0.67E, otherwise. 
^  r o . i6, 
1-0.  
for the distance-independent case, and by 
' d E <  0 . 8 3 ;  ^  r o .i6, 
1-0.1 ( A A A )  0-|-0.28£^-1-0.04jE^, otherwise. 
for the distance dependent case. Finally, it should be emphasized that the extracted 
spectrum is fairly independent of the actual form chosen for the energy resolution 
functions, but does depend on its variance. 
4.8 Method of spectrum extraction 
This section puts together all the various pieces that have been discussed in this 
chapter, outlining a method that uses a least-squares fit to estimate the spectrum 
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Figure 4.14: Examples of energy resolution functions at several different input en­
ergies. 
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parameters of the source. We assume that the source spectrum is defined by a 
differential power-law of the form: 
^ = (4.«) 
where N  { E )  is the number of gammas, per unit area and, per unit time, with energy 
E (measured in TeV). We shall call a the flux constant, and 7, the spectral index. 
Although, I have used extended supercuts for the gamma ray selection, no part of 
this section is specific to it. A similar approach has been described by Lewis [73]. 
Other approaches, suitable for an atmospheric Cherenkov detector like the Whipple 
10-meter, are discussed elsewhere [85, 112]. 
4.8.1 Observables from the data 
In the typical operating mode of the telescope (see 3.3.5), a certain number of 
events are collected from the direction of the "source" over a period of time, and 
another set of events is collected from a "background region" for an equal amount 
of time. After applying extended supercuts to select gamma-ray-like showers, an 
energy is assigned to each selected event under the assumption that it was initiated 
by a gamma ray. The selected gamma rays are then binned by this estimated energy, 
yielding histograms Non (-Efe) and Nojj (^k), for the on-source and off-source region, 
respectively. The estimated number of gamma ray events in each bin is then given 
by: 
N, (Ek) = N,n (A) - Noff {h) (4.46) 
Let T  be the duration of the on-source observation. 
4.8.2 Estimations from the simulations 
Next, we use the Monte Carlo simulations to form an estimate to the expected 
number of gamma rays in the data, given a particular spectrum. I shall first write 
an expression for this estimate and then justify it. 
The Monte Carlo estimate for the expected number of gamma rays is given by: 
00 
N g [ E k )  = T  J d E a E - ' ' A { E )  J d E ' i > [ E , E ' )  (4.47) 
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There axe three main components in the above expression: 
1. Energy spectrum: This determines the probability of obtaining a shower with 
a real energy of E, given that particular spectrum. Here, the factor for this is 
aE"^  dE .  
2. Collection area: For a shower with a real energy, jE, the detector area, A {E) ,  
represents the probability that a shower of that energy triggers the detector 
and passes the gamma ray selection criteria. 
3. Energy resolution: This represents the probability that a shower with a real en­
ergy, E, ends up in that particular estimated energy bin, having width AEk at 
Ek. It should be appropriate to the energy estimation function used in estimat­
ing the energy of the events in the data. Here, this probability is represented 
by the second integral. 
It is instructive to take a closer look at the meaning of the second integral. From 
the discussion in sec. 4.7.4, f  i f j  (E ,  E^  dE ,  represents the probability that a shower 
AE 
with an estimated energy in the finite range ( ^E ,  E  -f- AE^ , has a real energy, E. This 
is shown graphically in Fig. 4.15, which shows three energy resolution functions of 
the Breit-Wigner form. These have different means, and overlap a certain estimated 
energy band, shown by the vertical lines. The area under the function, inside the 
vertical Hnes, represents of the integral over the energy resolution function. Note that 
the value of the integral is small when the mean of the energy resolution is widely 
different from the energy bin being considered, i.e., for a given estimated energy bin, 
the probability of a shower ending up in that bin is small if the primary energy is 
very different. 
The above discussion is closely related to the situation in estimating the expected 
number of gamma rays in the data. For example. Fig. 4.15(a) would be the case where 
the real energy, E, was well below the estimated energy bin; Fig. 4.15(b) would apply 
to when the real energy was close to the estimated energy, and Fig. 4.15(c) would 
hold when the real energy was well above the estimated energy. Thus, the integral 
over the resolution function, for the estimated energy bin being considered, weights 
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Figure 4.15: The significance of the energy resolution functions, (a) E E ,  (b) 
E  ^  E ,  and  {c )  E  E  
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showers that are close to the bin higher than showers that are further away. The 
width of the resolution function defines "close" and "far" for this weighting. 
Fig. 4.15 also indicates the choice of an appropriate size for the estimated energy 
bins in the data. If the bins are too large (compared to the width of the resolution 
function), the effect of the telescope energy resolution is lost in the error due to coarse 
binning. If the bins are too small, the values of the integral will also be small for 
most energies, so that there are very few events in each bin, and statistical errors 
become large. A suitable bin size is the width of the energy resolution function at 
the centre of the bin. 
4.8.3 Least-squares fitting 
For each estimated energy bin in the data, we have the observed number of 
gamma rays, as given by Eq, (4.46). We also have a Monte Carlo estimate to this 
number from Eq. (4.47). Hence, we can find a statistic, given by: 
This statistic should be distributed as chisquare, with degrees of freedom equal to the 
number of estimated energy bins, minus two. The above equation, and the chisquared 
distribution from the data, can also be used to estimate the statistical errors in the 
flux constant, a, and the spectral index, 7. This technique is applied to the data 
It should be recalled that we start out with an assumed spectral index in the 
Monte Carlo simulations, which is used to appropriately weight the contributions 
from each discrete energy. Thus, the Monte Carlo estimate for the number of gamma 
rays in the data, and consequently, the above fit, depend on this assumed index. 
Therefore, we must iterate over the entire procedure, using the fitted spectral index 
as the starting point for the next iteration, till we reach convergence. However, as 
the weights change only slowly with the spectral index, we have found the procedure 
to converge in a single iteration. 
(4.48) 
in 6.1. 
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CHAPTER 5. CHECKS ON SIMULATIONS 
Due to the extremely low fluxes of VHE gamma rays, and due to the presence 
of the enormous background of cosmic ray showers, it is not currently feasible to 
directly measure parameters of gamma ray showers from experiment, and hence the 
use of simulations is a must. A Monte Carlo simulation method seems to be the most 
direct way of dealing with the fluctuation inherent in the cascade process. In previous 
sections I have noted several difficulties in obtaining a sufficient set of simulations 
for both gamma ray and cosmic ray showers. With this in mind, and because the 
derived results are very heavily reliant on the simulations, it is prudent to carefully 
examine each step and to have a cross-check wherever possible. 
In this section, I shall try to establish the reliability of the ISU simulations. I 
shall start with several self-consistency checks for the simulations, and for the method 
of spectrum extraction. This will include examples of the extraction of a built in 
spectrum from a semi-independent set of simulations. I also describe the results of 
detailed comparisons with the simulations carried out at the University of Leeds by 
Hillas and West [120]. Next, I shall make comparisons with parameters from the 
data, mostly with the parameters of background cosmic ray showers. This is not 
as complete as would be desirable, because we do not yet have a complete set of 
simulations of cosmic ray showers, and are restricted to using only simulated proton 
showers for the comparison. Finally, I shall compare average numbers of various 
shower quantities to analytical solutions obtained under different approximations. 
5.1 Vertically incident gamma ray showers 
Here, I consider the two gamma ray databases that have the primary gamma ray 
incident along the zenith. These are, (a) the main database of gamma ray showers, 
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at discrete energies and impact radii, aad (b) the smaller database of gamma ray 
showers distributed uniformly in area and with a built in power law spectrum. Due 
to the relatively small number of triggering showers in the subsidiary database, I have 
reused the simulated showers twice, with different locations for the shower cores in 
each case. 
I shall first describe some simple checks, e.g., checking the distribution of shower 
cores to ensure that they are uniformly distributed in area. Next, I shall compare 
Hillas parameter fits, detector area curves, and energy estimates obtained from the 
main database with those from the subsidiary database. This serves as a check that 
the various weightings have been properly carried out. Finally, I shall use quantities 
from the main database and follow our prescribed method of spectrum extraction 
to measure the built in spectrum for the smaller database. This is not an entirely 
independent test, as we have used the same simulation programs to generate both 
databases. However, it is an important demonstration of the validity of the method. 
5.1.1 Self-consistency checks 
The Monte Carlo simulations are stored on magnetic tape as shower-by-shower 
lists of photons striking the model 10-meter detector. The first tests carried out are 
simple automated scripts that check to see that all records have the requisite number 
of fields, and none of the files are truncated. 
The next check is to ensure that the positions of the shower cores has been 
correctly chosen in the simulations. For the main database, at each energy, the 
simulations are done at discrete radii. At each radial step, the shower cores should 
be distributed uniformly in azimuth. Fig. 5.1 shows all simulated showers in the main 
database at impact radii of 50 m, 100 m and 300 m. Each shower is represented by 
a single dot, with the individual points merged into a continuous line. It is apparent 
that the distribution in azimuth is indeed uniform. For the subsidiary database, the 
showers are scattered uniformly in area out to a radius of 250 m. Fig. 5.2(a) is a 
scatter plot of the x and y positions of the shower cores (the detector is located at the 
origin), which seems to be uniform in area. Fig. 5.2(b) shows the number of showers 
per 10 m radial bin. This grows proportionally with the radius, r, as would be 
expected of a distribution uniform over the area. The small database had a nominal 
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Figure 5.1: Azimuthal distribution of showers in main database. 
differential spectral index of -2.5 built into it. Fig. 5.3 shows the distribution of the 
number of simulated showers, binned by energy, along with a power law spectrum 
fitted to the known input energies. This fitted power law is: 
(5.1) 
As the showers are distributed uniformly in area, out to a radius of 250 m, the 
simulated differential spectrum can therefore be written as: 
= 4.73 X 10( - 3) showers/TeV (5.2) 
5.1.2 Hillas parameter distributions 
The next comparison to be made is in the distributions of the Hillas parameters. 
As extended supercuts considers the parameter distributions to be a function of the 
total ADC counts, n^c, we shall only consider this form of the distributions. Also, 
iu 11 I 11 I I il I I I t i n  t i l l  111 l i l t  
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Figure 5.2: Spatial distribution of showers in subsidiary database. 
the detector parameters applied to both databases are those appropriate for 1988-89 
(see sec. 3.4.1 for the actual values used). 
The main database is used to calculate the parameter means and the variances 
in these, for each rtdc bin, as described in sec. 4.5.1. These are then fit by functions 
that scale as In (ndc), as shown in sec. 4.5.2. Fig. 5.4 compares these fits along with 
the errors at each Udc bin (shown as the lines with errorbars), with a scatter plot of 
the distributions from the subsidiary database. The distributions for the parameters, 
width, length, alpha, azwidth and distance are shown. There seems to be reasonable 
agreement within the statistics in the simulations. 
5.1.3 Effective detector area 
Fig. 5.5 shows the effective detector area, as calculated from each of the two 
databases in the case of (a) trigger only, and (b) trigger plus extended supercuts. 
For the main database, the area is calculated as described in sec. 4.6, and the 
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Figure 5.3: Fitted spectrum for the simulated showers in the subsidiary database. 
parameterized area is shown by the solid line. For the subsidiary database, we first 
calculate the fraction of simulated gamma rays triggering in radial bins, and then 
proceed as for the main database. The area from the subsidiary database is indicated 
by the points with errorbars. Note that the subsidiary database has simulated showers 
only out to a radius of 250m so that both the mean area, and the variance in the 
mean are underestimated for high energies. There is good agreement between the 
two databases. 
5.1.4 Energy estimate and resolution 
The main database has simulations done at discrete energy steps, while in the 
subsidiary database, the primary energy is drawn from a power law spectrum with 
a differential index of -2.58. The first approach makes it easier to obtain an energy 
estimate and the resolution in the energy estimate. However, the second approach is 
closer to the actual operation of the detector, and it must be demonstrated that the 
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Figure 5.4: Comparison of Hillas parameters between main and small databases. 
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Figure 5.5: Comparison of collection areas from the two databases, (a) Only trigger 
applied, and (b) trigger plus extended supercuts 
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energy estimate from the main database is indeed reliable. 
Fig. 5.6 compares the energy reconstructed, as per the estimate from the main 
database (see sec. 4.7.3), to the known input energies in the simulations for the 
subsidiary database. This is shown as a scatter plot. Fig. 5.6(a) uses the distance-
independent estimate, while Fig. 5.6(b) uses the mixed energy estimate. In both 
ceises, the ideal curve that would result for a perfect energy estimate function is 
shown by the solid, diagonal line. The dashed error box shows the expected sample 
standard deviations in the energy estimate. It can be seen that both estimates 
reconstruct the mean energy fairly well and the distance-dependent energy estimate 
has less of a spread in the reconstructed energy. 
5.1.5 Background showers 
Here, I compare our simulation of proton-initiated showers with the background 
cosmic ray showers from the data. This set of simulations is far from complete, as 
only about half the cosmic ray showers above our operating threshold are protons. 
Also, I do not feel that we have adequate Monte Carlo statistics for even the proton 
showers. However, I hope to demonstrate that we get reasonable agreement with this 
limited set of proton simulations. 
5.1.5.1 Input spectrum The set of simulations that this report is based on 
consists of 14, 824 proton initiated showers. The primary particle is incident along the 
zenith. The arrival directions of the primary particles are randomized over a cone of 
half-angle 3° (solid angle on sky 0.0086 sr), centred at the zenith^. The shower cores 
are distributed uniformly in area, over a circle of radius 225 m (area 1.59 x 10® m^), 
with the detector at the centre. The primary energies are drawn from a power-law 
spectrum, with an input differential spectral index of -2.65, and range from 0.3 TeV 
to 10 TeV. 
To get an idea of the trigger rate and the parameter distributions, each shower 
has been re-used 30 times, with different random arrival directions in the 3° cone 
^The solid angle is probably too small. This particular choice follows by adding 
a 2° field of view to a Cherenkov cone of ~ 1° , which of course ignores the multiple 
scattering angle and the transverse momentum from nuclear interactions. 
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Figure 5.6: The energy estimate from the main database applied to the small 
database, (a) Distance independent estimate, and(b) Mixed energy es­
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Figure 5.7: Fit to the energy spectrum of the simulations. 
and different noise values in the image. For our usual input parameters for the noise, 
mirror reflectivity, photoelectron to ADC counts conversion factor etc. I get about 
570 independent triggers out of a total of about 2100 triggering showers. In a quick 
look through the results, the images of the same shower looked quite different, both 
in the total ADC counts and in the Hillas parameter values, so that it is probably 
fair to re-use them these many times. 
Fig. 5.7 shows the spectrum fitted to the input energies to the Monte Carlo 
simulations. The fitted spectrum, with Icr statistical errors, is: 
Dividing by the area and solid angle covered by the simulations, the fitted Monte 
Carlo differential spectrum is: 
2.71±0.015 
m^ sr TeV 
# (6.4) 
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Dividing by the area and solid angle covered by the simulations, the fitted Monte 
Carlo differential spectrum is: 
The actual differential spectrum for the flux of all cosmic ray particles (in what I call 
"proton equivalents," i.e., the flux described in terms of the number of nucleons) in 
this energy regime, can be parameterized as given below. This is derived as described 
in Appdx. C. 
/ E # 
\ d E )  '  ^1 TeV/nucleon j m^ s sr (TeV/nucleon) 
Note the difference in the units between Eq. 5.5 and Eq. 5.6—there is no notion of a 
time of observation in the simulations. Hence, if we are going to compare the Monte 
Carlo rates to the rates per second in the data, the simulation numbers must be 
divided by the factor 2.4/0.144 = 16.67. Also, as each simulated shower is re-used 30 
times, the overall renormalization factor for the Monte Carlos is 30 x 16.67 = 500. 
5.1.5.2 Differential trigger rates This section compares the diflferential 
trigger rates of background showers from a zenith file (ZN0805, calendar date 881114), 
with the Monte Carlo simulations. The events in the zenith file have undergone 
pedestal subtraction, gain renormalization and morphological cleaning, but no ad­
ditional software trigger has been applied. Three different photoelectron to ADC 
count conversion factors have been used in the simulations, (i) 1.15 d. c./p. e., (ii) 
0.85 d. c./p. e., and (iii) 0.67 d. c./p. e. The second value is Kwok's measured value 
that we have used in our simulations for the 1988-89 database. The other two values 
approximately reflect a 25 % change on either side of this accepted value. 
As the hardware trigger involves two tubes out of the inner 91, the event rates 
axe simply the rates in the second highest tube for each event, ignoring the small 
probability that the second highest tube in the recorded image might not correspond 
to the actual triggering tube. 
The differential event rate is shown in Fig. 5.8 for the zenith file data and for 
the three Monte Carlo cases. Also shown are two representative error bars for the 
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Figure 5.8: Comparison of differential event rates between the simulations and real 
data* 
statistics in the simulations, at the low energy and at the high energy end. The 
statistical errors in the data are about half of these error bars shown and have been 
omitted for clarity. It would appear that the curve for a pe-to-dc conversion factor of 
0.85 dc/pe (case (ii)) agrees with the data, within the error bars, which is reassuring 
as that is the value used in our simulations. However, this apparent agreement is 
somewhat misleading as the abscissa is restricted to a fairly small number of ADC 
counts and the simulations do not match the data very well at the high energy end 
even in this restricted range. Hence this should be taken as an indication that the 
simulations are not obviously incorrect, rather than as a reliable estimate of the 
photoelectron to ADC count conversion factor. 
5.1.5.3 Hillas parameter distributions Fig. 5.9 shows a comparison of 
the Hillas parameter distributions, between the zenith file data and the Monte Carlo 
simulations with a photoelectron to ADC counts conversion factor of 0.85 d. c./p. e. 
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The Hillas parameters shown are the total ADC counts, width, length, alpha, distance 
and azwidth. In order to make the histograms comparable in size, each of them has 
been scaled by the total number of events. 
For the total ADC counts, histograms with a bin size of 250 ADC counts are 
shown. For the other parameters, there axe two kinds of distributions shown side-
by-side. The first one is a simple histogram for the parameter distribution. The 
second one is a plot of the distribution of the parameter as a function of the total 
ADC counts (these are the sort of distributions used for extended supercuts). In the 
second case, the simulations are indicated by the points with error bars, while the 
data is represented by the dotted line. The statistical errors in the data are much 
smaller than for the simulations, and have been ignored. 
It is evident from the figure that the simulations have problems in reproducing 
the distributions from the data. We seem to have too many showers at the low end of 
the total ADC counts distribution, and not enough at the high end. This is probably 
a reflection of the fact that there are a lot more high energy showers in the data, and 
that we do not have simulations of heavy nuclei. However, given all the assumptions 
made in this work, and given the insufficient statistics, the degree of agreement is 
not unreasonable. 
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Figure 5.9: Comparison of Hillas parameter distributions. 
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CHAPTER 6. DATA ANALYSIS 
6.1 Overview 
Results of applying extended supercuts to the Crab nebula data are presented 
here. It covers several observational periods, which are described below. For each 
such period, we use only a subset of the data, that has been checked for good weather 
and proper operation of the detector. Also, only data from the Whipple 10-meter 
telescope has been used, though it should be possible to develop extended supercuts 
for the new 11-meter telescope too. 
The advantage of having a Monte Carlo derived set of cuts, such as extended su­
percuts is that it is not specific to the detector setup for a particular epoch; though it 
can be optimized to take advantage of a systematic change in the telescope properties 
(see 4.5.3). In this analysis, extended supercuts was first applied to the 1988-89 Crab 
database. It was then re-optimized for subsequent observing seasons where there 
was an appreciable change in the mirror reflectivity. It should be stressed however, 
that unless there is a major change in the detector, say, for example, a change in 
the configuration of the PMT array, the initial set of extended supercuts can still be 
applied successfully to data from a later epoch. The derived spectrum is compared 
with independent measurements of the Crab Nebula spectrum, and to theoretical fits 
to the same. 
6.2 The Crab nebula 
The canonical database in the building of both standard supercuts, and extended 
supercuts has been the Crab 1988-89 database. This is a large database where the 
detector has been operating in an optimal configuration (e.g., with freshly coated 
mirrors). The data from this period has been intensively examined by several re­
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searchers, and the final database is restricted to a well-conditioned subset (see, for 
example, Lang [69, pg. 109] for further discussion of the tests performed on the data). 
Hence, this database is examined in detail. For each observing season, Appendix A 
gives the details of the runs analyzed. Here axe the distinct observing seasons, each 
of which is treated separately: 
1. 1988-89: This database consists of 51 pairs of ON-OFF runs (see 3.3.5), with 
a total ON-source observation time of 1400 minutes^, taken between Nov. 1988 
and Jan. 1989. Two-thirds of the mirrors on the reflector were freshly recoated 
just prior to these observations. 
2. 1989-90: This consists of 48 ON-OFF pairs taken between Sep. 1989 and 
Feb. 1990. Unfortunately for spectrum determination purposes, the detector 
during this period also utilized an independent trigger, that pre-empted the 
normal 2/91 Cherenkov trigger. The independent trigger was based on the 
light collected by four 1.5 m mirrors, mounted on the arms of the telescope. 
Each mirror was viewed by a single, wide-angle PMT (see Lang [69, pg. 85] for 
details on this). I demonstrate that the events with the independent trigger are 
sufficiently different from the normal events that this database is not suitable 
for spectrum determination. 
3. 1990: This has 17 pairs of runs, with a total ON-source time of 411 minutes, 
taken between Jan. 1990 and Aug. 1990. 
4. 1990-91: This includes 39 pairs of runs, taken between Oct. 90 and January 
1991. The total on-source observation time is 1072 minutes. 
5. 1991-92: The 10-meter detector was being upgraded and new hardware, such 
as light cones, was being tested during this period. Hence the instrument was 
not stable enough for spectrum determination during this period. Hence, we 
have had to discard a lot of the data and there are only 18 pairs with a total 
ON-source time of 491 minutes from this season. 
^The usual 1988-89 database consists of 65 pairs of runs. Of these, the last 14 
pairs were deemed unsuitable as they have a 3/91, rather than a 2/91 trigger. 
142 
6.2.1 1988-89 seeison 
This database consists of 51 pairs of ON-OFF runs (see 3.3.5), with a total ON-
source observation time of 1433 minutes^, taken between Nov. 1988 and Jan. 1989. 
Two-thirds of the mirrors on the reflector were freshly recoated just prior to these 
observations. The input parameters for the Monte Carlo simulations were derived as 
described in sec. 3.4.1. 
6.2.1.1 Significance of the detection Table 6.1 shows the significance of 
the detection of the ~ TeV gamma ray flux from the Crab nebula, using extended 
supercuts. As the detector was operated in the standard ON-OFF mode, the signifi­
cance of the detection is given by: 
-where, Non is the number of events selected in the ON region, and N o j f  i s  the number 
of events selected in the OFF region. It should be noted that this represents only the 
significance for rejection of the null hypothesis, i.e., the significance that the observed 
excess does not arise from a chance fluctuation in the background. The proof that the 
excess is indeed from gamma ray showers rests on the fact that the selection criteria 
are derived a priori from Monte Carlo simulations of gamma ray showers. 
The excess, and the significance is shown separately for each of the parameters 
that make up the set of extended supercuts. The column labelled "Shape" refers 
to the results from applying the shape parameters, width, and length in addition to 
the distance cut. The column labelled "Orient." shows the effect of applying the 
orientation parameter, alpha as well cis the distance cut. Each of these subsets of 
the extended supercuts should separately select gamma ray images at a high level of 
significance. Finally, the column labelled "Both" shows the results of the full set of 
extended supercuts. 
^The usual 1988-89 database consists of 65 pairs of runs, with a total ON-source 
observation time of 1723 min. Of these, the last 14 pairs were deemed unsuitable as 
they have a 3/91, rather than 2/91 trigger. 
(T — ^on ^oSS (6.1) 
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Table 6.1: 1988-89: Detection significance, using extended supercuts. 
Raw Width Length Distance Alpha Shape Orient. Both 
ON 
OFF 
413 281 
407 152 
115 775 
111 078 
57 137 
53 154 
327 768 
322 573 
52 874 
48 965 
28 597 
25 155 
38 605 
34 898 
6 760 
3 996 
Exc. 
Sigma 
6 129 
6.8 
4 697 
9.9 
3 983 
12.0 
5 195 
6.4 
3 909 
12.2 
3 442 
14.8 
3 707 
13.7 
2 764 
26.7 
Table 6.2: 1988-89: Detection significance, using standard supercuts. 
Raw Width Length Distance Alpha Shape Orient. Both 
ON 
OFF 
413 281 
407 152 
35 234 
31 953 
61 298 
57 575 
297 828 
293 306 
52 027 
48 167 
13 836 
11 203 
35 463 
31 876 
4 043 
1 685 
Exc. 
Sigma 
6 129 
6.8 
3 281 
12.7 
3 723 
10.8 
4 522 
5.9 
3 860 
12.2 
2 633 
16.7 
3 587 
13.8 
2 358 
31.6 
Table 6.2 shows the excesses and the signficances for the set of standard super-
cuts, with the columns having the same meaning. 
As can be seen by comparing the two tables, the significance of the detection 
using extended supercuts is almost as good as with standard supercuts. The advan­
tage of extended supercuts is that it is an a priori set of cuts, and has been shown 
not to be biased towards low energy showers. It is indeed better at retaining gamma 
ray like showers as can be seen from the fact that there is a 20 % larger excess with 
extended supercuts, even though standard supercuts is optimized to this database. 
6.2.1.2 Spectrum of the VHE emission In this section, I present the 
results of the measurement of the spectrum from the 1988-89 Crab nebula database 
for four different cases, (a) distance independent energy estimate, with and without 
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Table 6.3: 1988-89 Crab flux, using distance independent estimate, and without 
energy resolution 
Energy (TeV) ON OFF a Actual flux Fitted flux Error xVbin 
0.40-0.60 1158 661 11.7 1.68 X 10-® 1.59 X 10-® 1.437 X 10--7 0.4 
0.60-0.90 1106 626 11.5 5.08 X lO-'' 5.51 X 10-^ 4.404 X 10" -8 0.9 
0.90-1.30 832 485 9.6 2.06 X lO"'' 2.03 X 10-'^ 2.159 X 10--8 0.1 
1.30-1.90 625 385 7.6 8.04 X 10-8 7.62 X 10"® 1.065 X 10" -8 0.1 
1.90-2.90 456 308 5.4 2.60 X 10-® 2.65 X 10-® 4.847 X 10--9 0.0 
2.90-4.60 289 163 5.9 1.17 X 10-® 8.26 X 10"® 1.970 X 10" -9 3.0 
4.60-7.60 140 115 1.6 1.23 X 10-® 2.32 X 10-® 7.839 X 10-•10 2.0 
7.60-13.60 75 57 1.6 4.36 X 10-1° 5.48 X 10-1° 2.781 X 10-•10 0.1 
for four different cases, (a) distance independent energy estimate, with and without 
the application of the energy resolution functions, and (b) mixed energy estimate, 
with and without the application of the energy resolution functions. This allows us 
to check that all these methods give consistent answers. 
1. Distance independent estimate Here, the energy estimate, that is based only on 
the total ADC counts is used. This is given by Eq. (4.23). In the first step, 
only the collection area of the detector is used, while in the second step the 
energy resolution functions discussed in sec. 4.7.4 are also applied. 
(a) Collection area only: Table 6.3 below is a list of the estimated energy 
bins, the ON-source counts, the OFF-source counts, the significance of 
the excess, the actual differential flux at mid-bin, the fitted differential 
flux at mid-bin, the statistical error in the actual differential flux, and the 
contribution to x}it bin. Note that the fitted flux is obtained by 
using a collection area averaged over the estimated energy bin. The bin 
widths in the estimated energy are approximately equal to the standard 
deviation of the energy resolution function. All flux values are quoted in 
m~2 TeV~^. The overall value of for 6 degrees of freedom, is 6.6, 
giving an acceptable flt. The best-fit spectrum, with l-tr statistical errors, 
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Table 6.4: 1988-89 Crab flux, using distance independent estimate, and applying 
energy resolution. 
Energy (TeV) ON OFF a Actual flux Fitted flux Error X^/bin 
0.40-0.60 1158 661 11.7 2.40 X 10-« 2.24 X 10-® 2.062 X 10" -7 0.6 
0.60-0.90 1106 626 11.5 6.15 X 10-^ 6.88 X 10-'^ 5.328 X 10" -8 1.9 
0.90-1.30 832 485 9.6 2.36 X 10-'^ 2.26 X 10-'^ 2.467 X 10--8 0.2 
1.30-1.90 625 385 7.6 8.27 X 10-® 7.59 X 10-® 1.094 X 10" -8 0.4 
1.90-2.90 456 308 5.4 2.31 X 10-® 2.33 X 10-® 4.323 X 10--9 0.0 
2.90-4.60 289 163 5.9 8.79 X 10-® 6.37 X 10-® 1.484 X 10" -9 2.7 
4.60-7.60 140 115 1.6 7.83 X 10-" 1.54 X 10"® 5.004 X 10" 10 2.3 
7.60-13.60 75 57 1.6 2.37 X 10-" 3.09 X 10-" 1.511 X 10- 10 0.2 
is given by: 
t1 M / P \ —2.61±0.07 JI 
— = (2.60 ± 0.12) X 10-^ (-^) 2 T\r (®-2)  dE VlTeVy m^ s sr TeV 
The fit is shown in Fig. 6.1(a). 
(b) Resolution function applied: Table 6.4 below is the table of fluxes, when 
the energy resolution functions appropriate for the distance-independent 
energy estimate are applied to the data, in addition to the collection area 
of the detector. All flux values are quoted in m~^s~^TeV~^. Again, note 
that the fitted flux averages both the area and the energy spectrum over 
the width of the bin. The overall value of for 6 degrees of freedom, is 
8.3. The best-fit spectrum, with 1-a statistical errors, is given by: 
The spectral index becomes steeper when the energy resolution function 
is applied. The fit is shown in Fig. 6.1(b). 
2. Distance dependent estimate: Here, the mixed energy estimate is used, as given 
by Eq. (4.33). In the first step, only the collection area of the detector is used, 
while in the second step the energy resolution functions discussed in sec. 4.7.4 
are also applied. 
Estimated energy (TeV) 
Estimated energy (TeV) 
Figure 6.1: Fitted spectrum for the 1988-89 season, using the distance-independent 
energy estimate, (a) no energy resolution, and (b) energy resolution 
applied. 
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(a) Collection area only: Table 6.5 below gives the fluxes obtained by applying 
the collection area of the detector, but not using the energy resolution func­
tions. The bin widths in the estimated energy axe kept the same as for the 
distance-independent case. All flux values are quoted in m~'^s~^TeV~^. 
Table 6.5: 1988-89 Crab flux, using distance dependent estimate, and without en­
ergy resolution 
Energy (TeV) ON OFF <T Actual flux Fitted flux Error xVbin 
0.40-0.60 1158 666 11.5 1.66 X 10"® 1.57 X 10"® 1.439 X 10--7 0.3 
0.60-0.90 1320 722 13.2 6.29 X 10-^ 5.26 X 10-^ 4.756 X 10" -8 4.7 
0.90-1.30 452 257 7.3 1.15 X 10-^ 1.87 X 10"^ 1.574 X 10" -8 20.8 
1.30-1.90 549 312 8.1 7.89 X 10-® 6.80 X 10-® 9.764 X 10--9 1.2 
1.90-2.90 538 321 7.4 3.77 X 10-® 2.28 X 10-® 5.095 X 10" -9 8.6 
2.90-4.60 377 264 4.5 1.04 X 10-® 6.82 X 10-® 2.323 X 10" -9 2.3 
4.60-7.60 185 161 1.3 1.16 X 10-® 1.83 X 10-® 9.021 X 10" 10 0.6 
7.60-13.60 102 91 0.8 2.62 X 10-" 4.13 X 10-1° 3.308 X 10" 10 0.2 
The overall value of for 6 degrees of freedom, is 38.8 which is a poor 
fit. The best-fit spectrum, with l-c statistical errors, is given by: 
The fit is shown in Fig. 6.2(a). 
(b) Resolution function applied: Table 6.6 below is the table of fluxes, when the 
energy resolution functions appropriate for the distance-dependent energy 
estimate are applied to the data, in addition to the collection area of the 
detector. All flux values are quoted in m~'^s~^TeV~^. Again, note that 
the fitted flux averages both the area and the energy spectrum over the 
width of the bin. The overall value of for 6 degrees of freedom, is 49.7, 
which again is not an acceptable fit. . The best-fit spectrum, with 1-cr 
statistical errors, is given by: 
dN / E \ -3-04±0.18 n 
^ = (2.56 ± 0.16) X 10-' (^) (6.5) 
Again, the spectral index steepens with the application of the energy res­
olution functions. The fit is shown in Fig. 6.2(b). 
148 
est 
£ 
X 3 
(0 
c 
2 
i 
o 
•10 
-11 
1 10 
Estimated energy (TeV) 
(0 M 
E 
3 9 
m 
"S 
•10 
•11 
1 10 
C') Estimated energy (TeV) 
Figure 6.2: Fitted spectrum for the 1988-89 season, using the mixed energy esti­
mate. (a) no energy resolution, and (b) energy resolution applied. 
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Table 6.6: 1988-89 Crab flux, using mixed energy estimate, and applying energy 
resolution. 
Energy (TeV) ON OFF a Actual flux Fitted flux Error xVbin 
0.40-0.60 1158 666 11.5 2.45 X 10-® 2.11 X 10-® 2.131 X 10--7 2.7 
0.60-0.90 1320 722 13.2 7.16 X 10-^ 6.14 X 10-'^ 5.410 X 10--8 3.6 
0.90-1.30 452 257 7.3 1.12 X 10"'' 1.92 X 10-'^ 1.536 X 10--8 26.5 
1.30-1.90 549 312 8.1 7.31 X 10"® 6.13 X 10-® 9.050 X 10" -9 1.7 
1.90-2.90 538 321 7.4 3.26 X 10-® 1.79 X 10-® 4.410 X 10--9 11.2 
2.90-4.60 377 264 4.5 8.28 X 10-® 4.60 X 10-® 1.855 X 10" -9 3.9 
4.60-7.60 185 161 1.3 8.33 X 10-1" 1.05 X 10-® 6.458 X 10" 10 0.1 
7.60-13.60 102 91 0.8 1.60 X 10-1" 1.96 X 10-1° 2.024 X 10" 10 0.0 
Thus it is clear that there are problems with the distance dependent energy es­
timate. Though the results agree with those for the distance-independent case, 
the fit to the data is rather poor. A closer look at the flux points reveals that the 
largest contribution to Xjit comes from the bin close to the estimated energy, 
Eawitchi at which the mixed estimate changes to include a distance dependence 
(see sec. 4.7.3). I suspect that the errors in the flux are underestimated at that 
point, so that there is an unacceptably large contribution to x}it froni this bin. 
For the rest of the results quoted in this work, I therefore consider only the 
distance independent energy estimate. 
6.2.1.3 Restricted distance cut In sec. 4.7.2, we discussed the possible 
need to restrict the distance cut in order to avoid the truncation of shower images 
by the edge of the camera. It is also expected that this restricted distance cut will 
improve the energy resolution. This section considers the effect of applying such a 
restricted distance cut to the Crab 1988-89 data. Here, I use an energy estimate 
based only on the total ADC counts. 
First, we need to find an acceptable range in distance. Fig. 6.3 shows the dis­
tributions for the distance parameter for the Crab 1988-89 ON-source region, OFF-
source region, and the excess. The chosen restricted region for distance is shown by 
the dashed lines in Fig. 6.3(b). The restricted range is 0.65 < distance < 1.0, as 
compared to the usual range for extended supercuts which is 0.5 < distance < 1.2. 
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Figure 6.3: Crab 1988-89 distance distributions, (a) ON, and OFF distributions, 
and (b) distribution for the excess. 
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After choosing the restricted distance range, the entire spectrum determination 
procedure has to be repeated for this distance range. The steps in doing this, are: 
1. Collection area: The parameterized collection area for the detector, found as 
described in sec. 4.6, is given by: 
A { E )  = 6.14 X 10^ arctan ^17.6 x In(96.8 x E )  exp(—J5?/14.6) (6.6) 
This is compared to the usual parameterized area for extended supercuts, as 
given by Eq. (4.16), in Fig. 6.4. As can be seen, the collection area is consider-
— 0.5 < d!s < 1.2 
-- 0.65 <dis< 1.0 
< 60000 
SOOOO 
40000 
30000 
20000 
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Input energy (TeV) 
Figure 6.4: Comparison of parameterized areas, with and without a restricted dis­
tance cut. 
ably reduced by the restricted distance cut, especially at high energies. 
2. Energy estimate: This is derived, for the distance-independent energy estimate, 
as described in sec. 4.7.1. The fit for Udc in terms of the energy, E and the energy 
estimation function derived by inverting this fit, are given by: 
ride = 5.23 X 10® arctan [0.0368 {E + 0.990)^'®^] (6.7) 
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E  { u d c )  = -0.0849 + 7.48 [tan (0.114ndc)]°'®" (6.8) 
3. Energy resolution functions: Energy resolution functions are derived for the 
distance-independent estimate as described in sec. 4.7.4. As usual, these are 
described by truncated Breit-Wigner distributions, with mean equal to the real 
energy and a characteristic width derived from the fit to the observed widths. 
The fit to the simulated Breit-Wigner widths is given by: 
Fig. 6.5(a) compares the fits in njc, with and without a restricted distance cut. 
Fig. 6.5(b) compares the fit to the resolution functions in each case. For showers 
at a fixed energy, restricting the distance cut gives, in general, a larger value 
for the total ADC counts, as a larger portion of the shower image is contained 
in the camera. This effect should be particularly noticeable at higher energies, 
where the showers tend to be large and are only partially in the field of view. 
Fig. 6.5(a) agrees with this expectation. 
Also, from Fig. 6.5(b), it can be seen that restricting the distance cut does 
decrease the variance in the energy estimation. 
4. Spectrum estimation: Table 6.7 below gives the estimated flux values for the 
restricted distance cut. Only the collection area of the detector has been ap­
plied. All quoted fluxes are in m~'^s~^TeV~^. The best-fit spectrum for the 
restricted distance cut, applying only the collection area, is given by: 
The fit gives an acceptable of 11.3 for 6 degrees of freedom. When the effect 
of the finite energy resolution is included in addition to the collection area, the 
best-fit spectrum is given by; 
with equal to 6.2 for 6 degrees of freedom. The flux table is shown in 
r = —0.002 -F 0.25£^ Distance-independent case. (6.9) 
m2 s sr TeV 
Table 6.8. 
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0.5 < dis < 1.2 
0.65 < dis < 1.0 
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Input energy (TeV) 
Figure 6.5: Crab 1988-89: (a) Comparison of fits of the total ADC counts, and (b) 
Comparison of fits to resolution function widths. 
154 
Table 6.7: 1988-89 Crab flux, for a restricted distance cut, using distance indepen­
dent estimate, aad without energy resolution. 
Energy (TeV) ON OFF <T Actual ilux Fitted flux Error xVbin 
0.40-0.60 794 407 11.2 1.45 X 10"® 1.42 X 10-® 1.300 X 10--7 0.1 
0.60-0.90 809 398 11.8 4.59 X 10"'' 5.04 X 10-^ 3.879 X 10" -8 1.4 
0.90-1.30 610 315 9.7 2.02 X 10"'' 1.90 X 10-'^ 2.080 X 10" -8 0.3 
1.30-1.90 452 261 7.2 8.10 X 10-® 7.30 X 10-® 1.132 X 10--8 0.5 
1.90-2.90 338 182 6.8 3.80 X 10-® 2.60 X 10-® 5.558 X 10" -9 4.7 
2.90-4.60 170 116 3.2 7.70 X 10-® 8.32 X 10-® 2.413 X 10" -9 0.1 
4.60-7.60 72 60 1.0 1.03 X 10-® 2.41 X 10-® 9.823 X 10" 10 2.0 
7.60-13.60 25 24 0.1 5.03 X 10-" 5.88 X 10-1° 3.519 X 10" 10 2.3 
Table 6.8: 1988-89 Crab flux, for a restricted distance cut, using distance indepen­
dent estimate, and including energy resolution. 
Energy (TeV) ON OFF (7 Actual flux Fitted flux Error xVbin 
0.40-0.60 794 407 11.2 2.05 X 10-® 1.42 X 10-® 1.841 X 10" -7 12.0 
0.60-0.90 809 398 11.8 6.21 X lO-'' 5.04 X 10-'' 5.251 X 10--8 5.0 
0.90-1.30 610 315 9.7 2.21 X 10-'' 1.90 X 10-'' 2.275 X 10" -8 1.8 
1.30-1.90 452 261 7.2 7.69 X 10-® 7.30 X 10-® 1.076 X 10--8 0.1 
1.90-2.90 338 182 6.8 3.32 X 10-® 2.60 X 10-® 4.856 X 10--9 2.2 
2.90-4.60 170 116 3.2 6.44 X 10-® 8.32 X 10-® 2.015 X 10--9 0.9 
4.60-7.60 72 60 1.0 8.29 X 10-1° 2.41 X 10-® 7.942 X 10-10 3.9 
7.60-13.60 25 24 0.1 3.79 X 10-" 5.88 X 10-1° 2.651 X 10- 10 4.3 
Thus, the estimated spectrum for the restricted distance cut of 0.65 < distance < 
1,0 agrees, within statistical errors, to the spectrum measured for the usual set of 
extended supercuts which has a distance cut of 0.5 < distance < 1.2. Hence, for the 
other observing seasons, I use a distance cut of 0.5 < distance <1.2. I will return 
to the restricted distance cut when estimating the systematic errors (see sec. 6.2.1.4), 
in order to see if it gives lower systematica. 
6.2.1.4 Estimation of systematic errors The estimation of systematic 
errors is a tricky proposition. There are a vast number of input parameters to the 
simulations that have to be either experimentally measured or estimated from the 
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data. The overall reflectivity is derived from factors including atmospheric absorp­
tion, mirror reflectivity, PMT quantum efficiency, photoelectron to ADC counts con­
version factor etc., which are poorly known. The amount of noise in the PMT chan­
nels affects the fluctuations in the total number of ADC counts, and thus worsens 
the energy resolution. Some of the noise contributions such as the night-sky and the 
non-Poissonian signal noise can be measured fairly well. However, I have made no at­
tempt to model the noise arising from stars in the field of view of the camera^. Other 
systematic might arise from incomplete Monte Carlo statistics. Though we have sim­
ulated a large number of gamma ray showers, the energy resolution functions, for 
example, are still poorly determined. 
A proper treatment of the systematic errors, obtained by varying each of the 
input parameters would be a tedious and lengthy task. Hence, I have chosen to 
lump all of these into the uncertainty in the overall reflectivity, which is probably 
the largest source of systematic error in the spectrum determination. Thus, I take a 
25 % change on both sides of the best value for the overall reflectivity, and redo the 
spectrum analysis for the new reflectivity values. The best-fit spectrum then defines 
the systematic errors in the original estimate. This value of 25 % change in the 
reflectivity is an overestimate, as we can tell a change of this magnitude by matching 
the simulated by matching the background trigger rates from the proton simulations 
(see sec. 5.1.5.2, especially. Fig. 5.8). However, this overestimate also covers other 
sources of systematic error., besides the overall reflectivity. 
Only the energy estimate independent of distance is considered, and the system­
atic errors for the usual set of extended supercuts are described below: 
1. Collection area only: The systematic error in the spectral index is estimated to 
be 0.17, and the systematic error in the flux constant is found to be 1.4 x 10"^. 
2. Energy resolution applied: The systematic error in the spectral index is esti­
mated to be 0.21, and the systematic error in the flux constant is found to be 
1.4 X lO-''. 
^This is not a problem for the Crab, as the ON-source and OFF-source regions 
have almost identical average sky brightness. However, it needs to be addressed for 
a general method of spectrum determination. 
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The systematic errors for the restricted distance cut, 0.65 < distance < 1.0, 
are given below: 
1. Collection axea only: The systematic error in the spectral index is estimated to 
be 0.26, and the systematic error in the flux constant is found to be 7 x 10~®. 
2. Energy resolution applied: The systematic error in the spectral index is esti­
mated to be 0.20, and the systematic error in the flux constant is found to be 
8 X 10"®. 
6.2.2 1989-90 season 
The data taken between Sep. 1989 and Feb. 1990 is unsuitable for spectral analy­
sis, due to the inclusion of an independent Cherenkov trigger that was given preference 
over the normal Cherenkov trigger. The independent trigger events were tagged as a 
code 9 in the data stream, while the normal Cherenkov trigger was a given a code 8. 
Here, I examine the rates of each type of event from the background data taken 
from zenith files. A code 8 event trigger in the hardware is approximately equivalent 
to at least two out of the inner 91 tubes exceeding a preset voltage threshold that 
nominally corresponds to an integrated number of 50 ADC counts in each of the two 
tubes. Thus, it might be naively assumed that this trigger condition can be emulated 
in software to convert the hardware code 9 events into software code 8 events, and 
the software code 8 events can be treated on par with the hardware code 8 events. 
However, as I shall demonstrate by examining the distribution of ADC counts in the 
second highest tube, the two types of events have quite different properties. While it 
is not unreasonable to treat both types of events on par in looking for a simple DC 
excess, it is dangerous to carry over this assumption into spectral analysis work. 
I use nine zenith files from the fall of 1989, which have both code 8 and code 9 
events, comprising a total observation time of 8078.0 s; and seven zenith files from 
Nov. to Dec. 1988, that have only code 8 events and a total observation time of 6282.3 
s. Fig. 6.6 compares the event rates from the two sets of zenith files, with both code 
8 and code 9 events included in the set for 1989. Fig. 6.6(a) shows the event rates 
with no software trigger, while in Fig. 6.6(b) a software trigger condition of 50 ADC 
counts in at least two out of the inner 91 tubes has been applied. It appears as if the 
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Figure 6.6: Comparison of event rates between 1988 and 1989 zenith files, (a) No 
software trigger, (b) 50 ADC counts in 2/91 software trigger. 
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differences apparent without a software trigger have been successfully eliminated by 
its application. However, a closer look reveals other differences. Fig. 6.2.2 compares 
the event rates in the 1989 set of zenith files, separately for the code 8 and code 9 
events, after the use of a 2/91 software trigger. It can be seen that the spectra for the 
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two types of events are markedly different, with the hardware code 8 events falling 
off rapidly with energy. Thus, this data is not suitable for the purposes of spectrum 
extraction. 
The fact that the overall event rate (both code 8 and code 9 events) is similar to 
the case where there are only code 8 events implies that for a DC excess analysis, it 
is probably safe to treat code 9 events on par with code 8 events after the application 
of a software trigger condition. The difference between the software code 8 events 
and the hardware code 8 events probably arises from the 25 ns integration time in 
the ADCs. 
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6.2.3 1990 season 
This has 17 pairs of runs, with a total ON-source time of 411 minutes, taken 
between Jan. 1990 and Aug. 1990. First, I give details of the input parameters used 
in the simulations for this season, and then I quote the results of applying these to 
the data. 
6.2.3.1 Input parameters The standard deviations in the sky pedestals for 
the 1990 database are measured to be 3.62 ADC counts for the 2.9 cm inner tubes, 
and 3.34 ADC counts for the 4.3 cm outer tubes. The non-Poissonian factor or the 
signal noise is estimated to be 1.5 for the 2.9 cm tubes, and 1.6 for the 4.3 cm tubes; 
same as for the 1988-89 database. The discriminator trigger function is parameterized 
as: 
JO, if X < 21.8; 
1 f arctan [T.O x 10"^ (® — 21.8)^''^^] , otherwise. (6.12) 
Other input parameters for the simulations relevant to the 1990 database may be 
obtained by scaling from the 1988-89 values as described in sec. 3.4.3.2. The overall 
reflectivity (mirrors plus PMTs) is estimated to be 53 % of the 1988-89 reflectivity, 
and the photoelectron to ADC count conversion factor is estimated as 1.41 d.c./p.e. 
6.2.3.2 Measured spectrum This section presents the results of using ex­
tended supercuts to measure the Crab spectrum for the 1990 observing season. I 
only quote results for the usual distance cut (0.5 < distance < 1.2), and a distance 
independent energy estimate based only on the total ADC counts. 
1. Extended supercuts: The set of loose extended supercuts for the 1990 season is 
given by: 
[ -0.005 + 0.024 In (n^e) ] - 0.058 < (width) < [ -0.005 -t- 0.024 In (n^c) ] + 0.036 
[0.131-1-0.018In (ndc)]-0.086 < (length) < [0.131 + 0.018 In (njc)] + 0.046 
(alpha) < [ 13.07 — 0.90 In (n^c) ] + 10.0 
0.50 < (distance) < 1.2 
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2. Collection area: The collection area for the 1990 season is parameterized as: 
A { E )  = 1.46 X 10" arctan (l7.5 x In(8.19 x E )  e x p { - E / 2 7 A )  (6.13) 
3. Energy estimate: The energy estimate is obtained by the usual procedure of 
fitting the total ADC counts to the known Monte Carlo input energy, and then 
inverting the fit to get an energy estimation function. The fit, and the energy 
estimate are given by: 
nrfe = 3.43 X 10® arctan [0.0889 (E + O.TSS)^-"®] (6.14) 
p / J \ 10.689 
E = -0.701 +5.30 [tan (2.92 X 10"" nde)] (6.15) 
4. Energy resolution functions: These have the usual Breit-Wigner form, with 
a characteristic width derived from the fit to the observed widths from the 
simulations. This fit is given by: 
if £<0.89; 
r, , (6.16) 
40 + 0.66£?, otherwise. 
^ ro.i8, 
1-0.  
5. Spectrum estimation: The flux values for extended supercuts, using the collec­
tion area of the detector only are given in Table. 6.9. The overall value of for 
5 degrees of freedom, is 1.8, The best-fit spectrum, with 1-cr statistical errors, 
is given by: 
jj\T / P \ -2-73±0.21 n 
lE = ± (iKv) 
Table 6.9: 1990 Crab flux, using distance independent estimate, and without energy 
resolution 
Energy (TeV) ON OFF <r Actual flux Fitted flux Error X^/bin 
0.60-0.90 242 141 5.2 4.94 X 10-'' 5.26 X 10-'' 9.565 X 10" -8 0.1 
0.90-1.30 201 112 5.0 2.09 X 10-'' 1.85 X 10-'' 4.147 X 10--8 0.3 
1.30-1.90 136 87 3.3 6.20 X 10-® 6.65 X 10-® 1.890 X 10--8 0.1 
1.90-2.90 106 70 2.7 2.34 X 10-® 2.20 X 10-® 8.632 X 10--9 0.0 
2.90-4.60 66 45 2.0 7.13 X 10-® 6.50 X 10-® 3.577 X 10" -9 0.1 
4.60-7.60 39 27 1.5 2.13 X 10-® 1.72 X 10-® 1.440 X 10" -9 0.0 
7.60-13.60 22 25 -0.4 -2.56 X 10-1° 3.81 X 10-1° 5.856 X 10-10 1.2 
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Table 6.10: 1990 Crab flux, using distance independent estimate, and including en­
ergy resolution 
Energy (TeV) ON OFF a Actual flux Fitted flux Error xVbin 
0.60-0.90 242 141 5.2 6.26 X 10-^ 6.74 X 10-'' 1.212 X 10" -7 0.2 
0.90-1.30 201 112 5.0 2.34 X 10-^ 2.11 X lO-'' 4.652 X 10" -8 0.4 
1.30-1.90 136 87 3.3 6.64 X 10-® 6.79 X 10-® 2.023 X 10--8 0.4 
1.90-2.90 106 70 2.7 2.18 X 10-® 1.99 X 10-® 8.033 X 10" -9 0.5 
2.90-4.60 66 45 2.0 5.51 X 10-® 5.14 X 10-® 2.766 X 10--9 0.5 
4.60-7.60 39 27 1.5 1.36 X 10-® 1.18 X 10-® 9.204 X 10" 10 0.5 
7.60-13.60 22 25 -0.4 -1.36 X 10-1° 2.21 X 10-1° 3.106 X 10" 10 1.8 
The flux values for extended supercuts, using the energy resolution functions, 
in addition to the detector area are given in Table. 6.10. The overall value of 
for 5 degrees of freedom, is 1.8, The best-flt spectrum, with 1-cr statistical 
errors, is given by; 
/JJ\f / fP \ ~3-03i0.29 JL 
- = (2,82 ± 0,33) X 10-' (—) (6,18) 
6.2.4 1990-91 season 
This includes 39 pairs of runs, taken between Oct. 90 and January 1991. The 
total on-source observation time is 1072 minutes. 
6.2.4.1 Input parameters The standard deviations in the sky pedestals 
for the 1990-91 database are measured to be 3.68 ADC counts for the 2.9 cm inner 
tubes, and 3.47 ADC counts for the 4.3 cm outer tubes. The non-Poissonian factor 
or the signal noise is estimated to be 1.5 for the 2.9 cm tubes, and 1.6 for the 4.3 
cm tubes*, same as for the 1988-89 database. The discriminator trigger function is 
parameterized as; 
I 0, if s < 22.3; 
~ 11 arctan [2.2 x 10~® (x — 22,2)^'®®] , otherwise. (6.19) 
Other input parameters for the simulations relevant to the 1990-91 database 
may be obtained by scaling from the 1988-89 values in a manner similar to that 
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described in sec. 3.4.3. For this purpose, I use seven zenith files from 1988-89 with 
a total observation time of 6282.3 s and fifteen zenith files from 1990-91 with a total 
observation time of 12391.5 s, and vary the threshold cutoff from 90 ADC counts to 
500 ADC counts. The results are summarized in Table 6.11 below. From the values 
Table 6.11: Comparison of background rates: 1988-89 and 1990-91. 
Threshold 1988 rate 1990-91 rate Fqi/Fss gnVnlgssras 
90 2.44 1.82 0.75 0.80 
100 2.14 1.58 0.74 0.80 
200 0.81 0.57 0.70 0.77 
300 0.42 0.30 0.71 0.78 
400 0.25 0.18 0.72 0.78 
500 0.16 0.12 0.75 0.81 
in the table, we take the ratio of the telescope throughputs to be given by: 
= 0.79 (6.20) 
986 fss 
From Eq. 3.42, we also have the following relation between the photoelectron to ADC 
counts conversion factor, g, and the overall reflectivity, r: 
991 
588 \/^ 
Thus, the overall reflectivity (mirrors plus PMTs) is estimated to be 43 % of the 1988-
89 reflectivity, and the photoelectron to ADC count conversion factor is estimated as 
1.55 d.c./p.e. 
6.2.4.2 Measured spectrum This section presents the results of using ex­
tended supercuts to measure the Crab spectrum for the 1990-91 observing season. I 
only quote results for the usual distance cut (0.5 < distance < 1.2), and a distance 
independent energy estimate based only on the total ADC counts. 
1. Extended supercuts: The set of loose extended supercuts for the 1990-91 season 
is given by; 
[ —0.007 -1- 0.024 In (udc) ] — 0.062 < (width) < [ —0.007 -|- 0.024 In (n^c) ] + 0.034 
6.21) 
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[0.126 + 0.018 In (n^e) ] - 0.084 < (length) < [0.126 + 0.018 In (ride) ] + 0.046 
(alpha) < [ 12.76 — 0.90 In {ride) ] + 9.4 
0.50 < (distance) < 1.2 
2. Collection area: The collection area for the 1990-91 season is parameterized as: 
A { E )  = 1.43 X 10"* arctan (6.87 x In(5.92 x E )  exp (-£;/33.7) (6.22) 
3. Energy estimate: The energy estimate is obtained by the usual procedure of 
fitting the total ADC counts to the known Monte Carlo input energy, and then 
inverting the fit to get an energy estimation function. The fit, and the energy 
estimate are given by: 
4. Energy resolution functions: These have the usual Breit-Wigner form, with 
a characteristic width derived from the fit to the observed widths from the 
simulations. This fit is given by: 
5. Spectrum estimation: The flux values for extended supercuts, using the col­
lection area of the detector only are given in Table. 6.12. The overall value of 
for 5 degrees of freedom, is 6.6, The best-fit spectrum, with 1-a statistical 
errors, is given by: 
The flux values for extended supercuts, using the energy resolution functions, 
in addition to the detector area are given in Table. 6.13. The overall value of 
for 5 degrees of freedom, is 4.9, The best-fit spectrum, with 1-cr statistical 
errors, is given by: 
Udc = 3.35 X 10® arctan [0.066I {E + 0.943)^'"] (6.23) 
(6.24) 
23, if £ < 0.81 
0.045-f-0.29£ — 0.0595^, otherwise. 
(6.25) 
m2 s sr TeV 
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Table 6.12: 1990-91 Crab flux, using distance independent estimate, and without 
energy resolution 
Energy (TeV) ON OFF <T Actual flux Fitted flux Error X^/bin 
0.60-0.90 428 264 6.2 3.82 X 10-^ 4.34 X 10-^ 6.127 X 10" -8 0.7 
0.90-1.30 380 219 6.6 1.61 X 10-'' 1.61 X 10-^ 2.445 X 10" -8 0.7 
1.30-1.90 354 200 6.5 8.09 X 10-® 6.10 X 10-® 1.236 X 10" -8 3.3 
1.90-2.90 247 148 5.0 2.63 X 10-® 2.13 X 10-® 5.286 X 10" -9 4.2 
2.90-4.60 157 117 2.4 5.48 X 10-® 6.72 X 10-® 2.266 X 10" -9 4.5 
4.60-7.60 66 55 1.0 7.75 X 10-1° 1.90 X 10-® 7.752 X 10" •10 6.6 
7.60-13.60 46 33 1.5 4.34 X 10-1° 4.55 X 10-1° 2.969 X 10" 10 6.6 
Table 6.13: 1990-91 Crab flux, using distance independent estimate, and including 
energy resolution 
Energy (TeV) ON OFF (T Actual flux Fitted flux Error xVbin 
0.60-0.90 428 264 6.2 5.63 X 10-^ 6.26 X lO-'' 9.023 X 10--8 0.5 
0.90-1.30 380 219 6.6 1.96 X 10"^ 2.02 X lO-'^ 2.977 X 10" -8 0.5 
1.30-1.90 354 200 6.5 8.46 X 10-® 6.70 X 10-® 1.293 X 10" -8 2.4 
1.90-2.90 247 148 5.0 2.41 X 10-® 2.02 X 10-® 4.828 X 10" -9 3.0 
2.90-4.60 157 117 2.4 4.47 X 10-® 5.43 X 10-® 1.849 X 10--9 3.3 
4.60-7.60 66 55 1.0 5.70 X 10-1° 1.29 X 10-® 5.695 X 10" 10 4.9 
7.60-13.60 46 33 1.5 2.77 X 10-1° 2.53 X 10-1° 1.893 X 10- 10 4.9 
6.2.5 1991-92 
This includes 18 pairs of runs with a total on-source observation time of 491 
minutes. 
6.2.5.1 Input parameters The instrumentation of the 10-meter telescope 
was in a state of flux over this observing season, and the data acquisition system was 
not fully stable. Hence we have had to discard a large portion of the data, and have 
only 18 usable run pairs. 
The standard deviations in the sky pedestals for the 1991-92 database are mea­
sured to be 3.79 ADC counts for the 2.9 cm inner tubes, and 3.20 ADC counts for 
the 4.3 cm outer tubes. The non-Poissonian factor or the signal noise is estimated 
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to be 1.5 for the 2.9 cm tubes, and 1.6 for the 4.3 cm tubes; same as for the 1988-89 
database. The discriminator trigger function is parameterized as: 
JO, if s < 24.8; 1 f arctan [6.5 x 10"^ {x — 24.8)^"^®] , otherwise. (6.28) 
Other input parameters for the simulations relevant to the 1991-92 database 
may be obtained by scaling from the 1988-89 values in a manner similar to that 
described in sec. 3.4.3. For this purpose, I use seven zenith files from 1988-89 with 
a total observation time of 6282.3 s and four zenith files from 1991-92, and vary the 
threshold cutoff from 90 ADC counts to 500 ADC counts. The results are summarized 
in Table 6.14 below. From the values in the table, we take the ratio of the telescope 
Table 6.14: Comparison of background rates: 1988-89 and 1991-92. 
Threshold 1988 rate 1991-92 rate ^92/^88 992^221gaafss 
90 2.44 1.63 0.67 0.74 
100 2.14 1.44 0.67 0.74 
200 0.81 0.56 0.69 0.76 
300 0.42 0.29 0.69 0.76 
400 0.25 0.17 0.68 0.75 
500 0.16 0.10 0.63 0.70 
throughputs to be given by: 
= 0.75 (6.29) 
988 rss 
From Eq. 3.42, we also have the following relation between the photoelectron to ADC 
counts conversion factor, g, and the overall reflectivity, r: 
= ^  = 1.2 (6.30) 
98S \/ f88 ^88 
Thus, the overall reflectivity (mirrors plus PMTs) is estimated to be 39 % of the 1988-
89 reflectivity, and the photoelectron to ADC count conversion factor is estimated as 
1.63 d. c./p. e. 
6.2.5.2 Measured spectrum This section presents the results of using ex­
tended supercuts to measure the Crab spectrum for the 1991-92 observing season. I 
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only quote results for the usual distance cut (0.5 < distance < 1.2), and a distance 
independent energy estimate based only on the total ADC counts. 
1. Extended supercuts: The set of loose extended supercuts for the 1991-92 season 
is given by: 
[ —0.018 + 0.025 In (n^c) ] — 0.066 < (width) < [ —0.018 + 0.025 In (n^c) ] + 0.034 
[0.125+ 0.018In(n<ic)] — 0.086 < (length) < [0.125 + 0.018In(ndc)] +0.044 
(alpha) < [ 11.92-0.79 In (ndc)] +9.0 
0.50 < (distance) < 1.2 
2. Collection area: The collection area for the 1991-92 season is parameterized as: 
A { E )  = 1.27 X 10" arctan (5.00 x In(7.41 x E )  e x p { - E / 4 0 . Q )  (6.31) 
3. Energy estimate: The energy estimate is obtained by the usual procedure of 
fitting the total ADC counts to the known Monte Carlo input energy, and then 
inverting the fit to get an energy estimation function. The fit, and the energy 
estimate are given by: 
Tide = 3.16 X 10^ arctan [0.0343 {E + 1.52)^"®^] (6.32) 
r / < \ 10.548 
E = -1.52 + 6.34 [tan (3.17 x lO"'' ndc)] (6.33) 
4. Energy resolution functions: These have the usual Breit-Wigner form, with 
a characteristic width derived from the fit to the observed widths from the 
simulations. This fit is given by: 
, (6.34) 
22 + 0.49.E + 0.022E , otherwise. 
_ r 0.26, 
~ I -0.  
5. Spectrum estimation: The flux values for extended supercuts, using the col­
lection area of the detector only are given in Table. 6.15. The overall value of 
for 5 degrees of freedom, is 3.2, The best-fit spectrum, with l-cr statistical 
errors, is given by: 
dN , , 7 f E \-2-70±0.26 n 
^ ft no _i_ n oo\ vy in-7 f -^ \ TT 
dE 
/ K \ ~2.70±0.26 n 
= (1.92±0.28)xl0-'(—) (6.35) 
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Table 6.15: 1991-92 Crab flux, using distance independent estimate, and without 
energy resolution 
Energy (TeV) ON OFF a Actual flux Fitted flux Error X^/hia. 
0.60-0.90 172 99 4.4 4.13 X 10-'' 4.18 X 10-'' 9.312 X 10" -8 0.0 
0.90-1.30 172 117 3.2 1.23 X 10-^ 1.48 X lO-'' 3.794 X 10" -8 0.5 
1.30-1.90 170 108 3.7 7.20 X 10-® 5.40 X 10-® 1.937 X 10" -8 0.8 
1.90-2.90 144 99 2.9 2.66 X 10-® 1.81 X 10-® 9.210 X 10" -9 0.9 
2.90-4.60 90 76 1.1 4.27 X 10-® 5.41 X 10-® 3.930 X 10" -9 0.1 
4.60-7.60 54 50 0.4 6.26 X 10-1° 1.46 X 10-® 1.596 X 10" -9 0.2 
7.60-13.60 22 23 -0.1 -7.30 X 10-" 3.27 X 10-1° 4.899 X 10- 10 0.7 
The flux values for extended supercuts, using the energy resolution functions, 
in addition to the detector area are given in Table. 6.16. The overall value of 
for 5 degrees of freedom, is 2.9, The best-fit spectrum, with l-cr statistical 
errors, is given by: 
J i\j / F \ —3-17±0.36 n 
lE = ^ (nw) raw 
Table 6.16: 1991-92 Crab flux, using distance independent estimate, and including 
energy resolution 
Energy (TeV) ON OFF tr Actual flux Fitted flux Error X"/bin 
0.60-0.90 172 99 4.4 6.30 X 10-'' 6.27 X 10-' 1.421 X 10" -7 0.0 
0.90-1.30 172 117 3.2 1.49 X 10-'' 1.86 X 10-^ 4.609 X 10" -8 0.7 
1.30-1.90 170 108 3.7 7.34 X 10-® 5.68 X 10-® 1.974 X 10" -8 1.4 
1.90-2.90 144 99 2.9 2.26 X 10-® 1.57 X 10-® 7.831 X 10" -9 2.1 
2.90-4.60 90 76 1.1 3.03 X 10-® 3.82 X 10-® 2.784 X 10" -9 2.2 
4.60-7.60 54 50 0.4 3.78 X 10-1° 8.16 X 10-1° 9.645 X 10" 10 2.4 
7.60-13.60 22 23 -0.1 -3.76 X 10-11 1.42 X 10-1° 2.521 X 10" •10 2.9 
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CHAPTER 7. CONCLUDING REMARKS 
7.1 Summary of results 
1. Monte Carlo input •parameters: I have taken pains to track down all of the im­
portant parameters that are used in the Monte Carlo simulations. Rather than 
take previously accepted values on faith, I have personally repeated the calcu­
lations, where possible. I have also tried to tie in with other determinations of 
various quantities, such as the photoelectron to ADC counts conversion factor. 
2. The set of extended supercuts: By considering the 1988-89 Crab database, I 
have demonstrated that the loose extended supercuts perform almost as well 
as standard supercuts in source detection, while retaining a significantly larger 
number of gamma-ray-like showers. Recall that standard supercuts was opti­
mized to this database, while extended supercuts are derived from simulations. 
Thus, this gain in retaining gamma rays while maintaining high significance 
can be expected to be even greater for other observing seasons. 
From the simulations, I have shown that the efficiency of extended supercuts 
in retaining gamma rays is almost independent of the energy of the primary 
gamma ray, at least out to an energy of ~ 10 TeV, while the efficiency of 
standard supercuts falls off with energy. This fact might be useful in detecting 
a hypothetical source with an unusually hard spectrum. 
3. Energy estimation, and resolution: I have used an energy estimate based only 
on the total number of ADC counts. The resolution of this estimate has been 
investigated using the simulations, and I have come up with a prescription for 
deconvolving the energy resolution from the observed spectrum. This, however, 
is probably the weakest point in the method of spectrum estimation as the 
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energy resolution functions are poorly determined and heavily dependent on 
the parameters used in the simulations. 
I have also tried an energy estimate that has an additional distance dependence 
at higher estimated energies. Though this distance dependence seemed to help 
in reducing the variance of the estimated energy in the simulations, it was found 
to be unstable when applied to the data. This form of the energy estimate 
should be investigated further. 
4. Restricted distance cut: I have tried restricting the distance cut to the range of 
0.65 to 1.0, with the aim of improving the energy resolution. Though this helped 
in reducing the variance in the energy estimate, it results in a loss of collection 
area at higher energies. As the results obtained for the 1988-89 database were 
not significantly different for the restricted distance cut, I have chosen not to 
use it. 
5. Measured spectrum: The final measured value of the spectrum of the flux 
from the Crab Nebula as observed for the 1988-89 season, using a distance-
independent energy estimate, and applying only the collection area of the de­
tector is given by: 
J AT / IP \ -2.61±0.07±0.17 ji 
— = (2.60 ± 0.12 ± 1.4) X 10-^ (T7f^) 2 TV 
dE VlTeV/ m^ s sr TeV 
(7.1) 
The two quoted errors for the flux constant and the spectral index, are, respec­
tively, the statistical error, and the estimated systematic error. The systematic 
error derives predominantly from the uncertainty in the calibration of the of 
the observed ADC counts to the Cherenkov photons in the shower. 
Upon application of the energy resolution functions appropriate for the distance-
independent energy estimate, the measured spectrum is given by: 
Jiyr / F \ -2.91±0.11±0.21 n 
— = (2.98 ± 0.15 ± 1.4) X 10"' (t7^) 2 t \r 
dE VlTeV/ m^ s sr TeV 
(7.2) 
These fits are shown in Fig. 7.1. The points with errorbars represent the esti­
mated flux from the data, the solid line shows the best-fit spectrum, and the 
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dashed error box gives the l-<7 errors (both statistical aad systematic) on the 
spectrum. Fig. 7.1(a) shows the fit when only the detector area is applied, and 
Fig. 7.1(b) shows the effect of applying the energy resolution functions in ad­
dition to this. Note that the two values for the flux agree to within statistical 
errors. 
The fitted spectra for the other seasons also agree with the 1988-89 spectrum. 
The total integral flux is in fair agreement with an earlier measurement of the 
Crab Nebula spectrum by the Whipple Observatory (see Vacanti et al. [112]), 
though I estimate a steeper spectral index. The disagreement in the index is 
within the estimated systematic errors. The integral flux is also in agreement 
with measurements made by independent groups (see references in sec. 2.2). 
This agreement should not be over-interpreted, as the spectrum from an air 
Cherenkov telescope is poorly determined, and there axe certainly large system­
atic differences between different detectors, in estimating the absolute energy. 
6. Final caveat: I stress again that there are large errors in the determined spec­
trum, and it is meaningless to talk about small differences in the spectral index. 
The integral flux should, however, be a more meaningful number and has im­
plications for detectors operating at higher energies. 
Also, all these results are very much dependent on the Monte Carlo simula­
tions, and in particular, the inputs to the simulation programs. We have spent 
the past year and a half in trying to resolve intra-collaboration differences in 
the measured Crab spectrum. In the process, we feel that we have made a 
lot of progress in understanding the behaviour of the detector. There are still 
small differences between these results and those obtained by Michael Hillas and 
Matthew West at the University of Leeds. They have used a completely differ­
ent set of simulation programs, and different selection criteria to calculate the 
spectrum. They measure approximately the same integral flux, but a slightly 
flatter spectrum. We are trying to pin down the last remaining differences be­
tween the two simulation programs, and expect to come to an agreement in the 
near future. 
Estimated energy (TeV) 
Estimated energy (TeV) 
Figure 7.1: Fitted spectra to the Crab 1988-89 database, showing both statistical 
and systematic errors, (a) Without energy resolution, and (b) with 
energy resolution. 
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7.2 Future directions 
The chief uncertainty in the spectrum estimation is the overall efficiency of the 
detector in converting Cherenkov photons to recorded ADC counts. In order to get 
a better handle on this, a twofold effort is required. On one hand, the knowledge 
of the various detector parameters that go into determining this conversion can be 
improved without a major upgrade of the detector hardware. In this line, the Whipple 
Observatory has started routine measurements of quantities like mirror reflectivity, 
PMT quantum efficiency, etc. The use of muon rings and arcs, produced by the 
Cherenkov light from relativistic muons that get close to the detector, holds out the 
proiiiise of allowing for the accurate calibration of the reflectivity of the detector as 
a whole, and even of individual mirror facets and the efficiency of individual PMT's. 
This calibration of the detector is likely to become routine and even get merged into 
the data acquisition software, so that it would be possible to do online, real-time 
monitoring of the detector. Simultaneously, the improvement of the Monte Carlo 
programs, and the simulation of large numbers of background cosmic ray showers 
can help us understand the detector better, and provide an independent calibration 
from the known spectrum of the cosmic rays. A better treatment of the systematic 
errors, treating each contribution in detail is also obviously needed. 
The other aspect of improving the spectrum measurement is the upgrade of the 
detector. A larger field of view for the focal plane detector will ensure that more of 
the shower light is sampled and allow retention of high energy gamma ray showers. 
Ultimately, it might be possible to record individual PMT pulse profiles, rather than 
having to integrate the pulses^. Improved tracking and pointing accuracy are also 
desirable. With an array of detectors, multiple views of a single shower can be taken 
from different angles, helping in the energy resolution. 
Finally, the spectrum estimation method needs to be applied to other sources 
also. The obvious candidate is Markarian 421, whose spectrum has very interesting 
scientific implications. 
^This is technically feasible now, but is prohibitively expensive for a large number 
of channels. 
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APPENDIX A. CRAB DATABASES FOR ALL EPOCHS 
This appendix gives details of the Crab nebula databases used in each observing 
season. For each epoch, the first section gives the values of various quantities such 
as mirror reflectivity, photoelectron to ADC counts conversion factor etc., that were 
derived from the data and used in the simulations. We start out with the values for 
the 1988-89 database, that were partly derived from the data, and partly estimated. 
Then, these values are used to extrapolate to the other observing seasons. (See 
Chap. 3.4 for a description of the derivation of the parameters for 1988-89, and the 
manner in which they are scaled to other epochs.) 
The second section for each observing season is a table giving details of the actual 
data runs, including run numbers, duration and source elevation. 
A.l 1988-89 database 
A. 1.1 Mirror reflectivity, and other factors 
The derivation of the 1988-89 data parameters can be found in sec. 3.4.1. They 
are repeated here for convenient reference. 
The average hardware trigger threshold is estimated to be 50 ADC counts in 
each of two of the inner 91 tubes. The mirror reflectivity is taken to be 85 % of 
the manufacturer's specification (Liberty mirror company coating spec. no. 1050), 
and the PMT quantum efficiency is taken from the Hamamatsu typical response 
curve for a R1398 UV glass tube [49, pg. 66]. (Also, see Fig. 3.16 and Fig. 3.17.) 
The photoelectron to ADC counts conversion factor is estimated to be 0.85 d.c./p.e., 
as per the values measured by Kwok [67, Appdx. A3.3] using a radioactive source 
attached to the PMT. The night-sky noise is estimated by measuring the standard 
deviations in the sky pedestals, and is found to be 3.14 ADC counts for the 2.9 cm 
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inner tubes, and 2.74 ADC counts for the 4.3 cm outer tubes. 
A.1.2 Details of data runs 
Table A.l below, gives details of the data runs for the 1988-89 epoch. 
Table A.l: 1988-89 Crab databcise 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
1 cr0702 cr0703 8455 8342 881109 809 28 67.1-72.6 
2 cr0704 cr0705 8706 8384 881109 913 28 78.4-80.3 
3 cr0707 cr0708 8456 8562 881109 1108 28 68.5-62.6 
4 cr0721 cr0720 8219 8642 881110 715 28 56.9-63.0 
5 cr0781 cr0782 8497 8051 881113 653 28 54.6-60.4 
6 cr0783 cr0784 8605 8590 881113 753 28 67.1-72.5 
7 cr0785 cr0786 8740 8931 881113 853 28 77.8-80.3 
8 cr0787 cr0788 8651 8730 881113 957 28 78.2-73.8 
9 cr0789 cr0790 8638 8344 881113 1057 28 67.6-61.9 
10 cr0802 cr0801 8256 8374 881114 722 28 61.6-67.2 
11 cr0804 cr0803 8396 8573 881114 823 28 73.6-78.0 
12 cr0807 cr0806 8851 8865 881114 949 28 78.7-74.5 
13 cr0809 cr0808 8525 8566 881114 1049 28 68.4-62.7 
14 cr0818 cr0819 8943 8436 881116 712 28 61.0-66.8 
15 cr0820 cr0821 8889 8680 881116 812 28 73.0-77.6 
16 cr0822 cr0823 8841 8826 881116 914 28 80.3-78.6 
17 cr0824 cr0825 8816 8764 881116 1015 28 73.4-68.1 
18 cr0826 cr0827 8652 8340 881116 1115 28 61.5-55.6 
19 cr0834 cr0835 8605 8499 881117 807 28 72.8-77.5 
20 cr0901 cr0902 8312 8241 881202 609 28 61.0-66.8 
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Table A.l (Continued) 
Run L D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
21 cr0922 cr0923 8385 8358 881203 635 28 67.2-72.6 
22 cr0924 cr0925 8600 8305 881203 735 28 77.9-80.3 
23 cr0955 cr0956 8464 8568 881206 722 28 77.8-80.2 
24 cr0957 cr0958 8639 8517 881206 824 28 78.5-74.2 
25 cr0959 cr0960 6063 5914 881206 923 20 68.3-64.2 
26 crll21 crll22 8156 8128 881231 348 28 55.4-61.2 
27 crll23 crll24 8564 8558 881231 448 28 67.8-73.2 
28 crll38 crll39 8185 7855 890101 411 27 61.0-66.6 
29 crll54 crll55 8194 8323 890106 321 28 54.6-60.5 
30 crll56 crll57 8644 8579 890106 421 28 67.1-72.6 
31 crH98 crll99 4931 4744 890109 318 19 56.6-60.5 
32 crl201 crl202 5045 5493 890109 420 17 69.3-72.8 
33 crl203 crl204 8759 8570 890109 509 28 77.9-80.3 
34 crl226 crl227 7572 7354 890110 335 28 61.0-66.7 
35 crl228 crl229 7826 7609 890110 435 28 72.9-77.6 
36 crl233 crl234 7507 7573 890110 639 27 73.3-68.0 
37 crl251 crl250 7813 7856 890111 501 28 77.8-80.2 
38 crl253 crl252 9663 9863 890111 611 35 77.3-71.2 
39 crl255 crl254 9617 9697 890111 731 35 62.3-54.7 
40 crl273 crl274 8035 7969 890112 557 28 78.6-74.5 
41 crl275 crl276 7921 7832 890112 657 28 68.4-62.7 
42 crl346 crl347 7396 7357 890204 259 28 73.3-77.8 
43 crl348 crl349 7230 7207 890204 400 28 80.3-78.5 
44 crl350 crl351 7447 7179 890204 500 28 73.5-68.1 
45 crl352 crl353 7155 6846 890227 559 28 42.6-36.7 
46 crl417 crl418 6224 5969 890227 306 23 77.3-73.6 
47 crl419 crl420 7158 6979 890306 359 28 62.2-56.4 
48 crl477 crl478 7378 7424 890306 301 28 73.6-68.3 
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Table A.l (Continued) 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
49 crl479 crl480 7093 6447 890307 401 27 61.0-55.3 
50 crl501 crl500 9485 9634 890308 328 38 66.9-59.1 
51 crl522 crl523 7059 7053 890308 252 28 73.9-68.6 
52 crl524 crl525 6819 6762 890308 353 28 61.8-56.0 
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A.2 1989-90 database 
A.2.1 Mirror reflectivity, and other factors 
The 1989-90 data files on the crab were deemed unsuitable for spectrum analysis 
due to the presence of an. independent trigger that had priority over the normal 
Cherenkov trigger (see sec. 6.2.2 for further discussion of the effects of this trigger). 
While it would have been possible to model the formation of the independent trigger, 
we have chosen to discard this data, as we have plenty of Crab data from other 
epochs. 
A.2.2 Details of data runs 
For the sake of completeness, the runs from this season are given in Table A.2 
below, though they are not used in the spectrum analysis. The number of events in 
each run includes both code 8 and code 9 events. 
Table A.2: 1989-90 Crab database 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
1 cr2418 cr2419 8933 8622 890928 1026 27 61.2-66.7 
2 cr2440 cr2441 6531 6510 890929 1106 21 70.1-74.0 
3 cr2463 cr2464 5900 5955 890930 1115 21 72.5-76.1 
4 cr2486 cr2487 7770 7668 891001 1100 27 70.6-75.3 
5 cr2507 cr25Q8 7915 8009 891002 1016 28 62.3-68.2 
6 cr2539 cr2540 7707 7320 891008 954 27 62.6-68.1 
7 cr2541 cr2542 7547 7594 891008 1054 27 74.4-78.5 
8 cr2598 cr2599 2907 2952 891024 834 13 59.1-61.8 
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Table A.2 (Continued) 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid, min. (degrees) 
9 cr2765 cr2766 6469 6497 891103 933 27 77.7-80.2 
10 cr2767 cr2768 6508 6575 891103 1034 27 78.6-74.5 
11 cr2794 cr2793 6205 6453 891104 1024 27 79.2-75.4 
12 cr2796 cr2795 6414 6092 891104 1124 27 69.5-64.0 
13 cr2827 cr2828 6486 6140 891106 751 27 60.8-66.3 
14 cr2829 cr2830 6727 6537 891106 852 27 73.0-77.4 
15 cr2831 cr2832 2496 2393 891106 953 10 80.3-80.2 
16 cr2833 cr2834 6562 6606 891106 1053 27 73.8-68.5 
17 cr2847 cr2848 6539 6539 891107 848 27 72.9-77.4 
18 cr2849 cr2850 6621 6578 891107 949 27 80.3-78.9 
19 cr2851 cr2852 6668 6543 891107 1049 27 73.9-68.7 
20 cr2853 cr2854 2959 3121 891107 1148 13 62.2-59.5 
21 cr2862 cr2863 6668 6727 891108 844 28 72.9-77.6 
22 cr2864 cr2865 6775 6711 891108 945 28 80.3-78.7 
23 cr2866 cr2867 6829 6671 891108 1045 28 73.9-68.5 
24 cr2868 cr2869 2951 2902 891108 1144 28 62.2-59.5 
25 cr2899 cr2898 4682 4786 891122 705 20 64.3-68.4 
26 cr2901 cr2900 6815 6687 891122 805 28 75.7-79.3 
27 cr2903 cr2902 3148 3262 891122 850 28 80.3-80.0 
28 cr3003 cr3002 6527 6620 891203 824 27 79.8-76.5 
29 cr3006 cr3005 6335 6179 891203 1009 28 61.5-55.6 
30 cr3019 cr3018 6753 6492 891204 734 28 78.1-80.3 
31 cr3021 cr3020 4505 4613 891204 834 19 78.4-75.5 
32 cr3023 cr3022 4004 3971 891204 936 17 67.5-63.9 
33 cr3033 cr3032 6423 6578 891205 658 28 73.0-77.6 
34 cr3035 cr3034 6422 6428 891205 759 28 80.3-78.7 
35 cr3037 cr3036 6424 6496 891205 859 28 73.8-68.3 
36 cr3052 cr3051 5447 5460 891206 803 27 80.2-78.4 
37 cr3054 cr3053 6641 6647 891206 857 28 73.5-68.1 
38 cr3056 cr3055 6065 2905 891206 957 35 61.4-59.0 
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Table A.2 (Continued) 
Run 1. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
39 cr3302 cr3301 5993 6095 900125 532 35 75.0-69.8 
40 cr3304 cr3303 5774 5870 900125 632 28 63.3-57.5 
41 cr3312 cr3311 5878 5908 900126 417 28 79.5-80.1 
42 cr3314 cr3313 5926 5915 900126 517 28 76.8-71.9 
43 cr3316 cr3315 5766 5838 900126 618 28 65.4-59.6 
44 cr3386 cr3385 3892 3751 900129 356 28 78.4-80.0 
45 cr3391 cr3390 3879 4073 900129 446 28 79.2-76.9 
46 cr3395 cr3394 3987 3806 900129 530 23 72.5-69.0 
47 cr3397 cr3396 3786 3787 900129 610 28 64.6-60.9 
48 cr3498 cr3497 5838 5899 900218 435 28 67.9-62.2 
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A.3 1990 database 
A.3.1 Mirror reflectivity, and other factors 
The derivation of the parameters for the 1990 Crab database is described in 
sec. 6.2.3.1. The average hardware trigger threshold is estimated to be 52 ADC 
counts in each of two of the inner 91 tubes. The overall reflectivity is taken to be 
50 % of the 1988-89 overall reflectivity. The photoelectron to ADC counts conversion 
factor is estimated to be 1.44 d.c./p.e. The night-sky noise is estimated by measuring 
the standard deviations in the sky pedestals, and is found to be 3.62 ADC counts for 
the 2.9 cm inner tubes, and 3.34 ADC counts for the 4.3 cm outer tubes. 
A.3.2 Details of data runs 
Table A.3 below, gives details of the data runs for the 1990 Crab database. 
Table A.3: 1990 Crab database 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
1 cr3302 cr3301 5374 5517 900125 502 26 79.2-75.6 
2 cr3304 cr3303 5377 5459 900125 602 27 69.4-64.0 
3 cr3312 cr3311 5328 5365 900126 345 26 75.1-78.8 
4 cr3314 cr3313 5326 5344 900126 447 26 80.0-77.4 
5 cr3316 cr3315 5327 5269 900126 548 26 71.3-66.2 
6 cr3386 cr3385 2323 2213 900129 336 11 75.5-77.2 
7 cr3391 cr3390 3292 3535 900129 426 16 80.3-79.6 
8 cr3395 cr3394 3462 3270 900129 510 16 76.0-73.2 
9 cr3397 cr3396 3418 3295 900129 550 16 68.7-65.4 
10 cr3498 cr3497 5216 5319 900218 405 26 73.6-68.7 
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Table A.3 (Continued) 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
11 cr3500 cr3499 5389 5579 900218 505 28 61.7-55.6 
12 cr3524 cr3525 5496 2988 900220 425 28 68.4-65.1 
13 cr3954 cr3953 5287 5228 900223 313 27 78.6-74.6 
14 cr3956 cr3955 5026 4918 900223 414 28 68.2-62.5 
15 cr3986 cr3985 5128 5218 900224 337 28 74.4-69.2 
16 cr4016 cr4015 5156 5208 900225 305 28 78.7-74.5 
17 cr4018 cr4017 4944 4968 900225 405 28 68.4-62.7 
193 
A.4 1990-91 database 
A.4.1 Mirror reflectivity, and other factors 
The derivation of the parameters for the 1990 Crab database is described in 
sec. 6.2.4.1. The average hardware trigger threshold is estimated to be 57 ADC 
counts in each of two of the inner 91 tubes. The overall reflectivity is taken to be 
38 % of the 1988-89 overall reflectivity. The photoelectron to ADC counts conversion 
factor is estimated to be 1.79 d.c./p.e. The night-sky noise is estimated by measuring 
the standard deviations in the sky pedestals, and is found to be 4.00 ADC counts for 
the 2.9 cm inner tubes, and 3.74 ADC counts for the 4.3 cm outer tubes. 
A.4.2 Details of data runs 
Table A.4 below, gives details of the data runs for the 1990-91 Crab. 
Table A.4: 1990-91 Crab database 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
1 cr5117 cr5116 4499 4735 901015 852 27 55.2-61.1 
2 cr5148 cr5149 3503 3387 901016 900 21 57.7-62.1 
3 cr5150 cr5151 3460 3417 901016 1000 21 70.0-74.0 
4 cr5152 cr5153 4592 4338 901016 1101 27 79.6-80.1 
5 cr5229 cr5230 5130 4965 901021 1007 28 74.9-79.0 
6 cr5231 cr5232 4749 4672 901021 1107 27 80.2-77.6 
7 cr5257 cr5258 4794 4603 901022 920 27 66.7-72.2 
8 cr5259 cr5260 2247 2176 901022 1021 13 77.7-79.3 
9 cr5261 cr5262 4797 4889 901022 1123 27 78.4-74.3 
10 cr5283 cr5284 4717 4695 901023 859 27 63.3-68.8 
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Table A.4 (Continued) 
Run L D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
11 cr5285 cr5286 4830 4999 901023 959 27 74.9-78.8 
12 cr5287 cr5288 4766 4787 901023 1102 27 80.0-77.1 
13 cr5311 cr5312 4692 4676 901024 1039 27 80.2-79.5 
14 cr5314 cr5315 2272 2280 901024 1143 27 74.2-71.8 
15 cr5336 cr5335 1772 1788 901025 1033 10 80.1-80.3 
16 cr5339 cr5338 2708 2618 901025 1135 27 74.9-72.2 
17 cr5351 cr5352 4637 4742 901026 937 27 73.1-77.5 
18 cr5353 cr5354 4609 4571 901026 1038 27 80.3-78.8 
19 cr5355 cr5356 4760 3075 901026 1140 27 73.3-70.0 
20 cr5389 cr5388 2419 2225 901028 1057 13 78.8-77.1 
21 cr5397 cr5396 4722 4817 901029 924 28 72.9-77.5 
22 cr5399 cr5398 4782 4924 901029 1025 28 80.3-78.8 
23 cr5566 cr5567 5151 4811 901118 711 28 62.1-67.8 
24 cr5570 cr5571 4984 5305 901118 840 28 78.4-80.3 
25 cr5572 cr5573 3666 3614 901118 1000 20 75.0-71.4 
26 cr5574 cr5575 4964 5081 901118 1120 28 59.2-53.1 
27 cr5820 cr5821 5332 5446 901219 545 28 69.4-74.8 
28 cr5825 cr5826 5082 5250 901219 754 27 75.6-70.7 
29 cr5827 cr5828 5099 5058 901219 854 28 64.1-58.3 
30 cr5850 cr5851 5237 5307 901220 706 28 80.3-78.1 
31 cr5852 cr5853 3642 3498 901220 806 19 72.8-69.2 
32 cr5854 cr5855 3156 2974 901220 906 17 60.8-57.2 
33 cr5887 cr5888 4871 5002 910111 510 28 78.7-80.3 
34 cr5889 cr5890 4966 4862 910111 611 28 77.6-73.0 
35 cr5909 cr5910 4779 4715 910112 501 28 78.1-80.3 
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Table A.4 (Continued) 
Run I. D. No. of events Calendar UT duration Elevation 
36 cr6006 cr6007 4891 4665 910118 416 27 74.8-78.7 
37 cr6008 cr6009 4906 4865 910118 523 28 79.8-76.4 
38 cr6028 cr6029 4967 4829 910119 428 35 77.3-80.1 
39 cr6030 cr6031 5054 5065 910119 530 35 78.8-74.7 
40 cr6032 cr6033 4817 5126 910119 630 28 68.7-62.8 
41 cr6034 cr6035 4544 4618 910119 731 28 56.0-50.0 
196 
A.5 1991-92 database 
A.5.1 Mirror reflectivity, and other factors 
The derivation of the parameters for the 1991-92 Crab database is described 
in sec. 6.2.5.1. The average hardware trigger threshold is estimated to be 45 ADC 
counts in each of two of the inner 91 tubes. The overall reflectivity is taken to be 
40 % of the 1988-89 overall reflectivity. The photoelectron to ADC counts conversion 
factor is estimated to be 1.61 d.c./p.e. The night-sky noise is estimated by measuring 
the standard deviations in the sky pedestals, and is found to be 3.79 ADC counts for 
the 2.9 cm inner tubes, and 3.20 ADC counts for the 4,3 cm outer tubes. 
A.5.2 Details of data runs 
Table A.5 below, gives details of the data runs for the 1991-92 Crab database. 
Table A.5: 1991-92 Crab database 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
1 cr7710 cr7711 5119 4863 911203 644 28 68.5-68.4 
2 cr7712 cr7713 4754 4569 911203 745 27 78.7-79.3 
3 cr7717 cr7718 4909 4956 911203 938 28 68.3-67.0 
4 cr7728 cr7729 4143 4118 911204 707 26 73.5-74.3 
5 cr7791 cr7792 4974 4722 911214 855 28 68.2-67.0 
6 cr7802 cr7803 4833 4960 911215 842 31 68.8-68.7 
7 cr7804 cr7805 4687 4663 911215 943 28 57.5-56.5 
8 cr7825 cr7826 3997 3914 911228 411 28 57.1-58.4 
9 cr7827 cr7828 4102 4133 911228 513 28 69.9-71.1 
10 cr7866 cr7867 4697 4168 920126 458 28 79.4-78.7 
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Table A.5 (Continued) 
Run I. D. No. of events Calendar UT duration Elevation 
ON OFF ON OFF date at start sid. min. (degrees) 
11 cr7877 cr7878 5881 5621 920127 601 28 68.4-67.1 
12 cr7879 cr7880 5398 5396 920127 700 28 56.2-56.2 
13 cr7888 cr7889 6010 5909 920128 334 28 74.1-75.2 
14 cr7890 cr7891 5732 5384 920128 434 28 80.3-80.1 
15 cr7892 cr7893 5778 5699 920128 534 28 72.9-71.7 
16 cr7957 cr7958 6028 5923 920131 550 28 67.3-66.3 
17 cr8150 cr8151 5370 5378 920222 344 28 74.9-65.7 
18 cr8152 cr8153 2638 2869 920222 446 15 62.6-58.9 
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APPENDIX B. THE HULAS PARAMETERS 
CENTRE OF FIELD 
OF VIEW 
Figure B.l: Geometrical interpretation of Hillas parameters 
Fig. B.l above shows a typical elliptical image of the Cherenkov light in an 
air shower. Also, shown is the geometrical interpretation of the Hillas parameters, 
defined below. The centre of the field of view in the figure above is where the source 
location would be in the image plane, with the telescope pointed directly at a pointlike 
source. The parameters are also generally classified into "shape" parameters like 
width, and length, that define the size of the image, and into "orientation" parameters 
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like a, that defines the angle that the shower axis makes with the direction to the 
source location. Azwidth is an example of parameter that is a combination of both 
shape and orientation. 
Here are the definitions of the moments, and the Hillas parameters, reproduced 
here courtesy of Punch [87]. The tube positions are given by the coordinates s, and 
y, measured in degrees. The number of counts in a tube, after gain renormalization, 
pedestal subtraction and image cleaning, is given by n. Each summation runs over 
all the tubes in the image. First, the various moments are defined as: 
/ \ 52 /TJ 1 \ W = „ (B-1) 
E n, 
E rij Vi 
E rii 
E  r i j  x j  
E rii 
E  r i j  y j  
E rii 
E rij arf 
E «i 
E r i i v f  
E rii 
E rii Xi Vi 
( y )  
L rii 
( ^ y )  = ^  
The spreads of the images in different directions, can then be defined in terms of the 
moments, as: 
- {xf (B.2) 
( y ^ )  -  { y f  
{ x y )  -  { x )  { y )  
(^x^^ — 3 (x)^ (x) + 2 (x)® 
( y ^ )  -  3  { y f  { y )  +  2  { y ) ^  
Uy2 
(Txy — 
ayS 
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=  { x ^ y ) - { f ) { y ) - 2 { x y ) { x )  +  2 { x f  { y )  
a ^ y %  =  { x y " ^ ) - { x ) ( ^ y ' ^ ) - 2 { x y ) { y )  +  2 { x ) { y f  
Now, the various Hillas parameters can be defined in terms of the previously defined 
moments, and the image spreads, as: 
d = cTyi - <Tx2 (B.3) 
5 = \/d'^ + ^ icrxyf 
.  d 
u  =  1 H —  
s  
V  =  2  —  u  
w = \/{{y^) - {x^)f + 4 {xyf 
,  ^  ( r f  +  s )  { y ) + 2 < T ^ y  ( x )  
2 c r x y  { y )  - { d - s )  { x )  
1 ii, /(Ta-z + crj,2 + S length = J J 
width = 
distance = (x^) + {y^) 
\ miss = 
1 / / \2 I / \2'\ f 2(Txy {x 
-  [ u  ( x )  + v { y )  j - ( ^ ) { y )  
miss 
sma = 
distance 
azwidth = { x f  { y ^ )  - 2 ( x )  { y )  { x  y )  +  ( x ^ )  { y f  ( distance 
, . /(x^) + ( y ^ )  — w  
akwidth = W ^ 2 
= CTj-a cos^ <l> + cos^ ^ sin ^ + ZcT^yt cos (f> sin^ (f> + (TyZ sin® <j) 
The orientation parameter, a, is often spelt out as "alpha." The parameter, "ak­
width," is the Akerlof azwidth. Of these parameters, only width, length, alpha, and 
distance are used in standard supercuts and in extended supercuts. The parameter, 
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eizwidth, is also used in this work to select gamma rays in a search for the pulsed flux 
from the Crab, as it retains more gamma rays. "Asymmetry" is sometimes used to 
find an expected tail in the images of gamma ray showers. 
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APPENDIX C. COSMIC RAY FLUXES 
This is meant to be a quick and dirty estimate of the cosmic ray fluxes in the 
region of interest for the comparisons (0.3 TeV to a few TeV), and is far from an 
exhaustive and complete compilation. The accuracy of the present numbers is good 
enough for the purposes of this work. 
My fluxes are based mainly on three sources, Ryan et al [98], Miiller et al [83], 
and Buckley et al [19]. Miiller et al, and Buckley et al quote flux values that are 
reproduced in the tables below. I have converted their flux into what I call "proton 
equivalents," i.e., I assume that for the atmospheric cascades, a heavy cosmic ray 
nucleus with energy E can be treated as a collection of the individual nucleons, with 
the total energy distributed equally between them on the average. For example, if 
{dNfdE)fjg be the differential flux of helium nuclei (in [m^ s sr (TeV/nucleon)]~^), 
the flux in proton equivalents would be: 
= 4 X (dN/dE)„, (C.l) 
Next, I make approximate fits to the cosmic ray spectra using the published differ­
ential spectrum and the values in the tables above. All fits are constrained to have a 
differential spectral index of -2.71, which is the index in the Monte Carlo simulations 
(all the measured spectra have indices close to this value, so this is not too bad an 
approximation). 
1. Ryan et al 
This paper gives a fitted spectrum rather than a table of flux values. The 
approximate fits are: 
Protons (upto 2 TeV) 
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Table C.l: Table of fluxes from Miiller et al. 
Element Energy/nucleon 
(TeV/nucleon) 
Differential flux [m^ s sr (TeV/nucleon)] ^ 
Flux Error Proton equiv. Error 
C 0.0726 
(Z = 6) 0.1026 
(N = 12) 0.2068 
1.503 
1.54 X 10-1 2.0 X 10-2 1.848 0.24 
6.26 X 10-2 3.7 X 10-2 0.751 0.44 
1.04 X 10-2 1.1 X 10-3 0.124 0.013 
4.35 X 10-® 1 X 10-® 5.22 x 10-^ 1.2 x 10"^ 
0 0.0726 
(Z = 8) 0.1026 
(N = 16) 0.2068 
1.503 
1.88 X 10-1 1.8 X 10-2 3.008 0.288 
7.38 x 10-2 1.0 x 10-2 1.18 0.16 
1.16x10-2 1.2x10-3 0.186 0.019 
5.9 X 10-® 1.2 X 10-® 9.4 x lO-'^ 1.9 x 10"^ 
Ne 0.050 
(Z = 10) 0.0613 
(N = 20) 0.0827 
0.1551 
1.028 
9.3 X 10-2 1.26 X 10-2 1.86 0.252 
4.33 X 10-2 7 0 X 10-3 0.866 0.14 
1.65 X 10-2 3.4 X 10-3 0.330 0.068 
3.67 X 10-3 3.7 X 10-3 0.073 0.074 
1.50x10-® 3.00x10-^ tflaxlS" 
Mg 0.050 
(Z = 12) 0.0613 
(N = 24) 0.0827 
0.1551 
1.028 
1.07 X 10-1 1 30 10-2 2.57 0.326 
6.15 X 10-2 7.9 X 10-3 1.48 0.19 
2.61 X 10-2 3.7 X 10-3 0.626 0.089 
4.86 X 10-3 4.1 X 10-"® 0.117 9.8 x 10-3 
4 19 X 10-® +2.0X10"' 1 01 X 10-3 +4.8x10"'' 
'i.iy iu -1.4x10-® i.UA lu -3.4x10-^ 
Si 0.050 
(Z = 14) 0.0613 
(N = 28) 0.0827 
0.157 
1.028 
9.46 X 10-2 1 54 10-2 2.65 0.431 
4.94 X 10-2 9.3 X 10-3 1.38 0.260 
2.13 X 10-2 3 9 X 10-3 0.596 0.109 
3.72 X 10-3 4 7 10-4 0.104 0.013 
5.6 X 10-« li;2t1o°-" 1-6 X 10"'' 
Fe like 0.0526 
(25 < Z < 27) 0.0592 
(55 < JV < 60) 0.0686 
0.0816 
0.1154 
(x56) 
6.23x 10-2 1.11 x 10-2 3.49 0.622 
4.43x 10-2 6.7x 10-3 2.48 0.38 
3.29 X 10-2 5.7 X 10-3 1.84 0.32 
1.88 X 10-2 3 0 X 10-3 1.05 0.17 
7.5 X 10-3 1.0 X 10-3 0.42 0.056 
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Table C.l (Continued) 
Element Energy/nucleon 
(TeV/nucIeon) 
Differential flux [m^ 
Flux Error 
s sr (TeV/nucleon)] ^ 
Proton equiv. Error 
Fe like 
(cont.) 
0.2220 
0.6490 
1.563 
1.5 X 10-3 
9.24 X IQ-® 
9.23 X 10-® 
2.8 X 10-^ 
+4.12X10-' 
-3.02xlO-» 
+8.77x10-® 
-5.01XlO-« 
0.084 
5.17 X 10-3 
5.17 X 10-4 
0.016 
+2.31x10-® 
-1.69xlO-» 
+4.91X10-' 
-2.81XlO-« 
f (dyf" ^  
Helium (upto ~ 500 GeV, in proton equivalents) : 
^ = 1.76 X 10-^ f—V'"'' —±—(C.3) 
dE \ 1 TeV/nucleon j m^ s sr (TeV/nucleon) 
2. Muller et al 
These fits are approximately derived from the flux values in Table C.l. 
Carbon (upto ~ 1.5 TeV, in proton equivalents) : 
^  = 1 fi >.1(1-3 *  ( C A \  
dE \^1 TeV/nucleon/ m^ s sr (TeV/nucleon) 
Oxygen (upto ~ 1.5 TeV, in proton equivalents) ; 
^ = 2fixin-3 I ^ V"' # 
dE ' \ 1 TeV/nucleonJ m^ s sr (TeV/nucleon) 
Neon (upto ~ 1 TeV, in proton equivalents) : 
^ = 4.2x10-" f-—#  .C.6) 
dE \ 1 TeV/nucleony m^ s sr (TeV/nucleon) 
Magnesium (upto ~ 1 TeV, in proton equivalents) ; 
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Table C.2: Table of fluxes from Buckley et al. 
Element Energy/nucleon 
(TeV/nucleon) 
Differential flux [m^ s sr (TeV/nucleon)] 
Flux Error Proton equiv. Error 
Helium 0.0480 
0.0597 
0.0790 
0.1252 
0.3144 
2.36 X 10^ 2.8 9.44 x 10^ 1.12 x 10^ 
1.32 X 10^ 1.4 5.28 x 10^ 5.6 
6.02 0.64 2.408 x 10^ 2.56 
1.80 0.21 7.20 0.84 
0.168 0.0026 0.672 0.0104 
Carbon 0.0481 
0.0714 
0.1389 
9.4x10-1 1.128xl0i till 
2.6x10-1 li;i;^i°:: 3.12 ±i;i 
5.5 X10-2 0-66 
Oxygen 0.0481 
0.0714 
0.1389 
5.9x10-1 ^2.3x10- 9 44 +3.|| 
3.3x10-1 5.28 t\il 
5.5x10-2 0.832 t°o-M 
-2.71 # d N  „  _  f  
d E  \ 1 TeV/nucleony m^ s sr (TeV/nucleon) 
Silicon (upto ~ 1 TeV, in proton equivalents) : 
^ V"' ^ 
d E  \1 TeV/nucleony m^ s sr (TeV/nucleon) 
Iron-like (upto ~ 1.6 TeV, in proton equivalents) : 
(C.7) 
(C.8) 
d N  ,  „  (  E  \  
—  1 9 x 1  n  I  
d E  '  \ 1  TeV / nucleon j  
-2.71 # 
m^ s sr (TeV/nucleon) (C.9) 
2. Buckley et al 
These fits are approximately derived from the flux values in Table C.2. 
Helium (upto ~ 300 GeV, in proton equivalents) : 
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^ = 2.5x10-^ ( ^ V # fc.lO) 
dE \lTeV/nucleon/ s sr (TeV/nucleon) 
Caxbon (upto ~ 140 GeV, in proton equivalents) : 
^ = 2.7 X io-» f—) # rc.in 
dE \^1 TeV/nucleon/ s sr (TeV/nucleon) 
Oxygen (upto ~ 140 GeV, in proton equivalents) : 
^  =  2 8 x 1 0 - 3  f — — - _ j L _ _ r n  1 2 )  
dE ' \1 TeV/nucleon/ s sr (TeV/nucIeon) 
Putting all of this together, the approximate fit to the differential flux of all cosmic 
ray particles in this energy regime is: 
All particles, in proton equivalents) : 
m _ I E # 
dE ' \1 TeV/nucleon/ m^ s sr (TeV/nucleon) 
