Abstract. This paper discusses the asymptotic behaviour of the number of descents in a random signed permutation and its inverse, which was posed as an open problem by Chatterjee and Diaconis in [3] . For that purpose, we generalize their result for the asymptotic normality of the number of descents in a random permutation and its inverse to other finite reflection groups. This is achieved by applying their proof scheme on signed permutations, so elements of Coxeter groups of type Bn, which is also known as the hyperoctahedral group. Furthermore, a similar central limit theorem for elements of Coxeter groups of type Dn is derived via Slutsky's Theorem and a bound on the Wasserstein distance of certain normalized statistics with local dependency structures and bounded local components is proven for both types of Coxeter groups. In addition, we show a two-dimensional central limit theorem via the Cramér-Wold device.
Introduction
A recent result of Chatterjee and Diaconis in [3] was a new proof of the asymptotic normality of the number of descents in a random permutation and its inverse, normalized by its expected value and its variance. This was shown via the method of interaction graphs and a bound on the Wasserstein distance to the standard normal distribution firstly introduced in [2] . The method of interaction graphs and the bound on the Wasserstein distance are shortly summarized in Section 2. The asymptotic normality of the number of descents in a random permutation and its inverse was already shown by Vatutin via generating functions in [6] in 1996, but was not generalized to other statistics depending on both a random permutation and its inverse. Chatterjee and Diaconis showed such a generalization through a bound of the Wasserstein distance to the standard normal distribution for a wider class of normalized statistics that depend on a random permutation and its inverse. In the last section of [3] , they issued the asymptotic normality of the number of descents in an element of a finite reflection group and its inverse, for example for random signed permutations, as an open problem and indicated, that their approach should also suffice in this case. This paper confirms their intution by applying their proof scheme on signed permutations, that is elements of the Coxeter group of type B n . For that purpose we construct random signed permutations and their inverses from the same random variables. With this construction, we are able to apply the method of interaction graphs, exactly like Chatterjee and Diaconis. Together with the bound on the Wasserstein distance between the normalized statistic and a standard normal distribution mentioned before (see Theorem 1), we can show the asymptotic normality by plugging in the formulas for the variance of the sum of the statistics into the bounds. Kahle and Stump listed the expected values and variances of the sum of the statistics for all finite irreducible Coxeter groups in [4, Corollary 5.2] . Using this result for signed permutations, we can extend the result to elements of the Coxeter group of type D n , which are signed permutations with an even number of negative signs. This is done via an application of Slutsky's Theorem (see Theorem 3). To generalize these results to certain sums of statistics of both a random signed permutation and its inverse, which have a bounded local degree and local components which are bounded by 1, we again follow Chatterjee and Diaconis and modify the interaction graphs in the right way so that we can apply Theorem 1. From this, we show that this also works for elements of Coxeter groups of type D n (see Section 5) . The last section discusses the asymtotic behaviour of the two-dimensional statistic formed by the number of descents in an element of a Coxeter group of both type B n and D n and its inverse via the Cramér-Wold device.
Interaction Graphs
We give a short overview over the method of interaction graphs as it is presented in [3] . Let (X , A) be a measurable space and f : X n → R a measurable map. Consider a map G(x), which connects every x ∈ X with a simple graph on [n] := {1, 2, . . . , n}. This graphical rule is symmetric, if for a permutation π the graph G(x π(1) , . . . , x π(n) ) has the edge set {(
. . , x n ). Furthermore, let x ij be the vector x with replacements in the i-th and j-th position. Then, i and j
A graphical rule G is an interaction rule for a function f , if for any x, x ′ ∈ X n and any i, j, the edge (i, j) not being an edge of either G(x), G(x i ), G(x j ) or G(x ij ) implies that i and j are non-interacting. We later apply the following theorem from [2] , which can also be found in [3] , on signed permutations. The Theorem gives a bound on the Wasserstein distance between a normalized statistic that admits a graphical interaction rule and the standard normal distribution.
Theorem 1 (Chatterjee). Let f : X n → R be a measurable map that admits a symmetric interaction rule G(x). Let X 1 , X 2 , . . . be independent and identically distributed X -valued random variables and let X := (X 1 , . . . , X n ). Let W := f (X) and
be an extension of G(x) on X n+4 and define
Then, the Wasserstein distance δ W between
and N(0, 1) satisfies
for some constant C independent of n.
Chatterjee and Diaconis used the theorem above to show a central limit theorem for statistics of the form F 1 (π) + F 2 (π −1 ), where both F 1 and F 2 have bounded local degree and their local components' absolute values are bounded by 1. Hereby π denoted a permutation, hence an element of a Coxeter group of type A n . We apply the same proof scheme to statistics on signed permutation by modifying their model.
Signed Permutations
Chatterjee and Diaconis modeled elements of the symmetric group S n and their inverses by ranking functions on series of uniformly distributed random variables on the unit square. We slightly modify this model by additionally introducing a random sign. It is a well-known fact that the hyperoctahedral group and the Coxeter group of type B n are the same as the signed permutations group. The signed permutations group can be described as the subgroup of all permutations on {±1, . . . , ±n} with the antisymmetric constraint −π(i) = π(−i). Then, the number of descents of a signed permutationπ is exactly defined as for permutations:
In the following Theorem, we study the asymptotic behaviour of the statistic
which is the sum of the descents in a random signed permutation and its inverse. We show a central limit theorem for said statistic, normalized by its expected value and its variance, so
by adapting the proof of Theorem 1.1 in [3] for the modified model. Theorem 2. Letπ be a signed permutation, hence an element of the Coxeter group of type B n . If D(π) denotes the number of descents, then
satisfies the central limit theorem, that is (3.1) holds, if n tends to infinity .
Proof. Let X := [0, 1] 2 × {−1, 1} and X 1 , X 2 , . . . be independent and identically distributed of the form
2 and B i ∼Ber(
. . , X n ) and let the x-rank of X i be the rank of U i among (U 1 , . . . , U n ) and the y-rank of X i the rank of V i among (V 1 , . . . , V n ). Then, let X (1) , . . . , X (n) denote the X i ordered in respect to their x-ranks and X (1) , . . . , X (n) in respect to their y-ranks. Let
so that π and σ are random permutations. Then, σ = π −1 , as
It follows that the number of descents in the signed permutation and its inverse is given by:
For x ∈ X , define a simple graph G(x) on [n] as follows: For any 1 ≤ i = j ≤ n, let {i, j} be an edge if and only if the x-rank of x i and the x-rank of x j or the y-rank of x i and the y-rank of x j differ by at most 1. To check that this graphical rule is symmetric, see that the edge set of a relabeled Graph G(x π(1) , . . . , x π(n) ), where π is an arbitrary permutation, has the edge set {(π(i), π(j))| (i, j) is an edge of G(x 1 , . . . , x n )}. This is true, since the x-ranks or the y-ranks of x π(i) are equal to the respective ranks of x i . Hence this graph is invariant under relabeling of the indices and it is therefore a symmetric graphical rule. Given x, x ′ ∈ X , x i is the vector (x 1 , . . . x i−1 , x ′ i , x i+1 , . . . , x n ), so the vector x in which the i-th entry is replaced by the i-th entry of x ′ . Furthermore, x ij is the vector with replacements in the i-th and the j-th entry. Now, suppose
holds, as j is not a neighbour of i in either of the four graphs. To better visualize this, check that
Any indicator function in f (x), that is not dependent of either x i or x j , appears in f (x i ), f (x j ) and f (x ij ), as it is left unchanged by the replacements in x i , x j or x ij . Those indicator functions, that depend on x i but not on x j , are unchanged in f (x j ). As i and j are no neighbours in all four graphs, these indicator functions, that depend on x i but not on x j , appear in both f (x i ) and f (x ij ). Therefore, the indicator functions that either depend on x i or on x j turn up exactly once on both sides of the equation. Hence Equation (3.3) holds, since there cannot be an indicator functions that depend on both x i and x j , as i and j are no neighbours in all four graphs. This means, that G(x) is a symmetric interaction rule for f . Now, we construct an extension G ′ (x) of G(x) on X n+4 . For any 1 ≤ i = j ≤ n + 4, let {i, j} be an edge in G ′ (x) if and only if the x-rank of x i and the x-rank of x j or the y-rank of x i and the y-rank of x j , differ by at most 5. As this graph is invariant under relabeling of the indices, it is a symmetric graphical rule. Obviously, every edge in G(x) is also an edge in G ′ (x), as the distance between two connected nodes in G(x) can be 5 at most through the insertion of four additional nodes. Therefore G ′ (x) is an extension of G(x). As W and f (X 1 , . . . , X j−1 , X ′ j , X j+1 , . . . , X n ) can differ in at most 4 summands, |∆ j f (X)| ≤ 4. Furthermore, the degree of any node in G ′ (x) is bounded by 20, as either the difference in the x-ranks or in the y-ranks has to be smaller or equal to 5. This means, that |δ| ≤ 21. Then, by Theorem 1,
for some constant C. As [4] tells us, σ 2 = V(W ) = n+3 6 . Therefore, W follows the central limit theorem.
Coxeter Group of Type D n
This section reproduces the previous section's result for elements of Coxeter groups of type D n . These elements are signed permutations with the constraint to have an even number of negative signs. Therefore, we can reuse the model from the proof of Theorem 2, with a slight modification: One sign-generating random variable is set to be the product of all the others. Therefore, the number of negative signs is always even. Of course it is not possible to directly apply the method of interaction graphs, as the local dependency structure is destroyed by one random variable being dependent of all the others. This problem is solved via an application of Slutsky's Theorem. 
. . , X n ) and let the x-rank and the y-rank of X be defined as in the proof of Theorem 2. X (1) , . . . , X (n) denote the X i ordered in respect to their x-ranks and X (1) , . . . , X (n) in respect to their y-ranks. Then, as in (3.2),
Now, remove all the indicator functions from W where B (i) , B (i) , B (i+1) or B (i+1) equal B n and add indicator functions, so that the resulting random variable W ′ is distributed as D(π) + D(π −1 ) for a signed permutationπ on {±1, . . . , ±(n − 1)}. Then, as E(W ) = n and E(W ′ ) = n − 1 (see for example in [4] ),
where Y n = W − W ′ is a random variable with |Y n | ≤ c for some positive constant c and all n, so
We know from Theorem 2 that
converges in distribution to a standard normal distribution.
Y n is bounded, as it is a finite sum of indicator functions. Therefore, lim 
Generalization to a Class of Statistics with Local Degree k
As in [3] , it is possible to generalize the proof of Theorem 2 to a wider class of statistics of local degree k. These statistics are of the form
where the local components' absolute value is bounded by 1. If π is a signed permutation, a bound for the Wasserstein distance between the normalized statistic and the standard normal distribution follows. Therefore the central limit theorem for these statistics holds, if the variance of the statistics is of order O(n 1 2 +ε ) for an ε > 0. The Theorem is implied from a generalization of the proof of Theorem 2 by constructing the symmetric interaction rule in the right way.
Theorem 4. Let π be an element of a Coxeter group of type B n and let F 1 , F 2 be statistics of local degree k, with the absolute value of their local components bounded by 1. Then the Wasserstein distance between
normalized by its mean and variance, and the standard normal distribution satisfies
) and some constant C(k).
Proof. If the statistics F 1 and F 2 are of local degree k and their local components' absolute value is bounded by 1, let {i, j} be an edge in G(x) if and only if the x-ranks or the y-ranks differ by at most k − 1. For the extension G ′ (x), we say that {i, j} is an edge if and only if the ranks differ by at most k + 3. Then, Theorem 1 applies, and the Wasserstein distance is bounded:
Here, C(k) is a large enough constant.
To see that the bound in Theorem 4 also holds when π is an element of a Coxeter group of type D n , we use the same technique as in the proof of Theorem 3. Hence, we decompose the statistic into a part that is the same statistic depending on a signed permutation on {±1, . . . , ±(n − 1)} and a finitely bounded random variable.
Theorem 5. Let π be an element of a Coxeter group of type D n and let F 1 , F 2 be statistics of local degree k, with the absolute value of their local components bounded by 1. Then the Wasserstein distance between
where π 1 is an element of the Coxeter group of type D n . Let X = (X 1 , . . . , X n ) be generated as in the proof of Theorem 3, so
2 . B i is an independent random sign for 1 ≤ i ≤ n − 1 and
′ is the statistic where we remove all local components that depend on B n . Subsequently we add local components, so that the resulting statistic is
2 ), where π 2 is a random signed permutation on {±1, . . . ± (n − 1)} generated by (X 1 , . . . , X n−1 ). Then, as the local degree is k, W − W ′ = O(1) and therefore
. Now, see that the Equation (4.1) from the proof of Theorem 3 generalizes to
which directly shows that the Wasserstein distance between W and W ′ tends to zero, as lim
= 0. Therefore it holds that δ W ≤ δ W ′ + o(1) and the Theorem follows. Theorem 6 (Cramér-Wold). LetX n = (X n1 , . . . , X nk ) andX = (X 1 , . . . , X k ) be random vectors of dimension k. Then,X n D →X, if and only if
Therefore, we can show the convergence of (D(π), D(π −1 )) by studying linear combinations of the form t 1 D(π) + t 2 D(π −1 ). It is sufficient to only check linear combinations with t ∈ S 1 , since the investigated statistic is normalized by the square root of the variance V(t 1 D(π) + t 2 D(π −1 )). This leads to the following theorem.
Theorem 7. Let π be an element of either the Coxeter group of type B n or D n . Then, the statistic (D(π), D(π −1 )) satisfies a two-dimensional central limit theorem of the form
for n → ∞, where I denotes the two-dimensional identity matrix and Σ is the covariance matrix of
Proof. Via the Theorem of Cramér-Wold, we can study the convergence of (D(π), D(π −1 )) by studying
We derive a convergence
to show the Theorem via an application of Slutsky's Theorem. (6.1) is equivalent to
). Now, since t ∈ S 1 , the proofs of the Theorems 2 and 3 apply, which means that Remark 8. Theorem 7 can be generalized to certain statistics (F 1 (π), F 2 (π −1 )), if F 1 and F 2 meet the constraints of Theorem 4 or Theorem 5, V(F 1 (π)) = V(F 2 (π −1 )) holds and V(F 1 (π)) is big enough so that the constraint to the Wasserstein distance in Theorem 4 or Theorem 5 converges to zero for n going to infinity.
Further Investigation
This paper showed the central limit behaviour for D(π) + D(π −1 ), where π is an element of either a Coxeter group of type B n or of type D n . A natural direction for further investigation are arbitrary series of product groups of Coxeter groups of type A n , B n and D n and under which constraints the asymptotic normality of D(π) + D(π −1 ) is preserved (see Problem 6.10 in [4] ).
