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ABSTRAKT 
Bakalářská práce se zaměřuje na problematiku ukládání dat a zálohování dat 
v konkrétní organizaci. Má za úkol podat čtenáři ucelený přehled, se kterými 
informacemi a daty pracovat při návrhu podnikové sítě zaměřené na ukládání dat. Také 
pojednává o zálohování dat, jejich druzích a potřebě zálohování dat v podniku. 
ABSTRACT 
The bachelor thesis focuses on issue data storage and data backup in a specific 
organization. It does the task provide the reader with a comprehensive overview which 
information and data work in the design of a corporate network focused on data storage. 
It also deals with the data backup, their types and the need for backing up data in the 
enterprise. 
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ÚVOD 
Žijeme dnes v době, kdy je potřeba uchovávat obrovská množství dat. Mnohé instituce 
požadují po organizacích, aby uchovávaly data o svých zákaznících a zaměstnancích 
po velmi dlouhou dobu (zpravidla desítky let) a v takové podobě, aby byly čitelné 
i po uplynutí této doby. Organizace a podniky proto řeší, na jaká média je 
nejefektivnější ukládat tyto data a jakým způsobem zajistit přístup k těmto datům.  
V poslední době se také vyrojilo mnoho nových technologií a možností, kam a jakým 
způsobem ukládat svá data. Hodně podniků se už v těchto možnostech začíná ztrácet, 
proto podléhají tlaku obchodníků a následně využívají neefektivní řešení, které podnik 
stojí velké peníze.  
Sám jsem si toto téma vybral, protože otázka datových úložišť a zálohování dat je 
jednou ze základních věcí, které podnik v informační společnosti řeší. Tato práce by 
také měla nastínit možná řešení při obměně stávajících datových úložišť a může sloužit 
jako podklad pro rozhodování podniku při výměně techniky. 
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CÍLE PRÁCE, METODY A POSTUPY ZPRACOVÁNÍ 
Cílem této práce je navrhnout novou technologii ukládání podnikových dat organizace, 
aby přinesla organizaci zvýšení rychlosti přístupu k datům a zvýšila bezpečnost dat 
proti případné ztrátě. Samozřejmostí je ekonomické zhodnocení navrženého opatření, 
zda se tato investice do nových technologií do budoucna vyplatí. Navržené opatření 
musí zahrnovat v sobě také systém zálohování, který podnik bude využívat. Součástí 
řešení pak také bude návrh zaškolení zaměstnanců na nový systém a prověření 
bezpečnosti navrženého opatření. 
Bakalářská práce pojednává o způsobu ukládání podnikových dat a zabývá 
se konkrétním návrhem metodiky podnikového ukládání dat. Práce je rozdělena na část 
teoretickou a část praktickou. V části teoretické je pojednáno o současném standardu 
ukládání dat, a která média se v současné době na ukládání dat používají. Také je zde 
zmíněn systém zálohování dat, a jakým způsobem funguje. V části praktické je pak 
rozebrán konkrétní způsob ukládání dat konkrétního podniku a také způsob, jakým 
podnik zálohuje svá důležitá data. 
Praktická část bude vycházet z výročních zpráv, které jsou volně ke stažení 
na webových stránkách organizace.  
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1 TEORETICKÁ VÝCHODISKA 
Používaná data v podniku se dají rozdělit do pěti skupin: 
 Číselníky – používají se pro identifikaci různých položek v rámci podniku, 
 Kmenová data – obsahují informace o výrobku, zákaznících, výrobě výrobku, 
dodavatelích a jiných důležitých údajích, 
 Zakázková data – obsahují informace o konkrétních aktuálních zakázkách 
a informacemi o nich, včetně informacích o zákaznících a podobně, 
 Archivní data – obsahují informace a data o již uzavřených zakázkách, 
 Parametry – obsahují hodnoty pro nastavení fungování informačního systému 
s optimálními podmínkami (1). 
Při práci s daty můžeme rozlišovat dva druhy dat. Těmi jsou strukturovaná data 
a nestrukturovaná data. Strukturovaná data slouží pro kvantitativní rozhodování 
v podniku a obvykle se jedná o data v relační databázi. Typickým příkladem takových 
dat jsou například data o produktu nebo o zaměstnancích. Nestrukturovaná data jsou 
všechny ostatní data, například emaily, různé dokumenty v různých formátech, 
videozáznamy, obrázky a jiné (2).  
Pojem ukládání dat vychází z nutnosti nějakým způsobem zaznamenávat informace. 
Způsoby zaznamenávání informací mohou být textové nebo audiovizuální. Textové 
zaznamenávání informací se provádí formou vytváření dokumentů a jiných souborů, 
které slouží pro potřeby podniku. Základní definice pojmu ukládání dat může být 
následující: Ukládání dat je forma ukládání informací na počítačích a podobných 
zařízeních (3). 
Podniky se v dnešní době potýkají s problémem, jakým způsobem efektivně ukládat svá 
data. Spravují totiž odhadem sedmkrát více dat než před sedmi lety. A dá se očekávat, 
že toto číslo bude neustále růst. Pokud by tato řada neustále rostla, dostane se podnik 
do situace, kdy bude potřebovat mít několik způsobů ukládání dat. Vznikne potřeba mít 
vyřešené dlouhodobé ukládání dat, ke kterým se bude přistupovat jen občas 
a krátkodobé ukládání dat, které bude sloužit především pro chod podniku. Podnik má 
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v dnešní době několik možností, kam a jakým způsobem ukládat svoje data. Vždy záleží 
na prioritách podniku, které parametry jsou pro něj důležité (4). 
1.1 Enterprise Content Management 
ECM, neboli Enterprise Content Management, představuje novou technologii ukládání 
dat v podniku. Termín ECM zavedla organizace AIIM (The Association for Information 
and Image Management). Správa podnikového obsahu, neboli ECM, se dá také 
definovat jako metody a nástroje k uložení dokumentů, které se vztahují k procesům 
organizace. ECM proto nabízí řešení určená i pro zpracování nestrukturovaného obsahu, 
jako jsou například e-maily, směrnice, znalosti v podniku a jiné. Může se jednat 
o dokumenty v elektronické podobě nebo v listinné podobě na papíře. Podíl těchto 
informací a dat v podniku je asi 80%. ECM představuje centrální úložiště dat, nad 
kterým je vždy aplikace, pomocí které k těmto údajům přistupujeme a spravujeme tento 
obsah a dokumenty v něm. Typickými aplikacemi mohou být různé účetní systémy, 
jako například mySAP Business Suite, Helios Orange Karat apod. Taktéž se může 
jednat o aplikace textových editorů, zejména Word, Writer, AbiWord a jiné (1,5,6). 
ECM je primárně ukázán jako centrální úložiště podnikových dat, technicky ale tyto 
data mohou být i fyzicky v různých typech úložišť. Důležité na používání ECM je, aby 
si dokumenty mohlo prohlédnout co největší procento uživatelů (zaměstnanců). To je 
potřeba zajistit převáděním ukládaných dokumentů do standardizovaných formátů. Dále 
je potřeba zakomponovat podporu fulltextového vyhledávání, aby z velkého množství 
dokumentů bylo možné nalézt právě ten potřebný. ECM se zavádí hlavně díky možnosti 
přístupu více uživatelů k těmto datům v rámci organizace ve stejném čase. Tuto 
vlastnost můžeme vyřešit tzv. složenými, či kompozitními dokumenty, které tuto 
vlastnost mají. (1,5,6). 
1.2 Média 
Samotné ukládání dat obvykle probíhá prostřednictvím počítačů a data se ukládají 
na tzv. média. Datová média můžeme interpretovat jako nosič informací, který používá 
nějakou formu záznamu dat (7). 
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Jednotlivá média můžeme dělit podle několika kritérií. Nejznámějším dělením je podle 
principu čtení a zapisování. Tím média dělíme na magnetická, optická a elektronická. 
Do magnetických patří zejména magnetická páska, pevný disk HDD nebo už 
nepoužívaná disketa. Do optických médií řadíme například disky CD, DVD, HD DVD 
nebo Blu-Ray. v kategorii elektronických datových médií můžeme nalézt hlavně stále 
se rozšiřující Flash paměti, například disky SSD, USB Flash paměti, případně paměťové 
karty. Existují samozřejmě i jiná úložiště, například diskety, děrné štítky a jiné, ty 
se ovšem v dnešní době už vůbec nepoužívají (8). 
1.2.1 Magnetické pásky 
Pásky fungují na principu magnetického záznamu dat. Páska může být uzavřená 
v kazetě, kde se převíjí, nebo volně. Tato páska se pak uloží na bezpečné místo a 
v případě potřeby se zpátky nasadí a využije. Nejrozšířenějším je standard LTO (Linear 
Tape Open). Tento standard má několik generací. Nejnovější generace je LTO-5. Pásky 
mají celkem velkou kapacitu, rychlost převíjení je ale dost limituje. Z tohoto pohledu je 
tedy nasazení magnetických pásek do operativního použití ukládání dat v podniku 
v podstatě vyloučeno. V případě, kdy ale podnik potřebuje ukládat data a archivovat 
například několik let stará data, je magnetická páska tím pravým řešením. Náklady 
na udržování pásek a jejich knihoven jsou totiž asi patnáctkrát nižší než u pevných 
disků (4,9).  
 
Obrázek č. 1: Princip magnetického záznamu 
(10) 
 
 
17 
 
1.2.2 Pevné disky HDD 
Pevné disky HDD jsou dalšími zástupci médií, která fungují na principu magnetického 
záznamu. Rozdíl mezi magnetickou páskou a pevným diskem HDD spočívá v tom, 
že plotny v HDD se otáčí stále dokola, a proto je mnohem rychlejší vyhledat zapsaná 
data nebo zapsat data na volné místo. Naproti tomu magnetické pásky se postupně 
převíjí, čtou se a zapisují na konkrétním místě. Z tohoto důvodu je velmi pomalé, než 
se pásky převinou a zpátky dostanou na konkrétní místo. Samotné rozhraní pevného 
disku HDD je ovládáno řadičem a procesorem (11,12,14). 
 
Obrázek č. 2: Vnitřní část HDD 
(13) 
1.2.3 USB Flash disky 
USB Flash disky využívají ke své činnosti paměť Flash. Samotná paměť je složena 
z velkého množství polovodičových hradel. Jako hradla jsou využívány NOR a NAND. 
Zápis probíhá tak, že se informace a data pošlou například prostřednictvím USB 
rozhraní a samotný disk si pak pomocí logických hodnot určí, na jakou paměťovou 
buňku může zapsat nulu nebo jedničku. Čtení probíhá obdobným principem (15).  
1.2.4 Optické disky 
CD, DVD, Blu-Ray a HD DVD disky se obecně označují jako optické disky. Tyto disky 
jsou tvořeny kulatým polykarbonátem, do kterého je umístěna záznamová a reflexní 
vrstva. Samotný disk má od prostředku vytvořenou spirálu, která pokračuje až ke 
krajům. Do této spirály míří speciální laser, který dokáže zahřát záznamovou vrstvu až 
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na 700 °C, ta díky tomu změní vlastnosti a začne pohlcovat a rozptylovat světlo. Tím 
jsou zapsány na určitá místa data. Čtení pak probíhá podobně, kdy se zjišťuje, 
na kterých místech se světlo pohltí a na kterých místech prochází za záznamovou 
vrstvu. Datový tok u DVD je asi devítinásobně vyšší než u CD se stejnou rychlostí. 
Média DVD také dokážou pojmout asi šestkrát více dat než klasické CD, proto jsou 
pomocníky v případech, kdy je potřeba archivovat velké objemy dat. Disky HD DVD 
a Blu-Ray dokážou pojmout ještě více údajů, ale v momentální době jsou stále velmi 
drahé (16,17). 
 
Obrázek č. 3: Princip zápisu na optické disky 
(16) 
1.2.5 SSD disky 
SSD disky (Solid State Drive) mají dost podobný princip zápisu, jako USB Flash disky. 
Data obsažená v SSD discích jsou uspořádána po datových blocích a ke své činnosti 
využívají hradla NAND a NOR (12). 
Mezi SSD disky a Flash disky je jeden rozdíl. SSD disky dříve využívaly ke své 
činnosti paměti RAM, nyní už také využívají paměti Flash. USB Flash disky využívaly 
vždy Flash paměti. Samotný SSD disk pak obsahuje několik takových pamětí, které 
jsou spojeny na základní desce. Základní výhodou, kterou SSD disky přinášejí, je jejich 
rychlost. Nevýhodou je pak momentálně menší kapacita, než u klasických HDD. Proto 
se v poslední době vytvářejí tzv. hybridní disky, které kombinují vlastnosti HDD a SSD. 
Systém se načítá z části, která obsahuje SSD, ukládání dat pak probíhá na HDD (18).  
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1.3 Technologie pro ukládání dat na disky 
1.3.1 DAS 
DAS je zkratka ze slov Direct Attached Storage. Jedná se o tradiční fileservery, tedy 
o úložná zařízení přímo připojená k serveru. Znamená to tedy, že pokud se chceme 
dostat k datům, pošleme požadavek na server o zpřístupnění dat a server nám je 
zpřístupní. DAS využívá typicky rozhraní ATA (též EIDE), SATA (Seriál ATA) nebo 
v dnešní době stále rozšířenější rozhraní SCSI. Výhodami řešení DAS pro ukládání dat 
jsou především jednoduchá implementace a nízká cena. Pokud ale jsou data pomocí 
DAS distribuovány na několika serverech na různých místech, řešení se prodražuje 
a implementace se stává složitější. Nevýhodou je ale třeba to, že při poruše serveru jsou 
data nepřístupná (19,20,21).  
 
Obrázek č. 4: Schéma zapojení DAS 
(21) 
1.3.2  NAS 
NAS je zkratka ze slov Network Attached Storage. Narozdíl od DAS jsou úložná 
zařízení připojena do sítě pomocí specializovaných serverů. Technologie NAS využívá 
tzv. NAS enginu, který vytváří virtualizační vrstvu mezi klienty přistupujícími k datům 
a samotnými diskovými poli. Díky tomuto faktu je možné měnit nebo konfigurovat 
disková pole bez dopadu na síťové operace a servery. NAS podporují různé operační 
systémy a protokoly pro práci a přístup k soborům. Fyzicky se ale vždy jedná pouze 
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o modifikované řešení přímého přístupu DAS. Z toho důvodu přetrvává nevýhoda 
omezené rozšiřitelnosti. Hlavní výhodou NAS jsou znovu nízké náklady a jednoduchá 
implementace, potažmo management (19,20). 
1.3.3  SAN 
SAN vzniklo ze slov Storage Area Network. Tato technologie vytváří svoji vlastní síť, 
která slouží výhradně k práci se soubory a jejich ukládání. Je nezávislá na intranetu 
podniku a používá technologie jako Fibre-Channel, iSCSI, FCIP (FC over IP) nebo 
iFCP (internet FC Protocol). Přístup do této samostatné sítě může být řízen pomocí 
několika serverů, které budou mít speciální software. Disková pole uvnitř diskové sítě 
mají obvykle vlastní inteligenci s řadičem RAID. Výhodami SAN jsou především 
levnější instalace, snadnější obsluha, výkonnost, spolehlivost a jednoduché rozšíření 
kapacity. Mezi nevýhody patří zejména vyšší pořizovací cena u použití Fibre-Channel. 
Tento protokol totiž vyžaduje ke své činnosti i speciální síťové prvky a to skýtá 
i nutnost školení obsluhy těchto zařízení (19,20,21). 
 
Obrázek č. 5: Schéma zapojení SAN 
(21) 
Jak je ale vidět na obrázku číslo 6, i přes vysoké pořizovací náklady, má tato 
technologie nízké náklady na údržbu a provoz. Navíc nevýhoda vysokých pořizovacích 
nákladů je postupně smazávána nástupem normalizovaných řešení (20). 
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Obrázek č. 6: Porovnání nákladů na údržbu jednotlivých úložných technologií 
(20) 
1.4 Disková pole 
Podniky v dnešní době využívají stále nejvíce pevné disky. Ve většině případů si ale 
podnik nevystačí pouze s jedním diskem. Vzhledem k rozšiřování kapacity a nutnosti 
zálohovat data vznikají tzv. disková pole. Ty představují řešení, kde je zapojeno několik 
disků a pomocí speciálního řadiče se pak tyto disky navenek jeví jako jeden velký disk. 
Disková pole musí být vždy zapojena pomocí RAID. RAID je zkratka slov Redundant 
Array of Independent Disks. RAID má několik úrovní, které definují, jakým způsobem 
jsou disky v diskovém poli zapojena a používána (21).  
1.4.1 RAID 0 
Jedná se o neredundantní diskové pole, taktéž se mu říká prokládání. Při ukládání dat 
se střídavě využívají dva nebo více disků a to tak, že se data rozdělí do bloků a tyto 
bloky se postupně ukládají na jednotlivé disky. Výhodami RAID 0 jsou především 
nízká cena, vyšší přenosová rychlost a propustnost, protože jeden blok dat ukládáme jen 
na jedno místo (jeden disk). Využíváme zde také nejvyšší kapacity, protože ta je tvořena 
součtem kapacit dílčích kapacit jednotlivých disků. Hlavní nevýhodou použitelnosti 
RAID 0 je fakt, že při chybě nebo poruše na jednom z použitých disků jsou všechny 
data ztracena, protože bude vždy chybět jeden nebo více bloků z těchto dat (21,22,23). 
1.4.2 RAID 1 
Toto diskové pole využívá klasických metod zálohování, kterými jsou zrcadlení nebo 
stínování. Data jsou ukládána současně na dva nebo více disků. Diskové pole je tedy 
redundantní, protože využívá minimálně 100% kapacity navíc (v závislosti na počtu 
redundantních disků). Výhodou takového diskového pole je rychlejší čtení a především 
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ochrana dat před selháním některého z disků. Nevýhodami jsou pak například pomalejší 
zápis (zapisuje se na dva nebo více disků) a potřeba několikanásobné kapacity navíc, 
což prodražuje i cenu pořízení. Nevýhodou je také neefektivnost, protože kapacita pole 
je určena z disku s nejmenší kapacitou (21,22,23). 
1.4.3 RAID 3 
Diskové pole RAID 3 používá vždy o jeden disk více než by potřebovalo. Na standardní 
disky, které slouží k ukládání dat, se zapisují data, a na tzv. paritní disk se zapisují 
paritní informace. Diskové ovladače mohou lehce zjistit, který disk selhal a pomocí 
dopočítání hodnoty z paritního disku lze ztracená data zjistit a případně obnovit na jiný 
disk. Výhodou tohoto pole je malá redundance v případě použití více než jednoho disku 
na ukládání dat. Jsou jednodušší na implementaci oproti RAID 4,5 a 6. Nevýhodou je 
vyšší zatížení paritního disku, protože se na něj bude zapisovat vždy při zapisování 
na ostatní disky. To může vyvolat vyšší poruchovost tohoto disku (21,22,23). 
1.4.4 RAID 5 
Zápis do pole RAID 5 je podobný jako u pole s RAID 3. Využíváme zde distribuované 
parity. Místo toho, aby byl jeden disk vyčleněn jako paritní, využívá se situace, kde 
paritní disk je dynamicky určen. Samotné určování paritního disku může probíhat 
například metodou Left-Symmetric, kde při každém uložení dat se postupně paritní 
informace posouvá mezi disky od nejvzdálenějšího k nejbližšímu. Pokud nějaký disk 
selže, lze ze zbývajících disků data obnovit. Pokud totiž selže paritní disk, lze data i bez 
paritního součtu obnovit, pokud selže jeden z disků, na kterém jsou uložena data, 
pomocí parity se tyto data vypočítají a obnoví. Výhodou RAID 5 je relativně dobrý 
výkon při čtení z tohoto pole, menší zatížení paritního disku díky rozložení paritní 
informace na různé disky a vysoká využitelnost kapacity. Nevýhodami pak jsou 
například pomalejší zápis díky nutnosti přepočítávat, kde je paritní informace 
z předchozího zápisu, dopočítání paritní informace z aktuálního zápisu a samotný zápis 
(21,22,23). 
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1.4.5 RAID 2, 4 a 6 
Tyto typy diskových polí jsou méně používaná, proto je uvádím dohromady. RAID 2 je 
obměnou RAID 3. Využívá paritní disky, na které ukládá paritní informace o datech. 
Počet disků oproti RAID 3 je ale vyšší a je úměrný počtu datových disků. Data jsou 
zabezpečena tzv. Hammingovým kódem. RAID 4 je také obměnou RAID 3. Oproti 
RAID 3 ale ukládá data i paritní informaci po blocích, ne po bitech. RAID 6 je obdobou 
RAID 5, s tím rozdílem, že využívá dvou paritních disků. Každý z těchto paritních 
disků pak používá jinou výpočetní metodu, proto jsou data chráněna více, než v případě 
RAID 5. Redundanci, která vzniká použitím dvou disků navíc, se taktéž říká P+Q 
redundance (22). 
1.4.6 RAID 01, 10 a jiné 
Poslední možností, která umožňuje ukládat data v diskových polích, je kombinace 
několika předchozích RAID. Může se jednat například o RAID 01, kde se data ukládají 
na více disků a poté se všechny tyto disky zrcadlí. Další variantou je RAID 10, kde 
se bloky dat zrcadlí na dva nebo více disků a současně prokládají tyto bloky na další 
disky. Oběma způsoby se zdvojnásobuje počet nutných disků. Takovou kombinací pak 
může vznikat například RAID 50 nebo 100, princip je stále stejný. Nejdříve se provede 
RAID 5, respektive RAID 10 a poté RAID 0 (23). 
1.4.7 Hot-spare 
Pokud podnik potřebuje mít 100% dostupnost služeb a dat bez nutnosti okamžitě ručně 
vyměňovat disky při poruše, využívá se technologie hot-spare. Tato technologie 
umožňuje připojit další disk v případě výpadku jednoho z nich. Tento disk musí být 
připraven jako záložní a musí být k použití hned po výpadku jednoho z disků. Poté 
na něj jsou dopočítána data za vypadnutý disk a pokračuje se v práci s tímto diskem. 
Hot-spare může být použit i v případě více polí, kde bude nahrazen za disk 
z jakéhokoliv pole, ke kterým je připojen (21). 
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1.5 Rozhraní disků a technologie propojení 
1.5.1 Fibre Channel (FC) 
FC je možné propojit buď dvě zařízení přímo, nebo pomocí speciálního switche. 
Konkrétně se jedná o propojení Point-to-point, kde se přímo propojí počítač s úložným 
zařízením nebo dva počítače. Další možnost připojení je Arbitrated-loop, které 
umožňuje připojit do smyčky až 126 uzlů, které mezi sebou komunikují. Přenosová 
šířka pásma je ale poskytnuta vždy jen dvěma zařízením. Poslední možností je tzv. 
připojení Fabric. Tato možnost předpokládá právě použití speciálního switche, který 
dokáže přepínat několik milionů uzlů a pomocí sdílení přenosového pásma umožňuje 
současné připojení několika zařízení ke switchi. FC má několik vrstev, podobně jako 
referenční model ISO/OSI, jedná se o vrstvy FC-0, FC-1, FC-2, FC-3 a FC-4. 
Výhodami použití FC jsou například vysoká spolehlivost, nízké zpoždění nebo vysoká 
rychlost přenosu. Nevýhodami jsou zejména několikanásobně vyšší cena pořízení 
a nutnost znalosti technologie (24). 
1.5.2 SATA 
Rozhraní SATA využívá sériového rozhraní sběrnice a posílá data po blocích (tzv. 
paketech). Díky sériovému posílání dat dosahuje až 30x vyšší rychlosti, než v případě 
paralelního posílání. Momentálně SATA využívá rychlosti 300MB/s. Hlavními 
výhodami SATA jsou funkce Hot-Swap, která umožňuje připojit zařízení za chodu, 
a možnou miniaturizaci díky tenkým kabelům. Norma SATA je také podmnožinou 
normy SAS, proto je lze použít i v novějších technologiích. Hlavní nevýhodou je menší 
rychlost přenosu oproti novějším technologiím (21). 
1.5.3 SCSI 
SCSI je zkratkou ze slov Small Computer System Interface. Je využíváno u výkonných 
serverů a pracovních stanic. Jedná se o sériové přenosy a paralelní přenosy s různými 
rychlostmi. Kaskáda všech zařízení musí obsahovat speciální prvek, kterému se říká 
terminátor. Tento prvek zamezuje odrazu signálu zpět a díky tomu omezuje rušení 
signálu. Maximální rychlost SCSI je v normě Ultra-640 SCSI 640 MB/s. Výhodou 
SCSI je vysoký výkon, nízká přístupová doba a velká přenosová rychlost dat. 
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Nevýhodami jsou zejména dražší cena díky nutnosti použití speciálních řadičů 
a zařízení (12).  
Z paralelní sběrnice SCSI vznikl i SAS (Serial Attached SCSI). Ten umožňuje využívat 
SCSI příkazů, na každý kabel lze připojit ale pouze jedno zařízení. Na rozdíl od SCSI, 
SAS také nepotřebuje terminátor na každém konci kabelu. SAS také umožňuje zpětnou 
kompatibilitu s rozhraním SATA. Opačná kompatibilita neexistuje. SAS může 
dosahovat rychlostí až 6 Gb/s (12,25). 
1.5.4 iSCSI 
Tato technologie vychází z rozhraní pevných disků SCSI a komunikačního protokolu 
TCP/IP. Díky tomuto spojení lze definovat i fyzickou vrstvu komunikace, tedy kabeláž, 
konektory a jiná specifika. Samotná technologie umožňuje komunikovat i s běžnými 
síťovými prvky a díky tomu je nižší pořizovací cena než u FC. V případě použití 
gigabitového Ethernetu pak jsou rozdíly mezi FC a iSCSI v podstatě smazány a sítě 
vybudované pomocí těchto dvou technologií jsou v podstatě srovnatelné. Rozhraní 
iSCSI je dostupné v podstatě na všech platformách, které se využívají k běžnému 
použití. iSCSI využívá rozdílnou terminologii. Pro adaptér využívá označení Iniciátor a 
pro disk se využívá označení Target. Hlavní výhodou iSCSI je nižší cena oproti FC. 
Nevýhoda může mírně nižší výkon, než u FC, ale rozdíl není až tak moc znát (21). 
1.6  Cloud computing 
Cloud computing (zkráceně cloud) je označován jako nový moderní způsob ukládání 
dat. Je mnohdy označován také za metaforu internetu. K tomuto internetu, 
znázorněnému jako obláček (cloud), jsou připojeny počítače, servery, mobilní zařízení 
a jiná zařízení pomocí síťových prvků. Obvykle se také cloud také představuje jako 
řešení, za které odpovídá někdo jiný. Cloud je koncepce, která umožňuje přistupovat 
k aplikacím, které jsou ve skutečnosti jinde, než v místním počítači nebo jiném zařízení, 
které se může připojit k internetu. Díky tomuto faktu pak náklady na zařízení a údržbu 
nese poskytovatel služeb (26). 
Cloud by měl „zpřístupňovat každý element IT infrastruktury jako službu na vyžádání: 
operační systémy, aplikace, úložiště, servery, zařízení a správu obchodních procesů“ 
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(27, s.13). V reálu by to pak znamenalo, že by uživatel cloudu nemusel mít nic na svém 
zařízení nainstalováno a mohl se ke svým službám kdykoliv připojit (27). 
Výhody cloudu: 
 Rychlé nasazení – možnost zapojení a nahrání souborů v podstatě kdykoliv, díky 
samoobsluze 
 Velká flexibilita – možnost jakékoliv změny kapacity směrem nahoru i dolů 
 Sdílení zdrojů – díky sdílení hardwarových prostředků lze lépe distribuovat 
výkon mezi jednotlivé uživatele 
 Eliminace nákladů na správu a údržbu – díky umístění dat mimo podnik 
nevznikají další náklady spojené se správou a údržbou úložišť 
 Úspory elektrické energie – díky umístění všech dat na jednom místě se omezuje 
plýtvání elektrickou energií na minimum (27). 
Nevýhody cloudu: 
 Závislost na poskytovateli – podnik, potažmo správce podnikových dat nemůže 
ovlivnit, jaký software a jeho verzi cloudový poskytovatel používá 
 Nedůvěra – data jsou uložena mimo podnik a ten tak nemůže kontrolovat 
bezpečnost svých dat, z toho pak vzniká nedůvěra k těmto službám 
 Méně používaných funkcí na cloudu – omezení protokolu http, který 
neumožňuje využívání stejných služeb jako u desktopových aplikací; tato 
nevýhoda je ale pomalu stírána 
 Menší stabilita – software na serveru se nemusí vždy připojit rychle, nebo 
se nemusí připojit vůbec. Toto riziko může způsobit znepřístupnění služeb 
 Legislativní problémy – ochrana osobních údajů vychází vždy ze zákonů země, 
ve kterých je cloudové úložiště umístěno. Z tohoto důvodu nemusí mít stejné 
podmínky jako právní normy země, ve které sídlí daný podnik, který cloudové 
úložiště využívá (27). 
Typickými poskytovateli a velkými hráči v poskytování úložistě cloudu jsou Amazon 
a Nirvanix. Amazon nabízí službu Simple Storage Device (S3) a Nirvanix poskytuje 
službu SDN (26).  
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1.6.1 Synchronizace 
Pokud chce pracovat s jedním nebo více dokumenty více uživatelů, je nutné zabezpečit 
tzv. synchronizaci dokumentů. Synchronizace je pojem, který vymezuje udržování 
dokumentu v aktuální podobě. Synchronizace má dvě podoby: 
 Centralizovaná synchronizace- vyznačuje se aplikací, která používá k provozu 
jednotnou složku, do které se ukládají dokumenty na zařízení. Z této složky pak 
pomocí aplikace a připojení k internetu je přenesen veškerý obsah této složky 
do všech ostatních zařízení, která jsou připojena a kterých se tato synchronizace 
týká. 
 Decentralizovaná synchronizace- umožňuje určit, jaký obsah se bude přenášet 
do jakých zařízení. Navíc při změně některého z dokumentů se přenáší pouze 
binární rozdíl, ne ale celý dokument. Z tohoto důvodu je možné přistupovat 
k různým verzím dokumentu (27). 
1.6.2 Virtualizace 
Virtuální počítač si lze představit jako aplikaci, která běží na fyzickém hardwaru 
počítače. Fyzickým počítačem rozumíme sestavený počítač z hardwarových součástek. 
Aplikací pak rozumíme speciální software, který dokáže emulovat počítač navenek jako 
fyzický stroj. Virtualizovat můžeme servery, aplikace nebo prezentace (26,27). 
Virtuální počítače a servery fungují ve dvou principech: 
 Emulátor – jedná se o software, který umožňuje interpretovat instrukce 
emulovaného procesoru. Jedná se tedy o jakýsi další počítač, který funguje 
na stejné platformě jako hostitelský. 
 Hypervizor – neemuluje procesor, ale pracuje přímo s fyzickým procesorem. 
To umožňuje spuštění jiného operačního systému, než je na fyzickém počítači 
a tento emulovaný počítač pak funguje nezávisle na práci s fyzickým počítačem 
(26,27). 
Virtualizace počítače logicky zahrnuje i vyčlenění zdrojů na ukládání dat. Výhodou 
virtualizace je především vysoká dostupnost služeb na virtuálním počítači. Díky tomu, 
že každý virtuální počítač běží nezávisle na jiném virtuálním počítači, lze i v případě 
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poruchy spolehlivě přenést data s celým virtuálním počítačem na jiný hardware bez 
výpadku funkcionality. Další výhodou virtuálního počítače je možnost tzv. naklonování 
konfigurace. Ta umožňuje uložit danou konfiguraci virtuálního stroje a tu pak přenést 
na jiný počítač. Díky tomu je možné rozběhnout například paralelní počítače 
pro testování a jiné (27). 
1.6.3 Klienti pro přístup k webové infrastruktuře 
Tenký klient  
Tenkým klientem je označováno zařízení (obvykle počítač), které ke svému běhu 
využívá internetu. Na počítači je obvykle uložen operační systém, po jehož naběhnutí je 
možné se ke všem službám dostat pomocí internetového prohlížeče (27). 
Nulový klient 
Nulovým klientem je označováno taktéž zařízení (taktéž obvykle počítač), které 
se nerozběhne bez připojení k počítačové síti. Na počítači už není uložen ani operační 
systém, proto je i bootování zajištěno na jiném počítači nebo serveru, ke kterému 
se počítač připojí ihned po jeho zapnutí. Obvykle se jedná o virtualizovaný desktop, ke 
kterému se počítač připojuje (27). 
Oba tito klienti představují pouze malou krabičku, do které se zapojují myš, klávesnice, 
monitor a jiné periferie (27). 
Tlustý klient 
Tlustým klientem je obvykle běžný počítač, který se připojuje k internetu klasicky 
pomocí webových prohlížečů (26). 
Mobilní klient 
Poslední dobou stále rozšířenější je i označení mobilního klienta. Jedná se o tzv. 
smartphony, které mají operační systém a pomocí kterých se dá také připojit k internetu, 
potažmo ke cloudu (26). 
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Používání tenkých klientů přináší mnoho výhod pro podnik, kde jsou používány. 
Především se jedná o nižší náklady na hardware, lepší centrální zabezpečení, větší 
bezpečnost dat, méně hluku a jiné (26). 
1.6.4 Modely cloud computingu 
 Infrastruktura jako služba (IaaS- Infrastructure as a Service, nebo také HaaS- 
Hardware as a Service)- podniky si pronajímají celou infrastrukturu, kterou 
potřebují ke své činnosti. K hardwarové infrastruktuře patří také operační 
systémy, aplikace a uživatelské interakce se systémem. Podnikům díky IaaS 
odpadají náklady na provozování a investici do serverů, úložišť a jiných prvků. 
 Platforma jako služba (PaaS- Platform as a Service, také označovaný jako 
cloudware)- hodí se například pro podniky, které poskytují webovou službu jiným 
organizacím. Umožňuje provozovat jednotlivé platformy formou pronájmu. 
Platformy jsou obvykle založeny na HTML nebo Javascriptu. 
 Software jako služba (SaaS- Software as a Service)- k samotným dokumentům je 
poskytován i software, obvykle se jedná o kancelářský balík či jinou službu, která 
usnadňuje práci s dokumenty na cloudovém úložišti. Na druhou stranu nemá 
zákazník žádný vliv v případě změny aplikace poskytovatelem. SaaS model je 
obvykle spravován pomocí webového prohlížeče. Důležitou výhodou 
při využívání SaaS je možnost zbavení se velké části administrativy a ušetření 
nákladů spojené s licencemi na software. Ten je v modelu SaaS spravován 
centrálně (26,27,28). 
1.6.5 Modely nasazení cloud computingu 
 Veřejný cloud - všechny aplikace a data jsou poskytovány široké veřejnosti; 
obvykle jej využívají velké podniky, 
 Privátní cloud - data a jiné služby jsou poskytovány jen v rámci určité 
organizace nebo uzavřené společnosti; podnik využívá infrastruktury třetí strany,  
 Hybridní cloud - kombinace předešlých modelů nasazení (veřejný i privátní), 
 Komunitní cloud - podobné jako v případě privátního cloudu, infrastrukturu ale 
sdílí jen lidé se stejným předmětem zájmu nebo podniky ve stejném odvětví 
(27,28). 
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1.6.6 CloudNAS 
Název CloudNAS vychází ze slov Cloud Network Attached Storage a umožňuje přístup 
k datům na cloudovém úložišti. Díky tomu, že je poskytováno třetí stranou, je možné 
ušetřit až 90% nákladů oproti ukládání na tradiční disky, získat šifrované úložiště, které 
můžeme zařadit do procesu archivace a zálohování a automatickou replikaci do 3 
oddělených úložných uzlů, které nám zajistí uzavření smlouvy SLA s plnou dostupností 
(100%). Může se tedy jednat o místo spolehlivého zálohování dat (26). 
1.7 Zálohování dat 
Zálohování dat je forma ukládání dat za účelem obnovení dat po výpadku systému, 
porušení dat nebo zničení. Provádí se na všechny druhy médií bez rozdílu. Oproti 
archivaci dat se data po zálohování mohou měnit. Proto se vždy musí zálohovat 
na média, která umožňují přepis dat (29). 
Zálohování je důležité, protože ztráta dat může podnik postihnout hned z několika 
příčin. Nejčastější příčinou je selhání hardware. v případě selhání a poruchy disku nebo 
jiných úložných médií je velmi těžké dostat data z těchto zařízení. Existují sice 
specializované podniky, které mohou data zachránit, ale obvykle se jedná o drahé řešení 
s nejistým výsledkem. Další příčinou může být napadení serveru nebo počítače virusem 
či jinou softwarovou chybou. Dalšími příčinami jsou například faktické smazání dat 
uživatelem, ztráta či krádež počítače nebo povodeň, požár či jiné živelné katastrofy. 
Tyto příčiny mohou způsobit ztrátu části nebo všech dat, které podnik využívá ke své 
činnosti. Proto je nutné tyto data replikovat, zrcadlit nebo jiným způsobem ukládat tak, 
aby nedošlo k jejich úplné ztrátě (30). 
Proces zálohování dat se provádí většinou jednou za určitý časový úsek. Z tohoto 
pohledu rozlišujeme tři typy záloh: 
 Plná záloha (full backup)- tato záloha je kompletním zrcadlením všech dat, 
které obsahuje dané úložiště, je také nejnáročnější a zabírá nejdelší časový úsek, 
zabírá nejvíce místa, 
 Rozdílová záloha (differential backup)- tento typ zálohování představuje zálohu 
pouze takových dat, která byla vytvořena po zálohování plnou zálohou, je tedy 
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méně náročná a zabírá také kratší časový úsek než plná záloha; pro obnovu musí 
mít podnik k dispozici předchozí plnou a rozdílovou zálohu, 
 Přírůstková záloha (Incremental backup)- tato záloha je založena na zjišťování, 
která data se změnila od poslední přírůstkové zálohy, proto tato záloha zabírá 
minimum místa; je ale náchylná na chyby, hlavně v případech, kdy nám chybí 
předchozí přírůstková záloha, není možné už tyto data obnovit (31,32,33). 
Způsob provedení zálohy může být buď plánovanou úlohou, která se automaticky spustí 
v daný čas, nebo ručním zásahem pověřeným pracovníkem. Snahou je, aby byl 
co nejvíce aplikován první způsob, protože druhý způsob je vázán na přítomnost 
správce dat. Například v serverech Windows se tyto zálohy řeší nástrojem 
NTBACKUP, v novějších verzích pak Windows Server Backup. Ten pak umožňuje 
také zálohu denní, kde zálohuje všechny změněné soubory od posledního dne (podobně 
jako u přírůstkové zálohy) a zálohu kopie, kde zálohuje vybraná data bez označení 
atributy (31,32,33). 
1.8  Bezpečnost dat 
USB klíče a disky dnes představují jednu ze základních možností přenosu dat mezi 
jednotlivými platformami, či mezi jednotlivými místy pracovního výkonu. 
Pro zaměstnance se jedná o užitečnou pomůcku, pro IT odborníky ale představují tyto 
zařízení jednu z největších hrozeb podniku. V případě nesprávného používání nebo 
v případě zcizení tohoto zařízení mohou být ukradeny citlivé údaje podniku, a tím může 
například podnik přijít o konkurenční výhody nebo se může pokusit nějaký subjekt 
tento podnik napadnout a vyřadit ho z provozu na internetu. Typickým příklad 
bezpečnostního mechanismu může být například disk chráněný heslem, šifrování údajů 
nebo disk s biometrickou autentizací. Pokročilejší USB Flash disky umožňují například 
i autentizaci přístupu k údajům na disku pomocí kódu (27). 
USB Flash disky, přenosné počítače, potažmo jiná mobilní zařízení jsou velmi častým 
cílem zlodějů. Větší škoda při ztrátě nebo odcizení tohoto zařízení pak většinou bývá 
v samotných datech uvnitř zařízení, než v daném zařízení. Z toho důvodu bylo vyvinuto 
několik mechanismů, které chrání obsah počítače před zcizením dat. Jedná se zejména 
o: 
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 Intel Anti-Theft - Tato funkce obsažená v procesorech Core vPro značky Intel 
umožňuje rozpoznávání podezřelého chování uživatele notebooku. Mezi tyto 
znaky řadíme například počet neúspěšných přihlášení, neúspěšné připojení 
k bezpečnostnímu serveru nebo změnu BIOSu. Po zjištění takového chování 
se počítač uzamkne na úrovni hardwaru a tím se znemožní přístup k datům 
a operačnímu systému. Počítač se dá uzamknout i na dálku, a to pomocí 
internetu zodpovědným pracovníkem. Odblokování notebooku je možné 
po zadání bezpečnostního klíče, který by měl být uložen na bezpečném místě. 
 Hardwarový modul TPM (Trusted Platform Module) – Modul TPM obsahuje 
širování jednotek BitLocker. Modul sleduje změny v počítači (může se jednat 
například o vyjmutí disku a přístup k němu z jiného počítače, změny v BIOSu 
nebo jiné chyby disku) a v případě detekování takových změn zašifruje důležitá 
místa, která by mohla být zneužita. 
 Biometrické snímače - Snímače umožňují přihlášení do systému pouze 
na základě biometrické charakteristiky. Může se jednat například o otisk prstu, 
identifikaci tváře, duhovky apod. Tyto charakteristiky ale mohou být lehce 
obejity, proto se doporučují používat v kombinaci se zabezpečením modulem 
TPM. 
 Aplikace na ochranu a vypátrání počítačů - na internetu existuje více služeb, 
které slibují nalezení počítače, vzdálené smazání dat a jiné. Předpokladem 
k použití takových služeb je ale připojení odcizeného zařízení k internetu 
a nepřeinstalování operačního systému (27). 
Pokud chce podnik chránit svá data, je potřebné vytvořit bezpečnostní strategii. Jedná 
se o základní dokument informační bezpečnosti a musí být schválen nejvyšším vedením 
společnosti. Hlavním cílem tohoto dokumentu je pak definovat cíle ochrany informací, 
stanovit způsob řešení a určit pravomoci a zodpovědnost v oblasti bezpečnosti IS. 
Pokud je nutné, aby byl zajištěn přístup k datům i z jiného prostředí, než podnikového, 
je nutné definovat podmínky vzdáleného přístupu k datům a určit podmínky pro přístup 
u přenosných počítačů. Do těchto podmínek můžeme zařadit například nutnost změnit 
heslo po určitém časovém období, délku hesla, použití speciálních znaků a podobně 
(34). 
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2 ANALÝZA SOUČASNÉHO STAVU 
V analýze současného stavu je detailněji popsána situace uvnitř organizace. Zejména je 
zde popsána situace financování, která probíhá jinou formou, protože se jedná o 
příspěvkovou organizaci. Jsou zde také popsány veškeré technologie, které se používají 
k ukládání dat uvnitř organizace a rozlišení, jaká data se kam ukládají. 
2.1 Popis organizace 
Moravská Zemská Knihovna (dále jen „knihovna“) je organizace, jejímž zřizovatelem 
je Ministerstvo kultury ČR. Jedná se o příspěvkovou neziskovou organizaci, která má za 
úkol poskytovat služby návštěvníkům knihovny. Zejména se jedná o výpůjčky knih, 
audiovizuálních děl a možnost přístupu do odborných databází vědeckých organizací. 
Knihovna sídli na Kounicově 65a v Brně a svým účelem také plní funkci krajské 
knihovny. Tato funkce jim umožňuje dohlížet na chod dalších knihoven v regionu. 
Momentálně knihovna obsahuje asi 100 000 svazků knih odborné literatury. V poslední 
době také začala ve spolupráci s brněnskými gymnázii a středními školami budovat 
nabídku svazků doporučené beletrie. Těch má momentálně asi 3 000. Aby se návštěvník 
knihovny mohl usadit a číst si i prezenčně vypůjčenou literaturu, má knihovna 
k dispozici rovnou dvě studovny. První studovnou je Studovna humanitních věd a druhá 
studovna je zaměřená na přírodní vědu a výpočetní techniku. Ve studovnách jsou 
k dispozici také počítače pro vyhledávání cenných informací a pro přístup do vědeckých 
databází. Knihovna také vydává svůj časopis a pořádá vzdělávací, přednáškové a 
kulturní akce za účelem větší vzdělanosti společnosti. Knihovna také obsahuje 
audiovizuální oddělení, kde je možné si vypůjčit hudební díla a filmová videa. 
Nezastupitelnou roli ovšem knihovna hraje i ve výzkumu a vývoji, konkrétně 
digitalizaci knih, poskytování elektronických zdrojů informační služby pro výzkum, 
vývoj a inovace, nebo třeba nový projekt Českých knihoven. 
2.2 Systém financování 
Knihovna patří mezi státní příspěvkové organizace územního samosprávného celku. 
Jejím zřizovatelem je ministerstvo kultury. Financování knihovny se může dělit na 
vlastní zdroje a cizí zdroje. Do vlastních zdrojů patří typicky příjmy z vlastních činností 
34 
 
či členských příspěvků. Pro knihovnu se jedná zejména o členský roční příspěvek pro 
možnost výpůjčky knih nebo například výtěžek z pronájmu konferenčních prostor. Cizí 
zdroje jsou pro knihovnu zejména dotace. Ty dostává hlavně od svého zřizovatele, tedy 
Ministerstva kultury. Dalším možným poskytovatelem dotací je krajský úřad, který ale 
knihovně poskytuje pouze dotace na chod tzv. regionálních funkcí, tedy na funkci 
dohledu nad dalšími knihovnami v regionu. 
Samotné dotace Ministerstva kultury se dále dělí na: 
 Dotace od zřizovatele na provoz, 
 Dotace na projekty MK ČR a 
 Dotace na investice MK ČR. 
Největší část dotací tvoří dotace od zřizovatele na provoz.  
 
Graf č. 1: Přehled výšky dotací zřizovatele na provoz knihovny v letech 2001 – 2012 (v tis. Kč) 
(Vlastní zpracování dle 35) 
Jak je vidět v grafu, dotace zřizovatele na provoz v letech 2005 – 2009 rostly, přičemž 
od roku 2010 se začaly projevovat úspory na ministerstvu a ty měly dopad i do 
financování neziskových organizací. Cílem je vždy snížit náklady na provoz, proto je 
vyvíjen i tlak na použití informačních technologií s menšími provozními náklady. 
V případě obnovy technologií datového úložiště je možné čerpat tzv. dotace na investice 
MK ČR. Tyto dotace mají nestálou výšku a odvíjí se vždy od toho, jaké investice se 
v průběhu roku realizují. 
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Graf č. 2: Přehled výšky dotací zřizovatele na investice knihovny v letech 2001 – 2012 (v tis. Kč) 
(Vlastní zpracování dle 35) 
Dle výše uvedeného grafu vyplývá, že největší dotace na investice získala knihovna 
v roce 2001. Tato skutečnost vyplývá z toho, že v roce 2001 byla dokončena nová 
budova, ve které knihovna sídlí. Na tuto budovu a její dostavbu získala knihovna 
investici převyšující 27 milionů Kč.  V následujících letech se ale knihovna pohybovala 
ve výši obdržených dotacích na investice kolem 5 milionů Kč, a to i přesto, že už 
absolvovala jednu realizaci výměny serverů na knihovnický systém Aleph. Proto lze 
očekávat, že náklady na výměnu technologií ukládání dat by neměly přesáhnout hranici 
2 miliony Kč, jinak hrozí neproplacení části investice zřizovatelem a následné finanční 
problémy organizace. 
Kromě dotací knihovna také obdržela v roce 2012 několik mimorozpočtových zdrojů, 
mezi něž patří například dar velvyslanectví USA nebo příspěvek na regionální funkce. 
Dohromady tyto mimorozpočtové zdroje v roce 2012 činily 1 700 000 Kč. 
2.3 Organizační struktura 
Knihovna má v čele generálního ředitele, který je jmenován vždy na 6-leté funkční 
období. Ten vede 3 sekce, 1 odbor a také koordinátora projektů. V následujícím obrázku 
je popsána celá organizační struktura: 
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Obrázek č. 7: Organizační struktura organizace 
(Vlastní dle 35) 
Knihovna má asi 160 stálých zaměstnanců, kteří ke své práci využívají 145 pracovních 
stanic. Převážně se jedná o pracovní stanice typu PC (Personal Computer – osobní 
počítač), v některých případech jde ale o notebooky nebo speciální počítače typu Sun 
Fire V880. Samotné oddělení automatizace a IT podpory zajišťuje chod veškeré 
techniky v knihovně, a tím i chod serverů a úložišť. Knihovna využívá servery a 
úložiště na několik funkcí. Jeden server je speciálně vyhrazen na služby Aleph 
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(knihovnický systém), další dva servery slouží pro potřeby digitalizace archívu a externí 
server slouží k ukládání podnikových dat, převážně se jedná o různá účetní data, 
dokumenty a jiná data potřebná k chodu organizace. Všechny servery mají k dispozici i 
technologie a zařízení na ukládání dat. 
2.4 IT prostředky v organizaci 
Každý zaměstnanec využívá ke své práci počítač, který obsahuje také pevný disk. Do 
něj ukládá velké množství dat potřebných k výkonu práce. Každá pracovní stanice 
disponuje úložištěm o kapacitě 250 GB, přičemž potřebná data pro chod organizace činí 
asi 20 % z této kapacity, tedy přibližně 50 GB. 
Každá pracovní stanice má nainstalována operační systém Microsoft Windows 
v různých verzích a na něm pak nezbytně nutné programy.  
2.4.1 IS Helios 
Na ekonomickém oddělení je na počítačích doinstalována také aplikace Helios, která se 
připojuje do informačního systému Helios Fenix. Tento informační systém má za úkol 
zefektivnit procesy uvnitř podniku. Verze IS je vyvinuta přímo pro veřejnou správu, 
proto integruje v sobě další komponenty, jako jsou systém pro spisovou a archivní 
službu a podobně. V tomto systému se nachází několik modulů, které využívají právě 
především zaměstnanci ekonomického oddělení. Do výčtu modulů patří hlavně 
Rozpočet, Výkaznictví, Pohledávky a místní faktury, Účetnictví, Kniha došlých a 
vydaných faktur či jiné moduly. V IS je možné zpracovávat různé dokumenty, které se 
pak ukládají na externí server vytvořený speciálně pro IS Helios. Knihovna má 
podepsánu smlouvu SLA na poskytování outsourcingu ERP systému. 
2.4.2 E-mail intranet 
Veškerá e-mailová komunikace v organizaci probíhá prostřednictvím Intranetu. Po 
přihlášení je k dispozici e-mailová schránka a editor e-mailových zpráv. Veškerá data 
probíhající v rámci intranetu a e-mailové komunikace se ukládají na speciální poštovní 
POP3 server u hostingové společnosti. E-maily nebo jejich přílohy se nestahují do 
počítače a zůstávají tak na serveru. 
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2.4.3 Dokumenty 
Každý zaměstnanec má na svém počítači nainstalovaný kancelářský balík Microsoft 
Office ve verzích 2003, 2007 a 2010. Jakýkoliv zaměstnanec tak může vytvářet různé 
sestavy nebo dokumenty v programech Excel, Word či Powerpoint. Tyto programy 
ukládají dokumenty do formátů xls (případně xlsx), doc (případně docx), ppt (případně 
pptx) nebo jiných v závislosti na daném programu. Směrnice upravuje zveřejňování 
dokumentů v rámci organizace. Podle této směrnice je každý zaměstnanec povinen 
zveřejňovat důležité dokumenty v rámci Intranetu tak, aby k těmto dokumentům měl 
přístup každý zaměstnanec knihovny. V této souvislosti ale nastávají dva problémy. 
Prvním z nich je rozlišit, které dokumenty jsou důležité a které nejsou důležité. S tím 
souvisí i druhý problém. Tím je vědomé neukládání dokumentů na centrální úložiště a 
následné uchování na lokálním disku počítače. V případě nutnosti použití takového 
dokumentu opakovaně si jej zaměstnanec jednoduše otevře ze svého počítače. Může jej 
i poslat jinému zaměstnanci v rámci e-mailové komunikace. 
Fyzicky je Intranet realizován diskovým polem NAS o celkové kapacitě 4 TB. Diskové 
pole je tvořeno 6 pevnými disky HDD, které jsou spojeny rozhraním SAS přímo k 
serveru. Jeden pevný disk se využívá jako Hot-Spare. Diskové pole využívá RAID 5, 
které poskytuje nejmenší redundanci. 
Jako server je používán Dell PowerEdge R415, který využívá dvoujádrový procesor 
AMD Opteron™ 4100 s frekvencí 2,2 GHz a paměť 4 GB DDR3. Operační systém je 
na serveru nainstalován Microsoft® Windows Server® 2012. K tomuto serveru jsou 
připojeny výše zmíněné HDD pomocí SAS s rychlostí otáčení ploten 7 200 otáček za 
minutu. Řadič disků je implementován softwarovým nástrojem PERC S300. 
Poskytování úložné kapacity probíhá pomocí smlouvy SLA, kde je jasně specifikováno, 
že knihovna má daný vyhrazený prostor, který je dostupný po přihlášení 24 hodin 
denně, 7 dní v týdnu. 
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Obrázek č. 8: Server Dell R415 
(36) 
2.4.4 Knihovnické systémy Aleph a Kramerius 
Automatizovaný knihovnický systém Aleph slouží pro vyhledávání knih, které jsou 
součástí archívu knihovny. Vyhledávání i objednávání literatury k výpůjčce probíhá 
právě přes tento systém, ve kterém je možné dohledat i podrobnější informace o dané 
literatuře. Může se jednat zejména o čárový kód, ISBN, rok či místo vydání nebo jiné 
informace. Systém vyhledává ve všech 100 000 svazcích knih, které má knihovna 
k dispozici. 
Další, nedílnou součástí systému je také uchovávání informací o čtenáři, jeho 
výpůjčkách, případně poplatcích či jiných důležitých údajích. Tyto informace mohou 
sloužit mimojiné pro zaměstnance knihovny, kteří takovým způsobem mohou 
monitorovat činnost čtenáře nebo výpůjční doby všech knih. 
Knihovna používá Aleph 500 ve verzi 18, která na rozdíl od starších verzí přidává 
několik funkcionalit. Mezi ně patří zejména podpora OpenSearch RSS, rozšířené 
možnosti zobrazování v OPAC nebo třeba funkce meziknihovních výpůjček. 
Aby informace o všech svazcích a uživatelích byly přístupné v reálném čase, je nutné 
používat na systém Aleph výkonný server, který umožní vyhledávání více uživatelů ve 
stejném čase a zároveň zpřístupní informace o knihách v co nejkratším čase.  
Knihovnický systém je vybudován na databázi Oracle®, využívá technologie XML a 
běží na širokém spektru různých operačních systémů. Vzhledem k nutnosti ukládání 
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velkého objemu dat je nutné k databázovému serveru systému připojit také velké 
diskové pole, které tyto objemy dat dokáže uchovat.  
Systém Aleph momentálně využívá server HP ProLiant DL 380 G5 s platformou Red 
Hat Enterprise Linux ES Release 4. 
 
Obrázek č. 9: server HP ProLiant DL 380 G5 
(37) 
Tento server se vyznačuje především dvěma procesory, konkrétně čtyřjádrovým a 
dvoujádrovým procesorem určeným pro výkonné pracovní stanice a servery. Obsahuje 
operační paměť velkou 64 GB typu DDR2. K ovládání úložné kapacity se používá 
řadič, který umožňuje zapojení disků v poli s RAID 0/1 + 0/5/6. 
Systém Aleph je propojen se systémem Kramerius, který zprostředkovává 4250 
monografií a stovky dalších tiskopisů v digitálním archívu. Proto je potřeba 
provozování těchto dvou systémů řešit současně. Ukládání dat probíhá pomocí 
diskového pole, které má kapacitu 36 TB a je zapojeno v poli RAID typu 6. Využívá 
technického řešení Veeam, které je známé využíváním moderní virtualizace. 
Diskové pole se nachází v jedné ze dvou serveroven, která je umístěna uvnitř budovy 
knihovny. Je připojeno k serveru pomocí rozhraní SCSI a namontováno do skříně 
k serverům. 
2.5 Problémy při správě dat a dokumentů 
Při ukládání podnikových dat nastává několik problémů, které je potřeba vyřešit 
navržením vhodnějšího systému a nové technologie: 
 Špatná informovanost zaměstnanců o ukládání na centrální úložiště, 
 Malé zabezpečení citlivých dat, 
 Narůstající množství dat, 
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 Zastaralost některých dat a 
 Pomalé připojení k intranetu a nahrávání dat. 
2.5.1 Špatná informovanost zaměstnanců o ukládání na centrální úložiště 
Vedení knihovny vydalo směrnici, podle které mají zaměstnanci za úkol ukládat 
všechny důležité dokumenty na centrální úložiště Intranetu knihovny. Tento Intranet 
spravuje poskytovatel hostingu webových stránek. Zaměstnanci ale nemají jasně 
specifikováno, která data jsou důležitá a která data musí ukládat na dané úložiště. 
Proto se celkem často stává, že zaměstnanci na dané centrální úložiště neumístí 
důležitý soubor a ten si pak v případě nutnosti posílají mezi sebou e-maily nebo 
v horším případě pomocí USB flash disků.  
2.5.2 Malé zabezpečení citlivých dat 
Podniková data jsou umístěna mimo organizaci, což nese za následek částečnou 
ztrátu kontroly nad bezpečností dat. Navíc diskové pole není nijak zabezpečeno 
proti neočekávaným událostem, jako jsou například živelná pohroma nebo 
zkolabování celé sítě s disky. Diskové pole je totiž uloženo pouze na jednom místě a 
není zde tedy dodrženo pravidlo rozmístění dat na třech místech. 
2.5.3 Narůstající množství dat 
Knihovna se potýká s problémem, kterým je neustále narůstající množství 
uchovávaných dat. Je totiž potřeba uchovávat kromě aktuálních dat i data historická 
a s pokrokem času množství takových dat vzrůstá. 
2.5.4 Zastaralost některých dat 
S předchozím bodem souvisí i problematika zastaralosti některých historických dat. 
Tyto data nejsou nutně důležitá k operativnímu řízení podniku, slouží pouze pro 
dlouhodobé strategické rozhodování. Proto není nutné k nim přistupovat pomocí 
stejného rozhraní, jako v případě aktuálních dat. 
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2.5.5 Pomalé připojení k intranetu a nahrávání dat 
Poskytovatel hostingu garantuje rychlost připojení k intranetu 3 Mbps. V případě 
nahrávání dat na intranet je ale takové připojení velmi pomalé.  
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3 NÁVRH ŘEŠENÍ 
V následujícím textu je popsán vlastní návrh řešení nevyhovujících technologií 
datového úložiště. V návrhu jsou zmíněny dvě varianty řešení, přičemž v závěru je 
vybrána jedna z těchto variant a doporučena k realizaci. 
3.1 Vlastní diskové pole 
Organizace by měla vytvořit vlastní diskové pole, které by bylo umístěné uvnitř 
organizace. Tím by se vyřešil problém nízké bezpečnosti a pomalého připojení 
k Intranetu způsobeným také procházením přes několik síťových uzlů. Diskové pole by 
bylo propojeno pomocí FC switche a mělo by disponovat celkovou kapacitou 6 TB. Je 
to z důvodu neustálého nárůstu potřebné kapacity, která se v následujících letech může 
zvýšit až o 30 %. 
Diskové pole by se skládalo z několika disků HDD, ovšem mělo by obsahovat alespoň 
jeden disk SSD. Ten by sloužil pro rychlé zavádění aplikací, na které má organizace 
licenci On-premise. Tato licence opravňuje organizaci využívat aplikace či software na 
všech počítačích, které vlastní organizace, ale je zavedena na úložištích uvnitř 
organizace. Není tedy poskytována formou outsourcingu nebo pomocí cloudového 
řešení (tzv. On-demand). 
Hlavním požadavkem na sestavení diskového pole byla možnost rychlého zotavení 
z případné chyby nebo poruchy některého z disků. Zároveň ale pro organizaci nebude 
nutné všechny data zrcadlit na několik disků, takovou službu jim poskytne pravidelné 
zálohování na jiné médium. Pro vhodné, a přesto bezpečné, ukládání dat je zvoleno 
zapojení v poli RAID 5. Takové pole se vyznačuje nízkou mírou redundance dat a 
rovnoměrným rozložením dat a paritní informace mezi několik disků. 
Aby bylo diskové pole chráněno proti výpadku jednoho z disků za provozu, je nutné do 
samotného řešení také zakomponovat tzv. Hot-spare disk. Ten bude přímo zapojen 
k diskovému poli pomocí FC, i když nebude fyzicky vykonávat činnosti typu ukládání 
nebo výběru dat z pole. Bude sloužit pouze jako náhradní disk, který se automaticky 
zapojí do činnosti v případě výpadku jednoho z disků. Budou na něj poté dopočítána 
data a paritní informace, které měl uložené disk s poruchou. 
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Aby bylo možné vypsat výběrové řízení na nákup nového diskového pole a začlenění do 
IT, je nutné specifikovat potřebné parametry diskového pole. Ty jsou následující: 
 Diskové pole je složeno z několika disků HDD a jednoho disku SSD 
 Jeden disk navíc jako Hot-Spare 
 Celková kapacita minimálně 6 TB 
 Podpora RAID 1/0/5/6 
 Rozhraní FibreChannel, případně SAS o rychlosti minimálně 6 Gb/s 
 Rackové provedení, výška maximálně 2U 
 Podpora virtualizace, konkrétně VMware vSphere a Hyper-V 
 Cache alespoň 16 MB 
 Záruka na řešení alespoň 5 let 
Všechny požadavky budou specifikovány v dokumentaci potřebné pro vypsání 
výběrového řízení. Očekává se, že takové diskové pole bude stát přibližně 120 000 Kč. 
3.2 Cloudové úložiště 
Aby byla data ochráněna i před živelnými pohromami nebo ztrátou dat způsobenou 
jiným haváriemi či chybami, je nutné data zálohovat také na místo mimo organizaci. 
K tomu se perfektně hodí cloudové úložiště, které je spravováno poskytovatelem na 
odlehlém místě. Navíc tato služba je poskytována formou outsourcingu, proto za data 
nese zodpovědnost poskytovatel. Na druhou stranu je ale tato služba velmi drahá, proto 
je nutné porovnat užitek s cenou. V následujících odstavcích budou blíže srovnány 
jednotlivé cloudové služby a následně vybrána jedna z nich. Jedná se především o větší 
poskytovatele, kteří dokážou zaručit bezpečí dat a efektivní správu. V případě menších 
poskytovatelů by hrozila krádež citlivých dat nebo ztráta dat způsobená nezkušeností. 
Jsou vybráni poskytovatelé cloudových služeb, kteří se vyznačují tím, že poskytují 
kompletní infrastrukturu na provoz datových služeb (známé jako IaaS). 
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3.2.1 Amazon Web Services 
Službu Amazon Web Services poskytuje americká společnost Amazon. Nabízí veškeré 
IT cloudové služby a outsourcing celého IT oddělení. Mezi nejznámější produkty této 
služby patří zejména Amazon EC2 a Amazon S3. 
Produkt Amazon EC2 je cloudová služba zaměřená na ukládání dat, ale i na 
provozování software a dedikovaného serveru. Její architektura je založena na propojení 
několika virtualizovaných privátních serverů, které disponují procesory Xeon a 
Opteron. Jedná se tedy o vysoce výkonné stroje, které poskytují velký výpočetní výkon. 
Virtualizace je tvořena pomocí technologie Xen, která je s Amazonem spjata už od 
počátku poskytování cloudových služeb. V poslední době ale Amazon postupně 
nasazuje virtualizaci KVM, která je obsažena už v jádře Linuxu. Tento produkt počítá 
s možností provozování web serveru běžícího na technologii PHP a databázového 
serveru. Je tedy vhodný především pro kompletní outsourcing služeb IT v organizaci. 
Vzhledem k tomu, že ale knihovna potřebuje pouze službu na ukládání dat a navíc tento 
produkt stojí více peněz, není pro ni produkt EC2 zajímavý. 
Naproti tomu produkt Amazon S3 je klasická cloudová služba zaměřená na ukládání 
dat. Tudíž je vhodná pro ukládání větších binárních souborů. Samozřejmostí je ale 
možnost využití databázových služeb a služeb na ukládání dat, jako například RDS pro 
správu relačních databází nebo DynamoDB pro technologii NoSQL. S3 se chlubí 
především dostupností 99,99999 % a odolností proti výpadku či ztrátě dat 99,99 %. 
Samotné soubory se zde organizují do tzv. bucketů. K těm je možné se dostat pomocí 
HTTP protokolu nebo rozhraní SOAP. Je vhodné využít pro uložení evropských 
datacenter, která jsou sice pro uložení dat dražší než ty americká, ale přístup k nim je 
rychlejší. Základními vlastnostmi tohoto produktu jsou škálovatelnost a trvalost. 
Kdykoliv si můžeme nastavit velikost pronajaté služby, i v průběhu používání. Navíc 
jsou data ukládána redundantně, proto je zajištěna odolnost proti výpadku či ztrátě dat. 
Do služby Amazon Web Services patří také produkty EBS, CloudFront nebo Glacier. 
Všechny služby ale jsou specificky zaměřeny na jinou oblast, proto jsou jen krátce 
popsány. Produkt EBS je znám jako Network Attached Block Device a poskytuje části 
bloků služby EC2. Je vhodný pro uložení aplikací využívajících databází, souborového 
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systému nebo pro přístup k větším blokům dat. Amazon CloudFront je produkt, který je 
vytvořen předně pro webové vývojáře. Uživatel zde platí pouze za skutečně přenesená 
data a jsou ukládána na nejbližší možné datové úložiště kvůli rychlé dostupnosti. 
Produkt Amazon Glacier je charakteristický zejména velmi nízkou cenou. Je vhodné jej 
využít pro zálohování nebo archivování dat. Výhodou je vysoká odolnost dat proti jejich 
ztrátě, nevýhodou je nízká rychlost přístupu. Cena je stanovena na 0,01 $ za uložený 1 
GB za měsíc. Cena je nízká hlavně díky malému počtu přístupů k datům. 
Nejvhodněji se ze všech produktů jeví tedy Amazon S3, který nabízí základní úložiště, 
které není nijak specificky zaměřeno. Uživatel na toto datové úložiště může ukládat 
veškeré dokumenty, ke kterým lze přistupovat rychle a s vysokou dostupností. Podle 
analýzy požadavků je nutné ukládat na toto úložiště asi 6 TB dat. Za uložení by 
knihovna platila asi 177,5 $ za měsíc. Navíc je nutné počítat s přístupem k úložišti 
pomocí požadavků CUT, COPY, POST nebo LIST. Za tyto požadavky si Amazon 
účtuje 0,005 $ za 1000 požadavků. Pro požadavky GET je cena stanovena na 0,004 $ za 
10000 požadavků. Při používání cloudového úložiště pouze jako záloha se bez 
problémů vleze knihovna do 1000 požadavků GET i ostatních, proto by byl nárůst 
pouze 0,009 $ a celkově by tedy cena zůstala na 177,5 $. V případě používání úložiště 
jakožto hlavního by ale vzrostl počet požadavků přibližně na 200 000, proto by se cena 
dostala na 1,8 $. Nicméně i tato skutečnost by zvýšila celkovou cenu pouze na 179,3 $, 
tedy při současném kurzu dolaru asi 3 609 Kč za měsíc.  
3.2.2 Google Cloud Storage 
Google se vyčleňuje oproti ostatním poskytovatelům tím, že nabízí svoje služby jednak 
pro velké podniky, také ale pro běžné uživatele, kteří si chtějí uložit jen pár GB dat. 
Služba Google Cloud Storage je plně kompatibilní se službami Amazon S3 nebo 
Eucalyptus Systems, Inc. To ve skutečnosti znamená, že lze data z GCS zrcadlit také do 
služby Amazon S3 a využívat ji jen jako zálohu dat. Přístup ke službě Google Cloud 
Storage je velmi podobný FTP. K souborům se přistupuje pomocí klientské aplikace pro 
přenos souborů. Data ale nejsou uspořádána do složek, ale do tzv. segmentů. Chlubí se 
zejména vysokou dostupností a lepším zabezpečením. Pro nahrávání souborů se 
doporučuje využít například jazyka Python, který by se po nastavení automaticky 
spouštěl a automaticky by tak odesílal data na server GCS a poté je ukládal. Aby bylo 
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ověřeno, že se data opravdu nachází v daném úložišti, je možné tuto informaci ověřit na 
kartě Zdroje dat ve sloupci Stav. 
Cena za využití uložení dat ve službě Google Cloud Storage se odvíjí od velikosti 
uložených dat a počtu operacích nad nimi prováděných. Je velmi podobná ceně za 
využití Amazon S3, využívá ale mírně jiného rozdělení operací. Zde totiž operace GET, 
PUT a POST patří do stejné kategorie a není rozlišeno, o kterou operaci se konkrétně 
jedná. Za 1 GB si Google účtuje 0,026 $ bez ohledu na množství dat. Pokud ale 
přenášíme přes síť data o větším objemu, je nutné si připočítat poplatek za přenášení dat 
přes tuto síť. Konkrétně za první terabajt dat je to 0,12 $, za další terabajty až do 9 TB je 
to 0,11 $. Organizace ale nepředpokládá, že by měsíční změna dat byla v řádu několika 
terabajtů, proto se počítá s přenesenými daty o velikosti 1 TB. Celkově by tedy služba 
organizaci stála 156,1 $. Po připočítání 1000 požadavků kategorie A (PUT, GET a 
POST) by se cena nezvýšila, při počtu 200 000 požadavků by byla celková cena 158,1 $ 
za měsíc. Při současném kurzu dolaru by tedy služba organizaci stála 3 182 Kč za 
měsíc. 
3.2.3 Windows Azure 
Společnost Microsoft se také řadí mezi přední poskytovatele služeb cloudu. Nabízí 
svoje služby s názvem Windows Azure a využívá široké sítě datacenter po celém světě. 
Mezi hlavní výhody použití služeb Azure patří platba za skutečné používání, nikoliv za 
vyhrazený blok dat, vysoká dostupnost dosahující 99,99 % a snadná škálovatelnost 
služeb. Pro větší bezpečnost dat je úložiště redundantně geograficky replikováno a 
zajišťuje tak spolehlivé zálohování, archivaci i obnovu v případě výpadku napájení či 
ztráty dat. Ve službě Windows Azure jsou data uspořádána v tzv. Blobech. Platforma 
Windows Azure nabízí několik produktů, konkrétně se jedná o Block Blobs, Page Blobs 
and Disks a Tables and Queues. Block Blobs je nejefektivnější cesta k ukládání velkého 
množství dat, protože umožňuje textových nebo binárních dat jako jsou video, audio 
nebo obrázky. Přístup k této službě je možný pomocí virtuálních REST API. Řešení 
Page Blobs and Disks je vhodné pro náhodné přístupy a časté aktualizace. Využívá 
virtuálních strojů v celém prostředí Azure. Posledním produktem je Tables and Queues. 
Jak název napovídá, toto úložiště využívá strukturovaných a semi-strukturovaných dat a 
je vhodné tudíž pro ukládání databázových dat. 
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Co se týče zabezpečení, nabízí Windows Azure několik stupňů redundance dat. Level 1 
počítá s tím, že se data automaticky replikují na několik disků. Level 2 je geograficky 
oddělené úložiště, které předpokládá replikaci dat na úložiště vzdálené stovky mil od 
původního úložiště. Posledním stupněm je Level 3. Ten počítá s replikovaným 
úložištěm, které je typu read-only. Může sloužit k tomu, aby zákazníci měli zajištěn 
vždy přístup, pokud je primární úložiště nedostupné. Všemi těmito stupni je pak 
zajištěna dokonalá dostupnost dat. 
Cena za poskytování úložiště pod platformou Windows Azure se odvíjí od použitého 
serveru, zahrnuté podpory, použití SQL databáze a velikosti měsíčního přenosu dat. 
Včetně georeplikace při uložení 6 TB dat by byla cena 570 $, což při současném kurzu 
dolaru je asi 11 472 Kč za měsíc. U lokální replikace by byla cena asi o 30 % nižší, ale i 
přesto se služba řadí mezi ty dražší. Výhodou ale je 100% dostupnost dat. 
3.2.4 Srovnání jednotlivých poskytovatelů a jejich služeb 
V následující tabulce jsou nejdůležitější údaje o poskytovatelích a jejich cloudových 
službách. Výstupy z tabulky budou použity pro rozhodování o budoucí službě. 
 Amazon S3 Google Cloud Storage Windows Azure 
Forma uložení dat Buckety Segmenty Bloby 
Dostupnost 99,9999 % 99,9 % 100 % 
Replikace lokální geografická geografická 
Přístup k datům HTTP nebo SOAP FTP, souborový 
systém 
Virtuální REST 
API 
Umístění 
datacenter 
Evropa USA Evropa 
Cena za 6 TB dat 3 609 Kč/měsíc 3 182 Kč/měsíc 11 472 Kč/měsíc 
Tabulka č. 1: Porovnání jednotlivých cloudových služeb 
(Vlastní zpracování) 
Z tabulky vyplývá, že služba Windows Azure je bezmála trojnásobně dražší, než služby 
konkurenčních poskytovatelů. I přesto, že garantuje 100% dostupnost a odolnost proti 
ztrátě dat, je tato skutečnost vykompenzována nadměrnou cenou. Jako nejpřijatelnější 
se jeví služba Google Cloud Storage, která má nejnižší cenu a geografickou replikaci. 
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Dostupnost sice není tak vysoká, jako je tomu v případě Amazonu, rozdíl mezi těmito 
službami ale není tak velký. Jedinou nevýhodou služby Google Cloud Storage je 
umístění datacentra v USA, což zvyšuje přístupovou dobu k datům, ale souborový 
systém je pohodlnější, než přenášení dat pomocí HTTP či SOAP. Proto je zvolena právě 
služba Google Cloud Storage. 
3.3 Podniková síť SAN 
Vzhledem k rozvětvení ukládacích mechanismů je nutné vytvořit vlastní datovou síť, 
která bude mít za úkol všechny požadavky na operace v této síti řídit. Prakticky to bude 
znamenat, že uživatel dá požadavek na uložení dat, server tyto data automaticky uloží 
buď na diskové pole, nebo do páskové knihovny a tyto data se pak budou zálohovat do 
cloudového úložiště. Aby bylo možné tuto síť vybudovat, bude nutné navrhnout 
zakoupení nového serveru, který bude sloužit jako vstupní brána do této sítě SAN. 
3.3.1 Server 
Pro zakoupení serveru je nutné specifikovat parametry tohoto serveru, které budou 
sloužit jako podklady pro vypsání výběrového řízení na nákup. K tomuto serveru bude 
poté připojeno celé diskové pole, které se bude týkat dalšího výběrového řízení. 
Hlavní požadavky na nákup nového serveru jsou následující: 
 Procesor minimálně o 4 jádrech a frekvenci 2,5 GHz 
 Rackové provedení, maximálně 2U 
 Operační paměť RAM minimálně 8 GB typu DDR3 
 Řadič s vyrovnávací pamětí minimálně 512 MB 
 Podpora Hot Swap 
 Podpora HyperThreading 
 Podpora virtualizace, konkrétně VMware Sphere a Hyper-V 
 Kompatibilita s OS MS Windows Server, SUSE Linux Enterprise Software a 
Red Hat Enterprise Software 
 Přídavná paměť flash o velikosti aspoň 2 GB 
 Podpora a záruka po dobu 5 let 
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Jako příklad vhodného serveru by mohl sloužit IBM System x3650 M3 Express. Ten 
vyniká spolehlivostí, snadnou údržbou, a správou. Obsahuje přídavnou pamět flash o 
velikosti 2 GB, která slouží pro virtualizaci pomocí vestavěného hypervizoru VMware 
ESX4i. 
 
Obrázek č. 10: Server Dell IBM Systém x3650 M3 Express 
(38) 
Aby měli možnost v reálném čase využívat jeden dokument dva nebo více uživatelů, 
bude zajištěna synchronizace dat pomocí nástroje Inventic. Ten obsahuje protokol 
pracující na aplikační vrstvě HTTPS. Na lokální server je vložena vrstva detekčního a 
monitorovacího nástroje, který zjišťuje, jakým způsobem daný uživatel pracuje s daty, a 
ukládá si soubor se všemi úpravami. Poté prověří, zda nebyla narušena funkčnost celého 
systému a v případě úspěšného testu tento soubor znovu uloží s danými úpravami. 
Na serveru bude nainstalován serverový operační systém Windows Server 2012, který 
bude využívat virtualizace VMware vSphere 5.0.  
3.3.2 Propojení zařízení v SAN 
Aby byla zajištěna nejlepší datová propustnost v podnikové síti SAN, je nutné využívat 
také kompatibilních kabelů a dalších síťových prvků. Proto bude od serveru k diskovým 
polím veden optický kabel s jednovidovým vláknem. Tento kabel s průměrem 9 µm se 
může využít na vzdálenost až 10 km a jeho datová propustnost je nejvyšší možný 
standard FC, tedy 8 Gb/s. Je nutné jej opatřit konektorem LC, který je schopný 
obsluhovat rychlejší FC sítě. 
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Obrázek č. 11: Optický kabel Opticord 
(39) 
Cena při pořízení 50 m kabelu se pohybuje kolem 1 000 Kč za 1 metr. Protože je nutné 
pořídit 60 metrů kabelu, cena za kabeláž by se vyšplhala na 60 000 Kč. 
3.3.3 Fibre Channel switch 
Pro správnou funkčnost sítě SAN s rozhraním Fibre Channel Switched Fabric je nutné 
využít speciálního switche, který bude rozdělovat požadavky na přístup k datům tak, 
aby nedocházelo ke kolizím. 
Stejně jako v případě ostatních zařízení je nutné vypsat výběrové řízení a specifikovat 
přesně požadavky na takový switch. Zejména se jedná o tyto požadavky: 
 Minimálně 48 aktivních portů pro připojení 
 Datová propustnost minimálně 6 Gb/s 
 Technologie přenosu Full-duplex 
 Třída servisu 2, 3 a F 
 Montáž do racku o výšce maximálně 2U 
 Automatická diagnostika procházení datových paketů 
 Záruka a servis minimálně 5 let 
Podle odhadu se dá očekávat, že cena za pořízení FC switche nepřesáhne 25 000 Kč. 
3.3.4 Zakoupení páskové knihovny 
Pro účely archivace dat, která nejsou potřebná pro operativní chod podniku, se využije 
pásková knihovna. Ta bude využívat dvou pásek o komprimované kapacitě 2 TB. 
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Celkové náklady na zakoupení páskové knihovny a dvou pásek by se vyšplhaly zhruba 
na 60 000 Kč. Poté by se ale náklady snížily vlivem jednoduchého mechanismu 
vypínání knihovny v případě nevyužívání. Odhad snížení nákladů je asi na částce 5 000 
Kč ročně. 
Pásková knihovna bude umístěna v jiné místnosti, než je diskové pole. Je to z důvodu 
trojnásobné ochrany dat. Je připojena pomocí rozhraní FC, a proto poskytuje velmi 
rychlou odezvu. 
Požadavky pro vypsání výběrového řízení jsou následující: 
 Podpora standardu LTO-5 
 Vzdálená správa jednotek a médií 
 Podpora rozhraní LTO FC 
 Real-time monitorování stavu a případných poruch 
 Komprese minimálně 2:1 
 Součástí 2 magnetické pásky o celkové kapacitě 4 TB 
 Záruka a servis 5 let 
3.4 Zálohování dat pomocí automatizovaných nástrojů 
Veškerá data budou automaticky replikována na vzdálené úložiště. Bude to z toho 
důvodu, že uvnitř organizace by mohlo dojít k živelné pohromě nebo havárii a všechna 
data by se ztratila. Automatizovaný nástroj bude využit hlavně proto, aby nemusel být 
vždy přítomný odpovědný pracovník a provádět zálohu ručně. 
V následujícím textu jsou popsány tři technologie, jakými lze zálohovat data na 
vzdálené úložiště. Z nich je poté vybrána jedna a je navržena její realizace. 
3.4.1 Snapshot 
Na diskových polích se bude vždy v určitém časovém okamžiku zaznamenávat stav 
paměťového zařízení a uložená data. Využívá metody Copy-on-write, která sleduje 
metadata s umístěním bloků dat. Nejprve si vytvoří logickou kopii dat. Tyto data poté 
zkopíruje do samostatného prostoru a následně nastaví ukazatel na právě zkopírovaná 
data. V případě, že data ještě nebyla změněna, při čtení dat přesměruje požadavky na 
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přístup k originálním datům. V opačném případě tyto požadavky směřuje přímo na 
snapshot. 
Mezi základní dodavatele řešení pro zálohy dat patří například společnost Paragon 
Software. Jejich produkt Paragon Hot Backup je založen právě na systému Copy-on-
Write. Souborový systém si označí bloky dat pomocí písmen A, B, C a D. Tyto bloky 
poté označí ukazateli a naváže na to funkci snapshotu. V případě změny jednoho 
z bloků jej uloží na nové místo, označí si ho stejným písmenem s apostrofem a všechny 
ostatní bloky ponechá na původním místě. Takové řešení přináší lepší řízení dat a nemá 
fyzický dopad na data beze změny. Cena za pořízení tohoto software by byla 3 500 Kč. 
3.4.2 Volume Copy 
Další možností, jakou můžeme replikovat a zálohovat data, je využití nástroje pro 
vytváření plnohodnotné kopie dat, která je nezávislá na původních datech. Tato kopie se 
poté automaticky odešle na jiné definované úložiště. V klasických počítačích je 
ekvivalentem tzv. stínová kopie, která automaticky ukládá všechny verze dokumentů, se 
kterými uživatel pracuje. Výhodou použití Volume Copy je především snadná možnost 
návratu k původním souborům, protože přístup je umožněn k originálním souborům, ale 
pokud jste ho již změnili, můžete přistoupit i k jeho stínové kopii. 
V prostředí FC je jedním z nejlepších řešení systém ESVA F60-2830, který využívá 6 
Gb/s konektivity a disponuje také podporou SSD disků. Jeho účinnost se pohybuje nad 
80 %, proto by byl zvolen právě tento systém. Navíc je kompatibilní také se systémem 
Snapshotu, proto i při změně technologie zálohování dat by tento systém mohl být 
používán dále. Nevýhodou je ale vysoká cena, která přesahuje 40 000 Kč.  
3.4.3 Data Replicator 
Poslední technologií zálohy dat je tzv. Data Replicator. Ten automaticky replikuje data 
přes rozhraní FC na vzdálené diskové pole. Asociace mezi primárním a sekundárním 
úložištěm se nastaví pomocí tzv. replikačního setu. Obě úložiště jsou tak v každém 
okamžiku synchronizována a jsou na obou uložena stejná data. Replikační set definuje 
způsob komunikace mezi danými úložišti, konkrétně by komunikace probíhala pomocí 
IP protokolu. Také je nutné definovat role a stanovit práva primárního úložiště. 
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Především by synchronizace probíhala ve stanovené časy, proto zahájení replikace by 
nesmělo začít mimo daný čas. 
Jedničkou v oboru v oblasti replikací a Data Replicatoru je Sun Software. Jeho produkty 
StorEdge jsou oceňovány jako řešení s nejmenší chybovostí a využívající nejnovější 
technologie. Pro konkrétní řešení by byl zvolen produkt StorEdge 6920, který je vhodný 
pro větší úložiště s rozhraním FC. Jeho cena se pohybuje kolem 12 000 Kč. 
3.4.4 Výběr vhodného nástroje 
Po zvážení možností zálohování byla zvolena technologie Snapshot a produkt Paragon 
Hot Backup. Vzhledem k jeho ceně a předpokládaným přínosům se jeví jako 
nejvhodnější řešení. Nevýhodou řešení je sice nutnost vyhrazení volného místa na disku 
pro logickou kopii dat, ale na rozdíl od dalších technologií není potřeba kupovat další 
zařízení, které se připojují do sítě SAN. V případě změny rozhodnutí je vždy možné 
přistoupit ke změně technologie a rozhodnout se dodatečně pro některou z dalších dvou 
variant. 
3.5 Varianty řešení ukládání dat 
3.5.1 Ukládání dat uvnitř organizace do nově vzniklé sítě SAN 
Tato varianta počítá s tím, že by se data ukládala přímo uvnitř organizace pomocí nově 
vybudované počítačové sítě SAN. Síť SAN by v sobě zahrnovala nové diskové pole, 
novou páskovou knihovnu na archivaci a také cloudové úložiště jakožto zálohovací 
médium. Do sítě SAN by se také začlenily již fungující disková pole na systémy Aleph 
a Kramerius. 
Do sítě SAN by se přistupovalo přes vzdálený přístup, který by odkazoval na nový 
server. Ten by pak zasílal požadavky na přístup k datům přes FC switch. Pomocí 
nástroje na centralizovanou synchronizaci dat Inventic by pak bylo zajištěno, že 
upravovaný dokument může upravovat více zaměstnanců zároveň, přičemž všichni 
budou mít aktuální verzi. 
Mimo diskové pole, které bude uvnitř organizace, by měl být vytvořen mechanismus 
zálohování dat mimo organizaci. Ve výsledku by se jednalo o využití Google Cloud 
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Storage, který se chlubí velmi rychlým provozem s ohledem na nízké náklady 
poskytování.  Ukládaná data by se zálohovala jednou týdně rozdílovou zálohou, jednou 
za 3 měsíce by se pak kompletně přemazala záloha na cloudovém úložišti a provedla by 
se plná záloha. Služba GCS by byla přístupná 24 hodin denně, 7 dní v týdnu. Pro 
začátek by bylo vhodné pořídit služby cloud computingu o kapacitě 6 TB. 
Předpokládaná celková cena takového řešení by přesáhla 320 000 Kč, navíc každý rok 
by organizace zaplatila přibližně 40 000 Kč za ukládání do cloudového úložiště.  
3.5.2 Varianta ukládání dat do cloudového úložiště mimo organizaci 
Druhou variantou ukládání dat je ukládání přímo do cloudového úložiště jakožto 
hlavního média. Zaměstnanci by veškerá data ukládali ihned pomocí souborového 
systému do cloudového úložiště. Tam by byla zajištěna geografická replikace dat, 
pomocí které by byla data rozložena na více místech. Zálohování dat by pak nebylo 
nutné. Navíc pomocí systému CloudNAS by byla ošetřena ve smlouvě SLA 100% 
dostupnost služeb a ochrana proti ztrátě dat. 
Úložiště databáze OPAC, kterou spravuje software Aleph a Kramerius by zůstal 
v současném stavu a přistupovalo by se k těmto datům pomocí vzdáleného přístupu. 
Pokud by se realizovala varianta s ukládáním přímo do cloudového úložiště, bylo by 
nutné počítat s tím, že na cloud by se musely nainstalovat také veškeré aplikace s licencí 
On-demand. Tím by se zkomplikovalo plánované zavedení nulových klientů. 
Oproti předchozí variantě by pořizovací cena byla nulová, nicméně by se zvýšily 
měsíční, potažmo roční, platby. Celkově by pak organizace ročně platila asi 60 000 Kč 
za provoz. 
3.5.3 Srovnání variant a navrhnutí finálního řešení 
Obě varianty počítají s obměnou stávajících technologií ukládání dat. V případě první 
varianty by zůstalo úložiště uvnitř podniku a byl by tak zajištěn rychlejší přístup 
k datům. Navíc by měl podnik plně pod kontrolou případnou pozdější změnu 
technologií či přidání nového prvku do sítě SAN. Zaměstnanci by přistupovali do sítě 
pomocí vzdáleného přístupu a jednotlivé požadavky na přístup k datům by rozděloval 
56 
 
nově instalovaný server. Veškerá data by se zálohovala do Google Cloud Storage 
pomocí nástroje Paragon Hot Backup. Druhá varianta počítá s tím, že by se data 
automaticky ukládala do cloudového úložiště. Nebylo by tedy nutné pořizovat nový 
server a zřizovat celou síť SAN. Na druhou stranu by se zvýšila cena za poskytování 
služby a v případě rozšiřování sítě nebo datového úložiště by nebyla zajištěna 
škálovatelnost. 
Proto po zvážení všech výhod a nevýhod byla zvolena první technologie, tedy vytvoření 
nové sítě SAN a zálohování do Google Cloud Storage pomocí nástroje Paragon Hot 
Backup. 
3.5.4 Navrhnutí možnosti budoucí výměny počítačů zaměstnanců 
Vzhledem k tomu, že někteří zaměstnanci využívají počítače pouze k připojování na 
internet nebo k nenáročným úlohám, které počítají jen se spouštěním kancelářského 
balíku, bude možné v budoucnosti část počítačů vyměnit. Po zavedení SAN se bude 
možné připojovat k centrálnímu serveru, a proto nebude nutné mít na počítačích 
výkonné jednotky. Výkon těchto počítačů by mohl emulovat samotný server, a proto by 
mohly být počítače vyměněny za nulové klienty a přistupovat k datům a potažmo 
k aplikacím pomocí internetového prohlížeče. 
3.5.5 Ekonomické zhodnocení 
Pomocí metody ROI (Return on Investment) je v těchto odstavcích zhodnoceno, zda 
bude realizace nového úložiště mít skutečný ekonomický přínos. Vzhledem k tomu, že 
pořizovací investice do vybudování nového úložiště se bude pohybovat kolem 360 000 
Kč, je potřebné vypočítat, za jak dlouho se tato investice vrátí. Nutno ale podotknout, že 
tato cena je pouze odhadovaná. Vlivem výběrových řízení může být pořizovací cena 
nižší kvůli konkurenčnímu boji. 
    
                                      
                   
      
Předpokládaný zisk se dá velmi těžce vyčíslit, protože se jedná především o subjektivní 
parametry. Síť na ukládání dat bude rychlejší, bezpečnější a modernější. Důležitá 
vlastnost ale bude nový způsob zálohování, díky kterému bude zajištěna 100% ochrana 
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dat proti jejich ztrátě. Kvůli použití novějších technologií se také počítá s úsporou 
nákladů na energie ve výši 5 000 Kč ročně. Ochráněná data byla vyčíslena na hodnotu 
400 000 Kč, protože jejich případná ztráta by zapříčinila postihy finančního úřadu a 
ministerstva kultury, stejně tak by se zvýšily náklady na platy zaměstnanců, protože by 
museli vytvářet dané dokumenty znovu. 
Po vyčíslení a dosazení do vzorce tedy dostaneme: 
    
             
      
            
Sice za první rok provozu se dostaneme na návratnost investice 12,5 %, ovšem je nutné 
počítat s tím, že v následujících letech bude organizace ročně platit paušální částky na 
provoz cloudového úložiště. Proto výsledné ROI bude nižší. Ale i přesto se takové 
řešení dlouhodobě vyplatí a je tedy doporučeno k realizaci. 
Knihovna tedy požádá o dotaci na investici ministerstvo kultury, tedy jejich zřizovatele. 
V odůvodnění žádosti bude větší bezpečnost a lepší a efektivnější správa dat s dodaným 
ekonomickým přínosem. Vzhledem k tomu, že v předchozích letech dostávala knihovna 
z dotací na investice přibližně 2 miliony Kč, lze očekávat, že i tato žádost o dotaci na 
modernizaci technologií datového úložiště bude schválena. 
3.5.6 Zhodnocení bezpečnosti a navrhnutí školení zaměstnanců na nový 
systém ukládání 
Aby byl systém chráněn proti útokům zvenku, je nutné také navrhnout systémy pro 
šifrování dat a proškolení zaměstnanců ohledně nové technologie ukládání dat. 
Nová síť SAN počítá se vzdáleným přístupem všech uživatelů k serveru a následné 
ukládání dat. Přístup bude realizován pomocí VPN, které vytvoří šifrovaný kanál mezi 
zaměstnaneckým počítačem a serverem v síti. Tím pádem nebude mít nikdo jiný přístup 
k obsahu této komunikace. VPN bude umožňovat, aby se zaměstnanci mohli připojit 
k serveru i z jiného místa, než je samotná knihovna. Je ale nutné mít na osobním 
počítači nainstalovaný certifikát k přístupu, který je podepsán důvěryhodnou autoritou. 
Samotné přihlášení k VPN bude probíhat pomocí uživatelského jména a hesla, přičemž 
každý zaměstnanec bude mít povinnost měnit svoje heslo každé 3 měsíce. 
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Aby se do nové sítě nedostal útočník, který by se mohl připojit k serveru a zapříčinit 
ztrátu dat, budou veškeré počítače i server připojující se ke globální síti zabezpečeny 
firewallem. Na firewallu serveru budou nastavená pravidla přístupů, kde budou 
naklonovány MAC adresy zaměstnaneckých počítačů (případně jejich osobních 
počítačů, když to bude nutné) a žádné jiné MAC adresy se k tomuto serveru nebudou 
moci připojit. 
Pro ukládání dat na USB Flash zařízení se vytvoří nová směrnice, která bude nově 
upravovat situaci vynášení dat z organizace. V následujících měsících se očekává nákup 
šifrovaných disků, ke kterým bude možný přístup pouze po zadání jména a hesla. 
Veškeré nové bezpečnostní technologie budou popsány v nově vytvořeném dokumentu 
informační bezpečnosti. Tento dokument bude mít za úkol vytvořit vedoucí Oddělení 
automatizace a IT podpory společně s úsekem technické podpory. Poté bude předložen 
řediteli a ten jej schválí a nechá zavést do důležitých interních dokumentů. Pokud se 
aplikují tato opatření, bude nový systém s novými technologiemi považován za 
bezpečný. 
Vzhledem k tomu, že budou zaměstnanci využívat nové technologie, bude nutné 
všechny zaměstnance proškolit. Toto školení zajistí Oddělení automatizace a IT 
podpory, které bude mít za úkol nejdříve proškolit všechny vedoucí oddělení a 
ředitelství, poté všechny ostatní zaměstnance. Plán školení by mohl být následující: 
Činnost Časový úsek Poznámky 
Přístup pomocí VPN 60 minut Nastavení, problémy s připojením 
Práce s požadavky na 
serveru 
40 minut  
Práce se souborovým 
systémem 
45 minut  
Bezpečnostní strategie 60 minut Seznámení s novým dokumentem 
Otázky, diskuze 30 minut  
Tabulka č. 2: Plán školení zaměstnanců 
(Vlastní zpracování) 
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3.6 Skutečné přínosy navrhovaného řešení 
V analýze byly zmíněny některé problémy při správě dat a dokumentů v organizaci. 
V následujícím textu jsou popsány skutečné přínosy navrhovaného řešení, které se snaží 
tyto problémy minimalizovat nebo úplně odstranit. 
3.6.1 Lepší informovanost zaměstnanců o ukládání na centrální úložiště 
Po zavedení nové technologie bylo součástí návrhu také vytvoření směrnice na ukládání 
dat. Tato směrnice bude pro zaměstnance závazná a všichni budou povinni ji dodržovat. 
Je také navrhnuto školení, kterým všichni zaměstnanci knihovny projdou. V případě 
nejasností ze strany zaměstnanců se budou moci nově obracet přímo na zaměstnance 
Oddělení automatizace a IT podpory, pod které bude správa nového úložiště spadat. 
Nově budou muset zaměstnanci ukládat veškeré dokumenty, které v rámci organizace 
vytvoří. Odpadne tak klauzule ve směrnici, která nařizuje ukládat pouze důležité 
dokumenty. Navýšení diskové kapacity pokryje veškerá data. 
3.6.2 Lepší zabezpečení citlivých dat 
Zaměstnanci se budou k úložišti připojovat pomocí šifrovaných kanálů a systém bude 
chráněn firewallem proti útokům z okolí. Navíc se očekává nákup nových šifrovaných 
USB Flash pamětí. Data budou nově na primárním úložišti přímo v organizaci, proto 
nebudou závislá na poskytovateli outsourcingových služeb. Tím se také zvýší 
zabezpečení dat proti výpadku napájení či ztrátě dat. Návrh také počítá s tím, že starší 
data se budou archivovat na magnetické pásky, které vynikají dlouhou životností. 
Zálohovací systém bude počítat s umístěním dat na 3 geograficky rozmístěná úložiště. 
Díky tomu budou data chráněna i proti neočekávaným událostem. 
3.6.3 Zvýšení kapacity datového úložiště 
Nová technologie počítá také s navýšením kapacity datového úložiště ze 4 TB na 6 TB. 
Pokud se nebude zvyšovat počet zaměstnanců, jak bylo avizováno, měla by tato 
kapacita stačit na dalších minimálně 5 let. S tím souvisí také možnost nově ukládat 
veškeré dokumenty, které se v rámci organizace vytvářejí. 
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3.6.4 Archivace starých dat 
Veškerá data starší 3 let budou nově ukládána a archivována na magnetické pásky. 
Bude se jednat zejména o dokumenty, které nejsou často využívány, a proto není nutné, 
aby zabíraly místo na centrálním úložišti. Navíc takové řešení uspoří část energií. 
3.6.5 Rychlejší připojení k serveru s daty 
Oproti předchozímu řešení se budou zaměstnanci připojovat přímo k serveru uvnitř 
organizace. Tím odpadne nutnost procházení několika uzlů v internetové síti. Navíc 
nová síť SAN bude využívat vysokorychlostního připojení FC s datovou propustností 
minimálně 6 Gb/s, proto i manipulace s daty bude velmi rychlá. 
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ZÁVĚR 
Cílem práce bylo navrhnout novou technologii dat, která přinese zvýšení rychlosti 
přístupu k datům a zvýšení bezpečnosti dat. Vybudováním nové sítě SAN se podařilo 
výrazně zrychlit přístup k datům díky použití vysokorychlostní sítě FC a umístění dat 
přímo v organizaci. Navíc nová technologie počítá s rozmístěním dat do 3 geograficky 
oddělených celků, díky kterým je minimalizováno riziko ztráty dat živelnou pohromou 
nebo jiných neočekávaných událostí. Zabezpečení dat bude dále specifikováno 
v dokumentu informační bezpečnosti, který má za úkol vypracovat Oddělení 
automatizace a IT podpory organizace. 
V práci byla rozdělena data do tří oblastí, ve kterých se data ukládají v rámci 
organizace. Analýza podnikových dat byla popsána blíže v práci s důrazem na efektivní 
řešení. Úložiště na databázi OPAC poskytovanou softwarem Aleph a Kramerius je 
v dobrém stavu a není tedy potřeba výměna, jako je to v případě ukládání podnikových 
dat. Úložiště se ale začlení do nově vzniklé SAN pro integraci všech služeb do jedné 
sítě. Databáze ERP Helios je poskytována jako outsourcingová služba. Velikost 
databáze se automaticky poskytuje taková, aby pokryla veškeré dokumenty vytvořené 
uvnitř aplikace. Proto není potřebné navrhovat nové technologie na provozování tohoto 
IS a jeho ukládání. 
Uvedený návrh řešení bude dále zpracován do žádosti o poskytnutí dotace na investici a 
bude podán zřizovateli, tedy ministerstvu kultury. 
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