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Introduction générale
La théorie des hypergraphes se propose de généraliser la théorie des graphes en
introduisant le concept d'hyperarête. Une traverse est dénie comme un ensemble
de sommets qui intersecte toutes les hyperarêtes d'un hypergraphe et elle est dite
minimale si elle l'est au sens de l'inclusion. Le problème de l'extraction des traverses
minimales d'un hypergraphe est connu comme étant particulièrement dicile dans
la mesure où premièrement, il est connu pour être coNP-complet malgré que sa
complexité exacte est une question qui reste toujours ouverte, et deuxièmement de
tous les algorithmes qui se sont attachés à calculer les traverses minimales, aucun n'a,
à ce jour, une complexité théorique polynomiale en la taille de l'entrée et de la sortie,
sauf pour des hypergraphes bien particuliers. De plus, l'un des verrous scientiques
les plus diciles à aronter, en matière d'extraction des traverses minimales, est le
nombre de traverses minimales à explorer qui peut être très élevé même pour des
hypergraphes simples.
Pour autant, l'intérêt pour l'extraction des traverses minimales est en nette crois-
sance due principalement aux solutions qu'elles orent dans divers domaines d'ap-
plication comme les bases de données, l'intelligence articielle, l'e-commerce, le web
sémantique, etc. Par ailleurs, la fouille de données arrive maintenant à maturité
sur les contextes d'extraction classiques pour lesquels les algorithmes ont été mis
au point. Ainsi, par exemple, les bases de données commerciales, qui décrivent les
achats réalisés par des millions de clients sur des milliers de références sont désor-
1
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mais parfaitement exploitées par les spécialistes à l'aide de méthodes fondées sur les
règles d'association. Ces techniques se popularisent aussi dans les domaines médi-
caux, économiques ou industriels.
Dans ce travail de thèse, nous focalisons notre intérêt sur les liens, déjà prouvés
dans la littérature, entre la fouille de données et la théorie des hypergraphes pour
redénir les notions d'hypergraphe et de traverse minimale. L'adaptation des tech-
niques de la fouille de données, conjuguée à l'exploitation de certaines propriétés
des hypergraphes, présente une voie intéressante pour la mise en place d'un cadre
méthodologique pour l'optimisation de l'extraction des traverses minimales.
Avec l'emergence du Web 2.0 et des réseaux sociaux, nous avons tout d'abord été
amenés à mettre à prot les traverses minimales pour la recherche d'information au
sein ces systèmes communautaires. Ceci nous a conduit à proposer une modélisa-
tion originale d'un réseau social sous forme d'hypergraphe, particulièrement utile et
adapté au cas où on ne dispose pas de toutes les relations entre les individus du réseau
social considéré. A partir de cet hypergraphe, nous nous sommes intéressés à une
classe particulière de traverses minimales, appelée traverse minimale multi-membres,
dans le contexte des systèmes communautaires. Un protocole expérimental basé sur
des jeux de données du monde réel a conrmé l'intérêt de cette approche. Ce faisant,
nous avons été confrontés au problème du nombre important de traverses minimales
à extraire même pour un hypergraphe simple. Pour le résoudre, nous préconisons de
représenter cet ensemble de manière concise et exacte en exploitant l'irrédondance
de l'information dans les hypergraphes. De ce fait, notre travail consiste en la re-
presentation de l'ensemble des traverses minimales par un sous-ensemble succinct,
composé de traverses minimales irrédondantes. L'introduction d'une mesure d'éva-
luation, appelée taux de compacité, nous permettra de calculer le pourcentage de
traverses minimales pouvant être déduite directement à partir de l'ensemble des tra-
verses minimales irrédondantes. Nous avons illustré l'intérêt de cette représentation
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concise et exacte des traverses minimales pour résoudre le problème de l'inférence
des dépendances fonctionnelles dans le but de calculer la couverture minimale d'une
relation donnée.
Par ailleurs, an d'optimiser le calcul des traverses minimales d'un hypergraphe,
nous avons proposé de décomposer l'hypergraphe d'entrée en un nombre d'hyper-
graphes partiels égal au nombre de transversalité de l'hypergraphe initial. A partir
de ces hypergraphes partiels, nous calculons leurs traverses minimales locales res-
pectives, dont le produit cartésien nous fournira un ensemble de traverses de l'hyper-
graphe. Les tests de minimalités permettent, ensuite, de ne garder que les traverses
minimales. Le principal intérêt de cette approche est que ces tests sont inutiles pour
les traverses dont la taille est égal au nombre de transversalité de l'hypergraphe
d'entrée et dont nous sommes sûrs qu'ils sont minimales.
Le présent mémoire, décrivant le travail réalisé au cours de cette thèse, est com-
posé de cinq chapitres.
Le premier chapitre introduit le contexte de nos recherches et présente les
concepts de base que nous utiliserons dans la suite. La diversité des domaines d'ap-
plication des traverses minimales est aussi mise en avant dans ce chapitre avec des
points d'orgue pour les domaines ayant fait l'objet de nombreux travaux dans la
littérature.
Le deuxième chapitre présente l'état de l'art et notamment les diérents algo-
rithmes, proposés dans la littérature, pour l'extraction des traverses minimales d'un
hypergraphe. Ce chapitre mettra en évidence les diérentes approches, techniques
et autres stratégies utilisés pour présenter des solutions à cette problématique ainsi
qu'une étude comparative de ces algorithmes. Cette synthèse permet aussi de situer
nos contributions par rapport aux travaux antérieurs.
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Notre première contribution est introduite dans le troisième chapitre. Nous pré-
sentons les traverses minimales multi-membres (tmm), qui représentent une "sous-
classe" des traverses minimales d'un hypergraphe. Ces tmm sont les plus petites
traverses minimales, vériant une propriété de recouvrement, d'un hypergraphe d'en-
trée dont chaque hyperarête représente une communauté d'un réseau social donné.
Un algorithme performant d'extraction de ces tmm, décrit dans ce chapitre, repose
sur le calcul du nombre de transversalité de l'hypergraphe d'entrée. De plus, une
application sur des jeux de données du monde réel est décrite et interprétée pour
mettre en exergue l'intérêt des tmm.
Dans le quatrième chapitre, nous présentons notre deuxième contribution qui
consiste en la representation concise et exacte de l'ensemble des traverses minimales.
Cette représentation exploite l'irrédondance de l'information dans les hypergraphes,
qui nous a conduit à dénir et à mettre en place un cadre méthodologique pour le
calcul des traverses minimales irrédondantes. Nous montrons, ensuite, l'intérêt de
notre representation concise et exacte des traverses minimales à travers la résolution
du problème de l'inférence des dépendances fonctionnelles. Les traverses minimales
ayant déjà été utilisées pour optimiser le processus de calcul de la couverture mini-
male de toutes les dépendances fonctionnelles d'une relation donnée, nous proposons
d'utiliser les traverses minimales irrédondantes pour réduire la taille de cette cou-
verture.
Dans le cinquième chapitre, nous nous intéressons à l'extraction de toutes les
traverses minimales. Étant donné que le nombre de ces dernières peu être exponentiel
en la taille de l'hypergraphe, nous proposons d'optimiser leur calcul en décomposant
l'hypergraphe d'entrée en des hypergraphes partiels. Nous choisissons un nombre
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d'hypergraphes partiels égal au nombre de transversalité de l'hypergraphe d'entrée
an d'éliminer des tests de minimalité et d'optimiser les temps de traitement néces-
saires au calcul de toutes les traverses minimales. A partir de chaque hypergraphe
partiel, un ensemble de traverses minimales (dites locales) est calculé et un produit
cartésien de toutes les traverses minimales locales permet de retrouver les traverses
minimales de l'hypergraphe initial, suivant une stratégie "diviser pour régner".
Chapitre 1
Contexte et concepts de base
1.1 Introduction
Les hypergraphes généralisent la notion de graphe en dénissant des hyperarêtes
qui contiennent des familles de sommets, contrairement aux arêtes classiques qui
ne joignent que deux sommets. D'un point de vue théorique, les hypergraphes per-
mettent de généraliser certains théorèmes de graphes, voire d'en factoriser plusieurs
en un seul. D'un point de vue pratique, ils sont parfois préférés aux graphes puis-
qu'ils modélisent mieux certains types de contraintes. Dans ce chapitre, nous présen-
tons quelques dénitions essentielles sur les hypergraphes et les traverses minimales
nécessaires à l'introduction de la problématique de l'extraction des traverses mi-
nimales, en se basant essentiellement sur les dénitions proposées par Berge dans
[Ber89]. Ensuite, nous passons en revue le large éventail des domaines d'application
des traverses minimales.
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1.2 Préliminaires
La théorie des hypergraphes se propose de généraliser la théorie des graphes en in-
troduisant le concept d'hyperarête. Dans un hypergraphe où chaque hyperarête peut
contenir plusieurs sommets, une traverse minimale correspond à un sous-ensemble
de sommets qui intersecte toutes les hyperarêtes d'un hypergraphe, en étant minimal
au sens de l'inclusion.
1.2.1 Hypergraphes
Un hypergraphe H = (X ; ) est donc constitué de deux ensembles X et , et est
déni suivant la Dénition 1.
Dénition 1 hypergraphe [Ber89]
Soit le couple H = (X ; ) avec X = fx1, x2, . . . , xng un ensemble ni et  = {e1,
e2, . . . , em } une famille de parties de X . H constitue un hypergraphe sur X si :
1. ei 6= ;; i 2 f1,. . . , m} ;
2.
S
i=1;:::;m
ei = X .
Les éléments xi de X sont appelés sommets de l'hypergraphe et les éléments ei de
 sont appelés hyperarêtes de l'hypergraphe.
Un hypergraphe est dit d'ordre n si j X j = n et la taille d'un hypergraphe est
égale au nombre d'occurrences des sommets dans ses hyperarêtes.
Exemple 1 La Figure 1.1 illustre un hypergraphe H = (X ; ) d'ordre 8 et de taille
15 tel que X = f1; 2; 3; 4; 5; 6; 7; 8g et  = ff1, 2g, f2, 3, 7g, f3, 4, 5g, f4, 6g, f6,
7, 8g, f7g}.
Dénition 2 hypergraphe simple
H = (X ; ) est dit hypergraphe simple si pour tout ei 2  et ej 2 , alors ei  ej )
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Figure 1.1  Exemple d'un hypergraphe
i = j, i.e, aucune hyperarête de H ne renferme une autre hyperarête, sinon, H est
dit hypergraphe multiple.
Ainsi, la dénition des hypergraphes englobe celle des graphes. En eet, un graphe
simple est un hypergraphe simple dont toutes les hyperarêtes sont de cardinalité 2,
i.e., j ei j = 2 8 ei 2 .
Propriété 1 [Ber89]
Tout hypergraphe simple H d'ordre n vérie :
X
e2
0@ n
j e j
1A 1  1.
De plus, le nombre d'arêtes vérie :
j  j 
0@ n
bn=2c
1A
Dénition 3 sous-hypergraphe [Ber89]
Soit l'hypergraphe H = (X ; ) et Y  X , nous appelons sous-hypergraphe de H tout
hypergraphe HY = (Y, Y) engendré par Y, tel que Y = { eYi = ei \ Y j ei 2  et
eYi \ Y 6= ;}
Dénition 4 hypergraphe partiel [Ber89]
Soit l'hypergraphe H = (X ; ) et 0  , nous appelons hypergraphe partiel de H
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tout hypergraphe H 0 = (X 0; 0) engendré par 0, tel que X 0 = Se020 e0. H 0 est alors
la restriction de l'hypergraphe H à un sous-ensemble d'hyperarêtes 0 inclus dans 
et aux sommets inclus dans X 0.
Le rang r(H) d'un hypergraphe H est, le nombre maximum de sommets d'une
hyperarête et est déni par r(H) = max{jeij, 8 ei 2 }. Inversement, l'anti-rang
ar(H) désigne le nombre minimum de sommets d'une hyperarête, i.e, ar(H) = min{j
ei j, 8 ei 2 } [Ber89] [EG95]. Trivialement, ar(H)  r(H). Si le rang et l'anti-
rang d'un hypergraphe H sont égaux, alors H est dit uniforme. Tout hypergraphe
uniforme est simple.
Exemple 2 Considérons l'hypergraphe H de la Figure 1.1. Nous avons r(H) = 3
et ar(H) = 1. Par conséquent, H n'est pas uniforme.
De plus, H est dit n-uniforme si H est un hypergraphe simple uniforme de rang
n [EG95]. En ce sens, tout graphe est un hypergraphe uniforme de rang égal à 2.
Un hypergraphe est dit "intersectant" si aucun couple de ses hyperarêtes n'est
disjoint, i.e., 8e1, e2 2 , e1 \ e2 6= ; [EG95].
Dans un hypergraphe, deux sommets xi et xj sont dits adjacents s'il existe une
hyperarête ei qui les contient tous les deux ; deux hyperarêtes ei et ej sont dites
adjacentes si leur intersection est non vide.
Un hypergraphe H = (X ; ) peut être représenté par une matrice d'incidence,
notée IMH , dénie comme suit :
IMH [ei; xj]
8<: = 1 si xj 2 ei= 0 sinon
Dénition 5 Hypergraphe dual
A tout hypergraphe H = (X ; ), nous pouvons faire correspondre un hypergraphe H
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Figure 1.2  Hypergraphe dual
= (X , ) tel que X  =  et  = X . Les sommets x1, x2, : : :, xm représentent les
hyperarêtes de H et les hyperarêtes e1, e

2, : : :, e

n représentent les sommets x1, x2,
: : :, xn de H, où :
Xj = {Ei j i  m, ei 3 xj} (j = 1, 2, : : :, n).
On a Xj 6= ;,
S
j Xi = , donc H
 est bien un hypergraphe.
Exemple 3 Reconsidérons l'hypergraphe H de la Figure 1.1. La Figure 1.2 illustre
l'hypergraphe dual H de H tel que H = (X , ) X  = f1; 2; 3; 4; 5; 6g et  =
ff1g; f1, 2g, f2, 3g, f3, 4g, {3} f4, 5g, f2, 5, 6g, f5g, {6}}.
H est appelé l'hypergraphe dual de H. La matrice d'incidence IMH de l'hyper-
graphe H, et la matrice d'incidence IMH de l'hypergraphe H, se déduisent l'une
de l'autre par transposition ; on a donc en particulier (H) = H. Si deux sommets
xi et xj de H sont adjacents, il leur correspond dans H des hyperarêtes ei et e

j
adjacentes ; si deux hyperarêtes ei et ej de H sont adjacentes, il leur correspond des
sommets xi et x

j adjacents de H
.
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Dénition 6 Traverse minimale [Ber89]
Soit un hypergraphe H = (X , ). L'ensemble des traverses de H, noté H , est égal
à : H = fT  X j T
T
ei 6= ;, 8i = 1; : : : ; j  jg.
Une traverse T de H est dite minimale s'il n'existe pas une autre traverse S de
H incluse dans T : @ S 2 H s:t: S  T .
Nous noterons MH , l'ensemble des traverses minimales dénies sur H.
Dans l'exemple illustratif de la Figure 1.1, l'ensemble MH des traverses minimales
de l'hypergraphe est : f {1, 4, 7}, {2, 4, 7}, {1, 3, 6, 7}, {1, 3, 6, 9}, {1, 5, 6, 7}, {2,
3, 6, 7}, {2, 3, 6, 9}, {2, 5, 6, 7}, {2, 4, 6, 9}, {2, 4, 8, 9}, {2, 5, 6, 9}, {1, 3, 4, 8,
9}g.
A partir d'un hypergraphe H = (X , ), l'ensemble des traverses minimales MH
permet la construction de l'hypergraphe transversal, que nous avons noté H t = (X t,
t), tel que t = MH et X t =
jtjS
i=1
eti 8 eti 2 t [EG02].
Lemma 1 [Ber89] Pour tout hypergraphe simple H, nous avons H(t)
(t)
= H.
Dénition 7 Nombre de Transversalité [Ber89]
Soit un hypergraphe H = (X , ), le nombre minimum de sommets d'un ensemble
transversal est appelé le nombre de transversalité de l'hypergraphe H et est désigné
par :
(H) = min {jT j, s.t. T 2MH}.
Ainsi, dans l'exemple illustratif de la Figure 1.1, le nombre de transversalité de
l'hypergraphe H est égal à 3 car la plus petite traverse minimale de MH renferme
3 sommets.
La détermination d'un nombre de transversalité apparaît dans de nombreux pro-
blèmes combinatoires comme la détermination d'un ensemble stable maximum d'un
graphe ou encore la détermination d'un ensemble absorbant minimum d'un 1-graphe
[Ber89].
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1.3 Problème de l'extraction des traverses minimales
L'extraction des traverses minimales d'un hypergraphe est un des problèmes les
plus importants en théorie des hypergraphes. C'est un problème algorithmique cen-
tral et particulièrement dicile et la question de sa complexité exacte reste toujours
ouverte. Plusieurs travaux se sont attachés à proposer diverses méthodes pour le
traiter [Ber89] [KS05] [BEGK03]. Fredman et Khachiyan ont proposé un algorithme
avec une complexité quasi-polynomiale de N(ologN) où N représente la taille de l'en-
trée et de la sortie [FK96]. Ce résultat de Fredman et Khachiyan nous donne un
algorithme d'extraction des traverses minimales dont la complexité est bornée par
j MH j  (j MH j + j H j)o(jMH j+jHj) [Mar13]. Ce résultat relance le débat sur le
fait que ce problème soit coNP-complet puisqu'à moins que tout problème coNP-
complet admette un algorithme quasi-polynomial, le problème de l'extraction des
traverses minimales n'est pas coNP-complet.
Trouver une traverse minimale d'un hypergraphe est une tâche aisée mais calculer
l'ensemble de toutes les traverses minimales pose plusieurs problèmes dans la me-
sure où le nombre de sous-ensembles de sommets à tester est très important. Les
travaux antérieurs, pour faire sauter les diérents verrous scientiques que posait
l'extraction des traverses minimales d'un hypergraphe, se sont attachés à réduire
l'espace de recherche. Néanmoins, le coût du calcul reste substantiellement élevé et
les algorithmes existants se sont heurtés à des temps d'exécution conséquents et
à l'incapacité de traitement lorsque le nombre de transversalité de l'hypergraphe
d'entrée est grand.
Comme nous l'avons mentionné dans la section précédente, le problème de l'ex-
traction des traverses minimales à partir d'un hypergraphe H est équivalent à celui
de la construction de l'hypergraphe transversal à H. Formellement, nous dénissions
ce problème comme suit :
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Entrée : Hypergraphe simple H = (X , ).
Sortie : Hypergraphe transversal H t = (X t, t).
Même pour des hypergraphes simples, le nombre de traverses minimales d'un hy-
pergraphe peut être exponentiel [Hag08], comme le montre l'exemple 11.
Exemple 4 Soit H = (X ; ) un hypergraphe tel que X = (x1, x2, . . . , x2n) et
 = (fx1, x2g, fx3, x4g, . . . , fx2n 1, x2ng). H est de taille 2n mais renferme 2n
traverses minimales.
La complexité des approches proposées dans la littérature, et décrites dans le cha-
pitre suivant, est analysée en termes de la taille d'entrée et de sortie. Plus concrè-
tement, si n = j X j, m = j  j et m' = j MH j, nous disons qu'un algorithme
d'extraction des traverses minimales est polynomial en la taille de l'entrée et de
la sortie N si sa complexité peut être bornée, de manière polynomiale, par N , qui
désigne une fonction de n, m et m'. En outre, un algorithme est incrémental s'il énu-
mère une par une toutes traverses minimales de l'hypergraphe d'entrée de telle sorte
que le temps nécessaire pour délivrer en sortie une nouvelle transverse minimale est
polynomiale en n, m et k, k étant la taille de l'hypergraphe transversal.
La notion d'algorithme incrémental a ouvert la voie à une autre approche consis-
tant à ne générer qu'un sous-ensemble de traverses minimales, i.e., une liste partielle
de traverses minimales, à partir de l'hypergraphe d'entrée. Formellement, ce pro-
blème est déni comme suit :
Entrée : Hypergraphe simple H = (X , ) et un sous-ensemble de traverses
minimales S  MH .
Sortie : Vrai si S  MH , sinon retourner une traverse minimale de MH n
S.
Un troisième problème a été déni par [BI95] et qui se résume à vérier si deux
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hypergraphes sont transversaux l'un par rapport à l'autre.
Entrée : Deux hypergraphes simples H = (X , ) et H 0 = (X 0, 0).
Sortie : Vrai si H 0 = H t, Faux sinon.
Les trois problèmes sont liés et divers algorithmes ont été proposés pour les ré-
soudre.
1.4 Domaines d'application
L'intérêt pour l'extraction des traverses minimales s'est accru, ces dernières années,
en raison de la diversité des domaines d'application où le recours aux traverses
minimales peut constituer une solution. Le large éventail des domaines d'application,
comme le résume la Figure 1.3 [Hag08], donne ainsi une importance plus grande aux
traverses minimales et motive l'intérêt qu'elles suscitent. Dans ce qui suit, nous en
donnerons un aperçu et nous citerons les problèmes les plus connus, où les traverses
minimales sont applicables.
1.4.1 Bases de données
Plusieurs travaux se sont attachés à appliquer les traverses minimales pour ré-
soudre des verrous scientiques dans le domaine des bases de données. Jouant un
rôle important dans l'identication, de façon minimale, des n-uplets que renferment
les relations, l'identication des clés est fortement liée au problème du calcul des tra-
verses minimales comme l'ont démontré les travaux de [DT99] et de [TS05]. Étant
donné une relation et un ensemble de clés, décider de l'existence d'une autre clé est
un problème, équivalent à celui de la recherche des traverses minimales. Les dépen-
dances d'inclusion [MP03], qui sont une généralisation des clés étrangères dans un
modèle relationnel, peuvent ainsi être déduites en adaptant les techniques de calcul
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Figure 1.3  Domaines d'application des traverses minimales [Hag08]
des traverses minimales d'un hypergraphe. Celles-ci peuvent, par ailleurs, présenter
des solutions aux problèmes de réécriture des requêtes, d'exécution des requêtes et
d'actualisation des vues. Ces dernières, dont le rôle est très important dans la pré-
sentation des données à partir des bases, peuvent en eet être gérées en se basant
sur les traverses minimales. L'inférence des dépendances fonctionnelles représente
aussi un domaine d'application fort intéressant des traverses minimales comme le
montre les travaux de [MR94] et [LPL00] et comme nous le verrons dans le chapitre
4.
1.4.2 Logique
En logique, une clause est une disjonction de littéraux, qui sont des variables
booléennes ou leurs négations, alors qu'un terme est une conjonction. Une formule
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est sous sa forme normale disjonctive (FND) (resp. conjonctive (FNC)) si c'est une
une disjonction de termes (resp. une conjonction de clauses). La détermination de
la dualité FNC/FND est équivalente au problème de calcul des traverses minimales
d'un hypergraphe. En eet, le problème, connu en logique, de la dualisation où il
s'agit de calculer la forme duale normale disjonctive (fnd) monotone et irrédondante
à partir d'une forme normale disjonctive du même type est équivalent au calcul d'un
sous-ensemble des traverses minimales d'un hypergraphe.
1.4.3 Intelligence articielle
Plusieurs problématiques en intelligence articielle ont un lien très fort avec les
traverses minimales, à commencer par l'abduction. Dénie par Peirce, l'abduction
est un mode de raisonnement par lequel des faits utiles sont inventés (contrairement à
l'induction qui consiste à inventer des théories) et est utilisée dans deux acceptations
diérentes. Plus formellement, à partir de l'ensemble caractéristique d'une théorie
de Horn , d'un littéral q et d'un sous-ensemble A de tous les littéraux, il s'agirait de
trouver toutes les interprétations possibles pour q par rapport à A. Dans ce cas, une
théorie logique est un ensemble de formules. C'est une Horn s'il s'agit d'un ensemble
des clauses ayant, chacune, au plus un littéral positif. Les travaux de Eiter et al.
[EG02] ont montré que ce problème de l'abduction est équivalent à une adaptation
du calcul des traverses minimales d'un hypergraphe.
1.4.4 E-commerce
Que ce soit pour des problématiques telles que la recherche du meilleur recou-
vrement, dont les applications sont nombreuses, la réécriture des requêtes dans les
e-catalogues ou la découverte des web services, les techniques d'extraction des tra-
verses minimales peuvent jouer un rôle important en e-commerce, comme le montre
les travaux de [BHL+05]. Ainsi, à titre d'exemple, l'une des tâches les plus impor-
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tantes en web services est de trouver automatiquement les services qui répondent à
des contraintes d'utilisation spéciques aux utilisateurs. Ce problème est singulière-
ment similaire à celui de la recherche d'un ensemble de couverture dans un contexte
de contraintes et pour lequel l'application des techniques de calcul des traverses
minimales s'avère judicieuse.
1.4.5 Fouille de données
Les liens entre certaines problématiques de la fouille de données et les traverses
minimales sont nombreuses. C'est d'ailleurs le domaine où l'application des traverses
minimales est la plus intéressante, comme dans la génération des règles associatives,
des itemsets fermés, des itemsets fréquents ou encore l'analyse formelle de concepts.
Les règles associatives sont de la forme "si x est présent dans une transaction alors
il y a 95% de chance que y soit aussi présent". Elles sont cruciales au cours du
processus d'extraction des connaissances. Une des étapes les plus importantes dans
la génération des règles associatives est le calcul des ensembles fréquents et in-
fréquents. Or, calculer les ensembles maximaux k -fréquents ou les ensembles mi-
nimaux k -infréquents est équivalent à la construction d'un hypergraphe transversal
comme l'ont démontré les travaux de Boros et al. [BGKM03] et, Mannila et Toivonen
[MT97]. Par ailleurs, les règles associatives ayant comme prémisses les générateurs
minimaux sont les règles les plus intéressantes en fouille de données. Les générateurs
minimaux d'un itemset fermé F étant les plus petits itemsets ayant cette même
fermeture F , leur calcul peut être optimisé en utilisant les traverses minimales d'un
hypergraphe selon les travaux de [Gar06] et de [PT02]. Les treillis de concepts qui
jouent un rôle important dans l'extraction de connaissances [PT02] et la génération
des règles à partir de bases de données relationnelles [PT02] peuvent aussi bénécier
des techniques d'extraction des traverses minimales en raison de leur relation avec
les itemsets fermés.
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1.5 Conclusion
Nous avons introduit, dans ce chapitre, les notions-clés de la théorie des hyper-
graphes tout en mettant en exergue les verrous scientiques que posent le problème
de l'extraction des traverses minimales d'un hypergraphe. Le survol des domaines
d'application des traverses minimales démontre l'intérêt, de plus en plus, croissant
pour les traverses minimales et, dans la littérature, plusieurs algorithmes dédiés à
leur calcul ont été proposés. Dans le chapitre suivant, nous présentons un état de
l'art détaillé de ces algorithmes, qui reposent sur des approches diérentes.
Chapitre 2
État de l'art
2.1 Introduction
Plusieurs auteurs se sont intéressés au problème de l'extraction des traverses mini-
males d'un hypergraphe. Dans ce chapitre, nous présentons un état de l'art détaillé
de ces diérentes approches, en mettant en exergue leurs points forts et leurs limites.
Le nombre de traverses minimales d'un hypergraphe pouvant être exponentiel en la
taille de l'hypergraphe, la question de la mise en place d'un algorithme résolvant
le problème de l'extraction des traverses minimales d'un hypergraphe H avec une
complexité polynomiale en jHj reste néanmoins ouverte. Une étude comparative des
diérents algorithmes existants nous permet de situer nos contributions par rap-
port à ces travaux et mettre en lumière l'intérêt des diérentes approches que nous
proposons dans les chapitres suivants.
2.2 Algorithme de Berge [Ber89]
Berge est le premier à s'être intéressé au problème du calcul des traverses mi-
nimales et à avoir proposé un algorithme pour le résoudre. Cet algorithme, dont
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le principe est simple, commence par calculer l'ensemble des traverses minimales
de la première hyperarête, qui est équivalent à l'ensemble des sommets contenus
dans cette dernière. Ensuite, il met à jour cet ensemble des traverses minimales en
ajoutant les autres hyperarêtes, une à une, de manière incrémentale. Ainsi, l'algo-
rithme de Berge construit des hypergraphes partiels au fur et à mesure qu'il ajoute
des hyperarêtes. Néanmoins, l'algorithme a toujours besoin de stocker les traverses
minimales intermédiaires avant de passer à l'étape suivante consistant à ajouter une
nouvelle hyperarête.
Formellement, l'algorithme de Berge repose sur la formule suivante [Ber89] : à partir
d'un hyperpgraphe partiel Hi = (X , ) tel que X = {x1, x2, . . . , xn} et  = {e1, e2,
. . . , ei}, l'ensemble des traverses minimales de fHi 1[ eig = fminfT fxgg tel que
T 2 MHi 1 et x 2 eig. L'opérateur "" désigne le produit cartésien tel que A B
comporte toutes les pairs (a,b) tel que a 2 A et b 2 B.
Algorithme 1: L'algorithme de Berge [Hag08]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH : ensemble des traverses minimales de H
1 début
2 MH1 = {{x} j x 2 1} ;
3 pour i = 2! j  j faire
4 MHi = Min {T  {x} tel que T 2 MHi 1 , x 2 ei}
5 MH = MHjj ;
6 retourner MH
La complexité de cet algorithme, dont le pseudo-code est donné par l'Algorithme
1 est exponentielle en la taille de l'entrée et de la sortie [Hag08]. Ceci s'explique
par la nécessité de stocker toutes les traverses intermédiaires vu que l'ensemble des
traverses minimales n'est généré qu'après l'insertion de la dernière hyperarête. Ceci
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rend l'algorithme de Berge impraticable sur des hypergraphes de grande taille.
Récemment, Boros et al. ont prouvé que le temps de traitement de l'algorithme
de Berge a une borne supérieure subexponentielle de N
p
N [BEM08].
2.3 Améliorations de l'algorithme de Berge
Plusieurs chercheurs ont cherché à améliorer l'algorithme de Berge. Parmi les
améliorations les plus connues proposées récemment gurent celles introduites par
Dong et al. [DL05], Kavvadias et Stavropoulos [KS05] et Bailey et al. [BMR03].
Algorithme 2: L'algorithme de Dong et Li [Hag08]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH : ensemble des traverses minimales de H
1 début
2 MH1 = {{x} j x 2 1} ;
3 pour i = 2! j  j faire
4 Tg = {t 2MHi 1 j t \ ei 6= ;} ;
5 ecovi = {x 2 ei j {x} 2 Tg} ;
6 M0Hi 1 = MHi 1nTg ;
7 e0i = einecovi ;
8 pour chaque t0 2M0Hi 1 trié par ordre croissant de cardinalité faire
9 pour chaque x 2 e0i faire
10 si t0[ {x} n'est le sur-ensemble d'aucun élément de Tg alors
11 Tg = Tg[ {t0[ {x}}
12 MHi = Tg ;
13 MH = MHjj ;
14 retourner MH
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2.3.1 Algorithme de Dong et Li [DL05]
C'est en s'inspirant de l'extraction des itemsets émergeants en fouille de données
que Dong et Li ont proposé une solution, dont le pseudo-code est donné par l'Algo-
rithme 2.
L'algorithme de Dong et Li a été évalué expérimentalement sur de nombreux jeux
de données. Néanmoins, les auteurs n'ont pas eectué une analyse théorique de la
complexité en temps de traitement de leur algorithme. Cependant, cette adaptation
de l'algorithme initial s'est avérée très fructueuse. La principale amélioration de
Dong et Li par rapport à l'algorithme de Berge réside dans l'optimisation réalisée
lors du calcul de MHi 1  ffxg j x 2 eig, et qui consiste à considérer uniquement
les traverses qui intersectent la nouvelle hyperarête traitée et, aussi, à ne prendre
que les sommets de i qui n'appartiennent pas déjà aux traverses minimales déjà
identiées.
2.3.2 Algorithme de Kavvadias et Stavropoulos [KS05]
L'un des inconvénients majeurs de l'algorithme de Berge, observé par Kavvadias
et Stavropoulos, est la consommation excessive en mémoire. Dans la mesure où la
minimalité des nouvelles traverses calculées doit être testée, les traverses minimales
intermédiaires doivent aussi être stockées en mémoire. L'algorithme de Kavvadias et
Stavropoulos tente de surmonter ce problème de consommation mémoire, en utilisant
deux techniques. La première introduit la notion de "sommets généralisés" selon la
Dénition 8.
Dénition 8 Soit H = (X , ) un hypergraphe. L'ensemble X  X est un ensemble
de sommets généralisés de H si tous les sommets de X appartiennent aux mêmes
hyperarêtes de .
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Le pseudo-code de l'algorithme de Kavvadias et Stavropoulos est décrit par l'Al-
gorithme 3. Le principe est le suivant. En ajoutant une hyperarête ei, l'algorithme
met à jour l'ensemble des sommets généralisés avant de considérer les éléments de
MHgi 1 et les sommets constituant i comme les ensembles de sommets généralisés
du niveau i. Hgi 1 étant l'hypergraphe partiel composé uniquement des sommets
généralisés calculés au niveau i   1, les traverses minimales de l'hypergraphe Hgi ,
MHgi , sont ensuite calculées selon la formule de Berge, i.e., en eectuant le produit
cartésien entre MHgi 1 et les sommets généralisés de 
g
i , et en testant la minimalité
de ces traverses candidates.
La seconde technique introduite par Kavvadias et Stavropoulos pour diminuer
la consommation mémoire élevée revient à adopter une stratégie de recherche en
profondeur d'abord. Berge utilisait une forme de parcours en largeur d'abord à
travers la construction d'un "arbre" de traverses minimales. Au i -ème niveau de
l'arbre, les noeuds sont des traverses minimales de l'hypergraphe partiel Hi. Les
descendants d'une traverse minimale T , du niveau i, sont les traverses minimales de
l'hypergraphe Hi+1 incluant T . Le parcours de cet "arbre" est très coûteux puisque
les traverses minimales d'un hypergraphe H sont retrouvées dans le dernier niveau
de l'arbre. De plus, certains noeuds sont "visités" plusieurs fois parce qu'ils peuvent
avoir plusieurs parents.
Pour remédier à ce problème, Kavvadias et Stavropoulos utilisent une stratégie en
profondeur d'abord et introduisent la notion de "sommets appropriés" pour vérier
la minimalité des traverses générées. Ceci permet à l'algorithme de réduire consi-
dérablement le stockage en mémoire durant le calcul des traverses minimales d'un
hypergraphe.
Dénition 9 Soit un hypergraphe H = (X , ) et soit T une traverse minimale de
l'hypergraphe partiel Hi 1 de H. Un ensemble de sommets généralisés X  X n T ,
au niveau i est un ensemble de sommets appropriés pour T si aucun sous-ensemble
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de T [ X, excepté X, ne peut être supprimé sans que les sommets restants ne
représentent plus une traverse.
Algorithme 3: L'algorithme de Kavvadias et Stavropoulos [KS05]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH : ensemble des traverses minimales de H
1 début
2 pour k = 0 ! j  j faire
3 Ajouter_hyperarête(k+1) ;
4 Mettre à jour les sommets généralisés ;
5 Considérer MHgk et k+1 comme étant des sommets généralisés du niveau
k + 1 ;
6 Calculer MHgk+1 = MinfMHgk  ffxig :xi 2 
g
k+1gg ;
7 Déduire MH à partir de MHjj ;
8 retourner MH
L'algorithme de Kavvadias et Stavropoulos n'est pas polynomial en la taille de la
sortie. Son temps de traitement est de l'ordre de N
(loglogN), N désignant la taille
de l'entrée et de sortie [Hag08]. Cet algorithme est l'un des plus performants, en
termes de temps de traitement. Adoptant une stratégie en profondeur, l'algorithme
consomme, par ailleurs, très peu de mémoire vive. Ce qui représente un avantage
non négligeable.
2.3.3 Algorithme de Bailey et al. [BMR03]
Pour traiter les hypergraphes de grande taille, Bailey et al. ont exploité les bonnes
performances de l'algorithme de Dong et Li sur les hypergraphes renfermant des
hyperarêtes de petite taille. L'algorithme de Bailey et al., dont le pseudo-code est
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décrit par l'Algorithme 4, prend en entrée un hypergraphe et comporte un pré-
traitement récursif.
Algorithme 4: L'algorithme de Bailey et al. [Hag08]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH : ensemble des traverses minimales de H
1 début
2 X = X ;
3 Ordonner(X ) ;
4 pour i = 1!j X j faire
5 part = ; ;
6 X = X n xi
7 pour chaque e 2  faire
8 si xi 62 e alors
9 part = part [ {e n X} ;
10 Xpart = Xpart [ xi ;
11 si j part j  2 and Volume(part)  50 alors
12 Algorithme 4 (Xpart, part) ;
13 sinon
14 Mpart = Algorithme 2(part) ;
15 MH = min(MH [ (Mpart  Xpart)) ;
16 Xpart = Xpart n {xi}
17 retourner Tr
A partir d'un sommet ou d'un ensemble de sommets Xpart apparaissant dans le
plus petit nombre d'hyperarêtes dans l'hypergraphe d'entrée, ce pré-traitement vise à
construire un sous-ensemble d'hyperarêtes part ne contenant pas ces sommets Xpart.
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Si j part j est elevée ( 2) et si son volume, fonction de la cardinalité moyenne de
ces hyperarêtes est aussi elevée ( 50) alors l'algorithme de Bailey et al. est appelé
de manière récursive. Sinon, les traverses minimales de part sont déterminées par
l'algorithme de Dong et Li. Les traverses minimales de l'hypergraphe d'entrée sont
ensuite déduites par la méthode de Berge via un produit cartésien entre les traverses
minimales de l'hypergraphe constitué par les hyperarêtes part et Xpart, conjugué à
un test de la minimalité. Les expérimentations menées par les auteurs ont montré
l'ecacité de leur algorithme, sur un type particulier d'hypergraphes, par rapport
aux deux algorithmes considérés, i.e., celui de Fredman et Kachiyan, et celui de
Kavvadias et Stavropoulos (une version antérieure à celle présentée dans la section
2.3.2) .
2.4 Algorithme de Fredman et Kachiyan [FK96]
En 1996, Fredman et Kachiyan ont proposé deux algorithmes pour le calcul des
traverses minimales d'un hypergraphe, l'algorithme FK-A et sa version optimisée,
appelée l'algorithme FK-B. Ce dernier possède la meilleure complexité théorique
connue à ce jour et qui est de N(ologN) où N représente la taille de l'entrée et de sortie
[FK96]. Les auteurs motivent le calcul de traverses minimales comme la solution au
problème de la dualisation des formules booléennes monotones et c'est cette approche
intuitive que nous reprenons. Étant donnée une formule f(x) = f(x1; x2; : : : ; xn)
sous forme normale conjonctive, il s'agit de calculer la formule duale correspondante
fd(x) = f(x) = f( x1; x2; : : : ; xn) sous forme normale conjonctive également. Pour
cela, on obtient aisément fd sous forme normale disjonctive en remplaçant chaque
conjonction de f par une disjonction et vice-versa. Pour calculer la forme normale
conjonctive de la formule duale, il s'agit nalement de développer la forme normale
disjonctive pour constituer les classes de fd. Pour cela, on prendra un littéral dans
chaque terme de f pour constituer une classe. Des simplications apparaissent si
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l'on prend plusieurs fois le même littéral. Pour calculer les traverses minimales d'un
hypergraphe, chaque traverse est construite en prenant un item dans chaque terme
de f : le résultat obtenu est identique à celui fourni par la dualisation des formules
booléennes monotones. Ce problème et celui du calcul des traverses minimales d'un
hypergraphe sont alors parfaitement équivalents.
Par exemple, soit f(x) = (x1_x2) ^ (x1_x2_x3) ^ (x1_x2_x4) ^ (x2_x3_x4) ^
(x1 _x2 _x3 _x4). La formule duale correspondante, obtenue en échangeant chaque
conjonction par une disjonction et vice-versa, est fd(x) = (x1 ^ x2) _ (x1 ^ x2 ^
x3) _ (x1 ^ x2 ^ x4) _ (x2 ^ x3 ^ x4) _ (x1 ^ x2 ^ x3 ^ x4). Si nous développons
scrupuleusement cette dernière expression pour la transformer en forme normale
conjonctive, on obtient la série de clauses suivantes : fd(x) = (x1_x1_x1_x2_x1)
^ (x1_x1_x1_x2_x2) ^ : : : ^ (x2_x3_x4_x4_x4). Ceci donne alors 216 clauses,
dont il n'en restera que trois, après les simplications : fd(x) = x2 ^ (x1 _ x3) ^
(x1 _ x4).
La solution proposée par les auteurs revient à determiner, de façon incrémentale,
si deux formules f et g ne sont pas duales, i.e., f(x) = g(x).
La vérication de la dualité, dans l'algorithme de Fredman et Khachiyan dont le
pseudo-code est donné par l'Algorithme 5, et la mise en évidence d'un disqualieur
sont eectuées grâce à la propriété suivante : en factorisant f et g selon une va-
riable xi, les auteurs font apparaître des formules plus courtes, f0; f1; g0 et g1 qui ne
contiennent pas xi. On obtient ainsi f(x) = (xi ^ f0(y)) _ f1(y) puis g(x) = (xi ^
g0(y)) _ g1(y) (y ne contient pas le littéral xi). f et g sont duales si et seulement si
f1 et g0 _ g1 le sont, ainsi que f0 _ f1 et g1. La taille du problème est ainsi réduite
et permet d'appliquer récursivement ce procédé. Néanmoins, cette méthode est peu
adaptée au calcul des traverses minimales de longueur bornée.
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Algorithme 5: L'algorithme FK-A [FK96]
Entrées : Deux formules monotones sous la Forme Normale Disjonctive f et g
Sorties : Le Dual de f et g
1 début
2 Factoriser f et g
3 Vérier que f et g sont des formes mutuellement duales et que le problème
peut se résoudre en un temps polynomial.
4 si j F j j G j  1 alors
5 le dual de f et g est calculé en O(1).
6 si j F j j G j  2 alors
7 Trouver une variable xi commune à f et g tel que Fréquence(xi) 
1=log(j F j + j G j)
8 f = xif0 _ f1 ;
9 g = xig0 _ g1 ;
10 FK(f1, g0 _ g1) ;
11 FK(g1, f0 _ f1) ;
2.5 Algorithme MtMiner [HBC07]
L'algorithme proposé par Hébert et al. consiste à exploiter les travaux réalisés,
dans la littérature, sur l'extraction de motifs [HBC07]. Les auteurs ont réutilisé
le principe des algorithmes par niveaux pour calculer les traverses minimales d'un
hypergraphe. Cette approche repose donc sur le fait que les bases de données et les
hypergraphes peuvent se représenter de la même manière, i.e, sous la forme d'une
matrice booléenne où les sommets correspondent aux motifs et les hyperarêtes aux
objets.
Par le biais de la correspondance de Galois qui relie les ensembles de motifs et
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les ensembles d'objets, un parallèle est établi entre l'extraction des motifs et l'ex-
traction des traverses minimales. L'extension de cette nouvelle connexion permet
de dénir des classes d'équivalence, pour un hypergrpahe, de façon analogue aux
classes d'équivalence utilisées en fouille de motifs, selon la dénition 10 [Héb07].
Ces classes regroupent les ensembles de sommets appartenant aux mêmes hyper-
arêtes de l'hypergraphe d'entrée H. Le nombre d'hyperarêtes non recouvertes par
un ensemble de sommets est appelé fréquence et correspond alors au nombre d'oc-
currences (support disjonctif) d'un motif en fouille de données. Les traverses de H
sont, dans ce cas, les ensembles de sommets ayant une fréquence nulle. En utili-
sant les propriétés de la fouille de données, les auteurs ont prouvé que les traverses
minimales de H sont les générateurs minimaux de fréquence nulle.
Dénition 10 La classe d'équivalence d'un ensemble de sommets X  X est notée
RgH (X) et est dénie comme suit :
RgH (X) = {X 0 2 X j gH(X 0) = gH(X)} où gH(X) est l'ensemble des hyperarêtes
qui ne contient aucun sommet de X.
L'algorithme MtMiner adopte deux stratégies d'élagage lors du parcours par
niveau des candidats dans le treillis généré. La première repose sur la propriété
d'anti-monotonie de la minimalité dans les classes d'équivalence, selon laquelle si
un ensemble de sommets ne constitue pas un générateur minimal alors l'espace de
recherche généré à partir de celui-ci est élagué.
En eet, si un ensemble de sommets n'est pas un générateur minimal alors aucun de
ses sur-ensembles ne peut être aussi un générateur minimal. Comme les auteurs ont
déjà montré qu'une traverse minimale est nécessairement un générateur minimal, il
est inutile de considérer ces sur-ensembles. La deuxième stratégie d'élagage consiste à
éliminer les sur-ensembles d'un ensemble de sommets qui est une traverse minimale,
puisqu'ils ne vérient pas la condition de minimalité au sens de l'inclusion.
L'algorithme MtMiner eectue un parcours en largeur en démarrant le balayage
2.5 Algorithme MtMiner [HBC07] 30
Algorithme 6: L'algorithme MtMiner [Héb07]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH : ensemble des traverses minimales de H
1 début
2 MH = {{x} j x 2 X et jgH({x})j = 0} ;
3 Gen1 = {{x} j x 2 X et 0 < jgH({x})j < jj } ;
4 k = 1 ;
5 tant que Genk 6= ; faire
6 pour chaque (X[ {x1}, X[ {x2}) 2 Genk Genk faire
7 Z = X [ x1 [ x2 ;
8 gH(Z) = gH(X[ {x1}) \ gH(X[ {x2}) ;
9 i = 1 ;
10 tant que i  k+1 et Zn{xi} 2 Genk et j gH(Z) j < j gH(Zn {xi})
j faire
11 i = i+1 ;
12 si i = k + 2 alors
13 si j gH(Z) j = 0 alors
14 MH = MH [ Z ;
15 sinon
16 Genk+1 = Genk+1[ {Z} ;
17 k = k + 1 ;
18 retourner MH
de l'espace de recherche par les sommets, avant de générer les ensembles plus grands,
suivant une approche inspirée de Apriori [AR94]. La stratégie en largeur permet de
garantir la minimalité des candidats, dans la mesure où chaque candidat n'est gardé
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dans un niveau i qu'après avoir calculé et testé l'extension de ses sous-ensembles
directs, qui se trouvent dans le niveau i-1.
L'ensemble MH est initialisé avec les sommets d'extension vide, i.e, qui appar-
tiennent à toutes les hyperarêtes de l'hypergraphe d'entrée (jgH({x})j = 0). Ces
sommets représentent donc des traverses minimales du niveau 1. A chaque niveau i,
MtMiner génére des candidats Z, à partir des éléments calculés au niveau i-1. Si
le candidat Z vérie la propriété d'anti-monotonie et si jgH({Z})j = 0, il est alors
ajouté à MH , sinon il sera reversé dans Geni+1 et servira comme générateur pour
le niveau i+1. Si Z ne vérie pas la propriété d'anti-monotonie, il n'est donc pas un
générateur minimal et il est tout simplement élagué de l'espace de recherche.
D'après Hébert et al., la complexité de l'algorithmeMtMiner dépend de (H) et
j MH j [Héb07]. Pour chaque traverse minimale T , l'algorithme considère au plus 2jT j
ensembles de sommets et eectue, par conséquent, un nombre d'opérations inférieur
à :
P
T2MH (2
jT j).
De ce fait, pour un hypergraphe H,MtMiner calcule l'ensemble des traverses mi-
nimales MH en O(2(H) j MH j). Cependant, pour Hagen, la complexité réelle de
l'algorithmeMtMiner est de O(N
(log(logN))), telle que N est la taille de l'entrée et
de la sortie de l'algorithme. Hagen présente le calcul détaillé de cette complexité dans
[Hag08]. D'un point de vue performances, MtMiner présente des temps de traite-
ments intéressants, notamment pour des hypergraphes denses et ayant un nombre de
transversalité assez bas. Cependant, et comme souligné par les auteurs, MtMiner
est assez gourmand en consommation mémoire [Elb08].
2.6 Algorithmes de type Shd [MU13]
Murakami et Uno proposent les algorithmes de type Shd, Mmcs et rs, qui visent
à réduire l'espace de recherche [MU13]. En ce sens, ces algorithmes sont destinés
à traiter des hypergraphes de grande taille constitués par un très grand nombre
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d'hyperarêtes.
Les algorithmes de type Shd adoptent une stratégie de parcours en profondeur de
l'espace de recherche qui, dans le cas de rs, est équivalente à celle de l'algorithme de
Kavvadias et Stavropoulos. La principale diérence entre ce dernier et rs repose sur
l'élimination des itérations redondantes où aucun sommet n'est ajouté à un ensemble
de sommets générés auparavant. De plus, Murakami et Uno introduisent deux nou-
veaux concepts, i.e, le test de la transversalité (uncov) et les hyperarêtes critiques
(crit), et ce an d'optimiser les tests sur la minimalité eectués sur l'ensemble des
traverses générées.
Algorithme 7: L'algorithme Mmcs [MU13]
Var. Globale : uncov (initialisé à ), Cand (initialisé à X ), crit [x] initialisé à ;
pour chaque x
Entrées : H = (X , ) : Hypergraphe, X : ensemble de sommets
Sorties : T tel que T 2 MH
1 début
2 si uncov = ; alors
3 retourner X
4 Choisir une hyperarête e à partir de uncov ;
5 C = Cand \ e ;
6 Cand = Cand n C ;
7 pour chaque x 2 C faire
8 Update_crit_uncov(x, crit, uncov) ;
9 si crit(f, X [ x) 6= ; pour chaque f 2 X alors
10 Mmcs(X [ x) ;
11 Cand = Cand [ x ;
12 Restaurer les valeurs de crit et uncov d'avant la ligne 8 ;
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Étant donné X un ensemble de sommets, éventuellement réduit à un singleton,
uncov(X) désigne l'ensemble des hyperarêtes que n'intersectent pas X, i.e, uncov(X)
= {e 2 , e \ X = ;}. X est une traverse si et seulement si uncov(X) = ;.
Pour un sommet x 2 X, une hyperarête e 2  est dite critique pour x si X \ e
= {x}. L'ensemble des hyperarêtes critiques pour x est noté crit(x, X), i.e., crit(x,
X) = {e j e 2 , e \ X = {x}}. Ainsi, un ensemble de sommets X  X est une
traverse si uncov(X) = ; et c'est une traverse minimale si, en plus, crit(x, X) = 6 ;
8x 2 X.
Par ailleurs, si X est une traverse, alors si le sommet x n'a aucune hyperarête
critique, chaque e 2  renferme un sommet de X, autre que x, et X n x est alors
une traverse. Ceci est résumé par la propriété 2 proposée par les auteurs.
Propriété 2 X est une traverse minimale si et seulement si uncov(X) = ; et
crit(x, X) 6= ;, 8 x 2 X.
Les auteurs proposent aussi divers lemmes, dans [MU13], pour optimiser le calcul
de la fonction crit, qui est la clé de leur approche.
Les algorithmes de type Shd se basent donc sur la même approche et l'Algorithme
7 décrit le pseudo-code de l'algorithme Mmcs. Cet algorithme est récursif et fournit
en sortie des traverses minimales en série. Pour tester un ensemble de sommets X,
les algorithmes cherchent, de façon itérative, les sous-ensembles de X et eectuent
un appel récursif pour chacun tout en mettant à jour les ensembles crit et uncov. En
opérant de cette manière, Murakami et Uno permettent à leur algorithme de balayer
l'espace de recherche en profondeur en cherchant seulement les sous-ensembles du
candidat courant. La méthode et les étapes pour la recherche des sous-ensembles
d'un candidat sont détaillées dans [MU13]. L'étude expérimentale eectuée par les
auteurs a montré que les algorithmes de type Shd (et notamment mmcs) présen-
taient des performances très intéressantes et s'imposaient comme les algorithmes les
plus performants dans la littérature.
2.7 Algorithme de Toda [Tod13] 34
2.7 Algorithme de Toda [Tod13]
L'algorithme de Toda est le plus récent dans la littérature [Tod13]. Cet algorithme
fait appel à des structures de données compressées qui permettent d'exploiter les
capacités des diagrammes de décision binaire (bdd) et une des améliorations de ces
dernières, i.e., les zéro diagrammes supprimés de décision (zdd). Les diagrammes de
décision binaires permettent de représenter des fonctions booléennes sous la forme
de graphes orientés. Leurs principes et mécanismes de fonctionnement sont décrits
dans les travaux de [Ake78] et [BRB90].
Toda se base sur les travaux de Donald Knuth sur les zdd et tente de les addition-
ner aux bdd pour optimiser son algorithme. L'intérêt des bdd dans l'algorithme de
Toda se trouve dans la représentation des résultats intermédiaires. Comme le montre
le pseudo-code de l'Algorithme 8, Toda génère d'abord les traverses avant de tester
leur minimalité. Les traverses candidats sont compressées et stockées dans un bdd
avant que le zdd généré ne fournisse les traverses minimales souhaitées. Ainsi, dans
l'Algorithme 8, S(p) dénote la famille des ensembles d'un bdd (ou un zdd).
Algorithme 8: L'algorithme de Toda [Tod13]
Entrées : H = (X , ) : Hypergraphe
Sorties : MH
1 début
2 p = Compresser  en un zdd ;
3 Calculer le bdd q pour toutes les traverses de S(p) ;
4 Calculer le zdd r pour tous les ensembles minimaux dans S(q) ;
5 Décompresser r en un ensemble ? ;
6 retourner ?
Les expérimentations eectuées par Toda visent à comparer son algorithme à celui
de Murakami et Uno, présenté dans la section 2.6. L'etude expérimentale a montré
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que l'algorithme de Toda est compétitif, y compris sur les bases éparses. Ceci peut
être expliqué par les capacités qu'orent les zdd sur ce type de bases.
2.8 Les traverses minimales approchées
Nous avons présenté, dans le chapitre précédent, le problème de l'extraction des
traverses minimales d'un hypergraphe comme étant un problème NP-dicile. En
ce sens, à côté des algorithmes présentés plus haut, d'autres travaux se sont inté-
ressés à la recherche des traverses minimales approchées dans le but de contourner
la diculté du problème [AvG09] [DQ13]. Ces travaux, assez rares toutefois, s'inté-
ressent à une sous-classe des traverses minimales dont les éléments n'intersectent pas
toutes les hyperarêtes de l'hypergraphe d'entrée. Ainsi, dans [AvG09], les auteurs
se sont basés sur une approche évolutionnaire où la transversalité et la minima-
lité sont transcrites dans une fonction objective. D'autres approches introduisent
un certain nombre d'exceptions liées à la transversalité pour générer les traverses
minimales approchées. Récemment, Durand et al. ont présenté dans [DQ13] l'algo-
rithme -MTminer qui permet de calculer les transverses minimales approchées.
L'algorithme prend en compte un nouveau paramètre, , qui correspond au nombre
des hyperarêtes qu'une traverse minimale approchée pourrait ne pas intersecter.
2.9 Discussion
A la lumière de notre description des principaux algorithmes d'extraction des tra-
verses minimales d'un hypergraphe et avec pour objectif de situer nos contributions,
présentées dans les chapitres suivants, par rapport à ces travaux, nous avons synthé-
tisé les caractéristiques de ces algorithmes dans le tableau 2.1. Les critères que nous
avons choisis pour distinguer les diérentes approches sont le principe, sur lequel se
base chaque algorithme, la stratégie d'exploration et les techniques d'élagages.
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Algorithme Algos sous-jacents Stratégie Techniques d'élagages
d'exploration
Berge - Processus En largeur Aucune
incrémental
Dong et Li - Algorithme 1 de Berge En largeur Traverses garanties Tg
- Itemsets emergeants Couvertures d'hyperarêtes ecov
Kavvadias et - Algorithme 1 de Berge En profondeur Sommets généralisés
Stavropoulos Sommets appropriés
Bailey et al. - Algorithme 1 de Berge et En largeur -
Algorithme 2 de Dong et Li
- Partitionnement des
hyperarêtes
FK - Dualisation des formules - Dualité Mutuelle
booléennes monotones
MtMiner - Extraction de motifs En largeur Anti-monotonie de
la minimalité
Mmcs - Itemsets fermés En profondeur uncov et crit
Toda - Structures de En profondeur Caractéristiques des
données compressées bdd et zdd
Table 2.1  Caractéristiques des algorithmes de l'état de l'art
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Les caractéristiques des principaux algorithmes d'extraction des traverses mini-
males ont été établies à partir des diérentes sections présentées dans ce chapitre.
La première constatation qui se dégage de ce tableau est qu'aucune approche n'a mis
à prot la notion de nombre de transversalité, introduite par la Dénition 7. Cette
notion qui donne une indication claire sur le nombre minimum de sommets formant
une traverse minimale peut être intéressante, notamment en adoptant une stratégie
en largeur pour cibler directement le niveau qui contient ces plus petites traverses
minimales. Notre première contribution, qui consiste à détecter les multi-membres
d'un réseau social et qui correspondent à des plus petites traverses minimales d'un
hypergraphe représentant les diérentes communautés d'un réseau social, se base sur
cette notion de nombre de transversalité pour optimiser l'extraction des plus petites
traverses minimales à travers un algorithme appelé om2d que nous introduisons
dans le chapitre suivant.
Une deuxième constatation concerne les éléments générés en sortie par les dié-
rents algorithmes. Tous ces derniers calculent toutes les traverses minimales et leurs
cardinalités sont généralement très importantes. Ce nombre de traverses minimales
pouvant s'avérer exponentiel en la taille de l'hypergraphe, nous nous sommes inté-
ressés à chercher une forme d'irrédondance dans l'ensemble des traverses minimales.
Le fait de représenter cet ensemble de manière concise et exacte améliore le temps
de traitement nécessaire à l'extraction de toutes les traverses minimales. En outre,
et partant du fait que les traverses minimales apportent des solutions dans de nom-
breuses applications, comme présenté dans la section 1.4 du chapitre 1 (page 14),
cette représentation concise a des répercussions directes sur l'optimisation de bien
d'autres problématiques. Notre deuxième contribution, présentée dans le chapitre 4,
met en avant cette notion d'irredondance qui se cache dans les traverses minimales
et l'illustre en présentant son impact sur le problème du calcul de la couverture
minimale des dépendances fonctionnelles en bases de données.
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Enn, notre troisième contribution consiste en une optimisation de l'extraction
des traverses minimales en adoptant la stratégie diviser pour régner. Cette straté-
gie a été utilisée par l'algorithme 4 de Bailey et al. sauf que les auteurs se sont
focalisés sur le partitionnement des hyperarêtes quand celles-ci sont composées d'un
nombre important de sommets. Notre idée se base, plutôt, sur le partitionnement de
l'hypergraphe d'entrée en k hypergraphes partiels tel que k est égal au nombre de
transversalité. De cette manière, nous éliminons le test coûteux de la minimalité sur
les traverses formées par k sommets. Cette approche s'est avérée fructueuse mais,
seulement, sur un certain type d'hypergraphes. Une étude détaillée est présentée
dans le chapitre 5.
2.10 Conclusion
Dans ce chapitre, nous avons présenté les principaux algorithmes de calcul des tra-
verses minimales, proposés dans la littérature. Que ce soit en adoptant une stratégie
en largeur d'abord ou en profondeur d'abord, les diérentes approches ont tenté
d'innover avec pour but commun d'optimiser l'extraction des traverses minimales.
En protant de la notion de nombre de transversalité, inutilisée jusque-là, nous nous
intéressons, dans le chapitre suivant, à une classe particulière des traverses minimales
et à son application dans les systèmes communautaires.
Chapitre 3
Identication des multi-membres
dans un réseau social
3.1 Introduction
Avec l'expansion des systèmes communautaires du Web 2.0, beaucoup de travaux
se sont intéressés à identier les membres clés dans les réseaux sociaux, qualiés,
selon les auteurs, d'inuenceurs, de médiateurs, d'ambassadeurs ou encore d'ex-
perts. Ce problème a été notamment considéré comme un problème de maximi-
sation. Dans ce chapitre, nous présentons un type particulier d'acteurs que nous
appelons multi-membres, en raison de leur appartenance à plusieurs communautés.
Nous introduisons alors un cadre méthodologique pour identier ce type d'acteurs
dans un hypergraphe, dans lequel les sommets sont les acteurs et les hyperarêtes
représentent les communautés. Nous démontrons que détecter les multi-membres
pourrait être ramené au problème d'extraction des traverses minimales à partir d'un
hypergraphe et nous présenterons deux algorithmes d'extraction des multi-membres
qui conjuguent des concepts de la fouille de données et de la théorie des hyper-
graphes. Au cours de l'étude expérimentale, nous étudierons notamment la nature
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des acteurs qui constituent une traverse minimale multi-membres et leurs rôles au
sein du réseau.
3.2 Problématique
C'est en s'appuyant sur des représentations et des concepts issus de la théorie des
graphes que les réseaux sociaux ont été étudiés en sciences sociales dès les années
soixante [Mor34] [CH77]. Parmi les questions essentielles que l'analyse de réseau
s'eorce de traiter gure l'identication d'individus occupant un rôle déterminant
dans le réseau. Ainsi, plusieurs indicateurs tels que la centralité ou le prestige ont été
dénis pour caractériser la position occupée par un acteur [Fre79] [Sco00] [WF94]
[BE92]. Néanmoins, la communauté scientique informatique a été confrontée au
problème du passage à l'échelle des algorithmes classiques de détection de tels indi-
vidus. Avec l'émergence du Web 2.0 et l'explosion des réseaux sociaux sur Internet,
des travaux plus récents se sont attachés à repérer des acteurs qui occupent une place
particulière dans le réseau et qui selon appelés, selon les auteurs, inuenceurs,média-
teurs, ambassadeurs ou encore les experts [Dom05], [STE07a], [STE07b], [ALTY08],
[OH10].
L'identication de tels acteurs a eu, en eet, de nombreuses applications, e.g., dans
les domaines de l'épidémiologie, du marketing, ou encore de la diusion d'innovation.
En particulier, plusieurs algorithmes ont été présentés récemment [LKG+07], [CWY09],
[WCSX10], [CWW10], [CYZ10], [KS06], [GLL11] pour résoudre le problème de re-
cherche d'inuenceurs, redéni comme un problème de maximisation [DR01], [RD02],
[KKT03].
Parmi les modèles de diusion dans un réseau, répertoriés dans la littérature,
on peut distinguer d'une part les modèles linéaires à seuil inspirés des travaux de
Granovetter et Schelling [Gra78], [Sch78] et d'autre part les modèles à cascade in-
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dépendantes [JG01]. Dans tous ces modèles, on considère qu'à un instant donné,
chaque membre du réseau est soit actif soit inactif. On cherche, par un processus
itératif, à déterminer les acteurs devenus actifs à partir d'un sous-ensemble d'ac-
teurs initialement actifs. On suppose bien sûr qu'un acteur peut être inuencé par
ses voisins suivant un certain seuil ou une certaine probabilité. La mise en oeuvre
de ces modèles requiert donc l'estimation de ces probabilités d'inuence ou de ces
seuils. Cependant, l'estimation des paramètres n'est pas le seul inconvénient de ces
modèles.
En eet, la recherche des inuenceurs dans un réseau peut être énoncée plus formel-
lement comme un problème d'optimisation discrète, connu dans la littérature sous
le nom de "inuence maximization" ou "spread maximisation". Étant donné A, un
ensemble d'acteurs du réseau et une mesure d'inuence associée à cet ensemble, dé-
nie comme le nombre des acteurs devenus actifs à partir de A, le problème revient à
déterminer, pour un paramètre k donné, les k acteurs du réseau qui maximise la fonc-
tion d'inuence. Or, Kempe et al. ont démontré que ce problème était NP-complet
pour les deux familles de modèles citées précédemment [KKT03].
En s'appuyant sur la théorie des fonctions submodulaires, Kempe a aussi déni
un cadre d'analyse généralisant les modèles à cascade et les modèles à seuil, et a
montré qu'il est possible de déterminer une solution qui approche la solution opti-
male à un facteur près, à l'aide d'algorithmes gloutons, tels que Greedy Algorithm
[KKT03]. Ceci a conduit au développement d'heuristiques permettant de détermi-
ner approximativement les inuenceurs dans un réseau. Ainsi, en suivant ce cadre
d'analyse, Leskovec et al. ont développé l'algorithme "Cost-Eective Lazy Forward"
(CELF), qui a donné lieu ensuite à plusieurs extensions, telles que NewGreedy et
MixedGreedy introduit par Chen et al. ou, plus récemment, CELF++ par Goyal et
al. [LKG+07], [CWY09], [GLL11].
L'algorithme Greedy a fait aussi l'objet d'autres améliorations, exploitant des pro-
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priétés spéciques du modèle à cascade [KS06] [CWW10] ou du modèle à seuil
[CYZ10]. D'autres solutions ont aussi été proposées pour résoudre le problème de
maximisation de l'inuence, comme par exemple le modèle de vote de Even-Dar et
al., qui exploite d'ailleurs les mêmes hypothèses que les modèles à seuil [EDS07]. Ce-
pendant, tous les travaux cités précédemment considèrent la recherche d'inuenceurs
comme un problème d'optimisation sans tenir compte explicitement des communau-
tés présentes dans le réseau. Or, comme le souligne Scripps et. al., il peut être utile,
pour identier des inuenceurs, de mieux connaître les positions occupées par les ac-
teurs au sein des communautés présentes dans le réseau [STE07b], [STE07a]. C'est
d'ailleurs le principe de l'algorithme Community-based Greedy, qui consiste juste-
ment à détecter des communautés en tenant compte du processus de diusion au
sein du réseau puis à identier les inuenceurs au sein des communautés [WCSX10].
Cependant, comme les algorithmes précédemment cités, Community-based Greedy
suppose que le réseau est décrit par un graphe simple de sorte que les relations
entre les acteurs pris deux à deux sont connues. Ainsi, ces algorithmes exploitent
la matrice d'adjacence associée au graphe décrivant le réseau. Dans de nombreuses
applications, on ne dispose pas forcément de cette information. Par contre, on sait
à quelle(s) communauté(s) appartient un acteur. Ainsi par exemple, on sait quels
sont les chercheurs qui ont participé à la conférence KDD et ceux qui ont assisté
à VLDB sans forcément connaître les liens directs existants entre ces chercheurs.
De même, dans le domaine du marketing, on peut savoir quels sont les clients qui
ont acheté des articles d'une gamme de produits sans savoir s'ils sont en relation.
Dans ces deux cas, il peut être intéressant d'identier des acteurs, en nombre le plus
petit possible, susceptibles de diuser des idées ou recommandations d'un groupe à
un autre. C'est ce problème que nous nous proposons de résoudre. Nous émettons
l'hypothèse que la propagation repose sur des acteurs qui sont susceptibles d'assurer
la transmission entre les groupes d'individus. En ce sens, les multi-membres que
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nous recherchons sont, pour partie, des ambassadeurs tels que Scripss et al les dé-
nissent [STE07b]. Il s'agirait donc de déterminer le plus petit ensemble de membres
du réseau susceptibles de couvrir toutes les communautés.
L'objectif est donc de déterminer le plus petit ensemble d'acteurs, appelés multi-
membres, qui sont susceptibles de représenter au mieux possible les diérentes com-
munautés du réseau en analysant le réseau dans ce contexte d'information incomplète
où nous ne disposons pas de la matrice d'adjacence associée au graphe représentant
le réseau mais où, en revanche, les communautés sont données.
Pour ce faire, nous proposons de représenter le système communautaire sous la
forme d'un hypergraphe dans lequel les sommets représentent les acteurs et les hy-
perarêtes représentent les communautés. Dans cet hypergraphe, les multi-membres
pourront être déterminés à partir des traverses minimales de l'hypergraphe, elles-
mêmes dénies comme un ensemble de sommets, minimal au sens de l'inclusion, qui
intersecte toutes les hyperarêtes [Ber89].
3.3 Denition d'une traverse minimale multi-membres
Un réseau social peut être déni comme un ensemble d'entités interconnectés les
unes aux autres [WF94]. Ces entités sont généralement des individus ou des organi-
sations. Les relations matérialisent les interactions entre les entités.
Dans le contexte d'un hypergraphe où nous disposons seulement des communautés
d'un réseau modélisées par les hyperarêtes, nous considérons que les multi-membres
correspondent au plus petit ensemble de sommets tel qu'au moins un élément ap-
partient à chaque communauté et, si possible, avec plusieurs éléments appartenant à
des communautés de large taille. En ce sens, la dénition des multi-membres peut se
baser sur celle d'une traverse minimale dénie comme étant un ensemble de sommets
ayant une intersection, non vide, avec chaque hyperarête.
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1 2 3 4 5 6 7 8
{1, 2} 1 1 0 0 0 0 0 0
{2, 3, 7} 0 1 1 0 0 0 1 0
{3, 4, 5} 0 0 1 1 1 0 0 0
{4, 6} 0 0 0 1 0 1 0 0
{6, 7, 8} 0 0 0 0 0 1 1 1
{7} 0 0 0 0 0 0 1 0
Figure 3.1  Un exemple d'hypergraphe H = (X ; ) et la matrice d'incidence IMH
correspondante
Exemple 5 Dans la suite de ce chapitre, nous utiliserons à titre illustratif l'hyper-
graphe H = (X ; ) de la Figure 3.1 (gauche) tel que X = f1; 2; 3; 4; 5; 6; 7; 8g et 
= {{1; 2}, {2; 3; 7}, {3; 4; 5}, {4; 6}, {6; 7; 8}, {7}}. L'ensemble de ses traverses mi-
nimales MH est {{1; 4; 7}, {2; 4; 7}, {1; 3; 6; 7}, {1; 5; 6; 7}, {2; 3; 6; 7}, {2; 5; 6; 7}}.
La Table de la gure 3.1 (droite) représente la matrice d'incidence associée à l'hy-
pergraphe H. Cet exemple d'hypergraphe H sera repris tout au long de ce chapitre
pour illustrer notre approche et extraire les multi-membres de H.
Nous pouvons redénir une traverse minimale à partir de la notion d'ensemble de
sommets essentiels.
Dénition 11 Support d'un ensemble de sommets
Soit l'hypergraphe H = (X , ) et X un sous-ensemble de sommets de X . Nous
dénissons Supp(X) comme le nombre d'hyperarêtes de H, renfermant au moins un
élément de X : Supp(X) = jfe 2 j9x 2 X ^ R(e; x) = 1gj, R    X étant
la relation binaire entre les hyperarêtes et les sommets de la matrice d'incidence
correspondante à H.
Ainsi, l'ensemble X peut être vu comme une disjonction de sommets (x1 _ x2 _
: : :_ xn) tel que la présence d'un seul sommet de X sut à armer que X satisfait
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une hyperarête donnée, indépendamment des autres sommets.
Dénition 12 Ensemble essentiel de sommets ([CCL05]) Soit l'hypergraphe
H = (X , ) et X  X . X représente un ensemble essentiel de sommets si et
seulement si : Supp(X) > maxfSupp(Xnx) j 8x 2 Xg.
Il est important de souligner que les ensembles essentiels, extraits à partir d'une
matrice d'incidence, vérient la propriété d'idéal d'ordre des itemsets essentiels, i.e,
si X est un ensemble essentiel, alors 8Y  X, Y est aussi un ensemble essentiel. De
plus, la notion de traverse peut être redénie par le biais du support d'un ensemble
de sommets et de la notion d'ensemble essentiel, selon la proposition 1.
Proposition 1 Traverse minimale
Un sous-ensemble de sommets X  X est une traverse minimale de l'hypergraphe
H, si X est essentiel et si son support est égal au nombre des hyperarêtes de H,
autrement dit, X est un ensemble essentiel tel que Supp(X)=jj.
Preuve 1 Soit X un ensemble essentiel de sommets tel que Supp(X)=jj. Par
conséquent, X
T
ei 6= ; 8ei 2 ; i = 1, . . . , m. Donc, d'après la dénition 7,
X est une traverse. La minimalité de X tient à son "essentialité". En eet, puisque
X est essentiel, alors son support est strictement supérieur à celui de ses sous-
ensembles directs. Par conséquent, @X1  X s.t. Supp(X1)=jj. X est donc une
traverse minimale.
Exemple 6 L'ensemble des traverses minimales MH , calculées à partir de l'hy-
pergraphe de l'Exemple 5, est {{1; 4; 7}, {2; 4; 7}, {1; 3; 6; 7}, {1; 5; 6; 7}, {2; 3; 6; 7},
{2; 5; 6; 7}}.
En se basant sur les dénitions présentées ci-dessus, nous pouvons donner une
dénition plus formelle des traverses minimales multi-membres (tmm).
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Dénition 13 Traverse minimale multi-membres
Soit H = (X , ), un hypergraphe et X  X . X est appelé Traverse minimale multi-
membre, noté Tmm, si X vérie les trois conditions suivantes :
1. (Condition nécessaire) : X est une traverse minimale : X 2 MH .
2. (Condition de composition) : X est minimale dans MH dans le sens de
la cardinalité : jXj = (H) where (H) = Min fjTj, 8T2MHg. (H) est le
nombre de transversalité de H.
3. (Condition de recouvrement maximum) :P
ei2=ei
T
X 6=;
jeij = Max f
P
ei2xi=ei
T
T 6=;
jeij, 8 T 2 MH tel que jTj = (H) g.
Ainsi, un ensemble de sommets est une Tmm s'il constitue une traverse minimale,
si sa taille est la plus petite possible et s'il maximise la condition de recouvrement.
Spéciquement, la première condition assure qu'il existe au moins un multi-membre
dans chaque communauté. La seconde suppose que l'ensemble des multi-membres est
le plus petit possible. Ainsi, l'objectif est de représenter toutes les communautés avec
un nombre minimal de sommets. La troisième condition, calculant le recouvrement
maximum, prend en compte le fait que certains multi-membres peuvent appartenir
à une ou plusieurs mêmes communautés. Dans ce cas, le but est de favoriser les
éléments qui appartiennent aux communautés les plus grandes.
Exemple 7 Pour l'hypergraphe de l'Exemple 5, nous avons une seule Tmm. C'est
la traverse minimale {2; 4; 7}.
3.4 Méthodologie et algorithmes d'extraction des
multi-membres
A présent, nous introduisons un premier algorithme d'extraction des multi-membres,
baptisé M2D, qui balaye l'espace de recherche en largeur. M2D repose sur la pro-
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priété d'ordre idéal garantie par les ensembles de sommets essentiels pour l'élagage
des candidats. En ce sens, cet algorithme agit d'une manière brute-force en générant
les candidats nécessaires. Il s'arrête après avoir atteint le niveau k, i.e. le nombre de
transversalité, où a été détecté la première traverse minimale.
3.4.1 Algorithme M2D
L'algorithme M2D, dont le pseudo-code est décrit par l'algorithme 9, prend en
entrée un hypergraphe H et fournit en sortie l'ensemble des Tmms. L'algorithme
eectue un parcours en largeur d'abord, i.e., il opère par niveau pour déterminer
les ensembles de sommets essentiels. A chaque niveau k, un appel à la procédure
Apriori-Gen [AR94] est eectué pour calculer les candidats de taille k, à partir des
ensembles de sommets essentiels de taille k   1. En eet, Apriori-Gen génère un
nouveau candidat X 00 = fx1; x2; : : : ; xi 1; xi; xi+1g à partir de deux candidats X 0 et
X, tels que X 0 = fx1; x2; : : : ; xi 1; xig et X = fx1; x2; : : : ; xi 1; xi+1g. M2D calcule,
ensuite, le support des k-candidats générés, à la ligne 9, et vérie si leurs supports
respectifs sont strictement supérieurs à ceux de leurs sous-ensembles directs (ligne
10).
Si parmi les ensembles de sommets essentiels, générés à un niveau k, il existe au
moins un sommet, dont le support est égal au nombre d'hyperarêtes de l'hypergraphe
(ligne 12), la boucle de la ligne 8 s'arrête et TMM renferme alors l'ensemble des
traverses minimales qui sont minimales au sens de la cardinalité.
Ces ensembles de sommets vérient aussi bien la condition nécessaire que la condi-
tion de composition de la dénition 13. Au nal, parmi ces candidats, les Tmms sont
déterminés en se basant sur la fonction de calcul du recouvrement (ligne 16). Cette
fonction calcule le nombre de sommets couverts par chaque candidat (i.e., la somme
des cardinalités des communautés auxquelles appartient ce candidat) et retourne
ceux qui ont la valeur maximale. Ainsi, la troisième condition de la dénition 13 est
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Algorithme 9: M2D
Entrées : H = (X , ) : Hypergraphe
Sorties : TMM
1 début
2 TMM = ; ;
3 i := 1;
4 pour chaque x 2 X faire
5 si Supp(x) = jj alors
6 TMM = TMM[ fxg;
7 si TMM 6= ; alors
8 Aller ligne 19
9 sinon
10 nd = false ;
11 tant que Li 6= ; ou nd = false faire
12 Ci+1 := Apriori-Gen(Li);
13 Li+1 := fX 2 Ci+1 j @ x 2 X : Supp(X) = Supp(Xnx)g;
14 pour chaque X 2 Li+1 faire
15 si Supp(X) = jj alors
16 TMM = TMM[ fXg;
17 nd = true ;
18 i := i + 1;
19 TMM = Recouvrement(TMM) ;
20 retourner TMM
aussi vériée.
Exemple 8 Illustrons le déroulement de l'algorithme M2D sur l'hypergraphe de la
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Min. Tran. Recouvrement
1 4 7 8
2 4 7F 10
1 3 6 7
1 5 6 7
2 3 6 7
2 5 6 7
Table 3.1  Les Tmms extraits à partir de l'hypergraphe de la Figure 3.1
Figure 3.1.M2D balaye l'espace de recherche en opérant en largeur jusqu'à arriver au
niveau 3. Toutes les traverses minimales, que renferme l'hypergraphe de la gure 3.1
(page 44), sont données par la première colonne du tableau 3.1. Seules les plus petites
traverses minimales, au sens de la cardinalité, nous intéressent et c'est la raison
pour laquelle l'algorithme s'arrête au troisième niveau. Ces traverses minimales sont
marquées comme étant des Tmms candidates : {1 4 7} et {2 4 7} dans le tableau 3.1.
La fonction Recouvrement calcule, pour chaque candidat, la somme des tailles
des communautés auxquelles il appartient et ne gardera que celui qui la maximise.
Ainsi, le premier Tmm candidat est {1, 4, 7}. Le sommet 1 couvre le sommet 2, le
sommet 4 couvre les sommets 3, 5 et 6. Enn, le sommet 7 couvre les sommets 2, 3,
6 et 8. Le candidat {1, 4, 7} couvre donc, deux fois, chacun des sommets 2, 3 et 6,
et une seule fois les sommets 5 et 8. Ainsi, le recouvrement du candidat Tmm {1, 4,
7} est égal à 8 sommets alors que, dans le même temps, le candidat {2, 4, 7} couvre
au total 10 sommets. Ce dernier candidat est alors la seule Tmm de l'hypergraphe
d'entrée et est retourné par l'algorithme M2D.
L'algorithme M2D balaye l'espace de recherche du niveau 1 jusqu'au niveau k,
i.e., le niveau renfermant les plus petites traverses minimales. Sachant que les Tmm
appartiennent à un et un seul niveau, l'ensemble des candidats générés du niveau 1
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jusqu'au niveau k   1 est inutile puisque ces derniers ne vérient pas la condition
nécessaire de la dénition 13. Cette génération inutile des candidats handicape sé-
rieusement l'ecacité du processus de recherche des Tmms, spécialement dans les
bases éparses où la taille des Tmms est large (i.e., localisées dans un niveau élevé de
l'espace de recherche). Idéalement, il serait plus bénéque d'accéder directement à
ce niveau k. Dans l'exemple ci-dessus, les candidats de taille 1 et 2 ne renferment pas
des Tmms puisque la taille de la plus petite traverse minimale est égale à 3. Ainsi,
"sauter" les niveaux 1 et 2 présenterait une optimisation conséquente dans la mesure
où le nouveau algorithme n'aura pas à générer et tester les candidats inutiles. Cet
algorithme, appelé O-M2D, est une optimisation de l'algorithmeM2D et détermine
intelligemment le niveau adéquat k pour identier les Tmm à partir des k-candidats
uniquement.
3.4.2 Algorithme O-M2D
Comme M2D, l'algorithme O-M2D prend en entrée un hypergraphe H et donne
en sortie l'ensemble des Tmms. Le balayage s'eectue sur un seul niveau, i.e., le
niveau qui renferme les Tmms. O-M2D commence par invoquer la fonction Get-
MinTransversality, dont le pseudo-code est décrit par l'Algorithme 11, pour
localiser le niveau où la taille des candidats générés est égale à celle des Tmms (ligne
2). Ce niveau correspond au nombre de transversalité de l'hypergraphe d'entrée.
Ensuite, O-M2D génére, un à un, l'ensemble des k-candidats (ligne 3). Pour
chaque k-candidat, i.e., ensemble de sommets de taille k, l'algorithme calcule son
support (ligne 4). Si ce support est strictement supérieur au maximum des supports
de ses sous-ensembles directs et qu'il est égal au nombre des hyperarêtes (ligne 5),
alors ce candidat est marqué comme étant une traverse minimale et donc une Tmm
potentielle.
Quand toutes les traverses minimales ont été extraites, la fonction Recouvre-
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ment (ligne 7) se charge d'identier l'ensemble des Tmms, comme expliqué plus
haut.
Algorithme 10: O-M2D
Entrées : H = (X , ) : Hypergraphe et IMH sa matrice d'incidence
correspondante
Sorties : TMM
1 début
2 Level := GetMinTransversality(IMH) ;
3 pour chaque X  X tel que j X j = level faire
4 si @ x 2 X : Supp(X) = Supp(Xnx) alors
5 si Supp(X) = jj alors
6 TMM = TMM[ fXg;
7 TMM = Recouvrement(TMM) ;
8 retourner TMM
La fonction GetMinTransversality recherche le nombre minimal de sommets
pouvant constituer une traverse minimale, i.e. le nombre de transversalité de l'hy-
pergraphe. Pour ce faire, la fonction parcourt les sommets, un par un (ligne 3).
Pour chaque élément x de X , GetMinTransversality supprime de la matrice
d'incidence IMH les hyperarêtes de  qui contiennent x (ligne 5). Les hyperarêtes
restantes sont stockés dans 0. La fonction invoque ensuite hyp_empty, dont le
pseudo-code est donné par l'Algorithme 12. hyp_empty est une fonction récursive
qui stocke dans T les sommets ayant le plus grand support dans 0 (ligne 5) et les
traitera, un par un, en supprimant à chaque fois les hyperarêtes auxquelles appar-
tient le sommet traité (ligne 8). La condition d'arrêt de notre fonction récursive
est l'absence d'hyperarêtes dans 0 (ligne 2). La valeur stockée dans m correspond
au nombre d'appels à la fonction hyp_empty nécessaires pour que 0 soit égal à
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Algorithme 11: GetMinTransversality
Entrées : Matrice d'incidence IMH associée à H = (X , )
Sorties : T : Une plus petite traverse minimale de H ; k : Nombre de
transversalité de H
1 début
2 k = j  j ;
3 T = ; ;
4 pour chaque x 2 X faire
5 i = 1 ;
6 Ttmp = ; ;
7 Ttmp[i] = x ;
8 0 =  n fe 2  j x 2 eg ;
9 (n, Ttmp) = hyp_empty(0, j  j, i, Ttmp) ;
10 si n < k alors
11 k = n ;
12 T = Ttmp ;
13 retourner (k, T )
l'ensemble vide. Pour chaque élément de T , la fonction vérie si m est la valeur
trouvée jusque-là, parmi les éléments traités de T . Si tel est le cas, elle est stockée
dans min dont la valeur est retournée à la n. Pour chaque sommet x traité, l'en-
semble 0 est réactualisé à toutes les hyperarêtes de l'hypergraphe auxquelles nous
supprimons celles qui contiennent x. Au nal, GetMinTransversality retourne
le nombre minimum d'itérations permettant de "vider" la matrice d'incidence. La
valeur de k, retournée par la fonction, correspond ainsi au nombre de transversalité
de l'hypergraphe d'entrée H.
Conjecture 1 La fonction GetMinTransversality permet d'obtenir une borne
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Algorithme 12: hyp_empty
Entrées : 0 : Ensemble d'hyperarêtes ; min, i : entier ; Ttmp : tableau de
sommets
Sorties : min : Nombre minimum d'itérations pour obtenir un hypergraphe
vide ; T 0 : Ensemble de sommets de cardinalité égale à min
1 début
2 si 0 = ; alors
3 retourner (i, Ttmp)
4 sinon
5 T = {x 2 X tel que j fe 2 0 j x 2 eg j = max
fj fe 2 0 j xl 2 eg j; xl 2 Xg} ;
6 T 0 = ; ;
7 i = i + 1 ;
8 pour chaque x 2 T faire
9 00 = 0 n fe 2 0 j x 2 eg ;
10 Ttmp[i] = x ;
11 (m, Ttmp) = hyp_empty(00, min, i, Ttmp) ;
12 si m < min alors
13 min = m ;
14 T 0 = Ttmp ;
15 retourner (min, T 0)
maximale du nombre de transversalité, noté (H) dans la Denition 13, d'un hypeer-
graphe. Dans le meilleur des cas, cette borne est exactement le nombre de transver-
salité.
Exemple 9 Reconsidérons l'exemple illustratif de la Figure 3.1. En optimisant,
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comme nous l'avons expliqué précédemment, l'algorithme M2D, les sommets et 2-
candidats ne sont pas générés et, donc, leurs supports ne sont pas calculés. O-M2D
accède directement au niveau 3, générant tous les 3-candidats. Parmi ces 3-candidats,
O-M2D détecte 24 ensembles de sommets essentiels mais seulement deux d'entre eux
sont des traverses minimales : f1; 2; 7g et f2; 4; 7g. En d'autres termes, seuls ces deux
ensembles de sommets ont un support égal au nombre d'hyperarêtes. La fonction re-
couvrement permet de déterminer, au nal, la ou les Tmms. Le recouvrement du
Tmm candidat {1, 4, 7} est égal à 8 sommets alors que celui du candidat {2, 4, 7}
est égal à 10 sommet. Donc, O-M2D sélectionne {2, 4, 7} comme unique Tmm, en
sortie.
3.5 Etude de la complexité
A partir d'un hypergraphe de n sommets et m hyperarêtes, nous avons :
1. La fonction GetMinTransversality a une complexité exponentielle, au
pire des cas, de O(m  nm+1), avec n = X et m = j  j, pour déterminer le
nombre de transversalité.
2. La cardinalité de l'ensemble des candidats de taille k générés est égale à Ckn.
(a) O-M2D calcule, ensuite, le support de chaque sous-ensemble direct. Le
support est obtenu en m opérations.
(b) Le support de X est calculé en m opérations.
3. Les tests pour vérier que X est une traverse minimale s'eectuent en O(1).
Pour un hypergraphe donné H, l'algorithme O-M2D calcule donc l'ensemble des
multi-membres en : O(m  nm+1  m  Ckn)  O(m2  nm+1 * Ckn).
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3.6 Etude expérimentale
Au cours de notre étude expérimentale, nous mettons l'accent sur une évaluation
approfondie des performances des algorithmes présentés dans la section précédente.
Nous comparons à travers les nombreuses expérimentations menées, les performances
de O-M2D vs respectivement M2D, MtMiner [HBC07] et ks [KS05]. De tous les
algorithmes d'extraction des traverses minimales existants dans la littérature, notre
choix s'est porté sur ces deux derniers en raison des disponibilités de leurs codes
sources 1. Nous avons ainsi eu la possibilité de les modier pour qu'ils ne calculent que
les plus petites traverses minimales. Par ailleurs, tous les algorithmes considérés sont
implémentés en C++ (compilés avec GCC 4.1.2) et les expérimentations réalisées
sur une machine munie d'un processeur Intel Core i7 ayant une fréquence d'horloge
de 2GHz et 6 Go de mémoire centrale, et avec le système d'exploitation de Linux,
Ubuntu 10.04.
Durant ces expérimentations, nous avons considéré un jeu de données lié à une
application de gestion de projet, des jeux de données "pire des cas" ainsi qu'un autre
ensemble de jeux que nous avons construit à partir de deux bases de données du
monde réel. Tout au long de notre étude expérimentale, nous avons vérié que la
borne maximale retournée par la fonction GetMinTransversality est bien égale
au nombre de transversalité pour chaque hypergraphe traité.
Jeu de données de gestion de projets
En gestion de projet, nous pouvons connaître les compétences requises pour mener
à bien un projet donné, ainsi que celles des acteurs. L'objectif est alors d'identier
le plus petit ensemble d'individus capables de réaliser le projet. De plus, on peut
souhaiter que chaque acteur puisse avoir le plus de compétences possibles. Ceci
revient alors à chercher les tmms.
1. Nous remercions les auteurs d'avoir mis à notre disposition leurs codes sources.
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Dans ce cas, une communauté serait composé d'un ensemble d'acteurs orant une
même compétence. Les communautés ne sont pas disjointes puisqu'un acteur peut
avoir plusieurs compétences. Le jeu de données correspondant à ce problème est re-
présenté par un hypergraphe constitué de 168 sommets, dont chacun correspond à un
acteur, et 50 hyperarêtes, dont chacune correspond à une communauté, c'est à dire
à une compétence nécessaire pour le projet. Les caractéristiques de cet hypergraphe,
jComm.j jX j jj jMH j #Tmm (H)
PM 5 168 50 320 16 9
Table 3.2  Caractéristiques du jeu de données de gestion de projets
appelé PM, sont résumés par le tableau 3.2 où jComm.j correspond à la taille de
la plus petite hyperarête, jX j au nombre de sommets, jj au nombre d'hyperarêtes,
jMH j au nombre de traverses minimales, #Tmm au nombre de multi-membres cal-
culés et (H) au nombre de transversalité. L'objectif est donc de rechercher les
plus petits ensembles d'acteurs ayant les compétences requises pour mener à bien le
projet.
Performances et interpretations sur le jeu de données de gestion de
projet : Comme le montre le tableau 3.3, MtMiner est incapable de traiter ce
jeu de données alors que les algorithmes ks, M2D et O-M2D nécessitent, respec-
tivement, 307; 15, 1688,22 et 158,93 secondes pour extraire les traverses minimales
multi-membres.
Nos algorithmes ont extrait 320 traverses minimales d'une taille égale à 9 qui
correspond à la valeur du nombre de transversalité, noté (H) dans la dénition 13.
Ceci signie que nous devons réunir au moins neuf acteurs pour la réalisation du
projet et ces 320 traverses minimales correspondent aux sous-ensembles d'acteurs
ayant les compétences nécessaires pour le projet. Parmi ces 320 traverses minimales,
seulement 16 sont considérées comme des traverses minimales multi-membres. Ces
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dernières maximisent la condition de recouvrement. La particularité de ces traverses
minimales multi-membres est qu'elles contiennent un ou plusieurs acteurs présentant
diverses compétences. Ainsi, nos algorithmes parviennent à trouver des équipes, de
taille minimale ayant le maximum de compétence, qui sont le plus aptes à conduire
le projet.
ks Mtminer M2D O-M2D
PM 307,15 - 1688,22 158,93
Table 3.3  Jeu de données de gestion de projets : temps d'exécution (en secondes)
Bases de communautés sociales
Dans cette seconde expérimentation, nous considérons des folksonomies, à partir
desquelles nous avons extrait des communautés. Une folksonomie est un néologisme,
né de la jonction des mots folk (i.e., les gens) et taxonomie, désignant un système
de classication collaborative par les internautes [Mik07]. L'idée est de permettre à
des utilisateurs de partager et de décrire des objets via des tags librement choisis.
Formellement, une folksonomie est composée de trois ensembles U , T , R et d'une
relation ternaire Y entre eux, où T est un ensemble de tags (ou étiquettes) et R
est un ensemble de ressources partagées par les utilisateurs, qui peuvent être des
sites web à marquer 2, des vidéos personnelles à partager 3 ou des lms à décrire 4
selon le type de la folksonomie considérée. Quant à l'ensemble U , il consiste en
l'ensemble d'utilisateurs d'une folksonomie qui sont décrits par leurs identiants
(pseudonymes).
Nous avons appliqué l'algorithme Tricons [CJB12] pour l'extraction des tri-
2. http ://del.icio.us
3. http ://youtube.com
4. http ://movielens.org
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concepts associés à de telles folksonomies. Ces derniers sont des ensembles maximaux
de la forme (Utilisateurs, Ressources, Tags) : l'ensemble maximum d'utilisateurs, qui
ont partagé un ensemble maximal de ressources qu'ils ont annoté avec un ensemble
maximal de tags.
Pour extraire les communautés, nous projetons les tri-concepts sur la dimension
"Utilisateurs". Ceci est réalisé en faisant varier le seuil du support minimal des uti-
lisateurs, i.e., minsuppu, qui est le nombre minimal d'utilisateurs qu'un tri-concept
peut contenir. Dans ce qui suit, nous décrivons les folksonomies considérées au cours
de nos expérimentations.
1. del.icio.us 1 : le système del.icio.us est un service de marque-page social
qui ore à ses utilisateurs la possibilité de partager leurs pages web préférées.
La base de données considérée dans ce rapport contient tous les marque-pages
ajoutés sur le site http ://delicious.com en Janvier 2007. Le processus de ré-
cupération regroupe quelque 494; 636 marque-pages qui ont été publiés par
54; 915 utilisateurs par le biais de 64; 968 tags sur 129; 220 ressources. Dans
cette étude expérimentale, nous considérons qu'une communauté, dans une
base del.icio.us, est constituée des utilisateurs ayant partagé, au moins, deux
mêmes pages web. Avant l'application de nos algorithmes, un pré-traitement
sur ces données a permis de dégager les communautés qui serviront d'hyper-
arêtes dans l'hypergraphe d'entrée.
2. MovieLens 2 : il s'agit d'un système de recommandation lmographiqueMo-
vieLens, dont le site web a été conçu par un groupe de recherche, GroupLens,
à l'université de Minnesota, aux États-Unis. Disponible au public, ce jeu de
données contient des évaluations explicites au sujet de lms. Le site met à
disposition deux jeux de données d'évaluations de lms, de tailles diérentes.
Le premier jeu comprend 1; 000; 000 évaluations, de 1 à 5 étoiles, faites par
1. www.delicious.com
2. www.movielens.umn.edu
3.6 Etude expérimentale 59
environ 6; 000 utilisateurs, et le second comprend 100; 000 évaluations fournies
par 943 utilisateurs sur 1; 682 lms, entre Septembre 1997 et Avril 1998. C'est
ce second jeu de données que nous avons utilisé pour nos tests, en considérant
qu'une communauté est formée des utilisateurs qui ont fourni leur avis sur au
moins deux mêmes lms.
En variant minsuppu, nous obtenons quatre jeux de données à partir de la base
de données del.icio.us des folksonomies (notés Del1, Del2, Del3 et Del4 ) et trois
jeux de données à partir de la base de données Movielens des folksonomies (notés
Mov1, Mov2 et Mov3 ). Dans l'hypergraphe associé à chaque jeu de données, les
sommets représentent les utilisateurs et les hyperarêtes correspondent aux commu-
nautés où une communauté représente un ensemble d'utilisateurs ayant partagé le
même ensemble de ressources avec le même ensemble de tags. Pour chaque jeu de
données, l'objectif est de trouver le plus petit ensemble d'utilisateurs permettant de
représenter toutes les communautés.
Les caractéristiques des diérents jeux de données sont résumés dans le Tableau
3.4. Ainsi, la première colonne jComm.j indique le nombre minimum de sommets
dans une communauté (i.e. minsuppu). La seconde colonne contient le nombre de
sommets (jX j) de l'hypergraphe et la troisième le nombre d'hyperarêtes (jj). La
quatrième colonne indique le nombre de traverses minimales (jMH j) que renferme
l'hypergraphe. L'avant-dernière colonne montre le nombre de Tmms. La dernière
colonne correspond à la taille des Tmms, en termes de nombre de sommets ((H)).
Nous pouvons noter que plus la valeur de jComm.j est basse, plus le nombre de
Tmms (#Tmm) et leurs tailles ((H)) sont élevées, atteignant 21 pour Del4 et 20
pour Mov3.
Performances : comme le montre le tableau 3.5, les diérents tests conrment
que l'algorithme O-M2D surpasse largement les algorithmes M2D, MtMiner et
ks, pour l'ensemble des jeux de données. Par ailleurs, si M2D présente des temps
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jComm.j jX j jj jMH j #Tmm (H)
Del1 6 51 38 13 4 5
Del2 5 119 91 52 10 6
Del3 3 165 157 1800 78 13
Del4 2 248 179 8976 201 21
Mov1 5 88 80 108 1 6
Mov2 3 143 246 172 3 12
Mov3 2 196 501 306 26 20
Table 3.4  Caractéristiques des bases sociales [(Haut) del.icio.us (Bas) Mo-
vieLens]
d'exécution élevés, il est assez robuste pour venir à bout de tous les jeux de données,
alors que la consommation mémoire élevée de MtMiner l'empêche de s'exécuter
sur les jeux Del3, Del4 et Mov3. En déterminant le nombre d'éléments dans une
Tmm,M2D est capable d'élaguer de nombreux candidats qui sont générés et traités
parMtMiner. Dans les deux types de jeux de données, les résultats conrment, par
ailleurs, que l'écart, en termes de temps d'exécution, des diérents algorithmes est
en faveur de O-M2D. Cet écart est plus conséquent quand les nombres de sommets
et d'hyperarêtes sont grands. En eet, la dernière colonne du tableau 3.4 montre
que la taille des Tmms est très large, atteignant respectivement, 13 pour Del3, 21
pour Del4, et 20 pour Mov3. L'avantage principal de O-M2D se résume dans sa
faculté à cibler directement ce niveau (appelé level dans l'Algorithm 2 et (H) dans
la Dénition 13).
Par exemple, pour Del3 et Del4, MtMiner ne peut pas extraire les traverses
minimales quand l'hypergraphe renferme plus de 157 hyperarêtes. Par ailleurs, sa-
chant que le nombre de traverses minimales croît exponentiellement, l'avantage que
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présente l'algorithme O-M2D est sa capacité à fournir un résultat sans stocker les
candidats en mémoire.
ks Mtminer M2D O-M2D
Del1 88,26 77,45 276,65 61,28
Del2 263,90 200,66 964,32 112,50
Del3 401,38 - 1920,12 174,78
Del4 793,08 - 2880,84 364,92
Mov1 72,00 53,28 335,71 59,52
Mov2 262,09 185,56 1492,34 131,84
Mov3 881,73 - 2655,63 351,27
Table 3.5  Bases sociales [(Haut) del.icio.us (Bas)MovieLens] : Temps d'exé-
cution (en secondes)
Dans le but d'analyser, en profondeur, les Tmms calculées par nos algorithmes,
considérons le jeu de données Del2 du Tableau 3.4 et les caractéristiques des sommets
qui appartiennent à l'ensemble des Tmms.
O-M2D donne en sortie 10 Tmms de taille 6, i.e, composé de 6 sommets. Cela
signie que nous devons trouver au moins 6 utilisateurs pour représenter l'ensemble
des communautés. Un examen de près de ces Tmms montre que 4 sommets (10, 47,
77, 78) appartiennent à tous les Tmms extraites à partir de ce jeu de données. Nous
les appelons "actifs" car ils ont la plus importante activité de marquage (tagging)
dans le jeu de données Del2 de del.icio.us, comme le montre la Figure 3.2 et la
Figure 3.3.
Les deux autres sommets (que nous appelons "stratégiques") n'ont pas, au contraire,
une activité de marquage exceptionnelle. Leur appartenance aux Tmms s'explique
par le fait qu'ils représentent des communautés qui ne renferment aucun sommet
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Figure 3.2  Nombre de ressources partagées par les 25 utlisateurs les plus actifs
actif.
Figure 3.3  Nombres de tags des 25 utilisateurs les plus actifs
Consommation mémoire : les statistiques fournies par le Tableau 3.6 mettent
en évidence la consommation en ram très faible des algorithmes O-M2D et ks.
Lorsque MtMiner et M2D doivent générer et sauvegarder en mémoire tous les
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candidats de tous les niveaux balayés, O-M2D cible directement le niveau adéquat
et teste la condition d'essentialité des candidats générés. Un examen attentif du
nombre de transversalité des hypergraphes Del4 et Mov3, dans le Tableau 3.4, in-
dique la quantité de candidats que MtMiner et M2D ont à traiter. En eet, ces
derniers algorithmes doivent atteindre le 21me niveau pour le jeu de données Del4 et
le 20me niveau pour Mov3. Ceci explique pourquoi MtMiner est dans l'incapacité
d'atteindre le 20me niveau.
ks Mtminer M2D O-M2D
Del1 4.335 4.334.102 1.807.980 9.223
Del2 6.290 5.568.931 2.606.722 11.810
Del3 9.603 - 3.723.119 16.369
Del4 13.844 - 4.458.656 18.454
Mov1 3.991 3.518.223 1.366.841 8.604
Mov2 6.387 4.976.213 2.461.857 10.611
Mov3 9.640 - 3.004.886 13.602
Table 3.6  Bases sociales[(Haut) del.icio.us (Bas) MovieLens] : Consomma-
tion mémoire (en KO)
Bases "pires des cas"
Les bases "pire des cas" sont introduites pour étudier plus en profondeur les per-
formances des algorithmes considérés au cours de cette étude expérimentale. Elles
correspondent à une matrice d'incidence dénie comme suit :
Dénition 14 Un contexte "pire des cas" IMH = (;X ;R), où  et X sont, res-
pectivement, les ensembles nis d'hyperarêtes et de sommets de l'hypergraphe H,
est une matrice dans laquelle toutes les hyperarêtes sont formées du même nombre
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d'éléments, égal à n, et où chaque sommet a un support égal à 1 (Supp(x) = 1,
8x 2 X ).
Par exemple, un contexte "pire des cas" pour jj = 3, X = 9 et n = 3, est donné par
le Tableau 3.7. Les bases "pire des cas" nous permettent d'évaluer le comportement
des algorithmes dans des cas extrêmes. Le test consiste à varier les valeurs de n et
jj, jusqu'à ce que les algorithmes ne puissent plus s'exécuter correctement.
x1 x2 x3 x4 x5 x6 x7 x8 x9
e1   
e2   
e3   
Table 3.7  Base pire des cas pour jj = 3
Performances : le Tableau 3.8 montre pour chaque valeur de n, le nombre maxi-
mal d'hyperarêtes qui peuvent être traitées par les algorithmes considérés et les
temps de traitement associés. Grâce à sa capacité à déterminer le nombre d'éléments
d'une Tmm, l'algorithme O-M2D présente un avantage indéniable par rapport à
MtMiner et M2D. Selon les données du Tableau 3.8, pour une valeur donnée de
n, O-M2D présente des temps d'exécution nettement meilleurs que les trois autres
algorithmes et est capable de traiter des bases "pire des cas" pour des valeurs éle-
vées de jj. A titre d'exemple, pour n = 4,MtMiner s'arrête brusquement pour un
nombre d'hyperarêtes égal à 12 alors que l'algorithmeM2D résiste mieux et s'arrête
à une valeur égale à 20. Dans le même temps, O-M2D et ks s'arrête pour une valeur
de jj égal à 74.
Consommation mémoire : pour ces bases "pire des cas", nous avons étudié
aussi la consommation mémoire. Ainsi, le Tableau 3.9 montre, respectivement, la
mémoire consommée par les cinq algorithmes. O-M2D et ks se montrent alors très
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performant par rapport aux algorithmesMtMiner etM2D. En eet, par rapport à
la consommation mémoire des trois autres algorithmes, celle deO-M2D, tout comme
celle de ks, est négligeable.O-M2D ne stocke en mémoire que l'hypergraphe d'entrée
et les candidats, de taille égale au nombre de transversalité, générés sont traités sans
être sauvegardés.
3.7 Conclusion
Au cours de ce chapitre, nous avons introduit une nouvelle approche pour la dé-
tection d'une classe particulière des traverses minimales, que nous avons appelées
traverses minimales multi-membres, à partir d'un système communautaire repré-
senté par un hypergraphe. L'une de nos contributions se trouve dans la dénition
des Tmms en se basant sur la notion d'ensemble de sommets essentiels. Ceci nous a
permis de mettre en place un algorithme optimisé, qui cible directement le niveau qui
renferme les Tmms. Des expérimentations eectuées sur diérents jeux de données
ont montré que l'algorithme O-M2D présente des performances très intéressantes
par rapport à celles obtenues avec des algorithmes classiques. Cette contribution a
été publiée dans une revue internationale [JLB14a] et deux conférences avec comité
de lecture [JLB12b, JLB12a]. Dans le chapitre suivant, nous allons étendre notre ap-
proche pour extraire l'ensemble de toutes les traverses minimales, en proposant une
représentation concise et exacte de cet ensemble grâce à la notion d'irrédondance.
Ceci a été motivé par le nombre de traverses minimales, qui peut être exponentiel
même pour des hypergraphes simples.
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n jj ks Mtminer M2D O-M2D
4 11 174,06 180,23 257,97 87,54
4 12 215,73 - 295,43 111,21
4 19 498,68 - 1457,78 380,89
4 73 5527,90 - - 3234,30
5 10 194,42 214,31 308,10 90,12
5 11 229,14 - 352,10 96,12
5 19 650,97 - 1866,42 398,78
5 60 5139,02 - - 3094,17
6 9 211,30 245,12 344,64 97,38
6 10 228,74 - 400,58 101,09
6 16 616,51 - 2119,47 472,39
6 53 5349,28 - - 3181,40
7 9 248,59 299,46 400,49 100,72
7 10 262,93 - 468,18 119,72
7 16 668,31 - 2288,46 495,08
7 44 5172,55 - - 2802,89
8 8 257,30 326,02 466,21 103,69
8 9 284,36 - 517,36 138,28
8 14 700,94 - 2557,73 531,44
8 29 5311,80 - - 2949,06
9 7 248,27 387,66 511,92 104,09
9 8 270,686 - 534,84 168,03
9 13 753,04 - 2780,79 567,56
9 22 4868,93 - - 2354,98
10 7 264,91 428,88 683,36 110,34
10 8 289,53 - 711,49 133,28
10 11 841,71 - 3283,36 624,66
10 13 4390,22 - - 1899,29
Table 3.8  Bases pire des cas : Temps d'exécution (en secondes)
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n jj ks MtMiner M2D O-M2D
4 11 4.285 2.682.886 1.398.441 6.108
4 12 4.300 - 1.844.364 6.221
4 19 4.617 - 4.995.732 6.908
4 73 20.093 - - 32.805
5 10 3.866 2.811.429 1.470.266 5.294
5 11 4.077 - 1.719.498 5.565
5 19 4.902 - 5.338.173 6.403
5 60 18.620 - - 26.164
6 9 3.996 3.066.422 1.712.089 5.482
6 10 4.098 - 1.999.695 5.607
6 16 4.781 - 5.514.683 6.962
6 53 15.092 - - 22.197
7 9 4.094 3.185.089 2.085.366 5.165
7 10 4.168 - 2.473.281 5.537
7 16 4.830 - 5.800.962 6.308
7 44 10.982 - - 17.389
8 8 3.841 3.541.797 2.226.625 4.821
8 9 4.117 - 2.826.625 4.996
8 14 4.497 - 5.741.793 5.570
8 29 8.896 - - 11.411
9 7 3.602 3.922.008 2.677.026 4.757
9 8 3.997 - 3.168.442 4.886
9 13 4.406 - 5.694.223 5.101
9 22 7.911 - - 9.734
10 7 3.802 4.433.787 3.019.860 4.955
10 8 4.106 - 3.840.117 5.093
10 11 4.212 - 5.899.004 5.202
10 13 4.537 - - 5.817
Table 3.9  Bases pire des cas : Consommation mémoire (en KO)
Chapitre 4
Nouvelle représentation concise et
exacte des traverses minimales par
élimination de la redondance
4.1 Introduction
Dans le but d'optimiser l'extraction des traverses minimales, la réduction de l'es-
pace de recherche se présente comme une solution potentielle évidente tant le nombre
de traverses minimales d'un hypergraphe est généralement très important. Dans ce
chapitre, nous proposons une représentation concise et exacte de l'ensemble des tra-
verses minimales. Pour ce faire, nous introduisons la notion de traverse minimale
irrédondante, basée sur trois nouveaux concepts que nous dénissons, à partir des-
quels nous pouvons retrouver l'ensemble global de toutes les traverses minimales.
Cette nouvelle approche, basée sur la notion de l'irrédondance dans les hyper-
graphes, a donné lieu à un algorithme d'extraction des traverses minimales, appelé
imt-extractor. De plus, et an de mettre en avant l'intérêt de cette nouvelle
représentation des traverses minimales, nous proposons de l'appliquer au problème
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de l'inférence des dépendances fonctionnelles an d'optimiser le calcul de la couver-
ture minimale d'une relation donnée. Nous montrons que cette couverture minimale
extraite à travers les traverses minimales irrédondantes est plus réduite que celle
calculée par les approches existantes dans la littérature.
4.2 Motivations
A la lumière du Chapitre 2, nous avons vu, dans la littérature, que plusieurs
algorithmes ont été proposés pour l'extraction des traverses minimales d'un hyper-
graphe. A partir de cet état de l'art, nous mettons en exergue, dans cette section,
les motivations qui nous ont conduit à la proposition d'une représentation concise
des traverses minimales introduite dans le présent chapitre.
De tous les algorithmes qui se sont attachés à calculer les traverses minimales,
aucun n'a fait, à ce jour, une complexité théorique polynomiale en la taille de l'entrée
et de la sortie, comme l'a démontré Hagen [Hag08]. Ceci est dû essentiellement au
fait que le nombre de traverses minimales peut être exponentiel par rapport à la
taille de l'hypergraphe d'entrée.
Notre approche, inspirée des travaux de [HBN08], est donc de chercher un sous-
ensemble représentant de manière concise et exacte l'ensemble des traverses mini-
males. Ce sous-ensemble, qu'on appellera ensemble irrédondant de traverses mini-
males, sera construit en considérant l'ensemble des hyperarêtes auxquelles appartient
chaque sommet, appelé extension et en construisant un hypergraphe irrédondant
généralisé limité à un sous-ensemble des sommets initiaux ayant des extensions dif-
férentes que Kavvadias et Stavropoulos dénissent comme des noeuds généralisés.
L'espace de recherche s'en trouve alors réduit puisque plusieurs candidats ne seront
pas générés par l'algorithme. Cette intuition se base sur le fait que si deux sommets
X et Y appartiennent aux mêmes hyperarêtes, (i.e, ils ont la même extension) et si
X appartient à une traverse minimale T , alors en substituant X par Y dans T on
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obtient une nouvelle traverse minimale. En outre, le risque de redondance est éliminé
puisque Y n'est plus pris en compte dans l'exploration de l'espace de recherche.
Contrairement aux travaux de [KS05], notre traitement s'eectue en prétraite-
ment, et non en cours du processus de recherche des traverses minimales. Ainsi, à
partir d'un sous-ensemble restreint de traverses minimales, notre approche permet
de générer l'ensemble de toutes les traverses minimales. En ce sens, plus le nombre
de sommets élagués est élevé, plus compact sera l'hypergraphe irrédondant et plus
l'approche sera avantageuse. Ceci implique que notre approche cible un certain type
d'hypergraphes qui, d'une part, renferment un très grand nombre de traverses mi-
nimales et, d'autre part, ont un nombre de transversalité élevé. De plus, ces hyper-
graphes sont composés par des larges ensembles de sommets appartenant aux mêmes
hyperarêtes.
Dans la littérature, Medina et Nourine ont proposé une approche dont l'objectif
est de réduire la taille de l'hypergraphe d'entrée [GMNR05]. Les auteurs introduisent
une nouvelle notion, appelé "les clones", dont le principe est le suivant : deux items
(ou sommets) sont des clones si nous pouvons les permuter sans que ceci n'altère
l'hypergraphe initial. Cette approche a pour principal objectif de réduire le nombre
d'hyperarêtes de l'hypergraphe (j  j). En eet, si à partir d'un premier ensemble
d'hyperarêtes, il est possible d'en déduire un second ensemble, l'ensemble  s'en
trouve considérablement réduit puisque le second ensemble serait éliminé. Cepen-
dant, notre approche propose de réduire la taille des hyperarêtes et non d'éliminer
un ensemble d'hyperarêtes de l'hypergraphe d'entrée et c'est ce qui nous distingue
des travaux de Medina et Nourine. Les deux notions ne sont pas équivalentes, comme
le montre l'Exemple 10.
Exemple 10 Soit un hypergraphe H = ({1, 2, 3, 4, 5, 6}, {e1 = {1, 3, 4}, e2
= {1, 3, 5}, e3 = {1, 4, 5}}, e4 = {3, 4, 5}, e5 = {2, 3, 4}, e6 = {2, 4, 5}}). H
renferme 2 sommets "clones", qui sont le 3 et le 5, mais aucun ensemble de sommets
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généralisés dans la mesure où chaque sommet de H a une extension diérente des
autres sommets
4.3 Notion d'irrédondance dans les hypergraphes
L'approche que nous proposons pour calculer les traverses minimales d'un hyper-
graphe, consiste à réduire l'hypergraphe en le représentant de manière plus concise
et sans perte d'information. Elle part de la constatation que deux ou plusieurs som-
mets qui ont la même extension, (i.e, appartiennent exactement aux mêmes hyper-
arêtes) tiennent, à tour de rôle, la même position dans une traverse minimale mais
ne peuvent y appartenir en même temps.
An de remédier au problème du nombre extrêmement élevé des traverses mini-
males que peut contenir un hypergraphe, comme le montre l'exemple suivant, nous
dénissons la notion de l'irrdédondance dans les hypergraphes. L'ensemble des som-
mets est partitionné en des groupes de sommets généralisés possédant un et un seul
représentant. Les sommets généralisés sont dénis en se basant sur les hyperarêtes
auxquelles appartient chaque sommet.
Exemple 11 Soit H = (X ; ) un hypergraphe tel que X = (x1, x2, . . . , x2n) et
 = (fx1, x2g, fx3, x4g, . . . , fx2n 1, x2ng). H est de taille 2n mais renferme 2n
traverses minimales.
À partir de ces sommets généralisés, nous proposons de construire un hypergraphe
généralisé (irrédondant) sur lequel seront calculées les traverses minimales irrédon-
dantes qui serviront, par la suite, à déduire l'ensemble de toutes les traverses mini-
males d'un hypergraphe donné. Pour ce faire, nous proposons d'introduire à travers
la Dénition 15, un nouveau concept, noté Extension, qui nous permet de calculer
pour chaque sommet l'ensemble exact des hyperarêtes auxquelles il appartient.
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Figure 4.1  Hypergraphe de 9 sommets et 4 hyperarêtes
1 2 3 4 5 6 7 8 9
e1 = f1; 2g 1 1 0 0 0 0 0 0 0
e2 = f2; 3; 4g 0 1 1 1 0 0 0 0 0
e3 = f3; 4; 5; 6; 7g 0 0 1 1 1 1 1 0 0
e4 = f7; 8; 9g 0 0 0 0 0 0 1 1 1
Table 4.1  Matrice d'incidence correspondante à l'hypergraphe de la Figure4.1
Dénition 15 Extension d'un sommet
Soit IMH une matrice d'incidence correspondante à l'hypergraphe H = (X , ) et
x 2 X . E = (e1; e2; : : : ; el)   est une extension de x si x  ei, 8 ei  E. Nous
noterons Extent(x), l'extension de x dans IMH . Le lien entre l'extension d'un
sommet x et son support est donné par la formule : Supp(x) = jExtent(x)j.
Exemple 12 La Figure 4.1 illustre un hypergraphe H = (X ; ) tel que X = f1, 2,
3, 4, 5, 6, 7, 8, 9g et  = fe1, e2, e3, e4g avec e1 = f1, 2g, e2 = f2, 3, 4g, e3 =
f3, 4, 5, 6, 7g et e4 = f7, 8, 9g. Ainsi, la matrice d'incidence IMH correspondante
à l'hypergraphe H est décrite par le tableau 4.1. Dans cet exemple, l'extension du
sommet 2 est égale aux hyperarêtes e1 et e2. Son support est, par conséquent, égal à
2.
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4.4 Traverses Minimales irrédondantes : approche
et algorithme
Notre approche s'attache à réduire la taille de l'hypergraphe d'entrée dans le but
d'obtenir une représentation concise et exacte, sans perte d'information, des tra-
verses minimales. Cette dernière est basée sur deux notions importantes présentées
par Kavvadias et al. dans leurs travaux [KS05] : les sommets généralisés et l'hyper-
graphe généralisé.
Dénition 16 Sommets généralisés [KS05]
Soit H = (X , ) un hypergraphe. L'ensemble X  X est un ensemble de sommets
généralisés de H si tous les sommets de X appartiennent aux mêmes hyperarêtes de
.
En d'autres termes et selon la Dénition 15, X est considéré comme un ensemble
de sommets généralisés où tous ses sommets ont la même extension. Ainsi, deux
sommets xi et xj appartiennent à deux sommets généralisés diérents si Extent(xi)
6= Extent(xj).
Les ensembles de sommets généralisés, calculés à partir d'un hypergraphe H=(X ,
) nous permettent de construire l'hypergraphe généralisé H 0 associé à H. H 0 est
dit irrédondant puisque chaque sommet de H 0 a une extension diérente. Chaque
ensemble de sommets généralisés a un et un seul représentant, sélectionné selon la
dénition 17.
Dénition 17 Représentant
Soit S un ensemble de sommets généralisés. xi est un Représentant de S si xi est
le premier élément de S, S étant trié par ordre lexicographique.
Exemple 13 Pour l'hypergraphe H de la Figure 4.1, constitué de 9 sommets, les
extensions correspondantes à chacun des sommets sont indiquées dans le tableau 4.2.
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Ces extensions nous permettent de déduire les représentants des sommets généralisés
et la liste de leurs autres membres, décrits par le tableau 4.3.
Sommet Extension
1 {e1}
2 {e1; e2}
3 {e2; e3}
4 {e2; e3}
5 {e3}
6 {e3}
7 {e3; e4}
8 {e4}
9 {e4}
Table 4.2  Extensions des sommets de l'hypergraphe de la Figure 4.1
4.4.1 Cadre méthodologique
Notre représentation concise des traverses minimales repose sur deux notions im-
portantes, expliquées dans la section 3 : les classes de substitution et surtout les Re-
présentants. Les classes de substitution, calculées à partir de l'hypergraphe H=(X ,
) permettent tout d'abord de construire l'hypergraphe irrédondant H 0 associé à H.
Dénition 18 Hypergraphe généralisé (irrédondant) Soit l'hypergraphe
H=(X , ), X 0  X l'ensemble des représentants des diérents sommets généralisés
associés aux sommets de H et 0 l'ensemble des hyperarêtes de H privées des éléments
de X -X 0 et déni par 0 = fei \ X 0; ei \ X 0 6= ;;8ei 2 g. L'hypergraphe H 0 = (X 0,
0) est appelé hypergraphe généralisé associé à H.
Un hypergraphe généralisé H 0 est un hypergraphe irrédondant puisqu'il n'existe
pas deux sommets de H 0 ayant la même extension.
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Sommets Représentants Autres
généralisés membres
S1 = {1} 1 -
S2 = {2} 2 -
S3 = {3, 4} 3 4
S4 = {5, 6} 5 6
S5 = {7} 7 -
S6 = {8, 9} 8 9
Table 4.3  Sommets généralisés
Exemple 14 A la lecture du tableau 4.3, nous aurons, pour l'hypergraphe de la -
gure 4.1, 6 ensembles de sommets généralisés, et les 6 représentants correspondant :
1,2, 3, 5, 7, 8. C'est uniquement à partir de ces derniers que sera construit l'hyper-
graphe irrédondant de la Figure 4.2 dont les hyperarêtes sont e01 = f1, 2g, e02 = f2,
3g, e03 = f3, 5, 7g et e04 = f7, 8g. A partir de l'hypergraphe initial, nous remarquons
que le sommet 7, par exemple, est le seul à avoir une extension {3; 4}. 7 sera donc
le représentant d'une classe de substitution qui ne compte aucun autre élément. Par
ailleurs, le sommet 4 a la même extension que le sommet 3, i.e, {e2; e3}. Cette der-
nière n'est pas la même pour aucun autre sommet. Par conséquent, une classe de
substitution est créée, dont le représentant est 3 et qui renfermera les sommets 3 et
4.
Dénition 19 Traverse minimale irrédondante Soit l'hypergraphe H=(X ,
) et H 0 = (X 0, 0) l'hypergraphe irrédondant associé à H, toute traverse minimale
de H 0 constitue une traverse minimale irrédondante de H.
L'ensemble des traverses minimales de H 0 (i.e., des traverses irrédondantes de H),
MH0 , permet de construire l'ensemble des traverses minimales de H. En eet, toute
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Figure 4.2  Hypergraphe irrédondant correspondant à l'hypergraphe de la Figure
4.1
traverse minimale irrédondante T = fx1; :::xlg de H, composée de l représentants
xi, i = 1; ::; l des classes de substitution Si; i = 1; ::; l permet de générer
Q
i=1;l jSij
traverses minimales en remplaçant les représentants de chaque classe de substitution
par les autres éléments de la classe.
Ainsi, dans l'exemple 13, la traverse minimale irrédondante f1; 3; 8g formée des
représentants des classes de substitution S1, S3 et S6 de taille respective 1, 2 et 2
permet de construire 4 traverses minimales : f1; 3; 8g, f1; 4; 8g, f1; 3; 9g et f1; 4; 9g.
4.4.2 Etude de la complétude
La construction de l'hypergraphe irrédondant H 0 = (X 0, 0) à partir d'un hy-
pergraphe initial H =(X , ) repose sur trois propriétés importantes, présentées
ci-dessous. Ces propriétés et leurs preuves montrent que toute traverse minimale de
H 0 est une traverse minimale de H et que toute traverse minimale de H peut être
déduite à partir d'une traverse minimale de H 0.
Proposition 2 Toute hyperarête ei, i 2 f1; 2; : : : ;mg, de  est associée à exacte-
ment une hyperarête e0i of 
0 dénie par e0i = ei \ X 0 et inversement toute hyperarête
e0i, i 2 f1; 2; : : : ;mg, de 0 correspond à une seule hyperarête ei de .
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Preuve 2 Soit ei une hyperarête de  et e0i 2 0 tel que e0i = ei \ X 0. Raisonnons
par l'absurde et supposons que ei \ X 0 = ;, alors 9 x 2 ei tel que x 62 X 0 puisque
ei 6= ; selon la Dénition 1 d'un hypergraphe.
Par ailleurs, la dénition de H 0, où x 62 X 0, nous permet de déduire que 9 y 2
X 0 qui représente un ensemble de sommets généralisés de x et, x et y ont la même
extension.
Par conséquent, y 2 X 0 et y 2 ei contredisent le fait que ei \ X 0 = ;. Ainsi,
chaque hyperarête ei 2 , i 2 f1; 2; : : : ;mg correspond à exactement une hyperarête
e0i 2 0, 2 f1; 2; : : : ;mg dénie par e0i = ei \ X 0.
Inversement à présent, soit e0i 2 0 tel que e0i = ei \ X 0. Prouvons que e0i correspond
à exactement une seule hyperarête ei de . Supposons qu'il existe une autre hyperarête
ej de , diérente de ei telle que e0i = ej \ X 0. Donc, 9 y 2 ej tel que y 62 ei puisque
ei 6= ej et extent(y) 6= extent(x), 8x 2 ei. Ainsi, y ou son représentant, y0,
appartiennent à X 0 et ej, et ils n'appartiennent pas à ei. Ceci contredit le fait que
X 0 \ ei = X 0 \ ej. En conclusion, toute hyperarête e0i de 0 correspond à exactement
une seule hyperarête ei de , i 2 f1; 2; : : : ;mg.
Nous présentons à présent diverses propriétés concernant la relation entre les tra-
verses minimales irrédondantes et les traverses minimales.
Proposition 3 Toute traverse minimale T de H 0 est une traverse minimale de H,
i.e., 8 T  X 0, T 2 MH0 ) T 2 MH .
Preuve 3 T 2MH0 , T \ e0i 6= ;, 8e0i 2 0. Selon la Proposition 2, toute hyperarête
e0i de 
0 correspond à exactement une hyperarête ei of . Soit ei 2  tel que e0i = ei\X 0,
8 i 2 f1; 2; : : : ;mg. Nous avons T \ e0i 6= ; 8 i 2 f1; 2; : : : ;mg , T \ ei \X 0 6= ;.
Puisque T  X 0, ceci implique que T \ ei 6= ; 8 i 2 f1; 2; : : : ;mg. Ce qui prouve
que T 2 MH .
Proposition 4 (complétude) Toute traverse minimale T de H est associée à
une traverse minimale T 0 de H 0.
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Preuve 4 Commençons par prouver que T 0 est une traverse de H 0. Soit T une tra-
verse minimale de H : T = {x1, x2, : : :, xk} 2MH avec T \ei 6= ;, 8ei 2 . D'après
les Dénitions 16, 17 et 18, nous avons 8x 2 T , 9x0 2 X 0 tel que extent(x) =
extent(x0). De plus, puisque T 2 MH , nous avons 8xi 2 T et 8xj 2 T , i 6= j,
extent(xi) 6= extent(xj).
Si nous notons T 0, le sous-ensemble de X 0 qui contient les représentants des élé-
ments de T , nous avons T 0 = {x01, x
0
2, : : : x
0
l} et T
0  X 0. Puisque les éléments de
T et ceux de T 0 ont la même extension et T est une traverse de H, nous pouvons en
déduire que T 0 est une traverse de H. Nous avons alors : T 0 \ ei 6= ;, 8ei 2 . Or,
comme T 0 est un sous-ensemble de X 0, nous pouvons armer que : T 0\X 0\ ei 6= ;,
8ei 2 
, T 0 \ e0i 6= ;, 8e0i 2 0, suivant la Proposition 2. D'où, T 0 est une traverse de H 0.
Prouvons, à présent, que T 0 est minimale dans H 0. D'abord, nous pouvons noter
que T 2 MH signie que 8x 2 T , 9ej 2  tel que x \ ej 6= ; et T n {x} \ej = ;
puisque T est minimale, d'après l'hypothèse de départ. Ensuite, puisque les éléments
de T et ceux de T 0 ont la même extension, nous avons 8x0 2 T 0, 9ej 2  tel que
x0 \ ej 6= ; et T 0 n {x0} \ej = ; (1). Cependant, selon la dénition de H 0, e0j = ej
\X 0 ce qui implique que e0j  ej (2). À partir de (1) et (2), nous pouvons déduire
que la traverse T 0 est minimale : 8x0 2 T 0, 9e0j 2 0 tel que T 0nfx0g \ e0j=;.
Dans ce qui suit, nous présentons le cadre méthodologique, basé sur cette ap-
proche, qui a donné naissance à l'algorithme imt-extractor, pour l'extraction
des traverses minimales irrédondantes.
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4.4.3 Algorithme imt-extractor
L'algorithme imt-extractor, dont le pseudo-code, est décrit par l'Algorithme
13 prend en entrée une matrice d'incidence IMH (correspondante à l'hypergraphe
d'entrée) et fournit en sortie l'ensemble des traverses minimales, noté MH .
L'algorithme commence par calculer les extensions de chaque sommet de X à
partir desquelles seront construits les diérentes sommets généralisés (ligne 3). Cette
tâche est eectuée par la procédure Search-substitution, dont le pseudo-code est
décrit par l'Algorithme 14. Cette procédure fournit en sortie les diérents sommets
généralisés, conformément à la proposition 16, avec pour chacun la liste des sommets
qui le compose et son représentant. A partir de ces données, une nouvelle matrice
d'incidence IMH0 associée à l'hypergraphe irrédondant H 0 est générée à l'aide de la
procédure Change-hyp selon la dénition 18.
Algorithme 13: imt-extractor
Entrées : Une matrice d'incidence IMH associée à H = (X , )
Sorties : MH , l'ensemble des traverses minimales de H
1 début
2 MH0 =  ;
3 Gen_nodes := Search-substitution(IMH) ;
4 IMH0 = Change-hyp(IMH , Gen_nodes) ;
5 MH0 = mmcs(IMH0) ;
6 MH = get-all-mt(MH0 , Gen_nodes) ;
7 retourner MH
imt-extractor invoque un algorithme ecace d'extraction des traverses mini-
males, par exemple mmcs [MU13] (line 5), présenté dans le chapitre 2. Ce dernier
calcule l'ensemble des traverses minimales de H 0 selon une stratégie en profondeur
d'abord et en utilisant une technique ecace pour tester la minimalité, basé sur la
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notion d'"hyperarêtes critiques" [MU13]. mmcs retourne l'ensemble des traverses
minimales de H 0 qui représentent l'ensemble des traverses minimales irrédondantes
de H. A noter que nous pouvons employer un autre algorithme que mmcs pour
la réalisation de cette tâche. Notre choix a été conditionné par les performances
supérieures à ses concurrents de l'algorithme mmcs de [MU13].
La procédure Search-substitution(K) calcule l'extension de chaque sommet x
à partir de la matrice d'incidence (ligne 5), i.e l'ensemble des hyperarêtes auxquelles
il appartient, à travers la fonction Get-Extent. Cette extension de x est ensuite
comparée aux extensions des diérents représentants des sommets généralisés exis-
tants (lignes 6-7). S'il existe déjà un représentant pour un ensemble de sommets
généralisés S qui a la même extension alors x est ajouté à l'ensemble de sommets
généralisés en question (ligne 8) et la variable booléenne IsRep est mis à jour à
False, sinon (i.e, IsRep est égal à True), un nouveau ensemble de sommets généra-
lisés est créé pour le sommet x qui en devient le représentant (ligne 11) et ce dernier
est ajouté à la liste des Représentants (ligne 12). Une fois, tous les sommets traités,
la procédure renvoie à l'algorithme imt-extractor le représentant et la liste des
sommets composant chaque ensemble de sommets généralisés calculé (ligne 13).
Exemple 15 Nous reprenons l'exemple 14 où on distingue 6 sommets généralisés,
dans l'hypergraphe initial H de la Figure 4.1, représentés par les sommets 1, 2, 3, 5,
7 et 8. Ces sommets calculés par la procédure Search-substitution permettent la
construction de l'hypergraphe irrédondant H 0 illustré par la Figure 4.2. La matrice
d'incidence correspondante à H 0 est ensuite utilisé par l'algorithme mmcs pour cal-
culer toutes les traverses minimales MH0. mmcs donne ainsi en sortie l'ensemble
ff2; 7g, f1; 3; 7g, f1; 3; 8g, f2; 3; 8g, f2; 5; 8gg. Cet ensemble représente les traverses
minimales irrédondantes de H. A partir de ces dernières, l'ensemble de toutes les
traverses minimales de H est, par la suite, généré comme le décrit la section sui-
vante.
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Algorithme 14: Search-substitution
Entrées : Matrice d'incidence IMH associée à H
Sorties : Gen_nodes : Ensemble de sommets généralisés
1 début
2 Rep = ; ; /* Ensemble des Représentants*/
3 pour chaque x 2 X faire
4 Extent(x) = Get-Extent(x, IMH) ;
5 pour chaque y 2 Rep faire
6 IsRep = true ;
7 si Extent(x) = Extent(y) alors
8 Add-to-generalized-node(Gen_nodes, y, x) ;
9 IsRep = false ;
10 si IsRep = true alors
11 Add-Gen-node(Gen_nodes, x, Extent(x)) ;
12 Rep = Rep [ x ;
13 retourner (Gen_nodes) ;
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4.4.4 Génération de toutes les traverses minimales
Le processus de substitution pour la reconstruction de toutes les traverses mini-
males à partir de leur ensemble irrédondant est réalisé par la fonction Get-all-Mt,
dont le pseudo-code est donné par l'Algorithme 15.
Algorithme 15: Get-all-Mt
Entrées : MH0 , Gen_nodes
Sorties : MH
1 début
2 MH = ; ;
3 pour chaque T 2 MH0 faire
4 MH = MH [ T ;
5 Substitute(T , Gen_nodes, MH) ;
6 retourner (MH) ;
La fonction Get-all-Mt prend en entrée un ensemble de traverses minimales
irrédondantes de H, i.e., l'ensemble des traverses minimales de H 0. Dans chacunes
de ces traverses irrédondantes, tout représentant est substitué successivement par
tous les sommets qui appartiennent au même ensemble de sommets généralisés, par
le biais de la fonction Substitute, presenté par l'Algorithme 16. Pour revenir à
notre exemple 14, le tableau 4.4 indique les traverses minimales de H générées à
partir de chaque traverse minimale irrédondante de H 0 tout en méttant en évidence
les sommets qui appartiennent au même ensemble de sommets généralisés. Au nal,
les 15 traverses minimales de l'hypergraphe H sont calculées à partir de seulement
5 traverses minimales irrédondantes. Par exemple, les traverses minimales de MH ,
f1; 3; 8g, f1; 4; 8g, f1; 3; 9g et f1; 4; 9g, sont construites à partir de f1; 3; 8g de MH0
en remplaçant, respectivement, 3 par 4 et 8 par 9.
Proposition 5 Toute traverse minimale T  X générée par la fonction Get-all-
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Algorithme 16: Substitute
Entrées : T , Gen_nodes, MH
1 début
2 pour chaque x 2 T faire
3 pour chaque Gn  Gen_nodes tel que x est un Représentant de Gn
faire
4 si 9 y 2 Gn et x 6= y alors
5 T = (T n x) [ y ;
6 MH = MH [ T ;
7 Substitute(T , Gen_nodes, MH) ;
TMs irrédondantes TMs correspondantes
f2; 7g f2; 7g
f1;3; 7g f1;3; 7g, f1;4; 7g
f1;3; 8g f1;3; 8g, f1;4; 8g, f1;3; 9g, f1;4; 9g
f2;3; 8g f2;3; 8g, f2;4; 8g, f2;3; 9g, f2;4; 9g
f2;5; 8g f2;5; 8g, f2;5; 9g, f2;6; 8g, f2;6; 9g
Table 4.4  Déduction de l'ensemble des traverses minimales
Mt à partir de T 0 appartenant à MH0, est une traverse minimale de H.
Preuve 5 Soit T 0 = {x01, x
0
2, : : : x
0
k} 2 MH0 et T = {x1, x2, : : : xk} générée par
la fonction Get-all-Mt à partir de T 0. Commençons par prouver que T est une
traverse de H.
Par construction, 8x 2 T , 9 x0 2 T 0 tel que extent(x) = extent(x0), ce qui
implique que x et x0 appartiennent exactement aux mêmes hyperarêtes de H.
De plus, T 0 2 MH0 , T 0 \ e0i 6= ; 8e0i 2 0. Sachant que e0i = ei \ X 0 ) e0i 
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ei, nous avons alors T 0 \ ei 6= ; 8ei 2  et puisque les éléments de T et T 0 ont la
même extension, donc T \ ei 6= ;, 8ei 2 , et T est ainsi une traverse de H.
Prouvons à présent que T 2MH . Nous supposons que la traverse T de H, générée
à partir de T 0, n'est pas minimale dans H. Dans ce cas, il existerait un sous-ensemble
T0  T qui est une traverse minimale de H. Soit T0 cette traverse minimale : T0 =
{x1, x2, : : : xk 1}  T tel que T0 \ ei 6= ;, 8ei 2 .
8x 2 T0, 9x0 2 T 0 tel que extent(x) = extent(x0). Soit T 00 le sous-ensemble de
T 0 contenant les représentants des éléments de T0. T 00 vérie les propriétés suivantes :
(1) T 00 \ ei 6= ;, 8ei 2  ;
(2) T 00  X 0 ;
(3) T 00  T 0 et T0 6= T 0 ;
A partir de (1) et (2), nous avons :
T 00 \ ei \ X 0 6= ;, 8ei 2  , T 00 \ e0i 6= ;, 8 e0i 2 0.
Et par conséquent, T 00 2MH0.
D'après (3), T 00, la traverse minimale de H
0, est incluse et non égale à T 0, ce
qui constitue une contradiction avec le fait que nous avons supposé que T 0 est une
traverse minimale de H 0. Ainsi, T est minimale.
4.5 Etude expérimentale
An d'évaluer l'intérêt de notre approche, nous avons étudié, à travers une série
d'expérimentations, les performances de notre algorithme imt-extractor. Dans
cet objectif, nous avons introduit la notion de taux de compacité qui est déni comme
étant la proportion de traverses minimales qui peuvent être déduites à partir de l'en-
semble des traverses minimales irrédondantes, sans perte d'information. De plus,
nous comparons les temps d'exécution de notre algorithme imt-extractor à ceux
de ks [KS05] et mmcs [MU13]. Le temps global que requiert imt-extractor cor-
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respond à la somme de celui du prétraitement, du post-traitement et de l'extraction
des traverses minimales irrédondantes réalisée par mmcs à partir de l'hypergraphe
irrédondant. Notre algorithme est implémenté en C++ (compilé avec GCC 4.1.2) et
nous avons utilisé une machine équipée d'un processeur Intel Core i7 CPU system,
d'une capacité mémoire de 6 Go RAM et du système d'exploitation Linux, Ubuntu
10.04. L'algorithme mmcs utilisé au cours de ces expérimentations correspond à la
version 3.1 disponible sur Hypergraph Dualization Repository [MU].
pl pu jX j jj jSommets_Genj (H)
Accidents1 0.88 0.88 81 990 31 1
Accidents2 0.90 0.90 336 10968 49 2
Connect-Win 0.05 0.11 79 12800 78 2
Table 4.5  Caractéristiques des hypergraphes Accidents et Connect
Divers types d'hypergraphes ont été utilisés au cours de ces expérimentations.
Le premier correspond à des hypergraphes générés à partir de la base de données
"Accidents", disponible depuis le fimi repository 5, et depuis la base de données
"Connect-4" disponible à partir de l'uci Machine Learning Repository 6. Les carac-
téristiques de ces jeux de données sont résumés dans le tableau 4.5. La première et la
seconde colonne, pl et pu, correspondent respectivement aux probabilités minimales
et maximales pour qu'un sommet appartienne ou non à une hyperarête. En eet, un
sommet appartient à une hyperarête avec une probabilité comprise entre pl et pu (0
 pl  pu  1). Une probabilité d'appartenance d'un sommet x à une hyperarête
e est donnée par le quotient j e j/j X j. La cinquième colonne indique le nombre de
sommets généralisés générés pour chaque hypergraphe.
La dernière colonne correspond au nombre de transversalité (H) de chaque hyper-
5. Frequent Itemset Mining Datasets Repository, http ://mi.cs.helsinki./data/
6. UCI Machine Learning Repository, http ://archive.ics.uci.edu/ml
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graphe, le nombre de transversalité étant la taille de la plus petite traverse minimale,
i.e., le nombre de sommets la composant.
jMH j jMH0j 
Accidents1 1961 1866 4,84%
Accidents2 17486 17199 1,64%
Connect-Win 4587967 4423837 3,57%
Table 4.6  Statistiques sur les hypergraphes Accidents et Connect
La Table 4.6 montre les statistiques relatives à l'hypergraphe initial et à l'hy-
pergraphe irrédondant pour chaque jeu. La seconde colonne indique le nombre de
traverses minimales que renferme l'hypergraphe d'entrée, jMH j. La troisième cor-
respond au nombre de traverses minimales irrédondantes, jMH0 j tandis que la der-
nière colonne représente le taux de compacité , calculé comme suit : (jMH j  
jMH0 j)=jMH j. Ce taux représente le pourcentage de traverses minimales qui peuvent
être déduites à partir de l'ensemble des traverses minimales irrédondantes sans perte
de l'information.
Accidents1 Accidents2 Connect-Win
mmcs(H) 0,301 2,787 88,491
ks(H) 8,620 - -
mmcs(H 0) 0,001 2,366 84,015
Get-all-Mt(MH0) 0,035 0,010 7,291
imt-extractor (H) 0,036 2,376 91,306
Table 4.7  Temps de traitement sur les hypergraphes Accidents et Connect (en
secondes)
En observant les statistiques récoltées sur les hypergraphes Accidents et Connect-
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Win, nous remarquons que le taux de compacité  est très bas (variant entre 1.64%
et 4.84%). Ceci peut être expliqué par le fait que les valeurs de pl et pu, dans les
diérents hypergraphes, sont élevées mais principalement par les valeurs basses du
nombre de transversalité,  , sur ces jeux de données. En eet,  est égal à 1 dans
Accidents1 et à 2 dans Accidents2 et ConnectWin. A titre d'exemple, ConnectWin,
malgré des valeurs de pl et pu relativement basses, présente un taux de compacité
égal à 4:48%, essentiellement dû à la valeur de  .
Dans le tableau 4.7, les temps d'exécution sont calculés en secondes et "-" signie
que le temps de traitement a dépassé les 3000 secondes. Comme le met en évidence le
tableau, l'algorithme KS est considérablement lent par rapport à imt-extractor
et mmcs. Toutefois, le dernier algorithme nécessite approximativement le même
temps pour extraire les traverses minimales à partir de H et H 0 pour Accidents2
et Connect-Win. Cette constatation n'est pas valide pour Accidents1. Par consé-
quent, pour ce dernier jeu de données, le temps d'exécution de imt-extractor,
incluant pré-traitement et post-traitement, est moins important que celui requis par
l'algorithme mmcs.
D'autre part, pour les jeux de données Accidents2 et Connect-Win, l'hypergraphe
irrédondant H 0 et ses traverses minimales irrédondantes ne nous permettent pas
d'optimiser sensiblement le temps de calcul des traverses minimales de H. Pour
Connect-Win, mmcs est même légèrement plus rapide que notre algorithme. Cette
constatation est d'autant plus évidente lorsque les valeurs du taux de compacité de
ces deux hypergraphes sont assez basses. En eet, le nombre de traverses minimales
qui peuvent être déduites à partir de MH0 n'est pas assez important pour avoir un
impact favorable sur notre approche. De la même manière, les trois hypergraphes
testés ne renferment pas un très large ensemble de traverses minimales. Les expé-
rimentations suivantes montreront que la réduction du temps d'exécution dépend
fortement des valeurs de jMH j et du nombre de transversalité  .
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pl pu jX j jj jSommets_Genj (H)
H1 0.07 0.13 95 51 65 8
H2 0.06 0.11 99 101 64 9
H3 0.03 0.06 117 20005 68 4
H4 0.05 0.05 60 20 20 20
Table 4.8  Caractéristiques des hypergraphes aléatoires
Dans le second volet de nos expérimentations, nous considérons un ensemble de
trois hypergraphes (H1, H2 et H3) générés de manière aléatoire. A partir d'un cer-
tain nombre de sommets jX j, et d'un nombre d'hyperarêtes jj, nous générons, de
manière indépendante, jj ensembles de sommets tels que chacun d'eux correspond
à une hyperarête, de l'hypergraphe, choisie de façon aléatoire. Le quatrième jeu
de données (H4) testé est un hypergraphe qui est composé de jX j sommets, jX j=3
hyperarêtes et la cardinalité de chaque hyperarête est égale à 3. Ce dernier jeu
de données est composé d'un ensemble réduit d'hyperarêtes mais d'un nombre de
traverses minimales qui est exponentiel, i.e., égal à 3jX j=3.
Les caractéristiques de ces quatre hypergraphes aléatoires (H1, H2, H3 et H4)
sont récapitulées dans le tableau 4.8.
jMH j jMH0j 
H1 832564740 358392 99,95%
H2 265765380 189444 99,92%
H3 1693 1250 26,17%
H4 320 1 99,99%
Table 4.9  Statistiques sur les hypergraphes aléatoires
Dans le but d'analyser plus en profondeur les traverses minimales irrédondantes
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utilisées par imt-extractor pour générer l'ensemble global des traverses mini-
males, considérons les statistiques données par le tableau 4.9 sur les valeurs de
jMH j, jMH0j et . Nous remarquons que, pour H1 par exemple, imt-extractor
se base sur seulement 358392 traverses minimales irrédondantes pour retrouver les
832564740 traverses minimales que renferme H1. Ce qui représente un taux de com-
pacité de 99:95%. L'algorithme mmcs n'extrait donc que 0:05% des traverses mini-
males qui sont utilisées, par la suite, par imt-extractor, pour retrouver l'ensemble
jMH1j. Les taux de compacité des trois autres hypergraphes traités varient entre
26:17% et 99:99% et dépendent beaucoup de la structure de ces hypergraphes, à
savoir les valeurs de pl et pu, mais aussi et surtout de leur nombre de transversalité.
Généralement, plus ces valeurs sont basses, plus l'hypergraphe est éparse. Ceci im-
plique, conformément à nos remarques préliminaires, un taux de compacité élevé et
donc, un nombre très réduit de traverses minimales irrédondantes.
H1 H2 H3 H4
mmcs(H) 2083,79 766,19 124,69 245,61
ks(H) - - 1041,29 18,55
mmcs(H 0) 2,740 0,37 87,54 0,001
Get-all-Mt(MH0) 11,69 1,53 0,03 19.80
imt-extractor (H) 14,43 1,90 87,57 19.81
Table 4.10  Temps de traitement sur les hypergraphes aléatoires (en secondes)
Prenons à présent l'hypergraphe H4, notre approche représente les 320 traverses
minimales qu'il renferme par une et une seule traverse minimale irrédondante. Cette
dernière est composée de tous les représentants des sommets généralisés de H4 dans
la mesure où le nombre d'hyperarêtes est égal au nombre de transversalité (H).
Par ailleurs, nous remarquons que les valeurs de pl et pu sont les plus basses des
hypergraphes du tableau 4.9 et le nombre de transversalité est le plus élevé, i.e.,
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égal à 20
D'autre part, les valeurs deMH et deMH0 nous permettent d'établir un lien entre
le taux de compacité et le nombre de transversalité. Plus le nombre du transversalité
est élevé, plus le taux de compacité l'est aussi. Nous remarquons de surcroît que la
cardinalité deMH pour ces quatre hypergraphes (H1, H2, H3 et H4) est largement
plus élevée que les hypergraphes traités du tableau 4.6. Ainsi, nous pouvons armer
que le taux de compacité est bien meilleur quand le nombre de traverses minimales
est élevé. En eet, un très large ensemble de traverses minimales accroît la capacité
d'imt-extractor à réduire la taille de l'hypergraphe d'entrée.
Le tableau 4.10 récapitule les temps de traitement des algorithmes mmcs, ks
et imt-extractor. Notre algorithme présente des performances intéressantes par
rapport aux deux autres, en particulier sur l'hypergraphe H1 où mmcs extrait les
traverses minimales en 2084 secondes alors que notre algorithme le fait en 14 se-
condes. La diérence est encore plus évidente sur H2 où mmcs présente un temps
de 766; 19 secondes alors que imt-extractor génère toutes les traverses en seule-
ment 1; 90 seconde. ks, de son côté, ne s'exécute que sur les hypergraphes H3 et
H4. Il est, d'ailleurs, le plus rapide des 3 algorithmes considérés, sur ce dernier hy-
pergraphe. Sur H1 et H2, il présente des temps de traitement supérieurs à 3000
secondes. Ils ne sont donc pas pris en compte par le tableau 4.10. Notre représen-
tation concise des traverses minimales permet donc d'optimiser singulièrement les
temps de traitement sur ces hypergraphes aléatoires. De plus, les caractéristiques de
ces hypergraphes nous permettent de dresser un prol du type d'hypergraphes sur
lesquels imt-extractor est le plus ecace. En eet, notre algorithme se montre
plus performant sur des hypergraphes ayant un nombre de transversalité élevé et
tel que leurs hyperarêtes sont de petite taille et relativement disjoints. Au cours
de nos expérimentations, nous avons pu remarquer que plus les hyperarêtes, d'un
hypergraphe, sont disjoints, plus le nombre de sommets ayant une même extension
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est grand.
4.6 Application de la représentation concise des tra-
verses minimales au problème de l'inférence des
dépendances fonctionnelles
Nous avons introduit, dans les sections précédentes, une représentation concise
et exacte des traverses minimales basée sur la notion de l'irrédondance de l'infor-
mation. Pour mettre en exergue l'intérêt de notre approche, nous nous sommes
intéressés au problème de l'inférence des dépendances fonctionnelles où les traverses
minimales ont été utilisées comme une solution intéressante pour optimiser le calcul
de la couverture minimale de toutes les dépendances fonctionnelles d'une relation
r. Ainsi, nous montrons dans ce qui suit qu'il est possible de réduire la couverture
minimale, qui permet de retrouver toutes les dépendances fonctionnelles satisfaites
par une relation donnée. Nous introduisons ainsi le processus à suivre pour calculer
cette couverture minimale et montrons comment retrouver l'ensemble de toutes les
dépendances fonctionnelles.
4.6.1 Notions de la théorie des BD relationnelles
Avant de présenter l'application de notre représentation concise des traverses mi-
nimales, nous commençons par rappeler quelques dénitions de la théorie des bases
de données relationnelles ainsi que la problématique de l'inférence des dépendances
fonctionnelles.
Dans le premier chapitre, nous avons exposé diverses problématiques où les tra-
verses minimales peuvent présenter des solutions. Ceci est vrai pour le problème de
l'inférence des dépendances fonctionnelles comme en témoignent les travaux recen-
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sés, dans la littérature, proposant d'optimiser le calcul du plus petit ensemble de
dépendances fonctionnelles (appelé couverture minimale) qui permet de retrouver
l'ensemble de toutes les dépendances fonctionnelles satisfaites par une relation r, à
travers l'application des traverses minimales.
Dans la suite, on note R = {a1, a2, . . . , an} un ensemble ni d'attributs, appelé
aussi schéma de relation. Une relation r est un ensemble ni de tuples {t1, t2, . . . ,
tn} de R. Soit un sous-ensemble d'attributs X, u[X] dénote la restriction du tuple
u de r à X.
Dénition 20 Dépendance fonctionnelle [Mai83]
Soit un ensemble d'attributs R, une dépendance fonctionnelle (df) sur R est une
expression de la forme X ! Y , tel que X, Y  R. Une df X ! Y est satisfaite
par r, noté r  X ! Y , telle que r est une relation sur R, si pour tout tuple u et v
de r, nous avons u[X] = v[X] ) u[Y ] = v[Y ].
Nous notons par Dr l'ensemble de toutes les dépendances fonctionnelles satisfaites
par la relation r.
Dénition 21 Dépendance fonctionnelle minimale [Mai83] Une dépendance
fonctionnelle X ! Y satisfaite par r (r  X ! Y ) est dite minimale si et seulement
si 6 9Z  X tel que r  Z ! Y .
Dénition 22 Axiomes d'Armstrong A partir d'un ensemble de dépendances
fonctionnelles, nous pouvons en déduire d'autres grâce aux axiomes d'Armstrong qui
représentent un système d'inférence complet et valide formé par les trois règles sui-
vantes :
 Réexivité : Si Y  X, alors X ! Y .
 Augmentation : Si X ! Y , alors XZ ! Y ; nous avons aussi XZ ! Y Z.
 Pseudo-transitivité : Si X ! Y et Y Z ! W , alors XZ !W .
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Dénition 23 Fermeture d'un ensemble de dfs [Mai83]
Soient un ensemble F de dépendances fonctionnelles. Nous appelons fermeture de
F , notée F+, les dépendances fonctionnelles contenant F et tel qu'aucune autre
dépendance fonctionnelle ne puisse être déduite de F .
La fermeture d'un ensemble de dépendances fonctionnelles peut ainsi être consi-
dérée comme étant l'ensemble de toutes les dfs pouvant être déduites par appli-
cation des axiomes d'Armstrong. Cependant, cette fermeture dépend naturellement
du schéma de relation R.
Dénition 24 Couverture[Mai83]
Soit D et G deux ensembles de dépendances fonctionnelles. D est une couverture de
G si et seulement si D+ = G+.
Autrement dit, si r est une relation dans R et D un ensemble de dépendances
fonctionnelles, si nous avons r  D alors toutes les dfs de D sont satisfaites par
r. De plus, une dépendance X ! Y est une conséquence de D si r  D implique
r  X ! Y à travers les axiomes d'Armstrong, présentés dans la Dénition 22. De
ce fait, si D et G sont deux ensembles de dépendances fonctionnelles, D est considéré
comme une couverture de G si toutes les dépendances de G sont des conséquences
de D.
Dénition 25 Couverture canonique[Mai83]
Soit r une relation sur R et Dr l'ensemble de toutes les dépendances fonctionnelles
satisfaites par r. La couverture canonique de Dr, noté Cover(Dr) est dénie comme
suit : Cover(Dr) = {X ! Y j X  R, Y 2 R, r  X ! Y et X ! Y est
minimale}.
Notons, par ailleurs, que la couverture canonique est unique pour une relation r.
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Dénition 26 Couverture irrédondante[Mai83]
Une couverture D est dite irrédondante si et seulement si 6 9 G  D tel que G+ =
D+.
Dénition 27 Couverture minimale[Mai83]
Une couverture est dite minimale si elle est canonique et irrédondante.
L'ensemble Dr peut avoir plusieurs couvertures équivalentes de diérente tailles.
Le problème d'inférence des dépendances fonctionnelles consiste donc à calculer la
couverture de Dr qui soit minimale selon la Dénition 27, et constituée du plus petit
nombre de dfs dont la fermeture permet de retrouver toutes les dfs satisfaites par
r.
Exemple 16 Considérons la relation r, synthétisée par le tableau 4.11, où A, B, C,
D et E représentent les attributs de R [Gas13]. Le tableau 4.12 résume l'ensemble de
toutes les dépendances fonctionnelles satisfaites par r. Ainsi, nous pouvons remar-
quer que AB ! D est une dépendance fonctionnelle satisfaite par r mais qui n'est
pas minimale puisque, pour A  AB, nous avons r  A! D. AB ! D n'appartient
donc pas à Cover(Dr). Dr est l'ensemble de toutes les dépendances fonctionnelles
satisfaites par r.
Le problème de calcul d'une couverture minimale d'une relation r, plus connu
sous le nom d'inférence de dépendances fonctionnelles, a intéressé bon nombre de
chercheurs. Cet intérêt est motivé, principalement, par les multiples applications de
ce problème dans divers domaines, comme la conception et l'analyse des bases de
données, l'optimisation des requêtes, etc. [EG02]. Certains travaux se sont penchés
sur la complexité du problème dans la mesure où l'espace de recherche des dépen-
dances fonctionnelles est exponentiel en fonction du nombre d'attributs du schéma
de relation considérée.
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A B C D E
t1 1 100 1 2 50
t2 4 101 1 2 50
t3 1 102 2 2 70
t4 1 200 1 2 50
t5 2 101 3 3 100
t6 2 200 1 3 70
t7 1 100 3 2 50
Table 4.11  Une relation r
BE ! A A! D AB ! E
BD ! A CE ! D BD ! E
BE ! D AC ! E
CD ! E
Table 4.12  L'ensemble Cover(Dr) associé à la relation r
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4.6.2 Problème de l'inférence des dépendances fonctionnelles
Heikki and Räihä ont montré dans leurs travaux que le problème de l'inférence de
dépendances fonctionnelles peut être réduit à un problème d'extraction des traverses
minimales [MR94]. En eet, si Dr représente toutes les dépendances fonctionnelles
satisfaites par une relation r, la couverture minimale de Dr est formée d'un ensemble
de dépendances fonctionnelles dont les prémisses sont les traverses minimales d'un
hypergraphe. Les hyperarêtes de ce dernier représentent les complémentaires des
ensembles en accord de r, pour chaque attribut de R.
C'est en s'inspirant de cette idée que Lopes et al. ont introduit l'algorithme Dep-
Miner [LPL00], dont les expérimentations ont montré l'ecacité par rapport aux
meilleurs algorithmes proposés dans la littérature et notamment celui de [HKPt98].
Dans le but de mettre en évidence l'intérêt de notre représentation concise et
exacte des traverses minimales pour le problème d'inférence des dépendances fonc-
tionnelles, nous nous appuyons sur ce travail de Lopes et al. qui introduisent les
notions d'ensemble en accord et d'ensemble maximal.
Dénition 28 Ensemble en accord[LPL00]
Soient ti et tj deux tuples et X un ensemble d'attributs. Les tuples ti et tj sont en
accord sur X si ti[X] = tj[X]. Ainsi, l'ensemble en accord de ti et tj est déni
comme suit : Ag(ti, tj) = {A 2 R j ti[A] = tj[A]}. D'une manière générale, les
ensembles en accord d'une relation r, que nous notons Ag(r) sont calculés selon la
formule suivante : {Ag(ti, tj) j ti, tj 2 r, ti 6= tj}.
Dénition 29 Ensemble maximal
Un ensemble maximal d'un attribut A est un ensemble d'attributs X  R, maximal
au sens de l'inclusion, et qui, à partir d'un ensemble de dépendances fonctionnelles
D, ne détermine pas A. L'ensemble de tous les ensembles maximaux de A dans une
relation r, noté max(Dr, A), est déni comme suit : max(Dr, A) = {X  R j r 6
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X ! A et 8Y  R, X  Y , r  Y ! A}. De plus, nous notons cmax(Dr, A) les
compléments des ensembles maximaux max(Dr, A) privés de A.
Lemma 2 Soit r une relation sur R, A un attribut de R et Ag(r) tous les ensembles
en accord de r. Nous avons max(Dr, A) = Max{ X 2 Ag(r) j A 62 X }.
L'ensemble de toutes les dépendances fonctionnelles Dr peut être calculé à partir
des ensembles maximaux. En eet, l'ensemble des prémisses (ou antécédents) de Dr
pour un attribut A, noté lhs(Dr, A), est donné par la formule suivante : lhs(Dr,
A) = {X  R j r  X ! A et 8X 0  X, r 6 X 0 ! A}. Par conséquent, l'ensemble
des dépendances fonctionnelles de la forme X ! A tel que A 2 R et X 2 lhs(Dr,
A) représente une couverture minimale de Dr.
Dans leur approche, Lopes et al. ont remarqué que pour un attribut A, l'ensemble
cmax(Dr, A) représente un hypergraphe simple dont les traverses minimales consti-
tuent les prémisses des dépendances fonctionnelles de telle sorte que : Mcmax(Dr;A)
= lhs(Dr, A).
Pour une relation r, notre contribution intervient après la phase de calcul des dif-
férents cmax, pour chaque attribut de R. A partir de chaque hypergraphe simple
généré, nous extrayons les traverses minimales irrédondantes. En ce sens, les en-
sembles de sommets généralisés sont calculés et nous n'utiliserons que les attributs
qui seront considérés comme des représentants. A partir de ces représentants, nous
dénissons une couverture minimale de Dr qui est succincte, i.e., formée d'un en-
semble de dépendances fonctionnelles plus réduit que celles calculées par les ap-
proches existantes. La couverture calculée par ces dernières peut être retrouvée, à
partir de notre ensemble succinct, de deux manières diérentes. La première consiste
à substituer chaque représentant par un attribut appartenant au même ensemble de
sommets généralisés. Ainsi, si X ! A est une dépendance fonctionnelle satisfaite
par r et si X est le représentant d'un ensemble S de sommets généralisés tel que S =
{X, Z} alors nous avons r  Z ! A. Pour résumer donc, à partir des traverses mini-
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males irrédondantes, nous générons les traverses minimales, comme démontré dans
le chapitre 4, et à partir de ces dernières nous retrouvons la couverture minimale
telle que calculée par les approches existantes.
La seconde manière de retrouver cette couverture, est décrite par la proposition 6 et
repose sur l'axiome de pseudo-transitivité d'Armstrong, présenté dans la Dénition
22.
Proposition 6 Soit H un hypergraphe généré par cmax(Dr, A), S un ensemble de
sommets généralisés de H et X son représentant. 8 Y 2 S et Y 6= X, nous avons :
r0  Y ! X tel que r0  r est une relation composée des tuples dont les ensembles
en accord sont les éléments de max(Dr, A).
Preuve 6 Soit A un attribut de R. L'hypergraphe associé à A est HA = (XA, A)
tel que XA = R \ A et A = cmax(Dr, A). L'ensemble cmax(Dr, A) représente
les compléments des éléments de max(Dr, A), lequel est constitué des éléments
maximaux, au sens de l'inclusion, de Ag(r) ne contenant pas l'attribut A.
De ce fait, 8T 2 max(Dr, A) tel que T  R, nous avons 8X 2 T , 9 deux tuples
t et t0 tel que t[X] = t0[X]. Puisque cmax(Dr, A) représente les compléments des
éléments de max(Dr, A) alors nous pouvons en déduire que 8T 0 2 cmax(Dr, A)
tel que T 0 est le complément de T , alors 8X 2 T 0, t[X] 6= t0[X].
Considérons à présent un sommet généralisé S de HA tel que S = {X, Y } et X
est le représentant de S. Extent(X) = Extent(Y ) , X et Y appartiennent aux
mêmes hyperarêtes de HA et donc aux mêmes éléments de cmax(Dr, A). Ainsi,
8T 0 2 cmax(Dr, A) tel que X 2 T 0 et Y 2 T 0, et T 0 est le complément de T tel que
T = Ag(t, t0), alors : t[X] 6= t[Y ] et t0[X] 6= t0[Y ].
Donc, pour une relation composée des tuples t et t0, nous avons les deux dépen-
dances fonctionnelles conditionnelles de r, Y ! X et X ! Y . Pour notre approche,
nous n'aurons besoin que d'une seule. Celle où le représentant est l'antécédent (pré-
misse).
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En eet, pour un attribut donné, les éléments de l'ensemble max sont des en-
sembles en accord, maximaux au sens de l'inclusion. Ces éléments sont calculés à
partir de couples de tuples. De ce fait, l'ensemble des tuples concernés représentent
une relation r0 au sein de la relation initiale r. De plus, suivant la Dénition 28, les
attributs appartenant à un même ensemble de sommets généralisés ont une même
valeur au sein des tuples qui l'ont généré. Ainsi, la relation r0 satisfait naturellement
les dépendances fonctionnelles de type Y ! X tel que X est le représentant de
l'ensemble des sommets généralisés auquel appartient Y .
4.6.3 Etude de cas
Dans l'objectif d'illustrer l'intérêt de notre représentation concise et exacte des
traverses minimales pour le problème de l'inférence des dépendances fonctionnelles,
nous présentons dans cette section une étude de cas qui détaille la manière dont nous
calculons une couverture plus concise, que les approches existantes, de l'ensemble
des dépendances fonctionnelles pour une relation donnée.
Reprenons ainsi la relation r décrite par l'exemple 16. Le tableau 4.13 montre les
diérentes étapes qui mènent à la couverture minimale Cover(Dr) consistant en la
génération des ensembles lhs pour chaque attribut de r. Le processus commence par
calculer tous les ensembles en accord (ligne 1), Ag(r), selon la Dénition 28. Ensuite,
et à partir de Ag(r), les ensembles maximaux, pour chaque attributs, sont générés
(ligne 3). D'ailleurs, nous remarquons que les ensembles maximaux B et C sont,
respectivement, ACDE et ABDE. Ils n'ont pas été pris en considération dans la
ligne 3 car leurs compléments cmax, privés de B et C, sont égaux à l'ensemble vide.
En ce sens, dans la ligne 4, nous ne trouvons que les ensembles cmax des attributs A,
D et E. Pour chaque attribut, chaque élément de cmax représente une hyperarête
de l'hypergraphe correspondant à l'attribut traité. Ainsi, si nous considérons par
exemple l'attribut A, l'hypergraphe qui lui est associé (H1) est constitué de deux
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hyperarêtes e11 = fBg et e21 = fD;Eg.
Au nal, nous obtenons trois hypergraphes simples (ligne 5). H1 pour l'attribut
A, H2 pour D et H3 pour E. Un calcul des traverses minimales (ligne 6) de chacun
de ces hypergraphes permet de retrouver l'ensemble de dépendances fonctionnelles
de Cover(Dr). Pour H1, l'ensemble des traverses minimales MH1 renferme BD et
BE. Les deux dépendances fonctionnelles de Cover(Dr) qui en découlent sont :
BD ! A et BE ! A. Selon le même principe, nous retrouvons les neuf autres df
de Cover(Dr) résumées par le Tableau 4.12.
Notre approche intervient juste après la construction des trois hypergraphes H1,
H2 et H3. Au lieu d'extraire les traverses minimales à partir de ces hypergraphes,
nous en déduisons les hypergraphes irrédondants correspondants, H 01, H
0
2 et H
0
3, à
partir du calcul des ensembles de sommets généralisés (ligne 7). Les représentants
sont marqués en gras et les autres attributs sont supprimés des hypergraphes ini-
tiaux. Une fois les hypergraphes irrédondants construits (ligne 8), nous calculons
leurs traverses minimales correspondantes (ligne 9) et qui nous permettront de re-
présenter l'ensemble Cover(Dr) de manière succincte.
Comme le montre le tableau 4.14, notre approche ne représente l'ensemble Co-
ver(Dr) qu'avec 4 dépendances fonctionnelles absolues (satisfaites par r) alors que
les approches existantes en calculent 9. Cet ensemble est noté Cover'(Dr). A partir
de nos 4 dépendances fonctionnelles, nous allons examiner la manière avec laquelle
nous retrouvons l'ensemble Cover(Dr) tel que représenté par le tableau 4.12 en
suivant les deux méthodes présentées plus haut :
 En appliquant le processus de substitution sur les dépendances fonctionnelles de
l'ensemble Cover'(Dr), nous retrouvons naturellement l'ensemble Cover(Dr).
Pour cela, nous avons besoin des ensembles de sommets généralisés déjà calcu-
lés. En eet, pour l'attribut A, S11 ne contient que l'attribut B alors que les
attributs D et E appartiennent au même ensemble S12 et puisque seulement le
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Ag(r) = {CDE, AD, D, ACDE, B, C, E, BC,ABDE, DE, ADE}
A D E
max(A) = max(D) = max(E) =
{CDE, BC} {E, BC} {AD, BC}
L
op
es
et
al
.
cmax(A) = cmax(D) = cmax(E) =
{B, DE} {ABC, AE} {BC, AD}
H1 = (X1; 1) H2 = (X2; 2) H3 = (X3; 3)
X1 = {B, D, E} X2 = {A, B, C, E} X1 = {A, B, C, D}
1 = fe11 = fBg, 2 = fe12 = fA;B;Cg, 3 = fe13 = fB;Cg,
e21 = fD;Egg e22 = fA;Egg e23 = fA;Dgg
MH1 = MH2 = {A, MH3 = {AB, AC,
{BD, BE} BE, CE} BD, CD}
S11 = fBg S21 = fAg S31 = fB; Cg
S12 = fD; Eg S22 = fB; Cg S32 = fA; Dg
N
ot
re
co
nt
ri
bu
ti
on S23 = fEg
H 01 = (X 01; 01) H 02 = (X 02; 02) H 03 = (X 03; 03)
X 01 = {B, D} X 02 = {A, B, E} X 01 = {A, B}
01 = fe011 = fBg, 02 = fe012 = fA;Bg, 03 = fe013 = fBg,
e021 = fDgg e022 = fA;Egg e023 = fAgg
MH01 = {BD} MH02 = {A, BE} MH03 = {AB}
BD ! A A! D ; BE ! D AB ! E
Table 4.13  Les étapes de génération de notre représentation concise de Co-
ver(Dr)
BD ! A A! D BE ! D AB ! E
Table 4.14  L'ensemble Cover'(Dr)
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représentant D a été considéré dans la construction de H 01, nous n'avons généré
qu'une dépendance fonctionnelle, pour A, qui est BD ! A. A partir donc de
S12 , nous pouvons substituer D par E pour obtenir la dépendance fonctionnelle
BE ! A. Cette dernière appartient eectivement dans Cover(Dr). De même,
pour l'attribut D, CE ! D est obtenue à partir de BE ! D puisque B et C
appartiennent à S22 . Enn, pour l'attribut E, trois dépendances fonctionnelles
sont obtenues à partir de AB ! E : AC ! E, BD ! E et CD ! E.
 La seconde méthode qui permet de retrouver Cover(Dr) à partir de Co-
ver'(Dr) serait d'appliquer l'axiome de pseudo-transitivité d'Armstrong. Selon
la proposition 6, deux attributs X et Y qui appartiennent au même ensemble
de sommets généralisés, tel que Y en est le représentant, sont liés par la dé-
pendance fonctionnelle conditionnelle suivante : X ! Y . Cette relation serait
"relative", et non absolue donc, car elle n'est vrai que par rapport à l'attribut
à partir duquel les ensembles de sommets généralisés ont été calculés. Prenons
l'exemple de l'attribut A où nous avons généré deux ensembles S11 et S
1
2 . Ce
dernier ensemble est composé des attributs D et E. Nous pouvons donc déduire
que la dépendance fonctionnelle E ! D est satisfaite par les tuples qui ont
permis de calculer les éléments de max(A).
Analysons à présent l'ensemble max(A), il est constitué de deux éléments CDE
et BC. Comme déjà expliqué, CDE et BC sont les ensembles en accord, de taille
maximale, qui ne déterminent pas l'attribut A. L'ensemble en accord CDE
a été généré par les tuples t1 et t2 alors que BC l'a été par les tuples t4 et
t6. Si l'on considère donc uniquement la relation r0 formée par les tuples t1,
t2, t4 et t6, nous pouvons aisément vérier que la dépendance fonctionnelle
E ! D est satisfaite par r0. Puisque r0  r, E ! D est dite alors dépendance
fonctionnelle conditionnelle. Ainsi, en appliquant l'axiome de pseudo-transitivité
d'Armstrong, nous avons : E ! D et BD ! A engendrent BE ! A. Nous
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retrouvons ainsi la troisième dépendance fonctionnelle de Cover(Dr) ayant A
comme conclusion. Selon le même principe, nous générons pour l'attribut D, la
dépendance fonctionnelle conditionnelle C ! B, et pour l'attribut E, C ! B
et D ! A. Le tableau 4.15 récapitule l'ensemble des dfs conditionnelles qui,
conjuguée à notre couverture succincte Cover'(Dr) et à l'axiome d'Armstrong,
permettent de retrouver Cover(Dr).
Cover'(Dr)
BD ! A A! D AB ! E
BE ! D
Dep. Fonct. Cond.
E ! D C ! B D ! A
C ! B
+ Axiome d'Armstrong
Cover(Dr)
BE ! A A! D AB ! E
BD ! A CE ! D BD ! E
BE ! D AC ! E
CD ! E
Table 4.15  Relation entre Cover'(Dr) et Cover(Dr)
Ainsi, nous avons montré qu'en se basant sur notre représentation des traverses
minimales, nous pouvons calculer une couverture minimale de l'ensemble de toutes
les dépendances fonctionnelles d'une relation donnée encore plus réduite que ce que
présentent les approches existantes. Ceci a pour objectif de réduire les temps de
traitement nécessaires à la génération d'une couverture minimale et minimiser l'en-
semble de dépendances fonctionnelles permettant de retrouver l'ensemble dans son
intégralité d'une relation donnée. L'étude de cas illustre ainsi le processus proposé
et donne un aperçu des dépendances fonctionnels "éliminées" dans la nouvelle cou-
verture minimale que nous proposons.
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4.7 Conclusion
Dans ce chapitre, nous avons introduit une nouvelle approche pour le calcul des
traverses minimales d'un hypergraphe. Cette approche présente une représentation
concise et exacte de l'ensemble des traverses minimales en se basant sur la notion
d'irrédondance dans les hypergraphes. Ceci nous a permis d'introduire un cadre mé-
thodologique qui a donné naissance à un nouvel algorithme imt-extractor pour
l'extraction des traverses minimales. L'étude expérimentale a conrmé l'intérêt de
notre approche sur un certain type d'hypergraphes présentant des taux de compacité
intéressants. Néanmoins, au-delà de l'aspect expérimental, nous souhaitons prouver
l'intérêt de cette nouvelle représentation des traverses minimales en montrant sa
répercussion sur un des nombreux domaines d'application des traverses minimales.
Pour cela, nous avons choisi d'appliquer notre représentation concise et exacte des
traverses minimales au problème d'inférence des dépendances fonctionnelles, pour
calculer la couverture minimale d'une relation donnée. Cette contribution a été pu-
bliée dans une conférence avec comité de lecture [JLB13].Dans le chapitre suivant,
nous introduisons une nouvelle méthode pour l'extraction des traverses minimales
d'un hypergraphe en adoptant la stratégie "diviser pour régner". Nous démontrons
que le partitionnement de l'hypergraphe initial en des hypergraphes partiels peut
aussi s'avérer avantageux sur des hypergraphes particuliers.
Chapitre 5
"Diviser pour régner" pour
l'extraction des traverses minimales
d'un hypergraphe
5.1 Introduction
Optimiser le calcul des traverses minimales en optant pour la décomposition de
l'hypergraphe d'entrée peut présenter une solution intéressante à condition de bien
choisir le nombre optimal d'hypergraphes partiels de manière à éliminer des tests
de minimalité des traverses calculées. En se basant sur le nombre de transversalité,
nous proposons une approche basée sur la stratégie "diviser pour régner" pour l'ex-
traction des traverses minimales. Un hypergraphe peut, en eet, être décomposé en
un certain nombre d'hypergraphes partiels, égal à la taille de la plus petite traverse
minimale que renferme l'hypergraphe d'entrée. Les traverses minimales extraites à
partir des hypergraphes partiels, que nous appellerons "locales", permettent de re-
trouver l'ensemble de toutes les traverses minimales de l'hypergraphe initial. Les
traverses obtenues et dont la cardinalité est égale au nombre de transversalité se-
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ront considérées directement comme des traverses minimales et ce, sans vérier par
des tests, leurs minimalités. C'est ce que nous détaillons à travers ce chapitre via
l'algorithme local-generator et à travers l'étude expérimentale dont il a fait
l'objet.
5.2 Objectifs de la décomposition
La principale diculté que pose l'extraction des traverses minimales réside dans le
nombre exponentiel de ces dernières, même quand l'hypergraphe d'entrée est simple,
comme le montre l'exemple 11 du chapitre 4 (page 71).
5.2.1 Diviser pour régner
Les algorithmes d'extraction des traverses minimales les plus performants [BMR03,
KS05, MU13] sont des améliorations de l'algorithme de Berge [Ber89]. Ce dernier
traite les hyperarêtes une à une en calculant à chaque itération i les traverses mini-
males de l'hypergraphe constitué par les i-èmes hyperarêtes considérées. Avec pour
objectif d'optimiser le calcul des traverses minimales, notre approche repose sur
cette idée en usant du paradigme "diviser pour régner", présenté dans la Dénition
30.
Dénition 30 Diviser pour régner Le paradigme diviser pour régner se com-
pose de trois étapes. La première est de diviser le problème en un certain nombre de
sous-problèmes. La deuxième est de régner sur ces sous-problèmes en les résolvant de
manière récursive ou directement. Enn, combiner les solutions des sous-problèmes
en une solution nale du problème initial.
Le principe consiste à réduire ce nombre d'itérations en décomposant l'hyper-
graphe en un nombre précis d'hypergraphes partiels, équivalent au nombre de trans-
versalité de l'hypergraphe d'entrée H. A partir de chaque hypergraphe partiel Hi,
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nous calculons alors ce que nous appelons les traverses minimales locales à Hi. Le
produit cartésien de ces traverses minimales locales correspondra alors à un ensemble
de traverses de H qui seront soumises à une vérication de la minimalité pour être
considérées comme des traverses minimales. En outre, pour un hypergraphe H avec
un nombre de transversalité égal à k, le fait de décomposer H en k hypergraphes Hi
permet d'éliminer le test de la minimalité pour les ensembles de sommets de taille
k qui seront considérés comme traverses minimales de H, sans aucun autre calcul
supplémentaire.
Il est clair que cette approche ne saurait être ecace sur des hypergraphes, dont
le nombre de tranversalité est très bas dans la mesure où le nombre d'hypergraphes
partiels n'est pas conséquent et ne permet pas une optimisation intéressante du
calcul des traverses minimales. Un prol du type d'hypergraphes sur lequel notre
approche peut se montrer ecace est dressé au terme de l'étude expérimentale que
nous détaillons à la n de ce chapitre.
5.2.2 Originalité de l'approche
Nous avons détaillé dans le chapitre 2 les diérents algorithmes dédiés à l'ex-
traction des traverses minimales. Nous avons souligné que les algorithmes les plus
performants étaient des améliorations de l'algorithme de Berge mais ils ne reposent
pas sur le paradigme "diviser pour régner". En ce sens, notre approche est une
extension complètement diérente de l'algorithme de Berge. Alors que dans ce der-
nier, ainsi que dans les améliorations qui en ont été proposées, l'idée est de traiter
les hyperarêtes une à une, nous nous proposons de traiter les hyperarêtes ensemble
par ensemble. L'hypergraphe d'entrée H se trouve alors décomposé en un nombre
d'hypergraphes partiels égal au nombre de transversalité k de H.
Chaque hypergraphe partiel renferme des traverses minimales locales et le produit
cartésien, combiné à un test de la minimalité, permet de retrouver l'ensemble des
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traverses minimales de H. Le test de la minimalité est nécessaire dans la mesure où
les traverses minimales locales sont eectivement minimales mais au sein de l'hyper-
graphe partiel à partir duquel elles sont extraites mais rien n'assure qu'elles seront
minimales dans l'hypergraphe initial. Comme nous l'avons déjà souligné, seules les
traverses de taille égale au nombre de transversalité sont eectivement minimales
puisqu'il ne peut exister une traverse incluse dedans.
Un seul algorithme, parmi tout ceux présentés dans le chapitre 2 met à prot cette
notion de décomposition mais d'une façon diérente. Il s'agit de celui de Bailey et
al., qui consiste à décomposer les hyperarêtes formées par un nombre important de
sommets de manière à n'avoir que des hyperarêtes de relativement petite taille. Dans
notre algorithme, l'hypergraphe est décomposé indépendamment de la taille de ses
hyperarêtes.
Le nombre de transversalité d'un hypergraphe est la notion-clé, autour de laquelle
est bâtie notre approche. Le choix du nombre d'hypergraphes partiels n'est pas
arbitraire puisqu'il garantit que les traverses, dont la taille est égale à k, peuvent
être directement considérées comme des traverses minimales de H. C'est sur cette
élimination de certains de ces tests inutiles de la minimalité que nous comptons pour
optimiser les temps d'extraction des traverses minimales.
5.3 Dénitions et notations
Dans cette section, nous proposons de présenter des dénitions clés et notations
que nous utiliserons tout au long des sections suivantes. Pour aboutir à notre ap-
proche d'extraction des traverses minimales, basée sur la notion de traverse minimale
locale, nous avons encore combiné des concepts de la théorie des hypergraphes (union
et produit cartésien d'hypergraphes) avec d'autres de la fouille de données (ensemble
essentiel, support), présentés dans les chapitres précédents.
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Dénition 31 Union et produit cartésien [Ber89]
Soit H = (X , ) et G = (X 0, 0) deux hypergraphes tels que  = f1; 2; : : : ; mg et
0 = f01; 02; : : : ; 0m0g.
H [ G représente l'union de H et G. Le résultat de cette union est un hypergraphe
dont l'ensemble des sommets est constitué de ceux de H et de G, et l'ensemble des
hyperarêtes contient celles de H et G, qui par souci de simplication sera aussi noté
H [ G :
H [ G = (X [ X 0;  [ 0)
H  G représente le produit cartésien des deux hypergraphes dont le résultat est
un hypergraphe dont l'ensemble des sommets contient ceux des deux hypergraphes.
Quant à l'ensemble des hyperarêtes, il est aussi noté HG et est égal au produit car-
tésien de  et de 0 autrement dit à l'union de tous les couples possibles d'hyperarêtes
tels que le premier élément appartient à  et le deuxième à 0 :
H G = (X [ X 0; f(i [ 0j); i = 1; : : : ;m; j = 1; : : : ;m0)
Proposition 7 [Ber89]
Soient H et G, deux hypergraphes simples. Les traverses minimales de l'hypergraphe
H [ G sont des couples, minimaux au sens de l'inclusion, générés par le produit
cartésien des ensembles de traverses minimales de H et de G :
MH[G = Min{ MH  MG}.
Dénition 32 Hypergraphe partiel [Ber89]
Un hypergraphe partiel H 0 est la restriction d'un hypergraphe H à un sous-ensemble
d'hyperarêtes 0 incluses dans  et aux sommets contenus dans ces hyperarêtes.
Dans le cadre de notre approche, nous proposons d'étendre la proposition 7 en
considérant plus de deux hypergraphes. Plus précisément, à partir d'un hypergraphe
H=(X , ), dont le nombre de transversalité (H) est égal à k, et d'une traverse mi-
nimale T = fx1; x2; : : : ; xkg deMH de taille k dont les sommets sont triés par ordre
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de support décroissant de sorte que x1 est le sommet qui appartient au plus grand
nombre d'hyperarêtes, nous proposons de construire k hypergraphes partiels Hi=
(Xi, i), i = 1, . . . , k tels que :
 1 = fe 2  j x1 2 eg
 X1 = {x 2 X j x 2 e; 8e 2 1 g
 ..
 ..
 i = fe 2   
i 1S
j=1
j j xi 2 eg
 Xi = {x 2 X j x 2 e; 8e 2 i g
On peut remarquer que les hypergraphes partiels Hi vérient de façon évidente les
propriétés suivantes :
 i  

kS
i=1
i = .
 @e 2  tel que e 2 i \ j, i 6= j.
Les traverses minimales de l'hypergraphe partiel Hi sont appelées traverses mini-
males locales à Hi et leur ensemble est noté par MHi .
1 2 3 4 5 6 7 8 9
e1 = {1, 2} 1 1 0 0 0 0 0 0 0
e2 = {2, 3, 7} 0 1 1 0 0 0 1 0 0
e3 = {3, 4, 5} 0 0 1 1 1 0 0 0 0
e4 = {4, 6} 0 0 0 1 0 1 0 0 0
e5 = {6, 7, 8} 0 0 0 0 0 1 1 1 0
e6 = {7, 9} 0 0 0 0 0 0 1 0 1
Figure 5.1  Un exemple d'hypergraphe H = (X ; ) et la matrice d'incidence IMH
correspondante
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Figure 5.2  Les 3 hypergraphes partiels dérivés de H : H1, H2 et H3
Exemple 17 La gure 5.1 illustre un hypergraphe simple H = (X ; ) tel que X =
f1; 2; 3; 4; 5; 6; 7; 8; 9g et  = f e1, e2, e3, e4, e5, e6 g avec e1 = f1, 2g, e2 = f2,
3, 7g, e3 = f3, 4, 5g, e4 f4, 6g, e5 = f6, 7, 8g et e6 = f7, 9g. H a un nombre
de transversalité égal à 3. H possède 2 traverses minimales de cardinalité minimale
égale à 3 : f1; 4; 7g et f2; 4; 7g. Prenons, par exemple, la traverse minimale f1; 4; 7g.
Après avoir ordonné les trois sommets le composant, selon un ordre décroissant
de support, nous obtenons les trois hypergraphes partiels, présentés par la Figure
5.2, tel que H1 ne contient que les hyperarêtes auxquelles appartient le sommet 7
(dont le support est égal à 3), H2 ne contient que celles auxquelles appartient 4
(dont le support est égal à 2) et H3 contient les hyperarêtes restantes, i.e., celles qui
renferment le sommet 1. Il importe de noter qu'en choisissant f2; 4; 7g, au lieu de
f1; 4; 7g, le résultat reste le même.
5.4 Traverses minimales locales : approche et algo-
rithme
Optimiser le calcul de ces traverses minimales revient donc principalement à ré-
duire le nombre de candidats traités. Ceci passe par la réduction de la taille de
l'hypergraphe d'entrée. L'approche que nous proposons consiste à construire, à par-
tir de l'hypergraphe d'entrée H, k hypergraphes partiels (H1, H2, . . . , Hk). Le calcul
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de l'ensemble des traverses minimales locales, MHi de chaque hypergraphe partiel
Hi s'en trouve amélioré puisque la taille de Hi est relativement petite par rapport à
celle de H. Ainsi, nous proposons d'eectuer l'union des hypergraphes partiels de fa-
çon à déterminer l'ensemble des traverses minimalesMH de H à partir des k-uplets,
minimaux au sens de l'inclusion, issus du produits cartésien des ensembles de tra-
verses minimales locales déterminées pour les hypergraphes partiels MHi . Dans ce
qui suit, nous présentons l'algorithme local-generator dédié au calcul des tra-
verses minimales et basé essentiellement sur les notions de nombre de transversalité
et d'hypergraphe partiel.
L'algorithme local-generator, dont le pseudo-code, est décrit par l'Algorithme
17 prend en entrée une matrice d'incidence (correspondant à l'hypergraphe d'entrée)
et fournit en sortie l'ensemble des traverses minimales. On suppose que les sommets
de l'hypergraphe sont triés par ordre lexicographique. local-generator démarre
par un appel à la fonction GetMinTransversality, dont le pseudo-code est
décrit par l'Algorithme 11 du chapitre 3 (page 52). Comme déjà mentionné, cette
fonction calcule et retourne une traverse minimale dont la taille est minimale et le
nombre de transversalité k de l'hypergraphe. Ce dernier correspond désormais à la
cardinalité de la traverse minimale retournée par la fonction. C'est à partir de cette
traverse minimale retournée par GetMinTransversality que notre algorithme
décompose l'hypergraphe d'entrée en des hypergraphes partiels.
Une fois la construction des k hypergraphes partiels (lignes 7-8) eectuée, l'al-
gorithme local-generator fait appel à un algorithme d'extraction des traverses
minimales pour calculer leurs traverses minimales locales 7, stockées dansMHi (ligne
9). Etant donné que les hypergraphes Hi sont relativement de petite taille, n'importe
quel algorithme existant peut calculer les traverses minimalesMHi en des temps très
courts. Cet algorithme prend donc en entrée un hypergraphe partiel Hi de H, dont
7. Dans les expérimentations, nous avons utilisé l'algorithme MtMiner pour accomplir cette
tâche et nous remercions les auteurs de nous en avoir fourni une version.
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Algorithme 17: local-generator
Entrées : Une matrice d'incidence IMH associée à H = (X , )
Sorties : MH , ensemble des traverses minimales de H
1 début
2 T = GetMinTransversality2(IMH) ;
3 Ordonner les éléments de T par ordre décroissant du support ;
4 k = j T j ;
5 i = 1 ;
6 tant que i  k faire
7 i = fe 2  j T [i] 2 eg ;
8 Xi = X \ i ;
9 MHi = mtminer(Hi) ;
10 i = i + 1 ;
11 H = MH1  MH2  : : :  MHk ;
12 pour chaque X 2 H faire
13 si j X j = k alors
14 MH = MH [ {X} ;
15 sinon
16 si 6 9 x 2 X : Supp(X) = Supp(Xnx) alors
17 MH = MH [ {X} ;
18 retourner (MH)
l'ensemble des sommets Xi et l'ensemble des hyperarêtes i ont été déjà calculés
(lignes 7 - 8) et extrait, par niveaux, l'ensemble des traverses minimales locales à Hi
selon la dénition 1. A la n de la boucle de la ligne 6, local-generator a déjà
préparé les ensembles des traverses minimales locales. Le produit cartésien (ligne
11) de ces ensembles MHi , permet de construire l'ensemble H . Chaque élément de
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H issu de ce produit cartésien représente une traverse. Il reste à vérier sa minima-
lité. Un des intérêts de notre décomposition de l'hypergraphe initial est d'éviter de
tester la minimalité des éléments de H dont la cardinalité est égale à k. En eet,
ces derniers représentent des traverses minimales de H puisqu'il ne peut pas exister
une traverse minimale de taille inférieure au nombre de transversalité de H. Pour
les traverses de taille supérieure à k, local-generator teste la minimalité (lignes
15   16) suivant la Proposition 1. Si le support d'un candidat X est strictement
supérieur au maximum des supports de ses sous-ensembles directs alors X est une
traverse minimale et est ajouté à MH .
5.5 Etude de la complétude
Le résultat du produit cartésien de deux ensembles de traverses minimales, MH
et MG, représente un ensemble de traverses. La minimalité est ensuite vériée par
le biais de la condition d'essentialité de la Dénition 12. Dans le but de vérier la
complétude de notre approche, nous nous proposons de prouver par récurrence que
MH = Min {MH1  MH2  : : :  MHk}, en s'inspirant de la Proposition 7.
Proposition 8 Toute traverse minimale de l'hypergraphe H peut être déduite à
partir des ensembles de traverses minimaux des Hi, i = 1 : : : k.
Preuve 7 Soient H1 = (X1; 1) et H2 = (X2; 2) deux hypergraphes et H = H1[H2,
avec H = (X ; ) tel que X = X1[X2 et  = 1[2. D'après Berge [Ber89], l'ensemble
des traverses minimales de H est égal aux éléments, minimaux au sens de l'inclusion,
appartenant au produit cartésien des ensembles minimaux de H1 et H2 :
MH = MH1[H2 = Min { T j T 2 MH1  MH2 } (P1)
Supposons que cette propriété est vraie pour l'union de k hypergraphes : H 0 =
H1 [H2 [ : : : [Hk avec H 0 = (X 0; 0) et Hi = (Xi, i), i = 1 : : : k.
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Par hypothèse, nous avons alors :
MH0 = Min { T j T 2 MH1  MH2  : : :MHk }. (P2)
Montrons, à présent, que la propriété est vraie pour l'union de k+1 hypergraphes tel
que H = H1[H2[ : : :[Hk+1 où X = X1[X2[ : : :[Xk+1 et  = 1[ 2[ : : :[ k+1.
On a :
H = H1 [H2 [ : : : [Hk+1
, H = H 0[Hk+1 où H 0 = [ki=1Hi et H 0 = (X 0, 0) avec X 0 = [ki=1Xi et 0 = [ki=1i.
D'après (P1), on a MH = Min { T j T 2 MH0  MHk+1 } et d'après (P2),
nous avons MH0 = Min { T j T 2 MH1  MH2  : : : MHk }. Nous obtenons,
au nal donc : MH = Min { T j T 2 MH1  MH2  : : :MHk+1 }.
Ceci prouve donc que toute traverse minimale de H, i.e., de l'ensemble MH , peut
être calculée à partir des traverses minimales locales des k hypergraphes partiels Hi,
1  i  k.
Proposition 9 Toute traverse minimale T déduite à partir des MHi, tel que T =
min {T1 [ T2 [ T3 : : : [ Tk} et Ti 2 MHi, est une traverse minimale de H.
Preuve 8 Ti 2MHi ) Ti \ eji 6= ; 8eji 2 i, 1  i  k.
Étant donné que
kS
i=1
i =  et 8(i, j) 2   nfig, i \ j = ;, donc 8e 2 , 9
Ti  T tel que Ti \ e 6= ;. Ainsi, T est une traverse de H. (1).
Par vérication de la condition de minimalité de la Dénition 12 (ligne 16 de
l'algorithme 17), T = min {T1 [ : : : [ Tk} donc T est minimal dans H (2).
(1) et (2) permettent de considérer T comme une traverse minimale de H.
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5.6 Etude Expérimentale
Diérentes expérimentations ont été réalisées sur des jeux de données variés an
d'évaluer l'algorithme local-generator. Le premier lot de jeux de données consi-
dérés correspond aux hypergraphes générés à partir des bases de données "Acci-
dents" 8 et "Connect-4" 9, également utilisés dans le chapitre 4. Le deuxième lot
contient des hypergraphes aléatoires générés (à l'aide du générateur "random hyper-
graph generator" implementé par Boros et al. [BEGK03]), en fonction du nombre
de sommets, du nombre d'hyperarêtes et de la taille minimale des hyperarêtes. De
plus, au cours de notre étude expérimentale, nous avons pris soin de vérir que la
borne maximale retournée par la fonction GetMinTransversality est bien égale
au nombre de transversalité pour chaque hypergraphe traité. Ceci implique que les
traverses générées par un produit cartésien des diérents ensembles de traverses mi-
nimales locales et composées d'un nombre de sommets égal à la valeur retournée par
GetMinTransversality sont bien des traverses minimales.
jX j jj (H) jMH j mmcs ks local-generator
Accidents1 81 990 1 1 961 0,30 8,620 1,52
Accidents2 336 10968 2 17 486 0,81 - 2,47
Connect-Win 79 12800 3 4 869 431 100,59 - 294,50
Table 5.1  Caractéristiques et temps de traitement des hypergraphes Accidents et
Connect (en secondes)
Les caractéristiques de chacun des hypergraphes du premier lot considéré sont
rappellées dans le tableau 5.1. La première et la seconde colonne correspond, res-
pectivement, au nombre de sommets et au nombre d'hyperarêtes des diérents hy-
8. http ://archive.ics.uci.edu/ml
9. http ://mi.cs.helsinki./data/
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pergraphes. La troisième colonne indique le nombre de transversalité, alors que la
quatrième colonne indique le nombre de traverses minimales que renferme chaque
hypergraphe.
Ces trois hypergraphes ont été traités par trois algorithmes : l'algorithme mmcs
de [MU13] l'algorithme ks de [KS05] et notre algorithme local-generator. Le
tableau 5.1 récapitule aussi les temps d'exécution de chaque algorithme sur chaque
hypergraphe. L'algorithme mmcs étant déjà le plus rapide parmi tout ceux proposés
dans la littérature, il l'est aussi sur ces trois jeux de données. local-generator
est moins rapide alors que ks ne parvient pas à traiter les hypergraphes Accidents2
et Connect-Win. Le fait que local-generator ait des temps de traitement plus
grands que mmcs s'explique par le faible nombre de transversalité des 3 hyper-
graphes qui varie entre 1 et 3 comme indiqué dans le tableau 5.1. Dans ce cas, la
décomposition de l'hypergraphe d'entrée en hypergraphes partiels, ne permet pas
d'optimiser convenablement le calcul des traverses minimales. La stratégie "diviser
pour régner" n'est pas pertinente lorsque la taille de la plus petite traverse mini-
male, d'un hypergraphe donné, est très petite. Extraire directement les traverses
minimales sur l'hypergraphe considéré s'avère plus judicieux que de passer par les
traverses minimales locales.
jX j jj (H) jMH j mmcs ks local-generator
H1 96 52 8 832 564 740 2804,64 3911,431 1004,269
H2 95 51 9 5 040 431 550 3608,182 - 2899,088
H3 119 91 4 4 186 560 000 3115,226 - 1918,101
H4 159 142 20 7 158 203 125 5509,455 - 4775,364
Table 5.2  Caractéristiques et temps de traitement des hypergraphes aléatoires
(en secondes)
Le Tableau 5.2 récapitule les caractéristiques des diérents hypergraphes que nous
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avons générés. Ces données synthétiques ont été générées en fonction des probabilités
minimale et maximale d'appartenance d'un sommet aux hyperarêtes dans l'hyper-
graphe. Si les nombres de sommets et d'hyperarêtes ne sont pas très élévés, ces
hypergraphes renferment néanmoins un très grand nombre de traverses minimales
qui varie entre 832 564 740 et 7 158 203 125. Le nombre de transversalité, (H)
variant de 4 à 20, est aussi élevé en comparaison avec les hypergraphes du Tableau
5.1. Ceci favorise donc notre approche puisque les hypergraphes d'entrée sont dé-
composés en un nombre important de petits hypergraphes partiels et, de ce fait, les
traverses minimales de taille égale à (H) y sont plus nombreuses épargnant ainsi à
notre algorithme le test de la minimalité.
Les temps de traitement en secondes, récapitulés dans le tableau 5.2, montrent
que l'algorithme local-generator présente des temps plus intéressants que ceux
obtenus par les algorithmes ks et mmcs. Notons que l'algorithme de [KS05] ne par-
vient à extraire les traverses minimales que surH1. Les temps d'exécution supérieurs
à 1500 secondes peuvent s'expliquer par le nombre élevé de traverses minimales cal-
culées. L'écart entre local-generator et mmcs varie entre 709 et 1800 secondes.
La diérence de performances entre les tableaux 5.1 et 5.2 permet de dresser un pro-
l des types d'hypergraphes sur lesquels notre approche est plus performante. En
eet, local-generator présente des temps intéressants dès que la taille des plus
petites traverses minimales de l'hypergraphe d'entrée est élevée ce qui lui permet de
décomposer l'hypergraphe en plusieurs hypergraphes partiels.
De plus, le nombre de traverses minimales doit être important. Sur des hyper-
graphes renfermant peu de traverses minimales, local-generator peine à se
montrer ecace puisque le nombre de traverses minimales devient négligeable par
rapport au nombre de candidats traités et testés. De plus, le gain en temps de trai-
tement est aussi conditionné par le nombre des plus petites traverses minimales. En
eet, pour ces dernières, notre algorithme n'eectue pas de test de la minimalité
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et permet donc d'optimiser les temps de traitements nécessaires pour le calcul de
toutes les traverses minimales.
5.7 Conclusion
Dans ce chapitre, nous avons introduit une nouvelle approche pour le calcul des
traverses minimales d'un hypergraphe. Cette approche repose sur le paradigme "di-
viser pour régner" an de décomposer l'hypergraphe d'entrée en hypergraphes par-
tiels, en fonction du nombre de transversalité. Le calcul des traverses minimales
locales, correspondantes à ces hypergraphes partiels, permet de retrouver l'ensemble
des traverses minimales à travers un produit cartésien combiné à un test de la mini-
malité. Ceci nous a permis d'introduire un nouvel algorithme local-generator
pour l'extraction des traverses minimales. L'étude expérimentale a conrmé l'inté-
rêt de notre approche sur un type précis d'hypergraphes renfermant des propriétés
données. Cette approche a été publiée dans une conférence avec comité de lecture
[JLB14b].
Conclusion générale et perspectives
Conclusion
Dans cette thèse, nous avons introduit trois nouvelles approches relatives aux
traverses minimales. Deux d'entre elles s'intéressent au calcul de toutes les traverses
minimales d'un hypergraphe alors que la troisième est basée sur un sous-ensemble
précis de ces traverses minimales.
Cette dernière permet d'exploiter les traverses minimales pour identier des acteurs-
clés dans un réseau social représenté par un hypergraphe où chaque hyperarête
correspond à une communauté du réseau. Pour déterminer ces acteurs importants,
appelés multi-membres, notre approche propose d'extraire, à partir de l'hypergraphe
d'entrée, les traverses minimales les plus petites. A partir de ces dernières, nous privi-
légions celles qui maximisent le nombre de sommets touchés. L'application de cette
approche sur les réseaux sociaux a permis de vérier que les traverses minimales
multi-membres (tmm) que nous générons permettent de représenter l'ensemble du
réseau avec le minimum de sommets. L'algorithme om2d proposé et dédié au cal-
cul des tmm ache des performances intéressantes dans la mesure où il repose sur
une notion importante, celle du nombre de transversalité de l'hypergraphe d'entrée.
Cette idée clé permet de connaître le nombre de sommets que doivent renfermer les
tmm avant même d'extraire ces derniers. Des expériences montrent que le calcul
du nombre de transversalité, à travers un algorithme dédié et proposé au sein de
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cette première approche, optimise sensiblement le calcul des plus petites traverses
minimales.
Les contributions qui ont couronné cette première approche ont fait l'objet de
trois publications. Une dans une revue internationale avec impact factor [JLB14a]
et deux dans des conférences avec comité de lecture [JLB12b] [JLB12a].
C'est dans l'objectif de chercher une représentation concise et exacte de l'ensemble
des traverses minimales qu'est proposée notre deuxième approche. S'appuyant sur
la notion de l'irrédondance de l'information dans l'hypergraphe, notre approche
classe les sommets en des sous-groupes suivant l'ensemble d'hyperarêtes auxquels
ils appartiennent. Ceux appartenant au mêmes hyperarêtes sont classés ensemble
et seulement l'un d'eux apparaîtra dans l'hypergraphe irrédondant que nous dédui-
sons à partir de l'hypergraphe initial. Les traverses minimales irrédondantes de ce
dernier sont les traverses minimales de l'hypergraphe irrédondant et représentent
un ensemble concis qui permet de retrouver toutes les traverses minimales de l'hy-
pergraphe initial. De manière évidente, plus l'ensemble des traverses minimales ir-
rédondantes est restreint, plus cette approche se montre ecace, ce qui peut être
quantié à l'aide du taux de compacité que nous avons introduit et qui calcule le
pourcentage de traverses minimales de l'hypergraphe initial qui sont générées sans
être calculées directement.
Les traverses minimales irrédondantes nous permettent ainsi de proposer une re-
présentation concise et exacte de l'ensemble des traverses minimales d'un hyper-
graphe donné. Cette représentation peut avoir des repercussions intéressantes dans
divers domaines d'application. Nous avons choisi le problème de l'inférence des dé-
pendances fonctionnelles pour l'illustrer, ce qui nous permis d'introduire une nou-
velle couverture minimale de toutes les dépendances fonctionnelles d'une relation
donnée.
Cette contribution a fait l'objet d'une publication dans une conférence avec comité
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de lecture [JLB13].
Enn, et toujours dans l'optique d'optimiser le calcul de toutes les traverses mini-
males d'un hypergraphe, nous avons proposé une troisième approche qui consiste à
décomposer l'hypergraphe d'entrée en des hypergraphes partiels. Les traverses mi-
nimales de ces derniers sont calculées et leur produit cartésien permet de regénérer
l'ensemble des traverses de l'hypergraphe par ltrage avec un test de minimalité. Le
nombre d'hypergraphes partiels, consécutifs à la décomposition, n'est pas choisi au
hasard. Il est égal au nombre de transversalité de l'hypergraphe initial an d'élimi-
ner les tests de la minimalité pour toutes les traverses constituées d'un nombre de
sommet égal à ce nombre de transversalité. Notre approche a montré son intérêt,
à travers une série d'expérimentations, mais pour un certain type d'hypergraphes
caractérisés par un nombre de transversalité élevé, un nombre de traverses mini-
males extrêmement important et un nombre conséquent de traverses minimales de
plus petite taille. Cette contribution a été validée par une conférence avec comité de
lecture [JLB14b].
Perspectives
Si notre travail nous a permis d'obtenir des résultats encourageants, plusieurs
perspectives et améliorations sont encore envisagées. La première des perspectives
consiste à mettre davantage à prot les possibilités oertes par le nombre de trans-
versalité d'un hypergraphe. Ainsi, il serait intéressant d'utiliser ce nombre de trans-
versalité et les plus petites traverses minimales pour proposer une solution ecace
au problème de la coloration d'hypergraphes.
La deuxième perspective est d'eectuer une série d'expérimentations détaillées sur
l'application de notre représentation concise et exacte des traverses minimales au
problème de l'inférence des dépendances fonctionnelles. Si nous avons montré que
la couverture canonique et minimale que nous calculons est constituée d'un nombre
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de dépendances fonctionnelles inférieur aux couvertures calculées par les méthodes
existantes, il serait intéressant de vérier, en pratique, si notre contribution permet
d'optimiser singulièrement le calcul de ladite couverture d'une relation donnée.
Toujours dans l'optique de valoriser nos contributions, de nouvelles expérimen-
tations sur les réseaux sociaux les plus utilisés dans le monde (Facebook, Twitter,
Youtube, etc.), et donc nettement plus volumineux que ceux pris en compte dans
l'étude expérimentale présentée dans ce manuscrit, sont nécessaires an de jauger
l'impact des tmm. L'utilisation d'algorithmes de détection des communautés per-
mettra de construire les hypergraphes correspondants à ces réseaux.
Publications scientiques acceptées
 M. Nidhal Jelassi, Christine Largeron et Sadok Ben Yahia. Local-Generator :
"diviser pour régner" pour l'extraction des traverses minimales d'un hyper-
graphe. Extraction et la Gestion des Connaissances (EGC) 2014 : 245-256.
 M. Nidhal Jelassi, Christine Largeron et Sadok Ben Yahia. Ecient unveiling
of multi-members in a social network. The Journal of Systems and Software
(JSS)(94) 2014 : 30-38.
 M. Nidhal Jelassi, Christine Largeron et Sadok Ben Yahia. Détection des tra-
verses minimales par élimination de la redondance. Extraction et Gestion des
connaissances (EGC) 2013 : 169-174.
 M. Nidhal Jelassi, Christine Largeron et Sadok Ben Yahia. A la recherche d'ac-
teurs multi-communautaires dans un réseau social. Conférence Francophone sur
l'Apprentissage Automatique (CAP) 2012 : 238-252.
 M. Nidhal Jelassi, Christine Largeron et Sadok Ben Yahia. Tmd-miner : Une
nouvelle approche pour la détection des diuseurs dans un système communau-
taire. Extraction et Gestion des connaissances (EGC) 2012 : 423-428.
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Liste des notations
Ht L'hypergraphe transversal à H
H 0 L'hypergraphe irrédondant associé à H
tm Traverse minimale
IMH Matrice d'incidence correspondant à l'hypergraphe H
H Ensemble des traverses de H
MH Ensemble des traverses minimales de H
(H) Nombre de transversalité de H
Supp(X) Support de l'ensemble des sommets X
tmm Traverse minimale multi-membre
minsuppu Support minimal de "utilisateurs" d'un tri-concept
Extent(x) Extension du sommet x
df Dépendance fonctionnelle
F+ Fermeture d'un ensemble de dfs
Dr Ensemble de toutes les dfs satisfaites par une relation r
cover(Dr) Couverture canonique de Dr
Ag(ti, tj) Ensemble en accord des tuples ti et tj
max(Dr, A) Ensemble de tous les ensembles maximaux de A dans une relation r
cmax(Dr, A) Complément de max(Dr, A)
lhs(Dr, A) Ensemble des prémisses de Dr pour un attribut A
Min Minimalité au sens de l'inclusion
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 Etude, représentation et applications des traverses minimales  
d’un hypergraphe. 
 
 
Résumé : Cette thèse s'inscrit dans le domaine de la théorie des hypergraphes et s'intéresse aux 
traverses minimales des hypergraphes. L'intérêt pour l'extraction des traverses minimales est en 
nette croissance, depuis plusieurs années, et ceci est principalement dû aux solutions qu'offrent les 
traverses minimales dans divers domaines d'application comme les bases de données, l'intelligence 
artificielle, l'e-commerce, le web sémantique, etc. Compte tenu donc du large éventail des domaines 
d'application des traverses minimales et de l'intérêt qu'elles suscitent, l'objectif de cette thèse est 
donc d'explorer de nouvelles pistes d'application des traverses minimales tout en proposant des 
méthodes pour optimiser leur extraction. Ceci a donné lieu à trois contributions proposées dans 
cette thèse. La première approche tend à tirer profit de l'émergence du Web 2.0 et, par conséquent, 
des réseaux sociaux en utilisant les traverses minimales pour la détection des acteurs importants au 
sein de ces réseaux. La deuxième partie de recherche au cours de cette thèse s'est intéressé à la 
réduction du nombre de traverses minimales d'un hypergraphe. Ce nombre étant très élevé, une 
représentation concise et exacte des traverses minimales a été proposée et est basée sur la 
construction d'un hypergraphe irrédondant, d'où sont calculées les traverses minimales 
irrédondantes de l'hypergraphe initial. Une application de cette représentation au problème de 
l'inférence des dépendances fonctionnelles a été présentée pour illustrer l’intérêt de cette approche. 
La dernière approche s'est intéressée à la décomposition des hypergraphes en des hypergraphes 
partiels. Les traverses minimales de ces derniers sont calculées et leur produit cartésien permet de 
générer l'ensemble des traverses de l'hypergraphe. Les différentes études expérimentales menées 
ont montré l’intérêt de ces approches proposées. 
Mots clés : Hypergraphe, Hypergraphe partiel, Traverse minimale, Multi-membre, Réseau social, 
Nombre de transversalité, Représentation concise, Irrédondance, Dépendance fonctionnelle, 
Couverture minimale. 
Abstract: This work is part of the field of the hypergraph theory and focuses on hypergraph 
minimal transversal. The problem of extracting the minimal transversals from a hypergraph 
received the interest of many researchers as shown the number of algorithms proposed in the 
literature, and this is mainly due to the solutions offered by the minimal transversal in various 
application areas such as databases, artificial intelligence, e-commerce, semantic web, etc. In view 
of the wide range of fields of minimal transversal application and the interest they generate, the 
objective of this thesis is to explore new application paths of minimal transversal  by proposing 
methods to optimize the extraction. This has led to three proposed contributions in this thesis. 
The first approach takes advantage of the emergence of Web 2.0 and, therefore, social networks 
using minimal transversal for the detection of important actors within these networks. The second 
part of research in this thesis has focused on reducing the number of hypergraph minimal 
transversal. A concise and accurate representation of minimal transversal was proposed and is 
based on the construction of an irredundant hypergraph, hence are calculated the irredundant 
minimal transversal of the initial hypergraph. An application of this representation to the 
dependency inference problem is presented to illustrate the usefulness of this approach. The last 
approach includes the hypergraph decomposition into partial hypergraph the “local” minimal 
transversal are calculated and their Cartesian product can generate all the hypergraph transversal 
sets. Different experimental studies have shown the value of these proposed approaches. 
Key words: Hypergraph, Partial hypergraph, minimal transversal, Multi-member, Social network, 
transversality level, Concise representation, Irredundance, Functional dependency, Minimal cover. 
 
 
