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Abstract
A graph G is 3-domination critical if its domination number  is 3 and the addition of any
edge decreases  by 1. Let G be a 3-connected 3-domination critical graph with (G)6 (G).
In this paper, we show that G is Hamilton-connected if and only if (G)¿ 1, where (G) is
the toughness of G.
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1. Introduction
In this paper, all graphs considered are 8nite undirected graphs without loops and
multiple edges. Let G=(V (G); E(G)) be a graph. For S ⊆ V (G), we say S is a clique
if s1s2 ∈E(G) for any s1; s2 ∈ S. The neighborhood N (v) of a vertex v is the set of
vertices adjacent to v and the closed neighborhood of v is N [v] = N (v) ∪ {v}. The
degree d(v) of v is |N (v)|. The minimum degree of G is (G)=min{d(v) | v∈V (G)}.
A cutset S is called k-cutset if |S|=k. A graph is said to be t-tough if for every cutset
S ⊆ V (G), |S|¿ t!(G − S), where !(G − S) is the number of components of G − S.
The toughness of G, denoted by (G), is de8ned to be min{|S|=!(G−S) | S is a cutset
of G}. The independence number of G is denoted by (G). The length of a path P is
the number |E(P)|. Let u; v∈V (G) be any two distinct vertices. We denote by p(u; v)
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the length of a longest path connecting u and v. The codiameter of G, denoted by
d∗(G), is de8ned to be min{p(u; v) | u; v∈V (G)}. A graph G of order n is said to be
Hamilton-connected if d∗(G) = n− 1, i.e. every two distinct vertices are joined by a
Hamiltonian path.
Let P be a path. We denote by P˜ the path P with a given orientation, and by
←
P the
path P with the reverse orientation. If u; v∈V (P) then uP˜v denotes the consecutive
vertices of P from u to v in the direction speci8ed by P˜. The same vertices, in reverse
order, are given by v
←
P u. We use u+ to denote the successor of u and u− to denote
its predecessor if u+ ∈V (P) and u− ∈V (P). If A ⊂ V (P) then A+ = {a+ | a∈A} and
A− = {a− | a∈A}.
For x and y in V (G), we say that x dominates y (or y is dominated by x) denoted
by x 	 y, if x = y or x is adjacent to y. For two sets of vertices, X and Y , we say
X dominates Y , denoted by X 	 Y , if each vertex in Y is dominated by some vertex
in X . We will use x  y and X  Y to denote that x does not dominate y and X
does not dominate Y . The smallest cardinality of sets which dominate V (G) is called
domination number of G and is denoted by (G). Let k be an integer not less than 2.
A graph G is called k-domination critical, abbreviated to k-critical, if (G) = k and
(G+e)=k−1 holds for any e∈E( FG), where FG is the complement of G. The concept
of domination critical graphs was introduced by Sumner [8].
Given three vertices u; v and x such that {u; x} dominates V (G) − {v} but not v,
we will write [u; x] → v. It was observed in [8] that if u; v are any two nonadjacent
vertices of a 3-critical graph G, then since (G+ uv) = 2, there exists a vertex x such
that either [u; x]→ v or [v; x]→ u.
Hamiltonicity is a very important topic in graph theory. It was conjectured in [7]
that every connected 3-critical graph of order more than 6 has a hamiltonian path. This
was proved by Wojcicka [10] who in turn conjectured that every connected 3-critical
graph with (G)¿ 2 has a Hamiltonian cycle. Wojcicka’s Conjecture has now been
proved completely, see [6,5,9]. It is well known that if a graph G has a Hamiltonian
cycle, then (G)¿ 1 and the converse does not hold in general. However, this is not
the case when G is 3-critical. Noting that (G)¡ 1 if G is a connected 3-critical graph
with (G) = 1, we can easily establish the following theorem.
Theorem 1. Let G be a connected 3-critical graph. Then G has a Hamiltonian cycle
if and only if (G)¿ 1.
We are now interested in the Hamilton-connectivity of connected 3-critical graphs.
We know that if a graph G is Hamilton-connected, then (G)¿ 1 and the converse
need not hold. However, motivated by Theorem 1, we pose the following.
Conjecture 1. A connected 3-critical graph G is Hamilton-connected if and only if
(G)¿ 1.
In [2], we gave a suKcient and necessary condition for a 3-critical graph G to
have (G)¿ 1. To state the result, we 8rst de8ne a special class of 3-critical graphs.
Motivated by a simple construction due to Favaron et al. [4], we give an expansion of
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G as follows. Let G be a 3-critical graph, v∈V (G) and G(v) a graph obtained from
G by replacing v by any clique K(v) (possibly, K(v) = {v}) such that for each vertex
u of K(v), NG[u] = NG[v]. If G(v) is 3-critical, then we call G(v) an expansion of G
via v and we say that v is an expandable vertex. Let G1, G2, G3 be three graphs of
orders 10, 8, 11, respectively, which are shown below. It is not diKcult to see that the
graphs Gi (16 i6 3) are 3-critical and the vertices vj (06 j6 3) are expandable.
Let G= G1 ∪ G2, where
G1 = {G |G is an expansion of G2 via any of v1; v2 and v3};
G2 = {G |G is an expansion of G3 via v0} ∪ {G1}:
Theorem 2 (Chen et al. [2]). Let G be a connected 3-critical graph. Then (G)¿ 1
if and only if G is 3-connected and G ∈ G.
The main result of this paper is the following.
Theorem 3. Let G be a 3-connected 3-critical graph with (G)6 (G). Then G is
Hamilton-connected if and only if G ∈ G.
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From Theorems 3 and 2 we easily obtain the following theorem.
Theorem 4. Let G be a connected 3-critical graph with (G)6 (G). Then G is
Hamilton-connected if and only if (G)¿ 1.
In [5], Favaron et al. proved that (G)6 (G) + 2 for any connected 3-critical
graph G. By this result, we can see Conjecture 1 has two cases (G) = (G) + 1 and
(G) = (G) + 2 unsolved. Now, we restate some results due to Chen, Tian and Wei
for later use.
Theorem 5 (Chen et al. [2]). Let G be a connected 3-critical graph and T0 a cutset
of G. If !(G − T0) = |T0|, then |T0|6 3.
Theorem 6 (Chen et al. [2]). Let G be a 3-connected 3-critical graph and T a 3-cutset
of G. If !(G − T ) = |T |, then G ∈G.
Theorem 7 (Chen et al. [3]). Let G be a 3-connected 3-critical graph of order n.
Then d∗(G)¿ n− 2.
2. Some lemmas
Let G be a graph of order n, and x; y vertices of G such that a longest (x; y)-path
is of length n− 2. Let P=Pxy be an (x; y)-path of length n− 2. We denote by xP the
only vertex not in P and let d(xP) = k with
N (xP) = X = {x1; x2; : : : ; xk}; indices following the orientation of P;
A= X+ = {a1; a2; : : : ; as}; where ai = x+i ; x+i ∈V (P) and s¿ k − 1;
B= X− = {bt ; bt+1; : : : ; bk}; where bi = x−i ; x−i ∈V (P) and t6 2; and
Pi = P˜[ai; bi+1]; where 16 i6 k − 1:
Let E(Pi; Pj) denote the set of edges between V (Pi) and V (Pj) with i = j. Since P is
a longest path connecting x and y, we have the following lemma, a classical result in
the theory on Hamiltonian paths and so we omit its proof.
Lemma 2.1. Both A ∪ {xP} and B ∪ {xP} are independent sets.
De nition. A vertex v of Pi is called an A-vertex if v+ai ∈E(G) and a B-vertex if
v−bi+1 ∈E(G).
Lemma 2.2. If ui ∈Pi and uj ∈Pj are two A-vertices (B-vertices, respectively) with
i = j, then uiuj ∈ E(G).





P aju+j P˜y is Hamiltonian, a contradiction.
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Lemma 2.3. Suppose (G)6 k. If v∈Pi is an A-vertex, then all the vertices of aiP˜v
are A-vertices. Similarly, if v∈Pi is a B-vertex, then all the vertices of vP˜bi+1 are
B-vertices.
Proof. Suppose that v∈Pi is an A-vertex, that is v+ai ∈E(G). We will prove that
a+i P˜v
+ ⊆ N (ai). Otherwise, assume that z is the last vertex in a+i P˜v+ which is not
adjacent to ai (obviously, z = v+; a+i and z is an A-vertex). Then by Lemma 2.2.
A ∪ {xP; z} is an independent set of k + 1 vertices, a contradiction.
Lemma 2.4. Suppose (G)6 k. If u; v∈Pi are two A-vertices (B-vertices, respec-
tively), then uv∈E(G).
Proof. Otherwise, A∪{u; v; xP}−{ai} is an independent set of k+1 vertices by Lemma
2.2, a contradiction.
Lemma 2.5. Let ai ∈A and bj ∈B with j¿ i + 1. Suppose that v∈ xP˜xi ∪ xjP˜y and
aiv∈E(G). Then v−bj ∈ E(G) if v− ∈ xP˜xi∪xjP˜y and v+bj ∈ E(G) if v+ ∈ xP˜xi∪xjP˜y.
Proof. Suppose that v∈ xP˜xi. If v− ∈ xP˜xi and v−bj ∈E(G), then the (x; y)-path
xP˜v−bj
←
P aivP˜xixPxjP˜y is Hamiltonian and if v+ ∈ xP˜xi and v+bj ∈E(G), then the
(x; y)-path xP˜vaiP˜bjv+P˜xixPxjP˜y is Hamiltonian, a contradiction. As for the case that
v∈ xjP˜y, the proof is similar.
Lemma 2.6 (Chen et al. [1]). Let z ∈V (P)−X ∪{x; y} and v∈A∪B. If d(xP)=k¿ 4
and A ∪ B− {v} ⊆ N (z), then A ∪ {z+} is an independent set.
The following lemma is obvious.
Lemma 2.7. Let u; v ∈ V (Pi) and {u; v} 	 V (Pi). If uai; vbi+1 ∈E(G), then there is
some vertex w∈V (Pi) such that uw; vw+ ∈E(G).
Lemma 2.8. Suppose that P is a longest (x; y)-path such that |X ∩{x; y}| is as small
as possible and that for this path, d(xP) = k¿ 4. Let z ∈Pj. If
(1) [a1; z]→ xP ([bk ; z]→ xP , respectively) and z ∈ Pk−1 (z ∈ P1, respectively), or
(2) there exists some vertex ai ∈A with i = 1 (bi ∈B with i = k, respectively) such
that [ai; z] → xP ([bi; z] → xP , respectively), then there is an independent set I
such that xP ∈ I and |I |¿ k + 1.
Proof. If x ∈ X (y ∈ X , respectively), then |B| = k (|A| = k, respectively). Thus by
Lemma 2.1, B∪{xP} (A∪{xP}, respectively) is an independent set as required. Hence
we may assume {x; y} ⊆ X which implies that for any longest (x; y)-path P′,
{x; y} ⊆ N (xP′): (∗)
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(1) If z ∈B, then z = bj+1. By Lemmas 2.1 and 2.7, there is some vertex u∈Pk−1
such that bj+1u; a1u+ ∈E(G), which contradicts Lemma 2.5. Thus, z = bj+1. As-
sume there is some am ∈A such that amz+ ∈E(G). If m6 j, then the (x; y)-path
xP˜xmxPxk−1
←
P z+amP˜zak−1P˜y is hamiltonian, a contradiction. If m¿j, then by
Lemma 2.5, we have zbm+1 ∈ E(G) and hence a1bm+1 ∈E(G). By Lemmas 2.1 and





P a1u+P˜y is Hamiltonian, also a contradiction. Therefore, A ∪
{z+; xP} is an independent set as required.
(2) We consider the following two cases separately.
Case 1. j¿ i: In this case, we will show A ∪ {z+; xP} is an independent set. We
8rst show that z ∈ B. If z ∈B, then z=bj+1. That is [ai; bj+1]→ xP . Thus, by Lemmas
2.1 and 2.7, there is a vertex v∈P1 such that aiv; bj+1v− ∈E(G), which contradicts
Lemma 2.5. Thus, z ∈ B and hence z+xP ∈ E(G).
By Lemma 2.1 and z+xP ∈ E(G), in order to prove that A∪{z+; xP} is an independent
set, we need only to show that for any am ∈A, amz+ ∈ E(G). Suppose to the contrary
that there is some am ∈A such that amz+ ∈E(G).
If m= 1, then by Lemma 2.5, we have b2z ∈ E(G), which implies aib2 ∈E(G). By





P a1z+P˜y is a Hamiltonian path connecting x and y, a contradiction.
Hence a1z+ ∈ E(G).




P amz+P˜y is a
Hamiltonian path connecting x and y, a contradiction.




P z+amP˜y is a Hamil-
tonian path connecting x and y, a contradiction. Thus b2z ∈ E(G) which implies
that b2ai ∈E(G). By Lemmas 2.1 and 2.7, there exists a vertex v∈P1 such that




P z+amP˜y is Hamiltonian,
also a contradiction.
Case 2. j¡ i: In this case, we will show B ∪ {z−; xP} is an independent set. Since
k¿ 4, we have z ∈ A and hence z−xP ∈ E(G). Since z−xP ∈ E(G), it follows from
Lemma 2.1 that to prove B ∪ {z−; xP} is an independent set it is enough to show that
for every bm ∈B, z−bm ∈ E(G). Suppose to the contrary that there is some bm ∈B
such that z−bm ∈E(G).
By Lemma 2.1, we have A − {ai} ⊆ N (z). Thus, by Lemma 2.5, we have z−bl ∈
E(G) for any l∈{2; : : : ; k − 1; k} with l = j+1; i+1. This implies m∈{j+1; i+1}.
In the following, we will show that m∈{j + 1; i + 1} is also impossible.
If m = j + 1, that is z−bj+1 ∈E(G), then z is a B-vertex. Since [ai; z] → xP , by
Lemma 2.2, we have B− {bj+1} ⊆ N (ai).
If j¡ i − 1, then since [ai; z]→ xP , z is a B-vertex and ai is an A-vertex, we have







P v+aiP˜y is a Hamiltonian path connecting x and y, a
contradiction. Hence we have j=i−1. If j=i−1¿ 1, then Q=xxPx2P˜z−bj+1
←
P za1P˜b2ai
P˜y is an (x; y)-path of length n−2 with xQ=xi. By (∗), we have xxi ∈E(G). Thus, the
(x; y)-path xxixPQ˜y is Hamiltonian. If j = i − 1 = 1, then R= xP˜z−bj+1
←
P zak−1P˜bkai
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P˜xk−1xPy is an (x; y)-path of length n− 2 with xR = xi. By (∗), we have xiy∈E(G).
Thus, the (x; y)-path x
→
RxPxiy is Hamiltonian, also a contradiction.
Now let m= i + 1. If j¡ i − 1, then by Lemma 2.5, we have ai−1z ∈ E(G) which
contradicts that A − {ai} ⊆ N (z). Hence we have j = i − 1. If j = i − 1¿ 1, then
b2z ∈ E(G). Otherwise, the (x; y)-path xP˜b2zP˜bi+1z−
←
P x2xPxi+1P˜y is Hamiltonian.
Hence, we have aib2 ∈E(G) and either aixi+1 ∈E(G) or zxi+1 ∈E(G) since [ai; z] →




P aixi+1P˜y is Hamiltonian in the former




P zxi+1P˜y is Hamiltonian in the latter





P xi+1xPy is Hamiltonian. This implies that aibk ∈E(G) since [ai; z]→




P ai+1zP˜xixPy is a (x; y)-path of length n− 2 with xS =
xi+1. By (∗), we have xi+1y∈E(G). Thus, the (x; y)-path x
→
S xPxi+1y is Hamiltonian,
a contradiction.
Lemma 2.9. Suppose that P is a longest (x; y)-path such that |X ∩{x; y}| is as small
as possible and that for this path, d(xP) = k¿ 4. If G is 3-critical, then there exists
an independent set I such that xP ∈ I and |I |¿ k + 1.
Proof. Suppose to the contrary that there is no independent set I such that xP ∈ I and
|I |¿ k + 1. By Lemma 2.1, |A|; |B|6 k − 1 and so we have {x; y} ⊆ X .
Obviously, |A∪B|¿ k−1. If |A∪B|=k−1, then |Pi|=1 for any i∈{1; 2; : : : ; k−1}.
By Lemma 2.2, E(Pi; Pj)=∅ for any i; j∈{1; 2; : : : ; k−1} with i = j. Thus X is cutset
of G and !(G−X )=|X |¿ 4, which contradicts Theorem 5. Hence we have |A∪B|¿ k.
If |A ∪ B|= k, then there exists exactly one integer, say i∈{1; 2; : : : ; k − 1}, such that
|Pi|¿ 2. If aibi+1 ∈ E(G), then A∪{bi+1; xP} is an independent set as required. Hence
we have aibi+1 ∈E(G). By Lemma 2.3, all the vertices of aiP˜b−i+1 are A-vertices and
all the vertices of a+i P˜bi+1 are B-vertices. Thus, by Lemma 2.2, it is easy to see that
X is a cutset of G and !(G− X ) = |X |¿ 4, which contradicts Theorem 5. Therefore,
we have |A ∪ B|¿ k + 1.
For any vertex v∈A∪B, we have vxP ∈ E(G) by Lemma 2.1. Since G is 3-critical,
there exists a vertex z such that [xP; z]→ v or [v; z]→ xP . Let Y={z | [xP; z]→ v, for
some v∈A∪B}. It is not diKcult to see that for any two distinct vertices v1; v2 ∈A∪B,
if [xP; zi]→ vi for i=1; 2, then z1 = z2. If Y * X , say z ∈Y −X , then A∪B−{v} ⊆
N (z) which implies A ∪ {z+} is an independent set by Lemma 2.6. Since k¿ 4, we
have z ∈ B and hence A ∪ {z+; xP} is an independent set as required, a contradiction.
Thus, Y ⊆ X . This implies that there exist at least one vertex, say v, in A ∪ B and a
vertex z such that [v; z] → xP . If v = a1 and bk , then by Lemma 2.8(2), we can get
an independent set as required. Hence we have v∈{a1; bk}. By symmetry, we may
assume
[a1; z]→ xP:
Claim 1. [a1; bk ]→ xP is impossible.
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Proof. Suppose that [a1; bk ] → xP . Then by Lemma 2.1, we have A − {a1} ⊆ N (bk)
and B−{bk} ⊆ N (a1). Note that sine k¿ 4, we have a2 ∈ N (x) and bk−1 ∈ N (y) by




P x2xPxk−1P˜y is Hamil-
tonian, a contradiction. Hence xb2 ∈ E(G). Similarly, yak−1 ∈ E(G). Thus we have
a2; b2 ∈ N (x) and ak−1; bk−1 ∈ N (y). This implies that x; y ∈ Y and hence |Y |6 k−2.
Since |A ∪ B|¿ k + 1, there exist at least one vertex v1 ∈A ∪ B − {a1; bk} and some
vertex z1 such that [v1; z1]→ xP . By Lemma 2.8(2), we can get an independent set as
required, a contradiction.
Claim 2. If z ∈Pk−1, then A∪{z+}−{a1} is an independent set. Similarly, if [bk ; z]→
xP and z ∈P1, then B ∪ {z−} − {bk} is an independent set.
Proof. If ak−1z+ ∈E(G), then z is an A-vertex. Thus we have {a1; z}  A−{a1; ak−1}
which contradicts [a1; z] → xP since k¿ 4. For 26m6 k − 2, if amz+ ∈E(G), then
by Lemma 2.5, we have bm+1z ∈ E(G) and hence a1bm+1 ∈E(G). By Lemmas 2.1





P amz+P˜y is hamiltonian, a contradiction.
Claim 3. If z ∈Pk−1 and a1z+ ∈E(G), then x ∈ Y . Similarly, if [bk ; z] → xP , z ∈P1
and bkz− ∈E(G), then y ∈ Y .
Proof. We will prove x ∈ Y by showing ak−1; bk−1 ∈ N (x). Since [a1; z] → xP , we
have a2z ∈E(G). Thus, the (x; y)-path xak−1P˜za2P˜xk−1xPx2
←
P a1z+P˜ is Hamiltonian






P a1z+P˜y is Hamiltonian if
bk−1 ∈N (x), a contradiction.
By Lemma 2.8(1), we have z ∈Pk−1. If a1z+ ∈ E(G), then A∪{z+} is an independent
set by Claim 2. Thus, by Lemma 2.1 and Claim 1, we can see that A∪ {xP; z+} is an
independent set as required. If a1z+ ∈E(G), then x ∈ Y by Claim 3. This implies that
|Y |6 k − 1 and hence there are a vertex v1 ∈A∪ B with v1 = a1 and a vertex z1 such
that [v1; z1] → xP . If v1 = bk , then by Lemma 2.8(2), we can get an independent set
as required. Hence we have v1 = bk . By Lemma 2.8(1), we have z1 ∈P1. If bkz−1 ∈
E(G), then by Lemma 2.1 and Claims 1 and 2, we can get an independent set as
required. Hence we have bkz−1 ∈E(G). By Claim 3, we have y ∈ Y . This implies that
|Y |6 k − 2 and hence there must exist a vertex v2 ∈A ∪ B− {a1; bk} and a vertex z2
such that [v2; z2]→ xP . By Lemma 2.8(2), we can get an independent set as required,
a contradiction.
3. Proof of Theorem 3
Proof of Theorem 3. Let G be a 3-connected 3-critical graph of order n with (G)6
(G). By Theorem 7, d∗(G)¿ n−2. Suppose there exist two vertices x; y∈V (G) such
that p(x; y)= n− 2. Let P be a longest (x; y)-path such that |X ∩{x; y}| is as small as
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possible. We still use the notations given in Section 2. Since (G)6 (G), by Lemma
2.1, we have {x; y} ⊆ N (xP).
It is easy to see that for any G ∈G, G is 3-connected 3-critical with (G) = (G)
and G is not Hamilton-connected. We now show that if (G)6 (G) and G is not
Hamilton-connected, then G ∈G. By Lemma 2.9 and (G)6 (G), we have k = 3.
If E(P1; P2) = ∅, then since {x; y} ⊆ N (xP), X is a 3-cutset and !(G − X ) = |X |.
By Theorem 6, G ∈G. Hence we may assume E(P1; P2) = ∅.
Claim 4. a1b2; a2b3 ∈E(G).
Proof. By symmetry, we only show that a1b2 ∈E(G). Suppose to the contrary that
a1b2 ∈ E(G). Then a2b2; a1b3 ∈E(G) since otherwise {a1; a2; b2; xP} is an independent
set of four vertices in the former case and {a1; b2; b3; xP} is an independent set of four
vertices in the latter case. Thus, by Lemma 2.5, we have
a1; b3 ∈ N (x2) (1)
and a2 ∈ N (x1) and b2 ∈ N (x3). If a2 ∈N (x3), then b3 is an A-vertex. By Lemma 2.2,
a1b3 ∈ E(G), a contradiction. Hence we have a2 ∈ N (x3). By the symmetry of x1 and
x3, we have b2 ∈ N (x1). Thus
a2; b2 ∈ N (x1) ∪ N (x3): (2)
Since a1b2 ∈ E(G), there exists a vertex z such that [a1; z] → b2 or [b2; z] → a1.
It is easy to see that z = xP in both cases. Thus, in order to dominate xP , we have
z ∈X . If [a1; z] → b2, then z = x2. By (2), we can see that z = x1; x3. This implies
that [a1; z] → b2 is impossible. Hence we have [b2; z] → a1. In this case, z = x1.
By (1), we have z = x2. Thus, z = x3, that is [b2; x3] → a1. By (2), a2b2 ∈E(G). By





P v+x3 is Hamiltonian, a contradiction.
By Lemma 2.3 and Claim 4, all vertices of a1P˜b−2 ∪ a2P˜b−3 are A-vertices and all
the vertices of a+1 P˜b2 ∪ a+2 P˜b3 are B-vertices. Thus, by Lemma 2.4, V (Pi) is a clique
for i = 1; 2 and by Lemma 2.2 we have
E(P1; P2) ⊆ {a1b3; a2b2}: (3)
If a1b3 ∈E(G), then a2 ∈ N (x1) by Lemma 2.5. Noting that V (Pi) is a clique





P x2xPx3 is Hamiltonian if v∈ a+1 P˜b2 and the (x; y)-path
xv
←
P a2v+P˜b3a1P˜x2xPx3 is Hamiltonian if v∈ a+2 P˜b−3 . Thus we have
v ∈ N (x1) for any v∈ a+1 P˜b2 ∪ a2P˜b−3 : (4)
By the symmetry of x1 and x3, we have
v ∈ N (x3) for any v∈ a+1 P˜b2 ∪ a2P˜b−3 : (5)
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If a2b2 ∈E(G), then by a similar discussion as above, we have
v ∈ N (x2) for any v∈ a1P˜b−2 ∪ a+2 P˜b3: (6)
Claim 5. a1b3 ∈ E(G).
Proof. Suppose to the contrary that a1b3 ∈E(G). If there is some i∈{1; 2} such that
|Pi| = 2, say |P1| = 2, then by Lemma 2.5, we have a2b2 ∈ E(G). Thus, by (3), (4),
(5) and |P1|=2, we have d(b2) = 2, which contradicts the fact that G is 3-connected.
Hence we have |Pi|¿ 3 for i = 1; 2.
Take u∈P1 − {a1; b2} and v∈P2 − {a2; b3}. By (3), uv ∈ E(G). Thus, there exists
a vertex z such that [u; z] → v or [v; z] → u. By (3), we have z = xP in both cases.
Thus, in order to dominate xP , we have z ∈X . By (3), (4) and (5), we can see that
z = x1; x3 in both cases. Hence we have z = x2, that is [u; x2] → v or [v; x2] → u. By
symmetry, we may assume [u; x2] → v. In this case, we have x2b3 ∈E(G). By (6),
a2b2 ∈ E(G). Thus, there exist a vertex z′ such that [a2; z′]→ b2 or [b2; z′]→ a2. By
a similar discussion as above, we have z′ ∈X . Clearly, z′ = x2 in both cases. By (3),
(4) and (5), we can see that z′ = x1; x3. This is a contradiction.
By (3) and Claim 5, we have E(P1; P2)= {a2b2} which implies |Pi|¿ 2 for i=1; 2
by Lemma 2.1.
In the following, we will show that if a2b2 ∈E(G), then G = G2 and hence G ∈G.
We 8rst show that either |P1|= 2 or |P2|= 2.
Suppose to the contrary that |Pi|¿ 3 for i=1; 2. By Claim 5, we have a1b3 ∈ E(G).
Let z be a vertex such that [a1; z]→ b3 or [b3; z]→ a1. By (3), we can see that z = xP
in both cases. Thus, in order to dominate xP , we have z ∈X . By (6), we have z = x2
in both cases. It is not diKcult to see that if z= x1, then we have [a1; x1]→ b3 and if
z= x3, then we have [b3; x3]→ a1, that is [a1; x1]→ b3 or [b3; x3]→ a1. By symmetry,
we may assume [a1; x1]→ b3.
Since E(P1; P2) = {a2b2}, it follows from (6) that x2P˜b−3 ⊆ N (x1).
Since a1a+2 ∈ E(G), there exists a vertex z such that [a1; z] → a+2 or [a+2 ; z] → a1.
Since E(P1; P2)={a2b2} and |Pi|¿ 3 for i=1; 2, we have z = xP in both cases. Thus,
in order to dominate xP , we have z ∈X . If [a+2 ; z] → a1, then z = x1. By (3), (6)
and |P1|¿ 3, we have z = x2. If z = x3, then we have a+1 P˜b2 ⊆ N (x3) by (3). This
implies that {x1; x3} 	 V (G) since x2P˜b−3 ⊆ N (x1), a contradiction. Hence we have
[a1; z] → a+2 . By Claim 5 and (6), we have z = x2. Since x2P˜b−3 ⊆ N (x1), we have
= x1. Thus, z = x3 which implies a+2 x3 ∈ E(G).
By (6), we have a1x2 ∈ E(G). Let z be a vertex such that [a1; z]→ x2 or [x2; z]→ a1.
If [a1; z] → x2, then z = xP . Thus, in order to dominate xP , we have z ∈X − {x2}.
Since x2P˜b−3 ⊆ N (x1), we have z = x1. Since {a1; x3}  a+2 , we have z = x3. Thus, we
have [x2; z] → a1. In this case, z = x1. By (6) and a+2 x3 ∈ E(G), we have z = xP; x3.
Since V (P1) is a clique, we have z ∈ a+1 P˜b2. Thus, z ∈ a2P˜b3. Noting that |P1|¿ 3, by
(3) and (6), we can see {x2; z}  P1 − {a1; b2}. This is a contradiction which implies
that [a1; x1] → b3 is impossible. Hence either |P1| = 2 or |P2| = 2. Without loss of
generality, we may assume that |P1|= 2. Next we show |P2|= 2.
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Suppose to the contrary that |P2|¿ 3. Since G is 3-connected, we have d(a1)¿ 3.
Since |P1| = 2 and E(P1; P2) = {a2b2}, it follows from (6) that N (a1) ⊆ {x1; b2; x3}
and hence N (a1)= {x1; b2; x3}. Noting that V (P2) is a clique and a2b2 ∈E(G), we can
see that {a2; x3} 	 V (G) if x1a2 ∈E(G) and {x1; a2} 	 V (G) if a2x3 ∈E(G). Hence
we have a2 ∈ N (x1) ∪ N (x3).
Claim 6. For any v∈ a+2 P˜b3, we have [v; b2]→ xP .
Proof. Let v∈ a+2 P˜b3. Since xPv ∈ E(G), there exists a vertex z such that [xP; z]→ v
or [v; z] → xP . If [xP; z] → v, then since V (P2) is a clique, we have z ∈{a1; b2} ∪ X .
Noting that a2 ∈ N (x1) ∪ N (x3) ∪ N (a1), we have z = a1; x1; x3. By (3), (6) and
|P2|¿ 3, we have z = b2; x2. This implies that [xP; z] → v is impossible. Hence we
have [v; z] → xP . By (6), we have z = a1. Thus, in order to dominate a1, we have
z ∈N (a1). Clearly, z = x1; x3. Thus, noting that N (a1) = {x1; x3; b2}, we have z = b2,
that is [v; b2]→ xP .
If there is some vertex v∈ a+2 P˜b3 such that x1v ∈ E(G), then by Claim 6, we have
x1b2 ∈E(G). This implies that x1x2 ∈ E(G) since otherwise we have {x1; b3} 	 V (G).
By (3) and Claim 5, we have a1v ∈ E(G). Let z be a vertex such that [a1; z] → v or
[v; z]→ a1. By (3), we can see that z = xP in both cases. Thus, in order to dominate
xP , we have z ∈X . If [a1; z] → v, then by (3), (6) and the assumption that |P2|¿ 3,
we have z = x2. Noting that a2 ∈ N (x1) ∪ N (x2) ∪ N (a1), we have z = x1; x3. This
implies that [a1; z] → v is impossible and hence we have [v; z] → a1. Thus, z = x2
since a1x1; a1x3 ∈E(G), that is [v; x2]→ a1. This is impossible since x1x2; vx1 ∈ E(G).
Hence we have
a+2 P˜b3 ⊆ N (x1): (7)
If there is some vertex v∈ a+2 P˜b3 such that x3v ∈ E(G), then we have b2x3 ∈E(G)
by Claim 6. This implies that {b2; x1} 	 V (G), a contradiction. Hence we have
a+2 P˜b3 ⊆ N (x3): (8)
For any v∈{b2; x2}, if v∈N (x3), then we have {v; x1} 	 V (G) by (7) and if
v∈N (x1), then we have {v; x3} 	 V (G) by (8). Hence we have
b2; x2 ∈ N (x1) ∪ N (x3): (9)
Let v∈ a+2 P˜b3. Then vb2 ∈ E(G). Thus, there exists a vertex z such that [v; z]→ b2
or [b2; z]→ v. It is not diKcult to see that z = xP in both cases. In order to dominate
xP , we have z ∈X . By (6)–(8) and |P2|¿ 3, we can see that for any vertex z ∈X ,
[b2; z] → v is impossible and hence we have [v; z] → b2. Clearly, z = x2. By (6)
and (9), we can see that both [v; x1] → b2 and [v; x3] → b3 are impossible. This is a
contradiction. Hence we have |P2|= 2.
Since |P1| = |P2| = 2, we have n = 8. By Claim 5, (3) and (6), we have N (b3) ⊆
{x1; a2; x3}. Noting that G is 3-connected, we have N (b3) = {x1; a2; x3}. Thus, G =G2
and hence G ∈G. The proof of Theorem 3 is complete.
From the proof of Theorem 3, we have the following.
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Corollary 1. Let G be a 3-connected 3-critical graph of order n with (G)6 (G)
and x; y∈V (G). Then p(x; y)¿ n − 2 and the equality holds if and only if G ∈G
and x; y are contained in a 3-cutset X which satis8es !(G−X )= |X | or G=G2 and
{x; y}= {u; v}.
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