Hidden variable recurrent fractal interpolation function with four
  function contractivity factors by Yun, Chol-Hui
 
Hidden variable recurrent fractal interpolation function with four function contractivity 
factors 
Chol-Hui Yun 
Faculty of Mathematics, Kim Il Sung University, 
Pyongyang, Democratic People’s Republic of Korea 
 
Abstract: In this paper, we introduce a construction of hidden variable recurrent fractal interpolation functions
 (HVRFIF) with four function contractivity factors. In the fractal interpolation theory, it is very import
ant to ensure flexibility and diversity of the construction of interpolation function. Recurrent iterated fu
nction system (RIFS) produce fractal sets with local self-similarity structure. Therefore the RIFS can d
escribe the irregular and complicated objects in nature better than the iterated function system (IFS). 
Hidden variable fractal interpolation function (HVFIF) is neither self-similar nor self- affine one. The 
HVFIF is more complicated, diverse and irregular than the fractal interpolation function (FIF). The co
ntractivity factor is important one that determins characteristics of FIFs. We present a constructions of
 one variable HVRFIFs and bivariable HVRFIFs using RIFS with four function contractivity factors. 
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1. Introduction 
In 1986, Bsrnsley introduced a notation of fractal interpolation function(FIF) based on the theory of the
 iterated function system (IFS). FIFs have more advantages in modeling phenomena and fucntions with some
 self-similarity in nature than classical interpolation functions such as polynomials and spline. Therefore, FIF
s have been studied in many articles and applied to a lot of areas such as function approxomation, signal p
rocess and computer graphics etc.   
In fractal interpolation, one makes generally an IFS or a recurrent iterated function system (RIFS) for 
a given dataset and then constructs the Read-Bajraktarebic operator on suitable space of continuous functions
 using the IFS (RIFS). A fixed point of the operator is the FIF (RFIF) for the given dataset. Construction, 
derivative, integral, dimension, smoothness and stability of the FIFs have been widely studied. [1-16] 
Since the vertical scaling factors, which the contraction transformations of IFS have, determine the charac
teristics of FIFs, they are very important. To obtain FIFs with high flexibility, construction of FIFs with fun
ction vertical scaling factors and their analytic properties have been studied in many papers. [6, 8, 12, 14, 1
6, 17] 
RIFS is a generalization of IFS and produce local self-similar sets which aremore complicated than self-si
milar sets. FIF constructed by the RIFS is called a recurrent fractal interpolation function (RFIF). Constructi
ons of RFIFs for a dataset in 2R  and 3R . [4, 5, 15] In [15], generalizing the construction of RFIFs with 
constant vertical scaling factors, RFIFs using the RIFS with function vertical scaling factors were constructed
 and the fractal dimension of graph of the constructed interpolation function was estimated and a constructio
n of bivariate fractal interpolation functions using the RFIFs was proposed.  
Barnsley et al. [2, 3] introduced a concept of hidden variable fractal interpolation function (HVFIF) wh
ich is more complicated, diverse and irregular than the FIF for the same set of interpolation data. 
The idea of the construction of the HVFIF is to extend the given data set on 2R  into a data set on 3R , make a 
vector valued fractal interpolation function for the extended data set and then project the vector valued function onto 
2R , which gives the HVFIF.  It is usually non self-affine, because the HVFIF is the projection of a vector valued 
function. The HVFIFs have four free parameters: free variable, constrained free variable, free hidden variable and 
constrained free hidden variable (they are called contractivity factors). Using hidden variables, we can control more 
flexibly shapes and fractal dimensions of the graphs of FIFs.  
In many papers, the contractivity factors are constants. [3, 6, 7] Therefore, the constructions lack the fl
exibility which is necessary to model complicated and irregular natural phenomena. To solve the problem, H
VFIF with one function contractivity factor in [12] and HVFIF with four function contractivity factors were 
constructed. 
In this paper, in order to ensure the flexibility and diversity of construction of HVFIF, we present cons
truction of one variable and bivariable HVFIF with four function contractivity factors using RIFS. This pape
r is organized as follows:  
In section 2, we construct one variable HVFIFs with four function contractivity factors for the extended data set. 
(Theorem 1, 2) In section 3, we present a construction of bivariable HVFIFs with four function contractivity factors 
(Theorem 3, 4).  
 
2. One variable HVRFIF 
2.1. Construction of RIFS 
Let a data set P0 in R2 be given by 
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0  nji xxxniyxP      (1). 
To construct the HVFIF for the dataset 0P , we extend the dataset as follows: 
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where  ),( iii zyy   and iz , ni ,,1,0   a re  parameters .  Moreover,  we denote },,2,1{ nNn  , 
],[ 1 iii xxI   and ],[ 0 nxxI  , where iI , },,1{ ni   is called a region. Let l  be integer with nl 2 . 
We make subintervals lkIk ,,1,
~   of I  consisting of some regions and call kI~  a domain. Then, two end 
points of the domain kI
~ }),,1{( lk   are contained in the set },,,{ 10 nxxx   and hence denoting start p
oint and end point of kI
~  by )(),( keks , respectively, we get the following mappings: 
},,1{},,1{:},,,1{},,1{: nlenls    
and kI
~  is denoted by ],[~ )()( keksk xxI  . We suppose that 2)()(  kske , lk ,,1  which means that the inte
rval kI
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For each nNi , we take a }),,1{( lk   and denote it by )(i . Let mappings
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where RIssss iiiii  :~,~,,  are Lipshitz functions on iI  whose absolute value is less than 1 (which are calle
d contractivity factors) and kiq , , kiq ,~ : RIk ~  are Lipshitz functions such that if )}(),({ keks , 
 aki xxL )(,   },1{ iia  , then aki yyxF  ),(,  . Then, ),(, zxF ki   is obviously Lipshitz function. 
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Example 1. An example of  kiq , , kiq ,~  satisfied above is as follows: 
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Let 2RD   be a sufficiently large bounded set containing iy

, ni ,,1  . 
We define transformations 2RD~:  iki IIW , ni ,,1   by 
)),(),((),( ,, yxFxLyxW kikii
  , ni ,,1  . 
Then, as we know from the definitions of kiL ,  and kiF , , iW  maps the data points on end of the domain kI
~  to 
the data points of iI . For a function f , let us denote |)(|max xff
x
 . We denote 
},,1;~,~max{ nissssS iiii  . The following theorem gives a sufficient condition for iW  to be contraction 
transformation. 
Theorem 1. If 1S , then there exists some distance   equivalent to the Euclidean metric on 2R  such 
that kiW , ( )(;,,1 ikni   ) are contraction transformations with respect to the distance  . 
Proof. We take   as positive real number such that 
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We define a distance   on 3R  as follows: 
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Then, it is clear that   is equivalent to the Euclidean metric on 2R .  
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From the hypothesis of the theorem the condition on  , we have  
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Therefore, iW , ni ,,1   are contraction transformations. □ 
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where for every i( nN ), the number ia  indicates the number of the domains kI~  containing the region sI , which 
means that stp  is positive if there is a transformation  iW  mapping sI  to tI . 
Then, we have RIFS },,1,;;R{ 3 niWM i   corresponding to the extended dataset P. We denote an attr
actor of the RIFS by A. 
2.2 Construction of HVFIF 
We make a continuous functuion that is a fixed point of the Read-Bajraktarebic operator defined by the
 RIFS, interpolates the extended dataset P  and whose graph is the attractor of the RIFS .  
For the RIFS constructed above, we have the following theorem. 
Theorem 2. There is a continuous function f

 interpolating the extended data set P  such that the
 graph of f

 is the attractor A of RIFS constructed above. 
 Proof. Let a set )(IC  be as follows: 
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  Therefore, the operator T  has a unique fixed point ))(( ICf   and   
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where njpkjI kj ,,1},0;N{)(  . This means that )( fGr
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 is the attractor of the RIFS constructed in 
Theorem 1. Therefore, from the uniqueness of attractor, we have )( fGrA
 . □ 
Let us denote the vector valued function 2R: If  in Theorem 2 by ),( 21 fff 

, where R:1 If  i
nterpolates the given dataset 0P , which is called a hidden variable recurrent fractal interpolation function (H
VRFIF). Furthermore, a set }:))(,{( 1 Ixxfx   is a projection of A  on 2R .  
As we know from the proof of Theorem 2, we have 
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Example 2. Figure 1 shows the graphs of one variable HVRFIFs constructed by RIFs with four functio
n contractivity factors for a dataset  
P0={(0, 20), (0.25, 30), (0.5, 10), (0.75, 50), (1, 40)}. 
Contractivity factors { 4321 ,,, ssss },  }~,~,~,~{ 4321 ssss ,   },,,{ 41321 ssss  ,  }~,~,~,~{ 4321 ssss   are as foll
ows: 
 (1) {0.3, 0.85, 0.8, 0.5}, {0, 0, 0, 0}, {0.8, 0.6, 0.4, 0.5 }, {0.19, 0.37, 0.48, 0.43}, (2) {0.3, 0.85, 0.8, 0.
5}, {0.64, 0.14, 0.19, 0.49}, {0.8, 0.6, 0.4, 0.5 }, {0.19, 0.37, 0.48, 0.43}, (3) {2.9x, 1.9x, x, x }, {0, 0, 0,
 0}, {sin(10x), cos(300x), sin(100x), cos(3x)}, {0.99-| sin(10x)|, 0.9-| cos(300x)|, 0.95-| sin(100x)|, 0.9-| cos(3x)
|}, (4) {2.9x, 1.9 x, x, x }, {0.99-2.9x, 0.99-1.9x, 0.9-x, 0.99-x }, {sin(10x), cos(300x), sin(100x), cos(3x)}, 
{0.99-| sin(10x)|, 0.9-| cos(300x)|, 0.95-| sin(100x)|, 0.9-| cos(3x)|}. 
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Fig.1. Graphs of HVRFIFs 
3. Hidden variable bivariable recurrent FIF 
3.1. Construction of RIFS 
Let a dataset 0P  on rectangular grids be given as follows: 
3
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To make a HVRFIF for the dataset, we extend the dataset to the following one: 
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where ijE  is called a region. Let l  be an integer with Nl 2 . Next, we take rectangulars lkEk ,,1,~   
consisting of some regions from E . kE
~  is called a domain. Then we have kykxk IIE ,,
~~~  , where kykx II ,, ~,~  
are closed intervals on x-axis and y-axis, respectively. Since the endpoints of kxI ,
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where R:~,~,,  ijijijijij Essss  are arbitrary Lipschitz functions whose absolute values are less than 1 and
 ijq , ijq~ : R
~ kE are defined as mappings satisfying the following condition: for
 )}(),({ keks xx , )}(),({ keks yy , akx xxL i )(,  , )(, yL ky j by  ( },1{ iia  , },1{ jjb  ),  
abkij zzxF
 ),(,  . 
Then, ),(, zxF kij
  are Lipschitz mappings.  
We denote ),(, zxF kij
  by )(),(, xQzSzxF ijijkij
  , where 
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In the future, we denote simply kijF , , kykx ji LL ,, ,  by ijF , kykx ji LL ,, , . Let 
2RD   be a sufficiently large 
bounded set containing ijz

, ni ,,1 , mj ,,1 . 
Now, we define transformation 2RD~:  ijkij EEW , ,,,1 ni   mj ,,1   by 
)),(),((),( zxFxLzxW ijijij
  , mjni ,,1,,,1    
We denote },,1,,,1;~,~max{ mjnissssS ijijijij   . The following theorem gives a sufficient condition 
for ijW  to be contraction one.  
Theorem 3. If 1S , then there exists some distance   equivalent to the Euclidean metric such t
hat ijW , ni ,,1  , mj ,,1  are contraction transformations with respect to the distance  . 
Proof. We take   as positive number such that 
Qs
L
LL
c

 
1  ,                             (3) 
where },max{
jixij LyLL
ccc  , },,1,,,1;max{ mjnicc
ijLL
  , 
},,1,,,1;,max{ ~~ mjnicLcLcLcLL
ijijijijijijijij LsLsLsLsS
   , 
},,1,,,1;max{ ~ mjniLLL
ijij qqQ   , 1||||sup z
Dz


 , 
and 1||||   is a norm on 2R .  
Now, we define a distance   on 4R  by  
11 ||||||||)),(),,(( zzxxzxzx    ,  4R),(),,(  zxzx  . 
Then,   is obviously equivalent to the Euclidean metric on 4R  and for D),(),,(  Ezxzx  , we have  
 )),(),,(( zxWzxW ijij   
11
11
||)()()()(||||)()(||
||),(),(||||)()(||
xQzxSxQzxSxLxL
zxFzxFxLxL
ijijijijijij
ijijijij






 
11 ||))()(())()(())()((||||)()(|| xQxQzxSzxSzxSzxSxLxL ijijijijijijijij     
111 ||||||)(||||)()(|| zzxSxLxL ijijij    11 ||||||)()(|| zxSxS ijij   1||)()(|| xQxQ ijij    
11 |||||||| zzSxxcL    1|||| xxLS   1|||| xxLQ    
= 1||||||||))(( zzSxxLLc QSL     
)||||||}(||),(max{ 11 zzxxSLLc QSL     
= )),(),,(( zxzxs   . 
From the hypothesis of the theorem and condition on  , we have }),(max{ SLLcs QSL   <1. 
This means that ijW , mjni ,,1,,,1    are contraction transformations. □ 
Remark: In the definition of  , even in the case where 1|| ||  is changed into || || ,we have the simil
ar result. 
We define a row-stochastic matrix NNstpM  )(  by  
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where },,1{: NNnm   is an one to one mapping defined by njiji )1(),(   and the number sa  indicates 
the number of the domains lkEk ,,1,
~   containing the region )(1 sE  , which means that stp  is positive if there 
is a transformation  ijW  mapping  sE  to tE . 
Then, RIFS },,1,,,1,;;{ 4 mjniWMR ij    is a RIFS corresponding to the extended dataset P. An at
tractor of the RIFS is called a recurrent fractal set and denoted by A .  
2) Construction of bivariable HVRFIFs 
We present a sufficient condition for a fixed point of the Read-Bajraktarebic operator defined by the R
IFS to interpolate the extended dataset P  and have a graph which is the attractor of the RIFS . 
In the mapping )(),(, xQzSzxF ijijkij
   defined above, we define ijQ  as one satisfying condition that
 for some continuous function g  interpolating the dataset P , i.e. ijij zxg
 )( , ni ,,1,0  , mj ,,1,0  ,   
)}(),({)),,(()),(,,( keksyxLgyxgyxF xxijij    ,                (3) 
)}(),({)),,(()),(,,( keksyxLgyxgyxF yyijij    .                (4) 
One example is as follows:   
))(()())(()( xLrxlxLSxQ ijijijijijij
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Then, we have ))(())())(((),( xLrxlzxLSzxF ijijijijijij
  . Next example is one of )(xlij 

 and )(xrij
  satisfy
ing these conditions  
Example 3. A mapping ),( yxg  is an interpolation function of the given dataset. )(xlij
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Then, we have 
),(),( yxgyxlij 
  , ),(),(  yxgyxlij 
  , )}(),({ keks xx , )}(),({ keks yy , ),(),( yxgyxr aaij   ,
 ),(),( bbij yxgyxr  , },1{ iia  , },1{ jjb  ). 
Let the attractor of the RIFS satisfying conditions (3) and (4) by B, we have the following theorem. 
Theorem 4. There is a continuous function f

 which interpolates the data set P and whose graph is the 
attractor B. 
Proof . We define a set )(EC  by 
hCREhEC

;:{)( 2   interpolates P and satisfies conditions (3), (4)}. 
We can easily prove that this is a complete metric space with respect to the norm  |||| . Since )(ECg , 
which is contained in the definition of ijF , we have )(EC . Moreover, the functions coinciding with g
 on ijE  are contained in )(EC . 
For ))(( ECh  , we define a mapping hT   on E  by 
ijijijij EyxyxLhyxLFyxhT 
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),())),,((),,((),)((
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. 
Then, we have )(EChT  . 
In fact, for )}(),({ keks xx ,  
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Therefore, hhT
   on ]},[:),{(]},,[:),{( 00 njmi xxxyxyyyyx  , ni ,,1,0  , mj ,,1,0   and   
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    
i.e. hT

 satisfies (3). Similarly, we can prove that hT

 satisfies (4). 
Therefore, we can define an operator )()(: ECECT   on )(EC . It is obvious that the operator is co
ntraction one. In fact, we have 
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Hence, T  has a unique fixed point ))(( ECf  ,  
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Furthermore, for the graph )( fGr

 of f

, we get   
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This means that )( fGr

 is the attractor of RIFS constructed above. From the uniqueness of the attractor of 
RIFS, we have )( fGrA
 . □ 
The vector valued function 2R: Ef  in Theorem 4 is denoted by 1 2( ( ), ( ))f f x f x
   , where R:1 Ef  
interpolates the given dataset 0P  and is called hidden variable bivariable recurrent fractal interpolation function 
(HVBRFIF) for the dataset 0P . Moreover,  1( , ( )) :x f x x E    is a projection of B on 3R . Since the projection is 
not always self-affine, the HVBRFIF is not generally self-affine FIF. )(2 xf

 interpolates the set 
;R),(),,{( 3 ijijijji txtyx  },,1,0,,,1,0 mjni   . 
From the proof of Theorem 4, we get  
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Therefore, for all Eyx ),( , HVBRFIF 1f  satisfies 
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and 2f  satisfies )),((~)),((),(~)),,((),(~),(
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1
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  . 
Example 2. Figure 2 shows the graphs of HVBRFIFs constructed by RIFSs with some contractivity fac
tors and dataset P0 given in the following table: 
 Contractivity factors { ijs }, }~{ ijs ,  }{ ijs and }~{ ijs   are as follows: 
 (1) 
  ,  
(2) 
   
(3) 
 
 
 
 
 
 
 
(4) 
 
 
 
 
 
 
 
 
      
(1)                              (2) 
   
(3)                           (4) 
Fig.2. Graphs of HVBRFIFs 
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