Ordinarily, two different topologies have been used to model spatiotemporal chaos and to study complexity in networks of maps: one where sites interact only with nearest neighbors ͑e.g., the standard diffusive coupling͒ and one where sites interact with all sites in the network ͑global coupling͒. Here we investigate intermediate regimes considering the interaction range as a free tunable parameter. The synchronization behavior normally seen in globally coupled maps is found to set in for interaction ranges considerably smaller than the system size. In addition, we analytically derive stability conditions for the onset of coherent states ͑full synchronization͒ from which the minimum interaction range needed to induce coherence in homogeneously coupled maps can be determined. Such conditions are also obtained for inhomogeneous situations when the coupling strength decreases linearly with the distance. The characteristic range for the onset of coherence is studied in detail as a function of model parameters.
I. INTRODUCTION
Networks of coupled maps are popular nowadays to model collective behavior of physical systems such as lasers ͓1͔, Josephson junction arrays ͓2͔, electric circuits ͓3͔, connected oscillators ͓4͔, and many others ͓5-8͔. Until recently, it was common to use either regular or random networks even though, as is well known, these choices are not adequate to describe all natural phenomena. An interesting way to mitigate this shortcoming is to consider the dynamics of small-world networks ͓9͔, namely regular networks with increasing amounts of disorder. These systems can be highly clustered, like regular lattices, yet have small characteristic path lengths, like random graphs ͓9͔. This type of network is a hot topic of research today because it is useful to describe natural phenomena ranging from semiconductor laser arrays ͓10͔, patterns in electronic circuits ͓11͔, damage spreading in Ising models ͓12͔, disease propagation and various epidemiological effects ͓13-16͔, and even in sociological phenomena such as rumor spreading and the interactions between networks of acquaintances ͓17-19͔.
For regular networks, where space plays a very decisive role, the standard way of investigating complexity is by considering sets of oscillators described locally either with differential equations or with discrete mappings ͓20͔. A very popular model of regular network is the coupled map lattice which, ordinarily, has been used with two different topologies so far. One topology originates from discretizations of differential operators and involves sites which interact only with nearest neighbors, either under the standard diffusive coupling ͓8͔ or its diffusive-advective extension ͓21͔. The second topology involves considering global coupling, when each site receives simultaneous feedback from all other sites in the network through a ''mean field. '' In the same way as small-world networks explores middle ground between regular and random networks, an interesting open question is to investigate how the interaction range affects collective behavior in dynamical systems and, in particular, how the dynamics evolves as the topology changes from local to global coupling. These questions are important in several applications, in particular in problems involving synchronization in gradient flows and in models of ocean convection ͓21-23͔.
The purpose of this paper is to investigate synchronization phenomena in coupled map lattices considering the interaction range as a freely tunable control parameter. In general, two main types of synchronization have been observed ͓5-7͔: full and partial synchronization. Oscillators are said to be fully synchronized when they all have identical amplitudes at each time step, i.e., when they are all in the same state. Fully synchronized states are also called uniform or coherent states. Oscillators are said to be partially synchronized when the system assumes a state composed by several domains, called clusters, each one characterized by a certain number of adjacent oscillators evolving coherently ͑fully synchronized͒, but forming altogether a nonuniform state.
Synchronization effects have been reported for global coupling ͓7,26 -30͔, showing that it is possible to observe transitions from partial to full synchronization and, in addition, coherent states were observed for a wide range of parameter values. For local coupling, additional nontrivial behaviors are observed, e.g., spatiotemporal intermittency ͓8͔, pattern selection ͓8,31͔, and traveling waves ͓21,22,31͔. Synchronized states may be also found under local coupling ͓8,31͔ but only for very specific choices of parameters and/or initial conditions.
The differences observed in the dynamics under both types of coupling lead naturally to the question of how coherence arises when tuning between local and global couplings. For instance, is there some threshold of the interaction range beyond which coherence is always observed? How large is this threshold? How does it depend on model parameters? In this paper we answer these questions, showing that it is possible to determine analytically stability conditions for the appearance of coherence states and, from them, to derive interaction range thresholds for coherence. An interesting finding is that transitions from partial to full synchronization occur not only when increasing the coupling strength as reported in the literature, but also when increasing the range of interaction. Furthermore, we find that synchronization behaviors routinely ascribed to maximum interaction range ͑i.e., to ''globally'' coupled maps͒ are in fact observed to set in for significantly shorter interaction ranges, with the system remaining thereafter insensitive to further increase in the number of neighbors. We start in Sec. II presenting the model used, which allows a separate consideration of both homogeneous and inhomogeneous couplings and for two types of updating of physical importance. In Sec. III we give an illustrative example of a coherent state which appears when the interaction range increases from local coupling. With the help of this example we study numerically the dependence of transitions between nonuniform and coherent states on the local bistability, on the coupling strength and on the lattice size. In Sec. IV we analyze coherent states in detail determining stability conditions as a function of the interaction range, for both types of updating and for homogeneous and inhomogeneous couplings. Our conclusions are presented in Sec. V.
II. SPATIALLY ISOTROPIC MODEL
As mentioned above, our goal is to investigate the impact of varying the interaction range in networks of coupled maps. To this end we introduce a convenient control parameter R, the ''interaction range,'' specifying the number of neighbors responsible for the feedback in the network. Formally, there are many possible ways to interpolate between local and global coupling. For simplicity we assume neighbors to be symmetrically placed around each site.
As usual, using to represent the coupling strength, 0 рр1, iϭ1, . . . ,L to represent space (L is the total number of oscillators͒ and t to represent a discrete time variable, our spatially isotropic model reads
where the interaction range R is an integer number that may vary between 1 and ͓(LϪ1)/2͔, the integer part of (L Ϫ1)/2. In this expression, f (x) rules the local dynamics while g(x) controls interactions among oscillators. These functions contain all nonlinearities of the model and, additionally, g(x) is used to define the type of updating: g(x) ϭx, which we call an updating with linear coupling, and g(x)ϭ f (x), which we call an updating with nonlinear coupling, since f (x) is presumed to be a nonlinear function of x. We use periodic boundary conditions. For g(x)ϭx the sum in Eq. ͑1͒ represents an average over the states of the R nearest neighbors, while for g(x)ϭ f (x) the sum averages their corresponding local oscillations. Therefore, by considering separately both types of updatings, we intend to investigate how these different ''mean fields'' influence the stability of coherent states. Below we show that although the stability conditions are quite different, the corresponding eigenmodes are qualitatively the same ͑see Fig. 9 below͒.
The weights W R, j in Eq. ͑1͒ allow one to vary the relative importance of the sites composing the neighborhood and satisfy a normalization which, for later convenience, we write as
The simplest choice W R, j ϭ1 for all j provides a homogeneous coupling, by far the most frequently studied situation. For Rϭ1, Eq. ͑1͒ reproduces the usual local coupling regime while for Rϭ͓(LϪ1)/2͔ it corresponds to the familiar globally coupled maps. The interaction term in Eq. ͑1͒ does not contain the amplitudes x t (i) and x t (L/2) for L even, differently from to the usual model of globally coupled maps ͓7͔. However, numerical results for Rϭ͓LϪ1͔/2 are very similar to those observed when using the usual global coupling model ͓26͔ and, therefore, Rϭ͓LϪ1͔/2 indeed corresponds to this limit. In general, the ''interaction term'' in Eq. ͑1͒, namely the collection of all terms having as coefficient, may be though physically as arising from a discretization of the Laplacian operator averaged over R successive spatial increments.
Variable interaction ranges were considered before. For instance, Chaté and Manneville ͓32͔, Zhilin et al. ͓33͔, essentially use equations which may be transformed into Eq. ͑1͒ above with W R, j ϭ1, while Baptista and Viana ͓35͔ use a power-law coupling in the interaction term. These studies considered either nonlinear ͓32,35͔ or linear ͓33,34͔ coupling updatings. All these works deal with local dynamics ruled by the quadratic map, which is monostable, i.e. allows the presence of just one stable attractor at finite distances.
Motivated by recent applications of cubic maps in the investigation of aspects of ocean convection ͓23,36͔, here we also consider cubic local dynamics ruled by the equation
where a and b are real parameters. This map is bistable ͑has two stable fixed points͒ and, therefore, allows the investigation of competition between two different phases in the network, as is done in Sec. III.
III. TWO ''ROUTES'' TO COHERENCE
In this section we study the dynamics of the transition from nonuniform to coherent states as a function of the interaction range R, under linear updating, g(x)ϭx, and homogeneous coupling, W R, j ϭ1. Motivated by the aforementioned application in ocean convection ͓23͔, we select the following parameters: aϭ1.5 and Ϫ␤рbр␤, where ␤ ϭͱ6/18, so that the cubic map ͓Eq. ͑3͔͒ supports two stable fixed points.
The upper row of Fig. 1 shows the time evolution of 100 individual oscillators while the lower row shows the corresponding spatial configuration after a transient of 10 4 time steps. For clarity, Fig. 1 displays the evolution only 50 of the 100 oscillators. For reference, in the first column one sees the evolution in time and space for the uncoupled case ( ϭ0), while the next two columns show the evolution when ϭ0.3, for Rϭ1 and Rϭ35.
For ϭ0, when the oscillators are totally uncoupled, their time-evolution must converge towards one of the two possible stable fixed points of Eq. ͑3͒. The specific fixed point chosen by each oscillator depends the initial condition. The final spatial configuration of the lattice is composed by a certain number of ''clusters'' ͑adjacent oscillators with identical amplitudes ͓24͔͒, such number being typically of the order of the lattice size. In other words, the uncoupled regime is characterized by a nonuniform ͑non fully synchronized͒ state displaying only two possible amplitudes ͑bistable oscillators͒.
When the coupling is switched on, neighboring oscillators start to synchronize, decreasing the number of clusters but increasing their sizes. The second column in Fig. 1 illustrates this situation for the same 100 oscillators, this time coupled locally (Rϭ1). From the pattern on the bottom row, one observes that now there are more than just two admissible final amplitudes. In other words, although both stable fixed points A and B remain admissible amplitudes, additional stable amplitudes, say X, W, Z, . . . appear, as schematically indicated by dashed lines in the figure. Therefore, for short interaction ranges configurations are still nonuniform but display local multistability.
Increasing the number of neighbors (RϾ1) one observes a gradual decreasing of the number of clusters until the feedback generated by the 2R neighbors is sufficiently strong to induce coherence, i.e., to force all sites towards the same amplitude, as illustrated by the amplitude B in the last column of Fig. 1 . Figure 2 , obtained for the same parameters as Fig. 1 , displays the fraction N of coherent states as a function of the range, from a sample of 1000 realizations. From this figure two basic facts emerge: ͑i͒ the transition from nonuniform to coherent states is rather ''smooth'': the fraction of initial conditions which converge towards coherence increases essen- tially linearly with R (NϰR), and ͑ii͒ beyond a characteristic threshold R t , all oscillators have the same amplitude and evolve coherently from then on. For the situation depicted in Fig. 2 one has R t ϭ27, meaning that the minimum number of neighbors in the interaction term of Eq. ͑1͒ to guarantee coherence is 2R t ϭ54.
As is clear from Fig. 2 , for any range RуR t all coherence effects usually ascribed to ''global'' coupling ͑namely to R ϵ͓(LϪ1)/2͔) are already observed. In other words, beyond R t oscillators are totally insensitive to additional feedback from distant neighbors. In particular, R t may be considerably shorter than the lattice size. Notice that it is possible to observe coherent states for RϽR t . However, the threshold R t is defined here as the range beyond which a coherent state is reached for essentially any choice of initial conditions. In other words, for RϾR t the basin of attraction of coherent states essentially fills the entire space of the initial conditions available to the system. The R t dependence on the coupling strength is shown in the upper row of Fig. 3 , where the fraction of coherent states is given on the left as a function of the interaction range and the coupling strength. The corresponding values of R t are shown on the right. As one sees, the threshold R t decreases with the coupling strength and no coherent states are observed, neither for small ranges, RՇ5, nor for small coupling strengths, Շ0.2.
From Fig. 3 one clearly sees that it is possible to induce coherence by two different ways: by increasing the coupling strength or by increasing the interaction range. The first situation was previously observed in an interesting paper by Zanette ͓37͔ while studying a set of coupled differential equations containing a cubic nonlinearity. We now show that this scenario can also be observed in discrete-time models, being one of the two possible scenarios. Figure 3͑b͒ shows the behavior of R t when the bistability b varies. In the interval Ϫ0.03ϽbϽ0.03, the threshold R t reaches a maximum at bϭ0, decreasing symmetrically with ͉b͉. In the rest of the interval Ϫ␤рbр␤, not shown in Fig.  3͑b͒ , one has R t ϭ1 due to the fact that one of the stable fixed points of Eq. ͑3͒ has a much larger basin of attraction than the other.
The dependence of R t as a function of both bistability b and diffusion is summarized in Fig. 4 , for the same values aϭ1.5 and Lϭ100 as before. The symmetry around bϭ0 reflects the symmetry of the basin of the fixed points of the local cubic map ͑see for տ0.7 we find that coherence is already observed for any number of neighbors (R t ϭ1).
The influence of the lattice size is displayed in Fig. 5 , where R t is shown as a function of L, for several values of the coupling strength, namely, ϭ0.3, 0.4, 0.5, 0.7, and 0.9, and for bϭ0. From this figure one clearly sees that the threshold R t increases linearly with L, while the slope R t /L decreases with . Our simulations have shown that the linearity between R t and the lattice size holds only in a neighborhood of bϭ0. An illustration of this fact may be seen in the inset of Fig. 5 where, apart from the different slopes, a linear variation seems to exist for bϭ0.003, but not for b ϭ0.005. Once again, the reason for this behavior is that outside the bϭ0 neighborhood, one of the fixed points of the local cubic map has a much larger basin of attraction than the other one and, therefore, almost all sites converge always to the same amplitude even for very short interaction ranges.
So far we have focused in the parameters leading to coherent states without worrying about which precise amplitudes characterize these states. Since multistability is obviously present in the cubic map, being in fact a feature that we want to explore in later applications, in the next section we study specific coherent states supported by the model in Eq. ͑1͒ and investigate their stability.
IV. STABILITY OF COHERENT STATES
In this section we consider homogeneous and inhomogeneous coupling for both types of updatings, g(x)ϭx and g(x)ϭ f (x), deducing stability conditions for coherent states, reverting the procedure previously used: instead of starting from a random nonuniform state and studying the transition to coherence, we now analytically determine the coherent states, and investigate how they lose stability when varying parameters.
We obtain two different stability conditions, yielding two different scenarios for coherent states to lose their stability: through a period-doubling bifurcation or through a metamorphosis with the stabilization on a nonuniform state. Furthermore, we show that the period-doubling bifurcation is a function of the coupling strength only, while the transition to nonuniform states depends also on the interaction range. The stability conditions obtained are very general, remaining valid for any local dynamics, although they are applied here to the specific cubic map of Eq. ͑3͒.
A. Linear and homogeneous coupling
For homogeneous coupling and linear updating Eq. ͑1͒ reduces to
͑4͒
Coherent states are obtained from Eq. ͑4͒ when substituting x t (i) by a spatially constant amplitude, say X t . For coherent states with period 1, one has only one value X t ϵX for all time steps, and the stability conditions are determined from the Jacobian matrix of Eq. ͑4͒, namely, 
where ᐉϭ1, . . . ,L, and the coefficients ᐉ,L represent the Lth roots of unity,
͑7͒
We now analyze the stability of a period-1 coherent state X, evaluating all eigenvalues ᐉ in three steps. First, substituting Eq. ͑7͒ into Eq. ͑6͒, one obtains a more convenient expression
For ᐉϭ1 the eigenvalue does not depend on R: while for all other values of ᐉ, 2рᐉрL, the eigenvalues reduce to
where (R,L,ᐉ) is given by ͑see the Appendix͒ ͑R,L,ᐉ͒ϭ
where ␣ϭ(ᐉϪ1)/L. Second, as is well known ͓25͔, coherent states always lie on the main diagonal of phase-space being, therefore, proportional to the L-dimensional vector (1, . . . ,1). This vector is the only eigenvector of the Jacobian with eigenvalue 1 . Thus, assuming that all the other eigenvalues have magnitudes less than 1, the coherent state with period ϭ1 is stable if and only if ͉ 1 ͉Ͻ1, yielding
Ͻ f Ј͑X͒Ͻ1.
͑12͒
The upper limit in Eq. ͑12͒ corresponds to the tangent bifurcation of the local map, while the lower limit corresponds to a period-doubling bifurcation, in which a stable coherent state of period ϭ2 appears. When ϭ0 Eq. ͑12͒ reduces to the usual stability condition of the local map, ͉ f Ј(X)͉Ͻ1.
When 0, Eq. ͑12͒ shows that the size of the interval of stability increases with . Third, the eigenvalues other than 1 belong to the manifold transverse to the main diagonal. Thus, the stability condition ͉ ᐉ ͉р1 must also hold for all ᐉϭ2, . . . ,L, yielding
where
When (R,L,ᐉ) crosses one of the two boundaries, ϩ or Ϫ , the coherent states lose stability and a nonuniform state appears.
In short, when Eq. ͑13͒ is satisfied, period-1 coherent states are stable in the range defined by Eq. ͑12͒ and bifurcate to a period-2 coherent state when crossing the lower boundary. On the other hand, as long as Eq. ͑12͒ holds, the coherent states may only lose stability by ''bifurcating'' to a nonuniform state when (R,L,ᐉ) crosses one of the boundaries Ϫ or ϩ in Eq. ͑13͒.
Next, we will assume that the condition in Eq. ͑12͒ holds, and study the loss of synchronization with the emergence of a nonuniform state, occurring when (R,L,ᐉ)ϭ ϩ or (R,L,ᐉ)ϭ Ϫ . It is important to notice that (R,L,ᐉ) is defined in the interval ͓Ϫ1,1͔, regardless the lattice size L. Therefore, we need to investigate now all possible intervals generated by the conditions ͉ Ϯ ͉Ͼ1 and ͉ Ϯ ͉Ͻ1. Since Ϫ ϾϪ1 and ϩ Ͻ1 yields no solutions, altogether there are four cases to be investigated. ͑I͒ When Ϫ Ͼ1 or ϩ ϽϪ1, coherent states are always unstable, since Eq. ͑13͒ is never satisfied. However, this situation never occurs because Eq. ͑12͒ must be obeyed.
͑II͒ When Ϫ ϽϪ1 and ϩ Ͻ1, coherent states are stable as long as Ϫ1Ͻ(R,L,ᐉ)Ͻ ϩ (a,b,) . This situation also never occurs because Eq. ͑12͒ must be obeyed.
͑III͒ When Ϫ ϽϪ1 and ϩ Ͼ1, coherent states are always stable since Eq. ͑13͒ is always satisfied. Notice that Ϫ ϽϪ1 and ϩ Ͼ1 is equivalent to saying that Ϫ1 Ͻ f Ј(X)Ͻ1. Thus, in the region where the fixed points of the local dynamics f (x) are stable, coherent states will be stable regardless of the lattice size and interaction range.
͑IV͒ When Ϫ ϾϪ1 and ϩ Ͼ1, coherent states are stable as long as Ϫ (a,b,)Ͻ(R,L,ᐉ)Ͻ1. This situation occurs
for which the coherent states are stable, and the threshold R t is the lowest value of R satisfying Eq. ͑15͒ for all possible values of ᐉ. Notice that, since Ϫ1рр1, it is only neces-
the condition of Eq. ͑15͒ does not hold for any interaction range. Summarizing, for a given set of parameters (a,b,,L), it is possible to compute analytically the threshold R t where coherence appears. All these considerations are general, independently of the local dynamics f (x). Now we apply the above results to the cubic map, Eq. ͑3͒.
For ϭ1, a brief analysis shows that coherent states may only have period ϭ1 because of the updating. For 1, period-1 coherent states are the fixed points of the local cubic map, solutions of Xϭ f (X), namely,
Aϭϩ
, ͑16a͒
where ϭ(aϪ1)/3, is anyone of the cubic roots of b/2 ϩͱD, with D being the discriminant,
and ϭ(Ϫ1ϩiͱ3)/2. Figure 6͑a͒ shows these three regions, DϽ0, Dϭ0, and DϾ0, as functions of a and b. The degenerate case ϭ0 ͑i.e., Dϭ0 and bϭ0), not included in Eq. ͑16͒, yields AϭBϭCϭ0, corresponding to a cusp at (a,b)ϭ(1,0). The cusp can be easily observed in Fig. 6͑b͒ , where the three-dimensional plot shows the value of f Ј of each coherent state, whenever real. Figure 6͑a͒ also shows the bifurcations lines where ͉ f Ј͉ϭ1 for each coherent state.
So far, we determined period-1 coherent states. To conclude this section we now study higher period-doubling assuming, as before, that Eq. ͑13͒ holds.
When Eq. ͑13͒ holds, coherent states are defined by a period-orbit, ͕X 1 , . . . ,X ͖. Substituting these amplitudes into Eq. ͑4͒ we obtain a one-dimensional map for coherent states, namely,
with tϭ1, . . . ,. Equation ͑18͒ clearly shows that the amplitudes composing periodic orbits of coherent states are always independent of the interaction range. Figure 7 shows stability domains in parameter space for coherent states observed for three different coupling strengths, ϭ0, 0.1 and 0.3. The aforementioned increase of the stability interval as increases, may be explicitly seen in Fig. 7 . As already stated, this increase can be explained just by looking at the stability condition in Eq. ͑12͒: the period doubling occurs at the lower boundary, which decreases with , increasing the range of stability. This increase is seen not only for period-1, has determined analytically above, but also for higher periods.
If one moves to negative values of the coupling strength, the stability regions shrink, until they eventually disappear. Figure 8 shows stability regions for the same periodic orbits as in Fig. 7 , but now as a function of b and for aϭ1.5. Clearly, the increasing of to positive values expands the boundaries of the region of bistability. The variation in the full interval Ϫ1рр1, incorporates both physical (0р р1) and non-physical solutions (Ϫ1рϽ0). For ϭ0, the periodic orbits are stable in a region comprehended between two period-doubling bifurcations, one for positive b and another for the symmetrical negative value ͑see, e.g., Fig. 2 
One observes a shrinking of the stability regions when decreases towards negative values. In particular, for ϭ1 FIG. 6 . Stability regions of coherent states in networks of coupled bistable maps. ͑a͒ Fixed points of the cubic map, Eq. ͑3͒, defining the three possible coherent states, A, B and C, given in Eq. ͑16͒. Solid line Dϭ0 separates two regions: ͑i͒ DϾ0 with only one coherent state A and ͑ii͒ DϽ0 with three coherent states, A, B and C. The solid line also indicates the boundary where tangent bifurcation occurs for B and C. For A the tangent bifurcation occurs only at the cusp (a,b)ϭ(1,0). Dotted and dashed lines represent the lines where period-doubling bifurcation occurs for A and C, respectively. For the coherent state B no period doubling occurs, i.e., f Ј(X) Ϫ1 always, as can be seen from ͑b͒ where f Ј(X) is plotted for XϭA, B, and C, whenever they are real.
FIG. 7. ͑Color online͒ The coupling parameter behaves as an expanding factor of the stability regions of periodic orbits. Illustrative examples for periodic orbits of coherent states with periods ϭ1, 2, 4, 8 and 16 for ͑a͒ ϭ0, ͑b͒ ϭ0.1, and ͑c͒ ϭ0.3. Other orbits with higher period Ͼ16 are indicated in white while the black region represents the attractors Ϯϱ. Appropriate initial conditions are chosen for each illustration and 1000 transients were used. coherent states completely disappear for рϪ1. Other higher periods disappear also, but at lower coupling strengths. For negative coupling strengths, Fig. 8 shows also that new stability ''islands'' are found, which do not exist for у0. In all cases stability regions are symmetric about b ϭ0.
This concludes our description of the linear and homogeneous model. We now proceed to consider more realistic situations.
B. Nonlinear and inhomogeneous coupling
For nonlinear coupling updating, g(x)ϭ f (x), all sites are first updated, x t → f (x t ), and then the coupling is considered, namely,
Here, coherent states of any period are always given by the corresponding period-orbits of the uncoupled local map f (x), solutions of Xϭ f () (X). In particular, for ϭ1 we obtain solutions A, B, and C as before ͓see Eqs. ͑16a͒-͑16c͔͒, but with different stability conditions.
When for all j one takes W R, j ϭ1, the eigenvalues of the Jacobian matrix corresponding to Eq. ͑19͒ are 1 ϭ f Ј͑X͒,
The eigenvalue 1 controlling the stability along the main diagonal equals the eigenvalue of the fixed point of the map f (x). The remaining eigenvalues ᐉ have eigenvectors in the manifold transverse to the main diagonal, and their dependence on the interaction range R and on the diffusion is illustrated in Fig. 9 ͑first row͒.
Thus, on one hand, the coherent state is stable along the main diagonal if and only if the eigenvalue of the local cubic map has absolute value less than unity, with bifurcations occurring when ͉ f Ј(x)͉ϭ1. On the other hand, the stability condition in the manifold transverse to the main diagonal is ͉ ᐉ ͉Ͻ1 yielding, for all ᐉϭ2, . . . ,L,
i.e., (R,L,ᐉ) should be defined in a range centered at 1 Ϫ1/ with amplitude inversely proportional to the eigenvalue 1 along the main diagonal. Obviously, here we must have 0, otherwise the case is degenerate, with all L eigenvalues being equal to 1 ͓see Eq. ͑20b͔͒, as expected.
Using a similar analysis as in Sec. IV A one finds that Eq. ͑21͒ is satisfied as long as ͉ 1 ͉Ͻ1. Thus, for homogeneous coupling with nonlinear updatings, period-coherent states are stable in the same range of parameters as the corresponding period-orbit of the local map f (x). Figure 7͑a͒ illustrates the region of stability for the cubic map in Eq. ͑3͒. Now we proceed to the case of inhomogeneous coupling. This is a more realistic model since space and intersite distance play an important role in the coupling between neighbors. An interesting case, for which we are able to obtain exact analytical results, is that when the coupling strength decreases linearly with the intersite distance, namely,
In this case period-coherent states are still the -periodic orbits of the uncoupled local map but their Jacobian matrix is more complicated. Similarly as in Sec. IV A ͓see Eq. ͑8͔͒ we find
where ᐉϭ1, . . . ,L. For ᐉϭ1 one finds 1 ϭ(1Ϫ) f Ј(X), ͑R,L,ᐉ ͒ϭ 1Ϫcos͑2R␣ ͒ϩ2 sin ␣͓͑Rϩ1͒sin͑R␣͒cos"͑Rϩ1͒␣…ϪR sin"͑2Rϩ1 ͒␣…ϪR͑ Rϩ1 ͒sin ␣͔ R͑Rϩ1 ͓͒1Ϫcos͑ 2␣ ͔͒ . ͑25͒
Similarly to (R,L,ᐉ), one obtains that (R,L,ᐉ) is defined in the interval Ϫ3/2Ͻ(R,L,ᐉ)Ͻ4. Therefore, the corresponding transition thresholds R t may be easily obtained following the same steps above. The second row in Fig. 9 illustrates how the eigenvalues ᐉ in Eq. ͑24͒ depend on the interaction range R and on the diffusion . For any W R, j , nonlinear updatings have always the eigenvalue along the main diagonal of phase space equal to the eigenvalue, f Ј(X), of the uncoupled local cubic map. Furthermore, the eigenvalues of the Jacobian matrix of Eq. ͑19͒ can be regarded, in general, as a Fourier sum where the weights W R, j play the role of Fourier coefficients.
V. CONCLUSIONS
In this paper we investigated the dynamics of networks of maps with connectivities lying between the usual local coupling, when the neighborhood is the smallest possible, and global coupling, when the neighborhood is maximal.
We find two different ways of inducing coherence: by tuning the coupling strength or by enlarging the interaction range. One interesting finding observed when enlarging the interaction range is that coherent states and coherence phenomena in general, normally observed in networks of globally coupled maps, sets in for connectivities considerably smaller than the network size. In particular, it is possible to define a threshold R t above which full synchronization is always observed, indicating that beyond this threshold each oscillator is not influenced by feedback from additional neighbors.
We also obtained exact stability conditions for the emergence of coherent states in several physical situations of interest, namely, for homogeneous and inhomogeneous coupling under either linear or nonlinear updating. In these situations, coherent states may lose stability through a period-doubling bifurcation which depends only on the coupling strength, or by stabilization on a nonuniform state, depending not only on the coupling strength but also on the interaction range.
The minimal interaction range R t was determined analytically and investigated as a function of nonlinearities and coupling. The stability conditions derived are valid for any local dynamics, either mono or multistable. Of course, for chaotic local dynamics, Jacobians vary in time, and therefore Lyapunov analysis must be used to ascertain the stability of homogeneous states.
This paper considered only networks of identical oscillators. For a number of applications ͓23͔, it would be interesting to extend the present study to models containing nonidentical oscillators since local heterogeneity in the network allows modeling additional phenomena such as, e.g., hyster- FIG. 9 . Representative examples of the eigenvalues ᐉ of the manifold transverse to the main diagonal of phase space, as functions of the interaction range R and diffusion . First row: homogeneous coupling, Eq. ͑20b͒. Second row: inhomogeneous coupling, Eq. ͑24͒. Here Lϭ100.
etic behavior. For nonidentical oscillators, it would also be interesting to study the ''routes'' to coherence reported here for other types of synchronization, such as phase synchronization, and compare them with other studies, e.g., that by Osipov and Kurths ͓39͔, where soft and hard transitions to phase synchronization have been found in a lattice of coupled nonidentical circle maps. Since transitions between nonuniform and coherent states may be considered as particular cases of transitions between two different cluster solutions, it would also be of great interest to investigate the generic stability of nonuniform states. We intend to investigate such questions in a subsequent publication. 
͑A5͒
This equation may also be obtained from the derivative of Eq. ͑A2͒ with respect to ␣.
