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Resume { Nous presentons une methode de restauration d’images par champs de Markov 3D que nous avons developpee
pour obtenir la tres grande precision requise pour fabriquer des protheses personnalisees du genou. Dans le contexte bayesien
du maximum a posteriori, les images des coupes du femur a restaurer sont modelisees par des champs aleatoires de Markov qui
permettent de traduire les caracteristiques locales des images. En raison de la geometrie particuliere du probleme, nous avons
developpe un modele a priori ou l’interaction entre les coupes successives est aussi prise en compte sous la forme d’un champ de
Markov 3D. Ainsi, le comportement d’un pixel est conditionne par celui des 8 pixels qui l’entourent dans le plan de coupe et par
les 2 pixels les plus proches des coupes voisines. Le choix de potentiels de Gibbs convexes et l’hypothese d’un bruit blanc gaussien
et centre conduisent alors a un critere 3D convexe dont l’optimisation peut e^tre faite directement par une methode specialement
adaptee pour reduire le nombre d’operations. La precision de la restauration et, plus encore, de la segmentation qui en decoule
est primordiale dans notre cas. La methode a donc ete testee sur des images tomographiques de fanto^mes de dimensions connues
et, enn, sur de vraies images de coupes du femur. La methode presentee permet une convergence rapide avec un faible volume
de calculs et la restauration ore une precision plus grande que les methodes utilisees actuellement.
Abstract { We present a method for image restoration based on 3D Markov Random Fields. We developed this method in order
to achieve the high precision required to make custom-tted knee prostheses. In the Bayesian context of maximum a posteriori,
images of femur slices are modeled by random Markov elds that render local properties in the images. Due to the geometry
of the problem, we developed an a priori model in which the interaction between successive slices is also taken into account by
the means of a 3D Markov eld. Therefore, a given pixel’s behavior is conditioned by these of its 8 nearest neighbors in the
projection plane and by the 2 nearest pixels of the neighboring slices. The choice of convex Gibbs potentials and the assumption
of white Gaussian noise thus lead to a convex 3D criterion. Its minimization can be done directly by a method specially chosen
with numerical cost reduction in mind. The accuracy of the restoration and, even more, of the following segmentation is crucial
in our case. The method was tested rst on CT images of phantoms of known dimensions, and then on CT images of a femur.
The presented method achieves fast convergence at a small numerical cost and image enhancement with higher accuracy than
existing methods.
1 Introduction
La methode qui fait l’objet de cette communication a
ete developpee dans le cadre d’un projet visant a conce-
voir et fabriquer des protheses personnalisees du genou.
Pour ce faire, les caracteristiques geometriques de l’ar-
ticulation sont extraites d’une serie de coupes tomogra-
phiques a rayons X. Cependant, la precision requise pour
la fabrication des implants depasse celle des images four-
nies par les tomographes disponibles actuellement. Il est
alors necessaire de corriger les distorsions introduites par
le tomographe gra^ce a une etape prealable de restauration
d’images. La methode de restauration presentee ici repond
donc aux objectifs suivants : (1) ameliorer la resolution
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des images (particulierement au niveau de discontinuites)
de maniere a atteindre la precision requise (inferieure a
1 mm) ; (2) permettre le traitement de donnees tridimen-
sionnelles (3D) avec un volume de calculs raisonnable.
Le probleme de restauration etant mal pose, la methode
que nous proposons utilise un modele a priori de l’image
a restaurer. En raison de la nature 3D des donnees et
de la necessite de preserver les discontinuites, un modele
markovien 3D a ete retenu. An d’obtenir une methode
numeriquement ecace, ce modele est deni par des po-
tentiels d’interaction convexes entre paires de voxels. Le
critere qui en decoule peut alors e^tre optimise par une
methode locale de type Gauss-Seidel dont une mise en
uvre ecace est obtenue en utilisant des proprietes de
dualite convexe. Une reduction du volume de calculs peut
e^tre obtenue sous une hypothese supplementaire de sepa-
rabilite de la reponse impulsionnelle (PSF) qui caracterise
les distorsions introduites par le tomographe. Il en resulte
une methode de restauration d’images dont la complexite
numerique est susamment faible pour permettre le trai-
tement de donnees 3D et dont la precision atteint les ob-
jectifs xes. De plus, la methode etant developpee sous
des hypotheses tres generales, son champ d’application
depasse celui de la restauration d’images tomographiques.
2 Hypotheses
L’approche generale consiste a introduire des informa-
tions sous forme probabiliste et a estimer l’image par maxi-
mum a posteriori (MAP). Les etapes permettant d’abou-
tir au critere MAP sont presentees ci-dessous.
2.1 Modele de degradation
En premiere approximation, le tomographe a rayons X
peut e^tre considere comme un systeme lineaire. Dans le cas
d’objets de petites dimensions tels que ceux auxquels nous
nous interessons, la degradation, qui est locale et varie peu
[1], peut e^tre representee par une PSF invariante.
L’equation d’observation devient alors une simple convo-
lution qui peut s’exprimer sous la forme matricielle :
y = Hx + b ; (1)
ou y, x et b sont des vecteurs qui contiennent respecti-
vement les valeurs discretisees de la serie d’images tomo-
graphiques, de l’objet 3D et du bruit d’observation. H
designe la matrice de convolution construite a partir de la
PSF.
De plus, dans nos conditions experimentales (mode
axial), la distance entre deux coupes est plus grande que
l’epaisseur du faisceau de rayons X et la PSF peut donc
e^tre consideree comme bidimensionnelle (2D). Cela per-
met en pratique de separer l’equation d’observation en
une serie de convolutions 2D ou seul l’objet original est
reellement 3D et ainsi d’alleger les calculs.
2.2 Modeles probabilistes
Le choix de ces modeles n’est pas seulement dicte par la
delite de description du processus physique, mais aussi
par des considerations de mise en uvre. Ainsi, an que le
volume de calculs soit compatible avec un traitement 3D,
notre objectif est d’obtenir un critere convexe. Il est alors
possible d’utiliser des techniques de minimisation simples
sans probleme de convergence vers un minimum local.
Le bruit est suppose gaussien, centre, independant et de
variance 2b . Cette hypothese, veriee en premiere approxi-
mation, se pre^te bien a l’obtention d’un critere convexe et
a l’approche semi-quadratique que nous developpons ci-
apres.
Pour l’objet original, une representation par un champ
de Markov 3D a ete adoptee. La distance entre deux images
tomographiques consecutives etant plus grande que la dis-
tance entre voxels d’une me^me coupe, un modele a huit
voisins dans la coupe courante auxquels s’ajoutent les deux
plus proches voisins des coupes adjacentes a ete retenu. Un
tel voisinage, illustre a la gure 1, engendre des cliques al-
lant jusqu’a 4 elements mais, pour limiter la complexite du
coupe i+1
coupe i
coupe i{1
p
2d1
d1
d2
cliques a deux elements
Fig. 1: Geometrie du champ de Markov utilise : voisinage
3D et cliques prises en comptes.
critere, seules les interactions entre paires de voxels voi-
sins (pairwise interactions [2]) sont prises en compte. La
loi de probabilite du modele a priori peut alors se mettre
sous la forme :
p(x) / expf−
X
c2C2
’(uc)g ; (2)
ou uc represente la dierence entre les voxels de la clique
c normalisee par la distance entre leurs centres (ce qui est
un approximation du gradient), et ou ’ est une fonction
dite de penalite. Pour obtenir un critere convexe tout en
evitant de penaliser trop fortement les discontinuites, la
fonction de penalite retenue est convexe et presente un
comportement du type quadratique vers 0 et lineaire vers
+1. Son expression exacte est la suivante :
’(u) =
p
1 + (u=)2 ; (3)
ou  est un facteur d’echelle. Les fonctions de ce type
orent generalement un bon compromis entre qualite de
restauration et simplicite de mise en uvre [3].
Avec de tels modeles, la log-vraisemblance a posteriori
prend pour expression :
J(x) = ky −Hxk2=22b + 
X
c2C2
’(uc) ; (4)
ou ’ est denie par (3). Le critere J est convexe et sa
minimisation ne pose que des problemes techniques dus
au grand volume de donnees a traiter simultanement en
3D. Nous avons donc porte un soin particulier au choix
d’un algorithme ecace.
3 Optimisation
En raison du caractere local de la PSF et des interac-
tions dans le modele a priori, la maximisation du critere
par rapport a un voxel ne fait intervenir qu’un petit nom-
bre de voxels voisins. Les algorithmes iteratifs locaux de
type Gauss-Seidel sont donc bien adaptes au calcul de la
solution. Cependant, le calcul explicite du minimum du
critere par rapport a un voxel n’est en general pas possible.
Pour surmonter cette diculte, dans le cas ou le potentiel
de clique, deni en (3), verie les conditions techniques
suivantes :
’ est paire, continue en 0 et C1 sur R; (5)
’(
p
:) est strictement concave sur R+: (6)
on peut introduire par des techniques de dualite convexe
un critere augmente K(x; l) faisant appel a des variables
auxiliaires l tel que J(x) et K(x; l) atteignent leur mini-
mum global pour la me^me valeur de x [4, 3]. En eet, si les
conditions (5) et (6) sont remplies, en notant  l’opposee
de la conjuguee concave de ’(p:) [5] et en introduisant une
variable auxiliaire lc par clique c, on construit le critere
augmente :
K(x; l) =
ky −Hxk2
22n
+ 
X
c2C2
(
lcu
2
c +  (lc)

; (7)
tel que :
min
l
K(x; l) = J(x) : (8)
De plus, sous des hypothese generalement veriees dans
la pratique,K est lui aussi convexe a un changement de va-
riable pres, ce qui assure qu’une minimisation iterative par
rapport aux variables l et x conduira a l’estimee cherchee
[6]. La procedure consiste donc a minimiser K alternati-
vement par rapport aux variables l puis par rapport aux
voxels x.
Ceci n’est interessant que si la minimisation conjointe
deK par rapport a x et l est plus simple que celle de J par
rapport a x. Or on remarque que, comme fonction de l, K
peut s’ecrire sous la forme d’une somme
P
c2C2 Kc(lc; uc)
dont chaque terme est minimise independamment par :
l^c =
’0(uc)
2uc
: (9)
La minimisation par rapport aux variables auxiliaires est
donc immediate et peu cou^teuse numeriquement. Par ail-
leurs, K est quadratique par rapport aux voxels x, ce qui
permet d’exprimer explicitement son minimum local ms
par rapport a un voxel donne xs :
ms = xs +
[Hty]s − [HtHx]s + 22n
X
c3s
lcuc
[HtH]s;s + 22n
X
c3s
lc
; (10)
ou [v]i et [M ]i;j representent respectivement l’element i
du vecteur x et l’element (i; j) de la matrice M .
K pouvant e^tre minimise explicitement par rapport aux
variables elementaires xs et ls, une procedure de type
Gauss-Seidel est bien adaptee au calcul de la solution.
Notons que, K etant quadratique par rapport aux va-
riables x, il est possible d’accelerer la convergence par
sur-relaxation, c’est-a-dire en adoptant une equation de
remise a jour de la forme :
xs  xnews = xs + (ms − xs) ; 1 <  < 2 ; (11)
ou la valeur de ms est donnee par (10). Notons aussi que
sous une hypothese de separabilite de la PSF (veriee dans
le cas des tomographes a rayons X), le calcul prealable
de quantites invariantes permet de reduire d’un ordre de
grandeur le calcul de ce terme [7]. Cette technique permet
alors d’aboutir a une procedure de restauration d’images
3D presentant un excellent compromis entre volume de
calcul et precision des resultats.
4 Resultats
Pour evaluer la precision des images restaurees, nous
avons concu un fanto^me de dimensions connues compa-
rables a celles d’un genou. Un resultat de restauration est
(a) (b)
Fig. 2: Fanto^me en PVC (ellipso¨de de dimensions
connues) : (a) image de scanner 320 320 ; (b) image res-
tauree.
presente a la gure 2. En accord avec le modele a priori,
on observe sur l’image restauree de larges zones uniformes
et les contours de l’objet sont denis avec une plus grande
precision que sur l’image brute.
Pour mesurer le gain apporte par le traitement 3D com-
pare au traitement independant de chaque image tomo-
graphique, nous avons extrait par seuillage les contours
des images restaurees. La gure 3 illustre l’ecart entre ces
contours et les vraies dimensions du fanto^me. Cette com-
paraison montre qu’on reduit de moitie de l’ecart maximal
en appliquant le traitement 3D. Il devient alors possible
d’obtenir les contours de la surface de l’objet dans les plans
de coupe avec un ecart inferieur a la valeur de 1 mm re-
quise pour la fabrication de protheses personnalisees. Ce
gain justie amplement un temps de calcul superieur de
30% en moyenne pour le traitement 3D. Ainsi, le trai-
tement d’une serie d’images tomographiques, constituee
typiquement d’une trentaine de coupes espacees de 2 mm,
necessite environ 10 min sur un PC Pentium 300, ce qui
est raisonnable.
Apres cette validation quantitative, nous avons applique
notre methode a une serie d’images tomographiques d’un
moulage de femur. Sur les quelques exemples de restaura-
tion presentes a la gure 4, on observe encore une nette
amelioration de la denition des bords. Les images ainsi
restaurees servent ensuite de base a des methodes de plus
haut niveau (notamment le krigeage) dont le but est de
denir la surface osseuse dans tout l’espace a partir de l’in-
formation obtenue dans les plans de coupe comme illustre
a la gure 5.
5 Conclusion
Nous avons presente une methode de restauration
d’images tomographiques basee sur un modele markovien
3D de l’objet a restaurer. L’utilisation de potentiels con-
vexes alliee a une approche duale de la minimisation con-
duit a un excellent compromis entre qualite de restaura-
tion et simplicite de mise en uvre. Pour un cou^t nume-
rique legerement plus eleve que le traitement independant
de chaque image, il est alors possible de traiter une serie
d’images en trois dimensions, ce qui permet d’introduire
plus d’information geometrique sur le modele et d’obtenir
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Fig. 3: Contours obtenus a partir d’une serie de coupes
consecutives du fanto^me de la gure 2 (et compares aux
contours exacts en pointilles) : (a) avec notre modele 3D ;
(b) avec la me^me methode appliquee a un modele 2D.
une precision superieure. Cette methode nous a permis de
repondre aux contraintes de la conception de protheses
du genou, mais, par sa flexibilite, elle peut s’adapter a de
nombreux problemes similaires.
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Fig. 4: Moulage d’un femur : (a) images de scanner ; (b)
images restaurees.
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Fig. 5: Contours et surface du moulage du femur obtenus
a partir de la serie d’images tomographiques presentee a
la gure 4(b).
