This paper considers the mixed sensitivity optimization problem for a class of infinite-dimensional stable plants. This problem is reducible to a two-or one-block H ∞ control problem with structured weighting functions. We first show that these weighting functions violate the genericity assumptions of existing Hamiltonian-based solutions such as the well-known Zhou-Khargonekar formula. Then, we derive a new closed form formula for the computation of the optimal performance level, when the underlying plant structure is specified by a pseudorational transfer function.
Introduction
Since mid-1980s various methods have been developed for the H ∞ control of infinite-dimensional systems. In particular, for the one-block problem of finding opt := inf
with m being an pure time delay, and W given as a strictly proper rational function, a closed form expression has been obtained by Zhou and Khargonekar [15] . The formula has been extended to more general cases in [3, 8, 10, 14] : Let H ,W be the Hamiltonian matrix associated with W and :
where (A, B, C) is a minimal realization of W. Suppose that m is analytic on the set of eigenvalues of H ,W . Then the optimal sensitivity opt is the maximal such that det(m˜(H ,W )| 22 ) = 0 where M| 22 denotes the (2, 2)-block of matrix M partitioned accordingly to (1) . Recently, in [7] , it was shown that when a plant is pseudorational [12] , m˜(H ,W ) is easily obtainable without numerical computations of poles and zeros of the transfer function; see Lemma 2. In this paper, we consider the mixed sensitivity optimization problem opt := inf C stabilizing P W s (1 + P C) −1 W t P C(1 + P C)
where W s and W t are rational weights, and P is a stable pseudorational plant. This problem is known to be a typical two-block problem, for which a Hamiltonianbased formula is obtained [4] . However, this result is not directly applicable, since a "generic" assumption of the formula is almost always violated [6] . In view of this, we derive a Hamiltonian-based formula for the optimal mixed sensitivity computation, by reducing this structured two-block problem to a one-block problem. This result can be viewed as an extension of the Zhou-Khargonekar formula to a specifically structured one-block problem. The paper is organized as follows: in the next section we review some preliminary results on pseudorational systems. In Section 3, we briefly summarize the observations made in [7] and state drawbacks in more precise terms. In Section 4, we derive a Hamiltonianbased solution for the structured one-block problem. A numerical example is given in Section 5, and concluding remarks are made in the last section. 
Notation and Convention
For a given distribution (in the sense of Schwartz [9] ) , supp denotes its support [9] , and 
Preliminaries on pseudorational systems
In this section we review certain basic facts on pseudorational systems. This class of systems has been introduced in the late 1980's, and plays a crucial role in realization, modeling, and control of infinitedimensional systems, especially delay-differential systems [12, 13] :
where q −1 is taken with respect to convolution and ord q denotes the order of a distribution q [9] .
If f is pseudorational, its associated transfer functionf is also said to be pseudorational. From the Paley-Wiener-Schwartz theorem [9] , in the Laplace domain, every pseudorational transfer function is a ratio of entire functions of exponential type-the simplest extension of rational functions. For a stable pseudorational plant P, even if P is not necessarily inner,
can be computed by the following:
Lemma 2 (Kashima and Yamamoto [7] ). Suppose that P can be factorized asp 1p2 /q with q, 
Mixed sensitivity optimization problem

Two-block problem
In this section, we show that the weighting functions have a specific structure when we reduce the mixed sensitivity optimization problem to the standard twoblock problem. Throughout the paper the plant P is assumed to be stable. By the Youla parameterization, all stabilizing controllers are given in the form C =
Hence we obtain
First, introduce the following spectral factorization G
where both G and G −1 have no unstable poles. Then it follows that
are unitary, where m d is a finite Blaschke product that makes
where
Note that both W and V are rational and stable. The problem in the form (9) has been considered in [4] , and a solution based on a Hamiltonian related to a realization of 2 − W W˜− V V˜is derived. It is however assumed in [4] that V and W have no common poles. For arbitrary rational functions V and W, this assumption is satisfied generically. However, in the mixed sensitivity problem, the functions W and V need to be in the form (8) and (10) . As seen in Appendix, this means that unless W s and W t are chosen in a specific way, W and V will have common poles, i.e., the assumption above is almost always violated.
On the other hand, by (7), (8) and (10) Thus (11) may help us to avoid the "genericity" assumption. However, in the argument in [4] , it is difficult to introduce such structures on V and W, since no relationship between these weights was assumed.
In view of this, we reduce the specifically structured two-block problem to a one-block problem to make use of such structures explicitly.
Reduction to one-block problem
Again, applying the standard techniques, see e.g. [2] , we now reduce the two-block H ∞ problem (9) to a one-block problem. First, suppose that > V ∞ satisfies = opt . Then there exists Q ∈ H ∞ such that
on the imaginary axis. Here, since > V ∞ , there exists a unique spectral factor F :
where both F and F −1 ∈ H ∞ . Therefore, by defining W := F W , we obtain
on the imaginary axis. Furthermore it is shown [11] that opt is given by the maximal such that 1 is a singular value of the compression operator W c of W to H (m) defined by 
This means that the poles of m d are eigenvalues of H 1,W , i.e., the assumption of the lemma is also almost always violated. In practice, we can circumvent this problem by slightly altering V and obtain upper and lower bounds for the optimal value [6] .
In what follows, we derive a Hamiltonian-based formula for the optimal mixed sensitivity computation, i.e., the problem of finding the maximal such that 1 is a singular value of W c .
Main result
Consider the singular value equation
where W * c is the adjoint operator of W c . Let (A , B , C ) be a minimal realization of W . Following exactly the same argument in [14, Proposition 2.6], we can show that these equations are characterized by finite dimensional vectors as follows:
where , ∈ R n+p and n and p are the degrees of W s and m d , respectively. Combining these equations together, and following the same argument as given in [14] , we obtain the following Hamiltonian-based characterization:
Lemma 3. Under the definitions above, 1 is a singular value of W c if and only if there exists a nonzero vector
By invoking the Dunford integral, we can reduce this lemma to a rank condition [14] . Partition T accordingly to (13) ,
where T 11 , T 12 ∈ R 2n×(n+p) and other four matrices are in R p× (n+p) . We are now ready to give a formula for the optimal mixed sensitivity for stable plants. (13) and (15) . Suppose that m is analytic on the set of the eigenvalues of H ,W s . Then the optimal mixed sensitivity opt in (6) is the maximal such that
Theorem 4. Define the matrices H 1,W , H ,W s and
is not of full rank.
Proof. From Lemma 3, it suffices to show that there exists a nonzero vector (14) if and only if the matrix in (16) is not of full rank.
Since T is nonsingular, (s) belongs to H (m) if and only if so does T (s), or equivalently,
and, Notice that, by spectral integral theory [1] , this integral equals
Since (17) holds if and only if this integral is equal to 0, [14] , we obtain
We now consider condition (18). Recall that we have
Hence in view of (3), (18) 
Combining ( In this case, we can verify that the rank condition in Theorem 4 is equivalent to m v˜( H ,W s )| 22 is not of full rank, which is the generalized Zhou-Khargonekar formula for the one-block case as expected.
Example
Suppose that the weighting functions are given by Then, by (7), (8) and (10), m d , V and W are given by
, where =− √ 5/2. We see that V and W have common poles. Function W is given by
The eigenvalues of H 1,W are s = ± , ± 1 − −2 , including the pole of m d . In [6] , by changing the weighting function W slightly, it has been shown that 0.852 < opt < 0.857. Fig. 1 shows the smallest singular values of the matrix in (16) versus . According to Theorem 4, the optimal mixed sensitivity opt , the maximal such that this minimal singular value equals to zero, is approximately 0.8567 and this satisfies the estimate above.
Conclusions
We have derived a new closed form Hamiltonianbased formula to the optimal mixed sensitivity optimization problem for stable pseudorational plants with rational weights. This result can be viewed as an extension of the Zhou-Khargonekar formula to a specifically structured one-block problem.
Appendix. Constraint on the derived weighting functions
Here we see the structure of weighting functions, when we reduce the mixed sensitivity optimization problem to the two-block problem (9) 
