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Reliable Mode Tracking in Gradient-Based Optimization Frameworks
with Flutter Constraints
Taylor McDonnell* and Andrew Ning†
Brigham Young University, Provo, UT, 84602, USA
In this paper a new mode tracking method is presented which incorporates backtracking logic to maintain a high
degree of confidence in mode tracking results. The effectiveness of this mode tracking method is demonstrated on
linear and nonlinear aeroelastic systems of varying complexity in the context of aeroelastic analyses and optimizations with stability constraints. The high degree of confidence in mode correlations provided by the new mode
tracking method allows for the creation and use of mode-specific C 1 continuous stability constraints in gradientbased optimization frameworks. Using our mode tracking method in the context of a gradient-based optimization
framework with nonlinear flutter constraints eliminates the need to use constraint aggregation to construct C 1
continuous flutter constraints, allows mode shapes to be prescribed, and enables less critical modes in coupled
aeroelastic and flight stability analyses to be ignored when constructing nonlinear flutter constraints.

I.

Introduction

such as the Kreisselmeier-Steinhauser (KS) function [12–14].
It is critical when constructing flutter constraints that the ordering
of modes is consistent across design iterations, unless constraint aggregation is used to eliminate all dependencies on mode identity in the
formulation of the flutter constraint. Otherwise C 0 discontinuities will
result from the misassociation of modes with constraint functions from
iteration to iteration. For flutter constraints derived from linear flutter
analyses, a consistent ordering may be defined by ordering wind-on
modes based on their corresponding wind-off counterparts (assuming
the ordering of the wind-off modes is preserved from iteration to iteration) [9]. For flutter constraints based on nonlinear flutter analyses, the relationship between wind-on and wind-off modes is often not
readily apparent and/or easily derived, therefore flutter constraints for
nonlinear aeroelastic systems typically rely on constraint aggregation
to achieve C 1 continuity [3, 15].
A consistent mode ordering is also crucial to avoid C 0 discontinuities when applying mode-specific flutter constraints, whether or not
constraint aggregation is used. This is also due to the potential misassociation of modes with constraint functions from iteration to iteration. Mode-specific flutter constraint functions may be desired, for
example, in coupled rigid-body and aeroelastic mode stability analyses where constraining the phugoid and spiral stability modes to be
stable to the same degree as aeroelastic modes could result in overconstrained designs. A mode-specific flutter constraint may also be desired to increase the stability margin on certain modes deemed particularly critical and/or to constrain a mode to match a prescribed shape.
Therefore, there exists a need to be able to be able to construct C 1 continuous mode-specific flutter constraints without relying on ordering
modes based on their wind-off counterparts.
To satisfy this need, we show how mode-tracking can be employed
to robustly track modes without relying on a mode’s relationship with
its corresponding no-wind mode. We demonstrate these capabilities in
the context of aeroelastic analysis, but employ a process that can be
generalized to multidisciplinary design optimizations.

As wing aspect ratio increases, dynamic aeroelastic effects such as
flutter become increasingly important design drivers, due to increased
structural flexibility. Despite the increasing importance of flutter computations, it is still common practice in the industry to delay flutter computations until after the initial detailed aircraft design process,
since flutter computations require access to aircraft aerodynamic, stiffness, and mass matrices [1]. Delaying flutter computations can lead to
costly and time-consuming redesigns if flutter is found within the flight
envelope of the proposed aircraft. In addition to being costly and time
consuming, this redesign processes often results in the development of
aircraft that perform worse than originally anticipated.
One commonly proposed method used to consider flutter in the
initial detailed aircraft design process is to use multidisciplinary design
optimization (MDO) to optimize the aircraft’s aerodynamic shape and
structure while constraining the design against flutter. MDO with flutter constraints allows the creation of designs that are aeroelastically tailored to be both dynamically stable and highly efficient. MDO without
flutter constraints can lead to highly efficient, but ultimately infeasible
designs [2, 3].
Since flutter analyses must be performed repeatedly in the context
of a MDO, it is necessary that flutter constraints are constructed in a
computationally efficient manner. Frequency domain, rather than timedomain analyses are therefore preferred when constructing flutter constraints. Additionally, since gradient-free optimization is computationally intractable when large numbers of design variables are used [4],
flutter constraints should be constructed in a manner appropriate for
gradient-based optimization. Since gradient-based optimizers require
that the objective and constraint functions are at least C 1 continuous in
order to work effectively, flutter constraints should be constructed in a
manner that results in C 1 continuous functions.
In order to construct C 1 continuous flutter constraints, the flutter
speed cannot be directly constrained, because the identity of the critical mode may switch from iteration to iteration. This phenomenon is
known as mode-switching and results in a C 0 discontinuity if the new
mode is a hump mode, and a C 1 discontinuity otherwise [5]. Modeswitching can be partially prevented through the use of frequencyseparation constraints [6, 7], however this approach imposes artificial
constraints which can needlessly decrease the performance of the optimal design and does not prevent hump modes. Another approach is to
constrain the real part of each eigenvalue to lie below a preset bounding
curve [8–11]. This mitigates the continuity issues, but creates Nr NU
constraints where Nr is the number of modes and NU is the number
of speed increments. To reduce the number of constraints, these Nr NU
constraints are often aggregated using a constraint aggregation function

II.

Theoretical Basis

This section is divided into three parts. First, we review various mode
tracking methods. Then we propose a new mode tracking method
which is designed for use in gradient-based optimization frameworks,
but is also applicable to standard aeroelastic analyses. Finally, we
present two aeroelastic systems which we use to test our new modetracking method.
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Mode Tracking Methods

The purpose of mode tracking is to establish a correspondence between
two or more point solutions to an eigenproblem that are generated using discrete parameter values. Mode tracking is necessary to establish
a correspondence between two or more point solutions to an eigenproblem because of the inherently arbitrary ordering of modes resulting
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from an eigenanalysis. A common application of mode tracking is to
relate air-on modes in aeroelastic analysis to air-off modes. Correctly
establishing the relationship between a mode and its associated air-off
mode leads to a greater understanding of the specified mode which can
help to inform the design process. Incorrectly establishing the relationship between a air-on mode and its associated air-off mode leads to
an incorrect understanding of the mode, which may lead to misguided
attempts to improve performance.

1.

A variety of mode tracking methods exist with various degrees of
complexity. The simplest method to perform mode-tracking is to do so
by hand using the judgment of the analyst. While this method seems
straightforward, the process becomes challenging and prone to error
when correlating modes with similar damping and frequency characteristics. For this reason automatic mode-tracking methods are useful even outside of optimization frameworks. The simplest automatic
mode tracking method is to correlate modes based on complex eigenvalue similarity. This method, however, is prone to errors when eigenvalues associated with different modes occupy similar locations in the
complex plane. A more advanced mode tracking method was proposed
by Desmarais and Bennett which uses the shape of the characteristic
polynomial and Laguerre iteration to converge from a root of the characteristic polynomial for the current iteration to the closest root of the
characteristic polynomial for the next iteration [16]. This mode tracking method replaces the eigenproblem reanalysis, potentially resulting
in reduced computational expenses, but will result in incorrect correlations if the closest root of the characteristic polynomial does not correspond to the correct mode. Another mode tracking method was presented by Chen [17]. In this method, eigenvalues and their associated
derivatives for the current iteration are used to predict eigenvalues for
the next iteration. Predicted eigenvalues are then used to sort computed
eigenvalues based on complex eigenvalue similarity. The error between
the predicted and computed eigenvalues is then used to measure the accuracy of the mode tracking and reduce the step size if more accurate
results are requested. Unfortunately, similar to the previous two mode
tracking methods, the robustness of this method cannot be guaranteed,
even with the correction step, since incorrect mode-associations could
result when modes have nearly identical eigenvalues. Van Zyl proposed
that mode-tracking can be performed by correlating modes based on
the similarity of their shapes as measured by the complex inner product between previous and current (right) eigenvectors (essentially an
application of the modal assurance criterion to the problem of mode
tracking) [18]. Since this method compares eigenvectors rather than
eigenvalues it alleviates the mode association issue which occurs when
eigenvalues occupy similar locations in the complex plane, but may still
fail to choose a correct association if mode shapes change significantly
from one step to the next. The method proposed by Van Zyl was improved upon by Eldred et al. by making use of the mass-orthogonality
of left and right eigenvectors [19]. This improved method was named
the complex cross-orthogonality check method (C-CORC) and was recently extended to the standard eigenvalue problem and demonstrated
on a wide variety of aeroelastic problems by Hang et al [20]. Eldred et
al. also proposed the complex higher-order eigenpair perturbation (CHOEP) algorithm for mode tracking [19]. This mode tracking method
replaces the eigenproblem reanalysis and is based on the perturbation
expansion of the generalized eigenvalue problem. Eldred found CHOEP to be more robust than C-CORC, but more complicated to implement than C-CORC and therefore recommended both based on the
priorities of the designer.

where Φ and Ψ are matrices of left and right eigenvectors, respectively.
For standard eigenproblems B = I and the correlation matrix reduces
to
C = ΦiH Ψi+1
(2)

The key idea behind C-CORC is to use the biorthogonality of the left
and right eigenvectors to recorrelate modes after a parameter perturbation. Given the solutions to the left and right general eigenproblems
(φH A = λφH B and Aψ = λBψ) at steps i and i+1 in an iterative process,
we can construct the correlation matrix
C = ΦiH Bi+1 Ψi+1

New Mode Tracking Method

Our new mode tracking method combines C-CORC with backtracking
logic that reduces the proposed step size if mode correlations for a proposed step are poor. By using this backtracking logic, our mode tracking method is able to maintain an arbitrarily high degree of confidence
in our mode correlations throughout an aeroelastic analysis and/or optimization. This new mode tracking method consists of the following
core steps:

(1)

Due to the biorthogonality of the left and right eigenvectors, the correlation matrix will be diagonal if the parameters used to define A and B
are identical at steps i and i + 1 (assuming the ordering of the modes
is the same at steps i and i + 1). If we instead apply a small perturbation to the parameters at step i to obtain the parameters at step i + 1, the
correlation matrix will be diagonally dominant in magnitude, assuming
mode-switching has not occurred between steps i and i+1. If the correlation matrix is not diagonally dominant in magnitude, mode-switching
has occurred and the modes corresponding to each of the columns in
Ψi+1 should be rearranged to create a diagonally dominant matrix (if
possible) in order to avoid mode-switching.
In practice, sufficiently large step sizes may yield correlation matrices that cannot be reordered to be diagonally dominant. In this case,
the correlation matrix may still be used to find mode correlations on
a row by row or column by column basis, but the best correlation for
each mode might not be unique. To determine correlations row by row,
the largest magnitude in each row of the correlation matrix may be
assumed to correspond to the best mode correlation at step i + 1 for
each mode at step i. To determine correlations column by column, the
largest magnitude in each column of the correlation matrix corresponds
to the best mode correlation at step i for each mode at step i + 1. While
in principle the row by row or column by column approach to establishing mode correlations is similar, the results from each may differ.
Additionally, since the best mode correlation for each mode might not
be unique, either approach may fail to yield a one-to-one relationship
between previous and current modes, and therefore fail to track some
modes in future iterations.
In order to ensure that modes are tracked throughout all iterations,
we suggest that a one-to-one correspondence should always be used
between the modes at step i and i + 1. This means that if the best mode
correlation for a mode at step i is a mode at step i + 1 that already has
a mode correlation, the next best unassigned mode correlation should
be used. This ensures that the number of modes that are tracked does
not decrease when the best mode correlation for two (or more) different
modes at step i is the same mode at step i + 1.
C-CORC can also be applied to situations where only a subset of
eigenvalues/eigenvectors for a given eigenproblem are calculated for
computational efficiency. In this case, the eigenvector matrices Φ and
Ψ will be non-square, but the correlation matrix will still be square,
assuming the same number of eigenvalues/eigenvectors are computed
at steps i and i + 1. The only requirement when using only a subset of eigenvalues/eigenvectors is that the eigenvalues/eigenvectors of
interest are computed at steps i and i + 1 so that proper mode correlations can be established. Often, more eigenvalues/eigenvectors must
be computed than one is actually interested in, in order to ensure that
the eigenvalues/eigenvectors of interest are included in the computed
subset of eigenvalues/eigenvectors.
2.

B.

Generate mode correlations using C-CORC

Calculate the corruption index for each mode correlation

The assurance with which a given mode correlation is correct may be
measured in C-CORC by using the corruption index, defined as the second largest magnitude in a given row/column of the correlation matrix
divided by the largest magnitude in the same row/column (i.e. the second best mode correlation divided by the selected mode correlation).
As it is defined, the corruption index varies between zero and one, with
values close to zero indicating high confidence in the chosen mode association and values close to one indicating low confidence in the chosen mode association. It may therefore be interpreted as the likelihood
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of an incorrect mode association. For systems with no repeated eigenvalues, the corruption index approaches zero as the magnitude of the
parameter perturbations between step i and i + 1 decreases due to the
biorthogonality of the left and right eigenvectors. As a result, for systems with no repeated eigenvalues, the corruption index can always be
reduced to an arbitrary level by reducing the magnitude of the parameter perturbations.
We can obtain a similar decrease in the corruption index for systems that may have eigenvalues with geometric multiplicity greater
than one by modifying our definition of the corruption index to account for the repeated eigenvalues. In this case the number of valid
mode correlations corresponding to a specific eigenvalue are equal to
the geometric multiplicity of that eigenvalue. We therefore define the
new corruption index as the magnitude of the chosen mode’s correlation matrix entry divided by the magnitude of the k + 1 best mode,
where k is the approximate geometric multiplicity. For the purposes
of this paper we define the approximate geometric multiplicity of an
eigenvalue as the number of eigenvectors whose difference is below a
set tolerance.
3.

Reduce the step size if any corruption index is too high

Once proposed mode correlations have been established and the corruption index has been calculated for each mode correlation, we can
use this information to determine whether the step size should be reduced in order to improve the quality of the mode-correlations. This reduction in step size helps maintain mode-correlations even when small
parameter changes result in large changes in the mode shapes. A lower
corruption index tolerance will decrease the likelihood of an incorrect
mode association, but increase computational costs. A higher corruption index tolerance will have the opposite effect. In general, we have
found that a corruption index tolerance of 0.5 is sufficient to accurately
track modes across design iterations.
Since backtracking is an essential part of many optimizers, this
mode tracking technique may be easily implemented with many optimizers. For example, for the optimizer SNOPT, one may trigger backtracking by passing in a flag indicating that constraint functions are
undefined. For the MATLAB® function fmincon, one may trigger backtracking by returning one or more NaNs in the corresponding constraint
functions when mode-correlations fail. In both of these examples, zero
modifications to the optimizer source code are necessary.
C.

b

b

x

e.a.
t.e.

l.e.
h(t)

α(t)

Figure 1. 2D aeroelastic system

where C1 = 0.165, C2 = 0.335, ε1 = 0.0455, and ε2 = 0.3 [21].
Defining the structural and aerodynamic state vectors
n
oT
n
oT
q = h α , r = r1 r2
(5)
the unsteady aerodynamic loads under arbitrary airfoil motion are
( )
L
= MA q̈ + C A q̇ + KA q + Dr
(6)
M
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and the following aeroelastic system of equations can be derived
To test our mode tracking method, we use a linear 2D aeroelastic system and a nonlinear 3D aeroelastic system. The linear 2D aeroelastic
system is a typical 2D aeroelastic model with pitch and plunge degrees
of freedom. The 3D aeroelastic system is a nonlinear system composed
of a geometrically exact beam model coupled with a 2D quasi-steady
aerodynamics model.
1.

M̄ q̈ + C̄ q̇ + K̄ q = Dr
ṙ = Er + F q̈ + G q̇ + Hq
where
"
M̄ = MS +

Linear 2D Aeroelastic System

The first aeroelastic system we consider is a rigid airfoil with plunging
degree of freedom h and pitching degree of freedom α shown in fig. 1.
After neglecting structural damping, the equations of motion for this
system are
"
#(
) "
#(
) (
)
m S α ḧ(t)
K
0 h(t)
−L(t)
+ h
=
(3)
S α Iα α̈(t)
0 Kα α(t)
M(t)
where m is the section mass, S α is the structural imbalance, Iα is the
mass moment of inertia, Kh is the linear spring constant, Kα is the torsional spring constant, L is the section lift, and M is the section moment about the elastic axis.
Following Hang et al. [20] we approximate the time history of the
downwash as the sum of several step signals, where the indicial response of the aerodynamic loads under a sudden change of downwash
is modeled by the following approximation of Wagner’s function.
φ(t) = 1 − C1 e−ε1 (V/b)t − C2 e−ε2 (V/b)t

(4)

(8)
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(9)
If we define the state vector
n
x= q

q̇

r

oT

(10)

we can express these same equations as
Ax = B ẋ
where


 0
A = −K̄
H

I
−C̄
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0 
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E


 I
B = 0
0
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0
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(13)

from which the eigenvalues and eigenvectors of the system can be calculated.
2.

Nonlinear 3D Aeroelastic System

The second aeroelastic system we consider is a 3D aeroelastic system
constructed by coupling a geometrically exact beam model with a 2D
quasi-steady aerodynamics model. For the geometrically exact beam
model, we use a model based on the mixed variational formulation of
geometrically exact beam theory presented by Wang and Yu [22, 23].
This model is capable of capturing all geometric nonlinearities due to
large deflections and rotations, subject to the restriction that strains are
small. The quasi-steady aerodynamics model is described by the following equations.
"
Lqs = 2πρV 2

!
#
ḣ
1
α̇
+b
−a
+α
V
2
V

!
πρVb3
1
+ a Lqs −
α̇
Mqs = b
2
2

(14)

Even though the aerodynamics model contributes no state variables to
the coupled system of equations, the differential algebraic equation in
eq. (16) is not equal to the decoupled structural system’s differential algebraic equations because the applied forces and moments are dependent on the structural state variables rather than independent variables.
Linearizing the governing differential algebraic equation about a
steady state operating point yields the following system of equations.
(17)

where q̆ denotes a state variable perturbation about the steady state
operating point and
A=

∂F
,
∂q

B=−

∂F
∂ q̇

(18)

both evaluated at the steady state operating point.
If we assume a perturbation solution of the form δ q̆(t) = q̆eλt we
obtain the generalized eigenvalue problem
Ax = λBx

(19)

from which the eigenvalues and eigenvectors of the system can be calculated.

III.

1.5
1.0
0.5
0.0
−0.5

−1.5
0.0

(15)

(16)

A q̆ = B q̆˙

We first demonstrate our mode tracking technique on the linear 2D
aeroelastic system described previously using thepnon-dimensional parameters a = −0.3, ωα /ωh = 0.5, S α /mb = 0.05, Iα /mb2 = 0.25, and
m/πρb2 = 10. We vary the reduced velocity V̄ = V/ωα b from 0 to 2
and use a default reduced velocity step size of 0.2. The resulting frequency and damping, without any eigenvalue sorting applied, is plotted
in figs. 2 and 3. Some mode switching is present due to the inherently
arbitrary ordering of the eigenvalues.

−1.0

While quasi-steady aerodynamics models are insufficiently accurate
for flutter computations, we use one here because of its convenience
and because the accuracy of the flutter computations is irrelevant for
demonstrating the capabilities of our mode tracking method.
Due to the quasi-steady assumption, the aerodynamics model contributes no state variables to the coupled system of equations, so the
combined system of equations may be represented symbolically as the
solution to a set of differential algebraic equations with states corresponding to the structural state variables.
0 = F (q, q̇)

Linear 2D Aeroelastic Analysis

Numerical Studies

In this section we test our mode tracking method, applied to the linear
2D and nonlinear 3D aeroelastic systems. In both cases we perform an
aeroelastic analysis across a range of velocities and compare the performance of our mode-tracking method against an aeroelastic analysis
with no mode tracking and an aeroelastic analysis with mode tracking
using C-CORC without backtracking.

0.5
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2.0

Figure 2. Frequency of the 2D aeroelastic system without sorting

0.4
0.0

Damping (1/s)

Ax = λBx

A.

Frequency (rad/s)

If we assume a perturbation solution of the form δx(t) = xeλt we obtain
the generalized eigenvalue problem

4

−0.4
−0.8
−1.2
−1.6
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Reduced Velocity

1.5

2.0

Figure 3. Damping of the 2D aeroelastic system without sorting

The same aeroelastic analysis, with mode tracking performed using
C-CORC without backtracking, while enforcing a one-to-one correspondence between modes at each iteration, produces the mode correlations shown in figs. 4 and 5. In this case, modes are tracked correctly,
even near the velocity where the frequencies of two complex conjugate pairs of eigenmodes cross and near the velocity where a complex
conjugate pair of eigenvalues transitions to two real eigenvalues.
The corruption index corresponding to each mode association is
shown in fig. 6. As observed in fig. 6, the corruption indices are largest
near the velocity where the frequencies of two complex conjugate pairs
of eigenmodes cross and near the velocity where a complex conjugate
pair of eigenvalues transitions to two real eigenvalues. The maximum
corruption index even exceeds 1 at a reduced velocity of 1.6, indicating that multiple modes shared the same best mode correlation for that
velocity increment.
For this simple system, we can visually confirm that the chosen
mode correlations are correct, even though the corruption indices are
relatively high. Other aeroelastic systems may not be as easy to visually confirm, and in these cases the presence of high corruption indices
could indicate that the mode correlations are incorrect.
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Figures 7 and 8 shows the result of applying the new mode tracking technique presented in this paper, with a corruption index tolerance
of 0.5 and simple backtracking logic that halves the proposed step size
if the corruption index tolerance is exceeded. The step size at each
reduced velocity, represented as a fraction of the default step size, is
plotted in fig. 9. As expected based on the corruption indices shown
in fig. 6 the step size is reduced in the viscinity of the frequency crossing and near the point where the complex conjugate pair of eigenvalues
transitions into two real eigenvalues. In the former case, the step size
must be reduced in order to directly decrease the corruption index of
the mode correlations. In the latter case, the step size must be reduced
so that the approximate geometric multiplicity of the eigenvalues can
be determined before the corruption indices can be decreased to acceptable levels.
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Figure 4. Frequency of a 2D aeroelastic system with sorting using C-CORC
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Figure 7. Frequency and damping of a 2D aeroelastic system with sorting
using the new mode tracking method presented in this paper
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Figure 5. Damping of a 2D aeroelastic system with sorting using C-CORC
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Figure 8. Frequency and damping of a 2D aeroelastic system with sorting
using the new mode tracking method presented in this paper
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Figure 6. C-CORC corruption indices for each mode association of a 2D
aeroelastic system

Nonlinear 3D Aeroelastic Analysis

To test our mode tracking technique in the context of a 3D aeroelastic
analysis, we performed an aeroelastic analysis on a highly flexible cantilever wing with the properties in table 1. We used 8 beam elements
to model the geometry and calculate quasi-steady forces/moments on
each of the beam elements.
For the aeroelastic analysis, we increment velocity from 1 m/s to
35 m/s with 2 m/s increments. At each time step, we use a nonlinear
solver to find state variables corresponding to steady state operating
conditions, linearize the nonlinear system using those state variables,
and then calculate a subset of the eigenvalues/eigenvectors of the linearized system using Arnoldi iteration. The frequency and damping of
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Figure 9. Step size used when determining frequency and damping of the
2D aeroelastic system presented in this paper

20
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Figure 11. Damping of the 3D aeroelastic system without sorting
Table 1. Properties of Highly Flexible Cantilever

Value
16 m
1m
50 % of chord
50 % of chord
2 × 104 N m2
4 × 106 N m2
1 × 104 N m2
0.75 kg m−1
0.1 kg m

2.5

Damping (1/s)

Property
Span
Chord
Spanwise ref. axis location (from l.e.)
Center of gravity (from l.e.)
Flat bending rigidity
Chord bending rigidity
Torsional rigidity
Mass per unit span
Rotational inertia per unit span

a subset of the systems eigenvalues, with eigenvalues sorted by magnitude, is plotted in figs. 10 and 11. Some mode switching can be
observed as the magnitude of the eigenvalues vary.
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Figure 12. Frequency and damping of a 3D aeroelastic system with sorting
using C-CORC
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Figure 10. Frequency of the 3D aeroelastic system without sorting

The same aeroelastic analysis, with mode tracking using the original C-CORC algorithm, produces the mode correlations shown in
figs. 12 and 13. Like in the 2D case, modes are tracked correctly, even
near the velocity where a pair of complex conjugate eigenvalues transitions to two real eigenvalues.
The corruption index corresponding to each mode association is
shown in fig. 14. As with the 2D aeroelastic system, the largest corruption indices occur near the velocity where a pair of complex conjugate eigenvalues transition to real eigenvalues. This is unsurprising,
since either of the real eigenvalue branches after the transition is a valid
mode association for either of the complex conjugate eigenvalues.
Figures 15 and 16 show the result of applying the new mode track-

Frequency (rad/s)

−10.0

20

0

−20

−40
0

10

20

Velocity (m/s)

30

Figure 13. Frequency and damping of a 3D aeroelastic system with sorting
using C-CORC
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Figure 14. C-CORC corruption indices for each mode association of a 3D
aeroelastic system

Figure 16. Frequency and damping of a 2D aeroelastic system with sorting
using the new mode tracking method presented in this paper

ing technique presented in this paper, with a corruption index tolerance
of 0.5 and simple backtracking logic that halves the proposed step size
if the corruption index tolerance is exceeded. Once again, modes are
tracked correctly, with more steps being taken at locations where the
corruption index is high, in order to reduce the magnitude of the corruption index for each mode correlation.

ability of our mode tracking method to maintain a high degree of confidence in mode correlations makes it preferable to other mode tracking
methods when accurate mode correlations are critical to generating correct results and insights. Because of its high reliability, our mode tracking method can be used in optimization frameworks to construct modespecific C 1 continuous stability constraints. Despite the promise of our
mode tracking method in the context of optimization frameworks, further work is needed to verify the robustness and utility of our mode
tracking method in the context of an optimization framework. Additionally, more work is needed to test the robustness of our mode tracking method when exposed to more complicated nonlinear aeroelastic
systems and various nonlinear phenomena. We plan to address these
needs in future papers.
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Figure 15. Frequency and damping of a 2D aeroelastic system with sorting
using the new mode tracking method presented in this paper

Based on the results shown, the mode tracking method presented
in this paper is capable of accurately tracking mode correlations while
maintaining high confidence in the same mode correlations, even in
the presence of eigenvalue frequency crossings and in the viscinity of
eigenvalues with geometric multiplicities greater than one. While the
implemented backstepping logic increases computational expenses due
to the need to reevaluate eigenvalues when backtracking is performed,
it also increases the measured confidence of the mode correlations at
each step. While the increased accuracy from using the mode tracking
technique presented in this paper is unnecessary for the simple aeroelastic system presented in this section, it is extremely useful in the case
of optimization frameworks with mode-specific constraint where correct mode correlations are essential to obtain accurate results.

IV.

Conclusion

By incorporating backstepping logic into the mode tracking process,
we have proposed a new mode tracking method that can reliably track
modes in aeroelastic analyses and optimization frameworks. We have
demonstrated this mode tracking method on a linear 2D aeroelastic system and a nonlinear 3D aeroelastic system. We have also shown that
our mode tracking method is capable of enforcing a high degree of
confidence in mode correlations throughout aeroelastic analyses. The

The authors gratefully acknowledge support from the Utah NASA
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