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One of the central questions in neuroscience is how the nervous system generates and 
regulates behavior. To understand the neural code for any behavior, an ideal experiment would 
entail (i) quantitatively defining that behavior, (ii) recording neuronal activity in relevant brain 
regions to identify the underlying neuronal circuits and eventually (iii) manipulating them to test 
their function. Novel methods in neuroscience have greatly advanced our abilities to conduct 
such experiments but are still insufficient. In this thesis, I developed methods for these three 
goals. In Chapter 2, I describe an automatic behavior identification and classification method for 
the cnidarian Hydra vulgaris using machine learning. In Chapter 3, I describe a fast volumetric 
two-photon microscope with dual-color laser excitation that can image in 3D the activity of 
populations of neurons from visual cortex of awake mice. In Chapter 4, I present a machine 
learning method that identifies cortical ensembles and pattern completion neurons in mouse 
visual cortex, using two-photon calcium imaging data. These methods advance current 
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Chapter 1 - Introduction 
 
One of the central questions in neuroscience is how the nervous system generates and 
regulates behavior. For this, the brain integrates external sensory information from the 
environment and internal states, and generates behaviors as outputs. Behavior, as a fast response 
to the rapidly changing environment, allow individuals to adapt to the environment at a time 
scale that is much faster than natural selection. Understanding the neural basis of behaviors is 
therefore important for understanding nervous system functions and evolution.  
However, challenges exist in many aspects of studying the complete neural circuits 
regulating behavior. Imagine studying the neural basis of walking as an example: the first 
challenge is defining walking. How should this behavior be defined? How is it different from 
other behaviors, such as jogging or running? Are there different subtypes of walking? Since the 
nature of behavior is not exclusive, how should one take into consideration other behaviors that 
happens simultaneously during walking, such as texting or talking, given that these all might 
affect the underlying neural activity? Assuming that one could clearly define each behavior, the 
second challenge then comes: how should one record the neuronal activity from relevant brain 
regions? Lastly, how should one map the different neural components that are involved in each 
behavior or each stage of a certain behavior, considering the noisy nature of nervous systems?  
To study the neural code for behavior, an ideal experiment should include all the above 
components (Figure 1). First, a specific behavior is defined with clear criteria, ideally in an 
automated and unbiased way; then, neural activity from relevant brain structures is observed and 
measured, and different components of the neural circuits are identified; lastly, the loop is closed 
by manipulating each identified component and testing their functions in the corresponding 
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behavior. The limiting factors to achieve this dream experiment, however, mostly lie in the 
methodology. Efforts have been made in each of the above three directions, while much still 
remains to be done to combine all these efforts in a single model, acquiring relevant neural 
activity simultaneously in a behaving animal, decomposing a complex behavior into simple 
outputs of neural network states, and assessing them 
Novel technologies play an important role in the progress of neuroscience. From single 
electrodes to calcium imaging and optogenetics, the development of novel technologies enables 
discoveries in neuroscience. For understanding the neural code for behavior, developing novel 
methods for automated behavior analysis, for large-scale imaging techniques, and for approaches 
to identify and manipulate circuit components, all appear to be helpful in achieving the final goal 
of combining all the three components in one single experiment. In the following sections, I will 
review the current progress in these three directions: 
 
Figure 1. Breaking the neural code  
An ideal experiment that addresses the neural code of behavior includes three components: defining a behavior, 
measuring neural activity, mapping and modulating corresponding components in the neuronal population. 
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Computational behavior analysis 
 One of the most fascinating aspects of biology is to understand how animals generate and 
control behavior. Since Aristotle, this has been a topic of study for over two thousand years. 
However, behavioral research has traditionally largely been descriptive and relies on human 
observation. These qualitative descriptions are limited by the subjective nature of human 
annotations, the language we use to describe behaviors, and are also very time consuming. 
Therefore, it is important to develop quantitative and automated methods for behavior analysis, 
in order to systematically understand the expression and variability of behavior of different 
animals under different experimental conditions.  
 Efforts for computational behavior analysis have been made with different approaches, 
all of which start from measuring features of animal behavior from recorded videos. One type of 
features come from the trajectory of animals or their body parts, such as position, speed, 
acceleration, relative location from other individuals, and so on (Branson et al., 2009; de 
Chaumont et al., 2012; Egnor and Branson, 2016; Fonio et al., 2009; Marques et al., 2018; 
Martin, 2004; Valente et al., 2007). This class of features provides a lot of information about the 
locomotion state of animals and their interactions, such as walking, running and chasing. 
Another type of feature is based on the exact pixel information, such as the shape, edge 
orientation, local motion, and so on (Berman et al., 2014; Brown et al., 2013; Burgos-Artizzu et 
al., 2012; Vogelstein et al., 2014; Wiltschko et al., 2015). These features contain richer 
information, but can also be affected by occlusion, view angle, lighting condition and other 
factors. 
 After features are extracted from behavior videos, both supervised and unsupervised 
methods can be applied for automated behavior analysis or classification. In supervised methods, 
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users provide a set of annotated videos as the ground truth, and train the algorithms to learn the 
specific patterns associated with the pre-defined annotations. This usually involves training 
classifiers. Some popular options include support vector machines (SVMs) and hidden Markov 
models (HMMs) (Branson et al., 2009; Burgos-Artizzu et al., 2012; Jhuang et al., 2010; Kabra et 
al., 2013; Mirat et al., 2013). These methods are useful for recognizing behavioral patterns that 
are defined by human, when previous knowledge is available for the behaviors of interest. On the 
other hand, unsupervised methods can be useful for discovering new behavior structures by 
finding the intrinsic patterns in the data, potentially in a different way with human annotations. 
Many different clustering methods are available for this purpose, from the simplest k-means to 
hierarchical clustering (Berman et al., 2014; Brown et al., 2013; Marques et al., 2018; Vogelstein 
et al., 2014). These methods are suitable without prior assumptions about the behaviors. 
 
Imaging population activity 
 Individual neurons in the brain work coherently to generate the emergent functions of 
neuronal circuits. To break the neural code of how the brain generates its functions, advances in 
technologies are critical for pushing the limit and recording simultaneously from large 
population of neurons that, ideally, spans across structures. The development of calcium imaging 
provided a powerful tool for recording the activity from a large population of neuron in vivo 
(Tian et al., 2009; Yang and Yuste, 2017; Yuste and Katz, 1991). Complementary to electrode 
recordings, calcium imaging allows measuring activity from population with single cell 
resolution, in a non-invasive manner. 
 For transparent samples with little scattering effect, wide-field imaging techniques are 
suitable for recording from large area or volume, in some cases the entire brain or the entire 
5 
 
organism. Wide-field microscopes illuminate an extended volume around the sample plane 
depending on the system point-spread function, while the emitted fluorescence from the sample 
can be collected through rejecting out-of-focus fluorescence. Besides the out-of-focus effect, the 
illumination of undesired area could also lead to photo bleaching of the sample over time. One 
example of wide-field imaging that avoids these effects is light-sheet microscopy, which projects 
a thin sheet of light from the side of transparent samples, thus illuminating only a thin volume of 
the samples. Light-sheet microscopy has been applied in functional imaging of large brain 
volumes, or in whole brain or whole body of small near-transparent animals (Ahrens et al., 2013; 
Bouchard et al., 2015; Chen et al., 2014; Tomer et al., 2015).  
For scattering tissues such as mammalian brain, two-photon imaging relieves the 
scattering effect by using long-wavelength excitation that doubles the excitation wavelength of 
the fluorophore, and effectively exciting a thin two-dimensional plane by requiring two photons 
to simultaneously being absorbed. Two-photon imaging is therefore a useful tool for observing 
the population activity from deep tissues (Denk et al., 1990; Helmchen and Denk, 2005; Yuste 
and Denk, 1995). Since the basic two-photon microscopes are limited by the scanning speed and 
the two-dimensional imaging plane, many efforts have been made to extend the throughput of 
technique, imaging faster over larger area or volume. To extend the imaging plane to three 
dimensions, fast z-scan devices such as piezo-controlled objectives, electrical tunable lens (ETL), 
spatial light modulator (SLM) and remote focusing units have been introduced (Botcherby et al., 
2008; Göbel and Helmchen, 2007; Grewe et al., 2011; Nikolenko, 2008). To increase the 
sampling area or volume, one method is light multiplexing, where the scanning process is 
parallelized. Examples of such techniques include temporal multiplexing, spatial multiplexing, 
holographic multiplexing and wavelength multiplexing (Cheng et al., 2011; Mahou et al., 2012; 
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Yang et al., 2016). Hybrid approaches that combines different techniques could further boost the 
performance and image faster from larger volumes. 
 
Identification of circuit components 
 The coordinated firing of neuronal populations, instead of individual neurons, is 
considered to be the building blocks of various sensory, behavioral and cognitive functions. 
Originally proposed by Hebb, coactive neuronal groups, defined as neuronal ensembles, are 
assumed to generate complex circuit functions (Buzsáki, 2010; Cossart et al., 2003; Hebb, 1949; 
Luczak et al., 2009, 2007; Mao et al., 2001; Miller et al., 2014). Advances in calcium imaging 
have made it possible to record simultaneously from populations of neurons with single cell 
resolution, opening the possibility of identifying neuronal ensembles during sensory and 
behavioral functions (Carrillo-Reid et al., 2017b; Tian et al., 2009).  
 One starting point of identifying neuronal ensembles is to detect coactivation patterns that 
are significantly above chance level (Fang and Yuste, 2017; Hamm et al., 2017; Miller et al., 
2014). Such methods, however, do not take into consideration that ensemble firing could be 
noisy, and therefore are not robust against the intrinsic noise of the system. A more sophisticated 
method is to start from the covariance matrix of the activity from the recorded population. By 
finding the eigenvalues and eigenvectors of the covariance matrix through techniques such as 
principal component analysis (PCA) and singular value decomposition (SVD), significant 
eigenvectors can be defined, representing the prominent components of the recorded population 
(Carrillo-Reid et al., 2015; Churchland et al., 2012; Lopes-dos-Santos et al., 2013, 2011; Mölter 
et al., 2018; Peyrache et al., 2009). Through these significant components, groups of temporally 
correlated neurons, or ensembles, could be further defined.  
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 Another type of method is based on constructing functional connectivity maps, or graphs, 
of the neuronal population. This type of method takes advantage of graph theory, where neurons 
are considered to be nodes, and their functional relationships are represented by edges (Bullmore 
and Sporns, 2009). Various methods have been used to construct such graphs, from simply 
threshold the pairwise similarity matrix, to statistical inference techniques (Bonifazi et al., 2009; 
Gururangan et al., 2014; Rubinov and Sporns, 2010; Schneidman et al., 2006; Yatsenko et al., 
2015). Once the graph is constructed, graph community detection techniques, or graph clustering 
methods, can be used to define functional modules or neuronal ensembles from the graph 
(Avitan et al., 2017; Blondel et al., 2008; Palla et al., 2005). 
 
In my thesis, I developed novel methods for the above three challenges, with the goal to 
eventually complete the loop (Figure 1) and break the neural code of behavior, in one single 
model organism. In Chapter 2, I describe a machine learning analysis to automatically quantify 
behavior in a small, near-transparent animal Hydra (Han et al., 2018a). Using it, we established 
the first fully-annotated Hydra behavior dataset, accurately classified behavior types from videos, 
and discovered both annotated and unannotated behavior types with unsupervised learning 
methods. In Chapter 3, I present a volumetric dual-color two-photon microscope that can image 
across cortical layers in vivo, through a novel combined wavelength multiplexing approach (Han 
et al., 2018b). We mapped visually-evoked neuronal ensembles in 3D, finding a lack of columnar 
structure in orientation responses, and revealing functional correlations between layers which 
differ from trial to trial and are missed in sequential imaging. In Chapter 4, I present a graph 
theory based method to identify and target cortical ensembles with single cell resolution, based 
on the inferred graphical structure of neural circuits in mouse primary visual cortex, using 
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simultaneous two-photon calcium imaging and two-photon optogenetics (Carrillo-Reid et al., 
2017a). With this method, we can accurately predict visual stimuli from cortical responses, 
optimally detect neuronal ensembles, identify neurons with pattern completion properties and 




Chapter 2 - Comprehensive Machine Learning Analysis of Hydra Behavior Reveals a 
Stable Behavioral Repertoire 
 
Background 
Animal behavior is generally characterized by an enormous variability in posture and the 
motion of different body parts, even if many complex behaviors can be reduced to sequences of 
simple stereotypical movements (Berman et al., 2014; Branson et al., 2009; Gallagher et al., 
2013; Srivastava et al., 2009; Wiltschko et al., 2015; Yamamoto and Koganezawa, 2013). As a 
way to systematic capture this variability and compositionality, quantitative behavior recognition 
and measurement methods could provide an important tool for investigating behavioral 
differences under various conditions using large datasets, allowing for the discovery of behavior 
features that are beyond the capability of human inspection, and defining a uniform standard for 
describing behaviors across conditions (Egnor and Branson, 2016). In addition, much remains 
unknown about how the specific spatiotemporal pattern of activity of the nervous systems 
integrate external sensory inputs and internal neural network states in order to selectively 
generate different behavior. Thus, automatic methods to measure and classify behavior 
quantitatively could allow researchers to identify potential neural mechanisms by providing a 
standard measurement of the behavioral output of the nervous system.  
Indeed, advances in calcium imaging techniques have enabled the recording of large 
neural populations (Chen et al., 2013; Jin et al., 2012; Kralj et al., 2012; St-Pierre et al., 2014; 
Tian et al., 2009; Yuste and Katz, 1991) and whole brain activity from small organisms such as 
C. elegans and larval zebrafish (Ahrens et al., 2013; Nguyen et al., 2016; Prevedel et al., 2014). 
A recent study has demonstrated the cnidarian Hydra can be used as an alternative model to 
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image the complete neural activity during behavior (Dupre and Yuste, 2017). As a cnidarian, 
Hydra is closer to the earliest animals in evolution that had a nervous system. As the output of 
the nervous system, animal behavior allow individuals to adapt to the environment at a time scale 
that is much faster than natural selection, and drives rapid evolution of the nervous system, 
providing a rich context to study nervous system functions and evolution (Anderson and Perona, 
2014). As Hydra nervous system evolved from the nervous system present in the last common 
ancestor of cnidarians and bilaterians, the behaviors of Hydra could also represent some of the 
most primitive examples of coordination between a nervous system and non-neuronal cells. This 
could make Hydra particularly relevant to our understanding of the nervous systems of model 
organisms such as C. elegans, Drosophila, zebrafish, and mice, as it provides an evolutionary 
perspective to discern whether neural mechanisms found in a particular species represent a 
specialization or are generally conserved. In fact, although Hydra behavior has been study for 
centuries, it is still unknown whether Hydra possesses complex behaviors such as social behavior 
and learning behavior, how its behavior changes under environmental, physiological, nutritional 
or pharmacological manipulations, and what are the underlying neural mechanisms of these 
potential changes. Having an unbiased and automated behavior recognition and quantification 
method would therefore enable such studies with large datasets. This will allow systematic 
pharmacological assays, lesion studies, environmental and physiological condition changes, 
under activation of subsets of neurons, testing quantitative models of Hydra behaviors, and 
linking behavior outputs with the underlying neural activity patterns. 
Hydra behavior was first described by Trembley (Trembley, 1744), and it consists of 
both spontaneous and stimulus-evoked elements. Spontaneous behaviors include contraction 
(Passano and McCullough, 1964) and locomotion such as somersaulting and inchworming 
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(Mackie, 1974), and can sometimes be induced by mechanical stimuli or light. Food-associated 
stimuli induce a stereotypical feeding response that consists of three distinct stages: tentacle 
writhing, tentacle ball formation and mouth opening (Koizumi et al., 1983; Lenhoff, 1968). This 
elaborate reflex-like behavior is fundamental to the survival of Hydra and sensitive to its needs: 
well-fed animals do not appear to show feeding behavior when exposed to a food stimulus 
(Lenhoff and Loomis, 1961). In addition, feeding behavior can be robustly induced by small 
molecules such as glutathione and S-methyl-glutathione (GSM) (Lenhoff and Lenhoff, 1986). 
Besides these relatively complex behaviors, Hydra also exhibits simpler behaviors with different 
amplitudes and in different body regions, such as bending, individual tentacle movement, and 
radial and longitudinal contractions. These simpler behaviors can be oscillatory and occur in an 
overlapping fashion and are often hard to describe in a quantitative manner. This, in turn, makes 
complex behaviors such as social or learning behaviors, which can be considered as sequences of 
simple behaviors, hard to quantitatively define. Indeed, to manually annotate behaviors in videos 
that are hours or days long is not only extremely time-consuming, but also partly subjective and 
imprecise (Anderson and Perona, 2014). However, analyzing large datasets of behaviors is 
necessary to systematically study behaviors across individuals in a long-term fashion. Recently, 
computational methods have been developed to define and recognize the behaviors of C. elegans 
(Brown et al., 2013; Stephens et al., 2008) and Drosophila (Berman et al., 2014; Vogelstein et al., 
2014). These pioneer studies identify the movements of animals by generating a series of posture 
templates, and decomposing the animal posture at each time points with these standard templates. 
This general framework works well for animals with relatively fixed shapes. However, Hydra 
has a highly deformable body shape that contracts, bends and elongates in a continuous and non-
isometric manner, and the same behavior occurs at various body postures. Moreover, Hydra has 
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various number of tentacles and buds across individuals, which presents further challenge for 
applying template-based methods. Therefore, a method that encodes behavior information in a 
statistical rather than an explicit manner is required for analyzing Hydra behaviors. 
As a potential solution to this challenge, the field of computer vision has recently 
developed algorithms for deformable human body recognition and action classification. Human 
actions have large variations based on the individual’s appearance, speed, the strength of the 
action, background, illumination, etc. (Wang et al., 2011). To recognize the same action across 
conditions, features from different videos need to be represented in a unified way. In particular, 
the Bag-of-Words model (BoW model) (Csurka et al., 2004; Ju Sun et al., 2009; Matikainen et 
al., 2009; Wang et al., 2011) has become a standard method, as is a video representation 
approach that captures the general statistics of image features in videos by treating videos as 
“bags” of those features. This is the key to generalizing behavior features in a dataset that is rich 
with widely varied individual-specific characteristics. This model originated from document 
classification algorithms, where a text is represented by an empirical distribution of its words.  
To analyze videos of moving scenes, the BoW model has two steps: feature representation and 
codebook representation. In the first step, features (i.e., “words” such as movements and shapes) 
are extracted and unified into descriptor representations. In the second step, these higher order 
descriptors from multiple samples are clustered (i.e., movement motifs), usually by k-means, and 
then averaged descriptors from each cluster are defined as “codewords” that form a large 
codebook. This codebook in principle contains representative descriptors of all the different 
movements of the animal. Therefore, each clip of the video can be represented as a histogram 
over all codewords in the codebook. These histogram representations can be then used to train 
classifiers such as SVMs, or as inputs to various clustering algorithms, supervised or 
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unsupervised, to identify and quantify behavior types. While BoW produces an abstract 
representation compared to manually specified features, it very effectively leverages the salient 
statistics of the data, enabling modeling of large populations. Doing so on a large scale with 
manually selected features is infeasible. The power of such a generalization makes the BoW 
framework particularly well suited for addressing the challenge of quantifying Hydra behavior. 
Inspired by previous work on C. elegans (Brown et al., 2013; Kato et al., 2015; Stephens 
et al., 2008) and Drosophila (Berman et al., 2014; Robie et al., 2017; Vogelstein et al., 2014) as 
well as by progress in computer vision (Wang et al., 2011), we explored the BoW approach, 
combining computer vision and machine learning techniques, to identify both known and 
unannotated behavior types in Hydra. To do so, we imaged behaviors from freely moving Hydra, 
extracted motion and shape features from the videos, and constructed a dictionary of these 
features. We then trained classifiers to recognize Hydra behavior types with manual annotations, 
and identified both annotated and unannotated behavior types in the embedding space. We 
confirmed the performance of the algorithms with manually annotated data and then used the 
method for a comprehensive survey of Hydra behavior, finding a surprising stability in the 
expression of six basic behaviors, regardless of the different experimental and environmental 
conditions. These findings are consistent with the robust behavioral and neural circuit 
homeostasis found in other invertebrate nervous systems (Haddad and Marder, 2017). 
 
Results 
Capturing the movement and shape statistics of freely-moving Hydra  
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 Our goal was to develop a method to characterize the complete behavioral repertoire of 
Hydra under different laboratory conditions. We collected a Hydra behavior video dataset (Han, 
2018a) using a widefield dissecting microscope, allowing Hydra to move freely in a culture dish 
(Figure 2A). We imaged 53 Hydra specimens at a rate of 5 Hz for 30 minutes, and either allowed 
Figure 2. Acquiring an annotated Hydra behavior dataset 
(A) Imaging Hydra behavior with a widefield dissecting microscope. A Hydra polyp was allowed to move freely in 
a Petri dish, which was placed on a dark surface under the microscope objective. The light source was placed 
laterally, creating an image of bright image of the Hydra polyp on a dark background. (B) Histogram of the eight 
annotated behavior types in all data points. (C) Histogram of the duration of annotated behaviors. (D) Histogram of 
total number of different behavior types in 1-second, 5-second and 10-second time windows. (E-L).  Representative 
images of silent (E), elongation (F), tentacle swaying (G), body swaying (H), bending (I), contraction (J), feeding 
(K), and somersaulting (L) behaviors. 
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each of them to behave freely, or we induced feeding behavior with glutathione, since feeding 
could not be observed without the presence of prey (which would have obscured the imaging).  
From viewing these data, we visually identified 8 different behaviors, and manually annotated 
every frame of the entire dataset with the following labels for these 8 behavioral states: silent, 
elongation, tentacle swaying, body swaying, bending, contraction, somersaulting, and feeding 
(Figure 2B). Overall, we acquired an annotated Hydra behavior dataset with 360,000 fames in 
total. We noticed that most behaviors in our manual annotation lasted less than 10 seconds 
(Figure 2C), and that, within a time window of 5 seconds, most windows contained only one 
type of behavior (Figure 2D). A post hoc comparison of different window sizes (1-20 secs) with 
the complete analysis framework also demonstrated that 5-second windows result in the best 
performance (Figure 3A). Therefore, we chose 5-second as the length of a behavior element in 
Hydra.  
 Due to the large shape variability of the highly deformable Hydra body during behavior, 
approaches of constructing behavior eigenmodes from animal postures are not suitable. 
Therefore, we designed a novel approach consisting of four steps: pre-processing, feature 
extraction, codebook generation, and feature encoding (Han, 2018b) (Figure 4), in line with the 
Figure 3. Variability of human annotators 
(A) Two example segments of annotations from two different human annotators. (B) Confusion matrix of the two 
annotations from four representative behavior videos. The overall match is 52%. 
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BoW framework. Pre-processing was done to exclude the variability in size and the rotation 
angle during imaging, which introduces large variance within the same action class. To do so, we 
first defined a behavior element as a 5-second time window, splitting each behavior video into 
the element windows accordingly. Then we fitted the body column of Hydra into an ellipse, and 
centered, rotated, and scaled the ellipse to a uniform template ellipse in each element window. 
We then encoded spatial information into the BoW framework by segmenting the Hydra area in 
videos, and dividing it into a tentacle region, an upper body region, and a lower body region with 
an automated program (Methods).  
Figure 4. Analysis pipeline 
Videos of freely-moving Hydra polyps were collected, then Hydra images were segmented from background, and 
the body column was fit to an ellipse. Each time window was then centered and registered, and the Hydra region 
was separated into three separate body parts: tentacles, upper body column, and lower body column. Interest points 
were then detected and tracked through each time window, and HOF, HOG and MBH features were extracted from 
local video patches of interest points. Gaussian mixture codebooks were then generated for each features subtype, 
and Fisher vectors were calculated using the codebooks. Supervised learning using SVM, or unsupervised learning 
using t-SNE embedding was performed using Fisher vector representations. 
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After this encoding, in a feature extraction step we applied a dense trajectory method in 
each 5-second window element (Wang et al., 2011). This dense trajectory method represents 
video patches by several shape and motion descriptors, including a Histogram of Oriented 
Gradient (HOG) (Dalal and Triggs, 2005), which is based on edge properties in the image patch; 
and a Histogram of Optical Flow (HOF) as well as a Motion Boundary Histogram (MBH) (Dalal 
et al., 2006), based on motion properties. With the dense trajectory method, we first detected and 
tracked points with prominent features throughout the videos. Then, for each feature point, we 
took a small surrounding local patch and computed the motion and shape information therein 
represented by HOF, HOG and MBH descriptors. Thus, each video window element was 
captured as motion and shape descriptors associated with a set of local video patches with 
distinguished visual features.  
To quantize the “bags” of features from each element time window, we collected a 
uniform feature codebook using all the dense trajectory features. Intuitively, the elements in the 
codebook are the representative features for each type of motion or shape in a local patch, 
therefore they can be regarded as standard entries in a dictionary. Here we generate the codebook 
in a “soft” manner, where the codebook contains information of the centroid of clusters and their 
shape. We fitted the features with k Gaussian mixtures. Because each Gaussian is characterized 
not only by its mean, but also by its variance, we preserved more information than with other 
“hard” methods like k-means. The next step was to encode the features with the codebook. For 
this, “hard” methods where one encodes the features by assigning each feature vector to its 
nearest Gaussian mixture, lose information concerning the shapes of the Gaussians. To avoid this 
issue, we encoded the features using Fisher vectors, which describe the distance between features 
and the Gaussian mixture codebook entries in a probabilistic way, encoding both the number of 
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occurrence and the distribution of the descriptors (Perronnin et al., 2010) (Figure 5B). Since each 
element window was split into tentacle, upper body and lower body region, we were able to 
integrate spatial information by encoding the features in each of the three body regions 
separately (Figure 5B). Finally, we represented the behavior in each element window by the 
concatenated Fisher vector from the three regions.  
 
Hydra behavior classified from video statistics 
Like all animals, Hydra exhibits behaviors at various time scales. Basic behaviors such as 
elongation and bending are usually long and temporally uniform, while tentacle swaying, body 
swaying and contraction are usually short and executed in a burst-like manner. Feeding and 
somersaulting are more complex behaviors that can be broken down into short behavior motifs 
(Lenhoff and Loomis, 1961). Feeding is apparently a stepwise, fixed action pattern-like uniform 
behavior, with smooth transitions between tentacle writhing, ball formation, and mouth opening. 
Somersaulting represents another fixed action pattern-like behavior and typically consists of a 
Figure 5. Model and parameter selection 
(A) Classification performance using time windows of 1, 3, 5, 8, 10 and 20 seconds, on training, validation and 
two test data sets. (B) Classification performance with normalized histogram representation, Fisher Vector (FV) 
representation, Fisher Vector with 3 spatial body part segmentation (3SP), Fisher Vector with 6 spatial body part 
segmentation (6SP), on training, validation and two test data sets. (C) Classification performance with K=64, 128 
and 256 Gaussian Mixtures for FV encoding, on training, validation and two test data sets. 
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sequence of basic behaviors with elongation accompanied by tentacle movements, contraction, 
bending, contraction, elongation, and contraction; completing the entire sequence takes a few 
minutes in total. The time spent during each step and the exact way each step is executed varies 
between animals. Thus, to study Hydra behavior, it is essential to accurately recognize the basic 
behavior types that comprise these complex activities.  
 We aimed to capture basic behaviors including silent, elongation, tentacle swaying, body 
swaying, bending, contraction, and feeding, using the Fisher vector features that encode the 
Figure 6. SVM classifiers recognize pre-defined Hydra behavior types 
(A) Pairwise Euclidean similarity matrix of extracted Fisher vectors. Similarity values are indicated by color 
code. (B) Confusion matrix of trained classifiers predicting training, validation, and test data. Each column of 
the matrix represents the number in a predicted class; each row represents the number in a true class. Numbers 
are color coded as color bar indicates. (Training: n = 50, 90%; validation: n = 50, 10%; test: n = 3)  (C) ROC 
curves of trained classifiers predicting training, validation and test data. TPR, true positive rate; FPR, false 
positive rate. Dashed lines represent chance level. (D) Example of predicted ethogram using the trained 
classifiers. (E) Three examples of SVM classification of somersaulting behaviors. Dashed boxes indicate the 
core bending and flipping events. 
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video statistics. These features were extracted from 5-second element windows and exhibited 
stronger similarity within the same behavior type, but were distinguished from features of 
different behavior types (Figure 6A). We then trained support vector machine (SVM) classifiers 
with manual labels on data from 50 Hydra, and tested them on a random 10% withheld 
validation dataset. We evaluated classification performance via the standard receiver operating 
characteristic (ROC) curve and the area under curve (AUC). In addition, we calculated three 
standard measurements from the number of true positives (TP), true negatives (TN), false 
positives (FP), and false negatives (FN): accuracy, defined as (TP+TN)/(TP+TN+FP+FN); 
precision, defined as TP/(TP+FP); and recall, defined as TP/(TP+FN). We achieved perfect 
training performance (AUC = 1, accuracy 100%), while on the validation data the overall 
accuracy was 86.8%, and mean AUC was 0.97 (Figure 6B-C; Table 1). This classification 
framework was easily generalized to new data. With data from three Hydra that were not 
involved in either codebook generation or classifier training, we extracted and encoded features 
using the generated codebook, and achieved classification accuracy of 90.3% for silent (AUC = 
0.95), 87.9% for elongation (AUC = 0.91), 71.9% for tentacle swaying (AUC = 0.76), 83.4% for 
body swaying (AUC = 0.75), 93.9% for bending (AUC = 0.81) and 92.8% for contraction (AUC 
= 0.92). All the classifiers achieved significantly better performance than random guess (chance 
level, Figure 6B-D; Table 1). Interestingly, the variability in classifier performance with new 
data matched human annotator variability (Figure 3). This demonstrates that the codebook 
generated from training data efficiently captured Hydra behaviors, and that trained classifiers can 
robustly identify the basic behaviors of Hydra and predict their occurrence automatically from 
the data.  
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 Hydra can exhibit overlapping behaviors at the same time. For example, a Hydra 
specimen could be moving its tentacles while bending, or swaying its body while elongating. In 
such cases, it would be imprecise to allow only a single behavior label per time window. To 
capture this situation, we allowed a “soft” classification strategy, taking up to three highest 
classification types that have a classifier probability within a twofold difference between them. 
With joint classifiers, we achieved 86.8% overall accuracy on the validation data (81.6% with 
hard classification), and 59.0% with new test data (50.1% with hard classification). Soft 
classification improved classification performance by allowing a realistic situation when Hydra 
transitions between two behaviors, or executing multiple behaviors simultaneously. 
Table 1. SVM statistics 
Behavior 
Train Withheld Test 
AUC AUC chance Acc 
Acc 








chance Prc Rec 
silent 1 0.5 100% 9.6% 100% 100% 0.98 0.5 95.6% 9.6% 75.6% 97.4% 0.95 0.5 90.3% 1.9% 18.4% 90.3% 
elongation 1 0.5 100% 14.2% 100% 100% 0.96 0.5 93.4% 13.6% 76.4% 95.9% 0.91 0.5 87.9% 22.2% 71.4% 92.6% 
tentacle 
sway 
1 0.5 100% 25.1% 100% 100% 0.95 0.5 89.6% 25.0% 77.5% 92.4% 0.76 0.5 71.9% 30.2% 47.9% 76.7% 
body sway 1 0.5 100% 10.0% 100% 100% 0.92 0.5 92.9% 9.3% 65.7% 97.0% 0.75 0.5 83.4% 17.7% 52.8% 95.4% 
bending 1 0.5 100% 5.2% 100% 100% 0.98 0.5 97.3% 6.1% 74.4% 98.4% 0.81 0.5 93.9% 6.1% 38.9% 96.5% 
contraction 1 0.5 100% 6.6% 100% 100% 0.97 0.5 95.7% 6.9% 70.4% 97.7% 0.92 0.5 92.8% 11.7% 63.2% 95.5% 
feeding 1 0.5 100% 29.2% 100% 100% 1 0.5 98.8% 29.6% 98.5% 99.4% 0.83 0.5 81.0% 10.2% 39.6% 94.1% 
 
In addition to optimally classifying the 7 basic behaviors described above, classifying 
somersaulting video clips with basic behavior classifiers showed a conserved structure during the 
progression of this behavior (Figure 6E). Somersaulting is a complex behavioral sequence that 
was not included in the 7 visually identified behavior types. This long behavior can typically be 
decomposed into a sequence of simple behaviors of tentacle swaying, elongation, body swaying, 
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contraction, and elongation. Indeed, in our classification of somersaulting with the 7 basic 
behavior types, we noticed a strong corresponding structure: the classified sequences start with 
tentacle swaying, elongation, and body swaying, then a sequence of contraction and elongation 
before a core bending event (Figure 6E); finally, elongation and contraction complete the entire 
somersaulting behavior. This segmented classification based on breaking down a complex 
behavior into a sequence of multiple elementary behaviors agrees with human observations of 
the behavior, indicating that our method is able to describe combined behaviors using the 
language of basic behavior types. 
 
Unsupervised discovery of behavior states in embedding space  
 Manual annotation identifies behavior types on the basis of distinct visual features. 
However, it is subjective by nature, especially when the Hydra exhibits multiple behaviors 
simultaneously, and can be affected by the individual biases of the annotator. Therefore, to 
complement the supervised method described above, where classifiers were trained with 
annotated categories, we sought to perform unsupervised learning to discover the structural 
features of Hydra behaviors. Since the Fisher vector representation of video statistics is high-
dimensional, we applied a nonlinear embedding technique, t-Distributed Stochastic Neighbor 
Embedding (t-SNE), to reduce the feature vector dimensionality (Berman et al., 2014; Van Der 
Maaten, 2009). This also allowed us to directly visualize the data structure in a low-dimensional 
space. As t-SNE reduces high-dimensional data to two dimensions while preserving the local 




Embedding the feature vectors of training data resulted in a t-SNE map that corresponded 
Figure 7. t-SNE embedding generates map of pre-defined behavior types 
(A) Scatter plot with embedded Fisher vectors. Each dot represents projection from a high-dimensional Fisher 
vector to its equivalent in the embedding space. Color represents the manual label of each dot. (B) Segmented 
density map generated from the embedding scatter plot. (C) Behavior motif regions defined using the segmented 
density map. (D) Labeled behavior regions with manual labels. Color represents the corresponding behavior type of 
each region. (E) Percentage of the number of samples in each segmented region. (F) Two examples of embedded 
behavior density maps from test Hydra polyps that were not involved in generating the codebooks or generating the 
embedding space. (G) Quantification of manual label distribution in training, validation and test datasets. Dashed 
boxes highlight the behavior types that were robustly recognized in all the three datasets. Feeding 1, the tentacle 
writhing or the first stage of feeding behavior; feeding 2, the ball formation or the second stage of feeding behavior; 
feeding 3, the mouth opening or the last stage of feeding behavior. 
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well to our manual annotation (Figure 7A). Generating a density map over the embedded data 
points revealed cluster-like structures in the embedding space (Figure 7B). We segmented the 
density map into regions with a watershed method, which defined each region as a behavior 
motif region (Figure 7C, 7E). We evaluated the embedding results by quantifying the manual 
labels of data points in each behavior motif region. We then assigned a label to each region based 
on the majority of the manually labeled behavior types in it. Using this approach, we identified 
10 distinct behavior regions in the map (Figure 7D). These regions represented not only the 7 
types we defined for supervised learning, but also a somersaulting region, and three separate 
regions representing the three stages of feeding behavior (Figure 7D). Embedding with 
continuous 5-second time windows, which exclude the effect of the hard boundaries of 
Figure 8. t-SNE embedding of continuous time windows 
(A) Scatter plot with embedded Fisher vectors. Each dot represents projection from a high-dimensional Fisher vector 
to its equivalent in the embedding space. The Fisher vectors were encoded from continuous 5-second windows with 
an overlap of 24 frames. Color represents the manual label of each dot. (B) Segmented density map generated from 
the embedding scatter plot. (C) Behavior motif regions defined using the segmented density map. (D) Labeled 




separating the behavior elements, finds the same types of behaviors (Figure 8). 
 The generated embedding space could be used to embed new data points (Berman et al., 
2014). We embedded feature vectors from a withheld validation dataset, as well as from three 
Hydra that were involved neither in generating the feature codebook, nor in the embedding space 
generation (Figure 7F). Quantitative evaluation of embedding performance with manual labels 
showed that all behavior types were accurately identified by embedding in the validation data. In 
test samples, embedding identification of elongation, tentacle sway, body sway, contraction, and 
the ball formation stage of feeding, all agreed with manual labels (Figure 7G). Therefore, 
embedding of feature vectors can identify the same behavior types that are identified by human 
annotation.  
 
Embedding reveals unannotated behaviors in long datasets 
 We next wondered if Hydra has any spontaneous behaviors under natural day/night 
cycles that were not included in our manually labeled sets. We mimicked natural conditions by 
imaging from a Hydra polyp for 3 days and nights with a 12 hour dark/light cycle (Figure 9A), 
keeping the Hydra in a 100 µm thick coverslip covered chamber to constrain it within the field of 
view of the microscope (Figure 9B) (Dupre and Yuste, 2017). This imaging approach, although 
constraining the movement of Hydra, efficiently reduced the complexity of the resulting motion 
from a three-dimensional to a two-dimensional projection, while still allowing the Hydra to 
exhibit a repertoire of normal behaviors.  
 Using this new dataset, we generated a t-SNE embedding density map from the feature 
vectors as previously described, and segmented it into behavior motif regions (Figure 9C). 
Among the resulting 260 motif regions, we not only discovered the previously defined behavior 
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types including silent, elongation, bending, tentacle swaying, and contraction, but also found 
subtypes within certain. In elongation, for example, we found three different subtypes based on 
the state of the animal: slow elongation during the resting state of the animal, fast elongation 
after a contraction burst, and inter-contraction elongation during a contraction burst. In 
contraction, we found two different subtypes: the initial contraction of a contraction burst, and 
Figure 9. t-SNE embedding reveals unannotated egestion behavior 
(A) Schematic of the experiment design. A Hydra polyp was imaged for three days and nights, with a 12 hour 
light/12 hour dark cycle. (B) A Hydra polyp was imaged between two glass coverslips separated by a 100 µm 
spacer. (C) Left: density map of embedded behavior during the three day imaging. Right: segmented behavior 
regions with the density map. Magenta arrow indicates the behavior region with discovered egestion behavior. (D) 
Identification of egestion behavior using width profile. Width of the Hydra polyp (gray trace) was detected by fitting 
the body column of the animal to an ellipse, and taking the minor axis length of the ellipse. The width trace was then 
filtered by subtracting the mean width during 15 minutes after each time point from the mean width during 15 
minutes before each time point (black trace). Peaks (red stars) were then detected as the estimated time points of 
egestion events. (E) Density of detected egestion behaviors in the embedding space. Magenta arrow indicates the 
high density region that correspond to the egestion region discovered in (C). 
27 
 
the subsequent individual contraction events when the animal is in a contracted state. 
Interestingly, we also discovered one region in the embedding map that showed a previously 
unannotated egestion behavior (Figure 9C). Egestion behavior (also known as radial contraction) 
has been observed before (Dupre and Yuste, 2017), and is typically a fast, radial contraction of 
the body column that happens within 1 second and empties the body cavity of fluid. Although 
this behavior happens with animals in their natural free movement, its fast time scale and the 
unconstrained movement make it hard to identify visually during human annotation. In addition, 
another t-SNE region showed a novel hypostome movement associated with the egestion 
behavior, characterized by a regional pumping-like movement in hypostome and lower-tentacle 
regions.  
 We evaluated the reliability of the identification of this newly discovered egestion 
behavior from the embedding method by detecting egestion with an additional ad-hoc method. 
We measured the width of the Hydra body column by fitting it to an ellipse, and low-pass 
filtered the width trace. Peaks in the trace then represent estimated time points of egestion 
behavior, which is essentially a rapid decrease in the body column width (Figure 9D). Detected 
egestion time points were densely distributed in the newly discovered egestion region in the 
embedding map (Figure 9E), confirming that our method is as an efficient way to find novel 
behavior types.  
 
Behavior of Hydra under different experimental conditions 
 Although basic Hydra behaviors. such as contraction, feeding and somersaulting have 
been described for over two centuries, the quantitative understanding of Hydra behaviors has 
been limited by the subjective nature of human annotation and by the amount of data that can be 
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processed by manual examination. To build quantitative descriptions that link behaviors to 
neural processes and to explore behavior characteristics of Hydra, we used our newly developed 
method to compare the statistics of behavior under various physiological and environmental 
conditions.  
 In its natural habitat, Hydra experiences day/night cycles, food fluctuations, temperature 
variations, and changes in water chemistry. Therefore, we wondered whether Hydra exhibit 
Figure 10. Similar behavior statistics under different conditions but differences across species 
(A) Percentage of time Hydra spent in each behavior type, under dark (red to infra-red) and light conditions. Each 
circle represents data from one individual. The horizontal line represents the average of all samples. Red represents 
dark condition, blue represents light condition. (ndark = 6, nlight = 7) (B) Standard deviations behavior percentage 
within each individual animal, calculated with separate 30-minute time windows in the recording. Each circle 
represents the behavior time standard deviation of one individual. (C) Percentage of time Hydra spent in each 
behavior type, in starved condition and well-fed condition. (nstarved = 6, nfed = 7) (D) Standard deviation of 
individual behaviors under starved and well-fed conditions. (E) Percentage of time small and large Hydra spent in 
each behavior type. (nsmall = 10, nlarge = 7) (F) Standard deviation of small and large individual behaviors. (G) 
Percentage of time Hydra vulgaris and Hydra viridissima spent in each behavior type. (nvulgaris = 7, nviridissima 
= 5) (H) Standard deviation of individual brown and green Hydra. *p<0.05, **p<0.01, Wilcoxon rank-sum test. 
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different behavioral frequencies or behavioral variability under dark and light conditions, as well 
as in starved and well-fed conditions. Since we did not expect Hydra to exhibit spontaneous 
feeding behavior in the absence of prey, we only analyzed six basic behavior types using the 
trained classifiers: silent, elongation, tentacle swaying, body swaying, bending, and contraction. 
Lighting conditions (light vs. dark) did not result in any significant changes in either the average 
time spent in each of the six behavior types (Figure 10A) or the individual behavior variability 
defined by the variation of the percentage of time spent in each behavior in 30 minutes time 
windows (Figure 10B). Also, compared with starved Hydra, well-fed Hydra did not show 
significant changes in the percentage of time spent in elongation behavior (Figure 10C), but 
showed less variability in it (Figure 10D; starved: 8.95% ± 0.69%, fed: 5.46% ± 0.53%, p = 
0.0047).  
As Hydra polyps vary significantly in size depending on the developmental stage (e.g. 
freshly detached buds vs. fully grown animals,) and nutrition status (e.g. Hydra that has been 
starved for a week vs. well-fed Hydra), we also explored whether Hydra of different sizes 
exhibit different behavioral characteristics. For this, we imaged behaviors of Hydra with size 
difference of up to 3-fold. Large Hydra polyps had similar silent, body swaying, and contraction 
patterns, but spent slightly less time in elongations, and more in tentacle swaying (Figure 10E; 
elongation small: 22.42% ± 1.35%, large: 17.00% ± 0.74%, p = 0.0068; tentacle swaying small: 
34.24% ± 1.24%, large: 41.06% ± 2.70%, p = 0.03). The individual behavior variability 
remained unchanged (Figure 10F).  
Finally, we further inquired if different Hydra species have different behavioral 
repertoires. To answer this, we compared the behaviors of Hydra vulgaris, and Hydra viridissima, 
(i.e. green Hydra, which contains symbiotic algae in its endodermal epithelial cells(Martínez et 
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al., 2010). The last common ancestor of these two species was at the base of Hydra radiation. 
Indeed, we found that Hydra viridissima exhibited statistically less silent and bending behaviors, 
but more elongations (Figure 10G; elongation vulgaris: 15.74% ± 0.50%, viridissima: 18.63% ± 
0.87%, p = 0.0303; bending vulgaris: 2.31% ± 0.27%, viridissima: 1.35% ± 0.17%, p = 0.0177), 
while individual viridissima specimens also exhibit slightly different variability in bending 
(Figure 10H; vulgaris: 2.17 % ± 0.26%, viridissima: 1.33% ± 0.20%, p = 0.0480). We concluded 
that different Hydra species can have different basic behavioral repertoire.  
 
Discussion 
A machine learning method for quantifying behavior of deformable animals 
 Interdisciplinary efforts in the emerging field of computational ethology are seeking 
novel ways to automatically measure and model natural behaviors of animals (Anderson and 
Perona, 2014) (Berman et al., 2014; Branson et al., 2009; Brown et al., 2013; Creton, 2009; 
Dankert et al., 2009; Kabra et al., 2013; Pérez-Escudero et al., 2014; Robie et al., 2017; Stephens 
et al., 2008; Swierczek et al., 2011; Vogelstein et al., 2014; Wiltschko et al., 2015). Most of these 
approaches rely on recognizing variation of the shapes of animals based on fitting video data to a 
standard template of the body of the animal. However, unlike model organisms like worms, flies, 
fishes and mice, Hydra differs dramatically from these bilaterian organisms in having an 
extremely deformable and elastic body. Indeed, during contraction, Hydra appears as a ball with 
all tentacles shortened, while during elongation, Hydra appears as a long and thin column with 
tentacles relaxed. Moreover, these deformations are non-isometric, i.e., different axes, and 
different parts of the body, change differently. The number of tentacles each Hydra has also 
varies. These present difficult challenges for recognizing Hydra behaviors using preset templates. 
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 To tackle the problem of measuring behavior in a deformable animal, we developed a 
novel analysis pipeline using approaches from computer vision that have achieved success in 
human action classification tasks (Ke et al., 2007; Laptev et al., 2008; Poppe, 2010; Wang et al., 
2011, 2009). Such tasks usually involve various actions and observation angles, as well as 
occlusion and cluttered background. Therefore, they require more robust approaches to capture 
stationary and motion statistics, compared to using pre-defined template-based features. In 
particular, the bag-of-words (BoW) framework is an effective approach for extracting visual 
information from videos of humans or animals with arbitrary motion and deformation. The BoW 
framework originated from document classification tasks with machine learning. In this 
framework, documents are considered “bags” of words, and are then represented by a histogram 
of word counts using a common dictionary. These histogram representations are widely used for 
classifying document types because of their efficiency. In computer vision, the BoW framework 
considers pictures or videos as “bags” of visual words, such as small patches in the images, or 
shape and motion features extracted from such patches. Compared with another popular 
technique in machine vision, template matching, BoW is robust against challenges such as 
occlusion, position, orientation, and viewing angle changes. It also proves to be successful in 
capturing object features in various scenes, and thus has become one of the most important 
developments and cutting edge methods in this field. For these reasons, BoW is ideally suited for 
the problem behavior recognition tasks of deformable animals, such as Hydra.   
We modified the BoW framework by integrating other computational methods, including 
body part segmentation (which introduces spatial information), dense trajectory features (which 
encode shape and motion statistics in video patches) and Fisher vectors (which represent visual 
words in a statistical manner). Our choice of framework and parameters proved to be quite 
32 
 
adequate, considering both its training and validation accuracy, as well as its generalizability on 
test datasets (Figure 5). Indeed, the robust correspondence between supervised, unsupervised and 
manual classification that we report provides internal cross-validation to the validity and 
applicability of our BoW machine learning approach. Our developed framework, which uses 
both supervised and unsupervised techniques, is in principle applicable to all organisms, since it 
does not rely on specific information of Hydra. Compared with previously developed methods, 
our method would be particularly suitable for behaviors in natural conditions that involve 
deformable body shapes, as a first step to developing more sophisticated behavioral methods in 
complex environment for other species.  
 Our goal was to describe all possible Hydra behavior quantitatively. Because of this, we 
used the BoW framework to capture the overall statistics with a given time frame. We defined 
the length of basic behavior elements to be 5 seconds, which maximizes the number of behaviors 
that were kept intact while uncontaminated by other behavior types (Figure 2C-D). However, it 
should be noted that our approach could not capture fine-level behavior differences, e.g. single 
tentacle behavior. This would require modeling the animal with an explicit template, or with 
anatomical landmarks, as demonstrated by deformable human body modeling with wearable 
sensors. Our approach also does not recover transition probabilities between behavior types, or 
behavioral interactions between individual specimens. In fact, since our method treats each time 
window as an independent “bag” of visual words, there was no constraint on the temporal 
smoothness of classified behaviors. Classifications were allowed to be temporally noisy, 
therefore they could not be applied for temporal structure analysis. A few studies have integrated 
state-space models for modeling both animal and human behavior (Gallagher et al., 2013; Ogale 
et al., 2007; Wiltschko et al., 2015), while others have used discriminative models such as 
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Conditional Random Field models for activity recognition (Sminchisescu et al., 2006; Wang and 
Suter, 2007). These methods may provide promising candidates for modeling behavior with 
temporal structure in combination with our approach (Poppe, 2010). 
 In our analysis pipeline, we applied both supervised and unsupervised approaches to 
characterize Hydra behavior. In supervised classifications (with SVM), we manually defined 
seven types of behaviors, and trained classifiers to infer the label of unknown samples. In 
unsupervised analysis (t-SNE), we did not pre-define behavior types, but rather let the algorithm 
discover the structures that were embedded in the behavior data. In addition, we found that 
unsupervised learning could discover previously unannotated behavior types such as egestion. 
However, the types of behaviors discovered by unsupervised analysis are limited by the nature of 
the encoded feature vectors. Since the bag-of-words model provides only a statistical description 
of videos, those features do not encode fine differences in behaviors. Due to this difference, we 
did not apply unsupervised learning to analyze behavior statistics under different environmental 
and physiological conditions, as supervised learning appeared more suitable for applications 
where one needs to assign a particular label to a new behavior video. 
 
Stability of the basic behavioral repertoire of Hydra 
Once we established the reliability or our method, we quantified the differences between 
six basic behaviors in Hydra under different experimental conditions with two different species 
of Hydra and found that Hydra vulgaris exhibits essentially the same behavior statistics under 
dark/light, large/small and starved/fed conditions. Although some small differences were 
observed among experimental variables, the overall dwell time and variance of the behavioral 
repertoire of Hydra were unexpectedly very similar in all these different conditions. Although we 
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could not exclude the possibility that there were differences in the transition probabilities 
between behaviors, our results still show that Hydra possess a surprisingly robust behavioral 
frequencies and similarities across environmental and physiological conditions, while 
interspecies differences introduce stronger behavior differences.  
Passano and McCullough (Passano and McCullough, 1964) reported that Hydra littoralis, 
a close relative with our Hydra vulgaris AEP strain (Martínez et al., 2010), showed fewer 
contraction bursts in the evenings and nights than in the day, and feeding every third or fourth 
day resulted in fewer contraction bursts than was seen with daily feeding. However, they 
detected contraction bursts by electrical recording of epithelial cell activity, and defined 
coordinated activity as a contraction event. In our method, we did not measure the number of 
such events, but instead measured the number of time windows that contain such contractile 
behavior. This is essentially a measurement of the time spent in contractions instead of frequency 
of individual events. Using natural light instead of lamp light could also lead to a difference in 
the observation results. Interestingly, we observed that Hydra vulgaris exhibits different 
behavior statistics compared with Hydra viridissima. The split leading to Hydra vulgaris and 
Hydra viridissima is the earliest one in the Hydra phylogenetic tree (Martínez et al., 2010), thus 
these two species are quite divergent. Hydra viridissima also possesses symbiotic algae, and 
requires light for normal growth (Lenhoff and Brown, 1970). These differences in genetics and 
growth conditions could partially explain the observed behavioral differences. 
Given the similarity in statistics of different behaviors across different animals within the 
same species, we naturally wondered if our approach might not be effective or sensitive enough 
to detect significant behavioral differences. However, the high accuracy of the classification of 
annotated behavior subtypes (Figure 6) and also the method reproducibility, with small variances 
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when measuring different datasets, led us to rule out the possibility that this machine learning 
method is insensitive, in which case the results of our behavioral analysis would have been noisy 
and irreproducible. This conclusion was corroborated by the statistical differences in behavior 
found across two different Hydra species. 
We had originally expected to observe larger variability of behaviors under different 
experimental conditions and we report essentially the opposite result. We interpret the lack of 
behavioral differences across individuals as evidence for robust neural control of a basic 
behavioral pattern, which is unperturbed by different experimental conditions. While this rigidity 
may not seem ideal if one assumes that behavior should flexibly adapt to the environment, it is 
possible that the six behaviors we studied represent a basic “house keeping” repertoire that needs 
to be conserved for the normal physiology and survival of the animal.  Our results are 
reminiscent of the line of work on the stomatogastric ganglion of crustaceans that has revealed 
many different homeostatic mechanisms that enable central pattern generators to function 
robustly in many different environmental conditions, such as changes in temperature (Haddad 
and Marder, 2017). In fact, in this system, neuropeptides and neuromodulators appear to be 
flexibly used to enable circuit and behavioral homeostasis (Marder, 2012).  Although we do not 
yet have information on the neural mechanisms responsible for the behavioral stability in Hydra, 
it is interesting to note that the Hydra genome has likely more than one hundred neuropeptides 
that could play neuromodulator roles (Chapman et al., 2010; Fujisawa and Hayakawa, 2012) . 
This vast chemical toolbox could be used to supplement a relatively sparse wiring pattern with 
mechanisms to ensure that the basic behavior necessary for the survival of the animal remains 
constant under many different environmental conditions. One can imagine that different 
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neuromodulators could alter the biophysical properties of connections in the Hydra nerve net and 
thus keep a stable operating regime of its neurons in the physiological states.  
In addition, a possible reason for the behavioral similarity among different specimens of 
Hydra could be their genetic similarities. We used animals derived from the same colony (Hydra 
AEP strain), which was propagated by clonal budding. Thus, it is likely that many of the animals 
were isogenic, or genetically very similar. The lack of genetic variability, although it does not 
explain the behavioral robustness, could partly be a reason behind our differences across species, 
and it would imply a relatively small quantitative variability across animals of our H. vulgaris 
colony, as opposed to specimens from the wild. 
Finally, it is also possible that the behavioral repertoire of cnidarians, which represents 
some of the simplest nervous systems in evolution in structure and probably also in function, 
could be particularly simple and hardwired as compared with other metazoans or with bilaterians. 
From this point of view, the robustness we observed could reflect a “passive stability” where the 
neural mechanisms are simply unresponsive to the environment, as opposed to a homeostatic 
“active stability”, generated perhaps by neuromodulators. This distinction mirrors the difference 
between closed-loop and open-loop control systems in engineering (Schiff, 2012). Thus, it would 
be fascinating to reverse engineer the Hydra nerve net and discern to what extent its control 
mechanisms are regulated externally. Regardless of the reason for this behavioral stability, our 
analysis provides a strong baseline for future behavioral analysis of Hydra and for the 
quantitative analysis of the relation between behavior, neural and non-neuronal cell activity. 
Hydra as a model system for investigating neural circuits underlying behavior 
Revisiting Hydra as a model system with modern imaging and computational tools to 
systematically analyze its behavior provides a unique opportunity to image the entire neural 
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network in an organism and decode the relation between neural activity and behaviors (Bosch et 
al., 2017). With recently established GCaMP6s transgenic Hydra lines (Dupre and Yuste, 2017) 
and the automated behavior recognition method introduced in this study, it should now be 
possible to identify the neural networks responsible for each behavior in Hydra under laboratory 
conditions.  
With this method, we demonstrate that we are able to recognize and quantify Hydra 
behaviors automatically, and identify novel behavior types. This allows us to investigate the 
behavioral repertoire stability under different environmental, physiological and genetic 
conditions, providing insight into how a primitive nervous system adapt to its environment. 
Although our framework does not currently model temporal information directly, it serves as a 
stepping-stone towards building more comprehensive models of Hydra behaviors. Future work 
that incorporates temporal models would allow us to quantify behavior sequences, and to 
potentially investigate more complicated behaviors in Hydra such as social and learning 
behaviors. 
As a member of the phylum Cnidaria, Hydra is a sister to bilaterians, and its nervous 
system and bilaterians nervous systems share a common ancestry. As demonstrated by the 
analysis of its genome (Chapman et al., 2010), Hydra is closer in gene content to the last 
common ancestor of the bilaterian lineage than some other models systems used in neuroscience 
research, such as Drosophila and C. elegans. In addition, comparative studies are essential to 
discern whether the phenomena and mechanisms found when studying one particular species are 
specialized or general and can thus help illuminate essential principles that apply widely. 
Moreover, as was found in developmental biology, where it was discovered that the body plan of 
animals is built using the same logic and molecular toolbox (Nüsslein-Volhard and Wieschaus, 
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1980), it is possible that the function and structure of neural circuits could also be evolutionarily 
conserved among animals. Therefore, early-diverging metazoans could provide an exciting 




Hydra behavior dataset 
The Hydra behavior dataset consisted of 53 videos from 53 Hydra with an average length of 30 
minutes. The AEP strain of Hydra was used for all experiments. Hydra polyps were maintained 
at 18 °C in darkness, and were fed with Artemia nauplii once one or more times a week by 
standard methods (Lenhoff and Brown, 1970). During imaging, Hydra polyps were placed in a 
3.5 cm plastic petri dish under a dissecting microscope (Leica M165) equipped with a sCMOS 
camera (Hamamatsu ORCA-Flash 4.0). Videos were recorded at 5 Hz. Hydra polyps were 
allowed to behave either undisturbed, or in the presence with reduced L-glutathione (Sigma-
Aldrich, G4251-5G) to induce feeding behavior, since Hydra does not exhibit feeding behavior 
in the absence of prey. 
Manual annotation 
Each video in the Hydra behavior dataset was examined manually at a high playback speed, and 
each frame in the video was assigned a label in the following eleven classes based on the 
behavior that Hydra was performing: silent, elongation, tentacle swaying, body swaying, 
bending, contraction, somersaulting, tentacle writhing of feeding, ball formation of feeding, 
mouth opening of feeding, and a none class. These behaviors were labeled as 1 through 11, 
where larger numbers correspond to more prominent behaviors, and the none class is labeled as 0. 
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To generate manual labels for a given time window, the top two most frequent labels, L1 and L2, 
within this time window were identified. The window was assigned as L2 if its count exceed L1 
by three fold and if L1 is more prominent than L2; otherwise, the window was assigned as L1. 
This annotation method labels time windows as more prominent behaviors if behaviors with 
large motion, e.g. contraction, happens in only a few frames, while the majority of frames are 
slow behaviors. 
Video pre-processing 
Prior work has shown that the bag of words methods for video action classification perform 
better when encoding spatial structure (Taralova et al., 2011; Wang et al., 2009). Encoding 
spatial information is especially important in our case because allowing the animal to move 
freely produces large variations in orientation, which is not related to behavior classification. 
Therefore, we performed a basic image registration procedure that keeps the motion information 
invariant, but aligns the Hydra region to a canonical scale and orientation. This involves 3 steps: 
background segmentation, registration, and body part segmentation. In brief, the image 
background was calculated by a morphological opening operation, and the background was 
removed from the raw image. Then, image contrast was adjusted to enhance tentacle 
identification. Images were then segmented by clustering the pixel intensity profiles to 3 clusters 
corresponding to Hydra body, weak-intensity tentacle regions and background by k-means, and 
the largest cluster from the result was treated as background, and the other two clusters as 
foreground, i.e. Hydra region. Connected components that occupied less than 0.25% of total 
image area in this binary image were removed as noise, and the resulting Hydra mask was then 
dilated by 3 pixels. To detect the body column, the background-removed image was convolved 
with a small 3-by-3 Gaussian filter with sigma equals 1 pixel, and the filtered image was 
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thresholded with Otsu’s segmentation algorithm. The binarization was repeated with a new 
threshold defined with Otsu’s method within the previous above-threshold region, and the 
resulting binary mask was considered as the body column. The body column region was then 
fitted with an ellipse; the major axis, centroid, and angle of the ellipse were noted. To determine 
the orientation, two small square masks were placed on both ends of the ellipse along the major 
axis, and the area of the Hydra region excluding the body column under the patch was calculated; 
the end with the larger area was defined as the tentacle/mouth region, and the end with the 
smaller area was defined as the foot region. To separate the Hydra region into three body parts, 
the part under the upper body square mask excluding the body column was defined as the 
tentacle region, and the rest of the mask was split at the minor axis of the ellipse; the part close to 
the tentacle region was defined as the upper body region, and the other as the lower body region. 
This step has shown to improve representation efficiency (Figure 5). 
Each five second video clip was then centered by calculating the average ellipse centroid 
position and centering it. The average major axis length and the average orientation were also 
calculated. Each image in the video clip was rotated according to the average orientation to make 
the Hydra vertical, and was scaled to make the length of the Hydra body 100 pixels, with an 
output size of 300 by 300 pixels, while only keeping the region under the Hydra binary mask. 
Feature extraction 
Video features including HOF, HOG and MBH were extracted using a codebase that was 
previously released (Wang et al., 2011). Briefly, interest points were densely sampled with 5 
pixels spacing at each time point in each 5 second video clip, and were then tracked throughout 
the video clip with optical flow for 15 frames. The tracking quality threshold was set to 0.01; the 
minimum variation of trajectory displacement was set to 0.1, the maximum variation was set to 
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50, and the maximum displacement was set to 50. The neighboring 32 pixels of each interest 
point were then extracted, and HOF (8 dimensions for 8 orientations plus one extra zero bin), 
HOG (8 dimensions) and MBH (8 dimensions) features were calculated with standard 
procedures. Note that MBH was calculated for horizontal and vertical optical flow separately, 
therefore two sets of MBH features, MBHx and MBHy were generated. All features were placed 
into three groups based on the part of body they fall in, i.e. tentacles, upper body column, and 
lower body column. All parameters above were cross-validated with the training and test datasets. 
Gaussian mixture codebook and Fisher vector 
A Gaussian mixture codebook and Fisher vectors were generated using the code developed by 
Jegou et al. for each feature type (Jegou et al., 2012), using 50 Hydra in the behavior dataset that 
includes all behavior types. Features from each body part were centered at zero, then PCA was 
performed on centered features from all three body parts, keeping half of the original dimension 
(5 for HOF, 4 for HOG, MBHx and MBHy). Whitening was performed on the PCA data as 




where ݔ denotes principal components, and ߣ denotes eigenvalues. ܭ = 256 Gaussian mixtures 
were then fitted with the whitened data using a subset of 256,000 data points. We then calculated 
the Fisher vectors as following: 
ݖ௑ = ܮఒ ߘఒ L(X|ߣ) 
where ܺ = {ݔ௧,  ݐ = 1 …  ܶ} is a set of ܶ data points that were assumed to be generated with 
Gaussian distributions ݑఒ(ݔ) = ∑ ݓ௜ݑ௜(ݔ)௄௜ୀଵ , with ߣ = {ݓ௜ , ߤ௜ , ߪ௜, ݅ = 1, … ,ܭ}  denotes the 
Gaussian parameters, and ܮఒ is the decomposed Fisher Information Matrix: 
ܨ	ఒ
ିଵ ≡ ܧ௫~௨ഊ[∇ఒ logݑఒ(ݔ)∇ఒ logݑఒ(ݔ)୘] = ܮఒ୘ܮఒ 
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Fisher vectors then represent the normalized gradient vector obtained from Fisher kernel 
ܭ(ܺ,ܺ′): 
ܭ(ܺ,ܺ′) =  ߘఒ L൫ X ห ߣ )୘ ܨఒିଵ ߘఒ L൫ X′ ห ߣ ) = ݖ௑்ݖ௑ 
Comparing with hard-assigning each feature to a code word, the Gaussian mixtures can be 
regarded as probabilistic vocabulary, and Fisher vectors encode information of both the position 
and the shape of each word with respect to the Gaussian mixtures. Power normalization was then 
performed on the Fisher vectors to improve the quality of representation: 
݂(ݖ) 	= 	sign(ݖ)|ݖ|ఈ 
with ߙ = 0.5, followed by  ݈ଶ normalization, which removes scale dependence (Perronnin et al., 
2010). The final representation of each video clip is a concatenation of Fisher vectors of HOF, 
HOG, MBHx and MBHy. In this paper, the GMM size was set to 128 with cross-validation 
(Figure 5). 
SVM classification 
PCA was first performed on the concatenated Fisher vectors to reduce the dimensions while 
keeping 90% of the original variance. A random 90% of samples from the 50 training Hydra 
were selected as training data, and the remaining 10% were withheld as validation data. Another 
three Hydra that exhibit all behavior types were kept as test data. Because each behavior type has 
different numbers of data points, we trained SVM classifiers using the libSVM implementation 
(Chang and Lin, 2011) by assigning each type a weight of ݓ௜ = (∑ ௜ܰ௜ )/ ௜ܰ, where ݅ = 1, … ,7 
denotes the behavior type, and ௜ܰ denotes the number of data points that belong to type ݅. We 
trained SVM classifiers with a radial basis kernel, allowing probability estimate, and a 5-fold 
cross-validation testing the cost parameter ܿ with a range of logଶ ܿ ∈ {−5: 2: 15}, and the ݃ in 
the kernel function with a range of logଶ ݃ ∈ {−5: 2: 15}, where {−5: 2: 15} denotes integers 
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ranging from -5 to 15 with a step of 2. The best parameter combination from cross-validation 
was chosen to train the SVM classifiers.  
To classify test data, features were extracted as above, and were encoded with Fisher vectors 
with the codebook generated from the training data. PCA was performed using the projection 
matrix from training data. A probability estimate for each behavior type was given by the 
classifiers, and the final assigned label is the classifier with the highest probability. For soft 
classifications, we allowed up to three labels for each sample if the second highest label 
probability is >50% of the highest label, and the third is >50% of the second highest label. To 
evaluate classification performance, true positives (TP), false positives (FP), true negatives (TN) 
and false negatives (FN) were calculated. Accuracy was defined as Acc = (TP + TN)/(TP +TN + FP + FN); precision was defined as Prc = TP/(TP + FP); recall was defined as Acc =TN/(TN + FP). Two other measurements were calculated: true positive rate TPR = TP/(TP +FN), and false positive rate FPR = FP/(FP + TN). Plotting TPR against FPR gives the standard 
ROC curve, and the area under curve (AUC) reflects the performance of classification. In this 
plot, a straight line TPR=FPR with AUC=0.5 represents random guess; the upper left quadrant 
with AUC>0.5 represents better performance than random. 
t-SNE embedding 
Embedding was performed with the dimension-reduced data. A random 80% of the dataset from 
the 50 training Hydra were chosen to generate the embedding map, and the remaining 20% were 
withheld as validation dataset. Three other Hydra were used as test dataset. We followed the 
procedures of Berman et al. (Berman et al., 2014), with a slight modification that uses Euclidean 
distance as the distance measurement. Embedding perplexity was chosen as 16. To generate a 
density map, a probability density function was calculated in the embedding space by convolving 
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the embedded points with a Gaussian kernel; ߪ of the Gaussian was chosen to be 1/40 of the 
maximum value in the embedding space by cross-validation with human examination to 
minimize over-segmentation. In the three-day dataset, ߪ  was chosen to be 1/60 of the maximum 
value in order to reveal finer structures. To segment the density map, peaks were found in the 
density map, a binary map containing peak positions was generated, and peak points were dilated 
by three pixels. A distance map of the binary image was generated and inverted, and the peak 
positions were set to be minimum. Watershed was performed on the inverted distance map, and 
the boundaries were defined with the resulting watershed segmentation. 
Egestion detection 
Estimated egestion time points were calculated by first extracting the width profile of Hydra 
from the pre-processing step, then filtering the width profile by taking the mean width during 15 
minutes after each time point ݐ , and the mean width during 15 minutes before time ݐ , and 
subtracting the former from the latter. Peaks were detected on the resulting trace, and were 
regarded as egestion behaviors, since they represent a sharp decrease in the thickness of the 
animals. 
Behavior experiments 
All Hydra used for experiments were fed three times a week, and were cultured at 18 °C. On 
non-feeding days, the culture medium was changed. Hydra viridissima was cultured at room 
temperature under sunlight coming through the laboratory windows. For imaging, animals were 
placed in a petri dish under the microscope without disturbance to habituate for at least 30 
minutes. Imaging typically started between 7 pm and 9 pm, and ended between 9 am and 11 am 
except for the large/small experiments. All imaging was done excluding environmental light by 
putting a black curtain around the microscope. For dark condition, a longpass filter with a cutoff 
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frequency of 650 nm (Thorlabs, FEL0650) was placed at the source light path to create “Hydra 
darkness” (Passano and McCullough, 1962). For starved condition, Hydra were fed once a week. 
For the large/small experiment, Hydra buds that were detached from their parents within three 
days were chosen as small Hydra, and mature post-budding mature Hydra polyps were chosen as 
large Hydra. There was a 2 to 3 fold size difference between small and large Hydra when they 
were relaxed. However, since the Hydra body was constantly contracting and elongating, it was 
difficult to measure the exact size. Imaging for this experiment was done during the day time for 
1 hour per Hydra.  
Statistical analysis 
All statistical analyses were done using Wilcoxon rank-sum test unless otherwise indicated. Data 
is represented by mean ± S.E.M unless otherwise indicated.  
Resource availability 
The code for the method developed in this paper is available at https://github.com/hanshuting/ 
Hydra_behavior. A copy is archived at https://github.com/elifesciences-
publications/hydra_behavior (Han, 2018b). The annotated behavior dataset is available on 
Academic Commons (dx.doi.org/10. 7916/D8WH41ZR) (Han, 2018a). 
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Chapter 3 - Dual-Color Volumetric Imaging of Neural Activity of Cortical Columns 
 
Background 
High-speed volumetric imaging of neural activity at cellular resolution is an important 
method to decipher the function of microcircuits at a population level. As the mammalian cortex 
is organized into layers, the coordinated activity of neurons within and across layers likely 
contributes to the emergent functional properties of circuit, making it necessary to measure 
neuronal activity in three dimensions (Alivisatos et al., 2012). Calcium imaging provides a 
powerful tool for recording the activity from a large population of neuron in vivo (Tian et al., 
2009; Yuste and Katz, 1991). In combination with two-photon imaging, it allows the observation 
of population activity from deep tissues (Denk et al., 1990; Helmchen and Denk, 2005; Yuste 
and Denk, 1995). However, the most basic type of two-photon calcium imaging is constrained to 
imaging a single two-dimensional plane. To extend it to a three-dimensional volume while still 
maintaining cellular resolution and high temporal resolution, multiple strategies have been 
developed (Ji et al., 2016; Yang and Yuste, 2017). Devices such as piezo-controlled objectives 
(Freeman et al., 2015; Göbel and Helmchen, 2007), spatial light modulators (SLMs) (Yang et al., 
2016), electrically tunable lenses (ETLs) (Grewe et al., 2011) and remote focusing units 
(Botcherby et al., 2008; Rupprecht et al., 2016) are capable of switching focus at various speed 
over a relatively large depth range (up to ~500 μm), and have been demonstrated for volumetric 
imaging. While piezo-controlled objectives may perturb the sample mechanically and require 
longer settling time, ETLs, SLMs and remote focusing units are decoupled from the sample and 
can operate on faster scale, enabling high speed sequential scanning in z. In addition, 
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multiplexing strategies have been applied to increase the throughput of two-photon imaging, 
such as holographic imaging with SLMs where multiple beamlets are generated to 
simultaneously image multiple planes across >500 µm, with their signals demixed by statistical 
algorithms (Pnevmatikakis et al., 2016; Yang et al., 2016).  
 Here we introduce a new wavelength multiplexing scheme, and combine it with fast z-
scan devices as a hybrid approach for fast volumetric imaging. We labeled superficial and deep 
neuronal populations with calcium indicators of two different colors, and simultaneously excited 
each population with a laser of a different wavelength. To minimize scattering, we chose 
GCaMP6 (Chen et al., 2013) for superficial layers (layer 2/3), and the red-shifted jRGECO1b 
(Dana et al., 2016) for deep layers (layer 5). We used an ETL for fast sequential z-scanning in 
superficial layers and an SLM for deep layers through wavefront shaping, simultaneously. With 
these, we demonstrated imaging 10 planes over 450 μm that spans from layer 2 to layer 5 in 
primary visual cortex (V1) of awake mice at 10 vol/sec. We further demonstrated simultaneous 
volumetric imaging of layer 1 local dendrites with layer 2/3 somas, and long-range projections 
from PFC in layer 1 of V1 with local layer 2/3 population. We identified visually-evoked 
ensembles in 3D, finding a lack of columnar structures in visually evoked responses, and 
correlations between cortical layers that vary from trial to trial and cannot be captured in 
sequential imaging. Wavelength multiplexing approach can be broadly applied in combination 






Dual-color two-photon microscope 
Our microscope consists of two beam paths with two separate two-photon lasers, exciting 
green and red calcium indicators, correspondingly. The beam path for green indicator (GCaMP6) 
includes an ultrafast laser (920 nm), a telescope that expands the beam to fill the ETL, and an 
ETL for fast sequential defocusing. The beam path for red indicator (jRGECO), based on a 
previous design (Yang et al., 2016), has an ultrafast laser (1064 nm), a telescope for beam 
expansion, and an SLM for generating holographic focal planes. A negative offset lens conjugate 
with the imaging plane was used to shift the SLM path 200 μm deeper than the ETL path (Figure 
11A). Placing the 1064 nm laser with red indicator in the deep layers benefits from less 
scattering of longer wavelength excitation and emission. The two lasers combine at a dichroic 
mirror, and are then scanned by a resonant scanner and a galvanometric scanner, simultaneously 
exciting the sample at different depths. The emitted fluorescence is separated by another dichroic 
mirror and collected by two PMTs with filters optimized for corresponding fluorophores. 
Additionally, in order to optimize for large angle scanning, we adopted the relay lens complex 
design between the two scanners based on a previous study (Stirman et al., 2016) (Figure 11B). 
For volumetric imaging in vivo, two planes of ~200 μm apart are excited and recorded 
simultaneously; the dual focal planes are directed to a set of depths that covers two separate 
volumes in synchronous through ETL and SLM (Figure 11C).  
To optimize for deep layer imaging and to compensate for the optical aberrations in the 
system, we also implemented adaptive optics (AO) with the SLM in the 1064 nm excitation path. 
We modeled the wavefront aberrations with a combination of Zernike polynomials aberration 
modes, measured their coefficients using fluorescent beads (Love, 1997), then corrected for the 
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wavefront using the SLM (Figure 12). AO improves both the target intensity and the PSF over 
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±200 μm defocus range, reaching a minimum FWHM of 6 μm at +150 μm defocus with a 
maximum of 12 μm at -200 μm defocus (Figure 13B, 13D). Wavefront correction for the ETL 
path is less critical as it images superficial layers; the minimum FWHM is 8 μm at 0 μm defocus 
and the maximum 16 μm at -200 μm defocus (Figure 13A, 13C).  
Figure 12. Dual-color two-photon volumetric imaging microscope 
(A) Microscope design diagram. Two lasers at 920 nm and 1064 nm are expanded and modulated by an ETL unit 
and an SLM unit, correspondingly, then combined through a dichroic mirror and pass through a resonant scanner 
and a galvo scanner before exciting the sample through objective lens. Emission fluorescence is collected through 
two separate PMTs. The SLM path is also equipped with an offset lens that separates its focal plane (200 µm 
deeper) from that of the ETL path. (B) Details of the lens complex design. (C) Diagram of volumetric imaging. 
Two planes are excited and recorded at the same time: the shallower one from the ETL path, and the deeper one 
from the SLM path. The imaging depth of the dual planes cycles over time to record a 3D volume. (D-F) Measured 
signal (D), noise (E), and signal-to-noise ratio (SNR, F) from both green (Ch1) and red (Ch2) PMTs, with only 920 
nm laser on. (G) Quantified signal strength with real noise in green channel (Ch1), with only 920 nm laser on. Real 
noise is computed as noise in (E) (green dots) + signal in (H) (red dots) + noise in (I) (red dots). (H-J) Measured 
signal (H), noise (I), and SNR (J) from both green (Ch1) and red (Ch2) PMTs, with only 1064 nm laser on. (K) 
Quantified signal strength with real noise in red channel (Ch2), with only 1064 nm laser on. Real noise is 
computed as noise in (H) (red dots) + signal in (D) (green dots) + noise in (E) (green dots). (n = 3 experiments) 
 
Figure 11. Corrective wavefront of SLM imaging path using adaptive optics 
Final corrective wavefront compensated by SLM using adaptive optics, at -200 μm, -100 μm, 0 μm, 100 μm, and 
200 μm SLM defocus. 
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To ensure that the signals we recorded from the simultaneous dual planes do not interfere, 
Figure 13. System characterization 
(A) Intensity of the focal spot of the ETL path over a defocus range from -200 μm to 200 μm, measured at the 
center and edge of the field of view (FOV). (B) Intensity of the focal spot of the SLM path over a defocus range of -
200 μm to 200 μm, measured at the center and edge of the FOV, with or without adaptive optics (AO). (C) Full-
width-at-half-maximum (FWHM) of the axial PSF profile of the ETL path, measured at the center and edge of 
FOV. (D) FWHM of the axial PSF profile of the SLM path, measured at the center and edge of FOV, with or 
without AO. Note that AO improves both intensity profile and FWHM for the SLM path. Shaded area represents 
the defocus range used in the experiments. (E) Spatial profile of the PSF at 0 µm defocus and at the -200 µm 
defocus extreme. Left: PSF measured with SLM 0 μm defocus, without AO correction (left) and with AO correction 
(right). Middle left: PSF measured with SLM -200 μm defocus, without AO correction (left) and with AO 
correction (right). Middle right: PSF measured with ETL 0 μm defocus. Right: PSF measured with ETL -200 μm 
defocus. Scale bar: 5 μm. 
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we characterized the cross-channel contamination of our system. We imaged mice V1 in vivo by 
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turning on the 920 nm laser only, or the 1064 nm laser only, while recording signals from both 
PMTs simultaneously (Figure 14B). In this case, signals from the non-exciting channel represent 
potential contamination. We then analyzed the signal and noise from both channels with single 
laser excitation. For both single laser excitations, the desired signal (green for 920 nm excitation 
in Figure 11D, red for 1064 nm excitation in Figure 11H) are much higher than the cross-channel 
contamination (red in Figure 11D, green in Figure 11H), while the noise exhibits similar patterns 
(Figure 11E, 11I). Overall, the signal to noise ratio (SNR) is much higher in the desired channel 
(Figure 11F, 11J). Under the situation where both lasers are exciting, there are two types of noise 
in our system for each imaging channel: (1) noise from single laser excitation (represented by 
noise in Figure 11E for Ch1), and (2) noise from crosstalk of the other laser (represented by 
signal in Figure 11H and noise in Figure 11I for Ch1). The effective noise of each channel is 
obtained by adding up these two types of noise. Our calculation shows that the signal is 
substantially higher than the effective noise in both channels (Figure 11G, 11K). We conclude 
that our system has minimal cross-channel contamination and is optimized for simultaneous 
dual-color imaging.  
In vivo volumetric imaging of cortical columns 
 We applied our system to image the cortical activity of neurons from awake mice V1. We 
labeled the V1 neuron population with the green GCaMP6s (Chen et al., 2013) and the red 
Figure 14. Channel cross-talk and data pre-processing 
(A) Example raw fluorescence traces from each imaging plane. (B) Example traces with single laser excitation, 
collected from both PMTs. Left: example traces with 920 nm only excitation. Right: example traces with 1064 nm 
only excitation. Green: traces from 920 nm path PTM (Ch1); red: traces from 10640 nm path PTM (Ch2). (C) 
Example traces of redundant ROIs. Top: redundant ROIs from adjacent imaging planes in the same channel. 
Middle: redundant ROIs from dual planes that are recorded simultaneously, from two different channels. Bottom: 




jRGECO1b (Dana et al., 2016) through viral vectors. We used the ETL beam path to image 
GCaMP6s with 5 planes spanning from 150 μm to 350 μm in upper layers, and the SLM beam 
path to image jRGECO1b with 5 planes spanning from 400 μm to 600 μm in deeper layers, all 
spaced with intervals of 50 μm (Figure 15A). This wavelength multiplexing strategy with two 
beam paths together achieved a total of 10 imaging planes across 450 μm depth with a field of 
view (FOV) of ~ 500 μm × 500 μm at each plane, covering from the top of layer 2 through layer 
5 at 10.4 vol/sec. In the example shown in Figure 15A, we recorded the spontaneous activity 
over a 10-minute period from a population of 1497 cells in total. 
 We then extracted the fluorescence traces from every neuron by a modified version of a 
constrained nonnegative matrix factorization (CNMF) algorithm (Pnevmatikakis et al., 2016). 
This version takes manual initialization of neuron locations and performs the original CNMF 
algorithm to automatically optimizes the spatial components (shape of each potential neuron), 
extracts the raw fluorescence (Figure 15C-D, light traces; Figure 14A), filters out the noise, and 
calculates the deconvolved traces which represents the noiseless estimation of firing probability 
(Figure 15C-D, dark traces). Extracted traces and neuronal region of interests (ROIs) are 
manually selected before further analysis based on their quality. To exclude cross-channel 
contaminations from particularly “bright” neurons, trace pairs that are highly correlated and 
come from laterally overlapping ROIs in the simultaneously recorded dual planes (e.g. 150 μm 
and 400 μm planes) are kept using only the neuron with the highest SNR (Methods). Figure 15A 
shows examples of extracted (ROIs) from the 10 planes after the above pre-processing steps, and 
Figure 15B displays their raw traces. 
Orientation selective cells in cortical columns 
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While standard two-photon microscopes can image from one cortical layer at a time or a 
volume using z-scan devices, our microscope, through a hybrid multiplexing approach, provides 
Figure 15. In vivo volumetric 
imaging of cortical columns 
(A) Row 1: average images of 
recorded planes in Ch1 with 920 nm 
laser, recorded from 150 μm to 350 
μm, with a spacing of 50 μm. Row 2: 
ROI contours extracted by the CNMF 
algorithm, overlaid with average 
images. Row 3: average images of 
recorded planes in Ch2 with 1064 nm 
laser, recorded from 400 μm to 600 
μm, with a spacing of 50 μm. Row 4: 
ROI contours extracted by the CNMF 
algorithm, overlaid with average 
images. Scale bar: 100 μm. (B) Raw 
ΔF/F traces from all extracted ROIs 
in each plane, over 10 min 
spontaneous activity. (C) Two 
examples of raw (light color) and 
deconvolved (dark color) traces, from 
920 nm and 1064 nm path. (D) 
Example traces from each plane. 





a powerful tool for studying neural circuit dynamics across L2 to L5 with high spatial temporal 
resolution. To demonstrate this, we recorded visually evoked activity from V1 volumes covering 
both L2/3 and L5 simultaneously while presenting drifting gratings of 8 directions to the animals. 
It has been shown that subsets of mouse V1 population are tuned to orientation or direction of 
drifting gratings (Niell and Stryker, 2008; Rochefort et al., 2011). We indeed identified robust 
orientation selective cells across the cortical column, in both L2/3 and L/5 (Figure 16A-C). For 
each orientation, we observed an average of 5%-8% orientation selective cells at L2/3, in 
Figure 16. Orientation tuning cells in V1 columns 
(A-B) Fluorescence traces (left) and polar graphs (right) of example cell that are selective to 0º, 45º, 90º, and 135º 
drifting gratings in layer 2/3 (A) and layer 5 (B). (C) 3D distribution of orientation selective cells in the imaged 




agreement with the characterization previously done by two-photon imaging (Rochefort et al., 
2011), while L5 shows less orientation tuned cells of 3%-7%, supporting previous results with 
extracellular recordings (Niell and Stryker, 2008) (Figure 16D, n = 4 mice, 7 FOVs). 
Visually-evoked neuronal ensembles span superficial and deep layers 
 In a neuronal circuits, individual neurons cooperate to form larger ensembles of neurons 
that are functionally correlated. This emergent property of a population, rather than single 
neurons, is considered to be the functional units during sensory, behavioral and cognitive 
processes (Carrillo-Reid et al., 2017b; Cossart et al., 2003; Luczak et al., 2007; Mao et al., 2001; 
Miller et al., 2014; Yuste, 2015). One advantage of our microscope is that we can image multiple 
cortical layers almost simultaneously, which enables us to define and study cortical ensembles 
across layers based on the correlation structure of the population. Several computational 
approaches have been proposed for ensemble detection (Avitan et al., 2017; Carrillo-Reid et al., 
2017a, 2015; Lopes-dos-Santos et al., 2013); since we record from a relatively large population 
of neurons, we chose to use a fast graph-based community detection method [Louvain method 
(Blondel et al., 2008)] which aims at maximizing modularity measurement. To detect stable 
ensembles, we combined the Louvain method with consensus clustering that finds the best 
agreement between repetitions (Lancichinetti and Fortunato, 2012). Here we aimed to find 
visually-evoked ensembles due to their clear functional correlation with the visual stimulus. We 
constructed similarity matrices from population activity during visual stimulation, detected and 
cross-validated neuronal ensembles with the hybrid approach of Louvain method and consensus 
clustering (Figure 17A; Methods), then evaluated the decoding performance of each ensemble 
against each visual stimulus. To do this, we generated population vectors from the ensembles, 
calculated the cosine similarity between the population vectors and real data, and computed the 
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standard ROC (receiver operating characteristic) curve and AUC (area under curve). We defined 
visually-evoked ensembles as ensembles that are predictive of visual stimulus with an 
Figure 17. Correlation structure of visually-evoked ensembles 
(A) Example of 3D structures of visually-evoked ensembles in the imaged cortical column identified with Louvain 
method and consensus clustering. (B) 3D view of all visually-evoked ensembles, from the same ensembles as (A). 
(C) Prediction performance of the example ensembles, of all directions. Color represents AUC - 0.5; red color 
represents high prediction performance. (D) Statistics of ensemble prediction performance, compared with random 
controls (p<0.001). Note the y axis represents AUC; 0.5 on AUC axis represents chance level. (E) Statistic of 
average correlation within ensembles, compared with random controls (p<0.001). Random controls were generated 
by random sample subsets of the population with the same number of neurons in corresponding ensembles, for 10 
times each ensemble. (F) Example correlation structure between ensemble cells in layer 2/3 and layer 5, using the 
first and second half of visual stimulus trials (left), and using the entire trials (right). (G) Scatter plot of pairwise 
correlation between layer 2/3 and layer 5 ensemble cells from half trials and full trials. Dashed line represents x = 
y; black dots represent data point correlations; red crosses represent background correlation from Ch1 and Ch2 in 
all experiments; black line represents the least-square linear regression result. (n = 7 experiments, 16 ensembles). 
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empirically defined threshold (Figure 17C). For simplicity, we combined pairs of orientations 
that are shown in opposite directions, resulting ensembles for 4 orientations (Figure 17A-C). The 
detected ensembles exhibit higher decoding performance than random sampled controls, as well 
as higher internal pairwise correlation (Figure 17D-E; n = 16 ensembles; AUC control 0.500 ± 
0.011 [SEM], ensemble 0.663 ± 0.051 p < 0.001; correlation control 0.092 ± 0.017, ensemble 
0.478 ± 0.078, p < 0.001, Wilcoxon signed rank test), indicating their coherent emergent activity 
as a group. 
 We then investigated the correlation structure of the ensembles between L2/3 and L5 
using recorded activity during all visual stimulation trials, or using L2/3 activity during first half 
of all trials and L5 activity during second half of all trials. The former case represents 
simultaneous volumetric imaging. The latter case represents sequential imaging sessions of each 
layer during repetitive trials, and aligning them with trial onsets, typically done in two-photon 
microscopes that do not have fast z-scanning devices or the z-scanning cannot cover a large span. 
To reduce noise in correlation structures, we investigated functional correlations only within 
identified visually-evoked ensembles. We separated the ensemble constituent cells into L2/3 and 
L5 subsets, and computed the pairwise correlation between these two subsets during first and 
second half trials, or during full trials (Figure 17F). Results combined from 6 datasets show that 
correlation obtained from full trials are higher than those from half trials, and there is a lack of 
correlation between full trial correlation and half trial correlation (Figure 17G; R2 = 0.08; half 
trials -0.032 ± 0.046, full trials 0.305 ± 0.080, p < 0.001, Wilcoxon signed rank test). 
Background activity obtained from non-ROI pixels, however, does not differ drastically (half 
trials -0.005 ± 0.010, full trials 0.084 ± 0.014, p = 0.031, Wilcoxon signed rank test). This 
reflects the trial-to-trail variations, possibly due to the animals’ endogenous state (Carandini, 
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2004; Kiani et al., 2015; Kisley and Gerstein, 1999). When studying functional properties of 
neural circuits, it thus appears key to simultaneously capture the dynamics of the entire 
population of interest, since otherwise the trial-to-trial variability may dilute the correlational 
structure of the activity. 
Lack of correlated columnar structures in mouse V1 
The visual cortex of some mammalian species is organized into a columnar spatial map 
where neurons that has similar functional properties such as orientation preference are spatially 
close to each other (Bonhoeffer and Grinvald, 1991; Hubel and Wiesel, 1962). However, using 
2D two-photon calcium imaging, the visual cortex of rodents have been characterized as having 
a salt-and-pepper structure, where neurons with similar functional properties are intermingled 
(Ohki et al., 2005; Ohki and Reid, 2007). At the same time, recent studies have reported the 
existence of narrow (~40-120 μm diameter) columns neurons with similar tuning properties in 
rodent V1 (Li et al., 2012; Ringach et al., 2016) or correlated column structures (Smith and Kohn, 
2008). To investigate this controversy, we applied our novel volumetric method, since we could 
not only analyze the orientation preference map in 3D (Figure 18B), but also extend the analysis 
to the spatial organization of cells that share emergent properties, which are identified as 
ensembles (Figure 18A), and functional correlation within narrow columns from the entire 
population. We analyzed the correlation between lateral distance (distance of xy, ignoring depth) 
of cell pairs and their evoked activity correlation, among all cell pairs (Figure 18C, left), among 
visually-evoked ensembles (Figure 18C, middle), and among orientation selective cells (Figure 
18C, right). If columnar structure exists, we expect to see higher correlation in cell pairs that are 
distributed closer laterally. However, all of the three groups show flat distribution, indicating 
uniform correlation regardless of lateral distance. We further analyzed the correlation values of 
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cell pairs in narrow columns of 30, 50 and 100 μm during visually evoked activities. Compared 
Figure 18. Lack of columnar structures in V1 responses 
(A) Example of the spatial locations of visually-evoked ensembles (top-projection views from all planes). (B) 
Example of spatial locations of orientation selective cells (top-projection views from all planes). Note the salt-and-
pepper structure in both cases. (C) Scatter plot of pairwise lateral distance and correlation, among all cell pairs (left), 
among ensembles (middle), and among orientation selective cells (right). Red line shows mean ± S.D. Data pooled 
from 6 experiments. (D) Distribution of pairwise correlation within columns of 30, 50 and 100 μm diameter. Red: 
real data; black: random controls. Random controls were generated by computing the correlation between cells 
within the column and a random set of cells with the same number outside of the column, repeated 50 times each 
column. n.s., not significant. Statistics was done by Wilcoxon rank-sum test in each correlation bin of individual 
datasets, comparing real data with random controls. All correlation bins above -0.3 were not significant, for all 
experiments. (n = 6 experiments) 
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with random controls where correlation was calculated between cells within the column and a 
random set of cells outside of the column, none of the column diameters give significant 
differences (Figure 18D; n = 6 experiments; Wilcoxon rank-sum test on each correlation bin; 
statistics done with individual experiments). Additionally, the difference of preferred orientations 
among orientation selective cells did not differ significantly with lateral distance (Figure 19). 
Our results thus indicate a lack of highly correlated column structure in mouse V1, extending to 
3D the original 2D salt-and-pepper description of orientation responses (Ohki et al., 2005; Ohki 
and Reid, 2007),  but in disagreement with the reported existence of narrow vertical columns (Li 
et al., 2012; Ringach et al., 2016). 
Volumetric imaging of correlation between long-range projection axons and local somatas 
As a final demonstration of the biological utility of our method, we sought to capture the 
input-output correlation of a circuit, by simultaneously imaging a presynaptic axonal population 
and a postsynaptic population of cells. Indeed, the simultaneous dual-color excitation with two 
lasers in our system not only expands the volume that can be imaged at once through wavelength 
multiplexing, but also provides a tool to image and identify two distinct populations 
simultaneously. Using this microscope, we studied the functional correlation between the long-
Figure 19. Preferred orientation 
difference with lateral distance 
Distribution of preferred orientation 
difference of orientation selective cells 
with their lateral distance. Preferred 
orientation difference are not 
significantly different along lateral 




range axonal projections from PFC to L1 volume in V1 (labeled with GCaMP6s) and local 
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neurons in L2/3 of V1 (labeled with jRGECO1b) (Figure 20A). We imaged the spontaneous ac 
tivity of both L1 axonal projections and L2/3 somas with 4 planes from 25 μm to 100 μm in L1, 
and 4 planes from 150 μm to 300 μm in L2/3, achieving a volume rate of 13.0 vol/sec (Figure 
20B). ROIs and fluorescence traces in L2/3 were extracted using CNMF algorithm as described 
above, and ROIs and traces in L1 were extracted using a  recently developed simultaneous 
denoising, compression and demixing (PMD) algorithm with penalized matrix decomposition 
(Buchanan et al., 2018) (Figure 20C-D). The latter results in fragmented ROIs that represent 
putative axonal fragments and boutons with an improved SNR through denoising techniques. To 
group these putative ROI fragments that are potentially from the same projection, we clustered 
the activity traces using affinity propagation (Frey and Dueck, 2007), which does not require a 
cluster number input, but could identify clusters of ROIs that exhibit highly correlated activity 
patterns (Figure 20E, four examples shown on right). Examples of these super ROI groups are 
shown in Figure 20F. These ROI clusters show higher internal correlation than randomly 
sampled controls, indicating functional correlation (Figure 20G; n = 11 experiments; control 
Figure 20. Volumetric imaging of layer 1 long-range axonal projections from PFC and local layer 2/3 somas 
(A) Schematic of experiment design. In this experiment, the 920 nm laser path covers 4 planes in layer 1, and the 
1064 nm path covers 4 planes in layer 2/3. (B) Examples of average images from the recorded planes, from 25 μm 
to 100 μm with a spacing of 25 μm in layer 1, and from 150 μm to 300 μm with a spacing of 50 μm in layer 2/3. 
Scale bar: 100 μm. (C) Examples of extracted ROIs in each plane. (D) Example traces from each plane. (E) 
Example of clustered correlation matrix of all ROIs in layer 1, sorted by cluster identity (left), and four examples of 
ROIs that are identified in the same clusters with corresponding traces (right). Note that the imaging depth of the 
example ROIs on the right might be different. (F) Clustering result in each plane. ROIs belonging to the same 
cluster are shown with the same color. (G) Correlation within clusters, compared with random controls (p<0.001). 
(H) Example of correlation between layer 1 ROIs and layer 2/3 ROIs. (J) Distribution of correlation between layer 1 
and layer 2/3 ROIs. Upper right curve shows the cumulative distribution. (n = 11 experiments; mean correlation 
0.006 ± 0.012, p = 0.617, t-test). (I) Two examples of ROI pairs from layer 1 (green) and layer 2/3 (red) that are 




0.173 ± 0.005, data 0.636 ± 0.007, p<0.001, Wilcoxon signed rank test). As the activity of long-
range axonal projections and local somas are near-simultaneously recorded, we could further use 
the collected dataset to investigate the correlation structure between these two populations 
(Figure 20H). While the overall population correlation is distributed around zero (Figure 20J; n = 
11 experiments; mean correlation 0.006 ± 0.012, p = 0.617, t-test), we could identify ROI pairs 
from L1 PFC projection and L2/3 V1 soma that are highly correlated (Figure 20I), revealing 
functional relationships between these two populations. 
Similarly, our system also enables volumetric imaging of L1 apical dendrites with L2/3 
somas from the same population at the same time. To do so, we labeled the V1 population with a 
co-injection of GCaMP6s and jRGECO1b, and simultaneously imaged the spontaneous activity 
of apical dendrites with the green path with 4 planes from 25 μm to 100 μm, and somas with the 
red path with 4 planes from 150 μm to 300 μm, at a volume rate of 13.0 vol/sec (Figure 21A-B). 
ROIs and traces were extracted as above (Figure 21C-D). The correlation between L1 and L2/3 
is distributed slightly higher than zero (Figure 21E-F; n = 10 experiments; mean correlation 
0.061 ± 0.011, p < 0.001, t-test), confirming a stronger spontaneous functional correlation 
between apical dendrites and L2/3 somas, which could potentially come from the same neurons.  
 
Discussion 
Volumetric imaging through wavelength multiplexing 
In this work, we extend sequential volumetric two-photon imaging with a novel hybrid 
approach that acquires two volumes simultaneously through wavelength multiplexing, 
combining dual color excitation and emission with ETL/SLM-based fast z-scanning. By using a 
red calcium indicator jRGECO1b that reduces the loss of photons from tissue scattering, and an 
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SLM as a z-scan device that can also implement adaptive optics to correct system aberration, we 
optimized our system for deep layer imaging. We demonstrated successful volumetric calcium 
imaging in vivo of 10 planes at 10.4 vol/sec, spanning across layer 2/3 to layer 5, as well as 8 
planes imaging at 13.0 vol/sec of layer 1 dendritic or axonal activity with layer 2/3 somatic 
Figure 21. Volumetric imaging of layer 1 apical dendrites and layer 2/3 soma in V1 
(A) Schematic of experiment design. The 920 nm laser path covers 4 planes in layer 1, and the 1064 nm path 
covers 4 planes in layer 2/3. (B) Examples of average images from the recorded planes, from 25 μm to 100 μm 
with a spacing of 25 μm in layer 1, and from 150 μm to 300 μm with a spacing of 50 μm in layer 2/3. Scale bar: 
100 μm. (C) Examples of extracted ROIs in each plane. (D) Example traces from each plane. (E) Example of 
correlation between layer 1 ROIs and layer 2/3 ROIs. F) Distribution of correlation between layer 1 and layer 2/3 
ROIs. Upper right curves shows the cumulative distribution. (n = 10 experiments; mean correlation 0.061 ± 0.011, 
p < 0.001, t-test). 
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activity. Our approach provides a method to sample a large number of neurons per second across 
cortical columns (up to ~21,000 total sample/sec over 10 planes across a depth of 450 μm, with a 
field of view of 500 μm × 500 μm per plane). Further improvement can be expected with 
optimization of fluorophore efficiency, such as the SNR of jRGECO. Our approach, introducing 
excitation-wavelength-multiplexing to parallelize the scanning process, provides a new 
alternative to the volumetric imaging toolbox. 
Comparison with previous two-photon volumetric imaging methods 
 Many methods have been developed for two-photon volumetric imaging (Yang and 
Yuste, 2017, see its Supplementary Table 1 for a detailed summary). Comparing with current 
volumetric imaging techniques that depend on a single defocusing strategy such as piezo-
controlled objectives (Göbel and Helmchen, 2007), ETLs (Grewe et al., 2011) and remote 
focusing (Botcherby et al., 2012), our approach is designed with two independent modules that 
cover two separate volumes simultaneously, thus immediately expanding the imaged volume to 
twice as much as single volume based systems. These two volumes are separated by their 
excitation and emission properties, making them independent of each other. The scanning speed 
of commonly used piezo-controlled objectives, on the other hand, is limited by the weight of 
objectives, especially for high NA objectives which tend to be heavy. Comparing with acousto-
optic deflectors (AODs) for random access (Duemani Reddy et al., 2008; Katona et al., 2012) 
which is fast but scans only selected ROIs and are therefore best for sparsely-labeled samples, 
our method is more suitable for densely-labeled samples where more pixels are of interest. 
Comparing with SLM-based holographic multiplexing (Yang et al., 2016), the current approach 
has the same advantage of simultaneously recording from two separate planes, but doubles the 
image volume, while keeping both volumes within the best performance range for each z-scan 
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device (within ± 150 μm for both) and avoiding the performance decay at larger defocus planes. 
Additionally, through wavelength multiplexing, depth information is encoded by wavelength, 
and the simultaneously-recorded dual planes are collected by two separate PMTs, avoiding post-
hoc source separation and signal demixing problems. Finally, comparing with temporal 
multiplexing where the laser beam is split into multiple beams with their laser pulses interleaved 
in time and focused at different positions (Cheng et al., 2011; Stirman et al., 2016), our approach 
does not require a complex data acquisition scheme and also makes full use of both lasers, and is 
therefore more effective when imaging a large number of planes.  
Many of these strategies are not mutually exclusive and wavelength multiplexing could 
be combined with other volumetric imaging approach, such as other z-scan devices like piezos, 
remote focusing units or AODs, to further increase their imaging throughput. Coupled with other 
temporal or holographic multiplexing could further increase the speed or throughput. Our 
approach thus provides a general platform that can be broadly applied in combination with many 
currently available methods, opening more possibilities for fast high-throughput volumetric 
imaging.  
 Due to the excitation spectrum overlap of GCaMP6 and RCaMP or jRGECO, a single 
laser, tuned between 1020 nm and 1030 nm, could be used to simultaneously image GCaMP6 
and RCaMP (Inoue et al., 2015). However, since GCaMP excitation efficiency peaks around 
920~940 nm, and RGECO/RCaMP between ~1060 nm and ~1150 nm (Dana et al., 2016), using 
a single laser to excite both indicators would compromise the fluorophore efficiency for both 
indicators. Our system, with two lasers set at 920 nm and 1064 nm respectively, optimizes the 
fluorophore performance for simultaneous dual-color imaging. 
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Volumetric imaging of large cortical population for single-trial dynamics 
 The mammalian cortex is organized into six layers, and sensory information is 
transformed through interactions between layers (Constantinople and Bruno, 2013; Douglas and 
Martin, 2004). To study cortical dynamics in different layers during sensory perception or 
behavioral tasks, a common approach is to record from each layer of interest during repetitions 
of the task trials and analyze the average response, using z-scan devices such as piezo (Attinger 
et al., 2017; Freeman et al., 2015; Kerlin et al., 2018). Although trial structures provide an 
important reference for the underlying cortical activity, the neural activity is intrinsically noisy 
and is affected by the immediate internal state of the animals (Gilbert and Sigman, 2007; Niell 
and Stryker, 2010), and it is still challenging to study the correlation structure between layers or 
areas with non-simultaneous recordings. Some commonly used methods such as piezo-controlled 
objectives and ETLs offer long travel range, but have a tradeoff between the volume/number of 
planes imaged, and imaging speed. Additionally, using the full range of these devices could 
compromise the imaging quality of longer defocus range. To study the population dynamics 
across multiple cortical layers, our method can simultaneously record from twice the volumes 
than commonly used methods, while achieving optimal imaging performance in both volumes. 
This provides an important tool to study cross-layer computations. As demonstrated in Figure 17, 
simultaneous volumetric imaging reveals a different laminar correlation structure than that could 
be measured using separated trials. We thus expect that our system will provide a powerful tool 
for studying laminar interactions in the future. 
Lack of orientation columns in mouse V1 
 As a proof of the utility of the method to reveal spatial interaction in functional responses, 
we analyzed the correlational structure of the orientation responses across layers. This is a 
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controversial issue, since the original description of unstructured orientation responses in mouse 
primary visual cortex (“salt and pepper” patterns of orientation) (Ohki et al., 2005; Ohki and 
Reid, 2007), has been questioned by reports of the existence of neurons that are arranged in 
narrow vertical strips and that have similar orientation responses (Li et al., 2012; Ringach et al., 
2016). With our method, we could, as a third party, independently examine the validity of these 
claims. In our analysis, however, we find no statistically significant vertical correlations in the 
orientation responses. While we did not ascertain the clonal relation among neurons, and we 
cannot comment on this issue, our data are in principle inconsistent with the presence of vertical 
narrow “minicolumns” of orientation and suggest that orientation selectivity maps in 3D are 
disorganized in primary visual cortex of the mouse. Our method and analysis could be extended 
to the study of the spatial structure of other functional properties in the cortex or other neural 
circuits. 
Imaging the correlation between pre and postsynaptic populations 
 Besides doubling the imaged volume, our dual-color strategy provides a tool to image 
distinct neuronal population labeled with different colors, at the same time. This includes 
examples of layer 1 long-range projections from other regions with local somatas (Figure 20), as 
well as excitatory and interneuron populations (Inoue et al., 2015). Combined with its volumetric 
imaging ability, our system provides a tool for studying the correlation of large population of 
distinct subnetworks and to functionally dissect the input-output correlations of neural circuits.  
In closing, we present a novel wavelength multiplexing design for two-photon volumetric 
imaging that is compatible with many other current methods. As the study of neural circuits 
becomes increasing more sophisticated, it is likely that there will not be a single “one shoe fits all” 
method to functionally dissect the interactions between many different types of neurons. Instead, 
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we imagine a hybrid future, where different methods and probes and analysis could be flexibly 
combined, and be properly targeted to the specific question of study. In this scenario, wavelength 
multiplexing should be standard, as it immediately enhances the performance of any volumetric 




Experiments were performed on C57BL/6 wild-type mice, on both males and females. 
Experimental animals were typically postnatal (P) day P60-P120 at the time of experiments. 
Animals were housed on a 12h light-dark cycle with food and water ad libitum. All experimental 
procedures were carried out in accordance with the US National Institutes of Health and 
Columbia University Institutional Animal Care and Use Committee. 
Virus injection and surgery 
Virus injection was performed between P30 and P60. For virus injection, a mixture of 200 nl 
AAV9.hSyn.GCaMP6s.WPRE.SV40 (UPenn Vector Core) and 700 nl AAV1.Syn.NES-
jRGECO1b.WPRE.SV40 (UPenn Vector Core, 19279) was injected into both layer 2/3 and layer 
5 on left V1 (from lambda: X = -2500, Y = 500, Z = -250/-500 μm, 400/500 nl per site). Virus 
was injected with glass micropipets, at a rate of 80 nl/min. For PFC injections, 700 nl 
AAV1.Syn.NES-jRGECO1b.WPRE.SV40 with 200 nl buffer (0.14M NaCl, 0.02M pH 8.0 Tris, 
0.01‰ pluronic F68) was injected at the same location on left V1 (Z = -300 μm) between P30 
and P60; two weeks after the GCaMP injection, 400 nl AAV9.hSyn.GCaMP6s.WPRE.SV40 
with 200 nl buffer was injected into left PFC (from bregma: X = 300, Y = 500, Z = -900 μm). 
Although AAV9 has retrograde ability, we note that this is unlikely the case in our experiments, 
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based on the following arguments: (1) in the beginning of each experiment, we adjusted the 
focus of both lasers path from the brain surface to ~500 μm, during which we observed signals in 
green channel with confined spatial shapes only appears above ~100 μm, indicating there were 
no axons projecting from L5, and no GCaMP-labeled somas; (2) unpublished results from our 
group show that, with 400 nl injection of the same virus AAV9.hSyn.GCaMP6s.WPRE.SV40 in 
the same coordinates of PFC did not show noticeable retrograde labeling of other brain areas in 
histology sections after ~4 weeks of expression. We therefore believe that retrograde labeling is 
not impacting our experiments. 
Approximately 4-6 weeks after the initial injection, headplate implementation and 
craniotomy surgery were performed on the mice. Mice were anesthetized with isoflurane (1%-
2%), injected with dexamethasone (2 mg/kg body weight, subcutaneous), enrofloxacin (4.47 
mg/kg, subcutaneous), and carprofen (5 mg/kg, intraperitoneal). A custom made titanium 
headplate was mounted on the skull centered on V1 using dental cement. A 2 mm diameter 
circular cranial window was made around the injection site on left V1 with a dental drill, and the 
cranial window was covered by a 3 mm circular glass coverslip, sealed with cyanoacrylate 
adhesive. The mice were allowed to recover for at least one day before experiment, and were 
habituated with head-fixation prior to experiments. Mice were monitored and given analgesics 
(5mg/kg carprofen intraperitoneal) for two days post-procedure. 
Dual-color volumetric imaging microscope 
The microscope is designed as shown in Figure 11. Two excitation lasers were used: a 
tunable Ti:Sapphire laser (Chameleon Ultra II, Coherent) tuned to 920 nm with a maximum 
output power of ~1.6W (140-fs pulse width, 80-MHz repetition rate), and an amplified fiber laser 
(Fianium) with a fixed wavelength at 1064 nm with a maximum output power of ~6W (200-fs 
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pulse width, 80-MHz repetition rate). No pre-chirper was used. Each laser power is controlled 
with a separate Pockels cell: a Conoptics EO350-160-BK Pockels cell with a 275 driver for 920 
nm laser, and a Conoptics EO350-105-BK Pockels cell with a 302 RM driver for 1064 nm laser. 
For 920 nm path, the beam is first expanded with a 1:7.5 telescope (focal length f1 = 40 mm, f2 
= 300mm). Then, the beam passes an ETL (Optotune; EL-10-30-C-NIR-LD-MV), and is 
rescaled by a 4:1 telescope (f3 = 400 mm, f4 = 100 mm). For the 1064 nm path, an l/2 λ 
waveplate (Thorlabs; AHWP05M-980) is used to rotate the laser polarization, and the beam is 
expanded with a 1:4 telescope (f5 = 100 mm, f6 = 400 mm) to fill the active area of SLM. Then, 
the focal plane is shifted with an offset lens set [composed of two lenses (f = 500 mm, -100 mm) 
that contact together] with an equivalent offset of ~200 μm at imaging plane. The beam is 
relayed by a 1:1 telescope (f7 = 200 mm, f8 = 200mm) before being modulated by an SLM 
(Meadowlark Optics; HSP512-1064; 7.68 × 7.68-mm2 active area, 512 × 512 pixels). The beam 
is then rescaled by a 3:1 telescope (f9 = 300 mm, f10 = 100 mm). Then, both beams are 
combined through a dichroic mirror, scanned first by a resonant scanner (Cambridge Technology; 
CRS 8K resonant scanning system), then delayed by a telescope that is composed by two 
equivalent lens complexes (Figure 11B) (Stirman et al., 2016) installed in the opposite direction. 
The scan angle of the resonant scanner is ±7.2o. Since this angle is small compared to the 
working range of the Stirman design (±14.8o), we do not anticipate distortion at the field edges or 
strong field curvature. The combined beam is then scanned by a galvanometric scanner 
(Cambridge Technology; 6215HM40B). Both scanners are positioned at the conjugate plane to 
the objective pupil. The scan lens (Olympus pupil transfer lens, fscan = 50 mm) and tube lens (ftube 
= 180 mm) are from a modified Olympus BX-51 microscope. Imaging was done with a 25x 
Olympus 253 N.A. 1.05 XLPlan N objective. The imaging frame rate is 60 Hz (256x256 pixels) 
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for single plane imaging; under this situation, we have ~254 ns/pixel, or ~20 pulses/pixel rate for 
both lasers. Focal planes of both paths were shifted in steps at the end of each frame the scanner 
flyback time to start the next frame was set to 3 ms, during which both ETL and SLM would 
change the beams’ focal depth. 
Fluorescence emission was collected through two separate photomultiplier tubes (PMTs; 
Hamamatsu; H7422P-40) and two low noise amplifiers (FEMTO DHPCA-100), with a 
collection bandpass filter of 510 ± 40 nm (Chroma, ET520/40m) for the green path, and a 630 ± 
75 nm bandpass filter (Chroma, ET630/75m) for the red path. The standard ScanImage 2016 
(Pologruto et al., 2003) was used to control the Pockels cells, the focus of the ETL and SLM, the 
scanning mirrors and the digitizer for data storage, as well as image acquisition. SLM was 
controlled by a custom Matlab (The Mathworks) software (Yang, 2018). Locomotion of the 
animals was recorded with an infared LED/photodarlington pair (Honeywell S&C HOA1877-
003), which consists of a small c-shaped device positioned at the edge of the rotating wheel 
(striped with black tape) connected to the imaging computer as an analogue input. Locomotion 
was detected as voltage changes in the photodarlington readout. The typical imaging power 
ranges between ~15 mW to ~100 mW for 920 nm laser path, and around ~200 mW for 1064 nm 
laser path, depending on the depth. Details of optical elements used in the system can be found in 
Table 2. 
Special notes in dual-color volumetric imaging scheme 
The wavelength multiplexing scheme is essentially a combination of two microscopes 
with different two-photon excitation wavelengths. All the necessary steps used in the two-photon 
microscope applies here. One particularly important step for our high speed volumetric imaging 
is to set up the offset lens in one beam path so the focal spots of the two beam paths are 
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separated axially. The offset lens should be placed in a conjugate plane to the back aperture of 
the objective lens. The collimated laser beam should be aligned to the optical axis of the offset 
lens to minimize aberration. The focal length of the offset lens could be calculated through thin 
lens equation with the consideration of the desired focus offset in the sample, and the other lens 
in the microscope. The two beams should be well aligned so their imaged fields of view are 
overlapped laterally in general, though a lateral offset could also be implemented if needed. The 
z-scanning device such as the ETL or SLM should be in the conjugate plane of the back aperture 
of the objective, otherwise the imaged field of view could change with different focal setting on 
the ETL or SLM. To fully utilize the focusing effect of ETL or SLM, the beam should fill the 
aperture of ETL or SLM. 
To achieve effective wavelength multiplexing, the two fluorophore should have a large 
separation in spectrum, otherwise strong cross talk could happen between the two PMT channels. 
In the rare case that neurons have strong emission which bleed through to another channel, steps 
detailed in “Image processing and signal extraction” should be implemented to remove the cross-
talk. 
Adaptive optics 
As SLM is a natural choice for correcting wavefront aberration induced by both the 
system and samples, the excitation efficiency of the SLM path in our system can be improved by 
implementing adaptive optics (AO) through SLM (Ji et al., 2012; Love, 1997). Here we 
implemented system correction by modeling wavefront aberration with the first 30 modes of 
Zernike polynomials. This includes common aberrations such as spherical aberration, 
astigmatism, coma, etc. We estimated the coefficient for each Zernike polynomial varying the 
coefficient and optimizing the imaged intensity of 0.5 μm fluorescent beads. The final correcting 
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wavefront on SLM is a combination of weighted Zernike polynomials with measured 
coefficients. For the best optical performance and effectiveness of AO, we optically coupled the 
resonance scanner and galvanometric mirror by placing them at each other’s conjugate planes.  
PSF measurement 
PSF was measured with 0.5 μm fluorescent beads on slides. Z-stack images were taken 
centering on a selected bead with a range of focal depths, with an interval of 1 μm between each 
consecutive image. Each image were averaged from 5 imaged frames. Axial FWHM were 
calculated by fitting the intensity vs. depth curve to a Gaussian distribution function, then taking 
the half width using the fitted curve. Since we aimed to achieve long defocus range with both 
ETL and SLM paths, we underfilled the back aperture of objective, resulting in lower effective 
NA and thus larger PSFs. With an effective NA of ~0.45, we estimate that the axial FWHM for 
920 nm path would best be ~8 μm, and for 1064 nm path ~9 μm. With this criteria, our system 
achieved optimal performance in terms of PSF. Note that a higher excitation NA will make the 
PSF degrades faster with larger defocus, and therefore we chose a smaller excitation NA, 
balancing PSF size and defocus range. 
Image processing and signal extraction 
The raw imaging datasets were first motion corrected using an ImageJ plugin Moco 
(Dubbs et al., 2016). All imaging planes in the same datasets were registered using the same 
motion profile estimated from the most representative plane. Then, for somatic imaging datasets, 
putative neuronal regions of interest (ROIs) were initialized manually by playing through each 
plane of the datasets and generating a list of centroid locations using an ImageJ plugin Time 
Series Analyzer, in order to obtain an accurate guess of cell locations. The ROIs were then 
segmented by a modified version of a constrained nonnegative matrix factorization (CNMF) 
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algorithm (Pnevmatikakis et al., 2016) that initializes with the manual list of ROI locations, and 
the algorithm automatically estimates the background fluorescence, the raw fluorescence signals, 
the denoised (filtered) signals, and the deconvolved signals. Then, all ROIs are manually selected 
using a custom Matlab GUI that displays both the shape of ROIs and the corresponding traces. 
ROIs that exhibit reasonable shape (have the contour that could represent a neuron), and have 
activity during the imaging course (not silent through the entire imaging session with 
recognizable calcium events, with typical form of calcium transient) were kept (Figure 14C). 
Rejected ROIs are typically due to motion artifact, or low SNR, both of which could results in 
variable calcium traces and contour. 
 We observed fewer active cells at deeper planes, which could result from light scattering 
effect. Since we injected jRGECO1b at 500 μm cortical depth, and that virus typically spread at 
least 500 μm axially in both directions after 4 weeks of expression, we believe the fewer active 
cells at deeper planes are not due to expression profile. Deeper planes are naturally more affected 
by scattering effect, especially with dense labeling in the cortex; emitted fluorescence from 
densely labeled tissue above naturally leads to stronger background for deeper imaged layers, 
making the low SNR cells lost in the noise. We believe due to such scattering effect, only high 
SNR cells in deeper layer were observed, resulting in a smaller number of active cells. 
To remove potential duplicated cells either due to spectrum bleed through, or redundant 
manual seeding during ROI location initialization, we removed potentially redundant ROIs that 
are highly correlated, laterally close and are (a) in the same plane, or (b) from adjacent planes in 
the same PMT channel, or (c) from dual planes that are recorded simultaneously, from the two 
PMT channels (Figure 14C). ROI pairs that (1) have a Pearson correlation coefficient higher than 
0.75, (2) are within 15 μm apart laterally, and satisfy one of the criteria (a-c), were regarded as 
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redundant pairs, and only the ROI with highest signal-to-noise ratio (SNR) were kept. 
Approximately 10% ROIs were removed during this procedure. 
For dendritic and axonal imaging datasets, a penalized matrix decomposition (PMD) 
algorithm was used to automatically denoise and demix the datasets, which improved the 
resulting SNR for noisy dendritic/axonal imaging (Buchanan et al., 2018). Then, dendritic or 
axonal ROIs were automatically segmented, and fluorescence traces were extracted by the 
algorithm. The traces were then filtered by trend filtering as described in the above reference. 
After that, ROIs were manually selected using the custom Matlab GUI as described above. 
Visual Stimulation 
Visual stimuli were generated using MATLAB and the Psychophysics Toolbox 
(Mathworks) and displayed on a monitor (Dell; P1914Sf, 19-inch, 60-Hz refresh rate) positioned 
28 cm in front of the right eye. Each animal was presented two consecutive visual stimulation 
sessions, each session with 15 trials, and each trial with a random order of 8 drifting gratings 
separated by 45º. In each trial, drifting gratings (100% contrast, 0.04 cycles per degree, 2 cycles 
per second) were shown for 4 seconds, followed by a 6-second interval with mean luminescence 
gray screen. 
Orientation tuning analysis 
Orientation tuning curves were calculated by averaging the ΔF/F response traces of all 
grating stimulus sessions. This gives the polar plots. Orientation selectivity indices were 
calculated using circular statistics, defined as OSI = 	 |∑ ܴ௞ exp(2݅ߠ௞) /∑ ܴ௞௞௞ |, where Rk is the 
response to each orientation (k = 1-8), i is the imaginary unit, and θk is the orientation in radians 
(Tzvetanov, 2016). Neurons with OSI > 0.2 were defined as orientation selective cells. The 
preferred orientation was determined by the orientation that evoked the strongest ΔF/F response. 
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L2/3 was defined as 100 μm - 300 μm depth from surface, and L5 was defined as 400 μm - 600 
μm from surface. We excluded L4 for analysis due to the relatively smaller number of cells 
recorded and reduced GCaMP labeling in some cases (Freeman et al., 2015). 
Ensemble identification 
Ensembles were detected using a graph-based community detection method, the Louvain 
method (Blondel et al., 2008). This method aims at detecting community structures in graphs, 
which are subsets of highly interconnected nodes. To apply this method, we first computed the 
pairwise similarity matrix using the inferred (deconvolved) fluorescence traces. Running epochs 
were excluded in order to reduce correlation artifact. This results in a Nneuron-by-Nneuron 
correlation matrix. Then, to further reduce noise, weak correlation values that are below the sum 
of mean and three times of standard derivation were zeroed. A Matlab module was used to 
perform Louvain community detection (Rubinov and Sporns, 2010). This method does not 
require a cluster number input, however, a resolution parameter γ was used to control the size of 
output communities, with γ = 1 resulting in classic communities, γ < 1 detecting larger 
communities, and γ > 1 detecting smaller communities. We ranged γ between 1 and 1.5 with an 
interval of 0.05, performed community detection with each γ, and cross-validated using the 
visual stimulus prediction performance of the resulting communities, taking the γ that gives best 
overall prediction performance. To calculate visual stimulus prediction performance, we 
considered the detected communities as Nneuron-by-1 population vectors, where entries 
corresponding to the constituent neurons in the communities are 1, and others are 0. We 
computed the cosine similarity between these community population vectors and real data, and 
used the output similarity values to compute the standard receiver operating characteristic (ROC) 
curves and the area under curve (AUC). AUC = 0.5 represents chance level, while larger than 0.5 
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represents positive predictions, and smaller than 0.5 represents negative predictions. For each 
detected community, we summed the AUC values for each grating direction, and combined the 
opposite directions to be a single orientation. For each orientation, communities that have an 
average AUC higher than 10% above chance level (0.55) were considered to be visually-evoked 
ensembles.  
Clustering of axonal activity 
We used affinity propagation to cluster axonal activity in layer 1 (Frey and Dueck, 2007). 
This method operates on the pairwise similarity matrix between all pairs of data points, and 
identify the exemplers based on an input preference vector, then automatically determines the 
number of clusters. The preference vector was set to 95% quantile of the similarity matrix here. 
The Matlab module used is available at 





Table 2. Detailed parameters of the optical components used in the microscope. 
Element Manufacture Part number Note 
L1 Throlabs LA1422-B N-BK7 Plano-Convex Lens, Ø1", f = 40.0 mm, AR Coating: 650-1050 nm 
L2 Thorlabs LA1484-B N-BK7 Plano-Convex Lens, Ø1", f = 300.0 mm, AR Coating: 650-1050 nm 
L3 Throlabs LA1725-B N-BK7 Plano-Convex Lens, Ø2", f = 400.0 mm, AR Coating: 650-1050 nm 
L4 Thorlabs LA1050-B N-BK7 Plano-Convex Lens, Ø2", f = 100.0 mm, AR Coating: 650-1050 nm 
L5 Throlabs LA1509-B N-BK7 Plano-Convex Lens, Ø1", f = 100.0 mm, AR Coating: 650-1050 nm 
L6 Thorlabs LA1172-B N-BK7 Plano-Convex Lens, Ø1", f = 400.0 mm, AR Coating: 650-1050 nm 
L7 Throlabs LA1979-B N-BK7 Plano-Convex Lens, Ø2", f = 200.0 mm, AR Coating: 650-1050 nm 
L8 Thorlabs LA1708-B N-BK7 Plano-Convex Lens, Ø1", f = 200.0 mm, AR Coating: 650-1050 nm 
L9 Throlabs LA1484-B N-BK7 Plano-Convex Lens, Ø1", f = 300.0 mm, AR Coating: 650-1050 nm 
L10 Thorlabs LA1050-B N-BK7 Plano-Convex Lens, Ø2", f = 100.0 mm, AR Coating: 650-1050 nm 
offset lens: 
lens #1 Throlabs LA1908-B 
N-BK7 Plano-Convex Lens, Ø1", f = 500.0 mm, AR 
Coating: 650-1050 nm 
offset lens: 
lens #2 Thorlabs LC1120-B 
N-BK7 Plano-Concave Lens, Ø1", f = -100.0 mm, AR 
































Thorlabs LA1050-B N-BK7 Plano-Convex Lens, Ø2", f = 100.0 mm, AR Coating: 650-1050 nm 

















Thorlabs LC1582-B N-BK7 Plano-Concave Lens, Ø1", f = -75.0 mm, AR Coating: 650-1050 nm 
scan lens Olympus  f = 50 mm; from modified Olympus BX51 microscope 
tube lens Olympus  f = 180 mm; from modified Olympus BX51 microscope 
DM1 Thorlabs DMSP1000R reflection >1000 nm, transmission <1000 nm 
DM2 Chroma ET700SP-2P8 NIR-XR reflection <700 nm, transmission >700 nm 
DM3 Chroma T575lpxr (custom made) reflection 430-570 nm, transmission 570-700 nm 
filter1 Chroma ET520/40m bandpass: 520 ± 40 nm 
filter2 Chroma ET630/75m bandpass: 630 ± 75 nm 
ETL Optotune EL-10-30-C-NIR-LD-MV tuning range: -667 to +286 mm 














Chapter 4 - Identification and Targeting of Cortical Ensembles  
 
Background 
The coordinated firing of neuronal populations is considered to be the substrate of 
sensory, behavioral and cognitive functions. Coactive neuronal groups, defined as neuronal 
ensembles, are assumed to generate complex circuit functions  (Buzsáki, 2010; Cossart et al., 
2003; Hebb, 1949; Luczak et al., 2009, 2007; Mao et al., 2001; Miller et al., 2014). Recent 
advances in two-photon calcium imaging and two-photon optogenetics have made it possible to 
simultaneously read and write cortical ensemble activity with single cell resolution in awake 
animals (Carrillo-Reid et al., 2016). However, how the activation of specific groups of neurons 
relates to functional or behavioral changes has been difficult to elucidate, because it requires 
identification of individual neurons that can be targeted during optogenetic experiments.  
Cortical ensembles in primary visual cortex consist of coactive neurons (Cossart et al., 
2003; Ko et al., 2011; Mao et al., 2001; Miller et al., 2014; Yang et al., 2016), forming a network 
structure that can be intuitively characterized with probabilistic graphical models, where nodes 
and edges are biologically meaningful, representing neurons and their functional connections 
respectively. Graph theory techniques have been used in neuroscience to describe the structural 
and functional organization of entire brains (Bullmore and Sporns, 2009). However, such graphs 
are usually constructed with nodes representing brain regions (He et al., 2007), and edges 
representing information flow (Iturria-Medina et al., 2008). For functional analysis, many studies 
have constructed graphs with data from fMRI, EEG and electrode arrays, taking brain regions 
(Achard and Bullmore, 2007; Fair et al., 2008; Hagmann et al., 2008), voxels (Eguíluz et al., 
2005; van den Heuvel et al., 2008; Zuo et al., 2012) or electrode position (Downes et al., 2012) 
84 
 
as nodes, and activity associations such as cross correlation, mutual information and Granger 
causality as edges (Bullmore and Sporns, 2009; Fair et al., 2008; Khazaee et al., 2015; 
Micheloyannis et al., 2009; Wang, 2010). In addition, at the single cell level, graphs have been 
used to describe organizing principles of artificial neural networks (Iturria-Medina et al., 2008; 
Sporns, 2000). Such graphs are usually associated with a restricted set of parameters that 
describe the weight and direction of edges obtained by pairwise metrics, therefore have 
limitations for characterizing changes in overall network dynamics and properties underlying 
population activity. Finally, a few studies have applied graph theory to describe network 
organization in calcium imaging data with single cell resolution in cultures or brain slices 
(Bonifazi et al., 2009; Gururangan et al., 2014; Yatsenko et al., 2015). Nevertheless, these 
methods have been applied only as a descriptive tool that lacks for a model that can be used to 
identify and manipulate with high spatial precision neurons that could have a potential role 
orchestrating the overall network activity in awake animals.  
Here, we exploit probabilistic graphical models to analyze two-photon calcium imaging 
recordings of mouse primary visual cortex. More specifically, we considered Conditional 
Random Field (CRF) models (Sutton and McCallum, 2010), a combination of graph theory and 
probabilistic modeling. CRF is a type of undirected probabilistic graphical model that represents 
the conditional dependency structure in a collection of random variables. We demonstrate that 
CRF allows not only the identification of cortical ensembles associated with different 
experimental and physiological conditions, but also the identification of the neurons that 
potentially have pattern completion ability and are able to recall the entire ensemble upon 
activation. This method opens the possibility of targeting, with single cell precision, neurons 
from specific populations, and to specifically alter microcircuit function. Importantly, different 
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from previously used methods for neuronal ensemble identification, CRF generates a functional 
model of the circuit that can be used to design and explore close-loop behavioral experiments. 
 
Results 
CRF models can encode population responses of visual cortex to oriented stimuli 
CRF models the conditional distribution p(y|x) of a network, where  x represents 
observations and y represents true labels associated with a graphical structure (Sutton and 
McCallum, 2010). Since no assumptions are made on x, CRF can describe the conditional 
distribution with complex dependencies in observation variables associated with a graphical 
structure that is used to constrain the interdependencies between labels. Therefore, CRF has been 
successfully applied in diverse areas such as analysis of texts (Peng et al., 2011), bioinformatics 
(Li et al., 2008; Liu et al., 2006; Sato and Sakakibara, 2005), computer vision (Sminchisescu et 
al., 2006; Xuming He et al., 2004) and natural language processing (Choi et al., 2005; Sutton and 
McCallum, 2010). 
In order to study the network dynamics of cortical ensembles, we constructed CRF 
models using population responses to visual stimuli from layer 2/3 neurons of primary visual 
cortex in awake head-fixed mice (Figure 22A). Population vectors representing the coordinated 
activity of neuronal groups were inferred from calcium imaging recordings (Carrillo-Reid et al., 
2015) and used as training data (Figure 23). We defined nodes as recorded neurons in the graph, 
where each node can be in one of two states: ‘0’ corresponding to non-activity, and ‘1’ 
corresponding to a calcium event. Nodes representing neurons can interact with each other 
through connecting edges, which have four possible configurations ‘00’, ‘01’, ‘10’, and ‘11’, 
depending on the values of two nodes connected by the edge. The two values associated with 
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nodes and the four values associated with edges are characterized by a set of parameters called 
node potentials (two-by-onevectors, (߶଴,߶ଵ) ) and edge potentials (two-by-two matrices, (߶଴଴,߶଴ଵ,߶ଵ଴,߶ଵଵ)) respectively (Figure 22B). These parameters are also known as potential 
functions and reflect the scores of individual values on each node and edge. Using part of the 
observation data (e.g. training data), we estimated the model’s structure (e.g. graph connectivity) 
Figure 22. Classification of visual stimuli from calcium imaging data using CRFs 
(A) Experimental setup: simultaneous two-photon imaging and two-photon optogenetics were performed in layer 
2/3 of primary visual cortex in head fixed freely moving mice. (B) Graphical representation of CRFs. Circles 
represent neurons, squares represent added nodes depicting visual stimuli; shaded nodes (x) represent observed data, 
white nodes (y) represent true states of the neurons, and are connected by edges that indicate their mutual 
dependencies. Node potentials are defined over the two possible states of each node, and edge potentials are defined 
over the four possible states of each existing edge, depending on the state of adjacent nodes. (C) Ratio of log-
likelihood predicting horizontal (top, red) and vertical (bottom, blue) drifting gratings calculated by CRF models. 
Colored stripes indicate visual stimuli. Scale bar: 10 seconds. (D-H) Ratio of log-likelihood (D), decoding AUC (E), 
accuracy (F), precision (G), and recall (H) for two visual stimuli, using the trained CRF models. (n = 3 experiments) 
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and parameters (e.g. the potentials) and then performed cross-validation on held-out data. Once 
the model is learned from the data, the normalized product of the corresponding nodes and edge 
potentials describes the probability distribution of a neuronal population that represents a specific 
activation pattern.  
To integrate information about the external stimulus along with the observed neuronal 
data, we added an additional node for each type of stimulus that was presented to the animal. 
This node was set to ‘1’ when the corresponding stimulus was on and ‘0’ when the stimulus was 
off (Figure 22B). The general properties of CRF models trained with added nodes did not 
significantly differ from CRF models trained without added nodes (Figure 24). In both 
conditions, CRF modeled the conditional probability of network states given the observations. 
Therefore, by treating visual stimuli as artificially added nodes and comparing the output 
likelihood of observing each stimulus, CRF could integrate visual stimuli timing information 
Figure 23. Cortical ensembles as a 
representation of multidimensional 
population vectors 
(A) Schematic representation of 
population vectors. Each point in a 
multidimensional space represents a 
population vector defined by a coactive 
group of neurons. (B) A neuronal 




with the observed data (Figure 22B). In this way, the neurons directly connected to the added 
nodes represent a specific model for different visual stimuli. With the trained CRF model, given 
a population vector with unknown stimulus condition, we could use CRF to decode the visual 
stimuli, simply by comparing the log-likelihood of each added nodes being active in turn. For 
example, given two visual stimuli (e.g. horizontal and vertical drifting gratings), the ratio of the 
likelihood to observe each stimulus, taken from the model, can be used to decode presented 
stimuli (Figure 22C). The decoding performance for each stimulus is similar (Figure 22D-H). 
These results demonstrated that CRF could be used to model the functional properties of 
Figure 24. CRF models with added nodes recapitulate the same properties of baseline CRF models 
(A) Example of CRF graphs of baseline model (no added nodes) and the added node model, trained with the 
same experimental data. Square nodes represent stimulus nodes. Edge color represents strength of node 
potentials (ϕ11); node color represents node strength. Node size represents node degree. Scale bar: 50μm. (B) 
Graph density (p=0.4375 n.s), (C) node strength (p=0.8438 n.s), (D) node degree (p=0.1563 n.s), (E) clustering 
coefficient (p=0.1563 n.s) and (F) centrality (p=0.5625 n.s) values between baseline and added node models (n 




population response to different orientations of drifting gratings, from calcium imaging 
recordings.  
Identification of core ensembles from CRF models 
To identify core ensembles which are as groups of neurons that can efficiently represent 
different physiological functions (Carrillo-Reid et al., 2015; Sadovsky and MacLean, 2014), we 
used the trained CRF model to test the importance of each neuron in coding for each visual 
stimuli. To do so, we set the activity of each neuron in turn to be either ‘1’ or ‘0’, while keeping 
the rest of the population activity the same, and compared the likelihood ratio (log-likelihood 
Figure 25. Identification of core 
neurons in cortical ensembles from 
CRFs 
(A) Schematic representation of core 
ensemble extraction from CRF models 
with added nodes for different visual 
stimuli. The activity of the ith neuron is 
set to ‘1’ or ‘0’ at each frame, and the log 
likelihood p(i,1)m and p(i,0)m of modified 
population vectors is calculated. (B) Log-
likelihood inference and prediction for 
cortical core ensembles representing 
horizontal (top, red) or vertical (bottom, 
blue) drifting gratings. (C) Graphical 
representation of node strength. (D) 
Cortical ensembles for two visual stimuli 
are identified by high AUC and high 
node strength (top right quadrant). 
Confidence levels were defined from 
CRF models of shuffled data (grey bars). 





difference) from the inferred CRF models (Figure 25A). Then, we calculated how likely each 
single neuron fires in correspondence to each stimulus by binarizing the log-probability 
difference (Figure 25B), and calculating the area under the curve (AUC) from the standard 
receiver operating characteristic (ROC) curve. Additionally, since cortical core ensembles also 
have concomitant activity, we computed the node strength from the trained graph as the 
summation of edge potentials from active adjacent nodes (߶ଵଵ terms). In this way, high node 
strength represents recurrent coactive groups of neurons, whereas low node strength represents 
functionally weakly connected neurons (Figure 25C). Finally, through a threshold estimated 
from shuffled data, we defined each cortical core ensemble as a group of neurons that can be 
used to predict each visual stimulus with higher performance (AUC) and have high node strength 
(Figure 25D).  
We wonder if the identified ensembles simply represent neurons with high orientation 
selectivity (OSI). However, although groups of neurons with high OSI show similar decoding 
performance with CRF ensembles (Figure 26A-E; AUC 0.9341 ± 0.0087, p>0.05; accuracy 
0.9217 ± 0.0136, p<0.001; precision 0.8353 ± 0.0343, p<0.001; recall 0.8650 ± 0.0294, p>0.05; 
n = 6 mice, 20 ensembles, Wilcoxon rank sum test), these two groups are only partially 
overlapping (Figure 26F, 26H). The ensemble neurons identified with CRFs were composed of a 
mixed population of cells with high OSI (42.34% ± 17.16% [S.D.]) and cells with low OSI 
(Figure 26F, 26H), indicating that the core neurons from cortical ensembles identified by CRF 
are not simply orientation selective cells. The percentage from the whole population of neurons 
from high OSI ensembles (Figure 26G) was not significantly different from population vectors 
defined by CRFs core ensembles (CRF: 11.43% ± 0.95%; OSI: 12.65% ± 2.26%, p>0.05; n = 6 
mice, 20 ensembles, Wilcoxon rank sum test). 
91 
 
To demonstrate the generalization ability of our method, we analyzed publically open 
datasets (available at http://observatory.brain-map.org/visualcoding/) with two photon calcium 
Figure 26. Classification performance between CRF core ensembles and high OSI cells 
(A) ROC curves of classification performance between CRF core ensembles (orange) and high OSI cells 
(grey). Dashed line represent random performance. (B) AUC (p=0.9461 n.s), (C) accuracy (p=0.0001***), (D) 
precision (p=0.0002***) and (E) recall (p=0.3104 n.s) of classification performance for CRF core ensembles 
(orange) and high OSI cells (grey). (F) Percentage of shared neurons between CRF core ensembles and high 
OSI cells. (G) Percentage from the total population size of CRF core ensemble neurons and high OSI cells 
(p=0.5075 n.s). (H) Spatial maps of CRF core neurons (orange) and high OSI cells (grey). Circles represent 
neurons of horizontal (left) and vertical (right) visual stimuli, respectively. Neurons shared between CRF and 
high OSI cells are represented by orange dots circled by grey. Scale bar: 50μm. Data presented as box and 
whisker plots displaying median and interquartile ranges (n = 6 mice, 20 ensembles; Wilcoxon rank sum test). 
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imaging data from layer 2/3 of primary visual cortex consisting in several visual stimuli types 
with different experimental settings. Cortical core ensembles extracted from CRF models were 
able to predict several different orientations from visual stimuli in layer 2/3 of primary visual 
Figure 27. Cortical core ensembles have better predictive performance at low temporal frequencies 
(A) Temporal course of core ensembles identified by CRF models. Colored stripes in background indicate 
different visual stimuli. Scale bar: 200 frames. (B) ROC curves of core ensembles predicting different 
temporal frequencies (TF: 1, 2, 4, 8 and 15 Hz). Dashed line represents random classification performance. (C) 
AUC for different TFs (classification AUC: TF1 = 0.9129 ± 0.0134, TF2 = 0.8973 ± 0.0141, TF4 = 0.8063 ± 
0.0226, TF8 = 0.7045 ± 0.0262, TF15 = 0.6517 ± 0.0171; p1,2=0.4249 n.s; p1,4=0.0003***; p1,8=2.9598e-07***; 
p1,15=6.7956e-08***). Note that cortical ensembles have better prediction performance for low TFs. (D) 
Preferred orientation selectivity of core cortical ensembles for TF=1Hz. The radius of each circle depicts AUC 
values from zero (center) to 1 (border). Dotted inner circles represent random performance (AUC=0.5). Data 
presented as box and whisker plots displaying median and interquartile ranges (n = 5 mice, 20 ensembles; 




cortex (Figure 27A). Moreover, cortical core ensembles revealed that classification performance 
to different drifting-gratings was significantly better for lower temporal frequencies, as measured 
by ROC curves and AUC values (Figure 27B-D; classification AUC: AUCTF=1 = 0.9129 ± 
0.0134, AUCTF=2 = 0.8973 ± 0.0141, AUCTF=4 = 0.8063 ± 0.0226, AUCTF=8 = 0.7045 ± 0.0262, 
AUCTF=15 = 0.6517 ± 0.0171; p1,4<0.01, p1,8, p1,15<0.001; n = 5 animals, 20 ensembles; Wilcoxon 
rank sum test).  
Efficiency of cortical core ensembles 
 We next investigated whether core ensembles were optimal for decoding visual stimuli. 
To do so, we randomly shuffled population vectors containing the core neurons by adding or 
removing elements from the group, and examined the stimulus decoding performance. The 
similarity function and decoding performance had a maximum value when the size of core 
ensembles was unchanged (Figure 28A-C; similarity: 0.2887 ± 0.0926 [S.D.]; AUC 0.9383 ± 
0.0333). We also calculated three standard measurements from the number of true positives (TP), 
true negatives (TN), false positives (FP) and false negatives (FN): accuracy, defined as 
(TP+TN)/(TP+TN+FP+FN); precision, defined as TP/(TP+FP); and recall, defined as 
TP/(TP+FN). Using these metrics, we demonstrated that core ensembles achieve the best 
accuracy, precision and recall when decoding visual stimuli, compared with resized ensembles 
(Figure 29A-C; accuracy: 0.8367 ± 0.0623, precision: 0.6175 ± 0.1752, recall: 0.9067 ± 0.0717). 
These results showed that cortical core ensembles extracted from CRFs represent an efficient 
population to decode external visual stimuli.  
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We then investigated whether such core ensembles are a specific non-random subgroup. 
To answer this, we randomly sampled a subset from all the population of neurons ranging from 
10% to 190% of the total size of core ensembles. We observed that the decoding performance 
from random groups of neurons was significantly lower than the core ensembles extracted from 
CRF models (Figure 28D-F; Figure 29D-F; similarity: 0.1985 ± 0.0590 [S.D.], AUC: 0.5029 ± 
0.0616, accuracy: 0.6906 ± 0.0671, precision: 0.2570 ± 0.1756, recall: 0.3617 ± 0.1027), 
Figure 28. Efficacy of cortical core ensembles 
(A) Cosine similarity and (B) AUC values from core ensembles extracted from CRFs that have been randomly 
down-sampled or up-sampled (orange). Black triangle indicates the original core ensemble size. Note that 
randomly removing or adding elements from the core ensemble decreases the ability to predict visual stimuli. (C) 
ROC curves of randomly down-sampled or up-sampled core ensembles. Line color represents the size of 
ensembles as a ratio with the original core ensemble size. (D) Cosine similarity and (E) AUC values from 
randomly sampled neuronal groups. (F) ROC curves of randomly sampled neuronal groups. (n=6 mice, 20 




indicating that cortical core ensembles achieved higher decoding performance than random sets 
of neurons. 
Identification of neurons with pattern completion capability using CRFs models 
One major advantage of CRFs is their ability to construct graphical models that capture 
network properties that could be used to target individual neurons. We therefore decided to 
exploit this advantage by targeting neurons with optogenetics in order to alter circuit function. It 
has been shown that the repetitive activation of an identified neuronal population with two-
photon optogenetics imprints an artificial cortical ensemble that can be recalled later on by 
activating specific members of the ensemble (Carrillo-Reid et al., 2016). Since CRF can be used 
to identify core neurons from cortical ensembles evoked by visual stimuli, in the case of 
artificially imprinted cortical ensembles core neurons extracted from CRF could represent 
Figure 29. Core ensembles from 
CRF have the highest 
classification performance for 
visual stimuli 
(A) Accuracy, (B) precision and (C) 
recall for classification performance 
from randomly down-sampled or 
up-sampled CRF core ensembles. 
(D) Accuracy, (E) precision and (F) 
recall for classification performance 
from randomly chosen ensembles. 
Data presented as box and whisker 
plots displaying median and 
interquartile ranges (n = 6 mice; 
Wilcoxon rank sum test). 
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neurons with pattern completion capability. In order to investigate that, we constructed CRF 
model from population activity during whole-field optogenetic activation of the imprinted 
ensemble (Figure 30A). We identified neurons with high node strength and high AUC values 
within the imprinted ensemble, and hypothesized that those neurons are the potential pattern 
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completion neurons (Figure 30B, 30D-E). As a proof of principle, we used simultaneous two-
photon imaging and two-photon optogenetic experiments with single cell resolution to activate 
identified core neurons. Optogenetic activation of an example identified neuron (AUC: 0.8397 ± 
0.0361; node strength: -0.1405 ± 0.0770) was able to evoke pattern completion of artificially 
imprinted ensembles, whereas single cell stimulation an example of neuron with low node 
strength or low AUC values (AUC: 0.5680 ± 0.0292; node strength: -1.0332 ± 0.0573) was 
unable to recall artificially imprinted cortical ensemble (Figure 30C-E). These experiments 
support the hypothesis that neurons with pattern completion capability have high functional 
connectivity with other members of artificially imprinted cortical ensembles (Carrillo-Reid et al., 
2016). 
Figure 30. High-ranked neurons from CRF models have pattern completion capability 
(A) CRF graphical model from simultaneous two-photon imaging and two-photon optogenetic single cell 
stimulation after imprinting protocol. Squares depict added nodes representing stimulation trials from 6 different 
neurons. Edge color tone represents edge potential strength (ϕ11); node color represents node strength. Scale bar: 
50μm. (B) High-ranked neurons (red) with pattern completion capability defined by AUC values and node strength. 
AUC values were calculated by predicting the photostimulation time of targeted neurons with single cell resolution 
using the cosine similarity function of core ensemble population vector from imprinted ensemble. Neurons with 
pattern completion capability are depicted in red. Neurons without pattern completion capability are depicted in 
blue. Dashed line and grey region represent random groups of neurons. (C) Example of recalled patterns upon 
optogenetically activate a high-rank neuron and a non-high-rank neuron. Neurons with red contour belong to the 
imprinted ensemble; stimulated neurons are filled with red; recalled neurons over trials are filled with light red. (D) 
AUC values (p=0.0357*) and (E) node strength (p=0.0357*) of neurons with (red) and without (blue) pattern 
completion capability inferred with CRF graphical models. Note that two-photon optogenetic photostimulation of 
high-ranked neurons (red) was able to recall imprinted ensembles whereas single cell stimulation of non-high-
ranked neurons (blue) was not able to induce pattern completion of imprinted ensembles. Data presented as box and 
whisker plots displaying median and interquartile ranges (Wilcoxon rank sum test). 
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CRF models reveal the reconfiguration of cortical microcircuits 
Since CRF models provide a graph structure built upon the functional imaging of 
neuronal populations, CRF models could potentially be used to capture network changes in 
cortical ensembles under different experimental conditions. To test this, we compared CRF 
models trained from data before and after repetitive two-photon activation of a group of neurons 
(Figure 31A), which alters network activity by building new coactive ensembles (Carrillo-Reid 
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et al., 2016). To visualize network changes, we constructed isomorphic graphs from the CRF 
models and arranged them in a circular visualization before and after optogenetic manipulation 
(Figure 31B). After the artificial ensemble was imprinted, we observed that neurons with pattern 
completion capability increased their predictive performance and node strength (Figure 31C; 
stimulated neuron: node strength increased from -0.1539 to 0.1609, AUC increased from 0.5234 
to 0.7447). This demonstrated as proof of principle that CRF models can be used to study 
network of specific neurons and those very CRFs can also be used to target single neurons that 
play a key role in the computational properties of cortical microcircuits. Interestingly, for non-
photostimulated neurons, the graph properties of CRFs before and after population 
photostimulation remained stable (Figure 31D-G) suggesting that imprinted ensembles have been 
added to cortical microcircuits while preserving a balance with the overall network structure.  
 
Figure 31. Reconfiguration of cortical microcircuits by two-photon optogenetic stimulation 
(A) Graphical models obtained using CRFs from simultaneous two-photon imaging and two-photon optogenetic 
stimulation of a neuron with pattern completion capability before (left) and after (right) two-photon optogenetic 
ensemble imprinting. Square on bottom left represents added node for optogenetic stimuli. Edge color tone 
represents edge potential strength (ϕ11); node color represents node strength. Node size represents node degree. 
Scale bar: 50μm. B. Rearranged graphs of CRFs models before (pre) and after (post) ensemble imprinting. Blue 
neurons were stimulated with two-photon optogenetics (60 trials; 4Hz). Connections between photostimulated 
neurons are shown in blue. Red dot represents stimulated neuron (arrow). C. Node strength and AUC values showed 
network changes of neurons with pattern completion capability. The stimulated neuron is represented in red before 
(left) and after (right) ensemble imprinting. Confidence levels calculated from random data are depicted by grey 
bars. (D-G) (D) Node strength (p=0.9733 n.s), (E) node degree (p=0.2921 n.s), (F) clustering coefficients (p=0.7022 
n.s) and (G) centrality (p=0.4225 n.s) values of non-ensemble neurons. Note that the whole network remains stable 





Machine learning analysis of functional connectivity in cortical microcircuits  
In this study, we provide a novel tool for the identification and targeting of key members 
of cortical ensembles from population calcium imaging of mouse primary visual cortex in vivo 
using conditional random field (CRF), a type of probabilistic graphical models. As opposed to 
traditional descriptive approaches for neuronal ensemble identification and network analyses 
based on correlations between pairs of neurons, machine learning-based graphical methods 
represent an empirically grounded approach to create models that aim to capture the functional 
structure of neuronal circuits, and provide information about the network properties of individual 
neurons within a population.  
In the past decades, graph theory has been applied to characterize the structure and 
function of neuronal networks (Achard and Bullmore, 2007; Bettencourt et al., 2007; Chiang et 
al., 2016; Downes et al., 2012; Fair et al., 2008; Hagmann et al., 2008; Iturria-Medina et al., 
2008; Yu et al., 2008; Zuo et al., 2012). While most of these studies operated on functional 
recordings across multiple brain regions (Achard and Bullmore, 2007; Chiang et al., 2016; Fair 
et al., 2008; Hinne et al., 2013; Zuo et al., 2012), only a few have focused on the general network 
properties of cortical circuits with recordings from single neurons (Bonifazi et al., 2009; 
Sadovsky and MacLean, 2014; Stetter et al., 2012; Yatsenko et al., 2015). The majority of 
methods applied to infer network properties in brain slices (Cossart et al., 2003; Ikegaya et al., 
2005; Mao et al., 2001; Sadovsky and MacLean, 2014; Stetter et al., 2012) or in vivo (Yatsenko 
et al., 2015) operate on the correlation matrix, and aim to recover the functional dependencies 
between observed neurons. However, these methods are model-free, therefore are incapable of 
describing the overall network dynamics based on the probability distribution of neuronal 
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ensembles. Our method provides an alternative by directly modeling the statistical dependencies 
of each neuron. The generation of a graphical model of the circuit has obvious advantages, since 
it provides a direct link to its functional connectivity structure, enabling the design of close-loop 
experiments to target core neurons during behavioral tasks.  
CRF models can identify neuronal ensembles 
Compared with generative models such as hidden Markov models that make assumptions 
on the dependencies between all the observed variables from the model, CRF only models the 
hidden system states dependent on observed features. Since no independence assumptions are 
made between observed variables, CRF avoids potential errors introduced by unobserved 
common inputs. Additionally, given the finite number of network states described by population 
activity, the conditional distribution is sufficient for making predictions, both for the population 
state and for identifying core neurons in each state. Compared with other discriminative finite-
state models such as Maximum Entropy Markov Models (MEMM), CRF uses global normalizers 
to overcome the local bias in MEMM induced by local normalizers, and have been shown to 
achieve higher accuracy in diverse applications (Sutton and McCallum, 2010). Therefore, CRF 
appears to be promising for modeling cortical functional connectivity and for identifying core 
ensembles that could be easily manipulated by two-photon optogenetics. 
The computational difficulty in constructing CRF models lies in recovering the global 
normalizer (the partition function) and gradients of global normalizer. With an arbitrary graph 
structure, this problem is often intractable. But recent advances that combines Bethe free energy 
approximation and Frank-Wolfe methods for inference and learning model parameters allow fast 
and relatively accurate construction of cyclic CRF (Tang et al., 2016). Thus, CRF can in 
principle be applied to datasets with thousands of interconnected neurons. However, for datasets 
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with more neurons (and therefore more random variables and larger networks), CRF (like most 
machine learning approaches) would require an increasingly large number of samples in the 
training dataset.  
Advantages and limitations 
The key advantage of CRF models is their ability to model the circuit explicitly, in a 
manner than can be used for targeted manipulation. In visual cortex, non-targeted electrical 
stimulation has been used for decades as an attempt to provide useful visual sensations to 
patients that have lost the functionality of their eyes (Brindley and Lewin, 1968). The sensations 
produced by electrical stimulation of the visual cortex were termed phosphenes since they 
represented bright spots. To improve prostheses, one could in principle train patients using 
devices with a large number of electrodes (Shepherd et al., 2013). Our results suggest that after a 
given network have been imprinted (Carrillo-Reid et al., 2016), the identification of neurons with 
pattern completion capability could be used to reduce the number of active points that require 
stimulation and pinpoint them with surgical accuracy. The further development of network 
models based on population activity that can predict a given set of features embedded in visual 
stimuli will be crucial for the efficient manipulation of cortical ensembles.  
We previously showed that population vectors defining a group (i.e. a cortical ensemble) 
can be extracted from multidimensional arrays by performing singular value decomposition 
(SVD) (Carrillo-Reid et al., 2015). Although SVD can identify cortical ensembles reliably, it 
lacks a structured graphical model that allows the systematic study of changes in network 
properties.  
One limitation for the current CRF learning algorithms is the computation of a sparse 
graph structure which is less prone to over-fitting of the data. Certainly, due to some modeling 
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assumptions, computational considerations and the finiteness of training data, the learned 
graphical structure and parameters may not be the globally best probabilistic model of the data. 
However, it is recovered efficiently rather than requiring an exhaustive and unrealistic 
exploration of all possible structures and parameter combinations. Additionally, approximations 
during the parameter learning step can sometimes compromise the global optimality guarantees.  
Finally, it has been shown that the connectivity of diverse systems described by graphs 
with complex topologies follow a scale-free power-law distribution (Barabasi and Albert, 1999). 
Scale-free networks are characterized by the existence of a small subset of nodes with high 
connectivity (Carrillo-Reid et al., 2015). Similarly, cortical core ensembles described by CRF 
could be characterized by a subset of neurons with strong synaptic connections. The existence of 
neurons with pattern completion capability has been demonstrated in previous studies where 
perturbing the activity of single neurons was able to change the overall network dynamics 
(Bonifazi et al., 2009; Carrillo-Reid et al., 2016; Hagmann et al., 2008). However, the efficient 
identification of such neurons from network models that capture the overall properties of 
neuronal microcircuits was lacking.  
Our results suggest that the structural and predictive parameters defined by CRF models 
could be used in the design of closed-loop experiments with single cell resolution to investigate 




Animals and surgery 
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All experimental procedures were carried out in accordance with the US National 
Institutes of Health and Columbia University Institutional Animal Care and Use Committee and 
have been described previously (Carrillo-Reid et al., 2016). Briefly, simultaneous two-photon 
imaging and two-photon optogenetic experiments were performed on C57BL/6 male mice. Virus 
AAV1-syn-GCaMP6s-WPRE-SV40 and AVVdj-CaMKIIa-C1V1(E162T)-TS-P2A-mCherry-
WPRE were injected simultaneously into layer 2/3 of left primary visual cortex (2.5 mm lateral 
and 0.3 mm anterior from the lambda, 200 μm from pia). After 3 weeks mice were anesthetized 
with isoflurane (1-2%) and a titanium head plate was attached to the skull using dental cement. 
Dexamethasone sodium phosphate (2 mg/kg) and enrofloxacin (4.47 mg/kg) were administered 
subcutaneously. Carprofen (5 mg/kg) was administered intraperitoneally. After surgery animals 
received carprofen injections for 2 days as post-operative pain medication. A reinforced thinned 
skull window for chronic imaging (2 mm in diameter) was made above the injection site using a 
dental drill. A 3-mm circular glass coverslip was placed and sealed using a cyanoacrylate 
adhesive. Imaging experiments were performed 7~28 days after head plate fixation. During 
recording sessions mouse is awake (head fixed) and can move freely on a circular treadmill.  
Visual Stimulation 
Visual stimuli were generated using MATLAB Psychophysics Toolbox and displayed on 
a LCD monitor positioned 15 cm from the right eye at 45° to the long axis of the animal. 
Population activity corresponding to two-photon stimulation of targeted neurons in layer 2/3 of 
visual cortex was recorded with the monitor displaying a gray screen with mean luminescence 
similar to drifting-gratings. The imaging setup and the objective were completely enclosed with 
blackout fabric and a black electrical tape. Visual stimuli consisted of full-field sine wave 
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drifting-gratings (100% contrast, 0.035 cycles/°, 2 cycles/sec) drifting in two orthogonal 
directions presented for 4 sec, followed by 6 sec of mean luminescence. 
Simultaneous two-photon calcium imaging and photostimulation 
Two-photon imaging and optogenetic photostimulation were performed with two 
different femtosecond-pulsed lasers attached to a commercial microscope. An imaging laser (λ = 
940 nm) was used to excite a genetically encoded calcium indicator (GCaMP6s) while a 
photostimulation laser (λ = 1064 nm) was used to excite a red shifted opsin (C1V1) that 
preferentially responds to longer wavelengths (Packer et al., 2012). The two laser beams on the 
sample are individually controlled by two independent sets of galvanometric scanning mirrors. 
The imaged field of view was ~240X240 μm (25X NA 1.05 XLPlan N objective), comprising 
60-100 neurons. We adjusted the power and duration of photostimulation such that the amplitude 
of calcium transients evoked by C1V1 activation mimic the amplitude of calcium transients 
evoked by visual stimulation with drifting-gratings. Single cell photostimulation was performed 
with a spiral pattern delivered from the center of the cell to the boundaries of the soma at 0.001 
pix/ s for one second (Carrillo-Reid et al., 2016).   
Image processing 
Image processing was performed with Image J (v.1.42q, National Institutes of Health) 
and custom made programs written in MATLAB as previously described. Acquired images were 
processed to correct motion artifacts using TurboReg. Neuronal contours were automatically 
identified using independent component analysis and image segmentation (Mukamel et al., 2009). 
Calcium transients were computed as changes in fluorescence: (Fi – Fo)/Fo, where Fi denotes the 
fluorescence intensity at any frame and Fo denotes the basal fluorescence of each neuron. Spikes 
were inferred from the gradient (first time derivative) of calcium signals with a threshold of 3 
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S.D. above noise level. We constructed an N x F binary matrix, where N denotes the number of 
active neurons and F represents the total number of frames for each movie. Peaks of synchronous 
activity describe population vectors.  
Population vectors 
We constructed multidimensional population vectors that represent the simultaneous 
activation of different neurons, only high activity frames were used. An activity threshold was 
determined by generating 1000 shuffled raster plots and comparing the distribution of the 
random peaks against the peaks of synchrony observed in the real data (Shmiel et al., 2006). We 
tested the significance of population vectors against the null hypothesis that the synchronous 
firing of neuronal pools is given by a random process (Carrillo-Reid et al., 2015; Shmiel et al., 
2006). Such population vectors can be used to describe the network activity as a function of time 
(Brown et al., 2005; Carrillo-Reid et al., 2008; Sasaki et al., 2007; Stopfer et al., 2003; Tiesinga 
et al., 2003). The number of dimensions for each experiment is given by the total number of 
active cells. The similarity index between a pair of vectors is then defined by their normalized 
inner product (Carrillo-Reid et al., 2008; Sasaki et al., 2007; Tiesinga et al., 2003), which 
represents the cosine of the angle between two vectors. Neuronal ensembles are defined by the 
concomitant firing of neuronal groups at different times.  
Allen Institute Brain Observatory dataset 
To demonstrate the general applicability of our approach we analyzed a publicly 
available dataset from the Allen Brain Observatory (http://observatory.brain-
map.org/visualcoding) along with the SDK for extracting fluorescence and dF/F 
(http://alleninstitute.github.io/AllenSDK/) by Allen Institute of Brain Science. Spikes were 
detected by first low-pass filtering the dF/F traces, then a threshold of 5 S.D. above noise level 
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on the first derivative of filtered dF/F. The experiments IDs used are: 511507650, 511509529, 
511510650, 511510670, and 511510855.  
Conditional Random Fields 
We constructed Conditional Random Field (CRF) models as previously published (Tang et al., 
2016), using indicator feature vectors ࢞ = [ݔଵ, ݔଶ, … , ݔெ],	where ݔ௠ ∈ ࣲ , for each edge and 
node, and target binary population activity vectors ࢟ = [ݕଵ,ݕଶ, … ,ݕெ], where ݕ௠ ∈ ࣳ, for ܯ 
samples (time points). For each sample, the conditional probability can be expressed as: 
݌(ݕ௠|ݔ௠;ߠ) = 	exp	(〈߶(ݔ௠ ,ݕ௠),ߠ〉)
ܼ(ݔ௠;ߠ)  
where ߶ is a vector of sufficient statistics of the distribution expressed in log-linear form, ߠ is a 
vector of parameters, and ܼ is the partition function: 
ܼ(ݔ௠;ߠ) = ෍ exp	(〈߶(ݔ௠ ,ݕ), ߠ〉)
௬∈ࣳ
 
The conditional probability can be factored over a graph structure ܩ = (ܸ,ࣛ), where ܸ is the 
collection of nodes representing observation variables and target variables, and ࣛ  is the 
collection of subsets of ܸ. The conditional dependencies can be then written as 
 ݌(ܻ|ܺ; ߠ) = exp	(∑ ߠ௜߶௜(ܺ, ௜ܻ)௜∈௏ + ∑ ߠఈ߶ఈ(ܺ, ఈܻ)ఈ∈ࣛ
ܼ(ܺ;ߠ)  (1) 
This model is a generalized version of Ising models, which have been previously applied to 
model neuronal networks (Yu et al., 2008). The log-likelihood of each observation can be then 
written as: 
 ℓ(ߠ;ܺ௠ ,ܻ௠) = 〈߶(ܺ௠ ,ܻ௠), ߠ〉 − logܼ(ܺ௠). (2) 
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Given the inferred binary spikes from raw imaging data, we construct a CRF model by two steps: 
(1) structure learning, and (2) parameter learning. For structure learning, we learned a graph 
structure using ℓଵ-regularized neighborhood-based logistic regression (Ravikumar et al., 2010): min
ఏ\ೝ {ℓ(ߠ;ݔ) + ߣ௦ฮߠ\௥ฮଵ}, 
where 
ℓ(ߠ; ݔ) = − 1݊෍ log exp(2ݔ௥∑ ߠ௥௧ݔ௧௧∈௏\௥ )exp(2ݔ௥ ∑ ߠ௥௧ݔ௧௧∈௏\௥ ) + 1௡
௜ୀଵ
	 
ߠ\௥ = {ߠ௥௨ ,ݑ ∈ ܸ\ݎ}. 
Here ߣ௦ is a regularization parameter that controls the sparsity (or conversely, the density) of the 
constructed graph structure. The final graph structure is obtained by thresholding the edge 
potentials with a given density preference ݀ . Edges with potential values within the top ݀ 
quantile are kept as the final structure. It is worth noting that although ݀ could bias the result, 
varying ݀  does not lead to density values that differ much. This is because of the sparsity 
induced by the ℓଵ regularizer. 
Based on the learned structure, we use the Bethe approximation to approximate the 
partition function, and iterative Frank-Wolfe methods to perform parameter estimation by 
maximizing the log-likelihood of the observations (equation 2) with a quadratic regularizer 
(Tang et al., 2016): 
ℓ(ߠ;ܺ,ܻ) = ෍ ℓ(ߠ;ܺ௠ ,ܻ௠) − ߣ௣2 ‖ߠ‖ଶெ
௠ୀଵ
 
Here ߣ௣ is a regularization that controls the learnt parameters and helps preventing over-fitting. 
Cross-validation was done to find the best ߣ௦, ݀ and ߣ௣ via held out model likelihood. We varied 
ߣ௦ with 6 values between 0.002 and 0.5, d with 6 values between 0.25 and 0.3, and ߣ௣ with 5 
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values between 10 and 10000, all sampled uniformly. To obtain the best model parameters, 90% 
data were used for training, while 10% data were withheld for cross-validation. The best model 
parameters were determined by calculating the likelihood of the withheld data and selecting the 
parameter set with a locally maximum likelihood in the parameter space. 
Node strength 
We define the node strength as the sum of the ‘11’ term of edge potentials from all 
connecting edges: 
ݏ(݅) = ෍ ߶ଵଵ(݅, ݆)ேಶ(௜)
௝ୀଵ
.	 
Here ாܰ(݅) denotes the number of connecting edges for node ݅. The defined node strength 
reflects the importance of a given cell in co-activating with other cells. 
Shuffling method 
To generate shuffled models, we first randomize the spike raster matrices while 
preserving the activity per cell and per frame. Then, we trained CRF models using the shuffled 
spike matrices, with the cross-validated ߣ௦, ݀ and ߣ௣ from the real model. This procedure is 
repeated 100 times. Random level of node strength is determined by mean ± S.D. of mean node 
strengths from all shuffled models. 
Identifying the most representative cortical ensembles 
To find the most representative cortical ensembles for each condition, we iterate through 
all the neurons and identify their contribution in predicting the stimulus conditions in the 
population. To this end, for the ݅୲୦ neuron in population, we set its activity to be ‘1’ and ‘0’ in 
turn, in all ܯ frames. With the two resulting population vectors in the ݉୲୦ frame among all 
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samples, we calculate the log-probability of them coming from the trained CRF model using 
equation (1): 
݌௜,ଵ௠ = ݌൫ݕ௠หݔ\௜௠ ,ݔ௜௠ = 1;ߠ൯, 
݌௜,଴௠ = ݌൫ݕ௠หݔ\௜௠ ,ݔ௜௠ = 0;ߠ൯. 
Then, we computed the log likelihood ratio: 
݈௜,ଵି଴ = ൛log	(݌௜,ଵ௠ ) − log	(݌௜,଴௠ )ൟ,݉ = 1, … ,ܯ 
and calculated the standard receiver operating characteristic (ROC) curve with the ground truth 
as the timing of each presented visual stimuli. The prediction ability of all nodes for all presented 
stimuli is then represented by an area under curve (AUC) matrix ܣ, where ܣ௜,௦ represents the 
AUC value of node ݅ predicting stimulus ݀. Additionally, we calculated the node strength ܵ ={ݏ௜} of each neuron in the CRF model. 
We then computed prediction AUC ܣ௥ and node strength ܵ௥ of each node from 100 CRF 
models trained on shuffled data. The final core ensemble for stimulus ݀ is defined as: {݅|ܣ௜,௦ >mean(ܣ௦௥) + std(ܣ௦௥), ௜ܵ > mean(ܵ௥) + std(ܵ௥)}. 
Graph properties 
Given the adjacency matrix ܣ = (ܽ௩,௧) where ܽ௩,௧ = 1 if node ݒ is linked to node ݐ, we 
investigated the following graph properties: graph density, node degree, local clustering 
coefficient, and eigenvector centrality.  
Graph density is calculated as the number of existing edges divided by the number of 
total possible edges:  
݀ = ∑ ܽ௩,௧௩௧
௏ܰ( ௏ܰ − 1)/2 
where NV is the number of vertices in the graph. 
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Node degree is defined for node ݒ as the number of edges connected to it:  deg(ݒ) = ∑ ܽ௩,௧௧ . 
Local clustering coefficient is defined for each node as the fraction edges connected to it 
over the total number of possible edges between the node's neighbors (nodes that have a direct 
connection with it).  




This can be written in the form of eigenvector equation: Ax = ߣx 
Solving the above equation gives a set of eigenvalues ߣ and associated eigenvectors. The ݒ௧௛  
entry of the eigenvector associated with the largest ߣ gives the eigenvector centrality for the ݒ௧௛  
node. 
Statistical Analysis 
CRF models were trained using the Columbia Yeti shared HPC cluster. MATLAB 
R2016a (MathWorks) was used for data analysis. Statistical details of each specific experiment 
can be found in figure legends. All numbers in the text and figure legends denote mean ± S.E.M. 
unless otherwise indicated. 
Resource Availability 




Chapter 5 - Conclusions and Future Perspectives 
 
In this thesis, I discussed three methods concerning computational behavior analysis, 
volumetric two-photon calcium imaging and neuronal ensemble identification. Each of these 
projects, from different angles and with different animal models, provides both methodological 
advancements and some biological implications in the system. 
In Chapter 2, using Hydra as an emerging model for whole-nervous-system calcium 
imaging, we have developed a novel machine learning method to identify and classify freely-
moving behaviors, using state-of-the-art computer vision approaches. We established the first 
fully-annotated Hydra behavior dataset, accurately classified behavior types from videos, and 
discovered both annotated and unannotated behavior types with unsupervised learning methods. 
We further applied this method, and discovered that Hydra exhibit robust behavior statistics 
under various physiological and environmental conditions. To our knowledge, such a 
comprehensive analysis of the behavior of one animal has not been done. Our work thus 
represents the first effort towards a computational ethology in Hydra, and lays the foundation for 
probing the principles of how an early nervous system computes and regulates behaviors. On top 
of novel analysis techniques, we discovered a surprising stability in the expression of different 
behaviors. Like an Energizer Bunny, Hydra seems to behave the same, regardless of 
environmental conditions. This stability may reflect a homeostatic regulation and control of its 
neural circuits, where computational explorations find a rich variety of mechanisms that all 
converge on a similar circuit output. 
As a Cnidarian, Hydra provides many advantages for imaging the activity of its entire 
nervous system: they are small, transparent, primitive, and their nerve net is sparse. Hydra also 
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represents one of the earliest nervous systems, so it can provide, as a basal metazoan, an 
important evolutional perspective on the structure and function of neural circuits. Also, as we 
show here, Hydra have a simple yet relatively rich behavior repertoire. Although Hydra has been 
a model organism for over two centuries, the studies of Hydra behavior have been descriptive 
and limited by the amount of data that can be processed by human annotation. Our work with the 
modern computer vision tools allows, for the first time, large-scale quantitative studies of Hydra 
behaviors that reveals the behavior characteristics at the root of the evolutionary tree of nervous 
systems, and provides a functional reference for neural imaging, making it important for the 
overall neuroscience community. But, in addition, different from behavior analysis approaches 
for worms, flies, fish and mice developed previously, our method does not rely on the exact 
shape or appearance of the animal, but rather captures motion and shape statistics. Therefore, it 
could potentially be well generalized to all animal models. 
The future of behavioral studies appears to be a computational one. On one hand, 
computational behavioral analysis could facilitate unbiased high-throughput behavioral studies 
combined with genetic screens, enabling the discovery of links between genetic features, 
neuronal activity and output behaviors (Anderson and Perona, 2014; Brown et al., 2013; 
Vogelstein et al., 2014). On the other hand, combined with functional recording of the nervous 
system, it helps understanding behavior and the underlying neural circuits at both fine single-trial 
and coarse scales (Kato et al., 2015). Computational behavioral analysis could also facilitate 
discovery and characterization of new behavioral paradigms of model organisms, expanding the 
current repertoire of studied behavior under laboratory conditions. In all aspects, future appears 
exciting with the emerging field of computational ethology.  
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In Chapter 3, with the goal of studying neuronal dynamics in vivo from large populations 
in three-dimension, we have developed a novel fast volumetric two-photon imaging technique, 
combining wavelength multiplexing and fast z-scan approaches. We extended the two-
dimensional two-photon imaging technique into three-dimensional volumes, while still 
maintaining single-cell and high temporal resolution. We implemented volumetric imaging 
through a new multiplexing strategy, taking advantage of the recently expanded toolbox of 
calcium indicators with different excitation and emission wavelength (that is, different colors). 
Using our technique, we could image the activity of cortical neurons from layers 2 to 5 in awake 
mice, covering 10 planes at a rate of 10 volumes per second. This technique allows us to, for the 
first time, to analyze neuronal ensemble dynamics from across multiple cortical layers, in three-
dimensional structures. We demonstrated a lack of columnar correlations in orientation responses, 
resolving the controversy in the literature about the potential existence of clonal “mini columns” 
in the cortex. We also showed how, with volumetric imaging, one can detect correlations across 
cortical layers with are missing from sequential imaging, due to fluctuations in trial to trail 
ongoing activity. Finally, we further demonstrate that our technique can be used for imaging 
simultaneously the activity of different populations in 3D, such as axonal activity from long-
range PFC projections in V1, together with local V1 soma activity.  
Individual neurons in the brain work coherently to generate emergent functions of 
neuronal circuits. To break the neural code of how the brain generates its functions, we need 
pushing the current technology to record simultaneously from large population of neurons that 
spans across structures. As the first demonstration of using wavelength multiplexing in 
volumetric two-photon imaging, we added an alternative approach compatible with many other 
available techniques in the current toolbox. As the study of neural circuits becomes increasing 
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more sophisticated, it is likely that there will not be a single “one shoe fits all” method to 
functionally dissect the interactions between many different types of neurons. Instead, we 
imagine a hybrid future, where different methods and probes and analysis could be flexibly 
combined, and be properly targeted to the specific question of study. 
Finally, in Chapter 4, in a combined theoretical/experimental approach between 
neuroscience and computer science, we developed a novel machine learning method to identify 
and target cortical ensembles with single cell resolution, using calcium imaging data. With this 
new method, we can accurately predict visual stimuli (gratings of different orientation) from 
cortical responses, optimally detect neuronal ensembles, identify neurons with pattern 
completion properties and finally, capture the changes in network dynamics induced by two-
photon optogenetic stimulation. Our work thus represents a combination of cutting-edge machine 
learning with cutting-edge simultaneous two-photon imaging and two-photon optogenetics in 
awake animals. 
While graphical models could provide an actual model of the circuit, they still remain to 
be exploited by neuroscientists to decipher neuronal circuits. As opposed to dimensionality 
reduction methods, which are statistical re-plotting of the data in a different coordinate system, 
having a graphical model of the circuit could directly lead to investigations on its anatomical and 
functional connectivity. 
 
In closing, due to the complex nature of the neural circuits underlying animal behavior, 
there will likely not be a single best method to identify all behaviors and functionally dissect all 
interactions between many different types of neurons from different regions. Breaking the neural 
code of behavior will require choosing and combining appropriate techniques based on specific 
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purposes. With the progress in novel computational and imaging techniques, this hybrid 
methodological future appears to be exciting, with the promise of many new discoveries that will 
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