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RESUMEN
En el presente trabajo se realizaron simulaciones de dina´mica molecular de un
modelo de tensio´n uniaxial bajo altas tasas de deformacio´n (≈ 3.9× 1011 s−1) , las
cuales permitieron la generacio´n y la caracterizacio´n de la fractura dina´mica en un
nanomaterial fra´gil ideal (silicio) preagrietado.
El objetivo logrado fue obtener la rapid´ısima propagacio´n de la grieta (la ve-
locidad ma´xima promedio calculada fue ≈ 2 km/s) en pequen˜as muestras, con ca-
racter´ısticas similares a las observadas en experimentos a nivel macro, en otras si-
mulaciones y en la teor´ıa. Entre e´stas semejanzas estuvieron la morfolog´ıa de las
superﬁcies, los valores promedios e instanta´neos de la velocidad de la grieta, la pro-
pagacio´n fra´gil de la grieta en los planos de clivaje y la inﬂuencia de los componentes
tensoriales del esfuerzo en la trayectoria de la grieta.
Adema´s de la aportacio´n antes descrita, se alcanzaron los objetivos espec´ıﬁcos
siguientes:
• Observar en las superﬁcies de fractura simuladas una similitud con respecto
a las obtenidas en experimentos a nivel macro, lo que muestra el concepto de
autoaﬁnidad de las superﬁcies.
• Analizar la inﬂuencia de algunos componentes (potenciales interato´micos emp´ıri-
cos, planos de propagacio´n, temperatura inicial del material, condicio´n de fron-
tera) del modelo en la propagacio´n de la grieta.
• Sugerir un camino de propagacio´n de la grieta con base en los ma´ximos valores
del tensor de esfuerzos ato´micos.
Para cumplir dichos objetivos, se desarrollo´ inicialmente un modelo discreto
general que permitiera generar la fractura dina´mica en silicio. E´ste se elaboro´ utili-
xzando las ideas aportadas por diversos investigadores; posteriormente, se hicieron las
adecuaciones pertinentes en el sistema de propagacio´n de la grieta (planos y direccio-
nes), en el taman˜o de las muestras y las muescas, en los potenciales interato´micos,
en la temperatura inicial de las muestras, en la velocidad de deformacio´n y en el
valor del coeﬁciente de amortiguamiento en la frontera de las muestras. Entonces, se
simularon esos modelos particulares por dina´mica molecular, programada en fortran,
para asignar las temperaturas iniciales de las muestras, y luego, las deformaciones
de las mismas. Esto conllevo´, en la mayor´ıa de los casos, a la fractura dina´mica de
las muestras.
Al variar los elementos anteriores de los modelos se produc´ıa la propagacio´n o
detencio´n de la grieta, ductilidad o fragilidad del material, morfolog´ıa rugosa o lisa de
las superﬁcies de fractura, altas o bajas velocidades de la grieta, estructura cristalina
o amorﬁsmo, entre otros efectos; lo que dio la pauta para la seleccio´n adecuada de
los componentes y condiciones que generaran la fractura dina´mica fra´gil.
Durante las simulaciones se recopilaron –cada cierto intervalo de tiempo– da-
tos de posicio´n, energ´ıa, deformacio´n y esfuerzos ato´micos. Las posiciones ato´micas
permitieron visualizar las propagaciones de las grietas al introducir esos datos en el
programa XMakemol –las posiciones, aunadas a los tiempos, sirvieron para calcular
las velocidades– , fue entonces que las fracturas producidas se compararon con las
observadas en otras simulaciones y experimentos a nivel macro, notando similitu-
des entre ellas. Finalmente, las magnitudes de los esfuerzos asociados a los a´tomos




Los materiales que forman las estructuras comu´nmente contienen grietas1, aun-
que en muchos de los casos e´stas resultan inofensivas, es decir, no evolucionan a la
fractura2. [2] Sin embargo, cuando esas grietas –de cierto taman˜o cr´ıtico– se situ´an
en regiones donde puedan presentarse altas deformaciones, entonces s´ı deben verse
como potenciales iniciadores de la fractura3. Encontrar y estudiar esas grietas, que
constituyen un riesgo, es un objetivo principal de la meca´nica de la fractura4. [1, 2, 4]
Esta joven ciencia se ha desarrollado a trave´s del siglo 20 –principalmente, debido
al aporte de ingenieros y f´ısicos [7], despue´s de la segunda guerra mundial [2, 5]–
con lo cual hoy en d´ıa se tiene un mayor entendimiento de co´mo fallan los mate-
riales y un conocimiento superior para prevenir tales fallas; no obstante, au´n falta
mucho por aprender. [1, 8, 9] Y si bien se siguen presentando fallas catastro´ﬁcas de
1 Definidas como separaciones en los materiales causadas por aberturas o deslizamientos, con
las distancias de separacio´n sustancialmente ma´s pequen˜as que las extensiones de la separacio´n
(longitudes de la grieta). En casos extremos, la distancia de separacio´n puede ser del orden de la
distancia ato´mica, y la longitud de la grieta, que sigue siendo mayor a esta distancia, puede ser ma´s
pequen˜a que algunas de las ma´s grandes dimensiones microestructurales, por ejemplo el taman˜o de
grano [1].
2 Definida como el proceso de quiebre o ruptura de los materiales [1].
3 De hecho, la resistencia a la tensio´n de cualquier material esta´ gobernada por la existencia de
las grietas dentro de e´l. [3]
4 Esta ciencia cuantitativa se considera [4, 5] que inicia en 1920 a partir del art´ıculo de Griffith
[6]. En e´ste se postulo´ un criterio de ruptura: Para crear una superficie de fractura se necesita
suministrar, en un nivel microsco´pico, una cierta cantidad de trabajo por unidad de a´rea. El ca´lculo
de ese trabajo se puede realizar al asumir que existe una relacio´n entre fuerza y desplazamiento que
gobierna la interaccio´n de los a´tomos o mole´culas a trave´s del plano de fractura.
2estructuras, e´stas se dan –en ocasiones– porque el conocimiento existente se aplica
negligentemente durante el disen˜o, construccio´n, u operacio´n de las estructuras [2] 5.
Una vez que se maniﬁesta la propagacio´n de la grieta, se pueden presentar al-
tas (> 1000 m/s) o bajas (< 1 mm/an˜o) velocidades de propagacio´n de la fractura,
segu´n las condiciones de fuerza o carga (esta´tica, dina´mica, carga controlada, aga-
rre controlado, etce´tera) y ambientales (temperatura, ambiente corrosivo, etce´tera).
Al presentarse altas tasas de carga se vuelven relevantes algunos efectos que no se
consideran en la Meca´nica de la Fractura en su parte Lineal Ela´stica (MFLE), por
ejemplo: la respuesta del material a las tasas aplicadas, las fuerzas de inercia y las
ondas de esfuerzos reﬂejadas. Estos sucesos inﬂuyen en los campos de esfuerzos y
de deformaciones locales en la punta de la grieta, los cuales, a su vez, afectan la
conducta de la fractura. Por eso, dentro de la meca´nica de fractura se maneja la
subespecialidad llamada meca´nica de la fractura dina´mica6. Gracias al aporte de
investigadores y profesionales en el campo se ha desarrollado esta subespecialidad a
trave´s de diversos caminos7 [11], entre e´stos esta´n [4]: el disen˜o ingenieril [12] y la
seleccio´n de materiales [3], el ana´lisis de algunos feno´menos naturales (por ejemplo:
terremotos [12]), el desarrollo de te´cnicas experimentales y de observacio´n [12], y el
planteamiento y la solucio´n de los problemas matema´ticos propios de la fractura [12].
Y aunque actualmente se tienen muchos avances teo´ricos y experimentales
[4] au´n persisten feno´menos de la fractura dina´mica que no esta´n completamente
entendidos [13, 14, 15, 12], entre e´stos esta´n: la existencia de una aparente velocidad
terminal de la grieta muy inferior a la velocidad de onda de Rayleigh en vidrio y en
5 Algunos autores [2] mencionan que los procedimientos existentes son suficientes para evitar la
falla, pero otros [10] sen˜alan que las teor´ıas existentes de fractura dina´mica, en las que se asume la
conducta lineal ela´stica de los materiales, son insuficientes para predecir la falla de los materiales.
6 La fractura dina´mica surge cuando se aplica una carga ra´pidamente en un so´lido agrietado (ver
pa´g. 3 en [4]) o cuando sucede una propagacio´n ra´pida de la grieta. [4] Sharon et al. [3] comentan
que el crecimiento dina´mico de una grieta se da cuando la grieta se propaga a velocidades del orden
de la velocidad del sonido en el material.
7 Es a partir de 1940 cuando inicia esta subespecialidad, aunque el reconocimiento de la impor-
tancia de la propagacio´n y de la detencio´n de la grieta se empezo´ a dar dentro de la ingenier´ıa y
de las ciencias de la tierra a partir de 1970. [4]
3algunos otros materiales muy fra´giles [13, 14, 16, 3, 8], la inestabilidad dina´mica de
la punta de la grieta [13, 14, 15, 17, 18, 16, 12, 3, 8, 19, 20], la bifurcacio´n sime´trica
en dos ramiﬁcaciones de una grieta que originalmente se propaga ra´pidamente de
forma recta en un campo tensil, la inﬂuencia del calor generado durante la fractura
ra´pida en el proceso de separacio´n o en la distribucio´n de esfuerzos [14], as´ı como la
modelacio´n ato´mica de clivaje dina´mico. [4]
Posiblemente, una de las causas por la que la meca´nica de la fractura dina´mica
no logra explicar todos los feno´menos observados sea que e´sta aborda el problema
afuera de una regio´n (zona de proceso) situada en la punta de la grieta [13], y es en
esa regio´n donde ocurre la disipacio´n de la energ´ıa [13].8
La imposibilidad teo´rica para esclarecer lo que sucede en la zona de proceso,
limita la comprensio´n de los efectos que rodean la propagacio´n de la fractura [13], de
ah´ı que algunos investigadores se hayan dado a la tarea de desarrollar nuevos modelos
(discretos), por ejemplo aquellos que involucran la Dina´mica Molecular (DM) 9. La
naturaleza propia de este tipo de simulacio´n computacional [25, 26, 27, 28, 29, 30]
la vuelve ideal para buscar la caracterizacio´n del proceso interno de la fractura
[16, 31, 32, 24], ya que la fractura implica fundamentalmente la ruptura de enla-
ces interato´micos [33, 34, 21, 35]; pero au´n y con los avances desarrollados en esta
metodolog´ıa10, sigue existiendo el hecho de que las escalas de longitud y de tiempo
8 Otra razones que pueden contribuir a las discrepancias entre la meca´nica de la fractura dina´mi-
ca y los resultados experimentales son que en la teor´ıa se considera al material continuo, isotro´pico
y homoge´neo –salvo algunos grandes defectos, comu´nmente las grietas, comparados con las dimen-
siones caracter´ısticas de la microestructura– , y adema´s en algunos tratamientos se maneja una
conducta ela´stica lineal del material. [16, 12, 10, 21]
9 La primera investigacio´n de este tipo, desarrollada por Ashurt & Hoover en 1976 [22], inclu´ıa
elementos ba´sicos que hoy en d´ıa se siguen utilizando. Entre sus resultados estuvo que la fractura
se propagaba a una velocidad l´ımite ma´s baja que la velocidad de Rayleigh predicha por la teor´ıa
continua ela´stica, lo que concordaba con los productos obtenidos en experimentos. Pero quiza´s el
aporte ma´s relevante fue que por primera vez se discut´ıa la propagacio´n de la fractura desde un
origen atomı´stico, pues, anteriormente, las discusiones de fractura estaban dominadas por el enfoque
continuista de la materia [23]. Actualmente, las simulaciones de DM involucran millones de a´tomos
que interactu´an a trave´s de complejas funciones [7, 9, 24].
10 Desde la investigacio´n de Ashurt y Hoover [22] hasta nuestros d´ıas se ha dado un enorme
progreso en la capacidad de co´mputo, en el desarrollo de ecuaciones de movimiento y de me´todos
de integracio´n de e´stas, en los modelos para determinar las fuerzas interato´micas ya sea a trave´s de
meca´nica cla´sica o cua´ntica, en formulaciones de condiciones frontera e iniciales, entre otras.
4que se manejan esta´n por debajo de lo que se observan en el trabajo experimental
[15, 31, 33], aunque esto no es un impedimento para visualizar el proceso de fractura
con resolucio´n ato´mica [34, 35].
De ah´ı que se haya escogido a la Dina´mica Molecular para continuar el estudio
de la fractura11, pero ahora con un e´nfasis en la fractura dina´mica a nivel ato´mi-
co en silicio 12 . La idea inicial de esta investigacio´n era observar que´ tanto de las
caracter´ısticas de las superﬁcies de las fracturas generadas experimentalmente en
muestras macrosco´picas se manten´ıan en las superﬁcies simuladas de fracturas en
muestras nanome´tricas13 . Si bien, como recie´n se menciono´, las escalas de longitud
y de tiempo entre las simulaciones y los experimentos son muy diferentes –y au´n ma´s
distintas lo son con respecto a las manejadas en la meca´nica de la fractura dina´mi-
ca– , se tiene la expectativa de encontrar similitudes con base en el concepto de
autoaﬁnidad14, 15 [48, 45, 36]. Para ver esto se construyo´ un modelo discreto general
de una nano muestra de silicio pre agrietada sometida a una gran carga de tensio´n,
e´ste se hizo con diversas y recientes aportaciones generadas por otros investigado-
res [12, 49, 50, 51, 26, 52, 53, 54], y luego se hicieron algunas variantes (modelos
particulares). Estos se simularon por dina´mica molecular para ver sus evoluciones,
y los resultados de las diferentes caracter´ısticas y para´metros cuantiﬁcados (mor-
folog´ıas, trayectorias, velocidades l´ımites, promedios e instanta´neas, entre otros) se
compararon con lo observado en experimentos y en otras simulaciones –realizadas
11 Hace algunos an˜os se dieron los primeros pasos en la investigacio´n de la fractura a nivel
macrosco´pico dentro de un grupo de trabajo del posgrado de Materiales, FIME, UANL. En aquel
momento se tuvo la oportunidad de contribuir con un trabajo de investigacio´n [36], de entonces
a la fecha, ese grupo ha ido madurando a trave´s de la publicacio´n de diversos trabajos teo´ricos y
experimentales [37, 38, 39, 40, 41, 42, 43, 44].
12 Este es un material cristalino anisotro´pico considerado como fra´gil [33], que ha sido amplia-
mente estudiado [33, 21] y aplicado a nivel tecnolo´gico [33].
13 La morfolog´ıa de las superficies fracturadas presenta correlacio´n con la velocidad instanta´nea
de la punta de la grieta. [13, 15]
14 Este concepto se refiere a la invariancia que presentan las estructuras de las superficies de
fractura bajo una transformacio´n af´ın. [45]
15 Sin embargo, hay que tener presente que las propiedades meca´nicas de los materiales en
pequen˜as dimensiones pueden ser muy diferentes de las que presentan los materiales macrosco´picos,
aunque tengan la misma composicio´n. [5, 46, 47]
5bajo diferentes metodolog´ıas– , y adema´s, con algunos estipulados de la meca´nica de
la fractura dina´mica.
Para explicar los detalles involucrados en esta investigacio´n, se decidio´ dividir
este documento en seis cap´ıtulos ma´s. En el cap´ıtulo 2 se realiza un breve resumen
de resultados relevantes teo´ricos, experimentales y de simulaciones de la fractura
dina´mica con e´nfasis en silicio, e´sta s´ıntesis sirve como referencia para cap´ıtulos pos-
teriores –especialmente para la discusio´n de resultados– y tambie´n para marcar la
pauta en la notacio´n fundamental que se utiliza en los subsiguientes cap´ıtulos. En el
cap´ıtulo 3 se citan los componentes fundamentales para realizar una simulacio´n por
dina´mica molecular de la fractura. En tanto que la motivacio´n y la hipo´tesis de este
trabajo se comentan en el cap´ıtulo 4. En el cap´ıtulo 5 se establecen los componentes
y para´metros del modelo de fractura dina´mica en silicio, as´ı como los elementos nece-
sarios para simular dicho modelo por dina´mica molecular en fortran. Los resultados
encontrados y la discusio´n de los mismos se hace en el cap´ıtulo 6. Finalizando con el
cap´ıtulo 7, en el que se establecen las conclusiones de esta investigacio´n y las posibles
l´ıneas de futuros trabajos.
6CAPI´TULO 2
EL FENO´MENO DE LA FRACTURA
DINA´MICA
2.1. Introduccio´n
La fractura de los materiales es en esencia un proceso dina´mico, al menos
en su etapa ﬁnal [31] 1. No obstante, desde un punto de vista pra´ctico, el intere´s
principal suele enfocarse en determinar si la fractura ocurre o no2 [56, 1]; sin embargo,
los ana´lisis dina´micos en el crecimiento de la grieta tambie´n presentan aplicaciones
pra´cticas: son el fundamento teo´rico en los me´todos de disen˜o para detener una grieta
[3], igualmente, son importantes para el estudio de terremotos, en evaluaciones de
dan˜o en accidentes, en operaciones mineras, entre otras [1, 3, 9].
El escenario dina´mico de la fractura de un material, comu´nmente, genera es-
fuerzos y desplazamientos mayores a los producidos en un escenario esta´tico [5] –
feno´meno que se explica por la interseccio´n de las ondas ela´sticas, producidas por la
ra´pida aplicacio´n de la carga, con las caras de las grietas y con otras fronteras de los
1 Cox et al. [9] mencionan que en alguna escala [55] cualquier fractura es dina´mica, pues a
pesar de que macrosco´picamente una grieta puede avanzar cuasiesta´ticamente se tienen rupturas
de enlaces y e´stas son procesos dina´micos.
2 Para esto se necesitan precisar las condiciones cr´ıticas, creadas por los esfuerzos externos, en
las cuales una grieta se empieza a mover [56].
7cuerpos– , que conllevan a la liberacio´n de la energ´ıa en un corto tiempo3 –sin que el
material tenga tiempo para que se maniﬁeste el feno´meno de ﬂuencia– . Esto genera
la ra´pida propagacio´n de la grieta, con caracter´ısticas observadas de fragilidad [5].
El ana´lisis de la propagacio´n de la grieta se suele hacer a trave´s de la meca´nica
de la fractura dina´mica [56]; e´sta estudia dos clases de problemas [4, 5]: La primera
trata con grietas –sometidas a cargas que cambian lentamente— que alcanzan un
punto de inestabilidad, y luego, se propagan ra´pidamente; y la segunda se relaciona
con grietas, inicialmente estacionarias, dentro de cuerpos sujetos a cargas que var´ıan
ra´pidamente4, por ejemplo: una carga de impacto. Frecuentemente, estos problemas
involucran el ra´pido crecimiento inicial de la grieta, la velocidad de e´sta –que puede
llegar a ser de cientos o miles de metros por segundo– , a sus ramiﬁcaciones y al paro
o detencio´n [5].
El punto de partida de la meca´nica de la fractura dina´mica es la teor´ıa del
continuo [11], a trave´s de e´sta se logran determinar: el factor de intensidad de esfuerzo
dina´mico, las deformaciones, los esfuerzos y el ﬂujo de energ´ıa en una regio´n cercana a
la punta de la grieta [7], pero fuera de la zona de proceso [8]. No obstante, esta teor´ıa
presenta algunos inconvenientes, por ejemplo: resulta inadecuada para postular un
criterio de falla (iniciacio´n, crecimiento y detencio´n) en materiales fra´giles, ya que no
describe adecuadamente su respuesta dina´mica [7] 5. Enseguida, se resumen algunos
aspectos signiﬁcativos de esta teor´ıa.
3 Se ha encontrado –pa´g. 36 en [1]– que el flujo de energ´ıa –conducido a la regio´n de proceso–
requerido para la propagacio´n de las grieta (G) se incrementa con la velocidad de la grieta (v), al
menos en altas velocidades (relativas a la velocidad de onda superficial Rayleigh cR).
4 Este problema es analizado en este trabajo.
5 Esto sucede porque la teor´ıa de la meca´nica de fractura se enfoca en analizar el problema
“exterior”, fuera de la regio´n –conocida como zona de proceso– en la que se asume suceden los
procesos disipadores no lineales de energ´ıa que permiten la ruptura de enlaces y el movimiento hacia
adelante, o el giro, o la ramificacio´n de la grieta. El taman˜o t´ıpico de esta zona puede estimarse
usando el radio en el cual el campo de esfuerzos ela´sticos –asumido lineal– que rodea la punta de
la grieta iguala al esfuerzo de cedencia del material [8, 57].
82.2. Teor´ıa del continuo de fractura dina´mica
La teor´ıa actual de la fractura dina´mica se encuentra vinculada al ana´lisis de
un modelo continuo mediante el uso de herramientas esta´ndar de elastodina´mica (ver
Freund [58], Broberg [1] y Ravi-Chandar [7] para ma´s detalles). El resultado principal
del estudio de la propagacio´n recta de una grieta en un material lineal ela´stico es que
el campo de esfuerzos en la punta de la grieta resulta singular en la ra´ız cuadrada de
r, similar al caso cuasiesta´tico. Esta parte singular del campo de esfuerzos cercanos
a la punta de la grieta puede ser descrita como:






donde la amplitud de la singularidad se caracteriza por el para´metro KdinI (t, v) –
llamado factor de intensidad de esfuerzo dina´mico para una carga aplicada en modo
I 6– el cual es funcio´n del tiempo t y de la velocidad de la grieta v, as´ı como de
la geometr´ıa; r, θ son coordenadas polares centradas en la punta de la grieta; y
∑I
αβ (θ; v) son funciones no dimensionales que indican la variacio´n angular del campo
de esfuerzos y su dependencia con la velocidad de la grieta. La ecuacio´n (2.1) se torna
precisa cuando las dimensiones de la muestra se incrementan.
Dentro del marco de esta teor´ıa, se suele implementar un balance de energ´ıa –a
trave´s de e´ste se extiende la teor´ıa de fractura formulada por Grifﬁth, mediante la
inclusio´n de la inercia del material– para obtener la llamada ecuacio´n del movimiento









ν es la relacio´n de Poisson
6 Modo de apertura de la grieta que corresponde a la aplicacio´n de esfuerzo de tensio´n en la
direccio´n normal a las caras de la grieta [59].
9E es el mo´dulo de Young del material
A (v) es una funcio´n universal, independiente de la mayor´ıa de los detalles de
la carga en el sistema o de la conﬁguracio´n geome´trica. So´lo depende de la velocidad
instanta´nea de la grieta
Γ es la energ´ıa de fractura; la cual cuantiﬁca la energ´ıa mı´nima necesaria pa-
ra romper los enlaces, y tambie´n, aquella que precisan los procesos de disipacio´n
indispensables para que se propague la fractura. Representa una caracter´ıstica del
material –en ciertos casos [8, 7] se ve inﬂuenciada por la posicio´n y la velocidad de
la grieta– a determinar de manera experimental.
En la ecuacio´n (2.2), el te´rmino a la izquierda del igual representa la tasa de
liberacio´n de energ´ıa, G, e´sta se deﬁne como la cantidad de energ´ıa que ﬂuye a la
punta de la grieta por unidad de superﬁcie de fractura formada. La ecuacio´n del
movimiento de la punta de la grieta puede entonces reescribirse como:
G = Γ (2.3)
Sin embargo, la ecuacio´n del movimiento de la punta de la grieta (2.3) no
contiene informacio´n que indique la trayectoria a seguir por la grieta [8], ma´s bien,
se asume que la grieta se propaga en l´ınea recta [8]. Por lo tanto, para complementar
la teor´ıa del continuo del crecimiento de la grieta en materiales fra´giles homoge´neos se
precisa de un criterio referente al camino o trayectoria [60]; comu´nmente, se maneja
el Principio de Simetr´ıa Local (PSL) 7 [61, 62]. E´ste establece que la grieta se propaga
perpendicularmente a la direccio´n en la cual se presentan los mayores esfuerzos de
tensio´n [8].
Algunas consecuencias de la teor´ıa del continuo de la fractura dina´mica son:
1. La ecuacio´n (2.2) conlleva [63] a predecir que la velocidad ma´xima alcanzable
7 Este criterio so´lo se maneja para grietas cuya velocidad (v) es mucho menor que la velocidad
de onda Rayleigh (cR) [8].
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por una grieta en una placa inﬁnita es la velocidad de onda superﬁcial de
Rayleigh cR (ver pa´g. 27 en [8] para detalles).
2. La ecuacio´n (2.2) indica que hay una relacio´n u´nica entre la fuerza conductora
de la grieta, caracterizada en te´rminos del factor de intensidad de esfuerzos,
KdinI (t, v), y la respuesta de la grieta, caracterizada por la rapidez de la grieta,
v (ver pa´g. 178 en [7] para mayores referencias).
3. El PSL predice superﬁcies lisas en escalas continuas, es decir, en escalas donde
las propiedades meca´nicas del material fra´gil son homoge´neas.
Observaciones experimentales en muchos materiales fra´giles ([11], [64], [19],
pa´g. 178–184 en [7], [60], [57] y seccio´n 2.3) contradicen las predicciones8, lo que
sugiere que este modelo de fractura no considera ciertos arreglos esenciales en la
conducta dina´mica del crecimiento de la grieta [64], por ejemplo: la aparicio´n de
micro ramiﬁcaciones –inestabilidad 9– cuando la velocidad alcanza un valor cr´ıtico
[3, 8].
Algunos investigadores [7] han vislumbrado que la caracterizacio´n fundamental
de la fractura precisa de identiﬁcar, entender y modelar los procesos reales que
disipan la energ´ıa. Con esa ﬁnalidad se realizan observaciones experimentales (seccio´n
2.3), se formulan modelos teo´ricos (ver seccio´n 2.4) y se ejecutan simulaciones de
dina´mica molecular10 (ver seccio´n 2.4.2); igualmente, a trave´s de dichas herramientas
se busca registrar al detalle la evolucio´n de la zona de proceso en la punta de la grieta
[7].
A continuacio´n se revisan algunos de esos trabajos relevantes en la dina´mica de
la fractura desarrollados en materiales cristalinos fra´giles11, principalmente en silicio,
8 En el caso particular de la relacio´n K − v, s´ı se cumple una unicidad entre estos para´metros,
pero so´lo en materiales meta´licos (du´ctiles), ver pa´g. 184–187 y 189 en [7].
9 E´sta ha sido postulada como un aspecto universal de la fractura dina´mica [3, 8].
10 Te´cnica mencionada por algunos investigadores [8] como la ideal para lograr entender el quiebre
de las cosas desde el nivel ato´mico.
11 Un material idealmente fra´gil es aquel en el que ocurre la fractura cuando la energ´ıa necesaria
11
pues este material extremadamente fra´gil [33, 21] de gran aplicacio´n tecnolo´gica
[33, 21] fue elegido en la presente investigacio´n para simular la fractura.
2.3. Experimentos de fractura dina´mica
Los experimentos son, hasta el d´ıa de hoy, la referencia fundamental para su-
gerir nuevos conceptos que ayuden a entender la f´ısica y la meca´nica de la fractura
dina´mica [11, 9]. No obstante, las observaciones detalladas de alta resolucio´n en el
re´gimen dina´mico implican un reto severo para caracterizar la fractura, debido a la
fragilidad de algunos materiales (por ejemplo: silicio) [33] y a las diﬁcultades para
controlar precisamente los experimentos [66, 11], lo que ha conducido a los investi-
gadores de la fractura a concebir nuevos e ingeniosos experimentos [13, 8].
La mayor´ıa de estos ensayos se han enfocado en estudiar materiales amorfos,
con pocos estudios en materiales fra´giles cristalinos [67, 18, 7]. A continuacio´n, se
comentan experimentos realizados en silicio cristalino a temperatura ambiente:
Cramer et al. en 1997 [18] se interesaron en estudiar la dina´mica del proceso
de fractura fra´gil y la ocurrencia de inestabilidades en e´ste (vistas previamente en
ensayos de materiales amorfos como Polimetilmetacrilato (PMMA) y vidrio [13], y
en consideraciones teo´ricas [68] –ver ma´s adelante pa´g. 15– ). Los experimentos los
realizaron [13] en muestras orientadas de tal manera que la direccio´n de propagacio´n
de la grieta fue 〈110〉. La superﬁcie de fractura fue inicialmente lisa, con unas pocas
y bien deﬁnidas marcas cristalogra´ﬁcas, seguida de una regio´n rugosa. La velocidad
promedio de la grieta resulto´ ser 3/4 de la velocidad de onda de corte, cs
12, y la
velocidad ma´s alta fue igual a cs. Debido al incremento gradual de la regio´n ﬁbrosa
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para producir una deformacio´n iguala a la energ´ıa termodina´mica mı´nima necesaria para crear
nuevas superficies. [57] O bien, un cristal es intr´ınsecamente fra´gil si una grieta existente es capaz
de propagarse a lo largo de un plano cristalogra´fico en una manera de clivaje cuando el so´lido
esta´ bajo esfuerzos. [65] En cambio, un cristal es considerado du´ctil si la extensio´n de la punta de
la grieta esta´ acompan˜ada por deformacio´n pla´stica. [65]
12 cs = 4700 m/s [18].
13 En materiales amorfos se comenta [67] que en las superficies de fractura se presentan tres dis-
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no pudieron deﬁnir un claro inicio de las inestabilidades, pero s´ı establecieron que la
velocidad cr´ıtica de e´stas era dependiente del material.
Hauch et al. en 1999 [66] realizaron experimentos de fractura, en los que ensa-
yaron probetas planas preagrietadas en {111} [1¯1¯2] 14,15 por cargas de tensio´n. Ellos
registraron, en estados estables, la v16 en funcio´n del ﬂujo de energ´ıa conducida a
la punta de la grieta G, v (G), de ah´ı observaron que la v era ≈ 2 km/s para G =
2.3 J/m2 (antes de ese valor de G la v era de 0 km/s), al incrementar G la v au-
mentaba, hasta que se alcanzaba la alta tasa de liberacio´n de energ´ıa, G = 16 J/m2,
ya que ah´ı se ten´ıa la velocidad l´ımite ≈ 3.5 km/s ≈ 0.73 cR 17. En lo relativo a
las morfolog´ıas generadas, e´stas resultaron en superﬁcies de fractura ato´micamente
planas en bajas tasas de liberacio´n de energ´ıa G, mientras que en altas tasas de
liberacio´n de energ´ıa G detectaron –por microscopia de fuerza ato´mica– variaciones
en la altura, del orden de los 30 nm, de las superﬁcies; sin embargo, estos u´ltimos
efectos no logran explicar, completamente, la disipacio´n del exceso energe´tico de las
grietas, relativo al mı´nimo estimado para la propagacio´n de la grieta: G = Γ = 2γ
[69].
Cramer et al. en el 2000 [67] tambie´n observaron el efecto de la ra´pida propa-
gacio´n de la grieta en {110} 〈11¯0〉 18 al aplicar en las probetas una fuerza de tensio´n
mayor a la necesaria para crear nuevas superﬁcies de fractura. Detectaron, adema´s,
que a partir de una velocidad promedio19 (vprom) de 2/3 cR se presentaban mecanis-
tintas zonas: especular, difusa y fibrosa. Aunque Ravi-Chandar [11] menciona que el reconocimiento
de esas tres distintas regiones se basa simplemente en una observacio´n visual, que no corresponde
a una distincio´n clara basada en mediciones de rugosidad.
14 {hkl} es el plano de la grieta y [uvw] es la direccio´n de la grieta.
15 El plano (111) es el de clivaje en el silicio [34] y presenta un valor 2γ igual a 2.2 J
/
m2 [69]. γ
se define como la cantidad de energ´ıa requerida para romper una a´rea unitaria de enlaces ato´micos
[8].
16 Cuantificada con una te´cnica de ca´ıda de potencial [70].
17 cR,(111) ≈ 4.68 km/s [71].
18 El plano (110) es el de clivaje en los semiconductores III-V [34] (entre e´stos se encuentra el
silicio). Este plano ostenta un valor 2γ igual a 3.4 J
/
m2 [34].
19 Calculada como la relacio´n del camino de la grieta y la duracio´n del proceso de fractura. Esta
velocidad es aproximadamente igual a la velocidad de estado estable [67].
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mos adicionales (propios del material) de disipacio´n de energ´ıa: de una propagacio´n
de clivaje prosegu´ıa un frente de grieta “facetado” en planos {111}, seguido de una
inestabilidad en el camino que derivaba en la propagacio´n de mu´ltiples grietas. La
superﬁcie de fractura generada en estas cargas altas –acordes a la velocidad– co-
rrespond´ıa cualitativamente a la morfolog´ıa especular, difusa y ﬁbrosa. Adema´s del
incremento en el a´rea superﬁcial total, detectaron la emisio´n de fonones, ruido y
radiacio´n que imped´ıan que la velocidad se incrementara ma´s alla´ de 0.85cR
20.
Los resultados de esos trabajos [66, 67] podr´ıan sugerir que el intervalo de
velocidades de la grieta de estado estable entre cero y≈ 2 km/s no esta´n “permitidas”
–sugerencia enunciada por Marder & Gross [68] en su modelo teo´rico (seccio´n 2.4)– ,
lo que indicar´ıa la existencia de un nivel mı´nimo de la velocidad de la grieta [35]. A
propo´sito de esto, Beery et al. en el 2003 [73] ensayaron espec´ımenes cargados en tres
puntos para propagar la fractura, y no encontraron el disturbio antes mencionado,
pues ellos reportaron velocidades de propagacio´n de la grieta tan bajas como 30 m/s,
tanto a temperatura ambiente como a 77 K.
Sherman en el 2006 [21] continuo´ [73] la l´ınea de experimentos en probetas
fracturadas en tres puntos encontrando velocidades que iban desde el 65% cR hasta
el 1% cR (estos valores concordaban con los obtenidos por Beery et al. [73]). E´l
asocio´ el intervalo de valores detectados con los diferentes mecanismos de disipacio´n
de energ´ıa que presentaban las estructuras cristalogra´ﬁcas que interactuaban con los
frentes de las grietas.
2.4. Modelos recientes de fractura dina´mica
De acuerdo a Ravi-Chandar [11], la principal razo´n para el fallo de la teor´ıa de
la fractura elastodina´mica cla´sica en la prediccio´n de los observables experimentales
20 cR,(110) ≈ 4.5 km/sec [72].
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–obtenidos en altas velocidades de deformacio´n– es la presuncio´n de que los procesos
que ocurren en la zona de proceso de la fractura –alrededor de la punta de la grieta–
consumen la energ´ıa en cualquier tasa en que e´sta sea entregada por el continuo que
la rodea21. Impl´ıcito en esa suposicio´n esta´ la exclusio´n detallada de los procesos
de ruptura que se dan en esa regio´n, as´ı como la posible evolucio´n de dicha zona
–e´sta puede volverse muy grande, ma´s de lo que se conf´ıa en la teor´ıa– , ame´n de su
dina´mica –e´sta puede ser independiente de la propagacio´n de las ondas en el cuerpo
ela´stico que (se considera) la rodea– . Entonces, es la zona de proceso la clave [11]
para la efectiva determinacio´n de la velocidad de la grieta, la rugosidad [7] y la
promocio´n de ramiﬁcaciones.
Otros investigadores [74] tambie´n han reconocido la importancia de la zona de
proceso, y la han considerado al postular nuevos modelos de la fractura dina´mica.
Ravi-Chandar [7] agrupa estos modelos en tres tipos:
(i) Modelos Discretos — Modelo de Red y Dina´mica Molecular.
(ii) Modelos de Zonas Cohesivas.
(iii) Modelos Continuos de Dan˜o.
A continuacio´n, se describen brevemente los modelos discretos, pues en el pre-
sente trabajo se implementa un modelo discreto: la simulacio´n por dina´mica mo-
lecular de la fractura dina´mica. Los modelos cohesivos y continuos postulados por
diversos investigadores son expuestos por Ravi-Chandar [11][7].
2.4.1. Modelo discreto — Modelo de red
Los modelos discretos de fractura han sido considerados en muchas escalas de
longitud. En la escala de longitud ma´s pequen˜a la fractura resulta por la ruptura de
enlaces entre a´tomos.
21 Conforme a esa teor´ıa al modificarse el consumo energe´tico de la fractura se produce, solamente,
un cambio en la velocidad de propagacio´n de la grieta.
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Slepyan & Fishkov [75] y Slepyan [76] presentaron un modelo dina´mico de una
red ato´mica en la que se propagaba ra´pidamente una grieta; Marder & Gross en
1995 [68] examinaron un poco ma´s ese modelo, para evaluar soluciones de estados
estables. En su investigacio´n, analizaron el crecimiento de una grieta en una red
de masas unidas por enlaces ideales tipo resorte, con un modelo prescrito para la
conducta de los resortes. A trave´s de e´ste, determinaron que:
- Existen estados lineales estables de “entrampamiento de la red” en los que no
existe crecimiento de la grieta, aunque la carga exceda la resistencia de la red.
Estos estados fueron discutidos primero por Thompson (1971) [77].
- El crecimiento estable de la grieta en la red no era posible en bajas velocida-
des; a este efecto, le llamaron “gap de velocidad” o intervalo de “velocidades
prohibidas”.
- El crecimiento de la grieta en estado estable era posible en el intervalo de
velocidades desde 0.3 hasta 0.7 de la velocidad de onda de la red.
- El crecimiento estable de la grieta –en un camino dado de la red– se tornaba
inestable en muy altas velocidades, pues aparec´ıan ramiﬁcaciones; este resul-
tado, lo interpretaron como una indicacio´n de una velocidad l´ımite.
Sin embargo, el entrampamiento de la red no ha sido observado o demostrado,
pues te´cnicamente este feno´meno so´lo existe a la temperatura de cero Kelvin [57].
El intervalo de “velocidades prohibidas” parece no presentarse pra´cticamente (Dally
[78], Hauch & Marder [70], Holland & Marder [33] y seccio´n 2.3), pues a temperatura
ambiente se presentan ﬂuctuaciones te´rmicas lo suﬁcientemente grandes que activan
el avance de las grietas a cualquier velocidad [57]. Aunque existen otros experimentos
que evocan este efecto [66].
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2.4.2. Modelo discreto — Simulaciones por dina´mica molecular de la
fractura dina´mica
Las simulaciones de dina´mica molecular del agrietamiento se realizan en un
arreglo de red regular de a´tomos, modelados con un potencial de interaccio´n conocido,
con la expectativa de obtener una indicacio´n nume´rica de co´mo evoluciona la fractura
ra´pida.
Las primeras simulaciones de dina´mica molecular de la fractura de materiales
datan desde hace casi 35 an˜os [22]. A lo largo de estos an˜os, las simulaciones se han
desarrollado siguiendo dos distintos enfoques [12]: Identiﬁcar al nivel ma´s simple
ciertos mecanismos gene´ricos de la fractura o determinar resultados de la fractura
en el nivel ma´s alto posible de precisio´n para un material en particular.
A continuacio´n se toma la segunda orientacio´n para analizar las simulaciones de
dina´mica molecular de la fractura de silicio monocristalino preagrietado, sometido a
cargas de tensio´n uniaxial (modo I); sin dejar de considerar, en etapas posteriores de
este trabajo, aquellas simulaciones no relacionadas con silicio [22, 65, 15, 79, 17, 55,
20, 53, 31, 12, 10, 80] que incluyen avances importantes en las condiciones de frontera
e iniciales, metodolog´ıas, algoritmos, resultados y tendencias en la simulacio´n de la
fractura de materiales.
2.4.2.1. Simulaciones por dina´mica molecular de la fractura en silicio
Holland et al. [81] en 1998 simularon la deformacio´n adiaba´tica (que even-
tualmente llevaba a la propagacio´n de una grieta) de probetas planas cristalinas
(110) [11¯0] y (111) [011¯] –modeladas con un potencial ato´mico Stillinger-Weber (SW)
modiﬁcado [50]– veriﬁcando algunos alcances del modelo de red 22.
22 Al propagarse la grieta, en estado estable, dejaba tras de s´ı superficies ato´micamente planas,
a la vez, emit´ıa fonones a con una velocidad de fase igual a la velocidad de la grieta. La mı´nima
velocidad posible de la grieta fue del orden del 20% de la velocidad de sonido transversal, en tanto
que abajo de un flujo de energ´ıa cr´ıtico (Gc inf) se volv´ıa imposible el movimiento de la grieta y
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Pe´rez et al. [34] en el 2000 realizaron simulaciones de dina´mica molecular, ba-
sadas en un pseudopotencial de energ´ıa total [82], para estudiar la anisotrop´ıa del
clivaje. Los resultados de este trabajo revelaron que la grieta se propagaba fa´cil-
mente en los planos {111} y {110} en la direccio´n 〈1¯10〉; en contraste, si la grieta se
conduc´ıa en el plano {110} en la direccio´n 〈001〉 se presentaba un proceso de ruptura
discontinuo que ten´ıa asociado una pronunciada relajacio´n de los a´tomos localizados
en los alrededores de la grieta, lo que a su vez generaba un gran entrampamiento de la
red. Estos comportamientos explicar´ıan la anisotrop´ıa observada experimentalmente
en el clivaje [83].
Bernstein & Hess [84] en el 2001 ejecutaron simulaciones para analizar la in-
ﬂuencia del potencial interato´mico en la propagacio´n de la grieta. Para eso manejaron
2 diferentes tipos de muestras (111¯) 〈11¯0〉: en una modelaron el material con un Po-
tencial Interato´mico Dependiente del Ambiente (PIDA o EDIP por su nombre en
ingle´s: Environment Dependent Interatomic Potential) [85], y en la otra manejaron
en la zona de proceso un me´todo de energ´ıa total semi-emp´ırico de Enlace Fuerte
(EF o TB por su nombre en ingle´s: Tight-Binding) [86] y en el resto de la muestra
utilizaron EDIP. La grieta TB exhibio´ una propagacio´n fra´gil similar a los experi-
mentos [66] y los resultados de v (G) mostraron que al incrementarse G aumentaba
la v, con un mı´nimo entrampamiento de la red, pero al alcanzarse una velocidad
l´ımite de 2.7 km/s (60% cR del EDIP [87]) se daba un descenso en la v al aumentar
G, en lugar de incrementarse como sucede en la pra´ctica [66]. La grieta EDIP se
propago´ de manera du´ctil y so´lo a partir de cargas muy altas (G > 20 J/m2).
Swadener et al. [88] en el 2002 simularon la fractura bajo condiciones estables
en 3 probetas isote´rmicas23 (111) [21¯1¯] de diferentes taman˜os (en el orden de los
Angstroms), modeladas con un potencial interato´mico derivado del Me´todo Modi-
por arriba de una tasa de energ´ıa cr´ıtica (Gc sup) el movimiento de la punta de la grieta se tornaba
inestable.
23 Mantenidas en 300 K, mediante la utilizacio´n de un termostato Nose´–Hover [89], aunque en el
tercio horizontal central de la muestra donde se encuentra la grieta no controlaron la temperatura.
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ﬁcado del A´tomo Incrustado (MMAI o MEAM por su nombre en ingle´s: Modiﬁed
Embedded Atom Method) [90]. En las 2 muestras de mayor altura24 notaron un en-
trampamiento de la red –mayor al que se presenta en una grieta TB [84]— , pero
una vez que se produc´ıa la propagacio´n se ten´ıa un comportamiento v (G) similar al
que se tiene en la pra´ctica [66], el registro de la velocidad mostro´ un ma´ximo de 67
± 7% cR (el valor experimental es de 74 ± 7% cR [66]). Igualmente, detectaron que
la morfolog´ıa de la grieta y los reacomodos ato´micos en las muestras eran funcio´n
de G, pues en valores menores a 5.5 J/m2 so´lo observaron clivaje, en tanto que al
incrementarse G notaron la generacio´n de dislocaciones, y en valores mayores a 10
J/m2 percibieron saltos, ocasionales, en el plano de propagacio´n de la grieta hacia
otro semejante.
Bernstein & Hess [71] en el 2003 retomaron la simulacio´n de la fractura (111¯)
〈11¯0〉 realizada con su me´todo atomı´stico de mu´ltiples escalas: Unio´n Dina´mica de un
potencial Emp´ırico (EDIP [85]) con un Enlace fuerte (TB [86]) [UDEE o DCET por
su nombre en ingle´s: Dynamically Coupled Empirical potentials and Tight-binding]
[84], para comparar sus resultados de v (G)25, de morfolog´ıa y del entrampamiento de
la red26 con resultados obtenidos en experimentos [66] y en otras simulaciones basadas
en los potenciales SW [51], EDIP [87], TB [86] y MSW (Modiﬁcado SW [81, 50] o
IMSW por el nombre empleado por Bernstein & Hess [71]). Encontrando, durante
el seguimiento de v (G), un pequen˜o entrampamiento de la red en la simulacio´n
UDET [84], e´ste se incrementaba ligeramente en la simulacio´n IMSW, en tanto que
en las simulaciones SW y EDIP se ten´ıa un aumento considerable de este efecto,
pues se requer´ıa entre 6 y 7 veces ma´s carga que la Gc correspondiente para lograr la
propagacio´n de la grieta. En cuanto a la morfolog´ıa, observaron caracter´ısticas fra´giles
en las grietas simuladas con UDET e IMSW, similares a lo visto en los experimentos
24 En la muestra de altura menor las fronteras influ´ıan en la propagacio´n de la grieta.
25 G se encontraba normalizado, es decir, se ten´ıa G/Gc.
26 Efecto citado en la seccio´n 2.4.1, que es funcio´n del enlace y de la direccio´n de propagacio´n.
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[66], pero en las simulaciones SW y EDIP advirtieron caracter´ısticas du´ctiles que
inclu´ıan formacio´n de dislocaciones. De esto dedujeron que el entrampamiento de la
red tendr´ıa una importancia signiﬁcativa en la transicio´n fra´gil a du´ctil.
Buehler et al. [35] en el 2007 simularon la propagacio´n de la fractura en 2
muestras isote´rmicas27: (111) [112] y (110) [110], de diferentes taman˜os nanome´tricos,
modeladas con un potencial h´ıbrido formado por un Campo de Fuerza para Sistemas
Reactivos (CFSR o ReaxFF por su nombre en ingle´s Force Field for Reactive systems)
[91] en la zona de proceso y un potencial Tersoﬀ [92] en el resto de la muestra.
Determinaron la v (G/G0,MD)
28, en estados estables del sistema (110), percibiendo
un salto discontinuo en la v: de 0 km/s se pasaba a un valor ≈ de 3 km/s para
G/G0,MD > 1, luego, la v se incrementaba, continuamente, conforme G aumentaba,
hasta que se alcanzaba un ma´ximo en la v (≈ 4.5 km/s); en el sistema (111) tambie´n
se presento´ esta tendencia, la cual coincid´ıa con resultados experimentales [66] 29.
La dina´mica de las grietas evocaban el efecto del entrampamiento de la red
–posiblemente tambie´n el del “gap de velocidad” [68]– observado en experimentos y
en otras simulaciones [66, 71, 34, 88], pero contrastaba con los resultados de otras
simulaciones efectuadas con potenciales emp´ıricos (SW, Tersoﬀ, EDIP) que predicen
un incremento lento de v (G) o ductilidad [66, 91, 85, 51]. Adema´s realizaron una
simulacio´n de un sistema (111) para observar los cambios locales que se generaban
en la estructura de la punta de la grieta (zona de proceso) con relacio´n a incrementos
lentos en la carga de tensio´n, durante e´sta tambie´n registraron la v instanta´nea. Los
resultados mostraron inestabilidades en la v –inicialmente, se tuvo un salto en la v
27 Mantenidas en 300 K, mediante la utilizacio´n de un termostato Berendsen [26].
28 G0,MD es definida como la tasa de liberacio´n de energ´ıa cr´ıtica en el inicio de la fractura. Para
calcular e´sta, simularon un sistema infinito pre agrietado sujeto a una carga que se incrementaba
lentamente, con T constante. Durante la simulacio´n registraron la deformacio´n cr´ıtica en la que
comenzaba la propagacio´n de la grieta, con e´sta dedujeron el esfuerzo de fractura cr´ıtico aplicado
σ0,MD. Posteriormente, determinaron K a trave´s de la aproximacio´n: KI ≈ 1.12√πaσ0, y luego








. As´ı el sistema (111) reflejo´ una G0,MD = 5
N/m, este valor es 2.2 veces mayor que el teo´rico basado en G = 2γ0.
29 A pesar de que en la simulacio´n utilizaron como condicio´n de frontera la aplicacio´n repentina
de carga, que es significativamente diferente a la condicio´n empleada en los experimentos.
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de 0 km/s a ≈ 2 km/s, y luego, al alcanzarse una v ≈ 69% cR se dio una ca´ıda
repentina en la velocidad, seguida de grandes ﬂuctuaciones— que sugirieron estar´ıan
ligadas con cambios en la estructura.30, 31
2.5. Notas relativas a la teor´ıa del continuo, a los experi-
mentos y a las simulaciones de la fractura dina´mica.
Al cotejar, bajo condiciones equivalentes, lo establecido por la teor´ıa del con-
tinuo de fractura dina´mica (seccio´n 2.2) con los resultados de experimentos (seccio´n
2.3) y de simulaciones de dina´mica molecular de la fractura (seccio´n 2.4) generados
por Modo I en silicio cristalino, se aprecian algunas concordancias entre e´stas: la
iniciacio´n de la fractura obedece la condicio´n [34] de Griﬃth: G = 2γ [66, 84, 71], la
grieta se propaga en los planos de clivaje que tienen bajas energ´ıas superﬁciales32:
(111) y (110) [34, 84, 88], la propagacio´n inicial recta de la grieta genera una su-
perﬁcie de fractura lisa [18, 66, 84, 88, 71], la velocidad de propagacio´n de la grieta
presenta valores mı´nimos del orden del 1% cR [21]; pero tambie´n se advierten al-
gunas aparentes [8] discrepancias: la grieta no se propaga en los planos de clivaje
con igualdad facilidad en cualquier direccio´n33 [34], la velocidad de la grieta terminal
presenta valores inferiores a la velocidad de onda Rayleigh [18, 66, 21, 18, 88], la
presencia de una inestabilidad en una velocidad cr´ıtica [18, 35], la transicio´n de liso
a rugoso en las superﬁcies de fractura [18, 66, 88].
Al analizar otros materiales se aprecian, igualmente, coincidencias –por ejem-
plo: la forma funcional y la resistencia de los campos de esfuerzos fuera de la zona de
30 En los anillos originales de 6 a´tomos del silicio se daba una transformacio´n en anillos dobles
de 5 y 7 a´tomos.
31 Otras influencias son las variaciones en los flujos de energ´ıa y los cambios en los campos de
esfuerzos asinto´ticos [10, 80].
32 Esta conclusio´n se deduce del criterio de Griffith [34].
33 Del criterio de Griffith se concluye que una grieta en un plano de clivaje se propaga con igual
facilidad en cualquier direccio´n [34].
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proceso [8]– [80] y al parecer [8] diferencias –tal y como se menciono´ en la pa´g. 10–
entre estas te´cnicas, con lo cual ciertos investigadores (ver comentarios en [33], [10]
y [60]) mencionan que la teor´ıa actual se encuentra limitada34 e incompleta, aunque
otros [8] indican que los contrastes no son tan grandes y que so´lo se necesita informa-
cio´n complementaria –proveniente de experimentos o de otras teor´ıas planteada(o)s
en escalas muy pequen˜as– y adecuaciones mı´nimas [35, 8, 46] para mantener el poder
predictivo de la teor´ıa (por ejemplo: establecer Γ en funcio´n de la velocidad, incluso
en materiales fra´giles como silicio, a diferencia de la constante asumida; y al analizar
la fractura ma´s alla´ de la velocidad de inestabilidad –en la que se generan estados de
mu´ltiples grietas– hacerlo so´lo durante los momentos en los que se produce estados
de una sola grieta [64].).
En lo que s´ı existe un amplio consenso entre los investigadores [8] es en que
el problema de co´mo se quiebran las cosas a nivel ato´mico se aborda mejor a trave´s
de simulaciones de dina´mica molecular, pues e´sta herramienta funciona como un
puente entre los experimentos y las teor´ıas. De ah´ı que en el presente trabajo se
haya seleccionado esta te´cnica para analizar la fractura dina´mica –principalmente, la
morfolog´ıa de las superﬁcies de fractura– dentro de la zona de proceso de muestras
nanome´tricas ideales de silicio. En el siguiente cap´ıtulo, se comentan los elementos
fundamentales para realizar dichas simulaciones.
34 Los procesos disipadores de energ´ıa que se presentan en la zona de proceso no son analizados
por la teor´ıa del continuo.
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CAPI´TULO 3
SIMULACIO´N DE LA FRACTURA
POR DINA´MICA MOLECULAR
3.1. Introduccio´n
La te´cnica de simulacio´n por dina´mica molecular ha sido descrita en diferentes
textos y art´ıculos (Allen & Tildesley [26], Hoover [27], Haile[28], Rapapport [29],
Frenkel & Smit [30], Abraham [25], entre otros). Sin embargo, para tratar espec´ıﬁ-
camente el feno´meno de la fractura es necesario el ajuste de algunos aspectos, estos
se desprenden de las investigaciones mencionadas en el apartado anterior1. En es-
te cap´ıtulo se precisan las adecuaciones pertinentes que permiten efectuar, en una
estacio´n de trabajo, simulaciones de la propagacio´n de la fractura en materiales na-
nome´tricos fra´giles durante escalas de tiempo del orden de picosegundos.
1 Y de aquellas investigaciones no relacionadas con silicio [22, 65, 15, 79, 17, 55, 20, 53, 31, 12,
10, 80].
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3.2. Ecuaciones de movimiento
En el ana´lisis computacional de situaciones fuera de equilibrio es frecuente la
implementacio´n de simulaciones por dina´mica molecular mediante procedimientos
llamados me´todos de no equilibrio, los cuales empezaron a desarrollarse a partir de
1975 [93]. Estos consisten en aplicar una fuerza externa al sistema simulado, para
establecer el estado fuera de equilibrio, y luego, a trave´s de la simulacio´n determinar
la respuesta a esa fuerza.
La aplicacio´n de estas te´cnicas ha permitido la determinacio´n de coeﬁcientes
de viscosidad, de difusio´n, de conductividad te´rmica [94] y, a ra´ız de la investigacio´n
de Holian & Ravelo [53], tambie´n se han utilizado para analizar el feno´meno de la
fractura.
De manera general, las ecuaciones de movimiento (incluyendo la perturbacio´n)
tienen la siguiente forma [26, pa´g. 241]:
q˙ = p/m +Ap ·F (t) (3.1)
p˙ = F−A q ·F (t) (3.2)
donde:
q˙ ⇔ Derivada de las coordenadas Cartesianas de cada a´tomo en el sistema
con respecto al tiempo.
p ⇔ Momento ato´mico.
m ⇔ Masa ato´mica.
F (t) ⇔ Componente vectorial 3N , que representa un campo dependiente del
tiempo (aplicado a cada a´tomo y en cada una de las direcciones).
Ap y Aq ⇔ Funciones de las posiciones y de los momentos de las part´ıculas que
describen la manera en que el campo interactu´a con los a´tomos.
p˙ ⇔ Derivada del momento ato´mico con respecto al tiempo.
F ⇔ Fuerza en el a´tomo (seccio´n 3.3, pa´gina 24).
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La evolucio´n temporal del sistema se simula al calcular las trayectorias y las
velocidades ato´micas en funcio´n del tiempo, mediante la resolucio´n del conjunto de
6N ecuaciones diferenciales de primer orden (ecuaciones 3.1 y 3.2) a trave´s de algu´n
me´todo de diferencias ﬁnitas (seccio´n 3.4, pa´gina 26); inicialmente, al sistema se le
asigna una conﬁguracio´n ba´sica.
3.3. Leyes de fuerza
Los fundamentos f´ısicos en las simulaciones computacionales de sistemas so´lidos
provienen de las leyes de energ´ıa y de fuerza utilizadas [95]. Las leyes energe´ticas se
representan por las ecuaciones utilizadas para calcular la energ´ıa del sistema en una
conﬁguracio´n dada de los a´tomos. De las energ´ıas interato´micas –a trave´s del teorema
de fuerza [96]– se determinan las fuerzas internas actuantes en cada a´tomo.
En principio, las leyes que gobiernan la conducta de los iones y electrones en un
so´lido (ﬂuido o mole´cula) son bien conocidas: es suﬁciente con resolver la ecuacio´n de
Schro¨dinger. El reto es encontrar la solucio´n precisa para cualquier material so´lido;
esto es complejo, debido a la gran cantidad de iones y electrones que lo conforman.
Por este motivo, y con la ﬁnalidad de lograr su posible aplicacio´n en simulaciones,
se utilizan algunas simpliﬁcaciones y aproximaciones, entre las principales [97] se
encuentran la consideracio´n de que los nu´cleos esta´n en posiciones ﬁjas2, lo que reduce
el problema inicial multi-cuerpos a la determinacio´n de la solucio´n de la dina´mica de
los electrones para una conﬁguracio´n inmovilizada de los nu´cleos; as´ı como asumir
que la fuerte interaccio´n que se tiene en el gas de electrones (en la presencia de los
nu´cleos) se puede trazar como un problema de una sola part´ıcula que se mueve en
un potencial efectivo no local, e´sta u´ltima se apuntala en la teor´ıa del funcional de
densidad (DFT) [97].
2 Esta simplificacio´n se basa en que los nu´cleos tienen mayor masa que los electrones. Y conlleva
a la separacio´n de las coordenadas electro´nicas de las nucleares en la funcio´n de onda multi-cuerpos,
aproximacio´n conocida como Born-Oppenheimer o adiaba´tica.
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A la vez, dentro de la DFT [98] se suele considerar a la aproximacio´n de den-
sidad local (LDA) [99] como la metodolog´ıa ma´s precisa para calcular las energ´ıas
ato´micas y las fuerzas del problema anterior. Sin embargo, y a pesar de los recientes
desarrollos (ver [100, 97] y las referencias ah´ı citadas) relativos a esta metodolog´ıa,
no se ha logrado –hasta el d´ıa de hoy– [95] su implementacio´n pra´ctica3 para estudiar
sistemas conformados por miles de a´tomos.
Un me´todo mecano-cua´ntico simpliﬁcado para tratar sistemas so´lidos es el
Tight-Binding (TB). La aproximacio´n clave del me´todo es asumir que los electrones
no interactu´an [95], electro´n independiente [101], con lo que los efectos de correlacio´n
e intercambio de multi-cuerpos se consideran so´lo en un modo eﬁcaz. Esto reduce el
problema a encontrar el espectro de eigenvalores En de un Hamiltoniano para una-
part´ıcula, lo que permite obtener la energ´ıa total de la parte electro´nica –Energ´ıa de
la estructura de bandas (Ebs)— al sumar los eigenvalores E
n. La matriz Hamiltoniana
se forma con orbitales ato´micos localizados4 y la magnitud de las interacciones de los
orbitales var´ıa con la distancia. La energ´ıa total del sistema se conforma por la Ebs y
la energ´ıa repulsiva (Erep), donde esta u´ltima se genera por la repulsio´n ejercida entre
todos los pares de a´tomos del sistema. Sin embargo, au´n y con las simpliﬁcaciones
de esta te´cnica que resultan en un ca´lculo 100 veces ma´s ra´pido que con la DFT [95],
es inmanejable para una terminal de trabajo de escritorio.
Ante estos escenarios se recurre a potenciales emp´ıricos para abordar la f´ısica
de los sistemas analizados. En esta te´cnica la energ´ıa se expresa como una funcio´n de
las posiciones interato´micas (con lo cual se desconoce la naturaleza mecano-cua´ntica
de los electrones5), lo que deriva en un ca´lculo 104 veces ma´s ra´pido que al utilizar
me´todos TB [95]. El procedimiento se basa en que cualquier funcio´n de la energ´ıa
potencial Φ que describe las interacciones entre N part´ıculas ide´nticas se puede
3 En estaciones de trabajo de escritorio.
4 La parte angular de estos orbitales tienen la forma Slater-Koster [102], con para´metros deter-
minados a ra´ız de ca´lculos de DFT o bien con base a experimentos.
5 Esto, comu´nmente, suscita el cuestionamiento de esta alternativa [35, 33].
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resolver en contribuciones de un cuerpo, de dos cuerpos, de tres cuerpos, etce´tera:











v3 (i, j, k) + . . . + vN (i, . . . , N) . (3.3)
donde v1 describe normalmente fuerzas externas a las que el sistema esta´ sujeto,
los restantes te´rminos v2, v3, . . . , vN representan interacciones de part´ıculas. El
te´rmino v2 representa el potencial entre pares de a´tomos, e´ste es el ma´s importante
de Φ; el te´rmino v3 representa el potencial que involucra tres a´tomos, es signiﬁcativo
sobretodo en l´ıquidos y en so´lidos tetrae´dricos covalentes; los te´rminos v4, v5, . . . ,
vN son pequen˜os comparados con v2 y v3 [26, pa´g. 7–9].
En la naturaleza de los potenciales emp´ıricos se consideran de manera casi
universal los conceptos del apareamiento ato´mico (en ingle´s pairwise) y de fuerzas
centrales [103]. Estos te´rminos implican que la energ´ıa potencial entre dos a´tomos
no es inﬂuida por la presencia de otros a´tomos cercanos y que la fuerza entre los
a´tomos se dirige a lo largo de la l´ınea que une los centros de masa, respectivamente.
As´ı, los potenciales suelen ser funciones, u´nicamente, de la separacio´n ato´mica.
La construccio´n de los potenciales emp´ıricos se hace recurriendo a para´me-
tros ajustables que se determinan al relacionar las propiedades de los sistemas con
resultados experimentales.
3.4. Integracio´n de las ecuaciones de movimiento
Existen varios algoritmos que se pueden emplear para integrar las ecuaciones de
movimiento, entre los ma´s comunes se encuentran el algoritmo Verlet [26, pa´g. 78–82]
y el algoritmo Gear predictor-corrector [26, pa´g. 82–83]. De acuerdo a Allen y Til-
desley [26, pa´g. 342] es, probablemente, este u´ltimo algoritmo el ma´s adecuado en los
casos donde la velocidad aparece en el lado derecho de las ecuaciones de movimiento
(como usualmente sucede en las ecuaciones de movimiento fuera de equilibrio). La
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idea ba´sica del algoritmo predictor-corrector es usar la informacio´n de la posicio´n (r)
y sus primeras n derivadas en el tiempo t (v, a, b, . . . ) para predecir la posicio´n y
sus primeras n derivadas en el tiempo t +Δt.






b (t)Δt3 + . . .
vp (t +Δt) = v (t) + a (t)Δt +
1
2
b (t)Δt2 + . . .
ap (t +Δt) = a (t) + b (t)Δt + . . .
bp (t +Δt) = b (t) + . . . (3.4)
Luego, se calculan las fuerzas (y por lo tanto las aceleraciones, ac (t +Δt)) en
las posiciones predichas. Debido a que estas aceleraciones (ac) no son iguales a las
predichas (ap), se tienen que ajustar las predicciones:
Δa (t +Δt) = ac (t +Δt)− ap (t +Δt) (3.5)
para que correspondan a los hechos.
Adema´s, y con base en la discrepancia observada entre las aceleraciones pre-
dichas y las observadas, se mejoran los estimados de las posiciones y las restantes
n− 1 derivadas.
rc (t +Δt) = rp (t +Δt) + c0Δa (t +Δt)
vc (t +Δt) = vp (t +Δt) + c1Δa (t +Δt)
ac (t +Δt) = ap (t +Δt) + c2Δa (t +Δt)
bc (t +Δt) = bp (t +Δt) + c3Δa (t +Δt) (3.6)
La idea es que rc (t +Δt), vc (t +Δt) y sucesivas derivadas son mejores apro-
ximaciones a las posiciones, velocidades, . . . verdaderas. Los valores de los diferentes
coeﬁcientes c0, c1, c2, c3, . . . empleados para obtener la o´ptima estabilidad y precisio´n
de las trayectorias dependen de las derivadas de la posicio´n incluidas y del orden de
las ecuaciones diferenciales a resolver.
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3.5. Condiciones de frontera
Los sistemas analizados en simulaciones de dina´mica molecular son, usualmen-
te, truncados a un taman˜o tal que se puedan manejar computacionalmente . Esto
resulta en la introduccio´n de fronteras artiﬁciales, las cuales deben tomar en cuenta
los a´tomos que han sido removidos del sistema [52].
La seleccio´n de una condicio´n de frontera en particular depende de la situacio´n
f´ısica que se desea simular [28, pa´g. 12], por ejemplo:
• Si se desea simular un sistema perfecto inﬁnito, entonces se pueden utilizar
condiciones de frontera perio´dicas en el ana´lisis del movimiento de N part´ıculas
en una celda computacional de volumen V , bajo densidad constante.
• Si el objetivo es estudiar la conducta de N part´ıculas en una celda computacio-
nal de volumen V cercanas a las paredes reales de un contenedor, entonces se
pueden utilizar condiciones de frontera r´ıgidas.
Para el caso de las simulaciones en la meca´nica de la fractura se utilizan diversas
condiciones de frontera, entre e´stas se encuentran las siguientes:
• Aplicar un esfuerzo constante y uniforme a lo largo de la frontera de la muestra
que contiene la grieta microsco´pica. Esta condicio´n presenta el inconveniente de
que la simulacio´n no corresponde al caso de una grieta macrosco´pica y tampoco
a la situacio´n de una grieta rodeada por una cantidad razonable de material
[103, pa´g. 27].
• Ordenar los a´tomos en la frontera de acuerdo a la solucio´n dada por la teor´ıa
lineal del continuo apropiada al tipo de defecto y esfuerzo aplicado, y luego
estudiar la conducta dentro del sistema (en el que, por lo general, no es va´lida la
teor´ıa lineal) mediante la simulacio´n. En este me´todo, conocido como condicio´n
de frontera ﬁja, el volumen del sistema no var´ıa [103, pa´g. 27].
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• Emplear una funcio´n continua lineal de Green que relaja las fuerzas entre el
continuo y la regio´n ato´mica, esto mejora la condicio´n de frontera ﬁja, ya que
permite pequen˜os cambios de volumen, aunque no siempre es posible determi-
nar la funcio´n de Green del defecto simulado. Una desventaja del me´todo es
que e´ste impone limitantes en el sistema, si los procesos ato´micos a observar
requieren variaciones en la forma y taman˜o del sistema [103, pa´g. 27–29].
• Manejar la teor´ıa lineal del continuo en la frontera del sistema para determi-
nar los esfuerzos, en lugar de los desplazamientos, de los a´tomos en la frontera.
Entonces, estos esfuerzos se aplican y se mantienen constantes durante la simu-
lacio´n, con lo cual los a´tomos de la frontera tienen la oportunidad de moverse.
El me´todo necesita de un sistema lo suﬁcientemente grande para evitar que la
regio´n no lineal alcance la frontera [103, pa´g. 29].
• Adherir nuevos cristales a la frontera del sistema cercana a la grieta y eliminar-
los del sentido opuesto, una vez que la fractura se propaga; con esto se busca
simular una grieta en un sistema inﬁnitamente largo [81].
• An˜adir una regio´n de amortiguamiento alrededor del sistema a analizar, e´sta
sirve para prevenir la reﬂexio´n de ondas por parte de a´tomos ﬁjos en ciertas
posiciones de la frontera del sistema. Esta condicio´n consiste en aplicar un
te´rmino extra de friccio´n ζ a la ecuacio´n de movimiento, tan so´lo en la regio´n
de amortiguamiento. El valor de ζ se incrementa desde cero en la interfase
formada entre la regio´n primaria y la regio´n de amortiguamiento hasta un
valor ma´ximo en la frontera del sistema [52].
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3.6. Determinacio´n de la energ´ıa y de los esfuerzos a nivel
ato´mico
En la ejecucio´n de simulaciones por dina´mica molecular se obtienen grandes
cantidades de datos –posiciones ato´micas y sus derivadas, fuerzas, temperaturas,
entre otros– que se incrementan al aumentar el taman˜o del sistema analizado y los
tiempos de las simulaciones. Sin embargo, estos para´metros no son suﬁcientes en el
ana´lisis de fracturas, pues se precisan de energ´ıas, esfuerzos y deformaciones a nivel
ato´mico.
La energ´ıa ato´mica se determina calculando dos componentes: la parte poten-
cial y la parte cine´tica. El segmento potencial se obtiene del potencial mediante las
contribuciones v1, v2, v3, v4, v5, . . . , vN provenientes de los vecinos ma´s cercanos; el
segmento cine´tico proviene de los momentos de las part´ıculas.
Los esfuerzos ato´micos se deﬁnen de acuerdo a la ecuacio´n de esfuerzo virial


















donde Vα es un volumen ato´mico [105, 106], n denota el nu´mero de vecinos interac-
tuantes de un a´tomo α. Esta ecuacio´n es compatible con la propuesta por Vitek &
Egami [106], quienes dedujeron la misma ecuacio´n a partir de la naturaleza meca´nica
cua´ntica de los sistemas. Una variante de esta ecuacio´n ha sido usada por Buehler




El concepto para la elaboracio´n de esta investigacio´n emana de un trabajo pre-
vio [36], realizado en el tema de la autoaﬁnidad de superﬁcies de fractura. Durante el
desarrollo de aquella investigacio´n, se ideo´ que la autoaﬁnidad, al igual que otras ca-
racter´ısticas de la fractura, estar´ıa vinculada al potencial interato´mico (pensamiento
que concuerda con lo establecido recientemente por Babinec [107]).
Con la idea de analizar la inﬂuencia de las interacciones ato´micas en el feno´-
meno de fractura, se penso´ en ejecutar simulaciones de dina´mica molecular, debido
a que el fundamento de esta herramienta resulta ideal para alcanzar este objetivo.
La unio´n de los posibles resultados de esta te´cnica con la nocio´n de autoaﬁnidad
[36, 45] conllevo´ a plantear la hipo´tesis del presente trabajo: La simulacio´n por
dina´mica molecular de la fractura dina´mica, producida por tensio´n, en muestras
ideales nanome´tricas de silicio genera superﬁcies que presentan caracter´ısticas de
fragilidad similares a las observadas en escalas macrosco´picas.
Para validar la hipo´tesis, se simulo´ la aplicacio´n de una carga en alta velocidad
por tensio´n uniaxial –a trave´s de las ecuaciones de movimiento propuestas por Zhou
et al. [12]– que generaba la fractura dina´mica en pequen˜as muestras (del orden de los
diez nano´metros cu´bicos) preagrietadas, que contaban con una condicio´n de frontera
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de reciente formulacio´n [52] y una temperatura inicial preasignada. El material se
modelo´ mediante tres diferentes potenciales interato´micos [51, 33, 49] –con la ﬁnali-
dad de analizar la inﬂuencia del potencial en la propagacio´n de la grieta1– , y con tres
diferentes planos cristalogra´ﬁcos para la propagacio´n de la grieta –con el objetivo de
examinar la anisotrop´ıa durante la propagacio´n de la fractura [34]– .
El ana´lisis de las superﬁcies y los arreglos estructurales de la fractura se efectua-
ron en referencia a la morfolog´ıa generada [67, 84] 2. Tambie´n, se estimo´ la velocidad
promedio de la propagacio´n de la grieta [67], y en distintos pasos de tiempo de la
simulacio´n se cuantiﬁcaron las energ´ıas [12], la velocidad instanta´nea de la punta de
la grieta (vpunta) [12], los esfuerzos [104] y las deformaciones ato´micas [104].
Sin embargo, durante el transcurso de la presente investigacio´n se observo´ que
la formulacio´n de Zhou et al. [12] no era apropiada para evaluar la v(G) en estados
estables –como se realiza en experimentos y simulaciones (ver seccio´n 2.3 y subseccio´n
2.4.2.1)– , aunque si lo era para evaluar la hipo´tesis.
1 En la seccio´n 3.3 se comento´ la importancia de e´ste para´metro, y en la sub seccio´n 2.4.2.1 se
mencionaron resultados de simulaciones anteriores de la fractura de muestras de silicio que mostra-
ban ductilidad [84, 71, 50, 35] o fragilidad [81, 34, 84, 88, 71, 50], segu´n el potencial seleccionado.
2 La falta de un ana´lisis cuantitativo [36, 15, 108, 109, 110] se debio´ a que las muestras eran




El punto de partida para las simulaciones realizadas en este trabajo fue la
generacio´n de coordenadas para los nu´cleos de los a´tomos de silicio, esto se hizo a
trave´s de la re´plica tridimensional de una celda ideal unitaria cu´bica centrada en
las caras (fcc) tipo diamante. Luego, a ese sistema inicial se le giro´ en 3 maneras
diferentes, con lo que se tuvieron los siguientes sistemas: (110)[11¯0] –similar a [81]– ,
(100)[01¯0] –ana´logo a [111]– y (111)[101¯] –semejante a [81]– , esto con la ﬁnalidad de
analizar diferentes escenarios en la propagacio´n de la grieta. Las muestras tuvieron
las dimensiones de longitud (L) en x × altura (H) en y × espesor en z = 69 × 54
× 22 ◦A3, 65 × 55 × 22 ◦A3, y 69 × 57 × 20 ◦A3, respectivamente.
Posteriormente, a esas muestras se les realizaron muescas horizontales, parale-
las al plano (x,z), con el objetivo de propiciar la propagacio´n de las fracturas. Los
taman˜os (lm) de e´stas fueron equivalentes al 40% de la longitud de los espec´ımenes
en la direccio´n x, para efectuarlas se removieron –desde el extremo derecho hacia el
centro de las respectivas muestras– 2, 3 y 2 planos de a´tomos. De esta manera, las
muestras contuvieron 3912, 3716, y 3792 a´tomos, respectivamente.
Para modelar el comportamiento f´ısico de las muestras generadas se precisaba
de una ley de fuerza para las part´ıculas constituyentes. Inicialmente, se implemento´ la
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metodolog´ıa TB (seccio´n 3.3), pero debido a los taman˜os de las muestras se obten´ıa
–en la estacio´n de trabajo disponible– un colapso al intentar efectuar las simulaciones
de Dina´mica Molecular (DM) cano´nicas [26, pa´g. 230] que asignar´ıan las temperatu-
ras (T ) iniciales. Por eso se recurrio´ a potenciales emp´ıricos, que en el caso del silicio
son abundantes1, con diversas formas y para´metros.
El potencial que se considero´ para asignar la temperatura fue el llamado
Stillinger-Weber (SW) [51] (tabla A.1), el cual es muy popular y recurrente en la
literatura [33], presenta excelentes propiedades ela´sticas, pero principalmente se tie-
ne reportado que este potencial captura bien la f´ısica no lineal involucrada en el
calentamiento y la fusio´n [33].
A trave´s de simulaciones de DM cano´nicas, desarrolladas durante 20,000 pasos
de tiempo2 (20.4 ps), se asignaron 2 temperaturas iniciales (100 & 300 K) a cada
una de las 3 muestras.
Para la simulacio´n de la fractura se recurrio´ nuevamente al potencial SW,
aunque con ciertas reservas, ya que en un trabajo previo –realizado por Holland y
Marder [33]– en el que se empleo´ este potencial, no se observo´ la fractura en los planos
de propagacio´n (111) y (110), en tanto que en el (100) se tuvo una fractura muy
rugosa; esto no concuerda con lo que se presenta en los experimentos [66, 67, 113],
ya que en e´stos se presenta clivaje fra´gil en los planos (111) y (110), mientas que en
el plano (100) no existe evidencia concluyente [114].
Ante estos resultados, se probaron otros dos potenciales emp´ıricos, con la idea
de que alguno generara superﬁcies de fractura con caracter´ısticas de fragilidad simi-
lares a las observadas en escalas macrosco´picas [18, 66, 67, 73].
El siguiente potencial (MSW1) que se utilizo´, se desprende del trabajo pre-
viamente mencionado de Holland y Marder [33]. Este potencial [33] se basa en el
1 Se tienen documentados, por lo menos, 30 diferentes potenciales [33, pa´g. 797][112].
2 1 paso de tiempo = 1.02 fs, este valor fue manejado por Holland [81].
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potencial original SW, pero con una modiﬁcacio´n en el valor del para´metro λ (tabla
A.1), lo que aumenta la estabilidad de los tetraedros que conforman la estructura
cristalina fcc tipo diamante, sin embargo, este cambio incrementa la temperatura de
fusio´n arriba de 3,500 K (experimentalmente [33] se conoce en 1,685 K) y aumenta
los valores del mo´dulo del Young con respecto a los valores experimentales: un 32%
para el plano (100), un 12% para el plano (110) y un 7% para el plano (111).
El u´ltimo potencial (MSW2) que se manejo´ fue propuesto por Jian et al. [49].
Este potencial, tambie´n, consiste en una modiﬁcacio´n de los valores de los para´me-
tros del potencial original SW (tabla A.1) que genera un mejor acuerdo de los valores
del mo´dulo volume´trico (bulk modulus B) y de las relaciones de dispersio´n de fo-
nones3 (ν0 (Γ) y νTA (X)) obtenidos por simulaciones con aquellos observados en los
experimentos; esto genera una mejor descripcio´n de la dina´mica de la red cristalina
[49].
Establecidos los potenciales (SW, MSW1 y MSW2), se analizaron las ecuacio-
nes de movimiento que pudieran generar una propagacio´n de la fractura durante las
simulaciones, y entonces se seleccionaron aquellas propuestas por Zhou et al. [12]:




− ε˙vyyˆ− ζv (5.2)
donde ε˙ es la velocidad de deformacio´n y ζ es un coeﬁciente de friccio´n [52], o
coeﬁciente de amortiguamiento viscoso [31], que se aplica a una regio´n alrededor de
la zona de simulacio´n primaria.
Estas ecuaciones permiten modelar una expansio´n homoge´nea [53] de mues-
tras en la direccio´n y, sin control de temperatura, lo que favorece el inicio de la
fractura y su consecuente propagacio´n. En las simulaciones se manejo´ un valor de






A (ε˙ = 0.39 Ts−1), el cual ha sido utilizado en anteriores
simulaciones de dina´mica molecular (mencio´n en [81, pa´g. 748]).
Para integrar las ecuaciones de movimiento se implemento´ el algoritmo Gear
predictor-corrector (seccio´n 3.4), ya que de acuerdo a Allen y Tildesley [26, pa´g. 342]
este es el algoritmo indicado cuando la velocidad aparece a la derecha en las ecua-
ciones de movimiento (lo que sucede en este trabajo). Para aplicar este me´todo se
emplearon los valores de c0 = 251/720, c1 = 1, c2 = 11/12, c3 = 1/3 y c4 = 1/24
para los coeﬁcientes de correccio´n, pues segu´n Allen y Tildesley [26, pa´g. 341] e´stos
son los valores sugeridos cuando se tienen ecuaciones de movimiento de primer orden
y se manejan cuatro derivadas de la posicio´n con respecto al tiempo en el algoritmo
Gear predictor-corrector (tal y como se empleo´ en esta investigacio´n).
Las condiciones de frontera se implementaron siguiendo la reciente metodo-
log´ıa propuesta por Yang et al. [52], ya que a trave´s de e´sta se pueden absorber las
reﬂexiones de fonones –ver pa´g. 29– . Se penso´ en esta te´cnica porque durante la
propagacio´n de la fractura se tiene una produccio´n destacada de fonones, y como las
muestras son nanome´tricas este efecto podr´ıa verse reﬂejado –hacia el interior de las
muestras– por los a´tomos ﬁjos en las fronteras de las piezas, lo que alterar´ıa la fractu-
ra del material. Para implementar estas condiciones de frontera se an˜adio´ alrededor
de las muestras una zona de amortiguamiento, para esto se manejo´ el te´rmino de fric-
cio´n ζ en la ecuacio´n de movimiento (ecuacio´n 5.2). El valor de ζ se incremento´ desde
cero en la interfase formada entre la regio´n primaria y la regio´n de amortiguamien-
to hasta un valor ma´ximo (0 A−1 (eV/uma)1/2 o 0.0002 A−1 (eV/uma)1/2 o 0.002
A−1 (eV/uma)1/2 o 1 A−1 (eV/uma)1/2, segu´n el caso simulado) en los l´ımites de esta
zona [52].
En las direcciones x y y se aplicaron las anteriores condiciones de frontera, en
tanto que en la direccio´n z se implementaron condiciones perio´dicas; con esto se tuvo
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una situacio´n de deformacio´n plana4,5.
La implementacio´n de estos elementos (planos de propagacio´n de la fractura,
taman˜os de las muestras, nu´mero de a´tomos, potenciales emp´ıricos, ecuaciones de
movimiento, algoritmo de integracio´n y condiciones de frontera), aunados a los com-
ponentes cla´sicos de la dina´mica molecular [26], en programas realizados en fortran6
permitieron la simulacio´n de la deformacio´n y de la consecuente fractura de las mues-
tras. Las condiciones iniciales y de frontera utilizadas en las simulaciones se reportan
en la tabla 5.1 .
Para analizar los procesos de fractura simulados se obtuvieron, cada 500 pa-
sos de tiempo, datos de posicio´n, energ´ıa, deformacio´n y esfuerzos a nivel ato´mico
(seccio´n 3.6). A e´stos se les aplico´ una posterior discretizacio´n, para asignarles un
color caracter´ıstico [12] acorde a la magnitud de sus valores, con el propo´sito de
obtener una mejor visualizacio´n de los feno´menos7 (ver cap´ıtulo 6). Adicional a esto,
se calculo´ la velocidad promedio de la grieta (vprom), deﬁnida como la relacio´n entre
el camino de la grieta, L − lm, y la duracio´n del proceso de fractura [67]; as´ı como
la velocidad instanta´nea de la punta de la grieta, determinada como el cambio en la
posicio´n x de la punta de la grieta dividida por el intervalo de tiempo de recopilacio´n
de datos [12].
En el siguiente cap´ıtulo se efectu´a la validez de la hipo´tesis, esto se hace al
comparar los resultados obtenidos –principalmente, la morfolog´ıa de las superﬁcies de
fractura– con aquellos provenientes de macro experimentos y de otras simulaciones.
4 Estado de esfuerzos donde una dimensio´n es “infinita”, por lo tanto, la deformacio´n a lo largo
de esa direccio´n esta´ restringida, ve´ase [59, pa´g. 52] [116, pa´g. 41].
5 Esta limitante puede influir en la posibilidad de la nucleacio´n de dislocaciones [35].
6 Se utilizaron 3,500 pasos de tiempo (3.57 ps) para la propagacio´n de la fractura en el plano
(111), en tanto que en los planos (110) y (100) se manejaron 7,000 pasos de tiempo (7.14 ps).
7 Se utilizo´ XMakemol [117] como herramienta de visualizacio´n.
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Tabla 5.1: Condiciones iniciales y en la frontera para las diversas simulaciones.
Caso A´tomos Potencial Plano Tempe- Velocidad Condicio´n Pasos
de la ratura de defor- en la de
fractura inicial macio´n (ε˙) frontera tiempo7
A 3912 MSW1 (110) 100 K 0.004 8 9,10 7000
B 3716 ′′ (100) ′′ ′′ ′′ ′′
C 3792 ′′ (111) ′′ ′′ ′′ 3500
D ′′ ′′ ′′ ′′ ′′ 9,11 ′′
E 3716 ′′ (100) ′′ ′′ ′′ 7000
F ′′ ′′ ′′ ′′ ′′ 9,12 ′′
G 3792 ′′ (111) ′′ ′′ ′′ 3500
H 3903 ′′ (110) 300 K ′′ 9,10; 9,11; 9,12 7000
I 3714 ′′ (100) ′′ ′′ 9,10 ′′
J 3791 ′′ (111) ′′ ′′ ′′ 3500
K 3714 ′′ (100) ′′ ′′ 9,11 7000
L 3791 ′′ (111) ′′ ′′ 9,12 3500
M 3716 MSW2 (100) 100 K ′′ 9,10 7000
N 3912 SW (110) ′′ ′′ ′′ ′′
O 3716 ′′ (100) ′′ ′′ ′′ ′′
P 3792 ′′ (111) ′′ ′′ ′′ 3500
7 1 Paso de tiempo = 1.018050697× 10−15 s .




A, equivalente a 9.822694× 1013 s−1 .
9 Se aplicaron condiciones perio´dicas en la direccio´n z.
10 En la frontera derecha e izquierda de la muestra se implemento´ una celda amortiguado-
ra a lo largo del plano y − z, con un coeficiente ma´ximo igual a 0.002 √eV /uma/A .
11 En la frontera derecha e izquierda de la muestra se implemento´ una celda amortiguado-
ra a lo largo del plano y − z, con un coeficiente ma´ximo igual a 0.0002 √eV /uma/A .





En este cap´ıtulo se reportan y se discuten los resultados encontrados en las
simulaciones efectuadas de la propagacio´n de la fractura dina´mica en silicio. En los
sucesivos comentarios se enfatiza el efecto de las condiciones de frontera e iniciales
en las morfolog´ıas, estructuras y velocidades de las grietas detectadas. Igualmente,
se mencionan las coincidencias y las divergencias advertidas en los presentes resul-
tados con respecto a los publicados en otros trabajos teo´ricos, experimentales y de
simulaciones. Adema´s, en donde se considera pertinente se sugieren ciertas ideas que
podr´ıan contribuir a la comprensio´n de algunos de los feno´menos vistos en el silicio.
6.2. Morfolog´ıa de la fractura y estructura
El ana´lisis de las superﬁcies de fractura en las muestras simuladas1 con los
potenciales MSW2 y SW mostro´ el embotamiento de la fractura (ﬁguras2 6.1a y
1 Inicialmente a 100 K.
2 En e´stas y en las siguientes figuras, los a´tomos presentan un color asociado que sirve u´nicamente
para diferenciar los casos simulados. Salvo aquellas figuras que tienen asociada una escala de colores,
que representa los diferentes valores de una determinada magnitud.
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6.1b, respectivamente), con un comportamiento du´ctil durante toda la simulacio´n.
Esto se presento´ tanto en la muestra MSW2 para el plano de propagacio´n (100) –caso
M de la tabla 5.1– como en las muestras SW para los planos: (110), (100) y (111),
casos N, O y P, respectivamente, de la tabla 5.1.
(a) (b)
Figura 6.1: Fractura embotada: (a) con MSW2, en (100), a los 1000 pasos de tiempo
y (b) con SW, en (110), a los 2500 pasos de tiempo.
Asimismo, la muestra MSW2 –caso M– exhibio´ la pe´rdida total de la cristali-
nidad (ﬁgura 6.1a), mientras que la simulada con SW –caso N– mantuvo gran parte
de su comportamiento cristalino (ﬁgura 6.1b).
Los resultados anteriores del potencial SW en los planos de propagacio´n (111)
y (110) –casos P y N– concuerdan con la simulacio´n SW de Holland y Marder [33]
–en ese trabajo se emplearon condiciones de frontera y ecuaciones de movimiento
diferentes a las del presente estudio– , pero tal y como ellos lo notaron, estos resul-
tados no coinciden con resultados experimentales [50], ni con los productos de otras
simulaciones –efectuadas con potenciales distintos al SW– [50, 34, 71], los cuales
exhiben una propagacio´n fra´gil de la fractura. En el caso de la simulacio´n realizada
con el potencial MSW2 –caso M– se puede argu¨ir que el plano (100) no es un plano
de clivaje del silicio y que no se tiene conocimiento de que este potencial haya si-
do utilizado para simular la fractura –no obstante, s´ı reproduce satisfactoriamente
algunas propiedades del silicio (ver pa´gina 35) [49]– , sin embargo, en una simula-
cio´n de Holland y Marder [33] realizada con un potencial MSW1 en este plano, s´ı se
presento´ la propagacio´n de la fractura.
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En las muestras simuladas, a 100 K iniciales, con el potencial MSW1 s´ı se
manifesto´ la propagacio´n de la grieta:
• En el plano de la fractura (110) –caso A de la tabla 5.1– se apreciaron, en una
primera instancia, dos potenciales caminos sime´tricos para la fractura; e´stos
presentaron, alrededor de las puntas, pequen˜as regiones de marcada deforma-
cio´n (ﬁgura 6.2a) [118] Posteriormente, la fractura se fue por uno de estos
caminos hacia [11¯0] (ﬁgura 6.2b) 3. Luego, la grieta se propago´ generando una
superﬁcie lisa como espejo (ﬁgura 6.2c) –esto podr´ıa esperarse, pues como se
menciono´ en la pa´g. 41 este plano es el de clivaje en los semiconductores III-
V– . As´ı, la morfolog´ıa generada resulto´ acorde a la prediccio´n del PSL (pa´g.
10), y tambie´n, estuvo a tono con la conducta advertida en otras simulaciones
[34, 81] y en experimentos de fractura para bajas tasas de liberacio´n de energ´ıa
G efectuados en probetas de taman˜o milime´trico a temperatura ambiente4 [67].
(a) (b) (c)
Figura 6.2: Fractura en el plano (110) simulada con MSW1 y 100 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 2000, (b) 2500 y (c) 4000 .
• En el plano de la fractura (100) –caso B de la tabla 5.1– se noto´, inicialmente, un
pequen˜o cambio en la orientacio´n de la propagacio´n de la fractura (ﬁguras 6.3a
y 6.3b), y luego, durante el avance de la grieta hacia [01¯0] se presentaron ligeras
oscilaciones relativas al plano de propagacio´n (100) con lo que se generaron
3 En la seccio´n 6.3 se discute este caso en te´rminos energe´ticos y de esfuerzos.
4 Si bien la temperatura inicial de la muestra simulada (100 K) es diferente a la de las probetas
experimentales (298 K), se esperar´ıa que el comportamiento pra´ctico de las probetas fracturadas a
las temperaturas de la simulacio´n se mantuviera fra´gil.
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caracter´ısticas rugosas (ﬁgura 6.3c); una situacio´n ana´loga fue observada en
una simulacio´n de Holland y Marder [33].
(a) (b) (c)
Figura 6.3: Fractura en el plano (100) simulada con MSW1 y 100 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 2000, (b) 2500 y (c) 3000 .
• En el plano de la fractura (111) –caso C de la tabla 5.1– se tuvo un compor-
tamiento fra´gil, tipo clivaje, que genero´ superﬁcies lisas en [101¯], salvo unos
pocos a´tomos en los que se tuvo un desplazamiento irregular (ﬁguras 6.4a,
6.4b y 6.4c) [118] –el comportamiento global podr´ıa preverse, pues como se
menciono´ en la pa´g. 12 este plano es el de clivaje en el silicio– . Ana´logas a
estas superﬁcies son aquellas reportadas como ato´micamente planas en otras
simulaciones [71, 88] y las encontradas en experimentos para bajas energ´ıas de
fractura en probetas de taman˜o milime´trico a temperatura ambiente5 [66, 113].
(a) (b) (c)
Figura 6.4: Fractura en el plano (111) simulada con MSW1 y 100 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 1500, (b) 2500 y (c) 3500 .
5 Comentario similar al expresado en la anterior nota al pie´ de pa´gina.
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Por otra parte, en las muestras simuladas con el potencial MSW1, a 300 K
de temperatura inicial, tambie´n se manifesto´ la propagacio´n de la grieta6. Pero en
algunas de estas simulaciones se produjeron –principalmente, en los pasos ﬁnales de
las simulaciones– morfolog´ıas ma´s complejas que las apreciadas en los casos recie´n
comentados a 100 K iniciales. A continuacio´n, se describen los eventos advertidos:
• En el plano de la fractura (110) –caso H de la tabla 5.1– se presentaron a los
2000 pasos de tiempo, con cualesquiera de las condiciones de frontera utiliza-
das7, dos potenciales caminos para la propagacio´n de la grieta (ﬁgura 6.5a)
–este panorama tambie´n se advirtio´ en la muestra a 100 K iniciales (caso A,
ﬁgura 6.2a)– . De ah´ı en adelante, se observo´ que la propagacio´n depend´ıa
decisivamente de las condiciones de frontera –en la siguiente subseccio´n se de-
tallan esos efectos– ; as´ı en dos de las tres diferentes condiciones de frontera
implementadas se obtuvo una propagacio´n fa´cil de la fractura, con caracter´ısti-
cas morfolo´gicas lisas –como podr´ıa esperarse ya que el presente plano es de
clivaje– . A su vez dentro de la fractura fra´gil se tuvieron dos escenarios: La
propagacio´n de la grieta a lo largo de un camino principal recto (ﬁgura 6.5b)
–ana´logo a lo observado en experimentos para bajas tasas de liberacio´n de
energ´ıa G efectuados en probetas de taman˜o milime´trico a temperatura am-
biente [67] y semejante a lo visto en la muestra simulada a 100 K iniciales (caso
A, ﬁgura 6.2c)– y la extensio´n a lo largo de una ruta que exhib´ıa un cambio de
la trayectoria recta (ﬁgura 6.5c) –distinto a lo advertido en la muestra simulada
a 100 K iniciales (ﬁgura 6.2c)– ; estas situaciones depend´ıan de la condicio´n de
frontera utilizada.
6 Para que se generara la propagacio´n de la grieta en algunas muestras a 300 K iniciales se
tuvo que ajustar el coeficiente de friccio´n respecto a los valores utilizados en las muestras a 100 K
iniciales.
7 Se aplicaron en la direccio´n z condiciones perio´dicas, y en el contorno de la muestra se co-










Figura 6.5: Fractura en el plano (110) simulada con MSW1 y 300 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 2000, (b) 4500 y (c) 4500 .
• En el plano de la fractura (100) –caso I de la tabla 5.1– se encontro´ que en
los primeros pasos de tiempo la fractura avanzaba de forma oscilatoria en el
plano de propagacio´n [01¯0] (ﬁguras 6.6a y 6.6b) –similar a la muestra a 100 K
iniciales (caso B, visto en las ﬁguras 6.3a y 6.3b)– ; pero en los u´ltimos pasos
de tiempo, se noto´ un cambio de trayectoria (ﬁgura 6.6c) –no detectado en el
caso B (ver ﬁgura 6.3c)– .
(a) (b) (c)
Figura 6.6: Fractura en el plano (100) simulada con MSW1 y 300 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 2500, (b) 3000 y (c) 5000 .
• En el plano de la fractura (111) –caso J de la tabla 5.1– so´lo se percibio´ un
comportamiento de clivaje en [101¯] (ﬁguras 6.7a, 6.7b y 6.7c), semejante a lo
observado en la muestra simulada a 100 K iniciales (caso C, visto en las ﬁguras
6.4a, 6.4b y 6.4c) y al advertido en experimentos para bajas energ´ıas de fractura
en probetas de taman˜o milime´trico a temperatura ambiente [66, 113].
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(a) (b) (c)
Figura 6.7: Fractura en el plano (111) simulada con MSW1 y 300 K iniciales,
observada en 3 diferentes pasos de tiempo: (a) 1500, (b) 2500 y (c) 3500 .
6.2.1. Amortiguamiento
Para examinar el efecto de las celdas amortiguadoras –dispuestas en el con-
torno de las muestras– 8 en la morfolog´ıa de la grietas, se realizaron simulaciones de
fracturas en el plano (111) empleando diferentes valores para el coeﬁciente ma´ximo
de friccio´n (ζ) de las celdas: 0.002 A−1 (eV/uma)1/2, 0.0002 A−1 (eV/uma)1/2 y 0
A−1 (eV/uma)1/2 –casos C, D y G, respectivamente, de la tabla 5.1–9. Los resultados
de e´stas en muestras MSW1 a 100 K iniciales revelaron lo siguiente:
• En el caso C (ζ=0.002 A−1 (eV/uma)1/2), a los 2000 pasos de tiempo se tuvo
una deformacio´n no lineal alrededor de la punta de la grieta [8], que se re-
ﬂejo´ en un pequen˜o reacomodo de los a´tomos cercanos a la punta (ﬁg. 6.8a)
–comportamiento, comu´nmente, asociado a una conducta du´ctil– , aunque en
el resto de la simulacio´n so´lo se observaron caracter´ısticas fra´giles durante la
propagacio´n en [101¯] (ﬁg. 6.8b).
8 Este tratamiento a la frontera evoca la estructura core/shell de nanopart´ıculas, en las cuales
el espesor influye en las propiedades de las estructuras [119, 120].
9 En un caso extremo se implemento´ un coeficiente de 1 A−1 (eV/uma)1/2 .
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(a) (b)
Figura 6.8: Fractura en el plano (111) simulada con MSW1, 100 K iniciales y
ζ=0.002, en diferentes pasos de tiempo: (a) 2000 y (b) 3500 .
• En el caso D (ζ=0.0002 A−1 (eV/uma)1/2), a los 2000 pasos de tiempo co-
menzo´ la propagacio´n interplanar (111) de la fractura en [101¯], y luego, a los
2500 pasos de tiempo se dio la extensio´n de la grieta en un plano por debajo
del inicial (ﬁgura 6.9a). Durante toda la simulacio´n se advirtio´, solamente, un
comportamiento fra´gil (ﬁgura 6.9b).
(a) (b)
Figura 6.9: Fractura en el plano (111) simulada con MSW1, ζ=0.0002 y 100 K
iniciales, en diferentes pasos de tiempo: (a) 2500 y (b) 3000 .
• En el caso G (ζ=0 A−1 (eV/uma)1/2), a los 2000 pasos de tiempo inicio´ la
propagacio´n interplanar (111) de la fractura en [101¯] (ﬁg. 6.10a), y durante
la simulacio´n so´lo se observo´ la propagacio´n en el mismo plano y direccio´n
inicial (ﬁg. 6.10b). El comportamiento general observado correspondio´ a una
conducta fra´gil. En estas ﬁguras se sen˜alan algunos a´tomos que recuerdan la
formacio´n de un cordo´n de desgarre (en la ﬁg. 36(b) de [121] se observa en
escala microsco´pica este feno´meno en un acero Fe-0.18C-3.85Mo fracturado en
altas velocidades de deformacio´n).
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(a) (b)
Figura 6.10: Fractura en el plano (111) simulada con MSW1, ζ=0 y 100 K
iniciales, en diferentes pasos de tiempo: (a) 2000 y (b) 3500 .
• En el caso donde se empleo´ un coeﬁciente de 1 A−1 (eV/uma)1/2, se tuvo un
comportamiento irregular de las muestras, pues se perdio´ totalmente el orden
de largo y corto alcance, antes de que se alcanzaran los 500 pasos de tiempo.
Salvo este u´ltimo caso, no parece haber algu´n cambio signiﬁcativo en la con-
ducta de la grieta al variar los valores del coeﬁciente de friccio´n en las muestras a
100 K iniciales10. Esto, como lo notaron Yang y Li [52], puede deberse a la ra´pida
propagacio´n de la punta de la grieta11.
Sin embargo, en las simulaciones de fractura de muestras MSW1 a 300 K
iniciales –en un plano (110)– s´ı se percibio´ un cambio en la propagacio´n de la grieta
al variar el coeﬁciente ma´ximo de friccio´n (ζ): 0.002 12 0.0002 12 y 0 12 –casos H de
la tabla 5.1– . Los detalles advertidos se comentan a continuacio´n:
• En el evento donde se utilizo´ el coeﬁciente de 0.002 A−1 (eV/uma)1/2, la grieta
se propago´ con gran diﬁcultad de modo interplanar (110) hacia [11¯0], ya que
se alcanzaron los 7000 pasos de tiempo y la muestra no se hab´ıa fracturado
completamente (ﬁg. 6.11a); esto contrastaba con lo visto en la muestra simu-
lada a 100 K iniciales con el mismo coeﬁciente de friccio´n (caso A), pues en
10 Tambie´n se analizo´ el plano (100) bajo los siguientes valores ma´ximos de ζ: 0.002
A−1 (eV/uma)1/2, 0.0002 A−1 (eV/uma)1/2 y 0 A−1 (eV/uma)1/2 que representan los casos B, E y
F, respectivamente, de la tabla 5.1. En estos casos tampoco se observaron cambios significativos.
11 Yang y Li, en el trabajo citado, simularon la fractura de cristales cu´bicos centrados en el cuerpo
de α-Fe, bajo condiciones de frontera similares a las empleadas en este trabajo.
12 Las unidades son A−1 (eV/uma)1/2.
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este u´ltimo caso la fractura ya se hab´ıa completado en esos pasos de tiempo.
Experimentalmente se tiene una fa´cil propagacio´n de la grieta [67].
• Al utilizar el coeﬁciente de 0.0002 A−1 (eV/uma)1/2, se tuvo inicialmente una
fa´cil propagacio´n interplanar (110) de la grieta hacia [11¯0], de manera recta;
seguida por algunos cambios en la trayectoria: la grieta se dirigio´ hacia la parte









[100]– (ﬁg. 6.11b); estos dos u´ltimos cambios no se percibieron en
la muestra simulada a 100 K iniciales (caso A), por lo que las diferencias en-
contradas podr´ıan asociarse al efecto del coeﬁciente de friccio´n. Pra´cticamente
s´ı se presenta una deﬂexio´n del plano original, pero sucede hacia un plano (111)
y so´lo en altas tasas de liberacio´n de energ´ıa G [67].
• En tanto que al emplear el coeﬁciente de 0 A−1 (eV/uma)1/2 se tuvo so´lo la fa´cil
propagacio´n recta de la grieta, entre los planos (110), hacia [11¯0] (ﬁg. 6.11c).
Esto resulto´ ana´logo a lo advertido en la muestra simulada a 100 K iniciales
(caso A), aunque en ese caso se empleo´ otro coeﬁciente, y tambie´n se perci-
bio´ similitud con la fractura de probetas milime´tricas ensayadas a temperatura
ambiente en bajas tasas de liberacio´n de energ´ıa G [67].
(a) (b) (c)
Figura 6.11: Fractura en el plano (110) simulada con MSW1, a 300 K iniciales
y diferentes ζ , observada en distintos pasos de tiempo (pt): (a) ζ = 0.002
(6000 pt), (b) ζ = 0.0002 (5500 pt) y (c) ζ = 0 (4500 pt).
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6.3. Velocidades de la grieta
En los casos simulados se evaluaron las velocidades promedio (vprom) de pro-
pagacio´n de las grietas y las velocidades instanta´neas de las puntas de las grietas13.
Sin embargo, no se pudo registrar v (G) –como se reporta en ciertos experimentos,
teor´ıas y simulaciones; ver cap´ıtulo 2– , pues en el presente trabajo se implemento´ un
modelo de ε˙ constante, en contraste a uno de G constante. La evolucio´n a un modelo
de ese tipo es una propuesta para un pro´ximo trabajo (ver cap´ıtulo 7).
En la siguiente tabla (6.1) se reportan las velocidades promedios (vprom) obte-
nidas en muestras a 100 K iniciales simuladas con el potencial MSW1, bajo diferentes
condiciones iniciales y de frontera.
Tabla 6.1: vprom en los planos (111), (100) y (110), obtenida en muestras a 100 K
iniciales, bajo diferentes condiciones iniciales y de frontera (Casos de la tabla 5.1: C,
D, G; B, E, F; y A).
C (111) D (111) G (111) B (100) E (100) F (100) A (110)
vprom (m/s): 1854 1920 1932 496 526 528 961
Los valores reportados indican que el mı´nimo de la vprom de propagacio´n se
manifesto´ en el plano (100), e´sta se incremento´ en el plano de clivaje (110) y el
ma´ximo de la vprom se advirtio´ en el otro plano de fa´cil propagacio´n (111). Estos
resultados concuerdan cualitativamente con algunos obtenidos experimentalmente
en materiales cristalinos, pues en estos u´ltimos, la grieta crece en los planos de
clivaje a las velocidades l´ımites [7].
De acuerdo a Cramer et al. [67] la vprom puede, en un momento dado, apro-
ximarse a la velocidad de estado estable. Si este argumento se diera por verdadero
13 Esto se hizo en la mayor´ıa de los casos, no en todos, pues no siempre fue posible la determinacio´n
precisa de la posicio´n de la punta de la grieta, debido al cara´cter 3D del frente de la grieta. Este
factor influye [8] en la precisio´n de los valores reportados.
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para los valores reportados en la tabla 6.1, se tendr´ıa una perfecta observancia con
lo estipulado por la meca´nica del continuo (0 < v < cR) [58] y por los experimentos
(la v l´ımite pra´ctica superior es ≈ 3825 m/s = 0.85 cR 14 en el plano (110) [72], y en
el plano (111) es ≈ 3416 m/s = 0.73 cR 15 [66]) 16. Sin embargo, al analizar la velo-
cidad instanta´nea de la punta de la grieta –precisada en el cap´ıtulo 5– en los planos
de clivaje (ﬁguras 6.12 y 6.13) se advirtio´ un comportamiento claramente inestable,
que descarto´ a la vprom como representativa de la velocidad del estado estable [8].
Posiblemente, la causa de que no se haya alcanzado la estabilidad sea el pequen˜o





























































































































































Figura 6.12: Velocidad instanta´nea de la punta de la grieta en el plano: (a) (111) y
(b) (110), en muestras a 100 K iniciales.
Las muestras simuladas con el potencial MSW1 a 300 K iniciales, as´ı como
aquellas simuladas a 100 K iniciales, exhibieron valores y tendencias similares en la
velocidad promedio (tabla 6.2 y tabla 6.1) y en la velocidad instanta´nea de la punta
de la grieta (ﬁgura 6.13 17 y ﬁgura 6.12).
14 cR,(110) ≈ 4.5 km/s [72].
15 cR,(111) ≈ 4.68 km/s [35, 88].
16 Estos postulados y resultados de la meca´nica del continuo y de algunos experimentos se co-
mentaron en las secciones 2.2 y 2.3, respectivamente.





calcularon antes de que se presentaran las desviaciones en sus respectivas trayectorias rectas (ver
pa´ginas 44 y 48, respectivamente).
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Tabla 6.2: vprom en los planos (111), (100) y (110), obtenida en muestras a 300 K
iniciales, bajo diferentes condiciones iniciales y de frontera (Casos de la tabla 5.1: J,
L; I, K; H* [H con el coeﬁciente de 0.0002], H** [H con el coeﬁciente de 0]).
J (111) L (111) I (100) K (100) H∗ (110) H∗∗ (110)
















































































































































































































Figura 6.13: Velocidad instanta´nea de la punta de la grieta en el plano: (a) (111) y
(b) (110), en muestras a 300 K iniciales.
No obstante, el comportamiento registrado de la velocidad instanta´nea de la
punta de la grieta en los planos (111) y (110) fue completamente diferente (tanto en
las muestras de temperatura inicial baja como en aquellas de temperatura alta), a
pesar de que los dos planos son considerados de fa´cil propagacio´n para la grieta. En
los planos (111), la grieta se acelero´ uniforme y ra´pidamente (ﬁgura 6.12a y ﬁgura
6.13a) dejando tras de s´ı una superﬁcie lisa; mientras que en los planos (110), la
grieta se acelero´ y desacelero´ al parecer de forma oscilatoria (ﬁgura 6.12b y ﬁgura
6.13b). El primer re´gimen estuvo de acuerdo a lo observado inicialmente en experi-
mentos de tensio´n realizados en materiales pla´sticos fra´giles, en los que la grieta se
propaga ra´pidamente [122], y tambie´n, con aquellos resultados iniciales de Cramer
et al. [18] en silicio, y con los producidos al comienzo de las simulaciones de Zhou
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et al. [31]; en tanto que el segundo re´gimen recuerda a comportamientos de transi-
cio´n pinning/depinning [123, 124] 18, sin embargo, no queda claro que´ generar´ıa este
comportamiento –tal vez se trate de una acumulacio´n gradual de energ´ıa, aunque,
esto no se observa en el otro plano de clivaje– ; por lo cual, se argumenta que este
comportamiento ano´malo ser´ıa producto de las condiciones de frontera utilizadas tal
y como se reporto´ en la investigacio´n de Zhou et al. [31].
Al analizar la velocidad instanta´nea de la punta de la grieta en el plano de
no clivaje (100) de muestras a 100 K bajo diferentes condiciones de frontera –casos
B, E y F de la tabla 5.1– (ﬁgura 6.14) se aprecio´ un comportamiento inestable y
oscilante –esto u´ltimo era de presumirse, ya que este plano no es de fa´cil propaga-
cio´n– . Espec´ıﬁcamente, en el caso B se hizo un seguimiento puntual de la velocidad
instanta´nea en diferentes pasos de tiempo –incisos (a), (b), (c), (d), (e) y (f) en la
ﬁgura 6.14– y de la morfolog´ıa correspondiente (ﬁgura 6.15), notando el reﬂejo del
zigzagueo de la velocidad en la morfolog´ıa de la superﬁcie de fractura –un estudio








































Figura 6.14: Velocidad instanta´nea de la punta de la grieta en el plano: (100), en
muestras a 100 K iniciales.
18 La transicio´n se manifesto´ cuando se paso´ de una aparente detencio´n de las grietas –pinning–
hacia un ra´pido avance de los frentes de las grietas –depinning– , durante los cuales se alcanzaban




Figura 6.15: Evolucio´n de la punta de la grieta en el plano (100) –caso B–, en dife-
rentes pasos de tiempo: (a) 1500, (b) 2000, (c) 2500, (d) 3000, (e) 4000 y (f) 5000
.
Tambie´n se observo´ en la mayor´ıa de los casos simulados (ﬁguras 6.12, 6.13
y 6.14) que al iniciarse la fractura se presentaba una aceleracio´n muy aguda –este
comportamiento ha sido advertido en otros trabajos, en los que incluso se ha llegado
a plantear que al propagarse la grieta se presenta un salto discontinuo en la velocidad
[125]– . Sin embargo, en la ﬁgura 6.12a se advierte una baja velocidad inicial, del
orden de los 350 m/s, lo que permite intuir que al aﬁnar19 el intervalo de los pasos de
tiempo en el que se recaban datos se distinguir´ıa un cambio continuo en la velocidad,
tal y como lo percibieron Fineberg et al. [122] en sus experimentos.
6.4. Energ´ıa y esfuerzos
En la seccio´n 6.2, pa´g. 41, se menciono´ que en la simulacio´n de la fractura, en
un plano de propagacio´n (110), de una muestra MSW1 a 100 K iniciales –caso A–
19 En analog´ıa con las mediciones de alta resolucio´n practicadas por Fineberg et al. [122].
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se presentaba a los 2000 pasos de tiempo dos potenciales caminos sime´tricos para la
propagacio´n de la fractura (ver ﬁg. 6.16a, que reproduce la ﬁg. 6.2a), y que a los 2500
pasos la fractura decid´ıa propagarse por una de esas dos rutas (ver ﬁg. 6.16c, que
reproduce la ﬁg. 6.2b). Pues bien, en esta seccio´n se analiza la energ´ıa y los esfuerzos
de los a´tomos constituyentes con la ﬁnalidad de tener para´metros cuantitativos que
permitan elucidar el porque´ de la decisio´n de la grieta20,21.
En la ﬁg. 6.16b –registrada a los 2000 pasos de tiempo– se observa un gradiente
de energ´ıa 22,23 en los alrededores de los potenciales caminos, situacio´n similar a la
observada en las simulaciones de Zhou et al. [31, 12]. En el camino superior el espectro
energe´tico, pareciera, ma´s continuo y amplio que el observado en el camino inferior.
En tanto que en las ﬁgs. 6.17a, 6.17b, 6.17c, 6.17d, 6.17e y 6.17f –registradas
tambie´n a los 2000 pasos de tiempo– se presentan los componentes tensoriales σxx,
σxy, σyy, σyz , σzz, y el esfuerzo principal σ1, respectivamente
24 ,25. En el camino su-
perior se perciben los ma´ximos valores de e´stos esfuerzos ato´micos.
Esos valores nos conducen a postular que la fractura se debiera propagar por
el camino superior26, lo que efectivamente sucede a los 2500 pasos de tiempo (ﬁg.
6.16c).
20 Un ana´lisis energe´tico similar ha sido empleado por Zhou et al. [31], y otros [12, 53].
21 En el caso de fracturas ra´pidas –como es el caso presente– no existe una base rigurosa para
postular la direccio´n de propagacio´n [80]. Los diversos criterios postulados para ese fin se dividen
en aquellos donde la grieta se propaga en la direccio´n de un esfuerzo ma´ximo y aquellos que se
fundamentan en la disipacio´n ma´xima de la energ´ıa. [8]
22 En la fig. 6.16b se representan en color rojo a los a´tomos con mayor energ´ıa y en lila a los
menos energe´ticos.
23 Este campo puede cambiar severamente con respecto a la aceleracio´n [80].
24 En esas figuras se representan en color rojo a los a´tomos de mayor esfuerzo y en lila a los de
menor esfuerzo.
25 Estos campos tambie´n pueden cambiar severamente con respecto a la aceleracio´n [80].
26 Este postulado se basa en el criterio de un esfuerzo ma´ximo [8].
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(a) (b) (c)
Figura 6.16: Fractura en (110) con MSW1, en diferentes pasos de tiempo: (a) 2000,







Figura 6.17: Fractura en (110) con MSW1, a los 2000 pasos de tiempo, en la que se
muestra para los a´tomos constituyentes el intervalo de esfuerzos: (a) σxx, (b) σxy, (c)
σyy, (d) σyz , (e) σzz, (f) σ1 .
6.5. Comentarios finales
En las pequen˜as simulaciones realizadas en esta investigacio´n se lograron apre-
ciar morfolog´ıas, estructuras y velocidades observadas o mencionadas en otras gran-
des simulaciones (cap´ıtulo 2), en experimentos (cap´ıtulo 2) y en la teor´ıa del conti-
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nuo27 (cap´ıtulo 2); sin embargo, en ciertos casos tambie´n existieron discrepancias28
–en la tabla 6.3 se resumen algunos de los resultados– .
Las semejanzas detectadas son notables, pues en las simulaciones se tuvieron
ciertos hechos discutibles –por ejemplo: se utilizo´ un potencial emp´ırico (sin ca´lculos
de meca´nica cua´ntica) 29 para derivar las fuerzas interato´micas, se implementaron
en las muestras nanome´tricas altas tasas de deformacio´n (0.39 Ts−1) 30 y se reve-
laron tiempos ef´ımeros de propagacio´n de la fractura (∼ 7 ps) 31– que conllevaban
a que se tuvieran grandes contrastes, en las escalas de longitud y de tiempo, entre
las simulaciones y los experimentos. Sucesos de este tipo han generado dudas en
algunos investigadores [33, 9] de si los procesos de fractura conducidos a trave´s de
artiﬁciales altas velocidades de deformacio´n –como la utilizada en esta investigacio´n–
son representativos de lo que ocurre en procesos realizados en bajas velocidades de
deformacio´n.
Por lo pronto, y como ya se menciono´, con el modelo simulado en este trabajo
s´ı se encontraron resultados semejantes a los observados a nivel macro, entre estas
semejanzas destaca –por la liga con la hipo´tesis planteada– la percibida en la morfo-
log´ıa de las superﬁcies de fractura de las muestras nanome´tricas simuladas –casos: A,
C, D, G, H32 y J– con respecto a la detectada en probetas milime´tricas [8] fracturadas
27 No obstante, los fundamentos del continuo [126] no son aplicables a las muestras simuladas,
pues en e´stas resultan vitales los comportamientos ato´micos, existe anisotrop´ıa y se generan defor-
maciones no ela´sticas, las cuales contrastan con lo establecido en el continuo [33].
28 E´stas se dieron, principalmente, en aspectos morfolo´gicos; pues en algunas de las muestras
simuladas a la temperatura inicial de 300 K –espec´ıficamente, en dos de los tres casos H de la
tabla 5.1– , se avizoraron deflexiones en el plano primario de propagacio´n de la grieta hacia otro(s)
plano(s) (ver pa´gina 47) –en la pra´ctica y bajo ciertas condiciones de carga, tambie´n se llegan
a presentar deflexiones, aunque no hacia los planos detectados en las simulaciones; a trave´s de
las deflexiones, los sistemas buscan disipar el exceso energe´tico [13]– . Las posibles causas que
originaron las extran˜as deflexiones detectadas, pudieran ser el mayor contenido energe´tico inicial
[21] y el efecto de amortiguamiento [12], o la interaccio´n de estos efectos.
29 Cox et al. [9] han argumentado que este tratamiento falla en explicar algunos feno´menos
observados de fractura dina´mica, por ejemplo: la anisotrop´ıa en la direccio´n preferida de clivaje en
silicio.
30 Fineberg et al. [8] consideran estas velocidades de deformacio´n (ε˙) como explosivas, en la
pra´ctica se manejan tasas de 1× 107 s−1 [59].
31 Hauch et al. [66] y Fineberg et al. [66] han realizado experimentos en los que los tiempos de
propagacio´n son alrededor de los 20 μs .
32 Bajo una de las tres diferentes condiciones de frontera empleadas, ver pa´gina 48.
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en experimentos. Esta similitud evoca el concepto de autoaﬁnidad [36, 45]33.
Sin embargo, a pesar de las coincidencias encontradas entre los resultados de
e´stas, y otras simulaciones [8, 34, 84, 88, 71, 35], con los productos procedentes de
experimentos y con los postulados de la teor´ıa, au´n se requieren de simulaciones ma´s
reﬁnadas para lograr construir un puente continuo entre el conocimiento generado
por estas herramientas y otros modelos recientes (por ejemplo: el modelo de red)
de ana´lisis [9] (en el siguiente cap´ıtulo se mencionan posibles l´ıneas para futuras
investigaciones).
33 Originalmente, Mandelbrot et al. [48] introdujeron el concepto de fractales para referirse a
las formas geome´tricas que pueden ser separadas en partes, en la que cada parte es una versio´n
reducida del todo. Para el caso de objetos naturales como lo son las superficies de fractura se maneja
el te´rmino de fractales autoafines, donde su caracterizacio´n fractal se auxilia en la determinacio´n
del exponente de rugosidad [60]. Sin embargo, el pequen˜o taman˜o de las muestras simuladas hizo




































































































































































































































































































































































































































































































































































































































































































































































• El modelo de tensio´n uniaxial –en silicio– 1 simulado en el presente trabajo por
dina´mica molecular genero´ –bajo ciertas condiciones iniciales y de frontera–
la propagacio´n de la grieta con algunas caracter´ısticas (morfolog´ıa de las su-
perﬁcies, valores promedios de la velocidad, propagacio´n fra´gil de la grieta
en los planos de clivaje, inﬂuencia de los componentes tensoriales del esfuer-
zo en la trayectoria de la grieta) similares a las establecidas en la teor´ıa
[61, 8], a lo observado en experimentos [67, 66, 113, 7] y en otras simulaciones
[34, 84, 88, 71, 81, 33, 31].
• Los potenciales SW [51] y MSW2 [49] resultaron inadecuados para simular la
fractura del silicio –bajo ninguna de las condiciones utilizadas– , pues causaban
ductilidad y amorﬁsmo, respectivamente, que imped´ıan la propagacio´n de la
grieta. Experimentalmente [18, 66] y en otras simulaciones [34, 84, 88, 71] se
tiene que la fractura en silicio cristalino se propaga de manera fra´gil en los
1 Incluyo´ componentes utilizados en diferentes trabajos [12, 49, 50, 51, 26, 52, 53, 54].
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planos de clivaje, si bien, bajas ciertas condiciones de carga se presentan en
las superﬁcies de fractura arreglos deﬁnidos [18, 67, 66] y amorﬁsmo en los
alrededores de la punta de la grieta [88], estas caracter´ısticas no detienen la
propagacio´n.
• El potencial MSW1 [50] genero´ caracter´ısticas morfolo´gicas lisas en las superﬁ-
cies fracturadas en los planos de clivaje de las muestras simuladas, estas super-
ﬁcies resultaron similares a las detectadas en otras simulaciones [34, 84, 88, 71]
y en experimentos macrosco´picos [18, 66]; precisamente, esta u´ltima semejanza
evoca el concepto de autoaﬁnidad de las superﬁcies [36, 45].
• La morfolog´ıa de las superﬁcies de fractura simuladas resulto´ ser una funcio´n
del plano de la fractura –cuando las otras condiciones iniciales y de frontera
se mantuvieron ﬁjas– . De tal manera que en las muestras, con temperatura
inicial de 100 K, se generaron superﬁcies lisas para los planos de clivaje (111)
y (110), en tanto que para el plano de no clivaje (100) se produjeron superﬁcies
con rasgos de rugosidad; estas caracter´ısticas fueron parecidas a las observadas
en otras simulaciones [34, 81, 33, 71, 88].
• La morfolog´ıa de las superﬁcies de fractura simuladas se percibio´ ma´s compleja
al incrementarse la temperatura inicial de las muestras, de 100 K a 300 K, tanto
en el plano de clivaje (110) como en el plano de no clivaje (100).
• La propagacio´n de la grieta en el plano (111) de las muestras a 100 K iniciales
no exhibio´, en general, un cambio signiﬁcativo en la trayectoria al modiﬁcar el
valor del coeﬁciente de amortiguamiento; sin embargo, en el plano (110) de las
muestras a 300 K iniciales s´ı se detectaron cambios en la trayectoria al variar
el coeﬁciente.
• Las velocidades promedio de propagacio´n de las grietas simuladas resultaron
mayores en los planos de clivaje, lo que concuerda cualitativamente con lo
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percibido en resultados experimentales [7].
• Las velocidades instanta´neas de las puntas de las grietas simuladas mostraron
comportamientos inestables, as´ı en el plano de clivaje (111) y en el de no
clivaje (100) se tuvieron dos reg´ımenes fundamentales: una aceleracio´n ra´pida
y uniforme, y una aceleracio´n y desaceleracio´n oscilante, respectivamente. En
el primer escenario se observo´ que al propagarse la grieta dejaba tras de s´ı una
superﬁcie lisa, y en el segundo se generaba una superﬁcie rugosa.
• Los ma´ximos valores del tensor de esfuerzos ato´micos en las muestras simuladas
resultaron u´tiles para sugerir el camino de propagacio´n de la grieta.
7.2. Perspectivas de trabajos futuros
La simulacio´n por dina´mica molecular es una herramienta de ana´lisis indispen-
sable hoy en d´ıa en la ciencia de materiales. Su aplicacio´n permite obtener nuevo
conocimiento que complementa el obtenido en teor´ıas y en experimentos. A con-
tinuacio´n se presentan algunas recomendaciones para continuar con esta l´ınea de
investigacio´n, principalmente, en la fractura:
• Perfeccionar la implementacio´n –y el ana´lisis– del amortiguamiento, y desarro-
llar o manejar nuevas condiciones frontera que muestren au´n mayores similitu-
des entre los resultados del modelo y los experimentos.
• Aﬁnar el intervalo de tiempo de recopilacio´n de datos (en el presente trabajo se
manejaron 500 pasos de tiempo) para obtener ma´s detalles de la propagacio´n2.
A la par, cuantiﬁcar ma´s caracter´ısticas de las muestras, por ejemplo: tempe-
2 Sharon et al. [3] mostraron la importancia de este punto en la propagacio´n dina´mica, pues en
un estudio experimental en el que manejaron 2 diferentes resoluciones espaciales, observaron que
en las mediciones de alta resolucio´n se detectaban comportamientos –por ejemplo: oscilaciones de
gran amplitud en la velocidad instanta´nea– que pasaban desapercibidos en las mediciones de baja
resolucio´n. .
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raturas y nu´meros de coordinacio´n ato´mica, principalmente, en los alrededores
de la punta de la grieta.
• Modiﬁcar el co´digo para hacerlo ma´s eﬁciente, con esto se pretende reducir
el tiempo de ejecucio´n de las simulaciones de la fractura; simulta´neamente,
simular en equipo de co´mputo ma´s potente.
• Adecuar el modelo de tensio´n uniaxial para registrar v (G), tal y como se realiza
en algunos experimentos [8] y simulaciones [8].
• Desarrollar y/o manejar potenciales o metodolog´ıas cua´nticas o semicua´nti-
cas ma´s conﬁables [81, 10, 35] para modelar el material –silicio– sometido a
fractura.
• Equiparar las escalas de observacio´n entre los experimentos de fractura y las
simulaciones, para esto se tendr´ıan que incrementar las dimensiones de las
muestras en las simulaciones, tal vez a trave´s de un me´todo de mu´ltiples escalas
que ligue dina´micamente [55, 127] la meca´nica del continuo –elementos ﬁnitos–
con la dina´mica molecular de potenciales emp´ıricos y la dina´mica cua´ntica de
enlace fuerte (TB).3 A la par, habr´ıa que ensayar silicio a tensio´n en escala
nanome´trica, Umesh Bhaskar et al. [128] recie´n han establecido una te´cnica
para pruebas de este tipo. Con esto, se podr´ıan comparar los resultados entre
los experimentos y las simulaciones –en estas u´ltimas se pretender´ıa observar la
interaccio´n entre los a´tomos en la punta y el efecto macrosco´pico que ellos gene-
ran (Fineberg en [118])– , y adema´s, se lograr´ıa la caracterizacio´n cuantitativa
autoaf´ın de las superﬁcies de fractura simuladas.
3 Aunque existen versiones como las de Ravi-Chandar [7] que menciona que no es apropiado ligar
directamente las simulaciones MD con modelos de macro escala a trave´s de me´todos de elementos
finitos, cuando el objetivo es escalar los resultados de la MD, pues se ignora la estructura meso
escala y su influencia; y que si bien, este tratamiento puede ser aceptable en determinar propie-
dades globales independientes de la estructura, probablemente, no lo es para analizar feno´menos
dependientes de la escala y de la estructura, como lo es la fractura.
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• Extender la aplicacio´n de las simulaciones de dina´mica molecular a otros a´mbi-
tos de la fractura (ensayo de materiales cristalinos con defectos o de materiales
amorfos, transicio´n fra´gil-cuasi fra´gil, fatiga, compresio´n, entre otros) y de la
ciencia de materiales (difusio´n, cambios de fases, interfases dina´micas amorfas–
cristales, nanopart´ıculas core–shell, etce´tera).
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APE´NDICE A
Potenciales emp´ıricos SW, MSW1 y
MSW2
La funcio´n de energ´ıa potencial Φ del potencial SW presenta la siguiente forma:








υ3 (i, j, k) (A.1)
La interaccio´n υ2 del potencial entre pares de a´tomos tiene la sucesiva conﬁgu-
racio´n:




A (Br−p − r−q) exp [δ/(r − b)] , r < b
0, r ≥ b
(A.3)
donde rij = |ri − rj|.
La interaccio´n υ3 del potencial que involucra tres a´tomos presenta la subse-
cuente estructura:
υ3 (ri, rj, rk) =
∑
f3 (ri/σ, rj/σ,rk/σ), (A.4)
f3 (ri, rj, rk) = h (rij , rik, θjik) + h (rji, rjk, θijk) + h (rki, rkj, θikj) , (A.5)
donde
h (rij, rik, θjik) = λexp
[






, λ > 0 (A.6)
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θjik es el a´ngulo subtendido por rj y rk con ve´rtice en i.
Los valores de los para´metros de este potencial se dan en la tabla A.1.
Los potenciales MSW1 y MSW2 presentan la misma forma que el potencial
original SW, salvo algunas diferencias en los valores de los para´metros, estos se dan
en la tabla A.1.
Tabla A.1: Valores de los para´metros de los potenciales SW, MSW1, MSW2.
SW MSW1 MSW2
A 7.049556277 7.049556277 6.865464121
B 0.602224558 0.602224558 0.611445848
ε (eV) 2.17 2.17 2.17
σ (
◦
A) 2.0951 2.0951 2.0951
λ 21.0 42.0 9.11
δ 1.0 1.0 0.9757
p 4 4 4
q 0 0 0
γ 1.2 1.2 1.2
b 1.8 1.8 1.8
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