We analyze acoustic streaming flows using an Arbitrary Lagrangian Eulerian (ALE) perspective. The formulation stems from an explicit separation of time-scales resulting in two subproblems: a first-order problem, formulated in terms of the fluid displacement at the fast scale, and a second-order problem formulated in terms of the Lagrangian flow velocity at the slow time scale. Following a rigorous time-averaging procedure, the second-order problem is shown to be intrinsically steady, and with exact boundary conditions at the oscillating walls. Also, as the second-order problem is solved directly for the Lagrangian velocity, the formulation does not need to employ the notion of Stokes drift, or any associated post-processing, thus facilitating a direct comparison with experiments. Because the first-order problem is formulated in terms of the displacement field, our formulation is directly applicable to more complex fluid-structure interaction problems in microacosutofluidic devices. After the formulation's exposition, we present numerical results that illustrate the advantages of the formulation with respect to current approaches.
Introduction
Over the past few decades, microfluidics has received significant interest owing to its numerous applications in biology, chemistry, and medicine (Squires & Quake 2005; Lee 2013 ). In these fields, microfluidic devices and techniques offer significant advantages over the traditional ones in terms of miniaturization, low-cost, automation, precise microenvironment control, and reduced sample consumption (Ding et al. 2013) . However, there are significant challenges to overcome in the use of microfluidic devices in key applications that require pumping and mixing (Squires & Quake 2005) . For example, the flow at microscales is usually laminar, thereby precluding turbulent mixing, and lending itself only to slow diffusion-dominated mixing. To overcome these challenges, as well as to achieve novel functionalities, researchers have integrated different physics into the microfluidic platforms such as electrokinetics, chemistry, optics, biotechnology, etc. Among these, microacoustofluidics, which refers to the merger of acoustics and microfluidics, has shown great promise (Ding et al. 2013; Friend & Yeo 2011) . These systems are typically characterized by the propagation of high-frequency acoustic waves through fluids. The wave propagation not only induces a corresponding high-frequency response of the fluid, but also a slow mean flow through a nonlinear phenomenon referred to as acoustic streaming.
Recently, several studies concerning the physical mechanism and mathematical modeling of acoustic streaming in microacoustofluidic systems have been reported (Köster 2007; Muller et al. 2012; Nama et al. 2015; Vanneste & Bühler 2011) . These studies typically employ Nyborg's perturbation approach wherein the Eulerian flow variables are split into their first-order and second-order components with respect to a suitably identified smallness parameter, typically based on a choice of length scale (Nyborg 1998) . This results in a set of linear equations such that the first-order approximation of the balance laws determine the acoustic response of the systems, while the second-order equations, upon time-averaging, govern the time-averaged mean response of the fluid. To the authors' best knowledge, the vast majority of models based on this approach is developed within a fully Eulerian framework. While conceptually acceptable, one difficulty with this framework is the fact that the boundary conditions are approximated by necessity. The reason is that, aside from the physical justification underlying a specific boundary condition, microacoustofluidic devices are actuated via a high frequency excitation of the solid component of the system. As such, a fundamental aspect of the boundary conditions is the displacement field of the device's walls. In a fully Eulerian context, the relationship between the fluid velocity and the wall displacement fields must be approximated, as demonstrated, for example, in Köster (2007) ; Muller et al. (2012) ; Bradley (1996 Bradley ( , 2012 .
Another very important element that makes a fully Eulerian framework not entirely ideal pertains the experimental validation of models. Many experimental techniques in microfluidics rely on particle tracking. As such, a comparison between theory and experiments requires the determination of the particle (or Lagrangian) velocity field, which, in time-periodic fluid flows and within an Eulerian framework, requires the notion of Stokes drift (Bühler 2009 ). Consequently, the comparison of numerical predictions to experiments usually requires an additional layer of approximation associated with the post-processing of the Eulerian velocity field to obtain the Lagrangian mean-field flow. Although not intrinsically Eulerian-framework related, there is an additional aspect of the governing equations that are derived in this framework that deserves more careful consideration. Specifically, the governing equations for the streaming flow are obtained via a time-average operation in which the exact relationship between slow and fast time scales is seldom made explicit. This results in a slow-time-dependent system of equations for which steady solutions are typically sought. Again, while not intrinsically problematic, implicit assumptions are hidden in the time averaging process and in its steady approximation that might impact the validity of current predictions and their difficulty in capturing key features of streaming flows.
Going back to the examination of the boundary conditions, we have remarked that the excitation of microacoustofluidic devices results from fluid-structure interaction (FSI). Hence, we decided to revisit the very formulation of the governing equations, this time using an approach frequently adopted in the formulation of FSI problems. Furthermore, in revisiting the consequences of the time averaging operation, we noted a recent multi-scale analysis by Xie & Vanneste (2014b) of the dynamics of a spherical particle in an acoustic field. This study is based on a time-scale separation technique that is very rigorous and makes time averaging more transparent, and in which, for certain flow regimes the inertial terms do not appear in the second-order equations, which is in contrast to the aforementioned Eulerian approaches.
In this work, we frame the acoustic streaming problem in an ALE context where the first-order problem is formulated in terms of the fluid displacement. Following a multiscale approach, similar to that employed by Xie & Vanneste (2014b) , the second-order system is then derived directly in terms of the Lagrangian flow velocity. We believe that the ALE formulation, with no significant computational overhead compared to the commonly employed Eulerian formulation, offers several distinct advantages over the Eulerian formulation: Firstly, the ALE formulation is consistent with the usually employed Eulerian formulation for a general time-dependent case. However, the time-averaging process in this formulation is much more transparent, leading naturally to a time-independent flow at the second-order. Secondly, since the first-order problem is formulated in terms of the displacement, this approach offers a natural extension to fluid-structure interaction problems concerning the motion of particles inside a microacoustofluidic device. Thirdly, the formulation of second-order problem in terms of Lagrangian flow velocity circumvents the need to utilize the concept of drift motion and the solution can be directly compared to the experimentally observed motion of tracer beads without the need of any postprocessing. This allows the ALE formulation to capture the Lagrangian velocity field more accurately since in an Eulerian formulation, the Lagrangian velocity is calculated via a post-processing step involving the computation of the Stokes drift, which depends on the gradients of the first-order velocity. The latter are difficult to capture accurately in the thin boundary layers observed in microacoustofluidic devices. Moreover, the boundary conditions employed in the ALE formulation at the actuated boundary are exact, unlike the current approaches that utilize a second-order Taylor series expansion to obtain the boundary conditions for the acoustic streaming problem. Thus, the formulation of the second-order problem directly in terms of Lagrangian flow velocity removes the ambiguity concerning the second-order boundary condition at the oscillating walls.
The rest of the article is organized as follows: In Section 2, we present the ALE formulation and describe the various notions of mean fields. In Section 3 we perform the separation of time-scales for microacoustofluidic devices to obtain the zeroth-, the first-, and the second-order problem. In Section 4, we describe the numerical scheme employed to solve the governing equations. Section 5 presents the numerical test cases for varying actuation functions and device sizes compared to the wavelength of the acoustic actuation employed. Finally, we end the article by a brief discussion of the results in Section 6.
Formulation

Basic notation and kinematics
We begin by distinguishing two distinct time scales with corresponding time variables t and T . We will refer to t as the fast time characterizing the acoustic wave time scale. We will refer to T as the slow time characterizing the mean motion of the fluid. A distinction between these two times can be done by adopting the following relation (Xie & Vanneste 2014b) :
where > 0 is a nondimensional smallness parameter typically defined as a ratio of length scales (cf. Köster 2006; Ding et al. 2013) , and β > 1 is a nondimensional exponent, yet to be determined, whose value sets the meaning of time scale separation in a rigorous way. Next, referring to Fig. 1 , we denote by B 0 ⊂ E d , d = 2, 3, the reference configuration of the fluid, where E d is the underlying d-dimensional Euclidian point space in which the body moves. For simplicity B 0 will be taken as the initial configuration of the fluid (before acoustic excitation), assumed to be a quiescient state. We denote by V the translation (vector) space of E d . As is typical in an Euclidean context, we define a second-order tensor to be an element of L (V , V ) (Gurtin et al. 2010) , i.e., a linear map from V into V .
[htb] Figure 1 : Schematic of the domains we consider. B 0 denotes the reference configuration of our system. B(t) denotes the current configuration of the system. We view B(t) as the outcome of a deformation χ ξ from an intermediate configuration B(T ), which we view as the configuration of the body whose motion is observed at the slow time scale. The dashed line represents the trajectory of a material particle P (shown in the reference configuration).
As explained later, the system's motion will be viewed as a sum of contributions of different orders. Given a quantity, say φ, the contribution of n-th order to this quantity will be denoted as φ (n) . Finally, given a tensor A, its transpose and its inverse transpose will be denoted by A T and A −T , respectively. We denote material fluid particles in B 0 by X. The current configuration of the fluid resulting from the acoustic excitation will be described as follows:
where, as is standard in continuum mechanics, for all t > 0, ζ(X, •) is assumed to be a diffeomorphism between B 0 and B(t), and where, for all X ∈ B 0 , ζ(•, t) ∈ C 2 (R + ). We assume that the motion ζ(X, t) is the composition of two motions, with smoothness properties in space and time so as to guarantee the assumed properties of ζ(X, t). These motions are as follows: 4) such that, under the constraint in Eq. (2.1),
χ(X, T ) and χ ξ (x, t) will be referred to as the slow and the fast motion, respectively. Since we have defined B 0 , B(T ), and B(t) as subsets of the same underlying Euclidean point space, we introduce corresponding displacement fields as follows:
where, as discussed later, u (0) is the zeroth-order contribution to u. In view of Eqs. (2.1) and (2.5), we have that, for t > 0 and X ∈ B 0 ,
The displacement field ξ(x, t) is assumed to be a harmonic function of t, with period equal to that of the harmonic excitation of the system. To make the notation less cumbersome, in the remainder of the paper we will work under the conditions underlying the composition in Eq. (2.5). Furthermore, by the notation ∂ φ (•) we denote the partial derivative of the quantity (•) with respect to the variable φ, where the latter can be scalar-, vector-, or tensor-valued. With the notation ∇ z (•) we denote the spatial gradient of (•) with respect to the position variable z, i.e., ∇ z (•) = ∂ z (•); and by ∇ z ·(•) we denote the corresponding divergence operator. Finally, the notationφ will denote the material time derivative of the quantity φ, where the latter can be scalar-, vector-, or tensor-valued, and where by material time derivative we mean (cf. Gurtin et al. 2010) ,φ := ∂ t φ| holding X ∈ B0 fixed . (2.10)
The deformation gradient of the slow motion is
Similary, the deformation gradient of the fast (harmonic) motion is 12) where I is the identity tensor and L + (V , V ) is the set of tensors with positive determinant. The positivity of det (F (0) ) and det(F ξ ) is a consequence of having assumed χ ξ to be a diffeomorphism for all T > 0 and that B 0 ≡ B(0). The deformation gradient of the overall motion ζ is then given as (Gurtin et al. 2010 )
For future use, we will denote det(F ξ ) by J ξ , and by recalling the formula for the characteristic polynomial of a second-order tensor, we have the following (exact) representation formula for J ξ :
14)
where I k , k = 1, . . . , 3, are the principal invariants of ∇ x ξ, namely
Using Eq. (2.9), the material velocity field is 
Governing Equations
The motion of the fluid is governed by the balance laws for mass and momentum (Gurtin et al. 2010) given by, respectively, ρ + ρ∇ y ·v = 0, y ∈ B(t), (2.18) 19) where ρ(y, t) : B(t) → R is the mass density distribution, b(y, t) : B(t) → V is the external body force density per unit mass, and T(y, t) : B(t) → L (V , V ) is the Cauchy stress.
We assume the fluid to be linear, viscous, and compressible with constitutive response function for the Cauchy stress given by (2.20) where p is the fluid (static) pressure, µ and µ b are constants representing the shear and bulk viscosities, respectively, and p(ρ) is assumed to be the following linear relation
where c 0 and ρ 0 are constants denoting the fluid's speed of sound and mass density at rest, respectively.
Reformulation of the governing equations
We now reformulate the governing equations by mapping them onto body's mean deformed configuration B(T ). A field defined over B(t) mapped onto B(T ) will be identified by an asterisk, i.e., given φ(y, t) : B(t) → W , with φ a scalar-, vector-, or tensor-valued quantity, and W some appropriate vector space, φ * (x, t) : B(T ) → W will denote the corresponding mapped quantity according to the following definition:
A field defined over B 0 mapped onto B(T ) will be denoted with the superscript symbol #, i.e., given φ(X, t) : B 0 → W , with φ a scalar-, vector-, or tensor-valued quantity, and W some appropriate vector space, φ # (x, t) : B(T ) → W will denote the corresponding mapped quantity according to the following definition:
Using the above definition, Eqs. (2.18) and (2.19) can be expressed on B(T ) as (see Appendix A for details) 25) where, with a slight abuse of notation, P * is the Piola-Kirchhoff stress tensor on B(T ) (cf. Gurtin et al. 2010 ) defined as follows:
For later use, it is also convenient to consider the Lagrangian expression of the balance of mass. This reads ρ(y, t) det F(X, t) = ρ 0 (X) with y = ζ(X, t) (Gurtin et al. 2010) . Mapping this expression onto B(T ), and in view of Eqs. (2.13) and (2.23), we have
2.4. Time Average, Time Scale Separation, and Orders of Magnitude
As anticipated earlier, to model the behavior of acoustofluidic devices, we assume that the displacement field ξ(x, t) is the time-harmonic response to the time-harmonic excitation of the system. We will denote the period of this excitation by Π.
We now introduce the notation to denote the time average operation over the excitation period Π. For any generic quantity φ(•, t) (scalar-, vector-, or tensor-valued), the notation φ will identify its time average over the period of harmonic excitation, i.e., For future discussion, it is also important to be able to relate φ for a generic function φ(•, t) to the smallness parameter . To this end, referring to Eq. (2.1), we set
The above expression is a simple re-expression of a quantity from the fast to the slow time scale. Next, assuming that φ(•, t) is differentiable in time, in the neighborhood of a time instant t = t 0 , Taylor's theorem allows us to write
Next, we observe that
Now, letting ∆T = O(1) be some meaningful time duration at the slow scale, in the study of microacoustofluidics it is reasonable to posit that the excitation period is a reference time interval for distinguishing fast motions from slow motions. Furthermore, in view of the definition in Eq. (2.28), it is reasonable to limit the context of the expansion in Eq. (2.33) to sub-intervals of the period Π. Therefore we posit that
With this stipulation, Eqs. (2.33) and (2.34) imply that, at worst, 36) that is, the time average operation is, at worst, equivalent to the remapping at the slow scale up to a remainder on the order of 2β . As indicated in the Introduction, we will follow the approach in Nyborg (1998) (see also Köster 2007; Muller et al. 2012; Nama et al. 2015; Vanneste & Bühler 2011) where the response to a harmonic excitation is analyzed via an asymptotic expansion of the velocity in contributions of different integer orders of the smallness parameter . Our approach differs from previous ones in that this expansion is done on the equations written over B(T ) instead of B(t). Furthermore, as done in Xie & Vanneste (2014b) , we add the displacement to the fields to be expanded, with the understanding that the displacement field must be allowed to be on the order of the device's largest linear dimension. Hence, we set the displacement field describing the mean motion of the system to be of order O( 0 ) = O(1), and we have already denoted this field by u (0) . The remaining contribution to the displacement is then the harmonic contribution ξ, which we assume to be O( ). Also, as it is customary, we will assume that differentiation with respect to any of the position variables and with respect to the fast time t does not alter the order of a quantity. Here, we remark that we are following in the footsteps of analyses like that in Köster (2007) . In reality, this is not the only way to carry out asymptotic expansions, as shown in Xie & Vanneste (2014b) in which very interesting alternative scenarios have been identified. The current work will explore such scenarios in future publications.
Summarizing, we have
(2.37) With reference to Eq. (2.14), we also have
We will then follow previous approaches (Köster 2007; Muller et al. 2012; Nama et al. 2015; Vanneste & Bühler 2011) in assuming that (i)there is no order zero (background) velocity field; (ii)the harmonic response in terms of velocity is of order ; (iii)and the streaming flow is at most of order 2 . Using these assumptions, and enforcing consistency between the material time derivative of the displacement expansion and that of the velocity yields a constraint equation for β that determines the separation of time scales. Specifically, referring to Eq. (2.16), the mapped material velocity is given by
In view of Eqs. (2.37), for the first-order contribution to be only v ξ , the last term must necessarily be O( 2 ). This result matches the analysis of the "non-inertial regime" described by Xie & Vanneste (2014b) . We then formally set β = 2, (2.40)
for which the first-order contribution to the material velocity is
whereas the second-order contribution is defined as follows:
As far as the mass density distribution is concerned, we simply postulate the existence of the zeroth-, first-, and the second-order contributions. With this said, we make the additional assumption that the time scale at which the second-order contribution is meaningful is the slow time scale. In other words, we posit that
Finally, we assume that the mass density distributions and external body force field are as follows:
Mean Fields and Lagrangian-mean Fields
Before presenting the hierarchy of boundary value problems (BVPs) generated by the assumptions stated in the previous section, we now revisit our kinematics and, discuss the rationale for our assumptions.
In references ; Vanneste & Bühler (2011); Bradley (1996 Bradley ( , 2012 (and the many works that adopt the same kinematic framework) the domain of the equations governing the response of the fluid under a harmonic excitation, is a time-independent domain (or control volume), which we will call Ω. The fields defined over Ω are expressed as functions of time t and a position variable, which we will denote by z. The purpose of the present discussion is to compare and contrast the kinematics adopted in the paper with that of previous works. We begin by comparing the meaning of the variable z with the three descriptors used here, namely, X, x, and y. Similar to what we have done, in the aforementioned references there is a slow and a fast time scale, and quantities at the slow time scale are averages of analogous quantities at the fast time scale. In the Generalized Lagrangian Mean (GLM) theory (Andrews & McIntyre 1978; Bühler 2009 ) this averaging concept is also applied to the position z itself. Let's recall that z is viewed as the position at time t of some material particle P , with the stipulation that at time t + ∆t > t the position z will be occupied by a particle Q such that, in general, Q = P . If this understanding of z is the only one used, then z does not have a clear correspondence with any of the three descriptors introduced here. The situation is different if we interpret z as is done in the GLM theory, which posits that z is the mean position of P in the sense that z is the average of all the positions that P occupies over the period of excitation surrounding the time instant t. It is this idea that is then developed into the notions like Stokes drift and Lagrangian-mean motion. To be explicit, as discussed in, say, references Andrews & McIntyre (1978) ; Bühler (2009), a particle with nominal position z at time t has true position at z + q(z, t). This is formalized as a map (cf. e.g., Eq. (2.2) in Andrews & McIntyre (1978) ) as follows:
where q is referred to as the "disturbance-associated particle displacement field" in Andrews & McIntyre (1978) , and as the "lift field" in Bühler (2009) , and where q(z, t) is required to have the following property:
This map is then used to define the concept of Lagrangian-mean average. In this paper, the Lagrangian-mean of a field φ(z, t) will be denoted by φ L (z, t) and defined as in Andrews & McIntyre (1978) ; Bühler (2009) 
Applying Eqs. (2.46) and (2.47) 48) so that the nominal position z is (by definition) the Lagrangian-mean of the true position. Focusing now on our kinematics, we recall it is the position y that identifies points in the current configuration. Hence, using Eqs. (2.2) and (2.7), we have
Therefore, the kinematic framework we have adopted is simply that of the standard GLM theory, where x is the Lagrangian-mean position and ξ(x, t) is the lift field. This is not surprising, in that we have adopted an ALE perspective and the ALE mapping from the current domain to a convenient (e.g., computationally) domain B(T ) is exactly the map in Eqs. (2.45) in the GLM theory. That is, at least when it comes to the kinematics of position, the GLM theory is an ALE scheme. At this point it is important to remark that there is no difficulty in reconciling that the domain B(T ) is time dependent whereas Ω is not, even in the GLM theory. As already remarked, Ω is time independent because it is a control volume. By contrast B(T ) is a configuration and as such it is time dependent because material particles have moved to go from B 0 to B(T ). However, if the particles on the boundary of B(T ) do not move, i.e., if u (0) (X, T ) = 0 for X ∈ ∂B 0 , then B(T ) will always occupy the same portion of E d as B 0 , and it is this portion that coincides with Ω. In other words, Ω and B(T ) coincide if they are both viewed as mere (geometric) point sets. We contend that, in the study of acoustofluidic devices, this boundary condition is a reasonable and convenient one to assume, namely, that the motion of the system, on average, does not displace the boundary of the fluid compartment of the device. Hence, in the remainder of the paper we formally assume that
We now turn to comparing the velocity descriptors. We start by observing that the velocity field v(y, t) does not find correspondence in the standard approaches because its domain is B(t), which is a time-dependent deformable domain, as opposed to the control volume Ω. However, as we have already remarked that our kinematic framework is that of the GLM theory, we should be able to find correspondences between said theory and our approach. To this end, let's recall that
Hence, from Eq. (2.16), and recalling that ∂ t ξ is harmonic and
Referring to Eq. (2.42), we also see that
Both Eq. (2.52) and (2.53) are results worth discussing. Looking ahead at the numerical implementation of our scheme, we will select v * (2) as one of the primary unknowns of our time-averaged second-order problem. Hence, Eq. (2.53) implies that the Lagrangianmean velocity is O( 2 ) and it is precisely one of the fields that our solution scheme delivers directly.
Another issue concerning our kinematic choices concerns the field u (0) . In a fluids problem in which there is no need to determine the displacement field, one can simply not solve for it. However, being able to solve for the field u (0) , whether as a field with domain B 0 or as a field u (0)# defined over B(T ) (see definition in Eq. (2.23)), is essential when interested in modeling the streaming flows of complex fluids that have an elastic component to their constitutive response and/or to problems in which there are deformable solid objects immersed in the fluid. Hence, we discuss here how one could pose the problem of determining such a field. Clearly, any such discussion needs to start from considering carefully Eq. (2.52). If the displacement field is described through the function u (0)# , then Eq. (2.52) must be rewritten as
Whether in using Eq. (2.52) or (2.54), the presence of a time averaging operator makes the relationship between the primary unknown v L and the displacement a nonlinear integro-differential equation. In those cases where considerations based on the smallness parameter allow it, it is possible to consider an approximation that reduces to a partial differential equation. To illustrate this point, we will focus on Eq. (2.52). From the discussion of Eq. (2.42), we know that 
Hierarchical Boundary Value Problems
In this section we present the hierarchy of boundary value problems that are obtained when adopting the scale separation strategy described earlier. For each of the boundary value problem presented, we will discuss, in as much as it is reasonable, the problem's boundary conditions. Clearly, a specific problem will justify a corresponding set of boundary conditions. Here we limit ourselves to include the boundary conditions used later in the examples. The latter are based on the applications of interest to our group concerning on-chip microacoustofluidic devices.
Remarks on the balance of mass
The character of the boundary value problems induced by the selected orders of magnitude is somewhat different, to the best of the authors' knowledge, from what is currently found in the literature. To elucidate this point, we begin with considerations based on the balance of mass in Lagrangian form reported in Eq. (2.27). Using Eqs. (2.14) and (2.43), we can rewrite the balance of mass as
Expanding, using Eqs. (2.15), and matching orders we obtain the following relations:
For the case with ρ 0 a constant, as is typically the case for fluids, we can then take the partial derivative of the above relations with respect to time while holding x fixed to obtain
where we have used the fact that ∂ t det(
Of the above relatioships, perhaps the most important are Eq. (3.4) and (3.7) because they indicate that the proposed kinematic setting implies that second-order mass density distribution is completely determined by the first-order solution to the problem. Furthermore, recalling that the time average of harmonic functions over the excitation period is time independent, from Eq. (3.4) we see that ρ * (2) is no longer a function of time. In turn this implies that one can calculate the steady (slow-time) value of ρ * (2) from the first-order solution. Later we will show that Eq. (3.7) allows us to obtain a corresponding result for the second-order velocity solution such that it is possible to solve directly for the steady value of v * (2) .
Zeroth-order subproblem
We now derive the zeroth-order problem by substituting the expansions of velocity and mass density and retaining only zeroth-order terms. Recalling that we have neglected the background flow, the zeroth-order subproblem is governed by the following relations:
Observing that the first of Eqs. (3.8) implies that ρ * (0) is a constant, for constant b * , we see that the solution to the zeroth-order problem is represented by the static equilibrium state of the fluid. For convenience, we will proceed forward under the assumption that the body forces are negligible. In this case, the solution of the zeroth-order problem is
The first of Eq. (3.9) along with Eq. (3.2) imply that
which, in turn, implies that the zeroth-order motion is expected to be volume preserving under the current assumptions.
Acoustic subproblem
Next, we consider the acoustic subproblem (on the fast time scale) by substituting the expressions for velocity and mass density in terms of their components in the balance laws and retaining only the first-order terms. Using Eq. (2.24) and Eq. (2.25) along with the expansions of velocity and mass density, we obtain the following set of equations for the acoustic subproblem:
where
We notice that the first of Eq. (3.11) is a consequence of Eq. (3.3), the latter providing an expression of ρ * (1) in terms of the displacement ξ. In fact, recalling that ρ * (0) = ρ 0 , and along with Eqs. (2.17) and (2.41), the first-order problem takes on the following form:
For the above equation we only seek harmonic solutions. If we then let the solution be of the form ξ(x, t) = e iωtξ (x), withξ a complex-valued vector field, the first-order problem reduces to a linear elasto-statics problem with complex moduli.
As far as the boundary conditions are concerned, there are several sets of interest in applications. In fact, the boundary problem of interest is a coupled problem in which the acoustics is induced by an electrical actuator for which the electric field is prescribed and for which the electric actuation produces a corresponding mechanical actuation that depends on the geometry and material make-up of the device. In this paper we do not consider the fully coupled electro-mechanical-fluidic problem. Instead we simply assume that the displacement field ξ is prescribed everywhere on the boundary: (3.14) where the subscript g stands for given.
Mean dynamics subproblem
Proceeding in a similar manner as done above, we derive the second-order problem. Using Eq. (2.24) and Eq. (2.25) along with the expansions of velocity and mass density, for the balance of mass and momentum we obtain, respectively:
and
(3.17) We now observe that the term ∂ t v * (2) in Eq. (3.16) is of order higher than two. In fact, using Eq. (2.42), we have
. The latter result, combined with Eq. (3.7), allows us to rewrite Eqs. (3.15)-(3.17) as follows:
The first of Eqs. (3.19) implies that v * (2) must be divergence-free. In turn, this means that P * (2) is determined by Eq. (3.17) only up to a hydrostatic contribution needed to accommodate the kinematic constraint in the first of Eqs. (3.19) (Gurtin et al. 2010) . Therefore, recalling that ρ * (0) = ρ 0 and Eq. (3.3), the expression for P * (2) that we will use in the formulation of the second-order problem will be as follows:
20) where q(x, t) is a scalar Lagrange multiplier that is determined by enforcing the constraint in the first of Eqs. (3.19). We should remark that, from a strictly analytical viewpoint, the above relationship is equivalent to
whereq is the sum total of q and all other hydrostatic contributions. However, depending on the numerical method used to solve the problem, and on the corresponding discretization strategy, the two expressions are not equivalent from a numerical viewpoint. As discussed later, our numerical scheme is a mixed finite element method (FEM) formulation implemented via traditional Lagrange polynomials for the velocity field and the Lagrange multiplier q. For said numerical approach, we have found that Eq. (3.20) leads to results without spurious numerical oscillations. We now proceed to time average the equations developed so far. The absence of time derivative in the governing equations of the second-order problem makes the time averaging operation straighforward and transparent. In particular, we recall that the time average operation commutes with the spatial differentiation operators. Furthermore, invoking Eq. (2.53), we recall that the time averaging of v * (2) yields the Lagrangian mean velocity. Finally, as argued in Section 2.4 on p. 6, we recall that the time averaging operation is equivalent to a change of temporal scale from the fast to the slow time scale. Hence, upon time averaging, the time-averaged second-order problem is governed by the following equations:
23) where v * (1) = ∂ t ξ and therefore the last three lines of the above expressions are reduced to a single second-order tensor known from the first-order solution. As far as the boundary conditions are concerned, these have already been stated in Eq. (2.56). The main observation concerning the present formulation is that, granted the kinematic framework we have laid out, the boundary conditions for the second-order problem are exact as opposed to approximate as they appear in the purely Eulerian formulations of the second-order problem (see, e.g., Köster 2007) .
The formulation of the second-order problem in the proposed ALE framework has yielded a (slow) time-independent problem at the second-order. If there are no bodies immersed in the fluid and convected by it, then the second-order problem is intrinsically steady. This is in contrast to the Eulerian formulations found in the literature (see, e.g., Muller et al. 2012; Köster 2007) , which first derive a time-dependent second-order problem even upon time averaging and then consider an associated steady problem by setting the time derivatives of the primary unknowns to zero. It should also be remarked that our result is consistent with the analysis by Xie & Vanneste (2014b) , which, in a regime like the one considered here, also derives an intrinsically time-independent second-order problem. This is an important observation in light of the recent studies which consider a time-dependent second-order case using Eulerian formulation (Muller & Bruus 2015) . We believe the presence of the time-dependent terms at the second-order in Eulerian formulation to be suspicious in that it is derived by a time averaging operation that is somewhat ambiguous as to how it transitions from a time scale to another. When the time-scale separation is explicitly defined, as was done here and in Xie & Vanneste (2014b) , the analysis of the motion leads to the conclusion that the second-order problem is not time-dependent at the slow time scale. This is also consistent with the fact that, whether in our formulation or in purely Eulerian ones, the forcing terms appearing in the equations, along with the boundary conditions, are time independent.
If an object is immersed in the fluid, the corresponding streaming flow, in general, would not be steady. Provided that a more careful analysis of this case is needed, the present formulation suggests that one can proceed to update the position of the immersed object on the slow time by integrating the Lagrangian mean velocity over time intervals smaller than Π/ 2 . In the results section of the paper, we have included an example of the tracking of the displacement of a portion of the fluid using the immersed method discussed in Heltai & Costanzo (2012) . Applications with immersed solid objects in a streaming flow are currently being developed and will be presented in future publications.
As a final comment on the the governing equations of the second-order problem, we note that the first of Eq. (3.22) is consistent with Eq. (3.10), the latter pertaining to the zeroth-order problem. That is, if we view the Lagrangian mean velocity as the effective velocity field of the motion at the slow time scale, requiring that the velocity field in question is divergence free is an expression of the fact that the slow motion is volume preserving as was argued after Eq. (3.10).
Numerical scheme implementation
Within the given framework, the solution of the zeroth-order problem is trivial and it has already been obtained.
As far as the first-order problem is concerned, this is intended to identify the system's response to a harmonic excitation. Hence, as is typical in these cases, we seek a timeharmonic solution of the form
whereξ(x) is a time independent complex-valued vector field of space only. Substituting this expression into the problem's governing equations, and as already discussed in Section 3.3 on p. 12, we obtain a problem that is formally similar to a traditional isotropic static linear elasticity problem with complex coefficients. As such, it can be solved with a vast array of methods. We have solved the first-order problem using a traditional FEM, as demonstrated in Hughes (2000) . Granted that the solvability of the problem is dictated by the value of ω in relation to the physical parameters ρ 0 , µ, and µ b , for those values of ω for which a solution does exists, this solution can be very effectively approximated within traditional continuous piece-wise Lagrange polynomial finite element spaces (cf. Hughes 2000) . From a numerical viewpoint, the problem we obtain in our formulation is very different, and somewhat simpler, than what is typically obtained in Eulerian formulations such as that in Köster (2007) . In the referenced work, the problem has the mathematical structure of a Stokes problem, and therefore with two unknown fields (namely pressure and velocity). The numerical solution of such a problem is typically tackled via a mixed FEM scheme employing structured elements such as the TaylorHood element (Köster 2007 ). In our case, the problem is stated in terms of a single field, namely ξ, with consequent simpler economy in terms of total number of degrees of freedom to achieve a given accuracy, and with the possibility of choosing simpler and more easily found finite elements. As far as the second-order problem is concerned, because this is time-independent, the problem reduces to a traditional steady Stokes flow problem (cf. Hughes 2000) . The solvability of this problem is well established (see, e.g., Hughes 2000; Köster 2007; Brezzi & Fortin 1991) and we defer to the cited sources for formal existence and stability results. We have adopted a standard approach of using a composite element with proven stability properties, such as, for 2D problems, P1-P2 or P2-P3, these being triangular elements with Lagrange polynomials for the pressure and the velocity fields of order 1 and 2, respectively, or order 2 and 3 respectively.
We do present the solution of a case in which the displacement of a sub-body of fluid is determined after the second-order problem is solved. This consists of integrating Eq. (2.55) (neglecting terms of order higher than 2). We note that the solution of this problem is predicated on a time integration at the slow time-scale in which, at each time step, one must sequentially solve both first-and second-order problems. To achieve this, we have implemented the immersed FEM discussed in Heltai & Costanzo (2012) , to which we defer for formal details. We remark that, to the best of the authors' knowledge, this is a completely new result in microacoustofluidics, one that opens the door to the fluid-structure interaction study of solid deformable objects immersed in a streaming flow.
All the numerical solutions presented in the results section of this article were obtained for two-dimensional problems via the commercial finite element software COMSOL Multiphysics ® 5.2 (2016). We note that no commercial modules exist in COMSOL Multiphysics ® for the solution of the problems formulated in this paper. We have used COMSOL Multiphysics ® as a high-level programming environment to create our own implementation of the problems in question. Specifically, we have repeatedly used the Weak PDE interface available in COMSOL Multiphysics ® to implement custom FEMs. As for the time integration for the reconstruction of the zeroth-order displacement field (the problem solved via the immersed FEM), we have used the default framework available in COMSOL Multiphysics ® consistsing of the method of lines (Schiesser 1991 ) with the nonlinear solver in IDAS (Hindmarsh et al. 2005) . This solver offers variableorder, variable-step-size backward differentiation formulas (BDF) for the solution of differential-algebraic equations (DAE) systems of the type F (t, y, y , p) = 0. The BDF method was configured so as to allow orders 1-5.
Numerical Results
In this section, we present numerical results obtained with our formulation for different actuation functions and devices of varying size with respect to the wavelength of the acoustic actuation employed. We compare our results with those obtained via two other common approaches discussed in the literature. Specifically, we consider results from Eulerian formulations with two distinct approaches to the enforcement of boundary conditions. To help in the presentation of this comparative analysis, we will resort to labels by which we identify the methodology employed in obtaining the results. The labels in question are as follows: (i)We will use the label 'ALE' to identify results obtained with our approach. We recall that for our formulation the principal unknown of the second-order problem is the Lagrangian mean particle velocity and that, as argued earlier in the paper, the boundary value of this quantity is equal to zero under no slip conditions. (ii)We will use the label 'E mbc ' to denote an Eulerian formulation in which the velocity boundary conditions for the second-order problem are those proposed in Bradley (1996 Bradley ( , 2012 . This is the formulation analyzed formally and numerically in Köster (2007) , and for which the boundary (in the second-order problem) is viewed as moving according to a second-order expansion of the boundary displacement for the physical problem. The label's subscript stands for 'moving boundary conditions'. (iii)We will use the label 'E zbc ' to denote an Eulerian formulation in which the velocity boundary conditions for the second-order problem are simply taken as homogeneous and of Dirichlet type, i.e., the boundary value of the velocity field is set to zero. The label's subscript stands for 'zero boundary conditions'. While this formulation has been used by various authors, we will specifically refer to the work in Muller et al. (2012) .
Rectilinear actuation
This numerical test is motivated by the bulk acoustic wave (BAW) devices considered by Muller et al. (2012) . With reference to Fig. 2(a) , the computational domain consists of a rectangular 2D fluid-filled cavity with length L = 380 µm and height H = 160 µm, where the left and the right walls are actuated harmonically along the x-direction. The actuation frequency considered is f = 1.97 MHz which corresponds to a half-wave resonance mode for the channel dimensions considered. Using a Cartesian coordinate system with origin at the lower left corner of the domain, the actuation displacement at the oscillating walls is given by where u x and u y are the displacement components in the x and y directions, respectively, d 0 = 1 × 10 −10 m is the actuation amplitude, and ω = 2πf is the angular frequency. The fluid properties are taken to be those of water and are same as those considered by Muller et al. (2012) .
The results in Fig. 2 were obtained with the ALE method. Fig. 2(a) shows a density plot of the magnitude of Lagrangian mean velocity v L . The lines superimposed to the density plot trace the streamlines of v L . Our results indicate the presence of four vortices inside the channel, similar to those reported by Muller et al. (2012) via a E zbc formulation. In fact our results are very similar to those in Muller et al. (2012) in the bulk of the channel. However, they differ significantly near the oscillating walls. Before illustrating the differences, it is important to keep in mind that differences and similarities of results need to be understood in context, i.e., with an awareness of the size of the device and the forcing frequency and amplitude. With this in mind, it is generally accepted that a second-order Eulerian velocity field does not accurately represent particles trajectories. Accurate predictions of these are obtained by summing to the Eulerian velocity field the Stokes drift (Bühler 2009 ). The fact that for the case under discussion our results match those in Muller et al. (2012) , the latter obtained without Stokes drift correction, indicates that in this particular problem the correction in question may be negligible in the bulk of the channel. To verify this conjecture we show in Fig. 2(b) the plot of the x component of Lagrangian mean velocity, the Eulerian velocity, and the Stokes drift near the oscillating left wall. Again, the plots shown in this figure were obtained via the ALE formulation. It can be observed that the Eulerian velocity and Stokes drift are equal in magnitude but opposite in direction at the oscillating wall, thereby giving a zero Lagrangian velocity at the oscillating wall. We also note that while the Stokes drift is equal and opposite to the Eulerian velocity field at the oscillating boundaries, the Stokes drift decay significantly away from the oscillating walls and the maximum value of Stokes drift is observed to be one order of magnitude smaller than the maximum value of Eulerian velocity field in the bulk. Therefore, the contribution of Stokes drift to the net Lagrangian field is indeed negligible in the bulk of the channel, resulting in no significant differences between the Eulerian and the Lagrangian velocity fields in the bulk of the channel. Thus the results obtained from the ALE formulation do not show any significant differences in the bulk of the channel compared to those reported by Muller et al. (2012) for this specific case.
What is remarkable about this conclusion is that, in reality, the boundary conditions in the E zbc formulation are known to pose difficulties in their physical meaning. In fact, owing to the rectilinear nature of the actuation displacement profile, there is no slip velocity along the oscillating walls and only a non-zero transverse component of Stokes drift exist at the oscillating walls. From a physical perspective, a zero Eulerian velocity at the oscillating walls along with a nonzero Stokes drift correction leads to the conclusion that fluid mass is being convected through the oscillating walls. By contrast, this contradiction is completely avoided both in the current ALE formulation and in the E mbc formulation. In the latter, the boundary value of the Eulerian velocity is not zero, but it is equal and opposite to the Stokes drift thereby producing a zero Lagrangian mean velocity. It is important to note that, from a numerical viewpoint, the ALE and the E mbc formulations do not yield identical results. This aspect will be considered in greater detail in Section 5.3 on page 22.
Non-Rectilinear actuation
In the previous section we mentioned the fact that, in some cases, the Eulerian velocity can be taken as an accurate enough descriptor of the mean particle velocity. In this section we present a more in-depth analysis of this question and we will point out that there are a number of applications of technological relevance in which the Eulerian velocity is not a good enough descriptor of particle motion especially as the size of the device becomes of the same order of magnitude or smaller than the actuation wave length. −8 m. away from the oscillating wall along a vertical line at x = 400 µm. At the oscillating wall (i.e. y = 0), the Eulerian velocity is equal and opposite to the Stokes drift, thereby yielding a zero Lagrangian velocity at the oscillating wall representing no flow across the wall.
Case I: L λ
Here, we consider a traveling surface acoustic wave (SAW) device, similar to the one considered by Köster (2007) . Referring to Fig. 3(a) the computational domain consists of a 2D fluid-filled square with side of length equal to 1 mm. The vertical and top sides of the square are stationary whereas the bottom side is subject to a displacement actuation as follows:
where u x and u y are the displacement components along the x and y direction, respectively, x ∈ [0, 1 mm], y = 0, C d = 6,080 m −1 is the decay coefficient, d 0 = 1 × 10 −10 m is the actuation amplitude, and ω = 2πf is the angular frequency. The relevant material parameters for the numerical test are same as those considered by Köster (2007) , with the actuation frequency f = 100 MHz. For the commonly used Lithium-Niobate substrate in these devices, this frequency corresponds to a wavelength of λ ≈ 38 µm, which is much smaller than the device dimensions considered. We note that the actuation function considered here differs from that considered in the previous section in that it is not uniform along the oscillating wall. Hence, unlike the previous case, it results in a non-zero lateral component of the Stokes drift along the oscillating boundary. In E mbc formulations this fact is accounted for by including said lateral component of velocity in the secondorder problem boundary conditions. Fig. 3(a) shows the density plot of v L and the lines denote the streamlines of v L obtained from the ALE formulation. Along with the calculation using our ALE formulation we repeated the analysis of this problem using both a E mbc formulation (as in Köster 2007) and a E zbc formulation (as in Muller et al. 2012) . Similar to the case considered in the previous section, no significant differences were observed between the Lagrangian mean velocity field and the Eulerian velocity field in the bulk of the channel. To explain this finding, in Fig. 3(b) we plot the x-component of v L , the Stokes drift, and the corresponding Eulerian velocity as determined by our ALE formulation as a function of y along a line at x = 400 µm and in the proximity of the bottom wall. The horizontal dashed line represents the edge of the boundary layer with thickness δ = 5.6 × 10 −8 m. What we find is that the the Lagrangian mean and Eulerian velocities differ significantly inside the boundary layer compared, but the difference becomes rapidly negligible outside the boundary layer. This is due to the fact that, in the bulk of the channel, the maximum value of the Stokes drift is about two orders of magnitude smaller than the maximum value of Eulerian and Lagrangian velocity. From a physical perspective, in devices that are much larger than the wavelength, such as the one considered here, the largest values of the (magnitude of the) Eulerian velocity field occur inside the bulk of the domain well outside the boundary layer so that the distinction between the Lagrangian mean velocity and the Eulerian velocity is not appreciable. Next, we will see that this is no longer the case for devices whose characteristic size is comparable to the actuation wavelength.
Case II: L ≈ λ
We now consider a SAW device where the channel dimensions are comparable to the wavelength of the acoustic actuation employed, similar to the one considered by Nama et al. (2015) . With reference to Fig. 4 the computational domain consists of a 2D fluidfilled rectangular cavity with length L = 600 µm and height H = 125 µm, where the bottom wall is actuated by a SAW. The actuation frequency considered is f = 6.65 MHz which corresponds to a wavelength of λ = 600 µm for a Lithium-Niobate substrate. The actuation displacement profile considered is as follows: (5.6) while the material parameters considered are same as those considered in the previous section, with the exception of the decay coefficient that here is C d = 116 m −1 , corresponding to f = 6.65 MHz. The primary difference between the current case and the one considered in the previous section is the relative size of the device compared to the acoustic wavelength. Another difference is the fact that the walls of the microchannel consist of polydimethylsiloxane (PDMS) and have been modeled using the impedance boundary conditions similar to those employed by Nama et al. (2015) . We also note that in terms of the actuation displacement, this case is also similar to the progressive surface wave radiator case considered Bradley (2012) , albeit in a confined channel with dimensions comparable to the wavelength. As noted in the previous section, while this actuation function has only a non-zero transverse component, the non-uniformity of this function along the oscillating wall still results in a non-zero lateral component of Stokes drift along the oscillating boundary. Fig. 4(a) shows a density plot of the magnitude of the Lagrangian mean velocity v L along with the streamlines of v L . Four streaming vortices are observed along the length of the channel, with the maximum value of v L being 3 × 10 −9 m/s. Fig. 4(b) shows the plot of the corresponding Eulerian velocity field where no vortices are observed and the maximum value of the norm of the Eulerian velocity is observed to be two orders of magnitude larger than that of v L . To investigate the effect of the boundary conditions for the second-order velocity, we also performed corresponding calculations for this case using a E zbc formulation. Figure 5(a) shows the density plot of the magnitude of the Lagrangian velocity obtained using an E zbc formulation where the lines denote the streamlines of said field. Similar to the results obtained with our ALE formulation, four streaming vortices are observed along the length of the channel. However, these are shifted closer to the oscillating wall when compared to those in our ALE formulation. Furthermore, the maximum value of the norm of the Lagrangian velocity is approximately 2×10 −7 m/s. Figure 5 (b) shows the corresponding plot pertaining to the Eulerian velocity. One immediate observation is that, in this case, the Lagrangian and Eulerian fields show no significant difference between them except at the boundaries, but both differ significantly from the corresponding results obtained using our ALE formulation. Specifically, the Lagrangian flow field obtained from the E zbc formulation differs in three aspects: (i)The Lagrangian flow field at the channel boundaries is non-zero, indicating an nonphysical mass flux across the oscillating boundary.
(ii)The maximum of the norm of the Lagrangian velocity from the E zbc formulation is two orders of magnitude larger than the corresponding value from the ALE formulation. (iii)The direction of the Lagrangian velocity from the E zbc formulation is opposite to that obtained via the ALE formulation. Based on the observations from the preceding sections, the first discrepancy is expected since, in general, for actuation cases where the Stokes drift is non-zero at the oscillating walls, setting the Eulerian velocity field to zero at the oscillating wall automatically results in a non-zero Lagrangian mean velocity and hence a corresponding mass flux across the oscillating boundary. The last two discrepancies can be understood based on the observation that in this case the Stokes drift term significantly affects the flow field even outside the boundary layer and its strength is of same order of magnitude as that of the Eulerian flow velocity. The mutually opposite directions of the Eulerian velocity field and Stokes drift field causes them to effectively cancel each other, except inside the boundary layer, thereby yielding a much slower Lagrangian velocity field. Recent experimental results by Barnkob et al. (2016) , show that our ALE formulation yields correct magnitude and direction of the Lagrangian velocity, resulting in particle trajectory predictions that are much closer to the experiments than other formulations both qualitatively and quantitatively. A follow up paper with a detailed comparison between numerical predictions and experiments is in preparation.
Remarks on the numerical implementation
While the theoretical framework for our ALE formulation may appear more involved that the Eulerian setting of previous formulations, it is important to note that the boundary value problems actually solved both for the first-and the second-order problems are simpler that those of said formulations. The solution of the first-order problem requires the solution of a linear problem in the displacement field ξ with no pressure or density constraints and the second-order problem has the structure of a steady Stokes problem. In addition to these formal properties, the ALE formulation provides the advantage of identifying the Lagrangian mean velocity field directly, i.e., without a postprocessing step that is susceptible to numerical aberration. To illustrate this point, we consider the oscillating sharp-edge device considered by Nama et al. (2014 Nama et al. ( , 2016 and by Huang et al. (2013 Huang et al. ( , 2015b Huang et al. ( , 2014 Huang et al. ( , 2015a . Figure 6(a) shows the schematic of a typical sharp-edge based acoustofluidic device consisting of protruded sharp-edges along the channel walls in a periodic fashion. Due to the inherent periodicity of the geometry as well as the actuation, we consider a periodic cell of the device as shown in Fig. 6(b) . In our calculation, we have set L = 600 µm, α = 15
• , h = 200 µm, and H = 600 µm. The top and the bottom channel walls (including the sharp-edges) denoted by Γ t and Γ b , respectively, are assumed to undergo uniform harmonic motion along the x direction with an actuation frequency f = 5 kHz. The side walls of the channel, denoted by Γ l and Γ r , respectively, are subjected to periodic boundary conditions. To avoid the singularity associated with the second-order velocity field at the sharp-edge tip, we have rounded off the tip of the sharp-edges with a small radius of 2 µm. Figure 7(a) shows the plot of the y component of the Lagrangian and the Eulerian velocities along a line parallel to y axis moving away from the sharp-edge tip towards the top wall. Because the actuation consists of an oscillatory displacement purely parallel to the x direction, the y component of the particle velocity at the sharp edge is equal to zero. The ALE formulation, in which this boundary condition is applied directly, displays a mean Lagrangian velocity field consistent with the boundary condition in question. However, what is more important, is that the component of v L obtained via the ALE formulation is not characterized by numerical oscillations spanning individual elements in the simulation as is the case for the corresponding component of the Eulerian velocity. Figure 7 (b) displays the same result, this time obtained via the E zbc formulation. As expected, here we obtained the reverse situation, that is, given a relatively smooth result for the Eulerian velocity, the reconstructed Lagrangian mean velocity suffers from severe numerical oscillations, often L directly, i.e., avoiding a postoprocessing involving the gradients of the first-order solution, the ALE formulation yields smoother numerical results in both cases.
spanning individual elements. The reason behind these oscillations in question is that the reconstruction of, say, the Lagrangian mean velocity from the Eulerian velocity requires the determination of Stokes drift, which, in turn contains spatial gradients of the firstorder velocity solution, the latter, for harmonic solutions, being a close relative to ∇ x ξ. As the quality of the numerical results decreases (in general) with the order of differentiation, the choice of the approximation spaces for the solution then becomes crucial in achieving a desired accuracy in the post-processing operation at hand. Consequently, if a simulation is meant to focus on particle velocities and trajectories, there is a definite advantage in choosing a formulation in which the Lagrangian mean velocity appears as one of the primary unknowns of the problem. The reconstruction of the Lagrangian mean velocity from the Eulerian velocity field remains a delicate operation even when adopting the E mbc formulation. To illustrate this point, we present in Fig. 8(a) a plot of the y component of the Lagrangian mean velocity obtained from our ALE formulation and with the E mbc formulation for the simulation discussed in Section 5.1 on page 17. Specifically, Fig. 8(a) presents the plot of v L y along a horizontal line (shown in the inset as a black line) at y = H/3 (cf. Fig. 2(a) ). In Fig. 8(b) we report a result for the device shown in the inset but this time pertaining to the x component of v L as obtained via our ALE formulation and the E mbc formulation. In some sense, the case in Fig. 8(b) is not surprising as the numerical aberration under discussion occurs in the proximity of a boundary with a re-entrant corner geometry. That is, the reconstruction of v L from the Eulerian velocity as delivered by the E mbc formulation is expected to be more susceptible to numerical aberration in the neighborhood of a high velocity gradient location. What is more surprising is the result in Fig. 8(a) . In this case the result coming from the E mbc formulation is expected to be essentially identical to that coming from the ALE formulation given that the Stokes drift is negligible in the bulk of the BAW device under consideration. So far we have outlined the more apparent numerical issues behind the difficulty of an accurate reconstruction of v L from the needed Eulerian fields. In reality, at the root of these difficulties there is a more subtle analytical problem surrounding the determination of the inverse of the ALE map x → x + ξ(x, t). From a theory of partial differential equations perspective, this issue is too technical to be addressed in this publication, but it has been mentioned by Bühler in the Lagrangian mean field theory section of Bühler (2009) . To clarify somewhat the issue at hand, one can consider the derivation of the Lagrangian mean velocity from within an Eulerian formulation, which we have reported in the Appendix in Eqs. (6.9)-(6.14). With reference to Eq. (6.10) in particular, and consequently to Eq. (6.13), we see that the concept of Lagrangian mean velocity presupposes the existence of a smooth enough inverse of the aforementioned ALE map. It is not clear under what conditions one can guarantee the existence of this map for long enough time intervals. With this in mind, and granted that this analytical problem is not answered by simply switching to an ALE perspective as we have done, the approach proposed herein in which v L is a primary unknown (as opposed to a quantity computed in a post-processing step) does offer some advantages from a numerical viewpoint for simulations that focus on predicting particle trajectories, as is the case in the design of devices for the accurate placement of particles in the flow and for validation based on particle velocimetry experiments.
Fluid Body Tracking
The last set of numerical results we show concerns the tracking of a region of fluid within a streaming field. This simulation is being reported here as a "proof of concept" in that it demonstrates one major application of the proposed ALE formulation in the determination of the motion of solid bodies immersed in a streaming flow. This is a problem that has been considered extensively in more traditional FSI contexts (see, e.g., Peskin 2002; Heltai & Costanzo 2012; Zhang & Gay 2007) , but it has not been given a satisfactory treatment in microacoustofluidic applications. The latter are of strong interest in acoustophoresis for controlling the motion and placement of immersed particles, whether soft or hard, and in applications for the manipulation of relatively large soft immersed objects such as cells. Here we limit ourselves to illustrating the possibility of tracking the motion of an immersed body by tracking the motion of a connected fluid sub-body (an extensive analysis of the motion of soft immersed solid bodies by the authors is in preparation). Figure 9 shows several frames of a simulation in which we track the motion of the fluid sub-body originally occupying the circular domain shown in Fig. 9(a) . The simulation was obtained by using the immersed method discussed in Heltai & Costanzo (2012) for the integration of Eq. (2.55) (including only terms up to order two). The density plot over the tracked body displays the magnitude of the displacement. The simulation in question is akin to determining the trajectory of a passive tracer where the tracer in question is not a point but a continuous region of fluid. If the subbody in question consisted of, say, a soft elastic object, the computed displacement u (0) would then allow the determination of the elastic stresses induced by the deformation and the consequent feedback on the motion of the surrounding fluid.
Summary
The ALE formulation reported in this article is motivated by a series of articles reported by Bradley (1996 Bradley ( , 2012 , concerning the differences between the Lagrangian and Eulerian velocity fields inside acoustofluidic devices. As reported by Bradley (2012) , the Eulerian velocity in these devices exhibit various contradictory features such as the mass flux across an oscillating wall and a slipping flow at the surface of the oscillating wall. These non-physical flow features are not observed in the corresponding Lagrangian flow field. This observation, combined with the fact that the microacoustofluidic flows are usually visualized via the motion of tracer beads that are indicative of the Lagrangian flow field, favors the development of a more readily interpretable formulation based on the Lagrangian mean velocity field.
The formulation reported in this article employs the same perturbation approach reported for Eulerian formulations by several authors (see, e.g., Köster 2007; Muller et al. 2012; Nama et al. 2015; Vanneste & Bühler 2011) . However, the proposed ALE formulation differs significantly in two aspects: (i ) the first-order system is formulated in terms of the first-order fluid displacement, thereby offering a natural extension to the more complex fluid-structure interaction problems involving inclusions inside the microchannels; and (ii ) the primary unknown of our second-order problem is the Lagrangian mean velocity, thereby circumventing the need to employ the calculation of the Stokes drift for the determination of mean particle trajectories as is the case, for example, in experimental validation via particle velocimetry. Moreover, the proposed ALE formulation obtains a second-order problem that is intrinsically steady and has unambiguous boundary conditions. As we have shown in the result section, our formulation does not exhibit any non-physical features pertaining to Eulerian formulations as discussed by Bradley (1996 Bradley ( , 2012 .
We point out that our formulation presupposes the existence of a separation of time scales governed by a parameter β whose value is chosen to recover some basic results from traditional Eulerian approaches. However, our choice of the value of β is not the only one that is meaningful as it has been discussed in Xie & Vanneste (2014b) . Other possible schemes will be examined in future work, which will also include an investigation the influence of slip boundary condition along the lines of Xie & Vanneste (2014a) , and (6.5)
As F ξ is invertible, we then have (6.6) Recalling that F ξ = I + h and using the definitions for the principal invariants of a tensor, one can expand and simplify the right-hand side of Eq. (6.6), so that this equation can be rewritten as
(1 + I 1 (∇ x ξ) + I 2 (∇ x ξ) + I 3 (∇ x ξ))F = v * (x, t) (6.9)
Expanding the LHS of this equation to the second-order accuracy in a neighborhood of y = x, we have:
ξ ξ(x, t) = v * (x, t). (6.10)
In the non-ALE approach, it is v(x, t) that is split into the first-and second-order components, while in the ALE approach it is the RHS that is subject to such decomposition. This gives:
v (1) (x, t) + v (2) (x, t) + ∇ x v * (1) + v * (2) F −1 ξ ξ(x, t) = v * (1) (x, t) + v * (2) (x, t). (6.11)
Matching orders, we have that the first-order velocities for the traditional Eulerian formulation and our FSI formulation coincide: v (1) (x, t) = v * (1) (x, t).
(6.12)
However, for the the second-order velocities we have
where, for convenience, we have omitted the argument '(x, t)'. To the second-order, and upon time averaging, this amounts to (6.14) where the second term on the left-hand side of the above expression is the Stokes drift. Similar comparisons can be derived for other quantities of interest, such as the density or the stress.
