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Введение 
При решении задач управления движением сложных механических объектов (например, 
ракет-носителей) очень часто рассматриваются математические модели, в которых имеет место 
неопределенность начального фазового вектора управляемого объекта. Это может быть обу-
словлено тем, что для определения его точных значений требуется проведение значительного 
числа измерений, либо проводимые измерения основных параметров объекта являются доста-
точно грубыми. В подобных случаях [1–3] принято рассматривать неопределенные параметры 
системы принимающими свои значения из некоторого известного ограниченного и замкнутого 
множества. 
Организации управления в подобных системах посвящено большое количество публикаций 
[1, 4]. Данная статья использует результаты исследований [5] для решения прикладных задач 
управления (стабилизация движения, терминальное управление) сложными механическими 
объектами ракетно-космической техники [6–8]. В работе предлагается способ построения мно-
жества всех оптимальных управлений в классе программных стратегий для многомерных ли-
нейных дискретных динамических систем с выпуклым терминальным функционалом. Также 
данная статья завершает первый этап исследования, на котором движение динамической сис-
темы рассматривается в условиях отсутствия внешних возмущений и полной информации о 
векторе состояния, и подготавливает базу для решения задачи позиционного управления (с об-
ратной связью) при наличии неопределенности начального состояния, внешних возмущений и 
ошибок измерения. 
 
1. Постановка задачи 
На целочисленном промежутке времени 0, {0,1, , },t T T    0,T T   (  – множество 
натуральных чисел) рассматривается линейная управляемая система, динамика которой описыва-
ется дискретным векторно-матричным рекуррентным соотношением вида: 
( 1) ( ) ( ) ( ) ( 0, 1,),x t A t x t B Tt u t t                     (1) 
где ( )x t  – вектор состояния (фазовый вектор), ( ) nx t   (здесь и далее n – n-мерное евклидово 
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пространство векторов-столбцов, n ); ( )u t  – вектор управления, ( ) pu t  , p ; ( )A t  – 
матрица состояния системы, ( ) n nA t  ; ( )B t  – матрица управления, ( ) n pB t  . 
В данной работе вводятся следующие предположения. 
Предположение 1. Начальные значения фазового вектора системы (1) удовлетворяют задан-
ному геометрическому ограничению: 
0 (0)(0) ,
nx x   X                      (2) 
где (0)X  – выпуклый, замкнутый и ограниченный многогранник с конечным числом вершин. 
Предположение 2. Ограничения фазового вектора системы (1) в каждый момент времени, 
обусловленные условиями работы управляемого объекта, имеют вид: 
( ) ,( ) 1, ,nt Tx t t  X                      (3) 
где ( )tX  – выпуклый, замкнутый и ограниченный многогранник с конечным числом вершин. 
Предположение 3. Значения вектора управления удовлетворяют заданному геометрическо-
му ограничению: 
( ) 0) , 1,( ,pu t t t T   P                     (4) 
где ( )tP  – выпуклый, замкнутый и ограниченный многогранник с конечным числом вершин. 
Ограничения из предположений 1 и 2, не умаляя общности, можно объединить, то есть 
( ) ,( ) 0, .nt Tx t t  X    
Предположение 4. В связи с использованием общего алгебраического рекуррентного метода 
[5] построения попятных областей достижимости, предполагается, что матрица ( )A t  – невырож-
денная, то есть 
 det ( ) 0 0, 1.TtA t        
Следуя работе [5], введем ряд определений. 
Определение 1. Множеством допустимых программных управлений на промежутке 0, 1T   
называется множество, определяемое соотношением 
  0, 1п ( ( ) | ( )·) · · ( ) 0, 1, ( ) ( ) .t Tu t t T u tu tu      U P  
Определение 2. Движением управляемой системы (1)–(4), порожденным из начальной пози-
ции  00, {0} (0)x  X  программным управлением   п* * 0, 1( (·) ( ) ·)t Tu u t   U , называется мно-
жество 
   

0 * * * * 0,
* * * *
0, ; ( ( ) | ( )
( 1) ( ) ( ) ( ) ( ), ( )
·; ·) · · ( ) 0, 1,
( ) .
t Tt t Tx x u x x x











Качество управления в системе (1)–(4) оценивается выпуклым терминальным функционалом 
( 1)n p T      , задаваемым соотношением 
     0 2, (·) , ( ) ( ) ,dx u c x T x x T                     (5) 
где  1 2, , , nnc c c c    – вектор масштабных коэффициентов;  1( ) ( ), , ( )nx T x T x T    
 0, (· (; ) ) nux T x T  X   – фазовый вектор в финальный момент времени,   п0 (0), ( (·) ·)x u  UX ; 
 1, , nd d dnx x x    – вектор желаемых финальных значений фазовых координат. 
Теперь мы готовы сформулировать задачу оптимального программного управления для сис-
темы (1)–(4). 
Задача 1. Для фиксированной пары  0, (0)X  управляемой многошаговой системы (1)–(4), 
определенной на промежутке 0,T , необходимо найти множество  ( ) (0), ( )eL tX P  пар 
 ( ( п) ) ·)(0), ( 0) (( ·)e ex u  X U , таких, что векторы  ( ) ( ) ( )( ) ; ( )0), (·e e eT x ux T x   доставляют ми-
нимум функционалу (5), то есть 
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  ( ) ( ) ( ) ( ) п( )(·)}(0), ( ) { (0), | { (0 (·), ()} (0) ·),e e e e eL t x u x u  X P UX  
    
п
( ) ( ) ( )
0 2{ (0), (·)} (0) ·( )}
(0), ;(·) min , , (·)e e e dx u




            (6) 
     ( ) ( ) ( ) ( ) ( ) ( )
2
, ( ) , ;( ) ( ) , ( ) .·e e e e e edx x x T xc T x x T T u       
В следующей главе данной работы мы кратко опишем основные определения и свойства об-
ластей достижимости, используемые нами для решения поставленной Задачи 1. 
 
2. Области достижимости: определения и свойства 
Использование аппарата построения и анализа областей достижимости при решении задач 
управления имеет очень широкое распространение [1, 9–15]. В данном разделе работы мы корот-
ко введем определения и свойства областей достижимости, которые потребуются при описании 
алгоритма решения Задачи 1 для линейной дискретной динамической системы вида (1)–(4).  
Введем в рассмотрение следующие определения прямых и попятных областей достижимости 
системы (1)–(4). 
Определение 3. Прямой областью достижимости фазовых состояний управляемой системы 
(1)–(4) на момент времени  , соответствующей паре   0, 1, ( ) 2
n
T      , называется множе-
ство, определяемое соотношением: 
  , ( ); ( ) | ( , 1) , ,nx x t        G   
, ( ) ( ), ( ) (( 1) ( ) ( ) ( ) )) .(x t A t x t B t u t x u t t      P  
Определение 4. Попятной областью достижимости фазовых состояний управляемой систе-
мы (1)–(4) на момент времени  , соответствующей паре   0, 1, ( ) 2
n
T      , называется 
множество, определяемое соотношением: 
  , ( ); ( ) | ( , 1) , ,nx x t        G   
  1( ) ( ) ( 1) ( ) ( , ( ) ( ), ( ) ( ) .)x t A t x t B t u t x u t t     P  
Отметим, что попятная область достижимости может быть вычислена, поскольку по предпо-
ложению 4 матрица ( )A t  считается невырожденной для всех 0, 1t T  . Отметим также, что в 
силу принятых предположений 1–3 прямые и попятные множества достижимости  , ( );   G   
и  , ( );   G   являются выпуклыми, замкнутыми и ограниченными многогранниками для 
всех 0, 1t T  . 
Применяемый в данной работе общий алгебраический рекуррентный метод построения об-
ластей достижимости [5] использует рекуррентное (полугрупповое) свойство областей достижи-
мости: 
   0 0 1, ( ); , ( ) 1; ,t t t t G G   
где  ( ) , ( ); ,0 0 1, 1t t t T  G  . Из данного свойства необходимо следует рекуррентная кон-
струкция алгоритма, состоящая в решении последовательности одношаговых задач по вычисле-
нию областей достижимости. 
Каждая область достижимости, являющаяся выпуклым, замкнутым и ограниченным много-
гранником с конечным числом вершин в пространстве n , может быть представлена двумя спо-
собами [1, 16–18]: как множество решений системы линейных неравенств и как выпуклая обо-
лочка системы векторов. 
Определение 5. Система из m  линейных неравенств, определяющая многогранник 
nP , называется его фасетным описанием: 
 | , , .n m n mP x Ax Ab b                      (7) 
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Определение 6. Множество из k  крайних точек, определяемых набором векторов 
, 1,ni iv k , выпуклая оболочка которых является многогранником 
nP , называется вер-
шинным описанием этого многогранника: 
 1 2,conv , , ., , 1,nk iv vv kP v i                    (8) 
Далее рассмотрим алгоритм решения Задачи 1 (оптимального программного терминального 
управления), использующий аппарат построения и анализа областей достижимости. 
 
3. Оптимизация программного терминального управления 
Используя введенные определения и результаты работ [1, 5], можно показать, что решение 
сформулированной Задачи 1 оптимального программного терминального управления линейной 
дискретной динамической системой можно свести к решению следующей последовательности 
подзадач: 
1) построение последовательности прямых областей достижимости    , ; ,0 (0) 1, 2, ,tx t T  G , 
0(0) ( )x X  (решается с помощью общего алгебраического рекуррентного алгоритма [5]); 
2) оптимизация выпуклого функционала (5) на множестве  0 (, ;0)x TG , то есть определе-
ние множества  ( ) ne T X   финальных фазовых состояний системы (1)–(4) из решения сле-
дующей задачи выпуклого математического программирования: 




X X G   
   
 
 ( ) ( ) ( ) ( )
( ) 0 (0, ;)2 2
( ) , ( ) min , ( )e e e ed dx T x T
x T c x T x c x T x

    
G
   
(решается, например, с помощью метода Зойтендейка [19]); 
3) построение последовательности попятных областей достижимости   ( ), ; ,e tTTG X  
 2 0, ,1,t T T     (решается с помощью общего алгебраического рекуррентного алгорит-
ма [5]); 
4) построение следующей последовательности множеств: 
     ( ) ( )( ) 0, ( ); , ; ,0 (0) 1, 1( ) ,; ,e ee x t TT tt Tt T  X X G G X    
     ( ) ( ) ( )( ) ( )0, ( ); 0 (0) , 0, ( ); ( )e e ee eT x T T T X X X X X     
(решается с помощью модификации общего алгебраического рекуррентного метода [1]); 
5) нахождение множества пар (6), то есть определение следующего множества оптимальных 
программных управлений: 
   ( )( )( ( )) , ( ) (0, (0), ·) | 0, 1, ( )( ) ,ee e eT x t T u tT u t    PU X  
  ( ) ( ) ( ) ( )) ( )(( 1) ( ) ( ) ( ) ( ) 0, (0) (( ); 1 , 0)eee e e et A t xx Tt t tB u t x     X X X   
(сводится к решению задачи линейного программирования [20]). 
Из результатов работ [1, 5] следует, что множество допустимых программных управлений 
 ( )( ) 0, (0, ( )), ee T x TU X  является множеством всех допустимых программных управлений, ре-
шающих Задачу 1. 
Замечание. Для решения задачи перехода от вершинного описания области достижимости к 
фасетному описанию и наоборот мы используем, в соответствии с [1], вычислительную схему 
Н.В. Черниковой, предложенную в работе [21]. 
В таблицу сведено применение двух видов описания областей достижимости в зависимости 
от конкретной задачи. 
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Применение видов описания областей достижимости 
Операция Описание № подзадачи 
Линейное преобразование Вершинное 1, 3 
Сумма Минковского Вершинное 1, 3 
Выпуклая оболочка множества Вершинное 1, 3 
Пересечение множеств Фасетное 1, 3, 4 
Поиск экстремума на множестве Фасетное 2 
Поиск множества управлений Вершинное 5 
 
Продемонстрируем эффективность предложенной схемы решения задачи оптимального про-
граммного терминального управления линейной дискретной динамической системой на числен-
ном примере. 
 
4. Численный пример 
Рассмотрим задачу терминального управления расходованием топлива третьей ступени раке-
ты-носителя. Система векторно-матричных линейных рекуррентных соотношений, описывающая 
динамику системы имеет вид: 
( 1) ( ) ( ) ( ) ( 0, ,9,)x t A t x t B t u t t     
где 4( )x t  , 1( )x t  – массовый расход окислителя, 2( )x t  – масса окислителя в баке, 3( )x t  – мас-
совый расход горючего, 4( )x t  – масса горючего в баке; [( ) 1;1]u t   – допустимое управляющее воз-
действие; (0) (25,14 247 19,915 199,92)Tx   – начальное фазовое состояние; 1( ) [24,1 25 367; ,8 3]tx  , 
3( ) [19, 2 6633; 0, ]tx   – условия безотказной работы двигательной установки ракеты-носителя; 
матрицы ( )A t  и ( )B t  равны: 
1 0 0 0
1 1 0 0
( )
0 0 1 0




















 0,9.t   
Качество работы системы оценивается значением выпуклого терминального функционала в 
финальный момент времени 10T  : 
     22 22 21 2 3 4 2 4( ) 25 ( ) ( ) 20 ,( ) ( ) ( ) ( )T x T x T x T x T x T x T         
в котором первое и третье слагаемые отражают отклонение расходов окислителя и горючего от 
своих расчетных значений в финальный момент времени; второе и четвертое слагаемые отража-
ют величину полного израсходования рабочих запасов окислителя и горючего в финальный мо-
мент времени; пятое слагаемое отражает величину несинхронности расходования компонентов 
топлива. 
Подробное формирование математической модели объекта изложено в работе [8], здесь же 
мы ограничились некоторыми масштабированными значениями основных параметров, что по-
зволяет лучше визуально воспринимать результаты работы предлагаемой общей схемы решения 
задачи оптимального программного управления, не умаляя при этом ее сложности. 
На рис. 1 изображены проекции прямых областей достижимости, попятных областей достижи-
мости, а также их пересечений из пространства 4  в 2  (в координатные плоскости 1 2x x  и 43x x , 
соответственно). Минимальное значение функционала ( ) 4,6608T   на финальном множестве дос-
тижимости  0 (, ;0)x TG  достигается в точке  ( ) (25,013 1,4669 20,016 1,5798)e TT   X . 
На рис. 2 изображен пучок траекторий  *0, (0); ·)(·;x x u , проходящих через вершины пере-
сечений прямых и попятных областей достижимости. Управления *(·)u , порождающие эти тра-
ектории, являются оптимальными с точки зрения функционала ( )T . 
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Рис. 1. Проекции областей достижимости системы 
 
 
Рис. 2. Оптимальное движение системы 
 
Необходимо отметить, что линейная комбинация управлений, порождающих траектории 




В работе описан метод решения задачи оптимального терминального программного управ-
ления линейной дискретной динамической системой. Теоретические результаты работ [1, 5] по-
служили основой для разработки изложенного здесь метода.  
Однако следует отметить относительную сложность предложенного алгоритма, связанную с 
применением общего рекуррентного алгебраического метода [5] построения точных областей 
достижимости. Построение точных областей достижимости ведет, как правило, к значительному 
увеличению количества вершин, описывающих область достижимости, что накладывает опреде-
ленные ограничения на размерность динамических систем и отрезок времени, на котором реша-
ется задача управления. 
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С другой стороны, предложенный алгоритм может быть реализован с использованием парал-
лельных вычислений, а точное описание областей достижимости может быть заменено их поли-
эдральной аппроксимацией. С помощью вышеуказанного может оказаться возможным использо-
вание предложенного алгоритма в режиме реального времени. 
Дальнейшее исследование будет направлено на решение задачи оптимального позиционного 
управления движением сложного механического объекта. 
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This paper considers the method of open-loop control set construction for complex mechanical 
plant, which is described by linear discrete-time dynamical system of recurrent vector-matrix equa-
tion. It is assumed that state and control vectors are bounded by certain convex compact sets at any 
time step. To solve the main problem the instrument of linear discrete-time system reachable set 
construction and analysis is used. 
Keywords: optimal open-loop control, terminal quality functional, linear discrete-time dyna-
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