Validation over heterogeneous areas is critical to ensuring the quality of remote sensing products. This paper focuses on the sampling methods used to validate the coarse-resolution fractional vegetation cover (FVC) product in the Heihe River Basin, where the patterns of spatial variations in and between land cover types vary significantly in the different growth stages of vegetation. A sampling method, called the mean of surface with non-homogeneity (MSN) method, and three other sampling methods are examined with real-world data obtained in 2012. A series of 15-m-resolution fractional vegetation cover reference maps were generated using the regressions of field-measured and satellite data. The sampling methods were tested using the 15-m-resolution normalized difference vegetation index (NDVI) and land cover maps over a complete period of vegetation growth. Two scenes were selected to represent the situations in which sampling locations were sparsely and densely distributed. The results show that the FVCs estimated using the MSN method have errors of approximately less than 0.03 in the two selected scenes. The validation accuracy of the sampling methods varies with variations in the stratified non-homogeneity in the different growing stages of the vegetation. The MSN method, which considers both heterogeneity and autocorrelations between strata, is recommended for use in the determination of samplings prior to the design of an experimental campaign. In addition, the slight scaling bias caused by the non-linear relationship between NDVI and FVC samples is discussed. The positive or negative trend of the biases predicted using a Taylor expansion is found to be consistent with that of the real biases.
Introduction
Validation is necessary to ensuring the quality of a remote sensing product. Every product must pass a validation process prior to being provided to application disciplines [1, 2] . The validation is often performed in representative regions by testing the remote sensing product in the same or similar place and time. The in situ data measured in the validation process generally represent a certain spatial scale, depending on the scale of the experimental plot and the heterogeneity. Compared to ground-based measurements, the spatial resolution of remote sensing products ranges from less than one meter to tens of kilometers. If the research attempts to monitor global change, coarse-resolution data must be used to provide sufficient revisit frequencies and temporal resolution [3] . However, qualifying the remote sensing data with data measured from a single ground plot is generally insufficient, especially on a heterogeneous land surface. More samples should be obtained to determine the value of a remote sensing pixel. Specifically, the information of points (samples) should be used to represent the information of a surface. Thus, selecting samples represents one of the most important problems in remote sensing product validation. A good sampling method can improve the accuracy of the estimation with fewer samples, whereas a poor sampling method increase costs and is of poor accuracy.
Sampling method and strategies have been applied in many large campaigns, e.g., the Boreal Ecosystem Atmosphere Study (BOREAS), the Validation of Land European Remote Sensing Instruments (VALERI) [4] , the BigFoot project (for MODIS terrestrial product) [5] and the Southern African Regional Science Initiative (SAFARI2000) [6] , to validate biophysical parameters [7] . In China, several comprehensive experiments were conducted in Heihe, Shunyi and Huailai [8] . A newly developed experiment, named Heihe Watershed Allied Telemetry Experimental Research (HiWATER), was implemented in the Heihe River Basin of China in 2012 to improve the ability to observe a hydrological process in an arid and semi-arid region [9] . Fractional vegetation cover (FVC), as a parameter to be obtained in this experiment [10] , is an important element of climate models and significantly influences analyses and evaluations of an ecological environment. Generally, the validation of coarse-resolution satellite products of the FVC is performed based on a field campaign or FVC data from higher resolution satellites [11] [12] [13] [14] .
Sampling methods, such as simple random sampling, systematic sampling and stratified sampling, have been applied to the validation of remote sensing products [6, 8] and other applications [15] . The advantage of these classical sampling methods is that they require minimal a priori information about the population and are easy to use [16, 17] . Thus, they are commonly applied in different domains, including both spatial and non-spatial data analysis. However, such sampling methods commonly assume that samples are independent from each other, which is not the case in spatial sampling. According to Tobler's law of geography, near objects are usually more correlated than distant ones [18] . Spatial sampling methods should consider the autocorrelations between geographically distributed objects, which can decrease the number of samples and improve sampling accuracy [19] [20] [21] . In practice, an optimization algorithm can be used to determine both the sample number and spatial position of the sample based on the relationship between spatial distance and autocorrelation [22] [23] [24] [25] . Ordinary-kriging-based spatial sampling, as a typical method that considers spatial autocorrelation, has been applied in many studies, including for the calculation of vegetation cover, soil mapping, and meteorological network design [26] [27] [28] [29] [30] . Recent remote sensing field campaigns, such as VALERI [4] , the European Space Agency's (ESA) SENtinel-2 and FLuorescence Experiment (SEN2FLEX) [31] and HiWATER [32, 33] , have carefully considered spatial covariance in the sampling methods.
This paper focuses on the accuracy assessment and comparison of the sampling methods applied in FVC measurements. The tests are designed as realistically as possible to represent the situations in field campaigns. We first propose a framework to produce reference data. FVC maps are generated using Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) radiance images and the ground measurements of FVC. The ASTER-derived FVC is designated as the reference data. A spatial sampling method called mean of surface with non-homogeneity (MSN) [34] is then implemented in our designed scenes with the Normalized Difference Vegetation Index (NDVI) of ASTER and the land cover map. Three additional sampling methods, namely, simple random sampling, stratified random sampling and ordinary block kriging sampling (hereafter referred to as stratified sampling and ordinary kriging sampling, respectively), are also implemented for comparison purposes. This study attempts to compare the sampling methods on determining the samples for FVC product validation at a coarse scale from the perspective of expecting temporal as well as spatial variation.
Generation of Reference Data

Framework of Reference Data Generation
In this study, the reference values of the FVC of coarse-resolution pixels (1 km), which were estimated from the 15-m-resolution images and field measurements, are introduced in the tests. The resolutions of reference FVC correspond to the spatial resolutions of typical coarse-resolution sensors [3] such as the Advanced Very High Resolution Radiometer (AVHRR), the Moderate Resolution Imaging Spectroradiometer (MODIS) and the Visible/Infrared Imager/Radiometer Suite (VIIRS) instrument. The sampling methods, through which locations and weights of samples were selected, could also generate FVC estimates at a coarse scale. Figure 1 shows a framework for generating the reference data of FVC and a comparison with the FVC estimated using the sampling methods. The accuracy of the estimated FVC at the coarse scale indicates whether a method is good.
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Framework of Reference Data Generation
In this study, the reference values of the FVC of coarse-resolution pixels (1 km), which were estimated from the 15-m-resolution images and field measurements, are introduced in the tests. The resolutions of reference FVC correspond to the spatial resolutions of typical coarse-resolution sensors [3] such as the Advanced Very High Resolution Radiometer (AVHRR), the Moderate Resolution Imaging Spectroradiometer (MODIS) and the Visible/Infrared Imager/Radiometer Suite (VIIRS) instrument. The sampling methods, through which locations and weights of samples were selected, could also generate FVC estimates at a coarse scale. Figure 1 shows a framework for generating the reference data of FVC and a comparison with the FVC estimated using the sampling methods. The accuracy of the estimated FVC at the coarse scale indicates whether a method is good. We used the ground measurement data and ASTER L1B radiance to generate the FVC data. The ASTER radiance data were first preprocessed with atmospheric corrections, thereby forming NDVI data. All the ASTER NDVI data were then spatially matched to the study region. The in situ FVC and ASTER NDVI data in the experimental region were regressed to obtain the reference FVC at a resolution of 15 m. The data from five crop growth states, representing the growing, saturation, and weathering periods of corn, were selected to validate the different sampling methods. The reference values, which were aggregated on a coarse scale by calculating the arithmetic mean, served as baselines in the comparison of the various sampling methods.
Study Site and in Situ Data Measurements
The FVC data were measured at the Heihe River Basin of China during the growing period of corn, the dominant vegetation type in this area, from May to September 2012. The Heihe River is the second longest inland river in China. Comprehensive field experiments used to reveal eco-hydrological processes were conducted in the Heihe River Basin, a typical arid region of China [8, 9] . The FVC data involved in this paper were collected by HiWATER [9] , which is one of these experiments.
The main land cover type in this region is an artificial oasis. An NDVI map of this region acquired on 30 May shows clear boundaries between the desert and oasis (see the larger image in Figure 2 ). The 5 × 5 km 2 kernel area of the experiment (see the area surrounded by the dashed lines in the right frame of Figure 2 ) is centered on the middle stream of the Heihe River Basin. Various land cover types form the strata. Corn is the dominant vegetation type in the study region, which consisted of approximately 72% agricultural land, 24% impervious surface, and 4% woodland and fruit orchard. Planted in April, the corn was still short on 30 May, thereby corresponding to low NDVI We used the ground measurement data and ASTER L1B radiance to generate the FVC data. The ASTER radiance data were first preprocessed with atmospheric corrections, thereby forming NDVI data. All the ASTER NDVI data were then spatially matched to the study region. The in situ FVC and ASTER NDVI data in the experimental region were regressed to obtain the reference FVC at a resolution of 15 m. The data from five crop growth states, representing the growing, saturation, and weathering periods of corn, were selected to validate the different sampling methods. The reference values, which were aggregated on a coarse scale by calculating the arithmetic mean, served as baselines in the comparison of the various sampling methods.
The main land cover type in this region is an artificial oasis. An NDVI map of this region acquired on 30 May shows clear boundaries between the desert and oasis (see the larger image in Figure 2 ). The 5ˆ5 km 2 kernel area of the experiment (see the area surrounded by the dashed lines in the right frame of Figure 2 ) is centered on the middle stream of the Heihe River Basin. Various land cover types form the strata. Corn is the dominant vegetation type in the study region, which consisted of approximately 72% agricultural land, 24% impervious surface, and 4% woodland and fruit orchard. Planted in April, the corn was still short on 30 May, thereby corresponding to low NDVI values in Figure 2 . Although the croplands cover large areas of the study region, more than 30 villages are dispersed in this area and are the main influences of the spatial variability. FVCs of the impervious surfaces are nearly zero, whereas other land cover types have highly variable FVC values in terms of the vegetation seasonality. In addition, the intrinsic pattern of the cornfields varies with the irrigation schedules and other field crop managements. Therefore, the intra-pixel spatial variability of the coarse-resolution pixels in this area is considerable.
Remote Sens. 2015, 7 page-page values in Figure 2 . Although the croplands cover large areas of the study region, more than 30 villages are dispersed in this area and are the main influences of the spatial variability. FVCs of the impervious surfaces are nearly zero, whereas other land cover types have highly variable FVC values in terms of the vegetation seasonality. In addition, the intrinsic pattern of the cornfields varies with the irrigation schedules and other field crop managements. Therefore, the intra-pixel spatial variability of the coarse-resolution pixels in this area is considerable. The ground measurements were taken in 23 plots (Figure 3) . Each plot covers an area of 10 m × 10 m in the cropland and 30 m × 30 m in the fruit orchard and woodland. The land cover map used in this study had a spatial resolution of 30 m and an overall classification accuracy of over 90% in the experimental area [35] . The number of plots with different land cover types was determined roughly according to the area ratios of land cover types to the entire area. This approach could improve the representativeness of in situ FVCs for the generation of reference FVCs over the entire region. Sampling plots were clustered at the south corner because we attempted to test the densely distributed sampling in that area (in Section 3.2.2).
The field patch is usually larger than 2 × 2 ASTER pixels with the same agricultural management activities and homogeneous vegetation growth status. Therefore, the plot scale (10 m) may represent the scale of an ASTER pixel (15 m), and the geometric co-registration error from field measurements to ASTER data was effectively reduced.
The FVC of each sampling plot was computed using nine photographs, wherein each photograph covered approximately 2 m × 2 m. The photographs were taken along the diagonal lines across the plot. Generally, there were four 2-m intervals between photographs along a diagonal line, and only one photograph was shot for the overlapping section at the cross point of the two diagonals. A digital camera was used to image downward for crops. For fruit trees, the vegetation was photographed in a bottom-up manner, and images of the grass beneath the trees were also obtained. Details of the digital photography measurements can be found in reference [14, 36] . The FVC of each photo was extracted using a published algorithm [37] that supposed that the green vegetation and background distributions of the greenness component in the color space were Gaussian; then, image The ground measurements were taken in 23 plots ( Figure 3 ). Each plot covers an area of 10 mˆ10 m in the cropland and 30 mˆ30 m in the fruit orchard and woodland. The land cover map used in this study had a spatial resolution of 30 m and an overall classification accuracy of over 90% in the experimental area [35] . The number of plots with different land cover types was determined roughly according to the area ratios of land cover types to the entire area. This approach could improve the representativeness of in situ FVCs for the generation of reference FVCs over the entire region. Sampling plots were clustered at the south corner because we attempted to test the densely distributed sampling in that area (in Section 3.2.2).
The field patch is usually larger than 2ˆ2 ASTER pixels with the same agricultural management activities and homogeneous vegetation growth status. Therefore, the plot scale (10 m) may represent the scale of an ASTER pixel (15 m), and the geometric co-registration error from field measurements to ASTER data was effectively reduced.
The FVC of each sampling plot was computed using nine photographs, wherein each photograph covered approximately 2 mˆ2 m. The photographs were taken along the diagonal lines across the plot. Generally, there were four 2-m intervals between photographs along a diagonal line, and only one photograph was shot for the overlapping section at the cross point of the two diagonals.
A digital camera was used to image downward for crops. For fruit trees, the vegetation was photographed in a bottom-up manner, and images of the grass beneath the trees were also obtained. Details of the digital photography measurements can be found in reference [14, 36] . The FVC of each photo was extracted using a published algorithm [37] that supposed that the green vegetation and background distributions of the greenness component in the color space were Gaussian; then, image segmentation was performed based on this assumption. A previous study suggested that this method obtains a stable absolute error of less than 0.05 (with an FVC range of 0 to 1) [38] .
Remote Sens. 2015, 7 page-page segmentation was performed based on this assumption. A previous study suggested that this method obtains a stable absolute error of less than 0.05 (with an FVC range of 0 to 1) [38] . Among these samples, 18 plots were located in cornfields, and the other five plots were located in a soybean field, woodland, orchard, wheat field (quite a small area, not shown in the legend) and vegetable field.
Generation of Reference FVC
The ASTER L1B radiance data were used to bridge the ground measurements and coarse satellite data. ASTER data have a spatial resolution of 15 m. Prior to the regression of the ASTER NDVI and field-measured FVC, the radiance acquired at the top of atmosphere should be transferred to the surface reflectance and processed to determine the vegetation index. The atmospheric effect was corrected with Second Simulation of the Satellite Signal in the Solar Spectrum (6S) [39] . The in situ aerosol optical depth (AOD) measured during the satellite overpass with a sun photometer and the MODIS AOD product were used as the data sources for AOD. The ASTER NDVI data were geometrically corrected using a reference map to ensure that the ASTER images matched the field-measured FVC.
An empirical transfer function was required to transfer NDVI to FVC. Both linear [40] and non-linear [41, 42] regressions of NDVI versus FVC obtained good agreements. The best fit for NDVI-FVC relationships depends on the vegetation types; linear fitting is not always suitable. Therefore, we chose a flexible form to combine the linear and non-linear conditions as proposed in [14] :
where FVC and NDVI denote the in situ FVC and corresponding ASTER NDVI, and a, b and k are unknowns, which are obtained by fitting the FVC and NDVI data according to the least squares method. k indicates a linearity of FVC to NDVI. When k is approximately 1, NDVI and FVC linearly correlate, whereas k ≠ 1 corresponds to a non-linear form. Among these samples, 18 plots were located in cornfields, and the other five plots were located in a soybean field, woodland, orchard, wheat field (quite a small area, not shown in the legend) and vegetable field.
An empirical transfer function was required to transfer NDVI to FVC. Both linear [40] and non-linear [41, 42] regressions of NDVI versus FVC obtained good agreements. The best fit for NDVI-FVC relationships depends on the vegetation types; linear fitting is not always suitable.
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where FVC and NDVI denote the in situ FVC and corresponding ASTER NDVI, and a, b and k are unknowns, which are obtained by fitting the FVC and NDVI data according to the least squares method. k indicates a linearity of FVC to NDVI. When k is approximately 1, NDVI and FVC linearly correlate, whereas k ‰ 1 corresponds to a non-linear form.
Regressions were performed in five time phases covering the beginning, rapid growing, peaking and descending stages of the corn. After the coefficients in Equation (1) were acquired, the FVC maps of the ASTER data were generated by applying the coefficients to each pixel value of the ASTER NDVI. The reference values of the coarse-resolution data were calculated by aggregating the high-resolution ASTER FVC. The uncertainty of fitted ASTER FVC can be reduced during upscaling when random errors are canceled out during aggregation, therein benefiting the performance analysis of the sampling methods. Table 1 illustrates the coefficients of determination (R 2 ) and the root mean square error (RMSE) of the NDVI and FVC over five time phases. We can see that the RMSE is generally less than 0.031 when data acquired over a single time phase are used in the regression. However, if all the data obtained over five time phases are used to fit one transfer function, the RMSE will be 0.072. 
Methodology
Sampling Methods
In this research, four sampling methods were applied to validate a remote-sensing product: simple random sampling, stratified sampling, ordinary kriging spatial sampling and MSN spatial sampling. Simple random sampling and stratified sampling are two important sampling methods applied in both non-spatial-and spatial-related research. The samples were assumed to not be autocorrelated for the sample number calculation and population estimation [43, 44] . The ordinary kriging and MSN-based spatial sampling methods consider spatial autocorrelation in geographical phenomena, and they use a variogram model to describe the relationship between phenomenon similarity and spatial distance [34, 43] .
Kriging is a spatial interpolation method based on regionalized variable theory. When a number of samples are collected, the value of an un-sampled location can be estimated by a linear combination of samples. The samples weights are determined using the regional semi-variogram and distances between the unknown point and samples, which are solved from the following linear equations [43] .
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where n is the sample number, w j is the jth sample's weight, C i0 is the covariance between the ith sample and the unknown point, C ij is the covariance between the ith sample and the jth sample, µ is the Lagrange multiplier, r σ 2 is the variance, and y and r σ 2 R are the estimated mean and error variance, respectively. The covariance C can be calculated from a semi-variogram function fitted from samples or historical data. The objective of the kriging method is to minimize the error variance. For a given sample number, the locations of samples can be determined using optimization algorithms [23, 24] .
A coarse pixel in the remote sensing image is treated as a large block. Samples located in research regions will be used to estimate the pixel value using ordinary kriging. Then, C i0 in Equation (2) is the average covariance between the ith sample and all unknown points in the region. Due to the high correlation between NDVI and FVC, we use NDVI product as a proxy to fit the semi-variogram and sample optimization. When the semi-variogram function is fixed, the estimated error variance of the unknown point or region is only determined by the spatial configurations (distance and direction) of collected samples. A Monte-Carlo-based simulation method is adopted to select a group of samples with minimum theoretical estimated error variance. An iteration process is repeated until the error variance does not decrease or the maximum number of iterations is reached. The maximum number of iterations is 30,000.
The MSN model is an integration of stratified sampling and ordinary kriging that considers both spatial heterogeneity and spatial autocorrelation. The intrinsic assumption requires that the region is homogeneous to enable ordinary kriging estimation to be applied. A heterogeneous region is separated into several small regions to be estimated, and then, the results are summed with area weights. Nevertheless, the separation does not consider potential spatial autocorrelations between different small regions, which would decrease the estimation accuracy. In the MSN method, strata are used to separate the heterogeneous field into small homogeneous fields. Semi-variograms model the spatial autocorrelations in the small fields. A global semi-variogram will be fitted if objects in different strata autocorrelate. For ground containing different crop and land-use types, such as corn, soybean and woodland, each type is treated as a stratum, and the spatial autocorrelation will be modeled in each stratum. The sample weights are solved from Equations (6) and (7) [34] . The estimated pixel-scale mean value, y, and its variance, r σ 2 , are expressed as Equations (8) and (9):
ÿ n h i"1 w hi " 1
y "
where H (h = 1, . . . , H; p = 1, . . . , H) is the number of strata; n h is the sample number in the hth stratum; y hi is the ith sample in the hth stratum, with w hi being its weight, which is solved from the MSN model; and h are the areas of the pixel and the hth stratum; a h " h { ; µ h is the Lagrange multiplier; y psq denotes the sample at location s; and C`y psq , y`s 1˘˘i s the covariance between the sample y psq and the sample y`s 1˘. Similar to kriging, we also used the MSN model to optimize the sampling by minimizing the error variance r σ 2 with an annealing simulation [24] . This method attempts to determine the most appropriate sample number and spatial locations to minimize the variance via a Monte Carlo simulation similar to that in the above kriging sampling method. The process includes three main steps. First, for a given sample number m, m initial spatial samples are generated using a simple random sampling method. Each stratum should have at least two samples for solving Equations (6) and (7). Second, sample locations are adjusted individually to generate new spatial configurations of samples. For each new sample configuration, the theoretical estimation variance will be calculated according to Equation (9) . The configuration with the smallest theoretical estimated error variance will be kept. Third, the second step is repeated with a Monte Carlo simulation algorithm to find the sample configuration with the smallest theoretical estimated error variance. The iteration process attempts to select a group of samples with minimum theoretical estimated error variance calculated by the MSN method. This is repeated until the error variance does not decrease or the maximum number of iterations, namely, 30,000, is reached.
Design of Experiments
This test attempts to evaluate the sampling methods with two designed experimental scenes. To be realistic, all the designed schemes were tested based on the criterion of the highest accuracy of the FVC estimation with the smallest number of sampling points. In reality, the positions of samples remain constant in an experiment to ensure the stability of validation. Therefore, the estimation errors of a long period (at least when the experiment was being conducted) should be considered when designing the sampling method. We performed the tests when samples remained at the same positions in five temporal stages. The alternative sampling methods generally require ASTER NDVI data and land cover maps to calculate the locations of the sampling plots.
Sparse Sampling (Scene 1)
The first scene (referred to as Scene 1) consisted of "sparsely" distributed samples used to validate pixels at resolutions of 1 km over the entire experimental area. This scene may represent the situation when field campaigns are conducted in a large area with limited samples. In the designed scene, the positions of 9 samples (the red samples in Figure 4) were varied according to the sampling method, whereas the positions of another 13 samples (in blue in Figure 4 ) were fixed. In the sample location optimization process, the positions of the 13 fixed samples were not changed. The remaining 9 samples were initially selected by simple random sampling in both MSN and ordinary kriging. Then, the positions of the 9 samples were adjusted step-by-step using a Monte Carlo simulation to minimize the theoretical estimated error variance. After the locations and weights of all the pixels were determined by the sampling methods, the FVC values of the samples were summarized to estimate the FVC at the resolution of 1 km, which represents the resolution of typical coarse-resolution products (e.g., the MODIS product). The estimated value of each grid was calculated by multiplying weights by the values of the samples. Figure 4 shows the sampling positions derived using MSN and ordinary kriging method. The simple sampling method and stratified sampling method were not performed in Scene 1. The prerequisite conditional to operate these two methods, i.e., each grid should have at least one sample, were not met in our sparse sampling scene.
Dense Sampling (Scene 2)
The other scene (referred to as Scene 2) consisted of "densely" distributed samples. A rectangular region of approximately 1.5 kmˆ2 km (red rectangular region in Figure 5 ) was chosen as the region of interest to test the four sampling methods mentioned in Section 3.1. This scene was composed of fruit trees, corn, villages, soybeans, greenhouses, and rich types of land cover classes, and the samples were densely distributed. The designed scene may represent a typical case of a field campaign with sufficient numbers of samples in various class types. The MSN method and the original kriging method were used to determine the positions of 10 samples and the corresponding weights attributed to the samples. As for the simple random sampling and stratified sampling methods, the sampling positions varied with the random number selected in their implementation. Therefore, we applied these two methods 100 times and collected all the data for comparison. The FVC values estimated using the sampling methods were contrasted to the mean of the reference FVC of the entire rectangular region. Scene 2 was also selected for the comparison of the MSN and other sampling methods with changing numbers of samples. Different methods were used to compute the weights of samples with fixed sampling positions and test the average absolute errors of estimation after running 5000 simulations.
The major difference between Scenes 1 and 2 is the distances between samples that were utilized to estimate the coarse-resolution FVC. In Scene 2, the density of samples is relatively high.
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Scaling Bias of FVC Estimates
The NDVI, FVC and other parameters could be considered as random variables from a statistical point of view. If the calculation of the sampling is only based on the NDVI space, then the estimated FVC and reference FVC of a coarse pixel will show a bias when the relationship between FVC and Figure 5 . Distributions of the fixed and optimized samples in the dense sampling scene calculated using the MSN method (a) and the ordinary kriging method (b) (in the red rectangular region).
The NDVI, FVC and other parameters could be considered as random variables from a statistical point of view. If the calculation of the sampling is only based on the NDVI space, then the estimated FVC and reference FVC of a coarse pixel will show a bias when the relationship between FVC and NDVI is non-linear. Therefore, the optimization sampling scheme for NDVI is not optimal for FVC. The bias varies with the expectation and variance of NDVI.
In the present study, we simplified the problem and used a single formula to describe the bias or so-called "scaling effect" without considering the different vegetation types. A Taylor expansion was used to obtain an approximate form of the deviation involving many parameters [45] [46] [47] . The second-order Taylor expression can mathematically describe the expectation of a function f as follows:
where µ x is the expectation of the random variable X, f denotes the function that transfers X to another variable, and σ 2 X is the variance of X. Thus, f 2 pµ x q 2 σ 2 X is the bias, which is influenced by the variance of the variable and non-linear form of the function f. Combining Equations (1) and (10) easily yields the bias of the expected FVC and the FVC transferred from the expected NDVI:
where µ NDV I and σ 2 NDV I are the expectation and variance of NDVI in an experimental area, respectively. Figure 6 shows the spatial patterns of ASTER FVC and phenological variability of vegetation. One factor influencing the spatial heterogeneity is the contrast between impervious surfaces and vegetated areas. In general, the FVC values of artificial impervious surfaces (e.g., villages) remained at a low level during all the growth stages of vegetation. The contrast between the FVCs of the two land cover types became notable when vegetation grew to achieve a high level of FVC (Figure 6b-d) .
Results and Analysis
Spatial and Temporal Pattern of ASTER FVC
The difference between the two FVCs was up to 0.7 as the plants flourished in August (Figure 6d ).
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Sparsely Distributed Samples
The MSN method and ordinary kriging method were used to compute the locations of nine movable samples and the weights of 22 samples in each time phase. The scattering plots of the reference FVC and estimated FVC of the 1-km-resolution grids are shown in Figure 7 . In general, the data points are mainly distributed around the y = x line for both of the methods. The FVC estimates on the coarse scale strongly correlate with the reference FVC. On all five dates, the estimates show slightly positive deviations from the reference FVC values. The FVC was estimated using the MSN method with a bias of 0.018 and RMSE of 0.030, and the ordinary kriging method results in larger bias and RMSE of 0.028 and 0.036, respectively (Figure 7 ). In addition, half of the samples were located in the rectangular region of Scene 2. Table 2 shows that the spatial variability of FVC was large on 30 May for Scene 2 and small on 12 September, corresponding to the outlier data points on In addition, Figure 6 shows that the differences between crops and fruit trees also strongly influence the spatial heterogeneity. The FVCs of vegetated areas, i.e., croplands and orchards, fluctuated depending on the vegetation seasonality. The corn started to grow at the end of May, when fruit trees had passed the stage of rapid leaf growth. The FVC of corn was at the same level as the FVC of fruit trees after the rows almost achieved canopy closure in June. The difference between the two FVCs was considerable in May ( Figure 6a ) and indistinctive when the FVC reached its peak in August (Figure 6d) . Correspondingly, these temporal changes remarkably affect the spatial variability. Table 2 shows that the degrees of non-homogeneity in the study area (standard deviations of 15 m FVC in Scene 1) increase and then decrease corresponding to the planting, closing and harvest of the irrigated crops. As mentioned above, at the early stage of growth, cornfields showed a low FVC value, which was similar to the FVC of non-vegetation areas and caused the land surface to be relatively homogeneous. The deviations increased in August, when corn grows to a high level of FVC. In Scene 2, a particularly large spatial variability on 30 May was found due to the prominent difference between cornfields and orchards. 
The MSN method and ordinary kriging method were used to compute the locations of nine movable samples and the weights of 22 samples in each time phase. The scattering plots of the reference FVC and estimated FVC of the 1-km-resolution grids are shown in Figure 7 . In general, the data points are mainly distributed around the y = x line for both of the methods. The FVC estimates on the coarse scale strongly correlate with the reference FVC. On all five dates, the estimates show slightly positive deviations from the reference FVC values. The FVC was estimated using the MSN method with a bias of 0.018 and RMSE of 0.030, and the ordinary kriging method results in larger bias and RMSE of 0.028 and 0.036, respectively (Figure 7 ). In addition, half of the samples were located in the rectangular region of Scene 2. Table 2 shows that the spatial variability of FVC was large on 30 May for Scene 2 and small on 12 September, corresponding to the outlier data points on 30 May and good accuracy on 12 September in Figure 7 . 
The MSN method and ordinary kriging method were used to compute the locations of nine movable samples and the weights of 22 samples in each time phase. The scattering plots of the reference FVC and estimated FVC of the 1-km-resolution grids are shown in Figure 7 . In general, the data points are mainly distributed around the y = x line for both of the methods. The FVC estimates on the coarse scale strongly correlate with the reference FVC. On all five dates, the estimates show slightly positive deviations from the reference FVC values. The FVC was estimated using the MSN method with a bias of 0.018 and RMSE of 0.030, and the ordinary kriging method results in larger bias and RMSE of 0.028 and 0.036, respectively ( Figure 7 ). In addition, half of the samples were located in the rectangular region of Scene 2. Table 2 shows that the spatial variability of FVC was large on 30 May for Scene 2 and small on 12 September, corresponding to the outlier data points on 30 May and good accuracy on 12 September in Figure 7 . 
Densely Distributed Samples
In Scene 2, the errors of the estimated FVC are comparable to those in Scene 1. The four sampling methods demonstrate a RMSE of generally less than 0.035 (Figure 8 ). The MSN method considers spatial heterogeneity in and between strata, resulting in an RMSE of 0.021, which is the smallest among the four methods. The stratified sampling method performed better on 30 May than the simple random sampling and ordinary kriging methods, when the contrast between cornfields and orchards was prominent. The smallest bias was also found when applying the stratified sampling method, suggesting that the spatial heterogeneity was highly correlated to land cover type.
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In Scene 2, the errors of the estimated FVC are comparable to those in Scene 1. The four sampling methods demonstrate a RMSE of generally less than 0.035 (Figure 8) . The MSN method considers spatial heterogeneity in and between strata, resulting in an RMSE of 0.021, which is the smallest among the four methods. The stratified sampling method performed better on 30 May than the simple random sampling and ordinary kriging methods, when the contrast between cornfields and orchards was prominent. The smallest bias was also found when applying the stratified sampling method, suggesting that the spatial heterogeneity was highly correlated to land cover type. Nevertheless, the results of the simple random and stratified sampling methods in Figure 8 reflect the averages of 100 executions. In practice, the performances of these two methods could be worse.
Evaluation of Sampling Methods with Changing Number of Samples
We selected Scene 2 to test the MSN and other sampling methods in response to the changing number of samples. Generally, the methods that considered both heterogeneity and autocorrelations between strata (e.g., the MSN method) are superior to the other methods. Among the sampling methods, MSN demonstrated its advantage by providing the smallest errors of estimation ( Figure 9 ).
The errors of FVC estimates, regardless of the applied sampling method, will gradually decrease and become similar when the number of samples increases. Most of the sampling methods achieve an accuracy of approximately 0.02 to 0.03 with a sample number of 14, except for the simple random sampling and ordinary kriging methods on 30 May. The uncertainty level and sensitivity of the error Nevertheless, the results of the simple random and stratified sampling methods in Figure 8 reflect the averages of 100 executions. In practice, the performances of these two methods could be worse.
The errors of FVC estimates, regardless of the applied sampling method, will gradually decrease and become similar when the number of samples increases. Most of the sampling methods achieve an accuracy of approximately 0.02 to 0.03 with a sample number of 14, except for the simple random sampling and ordinary kriging methods on 30 May. The uncertainty level and sensitivity of the error to the sample number on 30 May is relatively high compared to those on other dates because of the high spatial variability (Table 2 ).
14 to the sample number on 30 May is relatively high compared to those on other dates because of the high spatial variability (Table 2) . However, the accuracy of each algorithm varies in the temporal range, which is consistent with the changing spatial variability in the growth stages of vegetation. The contrast between the FVC values of different land cover types is maximized at the initial stage of corn growth (May) and is minimized as the growth is saturated (June, July and early August), corresponding to the temporal patterns of corn and fruit trees ( Figure 6 ). This means that the spatial variability in this area is dominated by the heterogeneity between strata in May and September (Figure 9a,e) and by the spatial autocorrelation from June to August (Figure 9b-d) . Therefore, the methods that consider heterogeneity between strata (stratified sampling and MSN) perform well in Figure 9a ,e, whereas the However, the accuracy of each algorithm varies in the temporal range, which is consistent with the changing spatial variability in the growth stages of vegetation. The contrast between the FVC values of different land cover types is maximized at the initial stage of corn growth (May) and is minimized as the growth is saturated (June, July and early August), corresponding to the temporal patterns of corn and fruit trees ( Figure 6 ). This means that the spatial variability in this area is dominated by the heterogeneity between strata in May and September (Figure 9a,e) and by the spatial autocorrelation from June to August (Figure 9b-d) . Therefore, the methods that consider heterogeneity between strata (stratified sampling and MSN) perform well in Figure 9a ,e, whereas the ordinary kriging method and the MSN method provide good accuracy in Figure 9b -d. In most of the cases, the simple random sampling method generates large errors compared to other methods.
Discussions
The parameter of interest in this paper, i.e., green vegetation FVC, is relatively stable and predictable compared with rapidly changing variables such as temperature, radiation and evaporation. Given that FVC has a linear or quasi-linear relationship with NDVI [36] , tests are facilitated when NDVI maps are assumed to be known in advance. In practice, prior to the design of each experiment, the NDVI maps of the region may be extracted from satellite data obtained in recent years. The locations and weights of samples can be determined based on the NDVI statistics. The variance of FVC (C in Equations (2), (5), (6) and (9)) can simply be estimated by a given linear transformation or even replaced by that of NDVI because FVC and NDVI have nearly the same range of values. However, according to Equation (10) , slight scaling biases may also exist in FVC estimations with a non-linear NDVI-FVC relationship at heterogeneous surfaces.
Given the NDVI averages and variances over the study area, the scaling biases between estimated and reference FVC were calculated using Equation (11). The predicted biases were then compared with the real biases between the reference FVC and its estimates (Table 3) . Table 3 indicates that the theoretical biases between the reference FVC and the estimated FVC are realistically small. The scaling bias is not easily distinguished from the remaining errors. However, the positive or negative trend of the predicted biases in Table 3 is consistent with that of the real biases when the values of the absolute deviations that are less than 0.01 are ignored (four cases remain: 10 July and 11 August in Scene 1 and 24 June and 10 July in Scene 2). It should be noted that the scaling effect discussed in the current paper only concerns the transfer from high-resolution NDVI to FVC; specifically, the scaling effect generated from NDVI itself [48, 49] , which may affect the use of coarse-resolution NDVI, is beyond the scope of this study.
The uncertainty of reference FVC mainly depends on the field measurements and ASTER NDVI. The fit between them resulted in residual errors, which indicated an RMSE of less than 0.031. The error of ASTER FVC can be further reduced in the aggregation of ASTER FVC, which makes the uncertainty of reference coarse-resolution FVC smaller than the differences among sampling methods. Therefore, the general trends deduced from the comparison of reference data and estimated data at coarse resolutions are believed to be reliable.
In the MSN method, the sampling problem can be solved through an optimization process, where the variance, autocorrelations, and other statistics are known a priori to a certain extent. If the number of samples is constant, then optimal sampling schemes can be obtained to guarantee minimal estimation errors. The MSN method represents an optimization scheme that has been established in spatial statistics. Simple random sampling is inefficient when the investigated ground surface has spatial autocorrelation or strata. Ordinary kriging sampling performs well in increasing the estimation accuracy when the ground surface is relatively homogenous. However, for a more complicated surface, stratification is necessary in sampling and estimation. The MSN method requires the designated attributes of strata and the covariance of strata as input data, which are supplied by introducing land cover data and several prior statistics. Although the MSN method optimizes the use of NDVI and land cover types, it also introduces a certain type of risk. The method that yields the most accurate estimation may not be the most stable one. Thus, redundant samples are necessary from a pragmatic perspective. The weight of a single sample is not suggested to be large, which guarantees a reasonable estimation even if unpredictable errors exist in this sample.
Conclusions
Sampling methods are often applied to present an estimation of the coarse pixel mean in the ground-based validation of remote sensing products. In this study, we designed tests to evaluate sampling methods for the estimation of FVC at coarse resolutions. This research attempts to find suitable sampling methods for the validation of FVC products and provide recommendations for the design of field experiments. The MSN and other conventional sampling methods are employed for comparison.
The spatial variability of the study region primarily depends on the contrast between strata and the spatial autocorrelation and varies with the growth of different types of vegetation. The performance of the different sampling methods varies based on their model assumptions. In our tests, the stratified sampling and kriging methods perform well when the heterogeneity between and in strata dominate the spatial variability, respectively. Nevertheless, the methods that consider both spatial heterogeneity and correlations in and between strata are more accurate over the vegetative growth cycle and require fewer samples. The MSN method demonstrates its advantage of considering these factors. The tests presented in this paper illustrate that the errors of FVC estimated using the MSN method are approximately less than 0.03 in the two designed scenes. In general, the MSN method is recommended for the determination of the locations and weights of samples when field campaigns are conducted to validate remotely-sensed FVC products.
For the validation of FVC, NDVI or other vegetation indices represent convenient tools for providing a preliminary estimate. Moreover, FVC shows a good linear correlation with NDVI, and the estimations may remain nearly unbiased, thereby ensuring that the preliminary estimation is not difficult. The scaling effect is generally insignificant when transferring from NDVI to FVC.
