A method of generating images through highly scattering media is presented that involves comparing measurements of the time-dependent intensity of transmitted light with an analytical model describing the sensitivity of that intensity on localized changes in optical properties. A least-squares fitting procedure is employed to derive the amplitudes of the measurement perturbations caused by embedded absorbers and scatterers located along a line of sight between the source and detector. Images are presented of a highly scattering, solid plastic phantom with optical properties closely matched to those of human breast tissue at near-infrared wavelengths. The phantom is a 54-mm-thick slab, containing four small cylinders of contrasting scatter and absorption. Results show that embedded absorbers can be distinguished from embedded scatterers, and that the diffusion perturbation amplitude provides inherently greater spatial resolution than the absorption perturbation amplitude.
Introduction
Biomedical optics is a rapidly growing area of applied research, and one of its principal goals is the development of a diagnostic imaging modality based on near-infrared radiation. 1 This objective has motivated considerable interest in the broader problem of imaging through highly scattering media. During the past 10 years a variety of imaging techniques have been proposed. [1] [2] [3] [4] [5] [6] [7] The experimental methods that have been shown to be most successful for highly scattering media, where all transmitted light is diffuse, have involved measuring the flight times of transmitted photons, either directly or indirectly. Whereas cw intensity measurements are dominated by photon interactions at the surface, information on the internal optical properties can be derived from the temporal distribution of the transmitted light.
An imaging technique known as time gating involves isolating a fraction of transmitted photons with the shortest flight times, which are confined to a narrow region of the tissue between the source and detector. Images generated by using these leastdeviated photons will be influenced by the optical properties of the medium closest to the line of sight and reveal the highest spatial resolution. Images of objects with highly scattering properties have been obtained as a function of the period of time, ⌬t, over which transmitted light is integrated, 7 and spatial resolution has been shown to improve as ⌬t is decreased. 8 The significant drawback of time gating is that the vast majority of transmitted light is discarded, and the scarcity of detected photons with the shortest path lengths limits the achievable gain in resolution. For example, experiments 8, 9 and Monte Carlo simulations 10 indicate that time-gated imaging of the human breast is unlikely to surpass a spatial resolution of ϳ1 cm, which falls short of the performance required of a clinical system for routine screening of breast disease. A further improvement in spatial resolution therefore relies on higher spatial resolution information being encoded within the available distribution of longer flight-time transmitted photons.
A method of enhancing spatial resolution performance has been investigated that involves improving the estimation of the intensity of short path-length photons by fitting a mathematical model of photon migration to all or part of the measured temporal distribution. 8, 9 The model is then used as a noise-free estimate of the original data, and images are created by using the predicted intensities of short path-length photons. This method has been successfully employed to obtain images of a solid plastic phantom whose properties were matched as precisely as possible to those of a human breast. 9 The presence of small embedded objects, representing tumors, were revealed with subcentimeter spatial resolution. However, this signal-to-noise ratio enhancement technique is dependent on how accurately the model can infer the true population of short path-length photons. So far, relatively simple models of time-dependent photon migration for homogeneous slabs have been utilized, which are unable to represent the inhomogeneous structure of the objects that are imaged. 11, 12 An alternative approach to extracting highresolution information is based on an assumption that, given a set of measurements of transmitted light between pairs of points on the surface of an object, there exists a unique three-dimensional distribution of internal scatterers and absorbers that would yield that set. This hypothesis has led to the development of various tomographic reconstruction schemes. [13] [14] [15] [16] [17] In general, the imaging process requires a forward model to provide an estimate of the measurement for a given set of object parameters, as well as a robust error-minimization scheme to modify those parameters in accordance with the differences between the forward model predictions and the experimental data. Although the reconstruction problem is ill posed, which implies an inherent sensitivity to geometrical factors, convergence to a unique solution by using iterative methods can be aided significantly by applying suitable a priori morphological information. However, in principle there is no theoretical limit to the spatial resolution achievable.
Forward models are basically of two types: either stochastic, such as Monte Carlo 10, 18 and random walk theory ͑RWT͒, 12, 19 or deterministic, such as the diffusion approximation. 11, 20, 21 Until recently, stochastic methods demonstrated a clear advantage in dealing with complex geometries, for which the timedependent diffusion equation has no analytical solution. However, the development of finite-element methods ͑FEM's͒ has permitted the diffusion approximation to be applied to arbitrary geometries in two or three dimensions, and with a computation speed with which the Monte Carlo model cannot compete. 22 Furthermore, the statistical properties of Monte Carlo models have been derived within the FEM framework. 23 The range of analytical solutions to a variety of geometries has recently been substantially increased by the application of perturbation methods. 19,21,24 -26 These provide an analytic description of the sensitivity of time-or frequencydomain measurements of transmitted light to localized perturbations of the optical properties within the object. Several researchers 21, 24, 25 have investigated the effect of perturbations incorporated into the diffusion equation, whose solution can be expressed by an appropriate Green's function.
Meanwhile, Gandjbakhche et al. 19 performed a similar analysis by using RWT, and Feng et al. 26 derived another, simple perturbation model by using an electrostatic analogy.
The rationale for the research described in this paper has been twofold. The first is to provide some physical validation for the perturbation analysis of Arridge 21 in the time domain. A number of purely theoretical papers on photon migration have recently appeared in the published literature, and unfortunately not all of these have been supported by experimental evidence. This manuscript represents an attempt to address this problem. The second and more compelling reason for employing the approach described here has been to observe whether a direct comparison between analytical models and experimental data can used to discriminate experimentally between embedded absorbers and embedded scatterers. Such discrimination, which has not been possible by the use of time gating, [7] [8] [9] would have important implications for potential clinical applications of time-resolved imaging methods. In the following sections, a time-domain perturbation model is presented for a specific object and imaging geometry that corresponds to experimental measurements made by using a relatively sophisticated and challenging optical breast phantom. The results of a least-squares fitting procedure are then described that derive the relative amplitude of the perturbation produced by both absorbing and scattering inhomogeneities embedded within the phantom.
Analytical Model
The analysis of Arridge 21 provides a series of Jacobians, J P ͑M͒ , which describe the rate of change of a measurable quantity, M, with respect to a physical property, P, where P is defined at a point location within a highly scattering volume. Although the analysis accommodates a variety of measurable quantities, the study presented here considers only the temporal distribution of transmitted intensity ͑also known as the temporal point spread function, or TPSF͒. The diffusion approximation permits only two possible independent physical properties: the absorption coefficient, a , and the diffusion coefficient, D ϭ ͓3͑ s Ј ϩ a ͔͒ Ϫ1 , where s Ј is the transport scatter coefficient.
In accordance with experimental data presented in Section 3, we limit the analysis here to a slab geometry of thickness d, and a confocal measurement arrangement corresponding to a source and detector located at ͑0, 0, 0͒ and ͑0, 0, d͒, respectively. Furthermore, to simplify the least-squares implementation greatly, we consider only perturbations situated at ͑0, 0, z 2 ͒, i.e., on axis at a depth z 2 between the source and detector. If the magnitude of the perturbations is assumed to be small, the change in the measurement can be equated to the corresponding time-dependent Jacobian, J P ͑t͒, multiplied by a constant amplitude term, ⌬ P , representing the strength of the perturbation. Thus we can express the result of a combination of both types of perturbation on the TPSF of a homogeneous medium, I hom ͑t͒, as follows:
where subscripts A and D signify absorption and diffusion, respectively. The temporal distribution through homogeneous media for various simple geometries can be expressed by using the Green's function of the diffusion equation. 11, 20 Using a common approximation known as the method of images, we obtain the following expression for a confocal measurement across a homogeneous slab of thickness d:
where
Constant c represents the velocity of light in the medium. To facilitate a least-squares comparison of this model with experimental data, Eq. ͑2͒ includes two additional parameters representing an arbitrary amplitude A and the position of the function on the time axis t 0 . A previous least-squares implementation of this TPSF model is described comprehensively elsewhere. 27 From Arridge, 21 the Jacobian for an absorber located on axis at a depth z 2 is given by
Similarly, the Jacobian for a diffusion perturbation is given by
Multiplying constants in the original expressions of Arridge 21 have been dropped from Eqs. ͑5͒ and ͑8͒ and are incorporated into perturbation amplitude parameters ⌬ A and ⌬ D . Note that in a practical situation in which a detector cannot be assumed to be confined to a single point, Eqs. ͑2͒, ͑5͒ and ͑8͒ must include a further factor that corrects for the variation of the transmitted distribution over an aperture of finite radius. 11, 19 For the experimental arrangement described in Section 3, the effect of this correction is negligible. The forms of the homogeneous TPSF and the two Jacobians are illustrated in Fig. 1 . Note that the displayed amplitudes of the Jacobians have been amplified considerably to facilitate comparison of their form with the TPSF. These curves were calculated from Eqs. ͑2͒, ͑5͒, and ͑8͒ for parameters approximating those of our solid breast phantom: a slab of . The temporal offset parameter, t 0 , corresponds to zero, and the displayed amplitudes are arbitrary. The shape of each Jacobian relative to the unperturbed TPSF can be emphasized by defining the contrast, C P , caused by the perturbation of property P as follows:
The solid curves in Figs. 2 and 3 illustrate the contrasts caused by the absorption and diffusion perturbations, respectively, employing the same parameters used to generate the curves in Fig. 1 . A similar study of perturbation contrast has been performed by Gandjbakhche et al., 19 who used a RWT analysis. In their model, the contrast caused by an embedded absorber was qualitatively similar, except for a sharp increase at very short photon flight times. Inspection of the model revealed that the RWT analysis had resulted in a small temporal displacement of the analytic perturbation relative to the unperturbed TPSF. Following the suggestion of Gandjbakhche, we observed the effect of emulating this adjustment by making the following substitution in our expressions for J A ͑t͒ and J D ͑t͒:
The contrast curves obtained by using this adjustment are represented by the dashed curves in Figs. 2 and 3. The temporal adjustment in this case represents a displacement of approximately 5 ps. In accordance with the predictions of the RWT model, 19 the absorption contrast now demonstrates a rapid increase at short photon flight times. Although support for the small temporal offset stems from RWT rather than the diffusion approximation, its effect on the contrast is in accordance with the expected behavior at short photon flight times. Intuitively one expects photons with the shortest paths between the source and detector to have the greatest probability of absorption by an on-axis absorber, and therefore the proportion of transmitted light perturbed by the absorber should tend toward a maximum as the photon flight time tends toward the minimum. Regardless of the origin or the ultimate validity of this adjustment to the mathematical model, it should be noted that for the highly scattering media in which we are most interested ͑where s Јd Ͼ 50͒, the flux of photons is likely to be immeasurably small at the short flight times ͑Ͻ400 ps͒, where this ambiguity in the contrast is most significant. Meanwhile the local minimum observed in the absorption perturbation contrast is not exhibited for the diffusion perturbation contrast, as shown in Fig. 3 . Instead, the contrast decreases exponentially with increasing photon flight time. The strong difference between the contrast curves for absorption and diffusion perturbations immediately suggests that it should be straightforward to discriminate between each type experimentally. Previously reported attempts to image through highly scattering media by using time-gated intensities exhibited anticipated gains in spatial resolution, but they could not distinguish between the shadow produced by an embedded absorber and that produced by an embedded scatterer. 9 The ability to make such a distinction by using temporal moments was first predicted by Arridge et al. 28 and was later confirmed by using frequency-domain measurements. 24, 29 This research has potentially significant implications for breast imaging, in which discrimination between a cyst and a tumor, for example, might be based on this criterion. To our knowledge, the first attempt to obtain time-domain images experimentally that discriminate between embedded absorbers and scatterers in a breastlike scattering object is described in Section 3 below.
Method
A solid plastic phantom, illustrated in Fig. 4 , has recently been developed at University College London ͑UCL͒, with optical properties closely matched to those of human breast tissue at near-infrared wavelengths. A comprehensive description of the manufacture of the phantom and of its physical properties is provided in a recent publication. 9 Briefly, it consists of a rectangular slab, 54 mm thick, with the following optical characteristics at a wavelength of 800 nm: transport scatter coefficient s Ј ϭ 1.0 mm Ϫ1 , absorption coefficient a ϭ 0.010 mm
Ϫ1
, and refractive index n ϭ 1.56. Embedded in the center of the slab are four small cylinders of contrasting scatter and absorption, as indicated in Fig. 4 . Each cylinder is 5 mm in length and has a diameter of 5.75 mm.
The experimental data used for the study described here were originally recorded in order to acquire time-gated images of the solid breast phantom. These data, described in detail elsewhere, 9 were obtained with the UCL time-resolved imaging system, 8 consisting of a Ti:sapphire laser and a streak camera and providing a typical temporal resolution of ϳ20 ps. The breast phantom was illuminated with a pencil beam of picosecond pulses with a mean power of 1 W and a wavelength of 800 nm. Light transmitted across a thickness of 54 mm was detected over a small aperture by using the streak camera, and intensity versus time profiles were produced. The phantom was translated across the beam 50 mm horizontally, and 36 mm vertically, in 2 mm steps, resulting in 494 individual profiles, digitized at intervals of ϳ4.5 ps.
The analytical model for the perturbed TPSF, as expressed in Eq. ͑1͒, was implemented in a leastsquares fitting procedure, with six free parameters: A, t 0 , a , s Ј, ⌬ A , and ⌬ D . This permitted the homogeneous TPSF plus the two Jacobians of variable amplitudes to be fitted simultaneously to each experimental measurement of the temporal distribution through the phantom. This model always assumes the presence of a single absorbing or diffusing perturbation located on axis ͑fixed in this case at a depth z 2 ϭ 27 mm͒ in an otherwise homogeneous infinite slab. Because the data consist of multiple lines of sight through the phantom, most of which do not correspond to a cylinder located precisely on axis, the fitting procedure essentially provides the characteristics of an effective on-axis perturbation.
In practice, allowing all six parameters to vary during the fitting procedure did not produce meaningful results. The reason for this, however, is quite straightforward. The almost constant absorption contrast over the region where the fit is made ͓ab-sorption contrast C A ͑t͒ varies by only a few percent over several nanoseconds͔ makes it inevitable that fitting six parameters will not distinguish between the homogeneous TPSF component and the absorption perturbation component. As a result, we observed a fairly random distribution of their relative amplitudes. Note that this occurred regardless of whether the small temporal offset in the expression for J A ͑t͒ was employed, because there was little recorded intensity over the first few hundred picoseconds to which to fit the models. Instead, it was necessary to fix the four parameters describing the homogeneous medium and to allow only perturbation amplitudes ⌬ A and ⌬ D to vary. For the choice of the four fixed parameters, we explored two sources. First, the parameters were obtained from a fit of I hom ͑t͒ to a previous measurement made of the phantom before the cylinders had been inserted. However, for tissue imaging, an equivalent homogeneous measurement would not, of course, be available. Therefore, as an alternative, we obtained parameters from a fit of I hom ͑t͒ to the mean of the 494 temporal profiles. Thus we effectively replace I hom ͑t͒ in Eq. ͑1͒ with a mean TPSF denoted by I mean ͑t͒. For both cases, least-square fitting was performed over the first 1700 ps of each data profile, and the pairs of perturbation amplitudes were recorded. Each fit required only a few seconds on a Sun Sparc II workstation.
Results
The absorption and diffusion perturbation amplitudes obtained from the fitting process by using a fixed parameter function I mean ͑t͒ instead of I hom ͑t͒ in Eq. ͑1͒ are displayed as images in Figs. 5 and 6 , respectively. The brightest pixels correspond to the largest positive values of ⌬ A and ⌬ D , and the values have been normalized to occupy the full range of gray levels. Interestingly, images generated from the perturbation amplitudes obtained when the parameters of I hom ͑t͒ were fixed at the homogeneous slab values were virtually identical to Figs. 5 and 6. This suggests that the relative values of the perturbation amplitudes are not strongly dependent on the choice of the fixed TPSF parameters. However, whereas employing the homogeneous TPSF parameters produced values of ⌬ A and ⌬ D that were almost always positive, employing the mean TPSF parameters resulted in perturbation amplitudes that were negative approximately as often as they were positive, and whose averages over all the fits were approximately zero.
The expected positions of the four embedded cylinders are indicated by the four rectangles in Figs. 5 and 6, with an experimental uncertainty estimated to be approximately Ϯ2 mm ͑equivalent to Ϯ1 pixel͒. The absorption perturbation image, Fig. 5 , is dominated by cylinder D, corresponding to an absorption coefficient ϳ40 times the surrounding medium. The other three cylinders, corresponding to Յ10% absorption, are not distinguishable as individual objects. The diffusion perturbation image shown in Fig. 6 , however, exhibits some evidence of all four cylinders. With a diffusion coefficient of ϳ6% of that of the surrounding medium, cylinder C is expected to produce the greatest contrast, while the coefficients for the other cylinders are all only ϳ50% of the surrounding medium. The relative magnitude of the perturbation amplitudes produced by each cylinder is indicated more clearly in Fig. 7 , which shows the average profile generated from the five central rows of each image. The mean absorption perturbation profile confirms the dominance of the highly absorbing cylinder on the right. The mean diffusion perturbation profile does exhibit a strong peak corresponding to the location of cylinder C, but the amplitudes corresponding to the other cylinders do not correlate particularly well with the known diffusion coefficients of those cylinders. Because the only parameters that are permitted to vary during the fitting process are the perturbation amplitudes, the relative magnitudes of contrast functions C A ͑t͒ and C D ͑t͒ are directly proportional to ⌬ A and ⌬ D , respectively. Consequently, the images shown in Figs. 5 and 6 are also equivalent to the relative contrast.
An inspection of the perturbation functions derived from the simultaneous fitting process revealed that the absorption perturbation was by far the most dominant in terms of its total intensity ͑i.e., area under the curve͒. This is because an embedded inhomogeneity having, say, ten times the background absorption produces a greater effect on the TPSF intensity than an embedded inhomogeneity having ten times the background scatter ͑although the diffusion perturbation has considerably more influence on the mean flight time͒. This was confirmed by results of an attempt to fit the absorption and diffusion perturbations separately to the data. A fit of the absorption perturbation alone produces virtually the same set of amplitudes as a simultaneous fit of the absorp- tion and diffusion perturbations, and the resulting image is indistinguishable from Fig. 5 . Meanwhile, a fit of the diffusion perturbation alone produces very poor fits with very high 2 values. This is because the shape of the diffusion perturbation function is simply unable to represent the changes in the intensity of the experimental TPSF's, which in reality are being dominated by changes in absorption. The resulting diffusion perturbation amplitudes vary in proportion to the strength of the dominant absorption perturbation, and the more subtle effects caused by scatter inhomogeneity are lost. Again, the result is very similar to Fig. 5 . Thus, to extract the diffusion perturbation information reliably when the data are influenced by both types, we find it necessary for the absorption perturbation function to be derived simultaneously.
Discussion
The results presented above demonstrate that it is possible to distinguish between small scattering and absorbing objects embedded in a medium equivalent to the human breast by using time-domain measurements. The strong absorbing and strong scattering cylinders, C and D, were revealed with contrasting intensities in the perturbation amplitude images, whereas they were indistinguishable in time-gated images presented elsewhere. 9 However, the method employed here to derive the characteristics of an effctive on-axis perturbation does not yield particularly high spatial resolution. The absorption perturbation image in Fig. 5 is virtually equivalent to a cw image of the phantom. This is the consequence of the absorption contrast being virtually independent of photon flight time. Meanwhile, the higherresolution diffusion perturbation image shown in Fig.  6 is qualitatively similar to one produced by displaying the mean photon flight time at each line of sight. Again, this is not surprising: because I hom ͑t͒ and J A ͑t͒ are so similar in shape, the mean photon flight time of the entire fit is almost entirely dependent on the amplitude of the diffusion perturbation. Thus the results presented here have underlined the already familiar observation that whereas transmitted intensity is sensitive to changes in absorption, mean photon flight time is sensitive to changes in scatter. In other words, absorption removes photons, while scatter has the tendency to delay their detection. The results also confirm the conclusions of Schweiger et al. 15 They report an attempt to reconstruct images of absorbers and scatterers embedded in a homogeneous scattering medium by using a numerical finite-element solution to the diffusion equation. An iterative image recovery algorithm was used to obtain images from both mean flight time and integrated intensity data. It was found that mean flight-time data offered increased resolution for reconstructing differences in scatter coefficient, whereas intensity data are favorable for reconstructing absorption.
The equivalence of the perturbation images shown in Figs. 5 and 6 to images generated directly from transmitted intensity and mean flight-time measurements implies that they could have been generated as effectively by using frequency-domain measurements. A single-frequency intensity-modulated system is sufficient to provide measurements of modulation amplitude and phase shift, which are roughly equivalent to transmitted intensity and mean photon flight time, respectively. Such systems have already been employed by O'Leary et al. 24 and by Franceschini et al. 29 to generate images that distinguish between scattering and absorbing objects embedded in scattering media. Not surprisingly, modulation amplitude appears to be more sensitive to differences in absorption, whereas phase shift is more sensitive to scattering difference. In accordance with the results presented here, frequency-domain imaging also demonstrates higher spatial resolution for images of scatter perturbations than for images of absorbing perturbations. 24, 29 However, it has yet to be demonstrated that frequency-domain systems are able to provide the subcentimeter resolution necessary for a breast-screening modality. The potentially critical advantage that time-domain systems currently provide is the ability to measure the shortest available flight-time ͑highest frequency͒ signal from where the highest spatial resolution information is likely to be extracted. It is debatable whether accurate quantitation of optical properties of embedded tissues is a sufficient requirement of a breast-imaging modality without corresponding improvements in spatial resolution performance.
A couple of potential methods of improving the spatial resolution of the perturbation amplitude images were briefly explored. First, fitting was performed over smaller temporal windows ⌬t. In theory, this exploits the increased contrast at shorter flight times, and particularly any detectable differences between I hom ͑t͒ and J A ͑t͒ when the temporal adjustment given by relation ͑12͒ is employed. As ⌬t was steadily decreased, we observed that the absorption perturbation image tended to resemble the time-gated intensity image acquired for the same temporal window, 9 while the diffusion perturbation image was increasingly dominated by noise with only marginal improvement in spatial resolution. Second, we investigated the effect of premultiplying each data profile by an exponential exp͓Ϫ add c͑t Ϫ t 0 ͔͒. This effectively adds add to the absorption coefficient of the phantom, and thus fitting Eq. ͑1͒ gives more weight to the shorter flight-time photons. The effect of increasing positive values of add was examined. Although marginal improvements in the spatial resolution of the perturbation amplitude images were observed, the image signal-to-noise ratio was decreased significantly.
In principle, the application of the FEM permits the perturbation models to be applied generally to an arbitrary three-dimensional geometry for which the boundaries are known. 30 This is essential if the method described here is to be applied to a clinical situation. To reduce the dependence on a priori in-formation even further, we are currently exploring the consequences of allowing the parameters describing the three-dimensional location of the perturbing object to be variable during least-squares fitting of the Jacobians to experimental data. We anticipate that this may permit higher-resolution images to be generated, at least in the case in which embedded objects are sufficiently isolated and can be assumed to be pointlike.
One disappointing feature of the analysis performed here was the poor correlation between the relative magnitudes of the perturbation amplitudes and the known values of a and D for the four embedded cylinders. The lack of quantitative agreement most likely is due to the violation of various assumptions inherent in the model. In particular, the analysis assumes that perturbations are produced by isolated objects of negligible volume and correspond to infinitesimal changes in the optical coefficients. However, the ability of the model presented here to derive accurate quantitative estimates of the properties of smaller, lower contrast embedded objects is currently being investigated. Ultimately, the application of perturbation analysis to breast imaging and other potential clinical applications will depend on how well it is adapted to multiple inhomogeneities of arbitrary size and magnitude. It has been reported that the RWT perturbation analysis of Gandjbakhche et al. 19 is already being developed further to accommodate objects of extended size.
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