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Identifying Cloud Forest Landslides in Satellite Imagery:
A Machine Learning Approach
Eric Leu, Brian Yurk
Introduction
•

Landslides are an important contributor to the biodiversity of montane
rainforest ecosystems, creating gaps in the forest canopy that are then
colonized by pioneer plants. Understanding spatio-temporal patterns of
landslide activity sheds light on a fundamental driver of forest ecology.

•

Landslides are often associated with major rain and seismic events.
Hurricane Nate (October 2017) produced
historically high-rainfall (Fig 1.) in
-*
the Monteverde Cloud Forest Reserve (MCFR) resulting in widespread
landslide activity.

•
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Fig 1. Precipitation. Left: Daily rainfall in the MCFR area with major
rain events labeled. Right: CIEE weather station in San Luis, Costa Rica.

Applying a Random Forest classifier, we implemented a model capable of
the automatic classification of erosional features in high-resolution satellite
imagery. Extending the classifier to other imagery sets allows quick
identification of landslides.

Procedure
•

We used imagery from the Planetscope (4-band) and RapidEye (5-band)
satellite constellations.

•

Training and validation sets were generated by drawing polygons using
QGIS(QGIS Development Team, 2009). The polygons contained separate
landscape classes (forest, erosional areas, recovered erosional areas,
streams/rivers).

•

In addition to reflectance values for each of the sensor’s bands (Fig. 2), the
classifier was provided with the data transformed into additional color
spaces (Fig. 3), along with image texture measures and slope angles (Fig. 4).

•

Using this information the algorithm classifies pixels among imagery into
distinct classes through decision trees and the gini index (Fig. 5), with the
Random Forest classifier creating and polling thousands of random trees.

•

To validate the model, ground-truth data was collected in the MCFR
in July 2019 (Fig. 6).

Images by Michael Horvath, available under Creative Commons Attribution-Share Alike 3.0
Unported license. http://isometricland.net/artwork/artwork.php

Results
•

When run on sets of satellite imagery collected over the MCFR, the classifier
reached an accuracy of 99% (Table 2) on the validation set.

•

The classifier was used to produce maps of landslide activity in the MCFR at
different times, including immediately following Hurricane Nate (center
panel).

•

Following Hurricane Nate, the classified maps show many of the erosional
areas becoming re-vegetated over time, correctly identifying recovered
erosional areas two years later (Fig. 7). Area landcover of geological features
were calculated and compared (Table 1).

•

General observations in the field showed agreement with visual identification
of landscape features in satellite imagery. Large landslides were clearly
identified in satellite images, while smaller slides were occasionally
undetected by our model. Additional corrections accounted for their
identification by our model.

Fig 4. Additional Bands. Left: Example of pixel values and corresponding
Grey Level Co-occurrence Matrix (GLCM). Right: reference satellite image
and corresponding slope raster generated from a Digital Elevation Model.

Fig 5. Decision Tree. Using threshold
values along branches split through weights
of the Gini Index (bottom), a tree assigns
individual pixels to distinct landscape
classes. The Random Forest classifier polls
thousands of random decision trees.

Conclusions and Future Work
•

Our model was able to accurately identify landslides and separate landscape
features over the MCFR.

•

Classified maps were consistent with both visual identification of features
from satellite imagery as well as identification of features from the ground.

Fig 3. Color spaces. Top: standard
Red-Green-Blue color space. Bottom,
from left to right: Hue-SaturationValue and CIELAB color spaces
generated through transformations of
the standard RGB color model.

Fig 2. Multispectral Imaging.
Spectral information collected through
satellite sensors, separating
wavelengths of light into color bands.
From left to right: red, green blue. All
three compose the top true-color image.

Fig 6. Ground Truthing. Left:
geological features from satellite
imagery. Right: the same features
viewed from the ground.
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•
•

The most useful bands for classification included Green (RGB), A and B
(CieLAB), and slope angle.
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Future work includes incorporating hydrological modeling and identification
and incorporation of other geological variables relevant to landslide
formation. We also hope to extend the classifier to identify different types of
landslides — translational, rotational, flows.
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Fig 7. June 2019 Image. June 1, 2019 satellite image over MCFR
(left), two years after Hurricane Nate. We ran our model (right) on the
imagery and were able to identify recovered erosional areas.

Landcover
FOREST
EROSIONAL AREA
RECOVERED EROSIONAL AREA
WATER

FOREST
RECOVERED
EROSIONAL AREAS
EROSIONAL AREAS
WATER

October 7, 2017
(Hurricane Nate)
Area(km2) Area(%)
31.359879
95.517%
1.129032
3.439%
0.276408
0.841%
0.066276
0.202%

June 1, 2019
Area(km2) Area(%)
31.716638
98.892%
0.173491
0.541%
0.157836
0.492%
0.024182
0.0075%

Table 1. Landcover. Calculations of landcover for individual geological
features over the reserve, comparing imagery during Hurricane Nate and
imagery collected two years after the event. Coverage of erosional features
had decreased through revegetation. Note: cloud masking required for
June imagery accounts for some discrepancy in total area of the reserve.

FOREST
987
EROSIONAL AREA
3
RECOVERED EROSIONAL AREA 0
WATER
0

6
597
0
0

1
1
477
0

0
0
0
275

Class Error
0.704%
0.665%
0.0%
0.0%

Table 2. Results. The accuracy of our classifier reached 99%. A confusion
matrix displays these results, with numbers identifying classified samples
of data.

