Abstract. The Bees Algorithm, a heuristic optimisation procedure that mimics bees foraging behaviour, is becoming more popular among swarm intelligence researchers. The algorithm involves neighbourhood and global search and is able to find promising solutions to complex multimodal optimisation problems. The purpose of neighbourhood search is to intensify the search effort around promising solutions, while global search is to enable avoidance of local optima. Despite numerous studies aimed at enhancing the Bees Algorithm, there have not been many attempts at studying neighbourhood search. In this work, the combination of adaptive enlargement and reduction of the search neighbourhood is presented. Two engineering design problems with constraints which were the pressure vessel and speed reducer were selected to demonstrate the performance of the modified algorithm. The experimental results obtained showed that this combination is beneficial to the proposed algorithm.
Introduction
For years, swarm intelligence has inspired scientists to develop population-based algorithms to deal with complex optimisation problems. Among the most popular population-based optimisation algorithm are the Genetic Algorithm [1] , Particle Swarm Optimisation [2] and Ant Colony Optimisation [3] . The Genetic Algorithm is based on biological evolution and adaptation species in nature. Meanwhile, Particle Swarm Optimisation algorithm mimics the actions of flying agents keeping themselves in the air together with the other members. Ant Colony Optimisation is inspired by the foraging behaviour of ants where they are likely to choose the shortest path connecting the food sources and their nest. In addition to these algorithms, bee-inspired algorithms are also being developed and they are emulating various bees' behaviours. The Bees Algorithm [4] , which mimics the foraging behaviour of honey bees, is one of bee-inspired algorithms. This algorithm has been widely used to solve many complex optimisation problems and received several improvements.
Despite many efforts to improve the performance of the Bees Algorithm, limited attention has been paid to the study of the parameters and how they influence the algorithm. In the standard version, the algorithm uses six parameters to be tuned and one of them is the size of the neighbourhood. Neighbourhood size refers to the exploitation area of the forager bees. This area is designed to facilitate and speed up the exploitation process by the forager bees.
The Bees Algorithm
The Bees Algorithm (BA) was inspired by the behaviour of honey bees in foraging for pollen and nectar. The algorithm required six parameters, namely the number of scout bees (n), number of selected sites (m), number of top-ranking (elite) sites among the m selected sites (e), number of bees recruited for each non-elite site (nsp), number of bees recruited for each elite site (nep), and neighbourhood size (ngh). The optimisation process began with n scout bees randomly scattered across the solution space. Each scout bee represented a possible solution to the problem where the solutions were evaluated and ranked in descending order of the fitness. The best m sites were selected for neighbourhood search.
In the neighbourhood search procedure, more forager bees were sent in the neighbourhood of the elite (e) sites. Conversely, fewer bees were sent around the non-elite (m-e) sites. This strategy ensured that the foraging effort was concentrated on the very best (i.e. elite) solutions. That is, nep bees were sent to forage around the elite sites, while the area around the non-elite locations was exploited by nsp bees.
Meanwhile, in the global search procedure, the unselected scout bees (n-m) were assigned to explore at random the solution space. The purpose of this search is to prevent the bees from being trapped at local optima. At the end of each cycle, a new list of scout bees was formed. This list comprises the fittest solutions from each neighbourhood and the new randomly generated solutions. In the next iteration, this list would be sorted and used for a new phase of optimisation. The combination of neighbourhood and global search would be able to capture the best solution rapidly and efficiently.
Combination of adaptive enlargement and reduction in the search neighbourhood
Adaptive enlargement in the search neighbourhood.
Since the BA was introduced, there have been several attempts to improve the performance of the algorithm, for instance, 'neighbourhood shrinking' and 'sites abandonment' [5] . The method stated that a large patch size should be set at the beginning of the optimisation. The patch size was then decreased by a half until either a better solution is produced or the patch is abandoned. In contrast to this practice, the idea proposed in this work was to enlarge the neighbourhood size if the solution found improved, and to keep it unchanged if the neighbourhood search brought no improvement. This proposed technique increased the range of the neighbourhood search around the promising solutions, aiming to speed up the optimisation of the fitness landscape. In addition, a large neighbourhood size was expected to be able to assist the bees to escape from local optima. The size of new neighbourhood was enlarged independently and depended on how far the distance of the new best solution was from the current best solution of each particular patch. The farther the solution was found to be from the current best solution, the larger the new neighbourhood would be and vice versa.
For each dimension, the size of the new neighbourhood (ngh i ) was calculated according to Eq. 1:
where DIFFERENCE=| x i of nsp-x i of m|, i=1,2, 3,…D, where i was the axis index, D was the dimension of the problem and x was the point in that particular axis. Fig. 1 illustrates an example of applying the proposed method to the neighbourhood search procedure in a one-dimensional flower patch. The neighbourhood size was set as 1.0, a selected bee (m) was at position (5.0), a forager bee (nsp) landed at (5.5), and the optimisation problem was a maximisation one. Fig.1 (a) represents the neighbourhood search process around a given selected bee (before the enlargement procedure), while Fig.1 (b) shows the case when a forager found a better solution than the selected bee (after the enlargement procedure).
In this example, the total neighbourhood size was increased from 2.0 to 3.0. That is to say that the neighbourhood size was enlarged from 1.0 to 1.5 on the right and left sides of the current selected solution (m). In the event that no improvement took place, the neighbourhood size was kept equal to ngh. The advantage of using this kind of enlargement was that it allowed the bees to adjust independently and adaptively the neighbourhood size, with the aim of speeding up the search process.
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Reduction in the search neighbourhood.
When approaching the global optimum, the enlarged neighbourhood was not necessary because a large one could overshoot the global optimum. The bees were assumed to be overshooting the global optimum when there was no improvement in the solution after a certain number of iterations. For that reason, the procedure of neighbourhood reduction was introduced and combined with the adaptive neighbourhood enlargement procedure.
This new algorithm was named as BA-NER, which representing the BA with neighbourhood enlargement and reduction. In the BA-NER, two new parameters were to be introduced. They were the allowed number of consecutive iteration (ci) and the amount of neighbourhood reduction (nr). If there were no forager bees making an improvement after ci had elapsed, the neighbourhood size was reduced by the factor nr.
The BA-NER adopted the same initialisation as the BA. The n solutions that were obtained after random initialisation were ranked in descending order. The top m sites were selected for the neighbourhood search. A number of elite sites (e) were selected from the m sites. Each elite and non-elite sites (m-e) received nep and nsp forager bee(s) respectively. After completing the neighbourhood search, the BA-NER performed the global search in a similar way as the BA.
Material and method
As mentioned earlier, two new parameters were included in the BA-NER, which were the allowed number of consecutive iteration (ci) and the amount of neighbourhood reduction (nr). In this experiment, the neighbourhood size was reduced to 1/10 of the current size if there was no improvement made by the forager bees after 10 consecutive iterations. The amount of neighbourhood reduction and number of iterations specified above were part of parameter setting and were of course not obliged to have these values. Since the aim of this work was to study the effect of neighbourhood reduction rather than finding the global optimum, no attempt was made to tune these two parameters.
If there was no improvement in the solution after 10 consecutive iterations, the neighbourhood size was reduced to 1/10 of the current size. This procedure was repeated until the neighbourhood size became smaller than a limit (lower bound of the range) which was set empirically. Once the neighbourhood size became equal to the limit, it was increased back to its initial size and the optimisation was noted as completing one cycle. If there were more than one cycle and no improvement had been made, it was assumed that instead of overshooting the global optima, the bees were entrapped in the local optima. Also, this situation implied that the adopted neighbourhood size failed to deal with the current landscape.
(a) (b) Fig.1 The neighbourhood size (a) before and (b) after the enlargement procedure
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Two well-known engineering design problems were chosen which were the pressure vessel and speed reducer. The objective of the pressure vessel design was to minimise the fabrication cost, while for the speed reducer problem was to minimise the design weight [6] .
An engineering design problem was normally large and comprised nonlinear objective problem(s) and constraints that must not be violated [7] . In this work, it should be noted that the BA and BA-NER were not designed to adapt to constrained problems. On the other hand, they adopted the idea as [8] , where the solution searching was only conducted inside the feasible region. In this method, a produced solution was checked as to whether it satisfied all constraints. If it did, it would be regarded as a feasible solution. A feasible solution was put into solution list, while an infeasible one was discarded. The solution searching was resumed until a required number of feasible solutions were captured.
Ten experiments were carried out on the BA with different parameter settings. The parameter setting that produced the best performance on the BA was chosen and used for the BA-NER. Table  1 shows the parameter setting including nr, ci and limit which were empirically tuned to solve these engineering design problems. The BA and BA-NER were run 30 times on every problem, with 30,000 evaluations as the stopping criterion.
Results and discussion
According to the Mann Whitney test, the performance of the BA-NER was better and significantly different than the BA when solving these two design problems (see Table 2 ).This success indicated that the changes in neighbourhood size, which were the combination of adaptive enlargement and reduction is beneficial to the algorithm. The enlargement and reduction of the neighbourhood size could adapt to the surface of the search space which were nonlinear and rigorous. Table 3 
Summary
Neighbourhood size as used in the Bees Algorithm was fixed and empirically set, regardless the type of the problems to deal with. This kind of neighbourhood could contribute to the overshooting the global optimum. The combination of adaptive enlargement and reduction of neighbourhood size was implemented to replace the fixed neighbourhood size. The adaptive enlargement was to speed up the search process at smooth surface and assist the bees to escape from local optima. Meanwhile, the neighbourhood reduction was to avoid overshooting the global optimum. This modification showed that the BA-NER significantly produced better solutions when solving pressure vessel and speed reducer design problem. 
