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We prove a dichotomy theorem for minimal structures and use it to prove that the number
of non-isomorphic countable elementary extensions of an arbitrary countable, infinite first-
order structure is infinite.
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Anand Pillay initiated the study of countable elementary extensions of first-order structures in his Ph.D. Thesis [3].
He proved that any countable, infinite, first-order structure has at least four countable elementary extensions up to
isomorphism fixing the ground structure point-by-point. He conjectured that the number must be infinite; in other words,
he conjectured:
If T is the elementary diagram of an infinite, countable structure then I(ℵ0, T ) ≥ ℵ0.
The mentioned result from the thesis can also be found in [4], and other results related to the conjecture can be found
in [5–7,10]. For example, in [5] the conjecture is proved assuming that the ground structure has no order (no infinite set
of tuples is ordered by a formula) and in [10] for T without the strict order property. In this article we will prove the full
conjecture.
It is not hard to reduce the general case to the case when T is the elementary diagram of a minimal structure (infinite
structure in which every definable subset is either finite or co-finite): note that the only case of interest for us is when T is
small (|S(T )| ≤ ℵ0), then the Cantor–Bendixson rank iswell defined and there is a formula in one free variable having rank 1,
degree 1; there is no harm in assuming that the formula is x = x. Therefore, the problem reduces to the study of elementary
extensions ofminimal structures. The central result in this paper is the following dichotomy theorem forminimal structures.
Theorem. Let (C, . . .) be a minimal first-order structure, letM be its saturated elementary extension and let p ∈ S1(C) be the
unique non-algebraic 1-type. Then exactly one of the following two options holds:
(I) (p(M), Semp) is a pregeometry.
(II) There is an infinite C0 ⊆ C directing a type over a finite E ⊂M.
Pillay’s conjecture is a consequence of this theorem: in the last section we will easily deduce that for minimal structures
of type (I) we have I(ℵ0, T ) ≥ ℵ0 while in [11] it is proved that for those of type (II) we have I(ℵ0, T ) = 2ℵ0 .
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Basic examples of minimal structures of type (I) are strongly minimal structures, while (ω,<) and (ω + ω∗, <) (here
ω∗ = {i∗ | i ∈ ω} is reversely ordered ω attached on top of ω) are examples of structures of type (II). (II) suggests weak
similarity with (ω,<) or (ω + ω∗, <), as described in detail in [11], where types directed by constants are introduced and
studied in more detail. Further in the text we will repeat the definition and, by Proposition 2.1 from [11], an equivalent way
of saying that an infinite C0 ⊂ C directs a type over E is that there is an E-definable partial order≤ onM such that
(1) {x ∈ C0 | c ≤ x} is a co-finite subset of C0 for all c ∈ C0, and
(2) C0 is an initial part ofM: c ∈ C0 andm ≤ c implym ∈ C0.
It is not hard to see that these conditions are satisfied if (C,≤) is a minimal structure with infinite chains (see [9] or [11])
in which case (C,≤) directs a type over ∅.
Option (I) suggests that the ‘generic’ type of (C, . . .) has a certain regularity property which will allow us to find models
of arbitrary large finite Semp-dimension. To describe this in more detail fix, for a while, a minimal structure (C, . . .) and its
monster modelM. Marsh in [2] proved that (C, acl) is a pregeometry, i.e. that for all A, B ⊆ C and a, b ∈ C we have:
Monotonicity: A ⊆ B implies A ⊆ acl(A) ⊆ acl(B);
Finite character: acl(A) ={acl(A0) | A0 ⊆ A finite};
Transitivity: acl(A) = acl(acl(A));
Exchange (symmetry): a ∈ acl(A ∪ {b})\acl(A) implies b ∈ acl(A ∪ {a}).
If Th(C, . . .) is, in addition, strongly minimal, he proved that acl-closed subsets of M of sufficiently large dimension are
precisely its elementary substructures. These two facts suffice to describe elementary submodels of M: they are, up to
isomorphism, uniquely determined by their acl-dimension, and from some cardinal number on any dimension value is
possible. This description of submodels allows us to count precisely ℵ0 + |α|many non-isomorphic elementary extensions
of a strongly minimal structure of size ℵα . In particular, any countable strongly minimal structure has ℵ0 many countable
elementary extensions. These arguments cannot be applied in the general case since an acl-closed subset ofM may not be
an elementary submodel, even if the underlying theory isω-stable. Take as an example an infinite equivalence relation with
infinitely many classes of distinct finite sizes. Here every subset ofM containing C is acl-closed and elementary submodels
are precisely those having all classes which do not meet C infinite. Note that the isomorphism type of a countable model is
determined by the number of its infinite classes andwehave infinitelymany countable elementary extensions. At first glance
it may look to the reader that the argument differs from the one used in the strongly minimal case. But, in both cases the
unique non-algebraic type p ∈ S1(C) is strongly regular and what we really used is that there are models of arbitrarily large
finite p-dimension. To generalize this reasoning to the general first-order context we note that the pregeometry operator
inducing the p-dimension can be described in terms of semi-isolation:
Definition 1. Let q ∈ S1(C) be nonisolated. For a ∈ q(M) and A ⊆ q(M)we say that a is semi-isolated over A, iff:
there is φ(x) ∈ tp(a/A ∪ C) such that φ(x) ⊢ q(x).
Semq(A) is the set of all a ∈ q(M)which are semi-isolated over A; Semq is an operation on the power set of q(M).
Forking dependence on the locus of a nonisolated, strongly regular type q ∈ S1(C) in a stable theory can be described in
terms of semi-isolation: for a ∈ q(M) and A ⊆ q(M)we have
a⌣̸| A(C) if and only if a ∈ Semq(A).
In particular, in the strongly minimal case acl and Semp agree on p(M) (assuming that the ground structure is absorbed
into the language). Thus, (I) suggests a kind of ‘regularity’ of p. It will allow us to find countable models of arbitrary large
finite Semp-dimension in the last section (although the Semp-dimension of a model does not necessarily determine its
isomorphism type).
Example 1. Belegradek in [1]made a pattern for producingminimal structures: startwith an arbitrary, complete, first-order
theory T = {φn | n ∈ ω} having a unique 1-type and the finitemodel property (each φn has a finitemodel); for example, take
the theory of an infinite set or the theory of the random graph. Then, add to the original language L a new binary relation
symbol R. The structureMT in L∪ {R} is described as follows: Rwill be interpreted as an equivalence relation with ℵ0 many
classes, where nth class is a finite L-structure with at least n elements and is a model of

i≤n φn. Belegradek showed that
MT is minimal. It is not hard to see thatMT falls into the first option: the unique non-algebraic 1-type p ∈ S(MT ) is a type of
an element from an infinite R-class, Semp(A) is just the union of all (infinite) R-classes meeting A, and Semp is a degenerated
pregeometry operator on the realizations of p in themonster. In the case of the theory of the random graph, Th(MT ) is simple
(unstable).
Convention. Throughout the paper, except for the last section, we fix a countable, minimal, first-order structure (C, . . .) and
add names for its elements to the language. We will operate in a large, saturated, elementary extensionM. By a, b, d, e, . . .
and A, B,D, E, . . .we will denote elements ofM and subsets ofM, respectively, while lettersM,N are reserved for (small)
elementary substructures ofM. We will refer to elements of C as basic constants and reserve letters c, c ′, c0, . . . for them.
The countability assumption does not affect the generality since, by a result of Van den Dries, uncountable minimal
structures are strongly minimal, see for example [1]. Also, the countability of the language can be provided by considering
a reduct of the original structure.
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For φ(x) a formula (with parameters), by φ(A) we will denote the set {a ∈ A | |H φ(a)}; similarly for φ(M), q(A) and
q(M) where q is a type (possibly incomplete). The minimality of (C, . . .) implies that the set of all non-algebraic formulas
in one free variable forms a unique non-algebraic 1-type which will be from now on denoted by p(x). ThusM = C ∪ p(M)
and p is also described by:
p(x) = {φ(x) |φ(x) is over ∅ and C \ φ(C) is finite}.
By Sem we will denote Semp from now on. A priori Sem is neither transitive (idempotent) nor has the Steinitz exchange
property; for example the exchange fails inM |H Th(ω,<).
In our case, for a ∈ p(M) and B ⊂ p(M), there are several equivalent ways of expressing the fact that an element a does
not belong to Semp(B):
(1) tp(a/B) is non-algebraic and finitely satisfiable in C (every formula from tp(a/B) is satisfied by an element of C);
(2) tp(a/B) is an accumulation point of {tp(c/B) | c ∈ C} in S1(B);
(3) In Poizat’s terminology: tp(a/B) is a coheir of p.
But p can have more then one coheir over the same domain. Take for example (ω + ω∗, <) and let a |H p; there are two
coheirs of p in S1(a): one of them contains x < a and is the accumulation point of {tp(i/a)|i ∈ ω}, the other one contains
a < x and is the accumulation point of {tp(i∗/a)|i∗ ∈ ω∗}. In order to make finer distinction between coheirs we introduce
the following notation.
Definition 2. If C0 ⊆ C is infinite, then by a C0-type we mean a non-algebraic 1-type finitely satisfiable in C0. A (possibly
finite) sequence A = (a1, a2, . . .) is a C0-sequence over E iff: tp(ak+1/a1a2 . . . akE) is a C0-type for all relevant k.
A (possibly finite) sequence (a1, a2, . . .) will be called symmetric if for all relevant permutations of {1, 2, . . .}:
tp(a1a2 . . .) = tp(aπ(1)aπ(2) . . .). Thus symmetric sequences are simply totally indiscernible sets. C-sequences should be
considered as ‘independent’ sequences and they will play central role in this paper. We note that a C-sequence may not be
indiscernible as the following example shows.
Example 2. Consider (ω + ω∗, <) and let (a1, a2, a3) be an ω∗-sequence (inM). Then, since ak < i∗ for all i∗ ∈ ω∗, we
have a1 < a2 < a3. Also, tp(a3/a2) is an ω∗-type while tp(a1/a2a3) is an ω-type, so both of them are (ω ∪ ω∗)-types and
(a2, a3, a1) is a (ω ∪ ω∗)-sequence. However, (a2, a3, a1) is not indiscernible since tp(a2/a1) ≠ tp(a3/a1).
Nowwe can state the definition of types directed by constants from [11] interpreted in our context, where we fix the set
of possible constants C in advance:
Definition 3. (a) An infinite set C0 ⊆ C directs a type over A if there is an A-definable quasi-order ≤ onM such that the
following two conditions are satisfied:
(D1) If (a, b) is a C0-sequence over A then b ≤ a;
(D2) For all c ∈ C0: d ≤ c implies d ∈ C0.
(b) A (partial) type q(x) is C0-directed over A if C0 directs a type over A and
q(x) = {φ(x) |φ(x) is over A and φ(C0) is co-finite in C0}.
We will also say that q(x) is (C0,≤)-directed over A, where ≤ witnesses that C0 directs a type over A. If the parameter
set of the type is clearly understood from the context (e.g. if q(x) ∈ S1(A)) thenwe simply say that the type isC0-directed
(or (C0,≤)-directed).
(c) A type is directed by constants if it is C0-directed over A for some A and C0 ⊆ C.
Note that, in the general case, a type directed by constants is incomplete. The proof of the theorem is based on a careful
analysis of a possible asymmetry of an infinite C-sequence. It consists of three propositions, where the first one explains
how the symmetry comes into question.
Proposition 1. Sem is a pregeometry operator on p(M) if and only if every C-sequence is symmetric.
To analyze asymmetry of a C-sequence it is convenient to label the following conditions:
(S)n Every C-sequence of length n is symmetric.
(U)n C-sequences of length n have a unique type:
if (a1, a2, . . . , an) and (b1, b2, . . . , bn) are C-sequences then tp(a1a2 . . . an) = tp(b1b2 . . . bn).
Each of (S)n and (U)n approximate indiscernibility of the C-sequence in question: (U)n implies that every C-sequence of
length n is indiscernible, while (S)n means that every C-sequence of length n is totally indiscernible. Now, the failure of the
symmetry is analyzed in two steps:
Proposition 2. (S)n, (U)n and ¬(S)n+1 imply existence of C0 ⊆ C directing a type over some finite E.
Proposition 3. (S)n+1, (U)n and¬(U)n+1 imply existence of C0 ⊆ C directing a type over some finite E.
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Now, the theorem can be easily deduced by induction: assuming that (II) is not valid, i.e. that there are no types directed
by constants around, we combine Propositions 2 and 3 to conclude (S)n ∧ (U)n ⇒ (S)n+1 ∧ (U)n+1; since (S)1 and (U)1 are
trivially satisfied, every C-sequence must be symmetric and, by Proposition 1, option (I) holds.
The proofs of Propositions 2 and 3 are quite technical although the general idea can be illustrated in the simplest case
when n = 1. At the beginning of the proof of Proposition 2 we will first prove the case n = 1 and the reader is invited
to do the same for Proposition 3. Though complicated the two proofs are constructive, it is not that just the existence of
C0-directed types is proved, but a particular C0 and ≤ are found satisfying conditions (D1) and (D2) from Definition 3. For
example, in the case n = 1 of Proposition 2 the situation is as follows: (S)1 and (U)1 are trivially satisfied and the failure of
(S)2 is witnessed by a C-sequence (a, b) such that tp(ab) ≠ tp(ba). Then, fixing e |H p, we find C0 ⊂ C and an e-definable
quasi-order ≤ satisfying (D1) and (D2). In the general case the parameter set E needed for defining the quasi-order can be
explicitly described: E = (e1, e2, . . . , en) is (any) C-sequence where n is maximal such that both (S)n and (U)n are satisfied.
Recently, in [8], concepts of generic stability and (strong) regularity were introduced for global types in the general first-
order context. In case (I) of our theorem the pregeometry (p(M), Semp) is an example of Pillay’s homogeneous pregeometry;
by Theorem 3 from [8], p is definable, its (unique) global heir p¯ is generically stable, and (p¯(x), x = x) is strongly regular.
The following summarizes the dichotomy:
Dichotomy of minimal structures. There are two types of minimal structures:
Symmetric type. Every C-sequence is symmetric. In this case:
– (p(M), Semp) is a pregeometry;
– p is definable, its (unique) global heir p¯ is generically stable, and (p¯(x), x = x) is strongly regular;
Asymmetric type. There exists an asymmetric C-sequence. In this case:
– There are E and C0 ⊂ C such that C0 directs a type over E;
– E can be chosen to be (any) C-sequence (e1, e2, . . . , en) where n is maximal such that both (S)n and (U)n are
satisfied.
The rest of the paper consists of four sections, the first three are devoted to the proofs of propositions, while the last
section contains a proof of Pillay’s conjecture.
1. Symmetry and semi-isolation
Our goal in this section is to prove Proposition 1. Themain ingredients of the proof are contained in the next few lemmas
and theywill be substantially used in the proofs of the other propositions, too. In fact, Lemma3will be used only in Sections 2
and 3.
C-types allow us the following type of proofs which will be used often throughout the paper: suppose that tp(a/B) is a
C0-type and we want to prove, for example, |H φ(a), where φ is over B; notice that it suffices to prove |H φ(c) for all (but
finitely many) c ∈ C0. In this case, having proved the later, we will say that the conclusion follows by ‘passing to a limit’. As
an illustration, we prove the following easy fact which will be used further in the text without specific referring.
Fact 1. If A = (a1, a2, . . . , an) is symmetric and tp(b/A) is a C0-type then
tp(a1a2 . . . anb) = tp(aπ(1)aπ(2) . . . aπ(n)b)
for all permutations π of {1, 2, . . . , n}.
Proof. Note that, by symmetry of A, the conclusion is true with any basic constant c ∈ C0 in place of b; then pass to a
limit. 
Lemma 1. (S)n+1 implies (U)n.
Proof. By induction on n, assuming ¬(U)n and (U)n−1 we will prove ¬(S)n+1. By ¬(U)n there are C-sequences
(e1, e2, . . . , en−1, a) and (e′1, e
′
2, . . . , e
′
n−1, b) having different types. Then, by (U)n−1, we have tp(e1, . . . en−1) =
tp(e′1 . . . e
′
n−1) so we may assume that ei = e′i for all i. Further, by replacing b if necessary, we may also assume
that (e1, e2, . . . , en−1, a, b) is a C-sequence. Now, the only reason for the two sequences to have different types is:
tp(a/e1e2 . . . en−1) ≠ tp(b/e1e2 . . . en−1), which clearly implies that (e1, e2, . . . , en−1, a, b) is not symmetric and ¬(S)n+1
follows. 
Notation. (1) If for some A ⊂M there exists a unique C-type in S1(A) then it will be denoted by pA(x).
(2) If E = (e1, e2, . . . , en) then by E(k) (for k ≤ n) we denote the sequence with the kth element omitted:
E(k) = (e1, . . . , ek−1, ek+1, . . . , en);
Similarly, if i < j ≤ n then by E(i,j) we denote the sequence with ith and jth element omitted.
The next lemma provides a weak symmetry (exchange).
Lemma 2. Assume (S)n, let E = (e1, e2, . . . , en−1) be a C-sequence and suppose θ(x, E) ⊢ p(x). Then, pE(i)(x) is well defined for
all i ≤ n− 1 and:
(a) {c ∈ C | θ(x, E(i), c) ∈ pE(i)(x)} is finite.
(b) For all but finitely many c ∈ C: θ(x, E(i), c) implies x ∈ Sem(E(i)) ∪ C.
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Proof. (b) is a reformulation of (a), so we will prove only (a). First note that, by Lemma 1, (S)n implies (U)n−1 so tp(E) =
tp(e1e2 . . . en−1) is the unique type of a C-sequence of length n − 1. It follows that pE(n−1)(x) is well defined and that en−1
realizes it. Also, tp(E(i)) = tp(E(n−1)) so {c ∈ C|θ(x, E(i), c) ∈ pE(i)(x)} does not depend on the particular choice of i ≤ n− 1,
and will be denoted by Cθ .
Suppose, on the contrary, that Cθ is infinite and let a ∈ p(M) be such that tp(a/E) is a Cθ -type. Then (e1, e2, . . . , en−1, a)
is a C-sequence and we will prove that en−1 ∈ Sem(E(n−1)a); it clearly implies that (e1, e2, . . . , en−1, a) is not symmetric,
which is in contradiction with (S)n. For all c ∈ Cθ we have
θ(x, E(n−1), c) ∈ pE(n−1)(x) = tp(en−1/E(n−1)).
So |H θ(en−1, E(n−1), c) and, by passing to a limit (since tp(a/E) is a Cθ -type), we get |H θ(en−1, E(n−1), a). On the other
hand, by (U)n−1, we have tp(E) = tp(E(n−1)a) so, by our assumption on θ , we have θ(x, E(n−1), a) ⊢ p(x). Thus en−1 ∈
Sem(E(n−1)a). 
Lemma 3. Assume (S)n and let E = (e1, . . . , en) be a C-sequence. Then:
1≤i≤n
Sem(E(i)) = ∅.
Proof. By induction. For n = 1 the claim is trivial and for the induction step we will prove:
1≤i≤n
Sem(E(i)) ≠ ∅ implies

1≤i≤n−1
Sem(E(i,n)) ≠ ∅.
Suppose d ∈1≤i≤n Sem(E(i)) and let θi witness d ∈ Sem(E(i)) (for i ≤ n):
θi(x, E(i)) ∈ tp(d/E(i)) and θi(x, E(i)) ⊢ p(x).
By (S)n we may apply Lemma 2(b) to θi(x, E(i)) and E(i) (for i < n):
θi(x, E(i,n), c) implies x ∈ Sem(E(i,n)) ∪ C for all but finitely many c ∈ C,
and, after possibly slightly changing θi’s, we may assume:
θi(x, E(i,n), c) implies x ∈ Sem(E(i,n)) ∪ C for all i < n and c ∈ C.
Now, dwitnesses:
|H (∃x)(θn(x, E(n)) ∧

1≤i≤n−2
θi(x, E(i,n), en)).
Since tp(en/E(n)) is a C-type there are c ∈ C and b ∈M such that:
|H θn(b, E(n)) ∧

1≤i≤n−2
θi(b, E(i,n), c).
Then b ∈ p(M) since, by our assumption, θn(x, E(n)) ⊢ p(x). Also |H θi(b, E(i,n), c) implies b ∈ Sem(E(i,n)) ∪ C so
b ∈1≤i≤n−1 Sem(E(i,n)) completing the proof. 
Continuing the analysis of symmetry of C-sequences we label the following (regularity) condition.
(R)n For all C-sequences E = (e1, e2, . . . , en), tp(en/E(n)) ⊢ tp(en/Sem(E(n))).
Remark 1. Assume (U)n and (R)n, let E = (e1, . . . , en−1) be a C-sequence, and let a, b realize pE(x). Then tp(a/Sem(E)) =
tp(b/Sem(E)).
Remark 2. Assume (S)n and ¬(R)n. The failure of (R)n can be witnessed by a C-sequence (e1, e2, . . . , en−1, a) and k-tuples
d¯1, d¯2 ∈ Sem(E) (where E = (e1, e2, . . . , en−1)) having the same type over E but different ones over aE. So there are formulas
ϕ and θ satisfying:
(1) tp(d¯1/E) = tp(d¯2/E) and |H ϕ(a, E, d¯1) ∧ ¬ϕ(a, E, d¯2);
(2) θ(t¯, E) ∈ tp(d¯1/E), θ(t¯, E) ⊢1≤j≤k p(tj).
Moreover, θ can be found satisfying in addition:
(3) for all i ≤ n− 1 and c ∈ C: θ(t¯, E(i), c) implies t¯ ∈ (Sem(E(i)) ∪ C)k.
Here only the choice of θ requires explanation. Let d¯1 = (d11, d21, . . . , dk1) and for each j ≤ k choose θj(tj, E) ∈ tp(dj1/E)
witnessing dj1 ∈ Sem(E) (θj(tj, E) ⊢ tj ∈ p(M)). Since (S)n is satisfied we can apply Lemma 2(b) to θj and E(i)ei =
(e1, . . . , ei−1, ei+1, . . . , en−1, ei):
for all but finitely many c ∈ C: θj(tj, E(i), c) implies tj ∈ Sem(E(i)) ∪ C.
After possibly slightly changing θj’s, wemay assume that the implication is true for all c ∈ C. Then θ(t¯, E) =1≤i≤n θj(tj, E)
works.
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The following notation is introduced in order to approximate (R)n, it expresses the fact that x and y have the same ϕ-type
over all tuples from the θ-proximity of z1 . . . zn−1:
x ≡ϕ y (z1 . . . zn−1)θ is the following formula:
(∀t¯)(θ(t¯, z1, . . . , zn−1)→ (ϕ(x, z1, . . . , zn−1, t¯)↔ ϕ(y, z1, . . . , zn−1, t¯))).
x≢ϕy(z1 . . . zn−1)θ denotes ¬(x ≡ϕ y (z1 . . . zn−1)θ ).
Note that x ≡ϕ y (z¯)θ defines an equivalence relation for a fixed z¯, θ and ϕ.
Lemma 4. (S)n+1 implies (R)n.
Proof. By induction, assuming (S)n, (R)n−1 and ¬(R)n we will prove ¬(S)n+1. Choose a C-sequence (e1, e2, . . . , en−1, a)
witnessing the failure of (R)n. Let ϕ, θ and d¯1, d¯2 ⊂ Sem(E) (where E = (e1, e2, . . . , en−1)) satisfy conditions (1)-(3) from
Remark 2 and let b ∈ p(M) be such that (e1, e2, . . . , en−1, a, b) is a C-sequence. We will prove that tp(en−1/E(n−1)ab) is not
a C-type, which implies that the sequence is not symmetric and thus¬(S)n+1 holds.
Claim 1. |H a≢ϕc (E)θ (for all c ∈ C) and |H a≢ϕb (E)θ .
Proof. Let c ∈ C. By our choice of θ, ϕ, d¯1 and d¯2 we have:
|H θ(d¯1, E) ∧ θ(d¯2, E) and |H ϕ(a, E, d¯1) ∧ ¬ϕ(a, E, d¯2).
Further, tp(d¯1/E) = tp(d¯2/E) implies: |H ϕ(c, E, d¯1)↔ ϕ(c, E, d¯2).
It follows that exactly one of the following two formulas is valid:
ϕ(c, E, d¯1)↔ ϕ(a, E, d¯1)
ϕ(c, E, d¯2)↔ ϕ(a, E, d¯2).
Thus either t¯ = d¯1 or t¯ = d¯2 witness:
|H (∃t¯)(θ(t¯, E) ∧ ¬(ϕ(c, E, t¯)↔ ϕ(a, E, t¯)))
or |H a≢ϕc (E)θ . By passing to a limit we get: |H a≢ϕb (E)θ
Claim 2. |H a ≡ϕ b (E(n−1)c)θ (for all c ∈ C).
Proof. Suppose that d¯ ∈M satisfies |H θ(d¯, E(n−1), c). By our choice of θ we have d¯ ∈ (Sem(E(n−1))∪C)k. Since tp(a/E(n−1))
and tp(b/E(n−1)) are C-types we can apply (R)n−1 to conclude tp(a/E(n−1)d¯) = tp(b/E(n−1)d¯). In particular:
|H ϕ(a, E(n−1), c, d¯)↔ ϕ(b, E(n−1), c, d¯), and altogether:
|H θ(d¯, E(n−1), c)→ (ϕ(a, E(n−1), c, d¯)↔ ϕ(b, E(n−1), c, d¯)),
Since d¯ ∈M was arbitrary the claim follows.
If tp(en−1/E(n−1)ab) were a C-type then, by passing to a limit in Claim 2, we would have |H a ≡ϕ b (E(n−1)en−1)θ , i.e.
|H a ≡ϕ b (E)θ which is in contradiction with Claim 1. Therefore tp(en−1/E(n−1)ab) is not a C-type. 
Proof of Proposition 1. First we prove⇒) So, assume (S)n (for all n) and wewill prove that Sem is a pregeometry operator
on p(M). Note that, by Lemmas 1 and 4, we have (U)n and (R)n satisfied for all n. Clearly, Sem satisfies the monotonicity and
has finite character so it remains to prove the transitivity and the exchange.
Claim 1. If E = (e1, e2, . . . , en) is a C-sequence then Sem(Sem(E)) = Sem(E).
Proof. Suppose that a /∈ Sem(E) and we prove that a /∈ Sem(Sem(E)). (e1, e2, . . . , en, a) is a C-sequence so, by (R)n+1,
tp(a/E) ⊢ tp(a/Sem(E)) which implies that tp(a/Sem(E)) is a C-type and thus a /∈ Sem(E). This proves Sem(Sem(E)) ⊆
Sem(E) and, since the reverse inclusion is trivial, the claim follows.
Since Sem has finite character, it suffices to prove transitivity over finite sets. Let A ⊂ p(M) be finite and let E =
(e1, e2, . . . , en) ⊆ A be a maximal (under inclusion) C-sequence. E ⊆ A implies Sem(E) ⊆ Sem(A). On the other hand, by
maximality of E, we have A ⊆ Sem(E) so, by monotonicity and by Claim 1, Sem(A) ⊆ Sem(Sem(E)) = Sem(E). Therefore
Sem(A) = Sem(E) and we are done by Claim 1. Similarly, the symmetry (exchange) follows from the following claim.
Claim 2. If E = (e1, e2, . . . , en) is a C-sequence and a, b ∈ p(M) are such that a ∈ Sem(Eb) \ Sem(E) then b ∈ Sem(Ea).
Proof. First note that, by transitivity, we have b /∈ Sem(E) and thus (e1, e2, . . . , en, b) is a C-sequence; we also have
a /∈ Sem(E) which implies that (e1, e2, . . . , en, a) is a C-sequence. Since a ∈ Sem(Eb) implies that (e1, e2, . . . , en, b, a)
is not a C-sequence, by (S)n+2, we have that (e1, e2, . . . , en, a, b) is not a C-sequence either; since (e1, e2, . . . , en, a) is a
C-sequence we derive that tp(b/Ea) is not a C-type, i.e. b ∈ Sem(Ea).
To prove the⇐) part of the proposition assume that Sem is a pregeometry operator on p(M). Then every C-sequence
is Sem-independent and vice versa. Since Sem-independence is symmetric, any permutation of a C-sequence is again a
C-sequence. Arguing as in the proof of Lemma 1 we conclude that C-sequences of fixed length have a unique type so (S)n
is satisfied for all n. This completes the proof of Proposition 1. 
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2. Asymmetric pair
In this sectionwewill prove Proposition 2: assuming (S)n, (U)n and¬(S)n+1 wewill find aC0-directed type for a suitably
chosenC0 ⊂ C. As announced in the introduction, in order to illustrate the ideaswewill first do the casen = 1. The following
proof is just the restriction of the proof of the general case and it will not be used later.
Proof of Proposition 2 (For n = 1). Suppose that (S)2 fails to be true, which is witnessed by a C-sequence (e1, e2) such
that tp(e1e2) ≠ tp(e2e1). We will find C0 ⊂ C and an e1-definable quasi-order ≤ such that (C0,≤) directs a type over e1.
Choose a formula ψ(x1, x2) ∈ tp(e1e2)which implies x1 ≠ x2, and is such that |H ψ(e1, e2) ∧ ¬ψ(e2, e1). Define:
D = {d ∈M| |H ¬ψ(d, e1) ∧ ψ(e1, d)} and C0 = C ∩D .
Clearly,D is e1-definable and e2 ∈ D . tp(e2/e1) is a C-type so C0 is infinite (becauseD contains a realization of a C-type
from S1(e1)); tp(e2/e1) is a C0-type.
Note that p(M) ⊂ ψ(M, c) for any c ∈ C0 so, since ¬ψ(t, e1) ∧ ψ(t, e2) ⊢ p(t), we have |H (∀t ∈ D)(ψ(t, e2) →
ψ(t, c)). In particular, if tp(e3/e1e2) is a C0-type we have |H (∀t ∈ D)(ψ(t, e2)→ ψ(t, e3)). This motivates the following
definition: For x, y ∈ D define y ≤ x iff:
|H (∀t ∈ D)(ψ(t, x)→ ψ(t, y)),
and let≤ be the equality outsideD2. Clearly,≤ is e1-definable, reflexive and transitive. We will prove that (C0,≤) directs
a type over e1 by verifying condition (D1) in Claim 1 and (D2) in Claim 2 below. Let (e1, a, b) be a C0-sequence.
Claim 1. b ≤ a.
Proof. We will show that for all c ∈ C0:
|H (∀t ∈ D)(ψ(t, a)→ ψ(t, c)),
by passing to a limit the conclusion follows since tp(b/e1a) is a C0-type. Fix c ∈ C0 and suppose that d ∈ D satisfies
|H ψ(d, a). Then d ∈ D implies |H ¬ψ(d, e1). Now, |H ψ(d, a) ∧ ¬ψ(d, e1) and tp(a) = tp(e1) imply d /∈ C, so d ∈ p(M).
Finally c ∈ C0 implies |H ψ(d, c). Since d ∈M was arbitrary, the claim follows.
Claim 2. If c ∈ C0 and d ≤ c then d ∈ C0.
Proof. Suppose that c ∈ C0 and d ∈M satisfy d ≤ c:
|H (∀t ∈ D)(ψ(t, c)→ ψ(t, d)).
From the definition of ≤ we have d ∈ D which, by our assumption on ψ , implies |H ¬ψ(d, d), and the right hand side of
the implication is not valid with d in place of t . Therefore the left hand side is not valid either: |H ¬ψ(d, c). Then c ∈ C0
implies d /∈ p(M) and d ∈ C ∩D = C0 follows; the claim is proved.
Altogether, assuming ¬(S)2 we have found an e1-definable quasi-order such that C0 is an initial part ofM (by Claim 2)
and whenever (e1, a, b) is a C0-sequence then b ≤ a (by Claim 1). Thus (C0,≤) directs a type over e1, completing the proof
of Proposition 2 for n = 1. 
Now, let us analyze more closely possible reasons of the failure of (S)2. So, there is a C-sequence (e1, e2) such that
tp(e1e2) ≠ tp(e2e1). We have two cases:
Case 1. (e2, e1) is not a C-sequence. An example for this case is (ω,≤). In this case e1 ∈ Sem(e2) and e2 /∈ Sem(e1), and
semi-isolation, as a binary relation on p(M), is not symmetric. This situation was discussed in [9, Theorem 2.1]. It is proved
there that if ψ(x, y) ∈ tp(e1e2) witnesses e1 ∈ Sem(e2) (ψ(x, e2) ⊢ p(x)), then (∀t)(ψ(t, x) → ψ(t, y)) defines a quasi-
order ≤ such that (C,≤) is a minimal, ordered structure (in particular C0 directs a type over ∅). Therefore, in this case we
do not have to use e1 as a parameter, we can find a ∅-definable≤.
Case 2. (e2, e1) is a C-sequence. An example for this case is (ω + ω∗,≤) where, whenever (a, b) is an ω-sequence, then
(b, a) is an ω∗-sequence (and tp(ab) ≠ tp(ba)), and vice versa. In this case for finding the appropriate ≤ we used e1 as a
parameter, and it is quite interesting whether it was necessary:
Question. Is there a minimal structure satisfying ¬(S)2 which is not ordered (has no definable partial order with infinite
chains)?
Proof of Proposition 2. Assume (S)n, (U)n and¬(S)n+1 andwewill find a type directed by constants. Let (e1, e2, . . . , en+1)
be a C-sequence which is not symmetric. Since, by (S)n, (e1, e2, . . . , en) is symmetric and since tp(en+1/e1e2 . . . en) is a
C-type we have:
tp(e1e2 . . . enen+1) = tp(eπ(1)eπ(2) . . . eπ(n)en+1)
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for all permutations π of {1, 2, . . . , n}. Since the group of permutations of {1, 2, . . . , n + 1} is generated by all the
permutations of {1, 2, . . . , n} and the transposition (1, n+ 1), there is a formula ψ(x¯) ∈ tp(e1e2 . . . en+1) such that:
|H ψ(e1, e2, . . . , en, en+1) ∧ ¬ψ(en+1, e2 . . . , en, e1)),
|H

π

ψ(x1, . . . , xn, xn+1)↔ ψ(xπ(1), . . . , xπ(n), xn+1)

, and
|H ψ(x1, . . . , xn, xn+1)→ x1 ≠ xn+1.
Let E = (e1, e2, . . . , en) and let C0 = C ∩D where:
D = {d ∈M | |H

1≤i≤n
¬ψ(d, E(i), ei) ∧ ψ(ei, E(i), d)}.
Clearly,D is E-definable and, by our choice of ψ , for all d ∈ D we have1≤i≤n ¬ψ(d, E(i), d).D contains a realization of a
C-type from S1(E), because en+1 ∈ D and tp(en+1/E) is a C-type; it follows thatD ∩C = C0 is infinite and that tp(en+1/E)
is a C0-type. For x, y ∈ D define y ≤ x iff:
|H (∀t ∈ D)
 
1≤i≤n
ψ(t, E(i), x)→

1≤i≤n
ψ(t, E(i), y)

,
and let ≤ be the equality outsideD2. Clearly, ≤ is E-definable, reflexive and transitive; we will prove that (C0,≤) directs
a type over E. Condition (D1) is verified in Claim 3 and (D2) in Claim 5 below. So let a, b be such that (e1, . . . , en, a, b) is a
C0-sequence (note that a, b ∈ D). 
Claim 3. b ≤ a.
Proof. We will show that for all c ∈ C0
|H (∀t ∈ D)
 
1≤i≤n
ψ(t, E(i), a)→

1≤i≤n
ψ(t, E(i), c0)

;
by passing to a limit the conclusion follows since tp(b/Ea) is a C0-type. Fix c0 ∈ C0 and suppose that d ∈ D satisfies
|H 1≤i≤n ψ(d, E(i), a). First we prove that d ∈ p(M). Let j ≤ n be such that |H ψ(d, E(j), a). Since d ∈ D implies
|H ¬ψ(d, E(j), ej)we have:
|H ψ(d, E(j), a) ∧ ¬ψ(d, E(j), ej).
Since (e1, . . . , en, a) is a C-sequence, by (U)n, we have tp(E(j)a) = tp(E(j)ej) and, in particular:
|H ψ(c, E(j), a)↔ ψ(c, E(j), ej) for all c ∈ C.
We conclude d /∈ C, i.e. d ∈ p(M). By Lemma 3 there is k ≤ n such that d /∈ Sem(E(k)). Then, by (U)n, we have
tp(dE(k)) = tp(ekE(k)) and, in particular, |H ψ(d, E(k), c0) (because c0 ∈ D). Hence |H1≤i≤n ψ(d, E(i), c0). Since d ∈Mwas
arbitrary, the claim follows. 
Claim 4. If c0 ∈ C0 and d ∈ p(M) ∩D then |H1≤i≤n ψ(d, E(i), c0).
Proof. Suppose c0 ∈ C0 and d ∈ p(M) ∩ D . By Lemma 3 there exists k ≤ n such that d /∈ Sem(E(k)), i.e tp(d/E(k)) is a
C-type. By (U)n tp(ek/E(k)) = tp(d/E(k)) and thus |H ψ(d, E(k), c0) ↔ ψ(ek, E(k), c0). But c0 ∈ D implies |H ψ(ek, E(k), c0)
hence |H ψ(d, E(k), c0). The claim follows. 
Claim 5. c0 ∈ C0 and d ≤ c0 imply d ∈ C0.
Proof. Suppose that c0 ∈ C0 and d ∈M satisfy d ≤ c0. Then d ∈ D and:
|H (∀t ∈ D)
 
1≤i≤n
ψ(t, E(i), c0)→

1≤i≤n
ψ(t, E(i), d)

.
Note that d ∈ D implies |H 1≤i≤n ¬ψ(d, E(i), d) i.e. the right hand side of the implication is not valid with d in place
of t . Therefore the left hand is not valid either: |H 1≤i≤n ¬ψ(d, E(i), c0). Then by Claim 4 we have d /∈ p(M) and
d ∈ C ∩D = C0. 
3. Two coheirs
In this section we prove Proposition 3, so assume (S)n+1 and ¬(U)n+1 and we will find C0 ⊆ C and a C0-directed type
over E = (e1, . . . , en) (which is from now on a fixed C-sequence). Note that, by Lemmas 1 and 4, (U)n and (R)n are satisfied,
too. The failure of (U)n+1 can be witnessed by the existence of two distinct C-types p0, p1 ∈ S1(E). Let φ be such that:
φ(E, x) ∈ p0 and ¬φ(E, x) ∈ p1. By replacing φ by π φ(xπ(1), xπ(2), . . . , xπ(n+1)) if necessary (using (S)n+1) we may
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assume that φ symmetric:
|H

π

φ(x1, x2, . . . , xn+1)↔ φ(xπ(1), xπ(2), . . . , xπ(n+1))

;
Note that¬φ(x1, . . . , xn+1) is symmetric, too. Define:
C0 = {c ∈ C | |H φ(E, c)} and C1 = {c ∈ C | |H ¬φ(E, c)}.
Clearly, both C0 and C1 are infinite, p0 is a C0-type, and p1 is a C1-type. Further, letD1 = ¬φ(E,M) (so thatD1 ∩ C = C1).
Define y ≤ x to be the following ‘formula’:
(∀t ∈ D1)
 
1≤i≤n
φ(x, E(i), t)→

1≤i≤n
φ(y, E(i), t)

.
Clearly, ≤ is E-definable, reflexive and transitive. We will prove that (C0,≤) directs a type over E. Let a, b be such that
(e1, . . . , en, a, b) be a C0-sequence.
Claim 1. b ≤ a.
Proof. It suffices to prove that for all c ∈ C0 and all d ∈ D1:
|H

1≤i≤n
φ(a, E(i), d)→

1≤i≤n
φ(c, E(i), d);
by passing to a limit the conclusion follows since tp(b/Ea) is a C0-type. So fix c ∈ C0 and suppose that d ∈ D1 satisfies
|H1≤i≤n φ(a, E(i), d). We will prove |H1≤i≤n φ(c, E(i), d).
First we show d /∈ Sem(E(i)) ∪ C (for all i). d ∈ D1 implies |H ¬φ(E, d) which is, by symmetry of φ, equivalent to:
|H ¬φ(ei, E(i), d). Thus
|H

1≤i≤n
¬φ(ei, E(i), d) ∧ φ(a, E(i), d).
(e1, . . . , en, a) is a C0-sequence so, by (U)n, we have tp(E(i)a) = tp(E(i)ei) and, in particular:
|H φ(ei, E(i), c ′)↔ φ(a, E(i), c ′) for all c ′ ∈ C.
Therefore d /∈ C. Further, by (R)n and (U)n, we have tp(ei/Sem(E(i))) = tp(a/Sem(E(i))) and:
|H φ(ei, E(i), e)↔ φ(a, E(i), e) for all e ∈ Sem(E(i)).
Therefore d /∈ Sem(E(i)) and thus d /∈ Sem(E(i))∪ C; it follows that d realizes pE(i)(x) for all i ≤ n. Since, by (U)n, tp(E(i)d) =
tp(E) and since c ∈ C0 (= φ(E,C))we have |H1≤i≤n φ(E(i), d, c) and, by symmetry of φ, |H1≤i≤n φ(c, E(i), d). 
Claim 2. c ∈ C0 and d ≤ c imply d ∈ C0.
Proof. Suppose c ∈ C0 and d ∈M satisfy d ≤ c:
|H (∀t ∈ D1)
 
1≤i≤n
φ(c, E(i), t)→

1≤i≤n
φ(d, E(i), t)

;
Let b′ ∈ D1 be such that tp(b′/Ed) is aC1-type. Then (e1, . . . , en, b′) is aC-sequence and, by (U)n, we have tp(E(i)b′) = tp(E).
Then |H φ(c, E) implies |H φ(c, E(i), b′) for all i ≤ n, and the left hand side of the above implication is valid for t = b′
(|H1≤i≤n φ(c, E(i), b′)). Therefore the right hand side is valid, too: |H1≤i≤n φ(d, E(i), b′) .
Now, suppose d ∈ p(M). By Lemma 3 there is i ≤ n such that d /∈ Sem(E(i)). Then tp(d/E(i)) is a C-type and, by (U)n,
tp(E(i)ei) = tp(E(i)d). In particular, for all c ∈ C:
|H φ(d, E(i), c)↔ φ(ei, E(i), c).
By passing to a limit (tp(b′/Ed) is a C-type):
|H φ(d, E(i), b′)↔ φ(ei, E(i), b′).
On the other hand, since tp(b′/E) is a C1-type, and since |H ¬φ(c, E) for all c ∈ C1 we have |H ¬φ(b′, E). The symmetry of
φ implies |H ¬φ(ei, E(i), b′). Combining with the above equivalence, we have |H ¬φ(d, E(i), b′). A contradiction. Therefore
d /∈ p(M) i.e. d ∈ C.
Finally, tp(E) = tp(E(i)b′) and |H φ(d, E(i), b′) imply |H φ(d, E). By symmetry ofφwehave |H φ(E, d) and thus d ∈ C0. 
4. The number of countable elementary extensions
In this section we will prove Pillay’s conjecture. As we explained in the introduction it suffices to prove it for minimal
structures. LetM0 be a countable minimal structure and let T be its elementary diagram. We will prove I(ℵ0, T ) ≥ ℵ0. If T
is not small, then I(ℵ0, T ) = 2ℵ0 and we are done. So assume that T is small, letM be its monster model and let p ∈ S1(T )
be the unique non-algebraic type.
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If there exists a type directed by constants around, by Corollary 1 from [11], we have I(ℵ0, T ) = 2ℵ0 and we are done.
So suppose that there are no types directed by constants around. Then, by the dichotomy theorem, (p(M), Semp) is a
pregeometry. Let dim denote the Semp-dimension.
Claim. Let A ⊂ p(M) and suppose that M ⊃ A is atomic over A. Then p(M) ⊆ Semp(A). In particular dim(M) = dim(A).
Proof. If a ∈ p(M) then tp(a/A) is isolated and a ∈ Semp(A). 
Now, it is easy to construct a model of dimension n. Let a¯ = a1a2 . . . an be a Sem-independent tuple. By smallness
there exists Mn which is prime over a¯ and, by Claim, dim(Mn) = n. Therefore Mn’s are non-isomorphic for distinct n’s and
I(ℵ0, T ) ≥ ℵ0 follows.
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