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Positive powers of the Laplacian:
from hypersingular integrals to boundary value problems
Nicola Abatangelo∗, Sven Jarohs†, and Alberto Saldan˜a‡
Abstract
Any positive power of the Laplacian is related via its Fourier symbol to a hypersingular
integral with finite differences. We show how this yields a pointwise evaluation which is
more flexible than other notions used so far in the literature for powers larger than 1; in
particular, this evaluation can be applied to more general boundary value problems and we
exhibit explicit examples. We also provide a natural variational framework and, using an
asymptotic analysis, we prove how these hypersingular integrals reduce to polyharmonic
operators in some cases. Our presentation aims to be as self-contained as possible and
relies on elementary pointwise calculations and known identities for special functions.
1 Introduction
Any positive power s > 0 of the (minus) Laplacian, i.e. (−∆)s, has the same Fourier symbol
(see [10, Chapter 5] or Theorem 1.9 below) as the following hypersingular integral,
Lm,su(x) :=
cN,m,s
2
∫
RN
δmu(x,y)
|y|N+2s
dy, x ∈RN , (1.1)
where N ∈ N is the dimension, m ∈ N, s ∈ (0,m),
δmu(x,y) :=
m
∑
k=−m
(−1)k
(
2m
m− k
)
u(x+ ky) for x,y ∈RN
is a finite difference of order 2m, and cN,m,s is a positive constant given by
cN,m,s :=

4sΓ(N
2
+ s)
pi
N
2 Γ(−s)
( m
∑
k=1
(−1)k
(
2m
m− k
)
k2s
)−1
, s ∈ (0,m)\N,
4sΓ(N
2
+ s)s!
2pi
N
2
( m
∑
k=2
(−1)k−s+1
(
2m
m− k
)
k2s ln(k)
)−1
, s ∈ {1, . . . ,m−1}.
(1.2)
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2The operator (1.1) is well defined for sufficiently smooth functions satisfying a growth condition
at infinity such as u ∈L 1s , where
L
1
s :=
{
u ∈ L1loc(R
N) : ‖u‖L 1s < ∞
}
, ‖u‖L 1s :=
∫
RN
|u(x)|
1+ |x|N+2s
dx for s> 0.
If s ∈ (0,1), then
L1,su(x) = (−∆)
su(x) :=−
4sΓ(N
2
+ s)
2pi
N
2 Γ(−s)
∫
RN
2u(x)−u(x+ y)−u(x− y)
|y|N+2s
dy, x ∈ RN . (1.3)
The operator L1,s is usually called the fractional Laplacian, and it has has attracted much atten-
tion from the PDE perspective in recent years, see [3] and the references therein.
If s= 1, then (1.1) reduces pointwisely to the usual Laplacian, as a matter of fact,
−
N
∑
i=1
∂ii u(x) =
Γ(N
2
+1)
4pi
N
2 ln(2)
∫
RN
u(x+2y)−4u(x+ y)+6u(x)−4u(x− y)+u(x−2y)
|y|N+2
dy.
Actually, as shown in Theorem 1.6 below, for any n,m ∈N, Lm+n,n is the polyharmonic operator
(−∆)nu := (−∑Ni=1 ∂ii)
nu whenever u is 2n-times continuously differentiable and belongs to
L 1n . We refer to [8] for a survey on boundary value problems associated to (−∆)
n.
A similar formula as (1.1) using compactly supported kernels is used in [12] to study some
variational problems arising from peridynamics; however, for s> 1, the operator (1.1) is usually
not used directly in boundary value problems. Instead, for s = n+ σ > 1 with n ∈ N and
σ ∈ (0,1), one of the following options is preferred,
(i) (−∆)n(−∆)σu(x), (ii) (−∆)σ (−∆)nu(x), (1.4)
(iii)

(−∆)
n
2 (−∆)σ (−∆)
n
2 u(x) for n even,
N
∑
i=1
(−∆)
n−1
2 (∂i(−∆)
σ (∂i(−∆)
n−1
2 u(x))) for n odd,
(1.5)
see for example [1,2,5,9]. These three possibilities are valid choices and their adequacy depends
on the problem and the set of solutions that are being studied; for more details, see [1, Remark
A.4]. However, (1.4) and (1.5) do not capture the full potential of the fractional Laplacian
(−∆)s. Indeed, let Br denote the ball of radius r centered at zero, B := B1, ψ ∈L
1
s \L
1
s−1 with
ψ = 0 in Br for some r > 1, and consider the function
u(x) :=
(−1)nΓ(N
2
)
Γ(σ)Γ(1−σ)pi
N
2
∫
RN\B
(1−|x|2)s+ψ(y)
(|y|2−1)s|x− y|N
dy+ χ
RN\B(x)ψ(x), x ∈ R
N , (1.6)
where χA is the characteristic function of a set A⊂R
N . Then, by [1, Corollary 3.3], u∈C ∞(B)∩
L 1s is an s-harmonic function in the distributional sense, that is,∫
RN
u(x)(−∆)sϕ(x) dx= 0 for all ϕ ∈ C ∞c (B), (1.7)
3where C ∞c (B) denotes the space of smooth functions with compact support in B. In (1.7), (−∆)
s
can be understood pointwisely either with (i), (ii), or (iii), since all these notions are equivalent
for functions in C ∞c (B) (see Proposition 3.1 below). However, these pointwise evaluations
cannot be applied to u either because of its growth at infinity ((−∆)σ can only be applied to
functions in L 1σ ) or because of its global regularity (the functions (−∆)
n
2 u and (−∆)nu may not
exist in RN\B, since ψ is only required to be in L 1s and u= ψ in R
N\B).
The purpose of this paper is to show, with elementary calculations and in a self-contained man-
ner, that (1.1) can be used to study boundary value problems. In particular, we show the equiv-
alence between (1.1) and (1.4), (1.5) in suitable spaces, we provide an appropriate variational
framework, and we prove that (1.6) is in fact a pointwise s-harmonic function using (1.1). Fur-
thermore, we also include an asymptotic analysis of the operator Lm,s as s approaches m from
below, which we use to give an alternative (more elementary) proof of the fact that Lm,n reduces
to the polyharmonic operator for n ∈N. For completeness, we also provide an elementary proof
that the Fourier symbol of (1.1) is in fact |ξ |2s, justifying the precise value of the normalizing
constant (1.2). Our proofs are mainly based on pointwise calculations and known identities for
Laplace transforms, Gamma functions, and combinatorial coefficients.
To present our results in a unified manner, we introduce some notation. For n ∈ N0, σ ∈ (0,1],
s= n+σ , andU ⊂RN open, we write C n(U) to denote the space of n-times continuously differ-
entiable functions inU andCs(U) to denote the space of functions in C n(U) whose derivatives
of order n are locally σ -Ho¨lder continuous (or locally Lipschitz continuous if σ = 1) inU . Ob-
serve thatC1(U) denotes the space of locally Lipschitz continuous functions, which is different
from C 1(U). We also use the norm
‖u‖C2s+β (U) := ‖u‖C n(U)+ sup
x,y∈U
|u(x)−u(y)|
|x− y|σ
,
where ‖u‖C n(U) is the usual supremum norm associated to C
n(U).
Our first result states that Lm,s :C
2s+β (U)∩L 1s →C
β (U). For sets A,B⊂RN , denote A⊂⊂ B,
if A is compact and contained in B.
Lemma 1.1. LetU ⊂RN open, V ⊂⊂U open, m∈N, β ∈ (0,1), s∈ (0,m), and u∈C2s+β (U)∩
L 1s , then
‖Lm,su‖Cβ (V ) ≤C‖u‖C2s+β (V ) for some C(N,m,s) =C > 0. (1.8)
In particular, ‖Lm,su‖Cβ (U) ≤C‖u‖C2s+β (U), whenever ‖u‖C2s+β (U) is finite.
The proof is based on a higher-order extension of [11, Proposition 2.5] using a multivariate
Taylor expansion and combinatorial identities.
Our next result relates the operator Lm,s with the pointwise notion (ii) given above. Here
W
k,1
loc (R
N) is the usual Sobolev space of k-weakly differentiable locally integrable functions.
4Theorem 1.2. Let m,n ∈ N0, n < m, σ ∈ (0,1), s = n+σ , U ⊂ R
N be an open set, and u ∈
C2s+β (U)∩W 2n,1loc (R
N) such that (−∆)nu∈L 1σ , (−∆)
iu∈L 1
s−i− 1
2
, and |∇(−∆)iu| ∈L 1s−i−1 for
i ∈ {0, . . .n−1}. Then
Lm,su= (−∆)
σ (−∆)nu in U. (1.9)
In particular, (1.9) holds in U = RN for all u ∈ C ∞c (R
N).
We remark that, for functions in C ∞c (R
N), one can freely interchange derivatives and the frac-
tional Laplacian (−∆)σ , see Proposition 3.1 below, therefore Theorem 1.2 implies that Lm,su is
equivalent to (1.4) and (1.5) for u ∈ C ∞c (R
N). We also note that the assumptions of Theorem
1.2 are satisfied by the fundamental solution FN,s of (−∆)
s in RN , see [10, Chapter 5 Lemma
25.2] or [2, Section 5] for the exact formula of FN,s. Furthermore, observe that m ∈ N can be
arbitrarily large in (1.9) and only the restriction s<m is relevant. In fact, we have the following
result.
Lemma 1.3. Let U ⊂ RN , s > 0, β > 0, and u ∈C2s+β (U)∩L 1s . Then Lm,su = Ln,su in U for
all n,m ∈ N such that m> n> s.
As a consequence of Theorem 1.2 and Lemma 1.3, we have the following pointwise equiva-
lences. Let H s0 (U) := {u ∈ H
s(RN) : u = 0 in RN\U}, where Hs(RN) is the usual Sobolev
space for s> 0.
Corollary 1.4. Let n,m ∈N0, n<m, β ,σ ∈ (0,1), s= n+σ , U ⊂R
N open bounded Lipschitz
domain, and u ∈C2s+β (U).
(a) If u ∈L 1σ , then Lm,su= (−∆)
n(−∆)σu in U.
(b) If n is even and u ∈H s0 (U), then Lm,su= (−∆)
n
2 (−∆)σ (−∆)
n
2 u in U.
(c) If n is odd and u ∈H s0 (U), then Lm,su= ∑
N
i=1(−∆)
n−1
2 (∂i(−∆)
σ (∂i(−∆)
n−1
2 u)) in U.
The proof relies on the fundamental theorem of calculus of variations, Lemma 2.6, and the
following analogue of integration by parts.
Lemma 1.5. Let m ∈ N, β ∈ (0,1), s ∈ (0,m), U ⊂ RN open, and u ∈C2s+β (U)∩L 1s . Then∫
RN
u(x)Lm,sϕ(x) dx=
∫
RN
Lm,su(x)ϕ(x) dx for all ϕ ∈ C
∞
c (U).
We also show that, if s ∈N, then Lm,s is the usual polyharmonic operator.
Theorem 1.6. Let m,n ∈ N such that n < m, U ⊂ RN open, and u ∈ C 2n(U)∩L 1n (R
N), then
Lm,nu= (−∆)
nu= (−∑Ni=1 ∂ii)
nu in U. Moreover, for η ,β ∈ (0,1) and x ∈U,
lim
s→0+
Lm,su(x) = u(x) for all u ∈C
β (U)∩L∞(RN),
lim
s→m−
Lm,su(x) = (−∆)
mu(x) for all u ∈ C 2m(U)∩L 1m−η .
(1.10)
5This result shows the consistency of the exact values of cN,m,s. For a similar asymptotic study
in the case s ∈ (0,1), we refer to [4, Proposition 4.4]. Observe also that Lm,n is well defined in
C 2n(U)∩L 1n (R
N), which is larger than C2n+β (U)∩L 1n (R
N). We remark that the representa-
tion of local operators as hypersingular integrals holds in much more generality, see [10, Chapter
5, Section 26.6], where different techniques from ours are used.
We are ready to show that (1.6) gives rise to a pointwise s-harmonic function with prescribed
(nonlocal) boundary values. Here Hs(U) := {uχU : u ∈ H
s(RN)}.
Theorem 1.7. Let s ∈ (0,∞)\N, β ∈ (0,1), ψ ∈ L 1s with ψ = 0 in Br(0) for some r > 1, and
let u be given by (1.6). Then u ∈C∞(B)∩Cs(Br(0))∩H
s(Bρ(0))∩L
1
s , ρ ∈ (1,r) is the unique
pointwise solution in C2s+β (B)∩Cs(B)∩Hs(B) of
(−∆)su(x) = 0 for all x ∈ B and u= ψ in RN\B.
Here (−∆)su := Lm,su for any m ∈ N with m> s.
The proof follows immediately from [1, Corollary 3.3] (recall (1.7) above), Theorem 1.2, and
Lemma 1.5.
We remark that an alternative definition for Lm,s using the principal value integral can be ob-
tained as follows. For m ∈ N and u : RN → R let
δ+m u(x,y) :=
1
2
(
2m
m
)
u(x)+
m
∑
k=1
(−1)k
(
2m
m− k
)
u(x+ ky), x,y ∈RN .
LetU ⊂ RN open, s ∈ (0,m), and β ∈ (0,1). For u ∈C2s+β (U)∩L 1s and x ∈U , we have that
Lm,su(x) := cN,m,sp.v.
∫
RN
δ+m u(x,y)
|y|N+2s
dy= cN,m,s lim
ε→0+
∫
B1/ε(0)\Bε (0)
δ+m u(x,y)
|y|N+2s
dy, (1.11)
with cN,m,s as in (1.2). Observe that (1.11) and (1.1) are equivalent in L
1
s ∩C
2s+β (U) with
U ⊂ RN open, via a change of variables.
To connect Lm,s to an appropriate variational framework, we next study an equivalent scalar
product for Hs(RN), s> 0, using the difference operator δm. To state this result, we recall first
the scalar product associated to (−∆)s as introduced in [2]. For n ∈ N, σ ∈ (0,1), s = n+σ ,
and u,v ∈ Hs(RN), let
Eσ (u,v) :=
cN,1,σ
2
∫
RN
∫
RN
(u(x)−u(y))(v(x)− v(y))
|x− y|N+2σ
dx dy,
Es(u,v) :=

Eσ ((−∆)
n
2 u,(−∆)
n
2 v), if n is even,
N
∑
k=1
Eσ (∂k(−∆)
n−1
2 u,∂k(−∆)
n−1
2 v), if n is odd,
(1.12)
6In particular (see [2, Proposition 3.1], here F stands for the Fourier transform),
Es(u,v) =
∫
RN
|ξ |2sFu(ξ )Fv(ξ ) dξ for all s> 0. (1.13)
IfU ⊂ RN is a bounded open Lipschitz set, the space H s0 (U) equipped with the norm
‖u‖H s0 (U) := ( ∑
|α |≤m
‖∂ αu‖2L2(U)+Es(u,u))
1
2
is a Hilbert space and, using (1.12), a consistent notion of weak solution can be defined; see [2],
where existence, regularity, and positivity of weak solutions to boundary value problems is
studied.
Then, an equivalent scalar product using the difference operators δm can be defined as follows.
For u,v ∈Hs(RN) let m ∈ N such that s ∈ (0,2m) and let
E2m,s(u,v) :=
cN,2m,s
2
∫
RN
∫
RN
δmu(x,y)δmv(x,y)
|y|N+2s
dxdy.
We have the following result.
Theorem 1.8. Let s> 0, n,m∈N, and s< n≤ 2m. Then E2m,s(u,v) = Es(u,v) for u,v∈H
s(RN)
and
∫
RN
Ln,su(x) v(x) dx= E2m,s(u,v) for u,v ∈C
∞
c (R
N).
In virtue of Corollary 1.4 and Theorem 1.8, the results from [1, 2] extend trivially to Lm,s and
E2m,s, note however that Lm,s can be applied to a larger set of functions than (1.4) and (1.5). As
a consequence, [1, Theorems 1.1, 1.4, 1.5] can be generalized to allow outside data in RN\B
which belongs to L 1s instead of L
1
σ using the pointwise evaluation (−∆)
s := Lm,s with m> s.
For our last result, we directly show in detail that the Fourier symbol of Lm,s is |ξ |
2s. This fully
justifies the precise values of the normalizing constant (1.2), which plays an essential role in
our proofs.
Theorem 1.9. Let m ∈ N, s ∈ (0,m), and Lm,s : C
∞
c (R
N)→ L2(RN) be given by (1.1). Then
Lm,su= F
−1(| · |2sF (u)) in RN for any u ∈ C ∞c (R
N).
We note that this statement is known and we include a different elementary proof for complete-
ness. For an alternative proof, see [10, Chapter 5, Lemma 25.3 and Theorem 26.1], which uses
Fourier series and analytic continuation.
To conclude this introduction, let us suggest an heuristic interpretation for Lm,s. Intuitively, (1.1)
implies that any power s > 0 of the Laplacian operator (−∆)s can be seen as another power
θ ∈ (0,1) of a polylaplacian (−∆)m in such a way that s= θm. Indeed, with this notation, one
can rewrite (1.1) as
Lm,su(x) =
cN,m,s
2
∫
RN
δmu(x,y)
|y|2θm
dy
|y|N
, x ∈ RN ,
7which is a nonlocal average in RN of the 2m-th order difference quotient with an altered ex-
ponent, as it happens for the standard fractional Laplacian (1.3). In view of Theorem 1.6, we
have the convergence to the polylaplacian (−∆)m as θ → 1−. Also, the Fourier symbol of
the operator can be seen as |ξ |s = (|ξ |m)θ . In this spirit, Lemma 1.3 implies the equivalence
between considering a power θ of the polylaplacian of order 2m or a power τ ∈ (0,1) of the
polylaplacian of order 2n, as long as θm = s= τn.
The paper is organized as follows. We collect first some preliminary results in Section 2, where
in particular the proof of Lemma 1.1 can be found. Section 3 contains the proofs of all the other
results stated in the introduction, except for Theorem 1.9, to which Section 4 is devoted.
2 Preliminaries
2.1 The difference operator
The next Lemma follows the ideas from [12, Lemma 1].
Lemma 2.1. Let m ∈ N0 and u : R
N → R, then
δm+1(x,y) = δm[δ1u(·,y)](x,y) for all x,y ∈ R
N . (2.1)
In particular, if f (t) := exp(it) for t ∈R, then
δm f (0, t) = 2
m(1− cos(t))m for t ∈ R. (2.2)
Proof. By definition,
δm[δ1u(·,y)](x,y) =
m
∑
k=−m
(−1)k
(
2m
m− k
)
[−u(x+(k−1)y)+2u(x+ ky)−u(x+(k+1)y)]
=
m
∑
k=−m
(−1)k−1
(
2m
m−1− (k−1)
)
u(x+(k−1)y)+2
m
∑
k=−m
(−1)k
(
2m
m− k
)
u(x+ ky)
+
m
∑
k=−m
(−1)k+1
(
2m
m+1− (k+1)
)
u(x+(k+1)y)
=
m−1
∑
k=−m−1
(−1)k
(
2m
m−1− k
)
u(x+ ky)+2
m
∑
k=−m
(−1)k
(
2m
m− k
)
u(x+ ky)
+
m+1
∑
k=−m+1
(−1)k
(
2m
m+1− k
)
u(x+ ky)
= (−1)−m−1u(x− (m+1)y)+ (−1)−m2mu(x−my)+2(−1)−mu(x−my)
+
m−1
∑
k=−m+1
(−1)k
[( 2m
m−1− k
)
+2
(
2m
m− k
)
+
(
2m
m+1− k
)]
u(x+ ky)
+2(−1)mu(x+my)+ (−1)m2mu(x+my)+ (−1)m+1u(x+(m+1)y)
= (−1)−m−1u(x− (m+1)y)+ (−1)−m2(m+1)u(x−my)
8+
m−1
∑
k=−m+1
(−1)k
(
2m+2
m+1− k
)
u(x+ ky)+ (−1)m(2m+1)u(x+my)+ (−1)m+1u(x+(m+1)y)
=
m+1
∑
k=−m−1
(−1)k
(
2(m+1)
m+1− k
)
u(x+ ky) = δm+1u(x,y),
where we used that
(
2m
m−1−k
)
+2
(
2m
m−k
)
+
(
2m
m+1−k
)
=
(
2m+2
m+1−k
)
, and (2.1) follows. We now argue
(2.2) by induction on m. For m= 1 it follows that
δ1 f (x, t) =− f (x− t)+2 f (x)− f (x− t) =−e
−it f (x)+2 f (x)− eit f (x) (2.3)
and, in particular, δ1 f (0, t) = −e
−it + 2− eit = 2(1− cos(t)), since e−it + eit = 2cos(t). Now,
assume that (2.2) holds for some m ∈ N, then, by (2.3), (2.1),
δm+1 f (0, t) = δm[δ1 f (·, t)](0, t) = (−e
−it +2− eit)δm f (0, t)
= 2(1− cos(t))2m(1− cos(t))m = 2m+1(1− cos(t))m+1,
and the claim follows.
Lemma 2.2. Let m,n ∈N0 with n< m, then
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n = 0 and
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2m = (−1)m(2m)! (2.4)
Proof. First we claim that, for n ∈ N, g ∈ C 2n(R), and x, t ∈R,
δng(x, t) = (−1)
nt2n
1∫
0
. . .
1∫
0
g(2n)(x+
n
∑
k=1
((tk,1− tk,2)t) dt1,1 . . .dtn,1dt1,2 . . .dtn,2. (2.5)
We argue by induction on n. For n= 1 the claim follows, since
δ1g(x, t) = t
1∫
0
g′(x− t+ t1t) dt1− t
1∫
0
g′(x+ t1t) dt1 =−t
2
1∫
0
1∫
0
g′′(x+ t1,1t− t1,2t) dt1,2 dt1,1.
Next, if n ∈ N is such that (2.5) holds, then, by Lemma 2.1,
δn+1g(x, t) = δn[δ1(·, t)](x, t) =−t
2
1∫
0
1∫
0
δn[g
′′(·+(t1,1− t1,2)t)](x, t) dt1,1dt1,2
= (−1)n+1t2n+2
1∫
0
. . .
1∫
0
g(2n+2)(·+
n+1
∑
k=2
((tk,1− tk,2)t+(t1,1− t1,2)t)](x, t) dt1,1 . . .dtn+1,2.
Therefore (2.5) holds for all n ∈ N. In particular, by continuity,
lim
t→0
δng(0, t)
t2n
= (−1)ng(2n)(0)
1∫
0
. . .
1∫
0
dt1,1 . . .dtn,2 = (−1)
ng(2n)(0). (2.6)
9Let m,n ∈ N with n< m and gs(t) := t
2s for t ∈ R and s> 0, then, by (2.6),
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n = δmgn(0,1) = lim
t→0
δmgn(0, t)
t2n
= (−1)ng
(2n)
n (0) = 0,
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2m = δmgm(0,1) = lim
t→0
δmgm(0, t)
t2m
= (−1)mg
(2m)
m (0) = (−1)
m(2m)!,
as claimed.
For our next result, recall that for x ∈ RN , η > 0, j ∈ N, v ∈ C 2 j(Bη(x)), and h ∈ Bη(0), the
multivariate Taylor expansion yields that
v(x+h) = ∑
|α |≤2 j−1
∂ αv(x)
α!
hα + ∑
|α |=2 j
∂ αv(x+θh)
α!
hα (2.7)
for some θ(v,x,h, j) = θ ∈ (0,1), where α = (α1, . . . ,αN) ∈ N
N , α!= α1! . . .αN!,
∂ αu=
∂ |α |u
∂xα11 · · ·∂x
αN
N
, yα =
N
∏
i=1
y
αi
i ,
and Bη(x) denotes the open ball centred at x of radius η .
Lemma 2.3. Let x ∈ RN , r > 0, u ∈ C 2m(Br(x)), m, j ∈ N, m ≥ j, and y ∈ Br(0). There is
θ(u,x,y, j) = θ ∈ [0,1] such that
δmu(x,y) = ∑
|α |=2 j
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2m∂ αu(x+ k(θy))yα . (2.8)
Proof. Let u ∈ C 2 j(Br(x)), n ∈ N, n< 2 j, α ∈ N
N , |α |= n. Then,
∂ αy δmu(x,0) =
m
∑
k=−m
(−1)k
(
2m
m− k
)
kn[∂ αu](x+ ky)|y=0 = ∂
αu(x)
m
∑
k=−m
(−1)k
(
2m
m− k
)
kn = 0,
by Lemma 2.2. Therefore, applying (2.7) to y 7→ δmu(x,y) at y = 0, we have that, for some
θ ∈ [0,1] and for all h ∈ Br(0), that
δmu(x,h) = ∑
|α |=2 j
∂ α δmu(x,θh)
α!
hα = ∑
|α |=2 j
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2m∂ αu(x+ k(θh))hα ,
and (2.8) follows.
Lemma 2.4. Let U ⊂ RN , x ∈U, ε > 0, and u ∈ C 2m(U). There is ρ(U,x,m,u,ε) = ρ > 0
such that
δmu(x,y) = R(x,y)+ ∑
|α |=2m
(−1)m(2m)!
α!
∂ αu(x)yα for all y ∈ Bρ(0), (2.9)
where |R(x,y)| ≤Cε |y|2m for some C(N,m) =C > 0.
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Proof. Let x ∈U and ρ0 ∈ (0,1) such that x+ ky ∈U for all k ∈ {−m . . . ,m} and y ∈ Bρ0(0).
By Lemmas 2.3 and 2.2, there is θ(x,y,u) = θ ∈ [0,1] such that (2.9) holds for y ∈ Bρ0(0) with
R(x,y) = ∑
|α |=2m
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2m(∂ αu(x+ kθy)−∂ αu(x))yα .
Then, since u ∈ C 2m(U), there is ρ(U,x,m,u,ε) = ρ ∈ (0,ρ0] such that
|R(x,y)| ≤ ∑
|α |=2m
1
α!
m
∑
k=−m
(
2m
m− k
)
k2mε |yα | ≤Cε |y|2m for all y ∈ Bρ(0)
for some C > 0 depending only on N and m.
We continue with the proof of Lemma 1.1, where we extend the arguments in [11, Proposition
2.5].
Proof of Lemma 1.1. Let U ⊂ RN open, n,m ∈ N such that s ∈ (n− 1,n) with n ≤ m, σ :=
s−n+1, fix V ⊂⊂U open, let x,z ∈V , x 6= z, and
0< r <min
{
|x− z|,
dist(x,∂V )
2m
,
dist(z,∂V )
2m
}
.
In particular, for all k ∈ {1, . . . ,m}, θ ∈ [0,1], and y ∈ Br(0), we have that x+ kyθ ,z+ kyθ ∈V .
In the following we use C > 0 to denote possibly different constants depending at most on N,
m, and s.
Assume first that 2σ +β ∈ (0,1), u ∈C2s+β (U)∩L 1s , and y ∈ Br(0). By Lemma 2.3, there is
θx,y ∈ [0,1] such that
δmu(x,y) = ∑
|α |=2n−2
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n−2∂ αu(x+ kyθx,y)y
α ; (2.10)
moreover,
|Lm,su(x)−Lm,su(z)| ≤
cN,m,s
2
∫
RN
|δmu(x,y)−δmu(z,y)||y|
−N−2s dy. (2.11)
Note that, for all k ∈ {1, . . . ,m}, θ ∈ [0,1], and y ∈ Br(0), we have that
|x− z+ ky(θx,y−θz,y)| ≤ |x− z|+2kr < (2m+1)|x− z|. (2.12)
Therefore, by (2.10), (2.11), (2.12), and the fact that u ∈C2s+β (U),
∫
RN\Br(0)
|δmu(x,y)−δmu(z,y)|
|y|N+2s
dy≤C‖u‖C2s+β (V )
∫
RN\Br(0)
∑
|α |=2n−2
|x− z|2σ+β
|y|N−2(−s+n−1)
dy
= ‖u‖C2s+β (V)C|x− z|
2σ+β r2(−s+n−1)≤C‖u‖C2s+β (V)|x− z|
β . (2.13)
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Furthermore, note that (2.4) implies
m
∑
k=1
(
2m
m− k
)
(−1)k+1 =
1
2
(
2m
m
)
. (2.14)
Therefore, by (2.14) and (2.10) for n= 1 and by (2.4) and (2.10) for n> 1,
|δmu(x,y)| = | ∑
|α |=2n−2
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n−2∂ αu(x+ kθy)yα |
= | ∑
|α |=2n−2
1
α!
( m
∑
k=1
(−1)k
(
2m
m− k
)
k2n−2(∂ αu(x)−∂ αu(x+ kθy))
+
m
∑
k=1
(−1)k
(
2m
m− k
)
k2n−2(∂ αu(x)−∂ αu(x− kθy))
)
yα |
≤C‖u‖C2s+β (V) ∑
|α |=2n−2
2
α!
m
∑
k=1
(
2m
m− k
)
k2n−2+2σ+β |y|2σ+β+2n−2
=C‖u‖C2s+β (V)|y|
2s+β .
Thus, ∫
Br(0)
|δmu(x,y)−δmu(z,y)|
|y|N+2s
dy≤C‖u‖C2s+β (V )
∫
Br(0)
|y|β−N dy
=C‖u‖C2s+β (V )r
β≤C‖u‖C2s+β (V )|x− z|
β .
(2.15)
Then (1.8) follows from adding (2.13) and (2.15), since x,z ∈V were arbitrarily chosen.
The proof for 2σ + β ≥ 1 is similar. In this case, 2s+ β ≥ 2n− 1 and, by (2.7), there is
θx,y ∈ [0,1] such that
δmu(x,y) = ∑
|α |=2n−1
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n−1∂ αu(x+ kyθx,y)y
α .
Let γ := 2s+β −2n+1 ∈ (0,1), then, arguing similarly as before, we obtain that∫
RN\Br(0)
|δmu(x,y)−δmu(z,y)|
|y|N+2s
dy≤C‖u‖C2s+β (V)
∫
RN\Br(0)
∑
|α |=2n−1
1
α!
|x− z|γ
|y|N+2s−2m+1
dy
= ‖u‖C2s+β (V )C|x− z|
γr2(m−s)−1≤C‖u‖C2s+β (V)|x− z|
β . (2.16)
On the other hand,
|δmu(x,y)| =
∣∣∣ ∑
|α |=2n−1
1
α!
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n−2∂ αu(x+ kθy)yα
∣∣∣
=
∣∣∣ ∑
|α |=2n−1
( 1
α!
(
m
∑
k=1
(−1)k
(
2m
m− k
)
k2n−1(∂ αu(x)−∂ αu(x+ kθy))
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+
m
∑
k=1
(−1)k
(
2m
m− k
)
k2n−1(∂ αu(x)−∂ αu(x− kθy))yα
)∣∣∣
≤C‖u‖C2s+β (V ) ∑
|α |=2n−1
2
α!
m
∑
k=1
(
2m
m− k
)
k2n−1+γ |y|γ+2n−1 =C‖u‖C2s+β (V)|y|
2s+β ,
Then (2.15) holds also in this case and, together with (2.16), this implies (1.8). Finally, since
V ⊂⊂U is an arbitrary open subset, (1.8) also holds for V =U , if ‖u‖C2s+β (U) is finite.
We now show that the order of the finite differences can be reduced in some cases.
Proof of Lemma 1.3. Fix s ∈ (0,1) and x ∈U . Let
Pa :=
a
∑
k=−a
(−1)k
(
2a
a− k
)
k2s for a ∈ N with a> s
and let n,m ∈ N such that s < n < m. Let u ∈ C2s+β (U)∩L 1s for some β ∈ (0,1), then, by
changing variables,
Pn
∫
RN
δmu(x,y)
|y|N+2s
dy=
n
∑
j=−n
(−1) j
(
2n
n− j
)∫
RN
δmu(x, jy)
|y|N+2s
dy
=
∫
RN
∑nj=−n∑
m
k=−m(−1)
k
(
2m
m−k
)
(−1) j
(
2n
n− j
)
u(x+ k jy)
|y|N+2s
dy
=
m
∑
k=−m
(−1)k
(
2m
m− k
)∫
RN
δnu(x,ky)
|y|N+2s
dy= Pm
∫
RN
δnu(x,y)
|y|N+2s
dy.
Since cN,m,s
Pm
Pn
= cN,n,s, we have that
Lm,su(x) =
cN,m,s
2
∫
RN
δmu(x,y)
|y|N+2s
dy=
cN,m,s
2
Pm
Pn
∫
RN
δnu(x,y)
|y|N+2s
dy= Ln,su(x),
as claimed.
2.2 Integration by parts formulas
Proof of Lemma 1.5. Let m ∈N, β ∈ (0,1), s ∈ (0,m),U ⊂RN open, u ∈C2s+β (U)∩L 1s , and
ϕ ∈ C ∞c (U). By Fubini’s theorem and changes of variables,∫
RN
Lm,su(x)ϕ(x) dx=
cN,m,s
2
∫
RN
m
∑
k=−m
(−1)k
(
2m
m− k
)
|y|−N−2s
∫
RN
u(x+ ky)ϕ(x) dx dy
=
cN,m,s
2
∫
RN
m
∑
k=−m
(−1)k
(
2m
m− k
)
|y|−N−2s
∫
RN
u(x)ϕ(x+ ky) dx dy
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=
cN,m,s
2
∫
RN
u(x)
∫
RN
∑mk=−m(−1)
k
(
2m
m−k
)
ϕ(x+ ky)
|y|N+2s
dy dx=
∫
RN
u(x)Lm,sϕ(x) dx.
We now present a simple integration by parts argument, see [12, Lemma 2] for a similar result.
Lemma 2.5. Let s> 0, n,m ∈ N, s< m, and u,v ∈ C ∞c (R
N). Then,∫
RN
∫
RN
δnu(x,y)δmv(x,y)
|y|N+2s
dxdy=
∫
RN
∫
RN
δn+mu(x,y)v(x)
|y|N+2s
dxdy. (2.17)
Moreover,∫
RN
∫
RN
u(x)δ1v(x,y)
|y|N+2s
dxdy =
∫
RN
∫
RN
(u(x)−u(x+ y))(v(x)− v(x+ y))
|y|N+2s
dxdy. (2.18)
Proof. Observe that, by a change of variables∫
RN
∫
RN
u(x)δ1v(x,y)
|y|N+2s
dxdy=
∫
RN
∫
RN
u(x)(2v(x)− v(x− y)− v(x+ y))
|y|N+2s
dxdy
=
∫
RN
|y|−N−2s
∫
RN
2v(x)u(x) dx−
∫
RN
u(x)v(x− y) dx−
∫
RN
u(x)v(x+ y) dxdy (2.19)
=
∫
RN
∫
RN
(2u(x)−u(x− y)−u(x+ y))v(x)
|y|N+2s
dxdy =
∫
RN
∫
RN
δ1u(x,y)v(x)
|y|N+2s
dxdy,
and (2.17) now follows from (2.1). Note that (2.18) also follows from (2.19) by a suitable
change of variables.
Lemma 2.6 (Lemma 2.4 in [1]). Let U ⊂RN be an open bounded set with Lipschitz boundary,
β ,σ ∈ (0,1), n ∈N0, s= n+σ , u ∈C
2s+β (U)∩L 1σ . Then∫
RN
u(−∆)m(−∆)σ ϕ dx=
∫
RN
ϕ (−∆)m(−∆)σu dx for all ϕ ∈ C ∞c (U).
Moreover, if u ∈H s0 (U) then∫
RN
u(−∆)m(−∆)σ ϕ dx= Es(u,ϕ) for all ϕ ∈ C
∞
c (U).
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2.3 Known identities
We use the following definitions. Let L ( f ) denote the Laplace transform and Γ the Gamma
function, then
Γ(ρ) :=
∞∫
0
wx−1e−w dw and L ( f )(ρ) :=
∞∫
0
f (t)e−ρtdt, ρ > 0 (2.20)
for f ∈ L∞(RN). We also use the next known identities, for s,a,b > 0, N,m,n ∈ N, σ ∈ (0,1),
and s= n+σ , we have that
L (sin2m)(a) =
(2m)!
a∏mk=1(4k
2+a2)
, (2.21)
∞∫
0
ρσ−1
1+ρ
dρ =
pi
sin(piσ)
=
(−1)n−1pi
sin(pis)
= (−1)n−1Γ(s)Γ(1− s), (2.22)
∞∫
0
ρN−2
(1+ρ2)
N+2s
2
dρ =
Γ(N−1
2
)Γ(s+ 1
2
)
2Γ(N
2
+ s)
, (2.23)
2pi∫
0
sin2a(t)cos2b(t) dt = 2
Γ(1
2
+a)Γ(1
2
+b)
Γ(1+a+b)
=
21−2(a+b)piΓ(2a+1)Γ(2b+1)
Γ(a+1)Γ(b+1)Γ(1+a+b)
, (2.24)
pi∫
0
sin2a(t)cos2b(t) dt =
Γ(1
2
+a)Γ(1
2
+b)
Γ(1+a+b)
=
Γ(1
2
+a)4−bpi
1
2 (2b)!
Γ(1+a+b)b!
, b ∈ N0, (2.25)
aΓ(a) = Γ(a+1), and Γ(
1
2
+a) = 21−2api
1
2
Γ(2a)
Γ(a)
. (2.26)
Identities (2.23) and (2.22) are particular cases of [7, page 10, formula (16)], while (2.26) can be
retrieved in [7, page 3, formula (1) and page 5, formula (15)]. Identity (2.25) is a consequence
of (2.24), which can be deduced from [7, page 10, formula (17)] after a change of variable.
Finally, for identity (2.21) we refer to [6, page 150, formula (3)].
3 Equivalence of evaluations
Proof of Theorem 1.2. Let n ∈ N, σ ∈ (0,1), and s= m+σ . Observe that, for y ∈ RN\{0},
−cN,1,σ (−∆)
n|y|−N−2σ = cN,1,σ (−1)
n+1
n−1
∏
i=0
(N+2σ +2i)(2σ +2(i+1))|y|−N−2σ−2n
= (−1)n
22σ Γ(N/2+σ)
piN/2 Γ(−σ)
n−1
∏
i=0
(N+2σ +2i)(2σ +2(i+1))|y|−N−2σ−2n
= (−1)n
22s Γ(N/2+σ)
piN/2 Γ(−σ)
n−1
∏
i=0
(N/2+σ + i)(σ + i+1)|y|−N−2σ−2n
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=
22s Γ(N/2+ s)
piN/2 Γ(−σ)
n−1
∏
i=0
(−σ − i−1)|y|−N−2σ−2n =
4s Γ(N
2
+ s)
piN/2 Γ(−s)
|y|−N−2σ−2n.
Therefore,
|y|−N−2σ−2n =
−cN,1,σ pi
N/2 Γ(−s)
4s Γ(N
2
+ s)
(−∆)n|y|−N−2σ for y 6= 0. (3.1)
Let U ⊂ RN open, u ∈C2s+β (U), (−∆)nu ∈ L 1σ , (−∆)
iu ∈ L 1
s−i− 1
2
, and |∇(−∆)iu| ∈ L 1s−i−1
for i ∈ {0, . . .n−1}. Then, there is r j → ∞ as j→ ∞ such that
lim
j→∞
∫
∂Br j (0)
|(−∆)iu(y)|∂ν (−∆)
n−i−1|y|−N−2σ dt = ki lim
j→∞
∫
∂Br j (0)
|(−∆)iu(y)|
|y|N+2s−2i−1
dt = 0,
lim
j→∞
∫
∂Br j (0)
|∂ν(−∆)
iu(y)|(−∆)n−i−1|y|−N−2σ dt = k′i lim
j→∞
∫
∂Br j (0)
|∂ν(−∆)
iu(y)|
|y|N+2s−2i−2
dt = 0
(3.2)
for i ∈ {0, . . . ,n− 1} and some positive constants ki and k
′
i. These limits ensure that the
boundary terms from the integration by parts performed below vanish. To shorten notation,
let P := ∑mk=1(−1)
k
(
2m
m−k
)
k2s. Then, using (3.1), (2.4), integration by parts, (3.2), and change of
variables, we have, for x ∈U ,
Lm,su(x) =
cN,m,s
2
∫
RN
δmu(x,y)
|y|N+2s
dy=
4sΓ(N
2
+ s)
pi
N
2 Γ(−s)2P
∫
RN
δmu(x,y)
|y|N+2s
dy
=−
cN,1,σ
2P
lim
j→∞
∫
Br j (0)
δmu(x,y)(−∆)
n|y|−N−2σ dy
=−
cN,1,σ
P
lim
j→∞
∫
Br j (0)
(−∆)nyδmu(x,y)|y|
−N−2σ dy
=−
cN,1,σ
2P
∫
RN
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n
(−∆)nu(x+ ky)
|y|N+2σ
dy
=−
cN,1,σ
2P
∫
RN
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2n
(−∆)nu(x+ ky)− (−∆)nu(x)
|y|N+2σ
dy
=−
cN,1,σ
2P
∫
RN
m
∑
k=−m
(−1)k
(
2m
m− k
)
k2s
(−∆)nu(x+ y)− (−∆)nu(x)
|y|N+2σ
dy
= cN,1,σ
∫
RN
(−∆)nu(x)− (−∆)nu(x+ y)
|y|N+2σ
dy= (−∆)σ (−∆)nu(x),
as claimed.
Before we proceed to the proof of Corollary 1.4, we recall a result on interchange of derivatives.
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Proposition 3.1 (Proposition B.2 in [2]). Let Ω ⊂ RN open, σ ∈ (0,1), and u ∈C3(Ω)∩L 1σ ∩
W
1,1
loc (R
N). If ∂1u ∈L
1
σ , then ∂1(−∆)
σu(x) = (−∆)σ ∂1u(x) pointwisely for all x ∈ Ω.
Proof of Corollary 1.4. Let u ∈ L 1s ∩C
2s+β (U) and ϕ ∈ C∞c (R
N), then, by Lemmas 1.5 and
1.2, ∫
RN
Lm,su(x)ϕ(x) dx=
∫
RN
u(x)Lm,sϕ(x) dx=
∫
RN
u(x)(−∆)σ (−∆)nϕ(x) dx=: E. (3.3)
Claim (a) now follows from (3.3), Lemma 2.6, a standard integration by parts using that ϕ has
compact support, and the fundamental lemma of calculations of variations. For claim (b), since
u ∈H s0 (U), we have, by Proposition 3.1 and Lemma 2.6, that
E =
∫
RN
u(x)(−∆)
n
2 (−∆)σ (−∆)
n
2 ϕ(x) dx=
∫
RN
(−∆)
n
2 (−∆)σ (−∆)
n
2 u(x)ϕ(x) dx
and the claim follows similarly from (3.3). Claim (c) can be argued analogously.
3.1 Asymptotic analysis
We now study the asymptotic behaviour of (1.2).
Lemma 3.2. Let N,m ∈N, s ∈ (0,m), and cN,m,s as in (1.2). Then s 7→ cN,m,s > 0 is continuous
in (0,m). Moreover,
lim
s→0+
cN,m,s
s
=
2(m!)2Γ(N
2
)
(2m)!pi
N
2
> 0 and lim
s→m−
cN,m,s
m− s
=
22m+1m!Γ(N
2
+m)
(2m)!pi
N
2
> 0.
Proof. Let N,m,n ∈ N, n< m, s ∈ (0,m)\N, and P(s) := ∑mk=1(−1)
k
(
2m
m−k
)
k2s, then
1
cN,m,s
=
pi
N
2 Γ(n− s+1)
4sΓ(N
2
+ s)
(n−1
∏
i=0
1
(i− s)
)P(s)−P(n)
n− s
,
because P(n) = 0, by (2.4). Then, lims→n cN,m,s =
4nΓ( N
2
+n)
pi
N
2
(−1)nn!(−P′(n))−1 = cN,m,n. Since
the continuity of s 7→ cN,m,s > 0 is clear in (0,m)\N the first assertion follows. Furthermore, by
(2.4),
lim
s→0+
cN,m,s
s
= lim
s→0+
22sΓ(N
2
+ s)
pi
N
2 Γ(1− s)
( m
∑
k=1
(−1)k+1
(
2m
m− k
)
k2s
)−1
=
Γ(N
2
)
pi
N
2
2(m!)2
(2m)!
.
On the other hand, by Lemma 2.2, ∑mk=1(−1)
k+1
(
2m
m−k
)
k2m = (−1)
m−1(2m)!
2
, and therefore,
lim
s→m−
cN,m,s
m− s
= lim
s→m−
1
m− s
22sΓ(N
2
+ s)
pi
N
2 Γ(−s)
( m
∑
k=1
(−1)k
(
2m
m− k
)
k2s
)−1
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=
22m+1Γ(N
2
+m)
pi
N
2 (−1)m−1(2m)!
lim
s→m−
1
(m− s)Γ(−s)
=
22m+1Γ(N
2
+m)
pi
N
2 (−1)m−1(2m)!
lim
s→m−
∏m−1j=0 ( j− s)
Γ(m+1− s)
=
22m+1Γ(N
2
+m)
pi
N
2 (−1)m−1(2m)!
lim
s→m−
m−1
∏
j=0
( j−m) =
22m+1Γ(N
2
+m)
pi
N
2 (2m)!
m!
Lemma 3.3. Let N,m ∈ N, s ∈ (0,m), and α ∈ NN0 such that |α |= m. Then,
2(m− s)
∫
B1
y2α
|y|N+2s
dy=
(2α)!
α!
pi
N
2
22m−1Γ(N
2
+m)
(3.4)
In particular,
(−1)m(2m)!
(2α)!
lim
s→m−
cN,m,s
2
∫
B1
y2α
|y|N+2s
dy= (−1)m
m!
α!
. (3.5)
Proof. If N = 1, then α = m,
∫ 1
−1 |y|
1+2s−2m dy = (m− s)−1 and (3.4) follows because, by
(2.26),
(2m)!
m!
pi
1
2
22m
1
Γ( 1
2
+m)
= 1. If N = 2 we use polar coordinates, i.e., y1 = rcosθ and y2 = r sinθ
for r ∈ (0,1) and θ ∈ (0,2pi). Let α ∈ N20 such that α1+α2 = m, then, by (2.23), (2.26),
∫
B1
y2α
|y|2+2s
dy=
1
2(m− s)
2pi∫
0
cos2α1 θ sin2α2 θ dθ = 2−2mpi
(2α)!
(m− s)(α)!m!
. (3.6)
Observe that (3.4) follows from (3.6).
For the general case N ≥ 3 we use spherical coordinates, i.e., yi = rcosθi ∏
i−1
l=1 sinθl for i ∈
{1, . . . ,N− 1} and yN = r∏
N−1
l=1 sinθl , where r > 0, θ1, . . . ,θN−2 ∈ (0,pi), θN−1 ∈ (0,2pi), and
the associated Jacobian is J(r,θ1, . . . ,θN−1) = r
N−1∏N−2j=1 sin
N−1− j θ j.
Let α ∈NN0 such that |α |= m and for i= 0,1, . . . ,N−1 let Si := ∑
N
j=i+1α j, then,
y2αJ(r,θ1, . . . ,θN−1) =r
N−1+2m sin2S1+N−2θ1 cos
2α1 θ1 sin
2S2+N−3θ2 cos
2α2 θ2
· · ·sin2SN−1 θN−1 cos
2αN−1 θN−1.
Thus, by (2.24) and (2.25),
2(m− s)
∫
B1
y2α
|y|N+2s
dy= 2(m− s)
∫
B1
∏Ni=1 y
2αi
i
|y|N+2s
dy
=
2pi∫
0
sin2αN θN−1 cos
2αN−1 θN−1dθN−1
N−2
∏
i=1
pi∫
0
sin2(Si+
N−i−1
2
) θi cos
2αi θi dθi
=
21−2(αN+αN−1)pi(2αN)!(2αN−1)!
(αN)!(αN−1)!(αN +αN−1)!
N−2
∏
i=1
Γ(1
2
+Si+
N−i−1
2
)4−αipi
1
2 (2αi)!
Γ(1+Si+
N−i−1
2
+αi)αi!
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=
pi
N
2 (2α)!
22m−1α!
1
(αN +αN−1)!
N−2
∏
i=1
Γ(N−i
2
+Si)
Γ(N−i+1
2
+Si−1)
=
pi
N
2 (2α)!
22m−1α!
1
(αN +αN−1)!
Γ(N−(N−2)
2
+SN−2)
Γ(N
2
+S0)
=
pi
N
2 (2α)!
22m−1α!Γ(N
2
+m)
,
and (3.4) follows. Equation (3.5) follows from (3.4) and Lemma 3.2 by direct substitution.
We now proceed with our asymptotic analysis on the operator Lm,s as s approaches m from
below. For a similar asymptotic study in the case s ∈ (0,1), see [4, Proposition 4.4].
Proposition 3.4. Let m ∈ N, η ,β ∈ (0,1), U ⊂RN open, and x ∈U. Then
lim
s→0+
Lm,su(x) = u(x) for all u ∈C
β (U)∩L∞(RN), (3.7)
lim
s→m−
Lm,su(x) = (−∆)
mu(x) for all u ∈ C 2m(U)∩L 1m−η . (3.8)
Proof. By Lemma 1.3, we have that Lm,s reduces to L1,s if s ∈ (0,1), and therefore (3.7) fol-
lows from [4, Proposition 4.4]. For (3.8), let u ∈ C 2m(U)∩L 1m−η , x ∈ U , ε > 0, and let
ρ(U,x,m,u,ε) = ρ ∈ (0,1) be the constant given by Lemma 2.4. Let s ∈ (m− η ,m). We
collect first some useful facts. Since u ∈L 1m−η ⊂L
1
s ,∣∣∣ ∫
RN\Bρ
δmu(x,y)
|y|N+2s
dy
∣∣∣≤ m∑
k=−m
(
2m
m− k
) ∫
RN\Bρ
|u(x+ ky)|
|y|N+2s
dy< ∞.
Then, by Lemma 3.2, lims→m− cN,m,s = 0 and therefore
lim
s→m−
cN,m,s
2
∫
RN\Bρ
δmu(x,y)
|y|N+2s
dy= 0. (3.9)
On the other hand, by Lemma 2.4,
∫
Bρ
δmu(x,y)
|y|N+2s
dy=
∫
Bρ
(
R(x,y)
|y|2s+N
+ ∑
|α |=2m
(−1)m(2m)!
α!
∂ αu(x)
yα
|y|N+2s
)
dy, (3.10)
where |R(x,y)| ≤Cε |y|2m for all x,y ∈ Bρ and for some C(N,m,u) =C > 0. In particular,∣∣∣∣∣∣
∫
Bρ
R(x,y)
|y|2s+N
dy
∣∣∣∣∣∣ ≤C1 ερ
2(m−s)
m− s
for some C1(N,m,u)> 0. (3.11)
Furthermore, note that, if α ∈ NN0 is such that αi 6= 0 is odd for some i ∈ {1, . . . ,N}, then∫
Bρ
∏Ni=1 y
αi
i
|y|N+2s
dy=−
∫
Bρ
∏Ni=1 y˜
αi
i
|y˜|N+2s
dy˜, i.e.
∫
Bρ
yα
|y|N+2s
dy= 0. (3.12)
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Finally, by the multinomial theorem,
(−1)m ∑
|α |=m
m!
α!
∂ 2αu(x) = (−1)m(
N
∑
i=1
∂ii)
mu(x) = (−∆)mu(x). (3.13)
Therefore, by (3.13), (3.5), a change of variables, (3.12), (3.10), (3.9) and (3.11),∣∣∣∣ lim
s→m−
Lm,su(x)− (−∆)
mu(x)
∣∣∣∣ =
∣∣∣∣∣ lims→m−Lm,su(x)− ∑
|α |=m
(−1)m
m!
α!
∂ 2αu(x)
∣∣∣∣∣
=
∣∣∣∣∣∣ lims→m− Lm,su(x)− ∑|α |=m∂ 2αu(x)(−1)
m(2m)!
(2α)!
lim
s→m−
cN,m,s
2
ρ2m−2s
∫
B1
y2α
|y|N+2s
dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣ lims→m− Lm,su(x)− lims→m− cN,m,s2 ∑|α |=m∂ 2αu(x)(−1)
m(2m)!
(2α)!
∫
Bρ
y2α
|y|N+2s
dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣ lims→m− Lm,su(x)− lims→m− cN,m,s2 ∑|α |=2m∂ αu(x)(−1)
m(2m)!
(α)!
∫
Bρ
yα
|y|N+2s
dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣ lims→m− Lm,su(x)− lims→m− cN,m,s2 (
∫
Bρ
δmu(x,y)
|y|N+2s
dy−
∫
Bρ
R(x,y)
|y|2s+N
dy)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ lims→m− cN,m,s2
∫
Bρ
R(x,y)
|y|2s+N
dy
∣∣∣∣∣∣≤ C12 ε lims→m− cN,m,sm− sρ2(m−s) = C12 2
2m+1m!Γ(N
2
+m)
(2m)!pi
N
2
ε .
The result follows by letting ε → 0.
Proof of Theorem 1.6. Let m,n ∈ N with n< m. The limits (1.10) follow from Proposition 3.4.
Furthermore, by Lemma 3.2, s 7→ cN,m,s > 0 is continuous in (0,m), and therefore
Lm,nu(x) = lim
s→n−
Lm,su(x) = lim
s→n−
Ln,su(x) = (−∆)
nu(x) for all x ∈U,
by Lebesgue dominated convergence, Lemma 1.3, and Proposition 3.4. This ends the proof.
3.2 The bilinear form
Proof of Theorem 1.8. Let m,n ∈ N, s> 0, s < n≤ 2m, and ϕ ,ψ ∈ C ∞c (R
N). By Lemmas 1.3,
2.5, and Fubini’s theorem,
E2m,s(ϕ ,ψ) =
cN,2m,s
2
∫
RN
∫
RN
δmϕ(x,y)δmψ(x,y)
|y|N+2s
dxdy =
∫
RN
cN,2m,s
2
∫
RN
δ2mϕ(x,y)
|y|N+2s
dy ψ(x)dx
=
∫
RN
L2m,sϕ(x)ψ(x) dx=
∫
RN
Ln,sϕ(x)ψ(x) dx.
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By Theorem 1.2, Lemma 2.6, and Proposition 3.1 we have that
E2m,s(ϕ ,ψ) = Es(ϕ ,ψ). (3.14)
Now, let s ∈ (i, i+ 1) for some i ∈ N, i ≤ 2m− 1, u,v ∈ Hs(RN) and, for j ∈ N, let u j,v j ∈
C ∞c (R
N) be such that u j → u and v j → v in H
s(RN) as j → ∞. By (2.4), (2.8), a change of
variables, and Fatou’s Lemma,
E2m,s(u,u) ≤ liminf
j→∞
E2m,s(u j,u j) =
cN,2m,s
2
liminf
j→∞
∫
RN
∫
RN
|δmu j(x,y)|
2
|y|N+2s
dxdy
=
cN,2m,s
2
liminf
j→∞
∫
RN
∫
RN
∣∣∣∑mk=−m(−1)k( 2mm−k)u j(x+ ky)∣∣∣2
|y|N+2s
dxdy
≤ cN,2m,s liminf
j→∞
∫
RN
∫
RN
(
∑|α |=i
1
α! ∑
m
k=1
(
2m
m−k
)
ki|∂ αu j(x+ kyθ j)−∂
αu j(x)|
)2
|y|N+2(s−i)
dxdy
≤C liminf
j→∞
∑
|α |=i
∫
RN
∫
RN
|∂ αu j(x+ y)−∂
αu j(x)|
2
|y|N+2(s−i)
dxdy
≤C liminf
j→∞
‖u j‖
2
Hs(RN) =C‖u‖
2
Hs(RN ),
where θ j ∈ [0,1] is given by Lemma 2.3 andC(N,m,s) =C > 0. Therefore, by Ho¨lder inequal-
ity,
|E2m,s(u,v)| =
cN,2m,s
2
∣∣∣∣∣∣
∫
RN
∫
RN
δmu(x,y)
|y|N/2+s
δmv(x,y)
|y|N/2+s
dxdy
∣∣∣∣∣∣
≤
cN,2m,s
2
∫
RN
∫
RN
|δmu(x,y)|
2
|y|N+2s
dxdy
1/2∫
RN
∫
RN
|δmv(x,y)|
2
|y|N+2s
dxdy
1/2
= E2m,s(u,u)
1/2
E2m,s(v,v)
1/2 ≤C‖u‖Hs(RN )‖v‖Hs(RN).
Thus E2m,s is a bounded bilinear form in H
s(RN), and, by (3.14),
Es(u,v) = lim
j→∞
Es(u j,v j) = lim
j→∞
E2m,s(u j,v j) = E2m,s(u,v).
4 The Fourier symbol
The goal of this section is to show Theorem 1.9. The proof is primarily based on the following.
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Theorem 4.1. Let N,m ∈ N, s ∈ (0,m), and cN,m,s as in (1.2). Then(cN,m,s
2
)−1
= 2m
∫
RN
(1− cos(y1))
m
|y|N+2s
dy.
We show first some helpful decompositions and identities.
Lemma 4.2. Let n ∈ N, I := {1, . . . ,n}, and ρ ∈ R, then
ρn−1 = ∑
k∈I
ak,n ∏
j∈I\{k}
(ρ + j2), where ak,n := 2
(−1)k−nk2n
(n+ k)!(n− k)!
for k ∈ I. (4.1)
Furthermore, if J ⊂ N is a finite subset, k ∈ N, J(k) := J ∪{k}, and ρ ∈ R, ρ 6= − j2 for all
j ∈ J(k), then
1
∏ j∈J(k)(ρ + j
2)
= ∑
j∈J(k)
b j,k
(ρ + j2)
, where b j,k :=
1
∏i∈J(k)\{ j}(i
2− j2)
. (4.2)
Proof. For k ∈ I let fk(ρ) := ∏ j∈I\{k}(ρ + j
2). The existence of ak,n ∈ R for k ∈ I satisfying
the left equality in (4.1) is guaranteed by the fact that { fk}k∈N form a basis of the space of
polynomials of degree less than or equal to n− 1 (because fi(−i
2) 6= 0 and fk(−i
2) = 0 for
k 6= i, k, i ∈ I). We now use the limit method to show that the coefficients ak,n are as in (4.1). For
k ∈ I := {1, . . . ,n} we deduce from (4.1) that
ak,n = lim
ρ→−k2
ρn−1−∑l∈I\{k} al,n ∏ j∈I\{l}(ρ + j
2)
Π j∈I\{k}(ρ + j2)
=
(−1)n−1k2n−2
∏ j∈I\{k}( j
2− k2)
. (4.3)
Observe that
(n+ k)!=
n
∏
j=0
(k+ j)
k−1
∏
j=1
(k− j) and (n− k)!=
n
∏
j=k+1
( j− k),
therefore (n+ k)!(n− k)!= (−1)k+12k2 ∏ j∈I\{k}( j+ k)( j− k), which implies that
(−1)n−1k2n−2
∏ j∈I\{k}( j2− k2)
= 2
(−1)k−nk2n
(n+ k)!(n− k)!
, (4.4)
and thus (4.1) follows from (4.3) and (4.4). Equation (4.2) can be argued similarly: let J, k, and
ρ as stated. The existence of b j,k for j ∈ J(k) can be argued in a similar way. Then we can use,
as before, the limit method; observe that, for j ∈ J(k),
b j,k = lim
ρ→− j2
(ρ + j2)(
1
∏i∈J(k)(ρ + i
2)
− ∑
i∈J(k)\{ j}
bi,k
(ρ + i2)
)
=
1
∏i∈J(k)\{ j}(− j
2+ i2)
− lim
ρ→− j2
(ρ + j2) ∑
i∈J(k)\{ j}
bi,k
(ρ + i2)
=
1
∏i∈J(k)\{ j}(i
2− j2)
,
and (4.2) follows.
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Lemma 4.3. Let n, j ∈ N and j > n, then
j2n−1 = 2
n
∑
k=1
(−1)k−n−1( j+n)!
(n+ k)!(n− k)!(k2− j2)( j−n−1)!
k2n.
Proof. Let n, j ∈ N, j > n, and I := {1, . . . ,n}. By (4.1) with ρ =− j2,
(−1)n−1 j2n−2 = ∑
k∈I
(
2
(−1)k−nk2n
(n+ k)!(n− k)!
)
∏
i∈I\{k}
(− j2+ i2)
= ∑
k∈I
2
(−1)k−n−1k2n ∏i∈I( j
2− i2)
(n+ k)!(n− k)!(k2− j2)
(−1)n−1,
and the claim follows, since ∏i∈I j
2− i2 = ∏i∈I( j− i)( j+ i) =
( j+n)!
j( j−n−1)! .
Lemma 4.4. Let m ∈ N and s ∈ (0,m), then
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ =

2Γ(s)Γ(1− s)
m
∑
k=1
(−1)k+1k2s
(m− k)!(m+ k)!
, if s 6∈N,
4
m
∑
k=1
(−1)k−s+1k2s
(m+ k)!(m− k)!
ln(k), if s ∈ N,
(4.5)
Proof. Fix m ∈N, n ∈ {1, . . . ,m}, s ∈ (n−1,n]∩ (0,m), I := {1, . . . ,n}, and J := {1, . . . ,m}\I.
For k ∈ I let j ∈ J(k) := J∪{k} and
ak,n = 2
(−1)k−nk2n
(n+ k)!(n− k)!
, b j,k :=
1
∏i∈J(k)\{ j}(i
2− j2)
.
Then, by Lemma 4.2, ρ s−1 = ρσ−1∑k∈I ak,nΠ j∈I\{k}(ρ + j
2), where σ := s−n+1∈ (0,1], and
therefore
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ = lim
η→∞
n
∑
k=1
η∫
0
ak,n ρ
σ−1
∏ j∈J(k)(ρ + j
2)
dρ = lim
η→∞
∑
k∈I
∑
j∈J(k)
ak,nb j,k
η∫
0
ρσ−1
(ρ + j2)
dρ .
Let Aη ,σ , j :=
∫ η
0
ρσ−1
ρ+ j2
dρ , then
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ = 2 lim
η→∞
∑
k∈I
(−1)k−nk2n
(n+ k)!(n− k)!
( Aη ,σ ,k
∏i∈J(i
2− k2)
+∑
j∈J
Aη ,σ , j
∏i∈J(k)\{ j}(i
2− j2)
)
(4.6)
Note that, for j ∈ J and k ∈ I,
∏
i∈J(k)\{ j}
(i2− j2) =
(−1) j−1−n(k− j)(k+ j)(m+ j)!(m− j)!( j−n−1)!
2 j ( j+n)!
.
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Therefore, by Lemma 4.3,
∑
k∈I
(−1)k−nk2n
(n+ k)!(n− k)! ∑
j∈J
1
∏i∈J(k)\{ j}(i
2− j2)
Aη ,σ , j
= ∑
k∈I
k2n
(n+ k)!(n− k)! ∑
j∈J
2(−1)k+ j−1 j ( j+n)!
(k− j)(k+ j)(m+ j)!(m− j)!( j−n−1)!
Aη ,σ , j
= ∑
j∈J
(−1) j−nAη ,σ , j
(m+ j)!(m− j)!
j2n
(
2 j1−2n ∑
k∈I
(−1)k−1−nk2n( j+n)!
(n+ k)!(n− k)!(k− j)(k+ j)( j−n−1)!
)
= ∑
j∈J
(−1) j−nAη ,σ , j
(m+ j)!(m− j)!
j2n = ∑
k∈J
(−1)k−nAη ,σ ,k
(m+ k)!(m− k)!
k2n. (4.7)
Furthermore, since I ∪ J = {1,2, . . . ,m} and (n+ k)!(n− k)!∏i∈J(i
2− k2) = (m+ k)!(m− k)!
we have from (4.6) and (4.7) that
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ = 2 lim
η→∞
m
∑
k=1
(−1)k−nk2n
(m+ k)!(m− k)!
Aη ,σ ,k. (4.8)
To conclude the proof we consider two cases. In the first case, assume that s ∈ (n−1,n). Then
σ ∈ (0,1) and
Aη ,σ ,k =
η∫
0
ρσ−1
ρ + k2
dρ = k2σ−2
η∫
0
ρσ−1
ρ +1
dρ . (4.9)
Thus, by (4.8) and (4.9), we have that
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ = 2 lim
η→∞
η∫
0
ρσ−1
ρ +1
dρ
m
∑
k=1
(−1)k−nk2s
(m+ k)!(m− k)!
and (4.5) follows from (2.22).
For the second case, assume that s= n. Since s ∈ (0,m) we have that n< m and σ = 1. Then
Aη ,σ ,k =
η∫
0
1
ρ + k2
dρ = ln(η + k2)− ln(k2). (4.10)
By Lemma 2.2,
m
∑
k=1
(−1)k k2n
(m+ k)!(m− k)!
=
1
2(2m)!
2m
∑
k=0
(−1)k
(
2m
k
)
(k−m)2n = 0, (4.11)
because 2n < 2m. Let I1 and I2 be the even and odd numbers in {1, . . . ,m} respectively. Then,
by (4.11),
A1 := ∑
k∈I1
(−1)k k2n
(m+ k)!(m− k)!
= ∑
k∈I2
(−1)k k2n
(m+ k)!(m− k)!
=: A2
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and therefore, by the properties of logarithms,
lim
η→∞
m
∑
k=1
(−1)kk2n
(m+ k)!(m− k)!
ln(η + k2) = ln
(
lim
η→∞
∏k∈I1(η + k
2)
k2n
(m+k)!(m−k)!
∏k∈I2(η + k
2)
k2n
(m+k)!(m−k)!
)
= ln
(
lim
η→∞
ηA1 ∏k∈I1(1+
k2
η )
k2n
(m+k)!(m−k)!
ηA2 ∏k∈I2(1+
k2
η )
k2n
(m+k)!(m−k)!
)
= ln(1) = 0.
(4.12)
From (4.8), (4.10), and (4.12), we conclude that
∞∫
0
ρ s−1
∏mk=1(ρ + k
2)
dρ = 2
m
∑
k=1
(−1)k−nk2n
(m+ k)!(m− k)!
(− ln(k2)) = 4
m
∑
k=1
(−1)k−s+1k2n
(m+ k)!(m− k)!
ln(k),
as claimed, and this ends the proof.
Proof of Theorem 4.1. By Fubini’s theorem, polar coordinates, and (2.23),
∫
RN
(1− cos(y1))
m
|y|N+2s
dy= 2
∞∫
0
(1− cos(t))m
t1+2s
dt
∫
RN−1
1
(1+ |z|2)
N+2s
2
dz
= 2
2pi
N−1
2
Γ(N
2
− 1
2
)
∞∫
0
(1− cos(t))m
t1+2s
dt
∞∫
0
ρN−2
(1+ρ2)
N+2s
2
dρ
=
2Γ(s+ 1
2
)pi
N−1
2
Γ(N
2
+ s)
∞∫
0
(1− cos(t))m
t1+2s
dt, (4.13)
Furthermore, since 1− cos(2a) = 1− cos2(a)+ sin2(a) = 2sin2(a) for a ∈R,
∞∫
0
(1− cos(t))m
t1+2s
dt = 2m
∞∫
0
sin2m(t/2)t−1−2s dt = 2m−2s
∞∫
0
sin2m(t)t−1−2s dt. (4.14)
Using a change of variables, (2.20), (2.21), and Fubini’s theorem,
Γ(1+2s)
∞∫
0
sin2m(t)t−1−2s dt =
∞∫
0
∞∫
0
e−ww2s sin2m(t)t−1−2s dt dw
=
∞∫
0
∞∫
0
e−w sin2m(rw)r−1−2s dw dr =
∞∫
0
r−2s
∞∫
0
e−v/r sin2m(v) dv dr
=
∞∫
0
r−2−2sL (sin2m)(r−1) dr =
∞∫
0
ρ2sL (sin2m)(ρ) dρ
25
= (2m)!
∞∫
0
ρ2s−1
∏mk=1(4k
2+ρ2)
dρ = (2m)!22s−2m
∞∫
0
ρ2s−1
∏mk=1(k
2+ρ2)
dρ
= (2m)!22s−2m−1
∞∫
0
ρ s−1
∏mk=1(k
2+ρ)
dρ . (4.15)
Therefore, by (4.13), (4.14), (4.15), and (2.26), we obtain
γN,m,s := 2
m
∫
RN
(1− cos(y1))
m
|y|N+2s
dy= 2m
2Γ(s+ 1
2
)pi
N−1
2
Γ(N
2
+ s)
∞∫
0
(1− cos(t))m
t1+2s
dt
= 2m
2Γ(s+ 1
2
)pi
N−1
2
Γ(N
2
+ s)
2m−2s
∞∫
0
sin2m(t)t−1−2s dt
=
Γ(s+ 1
2
)pi
N−1
2
Γ(1+2s)Γ(N
2
+ s)
(2m)!
∞∫
0
ρ s−1
∏mk=1(k
2+ρ)
dρ
=
(2m)!pi
N
2
4sΓ(s+1)Γ(N
2
+ s)
∞∫
0
ρ s−1
∏mk=1(k
2+ρ)
dρ .
But then γN,m,s =
2
cN,m,s
, by Lemma 4.4, and this ends the proof.
Proof of Theorem 1.9. Let u ∈ C ∞c (R
N). By the properties of the Fourier transform we have,
for ξ ∈ RN \{0}, that
F (Lm,su)(ξ ) =
cN,m,s
2
∫
RN
F (δmu(·,y))(ξ )
|y|N+2s
dy=
cN,m,s
2
∫
RN
δm f (0,ξ · y)
|y|N+2s
dyF (u)(ξ ),
where f (t) := exp(it) for t ∈ R. Moreover, by (2.2) and a change of variables,∫
RN
δm f (0,ξ · y)
|y|N+2s
dy= 2m
∫
RN
(1− cos(ξ · y))m
|y|N+2s
dy
= 2m|ξ |2s
∫
RN
(1− cos( ξ|ξ | · y))
m
|y|N+2s
dy= |ξ |2s2m
∫
RN
(1− cos(y1))
m
|y|N+2s
dy,
where the last equality follows by a suitable rotation (c.f. [4, Proposition 3.3]). Then, by Theo-
rem 4.1, F (Lm,su)(ξ ) = |ξ |
2sF (u)(ξ ) for all ξ ∈ RN\{0}, as claimed. Finally, the identity at
ξ = 0 follows from the fact that∫
RN
Lm,su(x) dx =
cN,m,s
2
∫
RN
|y|−N−2s
∫
RN
δmu(x,y) dx dy = 0,
by Fubini’s theorem, (2.4), and a change of variables.
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