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Abstract
Dynamic Mode Decomposition (DMD) is a useful tool to effectively extract the dominant dynamic flow
structure from a unsteady flow field. However, DMD requires massive computational resources with respect
to memory consumption and the usage of storage. In this paper, an alternative incremental algorithm of
Total DMD (Incremental TDMD) is proposed which is based on Incremental Singular Value Decomposition
(SVD). The advantage of Incremental TDMD compared to the existing on-the-fly algorithms of DMD is that
Sparsity-Promoting DMD (SPDMD) can be performed after the incremental process without saving huge
datasets on the disk space. SPDMD combined with Incremental TDMD enable the effective identification
of dominant modes which are relevant to the results from conventional TDMD combined with SPDMD.
1 Introduction
With the development of the performance of computers, unsteady Computational Fluid Dynamics (CFD) is
getting to be widely used for industrial applications such as the analysis of unsteady aerodynamics of road
vehicles. However, it is usually challenging to identify the dominant characteristic unsteady flow structure
around complex shaped objects such as a road vehicle, as the flow field consists of various flow structures with
respect to time and length scale. Dynamic Mode Decomposition (DMD) [1, 2] seems to be very useful tool to
extract dominant dynamic flow structures from the complex flow field and its usage increases significantly in
recent years.
However, there are still some issues in the conventional DMD algorithm proposed by Schmid [2], especially
for industrial applications. One issue is that the conventional DMD algorithm is very sensitive to the noise
existing in the flow field [3, 4, 5]. For this issue, Hemati, et al. [4] proposes a noise-robust DMD algorithm called
Total DMD (Total-least squared DMD) which solves a total least-square problem instead of a least-square
problem implicitly included in the conventional DMD algorithm. It is reported that this Total DMD algorithm
effectively removes the noise and result in better DMD modes compared to the conventional algorithms. [4, 5]
Another issue is that many DMD modes are obtained by DMD computation, when the target flow field is
very complex. Then, it is very difficult to identify the dominant DMD modes from all the obtained modes.
Many publications indicate that the importance of a DMD mode is judged by the amplitude of the DMD
mode computed, according to [1] by assuming the DMD modes are good approximation of Koopman modes.
However, it is also reported that damped DMD modes often give very large amplitude, which affect the proper
identification of dominant modes [6, 7]. Therefore, Jovanovic´, et al., [6] propose the optimal amplitude of
DMD which is computed by solving the convex optimization problem of the minimizing error norm between the
original dataset and the reconstructed dataset from DMD modes. In addition, a penalty parameter is introduced
to the convex optimization problem in [6], which selects some important modes from all the obtained modes
with respect to the contribution for the approximation of the original dataset by remained DMD modes. It is
the trade-off method between the accuracy of the approximation by DMD modes and the number of remained
DMD modes, but it seems to be very useful to identify the dominant modes from many computed modes,
especially for the case of a very complex flow field and in industrial applications.
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In engineering applications of DMD, one issue is that most DMD algorithms require massive computational
resources with respect to memory consumption and data storage, since all datasets of the flow field used for the
DMD process have to be saved during the CFD simulation and loaded on the memory space for computing the
modes. However, it seems that using the current DMD process for an actual industrial application, especially
for the development of new products, is unrealistic. It is because the results of CFD on engineering applications
are represented by the high dimensional state of space, where, for example, the numbers of computational
cells have already reached 108 ∼ 1011 cells for the case of an unsteady CFD of a road vehicle. On-the-fly DMD
algorithms such as Streaming DMD (SDMD) [8] and Streaming Total DMD (STDMD) [9] seem to be very useful
for engineering applications, as SDMD and STDMD can reduce memory consumption and it is not necessary
to save flow field datasets on the storage. These on-the-fly algorithms of DMD compute matrices incrementally
when the new snapshot vector is obtained from CFD, therefore, it is not necessary to save datasets of the flow
field on the storage, and can be performed in parallel to the CFD simulation. In addition, matrices used for
on-the-fly DMD algorithms are compressed after updated incrementally, which results in much less memory
consumption than conventional DMD. However, there is one issue in algorithms of SDMD and STDMD with
respect to the identification of dominant DMD modes from obtained modes. If many modes are required for
the relevant computation of DMD, it seems to be still difficult to identify the dominant modes after DMD
computation. However, SPDMD introduced above cannot be used after SDMD and STDMD computations,
because of the lack of information for constructing the convex optimization problem.
Therefore, in this paper, we propose an alternative on-the-fly algorithm of DMD, which can be performed
with SPDMD. To achieve this algorithm, first, the alternative algorithm of Total DMD (Alternative TDMD) is
proposed, which can be computed only by singular vectors and values of augmented snapshot matrix of the flow
field. Then, Alternative TDMD can be performed on the fly, when Incremental Singular Value Decomposition
(Incremental SVD) [10, 11, 12] is performed instead of the conventional SVD (Incremental TDMD). The advan-
tage of the Incremental TDMD algorithm compared to SDMD and STDMD is that SPDMD can be performed
after the incremental process, which seems to be useful for the identification of dominant modes, even if many
modes are obtained by the on-the-fly DMD computation. Therefore, Incremental TDMD can be performed in
parallel to CFD with less memory, without saving snapshots on the disk, which result in an efficient computation
of DMD and easier identification of dominant modes in the flow field by applying SPDMD after incremental
process.
In this paper, the flow field around the infinite square cylinder is simulated as a test case of DMD com-
putations for validation purpose. First, Alternative TDMD with SPDMD is performed on the flow field and
compared with conventional TDMD with SPDMD, in order to validate the Alternative TDMD algorithm. Sec-
ond, the Incremental TDMD with SPDMD is applied on the same flow field and the relevancy of the Incremental
TDMD algorithm for the identification of dominant modes compared to the conventional TDMD algorithms is
investigated.
2 Conventional Dynamic Mode Decomposition Methods
In this section, algorithms of so-called conventional Dynamic Mode Decomposition (DMD) [1, 2] are introduced,
following descriptions of Schmid [2] and Tu, et al. [13]. Additionally, conventional Total DMD (TDMD, total
least-square DMD, or tls DMD) [4, 5], which is more noise-robust algorithm of DMD, is also introduced.
Next, the scaling method of Dynamic Modes, which is useful to investigate the contribution of each DMD
mode to the original flow field before decomposed, is introduced. One of the scaling method is introduced by
Rowley, et al., where scaling factor (namely DMD mode amplitude) is computed by using the first snapshot
of velocity field. This scaling method is so far widely used, however, some issues are also reported in [6,
7]. Therefore, Sparsity-promoting DMD (SPDMD) is proposed by Jovanovic´, et al. [6]. SPDMD compute
optimal amplitudes by solving convex optimization problem of minimizing error norm. In addition, Jovanovic´
et al., [6] introduced penalty parameter which induces sparsity structure of amplitude vector, and chose relatively
important modes from all of obtained mode, which seem to be very useful to identify the dominant modes and
flow structures from complex flow field.
Please note that, many SVD operations are included in DMD algorithms. However, the method of snap-
shot [14], instead of conventional SVD, is adopted in this paper, to compute singular values and vectors in order
to save memory and computational time for DMD computations, if there is no specification. For example, the
conventional DMD algorithm performed by the method of snapshot is explained in the Appendix.A.
2
2.1 Conventional Dynamic Mode Decomposition
Dynamic Mode Decomposition (DMD) is a data-driven method of modal analysis which can extract dominant,
coherent flow structures from complex, unsteady flow field. The objective of DMD is extracting dynamic
information and its spatial structure described by eigenvectors and eigenvalues of DMD operator A which is
described as follows,
Y = AX (2.1.1)
where X = {x0,x1, . . . ,xm−1} ∈ Rn×m and Y = {x1,x2, . . . ,xm} ∈ Rn×m are snapshot matrices consisting
of snapshots of the flow field xi ∈ Rn which is recorded at a constant time interval ∆tDMD. One solution to
compute the DMD operator A ∈ Rn×n is that solving the following equation. (X+ represents Moor-Penrose
pseudo-inverse of X)
A = Y X+ (2.1.2)
However, it is usually difficult to derive DMD operator A and computing the eigendecomposition of A, as the
number of states described by n is much bigger than the number of snapshots m in many cases of unsteady
CFD in the field of applied aerodynamics. Therefore, the most of DMD algorithm attempt to approximate
eigenvectors and eigenvalues of A efficiently, with small computational resources.
Schmid, et al. [2], proposed the efficient algorithm to compute the eigendecomposition of A in low-dimensional
approximation by using Singular Value Decomposition (SVD), which is so far the most widely used as DMD
algorithm. In this algorithm, DMD operator A is projected on the left singular vectors of X which is expressed
as U , then projected DMD operator A˜ is defined as follows,
A˜ = UTAU (2.1.3)
where the left singular vectors U are computed by SVD on X, as follows.
X = UΣW T (2.1.4)
Please note that the left singular vectorsU represent the modes of Proper Orthogonal Decomposition (POD) [22]
of X. Therefore, truncating the higher ranks of POD modes when projecting (Eq.(2.1.3)), can work as a kind
of filtering. It is because it is considered that the higher ranks of POD modes have less contribution to the
original flow. Substituting Eq.(2.1.4) in Eq.(2.1.3), the projected DMD operator can be rewritten as follows.
A˜ = UTY X+U = UTYWΣ−1 (2.1.5)
where pseudo-inverse of X is computed by using matrices derived by SVD.
X+ = WΣ−1UT (2.1.6)
Then, eigendecomposition of projected DMD operator A˜ is performed as follows.
A˜V = V Λ (2.1.7)
Finally, unscaled DMD modes Φˆ = {φˆ0, φˆ1, . . . , φˆr−1} are computed by projecting the eigenvectors V =
{v0,v1, . . . ,vr−1} on the left singular vectors U .
Φˆ = UV (2.1.8)
DMD modes describe spatial structure of the flow field extracted by DMD. Eigenvalues Λ = diag{λ0, λ1, . . . , λr−1}
describe the amplification and damping rate and frequency of the flow structures extracted by the corresponding
DMD modes. Especially, frequency of the k-th DMD mode is computed as follows.
fk =
Im(log λk)
2pi∆tDMD
(2.1.9)
Again, DMD modes and their eigenvalues, which are computed through DMD operator, are regarded as low-
dimensional approximation of eigenvectors and eigenvalues of DMD operator A. According to the description
by Tu., et al. [13], it can be explained by the following process. Firstly, substituting Eq.(2.1.3) into Eq.(2.1.7),
eigendecomposition of projected DMD operator can be expressed as follows.
(UTAU)V = V Λ (2.1.10)
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Please note that left singular vectors U is orthogonal basis, therefore multiplying UTU = I to the right side of
Eq.(2.1.10) doesn’t change the balance between left and right in the equation, then
UTAUV = UTUV Λ (2.1.11)
If pseudo-inverse of UT can be multiplied from left direction for left and right side of Eq.(2.1.11), then eigen-
decomposition of DMD operator A can be derived, by recognizing Φˆ = UV are eigenvectors of A, as follows.
AΦˆ = ΦˆΛ
where Φˆ = UV
(2.1.12)
Hence, in other words, it is believed that any orthogonal basis can be used for constructing projecting DMD
operator and for DMD computation, as long as the dimension is consistent in the algorithm.
2.2 Conventional Total DMD
In standard DMD algorithm, least-square problem is implicitly included, namely Eq.(2.1.2) is regarded as the
least-squares solution to minimize as shown in the following.
min
A,∆Y
‖∆Y ‖F , subject to Y + ∆Y = AX, (2.2.1)
where noise existing in snapshot matrix Y is represented as ∆Y . Therefore, DMD finds a linear relationship
between the snapshots X and the so-called noise-free snapshots Y where noise ∆Y is removed. Therefore,
noise existing in X is not considered in conventional DMD algorithm, which means X and Y are treated
asymmetrically. This asymmetry induces a bias in the eigenvalues of A.
In order to account for the noise in snapshot matrix X as well as Y , Hemati, et al., [4] proposed to solve
the following total-least-square problem.
min
A,∆X,∆Y
∥∥∥∥[∆X∆Y
]∥∥∥∥
F
, subject to Y + ∆Y = A(X + ∆X). (2.2.2)
In Total DMD algorithm, above total-least-squares problem is solved by the projection of snapshot matrices
on the best r-dimensional subspace determined by truncated SVD on augmented snapshot matrix Z which is
represented as follows.
Z =
[
X
Y
]
= UZ :,1:rΣZ1:rWZ :,1:r
T (2.2.3)
Snapshot matrices X and Y are projected on the subspace determined by the augmented matrix Z, which
result in namely noise-free snapshot dataset X and Y as follows.
X = XWZWZ
T
Y = YWZWZ
T
(2.2.4)
This projection step can work for de-biasing any DMD-like algorithms. Then, DMD algorithm can be performed
on noise-free snapshot matrices computed by Eq.(2.2.4).
2.3 Scaling of DMD modes and Reconstruction
Considering that DMD modes are the approximation of Koopman modes according to [1], the i-th flow field xi
can be approximated by scaled DMD modes φk and corresponding eigenvalues λk, as follows.
xi =
r−1∑
k=0
λk
iφk, i = 0, . . . ,m− 1 (2.3.1)
where k-th DMD mode is scaled by the scaling factor (namely, DMD mode amplitude) dk
φk = dkφˆk (2.3.2)
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In the different points of view, snapshot matrix of original flow field is also approximated as the following in
matrix form.
X = ΦˆDαT = UV DαT (2.3.3)
where
T =
 λ0
0 . . . λ0
m−2
...
. . .
...
λr−10 . . . λr−1m−2
 (2.3.4)
Matrix T is called Vandermonde matrix governing the temporal evolution of dynamic modes.[1]
The solution to identify the scaling factor of DMD modes is that assuming the first snapshot of the flow
field x0 can be expressed as a linear combination of scaled DMD modes with an assumption that DMD modes
are good approximation of Koopman modes.
x0 =
r−1∑
k=0
φk (2.3.5)
Scaling factor d = {d0, d1, . . . , dk} (where Dα = diag(d)) is derived by solving the following linear equation.
Φˆd = x0 (2.3.6)
One solution of Eq.(2.3.6) is that the pseudo-inverse of the unscaled DMD modes is computed and multiplied
to the first snapshot vector, as follows.
d = Φˆ+x0 (2.3.7)
When the scaling factors d is computed by Eq.(2.3.7), the i-th flow field of xi is reconstructed from scaled DMD
modes (in Eq.(2.3.2)) and corresponding eigenvalue as shown in Eq.(2.3.1). Additionally, the scaling factors are
often used for the identification of the dominant DMD modes, as expressing the amplitudes of the fluctuation
of mode.
2.4 Sparsity-Promoting DMD
It is reported that amplitudes of very damped modes are computed high and it is sometimes very difficult to
identify the dominant mode by the DMD mode amplitude computed from first snapshot vector as described
in the section 2.4 [6, 7]. In addition, if many modes are obtained by DMD computation, it is more difficult
to identify dominant modes representing dominant flow structures, which can easily happen for the case of
very complex flow field in engineering applications. Sparsity-promoting DMD (SPDMD) algorithm proposed
by Jovanovic´ et al., [6] is the method to achieve a desirable trade-off between the quality of approximation in
the sense of least-squares and the number of modes, by using convex optimization method. In this algorithm,
the norm of entire flow field is considered to compute optimal amplitude, therefore, the effect of damping on
the result of amplitude seems be more effectively removed.
With respect to the approximation of the original flow field by the reconstruction from DMD modes, the
optimal amplitude of DMD modes are approximated by minimizing the error norm between snapshot matrix of
the original flow field and the reconstructed flow field from DMD modes, as follows.
min
α
‖X − ΦˆDαT ‖F 2 (2.4.1)
The original flow field X is decomposed by SVD such as Eq.(2.1.4) and the reconstructed flow field from DMD
is represented as Eq.(2.3.3) with optimal amplitudes Dα = diag(α) where α = [α0, α1, . . . , αk[
T
(which are
different from Eq.(2.3.6)). Therefore, Eq.(2.4.1) can be transformed to the following equation.
min
α
‖UΣW T −UV DαT ‖F 2
= min
α
‖ΣW T − V DαT ‖F 2
(2.4.2)
Then, the above minimization problem is equivalent to minimizing the following function.
min
α
J(α) = α∗Pα− q∗α−α∗q + s (2.4.3)
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where
P = (V ∗V ) ◦ (TT ∗) (2.4.4a)
q = diag(TWΣ∗V ) (2.4.4b)
s = trace(Σ∗Σ) (2.4.4c)
The optimal amplitude vector α is obtained as follows, by minimizing the function J(α).
α = P−1q (2.4.5)
In the Sparsity-Promoting DMD, sparsity structure of amplitude is induced by additional parameter γ with
l1-norm of unknown amplitudes αk which penalize the number of non-zero element in the vector of unknown
amplitudes αk. Namely the minimization problem is modified from Eq.(2.4.3) to the following.
min
α
J(α) + γ
r−1∑
k=0
|αk| (2.4.6)
γ is the positive regularization parameter which determine the sparsity of the amplitude vector α. It means
the stronger emphasis of the values of non-zero elements in amplitude vector α by the larger γ, which results
in smaller numbers of non-zero amplitudes are obtained.
After sparsity matrix is obtained from the above solution, then sparsity structure of the unknown vector
of amplitudes and determine only the nonzero amplitude as the solution of the following convex optimization
problem. (polishing process)
min
α
J(α)
subject to ETα = 0
(2.4.7)
In Eq.(2.4.7), matrix E represents the sparsity structure of the amplitude vector found by the optimization
process of Eq.(2.4.6).
In this paper, alternating direction method of multipliers (ADMM) algorithm is adopted in this paper to
solve convex optimization problem, which is same optimization algorithm adopted in [6].
3 Incremental Algorithm of Total Dynamic Mode Decomposition
On-the-fly algorithms of DMD is firstly proposed by Hemati, et al., which are called Streaming DMD (SDMD) [8]
and Streaming Total DMD (STDMD) [9]. These algorithms seem to be very useful especially for huge engineering
application such as unsteady vehicle aerodynamics, as DMD computation can be performed in parallel to CFD
simulation and requires much less memory than any conventional DMD algorithms. However, it seems that
there is an issue in practical use of Streaming DMD algorithms for the analysis of unsteady flow structures
which is the available scaling method to compute DMD amplitudes after Streaming DMD algorithm is only the
scaling by the one snapshot vector of the flow field, as the snapshot matrix is not saved on the memory or disk
space, if it is performed on-the-fly. As explained in the section 2.4, scaling of DMD modes by the first snapshot
(or a certain snapshot) can sometimes mislead, especially for the identification of the dominant modes in the
flow field.
Therefore, we propose the new on-the-fly algorithm of the DMD. This algorithm is achieved by using In-
cremental Singular Value Decomposition (Incremental SVD) [10, 11, 12], instead of Gram-Schmidt orthogonal-
ization used in Streaming DMD and Streaming Total DMD. To achieve this algorithm, firstly the alternative
algorithm of Total DMD (Alternative TDMD) is proposed which can be computed only from singular vectors
and values of augmented snapshot matrix. Afterwards, this algorithm can be performed on-the-fly, if singular
vectors and values are computed by incremental SVD, instead of conventional SVD. This modification of Total
DMD algorithm seems to be similar to STDMD algorithm [9], but there are some advantages in this new algo-
rithm, which are (1) Sparsity-Promoting DMD (SPDMD) [6] can be performed after the on-the-fly algorithm
(2) There are various choices for the algorithm of incremental SVD. Especially the combination of on-the-fly
algorithm of DMD and SPDMD seems to be very beneficial for the identification of the dominant flow structure
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in engineering applications, as it can be performed with very small memory and without saving the flow field
data on the disk.
In this section, firstly the alternative algorithm of TDMD is derived and explained. This Alternative TDMD
algorithm can be performed not only by incremental SVD but also by conventional SVD. Afterwards, incremental
SVD algorithm proposed by Oxbery, et al. [12] which is adopted in this paper is introduced. Finally, modified
SPDMD algorithm which is performed after the Alternative TDMD is derived and explained.
3.1 Alternative Total DMD for achieving incremental DMD algorithm
As explained in above, if DMD modes are computed by using only singular vectors and values of snapshot matrix
of the flow field, the algorithm can be performed on-the-fly when conventional singular value decomposition in
the algorithm can be replaced with incremental singular value decomposition algorithm. Therefore, alternative
Total DMD (Alternative TDMD) algorithm is proposed, where DMD modes are computed only from singular
vectors and values of augmented snapshot matrix.
Firstly, the singular value decomposition on augmented snapshot matrix is performed as follows.
Z =
[
X
Y
]
= UZΣZWZ
T (3.1.1)
In the similar process as STDMD by Hemati, et al. [9], each snapshot matrix X ∈ Rn×m and Y ∈ Rn×m can
be reconstructed from SVD matrices, as shown in the following.
X = [I 0] ΣZWZ
T (3.1.2)
Y = [0 I] ΣZWZ
T (3.1.3)
where I ∈ Rn×n represents identity matrix, and [I 0] ∈ Rn×2n is multiplied on UZ in Eq.(3.1.2) just for
extracting upper n rows of UZ . In the same manner, [0 I] ∈ Rn×2n in Eq.(3.1.3) extracts lower n rows of UZ .
Therefore, DMD operator shown in Eq.(2.1.2) can be computed by using singular values and vectors, as follows.
A = Y X+ = ([0 I]UZΣZWZ
T )(WZΣZ
−1 [I 0]UZ)
+
= ([0 I]UZ)([I 0]UZ)
+
(3.1.4)
As SVD is performed on augmented snapshot matrix Z, dimensional consistency between X and Y when
constructing DMD operator is conserved, and Total DMD procedure is also included in this algorithm as SVD
is applied on Z.
Next, projecting very huge DMD operator matrix onto orthogonal basis is considered to perform the low
dimensional approximation of eigendecomposition, following Eq.(2.1.10) ∼ (2.1.12). In order to derive the
orthogonal basis, additional singular value decomposition is performed on first n rows of UZ , as follows.
([I 0]) = UXΣXWX
T (3.1.5)
Then Projected DMD operator is computed by projecting DMD operator A in Eq.(3.1.4) onto orthogonal
basis UX , as follows.
A˜ = UX
TAUX = UX
T (([0 I]UZ)(UXΣXWX
T )
+
)UX
= UX
T ([0 I]UZ)WXΣX
−1 (3.1.6)
As explained in Eq.(2.1.10) ∼ (2.1.12), DMD modes are computed by projecting eigenvectors of A˜ on orthogonal
basis UX , as shown in the following.
A˜V = V Λ (3.1.7)
Φˆ = UXV (3.1.8)
If SVD on Z shown in Eq.(3.1.1) is performed by incremental SVD, this TDMD algorithm can be performed
on-the-fly, as projected DMD operator shown in Eq.(3.1.6) and DMD modes in Eq.(3.1.8) can be computed after
incrementally updating process of SVD matrices. Therefore, the Eq.(3.1.1) is computed by conventional SVD,
we call this algorithm “Alternative TDMD”. On the other hand, if the Eq.(3.1.1) is computed by incremental
SVD, we call the algorithm “Incremental TDMD” in this paper.
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3.2 Incremental Singular Value Decomposition
Incremental SVD (Incremental SVD) algorithm is the on-the-fly algorithm of SVD [10, 11, 12], which compute
singular vectors and values incrementally when new snapshot is obtained. Therefore, Incremental SVD can be
performed with smaller memory and in parallel to CFD simulation without saving the flow field data on the
disk space.
In this paper, modified version of Brands incremental SVD proposed by Oxberry, et al. [12] is adopted. It
is because this algorithm is easy to be implemented, therefore, it seems to be suit for the first implementation
to investigate the applicability the of Incremental TDMD algorithm. In this section, we introduce the modified
incremental SVD algorithm is briefly introduced, according to [10, 11, 12], but the algorithm with the single-
column updates is adopted, as presented in [12].
Firstly, existing rank-r SVD of a matrixZ is defined as follows as an inputs to the incremental SVD algorithm.
Z = UZΣZWZ
T +R (3.2.1)
where UZΣZWZ
T is equivalent to Eq.(3.1.1) but rank-r truncated SVD matrices of Z, and R is resultant error
by truncation. When new augmented snapshot (column) vector zi = [xi ; yi] is obtained, rank-r truncated
SVD matrices is updated. This incremental SVD algorithm is derived from the following identity.
[Z zi] =
[
UZΣZWZ
T zi
]
=
[
UZ(I −UZUZT )zi/p
] [
ΣZ UZ
Tzi
0 p
] [
WZ 0
0 1
]T
= [UZ q]
[
ΣZ l
0 p
] [
WZ 0
0 1
]T (3.2.2)
where p = ‖(I −UZUZT )zi‖, q = (I −UZUZT )zi/p and l = UZTzi. Here, p is the length of the orthogonal
projection of zi onto the subspace of orthogonal basis UZ . The vector q is the normalized, orthogonal projection
of zi onto the subspace which is orthogonal to UZ . l is the projection of zi onto the basis of UZ .
Additional SVD is performed on the middle matrix in Eq.(3.2.2) to obtain new diagonal singular value
matrix, as shown in the following. [
ΣZ l
0 p
]
= USZΣSZWSZ
T (3.2.3)
Then, updated SVD on [Z zi] is described as follows.
[Z zi] = [UZ q]USZΣSZWSZ
T
[
WZ 0
0 1
]T
= UZ.updatedΣZ.updatedWZ.updated
T
(3.2.4)
where
UZ.updated ← [UZ q]USZ (3.2.5a)
ΣZ.updated ← ΣSZ (3.2.5b)
WZ.updated ←
[
WZ 0
0 1
]
WSZ (3.2.5c)
Then, the rank of matrices is updated from r to r + 1.
Additionally, automatic truncation is implemented in [10, 12]. If p < SV D for a small SV D near the limits
of machine precision, then vector q must have zero norm, and the rank of singular vectors are not increased.
Therefore, the updated SVD matrices are replaced as follows.
UZ.updated ← UZUSZ1:r,1:r (3.2.6a)
ΣZ.updated ← ΣSZ1:r,1:r (3.2.6b)
WZ.updated ← WZWSZ :,1:r (3.2.6c)
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In this paper, another truncation of singular vectors and values are performed according to the prescribed
maximum rank rmax at the last of one updating process, when rupdated > rmax, as follows.
UZ.truncated ← UZ.updated:,1:r (3.2.7a)
ΣZ.truncated ← ΣZ.updated1:r,1:r (3.2.7b)
WZ.truncated ← WZ.updated:,1:r (3.2.7c)
As incremental SVD algorithm introduced here is updated by using single column vector zi, SVDmatrices
are firstly initialized by using the first snapshot z0, as the following
UZ.init ← z0/‖z0‖ (3.2.8a)
ΣZ.init ← ‖z0‖ (3.2.8b)
WZ.init ← 1 (3.2.8c)
In this paper, we adopted incremental SVD algorithm to compute singular vectors and values of augmented
snapshot matrix Z on-the-fly, to replace conventional SVD in Eq.(3.1.1) with incremental SVD.
3.3 Sparsity-promoting DMD after Alternative Total DMD
One of advantages of Alternative TDMD algorithm is that Sparsity-Promoting DMD (SPDMD) can be per-
formed even if TDMD is performed on-the-fly by using incremental SVD. It is because low-rank singular vectors
and values of augmented snapshot matrix Z are conserved after the conventional SVD or incremental SVD,
which enable the reduced-rank approximation of the snapshot matrix by the singular vectors and values. There-
fore, it can be investigated the error norm between reconstructed snapshot matrix from singular vectors and
values, and reconstructed snapshots from DMD modes, which result in the optimal amplitude of DMD modes
and the capability of SPDMD. As described in Eq.(2.4.1), the error norm shown in the following is minimized
to compute optimal amplitude.
min
α
‖X − ΦˆDαT ‖F 2 (3.3.1)
X can be approximated by using low-rank singular values and vectors computed in Eq.(3.1.2) and Eq.(3.1.5),
and DMD modes Φˆ are computed as Eq.(3.1.8), then Eq.(3.3.1) can be reformulated as follows.
min
α
‖ [I 0]UZΣZWZT − ΦˆDαT ‖F 2
= min
α
‖UXΣXWXTΣZWZT −UXV DαT ‖F 2
= min
α
‖ΣXWXTΣZWZT − V DαT ‖F 2
(3.3.2)
Therefore, according to Eq.(2.4.3) and Eq.(2.4.4), the equations for convex optimization in SPDMD is derived
as the following.
min
α
J(α) = α∗Pα− q∗α−α∗q + s (3.3.3)
where
P = (V ∗ V ) ◦ (T T ∗) (3.3.4a)
q = diag(TWZΣZ
∗WXΣX∗V ) (3.3.4b)
s = trace(ΣZ
∗WXΣX∗ΣXWX∗ΣZ) (3.3.4c)
Then, optimal amplitudes and SPDMD amplitudes can be approximated in the same manner as Eq.(2.4.5)∼ (2.4.7)
in the section 2.4.
Therefore, all of matrices used in this SPDMD equations are computed by Alternative TDMD algorithm in
the section 3.1., even though SVD in Eq.(3.1.1) is performed by using incremental SVD. Therefore, SPDMD
amplitudes can be approximated even after Incremental TDMD algorithm.
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4 Flow simulation - Infinite square cylinder
As a test flow field for the DMD algorithms, the flow around infinite square cylinder is simulated. The numer-
ical simulation is performed using OpenFOAM (version 2.2.2) which is open source CFD code developed by
openfoam.org. The result of the flow simulation is validated by comparson with previous setups [15, 16].
4.1 Computational Setups
The flow simulation around the infinite square cylinder with Re = 22, 000 of Reynolds number regarding the
length of the square cylinder and inlet velocity is performed according to [15, 16]. The computational grid
and domain is shown in Fig.4.1. The size of computational domain and location of the square cylinder is same
as the setup in [15], with respect to the length of the square cylinder. Numbers of cartesian grid used for the
simulation is [224× 300], and the height of the closest cells to the square cylinder is δy/h = 6.25× 10−3 which
is slightly larger than presented in [15, 16]. However, it is judged that this setup seems to result in the enough
relevancy of the simulation for the purpose of the evaluation of DMD algorithms. In the simulation, D = 1 m is
chosen as the length of the square cylinder, and uniform velocity Uinlet = 11 m/sec is implemented as the inlet
velocity condition from the slice located in front of the domain, with kinetic viscosity ν = 5× 10−4 reproducing
Re = 22, 000. This flow simulation is conducted by Large Eddy Simulation with Standard Smagorinsky model
with the Smagorinsky constant Cs = 0.168 and the van-driest wall damping function is implemented near the
wall. The flow simulation of infinite square cylinder by OpenFOAM is artificially reproduced by the specific
boundary condition on the top and bottom walls with respect to the xy-slice where z-components in the equation
are not solved. As a velocity-pressure coupling algorithm, pimple algorithm is adopted in this simulation.
(a) Whole computational domain (b) Close up the square cylinder
Fig. 4.1: Computational grid
4.2 The Result of the Numerical Simulation
For the validation, results from this simulation is compared with the previous setups [15, 16]. Firstly the
normalized, time averaged streamwise velocity which is measured along the center line with respect to y direction
is shown in Fig.4.2. with the previous results presented in [15] where other simulation and experimental results
presented in [17, 18, 19, 20] are also plotted. With respect to the time averaged velocity distribution, our
simulation seems to have enough relevancy compared to the simulation in [15]. In addition, the normalized,
mean kinetic fluctuation energy k = u
′2+v′2
2 measured in this simulation is shown in Fig.4.3 with the results
presented in [15] where another experimental result presented in [21] is also plotted. In consequence, kinetic
fluctuation energy seems to be in good agreement with the result presented in [15]. Therefore, even though there
are still some discrepancies with respect to velocity and kinetic fluctuation energy compared to experimental
results and previous simulations, however, it seems that relevancy of this simulation is enough for the discussion
of the relevancy of DMD algorithms.
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5 Results
In this section, various TDMD algorithms explained in the section 2 and 3 are performed and compared in order
to investigate the relevancy of Alternative TDMD algorithm and Incremental TDMD algorithm. Every TDMD
in this paper are applied on the velocity magnitude around the square cylinder simulated in the section 4. The
values of velocity magnitude are stored in the centers of computational cells across the whole computational
domain, which is chosen as a snapshot vector. Numbers of snapshot vectors used for TDMD computations are
1000 snapshots sampled with the time interval ∆tDMD = 5× 10−3 sec.
First, results of conventional TDMD and Alternative TDMD with conventional SVD (in section 3.1) are
compared, in order to validate the relevancy of the formulations of Alternative TDMD. In addition, SPDMD
is performed after each TDMD computation to identify dominant modes to be compared. Second, Incremental
TDMD is performed and compared with the Alternative TDMD, where the difference between those algorithms
is only the choice of SVD algorithm, in order to investigate the relevancy of Incremental TDMD algorithm. After
computing DMD modes by each Total DMD algorithm, Sparsity-Promoting DMD is also performed respectively
to identify dominant modes in the results from each algorithm. Please note that every amplitude of DMD (which
are by the first snapshot, optimal amplitude and SPDMD amplitude) shown in this section are normalized by
the maximum amplitude in each computation.
5.1 Validation of Alternative TDMD
Conventional TDMD and Alternative TDMD are applied on the velocity magnitude around the square cylinder.
The maximum rank of POD modes is set to rmax = 107 out of 999 resultant modes of POD, where the POD
modes which are contributing less than 0.01% with respect to the total variance of singular values of augmented
snapshot matrix are truncated.
First, the DMD amplitudes computed by the scaling with the first snapshot of flow field reconstructed
from POD modes (explained in the section 2.3) are shown in Fig.5.1. with the Strouhal number of each
mode. Comparing amplitude shown in Fig5.1.(a) and (b), the difference in the amplitude distribution between
conventional TDMD and Alternative TDMD is not appeared.
Second, SPDMD is performed after those TDMD computations. The SPDMD amplitudes are shown in
Fig.5.2. with the optimal amplitudes (represented as Optimal amplitude) which is computed by Eq. (2.4.5)
without the penalty parameter γ. In Fig.5.2, SPDMD amplitudes having different numbers of non-zero am-
plitudes are shown. Please note that the numbers of modes having non-zero amplitudes are counted including
negative frequency modes. From Fig.5.2., the difference in SPDMD amplitude between conventional TDMD
and Alternative TDMD is not observed, even if the different numbers of mode having non-zero amplitude are
remained.
Finally, the spatial distributions of dominant DMD mode are examined. Fig.5.3. shows SPDMD amplitude
distributions when remained non-zero amplitudes are 27, which is same as the amplitude distribution described
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as red square marker in Fig.5.2. The spatial distribution of dominant DMD modes, with respect to the SPDMD
amplitude shown in Fig.5.3, located at St = 0.0456, 0.0923, 0.1134 and 0.2061 are visualized in Fig.5.4 for the
comparison. According to Fig.5.4, no difference is observed in the spatial distribution at the same frequency
between the result by the conventional TDMD and Incremental TDMD.
Hence, it is concluded that the Alternative TDMD algorithm combined with SPDMD results in the same as
the conventional TDMD combined with SPDMD.
(a) Conventional TDMD (b) Alternative TDMD
Fig. 5.3: SPDMD amplitude (27 modes having non-zero amplitude)
(a.1) St = 0.0456 (a.2) St = 0.0923 (a.3) St = 0.1134 (a.4) St = 0.2061
(b.1) St = 0.0456 (b.2) St = 0.0923 (b.3) St = 0.1134 (b.4) St = 0.2061
Fig. 5.4: Spatial distribution of DMD modes; a.1 ∼ a.4 are from conventional TDMD and b.1 ∼ b.4 are from
Alternative TDMD
5.2 Results of Incremental TDMD
Next, Incremental TDMD is performed on the same flow field as the section 5.1 to investigate the relevancy
of the algorithm comparing with the conventional TDMD algorithms. However, as discussed in the section
5.1, Alternative TDMD resulted in the same DMD amplitudes and mode distributions as conventional TDMD.
Therefore, in this section, the result of Incremental TDMD is compared with the Alternative TDMD. The
difference between Alternative TDMD and Incremental TDMD is only input matrix which is computed by
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conventional SVD or incremental SVD, and all of the other algorithm is the completely same. However, the
Incremental TDMD can be performed on-the-fly, as singular values and vectors used for the algorithm can
be computed on-the-fly, which is the big advantage with respect to the save of memory consumption and the
usage of data storage, compared to Alternative TDMD. However, in this paper, the incremental SVD is not
performed in parallel to CFD simulation, but performed by using snapshot datasets saved in the storage, for
the comparison with other TDMD algorithms. The prescribed maximum rank of singular vectors and values
for incremental SVD, thus for Incremental TDMD, is set to rmax = 107 which is the same rank as used in
the computation in the section 5.1. Resultantly, peak memory consumption for Incremental TDMD is 280MB
compared to 1365MB for the Alternative TDMD computation, where Incremental TDMD saves almost 80%
memory for this case setups. Please note that the Alternative TDMD program used for this computation is also
very optimized with respect to the memory consumption, hence, it is expected that the regular implementation
of the conventional TDMD algorithm seems to require much more memory.
First, the DMD amplitudes computed by the scaling with the first snapshot of flow field reconstructed from
POD modes (explained in the section 2.3) are shown in Fig.5.5. with the Strouhal number of each mode.
Comparing Fig5.5.(a) and (b), however, it seems to be difficult to find the relevancy of Incremental TDMD
with respect to DMD amplitude distribution compared to the Incremental TDMD, even though it seems that
some large amplitudes by Incremental TDMD at the similar frequency around St = 0.05, 0.1 and 0.2 are also
observed in amplitudes by Alternative TDMD. In addition, it seems to be also difficult to identify the dominant
modes by Incremental TDMD with respect to the magnitude of amplitude from Fig.5.5.
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Fig. 5.5: DMD amplitude by the first snapshot vector
Therefore, SPDMD is performed after Incremental TDMD and compared with the result of SPDMD with
Alternative TDMD. The SPDMD amplitudes are shown in Fig.5.6. with the optimal amplitude (represented as
Optimal amplitude) which is computed by Eq. (2.4.5) without the penalty parameter γ. In Fig.5.6., SPDMD
amplitudes having different numbers of non-zero amplitudes are shown, which are induced by the different
penalty parameter γ in Eq.( (2.4.6). Please note again that the numbers of modes having non-zero amplitudes
are counted including negative frequency modes. According to Fig.5.6, it is observed that the most of amplitude
of SPDMD after Alternative TDMD at higher frequency than St = 0.3 become zero by SPDMD process, which
is in agreement with SPDMD after Alternative TDMD. However, the order of SPDMD mode by the magnitude
of amplitude of each mode is the same regarding the frequency of mode, between Alternative TDMD and
Incremental TDMD, even if remaining few modes by the SPDMD process. Nevertheless, the frequencies of
remaining modes after SPDMD seem to be similar between Alternative TDMD and Incremental TDMD.
For more detailed discussion, the SPDMD amplitudes when the number of non-zero amplitudes is 27 are
shown in Fig.5.7, which are same as the amplitude distribution described as red square marker in Fig.5.6. As
shown in Fig.5.7.(a), the SPDMD amplitude after Alternative TDMD are comparably large at St = 0.0456,
0.0923, 0.1134 and 0.2061 compared to the other amplitudes. In contrast, comparably large amplitudes of
SPDMD after Incremental TDMD are observed at St = 0.0472, 0.0905, 0.1077 and 0.2063 as shown in Fig.5.7.(b),
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Fig. 5.6: SPDMD amplitudes and the optimal amplitude
which are similar to SPDMD after Alternative TDMD with respect to the frequency, even though the order of
amplitude by the magnitude is different, and another large amplitude is also observed at St = 0.1989 which is
not appeared in the result of Alternative TDMD. Therefore, it seems that the similarity in SPDMD amplitude
distribution between after alternative DMD and after Incremental TDMD is observed, with respect to the
identification of the dominant DMD modes.
(a) Alternative TDMD (b) Incremental TDMD
Fig. 5.7: SPDMD amplitude (27 modes having non-zero amplitude)
The spatial distributions of DMD modes are visualized where the similarity is observed between Alternative
TDMD and Incremental TDMD with respect to the mode amplitude and frequency of mode (Fig.5.8). Com-
paring Fig.5.8.(a.2) and (b.2), it seems that those mode describes the same flow structure from the flow field
at St ≈ 0.09. Additionally, the mode distribution at St ≈ 0.11 shown in Fig.5.8.(a.3) and (b.3) also seem to be
similar as well. Therefore, the same flow structure from unsteady flow field seem to be identified by SPDMD
combined with either Alternative TDMD or Incremental TDMD. However, comparing Fig.5.8.(a.1) and (b.1),
mode distribution St ≈ 0.046 seems to be similar, but the discrepancy is observed behind the square cylinder.
Mode distribution at St ≈ 0.206 also shows slight discrepancy, comparing Fig.5.8.(a.4) and (b.4).
Though, the discrepancies appeared at St ≈ 0.046 and St ≈ 0.206 seem to be explained by the decomposition
of a certain flow structure to a pair of mode. According to the Fig.5.7.(b), for example, the high amplitude is
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observed at St = 0.1989 neighboring to the mode at St = 0.2063, which is not shown in the result of Alternative
TDMD. Therefore, mode distribution at St = 0.1989 and St = 0.2063 by Incremental TDMD are shown
in Fig.5.9 and compared with the mode from Alternative TDMD. It seems that Incremental TDMD mode at
St = 0.1989 (Fig.5.9.(c)) and at St = 0.2063 (Fig.5.9.(b)) are similar, and those mode seem to describe the same
flow structure which is expressed by Alternative TDMD at St = 0.2061 (Fig.5.9.(a)). Accordingly, it seems that
the slight difference at St ≈ 0.046 and St ≈ 0.206 caused the decomposition of a mode by Alternative TDMD
to a pair of modes by Incremental TDMD, which seems to be induced by the condition of input matrix for the
DMD operator computation. In addition, if a certain, one mode is decomposed and expressed by a pair of modes
in the other DMD computation, each mode of a pair can have smaller contribution to the total reconstructed
flow field than expressed by the one mode, which may result in the different amplitudes by SPDMD where the
optimization is conducted based on the contribution of each mode to the total energy of the flow field.
(a.1) St = 0.0456 (a.2) St = 0.0923 (a.3) St = 0.1134 (a.4) St = 0.2061
(b.1) St = 0.0472 (b.2) St = 0.0905 (b.3) St = 0.1077 (b.4) St = 0.2063
Fig. 5.8: Spatial distribution of DMD modes; a.1 ∼ a.4 are from Alternative TDMD and b.1 ∼ b.4 are from
Incremental TDMD
(a) St = 0.2061
(Alternative TDMD)
(b) St = 0.2063
(Incremental TDMD)
(c) St = 0.1989
((Incremental TDMD)
Fig. 5.9: Spatial distribution of DMD modes at St ≈ 0.2
In conclusion, it is revealed that the combination of SPDMD and Incremental TDMD computes relevant
modes compared to SPDMD and Alternative TDMD, thus also relevant to SPDMD and conventional TDMD.
Discrepancies in SPDMD amplitude distribution and spatial distribution of mode can be explained. Therefore,
it seems that the combination of SPDMD and Incremental TDMD is applicable to the identification of the
dominant flow structure from large datasets, such as used in engineering applications.
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6 Conclusion
In this paper, first, an alternative algorithm of TDMD (Alternative TDMD) that is computed by only singular
values and vectors of snapshot matrix is proposed, where Singular Value Decomposition (SVD) in the algorithm is
performed by conventional SVD. For validation purpose, Alternative TDMD is applied on the velocity magnitude
around the infinite square cylinder, which results in the same DMD amplitudes compared to conventional
TDMD. Additionally, SPDMD is conducted after the Alternative TDMD, which also results in the amplitude
as SPDMD after conventional TDMD. Spatial distributions of dominant DMD modes identified by SPDMD
are also same between conventional TDMD and Incremental TDMD. Therefore, it is validated that Alternative
TDMD combined with SPDMD results in totally same DMD amplitudes and mode distributions as conventional
TDMD with SPDMD.
Second, the Alternative TDMD algorithm is performed with incremental SVD instead of conventional SVD
(Incremental TDMD). The result of Incremental TDMD is compared with the result of Alternative TDMD.
Additionally, SPDMD is also performed after Incremental TDMD and Alternative TDMD. Comparing the
DMD mode amplitude computed by scaling to the first snapshot vector, it is difficult to find the relations
between Incremental TDMD and Alternative TDMD. However, some dominant modes by Incremental TDMD
can be found in the similar frequency as Alternative TDMD, by comparing the result of SPDMD, even though
some discrepancies are still found in SPDMD mode amplitude distribution. Therefore, it is revealed that
SPDMD enable to find the dominant modes computed by Incremental TDMD which is relevant to the modes
by Alternative TDMD. The spatial distribution of dominant modes by Incremental TDMD are visualized and
compared with those by Alternative TDMD, which result in the similar spatial mode distribution at the close
frequencies even though there are some discrepancy. However, it seems that the discrepancies can be explained
as a certain mode is decomposed to a pair of modes, which result in the difference in amplitude and spatial
mode distribution.
In conclusion, Incremental TDMD combined with SPDMD seems to result in relevant SPDMD amplitude
and spatial mode distribution compared to the Alternative TDMD and conventional TDMD combined with
SPDMD. Therefore, it seems that Incremental TDMD with SPDMD is useful for the analysis of huge and
complex dataset of the flow field, with respect to the identification of the dominant flow structure by using the
small computational resources, as Incremental TDMD doesnt require saving snapshot data on the storage and
loading all dataset to the memory space.
Appendix.A
In the practical computation, performing SVD requires huge computational resources with respect to memory
consumption and computational time. Therefore, singular vectors and values of snapshot matrices are computed
by using the method of snapshot [14] in this paper, instead of performing conventional SVD. The algorithm of
conventional DMD performed with the method of snapshot is described in the followings, as an example.
Instead of performing SVD in Eq.(2.1.4), the eigendecomposition of auto-covariance matrix of snapshot
matrix X is firstly performed as follows.
(XTX)W = WΣ2 (A.1)
where eigenvectors become the right singular vectors of X , and eigenvalues become square of singular values
of X. Additionally, left singular vector of X, which is same as POD modes of X by the method of snapshot,
is computed from right singular vectors and singular values, as follows.
U = XWΣ−1 (A.2)
Hence, the projected DMD operator A˜ in Eq.(2.1.5) is computed as follows.
A˜ = UTAU = Σ−1W TXTYWΣ−1 (A.3)
Finally, DMD modes are computed can be computed as follows.
Φˆ = UV = XWΣ−1V (A.4)
where eigendecomposition of projected DMD operator A˜ is computed as follows.
A˜V = V Λ (A.5)
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In this algorithm, it is not necessary to compute the left singular vectors U explicitly, which results in the
more efficient computation with respect to the memory consumption and computational time.
In addition, the scaling factor of DMD modes explained in the section 2.3 can be computed more efficiently.
Firstly, the first snapshot vector x0 is reconstructed from the first column of the transposed right singular
vectors W T = {w0T ,w1T , . . . ,wm−1T }, as follows.
x0 = UΣw
T
0 (A.6)
Therefore, the Eq.(2.3.7) can be modified as shown in the following.
d = Φˆ+x0
= (V −1ΣW TX+)
(
(XWΣ−1)Σ w0T
)
= V −1Σ w0T
(A.7)
In the equation (A.7), the DMD amplitude is more efficiently computed with respect to the usage of com-
putational resources, as the pseudo-inverse of huge matrix Φˆ is not necessary to be solved.
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