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During the last few years, it has become more and more clear that functionals of the meta generalized gradient ap-
proximation (MGGA) are more accurate than GGA functionals for the geometry and energetics of electronic systems.
However, MGGA functionals are also potentially more interesting for the electronic structure, in particular when the
potential is non-multiplicative (i.e., when MGGAs are implemented in the generalized Kohn-Sham framework), which
may help to get more accurate bandgaps. Here, we show that the calculation of bandgap of solids with MGGA func-
tionals can be done very accurately also in a non-self-consistent manner. This scheme uses only the total energy and
can, therefore, be very useful when the self-consistent implementation of a particular MGGA functional is not avail-
able. Since self-consistent MGGA calculations may be difficult to converge, the non-self-consistent scheme may also
help to speed-up the calculations. Furthermore, it can be applied to any other types of functionals, for which the
implementation of the corresponding potential is not trivial.
In density functional theory (DFT)1 implemented using an
auxiliary system of noninteracting electrons, either within the
Kohn-Sham (KS)2 or generalized KS (gKS)3 framework, the
difference between the energies of the highest occupied (HO)
and lowest unoccupied (LU) orbitals,
E (g)KSg = εLU− εHO, (1)
is often used to calculate the fundamental (photoemission)
bandgap Eg. It is defined formally as (N is the number of
electrons in the system)
Eg = I(N)−A(N)
= [Etot(N− 1)−Etot(N)]− [Etot(N)−Etot(N+ 1)], (2)
where I and A are the ionization potential and electron affinity,
respectively. However, within the KS framework,2 i.e., with a
multiplicative exchange-correlation potential vxc = δExc/δρ ,
EKSg and Eg differ:
Eg = I(N)−A(N) =−εHO(N)− [−εHO(N+ 1)]
= εLU(N)− εHO(N)︸ ︷︷ ︸
EKSg
+εHO(N+ 1)− εLU(N)︸ ︷︷ ︸
∆xc
= EKSg +∆xc, (3)
where ∆xc is the derivative discontinuity.4,5 As a consequence,
with most functionals, either the (unknown) exact one or
a standard approximation of the local density approxima-
tion (LDA) or generalized gradient approximation (GGA),6–8
εLU − εHO is (much) smaller than the value of Eg obtained
from experiment9 (note that very often the experimental
bandgap is obtained from optical experiment, which however
is direct and includes the excitonic effect). Nevertheless, a few
points should be mentioned. First, for a periodic solid it was
proven that ∆xc = 0 with LDA/GGA10,11 (but εLU−εHO is still
smaller than Eg). Second, the self-interaction error (SIE)12
(or delocalization error13) may also worsen the discrepancy
between Eg and EKSg , and actually the absence of a deriva-
tive discontinuity and the SIE are difficult to disentangle.14
Third, within KS-DFT there exist specialized functionals that
are able to provide values of εLU− εHO close to Eg.15–17
Within the gKS theory,3 which concerns functionals Exc
that are not explicit functionals of the electron density ρ , ∆xc
(or a part of it) is included in EgKSg = εLU− εHO [i.e., Eq. (3)
does not hold in gKS theory]. Meta-GGA (MGGA)18 and hy-
brid functionals19 are usually implementedwith a gKSHamil-
tonian and should in principle be able to provide bandgaps that
are more accurate than with GGA. This also means that a di-
rect comparison of EgKSg and Eg is more justified than in the
KS theory.20–23
MGGA methods are very attractive since they are of the
semilocal type, therefore computationally efficient, and they
have shown to be overall more accurate than GGA functionals
for the geometry and energetics of molecules and solids. This
is for instance the case with the recent SCAN functional,24
which has attracted a lot of attention, see e.g., Refs. 25 and 26
(in passing we note that SCAN reduces the SIE,27,28 but on the
other hand leads to over-localization and therefore too large
magnetic moments in itinerant metals25,29–31). Thus, MGGA
functionals are very interesting and promising.
The focus of the present work is on the calculation of
the bandgap of solids with MGGA functionals. We will
show that the bandgap can be calculated very accurately non-
self-consistently using the total energy with Eq. (2). This
procedure is very useful when a self-consistent implementa-
2tion of MGGAs32 is not available or the computational ef-
fort needs to be reduced (MGGAs can be notably more ex-
pensive than GGAs33,34 and may require more iterations to
achieve self-consistent field convergence). Thus, the proposed
scheme may also be very helpful to apply MGGAs more ef-
ficiently in applications involving very large systems or for
high-throughput materials screening.
Contrary to the common belief35,36 that using Eq. (2) for
the calculation of the bandgap of periodic systems is techni-
cally difficult and poses problems, it has been recently under-
lined in Refs. 11, 23, and 37 (see also a related discussion in
Ref. 38) that it is not the case. Here, Eq. (2) is used to cal-
culate Eg with MGGA functionals. Briefly, Etot(N − 1), the
total energy of the whole solid which consists of Nk unit cells
(i.e., the number of k points in the first Brillouin zone used
in the calculation) and N electrons is evaluated with the elec-
tron density ρN−1 = ρN − (1/Nk) |ψHO|
2 and kinetic-energy
density tN−1 = tN − (1/Nk)(1/2)∇ψ∗HO ·∇ψHO, where ψHO
is the orbital at the valence band maximum and is normalized
to one in the unit cell. Similarly, the contribution from the
orbital ψLU at the conduction band minimum is added to ρN
and tN to calculate Etot(N + 1). Since in the limit of an in-
finite solid (Nk → ∞) the addition or subtraction of a single
electron has no effect on the orbitals, the three total energies
in Eq. (2) can be evaluated with the orbitals obtained from the
calculation of the neutral N-electron system. Usually, DFT
codes with periodic boundary conditions deliver the total en-
ergy per unit cell (uc) Euctot, therefore in Eq. (2) Etot = NkE
uc
tot.
We mention that adding or not adding a background charge to
make the N− 1- and N+ 1-electron systems neutral leads to
the same results for Eg when the calculation is convergedwith
Nk. As in Ref. 23, we checked that Eqs. (1) and (2) lead to
exactly the same bandgap for a GGA.
With the goal of applying Eq. (2) to a MGGA non-self-
consistently without having access to the orbitals (and den-
sity) generated with the corresponding non-multiplicative
MGGA potential, the central technical question is which set
of orbitals should be used. Our procedure is the following.
For a given MGGA functional Exc, the total energy is evalu-
ated with various sets of GGA orbitals. The best set is the one
leading to the lowest (i.e., most negative) total energy, since
according to the variational principle, the lower the total en-
ergy, the closer one should approach the true MGGA orbitals
of a self-consistent calculation. Note that a similar procedure
has been used for self-interaction corrected functionals.39
In order to test the accuracy of the procedure, the MGGA
energy functionals Exc that we chose to calculate the bandgap
are TPSS,40 revTPSS,41 MVS,42 SCAN,24 rSCAN,43 TM,44
and HLE17.45 The existing GGA potentials vxc that were
used to generate the orbitals are PBE,6 RPBE,46 PBEsol,47
EV93PW91,48,49 AK13,16 HCTH407,50 and HLE16.17 An
additional GGA potential that we also considered consists of
a modified RPBE potential (mRPBE), where the exchange
and correlation components are multiplied by 1.25 and 0.5,
respectively. The construction of mRPBE is motivated by
the fact that the MGGA HLE17 is a modification of TPSS,
with exchange and correlation multiplied by also 1.25 and
0.5, and, as shown below, the RPBE potential is the preferred
one for generating orbitals to use with TPSS. Besides these
eight GGA potentials, the LDA,2,51 LB94,52 and Sloc53 po-
tentials were also considered for generating the orbitals. The
hope is that among these multiplicative potentials, there is
one providing orbitals that are reasonably close to the ones
that would be obtained with the non-multiplicative MGGA
potential. If this is the case, then the bandgap calculated
using Eq. (2) with the GGA orbitals should be close to the
bandgap EgKSg = εLU− εHO calculated self-consistently with
the MGGA potential. Ideally, and in order to have a scheme
that is useful in practice, it should be always (or at least
for most solids) the same set of GGA orbitals (for a given
MGGA) that leads to the most negative MGGA total energy
and, hopefully, to a bandgap that is close to the true self-
consistent one.
The WIEN2K code,54 a full-potential and all-electron code
based on the linearized augmented plane-wave method,55,56
has been used for the calculations. For each of the 30 solids
that we considered (sp-semiconductors, wide bandgap ionic
insulators, and rare gases, see Table I), the MGGA total en-
ergy was evaluated with the 11 different sets of GGA orbitals.
We found that for most solids this is the same set that leads to
the most negative MGGA total energy. However, as expected,
the set of optimal orbitals depends on the MGGA functional
under consideration. Those are the ones that were generated
from EV93PW91 for MVS, mRPBE for HLE17, and RPBE
for the other MGGAs.
Using these optimal orbitals, the results for the bandgap are
shown in Table I. The calculations were done at the exper-
imental geometry.57 Comparison is made with the bandgaps
obtained using the VASP code58 (based on the projector
augmented wave method59), which allows for self-consistent
MGGA calculations (details of the calculations can be found
in Ref. 57). Additional self-consistent pseudopotential calcu-
lations for the PBE and rSCAN functionals (with pseudopo-
tentials generated specifically for the respective functional)
were performed with the CASTEP code.60,61 It is shown that
the agreement between WIEN2K and VASP is often very
good, since the difference is below 0.1 eV in the majority of
cases except for MVS (using the EV93PW91 orbitals). The
largest discrepancies, 0.54 eV for Ge and 0.43 eV for Ne, were
obtained with MVS. In the case of Ne, a discrepancy of this
order of magnitude is acceptable since it is rather small com-
pared to the bandgap which is above 13 eV. However, this is
not the case for Ge, since 0.54 eV represents 45% of the MVS
bandgap of 1.22 eV calculated with VASP. Other differences
between WIEN2K and VASP which are relatively important
are obtained for AlAs and AlSb with HLE17, and for ZnO
with SCAN and rSCAN. Actually, for the latter functional
the CASTEP bandgaps agree in general extremely well with
those from VASP (in the same way as with PBE), which in-
dicates that the WIEN2K/VASP discrepancies should be due
to the non-self-consistent procedure. MVS and HLE17 lead
to bandgaps that are clearly larger than with all other func-
tionals, therefore these two functionals are somehow different.
This means that for these two functionals, some (occasional)
non-negligible error due to the use of an inconsistent pseu-
dopotential should not be completely excluded.
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FIG. 1. Results obtained with the revTPSS functional using different sets of orbitals. (a) Total energy with respect to the value obtained with
the RPBE orbitals, ∆Euctot =
(
Euctot[{ψi}]−E
uc
tot[{ψ
RPBE
i }]
)
/Nucel , where E
uc
tot is in mRy and N
uc
el is the number of electrons per unit cell. (b)
Bandgap difference EWIEN2Kg −E
VASP
g . For clarity, the results with PBEsol and HCTH407 are not shown.
4TABLE I. Bandgap (in eV) of 30 solids (the space group number is indicated in parenthesis) calculated non-self-consistently with MGGA
functionals using Eq. (2). The GGA potential used to generate the orbitals is EV93PW91 for MVS, mRPBE for HLE17, and RPBE for all
other MGGA functionals. The value in parenthesis is the difference with respect to the self-consistent VASP calculation
(
EWIEN2Kg −E
VASP
g
)
.
The second set of value in parenthesis for PBE and rSCAN is the difference with respect to CASTEP results.
Solid PBE TPSS revTPSS MVS SCAN rSCAN TM HLE17
Al2O3 (167) 6.20 (0.01,0.00) 6.39 (0.08) 6.34 (0.08) 7.30 (-0.13) 7.20 (0.17) 7.12 (0.06,0.07) 6.36 (0.04) 7.17 (0.22)
AlAs (216) 1.47 (0.04,0.01) 1.59 (0.10) 1.51 (0.08) 2.33 (0.17) 1.85 (0.12) 1.87 (0.10,0.07) 1.44 (0.00) 2.76 (0.27)
AlN (186) 4.14 (-0.00,0.01) 4.21 (0.07) 4.13 (0.05) 4.89 (-0.22) 4.78 (-0.01) 4.82 (0.03,0.05) 4.16 (0.00) 4.91 (0.17)
AlP (216) 1.59 (0.01,-0.02) 1.74 (0.10) 1.64 (0.08) 2.22 (0.11) 1.96 (0.06) 1.95 (0.05,0.03) 1.60 (0.02) 2.84 (0.05)
AlSb (216) 1.22 (0.01,-0.00) 1.31 (0.04) 1.23 (0.04) 1.85 (0.05) 1.46 (0.09) 1.46 (0.01,0.00) 1.12 (-0.04) 2.05 (0.25)
Ar (225) 8.71 (-0.01,0.01) 9.35 (0.04) 9.26 (-0.01) 10.37 (-0.09) 9.58 (0.08) 9.54 (0.01,-0.02) 8.74 (0.07) 10.91 (0.07)
BeO (186) 7.37 (0.02,0.01) 7.43 (0.10) 7.37 (0.10) 8.22 (-0.21) 8.31 (0.15) 8.25 (0.06,0.07) 7.39 (0.05) 8.59 (0.12)
BN (216) 4.46 (0.01,-0.02) 4.66 (0.23) 4.47 (0.18) 5.08 (0.05) 5.06 (0.13) 5.08 (0.09,0.08) 4.48 (0.09) 5.97 (0.28)
BP (216) 1.25 (-0.02,-0.01) 1.32 (0.01) 1.19 (0.00) 1.36 (-0.09) 1.56 (-0.02) 1.44 (-0.04,0.01) 1.20 (-0.04) 2.18 (-0.05)
C (227) 4.14 (-0.01,-0.00) 4.26 (0.07) 4.10 (0.04) 4.04 (-0.15) 4.54 (-0.04) 4.38 (-0.00,0.03) 4.10 (0.01) 5.14 (0.14)
CaF2 (225) 7.28 (0.00,0.02) 7.75 (0.02) 7.49 (-0.03) 8.57 (0.25) 8.04 (0.21) 8.09 (0.22,0.22) 6.90 (0.07) 9.44 (0.11)
CaO (225) 3.67 (0.04,-0.00) 3.81 (0.06) 3.72 (0.02) 4.38 (0.01) 4.45 (0.29) 4.42 (0.26,0.23) 3.61 (0.00) 4.57 (0.06)
CdSe (216) 0.71 (-0.04,-0.01) 0.94 (0.04) 0.93 (0.04) 2.24 (0.17) 1.10 (0.03) 1.18 (0.02,0.00) 0.93 (0.03) 1.71 (-0.02)
GaAs (216) 0.52 (-0.05,0.00) 0.72 (0.04) 0.76 (0.05) 2.31 (0.15) 0.80 (0.00) 0.96 (-0.04,-0.03) 0.86 (0.02) 0.79 (0.13)
GaP (216) 1.59 (-0.05,-0.01) 1.70 (0.02) 1.59 (0.02) 2.15 (0.00) 1.81 (-0.07) 1.84 (-0.06,-0.00) 1.55 (0.00) 2.25 (0.05)
Ge (227) 0.06 (-0.05,0.00) 0.20 (0.03) 0.27 (0.05) 1.76 (0.54) 0.24 (0.10) 0.39 (-0.06,-0.05) 0.42 (0.11) 0.00 (0.00)
InP (216) 0.68 (-0.03,-0.00) 0.87 (0.05) 0.85 (0.06) 1.98 (0.07) 0.98 (-0.07) 1.07 (-0.04,-0.02) 0.90 (0.04) 1.16 (0.03)
KCl (225) 5.21 (-0.00,0.01) 5.70 (-0.02) 5.59 (-0.02) 6.61 (0.14) 5.74 (-0.04) 5.77 (0.00,0.00) 5.12 (0.02) 6.88 (-0.04)
Kr (225) 7.26 (-0.01,-0.00) 7.86 (-0.03) 7.84 (-0.03) 9.22 (0.24) 8.00 (-0.04) 8.04 (0.02,0.04) 7.39 (0.04) 9.29 (-0.02)
LiCl (225) 6.33 (0.00,0.00) 6.54 (-0.01) 6.56 (-0.03) 7.75 (0.01) 7.18 (0.00) 7.12 (-0.02,-0.03) 6.52 (-0.03) 7.76 (-0.01)
LiF (225) 9.08 (0.00,0.01) 9.23 (-0.03) 9.07 (-0.11) 10.79 (0.31) 10.14 (0.16) 10.11 (0.14,0.11) 8.89 (-0.07) 10.81 (-0.01)
LiH (225) 3.08 (0.08,0.01) 3.37 (0.01) 3.64 (0.02) 3.83 (-0.19) 3.58 (-0.06) 3.54 (-0.03,-0.08) 3.16 (-0.06) 4.66 (0.04)
MgO (225) 4.71 (0.00,0.01) 4.80 (-0.00) 4.73 (-0.02) 5.88 (-0.06) 5.69 (0.16) 5.63 (0.07,0.08) 4.78 (-0.01) 5.66 (0.05)
NaCl (225) 5.11 (0.01,0.00) 5.47 (0.02) 5.41 (0.00) 6.55 (-0.01) 5.76 (-0.09) 5.76 (-0.07,-0.06) 5.13 (-0.05) 6.73 (0.02)
NaF (225) 6.33 (0.02,0.02) 6.74 (0.06) 6.50 (-0.02) 7.81 (0.11) 7.19 (0.17) 7.15 (0.07,0.08) 5.95 (-0.12) 8.38 (0.09)
Ne (225) 11.58 (-0.00,-0.01) 12.28 (0.13) 12.20 (-0.01) 13.88 (0.43) 12.97 (0.20) 13.07 (0.17,0.07) 11.52 (-0.07) 14.47 (0.21)
Si (227) 0.58 (-0.04,0.00) 0.69 (-0.01) 0.58 (-0.02) 0.87 (-0.07) 0.85 (-0.02) 0.77 (-0.05,0.01) 0.56 (-0.05) 1.57 (-0.06)
SiC (216) 1.36 (0.01,-0.03) 1.47 (0.15) 1.30 (0.10) 1.82 (-0.03) 1.78 (0.07) 1.82 (0.08,0.07) 1.33 (0.04) 2.47 (0.18)
ZnO (186) 0.82 (0.02,0.03) 0.79 (0.06) 0.61 (0.01) 1.57 (0.15) 1.32 (0.18) 1.40 (0.17,0.19) 0.55 (-0.08) 2.26 (-0.12)
ZnS (216) 2.12 (-0.03,-0.01) 2.33 (0.04) 2.26 (0.04) 3.42 (0.12) 2.60 (-0.03) 2.66 (0.00,0.00) 2.22 (-0.01) 3.23 (-0.06)
The average over all solids of the absolute difference∣∣EWIEN2Kg −EVASPg
∣∣ is shown in Table II for all combinations
(Exc,vxc), i.e., all sets of orbitals (generated by the various
vxc) plugged into all MGGA energy functionals Exc. The
values with the optimal orbitals (highlighted in bold) repre-
sent the statistics of the results in Table I. For all function-
als except MVS the average error is below 0.1 eV. A larger
value of 0.14 eV is obtained for the MVS functional with
the EV93PW91 orbitals. We checked that combining the
EV93 exchange potential48 with other correlation potentials
like LDA,51 PBE,6 or LYP8 does not improve the MVS re-
sults.
In general, a clear correlation between the total MGGA en-
ergy and the difference in the bandgap can be observed; if a
set of orbitals leads to (one of) the most negative total energy
for a particular MGGA functional (quantified by the average
of the total energy per cell and per electron, see Table II),
then the agreement with VASP for the bandgap will be one
of the best. However, choosing a set of orbitals that is not
the one that minimizes the MGGA functional may seriously
degrade the agreement with VASP. For instance, the mRPBE
orbitals, which are the optimal for the MGGA HLE17, lead to
rather inaccurate results for all other MGGAs (the disagree-
ment with VASP is 0.8-0.9 eV). Among all sets of orbitals
that we have considered, the Sloc orbitals lead most of the
time to the least negative MGGA total energy and, conse-
quently, to the worst agreement with VASP results for the
bandgap except with HLE17. We just note that in the case of
the (r)SCAN functional, the EV93PW91 orbitals, despite be-
ing less optimal than the RPBE ones for the total energy, lead
to slightly better agreement between WIEN2K and VASP for
the bandgap. However, the differences are at the level of 0.01-
0.02 eV, which is very small and of the same order as errors
that could come from other parameters like the basis set size
or the pseudopotential. A graphical illustration of the detailed
results is shown in Fig. 1 for the revTPSS functional when it
is evaluated using the orbitals obtained from some of the best
potentials. From Fig. 1(a), which compares the revTPSS total
energies, we can see that the ordering of the potentials, ex-
cept HCTH407, is the same for all solids. The results with the
HCTH407 orbitals alternate with those from the other sets of
orbitals. The results for the bandgap in Fig. 1(b) show that us-
ing the RPBE orbitals (the optimal ones for the revTPSS total
energy) does not systematically lead to the smallest difference
5TABLE II. Average (in eV) of the absolute difference between the non-self-consistent (WIEN2K) and self-consistent (VASP) bandgaps. The
non-self-consistent bandgaps were calculated with Eq. (2) for various MGGA functionals (corresponding to the columns) by using orbitals that
were generated by various potentials (corresponding to the rows). The number in parenthesis is the average of
(
Euctot−E
uc,0
tot
)
/Nucel where E
uc,0
tot
(in mRy) is the lowest total MGGA energy among all those calculated using the different sets of orbitals and Nucel is the number of electrons
per unit cell. The results for the combination (Exc,vxc) that was used for the bandgaps in Table I are in bold.
TPSS revTPSS MVS SCAN rSCAN TM HLE17
RPBE 0.06 (0.0) 0.04 (0.0) 0.15 (0.2) 0.10 (0.0) 0.07 (0.0) 0.04 (0.0) 0.90 (4.9)
PBE 0.06 (0.0) 0.05 (0.0) 0.16 (0.5) 0.11 (0.1) 0.08 (0.1) 0.04 (0.0) 0.92 (5.3)
PBEsol 0.13 (0.2) 0.11 (0.2) 0.27 (0.7) 0.17 (0.3) 0.17 (0.3) 0.11 (0.2) 0.98 (6.3)
HCTH407 0.14 (0.3) 0.15 (0.3) 0.16 (0.3) 0.13 (0.1) 0.12 (0.1) 0.18 (0.4) 0.74 (4.0)
EV93PW91 0.10 (0.5) 0.10 (0.4) 0.14 (0.0) 0.08 (0.3) 0.06 (0.3) 0.09 (0.3) 0.87 (4.6)
LDA 0.13 (0.7) 0.10 (0.8) 0.18 (1.7) 0.18 (0.9) 0.15 (0.9) 0.10 (0.8) 0.97 (7.7)
AK13 0.40 (2.6) 0.44 (2.6) 0.63 (1.7) 0.49 (2.4) 0.48 (2.3) 0.53 (2.8) 0.91 (4.2)
LB94 0.41 (3.7) 0.44 (4.1) 0.58 (5.3) 0.41 (3.8) 0.44 (3.8) 0.48 (4.4) 0.55 (4.5)
mRPBE 0.81 (4.9) 0.83 (5.3) 0.88 (4.8) 0.80 (4.6) 0.83 (4.6) 0.89 (5.3) 0.10 (0.0)
HLE16 0.91 (6.3) 0.92 (6.7) 0.91 (5.8) 0.89 (5.9) 0.90 (5.8) 0.99 (6.8) 0.21 (0.5)
Sloc 1.60 (12.0) 1.61 (12.6) 1.58 (12.4) 1.55 (11.6) 1.56 (11.6) 1.67 (12.9) 0.78 (2.8)
EWIEN2Kg −E
VASP
g , however on average the difference is the
smallest (0.04 eV, see Table II). The results for the revTPSS
bandgap with the PBEsol and HCTH407 orbitals [not shown
in Fig. 1(b)] exhibit for a few cases (e,g., Ge with PBEsol)
rather large errors.
We mention that Lima et al.62 proposed to approximate the
potential vBxc of a functional E
B
xc =
∫
εBxcd
3r as the rescaling
of the potential of another functional A: vBxc ≈
(
εBxc/ε
A
xc
)
vAxc.
This method may be useful when the potential vBxc is not im-
plemented, as in our case here with MGGAs. We tested
this scheme for a few cases, including A = PBE, RPBE, or
EV93PW91 and B = SCAN or MVS, to obtain an approxi-
mate (and multiplicative) MGGA potential that is used to cal-
culate the orbitals that are then plugged into the correspond-
ing total-energy MGGA functional. However, the results (not
shown) are typically worse than those obtained with several
of the GGA potentials, meaning that the orbitals obtained with
vB=MGGAxc are not particularly close to the trueMGGA orbitals.
Thus the method does not seem to be really useful for our pur-
pose.
In summary, we have shown that the use of total energies
[Eq. (2)] to calculate the bandgap of MGGA functionals can
lead to very accurate results even when GGA orbitals are used.
However, it is important to choose reasonable orbitals, i.e.,
orbitals that satisfy the variational principle as much as possi-
ble. Luckily, once a GGA potential to generate the orbitals
has been shown to be appropriate for a MGGA functional
in a few cases, then it appears to be rather safe to use it for
other solids. Thus, this scheme allows to obtain the bandgap
with MGGA functionals when the corresponding potential is
not implemented. In principle, this simple procedure can be
applied to any kind of (new) energy functionals, whose self-
consistent implementation would require intense effort.
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