Abstract-In this paper, we propose an analytical model for TCP over selective repeat ARQ in wireless networks, in which random loss is the primary impediment to reliable, high-speed data services. We focus on the issue of modeling RTT (round trip time) variation due to ARQ retransmission at the link layer with non-negligible propagation delay. With the proposed model, we present upper and lower bounds for TCP end-to-end throughput. Simulation with ns2 is performed to validate our analysis.
I. INTRODUCTION
Global networks that provide high-speed data services invariably will contain a wireless segment (e.g. cellular, satellite, etc.). The next generation Internet is anticipated to provide support for various popular applications such as web browsing, file transfer etc. on-board airplanes or ships by using an appropriate TCP/IP based wireless network. However, wireless loss is known to adversely affect TCP end-to-end performance [1] . In the literature, there have been many proposals to improve TCP performance in wireless networks [2] among which "TCP spliting" has attracted some attention due to its ease of implementation (since it does not require modification to TCP stack in the end systems). On the other hand, a reliable protocol (such as selective repeat ARQ) can be used at link layer to prevent TCP packets losses in the wireless channel. The Wireless IP Suite Enhancer (WISE) [10] developed at the Lincoln Laboratory is one such scheme that adopts both "TCP splitting" technique and SR-ARQ to enhance TCP performance for satellite networks. [11] proposed an efficient ARQ scheme for GEO satellite networks, by adding more information about receiver status into ACK packets. Nevertheless, such approaches lead to new problems -the interaction between TCP and link layer protocol, both of which offer reliable data transfer, may impact the end-to-end performance significantly due to the possibility for greater variability in (end-to-end) round trip time due to (random number) link layer retransmissions.
An added significance our work accrues due to the relative lack of analytically inspired research on modeling and analyzing TCP performance over link layer protocols in wireless networks. Of the few earlier studies, [3] investigated TCP/RLP performance with CDMA wireless link; as FER (frame error rate) increases, it suggested increasing the number of retransmissions at link layer to alleviate TCP throughput degradation. [4] and [5] considered the effect of forward error correction (FEC), and [6] studied the interaction between TCP and ARQ as well. However all of them relied primarily on simulation, and did not propose any substantive analytical model. Some useful analytical models were proposed in [7] [8], but they focused on the presence of burst errors in a fading channel and ignored wireless propagation delay which is not feasible when the propagation delay is not negligible such as in a satellite network. [12] evaluated performance of hybrid ARQ in LEO satellite networks, but did not study TCP performance. [13] proposed an analytical model to evaluate the performance of TCP over Go-Back-N ARQ in UMTS environments, whereas Go-Back-N ARQ is not efficient compared with SR-ARQ.
The paper is organized as follows, In Section 2, we describe our model assumptions. Delay and delay variations caused by retransmission of SR-ARQ is analyzed in Section 3. We provide our analytical model for throughput analysis for TCP over SR-ARQ in wireless networks in Section 4. Section 5 shows simulation results validating our model. We conclude the whole paper in Section 6. Fig. 1 shows the system model for the following analysis. We assume that the terrestrial propagation delay is short enough to be ignored, when compared with wireless propagation delay (such as in satellite networks). Other important assumptions on which our analysis is based are shown as follows.
II. MODEL ASSUMPTION
1.
In-order packet delivery policy is assumed for the SR-ARQ data link, Otherwise, spurious retransmissions due to out-of-order packets will take place, degrading performance significantly. Therefore, a buffer is needed for reordering at the link layer of the receiver, denoted by B Rv (see Fig.1 ). Furthermore, we assume B Rv is big enough so that no received packets will be lost at the receiver.
2.
For the purpose of protecting TCP from unreliable wireless channel, fully reliable SR-ARQ is used at link layer, implying that each packet is retransmitted We assume only standard ACK scheme (no delayed ACKs) by which one TCP ACK is generated for each received TCP data packet and sent back to TCP sender with no delay. 7.
ACK/NACK method is also used at link layer; for each received link layer packet, ACK is sent for success and NACK for failure. 8.
We assume that both TCP ACK packets and Link layer ACK/NACK packets are error-free. This is reasonable in most cases since their length is much smaller when compared with data packets. Furthermore, since they constitute control traffic with higher priority, powerful forward error correction (FEC) schemes can be used to protect them from losses.
III. MODELING DELAY CAUSED BY SR-ARQ RETRANSMISSION
We assume that link layer (LL) packet loss rate in a wireless channel is p, the round trip time of the wireless channel is T , the transmission time of one LL packet is δ, and each TCP packet is segmented to S LL packets. The probability distribution of total delay d for transmission of a LL packet is then given by
i.e. a geometric distribution. Assuming that n successive TCP packets await transmission, we have nS LL packets in buffer B T x after segmentation. As follows, we will derive the probability distribution of total delay d (nS) (see Fig.2 ), which is the time to successfully transmit all nS LL packets.
At first, we ignore the transmission time of each packet so that nS LL packets can be regarded as essentially being sent at the same time. Since the probability distribution of d for each LL packet is identical, independent and given by Eq.(1), we have
The mean of d (nS) is given by
If nS equals 1, Eq.3 simplifies to
as expected. In fact, packets are sent successively not simultaneously. Assume that the kth packet is 'slowest', i.e. requires the largest number of transmission attempts prior to success. The duration between the start time of the first transmission and that of the kth packet is δk(1 ≤ k ≤ nS). Since the delay distribution of n packets is identical and independent, they have the equal probability 1 nS to be the slowest one. Therefore, the mean duration is
Thus a more accurate result for the mean of IV. ANALYSIS OF TCP OVER SR-ARQ Fig.3 shows a typical series of packet transmissions, that show the start time of transmission of a link layer packet and the corresponding TCP ACK, and the TCP sequence number of the slowest LL packet in every window transfer. We see that the time spend for successfully sending each TCP packet on the wireless channel is different due to channel loss and retransmission. A link layer packet arriving 'earlier' at the receiver must wait for the slower packets according to in-order delivery policy. Consequently, TCP ACK packets are generated in bunches, and each TCP window transfer is segmented into several continuous parts with a gap in between (see Fig.3 ). In Fig.3 , "X" denotes the slowest packet in each window transfer. It shows that the slowest packet belongs to the final continuous segment. Furthermore, the number of packets in the final continuous segment is a random variable and depends on the position of the slowest packet in the previous window transfer -we assume to be uniformly distributed on [2, w] , where w is the size of TCP congestion window in the current window transfer. The lower bound 2 corresponds to the case that the last packet in the previous window is slowest, and w corresponds the case that the first packet in the previous window is slowest.
We use r (w) to denote the total transmission time of the final continuous part with the TCP window size of w. The mean of r (w) is given by
The above represents the approximate average time for TCP congestion window to increase by one at the window size of w during the congestion avoidance period. In the following, we investigate when the overflow of sender buffer B T x takes place. We assume that at time t the number of TCP packets in receive buffer is b Rv (t), the number of TCP packets in transmit buffer is b T x (t), the number of TCP ACK packets in travel is Ack(t), and TCP congestion window size is w(t) (note that actually both b Rv and b T x are link layer packets, but measured in units of a TCP packet). Obviously, overflow occurs when b T x (t) exceeds the transmit buffer capacity which is denoted by C.
Since w(t) indicates the total number of TCP packets without acknowledgement, we have 
and b T x (t) reaches its local maximum w(t). We know w(t) is constant in every window
transfer. Therefore, b T x reaches its local maximum w(t) iff the receive buffer becomes empty sometime within a window transfer.
Since the local maximum value of b T x (t) is w(t), overflow only takes place after w(t) is built up to C + 1. Let us consider two cases. In case I, B Rv becomes empty in every window transfer. Finally, as w(t) reaches C + 1, overflow will happen and one packet will be lost. In case II, B Rx never becomes empty during the window transfer with w(t) equal C +1, and will become empty in the next window transfer when w(t) equals C + 2. At that time, overflow takes place and two packets are lost. Of curse, it is possible for B Rv to still remain nonempty in the next window transfer, leading to burst loss. But we assume that its probability is small enough to be ignored, compared to case I and II. In fact, in our simulation we only see case I and II. Now we calculate the average TCP end-to-end throughput in both of these two cases.
Case I: Congestion loss occurs when w(t) equals C + 1, then w(t) halves to 
The duration time D of this period is
Average throughput λ 1 can be computed as
Case II: Overflow happens at the time w(t) equals C + 2, and two TCP packets are lost. Then w(t) decreases to quarter of its previous value. In steady state, w(t) changes between 
Average throughput λ 2 can be computed as
Obviously, the accurate average throughput λ should depend on both of two cases above. However, it is difficult to give out the exact probability for each of them. But we can use Eq.11 and Eq.14 to form the lower bound and upper bound, which are valuable for performance evaluation as well.
In what follows, we show some simulation traces to validate our above analysis. In Fig.4 , we see that the occupancy of reordering buffer often decreases to zero. Fig.5 show that in steady state, only two cases mentioned above take place. V. MODEL VALIDATION AND DISCUSSION ON NUMERICAL RESULTS We use ns2 to simulate a network that consists of a senderreceiver pair connected via a lossy link with bandwidth 1 Mbps (bit per second). The size of TCP data packet is fixed with 500 bytes leading to the maximum output rate of 250 TCP packets per second. The loss rate is calculated in units of TCP packet no matter whether segmentation is used or not - Fig.6 does not consider segmentation whereas Fig.7 does (S = 10). In addition, different buffer sizes of B T x are investigated. The buffer size for Fig.6a and Fig.7a is 20 (TCP packet), and that for Fig.6b and Fig.7b is 40 (TCP packet) . From Fig. 6 and Fig. 7 we can see that simulation results are bounded very well in the analytical range, showing that our model works well. Fig.6b shows that lower the packet loss rate, the closer the throughput approaches the upper bound. As is known, the queue length of the reordering buffer should be dominated by the variation of the transmission time for a packet.Therefore, the greater the variation, greater the number of packets at the reordering buffer in the receiver. As a result, the time the reordering buffer stays empty in a round increases with decreasing variation. For example, if the packet rate is zero, then the variation is zero too. Every packet is delivered in order so that the reordering buffer is always empty. Therefore, in the case with less packet loss rate, the probability of Case I, in which the reordering buffer being empty at least once in every window transfer, is larger so that the throughput is much closer to the upper bound.
Moreover, there are some other factors that affect how long the reordering buffer stays empty, such as the buffer size of the transmitter. For example, if this buffer is small enough that the link will be far below the full utilization, then it is expected that the reordering buffer is empty for some duration in every window transfer. Generally, the smaller the size of the send buffer B T x , the larger the time in every window transfer when the reordering buffer B Rv stays empty. The throughput in Fig.7a with the buffer size of 20 is much closer to the upper bound than that in Fig.7b with buffer size of 40. However, the difference between Fig.6 (a) and (b) is not obvious because the variation of the transmission time in Fig.6 is greatly increased because segmentation is not used. In other words, segmentation reduces the variation of the transmission time and has higher resource utilization.
On the other hand, from simulation results we see that the results are bounded more tightly in the case with the longer round trip time. In fact, this is because the absolute value of the throughput is smaller for the longer round trip time. The ratio of the lower bound to the upper bound has little difference for different RTT. Fig.8 shows the result for the buffer size of 20 (TCP packets) and no segmentation. The total difference is below 0.01. 
VI. CONCLUSION
In this paper, we studied the delay variation caused by SR-ARQ retransmission. Propagation delay and random losses in a wireless networks were concerned. Assuming a wireless channel with i.i.d model, we derived the distribution of total delay for n successively sent packets. We analyzed the problem of congestion loss due to long persistence time of full reliable SR-ARQ with in-order packet delivery policy. Simulation and analysis results show two main cases of packet loss. The upper bound and lower bound of throughput was derived and validated by simulation. 
