ABSTRACT Power models are a critical element in current research regarding the effect of programoffloading decision making on the energy consumption of mobile devices. Several utilization-based power models have been proposed for measuring the energy consumption of locally running programs. However, the main challenge of utilization-based methods is that the models must be retrained for program units that use hardware components not addressed in the training phase. This paper proposes a paired sampling-based power model to address this critical challenge. The proposed power model estimates the energy consumption of an OSGi service asynchronously invoked in a multithreading environment on the basis of the overall remaining battery energy information at runtime without a connected power meter or energy profile for each specific hardware component of different devices. On the basis of the power model, an offloading decision model is proposed to dynamically determine whether a service invocation should be offloaded to a nearby mobile device over Bluetooth to conserve energy. The proposed approach was experimentally assessed regarding the correctness of decision making, energy gained by offloading service invocations, and weighted absolute percentage error of the estimated energy consumption compared with actual one.
I. INTRODUCTION
The increasing complexity of mobile applications has led to users having to regularly upgrade their hardware to keep pace with increasing performance requirements, but continues to cause the problem of short battery lifetime [1] . In addition to focusing on identifying and refactoring energy code smells inside mobile applications [2] - [5] , one research trend for extending battery lifetime is the offloading of computationally intensive tasks from resource-constrained mobile devices to stronger surrogate machines [6] , [7] . The existing offloading approaches can be classified in terms of the following categories: Offloading targets, offloading task granularity, offloading decision time, and power models for offloading decision making.
Regarding offloading targets, several studies have focused on offloading tasks to cloud servers [1] , [8] - [12] whereas others have investigated offloading tasks to intermittently connected mobile devices without hosting and maintaining servers [13] , [14] . Regarding offloading task granularity [15] , an offloaded program unit can be a method [1] , [8] , [13] , [16] - [18] , a module [10] , [19] , an OSGi bundle [11] , or a mobile application [9] . Regarding the offloading decision time, offloading decisions can be made statically [16] , [20] , [21] or dynamically [1] , [8] , [9] - [13] . For static approaches, the tasks to be offloaded are determined during the development phase to reduce the overhead during execution. By contrast, dynamic approaches can adapt to different runtime conditions such as fluctuating network bandwidths.
Regarding power models, extant approaches can be divided into three further categories: power models that estimate offloading energy consumption [22] , [23] , power models that estimate the energy consumption of a program unit running on a local mobile device [24] - [26] and power models that estimate both offloading and local energy consumption for offloading decision making [1] , [8] - [13] . Because most power models apply utilization-based methods to measure energy consumption [1] , [8] - [11] , [13] , they must be trained in advance by changing the state of one hardware component at a time, while keeping all others constant. Therefore, the main challenge when applying power models is that energy profiles must be developed by a platform's manufacturers or retrained for program units that use hardware components of different devices not addressed in the training phase.
In this work, a framework-referred to as EA-OSGi-was developed with the following key features:
• A paired sampling-based power model is proposed to address the challenge of the utilization-based method.
Without pretraining for each specific hardware component of different devices, only the overall runtime remaining battery energy information is required for estimating the energy consumption of an OSGi service situated in a multithreading environment. The key idea of the model is to statistically compare the overall per-second energy consumption during each latest invocation of the service and a paired short time period immediately after the invocation completion. The evaluated difference mean value is then used to estimate the energy ''purely'' consumed by each service invocation.
• An offloading decision model incorporating the power model is proposed to dynamically determine whether an asynchronous service invocation to an OSGi bundle should be offloaded to a nearby mobile device over Bluetooth to save energy. In contrast to most approaches, the proposed framework enables users to offload services to their nearby mobile devices through Bluetooth without requiring internet connections to a central cloud server. The key idea of the decision model is first to estimate the energy that would be consumed for sending and receiving data if the latest invocations were offloaded to a nearby mobile device. Next, the decision is made through statistically comparing the estimated energy consumption and that of corresponding local service invocations estimated by the power model.
• Because OSGi [27] has gained increasing attention in the development of services for mobile devices for its modularization and extensibility [28] , [29] , OSGi bundles are considered as offloaded program units in this work. Furthermore, as OSGi bundles can be dynamically downloaded and installed at runtime, the offloading decisions are made dynamically. The framework was developed with the following two assumptions: i) The decision is made from the perspective of conserving the energy of the user's mobile device rather than considering the overall energy consumption optimization among the user's and peers' mobile devices, and ii) For some types of services, such as uploading a number of pictures or compressing large videos, service completion time may not be a user's central concern in comparison with energy conservation in situation of low battery, this work is focused on enabling estimating the energy consumption of an OSGi bundle asynchronously invoked in a multithreading environment, while service turnaround time is not considered as a criterion for offloading decision making. Hence, this paper does not suggest a more suitable tradeoff between computation time and energy savings. A motivating running example under these assumptions is elaborated in Section III.
The framework was experimentally evaluated regarding the correctness of decision making, energy gained by offloading service invocations, and the weighted absolute percentage error of the estimated energy consumption. Furthermore, some findings and limitations of the current implementation are discussed. The remainder of this paper is organized as follows: Section II contains a review of related studies. Section III describes a running example used throughout this paper. The proposed approach is fully described in Section IV, and the experimental evaluations are presented in Section V. Finally, in Section VI, we summarize the contributions of the proposed framework.
II. RELATED WORK
This section describes a number of state-of-the-art energyaware service offloading approaches. A comparison is also discussed regarding their power models and offloading policies.
ThinkAir [1] is a mobile computing framework that provides method-level computation offloading to cloud server by exploiting the concept of smartphone virtualization. It makes the offloading decision by taking into account of execution time and energy consumption depending on the data collected about the current environment and that learnt from past executions. ThinkAir dynamically estimates the energy consumption of each running method by implementing the energy estimation model similar to PowerTutor [24] which accounts for power consumption of several hardware components. In addition, M. Akram et al. [31] extended ThinkAir to allow delayed offloading.
MAUI [8] is a system that enables fine-grained energyaware offloading of mobile code to the infrastructure. It provides a programming environment on the Microsoft .NET platform where developers annotate which methods of an application can be offloaded for remote execution. The MAUI profiler uses the Monsoon power meter [30] to measure a device's energy consumption and builds an energy profile of the smartphone. It uses the method's duration and CPU cycles to estimate the energy consumed by running the method on the smartphone. The data collected by the profiler are used as the input to a global optimization problem that determines which remoteable methods should be executed locally and which should be executed remotely.
Phone2Cloud [9] is a computation offloading-based system for energy saving on smartphones. It enhances the application's performance through reducing its execution time. The energy consumption of running an application on smartphone is calculated by the active power of the processor and the predicted execution time. The power consumption is measured by PowerUsage [32] , which uses battery interfaces provided by Google APIs to record power consumption of smartphones. Y. D. Lin et al. [10] proposed an offloading framework, named Ternary Decision Maker (TDM), which aims to shorten response time and reduce energy consumption at the same time. The execution target includes an on-board CPU, an on-board GPU and a cloud server. They use Android daemon-maintained battery logs to obtain power information and design different scenarios to measure the energy consumption of mobile CPU, mobile GPU and network interface for decision making. F. A. Ali et al. [11] proposed power consumption models for all subsystems of a mobile device including CPU, Wi-Fi, RAM and display unit. Their energy-aware offloading architecture AIOLOS [33] applies the proposed models to measure the energy consumption of application components at runtime and decides whether the component should be offloaded to a server or not. To derive the model parameters for the subsystems, a script is executed to vary the utilization of one subsystem whilst keeping the other subsystems in a stable state, and the power consumed by the mobile device is measured by an external power meter [30] .
Serendipity [13] enables a mobile computation initiator to use remote computational resources available in other mobile systems to speedup computing and conserve energy. Each node of the Serendipity system constructs its device profile including its execution speed and energy consumption model using techniques like PowerBooter [24] . The profiles are used to estimate the jobs' execution time and energy consumption on every node. Serendipity makes offloading decision based on the goal of reducing the job completion time or conserving the device energy. Table 1 shows the comparison of the related work. All of the above-mentioned approaches estimate energy consumption of a task unit on a local mobile device based on the utilization information of specific hardware components obtained in the training phase. However, the power models would have to be retrained for those task units that use hardware components not addressed in the training phase. By contrast, instead of requiring the energy consumption information of specific hardware components of a mobile device, the proposed paired sampling-based approach estimates the energy consumption of a program unit based on the overall remaining battery energy information obtained by Android built-in API [34] .
Power models can be further divided into two categories: offline method and online method. As described in [25] , offline method is often used under laboratory conditions and uses external measurement tools to understand power usage [35] - [37] , and it is practically very hard to construct individual power models for each device. Compared to offline method, online method uses a built-in BMU (Battery Monitoring Unit) to generate a dynamic power model [25] , [38] , [39] . Like the works in [1] , [9] , [10] , [13] , our proposed power model is an online method and does not require any external measurement tools. As for the offloading target and unit, most of the existing works focus on offloading task units to a computationally powerful server. By contrast, the proposed framework enables users to offload services to their nearby mobile devices through Bluetooth without requiring internet connections to a central cloud server.
III. A RUNNING EXAMPLE
This section details how we developed a computationally intensive OSGi service as a running example for this paper. Consider the following scenario: Joe's smartphone battery is becoming low while his friend's is not. Despite this, he wants to execute a computationally intensive task on his smartphone and does not care about the time at which the task will finish. The task is therefore asynchronous without any time constraint. In this situation, a system has to help Joe decide whether or not to offload the task to his friend's phone to extend the Joe's battery life.
The task was developed as a computationally intensive OSGi service. It measures the similarity between nodes of a graph using a SimRank algorithm. For example, given a graph containing three nodes labeled n 1 , n 2 , and n 3 , the service computes the similarity between each node pair. The output of the service is an ordering set {sim (n 1 , n 2 ) , sim (n 2 , n 3 ) , sim(n 1 , n 3 )}, where sim(n 1 , n 2 ) denotes the similarity between the nodes n 1 and n 2 . The OSGi service is registered with the name SimRank, and the service has one method compute(String graph). The method takes a graph of type String as input, and returns the ranking result of type String.
To simulate a real-world situation and generate a controllable and repeatable running scenario for experimental evaluations, the OSGi service running scenario was designed with the following four dimensions:
1. Multithreading execution environment. The OSGi service is supposed to be invoked asynchronously in a multithreading environment without any time constraints. Accordingly, we applied E-Robot to automatically execute a number of mobile applications one by one, in parallel with the executions of the OSGi service. The following script was designed for execution by E-Robot: (1) execute the Chrome App for a random number of seconds (between 5 and 15 seconds), (2) execute the Gmail App for a random number of seconds, (3) execute the Google Map App for a random number of seconds, (4) execute the Google Calendar App for a random number of seconds, (5) execute the YouTube App for a random number of seconds, and (6) return to step 1. 2. Time to invoke the service. In a real world situation, a service may be invoked multiple times at various points. In the running scenario, the OSGi service was invoked multiple times, and each invocation was followed by a delay of a randomly assigned length of time. 3. Input data. We implemented a random test case generator that generates distinct test cases for each invocation. Specifically, a randomly generated graph contains 130 to 150 nodes, each of which has 0 to 10 out-neighbors. 4. Time to make a decision. To precisely measure and compare the energy consumption in situations of local and remote service invocations after making decisions, the decision model makes an offloading decision when the n + 1th invocation request is received, where n denotes a random number between 10 and 25.
Thus, we implemented an OSGi service that was executed in parallel with executions of five mobile applications for a random number of seconds. The service was randomly assigned to be invoked 20 times locally, and there was a random sleep time interval that followed each invocation. In addition, 20 graphs were randomly generated as input for the invocations. Once the 21st invocation request was received, the decision model determined whether to offload the upcoming service invocations to a nearby mobile device.
IV. THE EA-OSGI FRAMEWORK
In this section, we detail the proposed energy-aware OSGiservice offloading framework. The system architecture of the framework is outlined in Section IV.A, and the components involved in the framework are elaborated in Sections IV.B-IV.G.
A. SYSTEM ARCHITECTURE
The system architecture of the proposed framework is shown in Fig. 1 . There are three OSGi bundles in the system architecture: Client OSGi bundle, EA-OSGi framework bundle and an OSGi service bundle (denoted as A). The client bundle and the service bundle are supposed to be developed by mobile application developer. In this work, all of the bundles were implemented based on Apache Felix OSGi Framework. The EA-OSGi framework bundle serves as an interface for the client bundle to invoke the service. The framework consists of the following components.
1) BLUETOOTH ENERGY TESTER
This component located on the local mobile device sends a number of test data to a remote mobile device and measures the energy consumption rate of transmitting data over Bluetooth. The measuring procedure will be executed only once at the first time a user installs the framework. The measurement result will be recorded in the user's mobile device and used by the Decision Model for estimating the energy consumption when performing service invocations on the remote mobile device.
2) INVOCATION EVENT HANDLER
This component is developed to enable asynchronous service invocations on the basis of OSGi Event Admin Service which is a part of the OSGi Compendium specification. The client OSGi bundle asynchronously sends request events for invoking an OSGi service. The events are in turn received and processed by the Invocation Event Handler. After the service invocation is complete, the client bundle will receive an event accompanied with the service output.
3) LOCAL OSGi SERVICE INVOKER
This component locally invokes an OSGi service according to the invocation information attached in the request event when triggered by the Invocation Event Handler. After the service invocation is complete, the component will asynchronously generate a return event with the service output through the Invocation Event Handler. Meanwhile, the execution time and the energy consumption during the invocation will be recorded.
4) PAIRED SAMPLING-BASED POWER MODEL
This component estimates the energy consumption of an OSGi service based on the energy consumption data collected by the Local OSGi Service Invoker, and the estimation result will be used by the Decision Model for making offloading decision.
5) DECISION MODEL
When the device battery is becoming low, this component will be triggered to make offloading decision according to the estimated energy consumption of local and remote service invocations. If the decision is to offload the service invocation, the upcoming invocations will be offloaded to a nearby mobile device and performed remotely through the Remote OSGi Service Invoker; otherwise, the upcoming service invocations will be performed locally.
6) REMOTE OSGi SERVICE INVOKER
This component invokes a service remotely by sending the service input to the component installed on the remote side (referred to as Remote OSGi Service Invoker Server) over Bluetooth, and then asynchronously generates an event with the service output received from the remote device through the Invocation Event Handler.
7) OSGi BUNDLE OFFLOADER
Before invoking the service remotely, this component checks whether the remote device has installed the required OSGi service bundles. If not, the component will install the bundle on the remote mobile device.
B. BLUETOOTH ENERGY TESTER
The core feature of the Bluetooth Energy Tester is a formula (Definition 3) according to which the Decision Model can estimate the energy consumption of a local mobile device when performing a remote service invocation over a peer mobile device via Bluetooth. To derive the formula, we first define the time intervals for transmitting data over Bluetooth and their subsequent sleep time intervals. 31 308.7-31 306.1 = 2.6 J. Similarly, the energy consumptions during the second data transmission and sleep time intervals were calculated as 4.0 J and 3.0 J, respectively. The average energy consumption of transmitting w bytes of data over Bluetooth was calculated asē BR −ē BS . Because the energy consumption of data transmission may be influenced by the distance between two mobile devices and the size of data being transmitted, two experiments were conducted to gain insight into the correlations between these two factors. In the first experiment, three runs with various distances (10 cm, 1 m, and 5 m) were conducted. The data sizes for the three runs were the same (1000 KB), and q was set to 30. The results indicated that the average energy consumptions at 10 cm, 1 m, and 5 m were 549 mJ, 793 mJ, and 910 mJ, respectively (see Fig. 3) ; clearly, energy consumption becomes higher as the distance increases. In the second experiment, the distance was fixed to 1 m, and 10 runs were conducted with different data sizes (from 100 KB to 1000 KB). The results revealed a very strong correlation between energy consumption and the data size, with Pearson's correlation coefficient = 0.997 (see Fig. 4 
The energy consumption rate of transmitting data over Bluetooth is estimated as
A paired samples t-test was applied to determine whether the mean energy consumed during data transmission time intervals was significantly different from the energy consumed during sleep time intervals. Because energy consumption has a high correlation to data size at a fixed distance, the energy consumption rate (i.e., the energy consumed by transmitting a byte) served as the underlying unit for estimating energy consumption when performing remote service invocations over Bluetooth. Fig. 5 illustrates the sequence diagram of the Bluetooth Energy Tester. The component sends w bytes of data to a peer device q times, and measures the energy consumption during the data transmission and sleep time intervals. Subsequently, e BT was calculated according to a set of q paired energy consumption data. The procedure will be repeatedly executed until the value of e BT is available.
In the running example experiment, w was set to 1000 KB and q was set to 30. The value ofē BR was calculated as 3.6 J andē BS was calculated as 2.8 J. After applying a paired sample t-test to the set, the t-value was 14.043 with 29 degrees of freedom and 95% confidence level, which indicated a significant difference between the energy consumed during data transmission and sleep time intervals. As a result, e BT was calculated as (3.6 − 2.8)/10 6 = 8×10 −7 (J/byte), which indicates that transmitting a byte over Bluetooth consumes 8 × 10 −7 J of energy. The e BT information was then used by the Decision Model to determine offloading decisions (see Section IV.F).
C. INVOCATION EVENT HANDLER
The asynchronous OSGi service invocation is accomplished by using OSGi Event Admin which defines a general interbundle communication mechanism. There are two main components involved in a communication: Event Publisher sending events related to a specific topic, and Event Handler receiving the events. Each event is composed of two attributes: a topic of the event and a set of properties describing the event.
In the proposed framework, the Invocation Event Handler is responsible for handling the events transmitted from and to the client bundle. There are two types of events in the framework: invocation event and invocation return event. The client bundle asynchronously sends an invocation event as a request for invoking an OSGi service to the Invocation Event Handler, and receives an invocation return event to obtain the invocation result from the component.
D. LOCAL OSGI SERVICE INVOKER
The Local OSGi Service Invoker invokes the service locally according to the invocation information attached in the event sent by the client, including the service name, the method name and the arguments of the method. Two OSGi BundleContext APIs, getServiceReference() and getService(), are used to get the OSGi service object by the service name. The method being invoked of the service object can be obtained through Java Reflection APIs. Apache Commons ClassUtils API toClass() is used to convert the argument objects to their runtime classes. Additionally, the argument objects will be checked if they are assignable to the formal parameters of the method through isAssignable() API. After the method of the OSGi service is identified, the method will be invoked through the Java Reflection API invoke().
In order to estimate the energy consumption of invoking a local service, energy consumption traces will be recorded for each local service invocation, which are formally defined in definitions 4 and 5. Fig. 6 illustrates the sequence diagram of the Local OSGi Service Invoker. For the running example, the component invoked the service with a running time interval t 1 R of 14.2 seconds, followed by a sleep time interval t 1 S of 2 seconds. Because the random time delay (see Section III) between the first and the second invocations was 2.14 (>2.0) seconds, the start time of the second invocation was t 2 R.start = t 1 R.end + 2.14 seconds.
E. PAIRED SAMPLING-BASED POWER MODEL
The main idea of the proposed power model was motivated by the observation on the difference between the energy consumed during the running time intervals for invoking a service and the one during the sleep time interval. Fig. 7 illustrates the energy consumed during the first two service invocations of the running example. The first service VOLUME 5, 2017 invocation occurred from 0 s to 14 s, followed by a sleep time interval of five seconds. The second service invocation occurred from 19 s to 37 s, followed by a sleep time interval of six seconds. It can be observed that the line segments for the invocation running time intervals were steeper than those for the sleep time intervals, which indicated that the energy consumption during the running time intervals was faster than that during the sleep time intervals. Therefore, in this work, the differences between the energy consumed during the running and sleep time intervals are treated as the key driver for estimating the energy consumption of invoking a local OSGi service (i.e., energy ''purely'' consumed by the service invocation) in a multithreading environment, which is formally defined as follows. 
The energy consumption rate of an OSGi service is estimated as
In section IV.D, the energy consumptions per second during the running and sleep time intervals for each service invocation have been defined as e i R/t and e i S/t , respectively. The latest m energy logs are selected, and a paired samples t-test is applied to determine whether the mean of {e i R/t } is significantly different from the mean of {e i S/t }. If the two means are significantly different, the energy consumption rate of the OSGi service (e K ) is calculated as the difference between the two means (ē R/t −ē S/t ). On the basis of the energy consumption rate, the energy consumption of each local service invocation is estimated according to the following definition.
Definition 7 (Estimated Energy Consumption of Invoking an OSGi Service Locally): The energy consumption of invoking an OSGi service locally at the i th time is estimated as
The mean of {e i local } is denoted asē local = 1 m n i=n−m+1 e i local . In the experiment, m was set to 20, which meant the latest 20 energy logs were selected for estimating the energy consumption. For the example shown in Table 2 , the latest energy logs were selected as P m = { With a paired samples t-test, the t-value for comparing the means of the paired data was 7.060 (>2.093) with 19 degrees of freedom and 95% confidence level, which indicated that there was a significant difference between the two means. As a result, e K was calculated as 1.1 J/s withē R/t = 2.02 J/s andē S/t = 0.92 J/s. Accordingly, the energy consumption of each service invocation could be derived. For example, the energy consumption of the first invocation was estimated as e 1 local = 1.1 × 14.2 = 15.62 J.
F. DECISION MODEL
On the basis of the collected input and output data sizes of each service invocation (Section IV.D) and the estimated energy consumption rate of transmitting data over Bluetooth (Section IV.B), we estimate the energy consumption when performing the service invocations on a remote mobile device over Bluetooth according to the following definition. Table 2 , the input and output data sizes of the first invocation were 5226 bytes and 12 6350 bytes, respectively. In addition, e BT was estimated as 8 × 10 −7 J/byte in the experiment. Therefore, if the first invocation was offloaded to the remote device, its energy consumption is estimated as e 1 offload = (5226 + 12 6350) × 8 × 10 8 shows the operational concept of the decision model. For each local service invocation, the following data are collected: the lengths of the running and sleep time intervals, the energy consumed during the time intervals, and the input and output data sizes. On the basis of the data, the energy consumption rate of the OSGi service (e K ) is estimated, and then the energy consumption of each local service invocation is estimated. On the other hand, the energy consumption rate of transmitting data over Bluetooth (e BT ) is estimated by the procedure depicted in Section IV.B, and the energy consumption of offloading each service invocation is estimated according to the value of e BT and the input and output data sizes. Finally, an offloading decision is made based on comparing the estimated energy consumptions of each local and remote service invocations according to paired samples t-test.
For the example shown in Table 2 , E m = { 15.62, 0.11 , . . . , 26.95, 0.13 }. With a paired samples t-test, the t-value was 18 .345 (>2.093) with 19 degrees of freedom and 95% confidence level, which indicated that there was a significant difference between the estimated energy consumption of invoking the service locally and remotely. Therefore, the decision was to offload the upcoming service invocations.
G. REMOTE OSGI SERVICE INVOKER AND OSGI BUNDLE OFFLOADER
When the Decision Model determines to offload a service invocation, the Remote OSGi Service Invoker will perform the service invocation on the remote mobile device according to the invocation information attached in the event sent by the client.
Before invoking the service remotely, the OSGi Bundle Offloader checks whether the remote device has installed the required OSGi bundles. If not, this component will send the data of the OSGi bundles to the remote device and then the bundles will be dynamically installed using OSGi BundleContext API. After that, the Remote OSGi Service Invoker sends the service input to the remote device for service invocation and then generates an event with the service output.
V. EXPERIMENTAL EVALUATION
This section presents the experimental evaluations of the proposed approach. Section V.A outlines the experiment design and Section V.B describes the evaluation metrics. Section V.C presents the experiment traces. Section V.D and V.E present the experimental results regarding correctness of the decision makings, energy gained by offloading service invocations, and errors of the estimated energy consumption. Some findings and limitations of the proposed framework are discussed in Section V.F.
A. EXPERIMENT DESIGN
The experiments were conducted on two smartphones: Google Nexus 6 and Sony Xperia Z3. The former one VOLUME 5, 2017 (one year old with 100% battery level) acted as the user's mobile device and the latter one acted as the peer device. Eight different OSGi services were designed and implemented for experimental evaluations, which are summarized in Table 3 with their service names, method names, and their inputs and outputs. For each OSGi service, two running scenarios were designed: one was with the decision made by the proposed decision model (referred to as normal scenario), and the other was with the opposite of the decision (referred to as opposite scenario).
For the first OSGi service, the normal scenario has been depicted in Section III. The opposite scenario was conducted with the same settings as those of the normal scenario including multithreading execution environment, time to invoke the service, input data, and time to make a decision. However, the offloading decision for the opposite scenario was opposite to the one made in the normal scenario. For instance, if the decision made in the normal scenario was to offload the upcoming service invocations to the remote device, the decision for the opposite scenario would be not to offload (i.e. perform the upcoming service invocations locally). The opposite scenarios for the other seven OSGi services were designed in the same way. In addition, for both of the normal and opposite scenarios, the experiments were conducted under a multithreading execution environment as depicted in Section III.
The second OSGi service manipulates a zip file containing a large amount of small files. The manipulation included the following operations: decompressing the zip file, modifying the contents of the extracted files, compressing the modified files to a new zip file, and returning the bytes data of the zip file. The service was randomly assigned to be invoked locally 15 times. After that, an offloading decision was made for the upcoming service invocations. Each zip file consists of 1000 to 1500 text files of sizes ranging from 100 bytes to 500 bytes.
The third OSGi service converts a wave file to an mp3 file. The service was randomly assigned to be invoked 12 times, and different wave files were prepared as the inputs for the service invocations. The fourth OSGi service takes two matrices M 1 and M 2 as inputs and performs the multiplication of the two matrices, where the numbers of rows and columns of each input matrix ranged from 200 to 500. The service was randomly assigned to be invoked 17 times The fifth OSGi service finds the shortest paths from a single source node to other nodes in a directed graph using Dijkstra algorithm. The service was randomly assigned to be invoked 18 times, and a number of graphs were randomly generated as inputs for the service invocations. Each graph contained 1000 to 3000 nodes with a random number of edges.
The sixth OSGi service resizes an image file. The service was randomly assigned to be invoked 23 times, and different image files were prepared as inputs. The seventh OSGi service downloads a file on the Internet. The input of the service was an URL to a file located on the Internet and the output was the bytes data of the file. The service was randomly assigned to be invoked 14 times, and different URLs were prepared as inputs. The last OSGi service uploads a file from the user's mobile device to a server. The input of the service was the bytes data of the file, and there was no output. The service was randomly assigned to be invoked 11 times.
B. DEFINITIONS OF EVALUATION METRICS
This section introduces the metrics (Definition 12 and 13) for evaluating the energy consumption after decision makings for the normal and opposite scenarios. We first define the time interval for completing the remaining remote service invocations after decision making. Fig. 9(a) illustrates the remaining five remote service invocations (o is set to 5) after decision making for the running example. The decision made in the normal scenario was to offload the OSGi service. During the period from 555 s to 569 s, the OSGi bundle was offloaded to the remote device, and hence t bundle = 14 s. The first remaining service invocation was performed remotely at 569 s and ended at 603 s, and the last service invocation was performed remotely at 697 s and ended at 727 s. Therefore, the time interval for completing the remaining remote service invocations after decision making was defined as t remain offload = 727 s-555 s = 172 s. Fig. 9(b) illustrates the opposite scenario wherein the decision was not to offload the upcoming service invocations. The time interval for completing the remaining local service invocations is defined according to the following definition. local.start + t remain offload ) − t remain n+1 local.start . Because it does not need time to transmit input and output data over Bluetooth when performing a service invocation locally, the time required for completing the remaining local invocations would be less than that for remote invocations. However, in order to compare the energy consumed during the same amount of time after decision making for the two scenarios, the end time of t remain local is defined to be the start time of the first remaining local service invocation (t remain n+1 local.start ) plus the time interval for completing the remote service invocations ( t remain offload ). Therefore, the length of the time interval t remain local is equal to the length of t remain offload . As shown in Fig. 9(b) , the first remaining local service invocation was performed at 560 s. The length of t remain local was equal to the length of t remain remote = 172 s. Fig. 9(a) Fig. 9(b For the first four services, the decisions were to offload the upcoming service invocations because theirē local values were greater than theē offload values and their t-value 1 and t-value 2 were greater than the critical values. For the seventh service (Downloader), the value of e K was not available because the value of t-value 1 (0.493) was less than the critical value (2.160), which meant the average energy consumption during the running and sleep time intervals were not significantly different. Therefore, the decision was not to offload the upcoming service invocations. For the fifth, sixth and eighth services, the values of t-value 2 were not calculated because theirē local values were less than theē offload values. Therefore, the decisions for the three services were not to offload the upcoming service invocations. A decision is determined to be correct if (a) the decision is to offload and e remain local − e remain offload is a positive value, which means it consumed more energy to invoke each service locally; or (b) the dicision is not to offload and e remain local − e remain offload is a negative value, which means it consumed more energy to invoke each service remotely. It can be observed that 21 out of 24 decisions were correct. The percentage of correct decision is calculated as 87.54%. The energy gained by offloadings ranged from 11.7% to 44.49%. The average energy gained is 30.01%. By contrast, the average energy lost by offloading or local running with the three incorrect decisions is a relatively small value 0.56%.
D. CORRECTNESS OF DECISION MAKINGS AND ENERGY GAIN

E. ERRORS OF ESTIMATED ENERGY COMSUMPTION COMPARED WITH ACTUAL ENERGY COMSUMPTION
Because the energy consumption rates e K andē S/t serve as the key drivers for offloading decision makings, it is necessary to know the quality of their estimated values. Their quality was evaluated as follows. 
The weighted absolute percentage error of ê i R in relation to the actual energy consumption e i R is calculated as
The value of e K × t i R can be considered as the estimation of the energy purely consumed by the i th local service invocation, andē S/t × t i R can be considered as that consumed by the other parallel running processes. Therefore, we wanted to evaluate how the sum of the two estimation values (e K × t i R +ē S/t × t i R ) approximates the actual energy consumption e i R which was measured according to Definition 5. Fig. 10 illustrates the comparison of the estimated and actual energy consumptions for the invocations to the seven OSGi services before making offloading decisions. Because the value of e K was not available for the Downloader service (see Section V.C), its invocations were not included in calculating the MAE and WAPE values. Furthermore, in order to alleviate the distortion problem of MAPE (mean absolute percentage error) caused by small denominators (the actual energy consumptions for the last three services), the WAPE (weighted absolute percentage error) formula was adopted to evaluate the accuracy instead of MAPE. It can be observed that the energy consumption estimated by the power model approximated to the actual one. The mean absolute error was 1.59 J, and the weighted absolute percentage error was 9.81%.
F. DISCUSSION
In this section, we discuss two findings from the experiment and the limitations of the current implementation of the proposed framework.
1) FINDINGS
From the experimental results, we concluded the following two findings:
Finding 1: It is not always better to offload invocations to an OSGi service with a high energy consumption rate. We found that a service was not necessary to be offloaded even if its energy consumption rate e K was high. As shown in Table 4 , the decision for the Dijkstra service (service 5) was not to offload the upcoming service invocations even though the value of e K was the highest one among the eight services. It can be observed that the average running time for the service was relative short (0.6 seconds) and hence the value ofē local was calculated as a small value (0.92 J). Because the value ofē local was smaller than that ofē offload (1.01 J) and the t-test result indicated they were significantly different, the decision was to keep performing the upcoming service invocations locally. The ImageFactory service (service 6) demonstrated another example of this finding. Even though the service was with the second highest e K value (1.27 J/s), the decision was also not to offload the service invocations. The reason could be explained that that it would consume a large amount of energy (ē offload = 2.8 J) for offloading the service invocations because it would need to transmit a large amount of data size (1 759 419 bytes on average) over Bluetooth. In summary, offloading service invocations may consume more energy than running them locally with short service invocation time or large input and output data.
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Finding 2: It is not always better to perform invocations to an OSGi service locally with a low energy consumption rate. Even though the ZipService (service 2) was with the lowest energy consumption rate (0.76 J/s), the decision was to offload service invocations. Because the average running time of the service was relative long, the value ofē local was large in spite of the low energy consumption rate. In addition, because the average data size for the service was relative small (147 574 bytes), the value ofē offload was calculated as a small value. By comparing the value ofē local with that of e offload , and according to the t-test result, the decision was to offload service invocations. As a result, offloading service invocations may save energy when the service invocation time is long or the input and output data sizes are small.
2) LIMITATIONS
The current implementation of the proposed framework has two limitations. First, the energy consumption of a service invocation cannot be estimated if the invocation time is too short. The current implementation uses the Android API BatteryManager to obtain the remaining battery energy of a mobile device. In the experiment, we used Google Nexus 6 as the user's mobile device, where its battery information update frequency is 175.8 ms. Therefore, it was not able to measure the energy consumption of the service invocation with running time shorter than 175.8 ms.
Second, as depicted in Section IV.B, the energy consumption rate of transmitting data over Bluetooth (e BT ) has to be estimated at a fixed distance (i.e. 1 meter) between the local and remote mobile devices. Thus, when offloading service invocations, the distance between the two devices has to be the same as that fixed distance. To address this problem, our future implementation would consider supporting the user with multiple selections for different distances. For example, the user could measure the values of e BT for 1 m, 2 m and 5 m between the two devices, and then the user can select an e BT value for decision making according to the distance between the devices.
VI. CONCLUSION
This study was motivated by the realization that traditional utilization-based power models must be rebuilt to address program units that use hardware components not considered in the initial training phase. This paper proposes a paired sampling-based power model to relax the limitation. Energy consumption of an OSGi service running locally can be estimated without pretraining for each specific hardware component. Furthermore, we present a decision model to estimate the energy that would be consumed if the latest locally running invocations were offloaded to a nearby mobile device. Through statistically comparing the pairs of the estimated energy consumption, offloading decisions are made.
The experimental results show that the energy consumption estimated by the power model approximated to the actual one with mean absolute error of 1.59 J and weighted absolute percentage error of 9.81%. In addition, 21 out of 24 (87.54%) decisions made by the decision model for eight diverse OSGi services were correct in terms of energy conservation. The energy gained by offloading OSGi services ranged from 11.7% to 44.49% with the average of 30.01%. By contrast, the average energy lost by offloading or local running with incorrect decisions is relatively small (0.56%).
Further investigation may be necessary such as i) to handle exceptions that occur during offloading an OSGi service invocation; ii) to develop a mechanism for updating different versions of the offloaded OSGi bundles; iii) to conduct experiments on more real-world scenarios to evaluate the effectiveness of the power model and decision model when applied to various service domains; and iv) to extend the current decision model with support of offloading OSGi bundles to cloud servers and different wireless networks, e.g., Wi-Fi.
