Abstract-Stopping sets, and in particular their numbers and sizes, play an important role in determining the performance of iterative decoders of linear codes over binary erasure channels. In the 2004 Shannon Lecture, McEliece presented an expression for the number of stopping sets of size three for a full-rank parity-check matrix of the Hamming code. In this correspondence, we derive an expression for the number of stopping sets of any given size for the same parity-check matrix.
I. INTRODUCTION
Let C be a linear binary [n; k; d] block code, where n, k, and d denote the code's length, dimension, and Hamming distance, respectively. The set of codewords of C can be defined as the null space of the row space of an r 2 n binary parity-check matrix H H H = (h i;j ) of rank n 0 k.
Assuming all rows in H H
H are different, n 0 k r 2 n0k .
Let S be a subset of f1; 2; . . . ; ng and T be a subset of f1; 2; . . . ; rg. The polynomial S(x) = n l=0
S l x l , where S l is the number of stopping sets of size l, is called the stopping set enumerator of parity-check matrix H H H . Let s denote the smallest size of a nonempty stopping set, i.e., s = minfl 1 : S l > 0g:
Notice from (1) and (2) that the support of any codeword is a stopping set. Therefore, S l A l for l = 0; 1; . . . ; n and s d.
Considering the vacuous case in which l = 0, we notice, from the definitions, that the empty set is both the support of a codeword and a stopping set for any code and any parity-check matrix. Hence, A 0 = S 0 = 1. Furthermore, from the observation that (1) and (2) are equivalent for sets S with jSj 2, it follows that A l = S l for l 2. In particular, S0 = 1 and S1 = S2 = 0 for any parity-check matrix of a code of minimum distance d 3. On the other hand, if every row in H H H has weight at least equal to n 0l+2 and S is a subset of f1; 2; . . . ; ng of size l, then every row in H H H S has weight at least equal to two. Hence, S is a stopping set of H H H and
The notion of stopping sets is important in the context of iterative decoders (using H H H -based Tanner graphs), in particular for low-density parity-check codes [3] . For example, on the binary erasure channel, an iterative decoder will not lead to successful decoding if and only if the set of erased positions contains a nonempty stopping set. Hence, the minimum (nonempty) stopping set size s and the cardinality S s are performance indicators for iterative decoding, like the minimum distance d and the number of minimum-weight codewords for maximum-likelihood decoding. However, contrary to the weight enumerator, which is fixed for a code C, the stopping set enumerator depends on the choice of the parity-check matrix H H H . In the 2004 Shannon lecture, McEliece [6] presented the following expression for the number of stopping sets of size three in a 
He did not mention explicitly which parity-check matrix he had in mind, but from the context, it was clear that it was the full-rank m 2 (2 m 0 1) parity-check matrix. This is the parity-check matrix of minimum number of rows for the Hamming code. The value of S3 is of particular interest since S 0 = 1 and S 1 = S 2 = 0 as the Hamming code has minimum distance three which implies that s = 3. Hence, the value of S3 given in (4) corresponding to the full-rank parity-check matrix of the Hamming code can be used to obtain a good estimate of the performance of the simplest iterative decoder for the Hamming code. However, as the multiplicities A l of codewords in a code of weight l > d influence the performance of maximum-likelihood decoding, the multiplicities S l of stopping sets of size l > s also influence the performance of iterative decoding. In this correspondence, we derive the values S l for all l for the full-rank parity-check matrix of the Hamming code. Section II gives an expression for S l in terms of certain parameters that can be derived from the parity-check matrix of any linear code. In Section III, we determine these parameters for the full-rank parity-check matrices of Hamming codes and derive expressions for their stopping set enumerators. with respect to T = f2; 3g given by f3; 5g; f3; 6g; f4; 5g; and f4; 6g.
Indeed, H H H T Y is a jT j 2 p matrix each row of which has weight one and each column of which is nonzero if and only if Y is one of these four subsets.
Given an r 2 n parity-check matrix, the following result shows that the number of stopping sets of size l, S l , for l = 0; 1; . . . ; n, can be determined from the numbers zT and Y (T ; p) for all subsets T of f1; 2; . . . ; rg and all integers p = 0; 1; . . . ; l. 
In the above sum, T runs over all 2 r subsets of f1;2; . . . ; rg where, for the term corresponding to the empty set ; j \ i2; Q Combining this with (6), the proof is complete.
III. COMPUTING THE STOPPING SET ENUMERATOR FOR HAMMING CODES
A full-rank parity-check matrix of a In Theorem 1, we derived an expression for S l in terms of the numbers z T and Y (T ; p) for all subsets T of f1; 2; . . . ; rg and all integers p = 0; 1; . . . ; l. The theorem holds for any parity-check matrix of any linear code. In general, it is difficult to compute these numbers. However, in case the parity-check matrix is a full-rank parity-check matrix of a Hamming code of length n = 2 m 0 1, these numbers, for a given p, depend only on the size of T and explicit expressions for zT and Y (T ; p) that depend only on m, p, and jT j can be derived.
In the following derivations, we make use of Stirling numbers. Following the notation of Comtet [2] and Riordan [7] , we denote by s(n; k) and S(n; k) the Stirling numbers of the first kind and of the second kind, respectively. Notice that n and k are not necessarily the length and the dimension of a code. For n 1, (01) n0k s(n; k) is the number of permutations of n elements which have exactly k cycles and S(n; k) is the number of ways of partitioning a set of n elements into k nonempty subsets, see, e.g., [1, p. 824] , where (7)-(10) can also be found. We also define s(0; 0) = S(0; 0) = 1. Notice that for n 1, both s(n; k) and S(n; k) are equal to zero if k 0 or k > n, see, e.g., [7] .
Stirling numbers of the first kind satisfy the following polynomial identity in x: n k=0 s(n; k)x k = n! x n (7) and the recursion s(n + 1; k) = s(n; k 0 1) 0 ns(n; k); (8) for n k 1. We also have s(n; 1) = (01) n01 (n 0 1)!:
Stirling numbers of the second kind can be computed explicitly using
The reader can find a lucid treatment of Stirling numbers of both kinds in [4] but with different notation and where Stirling numbers of the first kind are defined as (01) n0k s(n; k).
Before considering stopping sets of full-rank parity-check matrices of Hamming codes, we derive a result similar in flavor to that presented in (7) , and which we will use later. since ns(n; 0) = 0 and s(n; n + 1) = 0 for n 0. The result now follows from the recurrence relation (8).
The following result gives explicit expressions for zT and Y (T ; p). Combining Theorem 1 and Lemma 2, we obtain, in the following, an expression for S l in terms of Stirling numbers of the second kind. To obtain an expression for b(q; v) that does not involve Stirling numbers, we derive a recursion for b(q; v) along with boundary values to apply the recursion. As shown next, this recursion follows from the fact that the binomial coefficients and the Stirling numbers of the first kind, which are used to define b(q; v) in (11), satisfy recursion formulas. 
and that
We notice that the sets of tuples k 0 ; . . . ; k v0q over which the summations in (17) and (18) Combining Lemmas 4-6, we obtain the major result of this correspondence. 
The asymptotic expressions of S l and A l for l 3 can be directly justified as follows. First notice that l!S l is the number of m 2 l binary matrices with different nonzero columns such that no row has weight one. The total number of m 2 l binary matrices without any row of weight one is (2 l 0 l) m . Among these matrices, there are at most l2 (l01)m matrices with at least one all-zero column and at most ( 
