Abstract. This paper presents the unbiased H ∞ filter design for stochastic systems with data packet losses. By constructing unbiased filter, the complexity and computational burden of the real-time filtering process are reduced greatly. Delay-dependent sufficient conditions for stochastic system with data packet losses are proposed in terms of linear matrix inequalities (LMIs). Numerical example demonstrates the proposed approaches are effective.
Introduction
Recently, the H ∞ filtering and control problems of stochastic system have gained extensive attentions and achieved comprehensive applications in many fields [1, 2, 3, 4, 5, 6, 7] . But, the order of filter error system in [1, 2, 3, 4, 5, 6, 7] is the twice as great as the original system, in the real time filtering process, which directly result in the complexity and computational burden. In addition, it is well known that data packet dropouts are commonly encountered in control field and it usually cause instability and poor performance of signals. Unfortunately, there are very few corresponding works dealing with the filter design problems for systems with data packet losses. These motivate us to investigate the unbiased filter design problem for stochastic systems with data packet losses. This paper discusses the H ∞ filtering problem of stochastic system with data packet losses. By constructing an unbiased filter such that the order of filter error dynamic system is the same as the original system, in contrast with the normal H ∞ filtering approaches, which result in the order of filter error dynamic system is the twice as great as the original system. Therefore，the unbiased filter reduce the complexity and computational burden of the real-time filtering process. Based on LMI algorithm, delay-dependent sufficient conditions for stochastic system with data packet dropouts are proposed and the minimum H ∞ performance lever γ is obtained. Numerical simulation example shows the results are effective. Due to the data packet dropouts lead to the measurement signal contains the uncertainty. So we construct a new measurement model in the section and the model with uncertainty can be described as 
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Unbiasedness of the filter requires that the estimation error system be independent of the system state x , that is the following conditions are satisfied :
then we obtain an unbiased filter and the filtering error system can be described as
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where
Based on the above discussion, the problem to be addressed in this paper is stated as follows. Design an unbiased filter of the form (6) , such that the filtering error system (9) 
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Theorem 1: Consider the system (1) and (2). Given scalars 1 2 , 0 τ τ > and µ for a prescribed 0 γ > , the system (9) with ( ) 0 v t = is exponentially stable in mean square, and the H performance ˆ0 
If a solution of the LMI exists then the filter that guarantees the estimation error level of is given by (6) with , and
Where T  T  T  T  T  T  T   T  T  T  T  T  T  T  T  T  T  T  T  T  T   d   T  T  T  T  T  T  T  T  T  T  T  T  T  T 6  22  2  1  2  1  3   23  3  1  2  24  4  1  2  25  2  5  1  26  2  6  1   33  1  5  5  34  5  35  3  3  36  3  4   44  2  6  6  45 , 
T h SA h A S h X A h A X T C C T Q Q Q h X A h A S h A X C T h A S h A X C T Y h A S h A X C T Y P h S h A S h A X C
T T T T T T T d d T T T T T T T T T T T T d d d d T T T T h A X T C T h X A h A X Q h A X Y h A X Y h S h A X T h A X Q Y Y Y h S Y T Y Q Y Y ρ ρ ρ µ(1 ) , , , , , , , , T T
T T T T h S Y T Y h S h S R h S T P T T Z

e e ed e e e q t A x t A x t h t B v t g t C x t
then system (9) becomes the following descriptor stochastic systems ( ) 
Choose a Lyapunov-Krasovskii functional for system (14) to be 
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where Ω is defined in (12). 
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Substituting (10) and (22) and a H ∞ filter is constructed as in the form of (6) . The proof of Theorem 1 is completed.
Numerical Simulation
Consider a CH-47 double helix helicopter who makes standard 40 kt (1kt=1.85 km/h) for level flight and its linear model is as follows: x for the filter (31) are displayed in Figure 2 . The simulation results demonstrate that the prescribed performance requirements on the filtering process are guaranteed by the Theorem 1. 
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Summary
LMI-based technique, delay-dependent sufficient conditions for stochastic system with data packet losses are presented. By constructing unbiased filter, the complexity and computational burden are reduced greatly in the process of seeking the filter parameters. Numerical example has clearly indicated our design is effective.
