Abstract. For a class of degenerate pseudodifferential operators, local parametrices are constructed. This is done in the framework of a pseudodifferential calculus upon adding conditions of trace and potential type, respectively, along the boundary on which the operators degenerate.
is an open subset, a jα ∈ C ∞ ([0, T ) × Ω) for j + |α| ≤ m, and y + := max{y, 0} for y ∈ R.
1.1. Motivation. The operator A degenerates in a typical manner as t → +0. In a well-defined sense, this degeneracy is characterized by the function λ(t) = t l * , see Yagdjian [24] for such an approach (and also Dreher [4] in this volume). Connected with that, ellipticity of A manifests in the invertibility on the level of two principal symbols: The usual interior principal symbol, (A)(x, ξ) is a family of ordinary differential operators on the half-line R + depending on (x, ξ) ∈ Ω × (R n \ 0). Here and in the following, superscript λ is used for designating objects whose definitions depend on the considered type of degeneracy. (A)(x, ξ), we have, in general, to add boundary conditions at t = 0.
Thus, the program to carry out is as follows:
• Construct a pseudodifferential calculus containing differential operators A of the form (1.1) as well as the parametrices to the elliptic elements within the calculus.
• Ellipticity is determined by invertibility on the level of two principal symbols, as indicated by (1.2), (1.3).
• Add trace and potential operators like in Boutet de Monvel's calculus for pseudodifferential boundary value problems, for the latter, see Boutet de Monvel [2] , RempelSchulze [18] , Schulze [20] .
Then the concrete form of symbol estimates, as given in (4.1), are predicted by two further observations: The first one concerns weakly hyperbolic operators A of the form (1.1), where t is now time. The Cauchy problem for A with data posed at t = 0 is C ∞ -well-posed, see, e.g., Ivrii-Petkov [12] . In Dreher-Witt [5] , see also Dreher [4] , Sobolev-type spaces H s,δ;λ loc ([0, T ) × Ω) (here subscript "loc" refers to the behaviour as t → T or as x → ∂Ω, whereas, in H s loc ((0, T ) × Ω) used below, "loc" goes with the usual meaning) have been introduced in which energetic estimates for the operator A are possible, in this way reflecting C ∞ -well-posedness. Here, s stands for the usual Sobolev regularity, while δ ∈ R is an additional parameter connected with the loss of regularity observed when going over from Cauchy data to the solution. In particular, H s,δ;λ
with a special behaviour of functions in the first space as t → +0. It turns out that the global version H s,δ;λ (R + × R n ) of these spaces can be obtained as H s,δ;λ (R + × R n ) = H(Φ s φ s+δ , g) R + ×R n , (1.4) where H(Φ s φ s+δ , g) is a function space on R×R n defined by a certain Hörmander metric g (here not further specified) and g-admissible weight functions Φ, φ, Φ(t, τ, ξ) = 1 + |τ | + |t| l * ξ + |ξ| β * , φ(t, ξ) = Φ(t, 0, ξ) −1 , (1.5) and β * = 1/(l * + 1). (For generalities on the Beals-Fefferman-Hörmander calculus, see Beals [1] , Hörmander [10] , Levendorskii [15] .) Remark 1.2. In terms of pseudodifferential operators, the space H(Φ s φ s+δ , g) for s ≥ 0, δ ≥ 0 consists of all u ∈ L 2 (R × R n ) for which
whereΦ =Φ(t, τ, ξ) is a smoothed version of Φ, andφ =Φ(t, 0, ξ) −1 .
For the operator A from (1.1),
We infer that Φ(t, τ, ξ)
m is the basic weight function to choose for symbols a(t, x, τ, ξ) for operators A = op + (a) of order m in the calculus (for the notation op + (a), see (2.3)). The second observation equally comes from weakly hyperbolic theory and concerns the estimation of derivatives of a(t, x, τ, ξ). It is known, see, e.g., Yagdjian [24] , that the microlocal analysis of the operator A from (1.1) is different in the two zones in (t, ξ)-space given by t l * +1 ξ ≤ 1 and t l * +1 ξ ≥ 1, respectively: When t l * +1 ξ ≤ 1, we can (essentially) take the estimates which are predicted by the weight functions Φ, φ, e.g., with each t-derivative we gain φ once (actually, one loses the weight 1 + t l * ξ + |ξ| β * ). When t l * +1 ξ ≥ 1, however, as shown in Yagdjian [24, Chapter 3] , this estimate has to be improved to the gain of t −1 .
Remark 1.3.
For the reader's convenience, to judge these assertions let us state the different behaviour of weight functions in these two zones:
Here, ξ −β * + t is the weight function used later to replace φ(t, ξ).
All together, the estimates (4.1) follow. Having estimates on the interior symbols, there still remain two points open: One concerns an appropriate formulation of the transmission property in the present situation (necessary, in order to keep C ∞ -smoothness up to t = 0 in the mapping properties of pseudodifferential operators involved), the other one concerns the appearance of singular Green operators. Fortunately, we can provide a natural answer in both cases. Then, having resolved all the mentioned difficulties, the pseudodifferential calculus to develop is organized in a way as it has been done for Boutet de Monvel's calculus in Schulze [20, Chapter 4] . (This corresponds to the case in which, formally, l * = 0.) Therefore, we follow the exposition in this reference as close as possible, where possible.
1.2.
Outline of the argument. The construction of the pseudodifferential calculus is oriented towards Boutet de Monvel's calculus for treating pseudodifferential boundary value problems, see Boutet de Monvel [2] , Rempel-Schulze [18] , Schulze [20] . In particular, operators have an order m (for the sake of simplicity, m is always assumed to be an integer) and a type d ∈ N.
• Operators in the class B m,d;λ ((0, T ) × Ω; N − , N + ) (although all occurring operators are classical ones, this not specially mentioned in the notation in order not to overload 164 I. WITT it) are block matrices of the form
where op + (a) takes the part of the operator A from (1.1), S is a trace operator of type d, K is a potential operator, and Q is a pseudodifferential operator acting along the boundary. For the special operator convention op + (a), see (2.3) . In particular, the symbol a = a(t, x, τ, ξ) has to satisfy the λ-transmission property with respect to t = 0, as discussed in Section 4.2. Furthermore, G is a so-called singular Green operator that is smoothing for t > 0, but of the same type d, and arises in compositions.
• Operators act in the spaces H s,δ;λ
After performing suitable order reductions on the boundary (which we always assume to be done),
In the case that A is properly supported, one can even replace either "comp" by "loc" in the source space column or "loc" by "comp" in the target space column.
• Ellipticity is determined through invertibility on the symbolic level. More precisely, we have a pair (σ (A)(x, ξ) belongs to the corresponding (global) pseudodifferential calculus on the half-line R + , i.e., σ
, and, in addition, we have "twisted" homogeneity, i.e.
for ν > 0, where
for functions v = v(t) on R + ; δ ∈ R is arbitrary. ν } ν>0 constitutes a strongly continuous group of bounded operators acting on H s,δ;λ (R + ); especially, κ
In a more general context, this observation serves as starting point for Schulze's abstract edge approach, see Schulze [20, Section 1.3, . In our case, the "abstract edge" is identified with the boundary.
1.3. Main results. Next, let us state the main results of this paper.
, with at least one of these operators properly supported,
(An intrinsic description is provided in Definition 5.5.) Theorem 1.6. The following short sequence is split exact: ) is the principal symbol map. (A) are invertible, the first one when t > 0, the second one when t = 0. Then there is a parametrix B to A, i.e., a properly supported operator
Operators with the kind of degeneracy as described by (1.1) were considered by many authors under various aspects, e.g., local solvability, hypo-ellipticity, parametrix constructions. Let us mention at least some related work and refer to the references therein: Boutet de Monvel [3] , Grushin [6] , [7] , Hanges [8] , Joshi [13] , Levendorskii [15] , MascarelloRodino [16] , Sjöstrand [21] , Vishik-Grushin [23] , Yagdjian [24] , and many others.
The paper is organized as follows: In Section 2, we recall some notation and basic properties of the function spaces used. In Section 3, the calculus on the half-line, in which the boundary symbols take their values, is developed. Section 4 is then devoted to the boundary symbolic calculus. Eventually, in Section 5, the (local) complete pseudodifferential calculus follows. This includes indications of the proofs of the main theorems. 
Preliminaries.
We shall exploit standard notation as found, for example, in Hörmander [11] , Kumano-go [14] , Taylor [22] . Moreover, we shall make use of the following notation and function spaces: 2.1. Notation. The symbol χ = χ(t) is always chosen to denote an excision function, i.e., χ ∈ C ∞ (R) is such that χ(t) = 0 for |t| ≤ 1/2 and χ(t) = 1 for |t| ≥ 1. 
. ).
We shall also encounter spaces of classical pseudodifferential symbols of order m ∈ R, where the homogeneity of components goes down by β * each step (recall that β * = 1 l * +1 ). These spaces are denoted by S m cl,β * (. . . ). In such a case, we always have m ∈ β * Z.
Let us recall what is meant by saying that a pseudodifferential symbol has the transmission property (with respect to t = 0), see Rempel-Schulze [18] : For m ∈ Z, let H m be the space of all functions h ∈ C ∞ (R) which possess an asymptotic expansion
for certain h k ∈ C which can be formally differentiated any number of times. Then
,
is the asymptotic expansion of a into homogeneous components, then (2.2) holds if and only if
is a pseudodifferential symbol on R + × R (in our case, always with the transmission property with respect to t = 0), then op + (a) is the pseudodifferential operator defined by
where e + is extension by zero from R + to R, r + restriction from R to R + ,ã is any extension of a to a pseudodifferential symbol on R × R, and op(ã) refers to the standard quan-tization, i.e., op(ã)u(t) = (2π)
This definition is independent of the choice of the extension of a. Indeed, we have
where nowû(τ ) =
∞ 0 e −itτ u(t) dt. By pseudo-locality, op + (a) is a pseudodifferential operator on R + of the corresponding order.
The same convention applies for op + (a) (again with respect to
, where the variables with respect to which the action is performed are explicitly indicated. [5] by combining ideas from weakly hyperbolic theory and Schulze's abstract edge approach, for the latter, see Schulze [20] .
Function spaces. The function spaces
Let us recall the basic definitions and some relevant properties, see also Dreher [4] : On the half-line R + , the space H s,δ;λ (R + ) for s, δ ∈ R is explained as the space of all u ∈ H s loc (R + ) such that, for any excision function χ, (1 − χ(t))u ∈ H s (R + ) and
the latter provided that s ∈ N. The case of an arbitrary s ∈ R is treated by interpolation and duality.
The space H s,δ;λ (R + × R n ) is then introduced as the abstract edge Sobolev space of smoothness s with respect to the space H s,δ;λ (R + ) and the strongly continuous group action {κ (δ) µ } µ>0 on it, see (1.9). This means that H s,δ;λ (R + × R n ) is the space of all tempered distributions u ∈ S (R n ; H s,δ;λ (R + )) (with values in H s,δ;λ (R + )) such that u ∈ L 2 loc (R n ; H s,δ;λ (R + )), whereû(t, ξ) = R n e −ixξ u(x) dx is the partial Fourier transform of u with respect to x, and the norm
is finite. The equivalence with the description provided in (1.4), (1.5) can be easily obtained by a direct computation.
We list properties of the spaces H s,δ;λ (R + × R n ). For most of the proofs, we refer to Dreher-Witt [5] :
is the dual to H s,δ;λ (R + ×R n ) with respect to an extension of the L 2 -scalar product.
(b) H s,δ;λ (R + × R n ); s, δ ∈ R forms an interpolation scale of Hilbert spaces with respect to the complex interpolation method, jointly in both parameters s, δ.
(c) For any a > 0,
(e) For any s > 1/2, the trace operator
where γ j u := ∂ j t u| t=0 , j = 0, 1, . . . , j 0 , and j 0 is the largest integer less than s − 1/2, is surjective.
Eventually, the space H s,δ;λ
3. The calculus on the half-axis. The calculus on the half-line R + is, in essence, a calculus for a certain class of ordinary differential operators, and related pseudodifferential operators. The operators under consideration are the usual ones when t ≤ 1, with smoothness preserved up to t = 0. Therefore, the main contribution comes from the behaviour when t ≥ 1. A related calculus has been studied in Mascarello-Rodino [16, Chapter 7] . In this reference, also a number of examples is thoroughly discussed.
The exposition here follows closely that in Schulze [20, Section 4.1]: There the case in which, formally, l * = 0 is treated; proofs carry over almost literally to the present situation.
for all (t, τ ) ∈ R + × R. We further set
We have S m−1;λ tr,cl 
In Proposition 3.3 (c), "•" is the Leibniz product, i.e.,
understood as an oscillatory integral. 
where a ∈ S m;λ tr,cl (R + × R), 
for all (t, τ ) ∈ R + × (R \ 0) and, in addition, there are constants c > 0, R > 0 such that
Proposition 3.9. Let the operator A ∈ B m,d;λ (R + ; N − , N + ) be elliptic. Then there is a parametrix B ∈ B −m,0;λ (R + ; N + , N − ) to A, i.e., B is so that
In particular, A is a Fredholm operator when considered as operator in (3.4). There are finite-dimensional subspaces 
as t → ∞ for certain µ ± ∈ R, as asymptotic analysis shows, see, e.g., Olver [17] . Note that u − is uniquely determined. Now, given a, c ∈ R, let D a,c be the set of all b ∈ R for which u − (0) = 0 holds. We conclude that the operator
is invertible if and only if b / ∈ D a,c (i.e., u − (0) = 0). Then its inverse belongs to B −2,0;λ (R + ; 1, 0). It can be shown that D a,c ⊂ R is a discrete set.
The boundary symbolic calculus
4.1. Estimates on interior symbols. The construction of the interior symbols is probably the most innovative part of the paper. An explanation for the kind of symbol estimates chosen in (4.1) has been given in Section 1. Another novelty of the approach lies in using functions possessing asymptotic expansions into double homogeneous components. This allows one to get control on both principal symbolic levels at a time. Comparable arguments in an analogous situation have been provided by Hirschmann [9] . Let us, in particular, emphasize the asymptotic summation results in Proposition 4.5.
Let Z := {(t, x, τ, ξ) ∈ R + × Ω × R 1+n ; (t, τ ) = 0 or (τ, ξ) = 0}. (a) The symbol class
such that, for all (j, k, α, β) ∈ N 2+2n , 0 < T < T , and K Ω, there is a constant C jkαβT K > 0 such that
(c) The symbol class S (m,η);λ
where
(Recall that χ is an excision function.)
Proof. We have
since derivatives on χ(|τ, t l * ξ|) are harmless. Taking into account that
concludes the proof.
There are two different possibilities of forming asymptotic sums in the symbol classes S m,η;λ ([0, T ) × Ω × R 1+n ) for m, η ∈ Z; one with leaving η constant, the other one with leaving m constant, cf. Lemma 4.3.
Proof. (a) The symbol a is found in the form
for some sequence {c j } ⊂ R + with c j → ∞ as j → ∞ sufficiently fast, where the function κ ∈ C ∞ (R 1+n ) is chosen to possess the following properties:
(In general, the sequence {c j } depends on the a j .) The proof relies on the following facts:
) is a bounded subset;
• for some C > 0,
(b) Now, the symbolã is found in the form
for some sequence {c k } ⊂ R + with c k → ∞ as k → ∞ sufficiently fast. This time, the proof relies on the following facts:
•
) is a bounded subset.
• sup |ξ|≥c, t≤c −1 ξ −β * + t → 0 as c → ∞.
For a general scheme of performing asymptotic sums, see Schulze [20, Prop. 1.1.17].
In both cases (a) and (b), asymptotic summation can be performed better if one has additional information concerning the a j andã k , respectively. 
We only prove (a) (after Lemma 4.9); the proof of (b) is similar, upon replacing in the following argument the set (t, x, τ, ξ) ∈ R + × Ω × (R 1+n \ 0); |τ, t l * ξ| = 1 by the set (t, x, τ, ξ) ∈ R + × Ω × (R 1+n \ 0); |τ, ξ| = 1 and treating the behaviour of symbols on this set as t → +0.
To prepare for the proof of (a), we state:
is determined, for each fixed x ∈ Ω, by its values on the hypersurface
, its homogeneous extension according to (4.12) below belongs to S (m,η);λ (R + × Ω × (R 1+n \ 0)) if and only if
Proof. In fact, we have
Note that relation (4.11) only depends on the difference m − η. By virtue of (4.11), the embedding
to hold requires that η ≤ m, which is far from the situation we are interested in, cf. (4.4). For functions b ∈ C ∞ (Ω; C ∞ (Θ)), we can, however, admit asymptotic expansions into homogeneous components when t ≥ 1: To do so, consider the vector fields
. These vector fields generate the Lie algebra of all vector fields tangent to {(t, x, τ, ξ) ∈ R + × Ω × (R 1+n \ 0); (t, τ, ξ) ∈ Θ} over the smooth functions. Furthermore, these vector fields map the spaces S (m,η);λ (R + ×Ω×(R 1+n \0)) for m, η ∈ Z into themselves.
Compare the following definition to (4.11).
Definition 4.8. Define Υη forη ∈ Z to be the space of all b ∈ C ∞ (Ω; C ∞ (Θ)) for which, for all γ ∈ N 1+n+( n 2 ) and K Ω, there is a constant C γK > 0 such that
for all t ≥ 1, x ∈ K, and (t, τ, ξ) ∈ Θ.
Asymptotic summation in the spaces Υη is possible:
Proof of Proposition 4.6 (a). Take the a j as in Proposition 4.5 (a) and assume that (4.9) is fulfilled. Letā j be the homogenization of a j according to (4.13) (with (m, η) replaced by (m−j, η)) and b j be the restriction ofā j to {(t, x, τ, ξ) ∈ R + × Ω × (R 1+n \ 0); (t, τ, ξ) ∈ Θ}. Then b j ∈ Υ −m+η+j for j = 0, 1, 2, . . . . Choose b ∈ Υ −m+η according to (4.14) and letā be its homogeneous extension according to (4.12) .
Then the function a(t, x, τ, ξ) = χ(|τ, t l * ξ|)ã(t, x, τ, ξ) has the desired properties. Now, we are able to introduce the classes S m,η;λ cl
) of symbols possessing asymptotic expansions into double homogeneous components.
. . with the following properties:
• For all K ∈ N,
• There are symbols
In the situation described in (c), we write a ∼ j, k∈N a jk (4.15) and call this a double asymptotic expansion for a.
Remark 4.11. The requirements in Definition 4.10 (c) can be relaxed (then still defining the same symbol class); for a thorough discussion in an analogous situation, see Hirschmann [9] .
) as in the previous definition and j, k ∈ N, we introduce:
(a)(t, x, τ, ξ) for (τ, ξ) = 0 is the homogenization of a j ;
• σ η−k;λ b (a)(t, x, τ, ξ) for (t, τ, ξ) / ∈ Z is the homogenization ofã k ;
(a)(t, x, τ, ξ) for t > 0, (τ, ξ) = 0 is the (double) homogenization of a jk .
For a ∈ S m,η;λ cl
, all these symbols are obviously well-defined. By construction, a compatibility condition between the symbols σ m ψ (a)(t, x, τ, ξ) and t, x, τ, ξ) . Lemma 4.13. Let m = η (this being the case we are interested in later on). Then there is a symbolσ
, it is smooth up to t = 0) such that σ m ψ (a)(t, x, τ, ξ) =σ m;λ ψ (a)(t, x, τ, t l * ξ).
Utilizing this symbol, the compatibility condition (4.16) is expressed as follows:
Proof. From (4.16), it is seen that the limit
exists. Furthermore, the left-hand side of (4.17) equals the right-hand side of (4.16), and this, in turn, is equal to
by (4.13).
For later reference, we also denote by S m,(η);λ cl
the space of all homogenizations of functionsã 0 according to Definition 4.12.
Remark 4.14. For a ∈ S m,η;λ cl 
4.2.
Symbols with the λ-transmission property. To ensure the mapping properties in (1.8) (i.e., to preserve smoothness up to t = 0), the transmission property in an appropriate form is to be added to the calculus.
The following definition is motivated by the standard situation, see (2.2):
The following proposition is proven in a standard manner: for all j, k ∈ N, α ∈ N n .
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In particular, it makes sense to say that a symbol a ∈ S (m);λ ((R + × Ω × R 1+n ) \ Z) satisfying (4.18) with j = 0 possesses λ-transmission property.
We eventually introduce our basic symbol classes: 
possessing the λ-transmission property.
, where "•" is the Leibniz product. Furthermore,
Concerning the next definition, see Lemma 4.13. 
, where α possesses the λ-transmission property,
The symbolã(t, x, τ,ξ) resulting from (4.19) , with a(t, x, τ, ξ) being σ 
) is the principal symbol map.
Remark 4.22. Assume that a ∈ S m;λ tr,cl (R + × Ω × R 1+n ) satisfies the symbol estimates globally in t ∈ R + , i.e., T = ∞ and the constants C jkαβT K > 0 in (4.1) can be chosen independently of T > 0. Then, for all α, β ∈ N n , K Ω, there is a constant C αβK > 0 (also depending on s, δ ∈ R) such that (4.20) κ
This shows that the function To prove (4.20) , it suffices to verify that the set
is bounded for any K Ω, because of
for some constants C, C > 0. This inequality immediately yields (4.21). 
(all other symbols vanish), and, in addition, d satisfies the λ-transmission property. Obviously, a jα (t, x) ∈ S 0;λ
. . Therefore, in (4.22), we may assume that a jα (t, x) = 1 for all (t, x) ∈ [0, T ) × Ω.
Then we have
for a certain constant C = C jj kαα ββ . In the first case, we get
is now obvious. It remains to prove that d satisfies the λ-transmission property. But
and, in the first case, we get
as required. ) is the principal symbol map.
5. The local calculus. Now, we present the local calculus on (0, T ) × Ω. Again, we follow the exposition in Schulze [20, Section 4.3] , where, this time, no further changes are necessary. For this reason, proofs are nearly completely dropped. They can simply be added by the reader following the lines of the quoted reference. 
, where Gu(t, x) = In case (5.5), (5.7) are fulfilled, the pseudodifferential boundary value problem (5.6) admits a parametrix belonging to B −2,0;λ ((0, T ) × Ω; 1, 0).
