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Motivated by the recent experimental and theoretical progresses in the exploration of the effect
of disorder in interacting system, we examine the effect of two types of correlated disorder, the
quasi-periodic potential and speckle disorder potential, on one- and two-particle problem with exact
diagonalization (ED) method. We give the phase diagram for single particle in the presence of
quasi-periodic potential and also analyse the effect of strong interaction on the phase diagram for
ground state in two dimensions. For the speckle disorder potential case, we examine both the effect
of correlation length and disorder strength on single particle ground state energy and two-particle
binding energy. The transport property for different interaction strength under speckle disorder
potential is also calculated and discussed at last.
I. INTRODUCTION
Disorder has been an important topic for a long time
because of its essential role in our understanding of many
different phenomena such as conductor-insulator transi-
tion, mesoscopic phenomena and so on [1–4]. For disor-
dered system without interaction, Anderson localization
[5] has been one of the most important topic which has
been studied for a long time and many interesting results
have been obtained. P. W. Anderson had shown that
disorder could result in an exponentially localized wave
function which leads to the zero conductivity. Later,
the scaling theory was proposed which showed that for
one and two-dimensional case, the wave function of the
particle is localized for any non-zero random disorder
strength while for three-dimensional case, it requires a
large enough disorder strength to localize the wave func-
tion [6].
Many experiments have been designed to explore An-
derson localization and it has been observed in classic
waves including light [7, 8], microwave [9] and sound [10].
In ultracold atoms, direct observation of Anderson lo-
calization has been realized since the wave function can
be observed and its evolution can be monitored directly.
Anderson localization has been observed in experiments
conducted with ultracold atoms in both one dimension
[11, 12] and three dimensions [13, 14].
It should be emphasised that the on-site disorder po-
tential used in Anderson’s work [5] is generated randomly
from a uniform distribution of width W which means
there is no correlation from site to site. On the other
hand, different with the widely accepted theorem that
any non-zero random disorder in one dimension would
result in exponentially localized state, correlations on the
disorder distribution could bring surprising effect such as
delocalization effect which leads to the improvement of
transport property or localization-delocalization transi-
tion [15–18]. This is also one of the motivations for us to
study correlated disorder potential.
Many experiments in ultracold atoms have been con-
ducted in order to shine light on the effect of dis-
order in superfluid-insulator transition, localization-
delocalization transition. Some of these experiments are
directly related to the confirmation of the existence of
many-body localization state [19–23]. Some of the exper-
iments are connected with the measurement of transport
property [24–27]. Motivated by these experiments, we
mainly consider two types of correlated disorder poten-
tial which are widely used in these experiments. The first
is the quasi-periodic potential which is usually related to
Harper model [28, 29], the second is the speckle disorder
potential [30, 31]. We examine the effect of correlated dis-
order on one- and two-particle problem in two dimensions
with exact diagonalization method [32]. In our calcula-
tion, the lattice size is usually 64 ∗ 64 and we usually av-
erage 50 disorder realizations for one-particle case and 10
disorder realizations for two-particle case. The compari-
son with one-dimensional results [33–43] could be helpful
to the understanding of the role of dimensionality as well
as correlated disorder in the interacting system. We also
wish the results from one- and two-particle disordered
system could be helpful for the understanding of recent
disordered experimental results [23, 27]. In these experi-
ments, temperature is usually very low and as a result, we
focus on ground state of single and two-particle case in
two dimensions. As shown in the following, we will show
that these ground state results could be enlightening for
our understanding of these experimental results.
This paper is organized as follows. We first consider
the single and two-particle problem in quasi-periodic dis-
order potential in Sec. II. Through comparing the single
and two-particle results, we show the effect of strong in-
teraction in this case. Then, in Sec. III, with similar
strategy, we consider single and two-particle problem in
speckle disorder potential. Through comparing the sin-
gle and two-particle results, we also show the effect of
strong interaction in speckle disorder potential case. We
also examine the transport property in this case. Finally,
we provide a summary in Sec. IV.
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II. QUASI-PERIODIC DISORDER POTENTIAL
One-dimensional Harper model [28, 29] is widely inves-
tigated because of its phase transition point between de-
localized phase and localized phase when quasi-periodic
potential ∆ equals 2 (in unite of the hopping term). Mo-
tivated by the recent experiment [19, 21, 23], we consider
the two dimensional Harper model. The Hamiltonian for
single particle is:
Hˆ0 = −t
∑
〈i,j〉,σ
(cˆ+i,σ cˆj,σ + h.c.)+
∑
i,σ
∆x cos(2πβm+ ϕ)ni,σ +
∑
i,σ
∆y cos(2πβn+ ϕ)ni,σ
(1)
The first two terms are the hopping between nearest-
neighbor sites. cˆ+i,σ (cˆi,σ) indicates the creation (annihi-
lation) operator for a fermion with spin σ on lattice site
i. ∆x (∆y) controls the disorder strength of the potential
in x (y) direction. ni,σ = cˆ
+
i,σ cˆi,σ is the number operator
at site i with spin σ. (m,n) is the row and column in-
dex for lattice site i. The potential is the quasi-periodic
potential with β equals to (
√
5 − 1)/2 and ϕ a uniform
phase.
As widely used in one dimension, inverse participa-
tion ratio (IPR) is introduced to study the possible
localization-delocalization transition,
αp =
L∑
i=1
|ψ(i)|4, (2)
here ψ(i) is the single particle wave function, L is the
lattice size of the system. αp can be used as order pa-
rameter to distinguish localized state from extended state
since it is finite in the localized state and vanishes in the
extended state.
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FIG. 1: (Color online) Inverse participation ratio for sin-
gle particle two-dimensional Harper model.
The result for the single particle inverse participation
ratio is shown in Fig. 1. The result shows that there
are three different phases which is different with one-
dimensional case where only two phases (localized and
delocalized phase) are present. Phase I (∆x < 2.0 and
∆y < 2.0) is a delocalized phase while phase II (∆x > 2.0
and ∆y > 2.0) is a localized phase. Phase III ((∆x > 2.0
and ∆y < 2.0) and (∆x < 2.0 and ∆y > 2.0)) is an
intermediate phase since it is localized in one direction
and is delocalized in the other direction. When the
disorder strength in the delocalized direction becomes
larger than 2, both directions become localized and give
phase II. This two-dimensional single particle case gives
a simple but standard picture to explore two-dimensional
delocalization-localization transition and could be help-
ful to investigate more complicated cases.
In addition, we examine the effect of strong interac-
tion on two-dimensional Harper model, we consider two
fermions (one spin up and one spin down) with large on-
site attractive interaction under two-dimensional quasi-
periodic potential:
Uˆ = −|U |
∑
i
ni↑ni↓, (3)
the interaction strength is set to be |U | = 5t. The
Schro¨dinger equation can be written as (E − Hˆ0)|Ψ〉 =
Uˆ |Ψ〉 and Ψ is the two-particle wave function. Following
the procedure of ref. [40] one could obtain:
− 1|U | 〈i, i
′|Ψ〉 =
∑
j
〈i, i′|GˆE |j, j〉Ψ(j, j). (4)
GˆE = (E − Hˆ0)−1 is Green’s function and Ψ is the two-
particle wave function. |j, j〉 means that the first and the
second particle locate on the same lattice site j. On the
other hand, one could obtain:
GˆE =
∑
r,s
(E − εr − εs)−1|ψr, ψs〉〈ψr , ψs|, (5)
εr and εs are the eigenvalue of the single particle state of
ψr and ψs. Projecting the Green’s function on the two
non-interacting particle bases, one could obtain:
〈i, i′|GˆE |j, j〉 =
∑
r,s
〈i, i′|ψr, ψs〉〈ψr, ψs|j, j〉
E − εr − εs
=
∑
r,s
ψr(i)ψs(i
′)ψ∗r (j)ψ
∗
s (j)
E − εr − εs .
(6)
Setting i′ = i, and put Eq. (6) into Eq. (4), we have
− 1|U |f(i) =
∑
j
KE(i, j)f(j), (7)
here KE(i, j) = 〈i, i|GˆE |j, j〉, f(j) = Ψ(j, j).
For two-particle problem, we also use the inverse
participation ratio to study the possible localization-
delocalization transition for the ground state:
αp =
L∑
j=1
|f(j)|4. (8)
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For the ground state, αp can be obtained with the fol-
lowing procedure [40]. For two strongly attractive par-
ticles, they will form bound state and the two-particle
ground state energy should be much lower than twice of
single particle ground state energy (E < 2ǫ1). Then,
one could iterate the value of E and exact diagonalize
the kernel until the lowest eigenvalue of the kernel equals
1/U , then one find the ground state energy E of the two
attractive energy and accordingly the eigenvector f(j),
then one could obtain the result of αp.
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FIG. 2: (Color online) Inverse participation ratio for two
strongly attractive particles.
The result is shown in Fig. 2. Compared with sin-
gle particle case, there are still three phases but the
phase transition boundary is reduced to smaller disor-
der strength. This can be explained following the large
Uˆ expansion procedure [40]. In two dimensions, the ex-
pansion of the kernal becomes
〈i, i|GˆE |j, j〉 = 〈(m,n)(m,n)|GˆE |(k, l)(k, l)〉
= δm,kδn,l
[
1
E
+
2V (i)
E2
+
4V 2(i) + 8
E3
]
+
2
E3
δm+1,kδn,l
+
2
E3
δm−1,kδn,l +
2
E3
δm,kδn+1,l +
2
E3
δm,kδn−1,l,
(9)
here V (i) is the disorder potential on lattice i, (m,n) is
the row and column index for lattice i. Then, Eq. (7)
becomes:
[
−E
2
|U | − E
]
f((m,n), (m,n)) =
2
E
f((m± 1, n), (m± 1, n)) + 2
E
f((m,n± 1), (m,n± 1))+[
2V (i) +
4V 2(i) + 8
E
]
f((m,n), (m,n)).
(10)
Compare Eq. (10) with non interacting Harper model,
one could obtain: Veff = 2V (i) + [4V
2(i) + 8]/E and
teff = −2/E. When interaction is much larger than the
hopping term and disorder strength, E is approximately
equal to −|U |. When Vc is small as is the case when |U |
is large, the second order of V (i) in Veff can be ignored.
Then, Eq. (10) becomes the effective single particle two-
dimensional Harper model with the effective critical dis-
order strength ∆c ≈ 2/|U |. This is in agreement with
the result of inverse participation ratio calculation.
It should be pointed out that the many-body localiza-
tion experiment with two-dimensional quasi-periodic dis-
order potential has been conducted [23]. The ∆ which
controls the disorder strength is the same for x and y
direction in the experiment, two quasi-periodic poten-
tials along x and y directions are created and form a
two-dimensional quasi-periodic potential. Through mon-
itoring the time evolution of the particle number imbal-
ance between even and odd stripes for different disor-
der strength ∆, three different phases are observed (a
fast thermalization regime corresponds to the delocal-
ized phase, a negligible relaxation regime corresponds to
the MBL phase and an intermediate phase with slow re-
laxation). These experimental results can be compared
with the phase diagram for two interacting particles we
obtain as shown in Fig. 2. For the diagonal of Fig. 2
where ∆x = ∆y, the simulation result does not show an
intermediate regime but a sharp phase transition from
delocalized phase to localized phase when quasi-periodic
disorder strength increases which is different from the ex-
perimental result. The intermediate phase revealed in the
experiment still lacks understanding, but the difference
from simulation result indicates that this intermediate
phase is possible a result of the interaction effect in a
real many-body system and thus can not be described
by the ground state of interacting few-particle system.
In addition, we also calculate the binding energy for the
two-particle ground state. The definition of binding en-
ergy is Eb = 2E0−E, here E0 is the ground state energy
of single fermion and E the ground state energy of two
interacting fermions. The result in Fig. 3 shows that for
two strongly attractive fermions in the two-dimensional
Harper model, the binding energy increases with increas-
ing disorder strength. This suggests disorder would not
destroy the pair, on the contrary, disorder is helpful for
the pair to be preserved.
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FIG. 3: (Color online) Binding energy for two strongly
attractive fermions under two-dimensional quasi-periodic
potential.
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III. SPECKLE DISORDER POTENTIAL
There are several statistical functions that distinguish
speckle disorder from random disorder such as the expo-
nential probability distribution function and the spatial
autocorrelation function of the speckle disorder [30, 31].
The correlation length lc and average disorder strength
V¯ are the two main quantities to characterize speckle dis-
order potential as shown in Fig. 4 as illustrations. We
examine the effect of both correlation length and average
disorder strength on single particle ground state energy
and two-particle binding energy.
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FIG. 4: (Color online) Examples of speckle disorder
potential distribution for correlation length (a) lc = 1
(in unit of lattice size hereafter) and (b) lc = 5 on the
two-dimensional lattice with lattice size 64 ∗ 64.
Average speckle disorder potential V¯ = 2.0 (in unit of
hopping term hereafter).
The correlation energy is defined as Ec = ~
2/ml2c (we
set ~ = m = 1 hereafter). Then, two regions can be
separated: one is the classical region (V¯ ≫ Ec) where
both the average disorder strength and correlation length
could be large. The opposite is the quantum region (V¯ ≪
Ec) [44].
For single particle problem, the ground state energy
is calculated with exact diagonalization method. The
results are shown in Fig. 5.
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FIG. 5: (a) Single particle ground state energy for speckle
disorder correlation length lc = 5. The black dots are
calculated results and red line is the fit function. The
fit function is y = 0.25873x
1
2 − 4.00983. (b) Single par-
ticle ground state energy for speckle disorder correlation
length lc = 1. The fit function is: quantum region y =
0.5x−3.91184, classical region y = 0.579817x 12 −3.77247.
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FIG. 6: Inverse participation ratio (IPR) for single
particle under speckle disorder potential with
correlation length lc = 1.
For correlation length lc = 5, the system is in classical
region for all the calculated disorder strength. As shown
in Fig. 5 (a), the single particle ground state energy is
well characterized by function y = 0.25873x
1
2 − 4.00983.
The 0.5 power is expected from the trapping scenario
since in classical region V¯ ≫ Ec, the wave length of sin-
gle particle is smaller than disorder correlation length
and therefore can be characterized by single fermion in a
harmonic trap. The harmonic trap is characterized by av-
erage disorder strength and correlation length of speckle
disorder potential after disorder average. This is also the
case for the classical region for lc = 1. As shown in Fig. 5
(b), when average disorder strength V¯ is larger than 2.0,
the system is in the classical region and the ground state
energy is well characterized by the 0.5 power fit function
y = 0.579817x
1
2 − 3.77247.
The more interesting result is the ground state energy
in the quantum region when average disorder strength
V¯ is smaller than the correlation energy and thus can’t
be explained by the simple trapping scenario as shown
in Fig. 5 (b). This in fact corresponds to the Anderson
localization scenario with large localization length. This
can be confirmed from the following arguments.
First, one could calculate the inverse participation ra-
tio for single particle under speckle disorder potential for
correlation length lc = 1. The result is shown in Fig.
6. Compared with Harper model results (see Fig. 1),
the inverse participation ratio is always finite even in
the quantum region where disorder strength is smaller
than correlation energy and it increases asymptotically
with increasing disorder strength and there is no abrupt
change. This result implies that there is no phase tran-
sition from delocalized phase to localized phase for the
case of speckle disorder potential. The particle is in the
localized state with large localization length when disor-
der strength is small and the localization length decreases
when disorder strength increases.
The other rough argument is that we can use the lo-
calized wave function as the single particle ground state
wave function to calculate the ground state energy. The
vnormalized wave function is:
ψ(r) =
1
ζ
√
2
π
exp
(−r
ζ
)
, (11)
here, ζ is the localization length.
The Schro¨dinger equation in two dimensions is:
− 1
2
[
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
]
ψ + V (r)ψ = Eψ. (12)
V (r) is the speckle disorder potential. Using Eq. (11)
and multiply ψ∗(r) on the left and integrate over the two
dimensional space, one could obtain:
1
2ζ2
+
4π
πζ2
∫ ∞
0
V (r) exp
−2r
ζ
rdr = E. (13)
When localization length is large, we could approximate
exp −2r
ζ
= 1 and integrate till r = ζ2 where exp
−2r
ζ
reaches 1/e of its maximum value (similar to the way
correlation length lc of speckle patten is defined in ex-
periments [26, 27]), then the equation becomes:
1
2ζ2
+
4π
πζ2
∫ ζ
2
0
V (r)rdr = E,
1
2ζ2
+
1
2
2π
∫ ζ
2
0
V (r)rdr
π( ζ2 )
2
= E.
(14)
When localization length is large compared with speckle
disorder correlation length,
2pi
∫ ζ
2
0
V (r)rdr
pi( ζ
2
)2
can be regarded
as the average value of disorder strength. Then,
1
2ζ2
+
1
2
V¯ = E, (15)
here, V¯ is the average value of disorder strength. This
agrees with the computational result in the quantum re-
gion (see Fig. 5 (b)).
Now, we consider two fermions (one spin up and one
spin down) with large on-site attractive interaction un-
der speckle disorder potential. The attractive interac-
tion strength is fixed at |U | = 5t and we focus on their
binding energy. The definition of binding energy is still
Eb = 2E0−E. First, we calculate the binding energy for
the case of correlation length lc = 5 and all calculated
data points are in classical region. The results are shown
in Fig. 7 (a).
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FIG. 7: (a) Binding energy for increasing disorder
strength with correlation length lc = 5. The black dots
are calculated results and the red line is the fit func-
tion. The fit function is y = 0.244014x
1
2 + 0.368016.
(b) Binding energy for increasing disorder strength with
correlation length lc = 1. Fit function: quantum region
y = 0.46034x+0.3821, classical region y = 0.686641x
1
2 +
0.304171. (c) Binding energy for different disorder cor-
relation length lc. Disorder strength V¯ = 2.0 and all
data points are in classical region. (d) Disorder strength
V¯ = 0.05, all data points are in quantum region.
The binding energy result can be well approximated
with 1/2 power function over disorder strength. This
agrees with the two-particle binding energy result in a
harmonic trap [27, 45]. Another evidence for the trap-
ping scenario is the binding energy for different correla-
tion length in the classical region. Here, after disorder
average, the trap is characterized by average disorder
strength V¯ and correlation length lc. Increasing corre-
lation length has the effect of decreasing the frequency
of the trap and hence decreases the two-particle binding
energy as shown in Fig. 7 (c) [45].
We also calculate the binding energy for different dis-
order strength with disorder correlation length lc = 1. As
shown in the Fig. 7 (b), it is obvious that there are two
different regions, one is the quantum region (V¯ ≪ Ec)
and the other classical region (V¯ ≫ Ec). The bind-
ing energy in the classical region can also be well fitted
with the 1/2 power fit function as a result of the trap-
ping scenario as explained earlier. Then, we focus on
the quantum region and calculate the effect of correla-
tion length on binding energy. As shown in Fig. 7 (d),
the binding energy in quantum region is almost not af-
fected by the correlation length of speckle disorder, which
is very different with the result in the classical region as
shown in Fig. 7 (c). First, this provides the evidence
for the validity of percolation theory in the quantum re-
gion since the details of the disorder are not important
[27]. What is more, since the disorder correlation length
vi
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FIG. 8: (Color online) Local density distribution for
speckle pattern with (a) correlation length lc = 1,
average disorder strength V¯ = 0.2, (b) correlation
length lc = 1, average disorder strength V¯ = 1.0, (c)
correlation length lc = 5, average disorder strength
V¯ = 0.2, (d) correlation length lc = 5, average disorder
strength V¯ = 1.0. (a) and (b) are under the same
speckle disorder configuration, (c) and (d) are under the
same speckle disorder configuration. Periodic boundary
condition is used in the calculation.
has no effect on the binding energy, the behavior of sys-
tem in the quantum region can’t be simply explained by
the trapping scenario. Since the definition of binding en-
ergy is Eb = 2E0 − E and the linear increase of Eb and
E0 in the quantum region, one could see the linear in-
crease of two-particle ground state energy. The similar
behaviour of two-particle ground state energy and single
particle ground state energy (see Fig. 5) implies that
the two-particle ground state can be characterized by a
state similar to the single particle localized state and the
localization length decreases when disorder strength in-
creases. This can also be shown from the local density
distribution directly. Local density distribution is defined
as [40]:
ni = 2
∑
m
|ψ(i,m)|2, (16)
ψ(i,m) is the two-particle ground state wave function.
Factor of 2 comes from the particle number. Some typical
results of local density distribution are shown in Fig. 8.
As shown in Fig. 8, it is obvious that the wave func-
tion is localized although the localization length is large
compared with disorder correlation length when the dis-
order strength is small (see Fig. 8 (a) and (c)). When
the disorder strength increases, the localization length
decreases (see Fig. 8 (b) and (d)). This is in agreement
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FIG. 9: Drude weight for different interaction strength
under speckle disorder potential. The disorder strength
is V¯ = 0.5 and correlation length lc = 1. The insert
figure shows ground state energy for different flux as
illustration.
with the single particle case as discussed earlier that there
is no phase transition from delocalized phase to localized
phase. This can also be understood since the strongly
interacting two particles can be described by the effec-
tive single particle as discussed earlier for the case of two
interacting particles under quasi-periodic potential.
More convincing results would be the inverse partici-
pation ratio calculation after disorder average, but this is
too time consuming for our limited computational capac-
ity especially for large lattice size which is required by the
statistical properties of speckle disorder potential. Then
we resort to the calculation of transport property. Mo-
tivated by the recent experiments on transport property
[24–27], we focus on Drude weight for increasing attrac-
tive interaction strength with speckle disorder potential
in the quantum region. Drude weight provides a method
to explore transport property of disordered system and
it can be calculated from the dependence of the ground
state energy E0 on φ which is the flux through a torus
ring [46, 47]:
D
π
= N
[
∂2E0(φ)
∂φ2
]
φ=0
, (17)
in the limit of a large system, D would decrease exponen-
tially to zero for an insulating state while remain finite
for a metallic state. In the numerical calculation, one
needs to be careful to follow the ground state adiabati-
cally because there is level crossing between ground state
and excited state when the twist boundary condition is
used [48, 49]. This method has already been used in one-
dimensional and two-dimensional system with random
disorder potential and repulsive interaction [42, 50]. We
adopt this method to study the transport property under
speckle disorder potential with attractive interaction.
Fig. 9 gives the Drude weight result for different at-
tractive interaction strength. The disorder strength is
chosen at V¯ = 0.5 and correlation length is lc = 1 so it
is in the quantum region. As shown in the result, when
interaction is large, Drude weight becomes vanishingly
vii
small which indicates that the system is in the localized
state. This is in agreement with our earlier analysis. So,
with all the arguments from the two-particle binding en-
ergy, local density distribution and Drude weight, one
can conclude that the picture is that the strongly inter-
acting system starts with a localized state in the quan-
tum region which has large localization length compared
with disorder correlation length and evolves to a local-
ized state which can be well characterized by the trapping
scenario in the classical region. From this point of view,
it is not a phase transition from delocalized state to lo-
calized state which is different with the two-dimensional
Harper model. But as for the real many-body system,
from the percolation view, it could result in a percola-
tion transition because the localization length for each
pair of fermions changes from large localization length
to small localization length compared with the correla-
tion length of speckle disorder potential when disorder
strength increases and this could result in a percolation
transition. This is helpful to understand the experimen-
tal phenomena revealed in the experiment [27]. In this
experiment, the transport property of strongly interact-
ing fermions can be well fitted with percolation simula-
tion result and the percolation transition happens when
the system changes from the quantum region to classical
region as the disorder strength increases. It is worth not-
ing that the disorder correlation length in the experiment
is about one pixel in their percolation analysis which is
equal to one lattice size in our simulation. As shown
in earlier analysis, for one pair, the localization length
decreases from a value larger than disorder correlation
length to a value smaller than disorder correlation length
when the system changes from quantum region to clas-
sical region. This could corresponds to the percolation
transition in the experiment.
On the other hand, for small attractive interaction
strength, the interaction seems to decrease the Drude
weight and make the system more localized than the non-
interacting case. This is different from the results and
analysis in the experiment [23]. It is expected that the
small interaction would be helpful for the thermalization
especially when the initial state is localized state. The
contradiction probably comes from the fact that the sim-
ulation results only applies to a two-particle system and
is inadequate for the description of interaction effect in
the real many-body interacting system.
IV. SUMMARY
The one- and two-particle problem with quasi-periodic
and speckle disorder potential is examined using exact di-
agonalization (ED) method. The phase diagram for two-
dimensional quasi-periodic disorder potential is given and
the effect of strong interaction is also discussed. For
speckle pattern, the different behaviour of single parti-
cle ground state energy and two-particle binding energy
in the quantum region and classical region is discussed.
We also calculate the Drude weight for different inter-
action in order to show the effect of interaction for the
speckle disorder potential case.
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