The second Zagreb index of a graph G is denoted by v). In this paper, we investigate properties of the extremal graphs with the maximum second Zagreb indices with given graphic sequences, in particular graphic bicyclic sequences. Moreover, we obtain the relations of the second Zagreb indices among the extremal graphs with different degree sequences.
Introduction
Throughout this paper, G = (V, E) is a simple undirected graph with vertex set V and edge set E. The distance between two vertices u and v which is denoted by d(u, v) is the length of the shortest path that connects u and v. is denoted by (4 (2) , 2 (2) , 1 (2) ). Let π be a given graphic sequence. Let Γ(π) = {G| G is a connected graph with degree sequences π}.
Without loss of generality, assume d(v i ) = d i , for 1 ≤ i ≤ n, v i ∈ G ∈ Γ(π).
The second Zagreb index [1] of a graph G is definted by:
For a given graphic sequence π, let
A simple connected graph G is called an optimal graph in Γ(π) if G ∈ Γ(π) and M 2 (G) = M 2 (π). The second Zagreb index, whose origin may be dated back to [4] and [14] , plays an important role in total π−electron energy on molecular structure in chemical graph theory. There are two excellent surveys ( [4] , [14] ) on the Zagreb index, which summarize main properties and characterization of the topological index. Das et al. [2] investigated the connections between the Zagreb index and the Wiener index. Estes and Wei [3] presented the sharp upper and lower bounds for the Zagreb indices of k−tree. For more information, the readers are referred to [1] , [4] , [6] , [9] , [10] , [14] , [15] and references therein.
Recently, Liu and Liu [11] characterized the all optimal trees in the set of trees with a given tree sequence. Further, they [12] investigate some optimal unicycle graphs in the set of unicycle graphs with a given unicyclic graphic sequence. In this paper, we study properties of the optimal graphs in the set of all connected graphs with a given graphic sequence π that satisfies some conditions, which generalize the main results in [11] and [12] . In addition, we present some optimal bicyclic graphs in the set of all bicyclic graphs with a given bicyclic graphic sequence and some relations of the maximum values of the second Zagreb indices with different bicyclic graphic sequences. The rest of this paper is organized as follows. In Section 2, some notations and the main results of this paper are presented . In Sections 3, 4 and 5, the proofs of the main results are presented, respectively.
Preliminary and Main Results
In order to present the main results of this paper, we introduce some more notations. Assume G is a rooted graph with root v 1 . Let h(v) be the distance between v and v 1 and H i (G) be the set of vertices with distance i from vertex v 1 .
Definition 2.1 [17] Let G = (V, E) be a graph of root v 1 . A well-ordering ≺ of the vertices is called breadth-first search ordering with non-increasing degrees (BFSordering for short) if the following holds for all vertices u, v ∈ V :
(
if there are two edges uu 1 ∈ E(G) and 
The first main result in this paper can be stated as follows.
. . , d n ) be a graphic sequence. If it satisfies the following condition:
, c is an integer and c ≥ −1;
Moreover, condition (iii) in Theorem 2.2 can not be deleted. For example, let π = (4, 4, 3, 3, 2, 1, 1) which doesn't satisfy condition(iii). In Figure 1 , G is produced by the method in Theorem 2.2 and G ′ is not isomorphic to G. It's easy to see that
In order to present the results of bicyclic graphs with given bicyclic graphic sequences, we introduce some more notations.
A bicyclic graph is a connected graph with n ≥ 4 vertices and n + 1 edges. Let π = (d 1 , · · · , d n ) be a graphic sequence. If π is a degree sequence of some bicyclic graphs, π is called a bicyclic graphic. For a given bicyclic graphic sequence π, let B π = {G| G is bicyclic graph with degree sequences π} If π is a bicyclic graphic sequence, then Σ n i=1 d i = 2n + 2. Denote by B(p, q) a bicyclic graph of order n obtained from two vertex-disjoint cycles C p and C q by identifying vertices u of C p and v of C q with p + q − 1 = n. Denote by B(p, r, q) a bicyclic graph of order n obtained from two vertex-disjoint cycles C p and C q by joining vertices u of C p and v of C q by a new path uu 1 u 2 · · · u r−1 v with length r(r ≥ 1) with p+q+r−1 = n. Denote by B(P k , P l , P m ) (1 ≤ m ≤ min{k, l}) a bicyclic graph of order n obtained from three pairwise internal disjoint paths xv 1 v 2 · · · v k−1 y, xu 1 u 2 · · · u l−1 y and xw 1 w 2 · · · w m−1 y with k +l+m−1 = n. Denote by B(p, q; p 1 , p 2 , . . . , p s ) a bicyclic graph of order n obtained from B(p, q) appending s paths on the common vertex of the two cycles, where p + q + p 1 + · · · + p s − 1 = n, s is the number of leaves and p 1 , p 2 , . . . , p s denote the lengths of the s paths.
The results of bicyclic graphic sequences can be stated as follows.
Denote by s the number of leaves in the graph of B π .
(1). If d n = 2 and d 2 ≥ 3, then the optimal graphs in the set B π are B(p, 1, q) or B(P k , P l , P 1 ) with p + q = n and k + l = n. In other words, for any G ∈ B π , M 2 (G) ≤ 4n + 17 with equality if and only if G is B(p, 1, q) or B(P k , P l , P 1 ) with p + q = n and k + l = n.
(2). If d n = 2 and d 2 = 2, then the optimal graphs in the set B π are B(p, q) with p + q = n. In other words, for any G ∈ B π , M 2 (G) ≤ 4n + 20 with equality if and only if G is B(p, q) with p + q = n. , then the optimal graphs in the set B π are B(p, q; p 1 , p 2 , . . . , p s ) with p i ≥ 2 for 1 ≤ i ≤ s. In other words, for any G ∈ B π , M 2 (G) ≤ 4n + 2s 2 + 10s + 20 with equality if and only if G is B(p, q; p 1 , p 2 , . . . , p s )
, then the optimal graphs in the set B π are B(3, 3; 2, · · · , 2, 1, · · · , 1) with p 1 = · · · = p n−s−5 = 2 and p n−s−4 = · · · = p s = 1. In other words, for any G ∈ B π , M 2 (G) ≤ sn + 6n + s + 10 with equality if and only if
is an optimal graph in the set B π .
Remark 2.7 B *
M (π) is not the unique optimal graph for d n = 1 and d 2 ≥ 3. For example, let π = (4 (5) , 1 (8) ). Figure 2 shows two different optimal graphs.
For two different non-increasing graphic sequences
Such an ordering is called majorization [13] .
Theorem 2.8 Let π and π
′ be two non-increasing bicyclic degree sequences.
with equality if and only if π = π ′ .
Proof of Theorem 2.2
To prove the theorem, the following lemmas are needed. Lemma 3.4 Let π be a graphic sequence satisfying the conditions in Theorem 2.2. Then there is an optimal graph G ∈ Γ(π) such that v 1 v 2 v 3 forms a triangle.
Proof. To prove Lemma 3.4, we need to prove following claims first. Claim 1. There is an optimal graph G ∈ Γ(π) such that {v 2 , v 3 } ⊆ N(v 1 ) and there exists a cycle C t 1 ⊆ G such that v 1 ∈ C t 1 .
Assume that Claim 1 does not hold for any optimal graph G ∈ Γ(π). By Lemma 3.3, we may suppose that G is an optimal graph in Γ(π) such that {v 2 , v 3 } ⊆ N(v 1 ). So v 1 is not in any cycle of any optimal graph G ∈ Γ(π). Since d 1 ≥ c + 2, there exists a shortest path P = u · · · v 1 · · · xy connecting u and y such that v 1 is on the path, where u ∈ C t 1 and
by repeating this process, which is a contradiction. Thus, Claim 1 holds.
Claim 2.
There is an optimal graph G ∈ Γ(π) such that there exists a cycle
Assume that Claim 2 does not hold for any optimal graph G ∈ Γ(π). By Claim 1, there exists an optimal graph G ∈ Γ(π) such that v 1 ∈ V (C t 1 ) and {v 2 , v 3 } ⊆ N(v 1 ). Then v 2 / ∈ V (C t 1 ), and there are two cases for v 1 and v 2 . Case 1. There is a shortest path P = v 1 v 2 xy · · · z connecting v 1 and z such that v 2 is on the path P, where
Repeating the above process, we can conclude d(u) < d(z) = 1, a contradiction. So case 1 does not hold.
Case 2. There is not any path connecting v 1 and z such that v 2 is on the path, where z is the arbitrary vertex in G and d(z) = 1. So it is obvious that v 2 is in another cycle C t 2 of G and
is in the same cycle of G ′ , a contradiction. So case 2 does not hold. Thus, Claim 2 holds.
Claim 3.
There is an optimal graph G ∈ Γ(π) such that {v 1 v 2 , v 1 v 3 } ⊆ E(C t 1 ). By Claim 2, there is an optimal graph G ∈ Γ(π) such that there exists a cycle
Lemma 3.5 Let π be a graphic sequence satisfying the conditions in Theorem 2.2. G is an optimal graph in Γ(π).
otherwise we may exchange the label of v and v i . Then by Lemma 3.2 we may assume there exists
There are three cases for u = v j : Case 1. u = v 2 . The result holds after exchanging the label of v 1 and
, there must exist some vertex y ∈ N(v i )\V (P ) such that y / ∈ N(x).
, the result holds. If {v 2 , . . . , v i−1 } V (P ) = ∅, it can be proved similarly. Case 3. u ∈ {v 2 , . .
Lemma 3.6 Let π be a graphic sequence satisfying the conditions in Theorem 2.2. Then there is an optimal graph G ∈ Γ(π) such that
Proof. The lemma can be proved by induction. For i = 3, the result holds by Lemma 3.4. Assume that for i−1, the assertion holds, i.e., there is an optimal graph G ∈ Γ(π) in which {v 1 , v 2 , v 3 }, . . . , {v 1 , v 2 , v i−1 } form i − 3 triangles. By Lemma 3.5, we may assume v 1 v i ∈ E(G). To finish the introduction, it suffices to prove the following claims. For convenience, let C j denote triangle v 1 v 2 v j for 3 ≤ j ≤ i − 1.
Claim 1.
There is an optimal graph G ∈ Γ(π) in which there exists a cycle C t ′ such that v 1 ∈ V (C t ′ ), where C t ′ = C j for 3 ≤ j ≤ i − 1.
If Claim 1 doesn't hold for any optimal graph, v 1 / ∈ C, ∀C = C j for 3 ≤ j ≤ i − 1. Assume C t ′ is a cycle in G and C t ′ = C j for 3 ≤ j ≤ i − 1. Since d 1 ≥ d 2 ≥ c + 2 and there are c + 1 cycles, there exists two vertices u, w ∈ V (C t ′ ), uw ∈ E(C t ′ ) and a path
For the same reason, it's a contradiction. Thus, max{d(u), d(w)} < d(x).
Then take y ∈ (N(x) V (P ))\{v 1 }. Similarly, max{d(u), d(w)} < d(y). It can be proved that max{d(u), d(w)} < d(z) = 1 by repeating this process, which is a contradiction. Thus, Claim 1 holds.
Claim 2.
There is an optimal graph G ∈ Γ(π) in which there exists a cycle
If Claim 2 doesn't hold for any optimal graph, by Claim 1, we may assume there is an optimal graph G ∈ Γ(π) in which there exists a cycle C t ′ such that v 1 ∈ V (C t ′ ) and v 2 / ∈ V (C t ′ ), where C t ′ = C j for 3 ≤ j ≤ i − 1. Because v 1 ∈ V (C t ′ ) and there remains c + 4 − i cycles except C j , 3 ≤ j ≤ i − 1 and d(v 2 ) − |N(v 2 ) {v 1 , v 3 , . . . , v i−1 }| = c + 4 − i, there exists a vertex z and a path P = v 1 v 2 xy · · · z, where d(z) = 1, x / ∈ {v 3 , . . . , v i−1 } and P is the shortest path connecting v 1 and z such that v 2 is on it.
Repeating the above process, we will yield that max{d(u), d(v)} < d(z) = 1, a contradiction. Thus, Claim 2 holds.
Claim 3.
If Claim 3 doesn't hold for any optimal graph, by Claim 2 and v 1 v i ∈ E(G), we may assume there is an optimal graph G ∈ Γ(π) in which there exists a cycle
Then by the same method using in Case 2.2, we can conclude that Claim 3 holds.
Claim 4. There is an optimal graph
By Claim 3, there is an optimal graph G ∈ Γ(π) in which there exists a cycle
Note that u and v can be the same vertex. There are two cases for u.
. It is easy to check that G ′ ∈ Γ(π) and Claim 4 holds for G ′ . Thus, we can conclude by introduction that there is an optimal graph G ∈ Γ(π) in which {v 1 , v 2 , v 3 }, {v 1 , v 2 , v 4 }, . . . , {v 1 , v 2 , v c+3 }, form c + 1 triangles. Now we are ready to prove Theorem 2.2.
Proof. The first part of the theorem have be proved by Lemma 3.6. So we may assume {v 1 , v 2 , v 3 }, . . . , {v 1 , v 2 , v c+3 } form c + 1 triangles in an optimal graph G ∈ Γ(π).
Then an ordering ≺ of V (G) can be created by the breadth-first search as follows: Claim. There exists some
Then there exists some
Case 2. w i v i is not in the shortest path that connects w j and v 1 .
Then w j v i / ∈ E(G). Otherwise we can find a cycle in G such that v 1 , v i , w j or v 2 , v i , w j are on it and E(G) ≥ n + c + 1, a contradiction. Let 
Moreover, by the construction of the redefined ≺, if there are two edges uu 1 ∈ E(T ) and
So repeating the above process at most t(t ≤ n−c−3) times, we can get an optimal graph G t ∈ Γ(π) such that d(u) ≥ d(v) holds for each two vertices u, v ∈ V (G) and u ≺ v. G t is isomorphic to the graph constructed in the theorem. (1). If d n = 2 and d 2 ≥ 3, then the optimal bicyclic graphs in the set B π are B(p, 1, q) and B(P k , P l , P 1 ) with p + q = n and k + l = n.
(2). If d n = 2 and d 2 = 2, then the optimal bicyclic graphs in the set B π are B(p, q) with p + q = n.
Proof. If d n = 2 and d 2 ≥ 3, then the only possible degree sequence is π = (3, 3, 2 (n−2) ) and G is B(p, r, q) or B(P k , P l , P m ). It is easy to see that M 2 (B(p, 1, q)) = M 2 (B(P k , P l , P 1 )) = 4n + 17 > M 2 (B(p, r, q)) = M 2 (B(P k , P l , P m )) = 4n + 16 for r > 1, m > 1. Hence (1) holds. If d n = 2 and d 2 = 2, then G is B(p, q) with p + q − 1 = n. It is easy to see that M 2 (B(p, q)) = 4n + 20. Hence (2) holds. The lemma can be proved easily by exhaustion.
(1). s ≤ n−5 2
i.e k ≥ s + 4 i.e. n ≤ 2k − 3. The optimal graphs are B(3, 3; k − s − 2, 2, 2, . . . , 2), B(3, 3; k − s − 3, 3, 2, . . . , 2), · · · , B(p, q; p 1 , p 2 , . . . , p s ) whose second Zagreb indices are all equal to 2 × (n − k + 3)(n−k +3)+2×2×(2k −n−1)+2×1×(n−k −1) = 2n 2 −4nk +2k 2 +10n−6k +12 = 4n + 2s 2 + 10s + 20, where p i ≥ 2 for 1 ≤ i ≤ s.
(2). s > n− 5 2 i.e. 4 ≤ k < s + 4 i.e. n > 2k − 3. The unique optimal graph of this case is B(3, 3; 2, · · · , 2, 1, · · · , 1) whose second Zagreb index is 2 × (n + 3 − k)k + 1 × (n + 3 − k)(n − 2k + 3) + 2 × 2 × 2 + 1 × 2 × (k − 4) = n 2 − nk + 6n − k + 9 = sn + 6n + s + 10, where p 1 = · · · = p k−4 = 2 and
Now we are ready to prove Theorem 2.6.
Proof. It is easy to see that the assertion follows from Lemmas 4.1, 4.2 and Theorem 2.2.
Proof of Theorem 2.8
In order to prove Theorem 2.8, we need some lemmas Lemma 5.1 ( [13] ) Let π and π ′ be two different non-increasing graphic sequences. If π ⊳ π ′ , then there exists a series of non-increasing graphic sequences π 1 , π 2 , . . . , π k such that π = π 0 ⊳ π 1 ⊳ π 2 ⊳ . . . ⊳ π k ⊳ π k+1 ⊳ π ′ , where π i and π i+1 differ only in two positions and the differences are 1 for 0 ≤ i ≤ k. 
