Abstract
Introduction
Recent research results on mobile robot navigation systems make it promising to utilize them in service fields [lo] . In general, the environments where service robots perform tasks are shared with humans. Thus, the robots have to interact with humans, whether they like it, or not.
Humans also interact with each other. Sometimes, the interactions lead to resource conflicts. In order to maintain order, humans use social rules. For example, at bank counters or grocery stores, humans stand in line and wait for their turn. If a person does not understand or obey the social rules, he/she will not be able to get the services. This is also true for service robots. If a service robot is asked to purchase merchandise and it does not know the social rules of humans, it may treat the humans who are standing in line as obstacles and will not be able to achieve its task. Therefore, it is also required R.Simmons School have been developed and are actually used in real environments. But these robots can not interact with people by taking social behaviors of human, as mentioned above, into consideration.
There are many aspects t o the social rules and behaviors in human society. Among them, standing in line is one of the most highly socialized and crucial skill required for robots which execute tasks in peopled environments. Therefore, as a first step towards the social behavioral robot, in this research, we have developed an autonomous robot system that can stand in line with other people.
In the next section, we discuss and derive a model of how the people form a line as the result of social behaviors. In section 3, we present our algorithms for detecting lines of people using stereo vision and for having the robot enter and wait in line. Implementation issues and experimental results are described in sections 4 and 5, respectively.
Modeling a Line of People
In order to realize a robot that stands in line, the robot should be able to recognize a line of people and also should be able to stand in line as people do. To recognize a line of people, we must first understand the social activities of humans and how they form lines. Then, we can realize a robot that recognizes the social behavior of human and performs actions as people do.
The notion of "human territoriality" or "personal space" has been studied in the research field of cognitive science [9]. Personal space, which is a person's 0-7803-6348-5/00/$10.00 02000 IEEE. 200cm away from the person at the end of the line and to move forward until they felt uncomfortable (see figure 2). Since personal space varies by body orientation, we collected data for eight different orientations of both the subject and the person at the end of the line. 0 120 100 1 own territory, can be modeled as oval in shape, wider towards the front of a person. A person feels uncomfortable when other people are in his/her personal space.
When people form a line, in general, they keep a certain distance from other people. They also usually stand so that they face towards the person in front. These phenomena can be described based on the concept of personal space. The idea is that the person who is standing in line keeps enough distance to the person in front so that he/she does not feel uncomfortable. On the other hand, he/she stands close enough to the person in front to avoid other person cutting in the line. Thus, we employed this notion and modeled a line of people as a chain of personal spaces as shown in figure 1. It is reported that the size of personal space varies depending cultural norms and on the task being performed (e.g., standing in line, sitting on a bench, chatting together) [9]. Since we know of no work that explicitly addresses the size of personal space for the task of standing in line, we performed some experiments to estimate the actual size of personal space when people stand in line. In particular, we asked subjects to start In general, there is some distance we feel that we actually are standing in line. We assumed that the closest distance is observed when we stand as close as possible so that other person feels uncomfortable. In this case, the personal spaces of two people overlap, but a person may not be in the other person's personal space as shown in figure 1 (a) . On the other hand, we assumed the farthest distance is observed when we stand as far as possible so that other person may not cut in a line. In this case, personal spaces of two persons are connected but not overlapped as shown in figure 1 (b). So in the experiment, we asked subjects to move in line in two ways. One is "to move in line as uncomfortable as possible," to estimate the closest range. The other is "to move in line as far as possible so that other person may not cut in a line," for the farthest case. We also asked subjects not to make eye contact or talk to the person in front, to eliminate the influence of affinity.
We performed these experiments with 10 subjects. When calculating the size of the personal space, we assumed the size of personal space of the person in front is identical to the personal space of the subject. This is because a subject has no way of knowing the size of the other person's personal space. Therefore, when the same body direction of two persons are facing, the personal space towards that direction is the half of the distance between two persons. The average size of personal space, as estimated from these experiments, is illustrated in figure 3 . As shown in figure, the experimentally derived personal space is oval, as has been reported in the cognitive literature.
A Robot That Stands in Line
In this section, we describe how we detect people using stereo vision, how we use that information to estimate which people are in line, and how the robot decides how to move to get into line. To recognize a line of people, the robot detects each person's position and orientation. Several face detection systems have been developed to detect people using vision [l, 81. Unfortunately, most current face detection methods work only for frontal views. Since the robot typically observes the people from the side or from the back, these face detection methods cannot be used for our purpose. Oren et al. have developed a system to detect human bodies in an image [6]. This system only detects segments of people in an image and it cannot determine the positions and orientations of the people. Thus, we needed to develop a novel method for detecting people that is useful for our application.
Finding a Line of People
In general, three dimensional information is required to determine the position and orientation of people. Typically, stereo vision systems and laser range finders are used for that purpose. In this research, we use stereo vision system to detect people for two main reasons. First, stereo is cheap in cost compared with laser range finders. Second, there are readily available packages that can do real-time stereo calculations on images of modest size 141.
We model the shape of human body as shown in figure 4 . We assume that a person has an oval shape around the body, is round around the head, and that the neck is the narrowest part of the upper body. We also assume that the head juts over the body in front. Based on these assumptions, we have developed a person-detection algorithm using stereo vision.
The first step of the algorithm captures left and right camera images using two CCD cameras and then calculates a disparity image from the two images using triangulation method (see figure 5 ) . The problem is made more difficult by the appearance of multiple figures in the image, as well as other objects in the distance (such as furniture or walls). We use a clustering method to collect disparity data for each object in the image. Data points that are within 5cm of each other are connected, and all connected data points are categorized as a single cluster. We then discard clusters that have fewer than a threshold number of data points, since these typically represent noise or objects other than humans. We then determine the position and orientation of each person from the clustered disparities. For each set of clustered disparities, we find the nose and the chest height position data by using the characteristic body shape. First, we find the highest data point in a cluster and assume it is the top of the head. This is reliable since there are no data above the head, in general. Then, we find the narrowest point in width below the head, and assume it is the neck position. Finally we estimate the nose height as the middle point between the head top and the neck, and the chest height as 20cm below the neck. At the same time, to eliminate the objects otherthan humans, we discarded the cluster whose heighest point is lower than a certain threshold.
We then find the ellipse that best fits the stereo data at the chest height, and find the circle that best fits the stereo data at nose height. The mathematical expression of an ellipse that has arbitrary size, location and orientation is as follows:
where a and b denote the length of major and minor axes, respectively, z o and 90 denote the offset of the center from the origin, and 80 denotes the inclination of the ellipse. To simplify things, we use constant values for a and b for all people, assuming that human are approximately the same size. Thus, the problem becomes finding the variables 20, yo and 80 that best fit the observed data points. ods t o calculate the best fitting ellipse from data points [2, 71. However, these methods do not restrict the size of ellipses they consider, so they can fit the data to huge ellipses if the data points are mainly linear. Also, even if we modify the algorithm t o restrict the ellipse size, due to noise it may decide that the best fitting ellipse lies in front of the data points. This is not physically possible, since the observed data points are on the surface of a human body. Thus, we need to constrain the body (ellipse) t o fall "behind" the data points, relative to the gaze of the camera.
The Hough transform is also an efficient and intuitive method t o calculate geometric features from data points. Since it has fewer limitations than the leastsquares method, we use the Hough transform with some modifications to make it applicable for people detection.
Since there are three variables to estimate, we need to have a three dimensional Hough transform space.
To do this, we discretize orientation ( 8 0 ) in 15 degrees increments and use 24 separate xo-yo planes, each corresponding to a different Bo. The zo-yo planes are represented as grids, discretized at lcm resolution. The basic idea behind our Hough-transform based algorithm is to draw ellipses centered around each data point. The ellipses are drawn at different orientations for each zo-yo plane. For example, Hough images for 8 0 = 0 and 8 0 = 60 are the zo-yo planes as shown in figure 6 -(b-1) and (b-2), respectively. In each plane, the grid point that has the most number of ellipse intersections is considered to be the most likely center of the ellipse. The plane that has the highest ranking center point determines the most likely orientation.
In the example shown in figure 6 , the data points came from viewing a person whose orientation is 80 = 0 (for clarity, in this example we are using data points with no noise). Thus, in the projected zo-yo plane where 80 = 0 (figure 6-b-1), the ellipses all intersect at the position where the person is actually located. But in the zo-yo plane where 80 = 60 (figure 6-b-2), Least-square fitting algorithms are the efficient meththe ellipses do not intersect very much. Thus, 8 0 = 0 is determined to be the best orientation.
In addition to the above procedures, we have modified original Hough transform as follows. Since noise may be contained in disparity data, if the ellipses are drawn with a thin line, the number of intersections may be small or, in some cases, the wrong position may become dominant. We reduce that possibility by widening the rims of the ellipses ( figure 6-b) . At the same time, we weighted the widen rims so that the middle of ellipse becomes higher score and the edges become lower score.
Also, in order to increase reliability, we assume that the candidate ellipses should be behind the data points. To do so, we use only the portion of the ellipse which can observed by the camera. In other words, the ellipse is cut at the tangent lines from the origin (camera position), denoted by dotted lines in figure 6-(b-2).
The algorithm to find a circle that corresponds to the head position is the same as for ellipse fitting. However, since the circle does not have orientation, we need only one zo-yo plane.
Finally, we determine the body direction using the best fits for the ellipse and the circle. The result of ellipse fitting on the chest height data determines the body orientation. However, it is ambiguous whether the person is facing forward or backward. So, based on the assumption that the head juts out in front of the body, we resolve the ambiguity by calculating the jutting direction of the head. An example of recognized humans with their locations and orientations are as shown in figure 7. Section 5 presents experimental results on the accuracy and reliability of this procedure. To enter a line, the robot needs to know where to expect the head of the line (the point of service) and the (approximate) direction in which the line will form. The robot navigates (see Section 4) to a point 150cm from the point of service and faces perpendicular to the expected line direction (Figure 8-a) . If it detects nothing at the point of service, it moves forward, rotates 90 degrees, and assumes that it is at the head of the line.
Entering and Waiting in Line
If a person is detected, on the other hand, the system turns and moves down the line. The distance moved is based on the position of the last person detected so far, their orientation, and the estimated size of their personal space. For this calculation, we use the average size of the closest and the farthest personal space, as shown in Figure 2 . Thus, the robot will travel further if the person is standing backwards than if he/she is facing forwards (towards the point of service).
After moving, the robot tries again t o detect people. If there is no one detected, or if the distance between the last detected person and the current detected person is greater than the farthest personal distance, then the robot moves into line. Otherwise, it moves further from the counter until it eventually finds the place to stand and joins the line (e.g., the movements from Figure 8 ).
Once the robot joins the line, it uses a combination of sonar and laser sensors to track the position of the person in front of it. The robot moves up in line t o keep its personal space connected t o the presumed personal space of the person in front. It will also back up if that person backs up enough to impinge on the robot's own personal space. The robot also recognizes when it has reached the head of the line. For this, we assume that the point of service is a counter and we use data from a laser range finder, set at the height of human legs. If the observed object surface is smooth enough, it is recognized as the counter. If not, it is recognized as human.
We have extended the above procedure to handle curved lines, as well. The basic idea is to keep an ordered list of all the detected people. Each time the robot detects a new person, it adds that person t o the list and computes a vector between the positions of the last two people on the list. This vector is the robot's estimate of the local direction of the line (Figure 9) . The robot then turns so that it is heading parallel to that vector and moves a sufficient distance so that it will be across from the expected position of the next person in line (under the assumption that the line continues in the given direction). Once the robot is in line, it moves in the direction of the next person on the list, so that it follows the curve of the line as it moves forward. This algorithm has been show to work reliably (Section 5), as long as the line does not bend too sharply.
As a practical application that requires the robot t o stand in line, we developed a program that enable the robot to purchase a cup of coffee from a kiosk in the foyer of our building. First, the robot gets an order from a user, asking it t o purchase a cup of coffee. Currently, this is done via keyboard input, but we are working on having voice-activated commands. The robot then navigates to the coffee shop. Here, we assume that the robot has an environmental map so that it can navigate t o the coffee kiosk and precisely localize in front of the counter. The robot then maneuvers to get into line, as described earlier in this section, and moves up in line until it detects that it is at the head of the line (the point of service).
At the counter, the robot uses synthesized speech t o place an order and waits for the attendant to put the coffee in a cup holder attached to the front of the robot. To determine when it has received the coffee cup, the robot tilts its camera so that it can view the cup holder and waits until the camera image changes significantly. After politely thanking the attendant (and asking for the coffee t o be put on its tab), the robot navigates back t o the place where it got the order and announces that it has arrived with the (hopefully still hot) cup of coffee.
Implementation
Figure 10: Mobile robot Xavier.
We have implemented these algorithm on the autonomous mobile robot Xavier [lo] . Xavier is built on top of a 24 inch diameter Real World Interface base (see figure 10) . The base is a four-wheeled synchrodrive mechanism that allows for independent control of the translational and rotational velocities. The sen-sors of Xavier include bump panels, wheel encoders, a 24 element sonar ring, a Nomadics front-pointing laser light striper with a 30 degree field of view, and two Sony monochrome cameras on a Directed Perception pan-tilt head. Xavier also has a speaker and a textto-speech card. Control, perception, and planning are carried out on two 200 MHz Pentium computers, running Linux. For this project, we developed several additional modules that perform stereo vision and that control the overall "stand in line" task. The stereo vision module utilizes two monochrome CCD cameras and recognizes humans based on the algorithm described in section 3.1. For the calculation of disparity image, we used the SVS' stereo engine [4]. The cycle time for people detection was about 800msec. The behavior control module controls the whole sequence to purchase coffee as described in section 3.2.
Experimental Results
Figure 13: The error in people detection by vision (horizontal direction).
To measure the performance and reliability of the system, we performed a number of experiments with the robot in various situations. First, we conducted experiments to determine the quality of the person detection algorithm. The error in depth direction, horizontal direction and orientation are shown in Figures 12, 13 and 14, respectively.
It is observed that the distance error increases as a person stands far from the camera and as they stand off center. Fortunately, our "stand in line" behavioral algorithm is relatively immur.5 to errors of this magnitude. As for the orientation error, it increases when the robot is observed from the back. This is because there is typically less texture on the back of head, so ISVS is a trade mark of SRI International. it becomes more difficult to obtain an accurate disparity image. When the robot observes a line of people, however, it usually sees people from the side. So, the average orientation has less error than the worse case.
To confirm how the robot performs in the overall task, we ordered the robot to purchase coffee at the real coffee shop located in the foyer on the same floor of the building as our laboratory. The robot was able to detect the line correctly, enter it, and move up to the head of the line in 70% out of 20 trials.
Many of the trials were done during normal operating hours of the coffee shop, with the experimenters unseen. While many of the customers had seen Xavier previously, they had only encountered it navigating through the corridors. Nevertheless, several customers got in line behind Xavier and waited patiently in line together with the robot. At the least, this provides anecdotal evidence that Xavier is considered, in some sense, to be a social member of human society. 
Conclusion
This paper presented a social robot that can stand in line as people do. It presents a model of lines of p e e ple using the notion of personal space, and describes how we obtained an estimate of the size of personal space by experiments. We then described an a l g e rithm that uses this model, together with a human detection algorithm based on stereo vision, to enter and wait in line. Finally, the paper presents an implementation of the algorithms on the mobile robot Xavier, and experimentally demonstrates its performance.
We believe the notion of personal space can be used in various situations. For example, when we join a conversation between people who are standing in a corridor, we select the direction to approach and keep a certain distance from the other people in accordance with our notions of personal space. In future work, we intend to develop other social behaviors, specifically by adding conversation and face tracking abilities to the robot.
