Linear mixed models (LMMs) are used extensively to model dependecies of observations in linear regression and are used extensively in many application areas. Parameter estimation for LMMs can be computationally prohibitive on big data. State-of-the-art learning algorithms require computational complexity which depends at least linearly on the dimension p of the covariates, and often use heuristics that do not offer theoretical guarantees. We present scalable algorithms for learning high-dimensional LMMs with sublinear computational complexity dependence on p. Key to our approach are novel dual estimators which use only kernel functions of the data, and fast computational techniques based on the subsampled randomized Hadamard transform. We provide theoretical guarantees for our learning algorithms, demonstrating the robustness of parameter estimation. Finally, we complement the theory with experiments on large synthetic and real data.
Introduction
Linear mixed models (LMMs) are widely used in many real world applications ranging from longitudinal data analysis [LW82, Dem13] and genome wide association studies [KZW + 08, LLL + 11, ZS14, Zho17] to recommender systems [ZA08, ZZM + 16]. LMMs provide a flexible framework for modeling a wide range of data types, including clustered, longitudinal, and spatial data. Parameter estimation for LMMs is computationally prohibitive for big data, both for large sample size n [ZS14, DGME17, Per17] and for high-dimensional covariates p [SBDG11] . The main computational bottlenecks for parameter estimation arise from the non-convexity of the optimization problem [KZW + 08, Per17] as well as the computational cost of matrix inversions [LLS87, LB88, BMBW15, Zho17] . State-of-the-art methods for parameter estimation in LMMs require computational complexity that depends at least linearly on p: (i) O (nkp) for the setting n > p with a rank k covariance matrix [Zho17, DGME17] ; and (ii) O n 2 p per iteration for p ≫ n [SBDG11, SMB14, Jak15] . In this paper, we present scalable algorithms with sublinear computational complexity in p, making the proposed approach useful for high-dimensional LMMs. In addition, we provide a theoretical analysis for our approach that states provable error guarantees between the estimated and groundtruth parameters.
Two sets of parameters are estimated in LMMs, the fixed-effects coefficients and the variances for the unobservable random effects and noise. The random-effects variance is generally assumed to have a certain structure, such as a block-diagonal matrix [LW82, Dem13] . To estimate both sets of parameters, an expectation maximization (EM) algorithm is typically used [LLS87, BMBW15] to handle the latent random-effects variables. The M-step in the EM algorithm incurs high computational costs due to matrix inversions. Newton-Raphson has been used to reduce the number of iterations required for parameter estimates to converge [LB88] ; however, each iteration is still costly due to matrix inversions. A recent research focus is to avoid matrix inversions at each iteration. For instance, when n > p a spectral algorithm is available [PT71, KZW + 08, LLL + 11]. The state-of-the-art algorithm [DGME17] further improved the computational complexity of the spectral algorithm using randomized singular value decomposition [DGME17] .
While approximate learning algorithms [Zho17, DGME17] are efficient, few provide provable guarantees in terms of estimation accuracy. Recently, a non-iterative algorithm with provable guarantees for estimates was proposed in [Per17] , which runs in O n (p + d) 4 time for d random effects. Inference with guarantees for high-dimensional LMMs, i.e., p ≫ n, typically incurs greater computational complexity due to the regularization required to address high-dimensional data [SBDG11, SMB14] . In the high-dimensional setting, most algorithms perform block coordinate descent with an O n 2 p per-iteration cost [SBDG11, SMB14] . In this paper, we show that efficiency and provable guarantees can be achieved simultaneously for learning high-dimensional LMMs.
There are two key ideas we use in our efficient algorithms. The first idea is using an approximate estimator that relies on an n × n kernel matrix ( § 3) which can be computed efficiently using the subsampled randomized Hadamard transform (SRHT) [Tro11] . This reduces the linear complexity dependence on p. Unlike some other approximation algorithms [LDFU13] , the proposed estimator also has the advantage of recovering the fixed-effects coefficients for all p dimensions as opposed to the reduced dimensions. This allows us to provide effect sizes for all the original covariates, a requirement in many applications. The second idea is the introduction of approximate variance components (AVCs) to replace variance components when estimating the fixed-effects coefficients. These AVCs have a closed-form expression and can be computed efficiently.
We apply our novel approach to LMMs with both general covariance matrices as well as blockdiagonal covariance matrices for the random effects. The former can be viewed as a special case of the latter with a single block, and has been adopted in genome-wide association studies [KZW + 08, LLL + 11, Zho17]. LMMs with a block-diagonal covariance structure have been widely used for modeling repeated measures data [LW82] as well as for modeling batch effects [JLR07] . We propose a non-iterative algorithm for the general covariance setting and a fast EM variant for the blockdiagonal setting.
Contribution Our main contribution is providing a class of approximation algorithms for parameter inference in high-dimensional LMMs with provable guarantees. In Table 1 , we state the computational complexity for several standard and state-of-the-art parameter inference algorithms.
In the table and throughout this paper, n is the sample size, p is the number of covariates, k is the rank of the covariance matrix, s is the number of subsamples, and ǫ is the approximation error. Our method is the only one that is sublinear in p, and can be a n/log p magnitude faster than the others (discussed in § 4.1). In addition to theoretical advantages, we demonstrate the empirical accuracy and speed of our method on both synthetic and real data in § 6.
Notation We denote the maximum and minimum eigenvalues of a matrix A by λ max (A) and λ min (A), respectively. Similarly, we denote the j-th, maximum, and minimum singular values respectively by σ j (A), σ max (A), and σ min (A). A † represents the Moore-Penrose pseudoinverse of A, and κ (A) denotes the condition number of A. The superscripted notation y (i) refers to the copy of y for group i. We state the spectral norm of a matrix as · 2 , the Frobenius norm as · F , and the Ky Fan k-norm (the sum of the k largest singular values) as |||·||| k .
Organization Section 2 provides background on standard LMMs. In section 3, we formulate L 2 -regularized LMMs and present approximate estimators based on a kernel matrix. Section 4 states a fast procedure to compute the approximate estimators. In section 5, we provide theoretical guarantees for our estimators. Section 6 reports empirical evidence of the speed and accuracy of our methods, and section 7 concludes this paper.
Linear Mixed Models
Consider a regression problem with n observations, where y ∈ R n denotes the response vector and X ∈ R n×p represents the covariates matrix with p covariates. The standard LMM is given by
where β ∈ R p is the fixed-effects coefficient vector, Z ∈ R n×q is a full-rank random-effects design matrix, γ ∈ R q is the random-effects coefficient vector, c is the intercept, and e ∈ R n is the noise vector. The parameters to be estimated are the fixed-effects coefficients β, and variance components Λ and σ 2 . In general, the variables X, y, γ, and e in (1) correspond to observations from m classes, and are grouped by the following structure [LW82] :
. . .
where · (i) denote the variables specific to group i, whose dimensions are
The LMM assumes that the γ (i) corresponding to distinct classes are independent. In particular, the random-effects design matrix Z and the random-effects covariance are block-diagonal
with Z (i) ∈ R n i ×d , H ∈ R d×d , and q = md.
Computational challenges Parameter inference in LLMs requires accurately recovering P := β, Λ, σ 2 from {X, y, Z}. This is straightforward if Λ is given. When Λ is unknown, inference can be computationally challenging even in the standard setting where n > p [PT71, LW82, LLS87, LB88, ZA08, LLL + 11, ZDJ11, Zho17].
First, parameter estimation problem is non-convex for both maximum likelihood and restricted maximum likelihood (REML) [PT71, Har74, LLS87] . For instance, methods using REML [KZW + 08, LLL + 11] project the data onto two uncorrelated parts, and then estimate the fixed-effects and variance components separately on each part. This has the advantage of providing unbiased estimates of the variance components. However, the REML likelihood function is a non-convex function which involves the eigenvalues of the variance of the projected data [PT71] .
Second, regularization is typically required to support the high-dimensional setting, which adds further computational overhead [LLL + 11, SBDG11, SMB14, Jak15, Zho17]. To address these challenges, we develop novel approximate estimators that are efficient to compute ( § 4), and have provable accuracy guarantees ( § 5).
Approximate Estimators for High-Dimensional LMMs
In this section, we consider ℓ 2 -regularized LMMs to address the high-dimensional setting p > n, and develop efficient approximate estimators for the parameters.
Standard parameter estimation algorithms for LMMs such as [LLS87, KZW + 08, BMBW15] do not support the high-dimensional setting p > n. A standard correction to extend LMMs to the highdimensional setting is to introduce ℓ 2 regularization on the fixed-effects coefficients, which can be viewed as adding the prior β ∼ N (0, Φ). The ℓ 2 -regularized LMM has the following log-likelihood
with the marginal variance V := ZΛZ ⊤ + σ 2 I. Parameter estimation of an LMM is typically iterative and computationally prohibitive, especially in the high-dimensional setting [SBDG11, DGME17, Per17] . To improve the computational efficiency, we propose an approximate estimator that makes use of a dual representation. The approximation algorithm efficiently estimates the dual representation. These estimators are noniterative and have reduced computational complexity, as we will show in § 4.
Fixed-effects coefficients
We first derive the estimators for the fixed-effects coefficients β and c, which are the maximizers of the log-likelihood (2). A dual estimator of β is then stated that is useful in the high-dimensional setting. Using the partial derivatives, it is straightforward to show
Let
The dual estimator using XΦX ⊤ was proposed in [SGV98] where the authors used Lagrange multipliers to obtain the following estimator for ridge regression
Here, Φ is set to be diagonal, and the above estimator (6) can be evaluated in O n 2 p time, a significant improvement when p ≫ n. However, the computational bottleneck is evaluating the kernel matrix XΦX ⊤ . For the zero intercept case c = 0, the dual estimator (6) is equivalent to (5) by the following variant of the Woodbury identity
invertible matrices U and V . The dual estimator can be generalized to any intercept,
Computing the dual estimator (6) takes O n 2 p time as opposed to O p 3 time required by (5). This complexity will be further improved in § 4 for the setting p ≫ n.
Approximate variance components
The variance components Λ and σ 2 are typically estimated using an iterative EM algorithm with a per-iteration cost O p 3 [LLS87, LB88] or an exhaustive grid search for the solution of a system of eigenvalue equations [KZW + 08, LLL + 11]. We consider an approximate non-iterative estimator based on the key observation that the optimization of the (2) has a simple closed-form solution if carried out with respect to M = V + XΦX ⊤ . We will estimate M and use it as a proxy for estimating Λ as well as σ 2 . The variance components inferred using M are referred to as the approximate variance components (AVCs). While AVCs may be used as variance components estimates under certain circumstances, their main purpose is to be an efficiently computable quantity used to estimate the fixed-effects coefficients.
Proxy component estimation To perform the REML estimation of the variance components in terms of M , we first rewrite the log-likelihood (2) as
with
Here, the estimate β depends on V , and is consistent with the estimate given by (5). The c in (7) can be set to the mean response, or estimated based on a prior distribution as in [ZCS13] . The REML estimator for the variance components is based on marginalizing the fixed effects β [Har74] . It follows that
From Sylvester's determinant theorem, one observes that det (M ) = det (Φ) det (V ) det (Q). Thus, we arrive at
What we have achieved through (8) is a simple closed-form REML estimate of V , rather than the non-convex or iterative updates for Λ and σ 2 required in state-of-the-art LMM parameter estimation algorithms. Unconstrained maximization of (8) with respect to M results in the closedform equality
for an optimal M . Note that Z ΛZ ⊤ is positive semidefinite, whereas the right hand side has at most one positive eigenvalue. Thus, this optimal M may not be achievable and the unbiased estimate of Λ may possibly have negative eigenvalues. Approximate variance estimators Assume that Z has full column rank and let
The approximate variance components Λ AVC and σ 2 AVC can be obtained via the following minimization problem arg min
Optimizing with respect to Λ yields
where
The estimators are computed by substituting Λ ⋆ into (10) and optimizing with respect to σ 2 :
For a more robust estimator instead of optimizing one can compute the expectation under prior distributions for the objective in (10), or use certain parameterizations of the variances. For example, consider the parameterization Λ = θD in [KZW + 08, LLL + 11] with a fixed symmetric positive semi-definite D, the solution to (10) is written as
Substituting into (10), we obtain
where α = tr (G) 2 /tr G 2 . Combined with (13), we arrive at
We use the AVCs to speed up estimating the fixed-effects coefficients. The complexity for computing the AVCs is O n 3 , if S is given. Like the dual fixed-effects estimator (6), the computational bottleneck fpr AVCs also lies in evaluating XΦX ⊤ .
Fast Computational Algorithms
In this section, we further improve the computational complexity O n 2 p of the proposed approximate estimators in the high-dimensional setting p ≫ n, where the computation bottleneck lies in evaluating the kernel XΦX ⊤ . We adopt the subsampled randomized Hadamard transform (SRHT) [Tro11] to compute the kernel matrix efficiently. In particular, the high-dimensional data is first projected into lower dimensions using the SRHT, and the parameters of the LMM are then estimated using the projected data. However, there are two main challenges involved: 1) the estimated parameter β has the reduced dimension of the projected data of reduced dimensions rather than the dimensionality of the original covariates; and 2) the impact of applying the SRHT on the accuracy of parameter estimation needs to be justified. The techniques developed in this section recovers the coefficients for all the covariates from the SRHT projected data with high accuracy, as will be shown in § 5.
Non-iterative algorithm for general LMMs
In this subsection, we provide a fast algorithm for parameter estimation for a general covariance matrix. Algorithm 1 takes as input the matrices X and Φ (which will be typically diagonal) and an approximation error ǫ described in § 5. Both an approximate kernel matrix XΦX ⊤ and the SRHT matrix Π are computed. The computational efficiency of the algorithm is a result of replacing X with the smaller transformed A in subsequent operations. Additionally, the structure of the SRHT allows for a divide-and-conquer scheme to compute A = X √ ΦΠ ⊤ in O (np log p) time. Note that the matrix W p ′ is not formed explicitly. The computation AA ⊤ requires O n 2 s ǫ time, which becomes dominant setting ǫ ≤ Cn log n p log p for some universal constant C. Thus, the overall runtime for the algorithm is O n 3 log n ǫ 2
for dense full-rank X, and will be faster if X is low rank. The quality of the approximation depends on ǫ, which will be discussed in § 5.
Given the approximate kernel, it is straight forward to compute the AVCs Λ AVC and σ 2 AVC via (12). The coefficients for the fixed-effects can also be computed efficiently using the following estimator
Given the approximate kernel matrix and A, computing
y takes time O max n 2 s ǫ , n 3 and multiplication of this vector by √ ΦΠ ⊤ is O (p log p) due to the structure of the SRHT matrix as well as the fact that √ Φ is diagonal. The resulting complexity in computing (16) is O max n 2 s ǫ , n 3 , p log p .
Approximating the kernel matrix using the SRHT was proposed for ridge regression in [LDFU13] , a special case of our setting. A method for estimating the full set of fixed-effects coefficients was not provided in [LDFU13] . Instead, a reduced set of m fixed-effects coefficients corresponding to the transformed covariates XΠ ⊤ was computed. For many applications, a major point of using an LMM is to estimate the effect-size of the fixed-effects coefficients, so computing β is essential to the problem.
Algorithm 1 Approximate kernel matrix computation. Require: X, Φ, and error tolerance ǫ.
1: Let p ′ = 2 ⌈log 2 p⌉ , append p ′ − p all zero columns to X, and p ′ − p all zero rows and columns to Φ. Compute a diagonal matrix D of dimension p ′ with Rademacher random diagonal elements.
2: Denote the fast Walsh-Hadamard transform by
Let r be the rank of X or r = n for unknown rank, then define
Sample without replacement m rows of W p ′ D/ √ s ǫ to obtain the SRHT Π. Compute the transformed covariate matrix A = X √ ΦΠ ⊤ . 3: return the approximate kernel AA ⊤ , A, and Π.
Fast EM for multi-group LMMs
For efficient parameter estimation in ell 2 -regularized LMMs with repeated measurements, we extend the EM algorithm for the low-dimensional setting n ≥ p [LLS87] by combing the kernel estimators and Algorithm 1. While this high-dimensional EM variant is iterative, we show that the periteration computational cost is scalable in p.
The log-likelihood of the ℓ 2 -regularized LMM (17) can be rewritten in terms of class-specific variables as log p y, γ, β | X; σ 2 , Λ ∝ − 1 2
where e = y − c1 − Xβ − Zγ.
From the above log-likelihood, the distribution of β conditioned on the data and parameter estimates P := c, σ 2 , H is is multivariate normal with mean ΦX ⊤ M −1 (y − c1) and covariance Φ − ΦX ⊤ M −1 XΦ. Similarly, the posterior distribution of the vector of latent variables γ is multivariate normal with mean ΛZ ⊤ M −1 (y − c1) and covariance Λ − ΛZ ⊤ M −1 Z Λ. Denote by γ the mean of the posterior distribution of γ, we also obtain the following posterior distributions of class-specific latent variables γ (i) :
Note that · (i) represents the block matrix corresponding to group i. These posteriors are used in the E-step, discussed next.
E-step
In the E-step, we derive the expectation of the log-likelihood (17) with respect to the aforementioned posterior distribution of β and γ (i) :
E β,γ|y, P log p y, γ, β | X; σ 2 , H .
We only need to consider terms in the expectation that involve c, σ 2 , and H. Denote by Σ γ (i) the variance of (18), the following holds E β,γ|y,
Using the previously derived posterior distributions, we get E e | y, P = y − X β − Z γ − c1 and cov e | y,
with Σ := XΦX ⊤ + Z ΛZ ⊤ . Thus, we arrive at E β,γ|y, P e ⊤ e = e ⊤ e + σ 2 I − σ 4 M −1 , where e := E e | y, P .
M-step
We now update the parameter estimates by maximizing the expectation from the Estep. First, observe that the β estimate from the posterior distribution is the same as the the dual estimator developed in § 3. To maximize the expectation with respect to H and σ 2 , we take the partial derivatives with respect to H −1 and σ −2 , and set them to zero. This gives the following M-step updates
The fast version of the above EM algorithm uses Algorithm 1 for computing the kernel. Note that the original X is no longer needed after the SRHT projection. This provides additional space advantages as the data X can be preprocessed, and the Hadamard transform in Step 1 requires a small constant amount of memory. Overall, the per-iteration computational complexity of the EM algorithm is O max n 2 s ǫ , n 3 .
Theoretical Guarantees
In this section, we provide an analysis of the difference in the parameters estimated via the approximate algorithms versus minimizing the ℓ 2 -regularized LMM. We are not proving consistency of our estimator-convergence of the parameter estimates to the population quantity. Consistency results for LMMs and-regularized LMMs were provided in [HY03, CNZ04, SBDG11].
Theorem 1 (Fixed-effects norm error). Let β be the fixed-effects coefficients estimated by (5) and β ′ be the fixed-effects coefficients estimated by the approximate procedure in (16). Then, with probability at least 1 − 3/n
for all 0 ≤ ǫ < 1.
The proofs use the following two results, i.e., Lemma 1 and Lemma 2, of subsampled randomized Hadamard transform (SRHT).
Lemma 1 ([Tro11]).
Suppose that V is an n × k matrix with orthonormal columns and Π is an n × n SRHT matrix, it satisfies
Lemma 2 ([Tro11]
). Let V be an n×k matrix with orthonormal columns, and denote the maximum squared row norm by γ = max j e ⊤ j V
2
. Sample uniformly without replacement m rows of V to obtain a reduced matrix V ′ . For any t > 0, the extreme singular values satisfy
with failure probability at most
The following theorem is a consequence of Lemma 1 and Lemma 2. The theorem basically states that kernel approximation in Algorithm 1 is close to the true kernel up to some scaling factor 1 ± ǫ.
Theorem 2 (Approximate matrix multiplication). Let A be an n × p matrix with rank r. Let Π be an m × p SRHT matrix with
Suppose that p > m and compute A = AΠ ⊤ , then the inequality
fails with probability at most 3/n.
Proof. Note that the failure probability in Lemma 2 is no more than
To make the failure probability no more than 2k −1 , it suffices to set α ≥ 6nγ log k m and β ≥ 4nγ log k m .
Incorporating the scaling factors of the SRHT, the extreme singular values of the transformed V satisfy
From Lemma 1, with failure probability at most k −1 that
Combined with the singular value bounds, this result establishes the connection between m and the desired singular value bounds. One may choose m = tnγ log k, for some t ≥ 4. The rest of the proof is straightforward. We consider the singular value decomposition A = U ΣV ⊤ , where V is p × r orthonormal V and has orthonormal columns. Let Π be the SRHT, we have that A A ⊤ = U Σ V ⊤ Π ⊤ ΠV ΣU ⊤ . The desired result follows by invoking Lemma 2 to bound the extreme singular values of V ⊤ Π ⊤ ΠV .
Proof of Theorem 1. The idea is to simplify the analysis by dealing with the equivalent primal form of (16), involving only one Π term. We then perform a perturbation analysis of the inverse component. In addition, Weyl's inequalities as well the exponentiated version of Horn's inequalities are used for eigenvalue manipulations.
First, (16) can be equivalently expressed in the primal form (3):
Let Γ = Φ −1 + X ⊤ V −1 X, the idea is to bound the error norm using the perturbation of the singular values of Γ −1 . Denote by Φ ′ = √ ΦΠ ⊤ Π √ Φ and ∆ = Φ ′−1 − Φ −1 , a basic result from matrix perturbation theory [SS90] gives
From Weyl's inequalities, one further obtains
We now provide a bound for ∆ 2 . Observe that ∆ = √ Φ −1
the extreme singular values of the parenthesized difference are bounded via Theorem 2. Thus, we have
It remains to give a lower bound for λ min Φ ′−1 . From Theorem 2 and Horn's inequalities, one has
Finally, the desired estimation bound satisfies
Setting λ min X ⊤ V −1 X = 0 yields the simplified worst-case bound
An intuitive interpretation of the theorem is that the fixed-effects coefficients estimator (16) has better accuracy when the predefined Φ is better conditioned and has smaller spectral norm. One can certainly improve the accuracy by setting a smaller ǫ, which in turn uses more observations in Algorithm 1.
Theorem 3 (AVC approximation errors). Let σ 2
AVC and Λ AVC be computed using (12). Let σ ′2
AVC
and Λ ′ AVC be computed using the same equations but with the approximate kernel from Algorithm 1. Then, the following two statements hold jointly with probability at least 1 − 3/n:
Proof. Let P = ZZ † , then I −P is idempotent. Thus, the noise AVC σ 2 AVC in (12) can be expressed as
The SRHT version σ ′2 AVC using Algorithm 1 satisfies
where A is given in Algorithm 1. One then invokes Theorem 2 to bound the singular values of XΦX ⊤ − AA ⊤ :
fails with probability at most 3/n. The second line follows from the exponentiated Horn's inequalities and the fact that I − P is an idempotent projection matrix of rank n − q. The sum in the fraction equals to the Ky Fan (n − q)-norm of XΦX ⊤ . To prove the bound for Λ AVC , it follows from (15) that
where we used Theorem 2 and the earlier bound on σ 2 AVC .
Note that the fraction of the Ky Fan norm does not exceed the spectral norm. Looser but more convenient bounds are
Experiments
In this section, we conduct a simulation study as well as numerical experiments on real data. The simulation study demonstrates the accuracy of parameter estimation and the decreased runtime using the proposed Approximate Ridge LMM (arLMM) methods. We also examined the results on real data from the Wellcome Trust Case Control Consortium (WTCCC) study [Wel07] , which include about 14,000 cases from seven common diseases and a total of about 450,000 SNPs. The main finding of the experiments is that the proposed approximate inference algorithms enjoy similar predictive accuracy as state-of-the-art methods at a significantly reduced computation cost in practice. In particular, our Matlab prototype implementation is 6x faster than the optimized C implementation of the state-of-the-art BSLMM method for genome-wide association studies.
Simulation studies
To evaluate parameter estimation, we consider two performance metrics. The first one is the correlation between the estimated and ground-truth fixed-effects coefficients. The second metric is the Negative Log Likelihood (NLL) of the standard LMM, which meaningfully reflects the quality of variance estimation.
For the simulation, we compare the performance of our non-iterative algorithm arLMM-AVC based on (16) and (12), the proposed multi-group variant arLMM-EM based on (19), the standard REML 1 [BMBW15] , ℓ 1 -regularized LMM lmmlasso [SBDG11] , and CovexLasso using both ℓ 1 -and ℓ 2 -regularization [Jak15] . The online implementation of these methods are used.
Synthetic data generation The simulation is based on synthetic training and validation sets sampled from a fixed LMM distribution. The design matrices as well as the parameters for the fixed LMM are randomly generated. Specifically,
Note that there are d random-effect variables with covariance K ⊤ K. Thus, the random-effect design matrix Z ∈ R n×q , q = md, will be block-diagonal with diagonal blocks Z (k) . Given the number of observations n, we randomly sample n k observations for each group k, where the fractions n k /n are specified by the Dirichlet distribution with the concentration parameters (1, 1, · · ·) ⊤ .
Overdetermined settings We first consider the standard setting n > p, which are supported by many parameter estimation algorithms of LMMs. We evaluate the performance of arLMM-AVC and arLMM-EM in a variety of p, d, and m settings. The parameter estimates obtained using the proposed methods are compared with the estimates given by the standard REML (see e.g., [LLS87, KZW + 08, LLL + 11, BMBW15]) which is known to produce unbiased estimates. Figure 1 shows the error for the fitted parameters using 1,000 observations sampled from the underlying LMM. The average results are reported over 10 runs on independently generated datasets. These generated datasets have the same number of observations n = 1, 000 but different settings of p, d, and m.
As shown in Figure 1 , arLMM-EM and arLMM-AVC exhibit comparable estimation accuracy as the standard REML. Note that arLMM-AVC is applicable only when m = 1 (the first row of Figure 1 ). Since arLMM-AVC is based on non-iterative approximation to the variance components, the error is slightly higher than the others as expected.
High-dimensional (underdetermined) setting We also examined the performance of our model in the high-dimensional setting where we are interested in variable selection based on the fixed-effects coefficients. In Table 2 , we specify the three regimes for which we generate simulated data: an overdetermined LMM, a moderate-dimensional LMM, and a high-dimensional LMM. Each regime is characterized by n, p, d, and m, and an extra parameter s, the number of non-zeros in the ground-truth β True . Since m > 1 we did not apply arLMM-AVC. Figure 2 reports variable selection results for arLMM-EM, lmmlasso [SBDG11] , and ConvexLasso. All the settings in Table 2 have sparse ground-truth β True . Figure 2 shows the fraction of the signal (non-zeros in β True ) recovered in the estimate β. We varied the regularization parameters to obtain observations. Note that arLMM-AVC is only applicable to the single group setting. This figure shows that the arLMM-EM and arLMM-AVC achieve comparable estimation performance as REML. β with different levels of sparsity β 0 . The entries with the largest magnitude of β is considered the signal in these evaluations. As can be seen, arLMM-EM delivers a competitive signal recovery ratio for p = 10 3 , 10 4 , and scales to considerably larger dimensions n = 10 4 and p = 10 6 , which the other two methods cannot handle. This is also shown by the runtime (Table 3 ) on a Linux workstation with 2.40GHz Intel Xeon E5-2695 CPU and 256Gb memory. Once the variables are selected, a second run of the algorithm using only the selected variables gives the desired fixed-effect coefficients. Table 2 . It shows that arLMM-EM performs competitively in variable selection.
in the study. The random effects are driven by population structure or the pairwise similarity or relatedness between individuals. We compare our approximate estimator to the performance of a state-of-the-art estimator called BSLMM (Bayesian sparse linear mixed model) [ZCS13] . Specifically, we run BSLMM in its ridgeregression with mixed models setting, the fastest setting of the package for a fair comparison. In this setting BSLMM is computing the maximum a posteriori estimate of the regularized LMM. We compare performance on the Wellcome Trust Case Control Consortium (WTCCC) dataset of 14,000 cases of 7 diseases -bipolar disorder (BD), coronary artery disease (CAD), Crohn's disease (CD), hypertension (HT), rheumatoid arthritis (RA), type 1 diabetes (T1D), and type 2 diabetes (T2D) -and 3,000 shared controls. This dataset characterizes over 450,000 single nucleotide polymorphisms (SNPs), or locations of discrete genetic variation, for each subject included in the study. Disease status is indicated as a binary response (1 for disease case, −1 for control). Each of the datasets had roughly equal numbers of cases and controls.
For this experiment, we adopted the same random-effect covariance parameterization used to control for population structure θXX ⊤ /p as BSLMM, and used arLMM-AVC with AVCs (15) and (14).
arLMM-AVC and BSLMM were run under identical conditions on each of the seven approximately 5,000-subject × 450,000-SNP datasets. This was the same experimental setup used to validate BSLMM in [ZCS13] .
Observed runtimes for each of the seven datasets are reported in Table 4 . Correlation between the β reported by arLMM-AVC and BSLMM in all cases was very high, 0.977 or greater.
We also compared disease status prediction by splitting each dataset into a training set comprised of 80% of subjects and a test set of the remaining 20%, selected at random. arLMM-AVC and BSLMM each estimated β from the training set and attempted to predict disease status on the held-out set. We repeated this 20 times for each of the seven datasets and evaluated performance of prediction on the held-out set by area under the ROC curve (AUC). These results are also given in Table 4 . Predictive performance by arLMM-AVC and BSLMM was almost identical. Predicting disease status from genetic markers is hard and it is well known that the effect sizes of genetic variants are individually small and that a great deal of variance in the response will also be driven by environmental factors.
Conclusions
State-of-the-art parameter inference in LMMs requires computational complexity which depends at least linearly on the number of covariates p and generally relies on heuristics. In this paper, we presented scalable learning algorithms which have sublinear computational complexity in p and provide theoretical guarantees for the accuracy of parameter estimation. Our approach combines novel approximate estimators that use a kernel matrix of the observations and the subsampled randomized Hadamard transform. Experiments on synthetic and real data corroborate the theory.
Code and Data
The code of the arLMM implementation as well as synthetic data generation is available on the Git repository: https://github.com/ZilongTan/arLMM. This study also makes use of data generated by the WTCCC. The WTCCC data can be obtained from https://www.wtccc.org.uk, where a full list of the investigators who contributed to the generation of the data are also listed. Funding for the WTCCC project was provided by the Wellcome Trust.
