Abstract: Canada's Wild Salmon Policy requires that biological status of conservation units of Pacific salmon (Oncorhynchus spp.) be assessed regularly in relation to abundance-based benchmarks. Visual survey methods, in which periodic counts of spawning fish are made throughout a season, will likely be used for this purpose because they provide a cost-effective means of monitoring interannual trends in escapement. Trend detection performance for visual survey methods depends mainly upon consistency in (i) the ability of observers to detect fish and (ii) the annual timing of fish presence in the survey area. We developed a Monte Carlo simulation procedure to evaluate the ability of four visual survey methods (peak count, mean count, trapezoidal area-under-the-curve (AUC), and likelihood AUC) to detect 30% declines in coho salmon (Oncorhynchus kisutch) escapement over 10 years (i.e., the magnitude of trend that would warrant listing a coho population as threatened using the listing criteria of the Committee on the Status of Endangered Wildlife in Canada (COSEWIC)) given realistic levels of variability in these two factors. The mean count outperformed all other approaches across a wide range of scenarios about true population dynamics and survey designs, suggesting that a simple mean count method is suitable for monitoring coho escapements in relation to COSEWIC guidelines.
Introduction
Visual survey methods, in which observers periodically count fish throughout the spawning season, provide a costeffective means of assessing interannual trends in Pacific salmon (Oncorhynchus spp.) escapement. Extensive survey programs that utilize visual survey methods allow a wide range of populations to be monitored; however, annual escapement estimates are generally assumed to be less certain than those obtained using more effort-intensive methods, such as enumeration fences or mark-recapture programs. Under Canada's new Wild Salmon Policy (WSP), genetically and geographically similar spawning aggregations of Pacific salmon will be grouped into conservation units (CUs), and for each CU, a monitoring plan will be developed to assess interannual trends in spawning escapement and the distribution of fish within the CU (DFO 2005) . Extensive survey programs will likely be an important component of WSP monitoring plans.
Visual surveys have been used since the 1950s; however, the estimation methods applied to visual survey data have become increasingly complex. The peak count method, in which the highest count value observed in a spawning season is used to index escapement, was one of the earliest indices used (Bevan 1961) and is still widely used among management agencies (e.g., Geiger and McPherson 2004) . Development of the trapezoidal area-under-the-curve (T-AUC) method (Ames and Phinney 1977; English et al. 1992) provided a means to estimate absolute escapement by incorporating information on survey life (the length of time fish remain alive in the survey area) and observer efficiency (the proportion of fish seen by observers) into the estimation procedure. Evaluations of the T-AUC method have shown that the accuracy of escapement estimates is highly dependent on year-and stream-specific estimates of survey life and observer efficiency Irvine et al. 1992; Bue et al. 1998) , which in themselves can be costly to obtain. More recently, a likelihood approach to AUC escapement estimation (L-AUC) has been proposed that allows uncertainty in survey life, observer efficiency, and the arrival timing of fish into the survey area to be incorporated into escapement estimates Su et al. 2001; Korman et al. 2002) .
Sources of uncertainty in escapement estimates vary with estimation method; however, all methods require that assumptions be made about (i) observer efficiency and (ii) the shape of the curve describing daily fish abundance in the survey area, which is itself dependent on arrival timing and survey life Irvine et al. 1992; Bue et al. 1998) . Unfortunately, observer efficiency, arrival timing, and survey life can be highly variable both among years and among streams within a given year. Factors influencing observer efficiency include observer experience, weather conditions, fish behaviour, and physical stream characteristics (Bevan 1961; Shardlow et al. 1987; Jones et al. 1998) , while factors influencing survey life include individual body size, spawning density, arrival timing, and physical stream characteristics (Neilson and Geen 1981; Van den Berghe and Gross 1986; Fukushima and Smoker 1997) . Arrival timing has a strong heritable genetic component (Smoker et al. 1998; Hodgson and Quinn 2002; Stewart et al. 2002) ; however, it can also vary among years and streams because of environmental conditions during migration, such as flow and temperature (Hodgson and Quinn 2002; Keefer et al. 2004 ).
Although the above uncertainties are relevant to escapement monitoring of all Pacific salmon species, we have chosen to focus on coho salmon (Oncorhynchus kisutch) populations in our study. Visual surveys of coho salmon populations are especially problematic because of high variability in both observer efficiency and daily abundance patterns. Coho salmon can be difficult to detect because of their colouration and their naturally low spawning abundances, and observer efficiency can be highly variable among surveys (e.g., Hetrick and Nemeth 2003) . In addition, several observational studies suggest that the influence of environmental factors on arrival timing is particularly important for coho salmon populations, which frequently display pulsed and bimodal abundance curves and often enter spawning streams during periods of increased flow (Fraser et al. 1983; Holtby et al. 1984; Sandercock 1991) .
We developed a Monte Carlo simulation procedure to evaluate the ability of four estimation methods (peak count, T-AUC, L-AUC with a beta-distributed arrival timing model, and an alternative mean count method) to detect 30% declines in coho salmon escapement over 10 years, which is one of several quantitative benchmarks that would warrant listing a coho population as threatened under the listing criteria used by the Committee on the Status of Endangered Wildlife in Canada (COSEWIC). The specific objectives of our study were threefold: (i) to compare the ability of the alternative estimation methods to correctly detect declines in coho salmon escapement, (ii) to examine the effect of survey frequency (i.e., the number of surveys per year) on the ability to detect trends, and (iii) to test the sensitivity of our results to a wide range of scenarios about "true" population parameters and survey designs.
The usefulness of employing a simulation modelling approach to evaluate visual survey designs and estimation methods has been demonstrated for monitoring programs for migratory birds (Thomas 1996) and marine mammals (Adkison et al. 2003) . To the best of our knowledge, however, our study of coho salmon visual programs is the first to use simulation modelling to examine how survey design and interannual variability in daily abundance patterns affect the accuracy and precision of trend detection for alternative escapement estimation methods.
Materials and methods
We developed a Monte Carlo simulation procedure consisting of four major components: (i) a model of true coho population dynamics, including annual escapement and daily abundance dynamics in a hypothetical survey area, (ii) a visual survey model to generate survey count data with observation error, (iii) calculation of alternative visual survey indices from those simulated survey count data using four different estimation methods, and (iv) evaluation of monitoring performance for each visual survey estimation method. To generate realistic count data for coho visual surveys, we used existing data sets to estimate interannual variability in daily abundance patterns and between-survey variability in observer efficiency. In the first half of our Methods section, we describe the data sets and analyses used to parameterize daily abundance dynamics and observer efficiency, while in the second half of the section we describe the simulation procedure. Model parameters are denoted using italicized lowercase letters (e.g., m), state variables are denoted using italicized uppercase letters (e.g., A), and functions are denoted using bold uppercase letters (e.g., F).
Data analysis

Daily abundance patterns
We used 33 existing coho salmon visual foot survey data sets provided by Fisheries and Oceans Canada (DFO) stock assessment personnel to select an appropriate model to describe daily abundance patterns (referred to as daily abun-dance model) and estimate interannual variability in model parameter values (e.g., Fig. 1 , Appendix A). Data sets were collected from 11 streams over a period of 3 years. Nine of the streams were tributaries to the North Thompson River in the Fraser River system, British Columbia (BC; data provided by R. Bailey, DFO, BC Interior Region Stock Assessment, 985 McGill Place, Kamloops, BC V2C 6X6, personal communication), and the other two streams were located on the east coast of Vancouver Island, BC (data provided by K. Simpson, DFO, BC South Coast Stock Assessment, 3225
Stephenson Point Road, Nanaimo, BC V9T 1K3, personal communication). All data sets had a minimum of five survey counts per year. Based on the results of model selection analysis, we selected a mixture model that was able to generate both unimodal and bimodal abundance curves (Appendix A). The selected mixture model required four parameters to be estimated from visual survey data sets (m, k, σ′ 1 , and σ′ 2 in Table 1 and Appendix A). While the use of the mixture model may seem unwarranted given the small number of data points and the possibility of over-fitting, its use is justified by the high interannual variability in coho abundance curves arising from infrequent precipitation events (Fig. 1) . It is apparent that coho salmon are more likely to enter streams during or immediately after several days of high-intensity precipitation and that bimodal abundance curves are common in years when dry periods are interspersed with periods of high precipitation. This level of variability cannot be produced using simpler models that restrict daily abundance dynamics to a single mode.
Among-year variation for each of the four mixture model parameters was calculated assuming that each stream i had a set of stream-specific mean parameter values from which daily abundance patterns deviated each year. For a given mixture model parameter θ, the actual parameter value observed for stream i in year t was a function of the streamspecific mean θ i and a stock-and year-specific deviation ε i t , , e.g.,
= +
Mean parameter values reflect effects of stream-specific factors influencing arrival timing, such as local adaptation and migration distance (e.g., Smoker et al. 1998; Hodgson and Quinn 2002; Keefer et al. 2004) . The methods used to estimate ε i t , for each of the four mixture model parameters are described in Appendix A. fenced off segments of stream prior to electrofishing, was repeated for 50 surveys occurring over 7 years. A more detailed description of the study design and an analysis of the first 3 years of data are available in Irvine et al. (1992) . Analysis of the Black Creek observer efficiency data showed that the relationship between true abundance estimated from electrofishing, N, and survey counts, C, was linear, and that the intercept of the linear best-fit line did not differ significantly from zero (C = a + bN; null hypothesis (H 0 ): a = 0; p = 0.412, R 2 = 0.92). There was no significant difference in the slope of the regression among years (analysis of covariance; F = 2.09, p = 0.155). We therefore estimated the average observer efficiency over all surveys as the slope of the zero-intercept linear regression between N and C. The estimated slope was 0.865 (R 2 = 0.95; standard error = 0.03), indicating that on average, 86.5% of fish were detected.
Simulation procedure
We first created a baseline scenario to be used in the simulation procedure, which, based on our analyses, provided the most realistic representation of population and survey dynamics. Parameter values used in the baseline scenario were the maximum likelihood estimates obtained from fitting the daily abundance and observation models described in the previous two sections to empirical data (a summary of parameter values used in the baseline scenario is provided in Table 1 ). We then used sensitivity analyses to examine how deviations from parameter values used in the baseline scenario affected the performance of each estimation method. The basic steps in the simulation procedure are as follows: (i) Generate a true 10-year escapement time series with a rate of decline (40% decline) greater than the critical rate of decline that would result in a population being assessed as threatened under COSEWIC listing criteria (30% decline).
(ii) Generate true daily abundances with random variation for each year t in the escapement time series. (iii) Generate count data with observation error for each survey frequency considered (f max = 1,2,…,8 surveys per year) within year t. (iv) Calculate an estimated index of escapement for year t for each of the four estimation methods using the count data from f max surveys. (v) Using the 10 years of observed index values, calculate probability associated with H 0 : stock is not threatened. (vi) If the probability of H 0 is less than a prespecified confidence level (20%), reject H 0 and designate stock as threatened. (vii) Repeat steps (i) to (vi) for 1000 simulation trials. (viii) Calculate the probability of detecting a threatened population as the proportion of trials that correctly assess stock status as threatened for each combination of estimation method and survey frequency considered.
Annual escapement trends
We Table 2 ). A detailed description of the mixture model used to describe daily abundance dynamics is given in Appendix A. where E is true escapement, t is time in years, and r is the intrinsic rate of population growth (i.e., for a declining population, r < 0). For the baseline scenario, in which the true percent decline in escapement was 40% over 10 years, the value of r was -0.057. In comparison, the critical COSEWIC rate of decline used to designate a population as threatened is a 30% decline over 10 years (r* = -0.04).
Daily abundance dynamics
The mixture model used to estimate among-year variability in daily abundance patterns was used to simulate true daily abundances for each year t in the escapement time series (Appendix A). The total duration of simulated fish presence in the survey area ranged from 17 to 91 days (mean = 51.5 days, n = 1000), which was realistic compared with the range of 19 to 82 days (mean = 47.3 days, n = 33) observed for the visual survey data sets used to parameterize daily abundance models. Interannual variability in daily abundance patterns was incorporated into simulated true data using the following variation of eq. 1 to describe a given abundance model parameter θ:
where Y t is a year-specific random effect. For each parameter θ, Y was assumed to be a normally distributed random variable with a mean of zero and standard deviation of τ,
where the value of τ was specific to each parameter (denoted as τ m , τ k , τ σ 1 , and τ σ 2 in Table 1 ). In the baseline scenario, values of τ were set equal to the mean values estimated from visual survey data sets (see Appendix A for description).
Visual survey model
The mean count, T-AUC, and L-AUC methods required a minimum of two, three, and five surveys per year, respectively. Survey dates were selected based on the assumption that observers would have some knowledge of historic daily abundance curves within a study stream. On average, survey dates were centred on the historic peak day of spawning abundance for the stream, d PK . We developed a simple algorithm in which survey events were clustered near d PK when survey frequency was low. The single survey for the onesurvey case of the peak count method was conducted on d PK , while the surveys for the two-survey case were conducted 1 week before and 1 week after d PK . For the three-to eightsurvey cases, the total number of days over which counts were conducted (l) was dependent on survey frequency (f max ) as follows: The first survey date was randomly selected from a 7-day period that occurred 0.5l days before d PK using a uniform distribution, and subsequent surveys were evenly spaced over the next l days. Simulated survey counts were generated randomly from a Poisson distribution with a rate parameter λ = vN d , where v is the average observer efficiency estimated from Black Creek observer efficiency studies (above).
Alternative escapement index methods
The maximum count value over surveys conducted in a given year was used as an index of annual escapement for the peak count method:
while the mean of count values was used as an index of annual escapement for the mean count method:
The T-AUC method employs a simple trapezoidal approximation to calculate the area under the observed abundance curve for each year:
where u d is the day on which the dth survey was conducted. We used Bue et al.'s (1998) approximation:
where $ s t is an estimate of survey life for year t. When yearand stream-specific estimates of survey life are not available, as would be expected for extensive survey programs, survey life estimates must be extrapolated between years and (or) streams. In the baseline scenario, we model a monitoring program in which a year-specific survey life value is estimated for a single stream and then applied to multiple streams within that year. An escapement estimate is derived from eq. 8 as
where $ v is an estimate of average observer efficiency. The selection of $ v and $ s t values for each simulation trial was based on the assumption that stock assessment analysts had some knowledge of the true underlying parameter distributions, which is reasonable given the numerous studies that have been conducted on these parameters. The value of $ v was held constant at 0.865, which was the average observer efficiency value used to generate true count data. Observation error in $ s t was incorporated into the simulation procedure by assuming that $ s t was a random normal variable with a mean, µ s , equal to s and a coefficient of variation, CV($ s), of 0.2. While the selection of CV($ s) = 0.2 for survey life estimates in the baseline scenario was somewhat arbitrary, studies of the length of time coho salmon spend on their redds (redd residence time) in two coastal streams suggest that this value is reasonable for monitoring programs that estimate survey life for a single stream each year and then extrapolate that value to other streams. Over a period of 4 years, the redd residence time estimates for French Creek and Black Creek on eastern Vancouver Island, BC, differed from each other by an average of 4.5 days (range of difference = 0.5-8.7 days; English et al. 1992; Irvine et al. 1992) .
The L-AUC method ) estimates escapement by treating it as an unknown parameter in a maximum likelihood estimation (MLE) procedure. The L-AUC method consists of three components. First, a daily abundance model is used to predict daily fish abundance in the survey area, $ N d . We used a beta distribution model to describe daily abundance dynamics in the L-AUC method (Appendix A). Second, an observation model is used to predict the number of fish counted, $ C d , as a function of $ N d and an estimate of observer efficiency $ v
Third, a statistical model with a goodness of fit criterion measures the agreement between predicted and observed count values. For this last component, MLE was used to fit predicted counts from eq. 12 to observed counts by estimating total escapement ( $ E), survey life ($ s), and the two shape parameters of the beta distribution ( $ α and $ β). These four parameters were estimated using a penalized likelihood function that assumed a Poisson error distribution for the count data (eq. A3 in Appendix A) and a normal prior distribution on the parameter s, with a mean of µ s and a standard deviation of σ s . The total negative log-likelihood was thus
where C d and $ C d are the observed and predicted count values, respectively, for day d. The L-AUC method was only applicable to survey frequencies of five per year or greater to prevent model overparameterization. The value of µ s was set equal to the true value of s used to generate the data, and the value of $ v was held constant at 0.865. Including a prior distribution on s was necessary to ensure parameter stability in the estimation procedure. In some cases, v can be treated as a free parameter in the MLE procedure ; however, parameter estimates of α, β, and s were highly correlated at all survey frequencies examined when v was estimated rather than assumed.
Evaluation of monitoring performance
An observed escapement index, I t (t = 1,2,…,10), was generated for each combination of estimation method and survey frequency considered (hereafter referred to as monitoring designs). We used a simple linear regression of logtransformed index data on year, i.e., (14) log ( ) log ( $ ) $ e e 0 I I r t t = + to estimate the rate of population growth $ r. A one-tailed t test was used to designate population status as threatened using the COSEWIC assessment criteria of r ≤ -0.04 over 10 years (H 0 (decline < 30%): r > -0.04; H 1 (decline ≥30%): r ≤ -0.04). We placed equal weight on the type I and type II error probabilities for detecting significant declines in escapement (α = β = 0.2). Thus, H 0 was rejected and the population was assessed as threatened when p ≤ 0.2 for the t test. Because the true r value used to generate annual escapement followed H 1 , trend detection was considered successful when this null hypothesis was rejected. The entire simulation procedure was repeated for 1000 Monte Carlo trials, and monitoring performance was measured by the following three criteria: (i) the proportion of trials in which a threatened population was correctly detected; (ii) the minimum number of years required to correctly detect a threatened population in at least 80% of Monte Carlo trials, and (iii) how the probability of detecting a threatened population changed in response to different levels of true population decline. For this final criterion, we examined a range of alternative rates of decline (0%, 2%, 4%,…,60%) over 10 years by changing the true value of r in eq. 2.
Sensitivity analysis
We used sensitivity analyses to examine how deviations from assumptions about interannual variability in daily abundance patterns and among-survey variability in observer efficiency affected the probability of detecting a threatened population for each monitoring design. For the first analysis, three additional levels of variability in daily abundance patterns were examined (none, low, and high) by changing the values of τ in eq. 4. To cover the range of interannual variability observed among the 11 streams analyzed, the value of τ in the low and high variability scenarios was set equal to the highest and lowest τ i values estimated from the 11 streams (Table 2 ). In the second sensitivity analysis, three alternative levels of variability in observer efficiency were examined (none, low, and high; Table 2 ). Because the variance of a Poisson distribution is equal to the mean, variability in observer efficiency was altered by changing v. For a given level of N, the variance of C was increased when v was increased. In the no-variability scenario, the number of fish observed was nonrandom (C d = N d for all surveys).
Survey design scenarios
To determine how the design of visual survey monitoring programs could affect the probability of detecting a threatened population, we examined a range of alternative scenarios on (i) the level of error in estimates of survey life, CV($ s), (ii) survey spacing, and (iii) variation in survey frequency among years. In the first of these analyses, we examined the sensitivity of T-AUC performance to three alternative scenarios for CV($ s) (none, low, high; Table 2 ). Only the T-AUC method was considered in the analysis because it is the only method that requires an annual estimate of survey life. In comparison, the L-AUC method treats survey life as an unknown parameter that is estimated annually from the count data. We examined how the spacing of survey events within a year affected monitoring performance by considering two alternatives to the baseline scenario shown in eq. 5. In the first of these, surveys were evenly spaced over l = 77 days. The second was a random spacing scenario in which the survey period of l = 77 days was stratified into f max intervals of even size, and one survey date was randomly sampled from a uniform distribution within each interval. To examine how among-year variation in survey frequency affected monitoring performance, we considered three alternative scenarios. For each scenario, the survey frequency for a given year was selected from a random uniform distribution (Table 2) . Because of the requirement for a minimum of five surveys per year for the L-AUC method, only one of the three alternative scenarios (low variability) was applicable.
Results
Baseline scenario
In the baseline scenario, which, based on our analysis, provided the closest representation of survey dynamics for a population experiencing a 40% decline in escapement over 10 years, all of the monitoring designs we considered produced relatively unbiased estimates of r when averaged across 1000 simulations (±3%). The probability of detecting a threatened population increased with increasing survey frequency for all four estimation methods; however, the mean count and L-AUC methods were able to achieve greater gains in the probability of detecting a threatened population than other two methods (Fig. 2) . The L-AUC method achieved only slightly lower probability than the mean count method at all survey frequencies examined. The rank order of the four estimation methods remained the same as in Fig. 2 when performance was measured by the minimum number of years required to achieve an 80% probability of detecting a threatened population (Table 3) ; however, only the mean count and L-AUC methods met this criterion within the required 10-year period.
The effect of survey frequency on the probability of detecting a threatened population depended on the true population decline relative to the null hypothesis (H 0 (de- 
The function U(g, h) denotes a uniform random number with lower bound g and upper bound h. T-AUC, trapezoidal area-under-the-curve method; L-AUC, likelihood approach to area-under-the-curve escapement estimation. Table 2 . Alternative scenarios about true population dynamics and survey design tested in sensitivity analyses and a subset of results for designs with three and six surveys per year. Fig. 2 . Probability of detecting a threatened population (>30% decline in escapement over 10 years) as a function of survey frequency for mean count (triangles), likelihood approach to areaunder-the-curve (L-AUC, diamonds), trapezoidal area-under-thecurve (T-AUC, squares), and peak count (circles) estimation methods in the baseline scenario, in which the actual rate of decline is 40% over 10 years. The mean count, T-AUC, and L-AUC methods require minimum survey frequencies of two, three, and five surveys per year, respectively.
cline ≤ 30%): r ≥ -0.04) used in trend detection analysis (Fig. 3) . When H 0 was actually wrong and population declines were large (i.e., decline > 30%; r ≤ -0.04), the probability of detecting a threatened population increased with increasing survey frequency for all four estimation methods. Conversely, when H 0 was true and population declines were small or nonexistent (i.e., decline ≤ 30%; r > -0.04), the probability of detecting a threatened population decreased with increasing survey frequency. We use the term responsive to describe a monitoring program in which the probability of detecting a threatened population changes quickly in response to changes in the actual percent decline. The mean count and L-AUC methods became increasingly responsive to changes in the true percent decline as survey frequency increased (as shown by the narrowing of contour lines in Fig. 3 ). The high responsiveness of the mean count and L-AUC methods increased the probability of correctly assessing a population as threatened when it really was threatened and reduced the probability of incorrectly assessing a population as threatened when it was not. As an example of the latter case, when the true percent decline was only 20% over 10 years (i.e., not threatened), the mean count method had a less than 10% probability of incorrectly assessing the population as threatened at five or more survey counts per year, while the peak count and T-AUC method had greater than 10% probability.
Sensitivity analysis
The probability of detecting a threatened population was dependent on the level of interannual variability in daily abundance curves (τ in eq. 4 and Table 2 ) for all four monitoring methods; however, the mean count method maintained the highest level of performance at all levels of variability examined ( Table 2 ). The peak count method required perfectly consistent daily abundance patterns over all years (τ = 0) to achieve levels of performance comparable with those achieved by the mean count method in the baseline scenario. In contrast, the T-AUC method was unable to achieve greater than a 55% probability of detecting a threatened population, even when daily abundance patterns were held perfectly constant.
The range of among-survey variability in observer efficiency examined, from v known exactly to v = 0.96, had a relatively small effect on the probability of detecting a threatened population for all estimation methods (Table 2) . Losses in performance associated with increased variability above the baseline scenario and gains in performance associated with decreased variability below the baseline scenario were greater for the mean count and L-AUC methods; however, the deviations remained less than 10% in probability. The mean count method still achieved higher levels of performance than the other three methods at all levels of among-survey variability examined.
Survey design scenarios
The performance of the T-AUC method was highly sensitive to the level of error in estimates of survey life (Table 2) . Perfect information about survey life, CV($ s) = 0, was needed to obtain the level of performance achieved by the mean count method in the baseline scenario. The probability of detecting a threatened population for all four monitoring methods was dependent on the spacing of survey events within a year, although this was particularly true for the mean count and L-AUC methods (Table 2) . For most monitoring designs considered, performance was greatest when surveys were spaced according to the baseline algorithm that increasingly clustered surveys around the historic peak date of spawning abundance when survey frequency was low (eq. 5). The random spacing scenario resulted in the lowest performance for all methods; however, the loss of probability of detecting a threatened population under the random spacing scenario was especially large for the mean count and L-AUC methods.
Examination of alternative scenarios regarding among-year variability in survey frequency revealed that when survey fre- Peak  >20  >20  >20  >20 >20  >20  20  20  Mean  ->20  19  15  13  10  8  8  T-AUC  -->20  >20 >20  19  19  19  L-AUC  ----15  10  9  8 Note: T-AUC, trapezoidal area-under-the-curve method; L-AUC, likelihood approach to area-under-the-curve escapement estimation. Table 3 . Minimum number of years required to achieve 80% probability of detecting a threatened population (decline > 30% over 10 years) in the baseline scenario in which the actual rate of decline is 40% over 10 years. Fig. 3 . Sensitivity of the probability (contour lines) of detecting the rate of decline associated with a threatened population (>30% decline in escapement over 10 years) to the true percent decline in escapement and survey frequency for (a) peak count, (b) mean count, (c) trapezoidal area-under-the-curve (T-AUC), and (d) likelihood approach to area-under-the-curve (L-AUC) methods. Note that x axes have different scales for each estimation method.
quency varied between years, monitoring performance tended to be limited by the lowest survey frequency in the time series (Table 2) . While this effect was observed for all estimation methods, it was particularly notable for the mean count and L-AUC methods, which achieved the greatest gains in performance with increased survey frequency. For example, when survey frequency varied between three and five counts per year, the probability of detecting a threatened population for each method was similar to that achieved with a constant survey frequency of three. Additionally, when survey frequency varied between three and eight, the level of probability was similar to that achieved with a constant survey frequency of four.
Discussion
The results of our simulation analysis suggest that a simple mean count method is more suitable than commonly used visual survey estimation methods for monitoring salmon escapement for several reasons (Table 4) . While all four methods that we examined estimated the "true" rate of population decline with relatively low bias, the mean count and L-AUC methods consistently achieved higher levels of precision (as reflected by greater probability of detecting a threatened population) than peak count and T-AUC methods over a wide range of scenarios about true population parameters and survey design. High precision is a desirable property for monitoring programs because it increases the probability of correctly estimating the true status of a population. In addition to higher levels of precision, the mean count and T-AUC methods required fewer years to detect the rate of decline associated with a threatened population, which is a desirable property for a monitoring program because it provides an early warning that recovery actions are likely necessary. While escapement monitoring programs should be able to reliably detect situations of concern, such as a rate of population decline that would result in a stock being assessed as threatened under COSEWIC, they should also minimize the probability of falsely detecting these situations. By examining the response of monitoring performance to varying levels of actual population decline, we have shown that the mean count and L-AUC methods perform better than the other two methods using both of these criteria.
The performance of the L-AUC method was comparable with that of the mean count method, which may lead one to conclude that the L-AUC method is more useful for escapement monitoring given that it provides an absolute estimate of escapement instead of only a relative index. The performance of the L-AUC method in our study is likely optimistic, however, because of our treatment of the observer efficiency parameter estimate in the MLE procedure. By treating observer efficiency as a fixed parameter and assuming that the underlying mean parameter value was known without error, we allowed the estimation procedure to underestimate the level of uncertainty in L-AUC escapement estimates. As discussed in the Alternative escapement index methods section of the Materials and methods, this assumption was necessary to prevent model overparameterization. Three additional disadvantages of the L-AUC method are that its estimation procedure is more complicated than that of the mean count method, it requires prior knowledge of stream-specific survey life, and it is limited to survey designs with five or more survey counts per year, which is not always possible for extensive survey programs (D. Peacock, DFO, 202-417 Second Avenue West, Prince Rupert, BC V8J 1G8, personal communication). We therefore conclude that the mean count method is better suited than the L-AUC method for extensive monitoring of coho salmon escapements.
The success of the mean count method can be attributed to its simple, data-based estimation procedure that requires no assumptions to be made about the shape of the daily abundance curve or the length of time fish remain in the survey area. In contrast, both the peak count and T-AUC methods require strong assumptions about at least one of these factors, which limits the monitoring performance of these two methods. For example, the peak count method relies on the assumption that the ratio of the peak count to total escapement is constant among years. Our results show that this assumption is weakly supported for coho salmon stocks. Visual survey data used to parameterize daily abundances showed high interannual variability in both the timing of fish presence and the shape of the observed abundance pattern. In utilizing information from only one survey event each year (i.e., the survey in which the highest count value was obtained), the peak count method fails to incorporate information about the shape of the abundance curve into annual escapement indices. In contrast, the mean count method incorporates all available information on the shape of the abundance curve into the escapement index by using data from all surveys conducted in a year and is thus able to achieve large gains in monitoring performance with increased survey frequency.
The T-AUC method also uses information from all survey events conducted in a year; however, error in survey life estimates limited the gains in monitoring performance associated with increased survey frequency that were observed for the mean count method. Only when error in survey life estimates was low (CV($ s) = 0.10) or absent (CV($ s) = 0) was the performance of the T-AUC method comparable with that of the mean count method in the baseline scenario. Hill (1997) also found that when errors in survey life were relatively low (i.e., survey life treated as a random normal variable with mean = 10 days, standard error = 0.5 days, and CV($ s) = 0.13), the reliability of annual escapement estimates derived using the T-AUC method increased with increasing survey frequency. The lower level of error assumed by Hill (1997) , compared with our baseline scenario, was because he simulated a monitoring program that obtained year-and streamspecific estimates of survey life.
The requirement for highly precise estimates of survey life in order for the T-AUC method to achieve high probability of detecting a threatened population is consistent with other research showing that the accuracy of annual T-AUC escapement estimates is highly dependent on both year-and stream-specific estimates of survey life Irvine et al. 1992; Bue et al. 1998) . Unfortunately, the cost and effort required to estimate this parameter can be high. Such intensive methods for estimating survey life for Pacific salmon include tagging programs and enumeration fences Bue et al. 1998 T-AUC, trapezoidal area-under-the-curve method; L-AUC, likelihood approach to area-under-the-curve escapement estimation; OE, observer efficiency; SL, survey life.
*At eight survey counts per year when the true r = -0.057 over 10 years.
Table 4.
Summary of monitoring performance, data requirements, and recommended features for each estimation method.
(Van den Berghe and Gross 1986). There are two ways in which survey life estimates can be extrapolated between years and streams when year-and stream-specific estimates of survey life are not available (Perrin and Irvine 1990) . The first approach is the one assumed in the baseline scenario, in which a year-specific survey life value is estimated for a single stream and then applied to multiple streams within that year. The second approach is to apply a constant survey life estimate to all years in a time series. While the second approach of a constant survey life would reduce the accuracy of annual escapement estimates by ignoring interannual variability in survey life, the high levels of monitoring performance achieved by the T-AUC method when survey life was held constant shows that this approach provides a more reliable index of escapement than the first approach. In this case, however, the T-AUC method would serve as only a relative index of escapement, providing the same level of information as the mean count method. The low sensitivity of monitoring performance for all estimation methods to among-survey variability in observer efficiency is likely a result of the small differences in variability among the four scenarios. For each scenario, we assumed that observation error followed a Poisson distribution with a constant rate parameter set at the mean observer efficiency value estimated from Black Creek observer efficiency studies . While varying the mean observer efficiency between different scenarios allowed us to affect the variance of the Poisson distribution, the overall change in the coefficient of variation decreased as daily abundances increased. The assumption of a Poisson error distribution for generating count data is highly uncertain. Unfortunately, the limited data available on among-survey variability for coho salmon and the challenge of separating observation errors from process errors when calculating observer efficiency made it necessary for us to assume an error structure. A Poisson distribution was used because it is commonly associated with count data (Hilborn and Mangel 1997) . Korman et al. (2002) also assumed Poisson-distributed observation errors for visual surveys of steelhead (sea-run rainbow trout, Oncorhynchus mykiss).
It should be noted that while we did not find a significant difference in mean observer efficiency values among the 7 years of data available for Black Creek coho, this will not necessarily be the case for all species and all streams. In some cases, observer efficiency can vary substantially among years within a single stream (e.g., Bue et al. 1998 for pink salmon, Oncorhynchus gorbuscha). The presence of jacks (males that return to spawn after only one summer at sea) in some coho populations could also affect amongsurvey variability in observer efficiency if the ratio of jack to adult salmon in a stream varies among years, which is common for some coho populations (Sandercock 1991) , and if jack salmon are harder to observe, as noted by Irvine et al. (1992) . We included only counts of adult salmon in our analysis of observer efficiency. For the above reasons, we recommend that observer efficiency studies be conducted independently on all streams where visual survey methods are used to gain a better understanding of among-survey variability for each stream.
Our evaluation of alternative survey design scenarios regarding the spacing of surveys within a year and variability in survey frequency across years demonstrates the importance of establishing a standardized sampling protocol that can be applied consistently over multiple years. In order for the mean count method to achieve the high levels of monitoring performance seen in the baseline scenario, both the spacing of surveys and the frequency of surveys should remain constant among years. The simple algorithm for spacing surveys used in the baseline scenario (eq. 5), in which survey dates were increasingly clustered around the historical peak date of spawning abundance at low survey frequencies (three-five surveys per year), tended to produce higher levels of monitoring performance at these frequencies than when surveys were spaced evenly over the historic spawning period. While the particular spacing design that maximizes the probability of detecting a threatened population would likely differ between streams because of varying lengths of fish presence, the advantage of clustering surveys near the historic peak date of spawning abundance is expected to apply to all streams. The decreased levels of monitoring performance for the mean count method when survey dates were spaced randomly shows that in order for this method to maximize performance, the number of days between surveys should be held constant among years. These results have implications not only for the design of visual survey programs, but also for the application of these methods to historic time series of count data that have not followed a consistent sampling protocol. When inconsistencies in survey spacing and frequency exist within a time series, the gains in monitoring performance achieved by the mean count method compared with the other methods will be reduced.
The levels of monitoring performance achieved in our simulation study are higher than would be expected in the field because our true population model did not allow for temporal variability in annual escapement trends. Escapement declined deterministically over 10 years for our true population with a constant rate of decline each year. In reality, however, annual trends in salmon escapement can vary greatly among years because of variable fishing mortality and survival rates. While incorporating temporal variability into the escapement model would be expected to decrease the probability of detecting a threatened population, the performance of the four methods relative to each other would remain unchanged.
Although our evaluation of visual survey methods focussed on coho salmon populations, our findings are relevant to the design of extensive survey programs for many salmonid species including pink salmon (Bue et al. 1998) , Chinook salmon (Oncorhynchus tshawytscha; Parken et al. 2003) , and steelhead (Korman et al. 2002) . Additional research is needed to determine whether the mean count method is suitable for these species. The simulation modelling approach we used could be easily adapted for other species by reparameterizing the models used to generate daily abundance and survey dynamics. We suggest, however, that the mean count method has the potential to outperform peak count and AUC methods for other salmon species based on the superior performance of the mean count method across a wide range of sensitivity analyses.
In this study, we focused on the ability of visual survey methods to detect changes in escapement within a single spawning stream. However, given that the primary purpose of extensive visual survey programs, as identified in the WSP, is to examine distribution and consistency in escapement trends, a useful extension of our simulation framework would be to expand the current single-stock model to a multistock model. The development of a multistock model, in which a subset of populations with co-varying escapement and daily abundance dynamics are randomly selected for monitoring, would allow for explicit consideration of the effects of different spatial and temporal allocations of survey effort on the strength of trend detection within a CU. For example, the question of "what is the optimal allocation of effort between the number of streams monitored and the frequency applied to each stream?" could be examined for individual CUs. This type of information would be useful for the development of WSP monitoring plans aimed at maximizing the strength of trend detection while minimizing survey costs. Future research is needed to develop a means of combining data from several streams into a single performance measure.
While the level of effort afforded to visual survey programs will depend on trade-offs made between program costs and the level of detail required to assess status of fish populations relative to management and conservation goals, applying a mean count method and maintaining constant survey dates among years will maximize the strength of trend detection for a given level of effort. Despite high interannual variability in coho daily abundance dynamics and variable observer efficiency, the mean count method provides higher confidence in trend detection than peak count and T-AUC methods across a wide range of scenarios about true population dynamics and survey design. The peak count method required consistent daily escapement patterns among years to achieve the level of monitoring performance seen for the mean count method in the baseline scenario, while the T-AUC method required almost perfect information about annual survey life values to achieve this level. Both of these conditions are unlikely to be met for extensive monitoring programs. The L-AUC method achieved high levels of monitoring performance in our study; however, large data requirements limit the usefulness of this method for coho salmon. The success of the mean count method can be attributed to its simple, data-based estimation procedure that requires no assumptions about the shape of the daily abundance curve or the length of time fish remain in the survey area.
Normal model
Note: The functions F N and F B are defined in eqs. A1-A2. Symbols are defined in Table A2 . Table A1 . Alternative daily abundance models used in model selection analysis.
estimates obtained from empirical studies (12.8 days; Table  A3 ), while three values of z = {0.3, 0.5, 0.7} produced the alternative mixture models. The mixture models differed from the normal and beta models in that they could display both unimodal and bimodal shapes through adjustment of the k parameter. Small k values tended to create unimodal curves, while large values tended to create bimodal curves.
Candidate models were fitted to count data sets using an MLE procedure assuming the following Poisson negative log-likelihood function for the observed counts
where the predicted counts $ C i are functions of the daily abundance model parameters $ Θ model . The five candidate models were ranked using the following small sample version of Akaike's information criterion (AIC) ( 
where ᐉ* is the maximum log-likelihood value, K is the number of parameters to be estimated and f max is the number of count events. The best model for each data set given the candidate models considered was the one that produced the smallest AIC value. The results of the AIC test showed that the mixture model with z = 0.3 was the best of the five candidate models for the largest number of data sets (mixture (z = 0.3) was best for 10 out of 33 data sets, compared with 8 out of 33 for mixture (z = 0.7), 7 out of 33 for mixture (z = 0.5), 7 out of 33 for beta, and 1 out of 33 for normal). Based on these results, we selected the mixture model (z = 0.3) to estimate interannual variability in abundance model parameters for the simulation procedure.
Estimation of interannual variability in daily abundances
Recall from eq. 1 that for each of the each of the four Table A2 . Definition of symbols used to describe daily abundance models in Table A1. mixture model parameters, among-year variation was calculated assuming that each stream i had a set of streamspecific mean parameter values (m′ 1 , k, σ′ 1 , and σ′ 2 in Table  A2 ) from which daily abundance patterns deviated each year (eq. 1 repeated) θ θ ε i t i i t , ,
= +
where θ is any one of the four model parameters, θ i is the stream-specific mean parameter value, t is year, and ε i t , is a stock-and year-specific deviation. For each of the 33 coho salmon visual survey data sets (11 steams, each with 3 years of data) used to estimate interannual variability in daily abundance patterns, an estimate of ε i t , was calculated by subtracting θ i from θ i t , . The standard deviation of ε i t , within each stream, τ i , was then calculated using the three estimates of ε i t , (t = 1, 2, 3). The 11 values of τ i were used to develop alternative scenarios for the simulation of interannual variability in daily abundance patterns.
Simulation of true daily abundances
To simulate daily abundances for year t, the mixture model was modified slightly so that the cumulative normal distributions presented in eqs. M9-M12 were scaled by total escapement for year t, E t , instead of total counts. This modification allowed for predictions of the total number of arrivals and deaths that actually occurred up to a given day d, as opposed to the total number of arrivals and deaths counted up to d. The difference between cumulative arrivals and cumulative deaths on day d thus determines the total abundance of fish that are alive and in the survey area on that day (N d ).
Application of daily abundance model to L-AUC method
The L-AUC method ) estimates escapement by treating it as an estimated parameter in an MLE procedure. Application of the beta arrival timing model to the L-AUC method requires a slight modification from the version presented in eqs. M4-M7. The scalar C T in eqs. M6-M7 is replaced with a total escapement parameter for year t, E t . This modification causes eq. M4 to predict the total number of fish alive in the survey area on day d, $ N d .
