I. Introduction

A. Chemical Reaction Mechanisms
Most chemical reactions axe complicated events. A "simple" chemical reaction as presented in an undeigraduate chemistry textbook may in actuality correspond to a (possibly large) collection of elementary chemical steps (typi- cally, unimolecular decompositions and bimolecular collisions). This collection of elementary steps constitutes a mechanism for the overall reaction. To give one brief example, consider the decomposition of acetaldehyde:
(1) CH3CHO --> CH4 + CO A hypothetical mechanism for this reaction consists of the following six elementaxy reactions: 
2CH3 --> C216
A mechanism such as (2.1)-(2.6) is invariably a hypothesis; one of the major tasks of kineticists, then, is to verify a proposed mechanism by comparing its predicted behavior with laboratory observations.
Hidden within the previous sentence is a formidable challenge: namely, predicting (and understanding) the behavior of a reaction mechanism. Mechanisms such as (2.1)-(2.6) above give rise, in general, to systems of (strongly) coupled nonlinear ordinary differential equations. Equations of this kind rarely lend themselves to a direct analytical solution [4, 11) ; and even in those few instances where an analytical solution is possible, it is often in a form that conveys little qualitative information about the behavior of the mechanism. In some cases (for open systems far from equilibrium) the rate equations generated by a given mechanism can give rise to a bewildering variety of behavior: reactions may exhibit stable oscillations, birhythmicity, and "chemical chaos" [9] . Finally, it should be noted that sheer size is a factor in determining a mechanism's complexity: it is not uncommon to see mechanisms containing dozens (or even hundreds) of elementary steps.* For the working chemist, then, understanding how a large collection of interacting reactions can give rise to overall behavior represents a task of immense complexity and subtlety.
Qualitative Approximations and Numerical Simulation
When a chemist is confronted with a complex mechanism such as (2.1)-(2.6), there are two broad approaches that he or she may take:
pT-1he chemist can make certain plausible simplifying assumptions that can be used to rewrite the mechanism (and corresponding differential equations) in a simpler form.
e The chemist can simulate the mechanism numerically on a computer, and tabulate the results.
r, Making Approximations to Simplify Mechanisms
Suppose we have the following mechanism for the overall reaction in which reactant A is converted to a mixture of products B and C: * In fact, if the system in question is not homogeneous, the corresponding mathematical model will consist of partial rather than ordinary differential equations-making the task of understanding even more difficult. 
3) C -->B
Depending on the assumptions that we make at this point, we can anticipate a range of different behaviors for this simple mechanism. For example if the rates of reactions (3.2) and (3.3) are extremely large compared to that of (3.1) , then the mechanism might be descrbed as a rapid (near-) equilibrium between B and C, with a slow increase in both species due to reaction (7.1) . In this case we would expect that the ratio of the concentration of B to tiat of C would be close to constant throughout most of the reaction, and that the concentration of A would slowly decline while those of B and C slowly increase.
Techniques of this type, using notions such as "rapid equilibrium" and "quasi-steady-state" approximations, are standard among kineticists (and in kinetics t",tbc ks). Nevertheless, these techniques have their drawbacks. First, and most obviously, it is often the case that the reaction mechanism under investigation does not lend itself to straightforward simplification; for example, the rates of the reactions (3.1)-(3.3) might all be comparable. Slightly more subtle is the fact that even when the simplifications are justified, they may not apply throughout the course of the reaction. For instance, even if the rates of reactions (3.2) and (3.3) are indeed much larger than that of (3.1), if we start out with only substance A present, it may take time to achieve the "near-equilibrium" ratio between B and C. It is in part due to such complications that chemists must often forgo the possibility of simplifying a mechanism directly, and must turn to numerical simulation.
> Numerical Simulation of Mechanisms
Although numerical simulation of chemical mechanisms might be viewed as a technique of last resort-something to be used only when analytical or simplifying methods fail-in point of fact, for large and complex mechanisms, numerical simulation is probably the only way to obtain meaningful information. By now, computational methods fcr integrating systems of differential equations such as those generated by (2.1)-(2.6) are well-developed, and a variety of powerful integration packages are available.[i, 10] Moreover, the continuing trends in computational hardware have been toward increased speed and decreased cost, and these trends can only make simulation increasingly attra-ctive as an option for understanding mechanisms.
Despite its popularity and utility, however, there are important limitations in numerical simulation. First, the end result of a simulation is typically a large body of numerical data.. it is up to the chemist to look for patterns in these numbers, and to interpret the results in terms of the mechanism that generated them. For example. there may be periods during the simulation in which a few select elementary reactions in the mechanism are responsibie for the most dramatic changes in the concentrations of individual substances: but if this is so, it will be up to the chemist to make that interpretation without additional assistance from the computer. Similarly, it may be unclear from looking at the numerical results how (and when) a particular elementary reaction contributed to the overall behavior of the mechanism.
Moreover, the computer that is used for straightforward numerical simulation provides no assistance in summarizing the results of the simulation in compact form. Typically, simulations produce only raw data; but for the chemist, it is often the case that certain qualitative features of the simulation (e.g., the presence of oscillations, or the fact that some substances appear in near-constant concentrations throughout the simulation) represent the key results of a numerical experiment. In this case, we would like our computer program to provide (and understand) a representation of the results that includes these qualitative features. Note that simply graphing the results is not sufficient for these purposes: a plotting routine does serve to summarize data for the user. but it fails to provide that summarized data in a form that may then be further examined by the computer itself. For example, there is no current program that can run a sequence of simulations of mechanism (2.1)-(2.6) with a range of values for the rate of reaction (2.3) , and identify how the rate of that reaction affects the possibility of a steady-state assumption for the intermediate CH3.
It would be desirable, then, to have some form of data structure representing an overall qualitative description of the results of a simulation: ideally, this data structure would be "coarse-grained" enough to provide a substantial compaction of the numerical data while still retaining enough "fine-grained" detail to capture those features of the simulation that are of interest to the researcher. Additionally, this data structure should be in a form that can be examined, classified, and manipulated in interesting ways by a computer program.
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II. The Episode Structure as a Descriptive Primitive for Chemical Simulations
As the discussion of the previous section suggests, understanding the behavior of a reaction mechanism is a difficult task. The chemist may analyze the mechanism before simulating it, in the hopes of finding useful simplifying approximations; he may then resort to direct numerical simulation of the mechanism; he may use the results of his simulation to suggest further approximations; and throughout this process, he must keep in mind the relation between the various mechanisms that he tries out and the behavicr of the systems governed by those mechanisms.
To date, computers have been employed primarily to assist with the numeiical side of the chemist's task: but there ;s also a tremendous potential value in having computers assist chemists in the task of simplifying mechanisms and relating mechanism structure to behavior. This is the goal of the Kineticist's Workbench program, described ielow.
A. The Kineticist's Workbench
The Kineticist's Workbench is a program cunently under development. Its purpose is to expand the role of the computer by integrating numerical simulation routines with a variety of other algorithms, both numeric and symbolic, for analyzing, describing, and simplifying reaction mechanisms. In the remainder of this paper, only one portion of the Workbench will be discussed at any length-namely, that portion which is dedicated to performing numerical simulations of mecha.,isus and generating qualitative descriptions of the simulation results. The final (discussion) section of this paper will briefly describe some other modules within the Workbench program. It should be mentioned before proceeding, however, that much of the eventual strength of the Workbench program will be derived by integrating the various subparts so that each can make use of the results and suggestions of the others ;-the course of analyzing a given mechanism.
B. Qualitative Descriptions of Simulations
Chemists, in describing the behavior of a particular reaction mechanism. often f&ll into a kind of narrative discourse. Consider the following description of a certain mechanism giving rise to an oscillating reaction (in this passage.
Q5
a and ;i refer to small collections of elementary steps in the mechanism. and symbols such as F3 refer to individual steps):
"The rate of (a) is proportional to Y, and when this process is dominant X attains a steady state approximated by X,,n...At sucu a time. Y will be depleted by the dominance of (a). If (F3) is rate-determining for (F3-4), then when 3 is dominant the rate is proportional to X and X attains a steady state concentration approximated by X,,,... Transition between dominance by (a) and (3) is strongly dependent or, Y and takes place whenever that concentration passes through Y,t,co." [7] It is clear from the quote above that a significant part of what it means to 'understand a mechanism" is embodied in this sort of narrative understanding.
The chemist can observe the result of a simulation (or laboratory experiment) and discern a sequence of significant events -e.g., rapid jumps in concentrations, or long periods of monotonic growth or decline of certain concentrations. These significant events may be seen as part of a larger repertoire of qualitative behavior in chemical mechanisms. Moreover. the chemist's understanding is not limited to the observation of significant events: he is also able to relate those events to the activity of individual reactions of the hypothesized mechanism.
The Kineticist's Workbench contains -aodules whose purpose is to support this kind of reasoning and interpretation by numerically simulating a given mechanism and then constructing a qualitative history of the reaction. The elements of this qualitative history are precisely the kinds of significant events mentioned above -rapid jumps or decreases in concentrations, periods of nearly-constant concentrations, and so forth. Additionally, the program relates these events to the relative numerical contributions of the individual steps in the given mechanism.
Before going into the way in which the Workbench program constructs qualitative histories, it is worth presenting a simple example of the program in operation. Suppose the chemist wishes to simulate the sample mechanism described earlier, and reproduced below:* * The symbols k1, k2, and k3 in this mechanism denote rate constants for the elementary steps (4.1)-(4.3). Biefly, a rate constant is a proportionality constant for the differential equation terms generated by a given elementary step. For instance, the rate of change of species A due to reaction (4.1) can be
. For more explanation, see Laidler [5] .
The chemist enters this mechanism into the program as follows: * Number of elementary reactions: 3
Step 1:
Starting and ending times for simulation: (0 10)
Once this information has been entered (as well as some parameters for graphing routines), the program then simulates the mechanism and produces the graph of concentratiuns for species A, B, and C shown in Figure 1 . The program then constructs and prints out the following qualitative 'istory of the simulation:
Qualitative History of the Simulation:
No oscillations observed. The Workbench's response is worth elaborating upon. First, note that it has classitied the events of the simulation into "episodes"; the meaning of this term will be explained in the following section, but for now suffice it to say that the Workbench has divided the just-performed simulation into three major 8 periods of time. During the first of those periods, the concentrations of B and C rise quickly (C's concentration rises monotonically). and the concentration of A declines quickly and monotonically: we are also told that this first period is brief. The second period is similar, but the rate of growth of C is smailer than before, and this -episode" is longer. Finally, the last period is lengthy: I-ere, the concentrations of B and C are both near-constant, as suggested by the p:ogram's notation that both seem to be at a steady state.* The "important steps" information provided by the program will be explained in the next section.
The reader might compare the Workbench's summary of the simulation results with his or her own assessment of the graphs in Figure 1 . In essence. the program is attempting to capture those aspects of the graph that would be included in, say, a lab assistant's report.
C. Simulation Episodes
How does th., Workbench construct a qualitative explanation of its results like the one shown above? The basic data structure used by the Workbench in this process s called an episode. An episode is a period of time during which the relative importance of each term in the differential equations governing the rate of change of the various species remains constant. To take an example, consider the differential equation governing the concentration of species B in the system above:
There are three terms on the right sid of this differential equation. Suppose that at a given moment in some simulation we have concentrations of 1, 0.2. and 0.1 for species A. B. and C respectively (as before, the particular units chosen are irrelevant as long as they are mut .iLy consistent). Then the three terms * This is not inconsistent with the program's note that both B and C are changing monotonically in concentraton: it just happe'is that the changes are so small that they do not affect the judgment that both species are at steadystate concentrations. Similarly, A's concentration, althoue, varying little in absolute terms during the last two episodes, is not deemed to be at a steady state. since during each episode period A declines by a large amount relative to its concentration at the beginning of the episode. 20A: the next most important -_, is the second, and the least important is the third. We can construct similar ,a ags for A] and FC':: and this complete set of orderings is the defining characteristic for the current episode at this moment of the simulation. If any or all of these orderings should change, we regard this as the signal that a new episode in the simulation has begun. In Figure 1 above. episode boundaries are depicted as vertical lines in the graph of concentrations of species A, B. and C.
As the Workbench program performs -t simulation, it simultancouslv constructs ongoing orderings of the type shown above for each species of intelest in the system. If a--of these orderings should change during the simulation, the Workbench notes this fact as the beginning of a new episode. Episode structures thus constitute a way of demarcating regions of interest 'on the fly" during a simulation. In the example shown in the previous section, the three episodes corresponded to changes in the contributions of the three terms in (5) above. During the first episode, the 20[A] term was dominant: during the second, the 2,;B! term was dominant: and during the third the two terms 2 [B] and [C were so close in value that they were deemed to be of app aximatelv equal importance in determining the derivative of [B] .
For each episode, the Workbench program maintains additional information about events during that episode. For instance, the Workbench records initial and final concentrations of each :pecies during an episode: it also records maximum and minimum concentrations, maximum and minimum derivatives, and a few additional fatures. Thus, the sequence of episodes constructed during a simulation constitutes a basis for a qualitative reconstruction of the simulation history: by examining the data retained in the episode structures, the Workbench can reconstruct-approximately-the events of the original simulation. It ,. just this kind of reconstruction that is shown in the example above, where the procran: prints out a "qualitative history" of the simulation: here. the program scan., tale emsoce structures created during the course of the simulation and ': atures such as the :'iarge decrease in A" during the first stage of the reaction. The printed history also indicates, for each species, which differential equation term had the largest absolute value during a particular episode: this is shown in the "important reaction" field of the output.
There are of course other ways in which we could attempt to demarcate regions of interest in a reaction simulation: we might, for example, look for instances of near-zero first or secoid derivatives for certain species. The major reason for using "episodes" as the natural units of simulation histories is that this notion seems to capture some of the chemist's natural intuition about the relationship between the mechanism and the simulation. That is to say, the chemist is not merely interested in where large or small derivatives occur; she is concerned with how the events she has just witnessed in the course of a simulation are determined by the varying contributions of the steps 'Lit the mechanism.* (Again, see the quote from Noyes [7] above for an instance of this type of intuition.) The episode data structure provides other advantages that will be touched upon in the following section.
D. The Episode Data Structure
The episodes created by the Workbench are composite structures containing the following information:
e The time (since the simulation's beginning) that the episode starts.
e The duration of the episode. e Concentrations of species at the beginning of the episode. * Ordering of differential equation terms defining the episode. * Maximum/minimum species concentrations during the episode. * Maximum/minimum species derivatives during the episode.
In addition, episodes may contain some special information; for example, the final episode constructed during a simulation will also contain the final concentrations of all speciesThis information is used to construct the type of qualitative history shown earlier. For example, an episode in which the minimum derivative for a given species is positive is known to be monotonic in that species. Similarly, an episode in which the concentration of a species increases by more than fifty percent over its starting value is said to have a lar e increase in that species. The duration of an episode is judged according to a time scale created by comparing the longest episode during a simulation to the briefest; a logarithmic "'time ruler" is constructed according to the following formula: * Although the complete term orderings that demarcate episode boundaries are not shown in the qualitative history output by the program, the chemist may examine them through other procedures if she wishes.
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Time-ruler = log(longest episode duration) -log(shortest episode duration)
A long episode is one whose duration meets the following criterion:
log(duration) > log(shortest episode duration) + 0.85(Time-ruler)
Steady states and rapid increases/decreases are determined according to slightly more elaborate for'n!aE that involve both the rates of change of species and the relative duration of an episode.
Obviously, these criteria for qualitative judgments (for length of episodes, or the relative sizes of species changes) are approximations only. Experience with the program to date indicates that these criteria work well with the examples tried so far. The user may of course examine the episode structures themselves to see how the ,,alitative judgments are arrived at; ultimately the interface will provide the user with the opportunity to create custom procedures for making qualitative judgments.
As a final point regarding the episode data structure, it should be noted that this structure provides a natural way in which to perform finer-or coarser-grained qualitative analyses. To wit: the episode boundaries are, at the finest grain, determined by changes in the relative orderings of the contributions of all terms within the differential equations for each species. It is possible, however, to define "coarser-grained" episode boundaries according to only the most important term in the various differential equations: in other words, we need not distinguish two episodes in which the most important term in each differential equation remains the same f the changes might have occurred in the ordering of terms with smaller absolute values). Similarly, we might define "medium-grain" episode boundaries by using only the identities of the two or, in general n) most important terms in each differential equation. Thus the episode structure provides a meaningful dimension along which to look for more (or less) detail in a qualitative analysis of a given simulation.
III. An Extended Example: The Brusselator Mechanism
As a more challenging example of constructing qualitative histories, we can consider the so-called Brusselator mechanism [6, 11] :
This four-step mechanism is a simple mathematical model illustrating the possibility of sustained oscillations in an open chemical system. The concentrations of A and B in the mechanism are assumed to be constant (implying that there are external sources of these species), and the species D and E may be treated as "driven off" and hence constant at zero. (These latter two species do not enter as reactants in any reaction step so that their concentrations do not affect those of the other species.) Thus, the state of the system determined by reactions (6.1) -(6.4) is determined entirely by the concentrations of X and Y. and the differential equations for these species may be written out as follows:* dX 2 2
By finding a fixed point for these two equations and linearizing about that point, one can find conditions on (A], [B] , and the various rate constants such that the fixed point is unstable and the system supports sustained oscillations (corresponding to a stable limit cycle in the X.Y-phase plane).
For the examples discussed here, we will let the concentrations of A and B be fixed at 1 and 3 respectively, and we will let the values of kl, k2, and k4 all be equal to 1. Thus, the differential equations above may be written:
* It is worth noting that the first term in (7.1) is a constant, since [A] is constant. Similarly, the third and fourth terms are commonly combined, as they irise from the same reaction; but since the Workbench leaves these two terms separate (as a "product" term and a "reactant" term for the third step). I have written out (7.1) in an "expanded" form.
Using the mechanism (6.1)-(6.4) with the constraints expressed in (8.1)-(8.2), we can now use the Workbench to explore how the qualitative behavior of the Brusselator mechanism varies with the choice of the constant k3.* With a value of I for k3, the Brusselator should reach a stable limit cycle. We simulate this mechanism with the Workbench (for a total of 50 seconds), and The Workbench has identified a series of repeating episode structures, each consisting of two episodes apiece, and beginning at time 8.1. Each repeating unit may be described roughly as a rapid increase in X and decrease in Y (over a brief timespan), followed by an increase in Y and rapid decrease in X (over a longer timespan). These periods continue until the end of the history, so we can conclude that the mechanism has achieved a stable limit cycle. As for the first two episodes in the history, these might be said to correspond to an "inductior. period" before the beginning of the oscillations proper. Here, the program finds only three brief episodes followed by a long period (starting at time 2.5) after which both X and Y seem to reach steady state concentrations. In point of fact, the equilibrium point is stable in the Brusselator for this value of k3, so the Workbench's analysis is qualitatively correct.
For a value of 2.1 for k3, the Brusselator's equilibrium point is stable, but is approached via damped oscillations.* The Workbench has more difficulty with this situation: the graph produced is shown in Figure 4 . The qualitative history can be summarized as follows: the Workbench finds a brief two-episode oscillation beginning at time 4.5, and a second set of four-episode oscillations beginning at time 15.05 and persisting until nearly the end of the simulation. The final episode is deemed to be long, and to have steady-state concentrations of both X and Y; this suggests that the Workbench has correctly identified the arrival of the system at a stable equilibrium.
Below we reproduce the first two-episode oscillation found by the Workbench; the first four-episode oscillation; and the final episode, as taken from the qualitative history produced by the program. Most important step(s): (2) Fhtr-episode oscillation: *** Repeating Group *** * This is in contrast to the k3 = 10 situation, in which the equilibrium point is approached "directly"; the distinction has to do with the fact that at k3 = 2.1, the eigenvalues of the linearized system around the equilibrium point have a nonzero imaginary component.
Part of the problem for the program here is that the Workbench does not as yet have any representation for trends within oscillations-such as "damped oscillations" or "unstable oscillations." (Examination of the episode history shows indeed that the peak concentrations of X and Y are both declining over the course of successive oscillations.) We will return to this problem in the discussion section below. It should however be noted that the Workbench has correctly located the presence of oscillations during the course of the simulation, and a steady state for both X and Y concluding the simulation.
IV. Discussion
At the moment, the Workbench program is still at a fairly early stage, and has only been tested with a handful of examples. The portion of the program that maintains and analyzes episode histories of simulations will no doubt undergo changes and elaborations as experience with the program grows. The results thus far, however, are encouraging in that they indicate that the feasibility of automating some of the routine qualitative interpretation usually left to the chemist.
To reiterate an earlier point, the major benefits of having the computer take over some of the duty of qualitative analysis is not merely so that these results may be presented directly to the user, but rather so that they may be used as inputs to other computer programs. For example we could imagine writing a 20 program that tells the Workbench to search a parameter space to find those regions in which a particular system exhibits bistability or oscillations. Similarly, the information maintained by the Workbench includes not only those reactions that are most important in determining the local changes in species concentrations, but also those which are most unimportant. Thus the Workbench could use the episode information to suggest which reactions in a given mechanism appear to contribute only little to the qualitative history of the mechanism; subsequently, the program could remove these reactions from the mechanism, resimulate the mechanism, and compare the qualitative behavior of the original and newly-simplified systems. In this way, the computer could be given the job of attempting (and assessing) some immediate candidates for simplification of mechanisms. Experiments along these lines in using the program have just begun.
More generally, we would like to integrate the data structures provided by qualitative analysis with the other portions of the Workbench currently under development. As currently envisioned, the Workbench will include a separate module that examines symbolic representations for mechanisms directly, and looks for ways in which these mechanisms may be decomposed or simplified directly. This module includes algorithms that perform graphical analysis of mechanisms (based on the work of M. Feinberg and others [2j) ; the module also includes heuristics for isolating poritons of mechanisms that appear to be likely candidates for simplification (e.g., pairs of opposing reactions that may constitute a "rapid equilibrium"). Thus, we would hope that eventually the Workbench might be given an initial mechanism, and propose (prior to numerical simulation) a candidate for a simplified mechanism as a result of graphical analysis; the original and simplified mechanisms could then be compared automatically to see if their qualitative behaviors are similar.
There are also certain weaknesses in qualitative analysis as shown here. Many of the terms employed ("large dcrease," "rapid increase," and so forth) are by nature imprecise and context-depeiui ,nt. Thus, the distinction between a concentration increase described as "rapid" and one not so descri'ed may hinge on small numerical differences. One possibility for augmenting the current program would be to introduce some finer qualitative distin, tions (e.g., "very large increase") that are still coarse-grained enough to summarize large portions of numerical data; another approach to be pursued in parallel is to provide the user with the opportunity to examine the default criteria for qualitative judgments and chanige or expand these criteria at will, Beyond this, there are many remaining difficulties to be overcome in having the Workbench recognize somewhat higher-level behavioral concepts such as "quasiperiodicity" (likewise, recall the problem with "damped oscillations" in the earlier example). Enriching both the vocabulary of a program like the Workbench, as well as its ability to analyze qualitative histories, represents a major challenge.
A more philosophical problem with the Workbench approach involves understanding the differences between the sort of qualitative analyses provided (at present) by this program and the kinds of qualitative classifications often treated as standard in dynamical systems theory. Typically, the important formal distinction between dynamical systems lies in notions such as topological conjugacy and stability of fixed points. These are important ideas but their relationship to other definitions of "qualitative behavior" is problematic in some respects. For instance, a topological classification of systems may be too strong for some purposes: it may distinguish between two systems that, for the chemist's purposes, are more interesting for their similarities than for their differences. A topological treatment would distinguish, say, between a system with a stable limit cycle and one with a stable focus whose eigenvalues have a very small (negative) real comportent: to the chemist, these systems are similar in that both exhibit qualitative oscillations over certain periods of time. Conversely, the topological treatment may fail to distinguish systems that the chemist regards as different: imagine a system in which the concentration of some species declines exponentially (and monotonically) to a zero value, and one in which the concentration first jumps to a maximum and then approaches a zero value. In both cases, the system has a ,imple, stable equilibrium, and both may in fact have the same equilibrium concentration values; but to the chemist, the difference in the path to equilibrium may be an important clue to the underlying mechanism.
The upshot of these considerations is that a useful tool should provide chlemists with information about both the global characteristics of a chemical system's phase space trajectory, as well as information about the stability and uniqueness of equilibria. A particularly exciting prospect would be ultimately to augment the analyses of a program such as the Workbench with the kind of stability analyses made possible by symbolic algebra programs [83. 
