Attaining reliable profile gradients is of utmost relevance for many physical systems. In most situations, the estimation of gradient can be inaccurate due to noise. It is common practice to first estimate the underlying system and then compute the profile gradient by taking the subsequent analytic derivative. The underlying system is often estimated by fitting or smoothing the data using other techniques. Taking the subsequent analytic derivative of an estimated function can be ill-posed. The ill-posedness gets worse as the noise in the system increases. As a result, the uncertainty generated in the gradient estimate increases. In this paper, a theoretical framework for a method to estimate the profile gradient of discrete noisy data is presented. The method is developed within a Bayesian framework. Comprehensive numerical experiments are conducted on synthetic data at different levels of random noise. The accuracy of the proposed method is quantified. Our findings suggest that the proposed gradient profile estimation method outperforms the state-of-the-art methods.
I. INTRODUCTION
Estimating the derivative of a system from discrete set of data has a vast number of applications in many fields such as biology, engineering, and physics. For instance, determining the particle velocity from the discrete time-position data in particle image velocimetry and particle tracking velocimetry experiments [1, 2] are important tasks in plasma physics [3] . Applications of velocity estimation in motion control systems using discrete time data have increased with the invention of microprocessors [4] (and references therein). Moreover, with the improvement of technology, faster equipment is now available to measure high-speed discrete data [1] .
To estimate the derivative of a system using discrete data, several approaches have been discussed in the literature.
Some of them are finite difference [2] and analytic derivative of either a traditional data smoothing technique [5] [6] [7] [8] [9] [10] [11] [12] or Bayesian data smoothing method using spline functions [13] [14] [15] [16] [17] . Basically, the latter technique estimates the discrete data using a smooth function before taking the analytic derivative of the spline function. Most of the time, cubic splines are used as the smooth function to estimate the discrete data. However, as pointed out in [18, 19] , exponential cubic splines are superior to cubic splines as they are better at capturing in an accurate manner abrupt changes in data. Furthermore, exponential cubic spline is used to directly estimate the unknown velocity in [1] . In this case, the spline represent the velocity instead of discrete data as compared to all previous cases. However, it is claimed that the noise contaminated in the discrete data can produce huge uncertainties in the gradient estimates [4] . These uncertainties tend to magnify in the gradient estimates when the discrete data are measured in short time intervals, e.g. data captured with high-speed cameras [1, 2] .
Exponential cubic splines has two limiting cases: polygonal function and cubic spline. These limits are handled by the smoothing parameter. Therefore, when using exponential cubic spline, special attention must be paid to the smoothing parameter because extreme values of it can sometimes produce unrealistic results. The Bayesian approach employed in the study of [1] used a Jeffrey's prior on the smoothing parameter simply to scale down the value to avoid producing drastic results. Without the optimal smoothness, the spline would not produce optimum gradient estimates.
Moreover in that study, the results are stated only for a small level of random noise without a quantitative study of the noise factor. The noise in the data plays a major role in this study and a sensitivity analysis of all possible noise levels is important. Furthermore, the results in positions, velocity, and acceleration are not quantitatively evaluated for superiority in Ref. [1] .
In our study, motivated by the important work presented in [1] , we present a detailed investigation on gradient profile estimation by employing exponential cubic spline smoothing within a Bayesian setting. The exponential cubic spline and its properties are thoroughly studied and a better choice of prior on the smoothing parameters is introduced.
Moreover, a comprehensive study of sensitivity analysis of noise on the gradient estimates is performed. Additionally, the results are evaluated quantitatively for position, velocity, and acceleration estimates.
The rest of the paper is organized as follows. Section II develops the idea of separating spaces with mathematical background. The Bayesian framework of the algorithm is demonstrated in Section III. Afterwards, the computational details are presented in Section IV and Section V. In particular, in these sections, our findings are compared to those obtained by means of more traditional methods such as smoothing data with subsequent analytic derivative. Our concluding remarks are given in Section VI. Finally, some technical details appear in Appendix A.
II. SEPARATING SPACES IN BAYESIAN CONTEXT
To overcome the dilemma of huge uncertainties in the gradient estimates of noisy data, the gradient is directly approximated in the space where the gradient resides using the information available in the space where data lives.
Bayesian methods provide the mechanism to map the information between the two spaces, data and gradient, by introducing a mathematical model to relate observable information (data) with the unknown quantity (gradient) [20] [21] [22] [23] [24] [25] [26] . According to the problem studied in the paper, the data are the position x(t) of an object measured at discrete times t while the gradient is the velocity v(t) of that object. Hence, the mapping between the two spaces is obtained by the two basic relationships between position and velocity,
Since the gradient is directly approximated in the velocity space, the mathematical model that claims to represent the velocity of the object is placed in the velocity space. Then mapping the information between the position and the velocity is performed by integrating the mathematical model using the relation depicted in Eq. (II.1).
Throughout the paper, let the space of the gradient (v-space) be denoted by V and the space of the data (x-space) be denoted by U. Let the noisy data be denoted by {t i , x i } n i=1 ∈ U and the mathematical model by M ∈ V. As highlighted in the Introduction, the exponential cubic spline is capable of capturing abrupt changes and therefore it is a better model to represent the velocity of a fast moving object [1, 18, 19] . Let us denote the exponential cubic spline by S v in which the subscript v specifies that the spline, S is placed in V. As any other spline, the exponential cubic spline is defined in piecewise manner by its function values at a set of knot positions. Since, in our problem, the spline represents the gradient/velocity, the function values are the velocity values defined at the knot positions.
Let us denote the velocity values at the knot positions ξ vi as f vi for i = 1, 2, · · · , E v with ξ v1 = t 1 and ξ v Ev = t n .
Therefore, the exponential cubic spline for our variables, {ξ vi , f vi } Ev i=1 defined in the i th interval, can be written as [19, 27] ,
the tension values between two knots, and, finally, E v are the number of knots of the spline. Throughout the paper, the subscript v of the variables specifies that they are placed in V. Using the arrow notations for vectorial quantities, the exponential cubic spline in Eq. (II.2) can be also viewed in matrix form as [1] ,
In Eq. (II.4), W denotes the design matrix of t-locations of the data points t, the t-locations of the support points ξ v , the vector of tension parameters λ v and, finally, the vector of function values f v . Moreover, the quantity S v is the solution to the variational problem [1] ,
The second derivative of S v , i.e. M v , can be explicitly found by solving the tri-diagonal system of equations in Eq.
(II.4).
The function values f v , the tension values λ v , the positions of the knots ξ v and the number of knots E v are unknown. Therefore, a summary of data and parameters of the model being investigated is given in Table I . Time (a.u.) U with the spline values in V integrated over time. The relation in Eq. (II.1) can be rewritten in terms of our model without loss of generality for an arbitrary i th position as,
The quantity x i in Eq. (II.6) can be further reduced to,
with i = 1,· · · , n. We point out that the exponential cubic spline is analytically integrable and some technical details are given in Appendix A.
When a mathematical model is used to match the unknown quantity and the observable data, the model should be able to generate data as likely as possible to the observable information if the desired/unknown quantity is known. This is called the forward problem in Bayesian language. However, what is required here is to be able to solve the inverse problem. That is, making inferences about the desired/unknown quantity using the observed information and the model [28] [29] [30] . An example of solving a forward problem by computing positions when the velocity is known is shown in Fig. 1 .
The inverse problem for the position-velocity scenario introduced in the previous section can be solved by means of Bayes' rule,
The relation depicted in Eq. (III.1) shows how the joint posterior probability distribution can be built to infer the velocity when the positions are given. Bayes' rule in Eq. (III.1) can be rewritten using data and parameters given in Table I as follows,
where the quantity I represents all the relevant information that concerns the physical scenario under investigation together with the available knowledge about the experiment being performed. By assuming the independence in spline variables, the following relation is satisfied,
The evidence p ( x|I) in Eq. (III.1) and (III.2) is given by,
where the likelihood distribution is given by
The likelihood distribution affirms the relation between the data and the spline values. Since the position data x i with i = 1,..., n is contaminated with noise, omitting the arrow notation for vectorial quantities, Eq. (II.7) can be rewritten including the noise term as,
where the noise vector def = ( 1 ,..., n ) is assumed to be linear and, in addition, is assumed to be Gaussian-distributed with ∼ N ( µ, Σ) . (III.7)
In Eq. (III.7), the quantity µ is the (n × 1)-dimensional mean vector while Σ is a (n × n)-dimensional covariance matrix of the noise. Furthermore, the noise is assumed to be uncorrelated. In other words, Σ is a diagonal matrix with diagonal elements given by {σ 1 , · · · , σ n }. It is also assumed that µ = 0. From Eq. (III.6), the following equation can be written for the i-th noise term,
where i = 1,· · · , n. The symbols S vγ and S vi denote the exponential spline function in Eq. (II.2) in the γ th and the i th sub-intervals, respectively.
Assuming that for all i = 1,..., n the data values are independent and identically distributed, the likelihood distribution can be rewritten as
Combining Eqs. (III.8) and (III.9) together with the additional assumption that σ i = σ e =constant for any 1 ≤ i ≤ n, the likelihood distribution becomes (case I of Eq. (III.6) is assumed here for generality),
When the number of knots is known ahead of time, the product of prior distributions in Eq. (III.3) can be rewritten
as
The shape of the curve produced between knots depends on the values of λ v . One of the concerns with the tension parameter is that it is a scale parameter and it can assume any real number. The shape of the curve between two knots can change from cubic function to a polygonal function when its value goes from 0 to ∞ [19, 27] . A polygonal function is not a good representation of a moving object due to its lack of smoothness. Thus, the value of the tension plays a big role in getting the perfect velocity curve as explained by the observed data. Therefore, prior distributions on λ v should be chosen carefully to control its value.
Previous works in the literature [19, 31] has used Jeffreys' prior to scale down large values produced for the tension.
In this paper, we have employed a Gaussian distribution as a prior for the tension. It allows the choice of sensible values with a higher probability and non-sensible values with a lower probability. A bonus of choosing a Gaussian prior is that it is a conjugate prior of the Gaussian likelihood and, as a consequence, makes the resulting posterior a member of a family of the Gaussian distributions.
Assuming identical and independent tension parameters λ v , the prior distribution p( λ v |E v , I) in Eq. (III.12) can be written as
with µ i and σ θ λ representing the mean and the standard deviation of the parameter λ vi . The prior distributions can be viewed as,
is given in Eq. (III.11).
IV. METHODOLOGY
Synthetic data of time-positions were generated from the same velocity curve used in the forward problem shown in Fig. 1 , characterized by a reasonably large sample size with n = 121. Then, the Gaussian noise with µ = 0 and σ was added to the data,
with z being the standard parameter introduced when dealing with normalized Gaussian data sets. Following from the posterior distributions defined in Section III, the number of parameters of the system is determined by E v .
Furthermore, when the positions and the number of knots are provided by the user, the total number of parameters of the system will be 2E v − 1.
For the synthetic data, following the work in Ref. [27] , we select E v = 8 knots at ξ v = [0, 1, 3, 6, 8, 10, 11, 12] in to inferring the spline. Then, the posterior distribution with different priors (see Eq. (III.5)) were simulated using a hybrid MCMC algorithm called DRAM [32] . The simulation begins with an initial minimization process of the negative of the posterior distributions. The initial values of the parameters used were,
f v initial = 0, and λ v initial = 0.001. (IV.2)
We remark that the posterior distribution is undefined at λ v = 0 and, in addition, the smallest value that MATLAB [33] could handle for λ v was experimentally found to be equal to 0.001. The initial minimization acts as a jump start to the DRAM algorithm. The proposal distributions of the parameters in DRAM that generate the candidate sample values are Gaussian distributions. The user must input values for the parameters of the proposal distributions (i.e., mean and variance of Gaussian distributions) as given in Table II with LB and U B being the lower and upper bounds of the parameters, respectively. 
The optimum values f v * and λ v * determined by the initial minimization were used as the mean values of the proposal distributions, so that the initial proposal distributions are centered around f v * and λ v * . The information of prior distributions can be specified with prior means µ θv i , µ θ λ i and prior variances σ θv i , σ θ λ i . The DRAM procedure takes the variance of the prior as the initial variance of the parameters if the covariance matrix is not specified by the user. When the prior variance is infinity, the variances of the proposal distributions are calculated as,
In other words, if no prior information is available about the parameter, 5% of the mean of the initial distribution is taken as the initial variance. Finally, samples were drawn from these Gaussian proposals and the marginal densities 
(IV.5)
Following the same line of reasoning presented for Eqs. (IV.4) and (IV.5), we also have
for any s = 1,· · · , E v − 1 with λ v si denoting the average sample values of tension after MCMCN number of iterations,
Finally, the standard deviations σ * v k and σ * λs of the parameters are calculated from the average of all chains after MCMCN iterations as,
for any k = 1,· · · , E v and, The sensitivity of noise levels was investigated for the posterior distribution with the Gaussian prior used for the tension parameter. These results of the sensitivity analysis were compared against a common traditional method of fitting the same type of exponential cubic spline in U and the gradient is obtained by analytically differentiating the resulting fitted spline function. The notation "i-fit (i-space) with i = x, v" denotes the fact that the i-fit was fitted on the i-space where the x-fit is the distance profile while the v-fit is the gradient profile.
A constant force is observed between the times 0 − 8(a.u.) and short impulses are observed between the times 8 − 11(a.u.). Moreover, it is observed that as the noise level increases, the data around the short impulses tends to get fuzzier so that it is hard to identify the trajectory. The marginalized posterior distributions for each parameter is (left panel) and as Bayesian credible intervals in Fig. 4 (right panel) . The gradient estimate is obtained at all noise levels by placing the model in V and is shown in Fig. 4 . The estimates almost overlap with the ground truth data at all noise levels, except at the boundaries and around the time t = 10a.u., where the short impulses were present in the position profile.
The uncertainties of both velocity and tension parameters are characterized in Fig. 5 . were obtained from the two methods (via v-fit from V and x-fit from U) and compared in Fig. 6, Fig. 7 and Fig. 8 , respectively. The two types of estimates of acceleration profile from the v-space and the x-space were obtained by differentiating the v-fit (v-space) and by finite differencing the v-fit (x-space), respectively, from Fig. 6 .
The gradient estimates that emerge from the two spaces (namely, the x-space and v-space) clearly show some remarkable differences. In particular, the difference in accuracy is shown in Table III using the error norm,
where L is the sample size [34] .
The acceleration characterizes the acting forces on the object. The acceleration estimate (x-space) could not achieve constant force where it is expected. The errors at short impulses around t = 10 a.u. started getting very large and this indicates the possibility of infinite forces. Moreover, the acceleration profile from the x-space (red dashed-dot lines)
is not realistic with its very sharp turns. Therefore, the acceleration estimate from the velocity space is a reliable estimator of acting forces. The goodness of the fit is tested by studying the error sum of squares (SSE) defined as Distance profile (a.u.) Distance profile (a.u.) Distance profile (a.u.) 
wheref i represent the estimated function values. The quantity f i in Eq. (V.2) is replaced with noisy f i to obtain the second and the third columns in Table IV are compared in Fig. 8 . The x-fit (x-space) follows the noisy data closely. This is because when fitting a curve in the same space as data, that curve is trying to minimize the SSE which means it tries to match the data as much as possible. Therefore, the x-fit from U tries to satisfy the noisy data as much as possible. However, the x-fit (v-space) follows the ground truth data more than it follows the noisy data. When integrating the v-fit (v-space), an additional order of differentiability is added to the trajectory estimate. Therefore, the x-fit (v-space) has a higher order of differentiability than that of the x-fit (x-space). This additional order of differentiability ensures the continuity of the velocity and, therefore, it satisfies the constraint of the finite force of the object. The calculated squared sum of errors (SSE) with true data and noisy data are shown in the follows true data better.
In this paper, we proposed a method to compute the profile gradient of a noisy system using Bayesian inference strategy. The Bayesian inference method allowed the inference of an un-observable quantity, the gradient (velocity), by building a meaningful relationship between the un-observable gradient profile in one space (that is, the velocity space) and the observable data profile in another space (that is, the data space -U). Furthermore, the gradient profile was modeled by the exponential cubic spline. The results of this new method are compared against a common method of fitting an exponential cubic spline in data space (U) and taking the subsequent analytic derivative. The fitting in U was also performed in a Bayesian framework and the same DRAM sampler was used to simulate the posterior distributions. The results show that the gradient estimates obtained by modeling in v-space produce more accurate estimates than the results of the traditional method (see Table III ). Moreover, it was able to produce better acceleration estimates with reliable and accurate values where a constant force is expected ( see FIG. 7) . The third type of estimate, the trajectory profile was also compared. We conclude that the x-fit estimates follow noisy data when solved by placing the model in the x-space while the x-fit estimates follows the ground truth data when solved placing the model in the velocity space (see FIG. 8 and Table IV ). It is argued that by integrating the model in velocity space, an extra order of differentiability is added to x-fit ensuring the finite force constraint of a moving object.
In conclusion, the method demonstrated in this paper is a superior method to estimate the velocity of a moving object under finite force as compared to others in literature (for instance, see [1] and references therein). It ensured better estimates in all three cases: trajectory, velocity, and the acceleration.
We point out that although our main focus in this paper is on the proposal of a novel theoretical method to estimate a profile gradient from discrete noisy data, a number of improvements can be sought in its practical implementation.
For instance, the use of an MCMC algorithm gains precision at the expense of speed. A faster algorithm (such as the Expectation Maximization algorithm [36] ) may be needed for real time estimation. Furthermore, the amount and placement of the knots lacks a systematic guiding principle. In the future we plan to use Bayesian model selection for determining the amount. For the placement issue, we can adopt a hierarchical approach by including spline knot location algorithms [37] in conjunction with our main algorithm. This would provide estimates for the values associated with the knots and where they should be located as well. Finally, we hope to apply our Bayesian estimation technique to more realistic problems where acceleration, velocity, and trajectory estimations are needed.
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The basic steps of the DRAM algorithm is given in Algorithm 1 with an arbitrary initial point Θ ( 
