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Decomposition methodology is a statistical technique used to analyze a set of 
data at the aggregate level. It aims to establish the relative contributions of a set of 
underlying factors to the changes in an aggregate, such as energy consumption in a 
country. To conduct decomposition studies, researchers have developed numerous 
methods based on the index number theory. 
 
Researchers are currently seeking a common agreement as to which method is 
best among those found in the literature. This agreement should be found through the 
study of the theoretical properties established by a set of predefined tests. Among 
these tests, the most important are the factor-reversal test, the time reversal test, the 
proportionality test, and the consistency in aggregation test. This study focuses on 
only the last test, since it has not yet been thoroughly studied in Index Decomposition 
Analysis. Hence, the main contribution of this study is to redefine the consistency in 
aggregation in Index Decomposition Analysis (IDA) and study this attribute for the 
main IDA methods.  
 
Vartia’s definition of the consistency in aggregation (Balk, 1996) is 
restrictive. Researchers consider three types of approximations: the functional form of 
the aggregator function, the residual term, and numerical approximations. We define 
three degrees of consistency in aggregation to include more methods: type A, exact 
Summary 
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consistency in aggregation; type B, partial consistency in aggregation; and type C, 
approximate numerical consistency in aggregation. However, in some situations 
consistency in aggregation is only partially fulfilled, even with decomposition 
methods that are consistent with type A. After studying this issue we find that the 
Log-Mean Divisia Index I (LMDI I) is the best method for considering consistency in 
aggregation.  
 
Finally, through a case study we examine consistency in aggregation with the 
use of physical indicators in energy-consumption monitoring. 
 
 






AMDI  Arithmetic Mean Divisia Index 
APEC   Asia Pacific Economic Cooperation 
GDP   Gross Domestic Product 
GJ  Giga Joules 
GO   Gross Output 
IDA   Index Decomposition Analysis 
IDM   Index Decomposition Methods 
IEA  International Energy Agency 
LMDI   Log-Mean Divisia Index 
MJ  Mega Joules 
MRCI   Mean Rate of Change Index 
NAICS North American Industry Classification System 
OECD  Organization for Economic Co-operation and Development  
PJ  Peta Joules 
SIC  Standard Industrial Classification 
TJ  Tera Joules
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1.1 Index Decomposition Analysis 
 
Index Decomposition Analysis (IDA) methods aim at understanding historical 
changes in economic, environmental, and other socio-economic indicators. The first 
step of an IDA is to define a meaningful aggregate indicator and a set of pre-defined 
factors of interest on which the aggregate indicator is decomposed. 
 
The methodology for IDA has been derived from the index number theory 
developed in the field of economics to study how quantity and price levels contribute 
to changes in aggregate commodity consumption. Here, the aggregate indicator is 
commodity consumption, and the pre-defined factors are the quantity index and the 
price index. However, the development of IDA methods has been driven by 
decomposition problems in the field of energy after the 1973 world energy crisis.  
 
Ang (2003) has identified five main application areas of IDA: 
 
● Material flow and dematerialization 
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These studies aim at analyzing the development of material use in an 
economic structure. Of interest is a wide range of metallic and non-metallic minerals, 
coal, oil, and natural gas, which are treated as material rather than energy sources. 
 
● Cross-country comparison 
These studies aim at quantifying the factors contributing to an aggregate index 
between two countries or two regions. 
 
● Energy-related gas emissions 
Focusing on energy-related carbon dioxide emissions and decomposition, these 
studies usually analyze the impact of energy efficiency changes, structural changes, 
and other factors such as the fuel mix effect and the fuel gas emissions coefficient 
changes. The increasing number of such studies reflects growing worldwide 
environmental concerns (see Ang and Zhang, 2000). 
 
● National energy efficiency trend monitoring  
This type of study seeks to measure progress towards national energy 
efficiency targets. Energy efficiency changes are usually estimated through the 
computation of its inverse--energy intensity, which is the ratio between the energy 
consumption of a sector and the industrial output of the same sector.  
 
● Energy demand and supply 
This type of study involves the analysis of industrial energy consumption, 
national energy consumption, or the analysis of problems related to the energy supply 
sector, such as the impact of fuel consumption in the electricity generation sector. 
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Usually these studies aim at disentangling the impacts of structural changes and 
energy efficiency changes. 
 
We focus our study on the energy demand and supply area because of the 
increasing worldwide interest in this type of IDA studies and the recent technical 
development in index decomposition methodology in this application area one of 
which being the monitoring of the energy efficiency changes through the same 
framework. 
 
1.2 Research objectives 
 
IDA has been widely adopted by researchers for studying the impact of a set 
of pre-defined factors on an aggregate of the five main areas previously presented. 
However, no consensus exists among researchers and analysts on the best 
decomposition method. Many studies have sought to create this consensus by 
comparing the methods rigorously and comprehensively; among these studies are 
those conducted by Howarth et al. (1991), Ang and Lee (1994), Albrecht et al. 
(2002), Phylipsen et al. (1997), Ang and Liu (2001,2003), Nanduri et al. (2002), and 
Granel (2003). Most do not consider consistency in aggregation1 at all, or they 
consider it for only one method (see Ang and Liu, 2001; Nanduri, 2002). Yet this 
attribute has been thoroughly studied in index number theory and should not be 
neglected in comparing IDA methods. 
 
                                                
1  This attribute means that the analyst obtains the same results when he carries the study in a single-step or a multi-steps 
procedure. 
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The objective of this research is to study consistency in aggregation for the 
IDA methods. We propose three steps to conduct this study. First, we will review the 
consistency in aggregation studies that have been conducted in the index number 
theory. This analysis will enable us to establish a definition of consistency in 
aggregation. We will then conduct a study of consistency in aggregation on a 
selection of IDA methods based on this definition and, finally, validate it through a 
case study with features that will complement and highlight the outcomes of the 
results we obtain theoretically. 
 
1.3 Thesis structure 
 
This thesis is comprised of eight chapters. Figure 1.1 represents the 
framework of the thesis, the content of the chapters, and the relationship between 
different chapters. 
 
Chapter 2 is devoted to a review of the literature related to the decomposition 
methods and the concepts of IDA. We present the different methods, organize them in 
an optimal manner for the study of consistency in aggregation i.e. we separate 
additive and multiplicative methods and within both categories we group the methods 
according to their functional forms, and review the attributes that have already been 
studied for each method. 
 
Chapter 3 reviews the different definitions of consistency in aggregation in the 
index number theory and approximations to the definition. We then use these 
Chapter 1: Introduction 
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definitions and approximations as a basis for defining three degrees of consistency in 
aggregation. 
 
Chapter 4 focuses on consistency in aggregation for the IDA methods. We 
first consider the specificity of consistency for IDA methods, and then study 
theoretically the consistency of these methods. This chapter analyzes the performance 
of each decomposition method with respect to the different degrees of consistency in 
aggregation. 
 
Chapter 5 presents a case study that highlights the importance of consistency 
in aggregation, through a comparison of all the methods studied in Chapter 3. We 
study numerically the extent of inconsistency in aggregation of the methods 
previously proven to be theoretically inconsistent and determine whether these 
methods can be considered approximately consistent in aggregation from a numerical 
point of view. 
 
Chapter 6 presents an aggregation issue, which we call partial fulfillment of 
consistency in aggregation, found in the literature. We seek to provide a detailed 
study of this issue (i.e. the affected methods, the type of factors affected, and the 
decomposition formula) and solutions to this problem. 
 
 Chapter 7 presents the physical indicators for energy efficiency and the 
aggregation issues posed by the use of such factors. We then conduct a case study 
highlighting the advantages of total consistency in aggregation based on the findings 
in this research. 
Chapter 1: Introduction 
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Finally, Chapter 8 concludes this dissertation by succinctly recalling the key 
findings in the research and considering the main areas for future research. 
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A wide range of methodologies is available to perform an IDA. Determining 
the most suitable method to conduct the study is crucial. The aim of this chapter is 
first to present the additive and multiplicative approaches to IDA, and then to review 
the methods available and classify them.  The Laspeyres linked methods use weights 
based on the value in the base year while the Divisia index methods use a logarithmic 
ratio to weigh the aggregate factor. Other methods include the Mean-Rate-of-Change 
Index (MRCI) and the Stuvel index. We present the attributes that have already been 
studied for these methods and summarize the decomposition formulae for both the 
additive and the multiplicative approaches. 
 
 
2.1 The decomposition approach 
 
The decomposition of an aggregate can be conducted either multiplicatively or 
additively. Comparing the two approaches, Ang and Choi (2003) argued that each 
approach has its own merits: the multiplicative approach has the advantage of giving 
concise results, whereas the additive approach provides easily understood 
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information. Ang and Choi also stress that the choice depends on the aggregate 
indicator studied. Therefore, we study both approaches for each method. 
We first define an aggregate indicator; then we present the basic additive 
approach and the basic multiplicative approach. 
 
2.1.1 The aggregate indicator 
An aggregate indicator is defined as an indicator at an aggregate level. This 
aggregate level incorporates many indivisible processes and disaggregated data at the 
lower levels of disaggregation (see Chapter 3). 
 
Mathematically, we assume that X is an aggregate index and decomposed in r 




i xxxXX ,,2,1 ...∑∑ ==  and iriii xxxX ,,2,1 ...= , where the subscript 
i denotes an attribute such as the sector or sub-sector. For example, the energy 













i ∑∑∑ ===        (2.1) 
where Ei is the energy consumption of sector i, E the energy consumption of the 
highest level of aggregation, and Yi the Gross Domestic Product (GDP) of sector i. 
Y




EI = is the energy intensity 
of sector i; and Y is the total GDP.  
 
As we will later study the aggregation problem, we introduce two levels in the 
formula to present the different decomposition methods. The subscript j denotes a 
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ij xxxX ,,2,1 ...∑∑=         (2.2) 
In this formula, xr,ij denotes an index such as the one presented in Eq. 2.1, in which 
the aggregate X is decomposed. We assume this aggregate X changes between 0 and T 

















T xxxX ,,2,1 ...  (2.3) 
 
2.1.2 Additive approach to IDA 
The general formula for the additive approach is: 
rsdxxx
T
tot XXXXXXX r ∆+∆++∆+∆=−=∆ ...21
0     (2.4) 
rx
X∆ represents the contribution of index xr to the changes in the aggregate index, 
between 0 and T, in terms of quantity of X. The last factor rsdX∆  is the residual term 
that represents the difference between the results of the decomposition and the actual 
change in the aggregate index. When the method gives a perfect decomposition, the 
residual term is null.  
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Methods linked to the 







2.1.3 Multiplicative approach 









==        (2.5) 
where 
ix
D represents the effect associated with the index xi in fraction of Dtot. If the 
method used to conduct the study gives a perfect decomposition, then Drsd (the 
residual term for the multiplicative approach) is equal to 1.  
 
Table 2-2 presents the methods for which we will study the multiplicative 
approach. 
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2.2 Methods linked to the Laspeyres index 
 
The Laspeyres, Paasche, Marshall-Edgeworth and Fisher Ideal indexes have 
the advantage of being intuitive. The Laspeyres and Paasche indexes, as superlative 
indexes (see Diewert, 1976), can be considered discrete approximations of the 
continuous Divisia index. These methods follow the Laspeyres price and quantity 
index in economics by isolating one of the variables and considering it as a 
perturbation, while leaving other variables at their base-year value. 
 
2.2.1 Laspeyres and Paasche indexes 
The Laspeyres index method was suggested by Park (1992), who proposed 
that the obtained results can be more easily interpreted. However, this method has 
been widely criticized by researchers because it leaves a large value for the residual 
term (Ang et al., 1998). The multiplicative formula for this method is: 



















=      (2.6) 
And the corresponding additive formula is: 







−=∆ ∑∑      (2.7)  









0 ..  
and xz refers to one of the factors of the decomposition of the aggregate index X such 
as an efficiency or growth factor. 
 
Some researchers prefer to express the results for the additive decomposition 
in percentage rather than in physical unit (see Schipper et al., 1997 and Farla et al., 
































X  (2.8) 
 
The difference between the Paasche index and the Laspeyres index is that, for 
the Paasche index, the weights are based on the current value (in year T) instead of 
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2.2.2 Marshall-Edgeworth index 
The Marshall-Edgeworth index, suggested by Reitler et al. (1987), uses the 
arithmetic mean of Paasche and Laspeyres indexes, resulting in a compromise 
between the Laspeyres and the Paasche indexes weights. The formula for the 


































   (2.11) 
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0 ...... , and X0 and XT represent the 
value of the aggregate index X at time 0 and T. 
 
2.2.3 Fisher Ideal index 
Fisher Ideal index 
The Fisher Ideal index is given by the geometric mean of the Laspeyres index 
and the Paasche index. Although this index is a compromise between the two other 
indexes, its implementation is complex. We chose to link this method to the 
Laspeyres because of the presence of the Laspeyres and Paasche indexes in the 
formulation although its principle is slightly different and the relationship not linear. 





DDD =        (2.13) 
And, for the additive approach, the formula is: 


































































  (2.14) 
This additive method is similar to the method proposed by Sun (1998) and Ang et al. 
(2003), who proved it is the same as the Shapley method; thus, they called it the 
Shapley/Sun decomposition. This IDA method in the additive approach is clearly an 
expansion of the Laspeyres index; therefore, it is sometimes called the Refined 
Laspeyres index method (Ang and Zhang, 2000). 
 
Modified Fisher Ideal index 
The formula for the multiplicative approach has been shown to yield a perfect 
decomposition in the price index theory (see Diewert, 1976), which uses only two 
causal factors, but does not yield this perfect decomposition for more than two 
factors. Hence, researchers have developed a Modified Fisher Ideal method.  The 







































































DDD   (2.15) 
 
The general formula for r factors (Ang et al., 2002) is derived from the 
following definition. First we define the set N= {1, 2…, r} with the cardinality r. We 
define S a subset of N with the cardinality s and the function 

















,)(φ where Φ is the 
null subset. Following the basic principle we decompose XT/X0 into r factors. The 























2.3 The Divisia index methods 
 
This group of methods includes the Arithmetic-Mean Divisia Index (AMDI), 
the Log-Mean Divisia Index I (LMDI I), and the Log-Mean Divisia Index II (LMDI 
II).  
 
2.3.1 The principles 
The principles of these methods were first suggested by Boyd et al. (1988) to 
substitute for the Laspeyres linked indexes and address their weaknesses namely the 
important residual term and the inconsistency in aggregation of the multiplicative 
functional forms. These indexes are defined as a weighted average of relative growth 
rate. If we consider the basic decomposition approach formula 
ijrij
j i
ij xxxX ,,2,1 ...∑∑=  and suppose it is differentiable at time “t” we obtain: 
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Multiplicative decomposition 
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,1  (2.20) 
Applying the logarithmic differentiation to Eq. (2.20) and then integrating it in the 






























x xdwD z ,
0
ln.exp        (2.22) 
 
The differences between the Divisia index methods depend on the definition 
of the integral weight factor. The discretization of the integral is the same for all 
methods, but the formulae of the weights vary from one Divisia method to another. 




For the additive decomposition, we apply the logarithmic differentiation on 













,,,2,1 )ln(.)()...()(     (2.23) 
The weight is then: 
)()()...()...()()( ,,,2,1 tXtxtxtxtxtw ijijrijkijijij ==     (2.24) 














0 )ln()(      (2.25) 
 
Discretization 
The formula is in the form of a linear integral; but given that the data available 
are given in discrete time intervals, researchers have approximated this integral in the 
most accurate manner. The way the discretization is conducted leads to different 
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2.3.2 AMDI (Törnqvist index) 
The first method that was developed using the log-change form was the 
Törnqvist index. It was first proposed in index number theory by Törnqvist (1936). 
The most widely used method in decomposition studies; it uses an arithmetic mean of 
















1  for the multiplicative approach and   (2.28) 
( )Tijijij XXw += 0' 2
1   for the additive approach    (2.29) 
Known as AMDI in IDA, this method is used for energy intensity monitoring in the 
United States (Wade, 2002) and in the ODYSSEE study in European countries 
(ODYSSEE, 2000). 
 
2.3.3 LMDI I (Vartia I) 
The second method is LMDI I, which uses a logarithmic average of the base 
and current values of the aggregate studied. This logarithmic average uses a specific 











),(    For x ≠ y where L(x, x) =x and L(0, 0) =0  (2.30) 
L(x, y) is symmetric so that L(x, y) =L(y, x). 
 
Proposed by Ang and Liu (2001), the LMDI I method is consistent in 
aggregation. Moreover, its formulae in the additive and multiplicative decomposition 
are straightforwardly linked: 
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w =   for the multiplicative approach and   (2.32) 
( )Tijijij XXLw ,0' =   for the additive decomposition   (2.33) 
 
2.3.4 LMDI II (Sato-Vartia) 
This third method, developed by Ang et al. (2002), is derived from the 




































       (2.34) 
Here the denominator is the sum of the log-mean weights for all sectors; by summing 
all the weights we obtain a unity result. Hence, the weights are called “normalized 






































=      (2.35) 
With this additive equivalent of LMDI II multiplicative proposed by Ang et al. 
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2.4 Other methods 
 
Here, we present two methods that cannot be linked either to the Laspeyres 
index or to the Divisia indexes: the Stuvel index, first suggested by Stuvel (1989), and 
MRCI, first suggested by Chung and Rhee (2001). Neither method is often used in 
IDA because the Stuvel index can bear only two contributing factors and the MRCI 
exists for only the additive approach. 
 
2.4.1 Stuvel index 
The Stuvel index uses the Laspeyres index for only two factors. A 
generalization of the formula for n factors does not exist in the literature and may lead 
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=    (2.38) 
This index is consistent in aggregation (see Balk, 1996) but only for a two-
factor decomposition study. 
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2.4.2 Mean Rate of Change Index 
The MRCI, introduced by Chung and Rhee (2001), allows only additive 
decomposition. The weight of each factor change involves a sum (on all sectors) of 
the ratios between the difference of the factors value and the mean of the same values 
between the years 0 and T. If we perform the same decomposition as with other 




= , then the rate of change 
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=∆ ∑∑       (2.40) 
2.5 Summary of all the methods presented 
 
Tables 2.3 and 2.4 summarize the methods with the classification presented in 
this chapter. Table 2.3 presents the multiplicative approach for all the methods, and 
Table 2.4 presents the same methods using the additive approach. 
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Table 2-3: Formulae for the IDA additive methods 
Approach Group Method Formula 
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Table 2-4: Formulae for the IDA multiplicative methods 

































































































































































































































































































MRCI No existence 
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2.6 The methodological issues: the test approach 
 
Most studies on the selection of an index number method follow the axiomatic 
approach developed in late nineteenth and early twentieth centuries, evaluating the 
indexes based on whether they pass a particular set of predefined tests. These tests 
were developed by different researchers, including Fisher (1922). However, the 
relevance and consistency of these tests have been questioned by Swamy (1965) and 
Hansson (2000). Hansson claims that no index passes all the tests and that the 
creation of a perfect index is impossible because of the tests’ structure. Consequently, 
researchers must find alternative ways to select the best methods; based on their own 
judgment and on the field of study and structure of the data set, their choice is often 
the IDA method. Ang (2003) suggests that the suitability of IDA methods for 
decomposition studies must be considered not only from the theoretical point of view 
but also from the practical point of view. Four tests in index number theory are 
proposed to determine the desirability of a decomposition method from the theoretical 
perspective: the factor reversal test, the time reversal test, the proportionality test, and 
the aggregation test. Analysts consider the factor reversal test to be the most 
important of these tests.  
 
In the study of energy efficiency, researchers have focused on a set of criteria: 
 
- The perfect decomposition or the factor reversal test:  
If the decomposition method passes this test, it does not leave any 
unexplained part in the change of the aggregate indicator. As the objective of a 
decomposition study is to quantify the contributions of several predefined factors in 
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the aggregate of interest, this objective is not satisfied if a large part of the change is 
left unexplained. Ang et al. (1998) and Ang et al. (2003) have thoroughly discussed 
this issue. This property can be mathematically expressed as 0=∆ rsdX  for the 
additive approach, and 1=
rsdx
D  for the multiplicative approach. 
 
- The time reversal test:  
Passing this test expresses the ability of an index calculated from past to 
present as exactly reciprocal to the one calculated from present to past. This test can 






X =  where X is the aggregate 
indicator, 0 the base year, and T the present year. For the additive approach the test 
is 0,,0 TT XX ∆−=∆ . 
 
- The circular test:  
Passing this test means that the results of the calculation of the changes in the 
index number, over a period [0, T], do not depend on how the indicator develops 
during the intermediate period, and that it is possible to aggregate two consequent 
indicators to obtain the indicator for the entire period. Mathematically it can be 
expressed as TTTT XXX ,0,,0 11 =  or TTTT XXX ,0,,0 11 ∆=∆+∆ . This test seems to be trivial 
for a decomposition method, but in practice no index value satisfies this test. For this 
reason, it is disregarded in decomposition studies. 
 
- The zero-value robustness:  
Zero-value robustness means that the method is able to handle zero value in 
the data set. For many decomposition studies, many zero values exist in the data set; 
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for the methods that are not zero-robust, the results are degenerated and the aim of the 
numerical study is defeated. Therefore, researchers believe it is a fundamental 
attribute. 
 
- Consistency in aggregation:  
This attribute has not been reviewed in detail but will be explained thoroughly 
in the next chapter. A method’s passing this test means that the results in a single-step 
procedure are the same as the results in a multi-step procedure. 
 
- Proportionality test:  
If a function f passes the proportionality test then: 
),,,(.),,,,( 0000 TTTT yxyxfyxyxf λλ =  0>∀λ . Thus, if all xi increase 
proportionally so does the index. Most researchers regard this property as a 
fundamental property for index number formulae. 
 
Table 2-5 summarizes the properties that have been studied for the methods 
described. We base this table on the works of Granel (2003), Sun (1998), and Ang et 
al. (2003). 
 
Apart from the test approach, Ang (2003) stresses the importance of other 
practical factors in the choice of a method--ease of use, ease of understanding, and 
presentation of results. Also desirable is a method’s adaptability to the data set (i.e., 
the ability of handling data sets with large variation, zero values, or negative values). 
These factors may lead to the selection of a method that is not the preference from the 
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theoretical viewpoint. The results of the test approach are based on Granel (2003) and 





In this chapter we reviewed the methods that have been used in IDA and 
classified them according to the form of their formula. The analyst conducting an 
IDA must choose the most relevant and meaningful aggregate indicator, the additive 
or multiplicative approach, the IDA method, and the fixed or rolling base period. 
 
The analyst has to choose from a myriad of different combinations, seeking 
the best method to conduct the study. This choice can be based on preference or on 
theoretical perspective, determining the method which passes the most tests. 
However, one of the tests that we consider important--consistency in aggregation--has 
not been thoroughly studied for the IDA methods.  It has, however, been defined and 
studied for the index number theory from which most of the methods are derived. 
From this chapter on, we will study this attribute and explain its importance in 
conducting IDA. 
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Laspeyres No No Yes Yes ?2 






Yes Yes ? 
Shapley/Sun Yes Yes Yes Yes ? 
AMDI Yes No Yes No ? 
LMDI I Yes Yes No Yes No 
LMDI II Yes Yes Yes Yes No 
Stuvel Yes Yes Yes ? Yes 
Additive 
MRCI Yes Yes Yes ? ? 
Laspeyres No No Yes Yes No 
Paasche No No Yes Yes No 
Marshall-
Edgeworth 
Yes No Yes Yes No 
Fisher Ideal Yes Yes Yes Yes No 
Fisher Modified Yes Yes Yes No ? 
AMDI Yes No Yes No No 
LMDI I Yes Yes No Yes Yes 
LMDI II Yes Yes Yes Yes No 
Stuvel Yes Yes Yes Yes Yes 
Multiplicative 
MRCI ? ? ? ? ? 
 
 
                                                
2 The “?” in the table means that this attribute has not been studied for the method in the literature for the index decomposition 
methods 
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Consistency in aggregation has not been studied in detail for the IDA, but it 
has been studied in the index number theory from which the IDA is derived. 
Although the definition of perfect consistency in aggregation is simple, the definitions 
of approximate consistency in aggregation found in the literature are as varied as the 
approximations made by different researchers (see Balk, 1996; Diewert, 1976). 
 
The aim of this chapter is to review and analyze the literature concerning 
consistency in aggregation in the index number theory. We will consider not only its 
definition but also the different approximations researchers have considered to 
include more methods. Based on this review, we refine the definition of consistency 
in aggregation and introduce different degrees of consistency. 
 
We first explain the importance of disaggregation of the data set for the 
national economy. Next, we present the elements of the index number theory, the 
different definitions of the consistency in aggregation found in the index number 
theory literature, and the approximations and limits of these definitions. Finally, we 
introduce three types of consistency in aggregation, corresponding to different 
degrees of consistency. 







The term “disaggregation” comes from the verb “to disaggregate,” commonly 
defined as the transitive verb “to separate into component parts” or the intransitive 
verb “to break up or apart.” In the case of a data set, the transitive definition applies: 
we separate the raw data into relevant parts, referring to different fuel types and 
economic sectors or sub-sectors, provided the data are available. 
 
3.1.2 Importance of disaggregation in decomposition studies 
The aim of an IDA study is to estimate the impact of a set of factors on an 
aggregate. For example, we can study the relative impact of the structural changes of 
the industrial sector or the impact of the changes in energy intensity of a particular 
sector on energy consumption or CO2 emissions  
 
A decomposition study may be conducted at a particular level of sector 
disaggregation--a specific set of data gathered for a given number of predefined 
economic sectors or sub-sectors. The division of the industry in sectors must be 
carefully conducted to encompass the entire industry, including the sub-sectors in 
each sector. This disaggregation, which is a rearrangement of raw data, can greatly 
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influence the outcome of the decomposition study and consequently must be socially 
and economically consistent.  
 
The economic structure is first divided into main sectors such as industrial, 
residential, and others. Then each sector is divided into sub-sectors, such as food and 
drinks, mining, or electrical component manufacturing.  Not all main sectors have the 
same level of disaggregation because of the availability of data and the variety of the 
sub-sectors. For example, the transport sector has a much lower disaggregation level 
than the industrial sector.  
 
We can portray the hierarchy of the aggregate indicator, as Figure 3-1 
exemplifies: 
 
Figure 3-1: Disaggregation of the economy 
 
Nation wide 
Sector 1 Sector 2 … Sector n 
Sub-sector 2.1 Sub-sector 2.2 
Sub-sector 2.1.1 Sub-sector 2.1.2
Product 2.1.2.1 Product 2.1.2.1 
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The terms “sector” and “sub-sector” are used to denote particular categories and 
subcategories of the economic structure up to the indivisible process level or product 
level. Different practices in sector and sub-sector classification exist; the most widely 
adopted is the Standard Industrial Classification (SIC). However, one can choose to 
classify the sectors in terms of energy use pattern, or single out the major energy 
intensive sectors and treat the remaining sectors as a whole (Ang, 1995). 
 
 The disaggregation of the industrial sector allows a detailed, accurate analysis 
of the changes of the aggregate due to the structural changes of the economy; it helps 
to identify trends of change and underlying effects in each sector or sub-sector. For 
example, the contribution of a factor may appear to be null at a certain level of 
disaggregation but may result from an important increase in one sub-sector and an 
equivalent decrease in another sub-sector. 
 
3.1.3 Limits of disaggregation in decomposition studies 
The disaggregation of a main sector into sectors and sub-sectors has some 
limits--mainly data availability and reliability. Most data are computed at a certain 
level of disaggregation, and obtaining data at such a fine level as the indivisible 
process level is almost impossible. Another limitation is the complexity of the study; 
it may not be useful to study up to the indivisible process. For example, in a national 
study of energy consumption, conducting disaggregation up to the indivisible process 
is not relevant since policy makers are unable to influence this process. It is therefore 
up to the analysts to study at their level the means to attain the objectives set by the 
policies that are in place. 
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3.2 The price and quantity index 
 
To introduce the concept of consistency in aggregation, we first present the 
index number theory for which consistency in aggregation was first introduced and 
studied in detail.  
 
In economics, researchers have defined two indexes to study prices and the 
cost of living. The quantity index between 0 and T, ),;,( 00 TT xxppQ , Q is the 
function of the prices p0 and pT and the corresponding quantity vectors x0 and xT (the 
n-vectors are strictly positive). ),;,( 00 TT xxppP ,the price index over the same 
period, is a function of the same price and quantity vectors and by definition must be 
equal to the ratio of the minimum costs of a given cost of living in two price 
situations. We have: 
000000 /),;,(),;,( xpxpxxppQxxppP TTTTTT =     (3.1) 
This relationship means that the product of the price index and the quantity 
index yields the expenditure ratio between the two periods.  For example, the price 
index and the quantity index for the Laspeyres index are: 
00000 /),;,( xpxpxxppP TTTLa =       (3.2) 
00000 /),;,( xpxpxxppQ TTTLa =       (3.3) 
This yields 00/ xpxp TT for the product of both indexes. 
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3.3 Consistency in aggregation 
 
3.3.1 Definition: The aggregation 
Once each index has been computed at the sectoral or sub-sectoral level, it is 
necessary to calculate the national average accurately based on these results. The 
problem of aggregation can be summarized (Nanduri, 2002) as combining different 
indexes into a single, meaningful composite index capable of summarizing 
observations and information about many different variable at specific levels of 
disaggregation.  
 
A more detailed definition is “the process of combining or adding different 
sets of assets to obtain larger sets of assets. The larger set is described as having a 
higher level of aggregation than the sets of which it is comprised. The term 
aggregation is also used to mean the process of adding the values of the lower level 
aggregates to obtain higher level aggregates.” The aggregation process is 
consequently the exact opposite of the disaggregation process and is essential if 
disaggregation has been conducted. 
 
Aggregation must be conducted in a consistent manner--i.e., the different 
results at the higher level of disaggregation (the finest level), or its equivalent the 
lower level of aggregation, have to be arranged in a coherent, homogeneous manner. 
One has to find a function that allows solid aggregation of the values. 
 
Chapter 3  Theory of Consistency in Aggregation 
-35-  
3.3.2 Definition: Consistency in aggregation 
 An index is said to be consistent in aggregation when the index for some 
aggregate has the same value whether it is calculated directly in a single operation, 
without distinguishing its components, or calculated in two or more steps by first 
calculating separate indices, or sub-indices, for its components, or sub-components, 
and then aggregating them. The same formula must be used at each step of the 
aggregation process. 
 
More precisely, referring to Vartia’s definition, Balk (1996) states that an 
index is consistent in aggregation if the index has the following three properties: 
- The index defined to compute the aggregate, which is basically defined for a 
single-stage computation, can also be computed in two or more stages by first 
calculating the indexes at the sub-aggregate level and then from these indexes at 
the aggregate level.  
- The functional formulae to compute the indexes in a single stage or in a 
multilevel computation must be exactly the same. 
- The formula used for computation at the aggregate level has the same functional 
form as the one used at the sub-aggregate level to compute the quantity values 
(i.e., the quantity values are replaced by the sub-aggregate values). 
 
The last property means that the same formula is used for the disaggregation 
and the aggregation. Indeed, when conducting a decomposition analysis, the set of 
data is organized in two dimensions: 
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- The decomposition of the data into a set of factors: in the index number theory, 
the aggregate factor is the expenditure ratio, which is divided into the price index and 
the quantity index. 
- The sectors and the disaggregation of the economy that we introduced previously. 
 
Figure 3-2 portrays this two-dimensional decomposition: 
 
Figure 3-2: Two-dimensional disaggregation of the data set 
 
 
3.4 Approximate consistency in aggregation 
 
In this section we present the approximations considered by researchers. 
Vartia’s definition is restrictive, and researchers need more flexibility in the definition 
in order to include more methods. We identify three types of approximations to this 
definition: 
- the approximation regarding the form of the aggregator function 





Set of data 
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- the numerical approximation 
- the approximations due to the residual term. 
 
3.4.1 The functional form of the aggregator 
First we define an exact index number (as opposed to a superlative index 
number). Diewert (1976) first defines a quantity index Q(p0, p1; x0, x1) and a 
functional form for the aggregator function f, pr>0 for period r=0, 1, 2, …, R, which a 
solution to: 
maxx {f(x): pr.x≤ pr.xr, x ≥ 0N}      (3.4) 















T xaxAxxxf       (3.5) 























xpxpxxppQid      (3.7) 
This yields the formula for the aggregator f (we do not have to calculate the 
coefficients of the matrix A). If a quantity index Q and a functional form for the 






0 ==     (3.8) 
we say Q is exact for f. 
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. This Cobb-Douglas 
aggregator function (e.g., the function ( )21)( Axxxf T= ) provides a second-order 
approximation to an arbitrary twice-differentiable linear homogeneous function. 
 
Diewert (1976) has defined superlative quantity index numbers as being exact 
for linear homogeneous aggregator functions, which are able to provide a second-
order approximation to an arbitrary twice-continuously differentiable aggregator 
function. Barnett (1983) gives the definition of a second-order approximation to a 
function in economics as: 
V* is a second order approximation to V at v0 if: 

























∂        (3.11) 
If V* possesses this capability at v0 for any V, then Diewert calls V* a locally flexible 
functional form. 
 
Superlative index numbers and consistency in aggregation 
A challenge with the definition of consistency in aggregation is the functional 
form of the aggregator function. Thus, Diewert (1978) stated that the class of 
superlative index number formulae is approximately consistent in aggregation where 
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a superlative index is consistent with a flexible functional form for the underlying 
aggregator function, as the superlative index number approximates to the second-
order the Vartia index (which is consistent in aggregation with a Cobb-Douglas 
aggregator function). 
 
Diewert also stresses that the Laspeyres and Paasche index formulae (for the 
price and quantity indexes defined previously) have this property of consistency in 
aggregation but for only very restrictive functional forms of the aggregator function 
(different from the formula of the index). An aggregator function f(x), function of N 
non-negative variable x ≥ 0N has the following properties: 
(i) f  is positive for positive arguments: 0)( >xf  for x > 0N  
(ii) f  is linearly homogeneous: )()( xfxf λλ =  for λ ≥ 0 and x ≥ 0N    (3.12) 
(iii) f  is concave: f(λ.x1+(1- λ)x2) ≥ λ.f(x1)+(1- λ).f(x2).        (3.13) 
 
The problem economists try to solve is a problem of maximization with 
constraints on the price index, the quantity index, or the expenditure ratio. Compared 
to analysts of IDA, economists have at least one additional degree of freedom. 
 
3.4.2 Numerical approximation 
Diewert extends the property of consistency in aggregation to all superlative 
indexes that are approximately consistent in aggregation. This property of 
approximate consistency in aggregation combined with a chain principle (i.e., the 
indexes are calculated based on the previous year’s index) to construct the index 
rather than a fixed-based method (index in year n= f(quantity in year n-1, quantity in 
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year 0)) compensates for the theoretical inconsistency in aggregation. Diewert then 
proves that the Laspeyres, the Paasche, and the Törnqvist indexes are approximately 
consistent in aggregation. 
 
In IDA, consistency in aggregation is usually considered from only a 
theoretical point of view, but the methods used by analysts are important for practical 
applications. Many researchers (see Wade, 2002; Nanduri et al., 2002) consider that 
as long as the numerical deviation due to inconsistency in aggregation is insignificant, 
the criterion of having a consistent method is not important in the selection of the 
method.  This view is questionable, since the degree of approximation is relative to 
the set of data; one cannot generalize the results obtained on a particular set of data 
where the variations may be smaller than in other sets. Consequently, we suggest a 
more flexible definition that would include these methods.  
 
3.4.3 The residual term 
Analysts usually focus on the factors of the decomposition that in this degree 
of consistency in aggregation are consistent, but they do not consider the residual 
term (see Section 3.3.3) for the methods that do not pass the Fisher’s factor reversal 
test. Thus, this term represents the difference between the results of the 
decomposition methods and the actual ratio of the aggregate factor on the period 
studied. It represents the unexplained contribution to the changes in the aggregate 
factor and can be an important part of the total decomposition. Therefore, it must be 
computed. Some researchers argue that this factor is actually the contribution of other 
factors (which are not considered in the study); they consider a method that leads to a 
Chapter 3  Theory of Consistency in Aggregation 
-41-  
perfect decomposition as weak. The formula for the computation of this term of the 








=         (3.14) 
where 
0X
XD Ttot =  for the multiplicative approach, and 
)...(
21 rxxxtotrsd
XXXXX ∆++∆+∆−∆=∆      (3.15) 
where 0XXX Ttot −=∆ , for the additive approach. 
 
Compared to the other factors, the residual term has a specific computation 
that is actually based on the exact total ratio. It is a ratio of a number and a product of 
sums; thus, in our opinion it is impossible to find either a simple or a complex 
aggregator function. This residual factor due to decomposition has to be singled out 
from the residual, because of the inconsistency of the method used. Indeed, Diewert 
(1976) considered the Törnqvist index approximately consistent in aggregation 
because for each factor an aggregator function yields consistent results, but the 
product of P and Q is not consistent. Therefore, we introduce a particular definition of 
consistency in aggregation that reflects this situation. 
 
3.5 Three types of consistency in aggregation 
 
Based on the three types of possible approximations we identified, we present 
three degrees of consistency in aggregation from the highest degree, or type A, to the 
lowest degree, or type C. 
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Type A, or exact, consistency in aggregation 
 Type A consistency in aggregation is the highest degree, and we distinguish 
between two sub-degrees. 
 
Type A1  
Exact consistency in aggregation, or type A1, is the consistency defined by 
Vartia. The methods having this attribute for consistency have the three properties 
mentioned in Section 3.3.2. 
 
Type A2  
This type of consistency in aggregation leaves more freedom for the choice of 
aggregator function, compared to type A1.  The definition is: 
o The index defined to compute the aggregate can also be computed in two 
or more stages by first calculating the indexes at the sub-aggregate level and 
then from these indexes at the aggregate level. 
o The functional formulae to compute the indexes in a single stage or in a 
multilevel computation must be exactly the same. 
o The aggregation function must be linear and homogeneous. 
 
Type B, or partial, consistency in aggregation 
 A method partially consistent in aggregation is consistent with type A2 for 
each factor (i.e., a unique aggregator function linear and homogeneity that allows for 
consistency of the results for each factor), but the results for the composite index are 
not consistent (i.e., residual term that is not consistent in aggregation). 
 
Type C, or approximate numerical, consistency in aggregation 
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This definition is flexible, relying on several previous studies. A method is 
numerically consistent in aggregation when the results in the single-step and the 
multi-step procedure differ by less than 1%. 
 
Summary of the definition 
To clarify the differences between definitions, Figure 3-3 demonstrates the 
aggregation process on the two dimensionally organized sets of data. We focus here 
on only the aggregator and the decomposition functions. 
 
The three types of consistency in aggregation can also be defined as (based on 
Figure 3-3): 
- Type A1: The aggregator function and the decomposition function have the 
same formula, and the final result is consistent 
- Type A2: The aggregator function and the decomposition function are 
different, but the final result is consistent 
- Type B: The results for each factor are consistent, but the final result is not. 
- Type C: Not only are the aggregator and the decomposition functions 
different, but the final results are also inconsistent.  
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Figure 3-3: The aggregation process 
 
 
3.6 Advantages of the consistency in aggregation 
In national studies, the energy or economic structure is often divided into 
several standard sectors (transportation, residential, industry, and commercial). One 
can observe the different dynamics for each sector and then aggregate these results 
consistently. Each sector is then divided into sub-sectors (e.g., such industrial sub-
sectors as refining industry, food industry, and paper industry). This three-level 
disaggregation of the economy is the most commonly used, and consistency in 
aggregation allows the attainment of the same results whether we calculate the index 
in a single-step or a multi-step procedure. 
 
For global studies the world is often divided into regions (e.g., OECD, OECD-
Pacific, and Middle East), and consistency in aggregation allows analysis of global 
and regional dynamics of the evolution of the factor studied. The analyst may focus 
on different types of industries or/and on different countries. The branching of 





Set of data 
Aggregator 
Function: 
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disaggregation of the economy is then different, as Figure 3-4 illustrates. Consistency 
in aggregation has the advantage of allowing the analyst to obtain the same results at 
the highest level of aggregation for all possible branchings. The two-step procedure 
facilitates a better understanding of the trends within subgroups and groups, and 
allows comparisons of trends in the different subgroups. 
 
 
Figure 3-4: Different branchings of the disaggregation of the economy 
 
Another advantage of exact consistency in aggregation is the ability to 
aggregate with the same basic function, whatever the aggregation level is. 
Disaggregation may not be equally distributed among the sectors, and it can be 
confusing for the user to have to use different aggregator functions at different levels 
for different sectors. Hence, the consistency in aggregation eases the use of a method. 
Finally, the main advantage of consistency in aggregation is the ability to understand 
consistently the results at each disaggregation level, to implement specific targeted 
policies, and to track accurately their efficiency. 
Total 
Country 1 Country 2 Country 3 
Sector 1 Sector 2 Sector 1 Sector 2 Sector 1 Sector 2 
Total 
Sector 1 Sector 2 
Country 1 Country 2 Country 3 Country 1 Country 2 Country 3 






In this chapter, we have established that the concept and property of 
consistency in aggregation defined by Vartia is significant among other tests for 
decomposition methods. We also noted the flexibility in the use and interpretation of 
this attribute. 
 
We established that the researchers consider different degrees of this attribute, 
depending on the method. Because Vartia’s definition does not allow much 
flexibility, we stressed the existence of what Diewert calls approximate consistency in 
aggregation, which allows more freedom in the choice of the aggregator function.  
However, we feel that it should allow the same accurate aggregate results. We also 
noted that some researchers do not consider this property as essential from a 
theoretical point of view, as long as the method gives a reasonable approximation of 
consistency. Finally, we defined three types of consistency in aggregation, based on 
different perceptions and powers of this property: types A1 (and A2), type B, and type 
C. However, no consensus exists among researchers on the degree of consistency 
needed to perform good decomposition.  
 




CHAPTER 4 CONSISTENCY IN AGGREGATION AND 




In Chapter 2, we presented the IDA methods and their properties, pointing out 
that consistency in aggregation has not yet been thoroughly studied for these methods. 
In Chapter 3, we introduced the concepts and advantages of consistency in 
aggregation, and defined three types of consistency in aggregation. The aim of this 
chapter is to study thoroughly consistency in aggregation in IDA. 
 
We first present the specificities of consistency in aggregation in the context 
of IDA. We then study consistency in aggregation of the methods in the additive 
approach and the multiplicative approach, except for the methods that can handle no 
more than two factors; these methods have already been studied in the context of price 
index theory. We attribute to each method a degree of consistency in aggregation 
based on the definition given in Chapter 2. If the method is consistent in aggregation, 
we provide an aggregator function; if the method is not consistent in aggregation, we 
provide the most relevant aggregator function for the method. Finally, we summarize 
the outcomes. 
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4.1 Consistency in aggregation for IDA 
 
The difference between IDA methods and index number methods is that IDA 
studies involve usually more than two factors in the decomposition. We first present 
the current practice in IDA studies and the particularities of the disaggregation of the 
economy for IDA studies. We then present the advantages of consistency in 
aggregation for IDA studies, and the particularities of IDA compared to index 
numbers. 
 
4.1.1 The disaggregation for IDA  
IDA is mainly used to study changes in energy consumption and influences of 
different causal factors such as energy efficiency, activity, or structural changes in 
economic structure. 
 
Ang (1995) presented a summary of 46 decomposition studies that used real 
energy and production data. The majority of these studies focused on industrial 
energy consumption and they were single-level decomposition studies.  The level of 
disaggregation varied from 2 to 400 sectors, but 5 to 30 sectors were most often used. 
For multi-level studies, the grouping was either two industrial groups—energy-
intensive sectors and less energy-intensive sections—or based on the Standard 
Industrial Classification (SIC). 
 
In most studies, the energy consumption structure is divided into five main 
sectors that cover the entire country. For the United States of America, Wade (2002) 
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divides the energy consumption structure into five main sectors--residential, 
commercial, industrial, transportation, and electricity generation. In the Netherlands, 
Farla and Blok (2000) divide this structure into agriculture, manufacturing industry, 
construction and services, households, and transport. In Canada and Europe each 
sector is then divided into different sub-sectors.  For example, in the U.S. study 
(Wade, 2002), the residential sector is divided into electricity, natural gas, distillate 
fuel, liquefied petroleum gas, wood, and other fuel. Then each fuel type is divided 
again; for instance, the distillate fuel sector is divided into sub-sectors of space 
heating, water heating, and other uses. 
 
Disaggregation may also be geographic; researchers may conduct inter-
regional or international studies to compare the evolution of an index between 
different countries or world regions; they may organize the countries according to 
geographic position, level of development, or energy intensity. 
 
4.1.2 Advantages of consistency in aggregation in IDA 
In national studies, the structure is often divided into several standard sectors 
(transportation, residential, industry, and commercial), and one can observe the 
different dynamics for each sector. The issues concerning energy savings differ from 
one sector to another; for example, in the residential sector energy saving can be 
achieved through improved insulation of a building, whereas in the transport sectors 
savings can be achieved by lobbying in favor of less energy intensive means of 
transportation, such as rail transport in place of road transport. Clearly, policies are 
unique for each sector, and policy makers must be able to track the impact of policies 
that are in place. 




Each sector is divided into sub-sectors; for example, the industrial sector may 
encompass refining, food industry, and paper industry sub-sectors. Similar to main 
sectors, these sub-divisions are needed to track the impact of particular policies 
affecting specific industries or sub-sectors of the economy. For global studies, the 
world is often divided into such regions as OCDE, OCDE-Pacific, and Middle East; 
consistency in aggregation allows analysis of global and regional dynamics of the 
evolution of the factor studied. The two-step procedure affords a better understanding 
of underlying trends of change within subgroups and groups. Consistency in 
aggregation allows for a consistent index for the total economy based on the different 
results at the sectoral and sub-sectoral levels. 
 
Exact consistency in aggregation also allows aggregating at all levels with the 
same basic function. The disaggregation may not be equally distributed among the 
sectors; for example, the industrial sector may be disaggregated in three levels of 
disaggregation, whereas the commercial sector may be disaggregated in only two 
levels. It can be confusing for the analyst to have to use different aggregator functions 
at different levels for different sectors. Consequently, the property of consistency in 
aggregation fits in the “ease of use” properties. 
 
In the monitoring of the evolution of an index and the different factors 
contributing to the evolution, the definition of a factor may be different from one 
sector to another.  At the higher level, it is often difficult to find a relevant formula for 
each factor and for all sectors. If we consider the particular case of energy efficiency 
or energy intensity, the definition of the index is different among sectors and among 
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sub-sectors. To overcome this problem, many studies refer to value-based indicators 
(quantity of energy input per amount of economic output, or vice versa).  But recently 
researchers have stressed the advantage of using physical indicators to monitor energy 
intensity despite the problem of aggregation (see Nanduri, 2002). The definition of the 
indicators in the decomposition methods can be different from one sector to another. 
Therefore, disaggregation helps obtain more meaningful and precise measures of the 
different indicators and is essential in energy-monitoring studies. 
 
Finally, the main advantage of consistency in aggregation is to be able to 
understand consistently the results at each disaggregation level, implement specific 
targeted policies, and track accurately their results, as in the index number theory. 
 
4.1.3 Additive and multiplicative approaches 
The index number theory is mainly used to monitor economical indicators. 
But, in the context of IDA, it is interesting to obtain quantitative changes and its 
application areas, especially in the context of energy consumption monitoring. 
Therefore, researchers have developed additive equivalents of most of the 
multiplicative methods. 
 
The additive aggregation has a different implementation than the 
multiplicative one because of the formulae and natures of the weight factors, which 
are single indexes in the additive approach and a ratio in the multiplicative approach. 
However, we use the same definitions and types for consistency in aggregation; 
consequently, the additive methods that are consistent in aggregation are of type A2.  
 




4.2 Methodology for the study of consistency in 
aggregation 
 
To study consistency in aggregation, first we must define an aggregation 
structure. In this study, we base all calculations on this structure. We first define two 
levels of disaggregation: 
- The sectoral level (subscript i) refers to the first level of disaggregation. 
- The sub-sectoral level (subscript j) refers to the second level of 
disaggregation--i.e., the disaggregation of one sector into different 
consistent sub-sets. 
We define p as the total number of sectors at the first level of disaggregation and li as 
the number of sub-sectors or sub-sets in sector i. Figure 4-1 depicts this aggregation 
structure. For the sake of clarity, we consider only a two-level disaggregation in this 
study, but the results can be extended to further disaggregated indexes. 
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 For each method, we first present the formula used to calculate the value of 
the aggregate index in a single-step procedure (i.e., we calculate the value at the 
highest level of aggregation based on the data at the sub-sector level). We then 
present the first formula used in the two-step procedure to compute the results at the 
sector level based on the sub-sector data. Finally, we compare the formula obtained in 
the single-step procedure and the formula obtained by applying an aggregator 
function to the first formula of the two-step procedure. If the formulae are similar, we 
consider that the method is theoretically consistent in aggregation. 
 
 
4.3 The Additive methods 
 
 The decomposition formula for the additive approach is given by Eq. 2.4: 
rsdxxx
T
tot XXXXXXX r ∆+∆++∆+∆=−=∆ ...21
0      
where rsdX∆ is the residual term. 
 
4.3.1 Proof of consistency in aggregation for the methods linked 
to the Laspeyres index 
The Laspeyres, Paasche, and Marshall-Edgeworth indexes 
First we calculate 
zx
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This formula is similar to Eq. 2.7 but is presented differently. 
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Thus, the Laspeyres index is consistent in aggregation in the additive 
implementation. As the Paasche index is a symmetrical approach (we simply change 
the subscript T by 0, and vice versa), we can conclude that the Paasche index also is 
consistent in aggregation. 
 
The Marshall-Edgeworth index is a linear combination of both the Laspeyres 
index and the Paasche index. Since both methods are consistent in aggregation and the 
aggregator function (an addition) is a linear function, we can conclude that the 
Marshall-Edgeworth index also is consistent in aggregation. 
 
These methods are consistent in aggregation for a linear homogeneous and 








)(          (4.3) 
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As the residual term and the different causal factors can be consistently aggregated 
with a linear homogeneous function, the consistency of these methods is of type A2. 
 
Consistency in aggregation for the Shapley/Sun index Method 

























































































 (4.4)  
As for the Laspeyres index, the formula we present here is equivalent to the one 
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The aggregation yields the same formula as the single-step procedure. 
Consequently, the Shapley/Sun index is consistent in aggregation with a linear 
homogeneous twice-differentiable function, and the methods have type A2 
consistency in aggregation. 




4.3.2 Consistency in aggregation for AMDI, LMDI I and LMDI II 
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, ln        (4.5) 
Next, we compute the contribution of factor xz at the highest level of aggregation 
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As wij can represent any of the weights, we can conclude that AMDI and LMDI I are 
consistent in aggregation of type A2. 
 
LMDI II 
 For LMDI II the weight factor is given by Eq. 2.35 in the single-step 
procedure:  




















































































=       (4.7) 
No linear function allows the same results in the single-step and the two-step 
procedure. Consequently, LMDI II is not consistent in aggregation from a theoretical 
point of view. 
 
4.3.3 Consistency in aggregation for the Mean Rate of Change 
Index 
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The latter formula is the general formula for a one-step calculation. In the first 



























      (4.8) 










'         
 
This method is consistent in aggregation of type A2, as we obtain the same 
formula in the two steps and in the single-step procedure with an aggregator function 
that is different from the decomposition formula. 
 
 
4.4 The multiplicative methods 
 
To establish the consistency in aggregation of the methods, we use the same 
disaggregation and the same subscripts as for the additive approach. The formula we 









==        
where 
ix
D represents the effect associated with the factor xi and rsdD  the residual 
term. 
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4.4.1 Methods linked to the Laspeyres index 
The Laspeyres index 
The basic formula for the Laspeyres method in the multiplicative approach is 
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in the first of the two-step procedure. 
 
The expressions of the two different indicators, at the aggregate level and 
sector level, reveal that the Laspeyres index is not consistent in aggregation in the 








,1 ..  represents the 








,1 ..  
represents the value of the same indicator at the macro level. Consequently, we can 
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The aggregation function is a weight-based function of the sectoral indexes. 
Using this aggregator function allows the method to be consistent in aggregation, 
although this is not strictly the case. Actually, the aggregator function has the same 









= , cannot be aggregated. Hence, this method has consistency 
in aggregation of type B. 
 
Paasche and Marshall-Edgeworth indexes 
With the Paasche index we are unable to use the same aggregator function, 














XDf        (4.11) 
This aggregator function is not linear and is too complex to be considered usable. So 
the Paasche index is not consistent in aggregation; by consequence, neither is the 
Marshall-Edgeworth index. 
 
The Fisher Ideal (2 factors) 
For the multiplicative approach, the formula of the Fisher Ideal index is given 






x kkk DDD =        
It has been proven (see Diewert, 1976) that the Fisher Ideal index is 
approximately consistent in aggregation with an aggregator function, which has the 
form of a quadratic mean of order r:  
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=         (4.14) 
As this index can handle only two factors, its application is limited in the context of 
IDA. 
 
The Fisher Modified index (multi factors) 
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,)(φ where φ  is the 
null subset. Given the structure of the formula for the Fisher Modified index, no 
aggregator function would allow us to aggregate from a lower level to a higher level 
of aggregation. Consequently, the Fisher Ideal index (multi-factor) is not consistent in 
aggregation, and we arbitrarily choose the following aggregator function for this 
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4.4.2 The methods linked to the Divisia Index method 
These methods are AMDI, LMDI II and LMDI I. The general formula for 




















































1  in the single-step procedure. Diewert showed that the translog 






















    (4.15) 
Christensen and Jorgenson (1975) solved this equation for the aggregation of 
the expenditure ratio (i.e., two factors for the decomposition) with three sectors for the 
commodities, by using the direct translog unit function for the quantity index and the 
indirect translog utility function for the price index. In the case of IDA, which usually 
considers more than three factors in the decomposition and many sectors and sub-
sectors for the economy, the general solution becomes too inconsistent in aggregation 
from a theoretical point of view. 
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However, Wade (2002) argues that the variation due to inconsistency in 
aggregation is negligible, especially in a rolling base period study, and we will study 
this assumption in the next chapter. We propose the use of the following aggregator 


























,        (4.17) 
as it is an equivalent weight to the one in the first of the two-step procedure. 
 
LMDI II 
This method has already been proven inconsistent in aggregation (see Ang and 
Liu, 2001); however, we want to find a good approximation of a specific aggregator 
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   (4.19) 
Consequently, we chose the following aggregator function: 






















































      (4.20) 
 
LMDI I 
The proof of the consistency in aggregation of LMDI I is given by Ang and 






























































































=        (4.22) 
Then, using the sectoral factors as our basis, we calculate the aggregate index using 

























=        (4.24) 
It is easy to prove that the two different aggregate indicators are the same. 
Consequently, we prove that LMDI I method is the only multiplicative method that is 
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exactly consistent in aggregation. The consistency of the method satisfies the three 





In this chapter, we first presented the specificities of IDA studies compared to 
index number studies and the advantages of consistency in aggregation for IDA 
studies. The first specificity is that researchers usually conduct IDA studies with more 
than two contributing factors in the governing formula. The second specificity is that 
compared to the index number theory, it is often interesting to obtain quantitative 
results in IDA; for that matter, researchers have developed additive methods 
equivalent to the multiplicative methods. The consistency in aggregation of these 
methods can be of type A2 at best, due to the nature of their governing formulae. 
 
We then studied the consistency in aggregation of each relevant method. Table 
4-1 summarizes the results of this study, showing that all the additive methods except 
LMDI II are consistent in aggregation of type A2. The reason for this particularity of 
the additive methods is that each change is mathematically independent of other 
changes at the same or higher level of aggregation; consequently, summing them 
allows the obtaining of changes at the higher level of aggregation.  
 
As for the multiplicative methods, LMDI is the only method consistent of type 
A; more precisely, this method is the only IDA method consistent of type A1.  
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Table 4-2 presents the proposed aggregator function for each method, whether 
or not the method is consistent in aggregation. For the inconsistent methods, the 
aggregator function shown is one that we judge appropriate to achieve good results. 
 
Table 4-1: The consistency in aggregation for the IDA methods 






LMDI I A2 
LMDI II Not consistent 
Stuvel A2 
Additive 
MRCI A2  
Laspeyres B 
Paasche A2 (with restriction)4 
Marshall-Edgeworth Not consistent 
Fisher Ideal Not consistent 
Fisher Modified Not consistent 
LMDI I A1 
LMDI II Not consistent 
Multiplicative 
AMDI C 
                                                
3 The letter A,B and C refer to the type of consistency. 
4 The restriction here concerns the aggregator function. 




Table 4-2: The aggregator functions 























































































































































































We have previously studied consistency in aggregation theoretically and 
shown the advantages of consistency in aggregation. We now study consistency in 
IDA from a practical point of view, through a decomposition study of energy 
consumption of the Canadian industrial sector between 1990 and 2000. 
 
This case study has two goals. First, we want to expand the theoretical results 
presented in the previous chapters which studied the consistency in aggregation of the 
IDA methods only from a theoretical point of view. We found out that five methods 
are inconsistent in aggregation from a theoretical point of view, and we now want to 
determine if these methods are numerically consistent in aggregation. Second, we 
want to show the extent of the advantages of using a consistent method. 
 
 In this chapter, we first present the data and the methodology used in this 
study. Next we conduct the study for all the additive methods presented in Chapter 2. 
We then conduct the study for all multiplicative methods except Fisher Ideal, which 
either can only handle two factors or is too difficult to implement in a four-factor 
decomposition study. Finally, we summarize our findings and complete Table 4-1 
with results for the consistency of type C. 





5.1 The Data 
 
The data used in this case study are taken from the “Development of Energy 
Intensity Indicators for the Canadian Industry 1990 to 2000” report prepared by 
Nyboer (2002) of the Canadian Industrial Energy End-Use Database and Analysis 
Center. This report provides data for 52 sectors and sub-sectors. It includes mining 
activities and manufacturing but excludes oil and gas extraction, forestry, and 
construction. In this study we consider only the 24 sectors presented in Table 5-1. 
Each of these sectors represents some sub-sectors, which we present in Table A. 1 
(see Appendix A). 
 
The energy consumption is broken down by fuel source for a given sector. 
These fuels are coal, petroleum, electricity, gas, and other types of fuels (steam, still 
gas, wood waste, and waste fuels). The report also provides the GDP for each sector; 
we use the GDP outputs, given in 1986 US$ for 1990 and 2000, rather than the Gross 
Output because of the reliability of the data.  
 
The data set, presented in Table B. 1, includes many zero values for energy 
consumption of different fuels. As zero values often result in degenerated results for 
the decomposition for most of the multiplicative methods, we modify these zero 
values. Whenever a zero value appears in the data set, we replace it with 100 or 100.1 
TJ. This change in the data may be arguable; however, we consider that the priority of 
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the case study is to study the consistency in aggregation of the methods, and therefore, 
we cannot handle degenerated results in this study. 
Table 5-1: Main sectors of the Canadian industrial sector 
  Sector 
Metal mining Mining 
Non metal mining 
Wood industry 
Paper  
Primary metal manufacturing 
Fabricated metal products (excl machinery) 
Refined Petroleum and Coal Products 
Chemical manufacturing 






Electrical and electronic products 
Furniture and fixture Industry 
Printing and publishing 
Machinery industry (excl. electric machinery) 
Transportation equipment 
Primary textile industries 







5.2 Methodology  
 
5.2.1 Decomposition formula 
Let E be the total energy consumption in industry and Y be the total GDP 
output of the industry in dollars. We assume there are n sectors in the industry; the 
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subscript i refers to a given sector. We assume there are k different types of fuels; the 
subscript j refers to a type of fuel. We write the total energy of the industry as: 
∑∑∑∑ ==


















      (5.1) 
 












EI =  stands for the energy intensity, the ratio of the energy consumed to 
the economic outputs for sector i. 
- 
Y
YSE ii = stands for the structural effect or the share of the economic output of 
sector i in the overall industry. 
- Y is the effect of the economic growth of the industry. 
 
5.2.2 Contributing factors studied 
This section discusses the definition and use of each contributing factor. 
 
- The fuel share effect:  
We compute the fuel share effect in terms of thermodynamic input, meaning 
that we do not take into account the different thermodynamic efficiencies of the fuels. 
The study of this effect is especially interesting in carbon dioxide emissions studies, 
as the extensive use of carbon intensive fuels such as coal and oil dramatically 
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increases the amount of carbon dioxide emitted; however, the effect of this factor on 
the changes in energy consumption is in fact negligible. 
 
- The energy intensity: 
Energy efficiency is defined (see Wade, 2002) as the ratio of the amount of 
energy services (such as industrial output and economic value-added) provided to the 
amount of energy consumed (usually expressed in Joules). Thus, consuming less 
energy to provide the same amount of energy services or consuming the same amount 
of energy to provide more energy services is considered an efficiency gain. In most 
studies, researchers study energy intensity, which is the ratio of the amount of energy 
consumed to the amount of services provided. Hence the energy intensity is the 
opposite of the energy efficiency: 
Efficiency
Intensity 1=  
 
In this study, we consider the energy intensity indicator because of the nature 
of the decomposition formula. We use a hybrid economic-thermodynamic indicator, 
where the amount of services is measured by the economic value added (i.e., the GDP 
of the sector), and where the energy consumed is computed in thermodynamic terms 
(in MJ). Researchers often criticize this type of economic indicator because it does not 
reflect the technical improvement of the process (see Farla and Blok, 2000). However, 
in many data sets the output is given only in economic value-added and not in 
physical output. 
 
- The structural effect:  
This indicator reflects shifts in the economic structure of the industry. Indeed, 
a decrease or an increase of energy consumption results from either an improved use 
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of energy in each sector or a shift from energy-intensive sectors to less intensive 
sectors (or vice versa for energy consumption increase). Therefore, it is interesting to 
compute both structural changes and energy intensity to disentangle the respective 
contributions to changes in energy consumption. 
 
- The growth indicator:  
An increase in the value of the GDP can greatly influence energy 
consumption. This increase is usually the consequence of increased industrial activity 
and thus increased energy consumption. Consequently, limiting economic growth 
may help to avoid future shortages of energy, especially in countries developing at a 
rapid pace (e.g., China).  
 
5.2.3 Study of the consistency in aggregation 
Figure 5-1 depicts the disaggregation of the industrial sector considered in this 
study. We first break down total energy consumption into the 24 sectors previously 
presented; then we divide each sector into the different fuel types. This disaggregation 
has three levels—industry, sector, and fuel type.   
 
 In the two-step procedure we first compute the results at the fuel type level, 
which we aggregate to obtain the results at the sector level; then those results are 
aggregated to obtain the results at the industry level. In the single-step procedure we 
calculate directly the results at the industry level of aggregation, based on the data at 
the fuel type level. We compute the numerical differences between the two 
procedures in the residual term. This term represents the difference between the 
changes in total energy consumption and the aggregation (sum or product) of the 
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changes due to the different contributing factors. Consequently, we observe 
consistency in aggregation in each contributing factor and in the residual term--not in 























Chapter 5  Case Study, The Canadian Manufacturing Sector 
 
-75-  
5.3 Additive approach 
 
As in the theoretical study, we have chosen the decomposition formula given 




tot EEEEEEE ∆+∆+∆+∆=−=∆ int0     (5.2) 
 
5.3.1 Results of the decomposition 
Table 5-2 presents the results of the case study for the Canadian industry 
between 1990 and 2000 for the additive approach. (More detailed results are available 
in Appendix C, Table C. 1, and Table C. 2). The “two-step” column shows the results 
of the aggregation among all sectors for each type of fuel; in this procedure, the 
contribution of the index such as the fuel mix effect has first been computed at the 
sector level by using a weight based on energy consumed at the sector level. The 
“single-step” column presents the same results as in the additive approach, since the 
procedure is similar in both procedures. 




Table 5-2: Results of the decomposition study for the additive methods 
Changes in Energy consumption in TJ 
Paasche LMDI I Marshall-Edgeworth MRCI Factors 
Two-step Single-step Two-steps Single-step Two-step Single-step Two-step 
Single-
step 
∆EFS 0 0 1938.8 1938.8 0 0 -2027.7 -2027.7 
∆Eint 116554.9 116554.9 -85410.7 -85410.7 24835 24835 -126054.9 -126054.9 
∆Estr 475206.8 475206.8 -391634 -391634 76373.9 76373.9 -361000.8 -361000.8 
∆Egrowth -779888.8 -779888.8 849479.1 849479.1 81776 81776 863456.5 863456.5 
Total Value 
∆Ersd -186246 -186246 0 0 191388.4 191388.4 0 0 
∆Etot -374373.2 -374373.2 374373.2 374373.2 374373.2 374373.2 374373.2 374373.2 
Laspeyres AMDI Fisher Ideal LMDI II 
Factors 
Two-step Single-step Two-step Single-step Two-step Single-step Two-step 
Single-
step 
∆EFS 0 0 6547.5 6547.5 0 0 0 347.1633 
∆Eint -66884.9 -66884.9 -85070.8 -85070.8 -90632.8 -90632.8 -100375 -86360.6 
∆Estr -322459 -322459 -394030.1 -394030.1 -397745.8 -397745.8 -382455 -394241 
∆Egrowth 943440.8 943440.8 856038.8 856038.8 862751.9 862751.9 854470 854470 
Total Value 
∆Ersd -179723.7 -179723.7 -9112.1 -9112.1 0 0 2532.56 -42.9579 
∆Etot 374373.2 374373.2 374373.2 374373.2 374373.2 374373.2 374173.2 374173.2 
 
5.3.2 Consistency in aggregation of the additive methods 
As expected, all the additive methods except LMDI II are consistent in 
aggregation. For all factors, the results are similar between the single-step and the 
two-step procedure. Because of the simplicity of the weight, the single-step and the 
two-step procedures are similar. 
 
We observe that no LMDI II contributing factor is consistent and that the 
difference amounts to 2,576.56 TJ at the industry level of aggregation. This difference 
actually represents only 0.7% of the total changes in energy consumption; we can 
consider that the inconsistency in aggregation is negligible compared to the real 
changes in energy consumption. Consequently, we choose to consider LMDI II 
additive as numerically consistent in aggregation. 





5.4 Multiplicative approach 
 
We conduct the study using the multiplicative approach for all the methods 
presented in Chapter 2, except Fisher Ideal. The governing decomposition formula in 




ED int0 ==       (5.3) 
The aggregator functions we used to aggregate the indexes are presented in Table 4-2. 
 
5.4.1 Results of the decomposition study 
Table C. 3 and Table C. 4 (in Appendix C) present detailed results of the case 
study for the Canadian industry between 1990 and 2000 for the multiplicative 
approach, and Table 5-3 summarizes these results.  
The “two-steps” column reveals the results from aggregating first for all types 
of fuels in each sector, using weights based on the thermodynamic equivalent of fuel 
consumption and total energy consumption at the sector level. The contributions are 
then aggregated for each type of fuel, using the appropriate aggregator function (see 
Table 4-2) and weights based on total energy consumption at the sector level and the 
industry level. The “single-step” column presents the results from aggregating the 
contribution of all energy consumption, using weights based on the thermodynamic 
equivalent of fuel consumption at the sector level and total energy consumed at the 
industry level. 




As we explained in the previous chapter, the residual term is not consistent in 
aggregation. Consequently, we compute it at the industry level, based on the 
aggregated factors at the same level of aggregation and the total changes in energy 
consumption.  
 
Table 5-3 Summary of the multiplicative results, The Canadian Industry 
Methods LMDI II LMDI I AMDI 
Factors Two-steps Single-step Two-steps Single-step Two-steps Single-step 
Dfuel 100.0000% 100.0139% 100.0769% 100.0769% 99,982% 100,030% 
Dint 96.1302% 96.6386% 96.6698% 96.6698% 96,648% 95,893% 
DSE 85.9279% 85.5277% 85.6156% 85.6156% 85,529% 85,604% 
Dgrowth 140.3319% 140.3319% 140.0544% 140.0544% 140,332% 139,339% 
Dres 100.1084% 100.0062% 100.0000% 100.0000% 100,015% 101,382% 
Dtot 116.0044% 116.0044% 116.0044% 116.0044% 116,00% 116,00% 
Methods Laspeyres Paasche Marshall-Edgeworth 
factors Two-steps Single-step Two-steps Single-step Two-steps Single-step 
Dfuel 100.0000% 100.0000% 100.0000% 100.0000% 105.7679% 100.5459% 
Dint 97.1407% 97.1407% 95.8816% 95.8816% 97.7016% 96.4823% 
DSE 86.2150% 86.2150% 85.0975% 85.0986% 86.6141% 85.6577% 
Dgrowth 140.3319% 140.3319% 140.3319% 140.3319% 140.3319% 140.3319% 
Dres 98.7039% 98.7039% 101.3131% 101.3119% 68.6317% 73.9249% 
Dtot 116.0044% 116.0044% 116.0044% 116.0044% 86.2037% 86.2037% 
 
 
5.4.2 Consistency in aggregation of the multiplicative methods 
As expected, LMDI I is exactly consistent in aggregation, and the Laspeyres 
index is approximately consistent in aggregation of type B; all factors except the 
residual are aggregated consistently over different sectors and fuel types. We observe 
that the Paasche index is numerically consistent, but we use the non-linear aggregator 
functions. Therefore, we do not take the results of our case study to judge the 
numerical consistency of this index.  
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The other methods--LMDI II, AMDI, and Marshall-Edgeworth--are not 
consistent in aggregation. In our study we find a difference between the direct 
calculations and the aggregation results of up to 1.37% in the residual term and, 
consequently, for the total result for the AMDI method. Moreover, we observe a 
difference of almost 1% in the growth effect between the single-step and the two-step 
procedures. For the other factors, the difference between the two procedures is about 
0.1%. These findings may be data-related, since we compare the changes over a ten-
year period. However, Wade (2002) found a difference of six digits in his research 
that analyzed the changes between subsequent years, whereas we found differences of 
three digits, meaning that the difference is 1,000 times greater when the period is only 
10 times longer.  Therefore, we conclude that AMDI is not consistent in aggregation 
of type C. For the Marshall-Edgeworth index, the results are degenerated and 
inconsistent. If we consider LMDI II, the difference between direct calculations and 
aggregation results is never superior to 0.45%, and we can assume that LMDI II is 
numerically consistent in aggregation for the aggregator function that we have chosen 





We observed in this case study that the methods considered consistent in 
aggregation from a theoretical point of view are consistent in a practical case study.  
 
We highlighted that AMDI in the multiplicative approach, which Wade (2002) 
considered numerically consistent in aggregation, is not based on the results of our 
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case study. Not only do we observe a 1.37% difference in the total results, but we also 
observed a difference of 1% in the results of the intensity effect and the growth effect 
between the single-step and the two-step procedures. Due to the extent of this 
difference, we conclude that AMDI is not numerically consistent in aggregation, 
although the inconsistency may be data-related since the period studied is 10 years. 
Actually, the inconsistency in aggregation could be observed if AMDI were used to 
study changes in energy consumption in rapidly growing countries such as China, 
even on a year-to-year basis. For the Marshall-Edgeworth method, we observe a 
comparable difference between the single-step and two-step procedures. We conclude 
that this method is not numerically consistent in aggregation, since we observe a 5% 
difference in the total results. Finally, LMDI II additive and multiplicative can be 
considered numerically consistent in aggregation, because the difference between the 
results of the two procedures is less than one percent (0.08% difference on the total 
results). 
 
In Table 5-4, we present the complete table (based on Table 4-1) of the results 
of consistency in aggregation for IDA methods. We observe that using a method 
which is not consistent may lead to false conclusions in policy-making.  




Table 5-4: Complete results of the consistency in aggregation of the IDA methods 






LMDI I A2 
Stuvel A2 
LMDI II C 
Additive MRCI A2  
Laspeyres B 
Paasche A25 
Marshall-Edgeworth Not consistent 
Fisher Ideal Not consistent 
Fisher Modified Not consistent 
LMDI I A1 
LMDI II C 
Multiplicative AMDI Not consistent 
                                                
5 In the case of Paasche multiplicative we introduce restrictions to this type of consistency in 
aggregation as the aggregator function is not linear. 
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CHAPTER 6 CONSISTENCY IN AGGREGATION, THE 




In the previous case study, we observed that the methods we found to be 
consistent in aggregation of type A or B from a theoretical point of view yielded 
consistent results in the practical decomposition of an aggregate. However, Ang and 
Liu (2001) reported a specific situation in which the property of consistency in 
aggregation is not fulfilled, even for an exactly consistent method (LMDI I). This 
partial fulfillment affects the results of two contributing factors--namely, the 
structural effect and the activity effect--while the energy intensity effect and the total 
changes remain consistent.  
 
The purpose of this chapter is to study the issue of partial fulfillment of the 
consistency in aggregation. We analyze the specific situation in which it arises, and 
the mechanisms involved. Finally, we suggest solutions to overcome this problem.  
 
First, we present the factors affected by partial fulfillment, which we call the 
“multi-level” indexes and their effect on the consistency in aggregation in the 
example provided by Ang and Liu (2001). We then study the issue for all the 
theoretically consistent multiplicative and additive methods studied in Chapters 4 and 
5. Next, we conduct a case study using the same decomposition formula as Ang and 
Liu (2001), seeking to confirm and expand the theoretical findings. 





6.1  Multi-level indexes 
 
In IDA, a unique situation can arise in which the property of consistency in 
aggregation can be only partially fulfilled, even if the study is conducted with a 
consistent method. This situation arises when some of the indexes of the governing 
decomposition formula have different computations at the different steps of the 
aggregation process. We first present these indexes. Then, through the example of 
Ang and Liu’s study, we show how these indexes affect consistency in aggregation. 
Finally, we present other decomposition formulae that may be affected by the partial 
fulfillment of consistency in aggregation. 
 
6.1.1 The multi-level indexes 
Energy-related studies involve contributing factors of two different types. 
Some factors are specific to a sector, such as the contribution of changes in energy 
efficiency or in the carbon dioxide emission coefficient for a specific sector in the 
decomposition of an aggregate (see Ang and Lee, 1996 and Sun, 1998). Others relate 
to the structure of the disaggregated economy, such as the economic structural change 
factor or the fuel mix effect. 
 
We call the latter type of factors “multi-level indexes.” Indeed, these factors 
have different computations at the different levels of aggregation. For example, 
Figure 6-1 presents a basic disaggregation of the industrial sector in IDA. In this 
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example, the computation of structural changes for Sector 1.1 in the first step of a 

















. Thus, the product of the two indexes of the two-step procedure 
yields the single-step index. But the product (or sum) of the two contributing factors 
derived from these indexes may not yield the same results as the single-step factor. 
Other types of multi-level indexes include fuel share, energy consumption share, and 
production share.  
 
 
Figure 6-1: The disaggregation of an economy 
 
6.1.2 The problem found in the literature 
To show how this type of factor affects the consistency in aggregation, we 
present Ang and Liu’s study (2001). They decomposed the aggregate energy 
consumption of the manufacturing industry by computing energy intensity, economic 













They proposed a decomposition of the energy consumption of the industry 
between 0 and T. The industry was disaggregated similarly to Figure 6-1; the 
industrial sector was divided into two groups of sub-sectors. In this study, the 
subscript i refers to the groups of industries, and the subscript j to a specific sector in 
these groups. Thus, the subscript ij refers to sector j in group i. Ang and Liu 







       (6.1) 
 





I =  is the energy intensity for sub-
sector ij, where Eij is the energy consumption and Yij is the economic output or activity 





S = , where Yi is the economic output 





tot ==        (6.2) 
where Dact is the activity factor, Dint the energy intensity factor, and Dstr the structural 
effect factor. 
 
The results of this decomposition show that the values for the structural effect 
and the activity effect are different between the single-step procedure and the two-step 
procedure; however, the results for the intensity effect, the total changes, and the 
product of the two inconsistent factors are consistent. In this particular situation, the 
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results show that consistency in aggregation is only partially fulfilled. The reasons for 
these differences are: 





S = , 




YS =  based on the example presented in 
Figure 6-1. 
- At the industry level, the computation of the structural effect index 
is
Y
YSE ii = , where Y is the economic output at the national level--in 
our example, translating to 
Y
YS 11 = .  
These two indicators represent the same effect at different levels of the aggregation 
but have different computations. 
 
6.1.3 Other decomposition formulae affected 
The problem of partial fulfillment of consistency in aggregation may arise 
each time the analyst uses a governing decomposition formula that includes multi-
level indexes. This section presents three decomposition formulae for which multi-
level indexes are used. 
 
In carbon dioxide emission studies, this problem often arises, especially when 
a structural effect and a fuel mix effect are studied. We give two examples: 
 
Example 1: 





















     (6.3) 
This decomposition formula for a carbon dioxide emission study was found in Ang 





FS =  is the fuel consumption share (j refers to the fuel type 









EI =  is the 
aggregate energy intensity, and iY is the GDP of sector i. 
 
In this decomposition, the issue of partial fulfillment of consistency in 
aggregation may affect the fuel share effect and the energy intensity effect. The fuel 
share effect poses a particular problem, since the analyst can choose to study this 
effect at the sector level, the group level, or the total level. The study of the fuel share 
effect adds a level to the disaggregation of the economy: for each sub-sector the 
analyst studies different fuel consumptions. The subscript k refers to this new level of 
disaggregation; j refers to the sector level; and i refers to the group level in the 



















    (6.4) 
 
When conducting a study of carbon dioxide emissions based on this 
decomposition formula, the analyst has the choice of aggregating first according to 
the fuel type (subscript k) and then according to the economic structure, or 
aggregating first according to the economical structure (subscript j and i) and then 
according to the type of fuel. In the first case, the fuel share factor is not affected by 
the partial fulfillment of consistency, because the aggregation involves only one level 
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of aggregation for this factor. In the second case, the fuel share is affected by the 





















     (6.5) 
In this decomposition formula, found in Sun and Ang (2000) and in Sun (1998), the 





S = and the growth effect iY , similar to the case in Ang and Liu (2001). 
 
 Next, we give an example of an energy consumption decomposition formula 

















        (6.6) 
In this decomposition formula, proposed by Boyd et al. (1988), Pij represents the 
production of subsector ij, and Pi represents the production of sector i. The factors that 
may be affected by the partial fulfillment of consistency in aggregation are Sij (the 
production share) and Pi (the production effect). The factor resulting in the product of 
Pi and Sij, which represents the changes in production of sub-sector ij, are consistent 
in aggregation for a partially consistent method. 
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6.2 The partial consistency in aggregation for multiplicative 
methods 
 
We now theoretically study this issue for the LMDI I and the Laspeyres index, 
which are both theoretically consistent in aggregation (see Chapter 4). To conduct this 
study we use the same decomposition as in Ang and Liu (2001). However, the results 
we obtain may be applied to other decomposition formulae involving multi-level 
indexes. 
 
6.2.1 LMDI I 




































− . At the group level, the formula for the 









































= . Aggregating the effect at the group level to 



















lnexp        (6.9) 
















The difference in the computation of TijS  and 
T
ijS ' leads to differences in the 
numerical results; consequently, the method is only partially consistent in 
aggregation. Indeed, the results for the total energy factor (Dtot) and the energy 
intensity factor (Dint) remain consistent because data of a higher level of aggregation 
do not appear in their computation. 
 
We now consider the product of the structural effect and the production effect. 























































































































wDD 0lnexp       (6.10) 
 
In the single-step procedure, the formula is: 



























































































wDD 0lnexp       (6.11) 
We observe that the product of the two inconsistent factors yields a consistent factor, 
which represents the effect of the activity at the sector level.  
 
To solve the problem of partial fulfillment, one can compute the multi-level 
indexes similarly to the single-step procedure in the first of the two-step procedure. 























S =  (YT is the total GDP of the industrial sector). 
However, the meaning of the structural factor changes slightly in the multi-step 
procedure. We explain this difference based on a simple example of an industry, 
shown in Figure 6-2. 
 
Figure 6-2: Structure of the economy 
  
Industry
Group A Group B 
A.1 A.2 A.3 B.1 B.2 
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In the classical two-step approach, the analyst computes the structural factor for group 
A using the ratios of the GDP of Sectors A.1, A.2 and A.3 to the GDP of Group A. In 
the alternative approach, we compute the same factor using the ratio of the sector’s 
GDP to the whole industry’s GDP. As the computation is different in each approach, 
the contribution varies. Nevertheless, the proportions of the sectors within the group 
are retained in the alternative approach.  
 
Table 6-1 presents fictive data regarding the GDP of each sector and group to 
show the differences between the two approaches. For example, if we look at sector 
A.1 and compare its share in the industry GDP and those of A.2 and A.3 (see Table 





. This shows that the structure of Group A is kept in 
the alternative approach. Although the proportions are preserved in the alternative 
approach, we observe that the changes in the share of GDP are different between this 
approach and the classical one. Actually, the two approaches reflect different 
structural dynamics: the classical one reflects the underlying trends within each group 
of sectors, whereas the alternative approach studies the trends within the whole 
industry. However, in Table 6-1, we observe that the trends remain the same in each 
sector between the two approaches in slightly different proportions. For example, the 
share of Sector B.1 increases by 201% in the classical approach (within Group B) and 
by 213% in the alternative approach (within the entire industry).  




Table 6-1: Example of multi-level index, Share of GDP 
Group A Group B 
 
A.1 A.2 A.3 B.1 B.2 
GDP 50 20 30 10 70 
Share of sector /group  50% 20% 30% 13% 88%
Share of group/total 56% 44% 
At 0 
Share of sector/total 28% 11% 17% 6% 39%
GDP 60 45 15 30 85 
Share of sector /group  50% 38% 13% 26% 74%At T 
Share of sector/total 26% 19% 6% 13% 36%
Evolution of the share 
sector/group 100% 188% 42% 201% 84%Between 
0 and T Evolution of the share 
sector/total 91% 174% 38% 213% 93%
 
6.2.2 Laspeyres index 




















=        (6.12) 





















=        (6.13) 


















Ew         (6.14) 
The aggregator function is then istr
i
istr DwD ∑=     (6.15) 
And the activity effect is computed in the first of the two-step procedure as: 

























=         (6.16) 










































=        (6.17) 
  
We observe that, to obtain consistent results, we should use a specific weight 
in the aggregator function for each decomposition factor. Consequently, the issue of 
partial fulfillment for the Laspeyres index can be solved only by using the alternative 
approach presented in Section 6.2.1. 
 
6.3 The issue of partial fulfillment for consistent additive 
methods 
 
As with the multiplicative methods, the problem of partial fulfillment of 
consistency in aggregation may appear using an additive method. Therefore, we now 
consider this problem for the additive methods, which are theoretically consistent in 
aggregation. We first investigate the issue for the Divisia index methods, then for the 
Laspeyres index, and finally for other methods—namely, MRCI and the Stuvel index. 
We use the same governing formula as in the multiplicative study (see Eq. 6.1), and 
the decomposition formula for the additive methods is: 






tot ∆+∆+∆=−=∆      (6.18) 
 
6.3.1 Divisia index methods 
The Divisia index methods found to be theoretically consistent in aggregation 
in the additive form are LMDI I and AMDI.  In a single-step procedure the formula 



















S = , ( )Tijijij EELw ,0=  for LMDI I  and ( )Tijijij EEw += 02
1  for AMDI. 
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S ='  
The difference in the computation of TijS  and 
T
ijS ' leads to differences in the numerical 
results between the two procedures; consequently, the method is only partially 
consistent in aggregation. 
 






































































wEE 0ln       (6.21) 







































































The sum of the structural effect and the activity effect is consistent in 
aggregation and represents the contribution of the activity effect of the sectors to the 
changes in energy consumption. As for the other methods, we can avoid the issue of 
partial fulfillment by using the alternative approach presented in section 6.2.1. 
 
6.3.2 Methods linked to the Laspeyres index  
















−=−=∆ ∑∑      (6.22) 










ijstr −=∆ ∑∑         (6.23) 














ijijstr −=−=∆ ∑∑     (6.24) 
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for the single-step procedure. 
 
Obviously, both formulae will not yield the same measures at the industry 
level. We now consider the sum of the structural effect and the activity in the first of 
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+=∆+∆ ∑     (6.26) 
 
The results are obviously inconsistent; therefore, we cannot consider the 
Laspeyres index as partially consistent in aggregation. As the Marshall-Edgeworth, 
Paasche, and Shapley/Sun indexes are derived from the Laspeyres index, the same 
conclusion can be made for these methods. 
 
6.3.3 The other methods 
The other methods include MRCI and the Stuvel indexes, which are linear 
combinations of Laspeyres linked methods. We can therefore conclude that it is 
impossible to obtain a partial consistency for both methods in this situation (by adding 
or multiplying two factors). 
 




6.4 Case study 
 
We previously analyzed the issue of partial consistency fulfillment and 
suggested a solution to avoid this problem. We now conduct a case study to confirm 
and analyze further the theoretical results. 
 
We study only methods that are consistent in aggregation, because this issue is 
significant and appears only if the method is consistent in aggregation. We first apply 
LMDI I multiplicatively; then we check the property for the additive approach of 
Divisia index methods; and finally we check for the methods linked to the Laspeyres 
index. 
 
6.4.1 Data and methodology 
The data, presented in Table 6-2 are sourced from Ang and Liu’s study (2001). 
The energy is expressed in Ton Oil Equivalent (TOE), and the GDP is expressed in 
billions Renminbi in 1982 constant prices. The data deal with the manufacturing 
industry in China in 1985 and 1990. Six different sectors of the Chinese 
manufacturing sector are divided into Groups A and B where Group A represents the 
energy intensive sectors and Group B represents the less energy intensive sectors. 
For simplicity’s sake, we use the same decomposition formula as for the 












For each method studied, we present the results for three approaches of the 
decomposition and aggregation. 
 
- With the classical approach we use the data at the group level to compute the 






S =' in the first of the 
two-step procedure where Yi is the GDP at the group level. 
 
- For the alternative approach, which has been introduced in Section 6.2.1, we use 
the data at the industry level of aggregation to compute the multi-level factors. 





S =  in the 
first of the two-step procedure, where Y is the GDP at the industry level of 
aggregation. The activity index is computed based on this same GDP. 
 
- For the single-step procedure we calculate directly the contribution of the different 
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Table 6-2: Energy consumption: Chinese Industry 1985-1990 
Group sector Year energy in 
TOE 
Y in millions 
Renminbi 
1985 67.8 72.8 Metallurgical 
1990 91.9 123.3 
1985 57.4 101.9 Chemicals 
1990 78.1 214.5 
1985 49.5 38.2 building material 
1990 58.9 72.6 
1985 7.5 11.8 
Group A 
pulp and paper 
1990 9.69 22 
1985 21.7 246.5 mechanical 
1990 23.6 488.1 
1985 17 140.1 textile 
1990 22.8 236.5 
1985 14.1 104.6 food 
1990 19.4 177.3 




1990 28.9 204.4 
 
 
6.4.2 LMDI I multiplicative 
The formulae used for this decomposition are presented in Eq. 2.25, 4.24, and 
4.25. Table 6-3 presents the results of this case study. We observe that in the classical 
approach consistency in aggregation is only partial, but if we use the alternative 
approach consistency in aggregation is total. 
 
Table 6-3: Results for the decomposition study: LMDI I multiplicative method 
  Dint Dact Dstr Dtot Dact*Dstr 
Classical approach 68.90% 98.30% 190.80% 129.20% 187.50% 
Alternative approach 68.90% 99.50% 188.50% 129.20% 187.50% 
Single-step approach 68.90% 99.50% 188.50% 129.20% 187.50% 
 
Consequently, the alternative approach solves the partial fulfillment of 
consistency in aggregation. Since it may significantly change the results at the group 
level, we compare the results obtained at the group level, using the classical approach 
and the alternative approach in Table 6-4. The subscript 1 and 2 refer to the results of 
the classical and the alternative approaches, respectively.  




Table 6-4: Group results for the two types of two-step procedures: LMDI I multiplicative 
Group results A1 A2 B1 B2 
Energy intensity 69.7% 69.7% 66.9% 66.9% 
Structural effect group 99.6% 97.6% 99.1% 99.8% 
Group activity 188.5% 192.4% 188.5% 187.0% 
Total 130.9% 130.9% 124.9% 124.9% 
 
This table shows that the difference between the two approaches appears at the 
second significant number and is limited to a maximum difference of 4%. Depending 
on the aim of the study, this difference may or may not be significant. Therefore, we 
leave the reader to judge whether or not the alternative approach is worthwhile.  
 
6.4.3 The additive Divisia index methods 
The methods we study here are LMDI I and AMDI in the additive approach. 
We use the formula presented in Eq. 6.1. In Table 6-5 and Table 6-6, the results of the 
case study are displayed for LMDI I and AMDI, respectively. 
 
As expected, LMDI I and AMDI are only partially consistent in aggregation in 
the classical approach. However, in the alternative approach these methods are totally 
consistent in aggregation. Furthermore, we observe that the structural index sees the 
biggest variations between the two approaches with a factor of 3.3 for both methods. 
Thus, the inconsistency in aggregation should not be neglected when using multi-level 
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Table 6-5: Results for the two types of decomposition: LMDI I 
 ∆Eint ∆Estr ∆Eact ∆Etot ∆Estr+∆Eact 
Classical approach -109.556 -5.159 190.005 75.290 184.846 
Alternative approach -109.556 -1.577 186.423 75.290 184.846 
Single-step approach -109.556 -1.577 186.423 75.290 184.846 
 
Table 6-6: Results for the two types of decomposition: AMDI 
  ∆Eint ∆Estr ∆Eact ∆Eres ∆Etot ∆Estr+∆Eact 
Classical approach -110.129 -5.21 191.127 -0.50 75.29 185.916 
Alternative approach -110.129 -1.605 187.521 -0.50 75.29 185.916 
Single-step approach -110.129 -1.605 187.521 -0.50 75.29 185.916 
 
 
6.4.4 The Laspeyres index 
We now apply the Laspeyres index linked methods--namely, Laspeyres, 
Paasche, and Marshall-Edgeworth--to the set of data. The results of this study are 
presented in Table 6-7. 
This table reveals that the energy intensity factor is the only contributing 
factor that remains consistent in aggregation in the classical approach for all methods. 
We also observe that the sum of the structural factor and the activity factor is 
inconsistent; however, if we add the residual term, the resulting factor is consistent in 
aggregation. We find this partial consistency in aggregation weaker than for LMDI I 
and AMDI additive, because this last factor (∆Estr+∆Eact+∆Eres) does not represent 
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Table 6-7: Results for the two types of decomposition: Laspeyres Index, Paasche, and Marshall-
Edgeworth 
Laspeyres ∆Eint ∆Estr ∆Eact ∆Eres ∆Etot ∆Estr+∆Eact 
∆Estr+∆Eact 
+∆Eres 
Classical approach -79.42 -3.20 234.43 -76.515 75.290 231.23 154.71 
Alternative approach -79.42 -0.13 228.50 -73.65 75.29 228.37 154.71 
Single-step approach -79.42 -0.13 228.50 -73.65 75.29 228.37 154.71 
Paasche ∆Eint ∆Estr ∆Eact ∆Eres ∆Etot ∆Estr+∆Eact 
∆Estr+∆Eact 
+∆Eres 
Classical approach 152.96 7.62 -158.69 -77.18 75.29 -151.06 -228.25 
Alternative approach 152.96 3.44 -156.54 -75.15 75.29 -153.01 -228.25 
Single-step approach 152.96 3.44 -156.54 -75.15 75.29 -153.01 -228.25 
Marshall-Edgeworth ∆Eint ∆Estr ∆Eact ∆Eres ∆Etot ∆Estr+∆Eact 
∆Estr+∆Eact 
+∆Eres 
Classical approach 36.77 2.21 37.873 -76.85 75.29 40.08 -36.76 
Alternative approach 36.77 1.65 35.980 -74.40 75.29 37.63 -36.76 




6.4.5 MRCI  
Here, we apply the MRCI to the set of data; the aggregator function we use is 
presented in Table 4-2. We observe in Table 6-8 that no consistency exists for any 
factor except for the total factor, as a result of the computation of weight factor and 
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Table 6-8: Results for the two types of decomposition: MRCI 
 ∆Eint ∆Estr ∆Eact ∆Eres ∆Etot ∆Estr+∆Eact ∆Estr+∆Eact 
+∆Eres 
Classical approach -90.88 -6.714 166.59 6.286 75.29 159.88 166.17 
Alternative approach -90.27 -3.175 162.32 6.414 75.29 159.15 165.56 






We studied the issue of partial fulfillment of consistency in aggregation from a 
theoretical as well as a practical point of view. In this study, we have proven that in 
the classical approach, the single-level indexes (in our study the intensity factor), the 
total changes, and the sum of other inconsistent factors are consistent in aggregation 
for the additive Laspeyres linked methods. However, this last term does not represent 
changes due to a specific contributing factor in the decomposition, as opposed to the 
other methods. Therefore, we do not recommend the use of Laspeyres linked methods 
to conduct studies that involve multi-level indexes.  
 
However, in both the additive and the multiplicative approach we do 
recommend LMDI I as well as AMDI in its additive computation; these methods are 
the only ones that allow partial consistency in aggregation. In fact, for these methods, 
the sum or product of the inconsistent factors (for the additive and multiplicative 
approach, respectively) is consistent in aggregation and yields changes due to the 
evolution of a specific index (in our study, the changes due to the activity of the 
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different sectors). As LMDI I is consistent in aggregation in both the additive and the 
multiplicative approaches, it is our preferred method. 
 
Our study focuses mainly on IDA decomposition, but the results are still good in 
the index number theory. As a matter of fact, only two factors are analyzed in index 
number studied; consequently, the results we obtained for three or more factors can be 
applied to decomposition studies that involve fewer factors. 
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Chapter 6 discussed the impact of the multi-level indexes on consistency in 
aggregation and observed that the energy intensity factor remains consistent no matter 
which approach we choose for the study. However, the use of physical indicators, which 
pose aggregation issues (as opposed to the GDP-based indicators used in the previous 
chapters), is expanding as researchers assert that these indicators lead to a better 
understanding of the changes in energy efficiency. These aggregation issues, affecting not 
only the indicator but also the whole decomposition formula, arise because of their 
diversity across the different sectors within the industry or the country. 
 
The aim of this chapter is to analyze the impact of such factors on consistency in 
aggregation, propose a set of solutions to overcome this issue, and apply the findings of 
this research in a case study. 
 
In this chapter, we first present the physical indicators and the current practice in 
the energy-related or energy efficiency monitoring studies. We then analyze the 
aggregation issues that arise from the use of such indicators. Finally, through a study of 
changes in energy consumption in Canada between 1996 and 2001, we show the 
advantages of using our preferred solution, regarding issues related to the consistency in 
aggregation. 





7.1 The measurement of energy efficiency 
 
We introduce the notion of physical indicators, show their use in recent national 
energy efficiency studies, and analyze the aggregation issues that arise from the use of 
such indicators in IDA decomposition studies. 
 
7.1.1 The physical indicators 
Although economic energy intensity indicators still dominate energy-related 
studies, researchers argue that physical indicators lead to a better understanding of the 
trends in energy efficiency than economic indicators do (Farla et al., 1998). Economic 
indicators are often the ratio energy/GDP, as used in the case study on the Canadian 
industry in Chapter 5. The problem with this kind of indicator is that the GDP may 
represent many diverse activities, not measuring energy efficiency (see Schipper et al., 
2000). 
 
A physical indicator differs from an economic indicator in that it uses the physical 
output produced by a process (such as the volume or the weight of products) rather than 
the added value these products generate. The preference for physical indicators over 
economic indicators is based on the fact that physical indicators provide a better estimate 
of technical changes in the processes and are less affected by shifts in the economic 
environment. For example, replacing an energy intensive machine with a more efficient 
one decreases energy consumption and consequently yields an energy efficiency gain. 
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However, turning down the thermostat in the winter to decrease energy consumption is 
considered an energy conservation measure (see Wade, 2002). 
 
Some indicators are computed at the highest level of aggregation or at the level of 
major sectors (e.g., transport, residential, commercial, industry, and agriculture); others 
are constructed at the lower level of the aggregation of the economy (see Chapter 3). At 
this lower level, it becomes possible to develop meaningful and consistent physical 
indicators. For example, Farla and Blok (2000) express the physical indicator for energy 
intensity in the production of roses and chrysanthemums in quantity of energy per piece. 
And the indicator used to quantify energy intensity in the transport of passenger by car is 
in energy per vehicle-kilometer, whereas the one used for the other types of passenger 
transports (e.g., train, bus/tram/metro, motorbike, and moped) is expressed in energy per 
passenger-kilometer. 
 
7.1.2 The current practice in energy efficiency monitoring 
Due to their flexibility, many different physical indicators have been developed 
for national energy efficiency monitoring. In this section we present current practice in 
different studies. We base this study on the Canadian approach (see Natural Resources 
Canada, 2003b), the International Energy Agency or IEA approach (see Schipper et al., 
2000), and the Dutch approach (see Farla and Blok, 2000). For each study, the 
disaggregation of energy consumption is different; consequently, each one has different 
indicators for the sectors, depending on the level of disaggregation and the structure of 
the industry. 
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In the Canadian approach, we find many physical indicators that have been 
developed in most sectors (see Table 7-1). Physical indicators have been computed for the 
residential sector, electricity generation, and manufacturing. For the residential sector, 
this study proposes to use either an activity indicator related to the average floor space 
area of the household or simply the household.  For electricity generation, two indicators 
are proposed: the first one is based on the economic outcome (GDP), and the second one 
is based on the power generated in GWh (Giga Watt-hours). For the manufacturing 
sector, the indicator chosen for the beverage industry and dairy industry is the volume 
produced (in cubic meter), whereas the chosen indicator for the raw material production is 
the weight of material produced. One particular indicator in the manufacturing sector is 
automobile and light-duty manufacturing, for which the energy intensity effect in 
computed in quantity of energy needed for 1,000 vehicles. 
 
Table 7-1: Measure of energy Intensity Indicators: Canada 
Canada-economy disaggregation Units to measure energy intensity 
sector First alternative 
residential Energy/floorspace area energy/household 
commercial/institutional Energy/floorspace area  
Industrial sector Energy/GDP  
MJ/ton  
MJ/kilolitre  
MJ/cubic meter  
MJ/$97-GO  
examples of the indicators used for 
different sectors for the industry 
MJ/$97-GDP  
transport   
passenger Energy/Passenger-km  
freight Energy/Ton-km  
agriculture Energy/GDP  
electricity generation Energy/GDP Energy/GWh 
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The IEA effort focuses more on the residential sector for which three different 
indicators of the activity are computed--, namely the floor space area (for space heating 
and lighting), the number of persons per household (for water heating and cooking), and 
the appliances (for the appliances’ energy consumption) (see Table 7.2). The industrial 
sector is not detailed in this study, and the energy intensity is computed in energy/value-
added.  
Table 7-2: Measure of energy Intensity Indicators: IEA 
IEA-economy disaggregation Units to measure energy intensity 
residential  
        space heat Heat/floorspace area 
        water heat Energy/(Persons/Household) 
        cooking Energy/(Persons/Household) 
        lighting Electricity/floorspace area 
        appliances Energy/appliance 
commercial/institutional Energy/Floorspace area or GDP 
Manufacturing sector Energy/value-added 
transport  
        passenger Energy/Passenger-km 
        freight Energy/Ton-km 
other industries  
        agriculture and fishing Energy/value-added 
        mining Energy/value-added 
        construction Energy/value-added 
 
 
Farla and Blok (2000) developed specific indicators for horticulture--e.g., quantity 
of energy per piece, or quantity of energy per hectare. The development of specific 
indicators is explained by the fact that some industries play a major role in the country’s 
economy, as horticulture does in the Dutch economy. 
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We observe that each country has developed different indicators, depending on the 
structure and the level of disaggregation of energy consumption. For example, if 
manufacturing is not thoroughly disaggregated in specific sectors, the computation of 
consistent physical indicators is impossible (see IEA study); if a sector has particular 
importance in one country’s economy compared to that of other countries (such as the 
horticulture in the Dutch economy), the specific indicators are developed. Thus, the 
development and precision of the physical indicators depend on the extent of the 
disaggregation and the specificity of the country’s economy. 
 
 
7.2 The use of physical indicators 
 
The advantages of using physical indicators include flexibility and accuracy to 
compute energy efficiency specific to a sector. However, the variety of the physical 
factors throughout an economy poses the aggregation issue of obtaining meaningful and 
consistent aggregate indicators; also, the use of such factors creates difficulty in 
developing a consistent decomposition formula for all sub-sectors. 
 
7.2.1 Aggregating the physical indicators 
Diverse approaches have been suggested to obtain meaningful and consistent 
aggregate indicators (see Nanduri et al., 2002).  
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The first approach is to calculate a base weighted index. The analyst chooses a 
base year index, to which the subsequent year’s indexes are compared. For this approach, 














        (7.1) 
where 0 refers to the base year, T to the year studied, P to the physical output, and I to the 
physical energy intensity indicator. The weakness of this approach is its rigidity: the 
sectors and output taken into account must remain the same as the base year at all times. 
Hence, this method does not allow the introduction of new products. This problem is 
important if the structure of the economy and its outputs change over the years, or if one 
wants to conduct a cross-country comparison, since not all industries produce the same 
set of outputs. Other methods--namely, the fixed basket approach, the specific energy 
consumption approach, and the physical production index approach--suffer the same 
weaknesses. 
 
The preferred approach is the composite indicator approach (see Nanduri et al., 
2002). The energy intensity indicator is computed as the ratio of value of the physical 
indicator in the base year to value in the year studied. This percent change is then 
weighted by the sector’s share of total energy consumption. This approach is actually 
equivalent to the computation of the energy intensity factor in a decomposition study of 
energy consumption. 
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7.2.2 The decomposition formula and the physical indicators 
Because the physical indicators are specific to each end-use sector, a consistent 
decomposition formulae is needed. Researchers may choose different activity indicators 
for the different end-use services, even if they relate to an activity of the whole main 
sector.  
 
For example, Wade (2002) chooses to compute the energy intensity indicator for 
televisions, lighting, and other uses based on the total floor space area. He computes this 
activity based on the conditional floor space area for the other end-use services in the 
residential sector. To be able to conduct a study of energy consumption in this case, one 










       (7.2) 
where Ai is the activity in the main sector and Iij is the energy intensity in sub-sector j of 
sector i. If a researcher wanted to conduct a decomposition of the total energy 
consumption using these various energy intensity indicators for one main sector, activity 
Ai would not be consistent across the sub-sectors. Actually, in the study, the activity 
indicator is computed differently in two different sub-groups of the residential sector; it 
would thus be impossible to aggregate meaningfully and consistently this activity factor. 
As this decomposition formula is the simplest one, the researcher must then study only 
the energy efficiency factor, leaving the rest of the changes in energy consumption 
unexplained. The advantage of studying only the energy efficiency factor is that one can 
choose the energy efficiency indicator for each end-use service with total flexibility. 
However, by studying only one factor the researcher leaves the rest of the energy 
consumption changes unexplained. 




To be able to conduct a total decomposition study, one must find the best 
compromise between the precision of the physical energy efficiency indicators and the 
meaningfulness and completeness of the decomposition formula. The best compromise is 
to create a decomposition formula for each main sector (industrial, transport, residential, 
agriculture, and electricity generation) and then use the most accurate physical indicator 
for end-use services based on this decomposition formula. For the decomposition formula 
that comprises activity indicators computed at the main sector level of aggregation, the 
best practice is to group into consistent sub-groups the end-use services that have the 
same activity indicator. For example, in the Canadian study (see Natural Resources 
Canada, 2003b), the residential sector is divided into floor space services, for which the 
energy efficiency indicator is based on the floor space area activity indicator, and 
household services, for which the indicator is based on the number of households. We 
present an example of this procedure in our case study. 
 
To monitor energy efficiency, the analyst can choose between three 
decomposition schemes: 
- Scheme A: This scheme involves using a single energy efficiency indicator 
across all sectors and sub-sectors (usually an economic indicator), thus having 
a homogeneous decomposition formula and activity indicator across the 
economy to study changes in energy consumption. This scheme can be used 
only in decomposition studies of industrial energy consumption. 
- Scheme B: This scheme is the compromise previously presented. It involves 
creating a decomposition formula for each main sector (industrial, transport, 
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residential, agriculture, and electricity generation) and using the most accurate 
physical indicator for end-use services based on this decomposition formula. 
- Scheme C: This scheme consists of using different physical energy efficiency 
indicators for the sectors, for accurate and precise study of the impact of 
changes in energy efficiency. This scheme leaves the rest of the changes 






The data on energy and activity in this case study are based on the report provided 
by Natural Resources Canada (2003a). Appendix D presents the data covering the 
residential, transport, industrial, commercial, institutional, agriculture, and electricity 
generation sectors. We collected data for the years 1996 and 2001 for five main sectors 
and their respective sub-sectors and end-use services. The different tables explicitly give 
the units of the activity indicators for each end-use service; energy consumption is 
expressed in Peta Joules (PJ). 
 
7.3.2 Methodology 
In this study we use the LMDI I method. We prefer this method because its 
attributes include consistency in aggregation both in the multiplicative approach (type A1) 
and in the additive approach (type A2), factor-reversal, time-reversal, and zero-robustness. 
Moreover, we recommend this method when facing a problem of partial consistency. The 
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decomposition is conducted additively and multiplicatively in this study. And the 
decomposition formula is specific to each main sector (see next section). 
 
Scheme B is chosen to conduct this study. We first divide the energy economy 
into five main sectors of energy consumption: residential, commercial, industrial, 
agriculture, transport, and electricity generation. Each main sector is comprised of 
different sub-sectors that are further divided into different categories or end-use services. 
We do not study the consumption of different types of fuels because of the lack of data at 
the end-use services level. The exception is the electricity generation sector, for which we 
consider the different types of fuels as end-use services. We have chosen the alternative 
approach for our computation of the multi-level indexes to obtain consistent results at all 
levels of aggregation. These indexes, the structural changes and the growth factor, are 
computed at the main sector level or at a lower level because of the diversity of the 
activity indexes among the sectors or end-use services. The level of the computation of 
these indexes, the decomposition formula as well as the disaggregation, is detailed for 
each main sector.  
 
7.3.3 The decomposition applied to the end-use sectors 
● The residential sector  
The sector is first divided into floor space services and household services. For the 
residential sector we study three contributing factors--the structural effect, the activity 
effect, and the energy intensity. The energy consumption for the residential sector may be 











EE       (7.3) 
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where Eij is the energy consumption of the end use service, Ei is the energy consumption 





S =  is the share of energy 




EI =  is the energy intensity of 
sub-sector i. The changes in energy consumption are computed as: 
actstr
T EEEEEE ∆+∆+∆=−=∆ int
0       (7.4) 




ED int0 ==         (7.5) 
for the multiplicative approach. 
 
The structural effect is computed based on the structure of the two types of 
services. For the residential sector a study of the shift between household services and 
floor space services would not make sense; therefore, the structural change is computed at 
the lower level of disaggregation.  
 
◦ Floor space services 
The decomposition for this sub-sector is based on energy consumption per square 
meter for three end-use services--space heating, space cooling, and lighting. The activity 
is based on the floor space area in square meters; consequently, energy intensity is 
expressed in MJ per square meter. 
 




Figure 7-1: Residential Sector Floor Space Services 
. 
(1) The equipment includes: 
For Space Heating: normal and mid-efficiency oil furnaces, normal, mid- and high-efficiency gas furnaces, electrical baseboards, heat 
pumps, coal, dual wood and electrical furnaces. 
 
To avoid a problem of partial consistency in aggregation of the structural factor, 
the structural effect is computed between the equipment level and the service level. 
 
◦ Household services 
The decomposition for household services is based on energy consumption per 
household for two end-use service structural units--appliances and water heating. The 
energy intensity is computed in Mega Joules (MJ) per household, and the activity is 
computed in number of households. 
 









Floor Space Services 
Space Heating Space Cooling Lighting 
1       2       3      4
Service 
End use service 
Structural Unit 
Equipments(1) 
Room      Central
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(1)The equipment refers here to: 
Appliances: refrigerator, freezer, clothes washer, electric and gas dryers, electric and gas ranges. 
Water Heating: electricity, gas, oil, wood, propane and other types of fuels. 
 
 
● The commercial sector  
This sector includes activities related to trade, finance, real estate services, public 
administration, educational, and commercial services. It is first divided into institutional 
and commercial sub-sectors.  
 
The activity for this sector is computed in million square meters of floor space 
area. We use the same decomposition (presented in Eq. 7.2) as for the residential sector. 
The decomposition is schematized in Figure 7-3. The energy consumption is divided 
between the six end-use services for each of the sub-sectors, with the exception of other 
institutions, in which consumption for street lighting is also included. The structural effect 
is computed between the end-use services level and the sector level for each sub-sector. 
 
 







  1   2   3   4   5   6   1   2   3   4   5   6 
C    D E      F       G     H       I 
Sub-sectors 
Commercial and Institutional 
Institutional Commercial 




 (1) The letters correspond to the following sub-sectors: 
A: Schools     F: Retail    
B: Health     G: Hotels and restaurants    
C: Religious    H: Recreational    
D: Other institutions    I: Warehouses 
 E: Offices 
(2) The numbers correspond to following end–use services: 
 1: Space Heating    4: Auxiliary equipment 
 2: Space Cooling    5: Lighting 




● The industrial sector  
 This sector includes activities of manufacturing and non-manufacturing industries. 
We first divide this sector into manufacturing and non-manufacturing sub-sectors. The 

















    (7.6) 
In this formula, GDPij is the GDP of sector j in group i in millions 97$, and GDP is the 
GDP of the industrial sector.  The structural effect ijS is expressed in terms of share of 





P =  is the 
inverse of the profitability effect. 
 
 The changes in energy consumption are consequently expressed as: 
gwthstrpf
T EEEEEEE ∆+∆+∆+∆+=−=∆ int0      (7.7) 
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for the multiplicative approach, where pfE∆ and pfD  represent the contribution of the 
profitability effect, and gwthE∆ and gwthD  represent the contribution economic growth 
effect of the industrial sector. 
 
The inverse of the profitability effect reflects the capacity of a company to invest 
in energy-saving equipments. We believe that saving energy requires capital investment--
usually by profitable companies, especially in the industrial sector. Figure 7.4 presents the 
relationship between energy changes in percents and the changes of this factor in percents 
for the data of the industrial sector used in this study. In this figure, the inverse of 
profitability decreases; we observe that if the profitability increases, the consumption of 
energy decreases with a linear relationship of: 
(Inverse of profitability changes)= -0.3 (Energy Changes) + 1.4. 
The dispersion is important; the correlation factor is of 10%. But we observe in the figure 
that the trend should not be neglected. 
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Figure 7-4: The correlation between the energy changes and the profitability changes in the Canadian 
industry between 1996 and 2001 




The computation of the activity for the industrial sector follows the Canadian 
example presented in Table 7-1 and is detailed in Table D.4. 
 
● The transport sector 
This sector includes activities related to the transporting of passengers and freight 
by road, rail, sea, and air. We divide this sector into passenger transport and freight 
transport. In the passenger transport, the activity is computed in passenger kilometers, or 
the total number of passenger multiplied by the total number of kilometers traveled. The 
activity of freight transport is computed in ton-kilometers. These two sectors are then 
divided in several categories, as shown in Figure 7-4. 
 
Figure 7-5: Industrial Sector 
(1(The number correspond to the following mode of transportation 
1: Small Car   6: Urban Transit  
2: Large Car   7: Inter-city Bus    
3: Light Truck   8: Light Truck 
4: Motorcycles   9: Medium Truck 
5: School Bus   10: Heavy Truck 
 
 
The decomposition formula is the same for the residential sector (Eq. 7.2), and the 






Bus  Rail  Air 
Sectors 
Transport sector
Passenger transport Freight Transport 
 1    2    3    4  5  6  7 
 Trucks Rail  Marine 
   8      9   10 
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in the total consumption of the sector (here, passenger transport); or if there is no end-use 
service for the sub-sector, the structural effect is based on the share of the sub-sector 
energy consumption in that of the sector. 
 
 
● The agriculture sector 
This sector includes all types of farms, and energy consumption is the energy used 
by establishments engaged in agricultural activities and services. The activity is computed 
in dollars of GDP produced by the sector. 
  
This sector is divided into consumption for motive activities and for non-motive 








EEE        (7.9) 
The total changes in energy consumption are computed as: 
 
act
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● The electricity generation sector 
 This sector includes all the electricity generation of the country. It is divided into 
eight sub-sectors, which correspond to different kinds of fuels: natural gas; diesel fuel oil, 
light fuel oil, and kerosene; heavy fuel oil; coal; hydro; nuclear; wood and other fuels; 
and petroleum coke, still gas, coke and coke oven gas. 
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 The decomposition formula is the same as for the agriculture sector (see Eqs. 7.8, 





We present mainly the additive results, which we find more relevant to energy 
efficiency monitoring, since the aim of this study is to quantify the amount of energy 
saved through policies to improve the energy efficiency. However, we often present the 
results for the multiplicative decomposition in complement. Appendix E provides a 
detailed presentation of the results. 
We first show the results for the six main sectors; then we present the results for 
the entire country. 
 
7.4.1 Results at the sector level 
● Residential sector 
 In Figure 7-6, we observe that the energy consumption in the residential sector has 
decreased by 113.7 PJ, or 7.8%. The improvement in energy intensity of the space heating 
end-use service is primarily responsible for this decrease, saving 208.8 PJ of energy. The 
activity effect is responsible for a 114 PJ, or 8.6%, increase in energy consumption, due 
mainly to increased activity for space heating (71.9 PJ). 
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The commercial and institutional sectors experienced an increase in energy 
consumption of 72.6 PJ, or 7.4%, between 1996 and 2001 (see Table E. 2: Results for the 
other sectors). The commercial sector grew at a fast pace between 1996 and 2001.  
As Figure 7-7 illustrates, the growth of the activity, especially in the commercial 
sector, is responsible for an increase in energy consumption of 137.7 PJ. However, the 
intensity effect allowed a saving of 65.2 PJ in energy consumption. The increase in 
surface of the offices was responsible for the most important increase of 52.8 PJ, or 
17.8%. 





























Structural Effect Intensity Effect Activity Effect Total  
Figure 7-7: Changes in energy consumption between 1996 and 2001: Commercial sector 
 
● Industrial sector 
Figure 7-8 shows that industrial energy consumption increased only slightly 
between 1996 and 2001 (5.1 PJ, or 0.2%), as a result of decreased energy consumption in 
the non-manufacturing sector (-21.7 PJ, or -0.9%) and increase energy consumption in the 
manufacturing sector (+26.8 PJ, or +5.1%). But increased activity was responsible for an 
increase of 545.7 PJ, or 19.5%, for the entire industry, distributed between the non-
manufacturing sector (450.3 PJ, or 19.5%) and the manufacturing sector (95.4 PJ, or 
19.5%), while other factors contributed to decreased energy consumption. The decrease in 
energy intensity helped save 187.5 PJ for the entire industry, distributed between a 
decrease of 122 PJ for the non-manufacturing sector and 102.4 PJ for the manufacturing 
sector. 
The profitability effect (we actually compute the inverse), which we introduced in 
this study, was responsible for an overall decrease of 129 PJ. Consequently, the increase 
in profitability was responsible for a decrease of 155.6 PJ in the non-manufacturing 
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sector; its decrease in the manufacturing sector was responsible for an increase of 26.8 PJ 
in energy consumption. 
Finally, the structural effect was responsible for a decrease of 187.5 PJ in energy 
consumption in the industrial sector. We observe a shift between the energy intensive 
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Figure 7-8: The changes in energy consumption of the Industrial sector between 1996 and 2001 
 
●Transport sector 
Between 1996 and 2001, energy consumption in the transport sector increased by 
215.2 PJ, or 10.9%. This increase, as shown in Figure 7-9, was mainly the result of 
increased activity in the sector that was responsible for 182.54 PJ. Moreover, we observe 
that the energy intensity for the passenger sector grew, resulting in an energy 
consumption increase of 41 PJ, or 3.3%. For both passenger and freight sub-sectors, the 
mean of transport for which energy consumption increased was road transport; the 
increase was 69.3 PJ, or 7.2%, for passenger transport and 110.8 PJ, or 19.6%, for freight 
transport. 
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Figure 7-9: Changes in energy consumption between 1996 and 2001: Transport sector 
 
● The Agriculture sector 
 Figure 7-10 reveals that energy consumption for the agriculture sector decreased 
by 4.8 PJ, or 2.2%. We observe that this decrease was due primarily to improved energy 
efficiency for non-motive energy consumption, which contributed to a 13.3 PJ, or 6% 
decrease in energy consumption. Motive energy consumption increased, contributing to a 
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Figure 7-10: Changes in energy consumption between 1996 and 2001: Agriculture sector 
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● Electricity Generation Sector 
 As we observe in Figure 7-11, energy consumption of the electricity generation 
sector increased by 258.4 PJ, or 7.4%. This increase in terms of quantity of energy 
consumed was the most important of all sectors, and this percentage of growth was 
second among all sectors. The energy intensity only slightly improved, contributing to a 































Figure 7-11: Changes in energy consumption between 1996 and 2001: Electricity Generation sector 
 
7.4.2 Results for the entire country 
 
As Figure 7-12 depicts, the consumption of energy in Canada increased by 432.8 
PJ between 1996 and 2001. The only factor contributing to this increase was the activity 
effect--the growth of activity resulting in a 1,247 PJ increase of energy consumption. 
The electricity generation sector was the main contributor to this increase in 
energy, with a 258.4 PJ increase in energy consumption for this sector alone. 






































Figure 7-12: Changes in energy consumption between 1996 and 2001: economy wide 
 
Improvement in energy intensity compensated for 498.2 PJ of this increase. 
Similarly, improvement profitability in the industrial sector compensated for 128 PJ, and 
the structural effect saved 187.3 PJ. This intensity effect was decomposed among all 
sectors, as shown in Figure 7-13. The industrial sector and the residential sector were the 
main contributors to the changes, due to the improvement in energy intensity in Canada. 
Had we used scheme C, we would not have been able to compute the change in energy 
intensity of the residential sector; had we used scheme A, we would not have been able to 
compare the impact of the energy intensity and the activity effect on national energy 
consumption. 












































Figure 7-13: The impact of energy intensity on energy consumption 
 
 
7.5 The advantages of the total consistency in aggregation 
 
By using scheme B combined with the alternative approach for the multi-level 
indexes and a method perfectly consistent in aggregation, we obtained consistent and 
meaningful results at each step of the aggregation. 
 
Through scheme B, we were able to obtain consistent results for the energy 
intensity factor as well as a total decomposition of energy consumption in Canada 
between 1996 and 2001. Although these changes may not be the most accurate results 
regarding the evolution of energy intensity, we believe that obtaining a total 
decomposition of energy consumption compensates for this loss of accuracy. 
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Through the alternative approach, we were able to obtain consistent results at each 
level of aggregation for the multi-level indexes. In our study, a structural index at the 
national level would be impossible to compute and would not make sense because of the 
diversity of the sectors and indicators. But in each main sector (or service level for the 
residential sector), this indicator shows the underlying trend within the sector. Moreover, 
at the national level, the structural effect represents the impact of the structural change at 
a micro level.  
 
Finally, using LMDI I, combined with scheme B and the alternative approach, the 
IDA method allows consistent results for all contributing factors at all the levels of the 
aggregation, not only additively but also multiplicatively. Thus, we were able to complete 





In the first part of this chapter, we saw that the recommended approach to monitor 
the impacts of the changes of the energy efficiency is to use only physical indicators in 
the entire country or in the industrial sector. Doing so is equivalent to computing the 
energy efficiency factor in an energy consumption study. Based on the assumption that 
this approach is the best one, we identified three schemes to conduct the study of the 
impact of changes in energy efficiency on energy consumption. Of these three schemes, 
we preferred scheme B. This scheme is a compromise between the diversity and accuracy 
of the physical energy intensity index and the completeness of the decomposition of 
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energy consumption. We based our choice on the fact that this scheme allows the 
disentanglement of energy efficiency and structural change impacts. 
 
In the second part, we conducted a case study aimed at determining the 
advantages of total consistency in aggregation in IDA study. This study used our 
preferred methodology, which is to use a method consistent in aggregation of type A 
combined with the alternative approach to compute multi-level indexes and scheme B. 
We showed that this methodology allows us obtain consistent results at each step of the 
aggregation for all factors, as well as a total decomposition of energy consumption.  
 
 








This research is aimed at studying consistency in aggregation for the different 
methods available to conduct IDA, thus providing a new set of attributes to enable 
researchers to choose the best method for such studies. This aim was accomplished 
through a four-step process. 
 
We began our research by reviewing the various methodologies developed to 
carry out IDA. We selected 19 methods, presented them, and classified them into the 
Laspeyres linked methods, the Divisia index methods, and other methods. All the 
methodologies we presented have been proven to be of value from a practical point of 
view. After presenting the methods, we presented the axiomatic approach to evaluate the 
theoretical value of the methods through a set of predefined tests: time-reversal, factor 
reversal, proportionality, zero robustness, and consistency in aggregation. Through a 
review of the attributes of the IDA we showed that consistency in aggregation has not 
been studied thoroughly for these methods. 
 
From this observation we continued our research by introducing the concept of 
consistency in aggregation for the index number theory and by reviewing the different 
approximations researchers consider: the functional form of the aggregator function, the 
accuracy of the numerical results, and the residual term. Based on these approximations, 
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we defined type A or perfect consistency in aggregation, type B or partial consistency in 
aggregation, and type C or approximate numerical consistency in aggregation. 
 
We then studied consistency in aggregation for the IDA methods, which we 
reviewed in the first part of the study based on the different degrees of consistency in 
aggregation presented in the second part of the study. For this study we first analyzed the 
specificities and advantages of consistency in aggregation for the IDA. We find that all 
the additive methods are consistent in aggregation of type A2 and that only LMDI I and 
the Laspeyres index are consistent for the multiplicative methods. 
 
Finally, we conducted a case study to validate the results obtained theoretically 
and to determine if the theoretically inconsistent methods can be considered numerically 
consistent in aggregation. The case study on the industrial sector actually validates the 
theoretical results for the consistent methods; but, as the magnitude of the data variation 
is large, only one method (LMDI II) could be considered numerically consistent in 
aggregation. 
 
We then proceeded to study two particular issues related to consistency in 
aggregation.  
 
The first issue regards the problem of partial fulfillment of consistency in 
aggregation. We presented the situation in which this issue arises, and then studied 
methods that have been proven consistent in aggregation. We showed through a 
theoretical analysis and a case study that the best consistent methods considering the 
partial fulfillment issue is LMDI I and AMDI (only in the additive approach), which 
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depends on the nature of the different multi-level indexes: it allows a consistency of the 
single-level indexes, and the products of the results for the multi-level indexes yield the 
results for single index factors. 
 
Second, we highlighted the consistency issues that arise when using physical 
indexes to compute energy efficiency in decomposition studies of energy consumption. 
We found three different ways the analyst can carry out the decomposition study:  
- The first emphasizes the specificity of each energy indicator for the 
different sectors; as a consequence, the analyst can study only the 
contribution of the energy efficiency. 
- The second emphasizes the uniqueness of the decomposition formula 
throughout the economy and of the energy efficiency indicator, which is 
then an economic indicator. 
- The third is a compromise between these two approaches. The analyst 
develops specific decomposition formulae for each main sector and 
develops specific energy efficiency indicators for different groups of 
sub-sectors. 
 
Finally, we conducted a case study highlighting the advantages of using our 
preferred solution, considering the issues related to consistency in aggregation--a method 
exactly consistent in aggregation combined with scheme B and the alternative approach 
for the computation of multi-level indexes. This methodology let us obtain consistent 
results for the decomposition of energy consumption, for all factors at each level of the 
aggregation process, even though we used physical indicators to compute the energy 
intensity factor and computed two multi-level indexes in our decomposition. 




Further research can be conducted based on the results of this study, although we 
have filled many of the gaps in the study of consistency in aggregation for IDA. First, 
consistency in aggregation is never taken account in the comparative studies of the IDA 
methods, although considering consistency in aggregation in such studies will help 
researchers narrow the number of best methods available to conduct IDA. 
 
Second, even though this research studies thoroughly the concept and application 
of consistency in aggregation, research can go further in the definition of the consistency. 
For practical reasons we did not consider non-linear aggregator functions, research in this 
area will change the results of this study both the definition and the consistency in 
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APPENDIX B DATA FOR THE DECOMPOSITION OF THE 






Table B. 1: Data for the decomposition of the industrial energy consumption in Canada between 
1990 and 2000 
Consumption in TJ by fuel type Sector 
  Coal Petroleum electricity gas other total 
GDP output 
In million $ 
1990 12598 34896 47151 6518 271 101434 4,255 Metal mining 
2000 12305 26939 36356 3407 70 79077 3,792 
1990 0 6761 8789 24278 313 40141 762 Non metal 
mining 2000 0 5506 7508 26528 192 39734 980 
1990 112 10269 23983 51244 100 85708 9,422 Food Industry 
2000 0 6089 31297 57092 1124 95602 11,216 
1990 0 1035 2691 12360 100 16186 2,362 Beverage 
Industry 2000 0 1541 2508 9020 100.1 13169.1 2,741 
1990 100 10 465 814 100 1489 608 Tobacco 
Products 2000 100.1 26 472 552 100.1 1250.2 537 
1990 100 2350 2968 3797 100 9315 1,058 Rubber product 
2000 100.1 1689 4651 5974 100.1 12514.2 1,997 
1990 16 422 6064 5518 100 12120 1,871 Plastic 
Products 2000 0 100 11105 6439 144 17788 3,088 
1990 100 97 458 683 100 1438 399 Leather and 
allied products 2000 100.1 100 410 732 24 1366.1 192 
1990 100 1092 4026 9175 100 14493 975 Primary textile 
2000 100.1 527 5223 6823 1854 14527.1 1,177 
1990 100 626 1794 4322 100 6942 1,016 textile products 
2000 100.1 425 3092 5850 20 9487.1 1,050 
1990 100 389 2103 2664 100 5356 2,478 clothing 
2000 100.1 34 2763 2823 110 5830.1 2,199 
1990 26 3240 17192 16898 100 37456 4,898 Wood 
2000 100 7242 32423 33273 251 73289 6,591 
1990 15 304 1779 3107 100 5305 1,565 Furniture and 
Fixture 2000 100 100 3142 3394 705 7441 2,947 
1990 4093 103356 151726 123467 371002 753644 7,484 Paper 
2000 2440 64810 221767 135308 466786 891111 8,456 
1990 11 375 3869 4338 100 8693 5,764 Printing, 
Publishing 2000 100 48 6102 6096 54 12400 4,387 
1990 135649 18547 167024 104838 100 426158 6,438 Primary metal 
2000 140305 17214 234055 130403 2325 524302 8,737 
1990 5 1674 7802 18069 100 27650 6,482 Fabricated 
metal 2000 100 100 12639 24255 3443 40537 7,768 
1990 7 688 3683 8262 100 12740 3,621 Machinery 
2000 100 454 5183 8052 100.1 13889.1 3,928 
1990 1394 2910 17978 30301 100 52683 13,372 Transportation 
equipment 2000 1059 3009 26049 40009 2161 72287 21,688 
1990 14 674 7659 9980 100 18427 8,192 Electrical and 
electronic 
products 
2000 100 37 9479 9301 287 19204 26,124 
1990 27294 17027 17399 53707 1563 116990 2,896 Non metallic 
mineral prod 2000 35313 19637 18978 53454 6149 133531 3,332 
1990 100 92890 20377 48766 167169 329302 2,075 refined 
petroleum and 
coal prod 
2000 1121 100517 19895 51484 154099 327116 2,298 
1990 1349 9687 67264 150502 18959 247761 7,581 Chemical 
products 2000 100 9427 79971 196100 13152 298750 9,214 
1990 1611 317 2055 3481 100 7564 2,299 Other 
manufacturing  2000 100 100 3719 4909 138 8966 2,908 
1990 184894 309636 586299 697089 561077 2338995 97873 Total 











APPENDIX C RESULTS FOR THE DECOMPOSITION OF 
THE INDUSTRIAL ENERGY CONSUMPTION IN CANADA 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table C. 3: Results of the multiplicative decomposition: LMDI II, LMDI I and AMDI 
LMDI II LMDI I AMDI 
aggregation direct aggregation direct aggregation direct  
  results calculation results calculation results calculation 
  Fuel mix effect         
Coal -0,68% -0,87% -0,86% -0,86% -0,959% -0,958% 
Petroleum -2,53% -2,56% -2,52% -2,52% -2,725% -2,730% 
electricity 4,41% 3,04% 3,03% 3,03% 3,037% 3,076% 
gas -2,32% -0,34% -0,34% -0,34% -0,342% -0,351% 
other 1,11% 0,74% 0,76% 0,76% 0,971% 0,994% 
sector value 0,00% 0,01% 0,08% 0,08% -0,018% 0,030% 
Dfuel 100,00% 100,01% 100,08% 100,08% 99,982% 100,030% 
  Intensity effect       
coal -0,06% -0,62% -0,62% -0,62% -0,623% -0,619% 
petroleum -0,60% -0,59% -0,58% -0,58% -0,588% -0,661% 
electricity -1,21% -1,04% -1,03% -1,03% -1,033% -1,389% 
gas -1,92% -1,20% -1,19% -1,19% -1,195% -1,552% 
other -0,15% 0,03% 0,04% 0,04% 0,029% 0,027% 
sector value -3,95% -3,42% -3,39% -3,39% -3,410% -4,194% 
Dint 96,13% 96,64% 96,67% 96,67% 96,648% 95,893% 
  Structural effect       
coal -1,05% -0,70% -0,69% -0,69% -0,704% -0,698% 
petroleum -1,66% -2,49% -2,47% -2,47% -2,513% -2,500% 
electricity -4,32% -3,47% -3,45% -3,45% -3,469% -3,432% 
gas -6,79% -3,72% -3,70% -3,70% -3,709% -3,672% 
other -1,34% -5,25% -5,22% -5,22% -5,237% -5,242% 
sector value -15,17% -15,63% -15,53% -15,53% -15,632% -15,544% 
Dse 85,93% 85,53% 85,62% 85,62% 85,529% 85,604% 
  Growth effect       
coal 1,42% 2,55% 2,53% 2,53% 2,560% 2,551% 
petroleum 2,85% 3,86% 3,83% 3,83% 3,912% 3,834% 
electricity 11,30% 9,12% 9,08% 9,08% 9,101% 8,789% 
gas 16,27% 10,21% 10,15% 10,15% 10,176% 9,857% 
other 2,03% 8,14% 8,09% 8,09% 8,135% 8,143% 
sector value 33,88% 33,88% 33,69% 33,69% 33,884% 33,174% 
Dgrowth 140,33% 140,33% 140,05% 140,05% 140,332% 139,339% 
  Total value         
residual 100,00% 100,00% 100,00% 100,00% 100,015% 101,382% 









Table C. 4: Results of the multiplicative decomposition: Laspeyres, Paasche, and Marshall-
Edgeworth 
  Laspeyres Paasche Marshall-Edgeworth 
  aggregation direct  aggregation direct  aggregation direct  
  results calculation results calculation results calculation 
  Fuel mix effect 
Coal 89.84% 89.84% 112.87% 112.87% 94.91% 89.17% 
Petroleum 81.20% 81.20% 126.64% 126.64% 84.38% 80.03% 
electricity 111.85% 111.85% 89.27% 89.27% 112.53% 111.94% 
gas 98.82% 98.82% 101.11% 101.11% 99.26% 98.87% 
other 102.81% 102.81% 96.73% 96.73% 119.83% 103.11% 
sector value 100.00% 100.00% 100.00% 100.00% 105.77% 100.55% 
  Intensity effect 
coal 92.13% 92.13% 108.71% 108.71% 92.21% 92.05% 
petroleum 95.82% 95.82% 106.11% 106.11% 95.64% 95.07% 
electricity 96.96% 96.96% 105.27% 105.27% 97.72% 95.82% 
gas 96.93% 96.93% 105.34% 105.34% 97.67% 95.82% 
other 99.97% 99.97% 99.76% 99.76% 100.42% 100.11% 
sector value 97.14% 97.14% 104.30% 104.30% 97.70% 96.48% 
  Structural effect 
coal 91.85% 91.85% 110.70% 110.70% 91.77% 91.03% 
petroleum 81.04% 81.04% 124.98% 124.98% 81.06% 80.51% 
electricity 88.87% 88.87% 114.63% 114.63% 89.50% 87.88% 
gas 89.55% 89.55% 114.09% 114.09% 89.74% 88.46% 
other 80.29% 80.29% 124.23% 124.23% 80.48% 80.41% 
sector value 86.21% 86.21% 117.51% 117.51% 86.61% 85.66% 
  Growth effect 
coal 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
petroleum 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
electricity 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
gas 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
other 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
sector value 140.33% 140.33% 71.26% 71.26% 140.33% 140.33% 
  Total value 
residual 98.704% 98.704% 100.00% 98.71% 73.988% 68.690% 
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Table D. 1: Data for the residential sector 





1996 2001 1996 2001 
Oil furnace (N-M) 117.00 81.30 
Gas furnace (N-M) 490.70 386.00 
Gas furnace (H) 34.10 41.60 
Electric base board 119.20 112.40 
heat pump 8.30 11.10 
propane 12.60 9.30 
other 2.10 1.30 
wood 28.50 24.10 
dual wood 85.60 93.40 










Room 1.80 2.90 










lighting Total Lighting 56.10 62.40 1377.00 1500.00 
Floor space 
services 
Total Floor Space Services 978.30 854.30     
   Refrigerators 44.5 39.5 
   Freezers 18.2 15.1 
   Dishwashers 1.5 1.500001 
   Clothes washers 2.3 2.4 
   Clothes dryers 28.2 30.3 
   Ranges 26.8 29.4 
   Other 57 67.8 
Appliances 





   Electricity 102 103.2 
   Natural gas 175.1 176.1 
   Heating oil 14 13.9 
   Wood 0.3 0.7 
   Propane 1.6 2 












TOTAL Household Services 471.70 482.00     
Total 
residential 








● Transport sector 
 








Table D. 3: Data for the freight transport sector 
Energy use (PJ) Activity in millions passenger-kilometer Sub-sectors End-Use service 
1996 2001 1996 2001 
Light Trucks 134.2 169.7 12,271 15,464 
Medium 
Trucks 
130.8 164.1 18,320 24,196 
Heavy 
Trucks 
300.1 342.1 120,000 154,257 
Trucks 
Total Trucks 565.1 675.9 150,591.0 193,917.0 
 Rail 76.7 78.7 282,482 325,708 
 Marine 99.9 123.2 191,511 227,413 
Total Freight Transport 741.7 877.8 624,584 747,038 






Energy use (PJ) Activity in millions Tones-kilometers Sub-sector End-Use service 
1996 2001 1996 2001 
Small Cars 323.4 315.7 170,867 156,926 
Large Cars 319.0 295.3 129,784 116,473 
Light Trucks 317.1 417.6 92,725 122,108 
Motorcycles 1.8 2.0 1,216 1,367 
Road 
Total Road 961.3 1,030.6    
School Bus 15.2 15.2 15,013 14,776 
Urban Transit 41.3 42.9 21,643 20,936 
Inter-City Bus 7.8 6.1 7,373 6,869 
Bus 
Total Bus 64.3 64.2     
Air   209.4 218.7 82,120 96,989 
Rail   2.4 3.0 1,513 1,601 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● Commercial and Institutional sector 
 
Table D. 6: Data for the institutional sector 
Energy use in PJ Activity in millions m2 Sectors Sub-sectors End-Use Services 
1996 2001 1996 2001 
Lighting 7.60 7.40 
Space cooling 1.60 1.80 
Auxiliary motor 5.50 5.50 
Auxiliary equipment 1.50 1.50 
Space heating 65.50 67.30 
Water heating 5.30 5.60 
75.86 86.75 
Schools 
Total  87.00 89.10    
Lighting 11.20 11.40 
Space cooling 2.40 3.20 
Auxiliary motor 8.40 9.20 
Auxiliary equipment 4.70 4.80 
Space heating 46.40 51.50 
Water heating 19.80 22.70 
35.71 42.76 
Health 
Total Health 92.90 102.80     
Lighting 1.90 1.90 
Space cooling 0.10 0.20 
Auxiliary motor 1.10 1.10 
Auxiliary equipment 0.00 0.00 
Space heating 10.00 10.10 
Water heating 2.00 2.20 
Religious 





Lighting 4.10 4.30 
Space cooling 2.20 3.00 
Auxiliary motor 4.80 5.10 
Auxiliary equipment 0.00 0.00 
Space heating 31.90 34.20 
Water heating 3.90 4.70 
street lighting 7.50 7.70 
24.27 27.88 Other 
Institutions 
Total Other Institutions 54.40 59.00    
Institutional 
Total 






Table D. 7: Data for the commercial sector 
Energy use in PJ Activity in millions m2 Sectors Sub-sectors End-Use Services 
1996 2001 1996 2001 
Lighting 52.90 56.40 
Space cooling 13.30 18.30 
Auxiliary motor 23.40 24.60 
Auxiliary equipment 28.90 31.80 
Space heating 177.80 200.70 
Water heating 7.20 8.90 
141.80 167.11 
Offices 
Total Offices 303.50 340.70     
Lighting 36.80 39.10 
Space cooling 13.00 16.10 
Auxiliary motor 39.90 42.60 
Auxiliary equipment 15.40 16.90 
Space heating 94.70 99.30 
Water heating 7.80 8.70 
112.42 127.62 
Retail 
Total Retail 207.60 222.70     
Lighting 9.70 9.80 
Space cooling 9.30 11.60 
Auxiliary motor 5.50 5.60 
Auxiliary equipment 22.80 24.20 
Space heating 23.80 23.00 
Water heating 8.60 9.90 
29.14 32.35 Hotels and 
Restaurants 
Total Hotels and 
Restaurants 79.70 84.10     
Lighting 8.50 9.00 
Space cooling 0.30 0.40 
Auxiliary motor 14.50 15.40 
Auxiliary equipment 0.00 0.00 
Space heating 36.20 34.00 
Water heating 5.00 5.80 
32.95 37.46 
Recreational 
Total Recreational 64.50 64.60     
Lighting 15.00 14.70 
Space cooling 0.80 0.90 
Auxiliary motor 12.30 12.10 
Auxiliary equipment 0.00 0.00 
Space heating 46.70 45.80 
Water heating 1.90 2.00 
52.40 54.41 
Warehouses 
Total Warehouses 76.70 75.50     
Commercial 
Total 
commercial total 732.00 787.60     








Table D. 8: Data for the agriculture sector 
Energy use in PJ GDP in million $97 Energy intensity in MJ/$97 Sector 
1996 2001 1996 2001 1996 2001 
non-motive 84.6 72.4 13917.0 14114.0 0.006 0.005 
motive 138.3 145.7 13917.0 14114.0 0.010 0.010 
total agriculture 222.9 218.1 13917.0 14114.0   
 
 
Table D. 9: Data for the electricity generation sector 
Energy use in PJ Electricity generated Energy intensity in 
GJ/GWh 
Type of fuel 
1996 2001 1996 2001 1996 2001 
Natural gas 154.8 334.1 17,150.0 33,164.0 9,026.2 10,074.2 
Diesel Fuel Oil, Light 
Fuel Oil and 
Kerosene 
11.1 6.7 1,372.0 877.0 8,090.4 7,639.7 
Heavy Fuel Oil 64.4 139.0 6,481.0 13,671.0 9,936.7 10,167.5 
Coal 929.6 1,167.7 83,981.0 110,197.0 11,069.2 10,596.5 
Hydro 1,267.9 1,187.6 352,183.0 329,881.0 3,600.1 3,600.1 
Nuclear 1,012.0 836.3 87,150.0 72,320.0 11,612.2 11,563.9 
Wood and Other 58.8 69.2 5,598.0 6,588.0 10,503.8 10,503.9 
Petroleum Coke, Still 
Gas, Coke and Coke 
Oven Gas 
3.7 20.1 1,534.0 1,497.0 2,412.0 13,426.9 
 
 
Energy use Electricity generated Energy intensity in 
GJ/GWh 
 1996 2001 1996 2001 1996 2001 
TOTAL Electricity 
Generation 



















APPENDIX E RESULTS OF THE DECOMPOSITION OF THE 
CHANGES IN ENERGY CONSUMPTION 
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