Childhood and graduate school at Ann Arbor Michigan prepared Bill for an interesting and rewarding career in physics. Along the way came Carol and many joint discoveries with our many colleagues to whom we both owe this good life. This summary of Bill's early work prior to their marriage and sabbatical in Japan is Part I, prepared for Bill's 80th Birthday celebration at the University of Sheffield in July 2016.
in Germany in a Jeep, estimating the cost of rebuilding.
Back at home I was fascinated by mathematics, particularly the identity : Stull Professor Steiner used surprise quizzes to keep his class alert. In his thermodynamics course we integrated heat capacity data by counting squares on large-size graph paper.
In my third year at Oberlin I had an automobile accident and missed a semester of school. As a fringe benefit I chose to take Stuart Rice's course in statistical mechanics at but more-sophisticated graphs that have by now been successfully pursued through the tenth virial coefficient for hard disks and hard spheres 1 .
There was a FORTRAN course about three hours long, given all in one evening, enabling me to transition to an IBM 704 from Andy's Olivetti calculator with its paper tape and the Chemistry Department's hand-cranked Marchant calculators. Programming was in the "MAD" language. Michigan's Algorithmic Decoder language honored the magazine fixture Alfred E. Neuman. I also had the good luck to hear George Uhlenbeck's physics lectures on kinetic theory, transcribed to the board from a musty notebook he held at arm's length.
Chemistry students at Michigan typically prepared seminars based on recent Scientific American articles. I was fortunate to read Berni Alder and Tom Wainwright's "Molecular
Motions" article ( see Figure 1 ) Figure 3 .
B. From Durham North Carolina to Livermore California
By the time I left Michigan for a postdoc at Duke I was hooked on computer simulation. outside Canberra.
In 1967 I set out to model the propagation of strong shockwaves in solids, strong enough to cause melting. Although a preliminary account was published 13 the project was never completed due to the unreliability of the magnetic tapes on which the particle coordinates and velocities were stored. Large-scale shockwave simulations were put on hold until around 1980. By that time Klimenko and Dremin had published shockwave profiles 14 for two different shock strengths. Their results are the solid lines in Figure 7 . In 1979 I compared their molecular dynamics simulations of shockwaves to the predictions of Navier-Stokes continuum mechanics 15 . The good agreement at 12 and 27 kilobars set the stage for a large-scale higher-pressure effort at nearly 400 kilobars. The work involved seven of us confronting com-9 puter simulations of transport coefficients with the high-pressure shockwave data 16, 17 . The agreement was semiquantitative. The observed viscosity at 400 kilobars was about thirty percent higher than the low-strainrate Newtonian viscosity. Steady shear experiments predict a decrease rather than an increase. Thus there is still some interesting work to be done in order to understand this difference in the rate dependence. 
Nosé and I went over the new concepts carefully on a bench in front of the Notre Dame cathedral. That informative meeting, together with the stimulation from the workshop that followed led me to spend the next two weeks after the workshop at Philippe Choquard's laboratory in Lausanne. One of his students helped me to make Tektronix plots of harmonic oscillator canonical trajectories, shown in Figure 8 . In the student's words "we make a graphique" ! It was amazing to me that the { q, p, s, ζ } trajectories generated by two entirely different sets of differential equations, one stiff and the other not, were identical.
The original stiff equations were relatively useless. The "scaled" equations with all of the rates multiplied by s , were well-behaved and quite useful in equilibrium canonical-ensemble simulations.
To illustrate, Nosé's original and "scaled" equations of motion for a harmonic oscillator are as follows :
Nosé's four scaled first-order equations can then be simplified, eliminating both p and s to give a second-order coordinate-space "thermostated" equation of motion along with a first-order "feedback" equation for the friction coefficient ζ : Though unconventional it turns out that this same idea actually works in general if one wishes to multiply the rates by an arbitrary function provided that the Hamiltonians are also set equal to zero :
In Lausanne after the Orsay meeting, and with a good understanding of Nosé's work, mechanics have generated many extensions in directions well beyond my understanding.
Oddly enough I haven't since used this scaling trick with any other problem, but it looks like a good one to remember nonetheless.
The microcanonical oscillator is the simplest of problems. It gives a circular phaseplane orbit. Figure 9 illustrates examples of the complexity of the Nosé-Hoover oscillator dynamics in the canonical ensemble. Six percent of the stationary distribution function for the oscillator's phase space ,
is occupied by a connected chaotic sea made up of solutions which separate exponentially fast from one another 22 . The remaining 94% of the distribution is made up of tori surrounding stable periodic orbits. So this oscillator model is far from ergodic.
Several ways of solving the harmonic oscillator problem with an ergodic dynamics were developed over the next thirty years, all of them requiring at least two thermostat variables so as to produce chaos everywhere in the oscillator phase space. An example from 1996 23 is The two friction coefficients ζ and ξ control the two moments p 2 and p 4 , respectively.
The four differential equations have a stationary and ergodic phase-space distribution, Gaussian in all four variables :
Thirty years after the original oscillator work, in the summer of 2015, I was spending a day watering trees at our home in Ruby Valley. I had the idea of applying "weak control"
to the harmonic oscillator, using a single thermostat variable for the simultaneous control of two oscillator moments rather than just one. Successful examples soon followed. One of them, shown in Figure 10 is the "0532 Model" :
Because this model is ergodic By 1987 Bill and another excellent PhD student Bill Moran, had analyzed the isokinetic motion of a point mass falling through a triangular lattice of scatterers. This is the Galton Board 28 , named for the statistician who built one over 100 years ago, to demonstrate the binomial and Gaussian distributions caused by scattering. In between collisions the GaltonBoard equations of motion are ;
The friction coefficient ζ = −Ep y maintains the squared velocity equal to unity, p 2 x + p 2 y ≡ 1 , as the reader can easily verify. The dissipation induced by the friction coefficient ζ allows the moving particle to descend, converting field energy to heat which is extracted by the reservoir. A look at the phase-space cross sections in Figure 12 shows that the dimensionality of the fractal attractor decreases as the field strength is increased from one, to two, to three, to four. In this last case the phase space is separated into tori, describing the stable bouncing of the moving particle between two scatterers in the same horizontal row, as well as the chaotic sea which describes the dissipation associated with the Second Law of Thermodynamics. This problem with its motion on a three-dimensional energy surface in the four-dimensional phase space, was one of the earliest to show the multifractal phase-space distributions characterizing time-reversible deterministic dissipative systems. hand in so many ways that proved crucial to the good life I have enjoyed. His generosity in presenting an inspiring talk at the Sheffield Conference was a very welcome eightieth Birthday gift. I urge those of you who are younger to reflect upon your good fortune in being a part of our progress in understanding the world around us.
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