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SOME OBSTACLES IN CHARACTERISING THE BOUNDEDNESS OF
BI-PARAMETER SINGULAR INTEGRALS
HENRI MARTIKAINEN AND TUOMAS ORPONEN
ABSTRACT. The famous T1 theorem for classical Calderón–Zygmund operators is a char-
acterisation for their boundedness in L2. In the bi-parameter case, on the other hand, the
current T1 theorem is merely a collection of sufficient conditions. This difference in mind,
we study a particular dyadic bi-parameter singular integral operator, namely the full mixed
bi-parameter paraproduct P , which is precisely the operator responsible for the outstanding
problems in the bi-parameter theory. We make several remarks about P , the common
theme of which is to demonstrate the delicacy of the problem of finding a completely
satisfactory product T1 theorem. For example, P need not be unconditionally bounded
if it is conditionally bounded – a major difference compared to the corresponding one-
parameter model operators. Moreover, currently the theory even lacks a characterisation
for the potentially easier unconditional boundedness. The product BMO condition is suf-
ficient, but far fromnecessary: we show by example that unconditional boundedness does
not even imply the weaker rectangular BMO condition.
1. INTRODUCTION
Our subject concerns bi-parameter Calderón–Zygmund theory, and the limitations
it has compared to the one-parameter case. A standard Calderón–Zygmund operator
T : L2(Rn)→ L2(Rn) can be viewed as an average of dyadic model operators (a result in
this generality proved by Hytönen [5]). Among these dyadic model operators two spe-
cial ones stand out: a dyadic paraproduct and a dual paraproduct associatedwith T1 and
T ∗1 respectively. The rest are just very nice cancellative Haar shifts. The boundedness
of a dyadic paraproduct is equivalent to the symbol belonging to BMO. One way to es-
tablish the boundedness of T is via the boundedness of these model operators. This then
forces the assumption T1, T ∗1 ∈ BMO. But the one-parameter theory is unproblematic
since if T is bounded, then T1 and T ∗1 belong to BMO. Indeed, the classical T1 theorem
is a characterisation for the boundedness. Moreover, for all these one-parameter model
operators boundedness is the same as unconditional boundedness.
Recently, the first named author proved a dyadic representation theorem for product
singular integrals [7]. The representation is more complicated than in the one-parameter
case, but the essential part in regard to the present paper is that the product BMO as-
sumptions are tied to certain full paraproducts. Here "full" refers to the fact that also half
paraproducts, which essentially have a paraproduct part in only one of the parameters,
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appear. They do not concern us here, since they are not tied to the product BMO as-
sumptions. The full bi-parameter paraproducts come in two flavours: the standard one,
and the mixed one (and their duals). The boundedness properties of the former operator
are easy – the boundedness is characterised by the product BMO. The latter one is an
evil twin of the first one: it is a very delicate operator and behind the limitations of the
product T1 theory. We aim to make this point very explicit in this note.
The limitation we refer to is the well-known handicap of the product theory that the
T1 theorem is just a collection of assumptions which guarantee the boundedness, but do
not characterise it. Let us elaborate on this. Following the above one-parameter story,
one way to establish a product T1 is via the boundedness of the dyadic bi-parameter
model operators. The standard paraproducts are tied to the symbols T1 and T ∗1. Like
mentioned, the boundedness of the standard paraproduct is completely characterised by
the product BMO condition. This forces the assumption T1, T ∗1 ∈ BMOprod. Despite
the complicated nature of the product BMO space, this condition is necessary for the
boundedness of T – this uses the famous covering lemma of Journé [8].
The mixed paraproduct (there is also the dual mixed paraproduct) is tied to T1(1),
where T1 is the partial adjoint of T i.e. 〈T (f1⊗g1), f2⊗g2〉 = 〈T1(f2⊗g1), f1⊗g2〉. While T1
is again a bi-parameter singular integral operator, the problem is that the boundedness of
T does not in general imply the boundedness of T1. So the assumption T1(1) ∈ BMOprod
is no longer a necessary condition for the boundedness of T . Nevertheless, this assump-
tion is made and the known fact that the product BMO is a sufficient condition for the
unconditional boundedness of the mixed paraproduct is used. This means that the cur-
rent product T1 theorems are a simultaneous characterisation for the boundedness of T
and T1. One would, of course, prefer to characterise just the boundedness of T alone.
Product BMO is sufficient for the boundedness of the mixed paraproduct, and because
of the unconditional nature of the product BMO condition, it actually implies the uncon-
ditional boundedness. But the gist is, as we will see, that the mixed paraproduct can be
bounded, while being unconditionally unbounded. This implies that a BMO type con-
dition has no chance of characterising the boundedness of the mixed paraproduct. In
fact, it turns out that product BMO is also overkill for unconditional boundedness: we
construct an example showing that even the weaker rectangular BMO condition is not
necessary for the unconditional boundedness of the mixed paraproduct.
For harmonic analysis, singular integrals, and classical function spaces in the product
(or multi-parameter) settingwe refer to theworks of Chang and Fefferman [2], Fefferman
[3] and Fefferman and Stein [4]. As we have mentioned, the natural context for our
results is offered by the boundedness criteria for product singular integrals. The first T1
theorem in the product setting is due to Journé [9]. Then there is the route via dyadic
bi-parameter model operators [7]. These techniques were also extended to prove a non-
homogeneous product T1 jointly with Hytönen [6]. For other related dyadic product
methods and results we refer to the papers of Blasco and Pott [1], Ou [10], Pipher and
Ward [11], and Treil [13].
Let us now explicitly introduce our object of study. It is the dyadic operator defined
by the bilinear form
Pλ(f, g) :=
∑
I,J
λIJ
〈
f, hI ⊗ 1J|J |
〉〈
g,
1I
|I| ⊗ hJ
〉
,
OBSTACLES IN CHARACTERISING THE BOUNDEDNESS OF BI-PARAMETER SINGULAR INTEGRALS 3
where λ = (λIJ) is an arbitrary sequence of reals indexed by dyadic rectangles I × J ,
and hI denotes an L2 normalised Haar function with zero mean. The delicacy of finding
an optimal product T1 theorem is already exhibited by this specific dyadic bi-parameter
singular integral. On the other hand, results about this operator can be transferred to
continuous bi-parameter singular integrals via the representation theorem.
So, we wish to demonstrate that characterising the L2 boundedness – both conditional
and unconditional – of Pλ in terms of the defining sequence (λIJ)IJ alone is hard. A very
special class of paraproducts will already do for this task. Indeed, we build our examples
using space-independent paraproducts i.e. those for which λIJ = λij if (|I|, |J |) = (2−i, 2−j).
For these special paraproducts, we find that the L2 problem is equivalent to the problem
of characterising the ℓ2-boundedness of an arbitrary infinite matrix in terms of its entries
– to which we are not aware of any simple solution. The stated equivalence is the content
of Theorem 1.1 below.
We restrict attention to the notationally simplest case R×R. LetM denote the space of
all infinite matrices indexed by N×N, and let Λ denote the space of all sequences (λIJ)IJ
indexed by the dyadic rectangles I × J ⊂ R× R. Define a mapping L : M→ Λ by
L(A)IJ = 2
−(i+j)/2Aij , if I × J ⊂ [0, 1)2 and (|I|, |J |) = (2−i, 2−j).
For dyadic rectangles I × J 6⊂ [0, 1)2, set L(A)IJ = 0.
1.1. Theorem. The matrix A is bounded on ℓ2
N
, if and only if the operator Pλ = PL(A) induced
by the sequence λIJ = L(A)IJ is bounded on L
2(R2). In fact, ‖A‖2→2 = ‖PL(A)‖2→2.
Note that PL(A) is always space-independent. We list some corollaries.
1.2. Corollary. The problem of characterising the L2-boundedness of a general paraproduct Pλ
in terms of the sequence (λIJ)IJ is at least as difficult as the problem of characterising the ℓ
2-
boundedness of a general matrix A ∈ M in terms of its entries.
Indeed, the general problem is at least as hard as the space-independent special case.
A similar statement holds about characterising the unconditional boudedness of Pλ in
terms of non-negative matrices, simply by virtue of the fact that L takes non-negative
matrices to non-negative sequences. Combining Theorem 1.1 with simple constructions,
we can obtain the main examples:
1.3. Corollary. There exists a sequence (λIJ)IJ , such that ‖Pλ‖2→2 <∞, but ‖P|λ|‖2→2 =∞.
In other words, Pλ is bounded, but not unconditionally bounded.
1.4. Corollary. There exists a non-negative sequence (λIJ)IJ , which is not in product BMO
(in fact, not even rectangular BMO), but nevertheless ‖Pλ‖2→2 < ∞. So, product BMO is not
necessary for the unconditional boundedness of Pλ.
1.5. Example. Let D be the standard dyadic grid in R. Our construction gives us a se-
quence λ = (λIJ)I,J∈D so that T = Pλ : L2(R2) → L2(R2) boundedly but T˜ = P|λ| is
not bounded on L2(R2). Now T1 = Πλ. This is not a bounded operator, since ‖T1‖2 =
‖Πλ‖2 ≈ ‖λ‖BMOprod =∞. This showcases the fact that the boundedness of a bi-parameter
singular integral operator does not, in general, imply the boundedness of its partial ad-
joint. But the implications for some possible generalisations of the current product T1
theorems are far more depressing than this.
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Indeed, if there would be a general product T1 theorem, it would have to be such
that the assumptions one has to make about the numbers 〈T1(1), hI ⊗ hJ〉 are so delicate
that they do not imply the same condition for |〈T1(1), hI ⊗hJ〉|. Notice that we have that
T1 = T ∗1 = T ∗1 (1) = 0 = T˜1 = T˜
∗1 = T˜ ∗1 (1). We also have that 〈T1(1), hI⊗hJ〉 = λIJ and
that T is bounded. But 〈T˜1(1), hI ⊗ hJ〉 = |λIJ | = |〈T1(1), hI ⊗ hJ〉| and T˜ is unbounded.
A possible middle ground would be to impose a condition which characterises the
unconditional boundedness of themixed paraproduct. This condition certainly is not the
product BMO. Moreover, we have shown that a characterisation in terms of the sequence
(λIJ)IJ alone should not be expected. However, unconditionality allows for a reduction
to positive bi-parameter dyadic operators. Therefore, one can try to use (Sawyer type)
testing conditions.
We record a few other results too. For example, in the course of proving Theorem
1.1, we obtain a natural "matrix-based" sufficient condition for the L2-boundedness of
Pλ, which is potentially useful even outside space-independent setting. But this only
gives a general upper bound for ‖Pλ‖2→2, and we will show that in general it is neither
weaker nor stronger than the product BMO. Finally, we demonstrate that ‖Pλ‖2→2 <
∞ still implies some fairly strong conditions on the sequence λIJ . Indeed, some BMO
conditions are allowed because of the fact that while it can be that ‖Pλ‖2→2 < ∞ and
‖P|λ|‖2→2 =∞, the condition ‖Pλ‖2→2 <∞ does imply that ‖Pǫpλ‖2→2 <∞ for product
signs ǫp = (ǫIǫJ).
2. PRELIMINARIES
2.1. The spaces X and X ′. Let D be the standard dyadic grid in the real line R. We
denote a general real sequence indexed by two dyadic cubes I, J ∈ D by λ = (λIJ). In
what follows I and J always stand for cubes from the dyadic grid D. Sometimes we
write R = I × J for a general dyadic rectangle.
Let us define
‖λ‖X := sup
∣∣∣
∑
I,J
λIJ〈gJ 〉I〈uI〉J
∣∣∣,
where the supremum is taken over those function sequences gJ , uI : R → R for which
#{J : gJ 6= 0} <∞,#{I : uI 6= 0} <∞ and∑
J
‖gJ‖22 =
∑
I
‖uI‖22 = 1.
Let us define X := {λ : ‖λ‖X < ∞}. This is our space of conditional boundedness.
Similarly, let
‖λ‖X′ = sup
∑
I,J
|λIJ〈gJ 〉I〈uI〉J |,
andX ′ := {λ : ‖λ‖X′ <∞}. This is our space of unconditional boundedness. One of our
aims is to prove that X 6= X ′. The open mapping theorem is useful in this task, so we
first note thatX and X ′ are complete:
2.1. Lemma. X and X’ are Banach spaces.
Proof. Let us deal just with the spaceX. It is obvious that X is a normed space. Now, let
(λN )N , where λN = (λNIJ), be a Cauchy-sequence in X. For fixed I0, J0 ∈ D the estimate
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|λNI0J0−λMI0J0 | ≤ |I0|1/2|J0|1/2‖λN−λM‖X follows by letting gJ(x) = |I0|−1/21I0(x)1J=J0(J)
and uI(x) = |J0|−1/21J0(x)1I=I0(I). Hence there exists λI0J0 = limN→∞ λNI0J0 . Let λ =
(λIJ). Next, notice that
‖λ− λN‖ ≤ lim sup
M→∞
‖λM − λN‖X → 0,
when N →∞. We conclude λ ∈ X and λN → λ in X. 
2.2. Lemma. To prove thatX ′ 6= X it is enough to construct a sequence (λN )N so that ‖λN‖X′ →
∞, when N →∞, but ‖λN‖X ≤ 1 for all N .
Proof. Notice that ‖λ‖X ≤ ‖λ‖X′ . IfX = X ′ then the openmapping theorem implies that
there is a C < ∞ so that ‖λ‖X′ ≤ C‖λ‖X for all λ. But this is impossible if a sequence
(λN )N like in the statement of the lemma exists. 
2.2. Connection to mixed paraproducts. In this section, we establish the relevance of
the spaces X and X ′ to the boundedness properties of mixed paraproducts. Let hI :=
|I|−1/2(1Il − 1Ir), where Il, Ir ∈ D are the left and right halves of I . That is, hI is an
L2(R) normalised Haar function with zero mean. Let us define the dense collections
A,B ⊂ L2(R2) by
A :=
{
f : ‖f‖2 = 1 and f =
∑
I,J
fIJhI ⊗ hJ with fIJ 6= 0 for only finitely many I
}
and
B :=
{
g : ‖g‖2 = 1 and g =
∑
I,J
gIJhI ⊗ hJ with gIJ 6= 0 for only finitely many J
}
.
We consider bilinear forms Pλ initially defined for f ∈ A and g ∈ B by the formula
Pλ(f, g) :=
∑
I,J
λIJ
〈
f, hI ⊗ 1J|J |
〉〈
g,
1I
|I| ⊗ hJ
〉
.
The summation in the definition of Pλ(f, g) is finite, since
〈
f, hI ⊗ 1J|J |
〉
6= 0 for only
finitely many I and
〈
g, 1I|I| ⊗ hJ
〉
6= 0 for only finitely many J .
2.3. Lemma. A sequence (gJ ) ∈ ℓ2(L2(R)) is such that #{J : gJ 6= 0} <∞ and
∑
J ‖gJ‖22 =
1 if and only if there exists a g ∈ B such that for each J we have gJ = 〈g, hJ 〉2, where
〈g, hJ 〉2(x) =
´
R
g(x, y)hJ (y) dy.
Proof. Given a sequence (gJ ) one defines g by setting g =
∑
J gJ ⊗ hJ . Then g ∈ B and
gJ = 〈g, hJ 〉2 for every J . The converse direction is clear. 
Now notice that
‖Pλ‖2→2 := sup
f∈A
g∈B
|Pλ(f, g)| = sup
f∈A
g∈B
∣∣∣
∑
I,J
λIJ〈〈g, hJ 〉2〉I〈〈f, hI〉1〉J
∣∣∣ = ‖λ‖X .
Let then ǫ = (ǫIJ), where ǫIJ = ±1, and define ǫλ = (ǫIJλIJ). We have that
sup
ǫ
‖Pǫλ‖2→2 = sup
ǫ
‖ǫλ‖X = ‖λ‖X′ .
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3. MAIN ESTIMATES AND EXAMPLES
Aswe have seen, for a given sequence λ, the L2(R2)×L2(R2)→ R boundedness of the
bilinear form Pλ is characterised by theX-norm of λ i.e. the ℓ2D(L
2(R))× ℓ2D(L2(R))→ R
boundedness of the bilinear form
Γλ((uI), (gJ )) :=
∑
I,J
λIJ〈gJ 〉I〈uI〉J .
We now introduce an operatorMλ, associated to the sequence λ as follows. For x, y ∈ R,
consider the infinite matrixMλ(x, y) with the entries
M ijλ (x, y) := 2
(i+j)/2λIi(x)Jj(y), i, j ∈ Z,
where Ii(x) and Jj(y) are the unique dyadic intervals of lengths 2−i and 2−j containing x
and y, respectively. If a = (ai)i∈Z is a sequence of functions R2 → R, one may (formally)
obtain another such sequence of functions ((Mλa)j)j∈Z by considering the pointwise ma-
trix product
(Mλa)j(x, y) :=
∑
i∈Z
M ijλ (x, y)ai(x, y).
We now demonstrate a connection between the ℓ2D(L
2(R)) × ℓ2D(L2(R)) → R bound-
edness of Γλ and the ℓ2Z(L
2(R2)) → ℓ2
Z
(L2(R2)) boundedness of Mλ. Let Di denote the
dyadic intervals of length 2−i. Then, we have that
|Γλ((uI), (gJ ))| =
∣∣∣
¨ ∑
I,J
λIJ
|I||J |gJ (x)1I(x)uI(y)1J (y) dx dy
∣∣∣
=
∣∣∣
¨ ∑
i,j∈Z
2i+j
∑
I×J∈Di×Dj
λIJgJ (x)1I(x)uI(y)1J (y) dx dy
∣∣∣
=
∣∣∣
¨ ∑
i,j∈Z
M ijλ (x, y)[2
i/2uIi(x)(y)][2
j/2gJj(y)(x)] dx dy
∣∣∣
= |〈Mλa, b〉ℓ2
Z
(L2(R2))|,
where a = (ai), b = (bj) are given by
ai(x, y) = 2
i/2uIi(x)(y) and bj(x, y) = 2
j/2gJj(y)(x).
There holds that
‖a‖ℓ2
Z
(L2(R2)) = ‖(uI)‖ℓ2
D
(L2(R)) and ‖b‖ℓ2
Z
(L2(R2)) = ‖(gJ )‖ℓ2
D
(L2(R)).
This proves the following proposition:
3.1. Proposition (TheMλ condition). For any sequence λ = (λIJ), we have that
(3.2) ‖λ‖X ≤ ‖Mλ‖ℓ2
Z
(L2(R2))→ℓ2
Z
(L2(R2)) =: ‖Mλ‖.
In general, the condition ‖Mλ‖ <∞ is sufficient but not necessary for the boundedness
of Pλ – we will demonstrate this by an example later. However, when specialising to
space-independent paraproducts we have the equality of Theorem 1.1.
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Proof of Theorem 1.1. Let a matrix A ∈ M be given. We have ‖PL(A)‖2→2 = ‖L(A)‖X ≤
‖ML(A)‖ ≤ ‖A‖. The last inequality follows from ML(A)(x, y) = A for (x, y) ∈ [0, 1)2.
Conversely, given two sequences of numbers (ai)i∈N and (bj)j∈N we have that
∣∣∣
∑
i,j∈N
Aijaibj
∣∣∣ =
∣∣∣
∑
i,j∈N
Aijaibj2
−(i+j)
∑
I×J∈Di×Dj
I×J⊂[0,1)2
1
∣∣∣
=
∣∣∣
∑
i,j∈N
∑
I×J∈Di×Dj
I×J⊂[0,1)2
L(A)IJ2
−j/2bj2
−i/2ai
∣∣∣ =
∣∣∣
∑
I,J
L(A)IJ〈gJ 〉I〈uI〉J
∣∣∣
for gJ = 2−j/2bj1[0,1), if |J | = 2−j , j ∈ N, and uI = 2−i/2ai1[0,1), if |I| = 2−i, i ∈ N. Noting
that e.g. ‖(bj)‖ℓ2
N
= ‖(gJ )‖ℓ2
D
(L2(R)) we see that ‖A‖ ≤ ‖L(A)‖X = ‖PL(A)‖2→2. So we
conclude that ‖A‖ = ‖PL(A)‖2→2. 
Next, we record the proofs of our main examples i.e. the proofs of Corollaries 1.3 and
1.4. We start from the latter since it is simpler.
Proof of Corollary 1.4. We recall that
‖λ‖BMOrec := sup
I0×J0∈D×D
( 1
|I0 × J0|
∑
I,J : I×J⊂I0×J0
|λIJ |2
)1/2
.
Define the non-negative sequence λIJ = |I|1/2|J |1/2, if |I| = |J | and I × J ⊂ [0, 1)2.
Otherwise set λIJ = 0. Then, there holds that
‖λ‖2BMOrect ≥
∑
I×J⊂[0,1)2
λ2IJ =
∑
I⊂[0,1)
∑
J :|J |=|I|
|I||J | =
∑
I⊂[0,1)
|I| =∞.
However, now L(Id) = λ, where Id is the identity matrix. Also using the fact that the
numbers λIJ are non-negative, we infer that ‖λ‖X′ = ‖λ‖X = ‖ Id ‖ = 1. Therefore, Pλ is
unconditionally bounded but λ does not belong to the product BMO. 
Proof of Corollary 1.3. Let us fix N = 2m − 1 for some m ∈ N. We shall consider certain
specific signs ǫij = ±1, i, j ∈ {0, 1, . . . , N}, known as the Fourier basis in the area of
Fourier analysis on the discrete unit cube. Let us explain what these are. They are signs
for which the vectors vi = (ǫij)Nj=0 ∈ RN+1, i = 0, 1, . . . , N , satisfy the orthogonality
relation vi · vi′ = (N + 1)δii′ . Given these signs we may define λN = L(AN ), where
AijN = (N + 1)
−1/2ǫij for i, j ∈ {0, 1, . . . , N} and AijN = 0 otherwise. Now ‖λN‖X′ =
‖|λN |‖X ≥ (N +1)1/2 but ‖λN‖X ≤ 1 by Theorem 1.1. The proof is finished by appealing
to Lemma 2.2.
We still note that should the reader not be familiar with the Fourier basis, one does
not really need to use these specific signs. Indeed, a basic theorem from random matrix
theory implies that with independent choice of signs ±1 the norm of the corresponding
(N + 1) × (N + 1)-matrix is approximately √N + 1 with high probability (for all large
N ). For example, see Corollary 2.3.5 of Tao’s book [12]. 
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4. ADDITIONAL REMARKS AND EXAMPLES
4.1. The Mλ condition and product BMO. We study the connection of the Mλ condi-
tion with the classical product BMO condition, which is known to be sufficient even for
unconditional boundedness of Pλ. We start by giving a short proof of this fact. Recall
that
‖λ‖BMOprod := sup
Ω
( 1
|Ω|
∑
I,J : I×J⊂Ω
|λIJ |2
)1/2
,
where the supremum is taken over those sets Ω ⊂ R2 such that |Ω| < ∞ and such that
for every x ∈ Ω there exists I, J so that x ∈ I × J ⊂ Ω.
4.1. Proposition. There holds that
‖λ‖X′ . ‖λ‖BMOprod .
Proof. Consider another sequence A = (AIJ). We will show that
(4.2)
∑
I,J
|λIJ ||AIJ | . ‖λ‖BMOprod‖sA‖1, sA :=
(∑
I,J
|AIJ |2 1I×J|I × J |
)1/2
.
Indeed, let Uk := {sA > 2k}, Vk := {M1Uk > 1/2} and Rk := {R = I × J : |R ∩ Uk| >
|R|/2}. Here M is the (dyadic) strong maximal function in R2. We make a sequence of
useful observations. Notice first that
⋃
R∈Rk
R ⊂ Vk. If R 6∈
⋃
k∈ZRk, then |R ∩ {sA =
0}| ≥ |R|/2. Therefore, we have that
∑
R:R6∈
⋃
k∈ZRk
|AR|2 ≤ 2
ˆ
{sA=0}
s2A = 0.
So if AR 6= 0 then R ∈
⋃
k∈ZRk. If R ∈
⋂
k∈ZRk, then 0 = |R ∩ {sA = ∞}| ≥ |R|/2 (we
may assume ‖sA‖1 <∞) – but this is absurd.
We may thus rearrange the summation and then estimate as follows:
∑
R=I×J
|λR||AR| =
∑
k∈Z
∑
R:R∈Rk\Rk+1
|λR||AR|
≤
∑
k∈Z
( ∑
R:R⊂Vk
|λR|2
)1/2(
2
ˆ
Vk\Uk+1
s2A
)1/2
. ‖λ‖BMOprod
∑
k∈Z
2k|Vk| . ‖λ‖BMOprod
∑
k∈Z
2k|Uk| ≈ ‖λ‖BMOprod‖sA‖1.
We have proved (4.2). Let us then specify AIJ := 〈gJ 〉I〈uI〉J . LetMD denote the dyadic
maximal function in R. With this choice we have that
sA ≤
(∑
J
[MD(gJ )]
2 ⊗ 1J|J |
)1/2(∑
I
1I
|I| ⊗ [MD(uI)]
2
)1/2
,
and therefore
‖sA‖1 ≤
(∑
J
‖MD(gJ )‖22
)1/2(∑
I
‖MD(uI)‖22
)1/2
.
(∑
J
‖gJ‖22
)1/2(∑
I
‖uI‖22
)1/2
.

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The example below portraits a sequence (λIJ)IJ , which is in product BMO but fails to
satisfy the Mλ condition. In light of the previous proposition, this implies that the Mλ
condition is not necessary for the (conditional or unconditional) boundedness of Pλ.
4.3. Example. Define
λ[0,1]×[0,2−j ] := 2
−j/2, j ∈ N,
and λI×J = 0, if I × J is not of the form [0, 1]× [0, 2−j ]. Then the product BMO condition
is satisfied: indeed, if Ω ⊂ R2 is an open set, and [0, 1]× [0, 2−k] is the largest rectangle of
the form [0, 1] × [0, 2−j ] contained in Ω, then∑
R⊂Ω
λ2R . λ
2
[0,1]×[0,2−k] = 2
−k = [0, 1] × [0, 2−k] ≤ |Ω|.
On the other hand, ‖Mλ‖ = ∞. To see this, we pick a sequence of functions a =
(ai)i∈Z : R
2 → R such that ai ≡ 0 for i 6= 0, and, say,
a0(x, y) =
1[0,1]2(x, y)√
|y| · (1− ln |y|) .
Then, we have that
‖Mλa‖2ℓ2
Z
(L2) =
¨ ∑
j∈Z
(∑
i∈Z
2(i+j)/2λIi(x)Jj(y)ai(x, y)
)2
dx dy
=
¨ ∞∑
j=0
(
2j/2λ[0,1]×Jj(y)a0(x, y)
)2
dx dy
=
ˆ 1
0
∞∑
j=0
2jλ2[0,1]×Jj(y)
1
y · (1− ln y)2dy =:
ˆ 1
0
c(y) dy
y · (1− ln y)2 .
For y ∈ [0, 1), the quantity c(y) counts the number of rectangles [0, 1]× [0, 2−j ] containing
y, so that c(y) ∼ 1− ln y. Consequently,
‖Mλa‖2ℓ2
Z
(L2) ∼
ˆ 1
0
dy
y · (1− ln y) =∞,
even though ‖a‖ℓ2
Z
(L2) = ‖a0‖2 <∞.
4.2. Necessary conditions for boundedness. So far, we have only seen examples of con-
ditions, which the L2 boundedness of Pλ does not imply. Let us balance the scales a bit
by recording that ‖Pλ‖2→2 <∞ is still a fairly strong requirement for the sequence λ.
4.4. Proposition. The following BMO condition holds
(4.5) sup
I0∈D
sup
J0∈D
( 1
|I0||J0|
∑
J⊂J0
λ2I0J
)1/2
≤ ‖λ‖X .
The symmetric condition also holds.
Proof. Simply choosing uI(x) = 1J0(x)1I=I0(I) and gJ (x) = λI0J1I0(x)1J⊂J0(J) we see
that ∑
J⊂J0
λ2I0J =
∑
I,J
λIJ〈gJ 〉I〈uI〉J ≤ ‖λ‖X
( ∑
J⊂J0
|I0|λ2I0J
)1/2
|J0|1/2.
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The finiteness of the left hand side of (4.5) is characterised by the (unconditional) in-
equality: ∑
I,J
|λIJ〈gJ 〉I〈uI〉J | .
(∑
J
‖gJ‖22
)1/2(∑
I
‖uI‖2
)
.
To see the sufficiency of (4.5), first apply Cauchy-Schwarz in the J-summation and then
estimate the remaining expressions by the Carleson embedding theorem. In conclusion,
the assumption ‖Pλ‖2→2 <∞ is not strong enough to imply that the bilinear form Γλ (as
in Section 3) is unconditionally bounded ℓ2(L2)× ℓ2(L2)→ R, but it is strong enough to
imply that Γλ is unconditionally bounded ℓ1(L2)× ℓ2(L2)→ R and ℓ2(L2)× ℓ1(L2)→ R.
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