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The exchange interaction is investigated theoretically for electrons confined to a 2-D sample
placed in a linearly varying magnetic field perpendicular to the plane. Unusual and interesting
behavior is predicted: starting from zero, as one adds electrons to the system, its size will increase
continuously but then collapse. However this collapse will be reversed as the number crosses
another critical value, which we estimate here. For electron parameters typical for 2DEG’s, the
instability could be observable at sufficiently low electron densities. A Hartree Fock equation is
derived. We also show that in an appropriate asymptotic limit this leads to an approximately
local potential. One key lesson is that the exchange interaction is large and cannot be reasonably
excluded from any valid theoretical investigation.
A. Introduction
Cooperative effects in many body systems have been
investigated since the early days of quantum mechanics
with mean field theory being a critical and often highly
successful tool in the investigation of atomic, molecu-
lar, and nuclear structure [1]. The “Fermi hole” coming
from repulsion of identical fermions with the same spin
enables one to tackle a system that would otherwise be
intractable. A direct consequence is the exchange force
which is critically important in determining many body
properties. While many systems have been investigated
in mean field theory, the particular system to be dis-
cussed below has not. The present work is a first attempt
to uncover the behavior of this particular many body sys-
tem teetering at the edge of instability. As such it adds
to the stock of existing systems that are at least partially
solvable
Considered here is a two dimensional electron gas (2-
DEG) such as created by using a GaAs/GaAlAs het-
erostructure. It is subjected to a perpendicular magnetic
field whose strength varies linearly from one edge to the
other. Muller [2] carried out the first calculation of free
electrons with levels filled up to ∼ 14 meV and excitation
levels n & 30. The sample boundary promotes electrons
to the next level. In contrast there will be no sample edge
in what consider here. As such it is a far simpler, cleaner
system. Using qualitative reasoning Muller also pointed
out that the classical electron trajectory is snake-like and
weaves around the Bz = 0 line. Other authors (including
the present author) [3][4][5][6][7] followed up with various
other calculations but none included the exchange force.
As it turns out, the omission is crucial; exchange effects
are so large that calculations not including them might
need to be reassessed or redone. Why they were omitted
is obvious: calculating the exchange energy for electrons
in a uniform magnetic field is tedious but can still can be
found in textbooks such as ref[8]. A similar calculation
for the non-uniform case under consideration here seems
dauntingly complicated and seems not to have been ad-
dressed in the literature. Any insight into the role of
exchange for this particular system would therefore be of
interest.
Consider the following gedanken experiment on a rect-
angular surface in the x− y plane along which electrons
can move with a long mean path between collisions. The
sample is placed in a z-directed B field, ~B = B′y eˆz.
Starting from zero, electrons are added one by one by, for
example, changing the gate voltage. The Pauli restric-
tion forces electrons to higher k states leading to a phys-
ical expansion. If spin is excluded, electrons move in a
symmetric potential double well. But if spin is included,
the symmetry is broken although not by very much be-
cause of the smallness of the in-medium g-factor. Of
course, time-reversal invariance is always broken because
of the presence of the external B-field and so, placing
the x-axis along the Bz = 0 line, electrons moving ver-
tically up/down will experience different forces. If one
kept adding electrons indefinitely, eventually the system
would expand to the horizontal size of the sample Ly.
Before that happens, the system is self-bound and free of
boundary effects. The exact relation of size to N can be
easily derived (see Eq.64 below) if the Coulomb interac-
tion between electrons is turned off.
Now imagine turning on the interaction. In the mean-
field approximation the many-body wavefunction is still
a Slater determinant but now the orbitals must be de-
termined self-consistently, and then placed to lie below
the Fermi level. As in the usual electron gas calculations
there is now a direct term as well as an exchange term.
The direct term in electron gas calculations is normally
assumed to be canceled by electrons in the substrate be-
low. The same shall be assumed here.
One might expect that, except for the system size
continuously increasing in the y-direction, there will be
only steady but no dramatic change as one increases N .
But, as argued here, there is an unexpected development.
Briefly: with the direct repulsive term taken care of by
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2the substrate electrons, the remaining exchange interac-
tion is attractive and so seeks to inhibit further expan-
sion. Depending on the size of in-medium constants, it
can induce instability and ultimately cause the system to
collapse. In the asymptotically valid analysis performed
in this paper it is not possible to determine the critical
density; for this the Hartee-Fock equation derived below,
together with a constraint to be explicated, will have
to be numerically solved. Surprisingly, as one adds still
more electrons, the collapsed system is eventually forced
to resume its outward expansion. The asymptotic analy-
sis provided here does say, at least approximately, what
this second critical density will be. As such it provides
insight into the behavior of a complex system revealing a
somewhat unexpected dependence of the critical density
upon the sample vertical length Lx. It also shows inde-
pendence from the strength of the Zeeman coupling pro-
vided it is not zero. The expected behavior is displayed,
albeit only schematically, in Fig.1. Only a full solution of
N
FIG. 1. Schematic predicted behaviour of system size in the
direction perpendicular to the Bz = 0 line as a function of
electron number. In the asymptotic analysis done here, an
estimate for the second critical electron density can be done
but the first requires calculation in a different domain.
the Hartree-Fock equations can reveal the true behavior
but this must be deferred to some future time.
I. PRELIMINARIES
The starting point is the 2-D Schro¨dinger equation
describing free electrons confined within a rectangular
(Lx, Ly) sample. A zˆ-directed magnetic field increases
linearly with y, ~B(y) = (0, 0, yB′). The origin of coordi-
nates is taken at the sample’s centre. With the inclusion
of a Zeeman term the Hamiltonian is,
H =
1
2m
(
p− e
c
A
)2
− ~µ · ~B. (1)
The gauge potential is chosen to be independent of x,
A =− xˆ1
2
y2B′. (2)
Since the Hamiltonian is invariant under translations
of x, we have a plane wave solution, ψk(x, y) =
1√
Lx
e−ikxxϕkx(y). The quantity kx is the eigenvalue of
pˆx =
}
i
∂
∂x . Of course, pˆx is not the canonical momen-
tum operator and so kx is not the physical momentum.
Translational invariance in x allows imposition of peri-
odic boundary conditions ψ(x + Lx, y) = ψ(x, y). The
sum over kx is converted to an integral in the usual way,
N =
∑
kx
−→ Lx
2pi
∫ kU
kL
dkx =
Lx
2pi
(kU − kL) (3)
Given relevant fundamental physical constants at this
scale, together with the magnetic field gradient, a little
experimentation leads to a unique definition of a length
scale for the system,
LM =
(
2}c
eB′
)1/3
. (4)
It is useful to define the dimensionless distance η = y/LM
and wavenumber κ = kxLM in terms of which,
N =
1
2pi
Lx
LM
σ, σ = κU − κL. (5)
The potential to be inserted into the Schrodinger equa-
tion is slightly asymmetric for electrons with spins par-
allel or antiparallel to the field,
V (η, κ) =
1
2
(η2 − κ)2 ∓ λ
2
η . (6)
The sign of κ is crucial for determining the behavior of
the eigenfunctions. For κ > 0 there are minima of the
potential located at η = ±α. On the other hand, for
κ < 0 the two minima coalesce at η = 0. In both cases,
for very large η there is a quartic confining potential. For
a typical gradient of 1 Gauss per A˚, LM ≈ 1096 A˚ that
is attained in physical situations, and taking the effective
electron mass m∗ ≈ 0.068me, the energy scale is set by
ε0,
ε0 =
}2
m∗L2M
≈ 93.25× 10−6eV. (7)
With the in-medium electron g-factor, the dimensionless
Zeeman coupling constant λ is,
λ = g∗
m∗
m
≈ 0.0272. (8)
The Zeeman term is negligible for most purposes. But
the symmetry of the double-well potential is broken in the
presence of spin; only the slightest push suffices to send
electrons over to one side or the other. One can readily
work out the asymptotic wavefunction after expanding
around the right well bottom for spins aligned along B,
ϕα = N exp
[
−α
√
1− 3λ
4α3
(
η − α+ λ
4α2
)2]
. (9)
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FIG. 2. Rapid approach to asymptotia. Exact (numerical) so-
lutions of the one-body equation with quartic term included.
Convergence to asymptotic solution is achieved after only 2-3
magnetic lengths. Note also the strong influence which even
the tiny Zeeman term exerts; without it the ground state
wavefunction would be symmetrical at large α.
For purposes of analysis we separate three crucial re-
gions of kx-space: the “snake-pit” S at the centre, and
left/right asymptotia,
κa < L < κb, κb < S < κB , κB < R < κA . (10)
S extends roughly 2-3 magnetic length units on either
side. The classical orbits inside S are open but they close
in some complicated way as one moves outward towards
R. For large κA, they tend towards becoming circles
because the B field varies less and less over the size of
the orbit as compared to the value at the center. Quan-
tum mechanically they eventually become n = 0 Landau
states. Fig.2 displays a numerical diagonalization of the
Hamiltonian with the potential Eq.6. It shows that the
approach to right asymptotia is extremely fast. With
λ = 0, ϕκ(η) would be perfectly symmetric. Notwith-
standing the tiny asymmetry of the double well potential
(because of the smallness of λ in Eq.8), we see that al-
most the entire wavefunction has moved to the right for
κ = 4, i.e. α = 2. For κ << 0, the situation is still
simpler for the lowest quantum state. From being only
approximately Gaussian at κ = 0, it becomes nearly per-
fect Gaussian as κ moves further to the left. We see that
turbulence is confined to S. Fortunately for the asymp-
totic analysis to be presented below, its contribution will
be negligible for large N .
II. EXCHANGE INTERACTION
The starting point is the expression for the exchange
energy,
Eex = − e
2
2εD
∫
d2rd2r′
ρ(r, r′)ρ(r′, r)
|r− r′| , (11)
where,
ρ(r, r′) =
∑
kx
ψ∗kx(r)ψkx(r
′) (12)
=
1
2pi
∫ kU
kL
dkxe
ikx(x−x′)ρkx(y,y
′). (13)
The electron density is invariant in the xˆ direction and
so requires finite integration limits but in the yˆ direc-
tion it tails off exponentially before reaching the sample
edges. With integration regions explicitly indicated, the
exchange integral becomes,
Eex = − e
2
2εD
∫
d2rd2r′
ρ(r, r′)ρ(r′, r)√
(x−x′)2 + (y−y′)2 (14)
= − e
2
2εD
∫ 1
2Lx
− 12Lx
dxdx′
∫ ∞
−∞
dydy′
× e
i(k−k′)(x−x′)√
(x−x′)2 + (y−y′)2 ρkx(y,y
′)ρkx(y
′,y).(15)
Expressing energy in units of }
2
m∗L2M
and converting to
dimensionless variables, the energy functional becomes,
E [ϕ∗κ, ϕκ] =
∫ κU
κL
dκ
∫ ∞
−∞
dηϕ∗κ
(
−1
2
d2
dη2
+ V
)
ϕκ
−µ
∫ κU
κL
dκdκ′
∫ lx/2
−lx/2
dξdξ′
∫ ∞
−∞
dηdη′
×ρκ(η,η′)ρκ′(η′,η) e
i(κ−κ′)(ξ−ξ′)√
(ξ−ξ′)2 + (η−η′)2 ,(16)
where the sample’s length (in units of magnetic length)
is lx and µ is the exchange coupling,
µ =
e2m∗
8pi2εD}2
LM =
1
8pi2
LM
a∗B
, (17)
with a∗B = εD}2/e2m∗ being the in-medium Bohr radius.
For the typical values discussed above, µ ≈ 0.137. To
get the equation of motion, Eq.16 must be minimized
with respect to ϕ∗κ(η). Adding in a Lagrange multiplier
constraint to keep ϕ normalized gives the equation of
motion,(
−1
2
d2
dη2
+ V (η)− λ
2
η
)
ϕ =
∫ κU
κL
dκ′
∫ ∞
−∞
dη′
×
∫ lx/2
−lx/2
dξdξ′
ei(κ−κ
′)(ξ−ξ′)√
(ξ−ξ′)2 + (η−η′)2 ρκ
′(η′,η)ϕκ(η′)
= εHFϕκ(η).(18)
The integration limits must be determined separately.
For this we must keep fixed the electron number while
minimizing the total energy function which takes the
generic form,
E [ϕ∗κ, ϕκ] =
∫ κ2
κ1
ε(κ)dκ− µ
∫ κ2
κ1
∫ κ2
κ1
dκdκ′g(κ, κ′).
(19)
4Using a Lagrange multiplier to enforce the number con-
straint κ2 − κ1 = σ gives the additional condition,
ε(κ2)−ε(κ1)−2µ
∫ κ2
κ1
dκ [g(κ2, κ)− g(κ1, κ)] = 0. (20)
This is an infinite set of coupled non-linear integrodiffer-
ential equations that must be brought into some tractable
form. To solve this numerically - by iteration of course -
a basis set of functions will be needed, the choice of which
will be quite crucial. One clearly needs to develop intu-
ition if the system is to be solved numerically. The goal
here is to explore whether some analytical results can be
derived and used to illuminate these fairly opaque equa-
tions.
III. EFFECTIVE POTENTIAL
For systems that can be presumed to be infinite, trans-
lational invariance can make calculation of fermion ex-
change effects tractable because the simplicity of the
single particle wavefunctions is maintained even in the
presence of two-body interactions. Hence, upon making
a suitable gauge choice, first order exchange corrections
can be calculated for electron Landau levels in a uniform
magnetic field. But in the system under consideration
here, no translational invariance exists perpendicular to
the axis of zero B. Hence if one starts from a solution of
the single particle Schrodinger equation where the force
experienced by an electron owes entirely to the external
magnetic field, one expects that turning on the Coulomb
interaction between electrons would drastically change
the single particle wavefunctions. This would be espe-
cially true in a system where the Coulomb exchange en-
ergy can be many times larger than the energy originat-
ing from kinetic and confining terms in the single particle
Hamiltonian, as indeed does happen for the system un-
der consideration. It was therefore interesting to see the
emergence of simplicity in an asymptotic limit.
First consider large positive κ = α2, i.e. far to the
right of the snake pit and electrons in the range αB <
α < αA. Interactions with electrons with the S and
L regions are excluded; they are in fact exponentially
suppressed. For spins aligned along the magnetic field
the equation determining ϕα is,(
−1
2
d2
dη2
+ V
)
ϕα(η)
= 4µ
∫ αA
αB
α′
α
dα′
∫ ∞
−∞
dη′
∫ lx/2
−lx/2
dξdξ′
×ρα′(η′,η)ϕα(η′) e
i(α2−α2′)(ξ−ξ′)√
(ξ−ξ′)2 + (η−η′)2 . (21)
In principle every electron between αB and αA interacts
with every other one, a manifestation of the non-local in-
teraction of the exchange force. However, in the α→∞ a
series of approximations reduces the above to a relatively
simple local form. Qualitatively there are two reasons for
this. First, at large α (in the absence of exchange), the
free wavefunctions are narrowly peaked Gaussians. Thus
an electron located at α will have exponentially small
overlap with another at α′ unless the two points are close
to each other. Hence what is non-local can hopefully be
modeled with a local potential that emerges naturally
from Eq.21 in some approximate way. Second, the ex-
change interaction in 2-D is attractive and peaks strongly
at α = α′ thus encouraging electrons to come closer to
each other. These qualitative considerations will be made
quantitative below.
As a first step, expand the potential about the well
bottom located to the right at α − λ/8α2+ O(λ2). The
smallness of λ means the well bottom can be safely as-
sumed to be at α for large positive α. After changing
variables to w,
w =
√
α(η − α), β = α− α′. (22)
Eq.21 can be reexpressed as,(
−1
2
d2
dw2
+ 2w2 − εHF
)
ϕα(w)
= µ
∫ α−αB
α−αA
dβhα(β)ϕα−β(w), (23)
where,
hα(β) = 4
α′
α
∫ lx/2
−lx/2
dξdξ′
∫ ∞
−∞
dη′
×ϕ
∗
α′(η
′)ϕα(η′)ei(α
2−α2′)(ξ−ξ′)√
(ξ−ξ′)2 + (η−η′)2
= 8
α′
α
∫ lx
0
dt
∫ t
0
ds
∫ ∞
−∞
du
×ϕ
∗
α−β(η
′)ϕα(η′)√
s2 + u2
ei(2α−β)βs (24)
In going from Eq.23 to Eq.24, new variables t, s, u have
been defined,
ξ = t+
1
2
s, ξ′ = t− 1
2
s, η −η′ = u. (25)
and the change in the shape of the (ξ, ξ′) integration
plane has been included.∫ lx/2
−lx/2
dξdξ′f(|ξ − ξ′|)→ 2
∫ lx
0
dt
∫ t
0
dsf(|s|). (26)
The integral over η′or, equivalently over u, can be ex-
tended to infinity if the electrons are assumed to form a
self-binding system and ϕ(±∞) = 0. However, because
of translational invariance, one cannot assume the same
here in x. This will, as we shall see, has profound conse-
quences.
At this point we shall assume that the integrand in
Eq.24 is significant only when β << α, i.e. two narrowly
5peaked wavefunctions must nearly coincide to give a non-
zero contribution. This will lead to consistent results that
can be verified after the calculation is performed. As a
first guess we use the lowest order solution of the free
µ = 0 equation which, at leading order, yields for the
product of two wavefunctions,
ϕ
(0)
α−β(η
′)ϕ(0)α (η
′) =
√
2α
pi
e−
1
2αβ
2
e
−2α
(
u+ w√
α
− 12β
)2
. (27)
The integrals in Eq.24 cannot be done exactly. Since α
is a large parameter one can take recourse to the method
of stationary phase, followed by steepest descent. Trans-
forming to polar coordinates,
u = ρ cos θ, s = ρ sin θ, (28)
with 0 < θ < 2pi and 0 < t|sin θ| < ρ <∞ gives,
hα(β) = 8
∫ lx
0
dt
∫ t
0
ds
∫ ∞
−∞
du
×ϕ
(0)∗
α−β(η
′)ϕ(0)α (η′)√
s2 + u2
ei(2α−β)βs (29)
= 4
√
2αe−
1
2αβ
2
∫ lx
0
dt
∫ t
0
dρdθ
×e−2α
(
ρ cos θ+ w√
α
− 12β
)2
ei2αβρ sin θ (30)
= 32
√
2pie−w
2
e
−α
(
β− w√
α
)2
×
∫ lx
0
dt
∫ t
0
dρ
sin(2αβρ+ pi/4)√
βρ
. (31)
In going from Eq.29 to Eq.30 just the leading term
have been kept, and in going from Eq.30 to Eq.31 it
was recognized that the phase becomes stationary at
θ = pi/2, 3pi/2. Anticipating that β will also be inte-
grated upon later, and noting the smooth behavior of
the remaining integrals, we can further simplify hα(β)
by replacing β → w/√α in the integrand,
hα(β) = 32
√
2αpi
e−w
2√|w|e−α
(
β− w√
α
)2
×
∫ lx
0
dt
∫ t
−t
dρ
sin(2αβρ+ pi/4)√
βρ
. (32)
The last two integrals can be performed exactly in terms
of Fresnel integrals C(
√
αlxw) and S(
√
αlxw) but the re-
sults are not illuminating and will not be displayed here.
Two limiting cases suffice to make the point below,
We can insert Eq.31 into Eq.23 and keep just the first
term in the expansion about β = 0. The remaining inte-
gral is trivially done and we see the promised result, an
approximate effective potential determining ϕα,(
−1
2
d2
dw2
+ 2w2 + V(w)
)
ϕα = εHFϕα, (33)
where the limiting cases for V(w) can easily be worked
out,
V(w) =

− 32pi2√
α
lx
e−w
2
|w| |w| >> 1√αlx
− 1283
√
2pi3
α1/4
l
3/2
x
×(1 + 25
√
αwlx − 635αw2l2x)
|w| << 1√
αlx
.
(34)
Observe that: a)V(w) has a much shorter range relative
to 2w2and so electrons confined by the potential well
produced by the magnetic field is unaffected at longer
distances, b)V(w) is attractive and has the effect of fur-
ther narrowing the wavefunction, c)V(w)→ 0 as α→∞
and so the exchange interaction vanishes asymptotically,
d)V(w) depends on lx, i.e. the length of the sample in the
x direction as measured in magnetic length units. This
last point is somewhat surprising. We have argued for
near locality in y but linear dependence upon lx shows
strong non-locality in x. Electrons at different x posi-
tions are definitely communicating much more with each
other than with those which are located perpendicular to
the B = 0 line. At one level this can be understood from
the x-independence of the electron density which follows
from translational invariance.
As a qualitative confirmation, one can insert a trial
Gaussian ψ = Ne−cw
2
with c a variational parameter into
the first order perturbation energy,
ε(c) =
∫ ∞
−∞
(
1
2
ψ′2 + ψ(2w2 + V)ψ
)
dw. (35)
Unfortunately the integrations are analytically too com-
plex to be useful, but for typical parameter values nu-
merical integration can be readily done. The essential
point is that ε(c) achieves a minimum at c = cmin > 1
for α >> 1 and that c → 1 as α → ∞. This tells us
that the wavefuncton gets even more peaked at finite α
and that the small β assumption made earlier was indeed
valid.
So far we have concentrated upon the right asymp-
totic region. Similar conclusions will be drawn for the
left asymptotic region: one again recovers the free solu-
tion for κ→ −∞, the exchange force leads to narrowing
of wavefunctions, and for large enough lx the exchange
energy is again proportional to lx. However these con-
clusions will be based upon the analysis presented in the
next section where the reasoning will take into account
the very different physics: there is only a single well for
negative κ instead of two wells for positive κ.
To conclude this section: the exchange term involves
a six dimensional integral and was dealt with here in an
limiting case only. The results achieved will, however,
be useful in attempting a full and unconstrained self-
consistent calculation.
IV. ASYMPTOTIC ENERGY
Armed with the knowledge that the asymptotic solu-
tion is the µ = 0 solution - and that this will be ap-
6proached for sufficiently large α - we now calculate the
action to leading order in the right asymptotic region:
ER =
∫ αA
αB
2αdα
∫ ∞
−∞
dη (36)
×ϕ(0)α
(
−1
2
d2
dη2
+ 2α2(η − α)2
)
ϕ(0)α (37)
ERRex = −µ
∫ αA
αB
4αα′dαdα′
∫ lx/2
−lx/2
dξdξ′
∫ ∞
−∞
dηdη′
×ρ(0)α (η,η′)ρ(0)α (η′,η)
ei(α
2−α2′)(ξ−ξ′)√
(ξ−ξ′)2 + (η−η′)2 . (38)
Here ϕ
(0)
α (η) = N exp[−α(η−α)] is the free solution and
ER is trivially calculated,
ER = 2
3
(α3
U
− α3
L
). (39)
However, even with the simple displaced Gaussian, the
six-dimensional integral is non-trivial because only two of
the six integration have limits that can be pushed off to
infinity. However a remarkably simple analytic result can
be extracted in the large α limit, 1 << αB < α < αA.
It is displayed below in Eq.47. Arriving at the result will
need a sequence of steps beginning with a transformation
to more appropriate coordinates:
ξ = t+
1
2
s, ξ′ = t− 1
2
s, η = v +
1
2
u, (40)
η′ = v− 1
2
u, α = γ +
1
2
β, α′ = γ − 1
2
β. (41)
Next, we suitably arrange terms in the integrand in Eq.38
and perform the integrals over u,v (whose integration
limits extend to infinity in both directions). After some
algebra and using γ >> β, four integrations remain:
ERRex = −µ
∫
dγdβ
∫
dtds
4√
pi
γ5/2
×e−γ(β2− 12 s2)+i2γβsK0( 12γs2). (42)
K0 is the modified Bessel function. For any even function
g(γ, β) = g(γ,−β) integrated over the α, α′ integration
region as indicated in Eq.38 one can readily show,∫
dγdβg(γ, β)→ 1
2
∫ αA−αB
0
dγ
∫ γ
−γ
dβ
×
[
g(
1
2
γ + αB , β) + g(−1
2
γ + αA, β)
]
(43)
Consider now the integrals are over β, s. The β integra-
tion may be safely extended to infinity since the only
support comes from the β ≈ 0 region but the s in-
tegration limits are finite. Transform to polar coordi-
nates β = ρ cos θ, s = ρ sin θ and 0 < θ < 2pi and
0 < t|sin θ| < ρ < ∞. In this domain the phase is sta-
tionary at θ = ±pi4 ,± 3pi4 . Adding contributions in the θ
integration from all 4 points yields,∫
dβds→ 4√
pi
γ5/2
∫
dρdθe−
1
4γρ
2(1+3 cos 2θ)
×eiγρ2 sin 2θK0( 12γρ2 sin2 θ) (44)
= 16piγ2
∫ √2t
0
dρe−
1
4γρ
2
K0(
1
4γρ
2)
× (sin γρ2 + cos γρ2) (45)
The above integral has no analytic form for finite t. How-
ever for large enough lx and γ → ∞ (which is the same
thing as large α because γ = (α+α′)/2 and both α′s are
large) we can use,∫ ∞
0
dxe−(1−4i)x
2
K0(x
2) =
√
pi
2
K(2i), (46)
where K is the elliptic integral of the first kind (not to
be confused with the Bessel function K0) and K(±2i) =
1.236 ± 0.389i . The remaining integrals on t and γ are
now trivially done to yield the final result for the ex-
change contribution of electrons in the right asymptotic
region,
ERRex = −µlxC(αA − αB)5/2, (47)
C =
16
5
√
2pi3/2(1 + i)(K(−2i)− iK(2i)) (48)
= 81.8977.
Again, note that the exchange energy is proportional to lx
for large enough lx. Also, ERRex ∼ α5/2A grows less rapidly
than ERsp ∼ α3A . This will be crucial when we consider
the system’s stability.
A. Left Region
Next, consider the energy functional in the left asymp-
totic region. While there is a small risk of confusion with
the notation used above for the right asymptotic region,
we shall nevertheless continue to use below the symbols
α, κ but with a crucial change of sign. In the following
α2 = −κ > 0 is assumed large with αa > αb >> 1,
EL =
∫ −κb
−κa
dκ
∫ ∞
−∞
dη (49)
×ϕ∗α
(
−1
2
d2
dη2
+
1
2
(η2 + α2)2
)
ϕα (50)
≈
∫ αa
αb
2αdα
∫ ∞
−∞
dη (51)
×ϕ∗α
(
−1
2
d2
dη2
+ η2α2 +
1
2
α4
)
ϕα. (52)
In the quadratic approximation the lowest eigenfunction
ϕ
(0)
α (η) = Ne−αη
2/
√
2 leads to
EL = 1
6
(α3a − α3b)
(
α3a + α
3
b + 3
)
. (53)
7The Coulomb exchange energy is exactly as in Eq.38 with
new integration limits αA → αa and αB → αb. However
physically this is a very different physical regime where
backward moving electrons are clustered along the Bz =
0 line. Using and using γ >> β and performing the two
indicated integrations with infinite limits yields,
ELLex = −
4√
pi
µ
∫
dγdβ
∫
dtdsγ5/2e
1
2 s
2γ
×K0(1
2
s2γ) cos(2βγs) (54)
All integrals in Eq.54 have finite limits. However in the
limit of both large γ and lx a careful analysis shows that
the s-integration limits can be pushed to infinity, giving
a result in terms of a Meijer G hypergeometric function,
ELLex = −µ
1√
pi
∫ αa−αb
0
γ3/2dγ
×
∫ γ
−γ
dβ
[
g(
1
2
γ + αB , β) + g(−1
2
γ + αA, β)
]
(55)
g(γ, β) = G2,22,3
(
β2γ
∣∣∣∣ 1, 11
2 ,
1
2 , 0
)
. (56)
In the the large γ limit, g(γ, β) → pi log(16β2γ) + piγ
where γ is Euler-Mascheroni constant, γ = 0.57721.
Carrying out the remaining integrations yields the final
result for αA > αB >> 1,
ELLex = −µlxα5/2a (ca + cb logαa) (57)
ca =
4
√
pi(−92 + 35√2 + 30γ + 240 log 2− 60 coth−1√2)
75
cb =
4
75
√
pi
Comparing Eq.57 to Eq.47 we note that both are propor-
tional to α5/2 (albeit the α′s refer to different physical
quantities) but that there is an additional logarithmic
dependence in the negative κ case.
One issue deserves further consideration before we
move on. What justifies using ϕ
(0)
α (η) = Ne−αη
2/
√
2 for
large α in the left asymptotic region? Instead of follow-
ing the line of argument used earlier, we shall use the
variational principle. To this end, we take as trial wave-
function ψ ∼ e−αξη2/
√
2 with ξ a variational parameter.
Inserting this, and going the same sequence of steps lead-
ing to Eq.57, the energy takes the following schematic
form,
E ∼ α3a
(
d+
1
d
)
− kα5/2a
√
d, (58)
where crucially k > 0 and its precise value can be read
off from Eq.57. For sufficiently large αa the minimum
is attained at d = 1 + kα
−1/2
a /4. Thus the Gaussian
becomes progressively more peaked as one moves from
infinity inwards. This confirms for κ → −∞ what we
had seen earlier for κ→ +∞.
V. STABILITY/ INSTABILITY
A 2-D electron gas in a linearly rising magnetic field is
stable in the absence of the exchange force, i.e. µ = 0.
The condition Eq.20 gives ε(κ2) = ε(κ1) or,
1
2α
4
a = αA
subject to the number conservation constraint α2A+α
2
a =
σ. This always has a solution. But now imagine we add
electrons one by one. They will, of course, go into the
lowest quantum state and first fill up the snake pit be-
fore expanding eventually into the left/right asymptotic
regions. This determines the “Fermi surface” for the sys-
tem, i.e. the placement of single electrons into single
particle states.
Now turn on the exchange force. Keeping αb and αA
fixed at some low values we are interested in the limit
where αa, αA are in their respective asymptotic regions.
With the cautionary note that the goal is to expose the
essential physics rather than do a quantitative calcula-
tion, we shall go so far in asymptotia that only the ex-
treme left and right regions are relevant. Overlaps be-
tween different regions then become negligible. Keeping
only leading terms, subject to α2A +α
2
a = σ, the question
becomes whether the approximated energy,
E = 1
6
α6a +
2
3
α3
A
− µlx(Cα5/2A + caα5/2a ) (59)
has a minimum. To eliminate the constraint, put αa =√
σ sin θ, αA =
√
σ cos θ. Since αA >> αa the last term
in Eq.59 can be dropped. Thus,
E = 1
6
σ3 sin6 θ +
2
3
σ3/2 cos3 θ − µlxCσ5/4 cos5/2 θ (60)
The minimizing condition is,
sin4 θ =
2
σ3/2
cos θ − 5
2σ7/4
µlxC
√
cos θ, (61)
together with positivity of the second derivative (C is
defined in Eq.48). For µ = 0 and σ → ∞, at leading
order θ = 21/4σ−3/8 and E ′′ ∼ 2σ−9/2 > 0. But for finite
µ the condition for the system to be stable is,
1 > cos θ >
25
32σ1/2
µ2l2xC
2, (62)
or approximately that,
σ1/4 >
5
4
√
2
µlxC. (63)
With this condition E ′′ > 0 and so stability is assured.
A by-product of the above analysis is that we can simply
read off how the system size would increase with N if
exchange was absent,
〈Ly〉 = 21/4σ1/8LM =
(
8piN
LM
Lx
)1/8
LM . (64)
In Eq.64 〈Ly〉 is the distance from the Bz = 0 line to
the last occupied state on the right (labeled by αa) pro-
vided: a)the sample boundary lies even further to the
right, b)the exchange force is negligible (µ = 0) , c)N is
large enough so that the snake-pit is irrelevant.
8VI. DISCUSSION
With Lx =1cm ≈ 105LM for a 1 Gauss/A˚ gradient
and the physical constants specified earlier, the condi-
tion from Eq.63 is σ1/4 > 9 × 105 which corresponds to
N ∼ 1.3 × 1010. To put this in context, note that in
high mobility molecular-beam-epitaxially grown GaAs-
AlGa heterostructures using electron beam lithography,
electron densities are typically around 1011cm−2. This
suggests that an experimental check may not be too dif-
ficult.
The instability discussed in this paper can be under-
stood physically. Far from the snake pit, each electron
is in a locally constant B field and hence approaches the
characteristic motion of an electron in its lowest Landau
level with a B equal to that at the center of gyration. The
kinetic and exchange terms are respectively proportional
to ρ and ρ2 with the first increasing the total energy and
the second decreasing it. Loosely speaking, as one adds
electrons, an electrons has more neighbors at higher den-
sities. With the Pauli principle allowing only one elec-
tron in a state labeled by α, the kinetic term grows as
α3 ∼ y3 or the cube of the size of the system in the direc-
tion transverse to the Bz = 0 line. The exchange energy
grows somewhat more slowly as α5/2 and so, independent
of the coefficient in front of it, will eventually become sub-
dominant. It might seem therefore that the double well
always protects the system from running off to an edge.
The catch, however, is that the electron-electron effective
coupling is large and so at some point it is energetically
favorable for electrons to bunch together and overcome
the cost paid in terms of greater localization.
Several interesting issues could be investigated at a
later time. Obviously, the first is to set up the computa-
tional machinery for solving the Hartree-Fock equations
whose solutions alone can give a definite value for when
the first discontinuity occurs. One also need to under-
stand better the dependence of the coupling on Lx. At
first glance this seems counterintuitive since the Coulomb
force is finite ranged and naively one should be able to
push off the x-boundary to infinity. That this is not so
in the present case is because of a cooperative effect be-
tween electrons at roughly the same horizontal distance,
and electrons at the distant edges of the sample com-
municate with each other through this. However the
resulting coupling is linear in Lx only in the Lx → ∞
limit; at finite size there appear to be Fresnel-like oscil-
lations. What happens when the system expands to the
horizontal boundary also deserves investigation. While
fairly trivial in the absence of exchange forces, it too
could bring some surprises as the forces at the boundary
push electrons into higher Landau levels and skipping
states. Finally: what happens to gauge dependence?
It is perfectly valid to work consistently within a single
gauge (as done here) and calculate physical quantities.
But, in principle, one should be able to make a different
gauge choice and show that the same physical quantities
emerge.
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