A Josephson junction oscillator for the millimeter and submillimeter band is one of the most promising applications of superconducting electronics. It would provide an excellent source ͑tunable frequency, narrow linewidth͒ in a region of the spectrum not easily accessible to traditional semiconductor technology.
The most serious drawback for such applications is the small power emitted by a single Josephson junction, and therefore efforts have been made to build series arrays of coherently working junctions to circumvent this difficulty. Unfortunately, the phase lock of a large number of Josephson junctions has posed a serious challenge for experimentalists, in spite of some success. 1 A starting point to explain the difficulties is the observation that, in a lump circuit description, unloaded series arrays do not offer any coupling mechanism. To detect radiation an external load is needed, and this load will surely provide a coupling mechanism. However, the mere presence of an external load does not guarantee stable locking. One difficulty has been shown to arise from a surprising property of series arrays of Josephson junctions, i.e., the appearance of Lyapunov exponents that are exactly zero. 2 It has further been recognized that loaded Josephson series arrays can have very unusual phase space dynamics due to the underlying structure of the governing dynamical equations: Watanabe and Strogatz [3] [4] [5] have shown that there are NϪ3 constants of motion (N being the number of junctions͒, which implies very weak locking tendencies.
To circumvent the difficulties intrinsic to series arrays it has been proposed to use instead two-dimensional arrays, with the hope that the extra constraints due to the fluxoid quantization in the superconducting loop would offer an intrinsic ͑i.e., not due to the external load͒ coupling mechanism. Indeed experiments have demonstrated that emission from two-dimensional 6, 7 and from one-dimensional series array 8 may be useful for practical applications. Simulations have also shown 9 that parallel arrays are somewhat more stable against the spread of the fabrication parameters than series arrays. Analytic and numerical analysis have even hinted that in some range of the parameters disorder can enhance the coupling. 10, 11 On the other hand, it has been demonstrated, 12 when neglecting inductance effects, that the in-phase solution of two-dimensional arrays suffers from some of the same problems as those found in phase locking of series arrays. The key point of this problem is that when each row of the twodimensional array is oscillating in phase ͑i.e., all the vertical junctions in a row are phase locked͒, the horizontal junctions are inactive and there is no coupling mechanism between rows.
To couple together different rows various mechanisms have been proposed. The earliest is probably the use of triangular arrays. Numerical simulations 13 have demonstrated that three junctions in a triangular loop may phase lock and that the system is stable for a large range of parameters. It has also been proposed 14 to apply an external magnetic field to break the perfect symmetry of the in-phase mode across a row. The drawback of this method is that the frequency locked junctions do not oscillate in phase yet another proposal is to introduce more junctions in each loop. 15 The purpose of this letter is to propose a way to overcome the decoupling between rows in a new way, namely by introducing a nontraditional current bias scheme. This will result in a more effective phase lock between the junctions and therefore in a circuit with better performances as a microwave generator. Specifically, we will show that a crosstype bias can be effective in driving the system into a stable frequency locked state without the need of an external load. This idea is similar to the one investigated by Larsen and Benz using a somewhat simpler ͑2 cell͒ architecture. 16 Figure 1͑a͒ shows a standard 2ϫ2 cell array with a total of 12 junctions. The fundamental idea behind the present work is to remove the row switching and neutral stability by introducing a gradient in the row direction. We achieve this by using a uniform bias current but applying it at the top and removing it at the right hand side as shown in Fig. 1͑a͒ . The corresponding set of ordinary differential equations of the circuit have been numerically integrated using a fourth-order Runge-Kutta algorithm. a͒ Electronic mail: filatrella@axpcos.csied.unisa.it APPLIED PHYSICS LETTERS VOLUME 72, NUMBER 9 2 MARCH 1998 Each of the junctions are characterized by a critical current I c and a normal state resistance R, while the McCumber parameter ␤ c is assumed to be zero. The loop inductance is L and its value is specified by the parameter ␤ L ϭ 2LI c /⌽ 0 . The bias current ␥ is normalized to the single junction critical current I c . The unit of time is ⌽ 0 /RI c .
To write the equations in a convenient and compact form we first introduce the auxiliary variables I i s , defined as the screening currents in the ith loop. These currents are determined by the fluxoid condition Fig. 1͑a͔͒ reads, in normalized units:
The biasing scheme we propose is to inject current in the nodes along the branch D-C and extract it from the nodes belonging to the branch C-B. ͑In the traditional biasing scheme the current would be extracted along the nodes parallel to the A-B branch.͒ We note that Eq. ͑1͒ is an approximation: 17 the first term on the right-hand side is but the first term of the field generated by all the currents present in the circuit;
18 a more complete approach should require the use of the full inductance matrix. We have checked that our results do not substantially change by introducing in addition one more term ͑next nearest neighbors͒ of the full expansion. For a discussion of the limits of the validity of the different approaches and of the physical role of the screening currents see Ref. 19 . Figure 2 shows that this biasing scheme successfully removes the neutral stability. The parameters are ␥ϭ2 and ␤ L ϭ1. For initial conditions we tried several random sets of numbers. Figure 2 shows the results for one choice, and these results are typical. The system finds a steady state very quickly, and this state was found to be independent of the initial conditions, e.g., in the steady state the phase relation between the oscillations in the various junctions is always the same. The different curves shown in Fig. 2 show different voltages labeled according to the numbering in Fig. 1͑a͒ . Thus, the voltage V 3 corresponds to the voltage across junction No. 3, etc. Figure 3 shows how the voltages are distributed across the different junctions. Note that we only show half of the voltages, because the system is ͑anti͒ symmetric with respect to a diagonal line from point A to point C in Fig. 1͑a͒ . As voltages are measured positive in the X direction and Y direction we find, for example, that V 4 ϭϪV 11 , V 9 ϭϪV 5 , etc. As can be seen from the figure, all the voltages oscillate with the same frequency. Note, too, that the currents ͑large voltages͒ have a tendency to go the shortest way ͑impedance- wise͒ from bias input to bias output ͑i.e., for example the paths 2 and 10͒ whereas the paths 4 and 11 only has zero average voltage and little ac voltage. All the paths transverse to the main current flow ͑i.e., 7, 9, 5, 6͒ are activated at a low level with nearly zero average; nevertheless, the coupling is sufficient to lock the junctions and prevent neutral stability. If desired, a load can now be connected from B to D by which the voltages across most of the circuit add in an almost a series configuration. Since the voltages across 4 and 11 are small, Fig. 1͑a͒ suggests that we may remove those junctions without disturbing the overall behavior too much, and in so doing make the topological transformation of the regular square array in Fig. 1͑a͒ to the irregular ladder array in Fig. 1͑b͒ . We have confirmed by simulation that junctions 4 and 11 may be removed without changing the overall behavior too much.
In order to test whether our biasing scheme remains successful for larger arrays, we also ran simulations for a 3ϫ3 cell circuit. Interestingly, we found that the diagonally symmetric biasing scheme indicated in Fig. 1͑a͒ was not sufficient to induce stable frequency locking. Rather, it was necessary to introduce a gradient in the applied bias current itself in order to achieve single frequency behavior. On the other hand, we find that two circuits of the type depicted in Fig. 1͑b͒ can be locked if biased in series.
We also performed simulations with ladder arrays of the type shown in Fig. 1͑c͒ . Figure 4 displays the total voltage across a series connection of the two ladders as displayed in Fig. 1͑b͒ . The two ladders are coupled through loop E in Fig.  1͑c͒ . In order to increase the coupling between the two ladders ͑for computational reasons͒ we have chosen the coupling circuit to have ␤ L ϭ0.1.
The figure shows the total voltage at both the left-and the right-hand side. We clearly see there is complete frequency locking even in the presence of disorder. The total voltage across the two arrays becomes large and can be further increased by adding more units in series. We notice from Fig. 4 that the left-and right-hand side oscillate in antiphase. In other cases we found that the two sides oscillate in-phase. Notice also from the voltage waveform in Fig. 4 , that there is a high harmonic content. This could be used to increase the frequency of the series block oscillator.
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