Abstract-In this paper we present two sets of parallel algorithms for identifying real-time, small-signal dynamic models of power systems using multiple sources of Synchrophasor data. The first problem is posed in terms of identifying the transfer matrix of single-input multiple-output (SIMO) power system models using linear least-squares (LLS), where parallelism can be implemented through parallel execution of matrix multiplications using multiple processors or workers. Given the constraints of sequential communication and limited local memory, which may arise due to multiple applications running in the workers at the same time, a novel scheduling algorithm is proposed to enable flexible deadlines that meet these constraints. The scheduling algorithm minimizes the total time of execution under constraints, and can be solved via integer programming. The second problem is posed as a similar parallel algorithm for identifying a linearized state-variable (SV) model of a power system using both linear and nonlinear least-squares (NLS) in presence of scheduling. The performance of all the algorithms are studied via simulations of an IEEE 145-bus, 50-machine power system model, and compared with their centralized, non-parallel implementation.
I. INTRODUCTION

W
ITH the exponentially increasing number of Phasor Measurement Units (PMU) deployed in the North American grid, and the resulting explosion in data volume, the design and deployment of an efficient communication and computing infrastructure for the Wide-area Measurement System (WAMS) technology is evolving as one of the greatest challenges to the power system and IT communities [1] . For example, according to UCAlug Open Smart Grid (OpenSG) [2] , every PMU requires 600 to 1500 kbps bandwidth, 20 ms to 200 ms latency, almost 100% reliability, and a 24-hour backup. With several thousands of networked PMUs being scheduled to be installed in the United States by 2018, the communication architecture of WAMS, therefore, is destined to transition gradually from centralized to distributed, and its computational architecture from sequential to parallel. Several recent papers such as [3] have explored distributed communication for WAMS. The problem of parallelizing wide-area monitoring algorithms using massive volumes of Synchrophasor data under various practical constraints, however, still remains an open challenge.
In this paper we propose two sets of parallel algorithms for two critical wide-area monitoring problems, namely-(1) identification of electro-mechanical oscillation modes, and (2) identification of small-signal swing models in state-variable (SV) form, both using multiple sources of real-time PMU data. Centralized and non-parallel ways of solving these two problems are well-studied in the literature. For example, recent papers such as [4] - [8] have studied least-squares based methods for estimating oscillation modes from PMU data, while [9] - [12] have developed identification techniques for constructing measurement-based dynamic models of power systems. Our first problem is posed in terms of identifying the transfer matrix of a SIMO power system model using linear least-squares (LLS), where parallelism can be implemented through parallel execution of matrix multiplications on multiple processors or workers. The second problem is posed in terms of identifying a discretetime linear time-invariant model of the system (up to similarity transformation) using both linear and nonlinear least-squares (NLS). A critical constraint for parallelizing both of these algorithms, however, may arise from 'scheduling'. WAMS applications are envisioned to be executed in near future in service-oriented cloud computing networks such as GENI or GridStat employing networks of virtual computers [13] . Since multiple applications will be running in these virtual machines almost hundred percent of the time, the problem of task scheduling is bound to arise, resulting in strict constraints of sequential communication and limited local memory. To tackle this problem, we propose a novel scheduling algorithm that enables flexible deadlines to meet these constraints. Our algorithm minimizes the total time of execution, and can be solved via integer programming.
Parallelism in power systems has been studied extensively in the early 1990s for dynamic simulation of large power system models, as reviewed in the tutorial [14] as well as in more recent papers such as [15] , [16] , and complemented by software packages such as Grid Parallel Advanced Computational Kernels (GridPACK) from PNNL [17] . Specific applications include power flow analysis [18] , transient stability [19] - [21] , and optimal power flow [14] . Majority of these algorithms are inspired from the field of Domain Decomposition Methods (DDM) that use divide-and-conquer rules leading to parallelism-in-time and parallelism-in-space [19] . However, all of these methods are model-based, meaning that given a known power system model structure they develop numerical algorithms by which this model can be emulated using multiple parallel processors. Our approach, in contrast, is completely measurement-based. This means that, given massive volumes of PMU data, we develop real-time algorithms by which these data can be channelized, and the mathematical operations using them can be parallelized among multiple processors in order to estimate model information that are not known apriori. The issue of scheduling is, therefore, far more important for our problem.
The underlying mathematics of our algorithms incorporates LLS and NLS. Several papers have been written on the parallelization of LLS such as [22] based on structural assumptions on sparsity and triangularity, and [23] based on block-diagonal dominance by which a global LLS can be decomposed into multiple local LLS's. Our version of parallel LLS, however, is fundamentally different, and relatively simpler, than these approaches. We only propose a parallel scheme for executing the matrix multiplications of Hankel matrices in the LLS problem so that they can be efficiently scheduled in the next step.
The remainder of the paper is organized as follows. Section II formulates the two identification problems. Section III presents the parallel LLS (PLLS) for mode estimation, and its associated workload assignment strategy, which is further modified by workload scheduling in Section IV. The parallel LLS and parallel NLS (PNLS) for identification of state-variable model are supplemented in Section V. Simulation results of all proposed algorithms are illustrated in Section VI. Section VII concludes the paper, and lists some potential future work.
II. PROBLEM STATEMENT
We consider a generic discrete-time LTI model of power system dynamics as (1) where is the state, is the measured output, is a disturbance input, , and
. is the order of the system, which is assumed to be known. For wide-area monitoring applications, the state vector usually includes the phase angle and the frequency of synchronous generators to model their electro-mechanical swing dynamics, as well as states of excitation systems, PSS and AVR [24] . The outputs are time-sampled measurements of bus voltage, phase angle, and frequency collected from PMUs at different buses. The time indices of the outputs are assumed to run from . We assume to be significantly larger than . The scalar input can result either from a system-level fault or an extraneous disturbance. The transfer matrix (TM) from to is (2) The th single-input single-output (SISO) transfer function (TF) in is written as
where is an index set for buses with PMUs, is the vector of coefficients of the zero polynomial for each respective TF, and is the vector of coefficients for the common characteristic polynomial for every . The small-signal oscillation modes of (1) can be estimated by estimating the coefficients of the characteristic polynomial, and solving its roots. Assuming that and are not known, our objective is to solve the following two problems. Given time-sampled measurements of and with large values of and , • Problem I: Estimate the coefficients of the characteristic polynomial in (3) using parallel linear leastsquares under scheduling constraints.
• Problem II: When full state information is available (i.e., ), identify the state and input matrices using parallel linear and nonlinear least-squares under scheduling constraints. In the following three sections we describe our respective approaches to solve these two problems. We first present a parallel algorithm for LLS, and then find the scheduling strategy that allows its execution to optimally accommodate the strict communication and computation constraints incurred by the parallel environment.
III. PROBLEM I (PART I): PARALLEL LINEAR LEAST-SQUARES (PLLS) FOR MODE ESTIMATION
Taking the inverse -transform of (3) following [25] , we can write it in sequence-domain as (4) where is the set of non-negative integer, and Without loss of generality, we will assume to be an impulsive input, i.e., and for . This assumption is only to simplify derivations. As long as is persistently exciting, which is a necessary condition for unique identifiability, all our following results hold. By stacking for , (4) can be written as (5) where we denote the measurement matrices of the th SISO TF by and , and
We adopt the notations of and , and write in the form of , where is the th row of . Assuming that any variable with a negative sample index is zero by default, the centralized LLS solution for is then given as (6) Reverting our attention back to the transfer matrix (2) 
where to are identical. Similarly, we can conduct the same analysis on , and split into (10) Hence, can be constructed by (11) Then the centralized LLS solution for is given as (12) Extracting the first elements of , one can construct the characteristic polynomial of (1), and thereafter find its roots, thereby estimating the eigenvalues of .
The matrix multiplication involved in constructing each , however, is with , and, hence, is bounded by . Thus, as the number of PMUs, and the resulting number of data samples from these PMUs increase, the values of and become significantly large due to which constructing and using a single processor is bound to become computationally time-consuming. For example, consider a 50-machine power system. If each machine is modeled by a second-order differential equation, i.e., , a day-long data length would be for one single PMU at a sampling rate of 30 Hz. This results in the dimension of the measurement matrix to be , and that too not counting the other PMUs. To circumvent this problem, in this section we propose a load-sharing algorithm by which this computational load can be shared among multiple processors, referred to as workers. We know that elements inside and are products of row multiplications. For example, and ( and are row vectors). From this point, the basic parallelization scheme will be to distribute and the rows of to parallel workers, and let workers manipulate the row multiplications accordingly. We refer to this as Parallel Linear Least-Squares, or PLLS. Denoting the number of workers by , we summarize the PLLS for identifying the MIMO TM (2) in Algorithm 1. The corresponding workload assignment for is shown in Algorithm 2 in the Appendix. Note that our goal is to parallelize the way in which the in-streaming PMU data can be handled and stacked in appropriate matrices. We do not intend to propose any parallel 'numerical' method for matrix operations. Hence, we only parallelize the construction of and , and not the matrix inversion of , (which is very sparse as shown in (9)), or the root-finding problem for the characteristic polynomial. If needed, these two steps can be further parallelized using traditional numerical techniques [26] .
The overall architecture for this implementation is shown in Fig. 1 . In this figure, PMU data-streams from different parts of the grid are sent to a central storage unit, which may be located at the control center of a utility or an independent system operator (ISO). The storage unit retransmits rows of and to the workers according to workload assignment, who then construct and using load-sharing. Once constructed, the matrices are sent to a supervisory unit, referred to as master in Fig. 1 . Without loss of generality, we assume an all-to-all communication graph between the workers, which is applicable to any shared-memory structure such as a multi-processor structure. Once is estimated using this parallelization scheme, the master worker must find the roots of the characteristic polynomial from its first elements.
It should be noted that although the structure of Fig. 1 is located in one ISO or control center, our algorithm can be very easily extended to a distributed architecture, where multiple control centers estimate the unknown parameter vector jointly in a completely distributed fashion. In that scenario, each control center may parallelize its local estimation using Algorithms 1 and 2, and then exchange the local estimates with other control centers to reach a global estimate. An algorithm for this distributed estimation, without any parallelization, has recently been proposed in our paper [27] .
Algorithm 1 Parallel algorithm for SIMO transfer matrix
Master worker inputs the system order , and the number of PMUs to Algorithm 2 (see Appendix) for workload assignment.
stands for modulo operation.
if worker number then
Average workers into groups. Newly formed groups are then considered as workers, and subworkers inside one group parallelize the row multiplication. for parallel worker do th worker computes , and returns it to master worker.
end for end for
Master worker fills and , form and , then calculate using .
IV. PROBLEM I (PART II): SCHEDULED PARALLEL LINEAR LEAST-SQUARES (SPLLS) FOR MODE ESTIMATION
The PLLS in Algorithm 1 is based on an ideal scenario where data is streamed by all the workers simultaneously. However, for practical implementation of parallelism, especially when the data volume is large and when multiple applications are running in the workers, two constraints need to be properly handled:
1) Workers will only be assigned a limited volume of local storage for accommodating multiple apps, for example the cache of a processor, which would make it impossible to store and compute the entire dataset at one shot. 2) Sequential communication is frequently deployed between workers and the central data storage. That is, the communication bandwidth will be cut into cycles for the PMU data to be transmitted to different workers [28] . Keeping these two constraints in mind, two questions arise in implementing our parallel algorithm: 1) how can we balance the workload for every worker? and, 2) how can we minimize the total time of execution by designing the data package size optimally? To answer these questions, we develop a new workload scheduling policy based on constraints of limited local memory and sequential communication. Then based on this policy, an optimization model is proposed to find the optimal scheduling that minimizes time cost.
A. Revision of Workload Assignment
From (9), the construction of can be decomposed to computing each of the . Therefore, in this section, for ease of analysis, we will study the parallelization and scheduling of and directly. We omit the subscript in and for simplicity. In addition, to clearly illustrate the scheduling of PLLS, we assume a worker number , which is the number of rows in . Therefore, when central storage streams out data to different workers through a communication bus, the data transmission shown in Fig. 1 can be equivalently considered as dispatching a package, as shown in Fig. 2 . Considering the total number of packages to be , the th package, , has the following properties: • It has (total number of workers) slots inside, where the th slot contains .
• Every slot has the same length denoted by , which simplifies synchronization between workers. It should be noted that , the row length of . Hence, sending the entire matrix will require at least one package. From the worker's side, we assume independent computation and communication modules. This means that when a worker is receiving data from the central storage, it can still compute the diagonal elements of (no pause required), but is not able to talk with other workers since communication is occupied by the central storage. Another assumption is that local communication between workers is much faster than that from central storage to workers, so that we neglect the local communication cost. Note that this critical assumption may not hold if we apply a sparse inter-worker communication graph such as the ring communication in [19] .
Under the scenario of sequential communication, if workers' local storage is large enough, typically PLLS can be executed after all rows being sent to workers so that the time consumed is , which is the sum of the time for communication and computation. In this sense, idle time is mainly wasted in waiting for the data. However, if local storage is limited then will be limited by the capacity of a worker, and hence computing the whole data length will require many more packages and iterations. Therefore, we revise the workload assignment for marked by the time intervals as shown in Fig. 3(a) and (b). These figures respectively show the assignment for the th and th, package, where different colors represent time intervals during which each corresponding slot is transmitted. The scheduling steps are summarized as follows. These steps need to be done for every . th Package:
• Interval 1: When data for row 1 are being transmitted, only worker 1 is available for computing. The only executable operation is to compute which is the element in Fig. 3(a) . (for ease of description, row is referred to as a segment cut here).
• Interval 2: Row 2 is under transmission, and only worker 2 is available for computing . At this time, communication from worker 2 is occupied.
• Interval 3: Once worker 3 starts to receive data and compute , worker 1 and 2 become free. As a result, worker 1 can compute with data collected from worker 2.
• Follow this rule till the end of interval At the end of interval , the elements marked by grey and purple remain outstanding. We refer to these elements as binding elements, and refer to the time intervals when binding elements are computed as binding slots. Next we jump to th package shown in Fig. 3(b) . In this package, intervals are reversed from to 1 such that for every two packages, each worker can be assigned with workloads equally. The scheduling steps are shown as follows. These steps need to be done for every . th Package:
• Interval : Row is under transmission, worker is occupied by the computation of .
• Interval : Worker is occupied by . At the same time, worker becomes free to send row from last package to workers 1 to . At this time the binding elements marked by grey can be computed.
• Interval : Worker starts to receive data and compute . Both and the binding element marked by purple can be computed now.
• Follow this rule till the end of interval 1. The scheduling for is captured by the diagonal elements of the matrix shown in Fig. 3(a) , since no inter-worker communication is required. By applying this scheduling strategy, the time cost for implementing SPLLS can be represented by the diagram shown in Fig. 4 . It is worth noting that the total time consumed is also decided by the computation time of the last binding slots. The last binding slots can be seen as the grey and purple elements in Fig. 3(a) if indices the last package.
B. Optimal Scheduling
The scheduling steps (interval in th package and interval in th package) summarize the implementation of SPLLS. We next optimize this algorithm by selecting appropriate that minimizes the total time of execution. Following [29] we model the time for sending a package slot from the storage to a worker as (13) where is the length of a slot in th package, is a scalar that is decided by the available bandwidth, and is the overhead of communication. In PLLS the workers calculate inner products of row and column vectors, which are . Therefore, a worker's computation time can be written as (14) where is the overhead for computation, and is a scalar interpreted as the time taken for computing an addition and a multiplication operation. Hence, for a single th slot inside the th package, the total time consumed can be written as (15) at the bottom of the page. There are in total two binding slots in each package. By fixing the total number of packages to , we (15) formulate the SPLLS for computing as an optimization problem: (16) where and are the upper and lower bounds of the slot length. The objective function is nonlinear due to the function in and . However, it can be linearized by introducing slack variables and as (17) Similarly, the SPLLS problem for can be modeled as
The problem described by (17) and (18) can be categorized as mixed-integer programming. This type of problem is generally solved as a linear programming problem by Simplex method first, and then by Branch-Bound (BB) method to find an integer solution [30] , as will be followed in our simulations. Two advantages of our proposed scheduling strategy are: 1) PMU data is accessed from outer storage, and by cutting the data into segments the requirement for local storage or cache can be lowered for every worker. 2) Workers are able to provide computation results as soon as they finish computing a matrix product. In other words, the parallel structure can handle flexible deadlines, meaning that they can update computations by accepting packages as they are processed on the fly. The trade-off, however, is that the estimation accuracy may be affected as here the unprocessed packages are ignored. For example, consider that a total data length of is divided into 10 packages evenly. If a deadline is enforced when workers are computing the 5th package, then the master worker can only accept the first 4 packages, and return an estimate corresponding to . Hence, the accuracy may suffer due to the missing 60 data samples. Also the sizes of packages found by (17) and (18) need to be same. Since computing is more time-consuming than , one may use the package size obtained from solution of (17) to construct and . Note that our scheme is to divide the row multiplications corresponding to each element in and to different workers. Hence, if all the workers are synchronized, and there is no data loss for handling flexible deadlines, the accuracy of the identified will neither be affected by the number of workers nor by how much delay may exist in the communication links between the storage and workers, or between workers. Moreover, since basic steps of least-squares are not changed by the proposed parallelism, both PLLS and SPLLS will have the same estimation accuracy as the centralized LLS, albeit at the cost of different execution times.
V. PROBLEM II: IDENTIFICATION OF STATE-VARIABLE MODEL
For problem II, one must assume full state availability to satisfy a necessary condition for unique identifiability [31] . This can be done by first estimating from using a standard phasor state estimator. With , (1) can then be rewritten as (19) The state matrix and input matrix can be obtained from the LLS solution . Analogous to mode estimation, this identification can be solved using the same PLLS approach. To improve accuracy of the estimate, we will also consider parallel nonlinear least-squares (PNLS).
A. PLLS and SPLLS for Identification of
Here we use the same notation for rows inside as and in (19) . The computation for and can be parallelized into row multiplications between parallel workers. Therefore, by changing the number in Algorithm 1 to simply , which is the number of rows in and can be solved similarly by Algorithm 1 with . The workload assignment discussed in Algorithm 2 also holds.
However, in contrast to the mode estimation problem, for this problem is a matrix. Since we have measurements of all states available for the workers, can be formed from by simply shifting the index to . In this sense, it is not necessary for the storage unit to send , and the workload assignment for is the same as for but without the workload . However, the time-shift property between and may not hold always. Hence, in the most general situation, parallelization of requires rows of to be sent to workers.
In problem I, the optimization of SPLLS is formulated as an integer programming problem based on characteristics of the computation and communication time. Since PLLS for the identification of is same as that for mode estimation, SPLLS for problem II follows the exact same strategy as in problem I.
B. PNLS and SPNLS for Identification of
A canonical NLS problem is described by (20) where is the observation vector, is the model function, and the objective is to minimize with respect to the unknown parameter vector . If we apply the Gauss-Newton (GN) method then for any iteration index is updated as , where is the step-length, and is the search direction given by (21) The term in (21) represents the Jacobian matrix, and is an approximation to the Hessian . The step-length can be found by minimizing with respect to . Several other line search techniques are discussed in [32] for solving . Generally, NLS yields a more accurate solution, but solving NLS for problem II can be significantly time-consuming due to the exhaustive computation of the Jacobian and the Hessian matrices. To this end, similar to assigning rows to workers in PLLS, in PNLS we will assign partial derivatives and their related computations to parallel workers. In order to construct a nonlinear model function, we first increase the order of (1) by shifting time-steps, where is a chosen constant, and rewrite (1) as (22) The steps of PNLS are next listed as follows.
Step 1-Computation of : After choosing an initial guess for and , define as
Since is in a separable form, parallelization of this part can be simply done by distributing fairly to the workers following their sample index. However, the time consumed by this operation is not significant compared to the computation of and . In the following steps, we drop the argument in and for brevity of notations.
Step 2-Computation of : Before computing and , we have to parallelize first, which is solved by taking the partial derivative of . In practice, the derivatives are solved numerically, but since our NLS model is in a matrix form, after a few calculations we can show the exact in tensor form as (24) at the bottom of the page, where indices the unknown elements inside and . and in (24) are represented by (25) and stand for the elements in and is the indicator matrix with all elements equal to 0 except , which equals to 1, and is an indicator vector. From this step onwards, workers are assigned to compute and store the partial derivative according to the index .
Step 3-Computation of and : can be calculated as
Similarly can be written as (27) It is obvious that the inter-worker workloads defined in (26) and (27) follow the same form that we have for and in Problem I. Hence, we can use Algorithm 1 for parallelization of and (with changed to in both Algorithms 1 and 2).
Step 4-Computation of : For typical line search methods, finding a proper step length reduces to updating until a certain set of inequalities in and is satisfied [32] . Hence, parallelization of this part will follow automatically if the previous steps are parallelized.
To summarize, for the PNLS problem parallelization mainly occurs in the computation of the Jacobian and Hessian matrices, as in (26) and (27) . The only difference between PLLS and PNLS is the computational load for each worker, which in our case is related to the value of . The system order is fixed, and, therefore, data length is the deciding factor for computation time. The computation loads for each worker are indicated by (24)- (27) , which are all . In this sense, SPLLS will also hold for PNLS for computing and .
VI. SIMULATION RESULTS
In this section we validate our proposed parallel algorithms using an IEEE 50-machine 145-bus power system model. We assume each generator is modeled by a second-order differential equation, i.e., . The model is simulated using the PST toolbox in Matlab. In order to analyze the performance of SPLLS with respect to adjustable configuration parameters such as communication cost and storage limit of workers, we emulate the parallel environment in Matlab, and measure the time cost to compute each step of the algorithm. Since the scheduling of PNLS is same as SPLLS, we only present the scheduling results for problem I.
A. Problem I
We first consider the ideal speed-up that can be achieved by PLLS regardless of communication cost, i.e., zero communication cost between central storage and workers in Fig. 1 . PMU measurements of phase angles (1250 samples per output) from each of the 50 generators are considered for estimating the (24) characteristic polynomial. Worker number is initially chosen as . The workers are at first assumed to have no limit in storage. Shown in Table I are the end-to-end time measured for each step in Algorithm 1, as well as the accuracy of the algorithm indicated by the least-squares error. As mentioned before, since the parallelism does not change the steps of least-squares estimation, ideally both centralized and parallel LS will provide the same result. This can be seen in Table I , where the least-squares errors yielded by non-parallel and parallel LS are practically the same, with only a minor difference due to the accuracy limits of the machine. For the time measurements, in each parallel step, the speed-up is approximately proportional to the number of workers. However, coming to the total execution time, more workers does not necessarily imply less execution time. As the system size increases, the time to compute the matrix inversion in the LLS solution increases, thereby binding the speed-up. For example, for this 50-machine system, we simulate a sub-case where the computations of and for different outputs (indexed by ) are parallelized by sub-workers, thereby scaling the total number of workers up to 10050. Even though we have 50 times more workers to parallelize the algorithm, we can only reach a speed-up of 4.5246 from 4.4476 due to the bound on the matrix inversion.
Based on this ideal case, we next discuss the PLLS with sequential communication, and considering storage limit. The first output measurement is considered for the study of SPLLS. The simulation settings are given as:
With communication cost added between the central storage and the workers, we first plot the total elapsed or execution time of non-parallel LLS vs. PLLS as shown in Fig. 5 . PLLS is significantly faster than non-parallel LLS despite the communication cost added. However, this does not necessarily mean that PLLS is readily implementable. Without posing a constraint on local storage, workers must store a full row from or , which would be impractical for a large value of . Therefore, to implement PLLS under these two constraints together, we first solve the optimal scheduling given by (17) and (18) . Using the settings above, we acquire a set of optimal solutions for the package size corresponding to each range of the two variable parameters and . Fig. 6 shows a plot of the package size for , and Fig. 7 shows the corresponding local memory that can be saved from PLLS by using SPLLS per worker. It is worth mentioning that in SPLLS, as stated in Section IV, the master worker can achieve a flexible deadline by enforcing results on the fly from part of the packages that have been computed. The loss of accuracy in such a scenario, as indicated earlier, is caused by the reduction of data length, and not because of the algorithm itself. For example, considering the package size of corresponding to and , we plot the accuracy of SPLLS in Fig. 8 , where SPLLS yields the minimum amount of least-squares error when it completes all 20 packages. The plot verifies that the accuracy suffers with less number of packages processed.
The execution time for PLLS (including communication time between storage and workers) and SPLLS are then shown in Fig. 7 . Local memory requirement for SPLLS compared with PLLS at one worker. The memory reduced per worker is defined as the ratio . As the communication cost grows larger than , the memory reduction converges to the value of total data length divided by the upper bound of a package. Fig. 9 , where a same plot is drawn in two views. In the region of small data-length (roughly less than 7500), we observe that the surface of SPLLS overshades PLLS, which implies that for small datasets SPLLS does not bring significant speed-up effect compared to PLLS. As the data length scales up, it is obvious that SPLLS becomes faster than PLLS. It is worth noticing that when the data-length reaches 35000 (the maximum in our simulation), increasing the communication cost will narrow down the difference between PLLS and SPLLS. This observation can be explained by the plot of package size shown in Fig. 6 . When the communication cost is increased, the weight of the computation time in the objective function of (17) and (18) is lowered. Therefore, the optimal strategy would tend to send majority of the data in as few packages as allowed, but not at one shot since we have constraint on the storage limit of a worker. For a worst case scenario, with maximum data-length and communication cost, PLLS from Fig. 5 is 13 times faster than centralized LLS, while SPLLS is only 1.1475 times faster than PLLS from Fig. 9 . However, the objective of posing SPLLS is not to develop a new mechanism that outperforms PLLS in time, but rather to fit PLLS into a parallel environment that can accommodate scheduling constraints. In practice, this also brings extra speed-up when the number of PMU data samples is large.
B. Problem II
PMU measurements of phase angles and frequency (1250 samples per output) from all 50 generators are selected as outputs for this problem. A total of and number of workers, where , are employed by LLS and NLS for the model identification, respectively. These two numbers are the number of unknowns in each case. Table II shows the execution time for PLLS without communication cost, which follows the same conclusion of the PLLS in problem I. In many practical situations, however, an operator may simply wish to identify a reduced-order or aggregated state-variable model of the power system due to its coherency properties. In fact, reduced-order models are of more interest for wide-area monitoring where the main purpose is to estimate the inter-area modes of oscillation [12] , [27] . Hence, we next use PNLS to identify an aggregate model of the 50-machine system. To achieve this, the 50 generators are grouped into 7 coherent areas using the aggregation algorithm proposed in [33] , as shown in Table III . The outputs for the aggregated model are the weighted averages of the individual phase angles and frequency measurements from each area. Using these averaged measurements, we apply PNLS to identify an aggregated SV model of the 145-bus system. For simplicity, we only present the end-to-end time for each step within one iteration, instead of the total execution time. This is done mainly for two reasons: (1) For different initial guesses of and , the number of iterations is different, and (2) for different iterations, the number of routines taken to compute the step-length varies as well. Hence, to show the speed-up of the algorithm in a fair manner, we list the non-parallel and parallel times for computing and in Table IV . It can be seen that the computation time of is negligible compared to the other steps, and by parallelization, the computation time for and is greatly reduced. It is also worth noting that the speed-up is not ideal for the computation of and . The reason for this imbalance is that the value of for computing the partial derivatives of is greater than that for . But since occupies majority of the computation time, this non-ideality balances out in the overall execution. More importantly, in PNLS the value of is larger than that in PLLS, which implies a relatively smaller communication cost compared to computation cost. Therefore, following the conclusion from Fig. 9 , implementing a scheduled PNLS will also bring extra speed-up besides a smaller communication cost.
VII. CONCLUSION
In this paper we presented a set of parallel algorithms for system identification of power system models using large datasets of Synchrophasors. The algorithms are revised with data scheduling to fit in the constraints of sequential communication and local memory. Our results testify that the parallel approach can significantly reduce computational time but with speed-up bounded by the time required for matrix inversion. The behavior of the scheduled algorithm is studied by varying the data length and communication cost. With larger data size, SPLLS can TABLE II  RESULTS OF MODEL IDENTIFICATION USING LLS   TABLE III  COHERENT AREAS IN THE 50-MACHINE SYSTEM   TABLE IV  RESULTS OF NLS SV MODEL IDENTIFICATION fit PLLS into these constraints and bring additional speed-up to PLLS. Our future work will include extension of these algorithms to more adaptive coordination between workers, depending on stochastic models of real-time scheduling.
APPENDIX
Algorithm 2 Workload assignment for SIMO transfer matrix
Assignment for the th SISO, . 
