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Let S = E~=l ~~, where the~ are independent observations from a 
2-dimensional normal N(µk,E) distribution, and let A= E~=l µkµkE-I be a 
diagonal matrix of the form Al, where A~ 0 and I is the identity matrix. 
It is shown that the density <I> of the vector l = (l 1,l2) of characteristic 
roots of Scan be written as G(A,l 1,l2)<t> 0 (i), where G satisfies the FKG con-
dition on JR!. This implies that the power function of tests with monotone 
acceptance region in l 1 and l 2 , i.e. a region of the form {g(l 1,l2) ~ c}, 
where g is nondecreasing in each argument, is nondecreasing in A. It is also 
shown that the density <I> of (l1,l2) does not allow a decomposition 
<I> <i 1,l2) = G(A,l 1,l2) <t>0 (l), ·with G satisfying the FKG condition, if 
A= diag(A,0) and A> O, implying that this approach to proving monotonicity 
of the power function fails in general. 
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l • INTRODUCTION 
Let X be a normally distributed random pxn matrix with expectation 
EX=µ and independent columns with common covariance matrix E. Here and in 
the sequel we assume n ~ p. Let i denote the vector of characteristic roots 
~ of XX' and let A denote the vector of characteristic roots of the noncen-
-1 trality matrix µµ'E • 
It is shown in Perlman and Olkin (1980) that any test of the hypothesis 
µ = 0 versusµ f O with acceptance region {g(i) ~ c}, where g is nondecreasing 
in each argument, is unbiased. Furthermore they make the conjecture that 
the power function of such a test is nondecreasing in each component A. of 
l. 
the vector of noncentrality parameters I and suggest that this result could 
be proved by showing that the density~ of l can be written 
$(!) = G(;,f)$0 (i), where G is pairwise TP2 (totally positive of order 2) 
in the pairs (l. ,l.), i f j, and (A. ,l.), I ~ i, j ~ p (loc. cit. Proposition 
l. J l. J 
2.6 (ii) and Remark 3.2). 
We show in this note that the suggested TP2 property does not hold in 
general (see section 4), but that the following partial result of this type 
does hold: if the dimension of the observations equals 2 and I= (A,A), then 
the density$ of l can be written$(!)= G(A,l)~0 (l), where G satisfies the 
FKG condition on JR! (we use the notation JR+ = {x E JR : x ~ O}). This means 
(I. I) 
for (A. ,l.) E JR.+3 , i = I ,2. Here we use the conventions x /\ y = min(x,y), 
l. l. 
x vy = max(x,y), if x,y E JR and x Ay = (x 1 Ay 1, •.• ,xnAyn), xvy 
n n 
= (x1 vy 1, ... ,xn v yn), if x = (xp···,xn) E JR and y = (y 1, ... ,yn) E JR • 
Since in our case the function G is strictly positive on JR.3+, proving that 
G satisfies the FKG condition on JR! is eui valent to proving that G is pair-
wise TP2 on JR! (cf. Perlman and Olkin (1980), Remark 2.3). This means that 
the power function is monotone "on the diagonal" in the 2-dimensional case. 
We believe that this property holds generally (i.e. also for dimensions 
higher than 2), but were not able to adapt our method of proof to the higher 
dimensional case. 
The key lemmas in our approach are given in Section 2. They give 
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integral inequalities for diagonal elements of an orthogonal matrix under 
densities of an exponential type with respect to Haar measure on the orthog-
onal group. These lemmas are similar in spirit to correlation inequalities 
for spin configurations in Kelly and Sherman (1968). 
The results in Section 3 follow easily from the Lemmas in Section 2 by 
using the integral representation of the hypergeometric function 
0F1 (½n;¾A,L), where A= diag(A 1,A 2), L = diag(l1,l2), whir.his given in James 
(1961).If A= Al, with A~ 0, this integral reduces to an integral over the 
orthogonal group 0(n) (instead of a repeated integral involving the orthog-
onal groups 0(2) and 0(n)). The density~(!) of the characteristic roots 1 1 
and 12 of XX' can then be written ~(l) = G(A,l)~0 (!), where G(A,l) = 
= 0F1 (½n; }AI, L)exp(-A) and ~O is the density under the null hypothesis 
µ = 0. The TP2 properties of the function G follow from the corresponding 
properties of the hypergeometrie function 0F I On; Al, L). The monotonicity 
result for the power function follows from this by using the FKG inequality 
due to Fortuin, Ginibre and Kasteleyn (1971). For an exposition on the FKG 
inequality and its uses we refer to Kemperman (1977) and Perlman and Olkin 
(1980). 
2. INTEGRAL INEQUALITIES FOR DIAGONAL ELEMENTS OF AN ORTHOGONAL MATRIX 
LEMMA. 2.1. Let a 1 ~ a2 ~ 0 and Zet H be an nxn orthogonai matrix, where 
n ~ 2. Then the diagonai eZements h 11 and h 22 have a non-negative covariance 
under the density 
(2. 1) 
2 
f(hll'h22) = exp{_l 
1.= 1 
a.h .. } / J 
l. l. l. 
0(n) 
2 
exp{ I 
i=l 
a.h .. } dH 
l. l. l. 
with respect to Haar measure on 0(n), where dH denotes Haar measure on 0(n). 
PROOF. First consider the special orthogonal group S0(n) of orthogonal 
matrices with determinant equal to one. Any HE S0(n) can be written as a 
product Hn_ 1 ••• H1 of rotations H1, ••• ,Hn-l' where 
(2. 2) 
3 
and H(i)(8ik) is a rotation by the angle 8ik in the (xi,xi+I)-plane, orient-
ed· such that the rotation from the i th unit vector e. to the (i+l) th unit 
1 
vector ei+l is positive. The angles 8ik vary as follows: 
(2.3) 
{o:;; eik <21r 
0 :S 8 ik <1r , 1 > I 
These parameters are called EuZer angZes, see e.g Vilenkin (1968), chapter 
IX. In terms of.these parameters, Haar measure on SO(n) is given by 
(2.4) 
where 
(2.5) 
see Vilenkin (1968), p. 439. By induction it is seen that 
(2.6) 
n-1 
hnl = kl]l sin 8kk ' 
n-1 
hln = (-l)n-1 k"!Jl sin ek,n-1. 
Note that the distribution of (h 11 ,h22) under Haar measure on the or-
thogonal group is the same as the distribution of (E 1hnl' e2h 1n), where 
e 1 and e2 are independent random variables with the same distribution 
p{e. = 1} = P{e. =-I}=½ and (h 1, h 1 ) is distributed according to Haar 1 1 n n 
measure on SO(n), independent of (e 1,e 2). Thus, taking the expectation with 
respect to (e 1,e2), we get 
I hl 1h22 f(hl I'h22.) dH 
O(n) 
[ 2• 
21T 1T 1T 
= cl E EIE2 I de 11 I dBi n-1 I d022 I de2 n-1 , , 
0 0 0 
1T 
n=l I ( kl]l (sin ekk sinek, n-l)) (sine n- 1 ,n-l )n-:-2 
0 
j n-2 ( . k-1 8 . k-1 \ \ k!Jl sin kksrn 8k,n-I)) , .. 
4 
rr/2 rr/2 7f /2 rr/2 
= C2 J d0 l l I del n-1 I d022 J de2,n-I , 
0 0 0 0 
7f /2 
rn-1 
... I (sinekksinek,n-I)) sinh (a1 °nl . e \ \k~l k=l sin kk} 0 
. n-2 
• s 1.n e 1 1 de • n- ,n- n-1 ,n-1 
Note that for n = 2 there is only one parameter e 11 , for n = 3 there-are 
three parameters e 11 , e 22 , e 12 , for n = 4 there are five parameters 
e 11 , e22 , e 33 , e 13 , e23 , etc. The constants c 1 and c2 are defined by 
and 
C = Lr I 
2/rr 2rr rr 
J de 1 I J de I , n-1 J 
0 0 0 
7f 
d022 f d02 n-1 
. , 
0 
7f 
r ( n-2 k-1 k-1 ) 2 ,- l TT ( · e · e sinn- e de J \ k=l sin kks1.n k,n-1 n-1,n-l n-1,n-tJ 
0 
rr/2 rr/2 
c2 = [ I d0 l l 
0 
I 
0 
'Tf/2 
••·.I cosh 
0 
( nTT-1 . e \ h ( nTT-1 . \ a 1 sin kk} cos a 2 k=l sinek,n-I/ k=l 
( n-2 ) -1 
• TT ( · k-le · k-le ) sinn-20 de ] 
I sin kk sin k,n-1 n-1,n-l n-I.n-1 \ k=l , 
Now let S = [O,rr/2]2n-3 and define the density q on S by 
q(011'···,e 1 1' 61 , •.• ,e 2 1) n- ,n- ,n n- ,n-
(2. 7) 
~ Let e 
-
(2 .8) 
(2. 9) 
Then 
(2. 11) 
( nTT-1 . e \ hf nTT-1 . e ) = c2 cosh a 1 sin kk) cos \a2 sin k,n-l k=l k=l 
[
n-2 k-1 k-1 ] n-2 
• k~l (sin ekk sin ek,n-l) sin en-I,n-i· 
<011' ••. 'e n-1, n-1 'e 1, n-1 ' ••• 'e n-2, n-1) ' and 
( n-1 ) ( n-1 \ gl (8) = TT sinekk tanh a 1 k~l sinekk) ' k=l 
( n-1 . e \ tanh(a2 n-1 sinek _ 1) g2(8) = TT sin k,n-1} TT k=l k=l ,n , 
J h 11 h22 f(h 11 ,h 22 ) dH 
O(n) 
1r/2 
= J de 11 
0 
1r/
2 
n-1 ) 
J ( TT (sinekksinek,n-l) k=l 0 
. 
n-1 \ ( n-1 ) 
• tanh(a 1 TT sinekk) tanh a2 kIJI sinek,n-l q (0) de n-l n-l k=l ' 
= E(g 1 (0) g2 (0)) 
5 
where the expectation is taken with respect to2 the density q on S. 
d · · · · TP · .,,...,,...----,0=-=--- log q (0) ~ 0 for any pair The ensity q is pairwise 2,since ae .. ae,_o iJ l:v{.. 
,..,, 
of different components e .. and 0,_ 0 of e, and since q > 0 on s. iJ l:v{.. 
Thus, again by the fact that q > 0 on S, it follows that q satisfies the 
FKG condition on S (cf. Perlman and Olkin (1980), Remark 2.3). Since g1 and 
g2 are both nondecreasing in each argument on S, the FKG inequality implies 
(2.12) 
(see e.g. Perlman and Olkin (1980), Remark 2.5). 
By computations similar to those used in computing 
fo(n)hllh22 f(h 11 ,h22 ) dH it is seen that 
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(2. I 3) J 
O(n) 
(2. 14) I 
O(n) 
The result now follows from (2.11) to (2.14). • 
LEMMA 2.2. Under the same conditions as in Lemma 2.1, the diagonal elements 
h I I and h 22 of H satisf11 
(2.15) J hl I f(hl 1 ,h22) dH 2: O, 1. = I ,2, 
O(n) 
where f is given by (2.1). 
PROOF. Using the notation of the proof of Lennna 2.1 we have 
(2. 16) J h 11 f(h 11 ,h22) dH = Eg1(0) 
O(n) 
= J ( :~: sinekk) tanh(a 1 :u: sinekk) q(e) de, 
s 
where S = [0,~/2] 2n-3 ; see (2.7), (2.8) and (2.13). The expression at the 
right-hand side of (2.16) is clearly non-negative (and strictly positive 
if a 1 > 0). The proof for h22 is completely similar. • 
3. TOTAL POSITIVITY AND MONOTONICITY 
THEOREM. Let L = diag(l 1,l2) and A= diag(>..,)..), where li 2: O, i=I,2, and 
A> O. Then the hypergeometric function 0F 1(½n; ¼A,L) is TP2 in (l 1,l2) and 
in(£..,)..), j = 1,2, for each n 2: 2. 
J 
PROOF. We use the following integral representation 
(3. I) 
= f f exp{ tr D \ H1 D,e.H2} dH 1 dH2 , 
0(2)0(n) 
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where H1 E 0(2), H2 E O(n) and dH 1 and dH2 denote Haar measure on 0(2) and 
O(n), respectively; D0 is a 2xn matrix defined by (D 0 ) •• = t! 12o •• and D, 
,{_, I ,{_, 1J I. l.J /\ 
is a 2xn matrix defined by (D 0 ) •• = t! 2oi. and D, is a 2xn matrix defined 1 /2 ,{_, l.J 1 J /\ 
by (D,) .. = A. o .. where o .. is Kronecker's delta (see e.g. James (1961)). /\ l.J I. 1J l.J 
When A= diag(;\,;\) we obtain the following integral representation 
I {;\1/2 2 t! 12 h .. } (3.2) OF I (½n; ¼A, L) = exp z: dH; j=l J JJ O(n) 
since in this case 
I exp{tr D~H1D,e_H2} dH2 
O(n) 
I {;\1/2 2 2 h~!) h~:) ,e_l/2} dH (3. 3) = exp I I i=I j=I 1J 1J . 2 O(n) J 
I {;\1/2 2 ,e_~/2h .. } dH = exp z: j=I J JJ O(n) 
where H1 
(I) 
= (h~:)). The last equality in (3.3) holds, since = (h.. and H2 l.J l.J 
(3.4) 
2 
I 
i=I 
2 
I j=l h
(_ 1_) h(.2_) 0 1./2 = - ( ) , 
,{_, tr H1A L H2 , l.J l.J J 
where A(L) is the nxn matrix defined by A(L) .. = t! 12 , i = 1,2, A(L) .. = O 
_ 11 I. 1J 
for other values of (i,j) and H1 is the nxn orthogonal matrix defined by (H 1) •• = h~!), 1 ~ i,j ~ 2, (H 1) .. = 1, i > 2, and since the function l.J 1J I.I. 
~=A~ JO(n) exp(tr AH) dH, A an nxn matrix, is invariant under transfor-
mations A+ H1A, H1 E O(n). 
(3.5) 
Let F = 0F I ( ½n; ¼A,L). Then 
,, 
= l)._(f l )-1/2 
4 I 2 
- l)._(f l )-1/2 
4 l 2 [ I 
O(n) 
2 
l l ~ / 2 h .• } dH /F j=I J J J 
exp{;\ 112 I t! 12h .. } dH/ FJ j=l J JJ 
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and 
(3.6) 
a2 
cnal. log F 
1. 
= !(Ali)-1/2 I 
O(n) 
1/2 h .. exp{A 1.1. 
2 
l 
~=:I 
1/2 l. h .. } dB /F 
J JJ 
2 2 
+ !lil/2 J hii l ,e_!/2h .. exp{Al/2 l ,e_~/2h .. }dH /F 
j=l J JJ j=l J 1.J 
0 (n) 
- ¼l:-I/2 fl Jr J.I=l ,e_~/2h .. exp{A!/2 I l ~/2 h .. } aH/F 
i. J J J J j=l J JJ 
O(n) 
.fl" J h .. exp { A 112 I l ! I 2h .. } dH / F] . 
1.1. j=I J JJ 
O(n) 
By Lemmas 2.1 and 2.2 it follows that (3.5) and (3.6) are nonnegative. 
Hence Fis pairwise TP2 in (l1,l2) and (lj,A), j = 1,2. • 
The fol.lowing corollary shows that the power function is monotone "on 
the diagonal". 
COROLLARY. Let l = (l 1,l2) be distributed according to the density 
where A= diag(A,A), L = diag(l1,l2), 
~ {k(l1-l2)(l1l 2)½(n-
3)exp(-½(l1+l2)), l 1 (3.8) ~0 (l) = 0, otherwise, 
and k > O is a constant such that ~O is a probability density. Then the 
function A I+ f JR 2 g(l) ~A (!) dl, A :::?: O, is nondecreasing for each g which 
is nondecreasing in the components l 1 and l 2 of l. 
PROOF." Define 
9 
3 a2 Then G > O on the rectangle JR+. Since al al log G(11.,l 1,l2) c 0 
32 I 2 3 
and al•n log G (11., l 1, l 2) c O for each (A, l 1 ,l2 ) E JR+, it follows that 
G . J. . TP JR3 s· G O JR3 h" . 1· h G . f" is pairwise 2 on + • ince > on + , t is imp ies t at satis ies 
the FKG condition on JR! (cf. Perlman and Olkin (1980), Remark 2.3). The 
result now follows from Proposition 2.6 (ii) and Remark 2.7 in Perlman and 
Olkin ( 1980). • 
4. A COUNTEREXAMPLE 
We show that the approach to proving monotonicity of the power func-
tion by showing that 0F I On; ! ,L) is pairwise TP2 (which worked "on the 
diagonal" in Section 3), fails in general. Take n = 2, A = diag(11.,0), 11. > O, 
L = (l1,l2), li c O, i = 1,2. Then by the same line of argument as used 
in Lemma 2. I we have 
= a2 Jr f 
alll2 
0(2)0(2) 
exp{tr I/2H L112H'} dH dH 
I 2 I 2 
= 111.(l l )-1/2 f Jr h(l) h(2) h(I) h(2) 
4 1 2 J II 11 12 12 
0(2) 0(2) 
2 
•exp{11. 112 l h(!\
1
(~),e_~/ 2} dH
1
dH
2 j=I I J J J 
'ff/2 Tr/2 
I J cose 1cose 2sine 1sine2 
0 0 
. 1/2 1/2 . 1/2 1/2 
•sinh(11. l 1 cos8 1cose 2)sinh(11. l 2 sin8 1sine2)de2, 
where H1 = (h~!) and H2 = (h~~). Define the density q on [0,Tr/2]
2 by iJ iJ 
(4. I) 
where k > 0 is chosen such that q is a probability density and 
define 
IO 
(4. 2) 
The density q clearly satisfies the FKG condition on Sand hence, since 
g 1 and g2 are both increasing in e1 and e2 on S, we have by the FKG in-
equality 
(4. 3) 
where the expectation is taken with respect to the density q on S. More-
over, the inequality in (4.3) is strict (cf. Perlman and Olkin (1980), 
Proposition 2 .4 (ii)). Let F = 0F 1 (I, A, L) • Then 
(4 .4) a
2 ( a2 ~ <>F aF 2 
al a log F = al al F/ F - a:t." at: /F 
l l 2 l 2 I 2 
= ¼)..(llf.2)-1/2(-E gl g2 +E E ) < O, 
gl g2 
implying that Fis not TP2 in the pair (£. 1,l2). 
However, it is shown by a completely different method in Perlman and 
Olkin (1980) that any test of the type described in Section has a power 
function which is increasing in A, if A= diag(A,0). 
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