Abstract. Consider the problem of determining the roots of an equation of the form F(x) =0 where F maps the Banach space X into itself. Convergence theorems for the iterative solution of F(x)=0 are proved for multipoint algorithms of the form Xn+l=x n-q~(xn), ~==1, where ~(x)=.~, (Fx)-lF(x--q)i_l(x)) and O0(x)=0.
By(O)+Cy(t)=d has a unique solution for all k(t) and d. Then, under certain conditions, there are boundary compatible sets such that the problem ~=[(y, t), g ( y (0)) + h (y (t)) = c has the equivalent integral representation 1 y (t) =A(t) {c--g (y (0)) --h (y (1)) +B y (0) +C y (1)} + ff'(t, s) {/(y (s), s) --A (s) y

Introduction
Considerable effort has been devoted to the study of higher order methods for the iterative solution of equations of the form F(x)= 0 where F maps the Banach space X into itself (see, for example, [3, 5, 7--9] ). Most of these methods require commensurately high order derivatives of F and so, are often of limited practical utility. Here, we consider a class of multipoint methods whose order of convergence does not explicitly depend upon higher order derivatives. More precisely, we examine a family of methods of order ~ which require (~-1) evaluations of F, a single inversion of F', and no explicit evaluations of higher derivatives of F except in the convergence analysis where a uniform bound on F" is used.
We deal with the class of multipoint methods given by We note that Traub considers the class (t.t) in [9] for the case of nonlinear equations on the real line. Here, we consider the class in an infinite dimensional setting. We also note that if ~ = 1, then the algorithm is simply Newton's method.
We observe that fixed point problems are also covered in our development. More precisely, if T is a map of X into itself and if we let F = I --T, then the equations are equivalent. The formulations (t.4) and (t.5) will be used interchangeably throughout the sequel. For example, in the case of (1.5), we have (t .6) ~0~ (x) = E(z -~)-1 (T --T~')I s (.) for ~ _--> t as is easily proved by induction on a. If we define a mapping Q(., .) of x × x into X by and the modified Newton's method iteration is given by (1.t t) x.+1 = Q (x0, x.)
