The representation of physical systems using qualitative formalisms are examined in this review, with an emphasis on recent developments in the area. The push to develop reasoning systems incorporating deep knowledge originally focused on naive physical representations, but have now shifted to more formal ones based on qualitative mathematics. The qualitative differential constraint formalism used in systems like QSIM is examined, and current efforts to link this to competing representations like Qualitative Process Theory are noted. Inference and representation are intertwined, and the decision to represent notions like causality explicitly, or infer it from other properties has shifted as the field has developed. The evolution of causal and functional representations are thus examined. Finally, a growing body of work that allows reasoning systems to utilise multiple representations of a system is identified. Dimensions along which multiple model hierarchies could be constructed are examined, including mode of behaviour, granularity, ontology and representational depth.
Introduction
The need for an artificial intelligence system to explicitly represent knowledge of the physical world is accepted almost as an absolute. However in recent times this basic assumption has been strongly challenged (Brooks, 1991; Morris, 1991) . Indeed it may be that a large proportion of the cognitive functions performed by humans can be driven by concept-free control mechanisms. Equally however, there is still strong evidence for a symbol rich component to human cognition -for example the use of language as a communication mechanism (Kirsch, 1991) . It is this aspect of intelligence, that we believe can be modelled as the representation and manipulation of symbols, that seems to account for many of the higher functions associated with human intelligence. Thus, without ignoring the importance of a non-representational component to intelligence, it seems clear that explicit representations of the physical world will be needed to produce the range of inferences expected from AI systems. Decision support systems, for example, will need to represent knowledge about physical systems ranging from digital circuits, satellites, and manufacturing plants, to the physiology of the human body. They may also need to represent physical systems that are a part of everyday experience, like the fluid contained within in a cup or a ball tossed into the air.
Knowledge of physical systems will often be incomplete, consisting of qualitative descriptions of their composition and behaviours. Sometimes the incompleteness arises because the laws governing the operation of a system are not well understood (although in principle such knowledge might exist). Nevertheless, humans are able to make inferences using just such limited knowledge. For example, consider a ball thrown by a child. The child may not know equations for the motion of a body in space, nor even precise data such as the mass of the ball, how hard it was thrown, or the angle it was thrown at. Nonetheless, by using the information at hand as well as past experience, the child can infer that the ball will rise, that its trajectory will take it in a certain direction, and perhaps that its path will be longer than it is high. The need to base decisions on incomplete knowledge and data are also features of many technical domains such as medicine. In other domains, more detailed knowledge is available, perhaps in the form of equations describing the characteristics of a manufacturing plant or electronic circuit. It is often easier however, to represent such systems at a coarser qualitative level, because this offers a sufficiently descriptive and computationally cheap level of abstraction for some problem solving activities.
It is the need to design AI systems that can perform well on such under specified problems that has driven the various strands of Qualitative Reasoning research in AI. Over the last decade or so a considerable body of work has accumulated in this area, and several excellent collections of papers exist (Bobrow, 1984; Hobbs and Moore, 1985, Weld and de Kleer, 1990 ). There are also several good reviews which introduce the basic representational and inferential concepts used in Qualitative Reasoning (e.g. Forbus, 1988; Cohn, 1989) . This background work will not be covered in detail here. Rather, this paper is particularly concerned with the evolving knowledge representation work in qualitative reasoning, and the commonalities emerging between different representational schools. To assist in the task, the changing views of causality and functionality within physical systems will be examined, followed by a review of recent work exploring the use of multiple models within a single reasoning system.
Deep Knowledge
A central issue in the design of intelligent agents is the manner in which one can capture the expertise they will need to interact with the real world. In particular, there has been much discussion about the proportion of expertise that needs to be explicitly represented as knowledge, and that which must be modelled as inference procedures. The 'Knowledge Principle' of Feigenbaum (Lenat and Feigenbaum,1988) states that the key to intelligent performance for a computer system lies in it containing large amounts of knowledge, rather than sophisticated general reasoning procedures. This has been a cornerstone in the construction of first-generation rule based expert systems. However, these systems only operate successfully when they are restricted to tightly defined domains. Rule based systems are brittle, their competence rapidly decaying at the edge of their expertise (Davis, 1987) . In contrast, people exhibit a much more graceful decay from expertise, being cushioned by weaker but more general problem solving capabilities. This 'robustness' (Davis, 1987 ) is a desirable characteristic for expert systems that have to diagnose previously unencountered faults, or failures due to novel fault interactions. Figure 1 taken from (Lenat and Feigenbaum, 1988) illustrates the hypothesised decay of reasoning performance at the limits of a system's expertise.
In an attempt to deal with these limitations, Lenat's CYC project is trying to amass most of the commonsense knowledge people use in their daily lives. The intuition is that expert system brittleness is partly due to a lack of general knowledge about the world. Yet Lenat and Feigenbaum admit that collecting millions of rules is not enough. Intelligent systems need general problem solving methods as well as a breadth of knowledge. They now propose the Breadth Hypothesis to qualify the knowledge principle -intelligent performance often requires the problem solver to fall back on increasingly general knowledge or to analogise specific knowledge from far flung domains. In other words, if a reasoning system is to deal with problems at the edge of its expertise then it must be equipped with general models and general reasoning procedures to augment its highly specialised knowledge.
CYC has thus seemingly returned to the notion that knowledge of the world can be represented at various depths (Hart, 1982) and that problem solving robustness depends on an ability to represent and reason about a problem at such varying levels of depth. Rule based systems, associating an input pattern with an action are regarded as shallow representations. Deep systems are those that have some underlying representation of the basic physical laws or mechanisms operating in a domain and can utilise this knowledge when shallower representations fail. The implication is that the sort of knowledge contained in deep systems allows shallower knowledge to be inferred. Another way of expressing the same relation is to note that one system is deeper relative to another if knowledge implicit in the deep system must be explicitly represented in the shallow (Klein and Finin, 1987) . A corollary of this is that deep representations require more complex inference procedures than their shallow counterparts -an example of the trade-off between computational tractability and expressiveness of representational languages (Levesque and Brachman, 1984) .
Approaches to Qualitative Representation of the Physical World
What truly constitutes a deep model is still an open question (Chandrasekaran, 1983) and there are many ways in which one could represent knowledge of the real world. It is useful to partition knowledge into that which describes a system proper (its structural and functional aspects), and the behaviours exhibited by a system. Traditionally, differential equations have done just that, with the equations capturing the laws that govern a system, and the solutions to those equations representing the possible system behaviours (Kuipers, 1986) . Differential equations are thus often seen as deep laws, and qualitative representations as abstractions of such laws at some shallower but still sufficiently deep level ( Figure  2 ). The properties of a system expressed at one level may have limited meaning in another. Lenat and Feigenbaum 1988) Performance Historically, the Qualitative Reasoning community has been interested in two quite different representational problems. The first is often called naive physics (Hayes, 1979) or commonsense reasoning and is concerned with understanding how humans make inferences about everyday physical systems. Hayes proposed the construction of a formalism to describe a large portion of our common sense knowledge about the everyday physical world. The formalism would handle for example the notion of objects, shape, movement, substances, time. A classic example is the knowledge used by a human to infer the behaviour of fluids without knowing anything about the fluid's material properties or fluid dynamics.
The second broad concern in Qualitative Reasoning has been termed qualitative physics. This work is interested in replicating the sorts of first principles reasoning that an expert might use when reasoning about a difficult problem e.g. an engineer reasoning about a complex circuit's behaviour for the first time. This form of knowledge centres around notions of the functional and structural relationships that exist within a physical system. This strand is concerned with developing techniques that may complement traditional quantitative analysis tools.
The two enterprises of naive and qualitative physics have many common concerns. Both for example, may use incomplete qualitative descriptions of the world. However naive physics is everyday physics. It is concerned with the sorts of reasoning and representations that people need to make daily. Qualitative physics
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Figure 2: Qualitative representations and differential equations are abstractions of physical systems (after Kuipers(1986) The vast bulk of research in qualitative reasoning has focused on qualitative physics at the expense of naive physics, and these differences have not been explored in any great detail. Early work in the field (e.g. Hobbs and Moore, 1985) did begin with the premise that there was value in capturing aspects of everyday human commonsense reasoning. Subsequent work has often focused on the formal mathematical aspects of qualitative physics, especially for the analysis of models in expert technical domains like electronics. Fishwick (1989 Fishwick ( , 1990 criticises the formal work in qualitative physics, noting that it has until now ignored significant work from other disciplines. For example, the field of econometrics has for years pursued qualitative techniques for the analysis of economic models. There is more than a little truth in this observation. For example, the use of phase portraits as a new global constraint (Lee 1988; Struss 1988 ) are significant contributions to the AI literature on qualitative simulation. Yet the principles behind these techniques can be found in student textbooks of mathematical economics (e.g. Chiang 1984; Gandolfo 1981) . In fact, the study of the qualitative behaviour of systems, especially complicated systems -non-linear or of degree greater than two, has been proceeding for over a hundred years. Poincare began the modern program for the study of the qualitative properties of ordinary differential equations in the 1880's. Work has proceeded with developments in differential topology and qualitative dynamics. In recent times Catastrophe Theory was developed to describe the equilibria of dynamical systems, and Chaos Theory to describe systems exhibiting complex behaviours. Such work is clearly beyond the scope of the present review.
The move to more mathematically formal representations has however had a beneficial effect on qualitative reasoning research. There is clearly an interaction between the representation of qualitative knowledge, and the type of inference that can be performed with it. As we shall see, attributes of the perceived world like causality or functionality can either be explicitly represented, or be inferred. The shifting understanding of this balance offer important insights into the development of this field in AI, and is at least partly a result of the shift to more mathematically formal representational and inferential methods.
Causality
A concern at the heart of qualitative reasoning is the notion of causality. Indeed, one of the motivations for early work in qualitative physics was to develop an explicit treatment of causality that was unavailable in traditional physics (de Kleer and Brown,1984) . However, as Bunge (1979) points out, the word 'causality' has numerous meanings. At its simplest, causation can denote a connection between two events -event A generated a change in the state of B to produce state C. Causality in the form of the causal principle allows the generalisation of such connections into a law through the process of induction -C always follows A. At its broadest, causality represents a philosophical position -that everything in the universe happens according to a causal law. This last position at least is on shaky ground with quantum physics -causality here seems to be an artefact of human perception.
Nevertheless, causality is useful, and causal thinking characterises an important part of everyday and first-principles reasoning. Causality is often associated with explanation and the need to produce a meaningful causal explanation to justify a recommendation is often cited as an important component of an intelligent decision support system (Patil, 1981) . The imprecision with which causality has been defined, and the lack of clear agreement about how it might be employed within a reasoning system has generated much debate within the AI community (Weld and de Kleer, 1990 ).
Causal networks
There is a clear early division between systems that attempt to represent causality explicitly, and those that treat it as a property that should be inferred. Much of the later work from the qualitative reasoning community has tended to support the notion that causality is a property that can be inferred from structural and functional knowledge. No explicit causal representation is found for example, in Kuipers' QSIM (1986) . This contrasts with early efforts in model based reasoning, which attempted to augment rule-based representations with an explicit representation of causality through a probabilistic network.The CASNET system for glaucoma diagnosis (Weiss, Kulikowski et al., 1978) , and Long's (1983) work in cardiovascular haemodynamics typify systems that represented knowledge as a causal-associational network. Links in CASNET's causal model represented an assertion about the likelihood of one event leading to another, based up probabilistic estimates. The events linked by causal connections were complex states such as "neural tissue loss" or "cupping of the nerve head".
Although one of the motivations for developing causal networks is to enhance their explanatory power, the mechanisms which underlie the transition from one state to another are still hidden in probabilistic assertions. For example, take a CASNET link between two states involved in the progression of the eye disease glaucoma:
Elevated Pressure Transmitted to Optic Nerve Head → (0.9) Decreased Blood Supply to Optic Nerve Head
The process being represented is the compression of blood vessels leading to a reduction in blood flow. The representation tells us nothing about notions such as the effect of pressure on the structure of a hollow tube, or the effect narrowing a tube's cross sectional area produces on the flow of a liquid within it. Yet it is these concepts, even at a very naive level, that a human would grasp when learning about the disease process, or trying to explain it to another. Thus, while causal networks of this type may appear to capture process information, they are ultimately still shallow representations, lacking the means of expressing structural or functional relationships. They do not express why one event caused another.
Causality is fundamentally an explanatory notion -it is invoked to describe one's understanding of the chain of events that lead to the existence of a state in a physical system. Causal links are thus acquired as explanations or justifications from experts. Compton (1990) suggests that the context in which such knowledge is acquired is fundamental to understanding its value. A causal link or chain of links may well explain a phenomenon, but only in the context of a particular problem. For example, an expert may offer a causal explanation of a particular disease process to justify the values of a set of blood test results. A modified chain of events may be invoked later to explain why another set of results is slightly different. Compton maintains that the second chain is only a valid representation of knowledge in the context of the failure of the first chain to explain events. Further, Compton reports that experts will happily offer alternate explanations for similar phenomena.
This suggests that a model constructed by aggregating a large number of causal links obtained in different contexts may not have logical internal consistency. Such a model does not represent an expert's true knowledge of a physical system, but an assembly of context dependent explanation of events derived from some deeper knowledge. For a causal model to be constructed, Compton would demand that the links be assembled in the context in which they were acquired to have any validity.
Thus causal links are of their own a shallow representation for a number of reasons. This is an important insight -that the act of simply representing causal connections between events in no way guarantees that we have captured any deep knowledge of a system or its behaviours (Keravnou and Washbrook, 1989; Bylander, 1990) .
Differential Equations
AI researchers see differential equations as one important form of deep knowledge and some have attempted to give causal readings to such equations. For example, using the equation V=IR, one could interpret that an increase in voltage will result in an increase in current when resistance is constant. Forbus and Gentner (1990) further attempt to distinguish between symmetric and asymmetric functional relations, where the difference in symmetry rests solely in the causal interpretation of the equations. Some equations are essentially asymmetric and explicitly represent causal processes. In our example above, one reading of causality from voltage to current might be favoured over others through some external process of identifying voltage as the 'independent' variable.
In the general case however, if an inverse exists for a functional relationship this asymmetry cannot hold. Thus one key aspect of a causal link -that it is essentially asymmetrical -is violated with differential equations. Mathematical forms of their own do not capture causal relations, just the form that the relations will take (Bunge, 1979) . When a causal interpretation of a mathematical form is reasonable, it has to be added. Such an interpretation does not belong to the mathematical symbols themselves, but to the semantic system applied to the relations. Thus functions are seen as syntactic forms only, and they cannot of their own replace causal propositions. Causality is thus seen as an explanatory inference performed over a set of equations. The equations themselves represent structural or functional relations in a physical system providing a syntactic form between parameters. Exogenous knowledge of the context within which we place the set of equations is needed to form a causal explanation.
Causal Ordering
One way of extracting a causal reading from a set of equations is to identify dependencies between variables in the equation system. To this end, advocate the use of Causal Ordering and the method of comparative statics long used in economics and thermodynamics. These provide an operational means to both determine a causal relation among variables in a set of equations, and to assess the qualitative effects of a disturbance applied to the system. A model is formed by a set of simultaneous differential equations. The equations come from an understanding of mechanisms, and each equation in the model must be a structural equation standing for a mechanism through which variables influence other variables. Unfortunately there is no easy way to know if an equation is structural (Iwasaki, 1987) . If the model involves feedback, an assessment of the system's stability needs to be made before its response over time can be determined.
The causal ordering is an asymmetric relationship among the variables and equations. The ordering is derived in the following way. A system is self-contained if it has n equations and n unknowns. The system can have self-contained subsets, and a subset that does not contain a proper self-contained subset is a minimal complete subset. The set of minimal subsets of zero order are solved, and these values substituted into the remaining system equations to obtain a new structure. Then the new set of minimally complete subsets of first order is solved. The procedure is repeated until the derived structure of highest order contains no subset that is self-contained. If V i is the set of variables in the complete subsets of ith order, they are said to be causally dependent on the elements in V i-1 . Importantly, a causal order cannot be assigned in feedback loops.
Causal ordering also relies on the notion of an exogenous variable to assist in making causal assignments, and in particular when there is a need to establish the structural equations for a system. Such variables are considered external to the subsystem they occur in, and their values are set by external processes. A variable that can be manipulated experimentally, for example, would be considered exogenous. This exogenous ordering is similar to Forbus and Gentner's notion (1990) of favoured causal interpretations of equations. Iwasaki and Simon offer a list of methods by which one can determine the exogenous variables in a system, all relying on information external to the system equations. The causal ordering produced by this set of techniques is sometimes counterintuitive. This usually results when the technique is applied to equations which do not represent an equilibrium system. Iwasaki (1988) extends causal ordering to systems with static and dynamic components to rectify this limitation. Forbus (1988) argues that causal ordering is limited by its dependence on quantitative equations and knowledge of which variables are exogenous. In particular, he notes that the notion of causal independence based on exogenous parameters limits the system to specific modes of behaviour. What is exogenous in a system may well change when it becomes part of a larger system. This criticism does not allow for the fact that the same set of equations can have different sets of exogenous variables identified for different behaviour modes. Indeed, it should be directed more towards Forbus own work (Section 6.2) which places favoured causal readings on equations, thus fixing the context in which they can be applied.
Bond Graphs
Bond graphs are a formal representational language for analysing physical systems developed for System Dynamics. There has been increasing interest in the use of Bond Graphs for qualitative modelling in AI because of their simplicity and representational power (Fishwick, 1989b; Top and Akkermans, 1990; Söderman and Strömberg, 1991) .
The modelling process is based upon the conservation of energy, with physical processes being linked in a labelled digraph through energy flows. Basic concepts like effort, flow, inertia and capacitance are used in modelling, and their generality allow the method to be applied to domains like thermodynamics, rotational and translational mechanics, fluid dynamics and electronics. Once a bond graph has been constructed for a physical system, traditionally one can generate a block diagram representation of the full differential equations that describe the system and then proceed with formal analysis.
The bond graph can however also support a useful set of qualitative inferences, including an analysis of the causal ordering that occurs within a system. Infact, bond graphs will produce identical causal orderings to those obtained using the methods of Iwasaki and Simon described in Section 4.2.1 when the underlying mathematical models are equal (Top and Akkermans, 1991) . Top and Akkermans go further in their analysis, suggesting that the causal orderings produced with the bond graph method are richer than those produced by the method of Iwasaki and Simon because bond graphs can assign causality in a feedback loop, and have automatic methods for determining whether a system is self-contained and ensuring that a model is maximally resolved.
Causality as Constraint Propagation
Systems of equations can be seen as a set of constraints, and the way in which values are propagated through these constraints can be used to assign causal interpretations. Many workers have abstracted differential equations into qualitative constraints (see Section 6), starting with de Kleer and Brown's seminal work (1984) . Here a system was described by a set of confluences, which were constraint equations written in terms of the qualitative derivatives of variables, with possible values of +, -, and 0.
Assuming a system is in an equilibrium state, then a disturbance is superimposed upon the set of qualitative equations or confluences. The progression this produces from one system state to another describes the system's time varying behaviour and can be given a causal reading. de Kleer and Brown were also interested in the sequence of non-equilibrium states that were formed by the process of constraint propagation, between two equilibrium states. This second sequence happened instantaneously or in their terms, in 'mythical time'. They called the causal interpretation of the sequence a 'mythical causality'. Mythical causality thus summarised ''physical action taking place at a lower level", no conventional time passing between the mythical time instants.
As values were propagated through their constraint network, ambiguities would be encountered. Three heuristics -the component, conduit and confluence heuristicswere used to help resolve such situations. The three are essentially similar, capturing the notion that places in the network untouched by the propagation so far remain unchanged. During the process of causal ordering, Iwasaki and Simon were similarly forced to look to exogenous variables to assist in resolving ambiguities in their causal assignment. In fact, a now famous debate ensued between de Kleer and Brown defending their seemingly ad-hoc notions of mythicallity and locality of propagation, and Iwasaki and Simon proposing their arguably more formal mechanisms for assigning causality Iwasaki, 1986b; de Kleer, 1986) . While causal ordering was a structural analysis of a system, de Kleer and Brown's methods required that their confluences were assigned values. In other words, the equations needed to be solved for a given set of initial conditions. In both cases, knowledge external to the equations is needed to help resolve causal arguments.
When systems with no feedback are considered, the techniques of causal ordering and constraint propagation (specifically the methods of de Kleer and Brown) produce the same ordering (Iwasaki, 1986b) . Causal ordering, however, does not assign causality in feedback systems and requires further examination of extra second order equations using the methods of comparative statics to analyse such systems. The viewpoint from causal ordering is that there is no sense in determining a causal order in feedback loops -a view shared in the earlier work of Bunge (1979) . Some have come to the conclusion that, at least for the question of feedback (Weld and de Kleer, 1990) , the need to produce an ordering is purely a domain issue. Economists like Simon do not need to do it, but engineers working in circuit diagnosis do. This might be an easy way to resolve the debate, but perhaps will also avoid resolving deeper questions about the many different meanings and uses of causality. While it would be unfair to declare the debate closed, it is clear that thrust towards formalisation provided by causal ordering has had a positive effect on the area.
Causality as Temporal Abstraction
A key problem in the assignment of causality to constraint or equation representations of physical systems is that the need for a asymmetric reading of the functional relations is at variance with their mathematical meaning. The solutions proposed so far are computational rather than representational -they have relied on the use of external knowledge to explicitly assign causal direction when structural dependence cannot be determined, or have relied on an inferred propagation order of values.
An alternative viewpoint sees causality as an emergent property that can be attributed to the varying temporal granularity of system models. One can model a system at varying level of abstraction, hiding details when they are not appropriate (Patil, 1981) . It is clear that time can be used in this manner, abstracting away details of a system's behaviour if they are too fast or slow for current purposes. From a modelling point of view, systems that operate considerably faster than the current scale can be seen as instantaneous, and those that operate significantly more slowly as constant (Kuipers, 1987) . Kuipers (1987) shows that what appears as a structural constraint (or equation) at one level of temporal abstraction, can be seen as an embedded process when from a faster level. This view solves the problem of assigning an asymmetric interpretation to functions in some sense, by seeing the problem in modelling terms. A relationship which is temporally asymmetrical at a detailed level is abstracted into a symmetrical constraint by shrinking its temporal extent to zero (Kuipers, 1987b) . For example, if a set of equations generate a sequence of states over time and show a change in one function eventually resulting in a change in another function, that relationship can be mapped onto a single functional relation between the two variables and ignore time.
The implication of this is that causality is very much a property of the level of abstraction of our model of the world, and that the causal interpretations drawn must change, depending on the level of model abstraction. Iwasaki (1990b) shows that this is certainly true for causal ordering. Importantly, when one performs a causal ordering, the model used should be of a uniform temporal grain size. Mixing temporal abstractions in the one model could lead to erroneous causal interpretations. Equally, each time a reasoning system changes models to a more appropriate abstraction level, a causal analysis would need to be redone.
Device Structure and Function
When people reason about objects in the physical world, they are often concerned with explaining how things work -their function. Explanations are often based on some understanding of the manner in which objects are put together -their structure. One may thus view objects in the physical world as devices, and attempt to derive a behavioural description of the device's function from a description of the its internal structure. A device is usually made up of components, each governed by a set of laws, and the behaviour of the overall device is obtained from those of its parts. Parts in a device model might communicate by conduits or ports, passing values to one another. The contributions of de Kleer and Brown (1984) to the device ontology will be examined in the following section. Other workers like Davis (1984) , Pan (1984) and Hamscher (1987) have applied model based representations of mechanisms to fault localisation problems, principally in the area of digital circuit analysis.
Reasoning with Confluences
The early work of de Kleer and Brown (1984) made important contributions both to the development of qualitative simulation techniques and to the development of qualitative representations. The behaviour of a device component in their work was governed by a set of qualitative differential equations (confluences) and by their connections to other components. The simulation of the device model produced an envisionment, a directed graph of all the states the device could reach. Envisionment is probably the first qualitative simulation technique in the AI literature and was based on the propagation of perturbations around the constraint network created by the confluences.
A goal of their work was to develop representations of device structure that allowed function to be inferred. To assist in this endeavour, de Kleer and Brown proposed the 'No Function in Structure' (NFIS) principle which prohibited model builders from incorporating behavioural information into a device description. In other words, when constructing a model, one should not presuppose the function it is intended for, but simply describe its composition. An advantage of such a method is that it enforces representational modularity -libraries of device component models could be constructed, and then assembled as needed to describe new composite devices.
It has become clear that NFIS cannot be more than a modelling guideline however, since the context in which a device is used may be needed to infer its purpose. Its structural description may be inadequate to make functional inferences. Keunke and Allemang (1989) offer a simple example of the use of a wooden beam as a device. One may be able to construct a physical model of the beam, but the function of the beam may only be inferrable by examining the larger physical system it is placed in. A wooden beam may be used to form the keel of a boat, act as a stationary wave breaker, or as a support in a roof. Another good example is a propeller fanits function changes depending on whether it is immersed in water, air or vacuum, and whether it is a passive device or being rotated by an engine.
The second major criticism levelled at the NFIS principle by Keunke and Allemang is that the more closely it is adhered to, the more background knowledge a reasoning system will need to interpret a device. If a battery is described purely in terms of its chemical components -a functionally poor description, a large amount of knowledge about electrochemistry would be needed to decide what the battery was doing in an electrical circuit. If some assumptions can be made about its function however, then less background knowledge is needed, and the process of inference can be more efficient. It may be that de Kleer and Brown's initial domain of electronic circuits was more suited to the application of the NFIS principle, but it is clear that it fails to generalise for the representation of a wide class of common devices. Forbus (1988) also criticises the device representation because not all phenomena can easily be described in it. For example the device representation has difficulties in representing continuously varying systems. However one might be forgiven for dismissing this second criticism. A reasoning system should always use the most appropriate representation, and for domains like digital circuits for example, the device representation is most appropriate because of the structured nature of the environment.
Recording Causal and Functional Context
Causal and functional descriptions of physical systems are explanatory notions. Given such a system description, a number of different behavioural explanations should be derivable, based upon the context in which it is used. It is interesting to note that despite their similar roles, functionality and causality had quite different initial treatments -causality was represented explicitly and functionality explicitly prohibited from representation.
Thus the value of causal and functional explanations of device operation are dependent on the context in which they are obtained. Many workers are now engaged in developing and using modelling languages that make explicit use of device purpose or function (e.g. Sticklen, 1991) . This view is entirely supported by Compton's (1990) work on knowledge acquisition. Rather than attempting to have functionally or causally devoid descriptions of physical systems, Compton would have such knowledge recorded with the functional or causal context in which it was acquired. This view sees the explanations that a model can generate only being valid in the context in which the model was initially constructed. While attempting to represent the structural aspects of a physical system in as general as possible a manner, the assumptions under which the model is created or acquired are also explicitly recorded wherever possible. The manner in which such general models can be constructed will now be examined, along with the ways a reasoning system can use multiple models and select amongst them based upon the assumptions associated with them.
Qualitative Differential Equations
Whether qualitative knowledge represents the manner in which a device is assembled (de Kleer, 1984) , or a description of the processes occurring within a system (Forbus, 1984) , it usually is modelled as a set of qualitative differential equations. A considerable effort has been devoted to developing qualitative algebras (e.g. Williams, 1988) which are sufficiently powerful to allow useful inference to be drawn. This is a specialised topic in itself, and will not be dealt with in detail here. However, the general properties of the QDE representation are important, as they form a common language with which to compare the different representational schools in Qualitative Reasoning. QSIM (Kuipers, 1986 ) is a qualitative simulation algorithm that reasons with time varying functions. Its concern is to detail the time-varying relationships between functions, much as classical numeric simulation does. It thus is a relatively low level description language and could be placed within either the device or process centred description languages (Forbus, 1988b) . QSIM will thus serve as a general model of a system that utilises the qualitative differential form. The QSIM algorithm for qualitative simulation makes the use of some of the best features of previous simulators such as those proposed in (de Kleer, 1984; Forbus, 1984) . The algorithm and qualitative representation is presented formally by Kuipers along with a critical analysis. It represents a milestone in the qualitative reasoning literature, presenting for the first time a vehicle that can be subjected to active experimentation and formal analysis by other workers.
QSIM
The Model
QSIM reasons with a constraint model. These constraints are qualitative abstractions of Ordinary Differential Equations (ODEs). Thus a model can be considered to be a set of qualitative differential equations (QDEs). There is no commitment in the inference process to the meaning of the equations -QSIM is not interested in whether they represent some component of a device or have a causal or functional interpretation. This is because there is no need to use such knowledge in QSIM's simulation procedure. Modelling is seen as the direct transformation of ODEs to QDEs and the source of the model is considered external to the simulation process. QSIM uses several representational concepts common to many qualitative reasoning systems. In particular, the use of qualitative constraints, a discrete value set for functions, an interval representation of time, and a quantity space for each parameter are almost universal.
Functional Form and the Quantity Space
Within the QSIM formalism, a physical system is characterised as a set of real valued parameters which vary continuously over time. Discontinuous functions are represented by separate models for each continuous section of the function. The values a function may take in the simulation of a qualitative model are usually taken from a restricted set of quantitative values. This reflects the loss of detail in abstracting from ODEs to QDEs. The qualitative description of a function comprises a pair <qval,qdir>. The qval is a real value or real interval, and the qdir is the sign of the time derivative for the function at qval. The sign is represented by inc, dec or std, reflecting whether the function is increasing, decreasing or steady at a given time point. Further, each real qval is a landmark value, which represents a critical point for the function. The simulation is not interested in the values a function takes when it is not at a landmark, the specification of a range between two landmarks being sufficient. The set of landmarks values for a function form its quantity space and this is used to define all the values of interest for a function.
A simulation involves obtaining the qualitative description for each function at each successive qualitative state that the system passes through in time. A progression to another state thus occurs whenever any of the functions in the system model changes its value. The qualitative behaviour of a system can now be defined as the temporal sequence of qualitative states for each of its parameters as constrained by their individual functional relationships.
Model Constraints
Modelling a system involves representing functional relationships with qualitative constraints. Constraints in QSIM restrict the qualitative values that may be assigned to functions. The basic QSIM constraints allow relations of addition, multiplication, the time derivative and monotonicity to be expressed qualitatively. For example, the monotonically increasing constraint is:
g) iff f(t) = H(g(t)) where H'(x) is strictly monotonically increasing
The monotonic constraints M + and M -map many quantitative functional relationships. For example, both exponential and logarithmic functions map onto them. Periodic functions must be broken up into separate regions that are monotonically increasing or decreasing. This many to one mapping allows QSIM to specify incomplete knowledge about a system, but has the trade-off that the simulation may produce ambiguous results.
Limitations of Qualitative Representation and Simulation
While they are a powerful representational form, QDEs are still limited in some respects, as is qualitative simulation. Some of their major problems will now be discussed, along with examples of work that seek to address these and extend the formalism.
Representational Coverage
One of the motivating factors behind the QDE representation is its ability to represent a broad range of physical phenomena at a level which allows useful and verifiable inference to be drawn. There are classes of phenomena that may however, not be covered by the QDE formalism. In particular, some relationships between parameters may be best captured in purely probabilistic terms. Wellman (1990) formalises the probabilistic semantics of qualitative influences which express monotone relations between functions. Qualitative influences become statements of constraint on the joint probability distributions of parameters. Statements like 'A positively influence B' are interpreted as a special case of relative likelihood in Wellman's formulation. Such statements leave open the possibility that a relationship is non-deterministic. A monotonically increasing QDE prevents two functions from ever changing in opposing directions, a positive probabilistic influence merely states that it is unlikely.
Qualitative probabilistic influences are however limited to expressing monotone associations, and are shown to be unable to resolve combinations of influences of different signs without recourse to other information. The probabilistic representation is thus complementary to the more powerful QDE formalism.
Ambiguity of the Qualitative Algebra
Often the ambiguity of qualitative relationships prevents a single prediction to be made. For example, given the relationship add(a,b,c) when a is specified as having a positive value and b as negative, then c is completely unspecified. This is the trade-off for the power of the qualitative algebra in specifying incompletely characterised systems. One technique to help resolve the problem is to use some quantitative or order of magnitude knowledge. Knowing that a > b in absolute terms for the above example constrains c to be a positive value. One method for using such incomplete quantitative knowledge is proposed in .
A more rigorous extension to the qualitative algebra is proposed in (Williams, 1988) . He allows a combination of qualitative and real operators. This allows the delay of the abstraction of values into qualitative terms until after algebraic manipulation has occurred. The result of delaying the qualitative abstraction is that more information is preserved. He also completely restores the properties of addition, multiplication, subtraction and division operators. Previous algebras like that used in QSIM focused on the results of using these operators on the signs of functions, not their actual values.
Temporal Abstraction
Although qualitative simulation is concerned with the time course of function values, time itself plays a secondary role in the its determination. The temporal resolution is limited to distinguishing distinct instants and intervals, and to force a total ordering on the state succession. In short the temporal representation for QSIM, and most other simulators, is poor . Temporal reasoning forms a distinct AI research area, but there is significant synergy between its goals and those of qualitative reasoning. McDermott (1987) provides a review of some of the recent work in temporal logics.
When QSIM is faced with large models, the number of potential behaviours for a set of initial conditions can grow alarmingly. Kuipers (1987a) proposes the decomposition of large models through the application of temporal abstractions. Briefly, a hierarchy of subsystems in the model is created, based on the relative time scale the subsystems operate in. Slow systems that might take a day or two to respond to changes are separated from much faster subsystems that might operate within seconds. As shown in Section 4.2.3, functions in a fast system see slower systems as if they were constant and slow systems see fast ones as being instantaneous. QSIM is applied repeatedly to each subsystem, shifting attention from slow systems to the faster ones they communicate with, and returning the simulation values obtained to the slower system again. This is a simple extension to QSIM that allows the time scale of constraints to be specified. Without it and the global constraints discussed above, QSIM is restricted to small scale models.
Locality
Not all the behaviours generated by the process of qualitative simulation are true, and this is a key observation contributed by Kuipers. This is partly because of the so called 'locality' of the simulation process. The transition to the next state in a simulation is determined solely by its predecessors' value. In particular, the generation of transition values is not constrained by any global behaviour of the system. However, subsequent work on the representation and utilisation of second derivative constraints (Kuipers, 1987; Chiu, 1988) and phase portraits (Lee, 1988; Struss, 1988) have significantly reduced the locality problem. It seems that the simulation languages like QSIM are thus not necessarily inherently flawed, but more likely incomplete.
Qualitative Process Theory
While QSIM avoids the issue of assigning meaning to its constraints, other workers are more concerned with the modelling process, and the interpretation of such constraints. In an attempt to find a qualitative representation that reflects the way people informally reason about the physical world, Forbus (1984) proposed his Qualitative Process Theory (QPT). His intuition was that people describe changes in terms of processes like liquid flow, motion, boiling, bending and compressing. His processes ''are the analog of the differential equations used to describe the dynamics of a system". Forbus (1988) lists among the advantage of the process representation that it can represent such discontinuous events for substances, that processes provide a simple notion of causality, and that it allows modelling assumptions to be explicitly represented. These may be true, yet they are not exclusive to QPT. Most qualitative simulation systems, including QSIM, will allow different sets of constraints and relations to be invoked as a system moves into different operating ranges (Section 7.1). One of the disadvantages of QPT is that setting a model up is quite laborious. Further, there are no concise algorithmic accounts of the QP simulation mechanism. It was the emphasis on algorithmic definition that allowed Kuipers to make his analysis of some of the limits of qualitative simulation in (Kuipers, 1986) . Forbus (1984) is an exposition of a theory in evolution, not a simulation technique. Forbus (1990b) attempts to partially redress this imbalance.
Modelling in QPT
QPT attempts to model continuous physical processes, as well as discontinuities like the creation or destruction of objects, or the transition from heating water to it boiling. Boiling for example, would be a separate process to heat flow, and would be invoked during a heat flow process when the liquid's boiling point was reached. Forbus gives Hayes' notion of the history of an object primacy, and models time as a sequence of intervals and points. Within QPT, physical models are described by a view and a set of influences on an object. The view is the list of individuals involved in the object and any conditions and relations amongst them. In QSIM this would be the names of functions, their operating ranges, and any other constraints on the values they might take. The influences loosely correspond to QSIM's qualitative constraints. Forbus also uses the notions of quantity space, and corresponding values for monotonic constraints. So, despite the emphasis on process as an organising concept, much of the information represented in a QSIM model is also representable as a process model. In fact, QPT was an important influence in the development of QSIM, along with de Kleer and Brown's confluence based theory. Bylander (1988) provides a direct comparison of these three schools through an example of heat flow into a pan of water, and reinforces some of the similarities of their representations.While such a direct comparison between the bodies of work represented by QPT and QSIM sheds some light, it can also be misleading. As pointed out earlier, one can view QSIM's constraint language as a subset of an ontology like QPT. The implication then is that QPT is attempting to represent and infer about a larger set of phenomena. Indeed, Forbus claims that QPT is the most general account of qualitative reasoning to date.
The Qualitative Process Compiler
An important contribution to this discussion is the work presented by Crawford, Farqhuar and Kuipers (1990) on the Qualitative Process Compiler (QPC). They have implemented a system that separates qualitative reasoning into two quite separate tasks -that of building a model, and then of simulating the model to obtain behavioural predictions. They assert that some of the difficulties that have arisen in comparing the different representations lies in the confusion of the model building and simulation tasks and that the separation of the two allows clearer statements about the values of different representations to be made.
Broadly, QPC first assembles a model of a problem using the view-process representation of QPT, and then transforms that model into a set of ODEs which are then simulated through QSIM. The transformation process is most illuminating and there are several aspects to it. Influences in QPT are causally directed statements of relationship -that X will influence Y all else being equal. We know from the earlier discussion of causality that QSIM constraints are undirected functional relationships. This raises a conflict in semantics. An example will make this clearer. Assume two parameters A and B influence a third C. In QPT if A provides a positive influence and B a negative influence, then C is ambiguously defined. If these are monotonic relations in QSIM, the situation is not ambiguous, but rather is inconsistent. One constraint says C should be increasing, and the other says it should be decreasing -clearly it cannot do both. So the labelling is inconsistent.
QPC attempts to resolve this problem by recognising that this semantic difference does indeed exist, and attempts to circumvent it. The process takes the following general form (Fig 3) . First, QPC applies a closed world assumption when transforming influences. Thus, if it is know that only A and B influence C, one can assume that no other influences exist (even thought the influence semantics does not preclude their existence). Next, QPC transforms QPT proportionalities into monotonic relations, and influences into derivative relations. These are then summed using the QSIM add constraint. Some recent discussion has focused on whether this genuinely represents an assumption that the functions involved in the influences can be linearly combined, as stated in the Crawford (1990) paper, or whether the QSIM constraint add (a,b,c) does not in fact require linearity, but only maintains that c is monotonically increasing in a and b.
The issue of the disappearing causality moving from influences to constraints is not addressed in the transformation. One of Bunge's (1979) criticisms of causality is that it assumes the linear independence of causal influences -that each causal influence is independent of the others and that when necessary one can superimpose causal influences and derive their interacting effect. Thus QPT makes assumptions of qualitative linearisation when summing influences. There is nothing in QSIM's representation which inherently requires this assumption -it only becomes apparent when the transformation between representations is attempted. It may well be that representational systems like QSIM which treat causality as an inferred property, and those like QPT which represent it explicitly do model slightly different phenomena. If one takes Kuipers' view (1987) , then the causality captured in QPT influences should rather be modelled at a finer level of temporal abstraction as a set of acausal qualitative differential equations.
QPT provides an important organising point in the qualitative reasoning literature, and has identified key ideas used by subsequent workers. The urge to integrate QPT with other representational systems is an expression of the need to understand whether these represent essentially incompatible world views or have differences based on misunderstandings through poor specification. It seems clear that the transformation described above does preserve some important aspects of the relations between parameters, and thus establishes commonalities between the two ontologies. Equally, it is clear that the transformation is not perfect. The choice of a process, device or other representation of the physical world at this stage perhaps should not be an article of faith, but a pragmatic choice. The representation which best describes the situation is the most appropriate. Weld (1986) for example uses the process as the organising concept for his work in 
Multiple Representations
There is a growing interest in equipping AI systems with multiple representations and multiple models of a particular domain, and there are a number of motivations for this. While a diagnostic system equipped with deep models may handle a broad range of problems, it will often be inefficient computationally. Applying complex inference to problems that are simple or common is inefficient when they could be adequately dealt with by a less detailed or even shallower representation. Thus, the selection of representation should be appropriate to the problem at hand. Systems may also need to switch between different models of a physical system when one is a more useful representation of the phenomenon at hand -problems may only have a solution after changing perspective. Finally a representational form or particular model may make assumptions that are invalid in the context of a given problem, and a more appropriate one needs to be selected. Equipping a reasoning system with the capacity to switch between models and representations should make it both robust and efficient.
From a representational viewpoint, the need to switch between models is fascinating because it requires an understanding of the mappings that exist between models of the world. Pragmatically, the mapping allows the definition of limitations and hidden assumptions of a given representation (e.g. QPC's mapping of QPT to QSIM). A number of dimensions can be identified along which models could be distinguished from one another, and their commonalities mapped. These include:
• Mode of behaviour • Granularity of Detail
• Depth of representation
• Ontological View
While work in this area is still in its early stages, it seems to represent a critical part in the development of systems that need to deal with a wide variety of real world phenomena.
Mode of Behaviour
Depending on the conditions that currently affect it, a system might behave in several quite different modes, each requiring a different model. For example one might wish to model the behaviour of water as a fluid in normal circumstances, but the model must be changed when temperature drops below freezing. Such behavioural switches require explicit modelling assumptions to be associated with individual models. Facilities to enable model selection are included in QPT. One of the first things done when simulating with QPT is to determine which processes are currently active, based on the initial conditions. QSIM also allows model selection (Kuipers, 1986) . For example, complex or periodic functional relations can be partitioned based upon range descriptions, decomposing a system's behaviour around discontinuities. For the relation x = cosθ, one could specify a model description as a series of tuples of the form FC(θ,x,descript). Each tuple describes a region of the function with a qualitatively different behaviour:
Granularity of Detail
The ability to represent the same physical system at increasingly finer levels of detail was an important component of Patil's (1981) work on causal reasoning in the domain of acid-base disorders. As problems become more complex, the reasoner resorts to more detailed knowledge in an effort to solve them. The cost is computational complexity. The computation required to generate qualitative states from a model when simulating is exponential with the number of variables (Kuipers, 1986) . Models that optimise problem coverage and computational complexity thus need to be selected. Iwasaki (1990b) and Weld (1991) list a number of axes along which one could choose to abstract model detail:
Structural: Components can be lumped together if they are structurally related. Components are thus represented at a level that is sufficient to solve the current set of problems. Bylander's work (1987) on consolidation emphasises a notion of structural containment and composition. Here components can be lumped together and considered as a single more abstract and simpler one.
Functional: Collectively, one may wish to model the function of a number of components as a single unit. Recall from Section 5 that while it may not be ideal to explicitly represent device function, it is often practically unavoidable and also useful.
Temporal:
One may choose to reason about behaviours that occur over a certain span of time only -perhaps ignoring very brief or very extended ones (e.g. Kuipers, 1987) .
Quantitative: While increased coverage of physical phenomena is obtained by abstracting away quantitative details, reasoning power is lost. We may thus wish to include quantitative models of a system to assist with more difficult problems.
There are in fact a range of models that can be contemplated, from the purely qualitative, through semi-quantitative representations (Kuipers and Berleant, 1988) to fully quantitative ones. Abstraction from quantitative to qualitative representations can operate both on the values of a parameter or its relations (e.g. ODEs to QDEs).
Approximation Assumptions: As models become more abstract, insignificant terms can be eliminated, creating coarser approximations to the more detailed model. While an approximate model may be useful in solving a particular problem, its predictions do not necessarily agree with the more detailed model with which it is associated. For example, one may consider the equations of Newtonian physics to be a useful approximation of relativistic physics, with the discrepancies between the two theories only becoming evident in special circumstances. Weld (1991) seeks to derive approximate models which are formulated in response to a particular problem context. The approximate models only have validity in the context of the problem being solved. 1
These dimensions, as Iwasaki points out, are not necessarily independent. As we move along one dimension in an abstraction hierachy, we may move along others as well. Parts that are structurally close also tend to operate in the same time frame and may represent a functional unit.
Ontological View
A battery can be seen as a set of chemical reactions or as a supplier of electromotive force. The view used depends on problems solving needs. As the discussion of the NFIS principle showed, different ontological views are selected based on the functional context of our problem. Placing a battery in the context of an electronic circuit presupposes that it is viewed as a supplier of electromotive force. Employing a particular language to describe a device's function (e.g current, voltage) thus commits to a view of the device that supports that language (Liu and Farley, 1990) . One would only want to consider the more detailed chemico-physical level if there was a problem with the circuit that could not be solved by the simpler view of the battery, or if one were reasoning about a battery in a context outside that of an electronic circuit.The initial work on ontology began when Hayes (1985) presented two views of liquids -one as stuff that is held within a container, and the other as multiple small pieces of stuff. Collins and Forbus (1987) extend the second ontology to modelling fluids as molecular collections.
Until recently, little has been done to explore the ways in which different views of a system could be utilised, and even less on the relations between such models or how a reasoner would decide which view was most appropriate. One such attempt is presented by Liu and Farley (1990) who offer a charge-carrier ontology to supplement the standard device ontology for digital electronic circuits. Importantly they begin to examine the relations between the two ontologies, albeit with small examples. They offer a number of rules for selecting between the device and charge carrier ontology when reasoning about problems with circuits. They first note that there must be some method of linking ontologies through bridging relations. An example they offer is that a perturbation in current (device ontology) can be viewed as a perturbation in charge flow (charge carrier ontology). Perturbations between ontologies can be carried through such bridging relations. Addanki et al. (1989b) have also worked on the problem of linking common parameters between different problem solving contexts.
Ontologies are shifted in Liu and Farley's work through the application of a number of choice rules. For example, if the question at hand interrogates an axiom of our current ontology, then there is no way of deciding the answer. One would then switch to a related ontology in which the question does not address axioms. If in the device ontology, one had the axiom that V=IR and sought to know why current increases when voltage increases across a resistor, then an answer cannot be provided. Switching to the charge carrier ontology, an explanation of the axiom can be generated in terms of the movement of electrical force, cross-sectional area and the movement of the charge carriers through the area.
Liu and Farley posit a structural compatibility principle -that to preserve spatiotemporal continuity between shifts, different ontologies must share a common structural view of the world. The common structure between device and charge carrier views is the notion of a region of space. They state that the principle allows bridging relations to be formulated, and that it ensures the continuity of causal propagation when shifting between different ontologies. The second assertion is presented without formal justification. Since causal ordering cannot be preserved when shifting between different levels of abstraction within the same ontology (Iwasaki, 1990b) , it seems unlikely that it would be preserved between different ontologies. Clearly much work needs to be done exploring such issues.
Depth of representation
Deep models may contain knowledge that is required for solving a large number of problems, but the reasoning architectures that support deep representations are comparatively expensive computationally. Some work has gone into developing systems that capture domain knowledge at a deep level, but then extract a large number of shallow relations from these models. Often in the form of rules, the shallow representations is then used for problem solving. The Kardio system (Bratko, 1989) developed detailed qualitative models of cardiac electrophysiology, and then generated large numbers of rules using the model. Rules were not just for single diseases, but included the patterns expected for multiple concurrent diseases (or faults).
The cost of increased efficiency is storage, and problem coverage to some extentas one moves from deep to shallow computational efficiency is gained at the price of representational efficiency. A deep model is a compact representation when compared to the large number of rules that can be generated from it. Bratko's team solved the storage problem by eliminating large numbers of unlikely or impossible combinations, and compressed the knowledge base through an inductive learning algorithm. Another problem with this general approach is that it is also not feasible to generate rules for all possible disease interactions. An arbitrary number of faults per interaction needs to be selected. Interactions due to a larger number of faults than covered by the rules will need access to the full model to be solved, rare though they may be.
Some systems (e.g Abu Hanna, 1990; Coiera, 1989; Dvorak, 1989; Ironi, 1990) attempt to use both deep and shallow representations, optimising in some way the selection of representation and inference task. Dvorak's Mimic uses QSIM models to predict behavioural states, but in a manner similar to Kardio, uses model generated rules to select initial hypotheses. It cannot however, hypothesise event interactions not coded directly into a recognition rule and so would potentially miss identifying events that in principle are identifiable from its deep model. Few systems to date actively switch between levels based on an understanding of the problem at hand, selecting the representation that is most appropriate. Further, it is not altogether clear under which conditions one would need to move between these two representational extremes.
Intermediate Representations
Rosch's classification theory (1978) proposes that the most useful level of representational abstraction of an object is the most cognitively economic onewhich she calls the basic level. Objects in the basic level have the quality that they are prototypic of their class. Such prototypic instances contain the attributes that are most representative of items inside, and least representative of items outside a category. A classic example is the concept of a chair, which is considered a prototype. Specialising the description of an object may not give much more information e.g. a dining chair, and a lot is lost by being abstracting to a more general category like furniture. Similarly, representations intermediate between deep and shallow are specialisations of the deeper level, and generalisations of the shallow. They may thus share some of the characteristics of a Roschian prototype, optimising the balance between computational and representational efficiency on the one hand, and problem coverage on the other.
Rosch's work on representation is largely concerned with the classification of objects, rather than processes or events. She suggests however, that a good candidate for the prototypic representation of events are Schankian scripts describing individual units of action like making a cup of coffee or going to a lecture. The task of diagnosing the time varying behaviour of systems is a concern for many AI systems. Consequently representations that allow physical processes to be inferred or represented in prototypic form are of particular interest. Little has however been done in this area to date.
Qualitative histories, composed of a time ordered sequence of qualitative state descriptions, are one candidate for a prototypic representation intermediate between qualitative models and shallower representations. Hayes' Naive Physics Manifesto (1979) proposed the history of an object as a key reasoning concept. A history is 'a connected piece of space time' describing the occurrence of a process on or through an object. Hayes saw a history as "a basic ontological primitive" but most work since Hayes' paper has focused on the mechanisms by which histories can be generated. Histories have become a by-product of an inference process such as qualitative simulation rather than knowledge worth representing in its own right.
Histories can be used for diagnosis or prediction, and a key requirement for both of these tasks is to be able to represent the behaviour of multiple interacting diseases. This requirement proves to be a central issue when reasoning with explicit representations of qualitative histories. Theoretical results in (Coiera, 1989 and based on the mathematical properties of qualitative histories show that histories of individual events can often be added using qualitative superposition to replicate the behaviours of the interacting events. The superposition is legal for all linear systems, and for non-linear systems under special conditions, such as the dominance of one history over another. Based upon these results, some preliminary conclusions can be drawn about the benefits of using qualitative histories as an intermediate representation. They offer representational efficiency intermediate between recognition rules and full models, since interactions do not need to be generated and stored. Computationally, they are again intermediate -requiring some computation to predict interactions but not a full simulation. Problem coverage also suggests the intermediate nature of histories. One can handle, within the limits of superposition, an arbitrary number of diseases in any interaction thus extending problem coverage from a shallow system. Equally, superposition limits define when a deeper model must be invoked.
The benefit of any representational depth from shallow to deep clearly varies with domain and problem type. Another constraint on choice is more practical than theoretical, and results from the degree to which knowledge has been formalised in a domain. If deep models are unavailable, then problem solving must rely on shallower techniques. An advantage of intermediate representations is that they should allow a system to maximise problem coverage in such poorly specified domains. For example, physiological models of disease may be unavailable, but if diseases can be represented as histories one can make more powerful inferences than would be possible with a shallower representation (Coiera, 1990) .
Switching Between Views
It is clear from the preceding discussion that there are numerous ways in which one can represent physical phenomena. A key ability for any reasoning system that utilises such different views of the world is the ability to intelligently switch representation. Switching between views, or indeed selecting amongst a set of candidate views requires an understanding of the limitations of any particular view and its representation, and a means of selecting a more appropriate one.
If there existed some measure of the likely success of a model in answering our problems, then one would have a means of deciding whether it is appropriate or whether it is necessary to switch. The work on ontology switching by Liu and Farley (1990) offers some rules for selecting ontology based on a notion of problem solvability within an ontology. The work on qualitative history superposition (Coiera, 1990 ) offers another measure of success based upon the assumptions that need to be met before intermediate depth histories can be used in favour of the deeper model-based level. Such a view selection process could also consider computational cost when several alternatives are available.
Other workers have relied on the failure of a current model to drive the selection of an alternative (e.g. Weld, 1990, Abu-Hanna and Gold, 1990) . Addanki et al. make a particular attempt to quantify model failure and direct the selection of an alternate model based on a metric of appropriateness. They represent multiple models in a graph, each node being a particular model, and the arcs between models explicitly detailing the assumptions that change in transition from one model to another. For example a model of a physical system may assume that no friction operates or that energy is conserved during the operation of a device -assumptions which often simplify problem solving. Their system checks to see if the current model prediction matches actual measurements, and assembles a list of delta vectors which record the mismatches that have been detected. It then searches for a model connected to the current model which would produce the desired changes in parameters associated with a delta vector. The information detailing expected parameter change is recorded in explicit rules, and it is not clear how often such rules could be found to assist in the selection process. Weld (1990) describes another method of linking models which are approximations of one another. If one model is a simpler approximation of another, and a mapping called an approximation reformulation can be found, then one can switch from one to the other. The reformulation is possible when the complex model has an exogenous parameter that allows the behaviours of the two models to become successively closer as it tends towards a limit. It is not clear how often such reformulations are possible between different models and whether the technique will thus prove general enough to be practicable.
There are clearly a variety of clues that a reasoning system can exploit when selecting an appropriate world view. All of the work described here has focused on a particular context switch -either between ontologies or representational depths or approximations. A more unified approach is perhaps needed, to analyse the interrelation between the different strategies, specifying their individual utilities and success rates, and generality.
Conclusions
A large body of work has been covered in this paper, and it is clear that the qualitative representation of physical systems is still evolving actively. Early confusion over issues like causality, and the relation of structure and function in a representation, while not entirely resolved, are much clearer. Equally, the relations between the various competing qualitative knowledge representations like QPT or QSIM are now beginning to be formalised profitably.
One of the disappointments of the last few years has been the scant attention paid to the more commonsense aspects of real world representation, in favour of more formal ones of complex physical systems. With the current interest in multiple representations and models, this may begin to be redressed. Commonsense knowledge may be important not just in dealing with physical phenomena at a simple level, but form a part of the knowledge with which one can switch from one model to another. It will also be interesting to see the outcome of the CYC project's attempt at capturing commonsense knowledge.
It seems likely that the construction of truly robust and efficient programs that will reason across a wide range of problems will require the multiple model approach. The growing understanding of the benefits of deep and shallow representations is beginning to allow the design of such systems, and to contemplate intermediate representations that may optimise functionality between the two. At one stage deep representations were favoured because of their perceived benefits over shallow systems. The ability to now actively envisage a synergy between such representational levels suggests that significant progress in the design of robust reasoning systems may be made in the next few years.
