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ABSTRACT
We discuss some aspects of the representation theory of the deformed
Virasoro algebra Virp,q. In particular, we give a proof of the formula
for the Kac determinant and then determine the center of Virp,q
for q a primitive N -th root of unity. We derive explicit expressions
for the generators of the center in the limit t = qp−1 → ∞ and
elucidate the connection to the Hall-Littlewood symmetric functions.
Furthermore, we argue that for q = N
√
1 the algebra describes ‘Gentile
statistics’ of order N − 1, i.e., a situation in which at most N − 1
particles can occupy the same state.
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1. Introduction
In recent years it has been realized (see, in particular, [7]) that the theory of off-critical
integrable models of statistical mechanics is intimately connected to the theory of infinite-
dimensional quantum algebras and that such theories can be studied in close parallel to
their critical counterparts, i.e., conformal field theories.
Algebras of particular interest are the so-called deformed Virasoro algebra, Virp,q,
introduced in [11,34] (see [4] for a review), their higher rank generalization, the deformed
W-algebras [9,2,3,13], as well as their linearized versions [17,18]. In particular, it has
been argued [25,26] that the deformed Virasoro algebra plays the role of the dynamical
symmetry algebra in the Andrews-Baxter-Forrester RSOS models [1].
For generic values of the deformation parameters1 the representation theory of the
deformed Virasoro algebra Virp,q closely parallels that of the undeformed Virasoro algebra,
as manifested, e.g., by the Kac determinant formula [34], Drinfel’d-Sokolov reductions
[14,33] and the existence of Felder type free field resolutions [26,21,10].
In this paper we will discuss some aspects of the representation theory of Virp,q. First
we complete the proof of the Kac determinant conjectured in [34], where also the hardest
part of the proof, the construction of a sufficient number of vanishing lines, was already
established. Then we proceed to discuss the representation theory for q a primitive N -th
root of unity, i.e., a complex number q such that qN = 1 and qk 6= 1 for all 0 < k < N .
(Henceforth, we use the notation q = N
√
1 for q a primitive N -th root of unity.) As was
already observed in [34], it follows from the Kac determinant formula that, for q = N
√
1,
Verma modules contain many singular vectors irrespective of the highest weight. We first
analyze the case q = −1 in detail and find a close relation of Virp,q to the free fermion
algebra. For q = N
√
1, N > 2, we give a generating series for all singular vectors. We
derive explicit expressions of all singular vectors (for generic highest weight) in the limit
t = q/p→∞. For generic t, the singular vectors are deformations of these as we illustrate
in various examples. We show that the existence of these generic singular vectors is a
consequence of the fact that for q = N
√
1 (and t → ∞) the algebra Virp,q has a large
1 Here, ‘generic values of the deformation parameters’ will always stand for ‘not a root
of unity.’
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center. We compute this center by exploiting the isometry from the Verma module to the
Hall-Littlewood symmetric polynomials [20].
The paper is organized as follows. In Section 2 we recall the definition of the deformed
Virasoro algebra Virp,q and its highest weight modules, prove some simple properties and
discuss the free field realization. In Section 3 we prove the Kac determinant formula and in
Section 4 we discuss the representation theory of Virp,q for q =
N
√
1. This section is divided
into three parts. First we discuss the case of q = −1 and then proceed to the general case
of q = N
√
1 for all N ∈ N. Finally, we make the previous analysis more explicit in the limit
t = q/p → ∞. We conclude with some general comments in Section 5. In particular, we
point out an interesting relation between Virp,q at q =
N
√
1, and so-called Gentile statistics
of order N − 1. The latter is a generalization of Fermi statistics (N = 2) in which at most
N − 1 particles can occupy the same state [16].
Three appendices follow. In Appendix A we give basic definitions and summarize some
results from the theory of symmetric functions that are used throughout the paper. In
Appendix B we provide some explicit examples of singular vectors at q = N
√
1 for N = 3, 4,
and in Appendix C we establish some elementary identities for the products of generators
of Virp,q in the limit t → ∞ which, when specialized to q = N
√
1, yield another derivation
of the center of Virp,q.
2. The deformed Virasoro algebra Virp,q
2.1. Definition
The deformed Virasoro algebra [34,4], Virp,q, is defined to be the associative algebra
generated by {Tn, n ∈ Z}, with relations∑
l≥0
fl (Tm−lTn+l − Tn−lTm+l) = cmδm+n,0 , (2.1)
where fl is determined through
f(x) ≡
∑
l≥0
flx
l = exp
(∑
n≥1
(1− qn)(1− t−n)
(1 + pn)
xn
n
)
=
1
1− x
(qx; p2)∞(q
−1px; p2)∞
(qpx; p2)∞(q−1p2x; p2)∞
,
(2.2)
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and
cm = ζ(p
m − p−m) , ζ = −(1− q)(1− t
−1)
1− p . (2.3)
Here, p, q ∈ C with p not a root of −1. The series (2.2) are to be understood as formal
power series and the equality holds in the region where both converge. For convienience
we have introduced a third parameter t by t = qp−1. Also
(x; q)M =
M∏
k=1
(1− xqk−1) , (q)M = (q; q)M . (2.4)
In terms of formal series
T (z) =
∑
n∈Z
Tnz
−n, δ(z) =
∑
n∈Z
zn , (2.5)
the relations (2.1) read
f(
w
z
)T (z)T (w)− f( z
w
)T (w)T (z) = ζ
(
δ(p
w
z
)− δ(p−1w
z
)
)
, (2.6)
For future convenience we also introduce a generating series for cm = −c−m
c(x) ≡
∑
m≥0
cmx
m = ζ
(
1
1− px −
1
1− p−1x
)
. (2.7)
Note that the algebra Virp,q is invariant under (p, q) ↔ (p−1, qp−1) and (p, q) ↔
(p−1, q−1) and carries a C-linear anti-involution ω defined by
ω(Tn) = T−n . (2.8)
From the second expression for f(x) in (2.2) one can easily derive the recurrence
relation
f(x)f(px) =
(1− qx)(1− q−1px)
(1− x)(1− px) = 1 + ζpq
−1
(
1
1− x −
1
1− px
)
, (2.9)
which in turn uniquely determines f(x).
Remark. We have defined Virp,q for any p ∈ C by means of (2.1) – (2.3) considered as
formal power series, as long as p is not a root of −1. For p a root of −1, the expressions (2.2)
are ill-defined. In this case one may still define Virp,q in terms of a solution of the recurrence
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relation (2.9). However, such a solution is not unique as can be seen by taking different
limits in (2.2) to obtain inequivalent solutions to (2.9). It is rather straightforward to show
by iterating (2.9) that, for p an N -th root of −1, a necessary and sufficient condition for
the existence of a solution is q2N = 1. We have not found a succinct way to classify all the
solutions that arise then. In this paper we will focus on the case where p is not a root of
−1, except for brief remarks in Sections 2.2 and 4.1.
The algebra Virp,q can be considered to be a deformation of the Virasoro algebra Vir
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0 , (2.10)
in the following sense:
Theorem 2.1 [34]. In the limit q = eh¯ → 1 with t = qβ (β fixed) we have
T (z) = 2 + β
(
L(z) +
(1− β)2
4β
)
h¯2 +O(h¯4) , (2.11)
where L(z) =
∑
n∈Z Lnz
−n satisfies the Virasoro algebra (2.10) with
c = 1− 6(1− β)
2
β
. (2.12)
2.2. Modules
In this paper we will consider the class of modules of Virp,q that are analogues, e.g.,
deformations, of the highest weight modules of the undeformed algebra. In particular,
we are interested in studying those modules by means of standard techniques based on
characters and contravariant forms. For that reason we extend Virp,q by a derivation d
satisfying
[d, Tn] = −nTn , (2.13)
and define the category O of Virp,q modules as the set of d-diagonalizable modules V =
∐z∈CV(z), such that each d-eigenspace V(z) is finite dimensional. Let P (V ) = {z ∈
C |V(z) 6= 0}. We also require that there exists a finite set z1, . . . , zs ∈ C such that
P (V ) ⊂ ∪si=1{zi + N}. Then, the character of a Virp,q module V ∈ O is defined by
chV (x) = Tr x
d =
∑
z∈C
dim(V(z)) x
z . (2.14)
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One can show that so defined category O contains, in particular, highest weight modules,
that are defined in the usual manner and include, among others, Verma modules and their
(irreducible) quotients.
The Verma module M(h) [34,9], with highest weight state |h〉 satisfying T0|h〉 = h|h〉
and Tn|h〉 = 0, n > 0, has a basis indexed by partitions λ = (λ1, λ2, . . .), λ1 ≥ λ2 ≥ . . . > 0,
i.e., a basis of M(h)(n) is given by the vectors
|λ; h〉 ≡ T−λ|h〉 ≡ T−λ1 . . . T−λℓ |h〉 = Tmn(λ)−n . . . Tm1(λ)−1 |h〉 , (2.15)
where λ runs through all partitions of n. We use the notation λ ⊢ n. Furthermore,
mi(λ) = #{j : λj = i} denotes the number of parts of length i in λ. For λ ⊢ n we
also use |λ| = n and define the length of λ by ℓ(λ) = ∑i≥1mi(λ). The following two
orderings are used; the (reverse) lexicographic ordering, i.e., λ > µ if the first non-vanishing
difference λ1 − µ1, λ2 − µ2, . . ., is positive, and the natural (partial) ordering, i.e., λ  µ
if
∑i
j=1 λj ≥
∑i
j=1 µj for all i ≥ 1.
From the previous discussion it follows that the character of the Verma module M(h)
is given by
chM (x) =
∏
n≥1
(
1
1− xn
)
=
∑
n≥0
p(n) xn , (2.16)
where p(n) is the number of partitions of n.
The anti-involution ω of Virp,q (see (2.8)) determines a bilinear contravariant form
(‘Shapovalov form’) on M(h), uniquely defined by
Gλµ ≡ 〈λ; h|µ; h〉 = 〈h|ω(T−λ)T−µ|h〉 , (2.17)
and
〈h|h〉 = 1 . (2.18)
In particular we have Gλµ = 0 for |λ| 6= |µ|. In Section 3 we compute the so-called Kac
determinant G(n), i.e., the determinant of the form Gλµ on M(h)(n).
As an aside, one might wonder whether the category O contains any finite dimensional
irreducible representations of Virp,q. Clearly, Virp,q is abelian for q = 1 and/or t = 1 and
therefore has a wealth of one dimensional irreducible representations in these cases. The
complete result is:
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Theorem 2.2. The only irreducible finite dimensional Virp,q modules in O are one di-
mensional and occur for
(i) q = 1 and/or t = 1, and h ∈ C arbitrary.
(ii) p = q
1
3 or p = q−
1
2 and h2 = p−1(1 + p)2.
Remark. In case (i) we have c(x) = 0 and f(x) = 1. Case (ii) corresponds to a c(x) 6= 0
deformation of the c = 0 Virasoro module with h2 = h21,1 (cf. (2.12) and (3.6)).
Proof: Let |h〉 be the highest weight state of a finite dimensional irreducible module in O.
Define an = 〈h|TnT−n|h〉, n ≥ 0. Then a0 = h2, and, as follows from the commutation
relations (2.1),
an +
n∑
l=1
an−lfl = cn , n ≥ 1 . (2.19)
Since the module is finite dimensional, we must have an = 0 for n sufficiently large, say
n > n0. Multiplying (2.19) by x
n and summing over n ≥ n0 + 1, we find
( n0∑
i=0
aix
i
)
f(x) = c(x) + a0 . (2.20)
In arriving at (2.20) we have also used (2.19) with n ≤ n0 to simplify some intermediate
expressions.
First consider the case c(x) = 0. This can occur only for the following values of the
deformation parameters: q = 1, p arbitrary; p = q, q arbitrary; p = −1, q arbitrary. (In
view of the remark in Section 2.1, the last case is in fact covered by the first two.) We
conclude that for c(x) = 0, Virp,q is an abelian algebra and its irreducible modules are one
dimensional as described by case (i).
Now, suppose c(x) 6= 0. In this case not all an, n ≥ 0, vanish and f(x) is a rational
function. It follows from the recurrence relation (2.9) that limx→∞ f(x) = ±1. Since
limx→∞ c(x) = 0, we must have an = 0 for n ≥ 1, so that (2.20) becomes
h2(f(x)− 1) = c(x) . (2.21)
In terms of modes this is simply h2fn = cn. We also deduce from a1 = 0 that
h2 =
c1
f1
=
(1 + p)2
p
. (2.22)
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After solving (2.21) for f(x), we find that (2.9) holds if and only if q and p satisfy one of
the conditions in (i) or (ii). In particular, in case (ii),
f(x) =
(1− p−2x)(1− p2x)
(1− p−1x)(1− px) . (2.23)
We must still show that the resulting module is one dimensional. Let m0 be the
smallest m > 0 for which T−m|h〉 6= 0. We have shown already that Tm0T−m0 |h〉 = 0. For
n = 1, . . . , m0 − 1 we find
TnT−m0 |h〉 = −
m0−1∑
l=1
Tn−lT−m0+l|h〉 − hfm0Tn−m0 |h〉 = 0 . (2.24)
Thus T−m0 |h〉 is a singular vector and must vanish. ⊔⊓
2.3. The q-Heisenberg algebra Hp,q and the free field realization of Virp,q
The q-Heisenberg algebra, Hp,q, is the associative algebra with generators {αn, n ∈ Z}
and relations
[αm, αn] = m
(1− qm)(1− t−m)
1 + pm
δm+n,0 . (2.25)
Let U(Hp,q)loc denote the local completion of Hp,q (see [8]). Furthermore, let ωH denote
the C-linear anti-involution of U(Hp,q)loc defined by
ωH(αm) = p
−mα−m , m 6= 0 ,
ωH(q
α0) = pq−α0 .
(2.26)
Again, we can add a derivation d to Hp,q defined by
[d, αm] = −mαm , m ∈ Z . (2.27)
For any α ∈ C we have an Hp,q module F (α), the so-called Fock space, which is irreducible
for generic p and q, and decomposes as
F (α) = ∐n≥0 F (α)(n) , (2.28)
under the action of d. The module F (α)(n) has a basis indexed by partitions λ ⊢ n
|λ, α〉 ≡ α−λ|α〉 ≡ α−λ1 . . . α−λℓ |α〉 , (2.29)
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and where the highest weight vector (the ‘vacuum’) satisfies
α0|α〉 = α|α〉 ,
αm|α〉 = 0 , m > 0 .
(2.30)
The anti-involution ωH of (2.26) induces a unique contravariant bilinear form 〈−|−〉F on
F (α′)× F (α) such that 〈α′|α〉 = 1, where α′ is determined by qα′ = pq−α, i.e.,
gλµ ≡ 〈λ;α′|µ;α〉F = 〈α′|ωH(α−λ)α−µ|α〉F . (2.31)
We compute gλµ explicitly in Section 3.
We now recall the free field realization of Virp,q.
Theorem 2.3 [9,34]. We have a homomorphism of algebras ı : Virp,q → U(Hp,q)loc
defined by
ı(T (z)) = Λ+(z) + Λ−(z) , (2.32)
where
Λ+(z) = p−
1
2 qα0 exp
(∑
n≥1
α−n
n
zn
)
exp
(
−
∑
n≥1
αn
n
z−n
)
,
Λ−(z) = p
1
2 q−α0 exp
(
−
∑
n≥1
α−n
n
(p−1z)n
)
exp
(∑
n≥1
αn
n
(p−1z)−n
)
.
(2.33)
Note that we can write
Λ+(z) = :Λ(z) : , Λ−(z) = :Λ(p−1z)−1 : , (2.34)
where
Λ(z) = p−
1
2 qα0 exp
(
−
∑
n6=0
αn
n
z−n
)
. (2.35)
Furthermore
ı ◦ ω = ωH ◦ ı . (2.36)
We sketch the proof since some intermediate results will be useful in later sections.
Proof: By means of standard free field techniques we find for |z1| ≫ |z2| and ǫi ∈ {±}
Λǫ1(z1)Λ
ǫ2(z2) = f
ǫ1ǫ2(
z2
z1
) :Λǫ1(z1)Λ
ǫ2(z2) : , (2.37)
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with
f++(x) = f−−(x) = f(x)−1 , f+−(x) = f(p−1x) , f−+(x) = f(px) , (2.38)
where f(x) is defined in (2.2). Thus we have
f(
z2
z1
)T (z1)T (z2) =
∑
ǫi
F ǫ1ǫ2(
z2
z1
) :Λǫ1(z1)Λ
ǫ2(z2) : , (2.39)
with
F++(x) = F−−(x) = 1 , F+−(x) = f(x)f(p−1x) , F−+(x) = f(x)f(px) .
(2.40)
Subtracting the term with z1 ↔ z2 gives
f(
z2
z1
)T (z1)T (z2)− f(z1
z2
)T (z2)T (z1) = (F
+−(x)− F−+( 1
x
)) :Λ+(z1)Λ
−(z2) :
+ (F−+(x)− F+−( 1
x
)) :Λ−(z1)Λ
+(z2) : .
(2.41)
Using (2.9) we find
F+−(x)− F−+( 1
x
) = ζ(δ(p−1x)− δ(x)) ,
F−+(x)− F+−( 1
x
) = ζ(δ(x)− δ(px)) ,
(2.42)
while (2.33) gives
:Λ+(z)Λ−(pz) : = 1 . (2.43)
This completes the proof. ⊔⊓
The free field realization ı : Virp,q → U(Hp,q)loc equips the U(Hp,q)loc module F (α)
with the structure of a Virp,q module. In fact, from Theorem 2.3 it follows
Corollary 2.4. Let α ∈ C and p, q ∈ C arbitrary. Define
h(α) = p−
1
2 qα + p
1
2 q−α . (2.44)
There exists a unique homomorphism ı of Virp,q modules, ı : M(h(α)) → F (α), such
that ı(|h(α)〉) = |α〉. The homomorphism ı is an isometry with respect to the bilinear
contravariant forms defined on M(h) and F (α).
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Remark. Using (2.32) and (2.37) one can show that ı(T (z)) satisfies, in the sense of
meromorphically continued products of operators, the following exchange relation [9],
ı(T (z))ı(T (w)) = STT (
w
z
)ı(T (w))ı(T (z)) , (2.45)
where
STT (x) = f(
1
x
)f(x)−1 , (2.46)
is a solution to the Yang-Baxter equation. This observation is further developed in [12],
where a proposal is made for the definition of a deformed chiral algebra (DCA). In this
formalism the deformed Virasoro algebra, Virp,q, is naturally defined as a subalgebra of
the DCA corresponding to the q-deformed Heisenberg algebra, Hp,q. While some of our
discussion can be naturally recast in the language of DCAs, for most of our purposes the
algebraic setup of Section 2.1 is sufficient.
3. The Kac determinant
An explicit formula for the Kac determinant of the Verma modules of Virp,q was
conjectured in [34]. In this section we present its proof by using the isometry ı : M(h(α))→
F (α).
Let us first consider the determinant of the bilinear form on F (α). For partitions
λ, µ ⊢ n we have
g
(n)
λµ = 〈α|ωH(α−λ)α−µ〉F = δλµ zλ p|λ|
ℓ(λ)∏
i=1
(1− qλi)(1− t−λi)
1 + pλi
, (3.1)
where
zλ =
∏
i≥1
imi(λ)mi(λ)! . (3.2)
Theorem 3.1.
g(n) ≡ det gλµ = Cn
∏
r,s≥1
rs≤n
(
pr
(1− qr)(1− t−r)
1 + pr
)p(n−rs)
, (3.3)
where Cn =
∏
λ⊢n zλ is a constant independent of p, q and q
α.
In deriving Theorem 3.1 we have used the following elementary result.
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Lemma 3.2. Let f be a (complex valued) function on N. Then, for all n ≥ 0,
∏
λ⊢n
ℓ(λ)∏
i=1
f(λi) =
∏
λ⊢n
n∏
i=1
mi(λ)∏
ji=1
f(ji) =
∏
r,s≥1
rs≤n
f(r)p(n−rs) . (3.4)
Proof: Consider the left hand side of (3.4). Fix r ≥ 1. Consider all partitions λ ⊢ n with a
row of length r. Since there are p(n−r) partitions with at least one row of length r, the first
such row contributes a factor of f(r)p(n−r). There are p(n−2r) partitions with at least two
rows of length r, so the second row of length r contributes f(r)p(n−2r). Iterating this we
conclude that the rows of length r in all partitions of n contribute a factor
∏
s f(r)
p(n−rs).
This proves equality of the left hand side to the right hand side. The equality of the middle
formula to the right hand side is proved similarly, but now considering rows of length s. ⊔⊓
We are now ready for the main result of this section.
Theorem 3.3. The Kac determinant of M(h)(n) is given by
G(n) = Cn
∏
r,s≥1
rs≤n
(h2 − h2r,s)p(n−rs)
(
(1− qr)(1− t−r)
1 + pr
)p(n−rs)
, (3.5)
where
hr,s = t
r
2 q
s
2 + t−
r
2 q
s
2 = p−
r
2 q
r−s
2 + p
r
2 q
s−r
2 , (3.6)
and Cn is a constant independent of p, q and h.
Proof: Fix n ∈ N. For partitions λ, µ ⊢ n, define a matrix Π(n)λµ = Π(n)λµ (p, q, qα) by
ı(T−λ)|α〉 =
∑
µ⊢n
Π
(n)
λµ α−µ|α〉 . (3.7)
and let
Π(n) = detΠ
(n)
λµ . (3.8)
Clearly, Π(n)(p, q, qα) is a Laurent polynomial in p, q and qα. Using (2.26), we have
G(n) = Π(n)(p, q, pq−α) g(n) Π(n)(p, q, qα) , (3.9)
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where g(n) is given in Theorem 3.1. Now, the crucial step is that, from the explicit
construction of singular vectors in terms of Macdonald polynomials [34], it is known that
G(n) has vanishing lines
h2 − h2r,s =
(
p
r−1
2 q
s−r
2 qα − p− r−12 q r−s2 q−α
)
×
(
p−
r+1
2 q
r−s
2 qα − p r+12 q s−r2 q−α
)
,
(3.10)
i.e., it has a factor ∏
r,s≥1
rs≤n
(h2 − h2r,s)p(n−rs) .
Thus, G(n) is given by (3.5), up to a Laurent polynomial Cn in p, q and q
α. The proof
will now be completed if we can show that Cn is actually a constant. As a Laurent
polynomial in qα, the leading term of Π(n)(p, q, qα) is easily computed. It arises from
Π(n)+(p, q, qα) = detΠ
(n)+
λµ (p, q, q
α), where
Λ+−λ|α〉 =
∑
µ
Π
(n)+
λµ α−µ|α〉 . (3.11)
This determinant can be computed by first going to a basis of F (α)(n) given by the vectors
A−λ|α〉 ≡ A−λ1 . . . A−λl |α〉 , (3.12)
where λ runs over all partitions of n and A−m is defined through
exp
(∑
m≥1
α−m
m
zm
)
=
∑
m≥0
A−mz
m . (3.13)
The transition matrix between the basis (2.29) and (3.12) is obviously independent of p,
q and qα, and non-degenerate. In the basis (3.12) the matrix Π
(n)+
λµ (p, q, q
α) is upper
triangular (i.e., Π
(n)+
λµ = 0 unless λ  µ), and the diagonal elements are easily computed.
We find
Π(n)+(p, q, qα) =
∏
λ⊢n
(p−
1
2 qα)ℓ(λ)
=
∏
r,s≥1
rs≤n
(p−
1
2 qα)p(n−rs)
=
∏
r,s≥1
rs≤n
(p−
r
2 p
r−1
2 q
s−r
2 qα)p(n−rs) ,
(3.14)
– 12 –
where we have used Lemma 3.2. Similarly, the leading term in qα of Π(n)(p, q, pq−α) arises
from Π(n)−(p, q, qα) = detΠ
(n)−
λµ (p, q, q
α) where
Λ−−λ|α〉 =
∑
µ
Π
(n)−
λµ α−µ|α〉 , (3.15)
and is given by
Π(n)−(p, q, pq−α) =
∏
r,s≥1
rs≤n
(
p−
r
2 p−
r+1
2 q
r−s
2 qα
)p(n−rs)
. (3.16)
This, together with the factorization (3.9), shows that the prefactor Cn in (3.5) is actually
independent of p, q and qα. ⊔⊓
As a consequence of the previous proof we also have
Corollary 3.4.
Π(n)(p, q, qα) = Dn
∏
r,s≥1
rs≤n
(
p−
r
2
(
p
r−1
2 q
s−r
2 qα − p− r−12 q r−s2 q−α))p(n−rs) , (3.17)
where Dn is a constant independent of p, q and q
α.
Proof: The Laurent polynomial
Π′(n)(p, q, qα) =
( ∏
r,s≥1
rs≤n
(
p
r
2
)p(n−rs))
Π(n)(p, q, qα) , (3.18)
inherits the following duality invariances from Virp,q
Π′(n)(p, q, qα) = Π′(n)(p−1, q−1, q−α) ,
Π′(n)(p, q, qα) = Π′(n)(p−1, p−1q, q−α) .
(3.19)
This, together with the factorization (3.9), then uniquely determines Π(n)(p, q, qα). ⊔⊓
From the Kac determinant (3.5) it follows that for generic p and q the category O
of Virp,q modules is isomorphic to that of Vir. In particular, the construction of sin-
gular vectors [34] and a Felder type resolution of the irreducible modules [26,21,10] are
q-deformations of the corresponding constructions for Vir. At q = N
√
1, however, the Kac
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determinant displays a large number of additional vanishing lines irrespective of the high-
est weight h. This indicates the existence of additional, h-independent, singular vectors,
and suggests that Virp,q at q =
N
√
1 has a large center. It is important to note, though,
that Corollary 3.4 implies that the homomorphism ı : M(h(α))→ F (α), for generic p and
α, is a bijection even for q = N
√
1. In the following section we use this fact to establish
results for Virp,q at q =
N
√
1 by using the free field realization.
4. The center and representations of Virp,q at roots of unity
In this section we analyze Virp,q and its representations for q a primitive N -th root of
unity. To illustrate the main features we first discuss the simplest case, N = 2, before we
proceed to general N . In the last part of this section we make the analysis more explicit
in the limit t→∞.
4.1. Representations of Virp,q for q = −1
For q = −1 we have
f(x) =
1 + x
1− x , (4.1)
i.e., f0 = 1 and fl = 2 for all l ≥ 1. Thus Virp,q at q = −1 is given by
[Tm, Tn] + 2
∑
l>0
(Tm−lTn+l − Tn−lTm+l) = cmδm+n,0 , (4.2)
where (cf. (2.3))
cm = −2
(
1 + p
1− p
)
(pm − p−m) . (4.3)
Note that, for all m and n, the sum over l in (4.2) is actually finite.
Theorem 4.1. For q = −1, Virp,q is equivalent to the algebra defined by the relations
{Tm, Tn} =
{
2(−1)m−n2 Tm+n
2
Tm+n
2
+ c˜mδm+n,0 for m+ n ∈ 2Z ,
0 otherwise ,
(4.4)
where
c˜m = 2
(
p
m
2 − p−m2
)2
. (4.5)
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Proof: The proof is straightforward if one uses the identity
m∑
l=0
(−1)lflcm−l = c˜m , (4.6)
which is proved by induction. ⊔⊓
Remark. It is possible to arrive at the commutators (4.4) directly, using the free field real-
ization, by exploiting a different factorization of the exchange matrix STT (x) = f(x)
−1f(1/x) =
−1, namely STT (x) = g+(x)−1g−(1/x) with g+(x) = −g−(x) = 1. See [12] for details re-
garding this procedure.
Note that the commutation relations (4.2) can be considered as an equation for the
symmetrization of the product of two generators. In Section 4.3 we generalize this, in the
limit t→∞, to the symmetrization of a product of N generators for arbitrary q ∈ C.
The next result is a simple consequence of the commutation relations (4.2).
Theorem 4.2. The elements (Tn)
2, n ∈ Z, are in the center of Virp,q at q = −1. In
particular, this implies that the vectors (T−n)
2|h〉 are singular for all p, h ∈ C and n ∈ N.
Remark. On the basis (2.15) of M(h), the action of T0 is upper-triangular, i.e.,
T0|λ; h〉 = (−1)ℓ(λ)h|λ; h〉+
∑
µ<λ
cλµ|µ; h〉 , (4.7)
e.g., at level 2 on the basis {T−1T−1|h〉, T−2|h〉} we have
T0 =
(
h −2
0 −h
)
. (4.8)
In particular note that T0 in (4.8) is not diagonalizable for h = 0.
Let M ′(h) be the module obtained from M(h) by dividing out the submodule gener-
ated by the singular vectors (T−n)
2|h〉, n ≥ 1.
Theorem 4.3. The Kac determinant G′(n) of M ′(h)(n) is given by
G′(n) = Cn
∏
r≥1
r≤n
(h2 − h2r,1)q2(r;n−r) , (4.9)
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where Cn is a constant independent of p and h, and the integers q2(r;n) are determined
by ∏
n≥1
n6=r
(1 + xn) =
∑
n≥0
q2(r;n) x
n . (4.10)
Proof: Observe that
c˜m = 2
(
p
m
2 − p−m2
)2
= −2(−1)mh2m,1 , (4.11)
while the character of the submodule of M ′(h) generated by T−r|h〉 is given by (4.10). ⊔⊓
Theorem 4.4. Let M ′(h) be the quotient module defined as above.
(i) M ′(h) is irreducible provided h2 6= h2r,1 for all r ≥ 1.
(ii) The character of M ′(h) is given by
chM ′(x) =
∏
n≥1
(1 + xn) =
∏
n≥1
(
1− x2n
1− xn
)
. (4.12)
(iii) The ‘Witten index’ of M ′(h) is given by
Tr(T0x
d) = h
∏
n≥1
(1− xn) . (4.13)
Proof:
(i) Follows from Theorem 4.3.
(ii) In M ′(h) we have an (orthogonal) basis of monomials
T−λ1 . . . T−λℓ |h〉, λ1 > . . . > λℓ > 0 , (4.14)
indexed by partitions with no equal parts.
(iii) Observe that, in M ′(h),
T0 (T−λ1 . . . T−λℓ |h〉) = (−1)ℓ(λ)h (T−λ1 . . . T−λℓ |h〉) . (4.15)
This concludes the proof. ⊔⊓
Remark. Clearly, the module M ′(h) can be realized in terms of free (Ramond) fermions,
and is isomorphic to the irreducible Vir module at c = 12 and ∆ =
1
16 . We thus have an
action of Virp,q, for q = −1, on a Virasoro minimal model module.
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Now, if h = ±hm,1 for some m, then M ′(h) is reducible. We leave the general analysis
of this situation for further study. Here, let us just remark, that if in addition t is a
primitive M -th root of unity2, e.g., t = exp( 2πi
M
), then if the equation
h = ±hm,1 = ±2 cos(π(m
M
− 1
2
)) = ±2 sin(πm
M
) , (4.16)
holds for one particular m = m0, it holds for all m = m0 (modM) and m = M −
m0 (modM). It is straightforward to verify the following theorem.
Theorem 4.5. Suppose t = exp( 2πiM ) and h = ±2 sin(πm0M ) for some m0 ∈ {0, 1, . . . ,M −
1}. Then the vectors T−m|h〉 are singular in M ′(h) for all m = m0 (modM) and m =
M−m0 (modM). LetM ′′(h) be the module obtained fromM ′(h) by dividing out the ideal
generated by these singular vectors. The module M ′′(h) is irreducible and has character
chM ′′(x) =
∏
n≥1
(
1 + xn
1 + xm0+nM
)
, (4.17)
for m0 = 0 or m0 = M/2, and
chM ′′(x) =
∏
n≥1
(
1 + xn
(1 + xm0+nM )(1 + x(M−m0)+nM )
)
, (4.18)
otherwise.
Remark. The irreducibility ofM ′′(h) for, e.g., M = 3 and h = h1,1 is in apparent conflict
with case (ii) of Theorem 2.2. However, this is precisely a manifestation of the fact that
the algebra is not uniquely defined for p a root of −1.
Remark. Note that the vectors T−m|h〉 do not have to be singular in M(h). For example,
consider M = 3, h = 0 (m0 = 0). Then
T1T−3|h〉 = 2T−1T−1|h〉 , (4.19)
2 Note that in this case, p is a root of −1 and thus the algebra Virp,q is not uniquely
defined (cf. the remark in Section 2.1). The particular algebra we are discussing here
corresponds to first taking q → −1 and then t → M√1, i.e., to the solution (4.1) of the
recursion relations (2.9).
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which means that T−3|h〉 is primitive, but non-singular, in M(h). As a consequence, the
Verma moduleM(h = 0) for q2 = t3 = 1 has a submodule that is not generated by singular
vectors, namely, the submodule generated by T−3|h〉 and T−1T−1|h〉. This situation does
not occur for Verma modules of the Virasoro algebra, but is common in the case of W-
algebras [5].
4.2. Representations of Virp,q for q =
N
√
1
In this section we consider the case where q is an arbitrary primitive N -th root of unity
with N > 2. Our main goal is to construct explicitly the series of singular vectors in the
Verma module M(h) for generic p, that are indpendent of h, and to analyze the structure
of the resulting quotient module M ′(h). The results, given in Theorems 4.8 and 4.12,
generalize those from the previous section. However, unlike for q = −1, the commutation
relations of Virp,q are extremely cumbersome for q =
N
√
1, N > 2, and it is difficult to
establish any of these results directly. For that reason we resort to the free field realization
of Section 2.3, which considerably simplifies the entire analysis, as we now show.
Lemma 4.6. For q = N
√
1, the oscillators αm with m = 0modN generate the center of
the q-Heisenberg algebra, Hp,q. In particular, they therefore also commute with ı(T (z)).
Proof: This result is an obvious consequence of the commutation relations (2.25) in Hp,q
for q = N
√
1. ⊔⊓
Since polynomials in the oscillators α−nN , n ∈ N, commute with ı(T (z)), upon acting
on the vacuum they give rise to singular vectors in the Fock space F (α). Given that ı :
M(h)→ F (α) is an isomorphism (cf. Section 3), we conclude that there are corresponding
singular vectors in the Verma module M(h), that are independent of a particular value of
h. We will now proceed to compute those vectors explicitly.
Lemma 4.7. For q = N
√
1 and p generic
lim
zi→qN−iz
(∏
i<j
f(
zj
zi
)
)
ı(T (z1) . . . T (zN ))
= :Λ+(zqN−1) . . .Λ+(z) : + :Λ−(zqN−1) . . .Λ−(z) : .
(4.20)
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Proof: Following the steps in the proof of Theorem 2.3, we find(∏
i<j
f(
zj
zi
)
)
ı(T (z1) . . . T (zN )) =
∑
ǫ1,...,ǫN
(∏
i<j
F ǫiǫj (
zj
zi
)
)
:Λǫ1(z1) . . .Λ
ǫN (zN ) : .
(4.21)
For generic p, F ǫiǫj (x) has a well-defined limit for x → qk as long as qk 6= 1. It follows
that the right hand side of (4.21) has a well-defined limit for zi → zqN−i. In this limit we
find (cf. [12], Section 6.1)
(4.21) → :Λ+(zqN−1) . . .Λ+(z) : + :Λ−(zqN−1) . . .Λ−(z) :
+
N−1∑
k=1
bk,N (q) :Λ
+(zqN−1) . . .Λ+(zqN−k)Λ−(zqN−(k+1)) . . .Λ−(z) : ,
(4.22)
where
bk,N (q) =
k∏
i=1
N∏
j=k+1
F+−(qi−j)
=
k∏
i=1
N∏
j=k+1
(1− qi−j−1)(1− p−1qi−j+1)
(1− qi−j)(1− p−1qi−j) .
(4.23)
To establish (4.22), we first consider terms in (4.21) that have Λ−(zi) to the left of some
Λ+(zj). Choosing the rightmost such Λ
−(zi) we see that there is a factor
. . . F−+(
zi+1
zi
) . . .Λ−(zi)Λ
+(zi+1) . . . ,
which vanishes in the limit zi → zqN−i because F−+(q−1) = 0. The remaining terms yield
(4.22). Finally, we note that for q = N
√
1, we have
bk,N (q) = 0 , k = 1, . . . , N − 1 , (4.24)
because of the factor (1− q−N ) that arises by setting i = 1 and j = N in (4.23). ⊔⊓
Now, it follows from the explicit expression (2.33) that for q = N
√
1, the terms
:Λ±(zqN−1) . . .Λ±(z) :
in (4.20) have an expansion in terms of {αnN , n ∈ Z}. This observation, together with
Lemma 4.7, yields the following theorem.
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Theorem 4.8. For q = N
√
1 and p generic
Ψ(z) = lim
zi→zqN−i
(∏
i<j
f(
zj
zi
)
)
T (z1) . . . T (zN )|h〉 , (4.25)
is a well-defined generating series of singular vectors in M(h).
Proof: The result of Lemma 4.7 is that ı(Ψ(z)) is a well-defined series of singular vectors
in F (α). Since ı is an isomorphism, this also proves the theorem. ⊔⊓
Although (4.25) defines Ψ(z) as a series in the products of modes of T (z) acting on
the vacuum, interpreting this result directly within the Verma module must be done with
some caution. On the one hand, upon expanding T (zi) into power series, we find that the
resulting modes Tm have both m ≤ 0 and m > 0. In the latter case one can commute
those modes to the right until they annihilate the vacuum. However, as one can see from
(2.1), this yields additional infinite summations. Therefore, the product T (zqN−1) . . . T (z)
turns out to be a divergent series, even when acting on the vacuum.
On the other hand, it follows directly from the second expression in (2.2) that, for
q = N
√
1,
f(x)f(xq) . . . f(xqN−1) = 1 . (4.26)
Since the product of f(zj/zi) in (4.25) has a factor of f(q) . . . f(q
N−1) = f(1)−1 = 0 in
the limit, it vanishes.
Remark: Note that, by using (4.26) and the exchange relations (2.45), the operator
T (zqN−1) . . . T (zq)T (z) is formally in the center of Virp,q. However, as we have seen
above, it diverges. The products of f(zj/zi) in (4.25) provide a convenient regularizing
factor (see, also [12]).
Now, let us carefully expand (4.25) in modes. We have(∏
i<j
f(
zj
zi
)
)
T (z1) . . . T (zN )|h〉 =
∑
m1,...,mN∈Z
zm11 . . . z
mN
N
∑
lij≥0
(∏
i<j
flij
)
× T−m1−l12−...−l1NT−m2+l12−l23−...−l2N . . . T−mN+l1N+...+lN−1N |h〉 .
(4.27)
Upon introducing Littlewood’s raising operators Rij , i < j [24,27], acting on monomials
as
Rij T−m1 . . . T−mN |h〉 = T−m1 . . . T−(mi+1) . . . T−(mj−1) . . . T−mN |h〉 , (4.28)
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we can write (4.27) more succinctly,
(4.27) →
∑
m1,...,mN∈Z
zm11 . . . z
mN
N
(∏
i<j
f(Rij)
)
T−m1 . . . T−mN |h〉 , (4.29)
where
f(Rij) =
∑
l≥0
fl (Rij)
l . (4.30)
Note that in this notation the commutation relations (2.1) simply become
f(R12)TmTn = f(R12)TnTm + cm δm+n,0 . (4.31)
Now consider (4.29). Clearly, at a given level in the Verma module, say level d, only
the terms satisfying
∑
mi = d contribute. There are only a finite number of such terms
that have all mi ≥ 0. In all other terms we can commute the T−mi with mi < 0 to the
right, where they annihilate the vacuum. In fact, this would have been quite simple if
there was no central term in (4.31), as in this case there would be a full symmetry in
m1, . . . , mN . However, because of the central term in the commutation relations, we do
obtain subleading terms, i.e., with the product of a smaller number of the Tmi . Moreover,
those central terms result in infinite sums over mi < 0. It is easy to see that for |p|
sufficiently small, one can sum up those series, and the final expression is manifestly well-
defined in the limit zi → qN−iz.
To illustrate this procedure let us consider the simpler case with N = 2. Here we find∑
m1,m2∈Z
zm11 z
m2
2 f(R12)T−m1T−m2 |h〉 =
(∑
λ
mλ(z1, z2)f(R12)T−λ1T−λ2 + c(
z2
z1
)
)
|h〉 ,
(4.32)
where mλ(z1, z2) are the monomial symmetric polynomials and the sum is over all parti-
tions.
For N > 2 it becomes considerably more difficult to carry out this calculation. In
Appendix B we summarize the result for N = 3. Here let us only say that, as follows from
the discussion above, the leading term in (4.25), i.e., the term with N generators Tn, is
given by ∑
λ
ℓ(λ)≤N
mλ(z, zq, . . . , zq
N−1)
(∏
i<j
f(Rij)
)
T−λ1 . . . T−λN |h〉 , (4.33)
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where the sum is over all partitions λ.
In particular, it follows from (4.33) that the singular vectors Ψ−d|h〉 for d = mN, m ∈
N, are non-vanishing and independent, i.e., none of the Ψ−d|h〉 is in the submodule gen-
erated by the other ones. The vanishing of the leading term for d 6= 0modN follows from
part (i) of the following lemma.
Lemma 4.9. For q = N
√
1 we have
(i)
mλ(z, zq, . . . , zq
N−1)
=
{
q
1
2
mN(N−1) (K(1)−1K(q))λ,(mN ) z
|λ| if λ ⊢ mN for some m ∈ Z≥0 ,
0 otherwise .
(4.34)
(ii)
m(λ1+n,...,λN+n)(z, zq, . . . , zq
N−1) = m(λ1,...,λN )(z, zq, . . . , zq
N−1) , ∀n ∈ N .
(4.35)
Proof: For (i), use the following expansion ofmλ(x) in terms of Hall-Littlewood polynomials
which immediately follows from (A.11) and (A.12) in Appendix A,
mλ(x) =
∑
µ
(K(1)−1K(q))λµ Pµ(x; q) . (4.36)
Then use (cf. [27])
Pλ(z, zq, . . . , zq
N−1; q) = qn(λ)
[
N
m(λ)
]
z|λ| , (4.37)
where
n(λ) =
∑
i≥1
(i− 1)λi , (4.38)
and [
N
m(λ)
]
≡
[
N
m1(λ) . . .mN (λ)
]
=
(q)N
(q)m1(λ) . . . (q)mN (λ)
. (4.39)
Now, for q = N
√
1, the q-multinomial (4.39) vanishes unless mi(λ) = N for some i ∈ Z≥0,
i.e., only the terms for which µ = (mN ) for some m ∈ Z≥0 contribute in (4.36). This
proves (i). Part (ii) is obvious from the definition of mλ(x). ⊔⊓
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We have not succeeded in finding a more explicit, but still tractable, expression for the
singular vectors of (4.25) for arbitrary N . From the explicit expressions of some singular
vectors at q = N
√
1, N = 3, 4, in Appendix B, it is however clear that the expressions
drastically simplify in the limit t → ∞ (or, equivalently, t → 0). Indeed, in all examples
only the leading term (T−n)
N |h〉 survives. In section 4.3 we analyze this limit in more
detail.
For q = N
√
1, let H′p,q denote the reduced q-Heisenberg algebra, i.e., H′p,q with the
oscillators {αn |n = 0modN} removed, and denote by F ′(α) the Fock space of H′p,q.
Theorem 4.10. For q = N
√
1, and generic p, we have a realization of Virp,q on the sub
Fock space F ′(α) ⊂ F (α). This realization is irreducible for generic α, p ∈ C and the
character is given by
chF ′(x) =
∏
n≥1
(
1− xnN
1− xn
)
=
∑
n≥0
pN (n) x
n , (4.40)
where pN (n) is the number of partitions of n with parts not equal to a multiple of N .
The proof of this theorem is clear except for the irreducibility of F ′(α). This will
follow from the result of Theorem 4.12.
Let M ′(h) denote the module obtained from M(h) by dividing out the submodule
generated by the singular vectors of (4.25). To investigate the irreducibility of M ′(h) we
make use of the following
Theorem 4.11. The Kac determinant of the module M ′(h) is given by
G˜′(n) = Cn
∏
r≥1,1≤s≤N−1
rs≤n
(h2 − h2r,s)qN (r,s;n−rs)
∏
r,s≥1, rs≤n
r 6=0modN
(
1− t−r
1 + pr
)pN (n−rs)
, (4.41)
where Cn is a constant independent of p and h, pN (n) is defined in (4.40), and the integers
qN (r, s;n) are determined by
(1 + xr + . . .+ xr(N−1−s))
∏
n≥1
n6=r
(1 + xn + . . .+ xn(N−1)) =
∑
n≥0
qN (r, s;n) x
n . (4.42)
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Proof: The proof is completely analogous to the proof of Theorem 3.3. In particular, the
second term arises from the Kac determinant g′(n) of F ′(α) while the first term is a remnant
of the vanishing lines (3.10). Note that hr,s = ±hr,s+N for q = N
√
1. ⊔⊓
The generalization of Theorem 4.4 reads
Theorem 4.12. Let q = N
√
1 and let M ′(h) be defined as above, then
(i) M ′(h) is irreducible provided h2 6= h2r,s for all r ≥ 1 and 1 ≤ s ≤ N − 1.
(ii) The character of M ′(h) is given by
chM ′(x) =
∏
n≥1
(1 + xn + . . .+ xn(N−1)) . (4.43)
Proof of Theorem 4.10: It remains to prove the irreducibility of F ′(α) for generic α and
p. This follows from the irreducibility of M ′(h(α)) (Theorem 4.12 (i)) and the equality of
characters ∏
n≥1
(
1− xnN
1− xn
)
=
∏
n≥1
(1 + xn + . . .+ xn(N−1)) , (4.44)
which imply that ı : M ′(h(α))→ F ′(α) is an isomorphism. ⊔⊓
It is useful to have an explicit expression for the image of a Verma module monomial
T−λ|h〉 under the map ı : M(h(α)) → F (α). To describe the result, let us identify F (α)
with the ring of symmetric functions Λ⊗Q(p, q) over Q(p, q) through the isomorphism ,
(α−λ1 . . . α−λn |α〉) = pλ , (4.45)
where pλ are the power sum symmetric functions (see, Appendix A). We then have
Theorem 4.13. Let λ be a partition of length ℓ(λ) = n, then
ı(T−λ1 . . . T−λn |h〉) =
∑
ǫ1,...,ǫn
Λǫ1−λ1 . . .Λ
ǫn
−λn
|α〉 , (4.46)
while
Λǫ1−λ1 . . .Λ
ǫn
−λn
|α〉 = (p− 12 qα)
∑
ǫi
(∏
i<j
f(Rij)
−ǫiǫj
)
hǫ1λ1(x) . . . h
ǫn
λn
(x) , (4.47)
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where
h+n (x) = hn(x) , h
−
n (x) = p
−nen(−x) . (4.48)
and f(x) as in (2.2).
We recall that hn(x) and en(x) are, respectively, the completely symmetric functions
and the elementary symmetric functions. [The expression (4.47) is to be understood as
follows: first replace hǫini(x) by the appropriate expression in (4.48), then act with the
f(Rij) on any combination of hn’s and en’s as in (4.28). In particular, the f(Rij) act only
on the subscript of the symmetric function, and not on the prefactor p−n.]
Proof: As in [20], Proposition 3.9. ⊔⊓
As an application of Theorem 4.13, consider the leading order term (4.33) of the
singular vector Ψ(z). Applying the map ı we see that the term of leading order in qα (i.e.,
the term of order O((qα)N )) is proportional to∑
λ
ℓ(λ)=N
mλ(z, zq, . . . , zq
N−1)hλ(x) =
∑
m1,...,mN∈Z≥0
hm1(x)hm2(xq) . . . hmN (xq
N−1)
=
∑
m≥0
hm(x
N )zmN ,
(4.49)
where, in the last step, we have used
N∏
i=1
H(xqi−1; t) = H(xN ; tN ) . (4.50)
Now,
hm(x
N ) =
∑
λ⊢m
z−1λ pλ(x
N ) =
∑
λ⊢m
z−1λ pNλ(x) , (4.51)
so that indeed (cf. (4.45)) the vector (4.33) gives rise to a singular vector at the leading
order in qα. A similar computation also shows that the leading order in q−α works out.
The subleading terms in (4.25) are required to make the subleading orders in qα work.
As a second application of Theorem 4.13 one can verify that, for q = −1, the vectors
(T−n)
2|h〉 are indeed singular (cf. Theorem 4.2).
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4.3. Representations of Virp,q for q =
N
√
1 in the limit t→∞
In the previous section we have analyzed Virp,q and its representations for q =
N
√
1 and
generic p. In this section we will make the analysis even more explicit in the limit t→∞
(or, equivalently, the limit t→ 0), where, as we have emphasized already, we expect some
drastic simplifications. At the same time the limit t → ∞ is a generic point, in the sense
that the structure of the algebra and the modules is similar to that at other generic values
of t, e.g., multiplicities of singular vectors at t = ∞ are equal to the multiplicities at a
generic t. It turns out that the most efficient method of studying this case is to exploit an
interesting connection to Hall-Littlewood polynomials, whose basic properties have been
summarized in Appendix A.
The deformed Virasoro algebra Virp,q at t = ∞, denoted by V˜irq, is generated by
{T˜n, n ∈ Z}, where
T˜m = lim
t→∞
Tm p
|m|
2 , (4.52)
satisfy the relations given by the following theorem (cf. [4]):
Theorem 4.14. In the limit t→∞ we have
[T˜m, T˜n]q = (q − q−1)
∑
l≥1
ql T˜n−lT˜m+l + (1− q)δm+n,0, if m > 0 > n , (4.53)
[T˜m, T˜n]q = −(1− q)
m−n−1∑
l=1
T˜m−lT˜n+l, if m > n > 0 or 0 > m > n , (4.54)
[T˜0, T˜m]q = −(1− q)
−m−1∑
l=1
T˜−lT˜m+l + (q − q−1)
∑
l≥1
ql T˜m−lT˜l, if 0 > m , (4.55)
[T˜m, T˜0]q = −(1− q)
m−1∑
l=1
T˜m−lT˜l + (q − q−1)
∑
l≥1
qlT˜−lT˜m+l, if m > 0 , (4.56)
where [−,−]q is the q-commutator,
[x, y]q = xy − qyx . (4.57)
Proof: By a direct expansion of the commutation relation (2.1) to the leading order in t
using Lemma 4.15 below. ⊔⊓
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Lemma 4.15. For t→∞ we have
f0 = 1,
fl = (1− q) +O(t−1) ,
(4.58)
and
fl − fl+m = −q2l−1(1− q2)t−l +O(t−l−1) , (4.59)
for all m > l ≥ 1.
Remark. Note that (4.58) is equivalent to
f(x) =
1− qx
1− x +O(t
−1) . (4.60)
Proof: By an explicit expansion of (2.2). ⊔⊓
Let us point out some obvious simplifications of the relations (4.53) – (4.56) over (2.1).
First, unlike in Virp,q, we have subalgebras V˜ir
±
q of V˜irq generated by the T˜m with ±m > 0.
The relation (4.54) that defines those subalgebras has only a finite number of terms on
the right hand side. Moreover, (4.54) is invariant under the ‘shift transformation’ induced
by (m,n) → (m + k, n + k), k ∈ Z, as long as one remains within a given subalgebra.
Secondly, the commutation relations between the positive and negative mode generators
do not produce the T˜0, and the right hand side of (4.53) is already in ordered form. Finally,
the form of (4.55) and (4.56) suggests that one should be able to represent T˜0 as a sum
T˜0 = T˜
+
0 + T˜
−
0 , where T˜
±
0 extend V˜ir
±
q by a zero mode generator.
Now, let us consider the Verma module M˜(h) = ∐n≥0M˜(h)(n), in which we introduce
a basis
|λ; h〉 = T˜−λ1 . . . T˜−λℓ |h〉 , λ ⊢ n , (4.61)
of M˜(h)(n) as in (2.15).
Lemma 4.16. (cf. [20], Proposition 2.20) Let λ, µ ⊢ n. Then G˜(n)λµ ≡ 〈λ; h|µ; h〉 is given
by
G˜
(n)
λµ = δλµ bλ(q) , (4.62)
where bλ(q) =
∏
i≥1(q)mi(λ), and is independent of h.
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Proof: Consider the reverse lexicographic ordering on the set of partitions of n. It is clear
that 〈λ; h|µ; h〉 = 0 for λ > µ. Indeed, start by moving Tλ1 to the right. This will produce
terms with Tm, m > λ1 and eventually give a vanishing contribution when acting on the
vacuum; unless Tλ1 is killed by a corresponding T−λ1 , in which case we have λ1 = µ1. And
so on. Because of symmetry, we also have 〈λ; h|µ; h〉 = 0 for λ < µ. The diagonal terms are
then easily calculated. The h-independence is a consequence of the second simplification
as discussed above. ⊔⊓
It immediately follows from Lemma 4.16 that the Kac determinant at level n is given
by
G˜(n) =
∏
λ⊢n
∏
i≥1
(q)mi(λ) =
∏
r,s≥1
rs≤n
(1− qr)p(n−rs) , (4.63)
where we have used Lemma 3.2. One can verify that (4.63), indeed, agrees with the leading
order behaviour of the Kac determinant of Theorem 3.3.
Theorem 4.17. Let q = N
√
1. The vectors
|(nN ); h〉 = (T˜−n)N |h〉 , n ∈ N , (4.64)
are singular for any h ∈ C.
Proof: From Lemma 4.16 it follows that, for q = N
√
1, the vectors (T˜−n)
N |h〉 are orthogonal
to any vector in M˜(h), i.e., they are in the radical of M˜(h), and hence are primitive.3 How-
ever, from the explicit commutation relations (4.53) it easily follows that T˜m(T˜−n)
N |h〉 = 0
for m > 0. Indeed, commuting T˜m to the right will not produce terms containing T˜−p for
p < n, hence T˜m(T˜−n)
N |h〉 cannot be in the submodule generated by the (T˜−p)N |h〉 with
p < n. In other words, it has to vanish. ⊔⊓
As expected, the existence of h-independent singular vectors is a consequence of a
large center of V˜irq, as described by the following main theorem of this section.
Theorem 4.18. For q = N
√
1, N > 2, the center of V˜irq is generated by the elements
(T˜n)
N , n ∈ Z\{0}.
3 See, e.g., [5] for the definition and properties of primitive vectors.
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One can prove this theorem directly using the relations (4.53) – (4.56). We have
summarized this rather tedious argument in Appendix C. A more elegant proof will be
given in due course using the free field realization and symmetric functions.
The free field realization of V˜irq is obtained by taking the limit t→∞ in the free field
realization of Section 2.3, after rescaling the generators of Hp,q,
qβ0 = p−
1
2 qα0 , βm = −αm pm2 , m 6= 0 . (4.65)
In terms of the q-Heisenberg algebra H˜q,
[βm, βn] = m (1− q|m|) δm+n,0 , (4.66)
we have a realization ı˜ : V˜irq → H˜q defined by
ı˜(T˜m) = Λ˜
+
m , ı˜(T˜−m) = Λ˜
−
−m , m > 0 ,
ı˜(T˜0) = Λ˜
+
0 + Λ˜
−
0 ,
(4.67)
where
Λ˜+(z) = lim
t→∞
Λ+(zp−
1
2 ) = qβ0 : exp
∑
n6=0
βn
n
z−n
 : ,
Λ˜−(z) = lim
t→∞
Λ−(zp
1
2 ) = q−β0 : exp
−∑
n6=0
βn
n
z−n
 : .
(4.68)
The contraction identities now read (cf. (2.37))
Λ˜ǫ1(z1)Λ˜
ǫ2(z2) = f˜
ǫ1ǫ2(
z2
z1
) : Λ˜ǫ1(z1)Λ˜
ǫ2(z2) : , (4.69)
with
f˜++(x) = f˜−−(x) = f˜(x)−1 , f˜+−(x) = f˜−+(x) = f˜(x) , (4.70)
where (cf. (4.60)),
f˜(x) =
1− qx
1− x . (4.71)
The modes of Λ˜+(z) and Λ˜−(z) satisfy commutation relations
[Λ˜+m, Λ˜
+
n ]q = −[Λ˜+n+1, Λ˜+m−1]q , (4.72)
[Λ˜+m, Λ˜
−
n ]q = −[Λ˜−n−1, Λ˜+m+1]q + (1− q)2 δm+n,0 , (4.73)
[Λ˜−m, Λ˜
−
n ]q = −[Λ˜−n+1, Λ˜−m−1]q . (4.74)
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Note that (4.72) and (4.74) are both equivalent to (4.54) but with m,n ∈ Z.
Remark. The algebra of the vertex operators Λ˜±(z) has been studied in [20] (and in [19]
for q = −1) in the context of the Hall-Littlewood symmetric functions. In (4.66) we have
chosen a slightly different normalization for H˜q , that is more suitable to discuss the case
q = N
√
1 than the one in [20].
Let F (β) be the Fock space of the Heisenberg algebra H˜q. Since the structure of V˜irq
modules is independent of h, we can set β = 0 without loss of generality. As in Section 4.2
we identify F (0) with the space of symmetric functions Λ[q] by means of
˜ (β−λ1 . . . β−λℓ |0〉) = pλ(x) . (4.75)
Note that ˜ is an isometry in the scalar product on Λ[q] defined by (A.7).
The specialization of Theorem 4.13 to the case t→∞ gives an explicit identification
of ı˜(M˜(h)) with symmetric functions (cf. [20], Proposition 3.9).
Theorem 4.19. For any partition λ, we have
˜ (Λ˜−−λ1 . . . Λ˜
−
−λn
|0〉) = Q′λ(x; q) , (4.76)
where
Q′λ(x; q) =
(∏
i<j
1−Rij
1− qRij
)
hλ1(x) . . . hλn(x) , (4.77)
is a Milne polynomial.
Proof: For a definition of Milne polynomials, see Appendix A. The proof is essentially the
same as in [20] and can be found in [15]. ⊔⊓
Remark. Note that (4.76) makes sense for any sequence λ = (λ1, . . . , λn), where the
λi are nonnegative, but not necessarily in descending order. Thus one can use (4.76) to
define Q′λ(x; q) for such a general sequence λ. In Appendix A we have introduced Milne
polynomials for arbitrary sequences using their relation to Hall-Littlewood polynomials.
It is easy to see that the two extensions are exactly the same, since the reordering identity
(A.15) is identical with the commutation relations (4.72) (cf. [27], Example 2, p. 213).
Moreover, (4.77) holds in this more general situation.
A consequence of Theorem 4.19 is the following result, which explicitly relates two
types of ordering of products of modes of the vertex operators Λ˜±(z).
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Corollary 4.20.
: Λ˜−(z1) . . . Λ˜
−(zn) : =
∑
λ1≥λ2≥...≥λn
Pλ(z; q) Λ˜
−
−λ1
. . . Λ˜−−λn , (4.78)
where the sum is over all ordered sequences λ (not necessarily positive).
Proof: Write
: Λ˜−(z1) . . . Λ˜
−(zn) : =
∑
λ1≥λ2≥...≥λn
aλ(z; q) Λ˜
−
−λ1
. . . Λ˜−−λn . (4.79)
Using (4.68) we have
: Λ˜−(z1) . . . Λ˜
−(zn) : |0〉 = exp
(∑
k≥1
β−k
k
(zk1 + . . .+ z
k
n)
)
|0〉
˜
= exp
(∑
k≥1
1
k
pk(x)pk(z)
)
=
∑
λ
Pλ(z; q)Q
′
λ(x; q) ,
(4.80)
where, in addition, we have used
exp
(∑
k≥1
1
k
pk(x)pk(z)
)
=
∏
i,j
(
1
1− xizj
)
, (4.81)
and the completeness relation (A.26).
Now, on the one hand, Theorem 4.19 implies that, for partitions λ1 ≥ λ2 ≥ . . . ≥
λn ≥ 0 we have aλ(z; q) = Pλ(z; q). On the other hand, from the ‘shift invariance’ of the
commutators (4.72), it follows that aλ1+k,...,λn+k(z; q) = (z1 . . . zn)
kaλ1,...,λn(z; q) for all
k ∈ Z. This proves the corollary. ⊔⊓
We may now return to the main subject of this section, which is the center of V˜irq
and the proof of Theorem 4.18.
Proof of Theorem 4.18: Let q = N
√
1. Consider the expansion (4.78) in Corollary 4.20 for
n = N and zi = zq
i−1, i = 1, . . . , N . By the same argument as in the proof of Lemma 4.9,
we conclude that the coefficients Pλ(z, zq, . . . , zq
N−1; q) vanish, unless mi(λ) = N for
some i ∈ Z≥0, i.e., only the terms for which λ = (mN ) for some m ∈ Z contribute to the
expansion. Thus we find
: Λ˜−(zqN−1) . . . Λ˜−(zq)Λ˜−(z) : =
∑
m∈Z
q
1
2
mN(N−1)(Λ˜−−m)
N zmN . (4.82)
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Since 1 + qn + . . .+ qn(N−1) = 0 for n 6= 0 modN , we also have
: Λ˜−(zqN−1) . . . Λ˜−(zq)Λ˜−(z) : = :exp
(∑
k 6=0
β−kN
k
z−kN
)
: . (4.83)
This shows that (Λ˜−m)
N , m ∈ Z, are in the center of H˜q. Since the free field realization
acts faithfully on F (0), this also shows that (cf. (4.67)) (Tm)
N , m < 0, are in the center
of V˜irq, while repeating the same analysis for Λ˜
+(z) extends this claim to (Tm)
N , m > 0.
One can check explicitly that, except for N = 2, the (T0)
N are not in the center, see
the example in Appendix C.
It remains to verify that we have identified the entire center. In fact this follows from
the irreducibility of the Verma module M ′(h), which is proved by taking the t→∞ limit
in Theorem 4.12, or directly from the Kac determinant in (4.63). This concludes the proof
of the theorem. ⊔⊓
As a consequence of Theorems 4.18 and 4.19, we obtain the following interesting
identity for Milne polynomials at q = N
√
1, which was first discussed in [22,23] (see also
[27], p. 234):
Corollary 4.21. Let q = N
√
1 and n ∈ N, then
Q′λ∪(nN )(x; q) = Q
′
λ(x; q)Q
′
(nN )(x; q) , (4.84)
for any partition λ.
Proof: Suppose λi ≥ n for i ≤ k and λi < n for i ≥ k+1. Then, by Theorem 4.18, we have
Λ˜−−λ1 . . . Λ˜
−
−λk
(Λ˜−−n)
N Λ˜−−λk+1 . . . Λ˜
−
−λℓ
|0〉 = Λ˜−−λ1 . . . Λ˜−−λℓ(Λ˜−−n)N |0〉 . (4.85)
Since (Λ˜−−n)
N is in the center of H˜q, the action of Λ˜−−λ1 . . . Λ˜−−λℓ on the right hand side
is only through the creation operators, β−m, m > 0, and as a result ˜ factorizes, which
proves (4.84). ⊔⊓
Furthermore, note that in the context of the free field realization, we obtain another
simple proof of Theorem 4.17 by using Theorem 4.19, the faithfulness of ı˜ and the identity
Q′(nN )(x; q) = (−1)n(N−1) hn(xN ) = (−1)n(N−1)
∑
λ⊢n
z−1λ pλ(x
N )
= (−1)n(N−1)
∑
λ⊢n
z−1λ pNλ(x) ,
(4.86)
– 32 –
which holds for q = N
√
1 (cf. [27], p. 235).
In Section 4.1 we have found that the center of Virp,q at q = −1 could be calculated
in terms of symmetrized products of the generators as given in (4.4). We will now show
that a generalization of this result holds for V˜ir
±
q at q =
N
√
1. In fact, this is a simple
consequence of the following symmetrization theorem which holds for an arbitrary q.
Theorem 4.22. For a partition λ = (λ1, . . . , λn),
∑
σ∈Sn/Sλn
T˜−σλ1 . . . T˜−σλn =
∑
µ
Mλµ(q)
[
n
m(µ)
]
T˜−λ1 . . . T˜−λn , (4.87)
where σ runs over all inequivalent permutations of the sequence (λ1, . . . , λn), µ over all
partitions such that |µ| = |λ| and ℓ(µ) = ℓ(λ), and the matrix M(q) is given by M(q) =
K(1)−1K(q), where K(q) is the Kostka-Foulkes matrix.
Proof: Clearly, it is sufficient to verify (4.87) when both sides act on the vacuum in a Verma
module. Then, by mapping the Verma module to the symmetric functions, we find that
in fact the present theorem is equivalent to (the symmetrization) Lemma A.1 for Milne
polynomials in Appendix A. ⊔⊓
Remark. There is an obvious counterpart of this result for V˜ir
+
q . However, unlike in
Section 4.1, there is no simple symmetrization identity that would mix the positive and
negative mode generators of V˜irq. This might be one reason why there seems to be no
simple generalization of this theorem to generic t.
5. Discussion
In Section 4.2 (see equation (4.44)) we have seen that, for q = N
√
1, the character of
the reduced Verma modules M ′(h) is given by
∏
n≥1
(
1− xnN
1− xn
)
=
∏
n≥1
(1 + xn + . . .+ xn(N−1)) . (5.1)
While the left hand side of this equation has a natural interpretation in terms of the
character of a bosonic Fock space with the oscillators αnN , n ∈ Z, removed, the right hand
side has a natural interpretation in terms of the character of the Fock space of a so-called
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Gentile parafermion of order N − 1 [16], i.e., a generalization of a fermion (N = 2) defined
by the property that at most N − 1 particles can occupy the same state, as embodied in
the equation (T˜n)
N = 0, n ∈ Z, for t→∞ or a deformation thereof for generic t. In other
words, the left hand side of this equation counts the number of partitions without parts
of length 0modN , while the right hand side counts the number of partitions with at most
N − 1 equal parts. This equality is of course well-known in combinatorics.
Free fermions, of course, are well-known to give rise to conformal field theories. Indeed,
as we have noted in Section 4.2, we have a (non-canonical) action of Virp,q at q =
2
√
1 = −1
on certain modules over the (undeformed) Virasoro algebra Vir at central charge c = 1
2
.
This rather remarkable feature, that we have an action of a quantum group on modules
over an undeformed algebra, resembles the action of Yangians on affine Lie algebra modules
(see [6] and references therein), and was one of our motivations to study the algebra Virp,q
in the first place. Of course, there is a crucial difference between between the two results,
in that the affine Lie algebra modules are fully reducible into finite dimensional irreducible
representations of this Yangian, while the c = 1
2
Vir module carries an infinite dimensional
irreducible representation of Virp,q at q = −1. In fact, in Theorem 2.2 we have seen that
Virp,q does not have any finite dimensional irreducible representations in the category O
except for some trivial ones. It is an interesting open question whether Virp,q possesses any
other nontrivial finite dimensional irreducible representations (e.g., cyclic representations).
In addition, one may wonder whether, analogous to q = −1, the algebra Virp,q at
q = N
√
1 can also be realized on modules of Vir. Clearly, the character (5.1) corresponds
to the character of a conformal field theory of central charge c = (N − 1)/N and is thus
non-unitary (for most N), as is a well-known property of Gentile parafermions for N 6= 2
(see, e.g., [31] and references therein). This is left for further study as well. Interestingly,
a collection of N such Gentile parafermions does realize a unitary conformal field theory,
namely ŝlN at level 1 [32].
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Appendix A. Symmetric functions
In this appendix we give basic definitions and summarize some results from the theory
of symmetric functions that are used throughout the paper. For further details and omitted
proofs the reader should consult the monograph [27] and/or the references cited below.
A.1. Symmetric functions
Let Λ be the ring of symmetric functions in countably many independent variables
x = {x1, x2, . . .}. Throughout the paper we are using the following standard bases in Λ
indexed by partitions, λ:
(i) monomial symmetric functions, mλ,
(ii) elementary symmetric functions, eλ,
(iii) complete symmetric functions, hλ,
(iv) Schur functions, sλ.
One defines those functions as the limit, when the number of variables goes to infinity,
of the corresponding symmetric polynomials that are stable with respect to the adjunction
of variables. For instance, the monomial symmetric function, mλ, is the limit, mλ(x) =
limn→∞mλ(x1, . . . , xn), of the monomial symmetric polynomials
mλ(x1, . . . , xn) =
∑
xα11 . . . x
αn
n , (A.1)
where the sum in (A.1) runs over all inequivalent permutations α = (α1, . . . , αn) of the
partition λ = (λ1, . . . , λn).
The elementary symmetric functions and the complete symmetric functions are defined
by
eλ = eλ1eλ2 . . . , hλ = hλ1hλ2 . . . , (A.2)
where er and hr are determined from their generating series
E(x; t) =
∑
n≥0
en(x) t
n =
∏
i≥1
(1 + xit) ,
H(x; t) =
∑
n≥0
hn(x) t
n =
∏
i≥1
(1− xit)−1 .
(A.3)
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Finally, the Schur functions, sλ, can be defined as polynomials in the elementary sym-
metric functions, er, or, equivalently, as polynomials in the complete symmetric functions,
hr, namely
sλ = det(eλ′
i
−i+j)1≤i,j≤m , sλ = det(hλi−i+j)1≤i,j≤n , (A.4)
where m ≥ ℓ(λ′) and n ≥ ℓ(λ), respectively, and λ′ is the partition conjugate to λ.
Upon extension of Λ to ΛQ = Λ ⊗Z Q, the ring of symmetric functions with ratio-
nal coefficients, one can introduce yet another basis, namely the power sum symmetric
functions, pλ. Those are defined by
pλ = pλ1pλ2 . . . , pr =
∑
xri = m(r) . (A.5)
The standard scalar product on ΛQ is defined by
〈pλ, pµ〉 = zλδλµ , (A.6)
where zλ is given in (3.2). In fact (A.6) induces a well-defined scalar product on Λ, with
respect to which the Schur functions, sλ, form an orthonormal basis.
A.2. Hall-Littlewood and Milne symmetric functions
The Hall-Littlewood (HL) symmetric functions, Pλ(x; q), form an orthogonal basis in
the space of one parameter symmetric functions Λ[q] = Λ⊗Z Z[q] with the scalar product
defined by
〈pλ, pµ〉q = zλ δλµ
ℓ(λ)∏
i=1
(1− qλi) . (A.7)
They can be calculated by applying the Gramm-Schmidt orthogonalization algorithm to
the basis of Schur functions and are given explicitly as the limit of the corresponding HL
polynomials [24]
Pλ(x1, . . . , xn; q) =
1
vλ(q)
∑
w∈Sn
w
(
xλ11 . . . x
λn
n
∏
i<j
xi − qxj
xi − xj
)
, (A.8)
where
vm(q) =
(q)m
(1− q)m , vλ(q) =
∏
i≥0
vmi(q) . (A.9)
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It is understood in (A.8) that the permutations w act on the variables x1, . . . , xn.
The functions Pλ(x; q) interpolate between the Schur functions, sλ(x), and the mono-
mial symmetric functions, mλ(x), namely
Pλ(x; 0) = sλ(x) , Pλ(x; 1) = mλ(x) . (A.10)
The transition matrix K(q) defined by
sλ(x) =
∑
µ
Kλµ(q)Pµ(x; q) , (A.11)
is strictly upper unitriangular with respect to the natural order of partitions, i.e., Kλµ(q) =
0 unless |λ| = |µ| and λ  µ, and Kλλ(q) = 1. The entries Kλµ(q) ∈ Z[q] are called the
Kostka-Foulkes polynomials. One can show that their coefficients are non-negative integers.
It follows from (A.10) that K(1) is the transition matrix between the monomial symmetric
functions and the Schur functions,
sλ(x) =
∑
µ
Kλµ(1)mµ(x) . (A.12)
Its entries are called the Kostka numbers.
Another family of symmetric functions, Qλ(x; q), also referred to as HL symmetric
functions, are scalar multiples of the Pλ(x; q), defined by
Qλ(x; q) = bλ(q)Pλ(x, q) , (A.13)
where bλ(q) =
∏
i≥1(q)mi(λ), so that
〈Pλ, Qµ〉q = δλµ . (A.14)
An obvious consequence of the definition (A.13) (see, also (A.18)) is that for q = N
√
1 the
functions Q(kN )(x; q) vanish.
It has already been observed in [24] that the definition of the Qλ(x; q) in (A.8) and
(A.13) makes sense for any sequence of integers (λ1, . . . , λn) that are not necessarily in a
descending order and/or are not positive. For such generalized Qλ one can prove [24] a
reordering identity that allows to reduce Qλ, when λi are not in descending order, to a
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linear combination of the Qµ, where µi are in descending order. For a two-term sequence
the formula is (see, [27] p. 214)
Q(m,n) − q Q(n,m) = −Q(n−1,m+1) + q Q(m+1,n−1) . (A.15)
The same equality holds within sequences λ of length greater than two.
Now, let us consider the symmetric polynomials corresponding to Qλ. It is clear that
a particularly simple polynomial arises if we set the number of variables equal to the length
of the partition, namely
Qλ(x1, . . . , xn; q) = (1− q)n
∑
w∈Sn
w
(
xλ11 . . . x
λn
n
∏
i<j
xi − qxj
xi − xj
)
, (A.16)
where ℓ(λ) = n. The main result of this section is a symmetrization lemma for such
polynomials (cf. [30], Theorem 1):
Lemma A.1. Let λ = (λ1, . . . , λn) be a partition and Sn/S
λ
n the subgroup of distinct
permutations of the sequence λ. Then∑
σ∈Sn/Sλn
Qσλ(x1, . . . , xn; q) =
∑
µ
Mλµ(q)
[
n
m(µ)
]
Qµ(x1, . . . , xn; q) , (A.17)
where M(q) = K(1)−1K(q), and the sum on the r.h.s. in (A.17) runs only over permuta-
tions µ such that |µ| = |λ| and ℓ(µ) = ℓ(λ).
Proof: By applying the symmetrization in λ1, . . . , λn to the right hand side of (A.16), we
obtain∑
σ∈Sn/Sλn
Qσλ(x1, . . . , xn; q) = (1− q)n
∑
σ∈Sn/Sλn
∑
w∈Sn
w
(
xσλ11 . . . x
σλn
n
∏
i<j
xi − qxj
xi − xj
)
= (1− q)n
∑
σ∈Sn/Sλn
xσλ11 . . . x
σλn
n
∑
w∈Sn
w
(∏
i<j
xi − qxj
xi − xj
)
= (q)nmλ(x1, . . . , xn) ,
(A.18)
where we used (A.1) and the identity (see, [27] p. 207)
∑
w∈Sn
w
(∏
i<j
xi − qxj
xi − xj
)
= vn(q) . (A.19)
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Now use the fact that
mλ(x1, . . . , xn) = mλ(x1, . . . , xm)
∣∣
xn+1=...=xm=0
, (A.20)
and
Qµ(x1, . . . , xm)
∣∣
xn+1=...=xm=0
=
{
Qµ(x1, . . . , xn) if ℓ(µ) ≤ n ,
0 if ℓ(µ) > n ,
(A.21)
together with (A.11), (A.12) and (A.13) to find
mλ(x1, . . . , xn) =
∑
µ
Mλµ(q)
1
bµ(q)
Qµ(x1, . . . , xn; q) , (A.22)
where
M(q) = K(1)−1K(q) . (A.23)
The restriction on the range of the sum over µ is then a straightforward consequence of
the strict upper unitriangularity of K(q). ⊔⊓
We also need to introduce another family of symmetric functions, Q′λ(x; q), called
Milne’s symmetric functions [28,29] (see, also [15,22,23]). They are related to the HL
functions, Qλ(x; q), by a change of variables
Q′λ(x; q) = Qλ(
x
1− q ; q) , (A.24)
which has to be understood the sense of the λ-ring notation. This means that Q′λ(x; q) is
the image of Qλ(x; q) by the ring homomorphism of Λ[q] that sends pr(x) to (1−qr)−1pr(x).
A defining property of Milne’s functions is their orthogonality to the HL functions,
〈Pλ, Q′µ〉 = δλµ , (A.25)
with respect to the product (A.6). This is equivalent to the completeness relation∑
λ
Pλ(x; q)Q
′
λ(y; q) =
∏
i,j
(
1
1− xiyj
)
. (A.26)
Finally, an expansion in terms of Schur functions yields
Q′λ(x; q) =
∑
µ
Kµλ(q) sµ(x) . (A.27)
One can use (A.24) to extend the definition of Q′λ(x; q) to arbitrary sequences λ.
Given that the transformation defined in (A.24) is a ring homomorphism, it is clear that
so defined Q′λ(x; q) will satisfy both the reordering identity (A.15) as well as (A.17) of the
symmetrization lemma.
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Appendix B. Explicit singular vectors for q = N
√
1
In Theorem 4.8 of Section 4.2 we have seen that
Ψ(z) = lim
zi→zqN−i
(∏
i<j
f(
zj
zi
)
)
T (z1) . . . T (zN )|h〉 , (B.1)
is a (well-defined) generating series of singular vectors in M(h) for q = N
√
1. We have also
outlined how to make sense out of this expression. Here we carry out the procedure for
N = 3. First,
Theorem B.1. We have(∏
i<j
f(
zj
zi
)
)
T (z1)T (z2)T (z3)|h〉
=
∑
m1,m2,m3≥0
zm11 z
m2
2 z
m3
3
(∏
i<j
f(Rij)
)
T−m1T−m2T−m3 |h〉
+ ζ
( p(z3/z2)
1− p(z3/z2)F
−+(
z3
z1
)− p
−1(z3/z2)
1− p−1(z3/z2)F
+−(
z3
z1
)
)
T (z1)|h〉
+ ζ
( p(z3/z1)
1− p(z3/z1)F
−+
(d) (
z3
z2
)− p
−1(z3/z1)
1− p−1(z3/z1)F
+−
(d) (
z3
z2
)
)
T (z2)|h〉
+ ζ
( 1
1− p(z2/z1)F
+−(p
z3
z1
)− 1
1− p−1(z2/z1)F
−+(p−1
z3
z1
)
)
T (z3)|h〉 .
(B.2)
where
F ǫ1ǫ2(d) (x) =
∑
0≤m≤d
F ǫ1ǫ2m x
m . (B.3)
We sketch the proof, which is based on the following
Lemma B.2. Let
cm,n = ζ (p
m − p−m) δm+n,0 , (B.4)
then we have∑
l1,l2≥0
fl1fl2T−m1−l1−l2c−m2+l1,−m3+l2 = ζ
(
p−m2F−+m2+m3 − pm2F+−m2+m3
)
T−m1−m2−m3 ,∑
l1,l2≥0
fl1fl2c−m1−l1,−m2−l2T−m3+l1+l2 = ζ
(
p−m1F+−−m1−m2 − pm1F−+−m1−m2
)
T−m1−m2−m3 ,
(B.5)
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where F±∓(x) =
∑
m F
±∓
m x
m is defined in (2.40).
Proof: We have∑
l1,l2≥0
fl1fl2T−m1−l1−l2c−m2+l1,−m3+l2
= ζ
∑
p,q≥0
fl1fl2(p
−m2+l1 − pm2−l1)δ−m2−m3+l1+l2T−m1−l1−l2
= ζ
(
p−m2f(px)f(x)
∣∣
xm2+m3
− pm2f(p−1x)f(x)∣∣
xm2+m3
)
T−m1−m2−m3 .
(B.6)
The other identity is shown similarly. ⊔⊓
Proof of Theorem B.1: Writing out the left hand side of (B.2) in modes we distinguish
three cases
(i) m1 ≥ 0, m2 ≥ 0, m3 ≥ 0, (ii) m2 < 0, m3 ≥ 0, (iii) m1 < 0, m2 ≥ 0, m3 ≥ 0.
In case (i) only a finite number of terms contribute. This gives the first term on the right
hand side of (B.2). In case (ii) we move the term T−m2+l12−l23 to the right using the
commutator (2.1). Then use Lemma B.2 to find
ζ
∑
m1
∑
m2≤−1
∑
m3≥0
zm11 z
m2
2 z
m3
3
(
p−m2F−+m2+m3 − pm2F+−m2+m3
)
T−m1−m2−m3 |h〉 .
The sum over m1 is unrestricted. The nonvanishing terms must have m2+m3 ≥ 0 because
of the moding of F+− and F−+. Thus, with the restriction on m2 in place, we may let
the sum on m3 run over all integers. This allows for a change in the summation
m′ = m2 +m3 , m
′′ = m1 +m2 +m3 , (B.7)
after wich all sums can be performed and we obtain
ζ
( p(z3/z2)
1− p(z3/z2)F
−+(
z3
z1
)− p
−1(z3/z2)
1− p−1(z3/z2)F
+−(
z3
z1
)
)
T (z1)|h〉 .
The remaining case (iii) is analyzed similarly. ⊔⊓
By taking the limit zi → zqN−i in Theorem B.1 and using F−+(q−1) = F−+(p−1q−2) =
F+−(q−2) = 0, we obtain
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Corollary B.3. The following is an explicit form for the level d singular vector at q = 3
√
1
and arbitrary h ∈ C
Ψd =
∑
m1,m2,m3≥0
m1+m2+m3=d
q2m1+m2
(∏
i<j
f(Rij)
)
T−m1T−m2T−m3 |h〉
+ ζ
[
q2d
( 1
qp−1 − 1F
−+(q−2)
)
T−d
+ qd
( 1
q2p−1 − 1F
−+
(d) (q
−1)− 1
q2p− 1F
+−
(d) (q
−1)
)
T−d
+
( qp−1
qp−1 − 1F
+−(pq−2)
)
T−d
]
|h〉 .
(B.8)
The expression Ψd vanishes for d 6= 0mod3 (we have explicitly verified this for small
values of d).
From the structure of fl, and the duality symmetry (p, q)→ (p−1, q−1), it follows that
the singular vectors at q = N
√
1 for d = 0modN can be written in terms of the following
set of invariants
∆rsm1...mk = ars
prqs(1 + pn−2rqN−2s)∏k
i=1(1 + p
i)mi
, n =
∑
i
imi , (B.9)
where the normalization factor
ars =
{
1
2 for 2r = n and 2s = 0 modN ,
1 otherwise .
(B.10)
Using (B.8) we now find the following singular vectors at q = 3
√
1 for arbitrary h ∈ C. At
level d = 3
Ψ3 = (T−1T−1T−1 + a210 T−2T−1T0 + a300 T−3T0T0 + a3 T−3) |h〉 , (B.11)
with
a210 = −3∆102 ,
a300 = −3∆2131 ,
a3 = 3∆
11
11 ,
(B.12)
and, at level d = 6
Ψ6 =
(
T−2T−2T−2 + a321 T−3T−2T−1 + a411 T−4T−1T−1 + a330 T−3T−3T0
+ a420 T−4T−2T0 + a510 T−5T−1T0 + a600 T−6T0T0 + a6 T−6
)
|h〉 ,
(B.13)
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where
a321 = −3∆102 ,
a411 = −3∆2131 ,
a330 = −3∆2131 ,
a420 = −3∆4042 + 3∆3041 − 3∆2131 ,
a510 = −6∆4042 + 3∆3152 ,
a600 = 27∆
80
6301 + 12∆
60
63 + 18∆
70
6201 + 6∆
50
62 − 3∆615301 − 3∆515301 − 3∆415301 ,
a6 = −3∆604201 + 3∆204201 − 6∆4042 − 12∆504101 + 6∆3041 − 3∆514201 + 3∆414201 + 6∆314201 .
(B.14)
The equality of the coefficients a210 = a321 and a300 = a411 in the singular vectors at d = 3
and d = 6 is a direct consequence of Lemma 4.9 (ii) and the expression (4.33).
In addition we have computed the level d = 4 singular vector at q = 4
√
1
Ψ4 =
(
T−1T−1T−1T−1 + a2110 T−2T−1T−1T0 + a2200 T−2T−2T0T0 + a3100 T−3T−1T0T0
+ a4000 T−4T0T0T0 + a22 T−2T−2 + a31 T−3T−1 + a40 T−4T0
)
|h〉 ,
(B.15)
where
a2110 = −4∆102 − 4∆113 ,
a2200 = 8∆
20
4 ,
a3100 = 12∆
20
4 + 4∆
21
5 ,
a4000 = −8∆30501 − 8∆31501 ,
a22 = −8∆102 ,
a31 = −4∆102 + 4∆113 ,
a40 = 8∆
20
301 − 8∆21301 .
(B.16)
Observe that for t → ∞ we have ∆r,sm1...mk → 0 for 0 < r ≤ 2n. Thus, in all the ex-
amples above, in the limit t→∞ only the leading term (T−n)N |h〉 survives. Furthermore,
note that, both for N = 3 and N = 4, all the factors in front of the fundamental invariants
∆rsm1...mk are a multiple of N (except for the one of the leading term). Thus, it appears
that calculating modulo N , in the appropriate sense, is somehow equivalent to considering
the t→∞ limit.
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Appendix C. The center revisited
In this appendix we establish in a direct way some elementary identities for the prod-
ucts of generators of V˜ir
±
q for a generic q. Specialization of those results to q =
N
√
1 yields
a direct proof of Theorem 4.14.
C.1. Preliminaries
The defining relations (4.54) of V˜ir
±
q are invariant under the rescaling T˜m → a|m|T˜m,
a ∈ C, while the remaining relations in (4.53) – (4.56) can be further simplified by a
judicious choice of a. In the following we will find it convenient to work with the generators
tm = q
|m|
2 T˜m , m ∈ Z . (C.1)
Then the relations involving the generators of V˜ir
+
q are given by
tmtn = qtntm − (1− q)
m−n−1∑
l=1
tm−ltn+l , m > n ≥ 1 , (C.2)
tmt0 = qt0tm − (1− q)
m−1∑
l=1
tm−ltl + (q − q−1)
∞∑
l=1
t−ltm+l , m ≥ 1 , (C.3)
tmt−n = qt−ntm + (q − q−1)
∞∑
l=1
t−n−ltm+l + (1− q)qmδm,n , m, n ≥ 1 . (C.4)
while the remaining ones have a similar form and can easily be worked out.
C.2. Identities in V˜ir
±
q
Now let us consider the subalgebras V˜ir
±
q in more detail. We will discuss explicitly
only the case of V˜ir
+
q with the extension to V˜ir
−
q being obvious.
The relation (C.2) implies that two subsequent generators satisfy
tm+1tm = qtmtm+1 , (C.5)
For the generators tm+k and tm with k ≥ 2, there are additional terms, though it is still
possible to rewrite (C.2) in a symmetric form
k∑
j=1
tm+jtm+k−j = q
k∑
j=1
tm+k−jtm+j . (C.6)
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In view of (C.6) it is then natural to consider the following sums of generators4
sm = tm + tm+1 + . . . , (C.7)
in term of which (C.2) is equivalent to
sm+1tm = qtmsm+1 − (1− q)sm+1sm+1 . (C.8)
The infinite sums and their products here and below should be understood in the graded
sense. By iterating (C.8) we prove
Lemma C.1. For n ≥ 1,
(sm+1)
ntm = q
ntm(sm+1)
n − (1− qn)(sm+1)n+1 , (C.9)
sm+1(tm)
n =
n∑
j=0
(−1)jqn−j(q)j
[
n
j
]
(tm)
n−j(sm+1)
j+1 . (C.10)
Then, a straightforward induction yields
Lemma C.2. For n ≥ 1,
(tm + sm+1)
n =
n∑
j=0
q
1
2
j(j−1)
[
n
j
]
(tm)
n−j(sm+1)
j , (C.11)
(
qtm + (q − q−1)sm+1
)n
=
n∑
j=0
(−1)j q
n−2j(q)j+1
1− q
[
n
j
]
(tm)
n−j(sm+1)
j . (C.12)
For a partition λ of length ℓ(λ) = n, let λop = (λop1 , . . . , λ
op
n ) be the increasing sequence
of positive integers, λopi = λn−i, i = 1, . . . , n. For such a sequence we define
ht(λop) =
ℓ(λ)∑
i=1
(ℓ(λ)− i)(λopi − 1)
= n(λ)− 1
2
ℓ(λ)(ℓ(λ)− 1) .
(C.13)
Finally, in terms of multiplicities, we can write (λ1, . . . , λn) = (1
m12m2 . . . ), where mi =
mi(λ).
Using Lemma C.2 we will now establish the main result of this section, which gives
the expansion of powers of sm into ordered products of generators.
4 Since (C.2) is invariant under rescaling, there seems to be no advantage in working
with the generating series t+(z) =
∑
n≥1 tnz
−n.
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Theorem C.3. For n ≥ 1,
(sm)
n =
∑
{λ | ℓ(λ)=n}
qht(λ
op)
[
n
m(λ)
]
tm+λop
1
−1 . . . tm+λopn −1 . (C.14)
Proof: We write sm = tm + sm+1, and expand (sm)
n = (tm + sm+1)
n using (C.12),
(sm)
n =
∑
m1+n2=n
qht(1
m12n2)
[
n
m1, n2
]
(tm)
m1(sm+1)
n2 . (C.15)
Since at a given level only products of a finite number of generators, tm, tm+1, . . . , tm+s−1,
can appear, after repeating this expansion s− 1 times we obtain a multiple sum
(sm)
n =
∑
m1+...+ms=n
q
∑
s−1
i=1
ht(1mi2ni+1)
[
n
m1, n2
]
. . .
[
ns−1
ms−1, ms
]
(tm)
m1 . . . (tm+s−1)
ms ,
(C.16)
where ni = mi + . . .+ms. It follows from definition (C.13) that
s−1∑
i=1
ht(1mi2ni+1) = ht(1m12m2 . . . sms) , (C.17)
and it is obvious that[
n
m1, n2
] [
n2
m2, n3
]
. . .
[
nk−1
ms−1, ms
]
=
[
n
m1, . . . , ms
]
. (C.18)
This completes the proof of the theorem. ⊔⊓
C.3. Proof of Theorem 4.18
Theorem C.4. Let q = N
√
1. Then (tm)
N , m ≥ 1, belong to the center of V˜irq.
Proof: We will show separately that
(tm)
N tn = tn(tm)
N , m ≥ 1 , (C.19)
for ±n > 0 and n = 0.
Case 1: n > 0
From Lemma C.1 we find
(sm+1)
N tm = tm(sm+1)
N , (C.20)
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and
sm+1(tm)
N = (tm)
Nsm+1 , (C.21)
for arbitrary m ≥ 1. Since, by Theorem C.3
(sm)
N =
∞∑
k=0
q
1
2
kN(N−1)(tm+k)
N , (C.22)
where each term in the sum is at a different level, this implies (C.19).
Case 2: −n > 0
First rewrite (C.4) in a more convenient form,
tmt−n =
∞∑
l=1
alt−n−ltm+l + cnδm,n , (C.23)
where a0 = q, al = q − q−1, l ≥ 1, and cn = (1 − q)q−n. By repeated use of (C.23) we
obtain
(tm)
N t−n = cm(tm)
N−1δm,n
+
N−1∑
k=1
(tm)
N−k−1
∞∑
l1,...,lk=0
al1 . . . alkcn+l1+...+lk tm+l1 . . . tm+lkδm,n+l1+...+lk
+
∞∑
l1,...,lN=0
al1 . . . alN t−n−l1−...−lN tm+l1 . . . tm+lN .
(C.24)
This may be recognized as
(tm)
N t−n = cm(tm)
N−1δm,n
+ cm
N−1∑
k=1
(tm)
N−k−1
(
qtm + (q − q−1)sm+1
)k
(k+1)m−n
+
∑
l≥0
t−n−l
(
qtm + (q − q−1)sm+1
)N
Nm+l
,
(C.25)
where the subscripts on the brackets indicate the level.
Form < n, we find using (C.12) that only the last term in (C.25) with l = 0 contributes
giving t−n(tm)
N .
For m = n, all terms in (C.25) contribute, however, we may set sm+1 = 0 in the
second term. Thus the central charge term has an overall factor of 1+ q+ . . .+ qN−1 = 0,
while the last term is the same as above.
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For m > n, the first term does not contribute. Let us first consider the second term
proportional to the central charge. Using (C.12) we can rewrite it as
cm
N−1∑
k=1
k∑
j=0
(−1)j q
k−2j(q)j+1
1− q
[
k
j
]
(tm)
N−j−1(sm+1)
j
∣∣
Nm−n
,
where only the terms at the level Nm− n contribute. In particular, at this level we must
have j ≥ 1. Changing the order of summation we obtain
cm
N−1∑
j=1
(−1)j q
−j(q)j+1
1− q
( N−1∑
k=j
qk−j
[
k
j
] )
(tm)
N−j−1(sm+1)
j
∣∣
Nm−n
= cm
N−1∑
j=1
(−1)j q
−j(q)j+1
1− q
[
N
j + 1
]
(tm)
N−j−1(sm+1)
j
∣∣
Nm−n
.
(C.26)
Clearly all terms in the sum vanish. Thus once more the only contribution arises from the
last term in (C.25) and it is the same as above.
Case 3: n = 0
Using (C.3) we find
(tm)
nt0 = q
N t0(tm)
N
+
N∑
k=1
qk−1(tm)
N−k[ (q − 1)
m−1∑
l=1
tm−ltl ](tm)
k−1
+
N∑
k=1
qk−1(tm)
N−k[ (q − q−1)
∞∑
l=1
t−ltm+l ](tm)
k−1 .
(C.27)
This expression is clearly the same as the one obtained by setting t0 = t
+
0 + t
−
0 , where t
+
0
satisfies (C.2) with n = 0 and t−0 satisfies (C.4) with n = 0. Since the proof of the two
cases above does not depend on the specific value of n, by exactly the same algebra we
show that t0 commutes with (tm)
N . ⊔⊓
An obvious modification of the above argument proves that (Tm)
N for m < 0 lies in
the center. This then concludes the proof of Theorem 4.18.
Remark. Note that (t0)
N , (N ≥ 3), is not in the center as the following example for
N = 3 shows,
(t0)
3t−2 = q
3t−2(t0)
3 − (1− q)q2(1 + q + q2)(t−1)2(t0)2
+ (1− q)3q(2 + q)t−2t0 − (1− q)4(1 + q)(t−1)2 + . . . ,
(C.28)
where the dots stand for terms with strictly positive modes on the right.
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ŝlN modules, in “Geometric Analysis and Lie Theory in Mathematics and Physics”,
Lecture Notes Series of the Australian Mathematical Society, (Cambridge University
Press, Cambridge, 1997), q-alg/9703021.
[7] B. Davies, O. Foda, M. Jimbo, T. Miwa and A. Nakayashiki, Diagonalization of the
XXZ Hamiltonian by vertex operators, Comm. Math. Phys. 151 (1993) 89-153.
[8] B. Feigin and E. Frenkel, Affine Kac-Moody algebras at the critical level and Gelfand-
Dikii algebras, Int. J. Mod. Phys. A7 (Suppl. A1) (1992) 197-215.
[9] B. Feigin and E. Frenkel, Quantum W-algebras and elliptic algebras, Comm. Math.
Phys. 178 (1996) 653–678, q-alg/9508009.
[10] B. Feigin, M. Jimbo, T. Miwa, A. Odesskii and Y. Pugai, Algebra of screening operators
for the deformed Wn algebra, q-alg/9702029.
[11] E. Frenkel and N. Reshetikhin, Quantum affine algebras and deformations of the Vi-
rasoro and W-algebras, Comm. Math. Phys. 178 (1996) 237–264, q-alg/9505025.
[12] E. Frenkel and N. Reshetikhin, Towards deformed chiral algebras, q-alg/9706023.
[13] E. Frenkel and N. Reshetikhin, Deformations of W-algebras associated to simple Lie
algebras, q-alg/9708006.
[14] E. Frenkel, N. Reshetikhin and M.A. Semenov-Tian-Shansky, Drinfeld-Sokolov reduc-
tion for difference operators and deformations of W-algebras, I. The case of Virasoro
algebra, q-alg/9704011.
[15] A.M. Garsia, Orthogonality of Milne’s polynomials and raising operators, Discr. Math.
99 (1992) 247-264.
– 49 –
[16] G. Gentile, Osservazioni sopra le statistiche intermedie, Nuovo Cimento 17 (1940)
493-497.
[17] B.-Y. Hou and W.-L. Yang, A h¯-deformed Virasoro algebra as a hidden symmetry of
the restricted Sine-Gordon model, hep-th/9612235.
[18] B.-Y. Hou and W.-L. Yang, An h¯-deformation of the WN algebra and its vertex oper-
ators, J. Phys. A: Math. Gen. 30 (1997) 6131-6145, hep-th/9701101.
[19] N. Jing, Vertex operators, symmetric functions and the spin group Γn, J. Algebra 138
(1991) 340-398.
[20] N. Jing, Vertex operators and Hall-Littlewood symmetric functions, Adv. Math. 87
(1991) 226-248.
[21] M. Jimbo, M. Lashkevich, T. Miwa and Y. Pugai, Lukyanov’s screening operators for
the deformed Virasoro algebra, Phys. Lett. 229A (1997) 285-292, hep-th/9607177.
[22] A. Lascoux, B. Leclerc and J.-Y. Thibon, Fonctions de Hall-Littlewood et polynoˆmes
de Kostka-Foulkes aux racines de l’unite´, C.R. Acad. Sci. Paris 316 (1993) 1-6.
[23] A. Lascoux, B. Leclerc and J.-Y. Thibon, Green polynomials and Hall-Littlewood func-
tions at roots of unity, Europ. J. Combinatorics 15 (1994) 173-180.
[24] D.E. Littlewood, On certain symmetric functions, Proc. London Math. Soc. 11 (1961)
485-498.
[25] S. Lukyanov and Y. Pugai, Bosonization of ZF algebras: Direction toward deformed
Virasoro algebra, J. Exp. Theor. Phys. 82 (1996) 1021-1045, hep-th/9412128.
[26] S. Lukyanov and Y. Pugai,Multi-point local height probabilities in the integrable RSOS
model, Nucl. Phys. B473 (1996) 631-658, hep-th/9602074.
[27] I.G. Macdonald, Symmetric functions and Hall polynomials, (Oxford University Press,
Oxford, 1995).
[28] S.C. Milne, Classical partition functions and the U(n + 1) Rogers-Selberg identity,
Discr. Math. 99 (1992) 199-246.
[29] S.C. Milne, The Cℓ Rogers-Selberg identity, SIAM J. Math. Anal. 25 (1994) 571-595.
[30] A.O. Morris, On an algebra of symmetric functions, Quart. J. Math. Oxford 16 (1965)
53-64.
[31] A. Polychronakos, Path integrals and parastatistics, Nucl. Phys. B474 (1996) 529-539,
hep-th/9603179.
[32] K. Schoutens, Exclusion statistics in conformal field theory spectra, Phys. Rev. Lett.
79 (1997) 2608-2611, cond-mat/9706166.
[33] A.M. Semenov-Tian-Shansky and A.V. Sevostyanov, Drinfeld-Sokolov reduction for
difference operators and deformations of W-algebras, II. General semisimple case,
q-alg/9702016.
[34] J. Shiraishi, H. Kubo, H. Awata and S. Odake, A quantum deformation of the Virasoro
algebra and the Macdonald symmetric functions, Lett. Math. Phys. 38 (1996) 33–51,
q-alg/9507034.
– 50 –
