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SUMMARY OF REPORT 
This r e p o r t  conta ins  four  chapters .  The f i r s t  chapter  g ives  
an o v e r a l l  summary of t h e  r epor t ,  t he  remaining t h r e e  chapters  conta in  
research  work performed by ind iv idua l  i nves t iga to r s  i n  t h e  areas of 
(1) bounded s ta te  space con t ro l  theory,  (2) nonlinear  smoothing theory,  
and (3) s t o c h a s t i c  system modelling and i d e n t i f i c a t i o n .  The following 
summaries g ive  the  r e s u l t s  obtained i n  each area. 
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. 
(1) Bounded S t a t e  Space Control Theory 
The most powerful t o o l  i n  the  s tudy  of t h e  ordinary optimal con- 
Even i n  t h e  bounded t r o l  problem is t h e  Pontryagin 's  maximum p r inc ip l e .  
s ta te  space problem, a maximum p r i n c i p l e  is ava i l ab le ;  however, i n  t h i s  
case it is n o t  as u s e f u l  as i n  t h e  ordinary case because of two main 
reasons: The f i r s t  is  t h a t  t h e  a d j o i n t  s o l u t i o n  is not  necessa r i ly  con- 
t inuous,  and hence i t  is  necessary t o  f i n d  t h e  jump condi t ion a t  t h e  
po in t s  where d i s c o n t i n u i t i e s  occur;  however, t h e r e  are no known methods 
available for determining the jump condi t ions.  The second is t h a t  no 
methods are a v a i l a b l e  f o r  determining the  jump po in t s .  
d i f f i c u l t y  wi th  which t h i s  s tudy is concerned. We show t h a t  at least i n  
l i n e a r  systems the  ad j o i n t  s o l u t i o n  can b e  con t inuow,  thereby el iminat-  
i n g  the  d i f f i c u l t y .  
i n  t he  r epor t ,  t h i s  enables  one t o  determine t h e  t i m e s  at  which t h e  response 
t r a j e c t o r y  e n t e r s  o r  leaves t h e  boundary of t h e  s ta te  c o n s t r a i n t  set and 
the  number of switchings.  
It is  t h e  f i r s t  
Furthermore i n  c e r t a i n  casesy as shown i n  the  example 
(2) Nonlinear Smoothing Theory 
The problems of f ixed - in t e rva l ,  f ixed-point,  and fixed-lag non- 
l i n e a r  smoothing are considered. 
by the  f ixed - in t e rva l ,  f ixed-point 
s i t y  func t ions  are der ived.  
minimunrvariance f ixed - in t e rva l ,  f ixed-point,  and f ixed-lag smoothed es- 
timates and a l s o  f o r  t h e i r  corresponding covariance matrices. 
S tochas t i c  d i f f e r e n t i a l  equat ions s a t i s f i e d  
and f ixed-lag smoothing p r o b a b i l i t y  den- 
Dynamical equat ions are developed f o r  t h e  
By u t i l i z i n g  
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the  nonl inear  r e s u l t s  obtained in this paper ,  i t  is shown t h a t ,  no t  only 
the  problems of f ixed- in te rva l ,  f ixed-point,  and f ixed-lag l i n e a r  smooth- 
i ng  wi th  observa t ions  contaminated by Gauss-Markov ( co r re l a t ed )  no i se  can 
immediately be  solved,  b u t  a l s o  much ins igh t  of  the  genera l  l i n e a r  and 
nonl inear  smoothing problems is  obtained. 
The s t a b i l i t y  p rope r t i e s  assoc ia ted  with a constant-parameter fixed- 
i n t e r v a l  l i n e a r  smoothing f i l t e r  are a l s o  inves t iga t ed .  It  is shown t h a t  
the  f ixed - in t e rva l  smoothing f i l t e r  is exponent ia l ly  asymptot ical ly  s t a b l e .  
It is noted t h a t  t h e  f ixed- in te rva l  smoothing f i l t e r  is an important f i l t e r  
f o r  da t a  smoothing purposes.  
(3 )  Stochas t i c  Modeling and I d e n t i f i c a t i o n  
A p a r t i c u l a r  s t o c h a s t i c  modeling problem i s  solved and a method i s  
presented f o r  genera t ing  a random process having a s p e c i f i e d  power s p e c t r a l  
dens i ty  mat r ix  using "avai lable"  labora tory  white  no i se .  
An I t o  s t o c h a s t i c  i n t e g r a l  equation is used t o  mathematically m d e l  
a b lack  box having mul t ip l e  inputs  and mul t ip l e  outputs ,  where, when the 
b lack  box has no inpu t s ,  the  outputs  have an ergodic  c o r r e l a t i o n  func t ion  
matrix. 
po in t  of measure-theoretic p robab i l i t y  theory.  Three methods of s p e c t r a l  
f a c t o r i z a t i o n  are demonstrated i n  t h e  process of ob ta in ing  a l l  t h e  matrix 
parameters i n  t h e  s t o c h a s t i c  i n t e g r a l  equat ion model. A numerical example 
is worked t o  i l l u s t r a t e  t h e  theory of modeling a b lack  box having only 
outputs  . 
The s t o c h a s t i c  i n t e g r a l  equation model i s  dexived from t h e  stand- 
A new method of ob ta in ing  a r e a l i z a t i o n  corresponding t o  a given 
t r a n s f e r  func t ion  matrix is obtained as p a r t  of t h e  p a r t i c u l a r  s t o c h a s t i c  
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modeling problem. In obtaining the new method of realizing a transfer 
function matrix, a method is  given for putting a linear constant coe f f i -  
cient d i f f erent ia l  equation with multiple differentiated inputs into 
standard s t a t e  variable form. 
- 4 -  
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STUDY OF BOUNDED STATE SPACE 
D. H. Chyung and E.  D. Eyman 
Department of E l e c t r i c a l  Engineering 
Universi ty  of Iowa 
Iowa Ci ty ,  Iowa 52240 
INTRDDUCTION 
The most powerful t o o l  i n  the  s tudy of t he  ordinary opt imal  con- 
t r o l  problem is t h e  Pontryagin's  maximum pr inc ip l e .  
bounded state space problem, a maximum p r i n c i p l e  is ava i l ab le ;  however, 
i n  t h i s  case it  i s  n o t  as use fu l  as i n  the  ordinary case because of two 
main reasons: The f i r s t  is t h a t  t h e  ad jo in t  so lu t ion  is not  necessa r i ly  
continuous,  and hence i t  is necessary t o  f i n d  t h e  jump condi t ion  at  t h e  
po in t s  where d i s c o n t i n u i t i e s  occur; however, t h e r e  are no known methods 
ava i l ab le  for determining t h e  jump condi t ions.  
methods are available for determining t h e  jump po in t s .  It is  the first  
d i f f i c u l t y  with which t h i s  s tudy i s  concerned. 
l i n e a r  systems t h e  ad jo in t  s o l u t i o n  can be continuous,  thereby e l imina t ing  
t h e  d i f f i c u l t y .  Furthermore i n  c e r t a i n  cases, as shown i n  t h e  example 
below, t h i s  enables  one t o  determine t h e  t i m e s  at which t h e  response 
t r a j e c t o r y  e n t e r s  o r  leaves  t h e  boundary of t h e  s ta te  cons t r a in t  set 
and t h e  number of switchings . 
Even i n  the  
The second is t h a t  no 
We show t h a t  a t  least  i n  
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MAXIMUM PRINCIPLE 
Consider t he  l i n e a r  system 
;(t) = A(t) x ( t )  + B(t)  u ( t )  
n m where XER is an (nxl) state vec tor ,  UER is an (mxl) c o n t r o l  v e c t o r ,  
and A(t)  and B(t)  are continuous mat r ices  of compatible dimensions. 
Let Si be a given convex compact c o n t r o l  r e s t r a i n t  set  i n  R , and l e t  
S 
s i b l e  c o n t r o l  u ( t )  on [ t o , t l ]  is a measurable func t ion  on [t,,t,] w i t h  
values i n  fl, i .e . ,  u ( t )  E Q ,  such that the corresponding response x(t) is 
i n  S f o r  a l l  t on [to,tl], i .e. ,  x ( t ) c S ,  t c [ t o , t l ] .  L e t  G be a 
given closed convex t a r g e t  set i n  
m 
n be a given closed convex s ta te  space c o n s t r a i n t  set i n  R . An admis- 
S ,  and l e t  C(u) be  t h e  c o s t  f u n c t i o n a l  
which i s  def ined  by 
C(u> = g (x(t,) ) + J { f ( x ( t ) , t )  + h ( u ( t ) , t )  d t  
1 x, f ( x , t )  is a C convex func t ion  where g(x) i s  a C1 convex func t ion  i n  
i n  x f o r  each t ,  and h ( u , t )  is a Co convex func t ion  of u f o r  each 
t on [ t 0 , t l I '  
The problem is  t o  f i n d  an admissible con t ro l  func t ion  u ( t )  on a 
given i n t e r v a l  [ t o , t  ] which steers t h e  corresponding response x ( t )  from 
a given i n i t i a l  po in t  x ( t o )  = xo t o  t h e  t a r g e t  set 
x(tl)cG, and minimizes t h e  cost  func t iona l  C(u). 
of admissible c o n t r o l  it follows t h a t  x ( t )  is i n  
1 
G at  tl, i.e., 
From t h e  d e f i n i t i o n  
S f o r  a l l  t E [ t o , t l ] .  
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Define t h e  func t ion  fo (x) by 
0 if XES 
fo(x) = Id(,,,) i f  xp!S 
where d(x,S) = min Ix-yl, t h a t  i s ,  d(x,S) i s  t h e  usua l  d i s t ance  between the 
Y E S  
po in t  x and t h e  set S i n  t he  eucl iden space R". Obviously fo(x)  is a 
a f o  I continuous convex funct ion of x 
everywhere i n  Rn except on t he  boundary S of the  set S. I f  x is an 
i n t e r i o r  po in t  of 
i n  Rn, and ax e x i s t s  and i s  continuous 
a fo  
ax S, then - = 0, f o r  fo(x)  = 0 f o r  a l l  XES. L e t  
Co(u) = J f o ( x ( t )  ) dt. 
I Then, since fo(x) > 0 ,  C (u) - > 0 f o r  a l l  measurable con t ro l  func t ion  u ( t )  0 - 
on [to,tl]. Here x ( t )  i s  t h e  response of t h e  system corresponding t o  t h e  
con t ro l  u ( t ) .  Furthermore, s ince  fo(x)  = 0 i f  and only i f  XES, Co(u) = 0 
i f  and only i f  x ( t ) c S  almost everywhere on [ to , t l ] .  
s o l u t i o n  of t h e  l i n e a r  d i f f e r e n t i a l  equation i t  i s  absolu te ly  continuous. 
Since x ( t )  is a 
Therefore,  Co(u) = 0 i f  and only i f  x(t)ES f o r  a l l  t E [ t o , t l ] ,  t h a t  i s ,  u ( t )  
is  an admissible  con t ro l  on [ to , t l ] .  Since C (u) - > 0, u ( t )  is  an admis- 
0 
s i b l e  con t ro l  i f  and only i f  u ( t )  minimizes t h e  func t iona l  Co(u) and the  
minimum is zero. 
on [ t  ,t,] with t h e i r  values i n  51, t h a t  i s ,  u(t)E51 on [ tot l ] .  




1 We can now rephrase our problem as follows: Find a con t ro l  
* 
function..u ( t )  i n  Q(t t ) which steers the  carresponding response 
0 1  
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S( t )  from t h e  g iven  i n i t i a l  p o i n t  xo a t  to t o  t h e  t a r g e t  set  G 
and s a t i s f i e s  t h e  fo l lowing  cond i t ions :  
a t  tl 
(1) Co(u*) 2 Co(u) f o r  a l l  measurable  f u n c t i o n s  u ( t )  i n  CI 
which steers t h e  corresponding response  endpoint  x (t,) 
t o  G. 
U 
(2) C(u*) C(u) f o r  a l l  measurable func t ions  u ( t )  i n  CI 
such t h a t  xu(tl)  EG and Co(u) = Co(u*). 
I f  Co(u*) i s  n o t  zero  then  of cour se  an opt imal  c o n t r o l  does no t  e x i s t .  
In o t h e r  words, an  opt imal  c o n t r o l  always s a t i s f i e s  t h e  cond i t ions  above. 
T h i s  problem has  been s t u d i e d  by Chyung i n  [ l ] .  I n  t h e  paper  i t  
was assumed t h a t  ax fo  exists and is cont inuous everywhere irk Rn. In t h e  
- 
p r e s e n t  case t h i s  c o n d i t i o n  is n o t  s a t i s f i e d ,  f o r  - a fo  does n o t  e x f s t  on 
ax 
3s. Therefore  t h e  r e s u l t s  i n  [ l ]  cannot  b e  app l i ed  d i r e c t l y  t o  t h e  
p r e s e n t  problem. However, i f  w e  l e t  afo (x) = n(x) on t h e  boundary 8s 
of t h e  s ta te  c o n s t r a i n t  set  S then  i t  can  b e  shown t h a t  t h e  r e s u l t s  
ob ta ined  i n  [l] is st i l l  v a l i d  t o  cover  t h e  p r e s e n t  case.  
a v e c t o r  f u n c t i o n  of x which i s  def ined  on as such t h a t  i t  is cont inuous 
a t  x if t h e  boundary hype r su r face  as i s  smooth a t  x and is e x t e r i o r  
normal t o  t h e  convex set S a t  x on 3s.  An example of such a f u n c t i o n  
n(x) i s  t h e  u n i t  e x t e r i o r  normal v e c t o r  t o  S a t  xcaS. The normal v e c t o r  
always e x i s t s ,  f o r  S is  convex. I f  t h e  boundary hypersur face  3s is no t  
smooth a t  
hyperplane t o  S a t  x ,  and hence t h e r e  is more than  one e x t e r i o r  
normal v e c t o r  t o  S a t  x w i t h  d i f f e r e n t  d i r e c t i o n ,  i.e., t h e r e  is more 
than  one e x t e r i o r  normal u n i t  v e c t o r  t o  S a t  x. I n  t h i s  case, any one 
ax 
Here n(x) i s  
x, t hen  i t  may happen t h a t  t h e r e  is more than  one suppor t ing  
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of t h e  normal v e c t o r s  may b e  chosen f o r  n(x) .  I f  t h e  set S is def ined  
by s(x) - <O, i.e., S = {x&Rn1 s(x)<O), - t h e  boundary as is de f ined  by 
s(x) = 0, and grad s ( x )  e x i s t s  and grad s (x )  # 0 on 3s; then, obviously,  
n(x) may be chosen as n(x) = grad s ( x )  on as, for grad s ( x )  is  always 
e x t e r i o r  normal t o  t h e  set  S a t  xsaS. 
S ince  n(x) is an e x t e r i o r  normal t o  S on as a t  x if t h e  
response  x ( t )  l i e s  on t h e  boundary as on a n  i n t e r v a l  [t,,t,) w i t h  p o s i t i v e  
measure i t  is  c l e a r  t h a t  n ( x ( t )  ) G(t) = 0 on [ t  
Combining t h i s  r e s u l t  wi th  the  r e s u l t s  i n  [ l ] ,  w e  then obta in  the following. 
t ) whenever e x i s t s .  2 '  3 
F i r s t ,  le t  us  cons ider  t h e  case when g(x)  = 0, t h a t  is, t h e  c o s t  
f u n c t i o n a l  is  given by 
I 
C(u) = 1 { f + h )  d t .  
Le t  an admiss ib l e  c o n t r o l  u*( t )  w i th  corresponding response  x*(t)  b e  a n  
. L e t  I C [ t  , t  3 b e  t h e  set  of t i m e  t a t  op t ima l  c o n t r o l  on [ t  
which x*(t)  l ies on the  boundary as of the s ta te  constraint set S ,  i.e., 
0 9 t i l  0 1  
I - { t l t ~ [ t ~ , t ~ ] ,  x*( t )caS) .  I f  t h e r e  e x i s t s  a func t ion  n(x) such t h a t  
n(x*(t)  ) is i n t e g r a b l e  on I, then  wi th  r e s p e c t  to t h i s  p a r t i c u l a r  
f u n c t i o n  n (x ) ,  t h e r e  e x i s t s  a n o n t r i v i a l  cont inuous (lxn) v e c t o r  solu- 
t i o n  p ( t )  of t h e  equat ion  
G * ( t )  = A ( t )  x* ( t )  + B( t )  u * ( t ) ,  x*( to)  = xo 
- 10 - 
w i t h  t h e  endpoint  c o n d i t i o n s  e i t h e r  x*(tl) EG, po 0 c o n s t a n t  < O ,  p1 0 
cons tan t  <O,# p(t,) = 0 o r  x * ( t l ) E 3 G ,  po = c o n s t a n t  50, p1 - c o n s t a n t  - <O,  
p(t,) I s  i n t e r i o r  normal t o  G a t  xd ( t l ) ,  such t h a t  
c 
{plh(u, t) + p( t )B( t )u )  max p,h(u*(t) , t )  + p ( t )  B( t )  u*(t) = 
almost  everywhere on [to, tl] . 
5 
If g(x) # 0, t h a t  is, C(u) = g(x( t l )  ) + J { f  + h ) d t ,  b u t  
G * Rn ( f r e e  endpoin t ) ,  then  t h e  above r e s u l t  i s  s t i l l  v a l i d  except  t h a t  
t h e  endpoint  cond i t ions  should be rep laced  by s imple r  cond i t ions  
p( t l )  = -grad g(x*(t,) 1, P, 50, p1<0. 
Conversely i f  a measurable  c o n t r o l  u ( t )  i n  $2 on [tost,] s a t i s f i e s  
the above zaxiinal c o n d i t i o n  and p 
c o n t r o l .  
# 3,  p1 # 0, then  i t  is an op t ima l  
0 
CONCLUSIONS 
We have der ived  necessary  c o n d i t i o n s  and s u f f i c i e n t  c o n d i t i o n s  f o r  
It i s  also shown t h a t  t h e  a d j o i n t  s o l u t i o n  is a con- a n  opt imal  c o n t r o l .  
t i nuous  fucc t ion .  Th i s  e l i m i n a t e s  t h e  d i f f i c u l t y  of de te rmining  t h e  so 
c a l l e d  "jump condi t ions" .  However, t h e  second d i f f i c u l t y ,  t h e  determina- 
tion of t h e  p o i n t s  where t h e  response  e i t h e r  e n t e r s  o r  l eaves  t h e  
boundary as, s t i l l  remains unsolved. 
- 1 1  - 
EXAMPLE 
Consider t h e  well-known, and t h e  s imples t ,  time opt imal  c o n t r o l  
problem of t h e  system 2-u. 
t h e  response  x ( t )  of t h e  system %=u from x(O)=-2,i(O)=O t o  t h e  o r i g i n  x=O, 
&=O i n  minimum t i m e  w i t h  t h e  r e s t r i c t i o n s  1.1.1 and Ij l l<l .  
no t a t i o n ,  
The problem is t o  f i n d  a c o n t r o l  which steers 
Using v e c t o r  - - 
and t h e  c o s t  f u n c t i o n a l  is  
C(u) -5' 1 d t  , t h a t  is, f=1, h=O, 
0 
where T i s  t h e  minimum t i m e .  
L e t  n(x) be  t h e  e x t e r i o r  normal u n i t  v e c t o r  t o  S a t  X C ~ S ,  t h a t  is, , 
- 12 - 
Then 
i f  lx21<1 
i f  x2 - + 1 
ax 2 
i f  x = -1 
2 and i f  x ( t )  i s  on t h e  boundary as, t h a t  i s ,  x ( t )  = +1, - t hen  
~ 
Therefore ,  i f  x ( t )  i s  on 3s then  t h e  opt imal  c o n t r o l  u(t)=O, t h a t  is, 
I 
2 
I u(t)=O i f  x ( t ) = k l ,  except  t h e  moment when x ( t )  l eaves  t h e  boundary 3s. 
Let p ( t )  = ( p l ( t ) ,  p 2 ( t )  ). Then, rememberilg f-1, 
# = 0 
1 
-P -Po 
$ =  2 I I[: i f  l.x21<1 i f  x 2  - +1 2 i f  x = -1 
- 13 - 





p - c o n s t a n t  
if ) x 2 ( t >  1.1 P (t) = 'P t + co 
P (t) -(P +p,)t+ c1 
P (t) = (-P +Po)t + c2 
2 
2 
if x (t) = 1 
i f  x (t) = -1 
Not ice  t h a t  po i s  a f i x e d  cons t an t  throughout t h e  e n t i r e  i n t e r v a l  [O,T]. 
From t h e  maximal cond i t ion ,  an opt imal  c o n t r o l  must s a t i s f y  t h e  
c o n d i t i o n ,  remembering h = 0, 
2 P ( t )  B( t )  u ( t )  max p ( t )  B( t )  u = max p ( t ) u .  
I u 121 I u 121 
There fo re  
2 
u ( t )  = sgn  P (t) 
2 and u ( t )  = 1 o r  -1 u n l e s s  p =O. 
as, t h a t  is, x ( t ) =  1. Thus p ( t )  = 0 when x ( t ) = t l ,  i .e.,  x( t )caS.  
On t h e  o t h e r  hand u( t )  =O i f  x ( t )  i s  on 
2 2 2 - 
2 Now x (O)=O. Therefore  the  response  x ( t )  starts from an  i n n e r  
p o i n t  of S. 
c o n s t r a i n t  se t  a t  t 
Assume ( a r b i t r a r i l y )  t h a t  x ( t  ) = 1, 
2 t2 2 tlS t h a t  is, x ( t ) = l  f o r  tl < t<t2, and then  t h e  response  l e a v e s  t h e  
Now suppose t h e  response  reaches t h e  boundary of t h e  s ta te  
2 2 t h a t  is ,  x (t,) = +1, and Ix ( t ) l < l  f o r  t<tl. 1' 
it  s t a y s  on t h e  boundary u n t i l  2 1 
- 
boundary a t  t2, t h a t  is, l x  2 ( t ) l < l ,  f o r  t>t2. Then on [t,,t,) 
2 1 
p (t) = -(P + Po> t + c1 = 0 
1 1 and so p +po = 0, C1=O, o r  po= -p . Since  po - < 0, p1 - > 0. On [ O , t l ] ,  
2 1 p (t) = -p t + co. 
- 14 - 
2 Since p ( t )  is cont inuous,  
1 1 -p tl + co - -(p +P0)tl+C1 = 0. 
But then ,  s i n c e  p 1 > 0, un le s s  p =pl=O, 
0 - 
2 1 p (e) = -p t + co > 0 
on (O,t , ] ,  and so u ( t ) = l  on [ O , t l ] .  Therefore  tl is  t h e  f i r s t  p o s s i b l e  swi t ch ing  
t i m e  (from 1 t o  0 ) .  For t > tl, aga in  since 
p 2 (t2)=-p 1 t2+Co=0 
and p1 > 0 (unless  po=O)i 
2 1 p (t) = -p t + co < 0 
and so u ( t )  = -1, Since u ( t )  - sgn p2 ( t ) ,  t h e  only t i m e  a swi tch ing  can  
2 2 occur is a t  t h e  time when p (t) - 0. But p ( t ) < O  for a l l  t>t2. Thus once 
t h e  response  leaves t h e  boundary as t h e r e  can  be  no more swi tch ings .  Hence 
t h e  maximum number of swi tch ing  is two, and i t  occurs  i n  t h e  o r d e r  of 
1 -+ 0 + -1. 
2 I f  x (t,) = -1 i n s t e a d  of +1, then  w e  o b t a i n  t h e  same r e s u l t  except  
t h a t  t h e  swi tch ing  sequence is now -1 -+ 0 -+ 1. 
Therefore  a n  op t ima l  c o n t r o l  can  have a t  most two swi t ch ings ,  and 
t h e  sequence is either 1 -+ 0 -P -1 o r  -1 + 0 4 1. 
extremely u s e f u l  r e s u l t  is  due t o  t h a t  fact  t h a t  p ( t )  is cont inuous and 
p 
Th i s  important  and 
is cons tan t  on t h e  whole i n t e r v a l  [O,T]. Th i s  r e s u l t  is obta ined  for  
0 
I t h e  f i r s t  t i m e  i n  t h i s  r e p o r t ,  and i t  cannot be  obta ined  by any o t h e r  
prev ious  work. 
Once t h e  above f a c t  i s  known t h e  remaining d e r i v a t i o n  is  easy. 
I 
I The r e s u l t  i s  g iven  below: 
- 15 - 
P = -1, p 1 = 1, t -1, t2-2, T=3, 
0 1- 
1 P (t) = 1 
I-t + 2 2<t<3 -- 









tl'l u=o t2=2 
*.f I I 
:u= -1 
-2 -.5 0 
2 
X 
2 x =1 
1 
X 
2 x = -1 
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Chapter I11 
NONLINEAR SMOOTHING THEORY 
- 18 - 
NONLINEAR SMOOTHING THEORY, WITH APPLICATIONS 
TO CORRELATED NOISE PROCESSES' 
white-noise  d i s tu rbances  i s  w e l l  e s t ab l i shed .  The g e n e r a l i z a t i o n  of  t h e  
f i l t e r i n g  theory t o  processes  where the  obscrva t ions  c m t a i n  Gauss- 
Markov (cor re l -a ted)  n o i s e  i s  an  important  problem, and was aDparent1.y 
f i r s t  considered by Bryson and Johansen [ 9 ]  f o r  t he  l i n e a r  continuous- 
time systems. Since t h e  p ioneer ing  work of Bryson and Johansen, va r ious  
r e s u l t s  i n  l i nea r  smoothing f o r  c o r r e l a t e d  no i se  have been obta ined  131, 
1101 
d z ( t )  = a ( z ( t ) , t ) d t  f h ( x ( t ) , t ) d t  + d n ( t ) ,  z ( 0 )  = z ( l o b )  
0 
I n  eq. (l), x ( t )  i.s t h e  n-dimensional s t a t e  v e c t o r ,  z ( t )  i s  the  m-dim- 
ens iona l  ou tput  v e c t o r ,  and G( t )  i s  a n  nxr mat r ix ;  f ( x , t ) ,  a ( z , t ) ,  and 
h ( x , t )  are  v e c t o r  valued func t ions  def ined  f o r  t h e i r  arguments; t h e  i n i t i a l  
cond i t ion  x(0)  i s  a Gaussian random v a r i a b l e  (vec tor )  with mean G(0) and 
covar iance  P(O.1, and i s  assumed t o  be independent of C ( t )  and n ( t )  f o r  a l l  
*Paper presented a t  the  Second Annual P i t t sburgh  Conference on Modeling 
and Simulat ion,  Universi ty  of P i t t sburgh ,  March 29-30, 1971. 
-___ 
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t > O ;  {(t) and r l ( t )  arc, r e s p e c t i v c l y ,  r -vector  and m-vector zcro- 
mean Wiener processes  wi th  covariance matrices Q ( t ) ,  R ( t )  , and C ( t )  
s a t i s f y i n g  t 
E[ S ( t ) S T ( t ) l  e J Q(t)dT,  
E [ n ( t ) n T ( t ) l  = 6 R ( t ) d r  to 
t T 
E [ S ( t ) n  ( t ) I  = ,I C(t1d.r- 
It w i l l  b e  shown i n  Sec t ion  I V  t h a t  t h e  cross-covariance mat r ix  C ( t ) ,  
which i s  o f t e n  assumed t o  b e  ze ro ,  i s  of g r e a t  importance i n  s o l v i n g  
t h e  smoothing problems when t h e  obse rva t ions  con ta in  Gauss-Markov 
( c o r r e l a t e d )  no ise .  
111. SOLUTIONS OF THE NONLINEAR SMOOTHING PROBLEM 
We wish t o  o b t a i n  t h e  equat ions  of evo lu t ion  of t he  
b a b i l i t y  d e n s i t y  f u n c t i o n  p ( ~ ,  t (Z(s ) ) ,  t h e  smoothed 
t h e  smoothed covar iance  ma t r ix  P ( t ( s )  of x ( t )  def ined  by, f o r  t<s ,  
a? (x (t>(X Iz (SI 1 
p(x.tl~(s) =, axl ax2  ... axn 




(5) T P( t1s)  =h J [ x - ~ ( t ( s ) ] [ x - ~ ( t l s ) ]  p ( x , t l Z ( s ) ) d x  
where Z(s)  = { z ( t ) ,  O<T<S). 
For s 
;(tis) i s  a - f i x e d - i n t e r v a l  smoothed -- estimate of x ( t )  g i v e c  Z ( s ) ;  f o r  
f i x e d ,  x ( t )  i s  an unknown-constant random v a r i a b l e  and G ( t ( s )  i s  a 
f ixed-poin t  smoothed estimate of x ( t )  condi t ioned  on a growing record  of 
observed d a t a  Z ( s ) ;  and f o r  s=t+X, where X>O is  f ixed  i,mplying t h a t  t h e  
s i g n a l  x ( t )  l a g s  t h e  obse rva t ion  z ( s )  by a cons t an t  X u n i t s  of t i m e ,  
f ( t l t + A )  i s  a f i x e d - l a g  smoothed estimate of x ( t )  given Z ( s ) .  
c l a s s i f i c a t i o n  f o r  t h e  smoothed estimates is  due t o  Meditch [41 .  
theorems. 
- -  
Rn* 
f i x e d ,  implying t h a t  t h e  obse rva t ion  i n t e r v a l  [ o , s ]  i s  f i x e d ,  
t 
Th i s  
The main r e s u l t s  i n  t h i s  s e c t i o n  are summarized i n  t h e  fo l lowing  
Theorem 1 (Fixed-In te rva l  Smoothing): 
The f i x e d - i n t e r v a l  smoothing d e n s i t y  p(x ,  t / Z ( s ) )  s a t i s f i e s ,  wi th  
r e s p e c t  t o  t f o r  s f i x e d  ( t q s ) ,  
where 
- 20 - 
G ( t )  = Q(t) -C( t )R- l ( t )CT( t ) .  (9) 
Theorem 2 (Fixed-point Smoothing): 
s p e c t  t o  s f o r  t f i x e d  ( t<s) ,  
dsp(x , t  [ Z ( s ) ) = p ( x , t  I Z ( s ) )  [6(sls)-i(s I s ) ]  R 
where 
h ( s  1. = In h(y , s )p (y , s lZ ( s ) )dy  
The f ixed-poin t  smoothing d e n s i t y  p(x ,  t I Z ( s ) )  s a t i s f i e s ,  w i t h  re- 
T -1 
(s) [dz ( s ) - a (z ( s )  ,s)ds-fi(s I s )ds ]  






K(s 1. = In h ( y , s ) p ( y , s  Ix( t )=x;Z(s) )dy*  
Theorein 3 (Fixed-lag Smoothing) : 
t f o r  s=t+X, where X>O is  f i x e d ,  
The f ixed - l ag  smoothing dens i ty  p ( x , t  [ Z ( s ) )  s a t i s f i e s  w i t h  r e s p e c t  t o  
a~ 
d t  a~ 
- (ax) (G ( t )  C ( t )  R-' ( t )  [ dz  ( t) -a ( z  (t)  , t) dt-h (x,  t) d t ]p  (x, t 1 Z ( s )  ) 1- 
- - 2 tr[G(t>c(t)R-'(t>CT(t)GT(t) (&)(z) p ( x , t [ Z ( s ) ) l  + 
T -1 
+ p ( x , t  IZ(s))  [ 6 ( s  ls)-c(s I s ) ]  R (s) [dz ( s ) - a (z ( s )  ,s)ds-$(s [ s ) d s ]  
(13) P(xa t l z (S ) )  1;:; = P(XO,OlZ(X)), 
where fi(s Is) and c ( s  Is) are as def ined  i n  eqs.  (11) and (12). 
smoothed covar iance  matrices P ( t 1 s )  are omit ted due t o  t h e  l a c k  of space.  
These equat ions  can b e  obta ined  by u t i l i z i n g  eqs.  (6)-(13) ,  t oge the r  w i th  
an a p p l i c a t i o n  of I t o ' s  Lemma. 
IV. APPLICATIONS TO CORRELATED NOISE PROCESSES 
The equations of evolution of the smoothed estimates <(tis) and the 
We s h a l l  cons ider  l i n e a r  systems descr ibed  by the  fo l lowing  v e c t o r  
s t o c h a s t i c  d i f f e r e n t i a l  equat ion ,  
d x ( t )  = F ( t ) x ( t ) d t  + G ( t ) d c ( t )  
w i th  noisy obse rva t ions  obta ined  v i a  a l i n e a r  channel ,  
z ( t )  = M(t) x ( t )  + v ( t ) ,  (z,v)eRm (15) 
where v ( t )  i s  t h e  Gauss-Markov ( c o r r e l a t e d )  no i se  s a t i s f y i n g ,  
d v ( t )  = A ( t ) v ( t )  + B( t )  d a ( t )  
m 
v(0) = vo, vsR , (16) w R P ,  
- 21 - 
t 
E [ a ( t ) a T ( t ) ] =  h N(t)d-r 
Equations (14)-(17) c o n s t i t u t e  t h e  problem of l i n e a r  smoothing f o r  
The v a r i o u s  smoothed estimates G ( t  Is) and cova r i ance  c o r r e l a t e d  noise .  
matrices P ( t  Is) w i l l  be  obta ined  by us ing  t h e  r e s u l t s  presented  i n  
Theorems 1-3 i n  Sec t ion  1x1. 
(la), we o b t a i n  t h e  fo l lowing  s t o c h a s t i c  d i f f e r e n t i a l  equa t ion  s a t i s f i e d  
by z ( t >  
Now by applying I t o ' s  Lemma t o  eq.(15)  and u t i l i z i n g  e q s . ( l 4 )  and 
d z ( t ) = A ( t ) z ( t ) d t  + H ( t ) x ( t ) d t  + d n ( t )  
z(O)=M(O)x(O) + v(O), 
H ( t ) e  i4(t)  + M(t )F( t )  - A ( t ) M ( t ) ,  
where 
C ( t )  Q(t)GT(t)blT(t)  + S ( t ) B T ( t ) .  (24) 
U t i l i z i n g  eqs. (14) and (18), and Theorems 1-3, we can  now summarize 
t h e  main r e s u l t s  f o r  l i n e a r  smoothing wi th  observations'contaminated by 
Gauss-Markov ( c o r r e l a t e d )  n o i s e  i n  t h e  fo l lowing  theorems. 
Theorem 4 Fixed- In te rva l  Smoothing: 
The f i x e d - i n t e r v a l  smoothing d e n s i t y  p (x ,  t IZ(s ) ,  f i x e d - i n t e r v a l  
smoothed estimate $ ( t  1 s) , and f i x e d - i n t e r v a l  snoothed covar iance  P ( t  I s )  
of x ( t )  g iven  Z(s)  s a t i s f y ,  r e s p e c t i v e l y ,  w i th  r e s p e c t  t o  t f o r  s 
f i x e d  (tes) , 
dtp (x, t I Z(s))= - (ax) { [k ( t ) + G (  t )G(  t)GT( t)P-'(t { t)  ]xp (x, t 12 (s)) Id t- a~ 
T -1 
-p (x, t 12 (s ) )  [x-G( t I s) ] P ( t  I s ) G  ( t ) q (  t ) G T  ( t ) P - l (  t I t ) k ( t  I t ) d t -  
rn 
1 a (x t z ( s > )  - 1  d-] ax G (t) C ( t ) R - l  ( t )  [ d z (  t ) - A ( t )  z ( t ) d  t ]  , 
A where - F ( t )  = F ( t )  - G(t)C(t)R- '( t)  H ( t )  
- 22 - 
Q(t) i s  as g iven  by eq, (9), and t h e  boundary cond i t ions  
and ( 2 7 )  $re r e s p e c t i v e l y ,  the f i l t e r e d  d e n s i t y  p (x , s  
estimate x ( s  Is), and f i l t e r e d  'covariance P ( s  Is)  : 
P ( t  Is) It=, = P(S 1s) 
f o r  (25) ,  (26) 
Z ( s ) ) ,  f i l t e r e d  
It should  b e  noted t h a t  eqs;(26)and(27) have been obta ined  i n  a 
recent paper  by F u j i t a  and Fukao [ll]. However, our  approach h e r e  i s  
d i f f e r e n t  from t h a t  i n  [ll]. 
Theorem 5 (Fixed-point Smoothing): 
smoothed estimate G ( t l s > ,  and fixed-p0in-t smoothed covariance P ( t  Is) of 
x ( t )  g iven  Z(s )  s a t i s f y ,  r e s p e c t i v e l y ,  w i th  respect t o  s f o r  t f i x e d  
(t-1, 
d s p ( x , t l z ( s ) )  = p ( x , t ) z ( s ) )  [;;(S)S)-~(SIS)I~H~(~)R-'(~)* 
p(x , t ' lZ(s ) )  = P ( X , t l i ( t ) > ,  ( 3 0 )  
The f ixed-poin t  smoothing d e n s i t y  p(x ,  t I Z ( s ) ) ,  fixed-point 
[dz(s )  - A ( s )  z (s) ds-H (s); (S IS)  d s ]  
d s s ( t  I s )=P( t  I t )  '4' T (s ,  t)HT(s)R-'(s) [ d z ( s ) - A ( s ) z ( s ) d s - H ( s ) ~ ( s  I s )ds]  
E;(tls> I s z t  = Wt), ( 3 1 )  
R" 
and Y ( s , t )  i s  t h e  t r a n s i t i o n  mat r ix  a s s o c i a t e d  wi th  
[ F ( s )  - P(s  Is)HT(s)R-l(s)H(s)] .  
Theorem 6 (Fixed-Lag Smoothing): 
smoothing d e n s i t y  p ( x , t  I Z ( s ) ) ,  fixed-lap, smoothed 
estimate : w a n d  f ixed-lag smoothed covariance P ( t  I s )  of x ( t )  g iven  
Z(s)  s a t i s f y ,  r e s p e c t i v e l y ,  wi th  r e spec t  t o  t f o r  s=t+A, where X>O 
is f i x e d ,  
d tp (x , t I Z (s) 
The f ixed - l a  
a~ - (5) c [F ( t ) + G  ( t 1 0 (t 1 GT ( t > P-' ( t I t ) 1 XP ( x S  t j  Z (s) d t- 
T a ( x 9 t ' z ( s ) ) ]  G(t)C(t)s- ' ( t )  [ d z ( t ) - A ( t ) z ( t ) d t ] +  
-[ ax 
I s=x 
- 23 - 
dtx(tls)=?(t)x(t (s)dt + G(t)G(t)GT(t)P-l(tlt) [i(t(s)-i(t(t)ldt -t 
+G(t)C(t)R-l(t) [dz(t)-A(t)z(t)dt] + 
+P ( t I t) YT (s , t)HT (s)  Ft-l (s)  [ dz (s)-A( s) z (s)ds-H(s)G (s I s)dsl 
Ws) I:': = b l u a  
P (t I s)  1 t,O=P (0 I A), 
dP0 dt = [i?(t) + G(t)Q(t)GT(t)P-'(t(t)] P(tls) + 
+P (t Is) [F (t)+G (t)a (t) GT (t)P-l (t I t) ]-G(t)G (t)GT (t) 
-P(t( t)YT(s,t)HT(s)R-l(s)H(s)Y(s,t)P(t It) 
S'X 
where F( r )  and Q(t) are as given in eqs, (28) and (9), and Y ( s ,  t) is 
the transition matrix associated with [F(s)-P(s1s) H (s)R-l(s)H(S) 1 T 
REMARKS : 
C(t) plays an important role in linear fixed-interval and fixed-lag 
smoothing when the observations are contaminated by Gauss-Markov 
(correlated) noise. The matrix C(t) was a cross-covariance matrix in 
eq.(2) and Theorems 1 and 3; however, it is not entirely a cross- 
covariance matrix in eq.(22), 
not be used to solve the problems of linear fixed-interval and fixed- 
lag smoothing for correlated noise if C(t) had been assumed zero in 
It is obvious from eq.(22) and Theorem 4 and 6 that the nxm matrix 
The results in Theorems 1 and 3 may 
eq. (2) 
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ABSTRACT 
- 
The s t a b i l i t y  p rope r t i e s  a s soc ia t ed  with a constant-parameter 
f ixed - in t e rva l  l i n e a r  smoothing f i l t e r  are inves t iga t ed .  
t h a t  t h e  f ixed - in t e rva l  smoothing f i l t e r  is exponent ia l ly  asymptotically 
It is shown 
s t a b l e .  
important f i l t e r  f o r  da t a  smoothing purposes. 
It is noted t h a t  t h e  f ixed - in t e rva l  smoothing f i l t e r  is  an 
- 26 - 
I. INTRODUCTION 
The s t a b i l i t y  p rope r t i e s  assoc ia ted  with t h e  Kalman-Bucy f i l t e r  are 
w e l l  k n m [ l ] .  
parameter f ixed- in te rva l  l i n e a r  smoothing f i l t e r  w i l l  be presented here .  
The s t a b i l i t y  of a f i l t e r  is of utmost importance because without i t ,  
The s t a b i l i t y  p rope r t i e s  assoc ia ted  with the  constant-  
the  estimate generated by the  f i l t e r  is useless. It is noted t h a t  t he  - - __ _. _- 
f ixed-dnterval  smoothing f i l t e r  is an important f i l t e r  f o r  d a t a  smooth- 
ing  purposes. 
..___ .-- _-- - 
The l i n e a r  t ime-invariant system i s  assumed t o  be modelled by the  
following d i f f e r e n t i a l  equation 
with noisy observat ions v i a  a l i n e a r  channel, 
I n  ( l ) ,  x, z, 6, and TI are n ,  m, r, and m vec to r s ,  respec t ive ly ;  F, G,  
A, and H are constant matr ices  with appropr ia te  dimensions; N[B,P J denotes 
a normal d i s t r i b u t i o n  with mean 7 and constant covariance P ; and E(t) 
Y 
Y 
and n ( t )  are zero-mean Gaussian white-noise sources wi th  covariances 
The i n i t i a l  conditions x(0) and z ( 0 )  are assumed t o  be  independent of 
C(t)  and n ( t )  f o r  a l l  t 0. It is also assumed t h a t  Q 0, R > 0, 
and (Q - CR C ) 20. 
1 
-1 T 
11. STABILITY OF FIXED-INTERVAL SMOOTHING 
Given t h e  observations Z(T) 0 {z(T), 0 L T 5 T I  on t h e  f ixed  
i n t e r v a l  [O,T],  i t  can be shown [ 2 ]  [3] t h a t  the f ixed - in t e rva l  smoothed 
estimate ;(tlT) = E [ x ( t ) ( Z ( T ) ]  of x ( t )  s a t i s f i e s  with respec t  t o  t ,  f o r  
t < T ,  
where 
The estimate ; ( t i t )  i s  t h e  Kalman-Bucy f i l t e r e d  estimate of x ( t )  given 
Z(t)  4 {z(T) , 0 - -  < r < t} [l] ; n is t h e  constant covariance matrix 
assoc ia ted  with f ( t  I t ) ,  and n - l  s a t i s f i e s ,  
A T  -1 - l A A T  -1 T -1 l l - l @ + F l l  + n  G G n :  - H R  H = O .  
1 A>B (A - > B) means A-B is  p o s i t i v e  d e f i n i t e  ( p o s i t i v e  semide f in i t e ) .  
- 28 - 
As is evident  from t h e  terminal condi t ion ;(TIT), equation (3) 
is t o  be in t eg ra t ed  backward i n  time from t = T t o  t - 0. It is 
convenient t o  set s = T - t ,  so t h a t  (3) may be w r i t t e n  as, i n  terms of 
the  backward-time v a r i a b l e  ;,(e), 
The s t a b i l i t y  r e s u l t  on (51, and the re fo re  on ( 3 ) ,  5s given i n  
the  f olluwing theorem. 
Theorem: 
p a i r  ($,I?) is completely observable,  where fiTi 0 HTR'h. 
i n t e r v a l  smoothing f i l t e r  (5) is exponent ia l ly  asymptot ical ly  s t a b l e ,  
L e . ,  there  ex is t  p o s i t i v e  constants  k 
exp [-(t2-tl)k2],  where aD( t2 ,  t l )  is the  t r a n s i t i o n  matrlx assoc ia ted  wi th  
Suppose the  p a i r  (i,6) is completely con t ro l l ab le ,  and the 
Then t h e  fixed- 
and k2 such t h a t  I IaD(t2,tl) I ILkl* 1 
--T -1 D A P + G G I I  . 
Remark: 
a l s o  guarantee the  exponent ia l  asymp,cotic s t a b i l i t y  of the  constant-parameter 
Kalman-Bucy f i l t e r ,  and the  pos i t i on  de f in i t eness  of II and I[ 
The complete c o n t r o l l a b i l i t y  and complete obse rvab i l i t y  assumptions 
-1 
[l]. 
Proof of Theorem: Consider t h e  homogenous p a r t  of (5), 
;(s) = -(F + y ( s ) ,  
- 29 - 
and the Lyapunov func t ion ,  
From (4), (6) and ( 7 ) ,  it  follows t h a t ,  
so t h a t  t ( y )  is nonposi t ive,  bu t  no t  necessa r i ly  negat ive d e f i n i t e .  
However, if +(y) does no t  vanieh i d e n t i c a l l y  along any nonzero t r a j e c t o r y  
determined by (6), then exponent ia l  asymptotic e t a b i l i t y  f o l l o w  [4] 
Now assume t h a t  +(y) z 0 but  y(0) 0. From (8), a%-'y(e) 3 0 
and i y ( s )  s 0,  and so from (6), 
Equation (9)  y i e l d s  y ( s )  - Qi(0,s) y(O), so t h a t  
Since (3,i) is completely observable,  t h e  n columns of i O $ ( O , * )  are 
l i n e a r l y  independent on [O,T]; t he re fo re  (10) implies  t h a t  y(0) - 0 
which con t r ad ic t s  the  assumption t h a t  y(0)  # 0. 
(5) are exponent ia l ly  asymptot ical ly  s t a b l e .  
Hence (6) and the re fo re  
- 30 - 
111. APPLICATION TO COLORED OBSERVATION NOISE 
The r e s u l t  of t he  s t a b i l i t y  theorem i n  the  previous s e c t i o n  can 
be appl ied t o  f ixed- in te rva l  smoothing where the  observat ions contain 
colored o r  t ime-correlated no i se  processes.  
Consider ( l a )  with observat ions given by 
z ( t )  = & ( t )  + v ( t ) .  
The process { v ( t ) )  i s  the  colored o r  t ime-correlated noise  determined 
by 9 
where a ( t )  is a k-vector zero-mean Gaussian white-noise source with 
covariance E[cr(t)cr (T)] = %&(t--c) and E[c( t )a  ( T ) ]  = CIG(t-r). 
assumed t h a t  v(0) and a ( t )  are independent f o r  a l l  t 0. It can be  shown 
T T It is 
T t h a t  the  c o r r e l a t i o n  matr ix  K(t2,t l)  4 E[v(t2)v ( t , ) ]  is given by, f o r  a l l  
t 2  1 tl’ 
- -  
where K(0,O) = Pv(0) - vovoT. A block diagram of the  system is  shown i n  
Fig. 1. 
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Now from ( l a ) ,  (11) and (12) i t  follows t h a t ,  
b ( t )  = Az(t) + Hx(t) + t l ( t ) ,  
where 
HAMF-AM 
n ( t )  MGS(t) + Bcr(t) 
T T  T T T  
E [ q ( t ) n T ( ~ ) ]  = [MGQG M + BR,BT + MGCIBT + BCIG M ] 6 ( t - T )  
4 R6 (t-T) 
E [ S ( t ) n T ( ~ ) ]  = [QGTMT + CIBT] 6 ( t - T )  
4 c 6(t-T) 
-1 T A s  before ,  i t  i s  assumed t h a t  R > 0 and (Q - CR C ) - > 0 .  
Equations ( l a )  and (14) c o n s t i t u t e  a s tandard  form f o r  t h e  smoothing 
problem. 
has exac t ly  the same form as (3) o r  (5) ,  i .e. , 
The f ixed - in t e rva l  smoothing f i l t e r  equation i n  t h e  p re sen t  case 
GCR-l[;(T-s) - Az(T-s ) ]  
where the  H, R, and C matr ices  are, however, now given by (15), (17), and 
(181, r e spec t ive ly .  
t h a t  i: 
By t h e  s t a b i l i t y  theorem i n  t h e  previous sec t ion ,  i t  follows 
(F,G) is completely con t ro l l ab le  and (F,H) is completely 
C I A  A A  
observable,  where $ 
then the  f ixed- in te rva l  smoothing f i l t e r  (19) is exponent ia l ly  asymptoti- 
F -CR-%, ZT G(Q -CR-lCT)GT, and H AT.. H - A EI T R- lH ,
~ - 
c a l l y  s t ab le .  It should be  noted t h a t  in  (5 ) ,  t h e  matrix C is a cross- 
covariance mat r ix  between the  system no i se  S ( t )  and the  observat ion no i se  
n ( t ) ;  however, i n  (19) C is not  j u s t  a cross-covariance matrix as is 
evident  from (18). Hence, t h e  matrix C is of t h e o r e t i c a l  s ign i f i cance  
as t h e  r e s u l t s  i n  t h e  previous sec t ion  can be appl ied t o  t h e  fixed- 
i n t e r v a l  smoothing problem i n  which t h e  observat ions contain colored no i se  
only when C f 0 i n  (3) o r  (5) .  
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ABS TRACT 
A p a r t i c u l a r  s t o c h a s t i c  modeling problem is solved and a method 
is  presented f o r  generat ing a random process  having a s p e c i f i e d  power 
s p e c t r a l  dens i ty  matrix using "available" labora tory  white  no i se  W(t) . 
("Available" means t h a t  between W(t) and W ( t + T )  there is a f ixed  correla-  
t i o n  f o r  a l l  t ;  f ixed  co r re l a t ions  would be  encountered i n  using the 
congruence method of generat ing pseudo-random numbers by computer.) 
111 
An I t o  s t o c h a s t i c  i n t e g r a l  equat ion is  used t o  mathematically 
model a b lack  box having mul t ip l e  inputs  and mul t ip le  outputs ,  where, 
when t h e  b lack  box ha& no i n p u t s ,  the outputs have an ergodic  c o r r e l a t i o n  
func t ion  matr ix .  The' s t o c h a s t i c  i n t e g r a l  equat ion model is der ived from 
the  s tandpoin t  of measure-theoretic p robab i l i t y  theory.  Three methods of 
s p e c t r a l  f a c t o r i z a t i o n  are demonstrated i n  the  process of ob ta in ing  a l l  t he  
mat r ix  parameters i n  t h e  s t o c h a s t i c  i n t e g r a l  equation model. A numerical 
example i s  work.ed t o  i l l u s t r a t e  t he  theory of modeling a b lack  box having 
only outputs .  
A new method f o r  ob ta in ing  a r e a l i z a t i o n  corresponding t o  a given 
t r a n s f e r  func t ion  mat r ix  is obtained as p a r t  of t he  p a r t i c u l a r  s t o c h a s t i c  
- 36 - 
modeling problem. 
function matrix, a method i s  given for  putting a linear constant 
coef f ic ient  d i f f erent ia l  equation with multiple differentiated inputs 
into standard s t a t e  variable form. 
In obtaining the new method of real iz ing  a transfer 
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