Let Ω ⊂ R n be a bounded domain with smooth boundary ∂Ω ∈ C ∞ .
Introduction
Let Ω be a bounded domain with smooth boundary in R n . We introduce the space H = W C stand for the norm in space C . The above definition of norm has been previously used. (See [9] , [10] .) Of course this could also be done in matrix language, but at the cost of greater notational complexity. By In view of space H = W 2 2,ω (Ω) above, for a closed extension of the operator P (for more explain see chapter 6 of [7] ), we need to extend its domain to the closed domain 
is the space of the class of functions u(x) (x ∈ Ω) in the form
. . , n, and Kis a constant number), and let 0 ≤ α < 1. We also assume that Q(x) ∈ C 2 (Ω, End C ), Moreover, suppose that for each ∀x ∈ Ω, the matrix function Q(x) has -simple non-zero eigenvalues μ 1 (x), . . . , μ (x) in the complex plane. Let μ j (x) ∈ C 2 (Ω, j = 1, . . . , . We assume that the eigenvalues μ j (x)(1 ≤ j ≤ ) are arranged in the complex plane in the form
where
(For a more indepth explanation, we can say that for j = 1, . . . , ν the eigenvalues μ j (x) lie on the positive real line R + , and for j = ν + 1, . . . , the eigenvalues μ j (x) lie outside of the closed angel Φ in the complex plane C). 
Here and in the sequel, the value of the function arg z ∈ (−π, π], and T denotes the norm of the bounded operator T : H −→ H .
To get a feeling for the history of the subject under study, refer to the papers [1] , [2] , [3] , [10] . In [1] the authors consider the differential operator 
)(t) = −(t α A(t)y (t)) + C(t)y(t),
see MR 93k:34179. In ealier our paper [10] , we consider the non-selfadjoint
, then under Dirichlet-type boundary conditions, we determind the asymptotical formula for distribution of the eigenvalues of the operator A.
In this paper, we consider the weighted non-selfadjoint elliptic differential op-
the conditions which we made on the function weighted function ω(x) be sufficintly more general than [10] , and then, we investigate the asymptotical for-mula for the distribution of the eigenvalues (ev) of the operator P , and so we will find the the resolvent of P .
Resolvent Estimate
Theorem 2.1. Let P, ω(t) be defined as in Section 1.
Moreover, suppose that for each ∀x ∈ Ω, the matrix function Q(x) has -
We assume that the eigenvalues μ j (x)(1 ≤ j ≤ ) are arranged in the complex plane in the form
Then under the above conditions, the operator P has discrete spectrum, and for sufficiently large in modulus λ ∈ Φ ψ , where ;
the inverse operator (P − λI) −1 exists and is continuous in space H = L 2 (Ω) , and the following estimate holds;
Proof. Let us first extend the operator P in view of space H = W 2 2,ω (Ω) above, to do this (i.e., for a closed extension of the operator P ) we need to extend its domain to the closed domain
(for more explain see chapter 6 of [7] ). Here W To prove the discreteness of the spectrum of the operator P . The fact that the spectrum of P is discrete is quite well known (see [1] ), or to prove this, by the definition of the operator P and from the extension of its domain in the closed set D(P ) above, we know that the space W To prove the rest of the assertion of Theorem 2.1, by applying the eigenvalues μ 1 (x), . . . , μ (x) of the matrix function Q(x), we defined the operators
To prove the existence of the resolvent of the operator P in space H for sufficiently large in modulus λ ∈ Φ ψ , i.e., to estimate (P − λI)
, we must first estimate the resolvent of the operators P k for k = 1, . . . , , in space H = L 2 (Ω), and then, by the diagonalization method of the matrix function Q(x), we estimate (P − λI)
We now estimate the resolvent of the operators P k for k = 1, . . . , , i.e., we must estimate (P − λI) −1 , by assumption, the eigenvalues μ j (x)(1 ≤ j ≤ ) are arranged in the complex plane in the form
Therefore to estimate the resolvent of the operators P k for k = 1, . . . , , we consider two cases, one case for k = 1, . . . , ν and then for k = ν + 1, . . . , .
In view of μ 1 (x), . . . , μ ν(x) ∈ R + (i.e., in this case the eigenvalues μ j (x) are real value), therefore, for
consequently, for k = 1, . . . , ν we will have P k = P * k ≥ 0 (i.e., in this case P k , for k = 1, . . . , ν are selfadjoint), and from the well known theorems for selfajoint operators, it is easily to see that estimate (P k − λI) −1 exists for
For the case k = ν + 1, . . . , , by (2.2), and by below observations the estimate of the resolvent of P k are obtained. Hence we can get the estimate of the resolvent of the operators P k i.e., for k = 1, . . . , we will have
By the assumption
and by assuming that ϕ < , i.e., we will have
We now construct the nonnegative functions,
with the following properties:
Let us construct the functions μ kr (x) ∈ C 2 (Ω) such that
For k = ν+1, . . . , by applying the functions μ kr (x), let us define the operators P kr in H by setting
For k = ν + 1, . . . , and r = 1, . . . , m, by (2.2) there exist a complex number
In view of the uniformly elliptic condition in (1.1), we have
and since for y ∈ D(P kr ),
We then multiply these two positive relations with each other, implies that
. For proof of others details see [9] therefore (2.8) is proved, and we conclude that |ω
Now according to Hardy's inequality and (2.8), we conclude that
Let us now introduce in H the operator:
Here ϕ kr is the operator of multiplication by the function ϕ kr (x). It is easy to verify that
by taking F k (λ) equals to
we will have
Applying (2.7)-(2.9) we will have:
we have the following representation
Consequently, for k = 1, . . . , we will have
By assumption in Section 1, we now diagonlize the matrix function Q(x)
as follows: (λ ∈ Φ ψ , |λ| ≥ C ψ , ∀ψ ∈ (0, ϕ)).
Thus (A − λI) −1 exists and so becomes continuous and we have
where N i (t) = card{j : λ ij ≤ t}, i = 1, . . . , ν which are well known asymptotical formulas for the function N i (t) (see [6] ).
