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We report new measurements of the ratio of the electric form factor to the magnetic form factor of
the neutron, GnE/G
n
M , obtained via recoil polarimetry from the quasielastic
2H(~e, e′~n)1H reaction at
Q2 values of 0.45, 1.13, and 1.45 (GeV/c)2 with relative statistical uncertainties of 7.6 and 8.4% at
the two higher Q2 points, which were not reached previously via polarization measurements. Scale
and systematic uncertainties are small.
PACS numbers: 14.20.Dh, 13.40.Gp, 25.30.Bf, 24.70.+s
The nucleon elastic electromagnetic form factors are
fundamental quantities needed for an understanding of
nucleon and nuclear structure. The evolution of the elec-
tric and magnetic form factors with Q2, the square of the
four-momentum transfer, is related to the charge and cur-
rent distributions within the nucleon. Precision measure-
ments of the electromagnetic form factors are important
for tests of non-perturbative quantum chromodynamics
(QCD) either on the lattice or in models. Measurements
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of the neutron electric form factor, GnE , have been im-
peded by the lack of a free neutron target and the small
value of GnE relative to the neutron magnetic form factor,
GnM ; however, with the advent of high duty-factor polar-
ized electron beam facilities, experiments employing re-
coil polarimeters [1, 2], polarized 3He targets [3, 4, 5], and
polarized deuterium targets [6, 7] have yielded the first
precision measurements of GnE . These polarization mea-
surements of GnE are limited to Q
2 ≤ 0.67 (GeV/c)2 and
are, within errors, consistent with the Galster parame-
terization [8]. In addition to polarization measurements,
GnE has been extracted from a theoretical analysis of the
deuteron quadrupole form factor [9] for Q2 values up to
1.6 (GeV/c)2.
In the plane-wave approximation, the recoil polar-
ization produced by a longitudinally polarized electron
beam in quasielastic electron-neutron scattering is re-
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FIG. 1: A schematic diagram of the polarimeter.
stricted to the scattering plane [10, 11]: The longitudinal
component, PL′ , and the transverse (sideways) compo-
nent, PS′ , are parallel and perpendicular, respectively,
to the recoil neutron’s momentum vector. In terms of
GnE and G
n
M , PS′ and PL′ can be written as
PS′/PL = −KSG
n
EG
n
M/I0 , (1)
PL′/PL = KL(G
n
M )
2/I0 , (2)
where PL is the electron beam polarization, I0≡(G
n
E)
2 +
K0(G
n
M )
2, and KS, KL, and K0 are kinematic functions
of the electron scattering angle, θe, and Q
2. Measure-
ments of PS′ and PL′ via a secondary analyzing reaction
permit an extraction of the ratio of GnE to G
n
M ; a sig-
nificant advantage of this technique is that PL and the
analyzing power of the secondary reaction cancel in the
polarization ratio PS′/PL′ . Also, for quasifree emission,
Arenho¨vel [12] demonstrated that PS′ and PL′ are insen-
sitive to final state interactions (FSI), meson exchange
currents (MEC), isobar configurations (IC), and to the-
oretical models of deuteron structure. In this Letter, we
report new measurements of GnE/G
n
M obtained via re-
coil polarimetry from the quasielastic 2H(~e, e′~n)1H reac-
tion at three central Q2 values of 0.45, 1.15, and 1.47
(GeV/c)2.
Our measurements were carried out in Hall C of the
Thomas Jefferson National Accelerator Facility. The ex-
perimental arrangement with an isometric view of our
polarimeter is shown in Fig. 1. A beam of longitudinally
polarized electrons (with a typical polarization of 80%)
scattered quasielastically from a neutron in a 15-cm liq-
uid deuterium target. A scattered electron was detected
in the High Momentum Spectrometer (HMS) in coinci-
dence with the recoil neutron. The neutron polarime-
ter (NPOL) was used to measure the up-down scattering
asymmetry from the transverse component of the recoil
neutron polarization presented to the polarimeter. To
permit measurements of the up-down scattering asymme-
try from different combinations of PS′ and PL′ , a dipole
magnet (Charybdis) located in front of the polarimeter
precessed the recoil neutron’s polarization vector through
an angle χ.
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FIG. 2: Typical time-of-flight spectra for Q2 = 1.15
(GeV/c)2. The dark-shaded regions indicate the selected por-
tions of the spectra.
The polarimeter consisted of a total of 44 plastic scin-
tillation detectors. To achieve luminosities of ∼ 3×1038
cm−2 s−1, the front array was segmented into 20 detec-
tors [100 cm×10 cm×10 cm]. Top and bottom rear ar-
rays were shielded from the direct path of particles from
the target. Each rear array consisted of 6 “20-in” de-
tectors [101.6 cm×50.8 cm×10.16 cm] and 6 “10-in” de-
tectors [101.6 cm×25.4 cm×10.16 cm]. A double layer
of “veto/tagger” detectors (each 0.64-cm thick) directly
ahead of and behind the front array identified incom-
ing and scattered charged particles. A 10-cm lead cur-
tain attenuated the flux of electromagnetic radiation and
charged particles incident on the polarimeter. The flight
path from the center of the target to the center of the
front array was 7.0 m, and the mean flight path from the
front array to the rear array was 2.5 m.
For a fixed neutron scattering angle of 46.0◦, central
Q2 values of 0.45 and 1.47 (GeV/c)2 were associated with
beam energies of 0.884 and 3.40 GeV, respectively, and
electron scattering angles of 52.7◦ and 23.6◦, respectively.
The measurement conducted at a central Q2 value of
1.15 (GeV/c)2 was associated with two beam energies
of 2.33 and 2.42 GeV and electron scattering angles of
30.8◦ and 30.1◦, respectively. We conducted asymme-
try measurements with the polarization vector precessed
through χ = ±40◦ at each of our Q2 points; in addition,
at Q2 = 1.15 and 1.47 (GeV/c)2, we conducted asymme-
try measurements with the polarization vector precessed
through χ = 0◦, ±90◦. The acceptance-averaged values
of Q2 are: 〈Q2〉 = 0.45, 1.13, and 1.45 (GeV/c)2.
Typical time-of-flight spectra are shown in Fig. 2. The
left panel is an HMS-NPOL coincidence time-of-flight
spectrum. We compared the measured time-of-flight,
cTOF, with the time-of-flight calculated from electron
kinematics and offsets determined by a calibration pro-
cedure; the result is centered on zero with a FWHM of
approximately 1.5 ns. The right panel is the time-of-flight
spectrum between a neutron event in the front array and
an event in the top or bottom rear array. We compared
this measured time-of-flight, ∆TOF, with the time-of-
flight calculated for elastic np scattering. Variations with
respect to a nominal 2.5 m flight path were compensated.
The tail on the slow side is due to Fermi motion in car-
bon and nuclear reactions, and the secondary peak at
3∼−2.5 ns is the result of π0 production in the front array.
To extract the physical scattering asymmetry, we calcu-
lated the cross ratio, r, which is defined to be the ratio
of two geometric means, (N+UN
−
D )
1/2 and (N−U N
+
D )
1/2,
where N+U (N
−
D ) is the yield in the ∆TOF peak for neu-
trons scattered up(down) when the beam helicity was
positive(negative); the yields, corrected for background,
were obtained by peak fitting. The physical scattering
asymmetry is then given by (r − 1)/(r + 1). The merit
of the cross ratio technique [13] is that the neutron po-
larimeter results are independent of the luminosities for
positive and negative helicities, and the efficiencies and
acceptances of the top and bottom halves of the polarime-
ter. Beam charge asymmetries (of typically 0.1%) and
detector threshold differences cancel in the cross ratio.
To account for the finite experimental acceptance and
nuclear physics effects such as FSI, MEC, and IC, we av-
eraged Arenho¨vel’s theoretical 2H(~e, e′~n)1H calculations
[14] over the experimental acceptance. These calcula-
tions include leading-order relativistic contributions to a
non-relativistic model of the deuteron as an n-p system,
employ the Bonn R-space NN potential [15] for the in-
clusion of FSI, and include MEC and IC. Other realistic
potentials (e.g., the Argonne V18 [16]) give essentially the
same results. The theoretical values of the recoil polariza-
tion were calculated over a kinematic grid; during the av-
eraging procedure, the recoil polarization was computed
via multidimensional interpolation between the grid ele-
ments.
To average these theoretical calculations over the ex-
perimental acceptance, we prepared two independent
simulation programs. First, we developed the GENGEN
Monte Carlo simulation program, which includes an
event generator and detailed models of the electron spec-
trometer and the neutron polarimeter. GENGEN repro-
duces experimental kinematic distributions and models
the response of the polarimeter. Second, we developed
a program that used the kinematics of the reconstructed
quasielastic events from the experimental data to com-
pute the recoil polarization for each event used in the
data analysis; the advantage of this method is that it
does not require a model of the experimental acceptance.
For the first-pass analysis, the simulation programs
used theoretical calculations that assumed the Galster
parameterization forGnE with different multiplicative fac-
tors. We determined via simulation the optimal factor
for each Q2 that provided the best agreement between
the simulated polarization ratios and the experimental
asymmetry ratios. Next we fitted the current world data
[1, 2, 4, 5, 6, 7, 9, 17] and our first-pass acceptance
and nuclear physics corrected results for GnE to a Gal-
ster parameterization with two free parameters. Then
we repeated the simulations using new theoretical calcu-
lations that assumed this modified Galster parameteriza-
tion for GnE . As in the first-pass analysis, we determined
via simulation the optimal factor that provided the best
agreement between simulation and experiment. The dif-
ferences between these analyses were negligible, and the
TABLE I: Estimated systematic uncertainties in ∆g/g [%].
〈Q2〉 [(GeV/c)2]
Source 0.45a 1.13a 1.13b 1.45a 1.45b
Beam Polarization 1.4 0.8 0.4 1.7 0.3
Charge Exchange <0.01 0.02 0.06 <0.01 0.2
Depolarization <0.1 <0.1 0.2 0.1 0.6
Positioning/Traceback 0.2 0.3 0.3 0.4 0.4
Precession Angle 1.1 0.3 0.1 0.5 0.1
Radiative Corrections 0.7 0.1 0.1 0.05 0.05
Total of Above Sources 1.9 0.9 0.5 1.8 0.8
a
χ = ±40◦ precession.
b
χ = 0◦, ±90◦ precession.
results from the two simulation programs agreed to bet-
ter than two percent.
The estimated values of the systematic uncertainties
are listed in Table I. A significant advantage of our exper-
imental technique is that the scale and systematic uncer-
tainties are small; the analyzing power of the polarimeter
cancels in the polarization ratio, and the beam polariza-
tion, PL, also cancels as it varied little during sequential
measurements of the scattering asymmetries. We mea-
sured the beam polarization with a Møller polarimeter
[18], and changes in PL were typically on the order of
one to two percent. The helicity of the beam was re-
versed at a frequency of 30 Hz to eliminate instrumental
asymmetries.
A false asymmetry or a dilution of the asymmetry may
arise from the two-step process 2H(~e, e′~p)1H + Pb(~p, ~n);
the contamination from this process was assessed by run-
ning with a liquid hydrogen target. The contamination
levels are negligible (. 0.3%) for χ = ±40◦ and ±90◦
at all of our Q2 points, and for χ = 0◦, the contami-
nation levels are ∼0.3% and ∼3% at 〈Q2〉 = 1.13 and
1.45 (GeV/c)2, respectively; accordingly, we have not
corrected our 〈Q2〉 = 0.45 and 1.13 (GeV/c)2 data for
contamination from this two-step process. The net cor-
rection obtained for the analysis of all of the data for
〈Q2〉 = 1.45 (GeV/c)2 [viz., for χ = 0◦, ±40◦, and ±90◦]
amounted to 1.3±0.1%. In addition to charge-exchange
reactions in the lead curtain, the flux of neutrons enter-
ing the polarimeter may be depolarized as a result of nu-
clear interactions in the lead curtain. Depolarization pro-
cesses were simulated in GENGEN using a spin-dependent
multiple-scattering algorithm employing quasifree scat-
tering from a Fermi gas. The effects of depolarization
cancel in the polarization ratio, and the residual non-
cancellation effect upon g of less than 0.6% is included
in the systematic uncertainty.
Afanasev et al. [19] calculated radiative corrections
to the polarization-transfer coefficients, PS′/PL and
PL′/PL. The primary effect is depolarization of the
electron such that both polarization-transfer coefficients
should be increased by ∼1.9%, ∼3.7%, and ∼4.4% at
〈Q2〉 = 0.45, 1.13, and 1.45 (GeV/c)2, respectively; how-
ever, these effects nearly cancel in the polarization ratio
4TABLE II: Results for g = GnE/G
n
M and G
n
E .
〈Q2〉 [(GeV/c)2] g = GnE/G
n
M G
n
M/µnGD [20] G
n
E
0.447 −0.0761 ± 0.0083 ± 0.0021 1.003 ± 0.006 0.0550 ± 0.0060 ± 0.0016
1.132 −0.131± 0.010 ± 0.003 1.057 ± 0.017 0.0394 ± 0.0029 ± 0.0012
1.450 −0.190± 0.016 ± 0.004 1.044 ± 0.024 0.0411 ± 0.0035 ± 0.0013
0
0.02
0.04
0.06
0.08
0.1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
MIT-Bates: d(e→,e’n→)  [1]
JLab E93-026: d→(e→,e’n)  [7]
Mainz A1: 3H→e(e→,e’n)  [4]
Mainz A3: d(e→,e’n→)  [2]
Mainz A3: 3H→e(e→,e’n)  [5]
NIKHEF: d→(e→,e’n)  [6]
Schiavilla & Sick  [9]
This Work
Q2 [(GeV/c)2]
G
En
FIG. 3: The current world data on GnE versus Q
2 ex-
tracted from polarization measurements and an analysis of
the deuteron quadrupole form factor [1, 2, 4, 5, 6, 7, 9]. The
Galster parameterization [8] is the dashed line, and our two-
parameter Galster fit (see text) is the solid line.
such that the net effect upon g is small at 〈Q2〉 = 0.45
(GeV/c)2 and negligible at the two higher Q2 points.
The values of g and GnE that we report are listed in
Table II. To determine our values for GnE , we used the
best-fit values for GnM (listed in Table II) obtained using
the methods described in [20]. The new fit omits the data
of [21, 22] and includes the recent data of Xu et al. [23].
The results are similar to those obtained by Friedrich
and Walcher [24] using a parameterization designed to
investigate the role of the pion cloud. The fit is also
similar to that of Kubon et al. [25] within their range of
Q2, but extends to larger Q2. For g and GnE , the first set
of errors is statistical, and the second set is systematic.
The quoted systematic uncertainties for g include a 2%
uncertainty that results when a different selection of runs
is used for the time calibration. To obtain the systematic
uncertainties for GnE , the relative uncertainties in G
n
M
were added quadratically to the systematic uncertainties
listed in Table I and the 2% time calibration uncertainty.
Our values for GnE are plotted in Fig. 3 together with
the current world data on GnE [1, 2, 4, 5, 6, 7, 9] ex-
tracted from polarization measurements and an analysis
of the deuteron quadrupole form factor. We fitted these
data and the GnE slope at the origin as measured via low-
energy neutron scattering from electrons in heavy atoms
[17] to a Galster parameterization: GnE = −aµnτGD/(1+
bτ), where τ = Q2/4M2n, GD = (1 + Q
2/Λ2)−2, and
Λ2 = 0.71 (GeV/c)2. Our best-fit parameters are a =
0.888 ± 0.023 and b = 3.21 ± 0.33.
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FIG. 4: Predictions of selected models (see text) for
µpG
p
E/G
p
M and µnG
n
E/G
n
M compared with proton [26, 27, 28,
29] and neutron [1, 2, 4, 5, 6, 7] data. The neutron data
symbols are the same as in Fig. 3.
Polarization measurements of GpE/G
p
M [26, 27, 28, 29]
and GnE/G
n
M [1, 2, 4, 5, 6, 7, 9] are compared with pre-
dictions of selected models in Fig. 4. The chiral soli-
ton model [30] reproduces the dramatic linear decrease
observed in µpG
p
E/G
p
M for 1 < Q
2 < 6 (GeV/c)2; how-
ever, this model fails to reproduce the neutron data at
large Q2. The light-cone diquark model [31] achieves
qualitative agreement with the low Q2 proton and neu-
tron data; however, at high Q2, it lies below(above) the
proton(neutron) data. A calculation using the point-
form spectator approximation (PFSA) with pointlike
constituent quarks and a Goldstone boson exchange in-
teraction fitted to the meson and baryon spectrum [32]
also achieves qualitative agreement with the low Q2 pro-
ton and neutron data; however, it, too, fails to describe
the highQ2 proton and neutron data. A light-front calcu-
lation using pointlike constituent quarks surrounded by
a cloud of pions [33] describes the neutron data, but falls
below the proton data at high Q2. A one-gluon exchange
light-front calculation using constituent quark form fac-
tors fitted to Q2 < 1 (GeV/c)2 data [34] agrees with the
neutron data, but deviates from the proton data above
5Q2 ∼ 3.5 (GeV/c)2. Finally, fits that couple vector me-
son dominance with the predictions of perturbative QCD
[35] agree with the entire range of the proton data, but
fall below the neutron data above Q2 ∼ 1.2 (GeV/c)2.
A successful model of confinement must be able to
predict both neutron and proton electromagnetic form
factors simultaneously. Although these models achieve
qualitative agreement with the proton data, the neutron
electric form factor is especially sensitive to small com-
ponents of the nucleon wave function and differences be-
tween model predictions for GnE tend to increase rapidly
with Q2. Our new GnE data for 0.5 < Q
2 < 1.5 (GeV/c)2
provide a challenging test for confinement models and
invite extensions to higher Q2.
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