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Longitudinal magnetization dynamics in the quantum Ising ring: A Pfaffian method
based on correspondence between momentum space and real space
Ning Wu1, ∗
1Center for Quantum Technology Research, School of Physics,
Beijing Institute of Technology, Beijing 100081, China
As perhaps the most studied paradigm for a quantum phase transition, the periodic quantum Ising
chain is exactly solvable via the Jordan-Wigner transformation followed by a Fourier transform that
diagonalizes the model in the momentum space of spinless fermions. Although the above procedures
are well-known, there remain some subtle points to be clarified regarding the correspondence between
the real-space and momentum-space representations of the finite-size quantum Ising ring, especially
those related to fermion parities. In this work, we establish the relationship between the two fully
aligned ferromagnetic states in real space and the two degenerate momentum-space ground states
of the classical Ising ring, with the former being a special case of the factorized ground states of the
more general XYZ model on the frustration-free hypersurface. Based on this observation, we then
provide a Pfaffian formula for calculating real-time dynamics of the parity-breaking longitudinal
magnetization with the system initially prepared in one of the two ferromagnetic states and under
translationally invariant drivings. The formalism is shown to be applicable to large systems with the
help of online programs for the numerical computation of the Pfaffian, thus providing an efficient
method to numerically study, for example, the emergence of discrete time crystals in related systems.
I. INTRODUCTION
The one-dimensional quantum Ising model with peri-
odic boundary conditions (or a quantum Ising ring) is
usually regarded as one of the two prototypical models
for understanding quantum phase transitions [1]. Be-
cause of its exact solvability, the model has served as a
testbed for a wide variety of physical phenomena includ-
ing entanglement in quantum critical phenomena [2–5],
quantum quenches across a quantum critical point [6–10],
dynamical quantum phase transitions [11, 12], and more
recently proposed discrete time crystals [13], and so on.
It is well known that the quantum Ising ring can be
solved by first performing the Jordan-Wigner transfor-
mations that convert the spin operators into spinless
fermions, followed by a Fourier transform which maps
the such obtained quadratic fermion model into a free
fermion model in the momentum space [14]. The pres-
ence of the boundary term connecting the last site of
the spin chain to the first one does not lead to a simple
cyclic structure in the Jordan-Wigner fermion represen-
tation. Consequently, the full Hilbert space is divided
into two subspaces containing even and odd numbers of
fermions, respectively. Although for large enough sys-
tems one can neglect the boundary corrections in the
discussion of quantum phase transitions, it is both in-
teresting and important to study the case of finite-size
systems in which the boundary terms and the resultant
fermion-parity effects cannot be neglected [15–21]. For
example, it is shown by different approaches that the true
ground state of a finite-size quantum Ising ring with even
number of sites lies in the subspace with even number of
fermions [17–19, 22].
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It is also known that the quantum Ising chain with
open boundaries can be mapped into Kitaev’s p-wave
superconductor chain with equal pairing and hopping
strength [23–25], which can be viewed as a special case of
the correspondence between the more general open XYZ
spin chain and the interacting Kitaev chain with open
boundaries [26]. For the open XYZ chain, there exists a
frustration-free hypersurface in the parameter space on
which the ground state is twofold degenerate and ad-
mits separable forms in the spin representation [27–29].
Due to the equivalence between the XYZ chain and the
interacting Kitaev chain, similar twofold degenerate sep-
arable fermionic ground states occur as well under the
frustration-free condition [26]. In general, the above two
separable fermion ground states are neither orthogonal
to each other nor have definite fermion parity. Never-
theless, simple equally weighted linear superpositions of
the two yield two orthogonal states with distinct fermion
parities [26]. It was further shown in [30] that the afore-
mentioned two orthogonal states, one of which having
odd fermion parity and the other having even parity, are
also the ground states of the interacting Kitaev chain
under periodic and antiperiodic boundary conditions, re-
spectively.
Recently, nonequilibrium dynamics of a quantum Ising
chain initialized in one of the ferromagnetic states
has been considered. In Ref. [12], the dynamics of
the nearest-neighbor equal-time longitudinal correlation
function under a quench starting with the ferromagnetic
state is calculated and shown to exhibit nonanalytic sig-
nature that indicates a dynamical critical point. A simple
scheme to generate a discrete time crystal was proposed
in Ref. [13] by periodically kicking a quantum Ising chain
initially prepared in one of the two ferromagnetic states,
where the time evolution of the longitudinal magnetiza-
tion was numerically calculated using exact diagonaliza-
tion for relatively small system sizes.
2In this work, we first show that the two momentum-
space degenerate ground states of the periodic classical
Ising model, which have definite fermion parities and
are of the BCS form, are actually equivalent to the two
equally weighted linear superpositions of the two ferro-
magnetic states in the spin representation. This corre-
spondence is shown to be the special case of the XYZ
chain under the frustration-free condition. Based on this
observation and assuming that the system is prepared in
one of the two ferromagnetic states, we are able to ob-
tain the time-evolved state in the momentum space under
translationally invariant drivings. Similar to the initial
state, the time-evolved state is also a linear combination
of two states with distinct fermion parities, which makes
the calculation of expectation values of parity-breaking
observables such as the longitudinal magnetization sub-
tle due to the mixing of the two parity components. Nev-
ertheless, by writing the BCS-type time-evolved state for
each mode as the occupation state of two effective (time-
dependent) Bogoliubov fermions, we are able to derive a
Pfaffian formula for the expectation value of the longitu-
dinal magnetization. With the help of free online algo-
rithms that can achieve efficient numerical computation
of the Pfaffian, the dynamics of the longitudinal magneti-
zation can be probed for large systems and at long-time
scales. As an illustration of the above formalism, we
perform numerical simulations for sudden quenches and
periodic delta kicks in the quantum Ising ring prepared
in the ferromagnetic state.
The rest of the paper is organized as follows. In Sec. II,
we introduce the Hamiltonian of the quantum Ising ring
and describe its diagonalization in detail. In Sec. III, we
identify the two sub-ground states in each fermion parity
sector and establish the relationship between the ferro-
magnetic states and the momentum-space BCS states of
the classical Ising model. In Sec. IV, we derive the Pfaf-
fian formula for calculating the dynamics of the longi-
tudinal magnetization and discuss its application to the
sudden quench and delta kicks. Conclusions are drawn
in Sec. V.
II. MODEL AND DIAGONALIZATION
For the sake of completeness and to introduce the no-
tations that will be used later, we provide in this section
the details of the diagonalization of the quantum Ising
ring.
A. The Bogoliubov-de Gennes form
The one-dimensional ferromagnetic quantum Ising
model with N sites is described by the Hamiltonian
HQIM = −
N∑
j=1
(σxj σ
x
j+1 + gσ
z
j ), (1)
where σαj (α = x, y, z) are the Pauli matrices on site j,
g ≥ 0 is the transverse field along the z-direction, and we
have set the nearest-neighboring exchange interaction to
unit for simplicity. We consider even N and impose pe-
riodic boundary conditions, i.e., ~σN+1 = ~σ1. The model
exhibits a quantum phase transition at the critical field
gc = 1 between the ordered phase for 0 ≤ g < 1 and
disordered phase for g > 1.
To diagonalize HQIM, we first perform the Jordan-
Wigner transformation [14]
σ+j ≡ (σxj + iσyj )/2 = c†jTj, σzj = 2c†jcj − 1, (2)
where c†j creates a spinless fermion on site j and Tj is the
Jordan-Wigner string
Tj = e
iπ
∑j−1
l=1 c
†
l
cl . (3)
Note that TN+1 = e
iπ
∑N
l=1 c
†
l
cl is the fermion parity oper-
ator and it can be checked that TN+1 is a conserved quan-
tity with eigenvalues ±1. The Jordan-Wigner transfor-
mation maps the spin modelHQIM into a spinless fermion
model
HF = −
N−1∑
j=1
(c†jcj+1 + c
†
j+1cj + c
†
jc
†
j+1 + cj+1cj)
+(c†Nc1 + c
†
1cN + c
†
Nc
†
1 + c1cN )TN+1
−2g
N∑
j=1
c†jcj + gN, (4)
where we have separated out the bulk and boundary con-
tributions of the hopping and pairing terms.
Since TN+1 is conserved and squares to 1, we can
separately diagonalize HF in the two subspaces with
even (TN+1 = 1) and odd (TN+1 = −1) fermion par-
ity. In turn, we define two projection operators P+ =
(1 + TN+1)/2 and P− = (1 − TN+1)/2, which project
onto subspaces with even and odd number of fermions,
respectively. Using the relation P++P− = 1, the fermion
annihilation operator cj can be written as
cj = (P+ + P−)cj(P+ + P−)
= P+cjP− + P−cjP+. (5)
Typical quadratic terms can be expressed as
c†icj = P+c
†
icjP+ + P−c
†
i cjP−,
c†ic
†
j = P+c
†
ic
†
jP+ + P−c
†
i c
†
jP−. (6)
Using the above equations and note that TN+1 = P+−P−
and P+P− = P−P+ = 0, the fermionic Hamiltonian HF
can be rewritten as
HF =
∑
σ=±
PσHF,σPσ, (7)
HF,σ = −
N−1∑
j=1
(c†jcj+1 + c
†
jc
†
j+1 +H.c.)
3+σ(c†Nc1 + c
†
Nc
†
1 +H.c.)
−2g
N∑
j=1
c†jcj + gN, (8)
where H.c. denotes the Hermitian conjugate. We can
diagonalize HF,+ and HF,− separately since the two sub-
spaces are orthogonal to each other. To proceed, we focus
on the σ-subspace and define
cN+1 ≡ −σc1, (9)
then the boundary terms in HF,σ can be absorbed into
the bulk ones to form a compact expression
HF,σ = −
N∑
j=1
[
(c†jcj+1 + c
†
jc
†
j+1 +H.c.) + 2gc
†
jcj
]
+ gN.
(10)
Note that the spatial index j in the sum now runs from 1
toN , which suggests us to introduce the following Fourier
transforms
cj =
eiπ/4√
N
∑
k∈Kσ
eikjckσ,
ckσ =
e−iπ/4√
N
N∑
j=1
e−ikjcj , (11)
where {ckσ} are the fermion annihilation operators in the
Fourier space and a factor of eiπ/4 is introduced for later
convenience. From Eq. (9), the allowed wave numbers
for σ = + and − survive in the sets
K+ =
{
−π + π
N
,−π + 3π
N
, · · · ,− π
N
,
π
N
, · · · , π − π
N
}
,
(12)
and
K− =
{
−π,−π + 2π
N
, · · · , 0, · · · , π − 2π
N
}
, (13)
respectively. Note that K+ is symmetric with respect to
k → −k and only K− includes the two special modes
k = −π and 0 satisfying k = −k. It is easy to check from
Eqs. (11), (12) and (13) that the Fourier modes in the
σ-subspace satisfy the usual anticommutation relations
{ckσ, ck′σ} = 0, {ckσ, c†k′σ} = δkk′ . (14)
However, for two wave numbers k and k′ from two dis-
tinct sets, we have from Eq. (11) (define σ¯ = −σ)
{ckσ, c†k′σ¯} =
2
N
1
ei(k−k′) − 1 . (15)
Such kind of commutation relations can be safely avoided
provided we concentrate on each subspace separately.
However, as we will see in Sec. IV, they will play an
important role in the calculation of the time evolution
of the longitudinal magnetization. From Eq. (15), the
vacuum expectation value of ckσc
†
k′σ¯ is simply
fkk′ ≡ 〈vac|ckσc†k′σ¯|vac〉 =
2
N
1
ei(k−k′) − 1 , (16)
where |vac〉 is the common vacuum of cj for all j.
We now insert Eq. (11) into Eq. (10) and note
that 1N
∑N
j=1 e
i(k−k′)j = δk,k′ holds for k, k
′ ∈ Kσ,
then straightforward calculation gives the Bogoliubov-de
Gennes Hamiltonian
HF,+ =
∑
k>0,k∈K+
Hk+, (17)
HF,− =
∑
k>0,k∈K−
Hk− +
1
2
(H−π,− +H0,−) , (18)
where
Hk,σ ≡ −2(c†kσ, c−k,σ)
(
cos k + g sink
sink − cosk − g
)
(
ckσ
c†−k,σ
)
. (19)
Note that Hk,− is also well-defined for k = −π and 0, for
which we have
H−π,− = 2(1− g)(2c†−π,−c−π,− − 1), (20)
and
H0,− = −2(1 + g)(2c†0,−c0,− − 1). (21)
The diagonalization of HQIM is now equivalent to diag-
onalizing each of the mode Hamiltonians, {Hk,σ}. Since
the two special modes k = −π and 0 only appear in K−,
we can write H−π/0 = H−π/0,− and c−π/0 = c−π/0,−,
etc., without causing confusions.
B. Normal modes: k 6= −π and k 6= 0
For k 6= −π and k 6= 0, there always exists an oppo-
site and distinct element −k for each k > 0 in both K+
and K−. The even subspace for mode k (do not be con-
fused with the global even subspace defined by σ = +1)
is spanned by {|vac〉k,σ, |k,−k〉σ = c†k,σc†−k,σ|vac〉k,σ},
where |vac〉k,σ is the vacuum state of ck,σ and c−k,σ. It is
easy to check that in this two-dimensional subspace Hk,σ
has the matrix form
H(e)k,σ = 2
(
cos k + g − sink
− sin k − cosk − g
)
. (22)
Similarly, the odd subspace for mode k is spanned by
{| − k〉σ = c†−k,σ|vac〉k,σ, |k〉σ = c†k,σ|vac〉k,σ}, it turns
out that for k 6= −π and k 6= 0 we always have
H(o)k,σ =
(
0 0
0 0
)
. (23)
4In other words, |−k〉σ and |k〉σ are two degenerate eigen-
states of Hk,σ with zero eigenenergy.
The ground and excited states of H(e)k,σ are
|G(gs)k 〉σ = cos
θk
2
|0〉k,σ + sin θk
2
|k,−k〉k,σ, (24)
|G(ex)k 〉σ = sin
θk
2
|0〉k,σ − cos θk
2
|k,−k〉k,σ, (25)
with the corresponding eigenenergies given by
E
(gs)
kσ = −Λk, E(ex)kσ = Λk,
Λk = 2
√
g2 + 2g cos k + 1, (26)
where
sin
θk
2
=
2 sink√
(2 sink)2 + (Λk − 2 cos k − 2g)2
,
cos
θk
2
=
Λk − 2 cos k − 2g√
(2 sink)2 + (Λk − 2 cos k − 2g)2
. (27)
It is useful to note that Λk > 0 for all the normal
modes and the lowest two excitation energies (i.e. Λk)
are achieved for
k(1)e = π −
π
N
, k(2)e = π −
3π
N
, (σ = +1), (28)
k(1)o = π −
2π
N
, k(2)o = π −
4π
N
, (σ = −1). (29)
We see that the ground state for a normal mode k is just
|G(gs)k 〉σ, which is an even state. We thus conclude that
the ground state is even for any normal mode k.
In summary, the mode Hamiltonian Hk,σ has four
eigenvalues (in descending order)
Λk, 0, 0, − Λk,
and the corresponding eigenvectors are
|G(ex)k 〉σ, |k〉σ, | − k〉σ, |G(gs)k 〉σ,
with fermion parities
even, odd, odd, even.
It is worth mentioning that for the classical Ising model
with g = 0, the dispersion becomes a constant Λk = 2.
From Eq. (27) we have
sin
θk|g=0
2
=
sin k√
(sin k)2 + (1− cos k)2 ,
cos
θk|g=0
2
=
1− cos k√
(sin k)2 + (1− cos k)2 .
Note that for normal modes satisfying 0 < k < π, we
always have sin k2 > 0, so that
√
(sin k)2 + (1− cos k)2 =√
2− 2 cos k = 2 sin k2 , giving
sin
θk|g=0
2
= cos
k
2
,
cos
θk|g=0
2
= sin
k
2
. (30)
C. Special modes in the odd subspace
Special attention must be paid to k = −π and 0, for
which neither |k,−k〉 (it vanishes) nor {| − k〉, |k〉} (the
two are the same) is well defined. In fact, from Eqs. (20)
and (21) we see that H−π and H0 can be written in the
basis {|vac〉−π, | − π〉 = c†−π|vac〉−π} and {|vac〉0, |0〉 =
c†0|vac〉0} as
H−π =
( −2(1− g) 0
0 2(1− g)
)
, (31)
and
H0 =
(
2(1 + g) 0
0 −2(1 + g)
)
, (32)
which are already in the diagonal form.
III. GROUND STATE
It is known that the ground state of HQIM with even
number of sites has an even fermion parity for g >
0 [7, 17–19, 22]. This can be demonstrated either in
the (real-space) spin representation of the model with the
help of the Perron-Frobenius theorem [17, 22], or through
a momentum-space analysis by comparing the eigenener-
gies of the even and odd sub-ground states in the two
parity sectors [18, 19]. Here, an even (odd) sub-ground
state (SGS) means the lowest-energy fermionic state of
the fermion Hamiltonian HF,+ (HF,−) having even (odd)
number of fermions. In Appendix A, we review previ-
ous results of determining the ground-state fermion par-
ity by using the Perron-Frobenius theorem, which ac-
tually provides a more straightforward argument than
the momentum-space analysis. Nevertheless, for our pur-
pose, let us first identity the two SGSs in the two parity
sectors in a rigorous way.
A. Sub-ground states in the two parity sectors
Since all the modes in K+ are normal modes, the even
SGS is simply
|G+〉 =
∏
k>0,k∈K+
|G(gs)k 〉+. (33)
The corresponding SGS energy is
EG,+ = −
∑
k>0,k∈K+
Λk. (34)
Note that any physical state in the even subspace must
have an even fermion parity, so the first excited state in
this subspace can be obtained by either exciting a single
mode q from its ground state |G(gs)q 〉+ to its (even) excited
5state |G(ex)q 〉+ (with eigenenergy +Λq), or by exciting two
modes q1 and q2 to their (odd) excited states |±q1〉+ and
|±q2〉+ (with zero eigenenergy). The minimal energy cost
for the former case is 2Λ
k
(1)
e
, while for the latter case is
Λ
k
(1)
e
+ Λ
k
(2)
e
> 2Λ
k
(1)
e
. Therefore, the first excited state
in the even subspace is
|ex+〉 = |G(ex)
k
(1)
e
〉+
∏
k>0,k∈K+,k 6=k
(1)
e
|G(gs)k 〉+, (35)
with eigenenergy
Eex,+ = EG,+ + 2Λk(1)e
. (36)
Since Λ
k
(1)
e
is always positive for finite N , equation (36)
tells us that the even SGS is nondegenerate in the even
subspace.
The situation in the odd subspace is a little subtle due
to the appearance of the special modes k = −π and 0.
We define |φe〉 (|φo〉) to be the lowest-energy state with
even (odd) fermion parity and made up of the normal
modes in the odd sector. It is apparent that
|φe〉 =
∏
k>0,k∈K−
|Ggsk 〉−,
|φo〉 = | ± k(1)o 〉−
∏
k>0,k∈K−,k 6=k
(1)
o
|Ggsk 〉−, (37)
which possess energies
Ee = −
∑
k>0,k∈K−
Λk,
Eo = Ee + Λk(1)o . (38)
Given |φe〉 and |φo〉, there are four possible ways to con-
struct a physical eigenstate in the odd subspace:
|ψ1〉 = |vac〉−π|vac〉0|φo〉,
|ψ2〉 = |vac〉−π|0〉|φe〉,
|ψ3〉 = | − π〉|0〉|φo〉,
|ψ4〉 = | − π〉|vac〉0|φe〉,
with the corresponding eigenenergies
E1 = 2g + Eo,
E2 = −2 + Ee,
E3 = −2g + Eo,
E4 = 2 + Ee.
Since g ≥ 0, the odd SGS should be either |ψ2〉 or |ψ3〉.
The energy difference between these two states is
E2 − E3 = 2(g − 1)− 2
√
g2 − 2g cos 2π
N
+ 1.
For 0 ≤ g ≤ 1, it is obvious that E2 − E3 < 0; for g > 1,
E2 − E3 is non-positive as 0 ≤ cos 2πN < 1 for N ≥ 4.
Thus, the odd SGS must be |ψ2〉 for all g ≥ 0, i.e.,
|G−〉 = |vac〉−π|0〉
∏
k>0,k∈K−
|G(gs)k 〉−. (39)
0 0.2 0.4 0.6 0.8 1 1.2
g
0
0.05
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N = 500
∆(1) = tan pi
4N
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FIG. 1: The energy difference ∆(g) as a function of g [see
Eq. (42)] for various values of N .
The corresponding SGS energy is
EG,− = −
∑
k>0,k∈K−
Λk − 2. (40)
B. The global ground state
The true ground state of HQIM, |ψG〉, must be either
|G+〉 or |G−〉. We already know that HQIM has a unique
ground state with even fermion parity for even N (see
Appendix A). In addition, we have shown that the even
SGS |G+〉 is gapped, so we must have
|ψG〉 = |G+〉. (41)
It is an interesting fact that the determination of the
true ground state by directly comparing the two SGS
energies, EG,+ and EG,−, is not obvious, especially in the
ferromagnetic phase with g < 1. We define the energy
difference
∆(g) ≡ 1
2
(EG,− − EG,+)
=
N/2∑
j=1
√
g2 + 2g cos(2j − 1)α+ 1
−
N/2−1∑
j=1
√
g2 + 2g cos 2jα+ 1− 1, (42)
where α ≡ π/N . Thus, the ground state will have even or
odd fermion parity if ∆(g) > 0 or ∆(g) < 0, and Eq. (41)
implies that the former is the case, i.e.,
∆(g) > 0, (g > 0). (43)
It is obvious that ∆(0) = 0, meaning that the two
SGSs |G+〉g=0 and |G−〉g=0 are degenerate in the ab-
sence of the magnetic field. We can also see this in the
spin representation, where HQIM reduces to the classical
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FIG. 2: The upper unit semicircle is divided into N equal
sectors, so that ∠POAj = (2j − 1)α (j = 1, 2, · · · , N/2) and
∠POBj = 2jα (j = 1, 2, · · · , N/2− 1), where α = π/N .
Ising model that has two degenerate ferromagnetic states
aligned along the ±x directions. Another special point
is g = 1, for which we have ∆(1) = tan π4N . In Fig. 1
we plot the function ∆(g) for various values of N . We
would like to mention that in Refs. [18, 19] a closed-form
expression for the energy difference ∆(g) is provided in
the form of an integration.
The direct proof of the inequality given by (43) is itself
an elementary mathematical problem having a geometric
meaning. Let P be a point on the positive x-axis and set
OP = x. The upper half of the unit circle is divided
into N (N is even) equal sectors with angle α = π/N ,
such that ∠POAj = (2j − 1)α (j = 1, 2, · · · , N/2) and
∠POBj = 2jα (j = 1, 2, · · · , N/2− 1) (see Fig. 2). Con-
necting P to each point Aj and Bj defines the following
quantity
∆l(P ) ≡
N/2∑
j=1
PAj −
N/2−1∑
j=1
PBj , (44)
which can be written as (using the law of cosine)
∆l(P ) =
N/2∑
j=1
f2j−1(x)−
N/2−1∑
j=1
f2j(x),
fj(x) ≡
√
x2 − 2x cos(jα) + 1. (45)
It is easy to get the following relation between the energy
difference ∆(x) and the quantity ∆l(P ),
∆(x) = ∆l(P )− 1, (46)
so that the inequality (43) is equivalent to
∆l(P ) > 1, (OP > 0) (47)
We can straightforwardly prove inequality (47) for OP =
x ≥ 1 (see Appendix B). However, the situation is intri-
cate in the region 0 < x < 1 (i.e., P inside the unit circle)
where ∆l(P )−1 becomes exponentially small for largeN .
Though there is numerical evidence that ∆l(P ) − 1 > 0
also holds for 0 < x < 1 (Fig. 2), a direct proof of this
is not obvious since fj(x) is generally not a monotonic
function of x on x ∈ [0, cosα).
Since we already showed that ∆(x) > 0 must hold for
x > 0, we thus proved the inequality given by (47) for
0 < x < 1 by combining the Perron-Frobenius theorem in
matrix theory with the fermion representation of HQIM,
which can be viewed as a kind of “physical mathematics”
in some sense.
C. g = 0: Separable ground states
For g = 0, the quantum Ising model HQIM reduces to
the classical Ising model HCIM = −
∑N
j=1 σ
x
j σ
x
j+1, which
possesses two degenerate ground states
|ψ(r)g=0〉 = | →〉1 · · · | →〉N , (48)
|ψ(l)g=0〉 = | ←〉1 · · · | ←〉N , (49)
where | →〉j (| ←〉j) denotes the state with the jth spin
pointing along the +x (−x) direction. Actually, the clas-
sical Ising Hamiltonian given by HCIM is a special factor-
ization point of the XYZ model [26–29] at which the two
spatially factorized ground states |ψ(r/l)g=0 〉 are orthogonal
to each other (see Appendix C for details).
Let us first look at the two ferromagnetic states in
the real-space fermion representation. Using the relation
σ+j1 · · ·σ+jn | ↓ · · · ↓〉 = c
†
j1
· · · c†jn |vac〉 which is valid for
j1 < · · · < jn [31], we can write |ψ(r/l)g=0 〉 in terms of the
Jordan-Wigner fermions as
|ψ(r/l)g=0 〉 =
(
1√
2
)N N∏
j=1
(
1± c†j
)
|vac〉. (50)
However, neither |ψ(r)g=0〉 nor |ψ(l)g=0〉 has a definite fermion
parity, as can be seen from the expansion
|ψ(r/l)g=0 〉 =
(
1√
2
)N N/2∑
n=0
∑
j1<···<j2n
c†j1 · · · c
†
j2n
|vac〉
±
(
1√
2
)N N/2∑
n=1
∑
j1<···<j2n−1
c†j1 · · · c
†
j2n−1
|vac〉. (51)
We now consider the following two cat states that are
equally weighted superpositions of |ψ(r)g=0〉 and |ψ(l)g=0〉:
|cat+〉 = 1√
2
(|ψ(r)g=0〉+ |ψ(l)g=0〉)
7=
(
1√
2
)N−1 N/2∑
n=0
∑
j1<···<j2n
c†j1 · · · c
†
j2n
|vac〉,
(52)
and
|cat−〉 = 1√
2
(|ψ(r)g=0〉 − |ψ(l)g=0〉)
=
(
1√
2
)N−1 N/2∑
n=1
∑
j1<···<j2n−1
c†j1 · · · c
†
j2n−1
|vac〉.
(53)
It is easy to see that |cat+〉 (|cat−〉) is a simultaneous
eigenstate of TN+1 and HCIM, with eigenvalues +1 (−1)
and −N , respectively. The two expressions given by (52)
and (53) seem at first sight complicated due to the ap-
pearance of a large number of fermion occupation states
having a variety of different fermion numbers. As we will
show below, the two states |cat±〉 actually admit sim-
ple forms in the momentum-space of the Jordan-Wigner
fermions.
From Eqs. (30), (33), and (39), the degenerate even
and odd SGSs of HCIM read
|G+〉g=0 =
∏
k>0,k∈K+
Bk,+|vac〉k,+, (54)
|G−〉g=0 = |vac〉−π|0〉
∏
k>0,k∈K−
Bk,−|vac〉k,−, (55)
where we defined the (even) operator
Bk,σ ≡ sin k
2
+ cos
k
2
c†k,σc
†
−k,σ. (56)
It is obvious that there is a finite energy gap of value
4 between the first excited state and the ground-state
manifold of HCIM. By noting that |catσ〉 and |Gσ〉g=0
have identical fermion parity, (−1)σ, the real-space state
|catσ〉 is expected to be equivalent to the momentum-
space state |Gσ〉g=0, i.e.,
|catσ〉 = eiθσ |Gσ〉g=0, (57)
where eiθσ is a proportional constant that needs to be
determined. To determine eiθ+ , we compare the coef-
ficients of the vacuum state on both sides of |cat+〉 =
eiθ+ |G+〉g=0, yielding(
1√
2
)N−1
= eiθ+
∏
k>0,k∈K+
sin
k
2
.
Using the identity ωN + 1 =
∏N
j=1
(
ω − eiπ 2j−1N
)
, it is
easy to show that
∏
k>0,k∈K+
sin
k
2
=
N/2∏
j=1
sin
(2j − 1)π
2N
=
√√√√ 1
2N
N/2∏
j=1
|1− eiπ 2j−1N | =
(
1√
2
)N−1
,
which gives eiθ+ = 1, and hence
|cat+〉 = |G+〉g=0. (58)
Similarly, by comparing the coefficients of the single-
particle component of |cat−〉 = eiθ− |G−〉g=0, we have
eiθ− = e−iπ/4, giving
|cat−〉 = e−iπ/4|G−〉g=0. (59)
It is worth mentioning that the two relations given
by Eqs. (58) and (59) have been observed in Ref. [20]
through numerical tests on small rings, and Eq. (59)
was explicitly proved in Ref. [25] by transforming the
momentum-space state |G−〉g=0 into the real space and
showing the consistency of the corresponding coefficients
between |cat−〉 and the transformed |G−〉g=0 with the
help of mathematical induction. However, our proof of
Eqs. (58) and (59) is based on physical considerations
and is more concise.
IV. DYNAMICS OF THE LONGITUDINAL
MAGNETIZATION UNDER
TRANSLATIONALLY INVARIANT DRIVINGS
After establishing the relationship between the two fer-
romagnetic states |ψ(r/l)g=0 〉 and the two momentum-space
states |G±〉g=0, we are now ready to study the time evo-
lution starting with one of the two ferromagnetic states,
say |ψ(r)g=0〉. In this section, we are interested in the cal-
culation of the dynamics of the longitudinal magneti-
zations Mx =
∑
i σ
x
i and My =
∑
i σ
y
i when the sys-
tem is prepared in |ψ(r)g=0〉 and the driving Hamiltonian is
translationally invariant, which guarantees that the time-
evolved state is still expressible in the momentum space.
A. General formalism
From Eqs. (52), (53), (58), and (59), we can write
|ψ(r)g=0〉 as
|ψ(r)g=0〉 =
1√
2
(|G+〉g=0 + e−ipi4 |G−〉g=0)
=
1√
2
∏
k>0,k∈K+
Bk,+|vac〉k+
+
e−i
pi
4√
2
|vac〉−π|0〉
∏
k>0,k∈K−
Bk,−|vac〉k−.
(60)
We assume that the (possibly time-dependent) driving
HamiltonianH(driv)(t) is translationally invariant so that
it can be written in the momentum space as
H(driv) =
∑
σ=±
PσH
(driv)
σ Pσ,
8H
(driv)
+ =
∑
k>0,k∈K+
H
(driv)
k,+ ,
H
(driv)
− =
∑
k>0,k∈K−
H
(driv)
k,− +
1
2
(
H
(driv)
−π +H
(driv)
0
)
.
For most of cases of interest, the representation ofH
(driv)
−π
(H
(driv)
0 ) in the basis {|vac〉−π, | − π〉} ({|vac〉0, |0〉}) is
diagonal:
H(driv)−π =
(
h
(−π)
1 (t) 0
0 h
(−π)
2 (t)
)
,
H(driv)0 =
(
h
(0)
1 (t) 0
0 h
(0)
2 (t)
)
. (61)
The time-evolved state is therefore of the form
|ψ(r)(t)〉 =
1√
2
∏
k>0,k∈K+
[
u
(+)
k (t) + v
(+)
k (t)c
†
k,+c
†
−k,+
]
|vac〉k+
+
e−i
pi
4√
2
e
− i2
∫
t
0
ds
[
h
(−pi)
1 (s)+h
(0)
2 (s)
]
|vac〉−π|0〉∏
k>0,k∈K−
[
u
(−)
k (t) + v
(−)
k (t)c
†
k,−c
†
−k,−
]
|vac〉k−, (62)
where the time-dependent coefficients u
(σ)
k (t) and v
(σ)
k (t)
satisfy the Schro¨dinger equation
i
(
u˙
(σ)
k
v˙
(σ)
k
)
= H(driv)k,σ (t)
(
u
(σ)
k
v
(σ)
k
)
, (63)
with H(driv)k,σ (t) being the representation of H(driv)k,σ (t) in
the basis {|vac〉k,σ , c†k,σc†−k,σ|vac〉k,σ}, and the initial con-
ditions read(
u
(σ)
k (t = 0)
v
(σ)
k (t = 0)
)
=
(
sin k2
cos k2
)
. (64)
We are now facing the problem of calculating the ex-
pectation value of the longitudinal magnetizations
Mx/y(t) = 〈ψ(r)(t)|
N∑
j=1
σ
x/y
j |ψ(r)(t)〉, (65)
which seems challenging at first sight because the state
|ψ(r)(t)〉 is a momentum-space state containing compo-
nents with both fermion parities, while
∑N
j=1 σ
x/y
j are
real-space operators and, more importantly, they break
the fermion parity.
Thanks to the translational invariance of the initial
state |ψ(r)g=0〉 and the driving Hamiltonian H(driv), the
expectation values of each σ
x/y
j should be independent of
j and we need only to calculate, for example, the mag-
netizations of the first site, so that
Mx(t) = N〈ψ(r)(t)|σx1 |ψ(r)(t)〉
= N〈ψ(r)(t)|(c1 + c†1)|ψ(r)(t)〉,
My(t) = N〈ψ(r)(t)|σy1 |ψ(r)(t)〉
= N〈ψ(r)(t)|i(c1 − c†1)|ψ(r)(t)〉. (66)
To proceed, let us write c1 in the momentum space as
c1 =
∑
σ=±
P−σ
eiπ/4√
N
∑
k∈Kσ
eikckσPσ, (67)
where we used Eqs. (5) and (11). From the above equa-
tion and the explicit form of |ψ(r)(t)〉 given by Eq. (62),
we obtain after a straightforward, but lengthy calculation
〈ψ(r)(t)|c1|ψ(r)(t)〉
=
1
2
√
N
e−iγ(t)

 ∏
p>0,p∈K+
+〈Xp|



|vac〉−π ∏
k>0,k∈K−
|Xk〉−


+
1
2
√
N
e−iγ(t)

 ∏
p>0,p∈K+
+〈Xp|



 ∑
k′>0,k′∈K−
v
(−)
k′ (e
ik′ | − k′〉− − e−ik
′ |k′〉−)|vac〉−π|0〉
∏
k>0,k∈K−,k( 6=k′)
|Xk〉−


+
i
2
√
N
eiγ(t)


−π〈vac|〈0|
∏
k>0,k∈K−
−〈Xk|



 ∑
p′>0,p′∈K+
v
(+)
p′ (e
ip′ | − p′〉+ − e−ip
′ |p′〉+)
∏
p>0,p∈K+,p( 6=p′)
|Xp〉+

 ,
(68)
9where we have defined
γ(t) ≡ 1
2
∫ t
0
ds
[
h
(−π)
1 (s) + h
(0)
2 (s)
]
,
|Xk〉σ ≡
[
u
(σ)
k + v
(σ)
k c
†
k,σc
†
−k,σ
]
|vac〉kσ . (69)
Even though we can obtain the mode state |Xk〉σ by
solving Eq. (63), we are forced to evaluate the inner prod-
ucts between two product states within distinct fermion
parity sectors appearing in Eq. (68). In general, we have
to calculate
Im,n =
m∏
l=1,pl>0,pl∈Kσ
σ〈Xpl |
n∏
j=1,kj>0,kj∈Kσ¯
|Xkj 〉σ¯.(70)
We now use the following trick to write |Xk〉σ as
|Xk〉σ = 1
v
(σ)
k
ξ†kση
†
kσ |vac〉k,σ , (71)
where
ξ†kσ ≡ u(σ)k ck,σ − v(σ)k c†−k,σ,
η†kσ ≡ u(σ)k c−k,σ + v(σ)k c†k,σ, (72)
are two time-dependent effective Bogoliubov fermions.
From the orthonormal condition u
(σ)∗
k (t)u
(σ)
k′ (t) +
v
(σ)∗
k (t)v
(σ)
k′ (t) = δkk′ , it is easy to see that {ξ†kσ} and
{η†kσ} satisfy the usual anticommutation relations of
fermions
{ξkσ, ξ†k′σ} = δkk′ , {ηkσ , η†k′σ} = δkk′ ,
{ξ†kσ, η†k′σ} = {ξkσ, ηk′σ} = {ξkσ , η†k′σ} = 0. (73)
Using Eq. (71), the inner product Im,n can be ex-
pressed as the vacuum expectation value of a product
of 2(m+ n) Bogoliubov fermions
Im,n =
(−1)m∏m
l=1 v
(σ)∗
pl
∏n
j=1 v
(σ¯)
kj
〈vac|
m∏
l=1,pl>0,pl∈Kσ
ξpl,σηpl,σ
n∏
j=1,kj>0,kj∈Kσ¯
ξ†kj ,σ¯η
†
kj ,σ¯
|vac〉. (74)
Since all the fermion operators {ξ†kσ} and {η†kσ} are lin-
ear combinations of the original Jordan-Wigner fermion
operators, we are allowed to use Wick’s theorem to
write the above expectation value as the Pfaffian of a
2(m+n)×2(m+n) antisymmetric matrix A(m,n) [32, 33]
Im,n =
(−1)m∏m
l=1 v
(σ)∗
pl
∏n
j=1 v
(σ¯)
kj
PfA(m,n). (75)
For example, for m = n = 1 we have (let 〈· · ·〉v =
〈vac| · · · |vac〉)
〈ξp1,σηp1,σξ†k1,σ¯η
†
k1,σ¯
〉v
= 〈ξp1,σηp1,σ〉v〈ξ†k1,σ¯η
†
k1,σ¯
〉v − 〈ξp1,σξ†k1,σ¯〉v〈ηp1,ση
†
k1,σ¯
〉v
+〈ξp1,ση†k1,σ¯〉v〈ηp1,σξ
†
k1,σ¯
〉v
= Pf


0 〈ξp1,σηp1,σ〉v 〈ξp1,σξ†k1,σ¯〉v 〈ξp1,ση
†
k1,σ¯
〉v
0 〈ηp1,σξ†k1,σ¯〉v 〈ηp1,ση
†
k1,σ¯
〉v
. . . 0 〈ξ†k1,σ¯η
†
k1,σ¯
〉v
0

 .
To find out the nonvanishing entries of A(m,n), we note
that there are six types of nonvanishing contractions
〈vac|ξpl,σηpl,σ|vac〉 = −u(σ)∗pl v(σ)∗pl ,
〈vac|ξ†kj ,σ¯η
†
kj ,σ¯
|vac〉 = u(σ¯)kj v
(σ¯)
kj
,
〈vac|ξpl,σξ†kj ,σ¯|vac〉 = v(σ)∗pl v
(σ¯)
kj
f−pl,−kj
〈vac|ξpl,ση†kj ,σ¯|vac〉 = −v(σ)∗pl v
(σ¯)
kj
f−pl,kj
〈vac|ηpl,σξ†kj ,σ¯|vac〉 = −v(σ)∗pl v
(σ¯)
kj
fpl,−kj
〈vac|ηpl,ση†kj ,σ¯|vac〉 = v(σ)∗pl v
(σ¯)
kj
fpl,kj , (76)
where fp,k is given by Eq. (16). Thus, the matrix A
(m,n)
has the following nonvanishing entries (for l = 1, 2, · · · ,m
and j = 1, 2, · · · , n)
A
(m,n)
2l−1,2l = −u(σ)∗pl v(σ)∗pl ,
A
(m,n)
2m+2j−1,2m+2j = u
(σ¯)
kj
v
(σ¯)
kj
,
A
(m,n)
2l−1,2m+2j−1 = v
(σ)∗
pl v
(σ¯)
kj
f−pl,−kj ,
A
(m,n)
2l−1,2m+2j = −v(σ)∗pl v
(σ¯)
kj
f−pl,kj ,
A
(m,n)
2l,2m+2j−1 = −v(σ)∗pl v
(σ¯)
kj
fpl,−kj ,
A
(m,n)
2l,2m+2j = v
(σ)∗
pl v
(σ¯)
kj
fpl,kj . (77)
The matrix elements A
(m,n)
i,j with i > j can be obtained
from the relation A
(m,n)
i,j = −A(m,n)j,i .
Fortunately, efficient numerical computation of the
Pfaffian of A(m,n) can be achieved by using the software
package presented in [34]. Thus, Mx/y(t) can be nu-
merically calculated by combining Eqs. (66), (68), (75),
and (77). The dynamics of the transverse magnetization
Mz(t) = 〈ψ(r)(t)|
∑N
j=1 σ
z
j |ψ(r)(t)〉 can be calculated by
noting that∑
i
σzi = (| − π〉〈−π| − |vac〉−π −π〈vac|)
+(|0〉〈0| − |vac〉0 0〈vac|)
+2
∑
k>0,k∈K+
(|k,−k〉+ +〈k,−k| − |vac〉k,+ k,+〈vac|)
+2
∑
k>0,k∈K−
(|k,−k〉− −〈k,−k| − |vac〉k,− k,−〈vac|).
Since
∑
i σ
z
i preserves the fermion parity, Mz(t) can be
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easily calculated as
Mz(t) =
∑
k>0,k∈K+
[
|v(+)k (t)|2 − |u(+)k (t)|2
]
+
∑
k>0,k∈K−
[
|v(−)k (t)|2 − |u(−)k (t)|2
]
. (78)
B. Numerical examples
In this subsection, we apply the above formalism for
calculating the time-evolution of the longitudinal mag-
netizations to two physical scenarios, namely sudden
quenches in the magnetic field and periodic delta kicks.
In both cases the driving Hamiltonians are translation-
ally invariant so that the Pfaffian method developed in
the last subsection can be utilized.
1. Sudden quench
Our first example is the time evolution governed by
the Hamiltonian of the quantum Ising ring with finite
magnetic field g. This dynamical process can be viewed
as a sudden quench of g from the initial value gi = 0 to
the final value gf > 0. In this case the driving Hamilto-
nian is consistent with Eq. (22), i.e., H(driv)k,σ = H(e)k,σ and
γ(t) = 12
∫ t
0 ds[−2(1− gf)− 2(1 + gf)] = −2t.
Figure 3(a) shows the evolution of Mx(t)/N for a sud-
den quench to gf = 0.5, which occurs within the or-
dered phase. Results for different system sizes N = 30,
40, 50, and 60 are presented for comparison. It can be
seen that Mx(t)/N experiences a universal decay that
is almost independent of the system size N at short-
times scales. At a time around tmin ≈ N/2, Mx(t)/N
reaches its first minimum, Mx(tmin)/N , which decreases
with increasingN . Numerical fittings approximately give
tmin = 0.525N+0.4 andM
(min)
x (t)/N = 0.9744e−0.0304N ,
suggesting that Mx(tmin) decreases exponentially with
increasing N . After that, Mx(t)/N exhibits a quasi-
periodic oscillatory behavior with period T ≈ N . It
is expected that Mx(t)/N decays exponentially in the
thermodynamics limit N → ∞ and approaches zero in
the long-time limit. These observations are qualitatively
consistent with previous works which deal with quenches
within the ordered phase in either infinite systems [35] or
for open boundary conditions [36, 37].
Figure 3(b) shows the dynamics of Mx(t)/N for a sud-
den quench to the critical point gf = 1.0. A universal
but abrupt short-time decay to nearly zero is observed.
In contrast to the quench within the critical phase,
Mx(t)/N reaches its first maximum around tmax ≈ N/2.
These maxima seem decrease exponentially with increas-
ing N . Numerical fittings approximately give tmax =
0.515N +0.24 and Mx(tmax)/N = 0.8316e
−0.04478N . For
long enough chains, the magnitude of Mx(t)/N tends to-
ward zero after the initial decay process.
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FIG. 3: Dynamics of the longitudinal magnetizationMx(t)/N
after a sudden quench of the magnetic field from gi = 0 to gf .
(a) gf = 0.5, (b) gf = 1.0, (c) gf = 1.5. The initial state is
prepared as the ferromagnetic state |ψ
(r)
g=0〉 = | →〉1 · · · | →〉N .
Figure 3(c) shows the dynamics of Mx(t)/N for a
sudden quench to the disordered phase with gf = 1.5.
We observe more abrupt short-time decay of Mx(t)/N
to negative values, but followed by a sharp increase to
nearly zero. After that the magnitude of Mx(t)/N is
nearly vanishing but exhibits minor revivals at around
t ≈ mN, m ∈ Z.
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2. delta kick
The second example we will discuss is the periodic
delta kick studied in [13]. Following Ref. [13], we con-
sider the following protocol. Suppose we start with
|ψ(0)〉 = |ψ(r)g=0〉 and evolve the system with the quantum
Ising Hamiltonian HQIM(g) with fixed magnetic field g
for a time τ . We then apply a delta kick
Kφ = e
−iφ2
∑
i σ
z
i , (79)
which rotates the spins about the z axis by an angle
φ = π (1− ǫ) , (80)
where ǫ is a perturbation. The time-evolution operator
over one period is
U(τ) = Kπ(1−ǫ)e
−iHQIM(g)τ . (81)
The state of the system just after the nth kick is thus
|ψ(n)〉 = Un|ψ(0)〉. (82)
For ǫ = 0 and g = 0, the initial state is an eigenstate of
HQIM(g = 0), so that the spins flip at nτ and the system
returns to the initial state at every 2τ .
Note that both HQIM and Kφ conserve the parity of
the fermions and are translationally invariant, so we can
write
e−iHQIM(g)τ
= P−e
− 12 iH−piτe−
1
2 iH0τ
∏
k>0,k∈K−
e−iH
(e)
k,−
τP−
+P+
∏
k>0,k∈K+
e−iH
(e)
k,+τP+, (83)
and
Kφ = P−e
−iφ2F−pie−i
φ
2F0
∏
k>0,k∈K−
e−i
φ
2Fk,−P−
+P+
∏
k>0,k∈K+
e−i
φ
2Fk,+P+, (84)
where
Fk,σ = 2
( −1 0
0 1
)
,
F−π =
( −1 0
0 1
)
, F0 =
( −1 0
0 1
)
. (85)
We have used Eq. (78) in deriving Eq. (84). Hence,
Un = P+
∏
k>0,k∈K+
(
e−i
φ
2Fk,+e−iH
(e)
k,+τ
)n
P+
+P−
(
e−i
φ
2F−pie−
1
2 iH−piτ
)n (
e−i
φ
2F0e−
1
2 iH0τ
)n
∏
k>0,k∈K−
(
e−i
φ
2Fk,−e−iH
(e)
k,−
τ
)n
P−. (86)
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FIG. 4: Stroboscopic longitudinal magnetization Mx(n)/N
and transverse magnetization Mz(n)/N as functions of num-
ber of kicks n for various system sizes N . The initial state is
prepared as the ferromagnetic state |ψ
(r)
g=0〉 = | →〉1 · · · | →〉N .
Parameters: g = 0.5, τ = 0.5, and ǫ = 0.02.
When acting on the initial state, we finally get
|ψ(n)〉 = 1√
2
∏
k>0,k∈K+
(
e−i
φ
2Fk,+e−iH
(e)
k,+τ
)n
χk,+
+
e−i
pi
4 ei2nτ√
2
χ−πχ0∏
k>0,k∈K−
(
e−i
φ
2Fk,−e−iH
(e)
k,−
τ
)n
χk,−, (87)
where
χk,σ =
(
sin k2
cos k2
)
, χ−π =
(
1
0
)
, χ0 =
(
0
1
)
.
(88)
The expectation value of the longitudinal magnetization
after the nth kick, Mx(n) = N〈ψ(n)|
∑
i σ
x
i |ψ(n)〉, can
now be calculated by using the Pfaffian method presented
in Sec. IVA.
In Fig. 4 we show both the stroboscopic longitudi-
nal magnetization Mx(n)/N and transverse magnetiza-
tion Mz(n)/N as functions of the number of kicks n for
different system sizes. It can be seen that Mx(n)/N
breaks the time-translational symmetry but shows a per-
sistent oscillatory profile with a fixed period approxi-
mately proportional to N . While the transverse magneti-
zation Mz(n)/N only experiences small oscillators when
Mx(n)/N showing peaks. These results are consistent
with those obtained in [13]. However, the numerical sim-
ulations performed here are far beyond the reach of ex-
act diagonalization used in Ref. [13]. Our formalism thus
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provides a numerically efficient way to study the emer-
gence of discrete time crystals in the quantum Ising setup
with finite but large number of spins.
V. CONCLUSIONS
In this work, we revisit several aspects of the finite-
size quantum Ising chain with periodic boundary con-
ditions. In special, we show that the momentum-space
BCS-type ground states of the classical Ising ring are
proportional to the equally weighted linear superposi-
tions of the two fully aligned ferromagnetic states. This
relationship is a special case of the correspondence be-
tween the spatially factorized ground states of the XYZ
spin chain under frustration-free conditions and the two
fermionic states with distinct fermion parities in the
Jordan-Wigner fermion representation.
Based on the above relationship between the real-space
and momentum-space representations of the same state,
we study the real-time dynamics of the longitudinal mag-
netization
∑
i σ
x
i under translationally invariant driving
Hamiltonians, with the system prepared in one of the fer-
romagnetic states. Since the ferromagnetic state is a lin-
ear superposition of states with distinct fermion parities,
the calculation of the parity-breaking longitudinal mag-
netization dynamics is less straightforward. Fortunately,
by writing the BCS mode state as the occupation state
of two time-dependent effective Bogoliubov fermions, we
are able to drive a Pfaffian formula for the calculation of
the longitudinal magnetization dynamics. The obtained
formalism is then applied to two dynamical scenarios,
namely the sudden quench and delta kicks. With the
help of software package that can realize efficient numer-
ical computation of Pfaffians, we perform numerical sim-
ulations for both scenarios in relatively large systems.
Note added. While the present work was nearly fin-
ished, we became aware of a related work [38] in which
the authors also studied the dynamics of the longitudi-
nal magnetization starting with a ferromagnetic state.
Though there is certain amount of overlap between the
two works, we note that in Ref. [38] the dynamics of the
longitudinal magnetization in a periodic chain, which is
the main focus of our work, is calculated for at most
N = 12 spins using exact diagonalization.
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Appendix A: Determination of the ground-state
fermion parity using the Perron-Frobenius theorem
We closely follow Ref. [22] to show that the ground
state |ψG〉 of HQIM(g) with even (odd) number of sites
has an even (odd) fermion parity for g > 0. Using the
basis in which σxj is diagonalized, i.e., | →〉j = (| ↑〉j +
| ↓〉j)/
√
2, | ←〉j = (| ↑〉j − | ↓〉j)/
√
2, all of the off-
diagonal elements of HQIM are nonpositive and satisfy
the connectivity condition (note that σzj | → /←〉j = | ←
/→〉j). According to the Perron-Frobenius theorem, the
ground state of HQIM is nondegenerate and has the form
|ψG〉 =
∑
α1,···,αN=±1
Cα1,···,αN
N∏
j=1
(| ↑〉j + αj | ↓〉j), (A1)
where the coefficients Cα1,···,αN are strictly positive for
any (α1, · · · , αN ). Due to the Z2 symmetry of HQIM un-
der σxj → −σxj , the coefficients Cα1,···,αN also satisfy
Cα1,···,αN = C−α1,···,−αN . (A2)
Hence,
∏N
j=1(| ↑〉j + αj | ↓〉j) and
∏N
j=1(| ↑〉j − αj | ↓〉j)
always appear in pairs with equal coefficients. By noting
that | ↑〉j (| ↓〉j) has an odd (even) fermion parity in the
fermion representation, we immediately see that |ψG〉 is
an even (odd) state for even (odd) N .
Appendix B: Proof of inequality (47) for OP ≥ 1
Note that fN (x) = x + 1, so ∆l(P ) given by Eq. (45)
can be rewritten as
∆l(P ) =
N/2∑
j=1
[f2j−1(x) − f2j(x)] + x+ 1
= 2x
N/2∑
j=1
cos 2jα− cos(2j − 1)α
f2j−1(x) + f2j(x)
+ x+ 1.
(B1)
We now observe that {fj(x)} are all monotonically in-
creasing functions of x on x ∈ [cosα,+∞) and cos 2jα <
cos(2j − 1)α for all j, which implies that ∆l(P ) is also
monotonically increasing on x ∈ [cosα,+∞). Moreover,
for P = Q = (0, 1) we have ∆l(Q) = 1+ tan π4N > 1. We
thus get
∆l(P ) > ∆l(Q) > 1, (OP ≥ 1), (B2)
which proves the inequality (47) for x ≥ 1.
Appendix C: Factorized ground states of the XYZ
spin chain under the frustration-free condition
We review the frustration-free condition for the XYZ
spin chain under which factorized ground states are ad-
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mitted. Consider the XYZ spin chain with open bound-
ary conditions
H
(OBC)
XYZ =
1
4
N−1∑
j=1
(Jxσ
x
j σ
x
j+1 + Jyσ
y
j σ
y
j+1 + Jzσ
z
jσ
z
j+1)
−1
2
N∑
j=1
hjσ
z
j , (C1)
where we assume Jx < Jy ≤ 0 and Jz, hj ≥ 0 in or-
der to incorporate the Hamiltonian of the quantum Ising
model, and the inhomogeneous magnetic fields are cho-
sen as h1 = hN = h/2 and h2 = h3 = · · · = hN−1 = h. It
is known that [26–29] H
(OBC)
XYZ possesses two degenerate
spatially separable ground states on the frustration-free
hypersurface defined by
h = h∗, (C2)
where
h∗ ≡
√
(Jz − Jx)(Jz − Jy). (C3)
The two ground states are of the form
|Ψ(±)〉 = 1
(1 + β∗)N/2
(| ↓〉1 ±
√
β∗| ↑〉1) · · · (| ↓〉N ±
√
β∗| ↑〉N ),
(C4)
where
β∗ =
−(Jx − Jy)√
(Jx − Jy)2 + 4h∗2 − 2h∗
> 0. (C5)
It is important to note that
〈Ψ(+)|Ψ(−)〉 = 〈Ψ(−)|Ψ(+)〉 =
(
1− β∗
1 + β∗
)N
, (C6)
which means |Ψ(+)〉 and |Ψ(−)〉 are nonorthogonal unless
β∗ = 1, or h∗(Jx − Jy) = 0. This gives the condition
h∗ = 0 (C7)
provided Jx 6= Jy. Since we already assumed Jx < Jy ≤ 0
and Jz ≥ 0, it is easy to see from Eq. (C2) that the only
possibility is Jz = Jy = 0, for which H
(OBC)
XYZ reduces to
the classical ferromagnetic Ising chain with free ends.
The equally weighted superpositions of |Ψ(+)〉 and
|Ψ(−)〉 form two orthogonal ground states
|Ψ˜(e)〉 = 1√
2
(|Ψ(+)〉+ |Ψ(−)〉),
|Ψ˜(o)〉 = 1√
2
(|Ψ(+)〉 − |Ψ(−)〉), (C8)
which have distinct fermion parities when expressed in
terms of the Jordan-Wigener fermions. Actually, it was
shown in Ref. [30] that |Ψ˜(e)〉 (|Ψ˜(o)〉) is exactly the
ground state of the fermion version of the homogeneous
periodic XYZ chain
H
(PBC)
XYZ =
1
4
N∑
j=1
(Jxσ
x
j σ
x
j+1 + Jyσ
y
j σ
y
j+1 + Jzσ
z
j σ
z
j+1)
−h
2
N∑
j=1
σzj , (C9)
in the even (odd) parity sector after the Jordan-Wigner
transformation.
In the case of Jx = −4, Jy = Jz = 0 and h = 2g, the
Hamiltonian H
(PBC)
XYZ reduces to the Hamiltonian of the
quantum Ising ring given by Eq. (1). From Eqs. (C2)
and (C5), we have h∗ = 0 and β∗ = 1, so that the two
states |Ψ(±)〉 are orthogonal and reduce to |ψ(r/l)g=0 〉 given
by Eqs. (48) and (49).
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