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CONVERGENCE OF THE PARALLEL 
CHAOTIC BLOCK EXTRAPOLATED JACOBI METHOD 
by RAFAEL BRU 5. and ROBERT FUSTER 5 
1. Introduction 
Recently, for computing the solution of a large system of linear equations 
Ax = b, a convergence theory of iterative methods in parallel has been 
developed. Thus, O'Leary and White [7] introduce a parallel scheme based 
on multisplittings of the matrix A. They prove the convergence of this 
method with some sufficient conditions on the matrix A and on its splittings. 
Neumann and Plemmons [6] study more deeply the properties of O'Leary 
and White's scheme. In particular they give a comparison theorem on the 
rate of convergence of two multisplittings of a monotone matrix. This scheme 
is not chaotic, in the sense that each processor acts once in each iteration 
when the new approximated vector is updated. 
On the other hand, one can imagine constructing chaotic iterative pro- 
cesses. We use this term to mean that each processor acts an indeterminate 
number of times before sending its vector to a central processor for updating 
the new approximation. Bru, Eisner, and Neumann [2] prove the convergence 
of two parallel chaotic models in this sense. They show that the usual block 
Jacobi method can be written as the iteration process of the first model. They 
note that the parallel chaotic block Jacobi method does not make sense, 
because the operators for each processor are idempotent. Precisely this 
remark has suggested to us the study o| the parallel chaotic block extrapo- 
lated Jacobi method. A similar scheme was studied by Chazan and Miranker 
[4], but it was only a parallel chaotic point relaxation method. There exist 
others studies of chaotic algorithms; see for example Lubachevsky and Mitra 
[5], who study a chaotic asynchronous algorithm for computing the fixed 
point of a nonnegative irreducible matrix of spectral radius unity. Applica- 
tions to some diverse problems of parallel models can be found in [1] and [3]. 
. Parallel Chaotic block Extrapolated 1acobi Scheme 
Consider the linear system 
Ax = b,  2.1) 
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where A is a nonsingular n × n complex matrix partitioned as 
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I A, I  . . .  A l i  . . .  Air 1 
A= Ap  . . .  Ai j  . . .  Air , (2.2) 
t A , ]  . : :  ~,~, . . .  X,; / 
where the diagonal blocks Aii  are n i × n I nonsingular matrices. So from now 
on we shall consider that A it = Ini' i <~ ] <~ r, and E~= tni = n. Therefore the 
system (2.1) can be written as 
I n l  " " " A I j  " " " A I "  I 
A~"  " ".: : " " ) : "  " " . . ' . "  A~ . 
X, 1 




where the vectors x and b are partitioned according to the size of blocks 
of A. 
As we mentioned in the introduction, we suppose that there are r 
processors connected in parallel. Each one works with a block row in the 
iteration process which we shall construct below. 
We shall define r operators F i in C", each of which assigns the task to the 
j th processor, 1~< j ~< r, and with them we consider the following iteration 
scheme: 




0 . . .  0 . . .  0 I 
b: :b" : : . "6 ]  
(2.5) 
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and q(l, 1) is the number of times that the j th processor acts in the Ith 
iteration. Note that in each iteration each processor acts an indeterminate 
number of times q(l,]), while a central processor updates the /+ ls t  
approximated vector, that is, x (t+l). Thus, the scheme (2.4) is both parallel 
and chaotic. 
We now turn to the operators Fi. Consider the matrix 
/3 = (1 -  to)I .  + toB, (2.6) 
where 0 < to ~ 1, and 
0 "'" BII "'" Blr l  
i))i i i!i i i i(i i ?,i/, 
/B~, . . .  , , ,  . . .  o I 
where B 0 = -A i i ,  1 <~ i, j <~ r. Hence, B is the block Jacobi iteration matrix 
related to the matrix A in (2.3). We define the operators /7/ as 
Fix = L ,  i x + ,0k<J), (2.8) 
where 
[ I,h "'" 0 "'" 0 1 
j~,,= [~B;/ .. : i i  -~ i i (  . . .  ~B~; 
J /o  . . . .  ..: . . . . .  o . . . . . .  . . .  i , i  
(2.9) 
and 
kO) = (0 ... . .  bi .... ,0) r . (2.10) 
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Now, by computing the powers of ]~, j, we obtain 
,1 
. . . . . . .  'o,  . . . . . . . . .  : i  . . . . . . .  o . . . . . . . .  : :  . . . . . . . . .  o . . . . . . . .  / 
[1--(1-~)q(t't)]Bil ... (1 -  ~o)q(t'i)/.j ... (1-(l-oj)q(l'i))Bi,], 
. . . . . . .  o . . . . . . . . . .  . : .  . . . . . . .  6 . . . . . . . .  . : :  . . . . . . . . .  io :  . . . . . . .  j 
(2.11) 
The iteration scheme (2.4) according to the definition of Fj in (2.8) and 
the expression (2.11) has the following iteration matrices: 
T (I)= ~ E.], q(t:j) 
Io~,1 
(1 - ~)q(t,1)l.~ . . .  [1 -  (1 -  oj)q(t,l)] Blj . . .  [1 - (1 - o~)q(z,l'] Bit 
[1- (~-~).,' ,q ,,1 (~- ~)o,' ,,,., [1- (~- ~)o,' ,,] ,,. 
[~-(~-~).,,.q,.~ b-(1-~)o(, . ,] , ,  (1- ~)o,, ~,,.. 
(2.12) 
3. Convergence 
To show the convergence theorem of the iteration scheme (2.4) we need 
some results which are given in the following lemmas. 
LEMMA 1. Let 
F(t) = ~ EjFf (t'i), 
1=1 
l=1 ,2  . . . . .  
The exact solution £ of  linear system (2.3) is a fixed point o f  the operators 
F (1), i = 1,2 . . . . .  
LEMMA 2. Let (E, d) be a complete metric space and A (z), l = 1,2 . . . . .  
contractive applications with the same fixed point £ and contractive con- 
stants a (t). I f  there exists a constant a such that a (t) ~< a < 1, l = 1,2 . . . . .  
then the iterative scheme x(t+l) = A(t)x (t) converges to £ for any x (0. 
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In particular, i rA  ¢t) are square complex matrices and there exists, a matrix 
norm I1" II such that 
liACt) < a < 1,  l = 1 ,2  . . . .  , 
then 
l, 1 1--I A~i) converges to zero. i~ l  1 l~1 
Now we are ready to give the main theorem. It guarantees the conver- 
gence of the scheme (2.4) in the case that the number of times q(l, j )  that 
the / th  processor acts in the lth iteration depends on l, but not on ]. That is, 
all processors act the same number of times in a fixed iteration. 
THEOREM 3. Consider the nonsingular linear system (2.3), and suppose 
that the spectral radius of the block ]acobi matrix B in (2.7) is less than 1. I f  
0<o~<1 and q( l , i )=q( l , j ) ,  l=1 ,2  . . . . .  l<~i,j<~r, then the iteration 
scheme (2.4) converges to the solution of  (2.3). 
Sufficient conditions assuring that the spectral radius of the block Jacobi 
matrix B is less than one can be seen in [9, Chapter 14]. 
We are grateful to Professor M. Neumann for their comments on this note. 
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AN O(N 2) METHOD FOR COMPUTING THE EIGENSYSTEM 
OF N × N SYMMETRIC TRIDIAGONAL MATRICES 
BY THE DIVIDE-AND-CONQUER APPROACH 
by DORON GILL* and EITAN TADMOR 6 
The QR algorithm computes the eigenvalues of N x N symmetric tridiag- 
onal (ST) matrices with O(N 2) operations. The cost of computing the 
eigenvectors of such matrices is O(N z) operations. The additional order of 
magnitude required to compute these eigenvectors i typical of sequential 
algorithms. 
Recently, a parallel divide-and-conquer algorithm was introduced [1, 2] 
for computing the spectral decomposition of ST matrices. A sequential 
implementation f this algorithm requires the same number of operations. 
Namely, the eigenvalues which coincide with the roots of the so-called secular 
equation [3] are computed at the cost of no more than O(N 2) sequential 
operations; to compute the associated eigenvectors necessitates, as before, 
O(N 3) sequential operations. 
Here, we propose an efficient method erived from the DC algorithm, 
which computes the eigensystem of ST matrices with only O(N 2) sequential 
operations. The method employs linear three-term recurrence r lations which 
successively compute the rows of the eigenvector matrix. The coefficients of 
these relations depend on the already computed eigenvalues, and the method 
hinges on the observation that the initial first two rows for the recurrence 
relations emerge naturally from the DC computation of these eigenvalues. 
Thus, the input data for the recurrence r lations depend solely on the O(N 2) 
operations for the DC calculation of the eigenvalues. Together with the 
additional O(N 2) operations required to carry out these relations, we end up 
with a most efficient method to compute the whole eigensystem of ST 
matrices. 
Due to the sensitivity of the three-term recurrence relations, their input 
data should be provided with high accuracy. To achieve this, we employ an 
improved root finderminteresting for its own sake--in order to solve the 
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