Two networks are equivalent if they produce the same output for any given input. In this paper, we study the possibility of transforming a deep neural network to another network with a different number of units or layers, which can be either equivalent, a local exact approximation, or a global linear approximation of the original network. On the practical side, we show that certain rectified linear units (ReLUs) can be safely removed from a network if they are always active or inactive for any valid input. If we only need an equivalent network for a smaller domain, then more units can be removed and some layers collapsed. On the theoretical side, we constructively show that for any feed-forward ReLU network, there exists a global linear approximation to a 2-hidden-layer shallow network with a fixed number of units. This result is a balance between the increasing number of units for arbitrary approximation with a single layer and the known upper bound of log(n 0 + 1) + 1 layers for exact representation, where n 0 is the input dimension. While the transformed network may require an exponential number of units to capture the activation patterns of the original network, we show that it can be made substantially smaller by only accounting for the patterns that define linear regions. Based on experiments with ReLU networks on the MNIST dataset, we found that l 1 -regularization and adversarial training reduces the number of linear regions significantly as the number of stable units increases due to weight sparsity. Therefore, we can also intentionally train ReLU networks to allow for effective loss-less compression and approximation.
Introduction
Deep Neural Networks (DNNs) have shown remarkable success in many domains, such as computer vision [1, 2, 3, 4, 5] , speech [6] , and natural language processing [7] . While these networks show impressive results, it is not clear if these results depend on such DNNs being as wide or as deep as they currently are. In this paper, we are interested in the transformation of DNNs, especially to reduce their size or depth. More generally, we aim to help answering the following question: given a network DNN 1 , can we find an equivalent network DNN 2 with a different network architecture? Definition 1 (Equivalence). Two deep neural networks DNN 1 and DNN 2 with associated functions f 1 : R n0 → R m and f 2 : R n0 → R m , respectively, are equivalent if f 1 (x) = f 2 (x) ∀ x ∈ R n0 .
In this paper we also consider networks that are not completely equivalent, but which could potentially be as good as equivalent networks, with the following divergent generalizations of Definition 1: Definition 2 (Local Equivalence). Two deep neural networks DNN 1 and DNN 2 with associated functions f 1 : R n0 → R m and f 2 : R n0 → R m , respectively, are local equivalent -or locally exactwith respect to a sub-domain D ⊆ R n0 if f 1 (x) = f 2 (x) ∀ x ∈ D.
Definition 3 (Global Linear Approximation). For a given deep neural network DNN 1 with an associated function f 1 : R n0 → R m , a deep neural network DNN 2 with an associated function f 2 : R n0 → R m is a global linear approximation of the first if, for a given norm and distance , f 1 (x) = f 2 (x) for any x ∈ R n0 such that any input in {x : x − x ≤ } activates the same units in DNN 1 . Figure 1 : Equivalent transformation to a smaller network using stable units (always active or always inactive ones). One of the main practical results in this paper is that, for networks consisting of Rectifier Linear Units (ReLUs), we safely remove units that are always inactive, combine those that are always active, and even collapse some layers in order to obtain a smaller equivalent network. On the left of Figure 1 , we show a DNN with some ReLUs that are always active or inactive, i.e. stable for any x ∈ D ⊆ R n0 . On the right, we show an equivalent DNN in which all inactive units (red circles) and some of the active units (green circles) are removed. Many more units can be removed if the resulting network only needs to be locally equivalent, in which case some or all the hidden layers may ultimately be collapsed. That can be used to create simpler networks to evaluate a local domain.
One of the main theoretical results in this paper is that any DNN with ReLUs and L hidden layers has a shallow global linear approximation. On the left of Figure 2 , we show a deep neural network with ReLUs and L hidden layers. On the right, we show a shallow transformed network with only 2 hidden layers that globally approximates the first to arbitrary precision.
Related Work
Our work relates reparameterization, or equivalent transformations, in graphical models [8, 9, 10] . If two parameter vectors θ and θ define the same energy function (i.e., E(x|θ)) = E(x|θ ), ∀ x), then θ is called the reparameterization of θ. Reparameterization has played a key role in several inference problems such as belief propagation [9] , tree-weighted message passing [11] , and graph cuts [12] .
The idea is also associated with characterizing the functions that can be represented by DNNs [13, 14, 15, 16, 17] . It is well known that a single, huge, hidden layer is a universal approximator of Borel measurable functions [13, 14] . For restricted functions such as any Booleans, we can represent it using a single-hidden layer threshold network (See [18] for a detailed survey of classical results on universal approximation). There has been a few results for functions more general than the Boolean ones. Recently, Lin and Jegelka [16] show that networks with deep residual layers [5] and single ReLUs in every hidden layer is a universal approximator. By observing that any continuous piecewise linear function be be expressed as a difference of two convex piecewise linear functions, Goodfellow et al. [3] show that the maxout network can be a universal approximator. Arora et al. [17] show that every DNN with ReLUs define piecewise linear functions and every piece-wise linear function f : R n0 → R can be represented by a DNN with at most log(n 0 + 1) + 1 layers. This result is derived using the results of Wang and Sun [19] , that showed that any continuous piecewise linear function of n variables can be represented by a sum of hinges containing at most n + 1 linear functions. In the case of f : R → R, [17] shows a constructive method to build a 1-hidden-layer network having a maximum of p units, where p is the number of linear regions. However, this result does not extend to n−dimensional inputs. One of the contributions of our paper is to show a global linear approximation for piece-wise linear function f : R n0 → R m using 2-hidden-layer network that uses a fixed number of activation units that depend on the actual number of linear regions.
A necessary criterion for equivalent transformation is that the resulting network is as expressive as the original one. Methods to study neural network expressiveness include universal approximation theory [14] , VC dimension [20] , trajectory length [21] , and linear regions [22, 23, 24] . i = 0. Unit i is active and produces a non-negative output in just one of those half-spaces. When all activation hyperplanes of layer l are combined, they partition h l−1 into possibly an exponential number of what we denote linear regions, each of which associated with a particular set of hidden units in the DNN being active. We denote those sets of units as an activation set. A linear region can be further partitioned by the units of subsequent layers, and consequently we associate each linear region of the network with a vector of activation sets for each layer, which we call an activation pattern. Each linear region is a part of the input space that activates the same units in a network with piecewise-linear activations, such as ReLU, and thus the network defines to a piecewise-linear function with as many pieces as the number of linear regions.
Decision tree interpretation of the activation sets Given an input x we can denote the activations of various units in the first layer with the activation set S 1 .
Let us consider a small network with only 2 hidden units in each layer.
Figure 3: We show the decision tree interpretation of one of the activation pattern ({1}, {2}, ∅). The green and red colors denote the active and inactive states of the units, respectively.
The activation sets S 1 , S 2 , and S 3 can be one of the following: ∅, {1}, {2}, and {1, 2}. It is easy to see the activation patterns (concatenation of activation sets from the different layers) in the form of a decision tree as shown in Figure 3 . Given an input x we have four possible outputs from the first hidden layer - Figure 3 . However, in reality there are significantly smaller number of feasible activation patterns as given by Zaslavsky's Theorem [50] and other results in linear regions [21, 22, 23, 24] (See Appendix A).
Exact Global and Local Transformations
Algorithm 1, which we denote StabilityCompression, removes stable units and layers while adjusting the weights and biases of other units to keep the original and the resulting neural networks equivalent on a given domain D. The algorithm loops over the layers to check which units are stable. First, stably inactive units are removed as long as there are other units left in the layer. Similarly, stably active units are removed if their weights are linearly dependent on the weights of stably active units that have been previously inspected in the same layer. If all remaining units in a layer are stably active, then the layer is removed by directly joining the layers before and after it. In the particular case in which only one stably inactive unit is left in a layer, then all hidden layers are removed. Theorem 1. For a given neural network DNN 1 , Algorithm 1 produces a neural network DNN 2 such that DNN 1 and DNN 2 are local equivalent with respect to the input domain D.
Please refer to Appendix D for the detailed proof.
Global Linear Approximation to a 2-Hidden-Layer Network
We show an approximate global transformation in the following theorem, where the original ReLU network is approximated by a ReLU network with only 2 hidden layers. Theorem 2. Given a DNN 1 with associated function f 1 : R n0 → R n L+1 with L hidden layers and n l units in layer l (see Figure 2 ), there exists a global linear approximation DNN 2 with associated function f 2 : R n0 → R n L+1 such that, for a given norm and distance , f 1 (x) = f 2 (x) for any x ∈ R n0 such that f 1 is a linear function on {x : x − x ≤ }. The widths of the transformed network DNN 2 are shown in Figure 4 : Figure 4 : Global linear transformation of an L-hidden-layer network to a 2-hidden-layer shallow network. We show the general form of the shallow network where the first layer consists of all possible hyperplanes by considering every hidden unit to either be active or inactive. The second layer computes the hidden units in the (L − 1)th layer for all possible activation patterns. The output is the disjunction of the outputs for all possible activation patterns. The weights are designed in such a manner that all the outputs from the linear regions, not containing the input point x, are forced to zeros.
We prove this theorem by constructing a 2-hidden-layer network DNN 2 with associated function 
20
: 
for a given maximum offset parameter . The theorem essentially says that for every point x that is at least distance from the boundary of the linear regions, we have f 1 (x) = f 2 (x). Please refer to Appendix E for the detailed proof. The comparison of the number of units, non-zero weights as well as non-zero biases in the original and the transformed ReLU networks is carried out in Appendix F.
Transformation using Activation Patterns
Theorem 2 considers the possibility of all 2 k activation patterns where k is total number of hidden units in the network. However, the number of feasible activation patterns is generally quite less and has been studied in the literature [21, 22, 23, 24] . Given the set of all feasible activation patterns A, we show a more compact 2-hidden-layer global linear approximation to the original network in the following theorem. Theorem 3. Given a DNN 1 with associated function f 1 : R n0 → R n L+1 with L hidden layers, n l units in each layer l, and a set of feasible activation patterns A, there exists a network DNN 2 with associated function f 2 : R n0 → R n L+1 that is global linear approximation of DNN 1 . The transformed network DNN 2 has 2 hidden layers with widths (n 1 , n 2 ) given by
and n 2 = |A L−1 |n L+1 (7) Set A l consist of the feasible activation patterns up to layer l, and any such subset B ∈ A l is then given by
, ∀ A ∈ A, where P l denotes the power set of {1, 2, ..., n l }.
Similar to the previous theorem, we prove this result by constructing a 2-hidden layer network DNN 2 with associated function f 2 : R n0 → R n L+1 that is a global linear approximation of the original L-layer DNN 1 with associated function f 1 : R n0 → R n L+1 for a given maximum offset parameter . The transformed 2-layer network is similar to the one constructed by using Theorem 2 and shown in Figure 4 , except that we discard all the hidden units in the transformed network that are unnecessary. In other words, the set of feasible activation patterns A allows us to discard all the units that correspond to infeasible activations. Please refer to Appendix G for the proof.
Experiments
We conducted proof-of-concept experiments using the MNIST dataset.We use DNN architectures with input size 784 and 10 output units. These networks have varying number of hidden layers and hidden units per layer. The exact numbers vary per experiment performed. All our models use ReLU activation functions and softmax as the loss function. Unless stated otherwise, we use l 1 regularization with a weight of 0.003 on the first layer and 0 for the remaining layers as in [51] . The weight decay is kept at 0 unless otherwise stated. For models trained with adversarial examples, PGD attacks are carried out with l ∞ norm-bound = 0.15, 200 steps per sample, and a step size of 0.1 as in [51] . We use a batch size of 64 and SGD with a learning rate of 0.01 and momentum of 0.9 for training the model to 120 epochs. The learning rate is decayed by a factor of 0.1 after every 50 epochs. The weights of the network are initialized with the Kaiming initialization [5] and the biases are initialized to zero. The models are trained in Pytorch [52] and Gurobi [53] is used as the MILP solver in order to identify which units are stable and to enumerate linear regions when necessary.
Equivalent Networks from Applying Algorithm 1
Our first experiment illustrates the potential to prune units in neural network by identifying those that are stable. We use a network with two hidden layers, each containing from 50 to 500 units, which is denoted as Adv-MLP-2×[n] in [51] . In preliminary evaluations, we confirmed the finding in [51] that networks trained with adversarial examples generated by PGD and l 1 regularization lead to more stable units. Please refer to Appendix H for more experiments on different types of regularization. Figure 5 shows the number of stably inactive units and their percentage with respect to the total number of hidden units in Adv-MLP-2×[n] networks with the number of units in each hidden layer (width n). The percentage of stably inactive units as a percentage of the total hidden units is more than 40% and is fairly constant as we vary the width n. As shown in Algorithm 1, we easily discard the stably inactive units and obtain smaller networks that are equivalent to the original one.
Global Linear Approximation with Theorems 2 and 3
Our second experiment uses small networks to show the result of the approximate transformations characterized by Theorems 2 and 3. In particular, we show the significant reduction in the size of the resulting network when the activation patterns associated with linear regions are leveraged. We train networks with l 1 regularization with and without adversarial examples generated by PGD (denoted by Adv in Table 1 ). Some of the networks with a small number of hidden layers and small number of depths in the hidden layer did not converge with adversarial training (see Appendix H). We then use Theorem 2 to transform these networks into 2-hidden-layer networks. For the global linear approximation using Theorem 3, we also identify the possible activation patterns associated with the linear regions of the network, which we compute using MILP [22] (see Appendix C for more details). Table 1 shows the number of hidden units in the first and second hidden layer of the transformed network with and without activation patterns. The models trained with adversarial examples and l 1 regularization have very small number of activation patterns (see Appendix H). As shown in the table, the transformation that uses the actual linear regions can be significantly smaller compared to the one achieved without using the linear regions. 
Local Stability Analysis
Our last experiment illustrates the potential to further prune a neural network when the input is restricted to a smaller domain. In this experiment, we choose a point x =x defined by an image in the validation set and we bound the set of valid inputs to the hypercube defined by {x : |x i −x i | ≤ δ ∀i = 1, . . . , n 0 } for some positive constant δ. The smaller δ is, the more units are stable and the fewer activation patterns correspond to feasible linear regions. Similarly, a global linear approximation also becomes considerably smaller in such case.
We carry out the local stability analysis of the network with architecture [784, 5, 5, 5, 5, 10] trained with l 1 regularization. We randomly choose one value ofx for each class of the validation set. Figure 6 shows the number of stably inactive and stably active hidden units as well as the number of activation patterns according to δ for some of the MNIST classes. When δ increases, the number of activation patterns increases and the number of stably inactive hidden units of the network decreases.
We also perform the same analysis by choosingx i = δ and evaluating the number of stable units and activation patterns corresponding to feasible linear regions as we vary the length α = 2δ of the hypercube along each coordinate. The results are presented in Table 2 . 
Discussion
In this paper we have shown that the stability of ReLUs can be used for loss-less compression of neural networks. In other words, we can remove units and even layers while obtaining a resulting neural network that represents the same function as before. We are not aware of any prior work that computes and utilizes stable units for model compression.
During the experiments we observed that the number of linear regions decrease in many training settings: (a) l 1 regularization (b) using dropout with l 1 or l 2 regularization, (c) adversarial training with l 1 regularization. Furthermore, we observed the largest decrease in the number of linear regions while using adversarial training with l 1 regularization. The decrease in the number of linear regions due to regularization validates the intuition that linear regions is typically considered to be a proxy for network expressiveness [21, 22, 24] . In a sense, we restrict the expressiveness of a network when we perform regularization.
We experimentally observed that the global linear approximation using 2 layers is considerably more compact when using the linear regions. Arora et al. [17] has already shown a constructive method for functions f : R → R with one-dimensional input to build a one-hidden-layer network that depends on the number of linear regions. However, their results for n−dimensional input uses a deeper network with log(n 0 + 1) + 1 layers without relying on the number of linear regions. On the contrary, we show a global linear transformation for n− dimensional input using 2-hidden layers and the network size depends on the number of linear regions. These results indicate that the number of linear regions would play a critical role if we focus on building a shallow equivalent network. Despite many prior results showing the existence of equivalent shallow networks for threshold and sigmoid units, most of them do not provide any algorithm to perform the actual transformation, nor provide the actual analytical expression for the size of the final network. This is understandable due to the lack of techniques/methods to actually compute the possible linear regions even for small-scale networks, until recently [22] .
While this work demonstrates the general idea of equivalent networks and global approximations using linear regions for small-scale networks, our future work would focus on finding techniques to extend this for CNNs and large-scale networks.
APPENDIX
In this supplementary document, we provide
• Appendix A: Definition of linear region and its relation to activation patterns in a ReLU DNN .
• Appendix B: MILP formulation for getting the maximum and minimum bounds of each hidden unit of a ReLU DNN .
• Appendix C: MILP formulation for enumerating all feasible activation patterns of a ReLU DNN .
• Appendix D: Proof of Theorem 1.
• Appendix E: Proof of Theorem 2.
• Appendix F: Comparison of the number of units, non-zero weights as well as non-zero biases in the original and the transformed ReLU DNN .
• Appendix G: Proof of Theorem 3.
• Appendix H: Effect of different regularization on the number of activation patterns of a network.
• Appendix I: Variation in the number of activation patterns and stably inactive hidden units with δ which can be used for local transformations.
A Linear Regions
Hyperplane Arrangements Consider a set of 3 hyperplanes given by the equations h as shown in Figure 7 (a). The natural question is to understand all possible states of the associated hidden units. This question was answered almost half a century earlier by Zaslavsky [50] , and this number is always smaller than 2 n while using n hyperplanes. Zaslavsky [50] shows that an arrangement of n hyperplanes partitions a d-dimensional space into at most Linear Regions and Activation Patterns Given the input vector x = {x 1 , . . . , x n0 }, for every layer l we define an activation set S l ⊆ {1, . . . , n l } such that e ∈ S l if and only if the ReLU e is active, i.e. h l e > 0. The aggregation of the activation sets for all the layers form the activation pattern S = (S 1 , . . . , S l ). Let us denote the power set of {1, 2, ..., n l } by P l . Consider the simple network shown in Figure 7 (b) which has three hidden layers with two units in each of the hidden layers. In Figure 7 (c) on the right, we show the partition of the input space by the hyperplanes defined by the hidden layers. From the first hidden layer, we have two hyperplanes that divide the input space into four regions as shown by the red solid and red dotted lines. The hyperplanes defined by the second hidden layer depend on the active/inactive states of the units in the first hidden layer. As a result, the hyperplanes defined by the second hidden layer have different parameters in different regions defined by the first hidden layer. The blue solid and dotted line segments define the hyperplanes from the second hidden layer. Similarly, we observe that the hyperplanes from the third hidden layer recursively subdivide the regions formed in the previous layers.
Every input vector x leads to an activation pattern S, i.e., the x to the DNN results in the activations of hidden units as defined in S. If we know the activation pattern, the mapping from the input x to the output y is linear. We follow the definition given in [22] , for linear regions:
Definition 4. Given a Piece Wise Linear (PWL) function F : R n0 → R n L+1 represented by DNN , a linear region is the set of inputs that correspond to a same activation pattern in the DNN.
In Figure 7 (c) we show activation patterns ({1, 2}, {1}, {}) and ({1, 2}, {1, 2}, {1, 2}) associated with the two shaded linear regions. Several recent papers have used the idea of activation patterns in the context of linear regions [21, 22, 24] , and show upper and lower bounds on the number of linear regions.
B MILP for identifying stably active and stably inactive units
We identify which units are stable by running two MILP problems for each unit of the network, which gives us the maximum and the minimum output of each unit. If the minimum is non-negative, the unit is stably active. If the maximum is non-positive, the unit is stably inactive.
If the input space x ∈ R n0 is bounded by minimum and maximum values along each dimension, which is typically the case in most imaging problems, then we define a MILP mapping polyhedral regions of x to the output space y. We use Boolean variables z l i to denote if the unit i in layer l is active, or else if the complement is.
For a given hidden unit i in layer l of the ReLU DNN , the following set of constraints [54] maps the input to the output:
The maximum bound on the individual units is calculated by solving a sequence of MILPs [54] on layers l ∈ {1, . . . , L} for each unit i ∈ n l starting from the input layer
The minimum bound is obtained by replacing (15) withH (15) - (17) is thus solved twice for every unit in the hidden layer. In case the optimal solution is found, we use the optimal solution as the bound. In case we do not get the solution, we use the optimal solution of the corresponding relaxed Linear Programming (LP) formulation as the bound which is generally available in most of the solvers for free. This is valid since the objective function of the MILP formulation is bounded by the corresponding relaxed LP formulation [55] .
Because of the recursive nature of the formulation which involves all the units in all the layers before the current hidden layer, the formulation runs significantly slower in cases when there are multiple hidden layers in the network and when the actual bounds of the hidden units in the later hidden layers are estimated.
To achieve the computational speedup, these bounds of the units can be obtained approximately by first trying to obtain a single feasible solution greater than a threshold at each of the units. If one obtains a single feasible solution, it means that there exists some valid maximum and minima value for the units or the unit is definitely on and off. The actual bounds is later substituted by the objective value of the corresponding relaxed LP formulation. Although the approximation algorithm makes the formulation less tight, nevertheless it speeds up the computation for the bounds of the units in the later hidden layers. Also in case, we apply the approximation method and a feasible solution is obtained or even when the time limit is reached, we use the value of the bounds of the relaxed version of the MILP of the units as the optimal value.
Adapting to classification models The model of the MILP formulation (15) - (17) requires that the each linear layer is followed by a ReLU. Typical classification network architectures such as LeNet [56] and also MLP architectures often employ softmax loss and therefore do not have the exact same architecture. The last layer of the classification network does not have the ReLU layer but instead is followed by softmax layer to get the probabilities. To adapt this formulation (15) - (17) to modern neural networks, we do not estimate any bounds on the softmax layer. This is desirable since we do not want the units in this layer which predict the probabilities of the individual classes to be pruned.
C Enumeration of all linear regions
All feasible activation patterns are first enumerated by solving the maximum and the minimum bounds of the individual units using the MILP formulation (15) - (17) of [54] . Once those bounds have been known, we use the following single optimization problem of [22] max f (18)
It should be emphasized that the constraint (20) is only written for nodes which are stably active or are unstable. This constraint is not added when the unit is stably inactive since the values of H l i is negative for such nodes and that makes the solution of the above optimization problem infeasible.
The activation pattern is inferred by looking at the boolean variables z l i . To enumerate all the solution, we use the one-tree algorithm [57] . In other words, once a solution is found, the solution is stored and removed from the solution set by using a Lazy cut where the goal of the lazy cut is to make the current obtained solution infeasible. We use the following simple constraint to remove the current combination of values of the binary variables z
where N 0 and N 1 denote the number of binary variables of the hidden layers in the current solution that are 0 and 1 respectively.
D Proof of Theorem 1
Theorem. For a given neural network DNN 1 , Algorithm 1 produces a neural network DNN 2 such that DNN 1 and DNN 2 are local equivalent with respect to the input domain D. for each stably active unit k in layer l, then h
If the only unit left in layer l is stably inactive, then any input in D results in h l = 0, and consequently the neural network coincides with a constant function f : x → Υ. Therefore, we remove all hidden layers and replace the activation function of each output unit i with a constant function mapping to Υ i .
E Proof of Theorem 2
Theorem. Given a DNN 1 with associated function f 1 : R n0 → R n L+1 with L hidden layers and n l units in each layer l (see Figure 2) , there exists a global linear approximation to DNN 2 with associated function f 2 : R n0 → R n L+1 such that, for a given norm and distance , f 1 (x) = f 2 (x) for any x ∈ R n0 such that f 1 is a linear function on {x : x − x ≤ }. The transformed network DNN 2 can be constructed using only 2 hidden layers as shown in Figure 4 with widths (n 1 , n 2 ) given by
Proof. We prove this result by constructing a 2-hidden layer network DNN 2 with associated function f 2 : R n0 → R n L+1 that is a global approximation of the original L-layer DNN 1 with associated function f 1 : R n0 → R n L+1 for a given maximum offset parameter . We use the notation x ∈ R(S 1 , . . . , S L−1 ), if the input point x lies inside the linear region defined by the activation pattern (S 1 , . . . , S L−1 ). In other words, for every point x that is at least distance from the boundary of any two linear regions, network DNN 2 is such that
Each of the hidden units h l i depends on the values of the hidden units in the previous layer and the weight parameters are given below:
The value of h l i is computed using the activations in the previous layer. By knowing the input vector x and the activation sets of all the previous layers one could find the value of h l i . In other words, we could think of h l i as a function that depends on the activation sets of all the previous layers and the input as x as shown below: h l i = max (0, g (x, S 1 , . . . , S l−1 )) where g (x, S 1 , . . . , S l−1 ) is a linear function that depends only on the input vector x and the activation sets of all the previous layers.
The transformed 2-hidden layer shallow network. Each unit in h 1 layer is connected to each of the input node with weights and biases given by the linear transformation till the layer in the original network. Each unit in h 2 layer is connected exactly to L l=1 n l units where n l denotes the number of units in layer l of the original network. The blue rectangles denote the groups and the number of units in each of the group is shown in blue. The red line denotes the edge where a large negative weight H is applied. The green line denote the edge where edge weight is 1. The width of the network is made even more smaller by accounting only for the feasible activation patterns which are generally much less than theoretically possible patterns. We also introduce variables to denote units that are not activated as shown below:
Only one of the two variables {h l i ,h l i } is non-negative given the input x and activations of the previous l − 1 layers. The basic idea in the transformation is shown in Figure 4 : the first layer in the transformed network consists of an exponential number of units to allow for all possible activation patterns to occur, and additional nodes to enforce penalties for incorrect activations, i.e., all the activations other than the one that actually occur. In particular, the first hidden layer in the transformed shallow network consists of L groups (shown in blue rectangles) totalling n 1 hidden units as given in ( 4) , where the first L − 1 groups are used for imposing penalties for the activation patterns that do not occur, and the last group builds the necessary units for computing the underlying piece-wise linear function. The l th penalty group consists of (2 n1+···+n l−1 ) 2n l units as given below:
We get (2 n1+···+n l−1 ) 2n l units because we have two units for (h l i ,h l i ) for every combination of S j and i in the above expression.
The last group consists of 2 n1+···+n L−1 n L units as given below:
Note that the units h L i are exactly the same as the hidden units from the L th layer in the original network, and thus, we have the same notations. However, we consider all possible activation patterns, and compute the associated values for the hidden units h L i (x, S 1 , . . . , S L−1 ). Note that in the first hidden layer of the transformed network, we also compute some values for h
. . , S L−1 ). In the second hidden layer, we consider the combination of the hidden units along with penalty terms, so that the hidden units from activation patterns corresponding to linear regions not containing the input (i.e, x / ∈ R(S 1 , . . . , S L−1 )) are cancelled out. The second hidden layer of the transformed network consists of n 2 = (2 n1+···+n L−1 ) n L+1 units in n L+1 groups as given by (5) . In the group with index j ∈ {1, . . . , n L+1 }, we have the following 2
The transformation is only approximate because we don't have h
. In such cases, we either haveh
∈ S l . Ideally, the large constant H should make entire second term in the max operator become negative and thus making h To make the construction globally approximate, we choose a large constant value for H such that the functions are equivalent by allowing an offset to the input x. In order to do this, we identify input x, associated linear region, and the offset point x where we have the largest violation with respect to the offset point (i.e., when x / ∈ R (S 1 , . . . , S L−1 )) by setting H = 1:
We fix the value of H to be a large constant using the following expression:
This ensures that for all x that is infinitesimally close to the boundary of a linear region, we always find a neighborhood point x where we have f 1 (x ) = f 2 (x ). For all points x that is not infinitesimally close to the boundaries of linear region we have
The j th element of final n L+1 dimensional output vector y is given as:
F Analysis of the Transformed Network obtained by Theorem 2
We consider DNN 1 with associated function f 1 : R n0 → R m with L hidden layers. For simplicity, we assume n units in each of the hidden layer l. We use Theorem 2 to obtain a 2-layered globally approximate transformation DNN 2 with associated function f 2 : R n0 → R m . Then, the number of units in the first hidden layer of the transformed network is given by
and the number of units in the second hidden layer of the transformed network is given by
The number of units as well as non-zero weights and biases possible in the original and the transformed networks are compared in Table 3 . Since, each unit in the second hidden layer of the transformed network is connected to each input unit, therefore the number of non-zero weights or edges between the first hidden layer and the input layer is
The number of biases equals the number of nodes in the first hidden layer and is therefore equal to
Also, each unit in the second hidden layer of the transformed network is connected to exactly nL units of the first hidden layer, the number of non-zero weights between the second and the first hidden layer is 2 (L−1)n mnL. Biases are required in the second hidden layer as well and therefore second hidden layer units of the transformed network contains 2 (L−1)n m bias terms. Now, the third layer only requires only one of the activation being selected for each of the m outputs with weight 1. So, the number of non-zero weights required for connecting the output layer with the second hidden layer is 2 (L−1)n m. No bias is required.
Original Network Transformed Network
Hidden Units Ln Figures 9 and 10 shows the variation in the number of hidden units of the first and second hidden layer of the transformed network (n 1 and n 2 ) of the transformed network with the number of hidden layers (L) and the number of units in each hidden layer (n) in the original deep neural network keeping the width of each hidden layer (n) and the number of hidden layers (L) in the original network fixed respectively. We see linear plots in both the semilog figures which implies that the number of units required is indeed exponential as per Theorem 2.
G Proof of Theorem 3
Theorem. Given a DNN 1 with associated function f 1 : R n0 → R n L+1 with L hidden layers and n l units in each layer l (see Figure 2) , and with A denoting the set of all feasible activation patterns, there exists a globally approximate transformation DNN 2 with associated function f 2 :
such that, for a given norm and distance , f 1 (x) = f 2 (x) for any x ∈ R n0 such that f 1 is a linear Figure 9 : Variation in the number of hidden units of the first and second hidden layer of the transformed network (n 1 and n 2 ) of the transformed network with the number of hidden layers (L) in the original deep neural network when the width of each hidden layer (n) in the original network is fixed. Note that the y-axis is in log-scale. Figure 10 : Variation in the number of hidden units of the first and second hidden layer of the transformed network (n 1 and n 2 ) of the transformed network with the number of units in each hidden layer (n) of the original deep neural network when the number of hidden layers (L) in the original network is fixed. Note that the y-axis is in log-scale. function on {x : x − x ≤ }. The transformed network DNN 2 can be constructed using only 2 hidden layers as shown in Figure 2 with widths (n 1 , n 2 ) given by
The set A l denotes the set of all subsets of feasible activation patterns till the lth layer, and any such subset B ∈ A l is then given by B = A − {∅, . . . ,
Proof. We prove this result by constructing a 2-hidden layer network DNN 2 with associated function f 2 : R n0 → R n L+1 that is a global approximation of the original L-layer DNN 1 with associated function f 1 : R n0 → R n L+1 for a given maximum offset parameter . The transformed 2-layer network is similar to the one constructed by using Theorem 2 and shown in Figure 4 , except that we discard all the hidden units in the transformed network that are redundant. In other words, the set of feasible activation patterns A allows us to discard all the units that correspond to infeasible activations.
The second hidden layer in the transformed network DNN 2 consists of L groups totalling n 1 (as given in (6)) hidden units, where the first L − 1 groups are used for imposing penalties for the activation patterns that does not occur, and the last group builds the necessary units for computing the underlying piece-wise linear function. The l th penalty group consists of |A l−1 |2n l units as given below: The second hidden layer consists of n 2 = |A L−1 |n L+1 units (as given in (7)) in n L+1 groups. In the group with index j ∈ {1, . . . , n L+1 }, we have the following |A L−1 | units with individual unit index k ∈ {1, . . . , |A L−1 |}: 
The large constant H is computed in the same manner as shown before in Appendix E to ensure global approximate transformation with a given maximum offset .
The j th element of final n L+1 dimensional output vector y is given as: 
H Effect of Regularization on Activation Patterns
We trained the following different MLP architectures with varying number of layers and different number of hidden units in each of the hidden layers on MNIST. All these architectures used 784 input nodes and 10 output nodes with softmax as the loss function and ReLU as the activation function. We use a batch size of 64 and SGD with a learning rate of 0.01 and momentum of 0.9 for training the model to 120 epochs. The learning rate is decayed by a factor of 0.1 after every 50 epochs. The weights of the network are initialized with the Kaiming initialization [5] and the biases are initialized to zero. The training is carried out in Pytorch [52] . The range for each of the input units is considered to be [0, 1]. We test out the effect of following different regularization on the number of activation patterns-
• Vanilla -No regularization added.
• l 2 -l 2 regularization weight of 0.003.
• l 1 -l 1 regularization with weight 0.003 on the first layer as in [51] .
• Dropout (DO) -Dropout of 0.3 on the last layer.
• Dropout + l 2 regularization.
• Dropout + l 1 regularization.
• Adv + l 1 -Adversarial Training with PGD where PGD attacks are carried out with l ∞ norm-bound = 0.15, 200 steps per sample, and a step size of 0.1 and l 1 regularization as in [51] .
We did not test Adv alone since [51] shows that Adv coupled with l 1 works better. We also tested Adv+l 1 +Dropout on one of the architectures. However, activation patterns obtained by Adv+l 1 +Dropout was more than using Adv+l 1 . Table 4 shows the number of activation patterns obtained by using different regularization. This shows the minimum number of activation patterns are obtained when models are trained with adversarial training and l 1 regularization whenever such models converge. Table 4 : Number of activation patterns obtained by training with different regularization. SI shows the number of Stably Inactive nodes while VA shows the Validation Accuracy in %. DNC -Did Not Converge. Vanilla -no regularization added, l 1 -l 1 regularization, l 2 -l 2 regularization, DO -Dropout, Adv -Adversarial Training with PGD. + denotes the program did not terminate before it was stopped. The number of inputs and outputs in all these architectures is 784 and 10 respectively. Figure 11 shows the variation of number of activation patterns and stably inactive hidden units with δ for a randomly sampled example from each of the class. 
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