Abstract
Introduction
High-end computing is increasingly becoming datacentric. There is a critical need for scalable, high-bandwidth storage systems in order to meet the storage requirements in environments like scientific computing. Input/Output has been identified as the weakest link for parallel applications, especially those running on commodity clusters [20] . Traditional single-server file systems like NFS are ill-suited for these environments. A number of cluster file systems like the Parallel Virtual File System (PVFS) have been developed to address the problem. Cluster file systems stripe data across multiple servers that can serve file access requests in parallel, allowing high-bandwidth I/O and scalability.
One of the important issues in a storage system is dealing with the failure of disks that can result in loss of critical data. Striped file systems are especially vulnerable to faults: having a file striped over several servers allows high read/write bandwidths, but it also increases the likelihood of failures. We believe redundancy is crucial in achieving reliability in data-intensive computing environments dealing with very large data sets. Traditional solutions like frequent backups are impractical in these environments because of the bandwidth they consume. However, adding redundancy inevitably reduces the performance of the storage system, because of the overhead of maintaining the extra data. Although several results are available for redundant storage in disk-array controllers, the problem of efficient, reliable storage in commodity cluster file systems has not been satisfactorily addressed.
The goal of the Cluster Storage with Adaptive Redundancy (CSAR) project is to study issues in redundant data storage in high-bandwidth cluster environments. Our primary goal is to maximize the overall performance of disk accesses seen by the applications, while providing reliable storage. We have chosen PVFS as a platform for our research. The number of programming interfaces ported to PVFS has contributed to its popularity. An implementation of the MPI-IO library over PVFS has made it available for parallel computing applications. A kernel module allows sequential applications to access a PVFS file system through the standard Unix interface. As a result, using PVFS makes it possible to evaluate our ideas using a number of interesting applications. Because of the expected performance penalty PVFS does not support redundancy. As a result of this limitation, PVFS is mostly used as highbandwidth scratch space; important files have to be stored in a low-bandwidth, general-purpose file system.
We have implemented and studied three redundancy schemes for PVFS. The first scheme is a striped, block-mirroring scheme which is a variation of the RAID1 and RAID10 schemes used in disk controllers [3] .
In this scheme the total number of bytes stored is always twice the amount stored by PVFS. The second scheme is a RAID5-like scheme, where parity is used to reduce the number of bytes needed for redundancy. In addition to adapting these well-known schemes to the PVFS architecture, we have designed a novel Hybrid scheme that selects the appropriate redundancy mechanism on the fly. In the Hybrid scheme, RAID5 style (parity-based) is selected for large write accesses, and mirroring for small writes. The goal of the Hybrid scheme is to provide the best of the other two schemes by adapting dynamically to the workload presented by the application.
This paper describes the Hybrid scheme and its performance relative to the other two schemes. We describe the synchronization required to maintain consistency in a distributed RAID and evaluate its impact on performance. We present performance results for applications that use the MPI-IO interface and those that use the sequential interface to PVFS. Since the storage overhead of the Hybrid scheme depends on the workload, we present the storage requirements of the redundancy schemes for the applications that we use.
The paper is structured as follows. Section 2 describes the motivation for our work. Section 3 describes related work. Section 4 gives an overview of the PVFS implementation, and the changes we made in order to implement each of our redundancy schemes. Section 5 presents an analytical model for the different redundancy schemes. Section 6 describes performance results and storage overheads. Section 7 provides our conclusions.
Motivation
Distributed redundancy schemes have been extensively studied in a number of striped file system projects [14] . The application of RAID-like redundancy to striped file systems can be seen as a natural extension of the original, diskarray based RAID design. The most popular schemes used in disk-arrays are RAID1 and RAID5. RAID1 stores two copies of each block on different disks, resulting in high storage and bandwidth overhead. RAID5 organizes storage into stripes and uses partial redundancy: in an -disk array, each stripe consists of ¢ ¡ £ data blocks and one parity block. As a result, the storage overhead is low. Bandwidth overhead is also low for writes that span entire stripes. However, RAID5 has poor performance for writes that update only a portion of a stripe, because the old version of the data and correspoding parity have to be read before the new parity can be computed. In a distributed striped file system, the lack of a single controller introduces new problems for RAID5 not present in disk arrays: writes to the same stripe need to be serialized to preserve consistency. The se- The Hybrid scheme presented in this paper combines the small write performance of RAID1 with the efficiency of RAID5 for large writes. Compared to the RAID5 scheme, it has higher storage overhead. Our work differs from previous projects primarily in our emphasis on performancewe have allowed our design to be more wasteful in terms of storage whenever that could be translated to higher performance. Our approach therefore represents a new point in the design space of distributed redundancy. In rethinking traditional design priorities, we optimized performance seen by the applications at all access sizes at the expense of storage efficiency.
Current technological trends support an approach that privileges bandwidth over storage efficiency. Over the last decade, processor performance and disk capacity have been growing at a rate of approximately 1.6x/year; RAM capacity has grown approximately at 1.4x/year. However, the various components of the physical data path (I/O bus, disk bus, disk bandwidth) have grown at a smaller rate. The bandwidth of the PCI bus has gone from the 132 MB/s of its initial implementations to the current 528 MB/s, for a overall 1.2x/year growth rate. The SCSI bus has grown from 5MB/s to 160MB/s over the course of fifteen years, resulting in a growth rate of 1.25x/year; a comparable rate has been observed for the internal disk bandwidth. The practical consequence of this disparity can be seen in Figure 1 , drawn using historical data from [4] : the ratio of disk size over disk bandwidth (shown as the time required to fill a disk to capacity) has grown tenfold over the last fifteen years.
Related Work
The distributed RAID concept was explored by Stonebraker and Schloss [18] . Examples of early distributed RAID systems include Swift/RAID [10] , Petal [9] and Tertiary Disk [19] . These projects did not implement any variation of the basic RAID levels similar to our Hybrid scheme. A comparison of our approach with these works is shown in [13] .
Zebra [6] , xFS [1] and Swarm [7] combine striping with log-structured writes to solve the small-write problem of RAID5. As a result, they suffer from the garbage collection overhead inherent in a log-structured systems [15] . We use a different storage scheme in order to perform well for a larger range of workloads. The RAID-x architecture [8] is a distributed RAID scheme that uses a mirroring technique. To improve performance, RAID-x delays the write of redundancy, and by employs a storage layout that allows mirrored writes to be batched into large disk accesess. For applications that need high, sustained bandwidth, RAID-x suffers from the limitation of mirroring.
Our work is similar to HP AutoRAID [21] , parity logging [17] and data logging [5] in that it addresses the small write problem of RAID5 by using extra storage space. However, ours is a distributed RAID solution whereas these are meant for centralized storage controllers.
Implementation
In this section we give an overview of the PVFS design and a description of the redundancy schemes.
PVFS Overview
The architecure of PVFS is shown in Figure 2 . PVFS is designed as a client-server system with multiple I/O servers to handle storage of file data. There is also a manager process that maintains metadata for PVFS files and handles operations such as file creation. Each PVFS file is striped across the I/O servers. Applications can access PVFS files either using the PVFS library or by mounting the PVFS file system. When an application on a client opens a PVFS file, the client contacts the manager and obtains a description of the layout of the file on the I/O servers. To access file data, the client sends requests directly to the I/O servers storing the relevant portions of the file. Each I/O server stores its portion of a PVFS file as a file on its local file system. The name of this local file is based on the inode number assigned to the PVFS file on the manager. Figure 3 shows the striping for a PVFS file using 3 I/O servers. Each I/O server has one data file corresponding to the PVFS file in which it stores its portion of the PVFS file. The blocks of the PVFS file are labeled D0, D1 etc. and the figure shows how these blocks are striped across the I/O servers. PVFS achieves good bandwidth on reads and writes because multiple servers can read/write and transmit portions of a file in parallel. PVFS allows applications to spec- 
Figure 3. File Striping in PVFS
ify striping characteristics like stripe block size and number of I/O servers to be used. The same is true of the redundancy schemes that we have implemented, even though redundancy is transparent to clients. The design of our redundancy schemes uses the I/O servers specified by the clients for storing both data and redundancy.
Semantics for Concurrent Writes
In parallel applications, it is common for multiple clients to write disjoint portions of the same file concurrently. PVFS considers this an important access pattern and supports it correctly. However, PVFS does not provide sequential consistency for concurrent, overlapping writes -the result of such writes can be any combination of bytes from the overlapping writes. In implementing our redundancy schemes, we decided to support only concurrent, disjoint writes. Concurrent, overlapping writes can create inconsistencies in our schemes; for example, a data block and its mirror in RAID1 may not be identical after concurrent, overlapping writes to the block.
RAID1 Implementation
In the RAID1 implementation in CSAR, each I/O server maintains two files per client file. One file is used to store the data, just like in PVFS. The other file is used to store redundancy. Figure 4 shows how the data and redundancy blocks are distributed in the RAID1 scheme to prevent data loss in the case of single disk crashes. The data blocks are labeled D0, D1 etc. and the corresponding redundancy blocks are labeled R0, R1 etc. The contents of a redundancy block are identical to the contents of the corresponding data block. As can be seen from the figure, the data file on an I/O server has the same contents as the redundancy file on the succeeding I/O server. As is the case in PVFS, the RAID1 scheme in CSAR is able to take advantage of all the available I/O servers on a read operation. On a write, all the I/O servers may be used but the RAID1 scheme writes out twice the number of bytes as PVFS.
RAID5 Implementation
Like the RAID1 scheme, our RAID5 scheme also has a redundancy file on each I/O server in addition to the data file. However, the contents of these files contain parity for specific portions of the data files. The layout for our RAID5 scheme is shown in Figure 5 . The first block of the redundancy file on I/O server 2 (P[0-1]) stores the parity of the first data block on I/O Server 0 and the first data block on I/O Server 1 (D0 and D1, respectively.)
In contrast to a RAID5 disk-array controller, our implementation of distributed RAID5 requires careful synchronization to ensure that two clients writing concurrently to disjoint portions of the same stripe do not leave the parity for the stripe in an inconsistent state. We implemented a simple distributed locking mechanism for this purpose.
In the RAID5 scheme, when an I/O server receives a read request for a parity block, it knows that a partial stripe update is taking place. If there are no outstanding writes to the stripe, the server sets a lock on the parity block and then re- Figure 5 . The RAID5 scheme turns the data requested by the read. Subsequent read requests for the same parity block are put on a queue associated with the lock. When the I/O server receives a write request for a parity block, it writes the data to the parity file, and then checks if there are any blocked read requests waiting on the block. If there are no blocked requests, it releases the lock; otherwise it wakes up the first blocked request on the queue.
The client checks the offset and size of a write to determine the number of partial stripe writes to be performed (there can be at most 2 in a contiguous write.) If there are two partial stripes involved, the client serializes the reads for the parity blocks, waiting for the read for the lower numbered block to complete before issuing the read for the second block. This ordering of parity block reads avoids deadlocks in the locking protocol.
The Hybrid Scheme
In the Hybrid scheme, the level of redundancy is selected on the fly for every write access. Different sections of a single access can be written to disk using different forms of redundancy according to the following rule. Every write is broken down into three portions: (1) a partial stripe write at the start, (2) a portion that updates an integral number of full stripes, and (3) a trailing partial write. Depending on data alignment and size, portions (1) and/or (3) can be empty. For the portion of the write that updates full stripes, we compute and write the parity, just like in the RAID5 case. For the portions involving partial stripe writes, we write the data and redundancy like in the RAID1 case, except that the updated blocks are written to an overflow region on the I/O servers. The blocks cannot be updated in place because the old blocks are needed to reconstruct the data in the stripe in the event of a crash. When a file is read, the I/O servers return the latest copy of the data which could be in the overflow region.
In addition to the files maintained for the RAID5 scheme, each I/O server in the Hybrid scheme maintains additional files for storing overflow regions, and a table listing the overflow regions for each PVFS file. The granularity of disk Table 2 . Access Time for Small Writes allocation for the overflow regions is the same as the block size. When a client issues a full-stripe write any data in the overflow region for that stripe is invalidated. The actual storage required by the Hybrid scheme will depend on the access pattern. For workloads with large accesses, the storage and bandwidth requirements will be close to that of the RAID5 scheme. If the workload consists mostly of partial stripe writes, a significant portion of the data will be mirrored in the overflow regions, with storage and bandwidth requirements close to that of RAID1.
Analytical Model
In this section we present a simple analytical model to compare the performance of the redundancy schemes.
Let § ¦ & ¡ the time to transfer a block from the client to the I/O server; 6 ¡ the total access time for a request.
We consider large and small write requests separately in the model. We assume that a large write request updates an integral number of full stripes. For a small write request, is less than 3 ¡ £
. Table 1 shows the access times for large write requests. For this access pattern, RAID5 and Hybrid have lower network and disk bandwidth utilization compared to RAID1.
For a small write request, the RAID5 scheme reads data blocks and £ parity block, and writes data blocks and £ parity block. The access times are shown in Table 2 
Performance Results

Experimental Setup
We used two testbeds for our experiments, one consisting of a small experimental cluster with high bandwidth disks, the other of a large production cluster at the Ohio Supercomputer Center. The first cluster consists of 8 nodes with dual 1GHz Pentium III processors and 1GB of RAM. The nodes are interconnected using a 1.3 Gb/s Myrinet network and using Fast Ethernet. In our experiments, the traffic between the clients and the PVFS I/O servers used Myrinet. Each node in the cluster has two 60GB IBM Deskstar 75GXP disks connected using a 3Ware controller in RAID0 configuration. The OSC cluster consists of 128 nodes with dual 900MHz Itanium II processors, 4GB of RAM and a single 80GB SCSI disk, interconnected with a Myrinet network. We used the OSC cluster for experiments requiring more than eight nodes to run.
Decoupling Network Receive from File Write
In the course of our experiments, we discovered a performance problem in PVFS. In PVFS, the I/O servers use a non-blocking receive to get available data from a socket when a file write is in progress. The data received is then written immediately to the server's local file. If the file is not in the cache when the write is being performed, this mode of writing the file can cause severe degradation in performance. The degradation in performance results from blocks of the file being written partially, which causes the rest of the block to be read into the cache before the write is applied. To fix the problem, we implemented a write buffering scheme. In this scheme, each write connection on the server is given a small write buffer whose size is a multiple of the local filesystem block size. Data received from the network is accumulated in this write buffer until the buffer is full or the write is complete. This allows data to be written to file in full blocks if the client access is large enough. All the experiments described below were conducted with the write buffering scheme.
Performance for Full and Partial Stripe Writes
We measured the performance of the redundancy schemes with a microbenchmark in which a single client writes a file in large chunks. The write sizes were chosen to be an integral number of the stripe size. This workload represents the best case for a RAID5 scheme. is because RAID1 writes out a larger number of bytes, and the client network link soon becomes a bottleneck. The RAID5-npc graph in Figure 6 (a) shows the performance of RAID5 when we commented out the parity computation code. As can be seen, the overhead of parity computation on our system is a modest 8%. Figure 6 (b) shows that the bandwidth observed when a single client writes to a large file in one-block chunks. For this workload, RAID5 has to read the old data and parity for each block, before it can compute the new parity. Both the RAID1 and the Hybrid schemes simply write out two copies of the block. The bandwidth observed for the RAID5 is lower than the other schemes. In this test, the old data and parity needed by RAID5 are found in the file system cache of the servers. For larger data sets that do not fit into the server caches, the RAID1 and Hybrid schemes will have a greater advantage over RAID5. 
RAID5 Synchronization Overhead
We measured the overhead added by the locking scheme using a microbenchmark. Figure 7 shows measured bandwidth with 5 clients writing different blocks of the same stripe (in this case, there are 5 data blocks in one RAID5 stripe.) In this graph and in the following RAID0 refers to the original PVFS performance (i.e. striping, no redundancy). The R5 NO LOCK scheme is a RAID5 implementation without the locking code. In this experiment, the R5 NO LOCK scheme transfers the same amount of data between the clients and the servers as the RAID5 scheme, but leaves the parity block inconsistent. It can be seen that in this experiment, locking adds about 20% overhead; this includes the cost of the additional lines of code and the drop in performance due to serialization.
ROMIO/perf Benchmark Performance
In this section, we compare the performance of the redundancy schemes using the perf benchmark included in the ROMIO distribution. perf is an MPI program in which clients write concurrently to a single file. Each client writes a large buffer, to an offset in the file which is equal to the rank of the client times the size of the buffer. The write size is 4 MB by default. The benchmark reports the read and write bandwidths, before and after the file is flushed to disk. Here we report only the results after the flush. Figure 8 shows the read performance for the different schemes. All the schemes had similar performance for read. For RAID1 and RAID5, the behavior on a read is exactly the same as in PVFS. In the Hybrid scheme, there is additional overhead due to the lookup of the overflow table. For the perf benchmark, the results show that this overhead is minimal. The write performance of the benchmark is shown in Figure 9 ; RAID5 and Hybrid perform better than RAID1 in this case because the benchmark consists of large writes. 
BTIO Benchmark
The BTIO benchmark is derived from the BT benchmark of the NAS parallel benchmark suite, developed at NASA Ames Research Center. The BTIO benchmark performs periodic solution checkpointing in parallel for the BT benchmark. In our experiments we used BTIO-full-mpiio -the implementation of the benchmark that takes advantage of the collective I/O operations in the MPI-IO standard. We report results for Class B and Class C versions of the benchmark. The Class B version of BTIO outputs a total of about 1600 MB to a single file; Class C outputs about 6600 MB. The BTIO benchmark accesses PVFS through the ROMIO implementation of MPI-IO. ROMIO optimizes small, noncontiguous accesses by merging them into large requests when possible. As a result, for the BTIO benchmark, the PVFS layer sees large writes, most of which are about 4 MB in size. The starting offsets of the writes are not usually aligned with the start of a stripe and each write from the benchmark usually results in one or two partial stripe writes. The benchmark outputs the write bandwidth for each run. We recorded the write bandwidths for two cases: (1) when the file is created initially. (2) when the file is being overwritten after its contents have been removed from the cache. Figure 10 (a) shows the write performance for the Class B benchmark for the initial write; Figure 10(b) shows the write performance for Class B when the file already exists and is being overwritten. The performance of RAID-5 in Figure 10 (a) drops dramatically for 25 processors. By comparing the reported bandwidth to a version of RAID-5 with no locking (meaning that the parity block could be inconsistent in the presence of concurrent writes), we were able to determine that most of the drop in RAID5 performance is due to the synchronization overhead of RAID-5. When the output file exists and is not cached in memory at the I/O servers, the write bandwidth for RAID5 drops much below the bandwidths for the other schemes, as seen in Figure  10 (b). In this case, partial stripe writes result in the old data and parity being read from disk, causing the write bandwidth to drop. There is a slight drop in the write bandwidth for the other schemes. This drop is due to the alignment of the writes in the benchmark resulting in some partial block updates at the servers. To verify this we artificially padded all partial block writes at the I/O servers so that only full blocks were written, and then repeated the experiments. For the RAID0, RAID1 and Hybrid case, this change resulted in about the same bandwidth for the initial write and the overwrite cases; for RAID-5, padding the partial block writes did not change the bandwidths reported in Figure 10 (a) and Figure 10(b) (results not shown) . The reason is that the preread of the data and parity for partial stripe writes brings these portions of the file into the cache. As a result when the partial block writes arrive, the affected portions are already in memory.
The performance of the schemes for the BTIO Class C benchmark is shown in Figure 11 (a) for the initial write case and in Figure 11 (b) for the overwrite case. The performance of RAID-1 is seen to be much lower than the other two redundancy schemes. The reason is that the caches on the I/O servers start to overflow in the RAID-1 scheme because of the large amount of data written For the case when the file is overwritten, the big drop in bandwidth for the RAID-5 scheme is seen in this benchmark also. For the overwrite case, the bandwidth for Hybrid is about 230% of the other two redundancy schemes.
Application Performance
In this section we present the performance of the various scheme using representative scientific applications and applications kernels.
The FLASH I/O benchmark [11] contains the I/O portion of the ASCI FLASH benchmark. It recreates the primary data structures in FLASH and writes a checkpoint file, a plotfile with centered data and a plotfile with corner data. The benchmark uses the HDF5 parallel library to write out the data; HDF5 is implemented on top of MPI-IO, that in our experiments was set to use the PVFS device interface. At the PVFS level, we see mostly small and medium size write requests ranging from a few kilobytes to a few hundred kilobytes.
Cactus [2] is an open source modular application designed for scientists and engineers. It contains a number of application modules. For our experiments we used a module called BenchIO, a benchmark application that measures the speed at which large amounts of data (e.g. for checkpointing) can be written using different IO methods. We ran the application on eight nodes and we configured it so that each node was writing approximately 400MB of data to a Hartree-Fock [12] is a code for the simulation of the nonrelativistic interactions between atomic nuclei and electrons, allowing the computation of properties such as bond strengths and reaction energies. Three distinct executables comprise the calculation: setup initializes data files from input parameters, argos computes and writes integral corresponding to the atomic configuration, and scf iteratively solves the self-consistent field equations. The number reported for this experiments correspond to the execution time of argos, the most I/O intensive of the three. It writes about 150MB of data, with most write requests of size 16K. In this experiment Hartree-Fock was configured to run as a sequential application, accessing the PVFS file system through the PVFS kernel module. Finally, for BTIO we used the results for the Class B benchmark with 16 processes. Figure 12 . Application Performance Figure 12 shows the total output time for the four applications for different redundancy schemes. Execution times are normalized with respect to the original PVFS (RAID0) execution time. Overall, the Hybrid scheme performs comparably or better than the best among RAID1 and RAID5, confirming the results of the experiments with benchmarks. The only exception is Hartree-Fock, for which however the four execution times are not significantly different (they are within 5% from each other and from RAID0); we attribute this result to the leveling effect of the significant overhead of small disk accesses through the kernel module.
Storage Requirement
We measured the storage requirement of the different redundancy schemes using the same applications described in the previous section. Table 3 shows the sum of the file sizes at the I/O servers for each redundancy scheme. As can be seen, that the amount of extra storage for the Hybrid scheme is highly application dependent.
For these benchmarks, the storage used by the Hybrid scheme is generally close to RAID5, and much less than RAID1. The exceptions are those applications where most of the write accesses are small compared to the stripe size. The FLASH I/O benchmark is such an application, in that it generates a large number of small requests.
For FLASH I/O with 4 processes 46% of the requests were less than 2KB is size. For FLASH I/O with 24 processes, 37% of the requests were less than 2KB in size. The rest of the requests were in the 100KB-300KB range. We show results using two different stripe unit sizes, 16KB and 64KB. With a 64KB stripe unit, there are only a few full stripe writes in the benchmark. For the 64KB stripe unit results, the Hybrid scheme had a larger storage requirement than RAID1. For the 16KB cases, the Hybrid scheme needed less storage. One reason for this is that a smaller stripe unit results in a larger number of full stripes, for which only partial redundancy (parity) is stored. In addi- tion, a smaller stripe unit results in less fragmentation in the overflow regions. While we are not concerned with storage efficiency at this point of the project, it is conceivable that our scheme could be modified to reduce storage requirement. For example the storage used for overflow regions could be recovered by implementing a simple process that reads files in their entirety and writes them in a large chunk. Taking advantage of the previously reported burstiness of I/O activity in scientific applications [16] , this process could be run in the background and activated when the system is under a low load. With such a mechanism, the long-term storage of the Hybrid scheme would be the same as the RAID5 scheme.
Conclusions
In this paper we have described a new scheme for distributed redundancy conceived to maximize the performance seen by the applications. In reassessing traditional design priorities to accommodate current technology trends, we optimized bandwidth across all access sizes in exchange for a reduction in storage efficiency. In our experiments, the Hybrid redundancy scheme performed as well as RAID5 for workloads comprising full stripe writes and as well as RAID1 for small writes. For an important parallel benchmark, the Hybrid scheme substantially outperformed both RAID5 and RAID1.
The potentially larger storage occupation of our scheme is justified by current technological trends that put I/O bandwidth at a premium over disk space. The storage overhead for our scheme is application-dependent and can be mitigated by an appropriate choice of block size. We are exploring garbage collection mechanisms that can be used if storage cost is a concern. We demonstrated our approach by building CSAR, a striped file system obtained by extending PVFS with Hybrid redundancy. Since our scheme does not assume any supporting functionality from the underlying file system such as locks or aggregation of small writes, it can be easily applied to other striped file systems. As part of the CSAR implementation, we have proposed a simple locking mechanism that addresses the consistency problem of distributed implementations of RAID5 redundancy.
Experiments using real applications were facilitated by the presence of standard interfaces. The popularity of PVFS as a file system for high performance computing on Linux clusters makes our results immediately available to the research community.
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