This article is concerned with the regularity of the entropy solution of
Introduction.
Let Ω be a smooth bounded domain of R N such that 0 ∈ Ω. Let 1 < p < N and −∞ < γ < (N − p)/p. We consider the quasilinear elliptic problem where
and f (α,q) := f L q (Ω,|x| α(q−1) dx) .
Problem (1.1) and assumption (1.2) are related with the following Hardy-Sobolev inequality which is an immediate consequence of some well known Caffarelli-Kohn-Nirenberg inequalities (see [8] ). We note that for α, γ = 0 the previous inequality reduces to the classical Sobolev inequality. For α = (γ + 1)r one obtains the Hardy-Sobolev inequality (if in addition γ = 0 and r = 2 one has the classical Hardy inequality). In the last section of this paper we give some examples related to these inequalities and problem (1.1).
The energy setting for problem (1.1) is the weighted Sobolev space D . Under this requirement it is easy to obtain the existence and uniqueness of a weak energy solution u ∈ D 1,p 0,γ (Ω) using the classical results developed in the sixties by Browder and Minty (see [15] ). By a weak energy solution of (1.1) we mean a function u ∈ D
As a consequence of Lemma 1.1 we have that
, with α and q satisfying (1.4), then there exists a unique weak energy solution u ∈ D 1,p 0,γ (Ω) of (1.1).
Remark 1.1
The regularity theory of finite energy solutions of elliptic equations in divergence form, has been investigated by brilliant mathematicians of XX century. The first works by De Giorgi in 1957, [10] , and Nash in 1958, [18] . Later, appeared the papers by Moser [16] , [17] with different proofs. Some more relevant results were given by Stampacchia, Ladyzhenskaya-Ural'tseva, Serrin, etc.
Closer to the result of regularity that we will proved here, there are the C κ regularity results studied obtained in [12] for the linear case: p = 2, −∞ < γ < (N − 2)/2, and in [9] for the nonlinear case: 
we say that a measurable function u is an entropy solution of
and
for every t > 0 and for every v ∈ D
We note that a measurable function
0 (Ω). However, it is possible to define its weak gradient (see Lemma 2.4), still denoted by ∇u.
Bénilan et al. [3] introduced this notion of solution to problem (1.1) for γ = 0 and f ∈ L 1 (Ω). They proved the existence and uniqueness of an entropy solution to problem (1.1). Recently, Peral and one of the authors [1] extended these results to every γ < (N − p)/p. Therefore, we may assume the existence of a unique entropy solution to (1.1),
for all α and q satisfying (1.2). Our main purpose here is to study the regularity of such a solution.
The first result that we prove concerns the regularity of the entropy solution in some appropriate Lebesgue spaces with weights. 
There exists a positive constant C, depending on N , α, γ, and p such that if u is the entropy solution of (1.1), then the following assertions hold:
where in this case the constant C depends also on q.
In order to prove this theorem we take an adequate test function in the entropy condition (1.5). Then, using the Hardy-Sobolev inequality (1.3) with r = 1, we obtain a differential inequality for the distribution function of u with weight |x| −α . Finally, solving this inequality in the different cases of the theorem, we prove the result. This kind of argument was used by Talenti [19] to obtain some a priori estimates for weak energy solutions when α = γ = 0. Recently, Grenon [13] and Alvino et al [2] proved Theorem 1.1 for α = γ = 0 in a similar way.
Our next result concerns the regularity of the weak gradient of the entropy solution u of (1.1) when 1 ≤ q <q. As we said above, if q ≥q then there exists a weak energy solution u ∈ D 1,p 0,γ (Ω). In this last case, higher integrability results are known for the gradient of u when α = γ = 0 (see [11] and [14] ). However, to our knowledge, the techniques used here do not apply in this case.
Theorem 1.2 Letq be defined in (1.4) and
Assume f ∈ E q α (Ω) for some α and q satisfying (1.2). If u is the entropy solution of (1.1) then we have:
Part (i) extends the regularity results by Boccardo and Gallouët [4, 5] for α = γ = 0.
We prove the general case in a similar way, but using the Hardy-Sobolev inequality (1.3) instead of the classical Sobolev inequality. Alvino et al [2] proved part (ii) (and also part (i)) for α = γ = 0. The proof in the general case uses the estimates obtained, in order to prove Theorem 1.1, for the distribution function of u with weight |x| −α . 
and all the assumptions in the lemma hold by (1.2). On the other hand, if q =q then r 2 = p and β = γ, and for q =q one has r 2 = 1 and β = γ − α/p . Now, we make some comments about the critical case α = γp + p. By The-
However, in this special case it remains open to prove that u is a bounded solution. Finally, under the assumptions of Theorem 1.2, one has that r 1 = r 2 whenever α = γp + p, and hence, we obtain |x|
The paper is organized as follows. In section 2 we give the necessary tools to prove our results. Section 3 concerns to the proof of Theorem 1.2. In section 4 we prove Theorem 1.2. Finally, section 5 deals with some explicit examples which show the optimality of our results and the relation between problem (1.1) and the Hardy-Sobolev inequality (1.3).
Preliminaries
We start this section recalling the Caffarelli-Kohn-Nirenberg inequalities (see [8] ).
Lemma 2.1 Let p, q, r, β, σ, γ, and a be real constants such that p, q ≥ 1, r > 0, 0 ≤ a ≤ 1, and
There exists a positive constant C, depending only on the parameters, such that the following inequality holds for all φ ∈ C
if and only if the following relations hold:
As we said in the introduction, Lemma 1.1 is an immediate consequence of Lemma 2.1 and hence we omit its proof. We write Lemma 1.1 for r = 1 since it will be a key point in the proof of most of our results. Lemma 2.2 Let α, γ ∈ R such that α < N and γ < N − 1. There exists a positive constant D, depending only on the parameters, such that
Another consequence of Lemma 1.1 is the following inclusion.
(Ω) for all 1 ≤ r ≤ q we may assume f ∈ Eq α (Ω). Using Hölder inequality, Lemma 1.1 (with r = p), and noting that
We conclude the proof by a standard density argument.
As we said in the introduction, a measurable function u such that
However, it is possible to define its weak gradient as the unique function v satisfying condition (2.10) below. The weak gradient of u is still denoted by ∇u. The following result, proved in [1] , introduces this notion. Proof. The result follows taking v = T s (u) in the entropy condition (1.5).
Lemma 2.4 If u is a measurable function such that T t (u) ∈ D

Estimates in Lebesgue spaces
In order to prove Theorem 1.1, first we obtain some estimates for the distribution function of the entropy solution to problem (1.1). We obtain such estimates using Lemmas 2.2 and 2.5.
Lemma 3.1 Let α be any real number such that
Consider u, the entropy solution of (1.1), and let r 1 be defined in (1.6), and
There exists a positive constant C depending only on N , α, γ, and p such that the following assertions hold: 
for all s, t > 0. (3.14)
On the other hand, using Jensen inequality, we have
for all s, t > 0. From the last inequality and (3.14), we obtain
for all s, t > 0.
Let ψ s,t = T t (u − T s u) and note that ∇ψ s,t = (∇u)χ E s,t . By Lemma 2.2, we have
for all s, t > 0, where
and C is a constant depending only on N , α, γ, and p. Therefore, using (3.15), we obtain
for all s, t > 0. Letting t → 0 we conclude that
and then
where
Recall the assumption α ≤ (γ + 1)p < N . We study the following different cases:
We conclude that V α (t) = 0 if t ≥ t * , where t * is defined in (3.13).
2. If α < (γ + 1)p and q = (N − α)/(γp + p − α), i.e., 1/r 1 = 0, then we obtain the assertion integrating (3.16) in (0, t). Now, we prove Theorem 1.1 as an easy consequence of Lemma 3.1.
Proof of Theorem 1.1. Part (i) follows directly from Lemma 3.1(i). Parts (ii) and (iii) follow from Lemma 3.1(ii)-(iii) by noting
Ω |u| r |x| −α dx = r ∞ 0 s r−1 V α (s) ds.
Estimates for the gradient
In this section we prove Theorem 1.2 using Lemma 2.5 and the estimates obtained in Lemma 3.1.
Proof of Theorem 1.2. Let u be the entropy solution of (1.1) and let V α be defined in (3.12). From Lemma 2.5 and Hölder inequality, we have
for all s, t > 0. Letting t 0 we obtain
and integrating the last expression in (0, t) we get
we obtain, by Hardy-Sobolev inequality (1.3), that
where C > 0 is a constant independent of u and M . In particular, u ∈ D 1,r 2 0,β (Ω). The last assertion of part (i) follows directly from (1.3).
(ii) Let τ 1 := pq/(r 1 + q) and τ 2 := (pγ − α)τ 1 /p. Assume 1 ≤ q <q and note that −r 1 /q + 1 > 0. Since α ≤ (γ + 1)p < N and
we are under the assumptions of Lemma 3.1(iii). Therefore, using (4.18) and Lemma 3.1, we estimate
Examples and applications
In this section we introduce some examples showing the optimality of our results and the relation in some sense between problem (1.1) and the Hardy-Sobolev inequality (1.3).
Examples
1.
We start with an example that shows the optimality of our results. Recall that α, γ, and
Let θ be a real number such that N − θ − pγ > 0 and note that f (x) = |x| −(γp+θ) ∈ L 1 (B 1 (0)). Let u be the unique entropy solution to problem
A direct computation shows that:
Hence, the solution is bounded.
In this case, one has that u ∈ L r (Ω, |x| −α dx) for all 1 ≤ r < +∞.
If θ > p, then
In this last case, the solution u is unbounded and
By analyzing the above example we get easily that the regularity of u obtained in Theorems 1.1 and 1.2 is sharp.
Let us consider the following problem
Assume that there exist positive constants c and m such that
for all t ≥ 0 and a.e. x ∈ Ω.
In the particular case α = γ = 0, it is well known that every weak energy solution u ∈ W 
Note that since (5.23) holds, then m > p and λ > 0. An easy computation shows that
is an entropy solution of (5.22). Moreover, U ∈ D
is an unbounded weak energy solution of (5.22). See [7] for more details in the case α = γ = 0.
Applications
As a direct application we will consider the case p = 2. In [6] , the authors proved a regularity results for problem (5.24) considered bellow using linear arguments. We give here a direct proof of this fact using the results of the previous sections.
Let u be the entropy solution to problem Then it is clear that w solves problem
As an immediate consequence of Theorems 1.1 and 1.2 we get the next corollary. 
