Human can recognize and handle (pick and place) easily the objects with a variety of different shapes, colors, sizes, and humans' eyes are adaptable to various light environments with a certain tolerance. However, it is difficult for robots to recognize deformable objects such as cloth, string, etc., especially if an object is unique. Additionally, there have been difficulties for robots with vision sensors (cameras) to accurately detect and handle objects under various light environments. This paper proposes a cloth handling system that recognizes an unique cloth appeared in front of a robot by a photo-model-based approach. The photo-model-based approach has been adopted since the photo-model can be made at once by taking a photo of the unique cloth. In proposed cloths' pose estimation method, a photo-model projected from 3D to 2D is used, where this system does not need defining the object's size, shape, design, color and weight. It detects the cloth through model-based matching method and Genetic Algorithm (GA). The handling performance by the proposed method with dual-eyes cameras has been verified, revealing that the proposed system has leeway to recognize and handle the unique cloth in lighting varieties from 100 lx to 1300 lx. In addition, 3D recognition and handling accuracy have been confirmed to be practically effective by conducting the recognition/handling experiments under different light conditions.
Introduction
From the instant of birth, human beings are thought to be talented at managing their activities under such variability as climates, light environments, temperatures, etc. While human beings can conduct intended tasks in pending circumstances, an automated robot is not adept at being similarly adaptable. Therefore, the researchers have tried to improve the abilities of automated robots.
Nowadays, industrial robots have been utilized to perform a wide variety of tasks instead of human workers. These automated robots are required to handle a wide variety of deformable objects including cloths, strings, ropes, electric cables and so on. Of course, handling deformable objects is difficult than handling rigid objects. A robot control technology using visual information, called as visual servoing, has been playing an important role in the applications where deformable things are recognized and handled by a robot.
Each item of the deformable target objects has various possibilities of the poses (positions and orientations) to be recognized and handled, requiring ability with respect to both vision-based recognition and visual servoing. In (MaitinShepard J et al., 2010) , the cloth-grasping points are detected using four cameras without using other sensors for a towel folding application by robots. The main task in (Maitin-Shepard J et al., 2010) is to detect the corners of cloth instead of recognition a whole cloth. The recognition of cloth shape based on strategic observation during handling was reported in (Yinxiao Li et al., 2014) . Multi-views from trinocular stereo vision system were used in (Yinxiao Li et al., 2014) . The appearance of deformable cloth is susceptible not only to how they are placed in the view of the camera but also the light condition that is one of main difficulties in visual servoing. Even though deformable cloths are handled in (Maitin-Shepard
System configuration
The developed vision-based robot system is shown in Fig. 1 . In Fig. 1 , the dual-eyes cameras that are fixed at the end-effector of a PA-10 robot perform the cloth recognition and pose estimation process based on the digital photo model. (Note that the term "photo model" will be used throughout the present paper from now on to shorten the word and to align with our previous papers.) The cloth absorption pads as shown in Fig. 1 are possible to perform the absorption of the target object (cloth). The aim of the PA-10 robot using proposed system is to pick up the cloth after recognition it and set the cloth into a desired collection box as shown in Fig. 1 . Figure 2 represents the cloth handling system that consists of robot with a cloth's pose measuring dual-eyes sensor unit, which includes transport conveyor. There are three cameras (vision sensors) in this configuration. After a cloth being input on the conveyor from right-hand side of the figure, the single camera makes the photo model. The model would be used to recognize the cloth and to measure the cloth's pose at the left-hand side, where the cloth is picked up and set inside an mailing box by the robot.
An unique cloth may be recognized by barcode if attached at the cloth, but the photo-model-based whole cloth recognition is indispensable for non-erroneous identification of the unique cloth. Of course the photo-model-based recognition may be combined with barcode for enhanced reliability. After recognizing and estimating the pose of the target Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) cloth, handling the cloth was performed to pick and place the cloth. The proposed photo-model-based cloths recognition system is intended to save the cost of staff workers and to get better performance and higher accuracy than human workers. Moreover, this system is aimed at being applied in the real world, regardless of lighting conditions varieties. Therefore, the robustness of the proposed system against different illuminations was verified experimentally in this study.
Cloth absorption pads
Target object (Cloth) PA-10 robot Collection box Dual-eyes cameras Fig. 1 A photo of a cloth handling robot system with dual-eyes cameras: PA-10 robot is equipped with two cameras (vision sensors are used as dual-eyes vision system) for recognition and vacuum cups (four absorption pads by the air compressor possible to perform the pick and place of the target object (cloth)) for handling. In the test, the robot picks up the cloth and places it into the collection box. 
Transport conveyor
Four suction pads Collection box Fig. 2 System configuration of a cloth handling system: During the application process, the cloth moves along the conveyor automatically. The single camera set at the entry point of cloth in the beginning of conveyor is used to generate a photo model. The left and right cameras which are attached at the end-effector of the PA-10 robot are used to recognize and estimate the pose of the cloth that appears in the field of view of two cameras using generated model. The cloth handling application of Fig. 2 is as same as the application process of Fig. 1 . Figure 3 shows a perspective projection of the dual-eyes vision system. The coordinate systems of dual-eyes cameras and the target object (cloth) in Fig. 3 consist of world coordinate system Σ W , j-th model coordinate system Σ M j , hand coordinate system Σ H , camera coordinate systems as Σ CL and Σ CR , and image coordinate systems as Σ IL and Σ IR . In Fig.  3 , the position vectors of an arbitrary i-th point of the j-th 3D model Σ M j based on each coordinate system are as follows:
Kinematics of stereo-vision
• 
where M r j i is predetermined as fixed vectors since Σ M j is fixed on the j-th model. CL r j i that represents the same i-th point on j-th model based on Σ CL is also calculated by using
Since q can be measured by robot's joint sensors, it could be thought to have been known, then q is omitted hereafter. Equation (2) represents the projective transformation matrix P k .
where,
position of the i-th point in the camera sight direction in Σ CR and Σ CL , • f ; focal length,
The position vector of the i-th point in the right and left camera image coordinates IR r j i can be described by using
Then, IR r j i can be described as,
where IL r j i can also be described as the same manner like IR r j i .
Cloth model generation
There are two main portions in the proposed robot handling system. The first portion is for cloth model generation and the latter is for relative pose estimation of actual cloths using generated model through model-based matching method. This subsection is to describe the first portion.
The hue value in HSV color representation is used to describe cloths' photo-model that comprises positions of plural pixel dots and the hue value of each dot. By using the hue value, it is possible to make the color recognition tolerable Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) against the lighting condition varieties, which is given by the character of HSV representation. In the proposed system, three cameras are used as the vision sensors. Among them, the first camera is used for generating a model, which is depicted at the right-hand-side in Fig. 2 . The model generation process is represented in Fig. 4 . Firstly, a background image is captured by the first camera as shown in Fig. 4 (a) and the averaged hue value of the background image is calculated. Then, the cloth comes in on the conveyor with the green background as shown in Fig. 4 (b) . In Fig. 4 (c) , the hue value of each predefined pixel point in the image is compared with the averaged hue value of the background image, then the area of cloth is detected. The set made by dots on the cloth is named as S in . The dots defined in enveloping strip around the S in constitutes a set of S out . The combined set S with S in and S out made of dots' position and the hue color of the dots represents the photo-model that is used for recognizing the single/unique cloth and estimating the cloth's pose. The procedure is explained next subsection.
3D model-based matching
3D pose of the 3D model, including three positions and one orientation represented by angle, are defined as φ
T . The angle θ is an angle around the normal direction of the clothing bench, that is θ is around z-axis of Σ M j as shown in Fig. 3 . The upper side of the Fig. 5 shows the appearance of a generated 3D solid model in the 3D searching space, and the left and right 2D searching models (sub-figures on the left and right bottom of Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) (c) S ୧୬ space of model is shown by black points group 
Definition of the fitness function
The correlation function between the projected model and the actual cloth images input from the dual-eyes cameras attached at the end-effector is used as a fitness function (Minami M et al., 2003) . In the fitness distribution, the valuable of position and orientation to give the highest peak represents the best pose of the model that coincides with the captured cloth's images from the left and right cameras as shown in Fig. 5 . Then the pose φ j M that gives the peak can be thought to be representing the true pose of the target cloth that is placed in the 3D searching space as shown in Fig. 5 . The concept of the fitness function in this study can be said to be an extension of the work in (Minami M et al., 2003) , in which different models including a rectangular shape surface-strips model was evaluated using images from a single camera. The correlation between the projected models including a pose of φ j M and captured images with actual cloth that were projected on the left and right 2D searching areas is calculated by Eqs. (5) 
The points on a 3D matching model, S (φ • S L,in ; the inside area projected to left image plane,
; the hue value of the left camera image at the point •H B ; the average hue value of the background image. The next Eqs. (6) and (7) 
Equations (6) and (7) are designed to provide a peak in the fitness value distribution, F(φ j M ) when φ j M coincides with the true pose of the target cloth, which has been confirmed by . Figure 6 (a) shows j-th model, real cloth (target object), the evaluation points of Hue value,
, and those in outside strip S L,out . Figure 6 (b) shows a situation that the overlapping area of real cloth and the model increased than the one depicted in (a). The hue value of the left camera input image at the point IL r 
. This represents photo model overlaps to the real cloth projected in left camera image in S in , which are represented by dots designated by (A) in Fig. 6 (b) . In this case the fitness value would be increased with the voting value of "+2." The fitness value will decrease with the value of "-0. , Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) (b). Then "-0.005" is given as a penalty to decrease F(φ j M ). Otherwise, the fitness value will be "0." Similarly, in Eq. (7), if the hue value of each point in the left camera image lying in S L,out has similar value to the average hue value of backgroundH B with the tolerance of 20, the fitness value will be increased with the value of "+0.1." This means S L,out strip area surrounding S L,in overlaps the green background, expressing the model and the clothes overlap rather correctly as (C) in Fig. 6 (b) . Since this situation means that the model's position and orientation matches to the real cloth, plus points "0.1" is given to the function p L,out , which is described in Eq. (7). Otherwise, the fitness value will decrease with the penalty value of "-0.5." This represents points on S L,out overlaps with the real cloth as (D) in Fig. 6 (b) . How designed fitness function explained above is effective and provides the robustness against illumination and lighting source varieties is described in section 5.2.
Left camera image
S ,୧୬
y j-th model
Real cloth
, that is i-th point of j-th model, which is projected on left image whose pose φ j M is given by evolutionary process of GA.
Real Cloth (b) Classification of evaluation points (A)∼(D) on the photo model is based on the cases in Eqs. (6) and (7). (A) represents points that satisfy the first case of Eq. (6), 
Genetic Algorithm
The main problem of searching for the true pose of the object can be converted into an optimization problem because the fitness function has been designed to give the maximum value if and only if the pose of the model (GA's gene represented by φ j M ) and the target object coincide with the image in the 3D space . The maximum value of the fitness function can be searched by a number of optimization methods. Among them, Genetic Algorithm (GA) is applied to find the maximum value as an optimal solution because of its simplicity, effectiveness and easiness to implement. Figure 7 shows the GA's evolution process in which 3D models converge into the real target object (cloth). In Fig.  7 , a target object is represented by cloth-shape and models are represented by a rectangular-shape with dotted lines. The models have same shape and same color information with the target object since the model is made of the photograph of the target cloth. But each model has a different pose φ j M (j=1, 2, ..., 60) as shown in Fig. 7 . The 60 individuals of GA are used in this experiment. Each individual's chromosome consists of four variables. Each variable is coded by 12bits that can easily implement to get the optimal solution. The first three variables of a model in 3D space (t x , t y , t z ) are represented as the position and the last one θ means angle around z-axis of Σ M j shown in Fig. 3 . And then, the genes of GA representing possible pose solution is defined as below; Vol.12, No.2 (2018) next generations. In the final generation, the gene that gives the highest fitness value stands for the most trustful pose as shown at bottom-right part in Fig. 7 Figure 8 shows the experimental layout and the coordinate systems of the cloth-handling robot, i.e. the world coordinate system (Σ W ), the hand coordinate system (Σ H ) and the cloth coordinate system (Σ M ) that are used in the experiments respectively. The Σ M that defines the center position and neutral orientation is set at x=0 [mm], y=0 [mm], z=685 [mm], with respect to Σ H . The offsets of the robot-base center and work table center in x-direction, y-direction and z-direction are described in corrected new Fig. 8 Fig. 8 . The structure of the robot also has been depicted in Fig. 9 with the lengths of all links being shown in the figure. Figure 10 shows the 12 different cloths samples (No.1∼ No.12 ) that have been chosen by collaborating company, T2K. Each cloth used in this experiment has different colors, sizes, shapes, and weights. This paper focuses on both the recognition tolerance in light varieties and handling accuracy. All 12 cloths are recognized and handled individually to confirm the influence of illumination on recognition and handling accuracy. The authors assumed that the clothing condition in the real implementation be packed in the plastic bags. The proposed method can use even reflections on plastic bag as a recognizable information in images. Even though the reflection could be changed at times depending on some happenings, and it may disturb the recognition, total accuracy could be within allowable extent for practical operations.
Experimental environment
Since the thickness of the 12 cloths are different as shown in Table 1 , the handling robot needs to detect the distance from the origin of the Σ H to the surface of the vinyl package of the cloth. The authors have chosen dual-eyes pose estimation method as shown in Figs. 1 and 8 that has been used for visual servoing (CUI Y et al., 2015) ∼ (Funakubo R et al., 2017) , since the method has been proved to be practical and credible. Depending on the application of this proposed system, two cameras (vision sensors are used as dual-eyes vision system) for recognition and vacuum cups (four absorption pads by the air compressor possible to perform the absorption of the target cloth) for handling are attached at the end-effector of the PA-10 robot. The distance between two cameras is 323. Table 1 ). Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) 5. Experiments
Accuracy with fixed illumination
In this section, each pose (x, y, z in Σ H in Fig. 8 and θ around z-axis) of all cloths in Table 1 is estimated 1000 times repeatedly under fixed illumination of 700 lx. The average pose estimation errors and their extent of ±3σ of all cloths (No.1 ∼ No.12) are shown in Fig. 10 . Errors and the extent of ±3σ concerning x and y positions of all 12 cloths are less than 10 [mm], and those of θ is less than 10 [degree] with the probability of 99.7%. However, the errors of z direction is less than 30 [mm], which is 3 times bigger than the cases of x and y. The numerical data of Fig. 11 are listed in Table 2 . The frequency distributions concerning x, y, z, θ of cloth No.6 are shown in Fig. 12 . We have chosen No.6 to show actual data repeated 1000 times, where the reason of the choice of No.6 is that the cloth represents comparatively large 3σ value in x, y and z direction. From the graph of (c) in Fig. 12 , the recognition system tends to miscalculate the z value to be nearer than the one in fact (the minus value indicates nearer position). Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) Angle error [degree] (d) frequency distribution of error in θ direction Fig. 12 Frequency distribution concerning x, y, z and θ of cloth No.6 that has been resulted by conducting 1000 times recognition experiment. Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) 
Robustness confirmation against illumination and lighting source varieties
If the lighting source changes (e.g. light bulb, fluorescent lamp, mercury-arc lamp, sunlight, etc), it will be necessary to check the robustness of the system against different light sources. We have already confirmed the verification of illumination variations under two different lighting sources. Three different illumination conditions (100 lx, 700 lx, and 1300 lx) using fluorescent light and light-emitting diode (LED) separately were given as experimental environments in (Funakubo R et al., 2017) . In (Phyu, Khaing Win, et al., 2017) , five different illumination conditions (100 lx, 400 lx, 700 lx, 1000 lx and 1300 lx) using fluorescent light and light-emitting diode (LED) were separately simulated for experiments. Fluorescent light was used for the experiments of the present paper. Figures 13 and 14 show the fitness distributions for position and orientation of cloth No.3 under the five different illuminations (100 lx, 400 lx, 700 lx, 1000 lx and 1300 lx) and the two different lighting sources ( Fig. 13 ; fluorescent light and Fig. 14; LED) . In the experiments, cloth No.3 was chosen because of its distinct characteristics such as colorful patterns, small size and light weight. According to experimental results in Figs. 13 and 14 , it can be seen that the height of the peak of the fitness distribution changes with illumination variations. The difference between the height of fitness distribution in position under 100 lx and 1300 lx can be clearly seen in Figs. 13 (a) and 14 (a) . Even though the height of the peak changes with illumination strength, it can be seen from Figs. 13 and 14 that there exist peaks at the position of the cloth, and the positions represented by the peaks are maintained in all cases. It means that the proposed system is robust against illumination and lighting source varieties. The reason why the system is robust is that the searching problem is converted into the optimization problem in our proposed system. The conversion enables the pose estimation system to be robust against lighting condition varieties since the optimization procedures do not care about height of the peaks, but the existence of the highest peak at the pose to be estimated. These Figs. 13 and 14 are introduced from our previous paper (Phyu, Khaing Win, et al., 2017) .
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Handling experiment
Regarding the handling of clothing by the PA-10 robot, the four absorption pads that are inhaled by air pump are used for picking up the cloth and putting into the collection box automatically. Figure 21 shows the four absorption pads used in the experiment. Even though the required accuracy for grabbing is not high, but it relates to handling accuracy finally, which has been confirmed and been shown in Fig. 22 . This has shown that the proposed system can be useful in practical view point. In the mail order system of the company T2K, human workers classify and handle a large number of cloths manually every day. The robot to help human workers should be capable of automatically handling to classify cloths. Results of 100 times handling experiment at different light conditions (100 lx, 400 lx, 700 lx, 1000 lx and 1300 lx) were summarized in Table 5 numerically and shown in Fig. 22 . Table 5 lists the numerical data of average error and standard deviation ±3σ when handling No.2 cloth. As being depicted that maximum 3σ of z-axis is about 30 [mm] , the hand of the robot needs some adaptive mechanism to pick up the cloths, like spring-rubber siphon absorbing mechanism to adjust possible z-axis hand position errors. Since the horizontal position errors in x, y-axis are less than 10 [mm] and orientation error is roughly less than 15 [degree], the proposed handling robot can insert the cloths into a box with a size being 20 [mm] larger the biggest size of the cloths' varieties. Then the experimental results as shown in Fig. 22 and Table 5 have confirmed experimentally that the proposed system is able to handle the 12 different cloths (No.1 ∼ No.12) under different light conditions without the need for human assistance. Phyu, Funakubo, Hagiwara, Tian and Minami, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.12, No.2 (2018) 
Conclusion
Verification of the unique cloth recognition and handling performance using the photo-model-based cloth recognition under different illuminations under 100 lx to 1300 lx is presented. In addition, the handling performance by PA-10 robot has been verified. The experimental results indicated that errors and the extent of ±3σ concerning x and y positions of all 12 cloths are less than ±10 [mm], and those of θ around z-axis is less than 10 [degree] with the probability of 99.7% in recognition experiment with illumination varieties. According to the experimental result, the proposed system has been confirmed to be able to recognize and handle the 12 unique cloths under different light conditions without the need for human assistance.
