During the last few years different video-surveillance systems have been developed based on video processing and using different techniques. This surveillance system generally seeks to track people (and/or vehicles) moving through a scene, to classify the behaviors of each track, and to identify whether these behaviors can be considered normal or abnormal. All Automated surveillance systems require some mechanism to detect interested objects in the field of view of the sensor. Once objects are detected, the further processing for tracking. In my paper a method is described for tracking moving objects from a sequence of video frame. This method is implemented by using optical flow (Horn-Schunck) and Region filtering in matlab simulink. The objective of this paper is to identify and track a moving object within a video sequence for both Abrupt change video as well as Gradual change video in video surveillance.
INTRODUCTION
During the last few years different video-surveillance systems have been developed based on video processing and using different techniques. The Video -surveillance systems, normally using imagery from CCTV cameras as their input can range from simple movement detection equipment to very sophisticated "intelligent" scene analysis devices. [1] Video is the technology of electronically capturing, recording, processing, storing, transmitting, and reconstructing a sequence of still images representing scenes in motion. Surveillance is the monitoring of the behavior activities, or other changing information, usually of people for the purpose of influencing, managing, directing, or protecting. [1] The use of video camera to transmit a signal to a specific place, on a limited set of monitors is called Video Surveillance. Interest in video surveillance techniques has grown significantly in the years. This interest has led to a surge of Closed Circuit Television (CCTV) cameras being installed in public areas for surveillance-a departure from the traditional use by private companies for property protection. [2] This application generally seeks to track people (and/or vehicles) moving through a scene, to classify the behaviors of each track, and to identify whether these behaviors can be considered normal or abnormal (significant). So in this paper we are using optical flow analysis and Blob analysis to determine changes occur in scene of video [1] .
VIDEO SURVILLANCE Fig 1: Architecture of the implementation of video surveillance
The main objective of the Video Surveillance is to detect and track the moving object and changes in scene occur through video sequence. Here the framework is carried out using the image processing steps such as; Video processing, frame display, background subtraction, edge Detection, segmentation and finally the object is detected and then tracked.
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Fig 2: Flow Chart of Video Surveillance
First, the videos are separated as frames and pre-processing method is used for the colour conversion to subtract the foreground objects from the background, and background subtraction is used to find the total or sudden change in intensity in the video. Edge detection is performed as the middle wok and to extract the boundary of the object from the background segmentation module is executed. Finally tracking will be carried out. [3] This proposed framework combines the existing and recent techniques of video processing techniques for Video Surveillance system. The output of the system delivers a simulink -based application development platform intended for Video Surveillance system.
Pre-processing -Pre-processing is mainly used to enhance the contrast of the image, removal of noise and isolating objects of interest in the image. Pre-processing is any form of signal processing for which the output is an image or video. [4] Background subtraction -It is a computational vision process of extracting foreground objects in a particular scene. The automated surveillance systems require some mechanism to detect interested objects in the field of view of the sensor. Once objects are detected, the further processing for tracking and activity is limited in the corresponding regions of the image. In vision based systems following detection methods are used one of which is background subtraction this method takes initial frame as the base frame and subtracts all the other frames from it. [5] Segmentation -The processing of subdividing the image into its constituent parts or object is called image segmentation. [6] Segmentation based on Edge DetectionEdge detecting is a collection of very important local image pre-processing method used to locate changes in the intensity function. An edge is a property attached to an individual pixel and is calculated from the image function behaviors in a neighborhood of that pixel. Edge takes a gray scale image as its input, and returns a binary image of the same size as the input image, with 1's where the function finds edges and 0's elsewhere [6] . There are various different Operators of edge detection they are - [7] . It provides a set of routines for converting between RGB and other colour spaces. The image processing functions themselves assumes all colour data in RGB and process an image that uses a different colour space
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by first converting it to RGB, and then converting the processed image back to the original colour space.
(a) (b) 
OPTICAL FLOW
Optical flow is a technique which determines the "distribution of apparent velocities of movement of brightness patterns in an image". The Optical Flow block estimates the direction of object motion from one image to another or from one video frame to another using either the Horn-Schunk or the the Lucas-Kanade method. In these we are using Horn-Schunk method as it effectively minimizes distortions in flow thus giving solutions which show more smoothness [9] . 
THRESHOLDING & REGION FILTERING
Thresholding is a fundamental method to convert a gray scale image into a binary mask, so that the objects of interest are separated from the background. Region filtering is used to extracts moving object from video. 
Thresholding
Thresholding is a fundamental method to convert a gray scale image into a binary mask, so that the objects of interest are separated from the background. In the difference image, the gray levels of pixels belonging to the foreground object should be different from the pixels belonging to the background. Thus, finding an appropriate threshold will solve the localization of the moving object problem [10] . Here we have implemented thresholding using Otsu's approach
Segmentation based on Region filtering
To extract feature from the object, the image has to be subdivided into constituent parts or objects. The process of sub dividing the images into its constituent parts or objects is called image segmentation. Edge detection is used as segmentation technique. [11] 
Blob Analysis
The Blob Analysis block is use to calculate statistics for labeled regions in a binary image. [12] The block returns some quantities, such as the Centroid as values that represent spatial coordinate locations. For information about how pixel and spatial coordinate systems are defined in Video and Image Processing [13] . The Blob Analysis block processes the binary frames for use in both systems monitoring and tracking. 
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FINAL SIMULINK BLOCK
This final block of simulink of our Video surveillance system shown in Fig.11 can track object in both abrupt change video as well as Gradual change video. Fig.12 shows the result of video surveillance system for Gradual change video and Fig.13 shows the result of video surveillance system for abrupt change video. The evaluation of the proposed method is performed by comparing with other methods and the ground truth. For this reason we employ the "recall" and "precision" ratios:
Where Nc is the number of correct detections, Nf the number of false ones and Nm the number of missed ones.
So through these Recall and precision value we evaluate that proposed video surveillance system gives better performance for both Abrupt scene change video as well as Gradual scene change video. Result of scene change detection for abrupt and gradual video is shown in table 1 and table 2 
CONCLUSIONS & RESULTS
The problem of tracking objects in a scene hinges on two main factors: the speed to process the video in real-time and the accuracy to distinguish between contacts moving in the scene. In this paper we have shown that through use of Optical Flow Analysis and Region Filtering it is possible to track contacts through a scene in real-time and identify some basic contact behaviors in both Abrupt change as well as Gradual change video. The Optical Flow Analysis is an iterative process to determine the best approximation to the optical flow between video frames.
The objective of tracking is to associate target objects in consecutive video frames. Videos and images from open source can be accomplished and so it can be easily implemented and its usage is wider. Implementation of this methodology using Simulink blockset is more useful for security and video surveillance. This system also provides additional services such as information about the location and identity of objects at different points in time is the basis for detecting.
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