We study a generalized dissipative Gross-Pitaevskii-type model arising in the description of exciton-polariton condensates. We derive rigorous existence and uniqueness results for this model posed on the one dimensional torus and derive various a-priori bounds on its solution. Then, we analyze in detail the long time behavior of spatially homogenous solutions and their respective steady states. In addition, we will present numerical simulations in the case of more general initial data. We also study the corresponding adiabatic regime which results in a single damped-driven Gross-Pitaveskii equation and compare its dynamics to the one of the full coupled system.
Introduction
Exciton-polaritons are hybrid light and matter quasi-particles of bosonic type. They arise from the strong coupling of photons with the electromagnetic dipolar moment of excitons, i.e., electron-hole pairs in semiconductors, see [7] for a general introduction. The experimental realization of Bose-Einstein condensates (BECs) of such exciton-polaritons has triggered the emergence of an exciting field of physical and mathematical research. In contrast to more classical BECs in ultracold atomic gases, this new type of condensates have the crucial novelty of being an intrinsically non-equilibrium system. The latter is due to the finite lifetime of polaritons, which requires one to continuously replenish the condensate via optically injected high energy excitations. In turn, this implies that any (stable) stationary state results from a dynamical balance of pumping and losses.
To describe such systems, from a mathematical point of view, the simplest possible approach is based on a mean-field model of Gross-Pitaevskii type, cf. [9] for a broad overview. Such a model has been proposed in [17, 18] and formally derived in [12] through a quantum kinetic derivation. It consists of a generalized opendissipative Gross-Pitaevskii equation for the macroscopic wave-function ψ of the polaritons, coupled to a simple rate equation for the exciton reservoir density n. In one spatial dimension (valid for, e.g., micro-wires) and using non-dimensionalized units, the model reads as follows:
∂ t n = P − (R|ψ| 2 + β)n, subject to initial data (1.2) ψ| t=0 = ψ 0 (x), n| t=0 = n 0 (x), x ∈ T.
Above, g > 0 denotes the strength of the (repulsive) self-interaction of the polaritons, λ > 0 describes the coupling of the condensate to the reservoir, and β, α > 0 are the respective polariton and exciton loss rates. In actual experiments, one usually has β α, see [9] . In addition, R > 0 is the rate of stimulated scattering from the reservoir to the condensate, and, finally, P > 0 is the exciton creation rate. For simplicity, the latter is assumed to be constant throughout the spatial domain, but the case of an x-dependent P has also been considered, cf. [6, 8] . In our analysis, we will consider (1.1) on the one-dimensional torus of length |T|. This choice is not only mathematically convenient but also physically motivated by the fact that a stable condensate can only form in a spatially confined system. If, instead, we would take x ∈ R, an additional confining potential would need to be taken into account, which significantly complicates the mathematical analysis. We mention, however, that the restriction to one spatial dimension is purely for notational convenience, and that the majority of our results generalize in a straightforward way to higher dimensions.
In the following we will be interested in deriving various analytical results for solutions to (1.1), concerning their existence and uniqueness, as well as their long time behavior. In order to gain more qualitative insight, we shall also perform several numerical simulations of the system (1.1), and some of its simplifications.
To be more precise, the rest of the paper is organized as follows: In Section 2 we shall derive some basic local in-time well-posedness results for the initial value problem associated to (1.1) . Afterwards, in Section 3 we shall derive various a-priori estimates and the solution which will give a first insight in its long-time behavior. In there, we shall also conclude global in-time existence of a slightly simplified averaged model system. We return to the full model (1.1) in Section 4, where the particular case of spatially homogenous initial data is considered. In this case, (1.1) simplifies to a system of ordinary differential equations, which we shall analyze in detail. In particular we explicitly determine the associated steady states and the qualitative of the solution locally near to these equilibria. The case of more general initial data is then considered in Section 5, where we shall perform several numerical simulations to determine the qualitative properties of solutions to (1.1) and their respective long-time behavior. Finally, we shall study the so-called adiabatic regime in section 6. In this limiting regime, the original system (1.1) simplifies to a single damped-driven Gross-Pitaevskii equation for ψ, whose solution we will study and compare to the full model.
Existence of smooth solutions
In this section, we shall prove existence of smooth solutions (forward in-time) to the initial value problem (1.1)-(1.2). For simplicity, we denote
for t ∈ [0, ∞) and x ∈ T. Using this, we can rewrite (1.1)-(1.2) in the following form
with U 0 = (ψ 0 , n 0 ) , and
as well as
Note that f (0) = (0, P ) . By means of Duhamel's formula, we can rewrite (2.1) as an integral equation for U , i.e.
Next, we introduce the following Sobolev space
. We shall choose s > 1/2 and prove existence of a unique local in-time solution U ∈ C([0, T ); H s ) by using a fixed-point argument applied to (2.4) . To this end, the following lemma is key.
Repeated use of the facts that (i) H s (T) is an algebra for all s > 1/2, and (ii) polynomials of the form ψn − φm can be factored as
together with the assumption ψ, φ, n, m ∈ B M (0) yields
We are now ready to prove the first main result of this work:
, depending continuously on the initial data. Furthermore, the solution U is maximal in the sense that if T max < ∞, then
Proof. We first prove existence and uniqueness. We define the Banach space X := C([0, T ); H s ), where T > 0 is to be determined below. Let U 0 H s M and consider the subspace
Then K is a closed subspace of X, so it is a complete metric space, and we can apply Banach's fixed point theorem, provided Φ maps K into itself and there exists θ ∈ (0, 1) such that
To this end, we first notice that, since e − i 2 t∂ 2
x is a unitary group on every H s (T), s ∈ R, and β > 0, we have the following bound on the linear time-evolution generated by (2.2):
It follows that
where we have used the triangle inequality and Minkowski's inequality. We now invoke Lemma 2.1, which gives
so that, taking V = 0, we have, by triangle inequality
Note that in the case of a constant exciton creation rate P > 0, we explicitly have:
We use this, together with the assumption that U ∈ K, to obtain
where C is a constant depending on M . Therefore, choosing
we have that Φ(K) ⊆ K. To show that Φ is a contraction on K, we again use (2.6), to obtain
with the same T chosen above. Banach's fixed point theorem consequently implies that there exists a unique fixed point U ∈ K such that Φ(U ) = U . This U is the unique solution to (2.4) in K.
In fact, the solution U is unique in X, not only in K. This is because our choice of T , together with the fact that we have chosen U 0 H s M , ensures that any solution U ∈ X actually belongs to K. To see this, let U be a solution of (2.4).
Then we have
It follows that U X 2M , so U ∈ K.
Having obtained a unique local solution for t < T , we can now extend it (uniquely) to a maximal solution on some time interval [0, T max ), where either
since otherwise the solution could be extended, by continuity, past T max , which is a contradiction.
Finally, continuous dependence on initial data follows by a classical Gronwallargument: Indeed, for U 0 , V 0 ∈ H s , we find
where C > 0 is the same Lipschitz constant as before. Thus
which proves the claim.
Classical arguments (see, e.g. [10] ) imply that the existence time T max > 0 obtained above, does not depend on the choice of Sobolev index s > 1/2, i.e., we have persistence of regularity on the maximal time-interval. We shall use this fact below to justify some of the formal calculations used to derive various a-priori estimates. The above local existence result straightforwardly extends to the higher dimensional setting by requiring s > d/2.
3.
A priori estimates and global existence for an averaged model 3.1. Basic estimates on the total mass and reservoir density. For solutions (ψ, n) ∈ C([0, T max ); H s (T)), and s > 1/2, we define the total mass M (t) as the sum of the individual masses of the condensate and reservoir, i.e.
Note that M r is well-defined, since T n dx n L 2 |T| < ∞.
We then have the following a-priori estimate.
Lemma 3.1. Let (ψ, n) ∈ C([0, T max ); H 1 (T)) be a solution to (1.1). Then its total mass M (t) is uniformly bounded. More precisely, we have
where γ = min{α, β}. In the case α = β, this estimate becomes an equality and thus, if T max = +∞, we find
Proof. Below, we assume that the initial data is sufficiently smooth, say ψ 0 , n 0 ∈ H 3 (T). In view of Theorem 2.2, this yields a solution (ψ, n) ∈ C([0, T max ); H 3 (T))∩ C 1 ((0, T max ); H 1 (T)) for which all subsequent computations are rigorously justified. Invoking a standard density argument (see, e.g., [16] ) combined with the continuous dependence on initial data (and the asserted persistence of regularity), then allows us to conclude the estimate also for H 1 -solutions.
Multiplying the first equation in (1.1) by ψ, integrating over T, and taking the real part, we obtain
Similarly, integrating the second equation in (1.1) over T gives
with γ = min{α, β}. Integrating in time, yields
In the case where α = β we see that this inequality actually becomes an equality.
Of course, this lemma directly implies that for all t ∈ [0, T max ):
where here, and in the following, we denote
We can also use the lemma above to deduce a bound on the L 2 -norm of n:
Proof. We again assume that, in a first step, the solution pair (ψ, n) is sufficiently smooth to justify the computations below. A density argument then allows us to extend them to solutions in (ψ, n)(t, ·) ∈ C([0, T max ); H 1 (T)).
Multiplying the second equation in (1.1) by n and integrating in x, yields
and thus
, in view of (3.1). Integrating this estimate in time, then yields the assertion. Remark 3.3. In a similar fashion, one can obtain bounds on higher order L p -norms of n. Also note that these estimates can be generalized to the case of non-constant exciton creation rate
would yield the analogue of Theorem 2.2 with a non-constant exciton creation rate.
The estimates above are not sufficient to conclude T max = +∞. However, they do show that the only obstruction to global existence for solutions (ψ, n)(t, ·) ∈ H 1 is the possibility that
Unfortunately, we currently cannot rule out this scenario for solutions to (1.1), a fact that is reminiscent of the Schrödinger-Debye system of laser optics, where a similar problem arises, see, e.g., [4, 11] . There, one can overcome this issue whenever x ∈ R with the help of global in-time Strichartz estimates. The latter, however, are more involved in the periodic setting and require a finer analysis (see also the remark below). The situation becomes better, if we are willing to slightly modify the original system (1.1) and instead consider an averaged model as we shall do in the section below.
Remark 3.4. An alternative strategy would be to consider "rough" solutions (ψ, n)(t, ·) ∈ L 2 (T)⊕L 1 (T). At least formally, the a-priori estimates obtained above would then allow us to infer global in-time existence. The problem in this setting, however, is to obtain a rigorous proof of local in-time existence (and uniqueness) for such rough solutions. The main issue is the fact that the equation for n does not yield any additional regularity, which makes it hard to control expressions such as n|ψ| 2 . We plan to come back to this question in a future work, but note that the situation becomes markedly better if instead of (1.1) one considers a (parabolic) diffusion equation for n, as is done in, e.g., [17] .
3.2.
Global smooth solutions for an averaged model. In this subsection, we consider the following, slightly modified, model system:
Here, we assume that the stimulated scattering from the reservoir to the condensate happens uniformly within our spatial region and we can thus replace the term ∝ |ψ| 2 in the equation for n, by its spatial average. Doing so results in a purely timedependent, but no longer x-dependent, reservoir density n(t). (Note that constant initial data are in H s (T) and thus, our existence result stated above applies also in this case).
The total mass of the reservoir is then given by
and the same arguments as in Lemma 3.1 show that
With this in mind, we can consider the following energy functional
which is well-defined for all ψ ∈ H 1 (T), since n = n(t), only.
Proof. As before, we first consider sufficiently smooth solutions ψ, n and then argue by density to extend the computations below to solutions (ψ, n)(t, ·) ∈ H 1 (T).
Computing the time-derivative of E(t), yields
From the first equation in (3.3), we obtain that
Using this in the formula above, together with the divergence theorem for the first term, yields
since both n(t) and M c (t) are uniformly bounded in time. Integrating this inequality in time, we obtain
The exponential bound obtained for E(t) is most likely far from optimal. Nevertheless, it is sufficient to conclude the following result: Proposition 3.6. Let (ψ 0 , n 0 ) ∈ H 1 . Then there exists a unique global in-time solution (ψ, n) ∈ C([0, ∞); H 1 (T)) to the averaged system (3.3). In addition, its total mass M (t) is uniformly bounded for all t 0.
Proof. Because Theorem 2.2 also applies to the averaged model (3.3), we know that for (ψ 0 , n 0 ) ∈ H 1 , we obtain a unique maximal solution in H 1 obeying the blow-up alternative (2.5) . Having in mind (3.2), it is straightforward that n = n(t) ∈ H 1 (T), for all t ∈ [0, T max ). Moreover, in view of Lemma 3.5 we also have (since g, λ > 0):
This implies that the H 1 norm of of ψ remains bounded as t → T max , and hence T max = +∞, for otherwise we would have a contradiction to the maximality of T max . Finally, by applying Lemma 3.1, we infer a uniform bound on M (t).
Remark 3.7. In the special case of α = β, we even know that
For now, it remains an open problem, to conclude global in-time existence for general H 1 -solutions to (1.1). In the next section, however, we shall indeed obtain such a result (and further qualitative insight) in the particular case of x-independent initial data.
4.
The case of space-homogenous solutions 4.1. Global existence of spatially homogenous solutions. In this section, we shall study the long-time behavior of solutions to (1.1), in the case of spatially homogenous initial data. To this end, it is convenient to first rewrite (1.1) into its fluid-dynamical form, using ψ = √ ρe iφ . In this way, one formally obtains
For solutions which are x-independent, this Euler-type model simplifies considerably. Indeed, we obtain the following coupled system of ordinary differential equations for the condensate and reservoir densities:
subject to initial data
When deriving the system (4.1) by means of the WKB ansatz ψ = √ ρe iφ , one usually faces the obstacle of possible vacuum regions. However, here we only consider spatially homogeneous solutions, so (4.2) is indeed completely justified and equivalent to (1.1).
Lemma 4.1. For any ρ 0 , n 0 > 0, there exists a unique (ρ, n) ∈ C 1 ([0, ∞), R 2 + ), solution to (4.2), satisfying ρ(t) > 0, n(t) > 0, for all t 0.
Proof. Since the right hand side of (4.2) is quadratic (and thus locally Lipschitz) in ρ, n, a classical theorem implies existence of a unique local solution (ρ, n) ∈ C 1 ([0, τ ), R 2 ), for some τ > 0. Continuity also implies positivity of this solution. Because of that, the second line of (4.2) allows us to estimateṅ P , and thus n(t) P t + n 0 , ∀ 0 t < τ.
Plugging this into the equation for ρ giveṡ ρ R(P t + n 0 )ρ − αρ, which can be directly integrated, to yield
In turn, this implies that the local solution (ρ, n)(t) can be (uniquely) extended for all t 0.
Given a solution (ρ, n) to (4.2), the condensate phase-function φ(t) associated to ψ = √ ρe iφ can then be determined a-posteriori viȧ
which gives
If we define ψ(t) = √ ρ(t)e iφ(t) , then we have defined a global in time, spatially homogeneous solution (ψ, n) to (1.1).
Remark 4.2. It has been (formally) shown in [8] , that small perturbations of spatially homogenous steady states (see subsection below) obey the Korteweg-de Vries equation, and thus admit solutions of dark-soliton type. It would certainly be interesting to study the stability of these solitons within the dynamics of (1.1), but this is beyond the scope of the current article.
4.2.
Characterization of spatially homogenous equilibria. We shall now turn our attention to the equilibrium points of the ODE system (4.2), in the hope that they will give us some insight into the full (x-dependent) dynamics of (1.1).
A preliminary formal analysis of homogeneous stationary states, together with their stability properties, was already performed in [17, 6] . Furthermore:
(i) Both ξ 1 and ξ 2 are hyperbolic, except for the case P R − αβ = 0.
From the physics point of view, the two equilibria ξ 1 , ξ 2 , have very different interpretations: ξ 2 corresponds to the case where no condensate is formed and the system simply relaxes to the stationary state P β for the reservoir. ξ 1 , however, describes a configuration with a non-zero condensate in dynamical equilibrium with the reservoir. It is thereby natural to impose the condition P R − αβ > 0, in order to ensure that the equilibrium condensate density ρ * 1 is positive.
Proof. The fact that ξ 1 and ξ 2 are equilibrium points of (4.2) follows immediately. For the remaining assertions on the qualitative behavior of these equilibria we shall use the well-known Hartman-Grobman theorem, see, e.g., [14] . The latter allows one to describe the local behavior of dynamical systems in the neighborhood of a hyperbolic equilibrium point via its linearization.
To this end, we translate ξ 1 to the origin using the following change of variables in (4.2):
Then (4.2) becomes (4.5)
The Jacobian of (4.5) at (x, y) = (0, 0) is given by
It has the following eigenvalues:
In view of these, the equilibrium point is hyperbolic if P R − αβ = 0, and the first part of (i) follows. Now we can use the Hartman-Grobman theorem to characterize this equilibrium point through the linearized system. Hence, (ii) follows from the requirement that λ 1 and λ 2 must be complex with negative real part, (iii) is a consequence of λ 1 and λ 2 being negative real quantities, and (iv) results from λ 1 and λ 2 being real with opposite sign. We proceed in the same way for ξ 2 . In order to translate this equilibrium point to the origin, we use the change of variables
in which case, (4.2) becomes
The Jacobian of (4.6) at (x, y) = (0, 0) is given by
with eigenvalues:
Therefore, the second part of (i), (v), and (vi) follow as in the previous cases.
Remark 4.4 . Note that in the case α = β, the total mass of both stationary states ξ 1 and ξ 2 is given by
which is consistent with Lemma 3.1.
In the physical relevant case of β α, the situation with non-vanishing condensate becomes even simpler. In particular, β α excludes the possibility of ξ 1 being an asymptotically stable spiral, and thus we do not expect oscillations of the solution ψ, n near the equilibrium.
Proof. Assume that we have α, β > 0 with β α and we want to find the possible values of P and R, with P R − αβ > 0, such that ξ 1 is either an asymptotically stable spiral or node. From the results of Theorem 4.3, we obtain the inequalities
The equation
has the roots
Both of these roots are complex if β α and one can verify that for any P, R, with P R − αβ > 0, and β α, the only possibility is
Notice that this inequality is also valid for P R = 0. Hence, β α ensures that ξ 1 is an asymptotically stable node. (2) below show the phase portrait of (4.2) for different values of the parameters. The numerical simulations have been obtained using a using a standard fourth-order Runge-Kutta method, and agree with the results of Theorem 4.3. As we have seen, both ξ 1 , ξ 2 are hyperbolic, except if P R − αβ = 0. Determining the stability and qualitative behavior of a dynamical system in a neighborhood of a non-hyperbolic critical point requires a different approach, such as the center manifold theory. However, we will not discuss this situation since our primary concern is P R − αβ > 0. We will only add that in the case P R − αβ = 0 the system (4.2) has a single non-hyperbolic critical point given by
Figures (1) and
Moreover, in our numerical simulations, ξ behaves like a node when approached from ρ > 0 and like a saddle point when approached from ρ < 0. This behavior is commonly observed in non-hyperbolic equilibrium points (see [14] ).
Remark 4.6. For the sake of completeness we also note that (4.2) can be reduced to the following first order equation and quadrature:
where c is an integration constant. Equation (4.7) is an Abel equation of the second kind, which is a well-studied class of equations, see, e.g. [19] . Unfortunately, (4.7)
does not seem to fit any of the explicitly solvable examples currently known.
4.3.
A Lyapunov functional for ξ 2 . Recall that the equilibrium point ξ 2 defined in (4.4), describing the situation with vanishing condensate, is asymptotically stable if P R − αβ < 0. Under this condition, it is even possible to define a Lyapunov functional for the ODE system (4.2). To this end, we first note that (4.2) can be rewritten as
In this way, it is easy to see that the following holds:
Lemma 4.7. The expression
is a Lyapunov functional for (4.8), provided P R − αβ < 0 and ρ 0. In particular, we have that
Proof. Using (4.8) we simply compute the time-derivative of L:
for some c > 0. Thus (t) e −ct (0), for all t 0, which directly implies exponential decay of ρ and n.
Remark 4.8. This simple idea can even be lifted to the level of the original PDEsystem (1.1). Indeed, let
Differentiating L with respect to time and using the first equation from (4.1), yields an exponentially fast decay in-time of L, along the same lines as before. Assuming T max = +∞, this clearly implies that, as t → +∞: ψ(t, x) → 0, and n(t, x) → P β , exponentially fast.
Numerical simulations

Stationary states.
In this section, we study the time-evolution of several cases of initial data, which are given by perturbations of the spatially homogenous solutions studied in the previous section. Before doing so, we shall briefly comment on some basic properties of general x-dependent steady states. These are solutions to (4.1) given by
where µ ∈ R and ϕ(x) ∈ C, some yet undetermined wave function, which is only unique up to a constant phase factor. Proof. Plugging the ansatz (5.1) into (4.1) yields the following equation for ϕ:
Here µ plays the role of a chemical potential. Multiplying this equation by ϕ and separating real and imaginary parts, we find, after some straightforward computations,
By integrating the second equation over T, the term involving the imaginary part vanishes and we thus have
This implies P R − αβ > 0 for otherwise ϕ ≡ 0. Also, by integrating the first equation of (5.2) over T, we obtain
which clearly implies µ > 0, since g, λ, P > 0 by assumption.
Note that the second equation of (5.2) also shows that any real-valued (up to a constant phase) steady state wave function ϕ = 0 is necessarily equal to
i.e., the same constant as obtained in Theorem 4.3. At the moment, we cannot exclude the possibility of complex steady states ϕ, not obtained from a real function by a constant rotation of phase, but we do not obtain them in our numerical simulations below. Such ϕ ∈ C would correspond to non-equilibrium steady states with non-vanishing current density J = Im(ϕ∂ x ϕ) = 0.
5.2.
Numerical method. Below, we shall present several numerical findings for general solutions to our model system (1.1). These numerical results are obtained using a Strang-splitting Fourier spectral method. These methods have proven to be efficient, unconditionally stable, and highly accurate in similar situation, see, e.g., [2, 3, 15] and the references therein.
To this end, let h = ∆x > 0 denote the mesh size, with h = |T| /M , where M ∈ 2N. Define τ = ∆t > 0 to be the time-step. Let the grid points be x j = a + jh, j = 0, 1, ..., M , and t n = nτ, n = 0, 1, 2, .... The main idea is to split the system (1.1) into:
Note that (5.4) is an ODE system, which can be easily integrated using a fourthorder Runge-Kutta method. In addition, (5.5) is discretized in space by a Fourier spectral method and then integrated in-time exactly via
Combining these two steps using a Strang-splitting, yields and numerical solution Ψ j n ≈ ψ(t n , x j ) on the time-interval [t n , t n+1 ].
5.3.
Numerical results. In this section, our primary goal is to study the timeevolution of certain perturbations of the space-homogenous solutions depicted in Figs. 1 and 2 . Fig. 3 shows the time evolution of the position density of the perturbed (spacehomogeneous) stationary solution corresponding to α = 10, β = 0.1, R = 1, and P = 100. In particular P R − αβ > 0 in this case. Notice that after a transient phase, the system returns to the stationary solution (5.3). Figure 4 shows the evolution of (the square of) the L 2 −norm of ψ and the L 1 −norm of n corresponding to the simulation displayed in Fig. 3 . Furthermore, Fig. 5 shows the plot of the L 2 −norm of ψ vs the L 1 −norm of n corresponding to: (0), the simulation shown in Fig. 3; (1) and (2), the simulations with initial conditions shown in Fig. 6 . Notice the similarities with the case of space-homogeneous solutions studied in Section 4: In particular, Fig. 5 resembles an asymptotically stable spiral, which should be compared with Fig. 1 . 
(2) Figure 5 . L 2 −norm of ψ vs L 1 −norm of n corresponding to: (0), the simulation shown in Fig. 3; (1) and (2), the simulations with the initial conditions shown in Fig. 6 . 7 shows the evolution of the (square of the) L 2 −norm of ψ and the L 1 −norm of n corresponding to the initial data depicted in Fig. 6 , and α = 0.5, β = 0.1, P = 10, and R = 1. Moreover, Fig. 8 displays the plot of the L 2 −norm of ψ vs the L 1 −norm of n corresponding to: (0), the simulation shown in Fig. 7; (1) and (2), the simulations with the initial conditions shown in Fig. 9 . Like in the previous case, it is interesting to notice the similarity with space-homogeneous solutions: Fig. 8 resembles an asymptotically stable node.
For the case β α we have the corresponding phase-space plot represented in Fig (10) . 
(2) Figure 8 . L 2 −norm of ψ vs L 1 −norm of n corresponding to: (0), the simulation shown in Fig. 7; (1) and (2), the simulations with the initial conditions shown in Fig. 9 . The equilibrium point is represented by the circle. Cf. Fig. 2 . (2) Figure 9 . Initial conditions for the simulations (1) and (2) depicted in Fig. 8 with α = 0.5, β = 0.1, P = 10, and R = 1 Finally, we turn to the case with vanishing condensate, i.e. P R − αβ < 0: Fig.  11 shows the L 2 −norm of ψ vs the L 1 −norm of n corresponding to the numerical simulations with α = 10, β = 10, P = 1, R = 1, and various initial conditions, indicated by circles. Notice that Fig. 11 is similar to an asymptotically stable node. Figure 11 . L 2 −norm of ψ vs L 1 −norm of n corresponding to the numerical simulations with α = 10, β = 10, P = 1, R = 1; the initial conditions are indicated by circles.
6. The adiabatic regime 6.1. Definition and basic properties. In this last section, we look at a particular limiting case, called the adiabatic regime, cf [5] . It allows to reduce the full model (1.1) to a single equation under the assumption that the reservoir density n adiabatically follows the change of |ψ| 2 . Formally, one simply drops the time derivative in the second equation of (1.1) and rewrites the exciton-density n as
Plugging this into the equation for ψ yields a damped-driven Gross-Pitaevskii equation of the form
subject to initial data ψ| t=0 = ψ 0 (x). Remark 6.1. The adiabatic model (6.1) shares certain similarities with an alternative mean-field equation for exciton-polariton condensates introduced in [13] (see also [15] for a numerical study). The main difference seems to be that in (6.1), the damping is linear ∝ α and the driving (or pumping) is nonlinear, while in the model in [13, 15] it is the other way around.
Looking for spatially homogenous solutions ψ = √ ρe iφ to (6.1), yields the following ordinary differential equation for the particle density:
This equation can be solved by a straightforward computation, to give: Note that both of these steady states are consistent with the ones found in Theorem 4.3.
6.2.
A priori estimates and global existence of smooth solutions. Our goal is to infer global existence of smooth solutions to the adiabatic model (6.1). To this end, we first note that for β > 0, both nonlinearities in (6.1) are locally Lipschitz, and thus classical results (see e.g. [10, 16] ) imply the existence of a unique local in-time solution ψ ∈ C([0, T * ); H s (T)), s 1, depending continuously on the initial data. This solution is maximal in the sense that, either T * = +∞, or lim t→T * ψ(t, ·) H s = +∞. In the following, we shall derive a-priori estimates on such solutions, which will allow us to conclude global in-time existence for s = 1. The first result needed to do so, is a bound on the total mass. Lemma 6.3. Let ψ ∈ C([0, T * ); H s (T)), s 1, be a solution to (6.1). Then
Proof. The following calculations hold for sufficiently smooth (and decaying) solutions, say, ψ ∈ C([0, T * ); H 3 (T)) ∩ C 1 ((0, T * ); H 1 (T)), but can the result can be extended to solutions ψ ∈ C([0, T * ); H 1 (T)) by a standard density argument, using the continuous dependence on the initial data. We multiply (6.1) by ψ, integrate over the spatial domain, and take the imaginary part, to obtain
Here, the first term on the right hand side vanishes after an integration by parts, since
The fact that for all β > 0, it holds |ψ| 2 β+R|ψ| 2 < 1 R , allows us to estimate (6.4)
and an integration w.r.t t yields the assertion.
To obtain a higher order estimate, we consider the following energy-type functional:
Note that E is well defined for any ψ(t, ·) ∈ H 1 (T) due to Sobolev's imbedding and the fact that for all β > 0: However, E is not necessarily positive but only bounded from below by ln β|T|. Lemma 6.4. Let ψ ∈ C([0, T * ); H s (T)), s 1, be a solution to (6.1). Then there exists a constant K = K(β, R, P, λ) > 0 such that
Proof. Once again, by standard density arguments, we can work with smooth solutions and the result will carry over to solutions with initial data in H 1 . Multiplying (6.1) by ∂ 2 x ψ, taking the imaginary part, and integrating over the spatial domain, yields
Adding (6.11) to (6.10) and combining the terms ∝ g by completing a total square, yields the following inequality:
We can thus obtain an estimate for E by using that for any β > 0:
1 β+R|ψ| 2 1 β , as well as ln(β + |ψ| 2 ) ln β, to infer
where C = C + 2λP 2 β | ln β||T| (and recall (6.6) which ensures that the right hand side is bounded from below). Integrating this inequality with respect to t then gives the assertion of the lemma.
These estimates allow us to obtain the main result of this section. Theorem 6.5. For any ψ 0 ∈ H 1 (T), there exists a unique global solution ψ ∈ C([0, ∞); H 1 (T)) to (6.1), satisfying the a-priori bounds stated in Lemma 6.3 and 6.4 for all t 0. In particular, Moreover, in the case where P R − αβ < 0, we have ψ(t, ·) L 2 ψ 0 L 2 e −χt , ∀t 0,
where χ := α−P R 2β > 0.
Proof. We already know that equation (6.1) admits a unique maximal solution ψ ∈ C([0, T * ); H s (T)). Lemma 6.3 and 6.4 then imply that both ψ(t, ·) L 2 and E(t) remain finite for all 0 t < T * . The latter also implies that ∂ x ψ(t, ·) L 2 remains finite, by the same argument as in the proof above. By continuity, we thus infer that T * = +∞, yielding a global in-time solution ψ ∈ C([0, ∞); H 1 (T)).
To conclude the proof of the theorem, we recall from (6.4) that for R > 0:
which directly yields the exponential bound stated above.
Remark 6.6. The energy functional is similar to those used in [1] . Note, however, that this functional is not well-defined for x ∈ R, except if β > 1. Thus, a modification is needed if one wants to consider (6.1) on the whole space instead of the torus.
