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Let H be an inﬁnite dimensional separable complex Hilbert space and U be the group of
all unitary operators on H . Motivated by the algebraic properties of surjective isometries of
U that have recently been revealed, and also by some classical results related to automor-
phisms of the unitary groups of operator algebras, we determine the structures of bijective
transformations of U that respect certain algebraic operations. These are, among others,
the usual product of operators, the Jordan triple product, the inverted Jordan triple prod-
uct, and the multiplicative commutator. Our basic approach to obtain these results is the
use of commutativity preserving transformations on the unitary group.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the structures of transformations on the group U of all unitary operators on a given inﬁnite
dimensional separable complex Hilbert space H that have certain algebraic properties. The motivation for our investigation
comes from two different directions.
First, in the recent paper [15] the authors studied algebraic properties of surjective isometries on groups. The point
was to obtain non-commutative generalizations of the famous Mazur–Ulam theorem which states that every surjective
isometry between real normed linear spaces is aﬃne. In [15] several results were presented which show that, under different
conditions, surjective isometries between certain metric subspaces of groups locally preserve an algebraic operation that was
called inverted Jordan triple product. As an important application of the general results obtained in [15], in the paper [18]
the authors presented a theorem that describes all surjective isometries of the unitary group U . The proof consists of two
essential parts. In the ﬁrst one it is shown that any surjective isometry φ : U → U globally preserves the inverted Jordan
triple product, i.e., it satisﬁes the equality
φ
(
VW−1V
)= φ(V )φ(W )−1φ(V ), V ,W ∈ U . (1)
Then in the second part, making use of this algebraic property of φ and combining it with the isometric property, the
authors manage to show that φ is necessarily of one of some simple forms. The appearance of Eq. (1) in relation with the
study of isometries on groups gives us the motivation to examine transformations satisfying merely (1), not assuming that
they are isometries, too.
These transformations can obviously be viewed as certain automorphisms of the unitary group U , we mean, automor-
phisms with respect to a certain operation. And this is the other source of motivation related to the group automorphisms
of U . To explain it in some more detail, recall that U : H → H is said to be an antiunitary operator if it is a bijective
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map satisfying
φ(VW ) = φ(V )φ(W ), V ,W ∈ U, (2)
and φ is uniformly continuous, then there exists a unitary or an antiunitary operator U on H such that φ is of the form
φ(V ) = UV U∗, V ∈ U .
In fact, the result of Sakai deals with the much more general setting of the unitary group of an AW ∗-factor and asserts that
any of its uniformly continuous group automorphisms extends to a linear or a conjugate-linear ∗-algebra automorphism
of the factor. Concerning group isomorphisms without continuity assumptions, Broise showed in [6] (see Corollary 3) that
the same conclusion as in Sakai’s result holds for the automorphisms of the unitary group of any factor von Neumann
algebra which is not of type In (n being ﬁnite). In particular, it follows that for an inﬁnite dimensional separable complex
Hilbert space H , every group automorphism of U is of the simple form that appears above. In this paper the same conclu-
sion is obtained as an immediate consequence of our result describing the multiplicative commutator preserving bijective
transformations of U .
The structure of the paper is as follows. In the second section we formulate our results. The proofs are given in Section 3.
Finally, in the last section we make several remarks, present examples, and raise some open problems.
2. Statement of the results
We emphasize that in what follows we suppose that H is a given inﬁnite dimensional separable complex Hilbert space.
Indeed, as we shall see, inﬁnite dimensionality is essential in many of the proofs given below. We shall make some com-
ments on the ﬁnite dimensional case in the last section.
Our ﬁrst result describes (norm-) continuous bijective transformations φ : U → U satisfying our starting equation (1).
Theorem 2.1. Let φ : U → U be a bijective map satisfying (1). If φ is continuous, then there exists a pair U ,U ′ of both unitary or both
antiunitary operators on H such that we have either
φ(V ) = UV U ′, V ∈ U,
or
φ(V ) = UV ∗U ′, V ∈ U .
In fact, the result is an easy consequence of the following theorem describing continuous bijective transformations
φ : U → U which satisfy the equality
φ(VW V ) = φ(V )φ(W )φ(V ), V ,W ∈ U . (3)
We recall that the operation (V ,W ) → VW V that appears here is usually called Jordan triple product. It is studied
in great detail in general algebraic structures, e.g., in rings due to its applications in several parts of algebra and analysis.
Recently a considerable amount of efforts has been put in investigations that have aimed to characterize the corresponding
isomorphisms of linear and also nonlinear structures. For results on so-called multiplicative Jordan triple maps (maps pre-
serving merely the Jordan triple product disregarding the fact that the underlying structure is linear or not) we refer to, e.g.,
the papers [1,2,22,23,25,26]. Our next result can also be viewed as a contribution to that line of research.
Theorem 2.2. Let φ : U → U be a bijective map satisfying (3). If φ is continuous, then there exist c ∈ {−1,1} and a unitary or an
antiunitary operator U on H such that either
φ(V ) = cU V U∗, V ∈ U,
or
φ(V ) = cU V ∗U∗, V ∈ U .
Unfortunately, because of our argument, in the above two results we need to suppose that the transformations are
continuous. But the results are still useful since, for example, we can deduce the following theorem describing the structure
of all surjective isometries of the unitary group U with respect to any unitary invariant uniform norm on B(H). Here,
B(H) denotes the algebra of all bounded linear operators on H . Recall (see, e.g., [9]) that a norm N(.) on B(H) is called
unitary invariant if N(V AW ) = N(A) holds for all A ∈ B(H) and V ,W ∈ U . Moreover, N(.) is called a uniform norm if
it satisﬁes N(AB)  ‖A‖N(B),N(A)‖B‖ for all A, B ∈ B(H). To give a collection of examples of complete unitary invariant
L. Molnár, P. Šemrl / J. Math. Anal. Appl. 388 (2012) 1205–1217 1207uniform norms on B(H), we refer to the (c, p)-norms in [9] which include such important subclasses as the Ky-Fan k-norms
or the c-norms.
The following statement is a substantial generalization of the main result in [18] that describes the operator norm
isometries of U .
Theorem 2.3. Let N(.) be a complete unitary invariant uniform norm on B(H). If φ : U → U is a surjective map which satisﬁes
N
(
φ(V ) − φ(W ))= N(V − W ), V ,W ∈ U,
then there exists a pair U ,U ′ of both unitary or both antiunitary operators on H such that we have either
φ(V ) = UV U ′, V ∈ U,
or
φ(V ) = UV ∗U ′, V ∈ U .
We emphasize that in the remaining results we do not assume any sort of continuity of the transformations under
considerations. We next study bijective maps φ : U → U satisfying the equation
φ
(
VW V−1
)= φ(V )φ(W )φ(V )−1, V ,W ∈ U . (4)
These transformations can be viewed as maps respecting unitary similarity transformations. In what follows S1 denotes the
set of all complex numbers of modulus one.
The difference between Eqs. (1) and (4) is that in the latter one the inverse operation is moved from the middle to aside.
The following statement shows that this change makes considerable difference regarding the solutions.
Theorem 2.4. Let φ : U → U be a bijective map satisfying (4). Then there exist a unitary or an antiunitary operator U on H and a
scalar function τ : U → S1 which is constant on the unitary orbits (i.e., τ (VW V−1) = τ (W ), V ,W ∈ U ) such that
φ(V ) = τ (V )UV U∗, V ∈ U .
We shall see that the function τ appearing above can be very discontinuous, hence the map φ can be discontinuous
as well. It is a remarkable fact that in the following two results, although we do not assume any kind of continuity of the
transformations, we still get it.
The next theorem tells that all group automorphisms of U are spatial implemented by an either unitary, or an antiunitary
operator.
Theorem 2.5. If φ : U → U is a bijective map satisfying (2), then there exists a unitary or an antiunitary operator U on H such that
φ(V ) = UV U∗, V ∈ U .
As noted in the introduction, we obtain this statement as an immediate consequence of the following more general result
on bijective transformations φ : U → U which preserve the multiplicative commutator, i.e., which satisfy the equality
φ
(
VW V−1W−1
)= φ(V )φ(W )φ(V )−1φ(W )−1, V ,W ∈ U . (5)
In relation with our next statement we remark that there is a vast literature on Lie isomorphisms between rings and
algebras. We mention, for example, Chapter 6 in the book [4] for a nice introduction to the topic and for many deep
recent results. Usually, Lie isomorphisms between rings are assumed to be additive. Recently, so-called multiplicative Lie
isomorphisms have also been studied. These are bijective maps L : R → R′ between rings R,R′ which preserve merely
the additive commutator, i.e., satisfy only the equation L(AB − B A) = L(A)L(B) − L(B)L(A), A, B ∈ R, without assuming
additivity. For related results we can refer, among others, to the papers [3,28,29]. Our next result which describes bijective
maps of the unitary group that preserve the multiplicative commutator is of a somewhat similar spirit, but it treats a
corresponding problem in the context of groups not of rings.
Theorem 2.6. Let φ : U → U be a bijective map satisfying (5). Then there exists a unitary or an antiunitary operator U on H such that
φ(V ) = UV U∗, V ∈ U .
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tion:
σ
(
φ(V )φ(W )
)= σ(VW ), V ,W ∈ U . (6)
Bijective maps between function algebras or operator algebras with similar spectrum-multiplicativity properties have re-
cently been studied extensively in the literature. The main reason for this is that it turns out in many cases that conditions
of that type are strong enough to encode the additivity and multiplicativity of the transformations under considerations.
Hence, such properties can be used to characterize algebra isomorphisms. As references we mention the paper [24] that
was the starting point of that line of investigations, the very recent survey article [16], and a few other recent papers [8,17,
19–21,31,32].
In the case of the unitary group the problem of describing bijective transformations with the spectrum-multiplicativity
condition turns out to be surprisingly easy once we observe that we can reduce the question to the (at the ﬁrst glance
non-related) problem of describing surjective isometries of U . The result reads as follows.
Theorem 2.7. Assume that φ : U → U is a bijective map satisfying (6). Then there is c ∈ {−1,1} and either there exists a unitary
operator U on H such that
φ(V ) = cU V U∗, V ∈ U,
or there exists an antiunitary operator U on H such that
φ(V ) = cU V ∗U∗, V ∈ U .
We now explain the basic method and present some corresponding results that we shall apply in the proofs of the key
results, Theorems 2.2 and 2.6, of the paper. The main idea is the use of commutativity preserving transformations. Let S ⊂ U
be any subset of the unitary group and let ψ : S → S be a bijective map. We say that ψ preserves commutativity if for all
pairs V ,W ∈ S we have
VW = WV ⇐⇒ ψ(V )ψ(W ) = ψ(W )ψ(V )
(it should be mentioned here that there is some confusion in the literature concerning this notion: such maps are sometimes
said to preserve commutativity strongly or to preserve commutativity in both directions to distinguish them from the
maps satisfying the weaker condition that VW = WV ⇒ ψ(V )ψ(W ) = ψ(W )ψ(V )). As we shall see, in our key results
the transformations φ under considerations can be easily proven to preserve commutativity either on the whole group U
or on the subset J of all unitary involutions (recall that a unitary involution is an element V ∈ U satisfying V 2 = I;
such operators are sometimes called symmetries). Consequently, a need arises for possible descriptions of commutativity
preserving bijective transformations of U or J . As for the latter set, it is clear that V ∈ U is a unitary involution if and
only if there exists a projection (self-adjoint idempotent operator) P on H such that V = I − 2P . Therefore, the problem of
bijective commutativity preserving transformations on J is essentially equivalent to the problem of bijective commutativity
preserving transformations on the set P of all projections on H . The description of these latter maps is given in the
following theorem.
Theorem 2.8. Let ξ : P → P be a bijective commutativity preserving map. Then there exists a unitary or an antiunitary operator
U : H → H such that for every P ∈P we have either ξ(P ) = U PU∗ or ξ(P ) = U (I − P )U∗ .
As a corollary we can determine the structure of bijective commutativity preserving transformations of J .
Corollary 2.9. Let ψ : J → J be a bijective commutativity preserving map. Then there exist a unitary or an antiunitary operator
U : H → H and a function τ :J → {−1,1} satisfying τ (V )τ (−V ) = 1 for all V ∈J such that
ψ(V ) = τ (V )UV U∗, V ∈ J .
Using this corollary we can describe bijective commutativity preserving transformations of the whole group U . The
following result is closely related to Corollary 2 in our former paper [27] where we presented the general form of commu-
tativity preserving bijective maps of the space of all self-adjoint bounded operators on H .
Corollary 2.10. Let φ : U → U be a bijective map preserving commutativity. Then there exists a unitary or an antiunitary operator
U : H → H and for every operator V ∈ U there is a Borel function fV : σ(V ) → S1 such that
φ(V ) = U fV (V )U∗.
Here f V (V ) refers to the Borel function calculus corresponding to the normal operator V .
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Since the last three results provide the basis on which the proofs of the other results in the paper rest, we verify
them ﬁrst. We have already recalled that in [27] we considered bijective commutativity preserving maps on the set of all
self-adjoint operators. With some modiﬁcations the essential part [27, pp. 592–593] of that proof can be used to verify
Theorem 2.8, hence we give only a sketchy proof.
Proof of Theorem 2.8. The main steps of the proof are the following. For any subset R ⊂ P denote by Rk the set of all
elements of P which commute with every element of R. We write Rkk for (Rk)k . We call a projection P ∈ P primitive
if it is either of rank 1 or of corank 1. One can check that a projection P ∈ P is primitive if and only if for any projection
Q ∈ P which commutes with P we have that the cardinality of the set {P , Q }kk is at most 8. Using this characterization,
we see that the transformation ξ maps the set of all primitive projections onto itself. For any rank-one projection P ∈ P
deﬁning ξ˜ (P ) = ξ(P ) if the rank of ξ(P ) is 1 and deﬁning ξ˜ (P ) = I − ξ(P ) if the corank of ξ(P ) is 1, one can verify that
ξ˜ is a bijective map on the set of all rank-one projections that preserves commutativity. This implies that ξ˜ preserves
the orthogonality among rank-one projections and, just as in the proof in [27], we can apply Uhlhorn’s theorem which
describes the structure of all such transformations. We obtain that there exists either a unitary or an antiunitary operator U
on H such that ξ˜ (P ) = U PU∗ holds for every rank-one projection P ∈ P . This implies that for each such P we have either
ξ(P ) = U PU∗ or ξ(P ) = U (I − P )U∗ . Considering the bijective commutativity preserving transformation ξ ′(.) = U∗ξ(.)U
on P , we deduce that for any projection Q ∈ P and any rank-one projection P ∈ P we have P , Q commute if and only if
P , ξ ′(Q ) commute. This easily gives us that ξ ′(Q ) equals either Q or I − Q which completes the proof. 
Proof of Corollary 2.9. As already mentioned, the transformation P → I − 2P gives a bijective correspondence between the
sets P and J . Clearly, the projections P and Q commute if and only if the unitary involutions I −2P and I −2Q commute.
Hence, we can deﬁne a bijective commutativity preserving map ξ on P by ξ(P ) = (I − ψ(I − 2P ))/2, P ∈ P . Applying
Theorem 2.8 for this map we obtain that there exists a unitary or an antiunitary operator U on H such that ψ(V ) =
τ (V )UV U∗ , V ∈ J , where τ (V ) ∈ {−1,1}. The property τ (V )τ (−V ) = 1 is an apparent consequence of the injectivity
of ψ . 
In [27] we described the general form of bijective commutativity preserving maps on the space of all self-adjoint opera-
tors. We can borrow several ideas from the proofs of [27, Theorem 1 and Corollary 2] to verify Corollary 2.10. The argument
given below is rather sketchy, several small details are left to the reader, or he/she is asked to consult the paper [27].
We introduce some notation and make a few basic observations. For any sets M⊂ B(H) and N ⊂ U , denote by M′ and
N c the sets
M′ = {T ∈ B(H): TM = MT for all M ∈ M},
N c = {V ∈ U : V N = NV for all N ∈ N }.
The ﬁrst set is the usual commutant of M in the algebra B(H), while the second one is the relative commutant of N in U .
Obviously, we have N c = N ′ ∩ U and one can verify that N cc = N ′′ ∩ U holds, too. Indeed, the relation N ′′ ∩ U ⊂ N cc
is obvious, while the reversed inclusion can be veriﬁed using the following observation. By Fuglede’s theorem, the (usual)
commutant of any set of normal operators is a ∗-subalgebra of B(H) which is, in fact, a von Neumann algebra and hence it
is linearly generated by its unitary elements.
By von Neumann’s double commutant theorem, for any subset S ⊂ B(H), the von Neumann algebra generated by S is
equal to (S ∪ S∗)′′ . In particular, (by Fuglede’s theorem again) if N is any normal operator, then the von Neumann algebra
generated by N is {N}′′ . It is known that {N}′′ coincides with the set of all operators f (N), f being any bounded complex-
valued Borel function on the spectrum of N (see, for example, Lemma 8.7 of Chapter IX in [10]). Then it is not diﬃcult
to check that for any V ∈ U we have that {V }cc equals the set of all operators f (V ) where f : σ(V ) → S1 is any Borel
function.
Proof of Corollary 2.10. First observe that the unitaries which are scalar multiples of the identity can easily be characterized
by the property that they commute with all elements of U (recall that the algebra B(H) has trivial center and U linearly
generates B(H)). This characterizes the elements of U having spectrum of cardinality 1. Consider now the collection C of all
sets {V }c , V ∈ U being non-scalar, and equip it with the partial order of set inclusion. It is easy to verify that a non-scalar
operator W ∈ U has spectrum of cardinality 2 if and only if {W }c is a maximal element in C.
Since φ is bijective and preserves commutativity, it follows from the previous characterizations that φ maps the set of
all elements of U with spectrum of cardinality 2 onto itself. For any such element W of U , the set {W }cc contains exactly
two non-scalar unitary involutions, denote them by V ,−V . Let the non-scalar unitary involutions in {φ(W )}cc = φ({W }cc)
be V ′,−V ′ . Deﬁning V → V ′ , −V → −V ′ , it can be checked that we obtain a bijective map ψ : J → J which preserves
commutativity. By Corollary 2.9 it follows that there exists a unitary or an antiunitary operator U on H such that ψ(V )
equals ±UV U∗ , V ∈J , the sign depending on V .
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φ(T )φ(V ) = φ(V )φ(T ). By the deﬁnition of the transformation ψ , the non-scalar unitary involution ψ(V ) has the same
spectral resolution as φ(V ). Therefore, it follows that φ(T )φ(V ) = φ(V )φ(T ) holds if and only if φ(T )ψ(V ) = ψ(V )φ(T )
which is clearly equivalent to U∗φ(T )UV = V U∗φ(T )U . We infer that T and U∗φ(T )U commute with the same pro-
jections. Since the commutant of a normal operator is a von Neumann algebra, it is the norm closure of the linear
span of its projections. Therefore, we deduce that {T }′ = {U∗φ(T )U }′ . This implies that {T }′′ = {U∗φ(T )U }′′ and thus that
{T }cc = {U∗φ(T )U }cc . It follows that U∗φ(T )U ∈ {T }cc which yields that there exists a Borel function f T : σ(T ) → S1 such
that U∗φ(T )U = f T (T ). This completes the proof. 
We are now in a position to prove our ﬁrst key result Theorem 2.2.
Proof of Theorem 2.2. We have φ(V ) = φ(I · V · I) = φ(I)φ(V )φ(I) for every V ∈ U and thus W = φ(I)Wφ(I) for every
W ∈ U . It follows easily that φ(I) = ±I . After multiplying φ by −1, if necessary, we may and we will assume that φ(I) = I .
It follows that for every unitary involution J we have
I = φ(I) = φ( J · I · J ) = φ( J )2,
implying φ(J ) ⊂ J . The reversed inclusion can also be veriﬁed, therefore we have φ(J ) = J . Observe next that J ∈ J
and V ∈ U commute, J V = V J , if and only if V = J V J which is equivalent to φ(V ) = φ( J )φ(V )φ( J ). This happens if and
only if φ( J ) and φ(V ) commute. Hence, we can apply Corollary 2.9, and after composing φ with an appropriate unitary or
antiunitary similarity transformation, we may and we will assume that
φ( J ) = τ ( J ) J , J ∈ J ,
for some function τ :J → {−1,1}.
Pick an arbitrary unitary V ∈ U . For any J ∈ J we have J V = V J if and only if φ( J )φ(V ) = φ(V )φ( J ) which is now
equivalent to Jφ(V ) = φ(V ) J . This gives us that the projections in the commutants of the normal operators V , φ(V ) coin-
cide. Repeating the argument in the very last part of the proof of Corollary 2.10 we obtain that the commutants of V and
φ(V ) coincide and then that φ(V ) = f V (V ) holds for some Borel function f V : σ(V ) → S1.
Pick any projection P ∈ P with inﬁnite rank and inﬁnite corank. We have just proved that there exist functions g,h :
S1 → S1 such that
φ
(
λP + (I − P ))= g(λ)P + h(λ)(I − P ), λ ∈ S1.
By Eq. (3) we have
g
(
λ2μ
)= g(λ)2g(μ), h(λ2μ)= h(λ)2h(μ)
for all λ,μ ∈ S1. Using g(1) = h(1) = 1, one can easily check that g,h are in fact multiplicative functions. We next show
that g,h are independent of the particular choice of the projection P . To see this, ﬁrst observe that for any V ∈ U and
J ∈J we have
φ( J V J ) = φ( J )φ(V )φ( J ) = Jφ(V ) J
due to the fact that φ( J ) is ± J . Applying this reasoning for not only one but any ﬁnite product J1 · · · Jn of unitary involu-
tions, we obtain
φ( J1 · · · JnV Jn · · · J1) = J1 · · · Jnφ(V ) Jn · · · J1
for all V ∈ U . Referring to the result of Halmos and Kakutani [14] stating that every element of U is a product of four
unitary involutions, we infer that
φ
(
WVW ∗
)= Wφ(V )W ∗
holds for all unitaries V ,W ∈ U . If P ′ is any projection with inﬁnite rank and inﬁnite corank, then we can choose a unitary
W ∈ U such that W PW ∗ = P ′ . It follows that
φ
(
λP ′ + (I − P ′))= φ(W (λP + (I − P ))W ∗)= Wφ(λP + (I − P ))W ∗
= g(λ)W PW ∗ + h(λ)W (I − P )W ∗
= g(λ)P ′ + h(λ)(I − P ′)
holds for all λ ∈ S1 which shows that the scalar functions g,h do not depend on the particular choice of the projection P .
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φ
(
λP + (I − P ))= g(λ)P + h(λ)(I − P ) = h(λ)(k(λ)P + (I − P ))
holds for all λ ∈ S1. Since φ is continuous, the functions g,h,k : S1 → S1 are all continuous characters of the group S1. It is
well-known that any such map is a power function corresponding to an integer. Let k(λ) = λn , λ ∈ S1, with some integer n.
Clearly, n cannot be zero since in that case each φ(λP + (I − P )), λ ∈ S1, would be a scalar multiple of the identity and this
would be in contradiction with the fact that the commutants of V and φ(V ) coincide for all V ∈ U which has already been
proven. Assume n = ±1. Then we can choose  ∈ S1 such that  = 1 and k() = n = 1. It follows from the last displayed
formula above that φ(P + (I− P )) is a scalar multiple of the identity that leads to a contradiction again. Therefore, we have
n = ±1 which means that the function k is either the identity on S1 or the conjugation. Composing the transformation φ
with the adjoint operation, if necessary, we may and we do assume that k is the identity on S1. In particular, we have
φ
(
λP + (I − P ))= h(λ)(λP + (I − P ))
for any projection P ∈ P of inﬁnite rank and inﬁnite corank and for any scalar λ ∈ S1. Since h is a continuous character
of S1, it follows that h(λ) = λm , λ ∈ S1, holds for some integer m. Beside P pick another inﬁnite rank and inﬁnite corank
projection Q orthogonal to P such that P + Q is again of inﬁnite rank and inﬁnite corank. For any λ ∈ S1, on the one hand
we have
φ
(
λ(P + Q ) + (I − (P + Q )))= λm(λ(P + Q ) + (I − (P + Q ))),
while, on the other hand, choosing  ∈ S1 such that 2 = λ, we compute
φ
(
λ(P + Q ) + (I − (P + Q )))
= φ((Q + (I − Q ))(λP + (I − P ))(Q + (I − Q )))
= φ(Q + (I − Q ))φ(λP + (I − P ))φ(Q + (I − Q ))
= mλmm(Q + (I − Q ))(λP + (I − P ))(Q + (I − Q ))
= λ2m(λ(P + Q ) + (I − (P + Q ))).
This gives us that
λm
(
λ(P + Q ) + (I − (P + Q )))= λ2m(λ(P + Q ) + (I − (P + Q )))
holds for all λ ∈ S1 from which we get m = 0. Therefore, we obtain that for any projection P of inﬁnite rank and inﬁnite
corank and for any scalar λ ∈ S1 we have φ(λP + (I − P )) = λP + (I − P ). We remark that since φ(P + μ(I − P )) =
P +μ(I − P ), μ ∈ S1, is also valid, using Eq. (3) one can easily check that φ(λP +μ(I − P )) = λP +μ(I − P ) holds for any
projection P of inﬁnite rank and inﬁnite corank and all scalars λ,μ ∈ S1. In particular, we have φ(λI) = λI , λ ∈ S1.
Now, pick any ﬁnite rank projection P ∈ P . Choose inﬁnite rank projections Q , R such that I = P + Q + R and P , Q , R
are pairwise orthogonal. Let λ ∈ S1. Choose μ ∈ S1 such that μ4 = λ and deﬁne unitaries V1 = μ(P + Q ) + R , V2 =
μ(P + R)+ Q , V3 = μQ + (I− Q ), and V4 = μR+ (I− R). It follows that λP + (I− P ) = V1V2V3V 24 V3V2V1 and φ(Vi) = Vi ,
i = 1, . . . ,4. Therefore, we obtain
φ
(
λP + (I − P ))= φ(V1V2V3V4 I V4V3V2V1)
= φ(V1)φ(V2)φ(V3)φ(V4)2φ(V3)φ(V2)φ(V1)
= V1V2V3V 24 V3V2V1 = λP + (I − P ).
Since φ ﬁxes the scalar multiples of the identity, it now readily follows from Eq. (3) that φ(P + μ(I − P )) = P + μ(I − P ),
μ ∈ S1, holds too.
Therefore, we conclude that for every projection P and for any scalar λ ∈ S1 we have φ(λP + (I − P )) = λP + (I − P ).
Since each unitary V ∈ U with ﬁnite spectrum can easily be written as V = VnVn−1 . . . V1V0V1 . . . Vn−1Vn , where the Vi ’s
are all of the form Vi = λi P i +(I− Pi) with pairwise orthogonal projections Pi having sum I and scalars λi ∈ S1, i = 1, . . . ,n,
it follows that φ(V ) = V . To complete the proof of the theorem we note that the set of all unitaries having ﬁnite spectrum
is dense in U , thus by the continuity of φ we obtain φ(V ) = V for all V ∈ U . 
The problem of describing all maps satisfying equality (1) can quickly be reduced to the problem of describing all maps
satisfying (3) as follows.
Proof of Theorem 2.1. Clearly, the bijective transformation φ′(.) = φ(I)−1φ(.) also satisﬁes (1) and has the additional prop-
erty that it sends I to I . It easily implies that φ′(V−1) = φ′(V )−1, V ∈ U , which gives us that φ′ satisﬁes (3). Therefore,
Theorem 2.2 applies and this ﬁnishes the proof. 
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Suppose that G1,G2 are metric groups with translation and inverse invariant metrics (i.e., we assume that the two-sided
multiplication operators and the inverse operation are all isometries). Let φ : G1 → G2 be a surjective isometry. Suppose
that for a given pair a,b ∈ G1 there exists a constant K > 1 such that we have
d
(
ax−1a, x
)
 Kd(a, x)
for all x ∈ La,b = {x ∈ X : d(x,b) = d(ab−1a, x) = d(a,b)}. Then we have
φ
(
ab−1a
)= φ(a)φ(b)−1φ(a).
In fact, in [18] (and also in [15]) some even more general results have been presented which show that surjective
isometries locally preserve the inverted Jordan triple product.
Proof of Theorem 2.3. Since N(.)  N(I)‖.‖ and both norms ‖.‖ and N(.) are complete, it follows from Banach’s theorem
on the bounded inverse that there exists a positive real number c such that c‖.‖ N(.). Consider any unitary V ∈ U such
that N(V − I) c. Then we have ‖V − I‖ 1. This gives us that |λ − 1| 1 for all elements λ ∈ σ(V ). Since σ(V ) ⊂ S1, we
clearly have |λ + 1|√3, λ ∈ σ(V ). Because (V + I)−1 is a normal operator, its norm equals its spectral radius. Thus the
previous inequality implies that ‖(V + I)−1‖ 1/√3. Therefore, we compute
√
3N(V − I) 1‖(V + I)−1‖N(V − I) =
1
‖(V + I)−1‖N
(
(V + I)−1(V 2 − I))
 1‖(V + I)−1‖
∥∥(V + I)−1∥∥N(V 2 − I)= N(V 2 − I).
Let now V ,W ∈ U be such that N(V −W ) c/2. Pick X ∈ U such that N(X −W ) = N(VW−1V − X) = N(V −W ). Since
N
(
V X−1 − I)= N(V − X) N(V − W ) + N(W − X) = 2N(V − W ) c,
we obtain
N
(
V X−1V − X)= N(V X−1V X−1 − I)= N((V X−1)2 − I)

√
3N
(
V X−1 − I)= √3N(V − X).
It follows that the statement mentioned before the proof of the present theorem applies and we deduce that for any
V ,W ∈ U with N(V − W ) c/2 we have
φ
(
VW−1V
)= φ(V )φ(W )−1φ(V ).
Since N(V − W )  N(I)‖V − W ‖, we infer that assuming ‖V − W ‖  c/(2N(I)) we have N(V − W )  c/2. Therefore, for
close enough (in the operator norm) V ,W ∈ U the equality
φ
(
VW−1V
)= φ(V )φ(W )−1φ(V )
holds. The argument given in the ﬁrst part of the proof of Theorem 8 in [18] is about showing that this property implies
that the above equality holds also globally. We can employ that argument here too and obtain that φ satisﬁes (1). Since φ
is an isometry with respect to the norm N(.) which is equivalent to the operator norm, it follows that φ is continuous in
the operator norm. Applying Theorem 2.1 we obtain the desired conclusion. 
Proof of Theorem 2.4. Clearly, the unitary operators U and V commute if and only if UV U−1 = V which is equivalent to
φ(U )φ(V )φ(U )−1 = φ(V ). This last equality holds if and only if φ(U ) and φ(V ) commute. Thus, Corollary 2.10 applies and,
therefore, composing the original map with a unitary or antiunitary similarity transformation, we may and we do assume
that we have φ(V ) = f V (V ) for every V ∈ U with some Borel function f V : σ(V ) → S1.
Let V ∈ U be arbitrary. Pick a unit vector x ∈ H and let P = x ⊗ x be the rank-one projection on H projecting onto the
subspace generated by x. Choose different scalars α,β ∈ S1. We compute on the one hand
φ
(
V
(
αP + β(I − P ))V−1)= φ(V )φ(αP + β(I − P ))φ(V )−1
= φ(V )(α′P + β ′(I − P ))φ(V )−1
= α′φ(V )Pφ(V )−1 + β ′φ(V )(I − P )φ(V )−1
= β ′ I + (α′ − β ′)φ(V )Pφ(V )−1
and, on the other hand,
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V
(
αP + β(I − P ))V−1)= φ(αV P V−1 + βV (I − P )V−1)
= α′′V P V−1 + β ′′V (I − P )V−1
= β ′′ I + (α′′ − β ′′)V P V−1,
where α′, β ′,α′′, β ′′ ∈ S1. Since φ preserves commutativity, the image of a unitary is a scalar multiple of the identity only
if the unitary in question is of that sort. This gives us that α′ = β ′ , α′′ = β ′′ . From the previous equalities we infer that
β ′ I + (α′ − β ′)φ(V )Pφ(V )−1 = β ′′ I + (α′′ − β ′′)V P V−1
holds. Considering the operators on both sides at a vector which is orthogonal to the ranges of the rank-one projections
V P V−1, φ(V )Pφ(V )−1, we obtain β ′ = β ′′ . It then follows that φ(V )Pφ(V )−1 is a scalar multiple of V P V−1 from which
we deduce that φ(V )x is a scalar multiple of V x (the scalar possibly depending on x). However, x ∈ H is an arbitrary unit
vector and hence we see that the operators V , φ(V ) are locally linearly dependent. By a folk result it implies that they are
in fact linearly dependent, i.e., φ(V ) is a scalar multiple of V . Consequently, there exists a function τ : U → S1 such that
φ(V ) = τ (V )V . Obviously, by (4) τ is constant on the unitary orbits and the proof is complete. 
Proof of Theorem 2.6. First observe that
φ(I) = φ(I)φ(I)φ(I)−1φ(I)−1 = I.
Next, for any U , V ∈ U we have
UV = V U ⇔ UV U−1V−1 = I ⇔ φ(U )φ(V )φ(U )−1φ(V )−1 = I ⇔ φ(U )φ(V ) = φ(V )φ(U ).
This means that the bijective map φ preserves commutativity. Thus, Corollary 2.10 applies and hence, composing our original
transformation by a certain unitary or antiunitary similarity transformation, there is no loss of generality in assuming that
φ is of the form φ(V ) = f V (V ) for every V ∈ U , where f V : σ(V ) → S1 is a Borel function depending on V .
We next show that f V can be chosen to be a linear function, i.e., for every V ∈ U we have φ(V ) = αV V + βV I for some
scalars αV , βV ∈ C. This is obvious if σ(V ) has at most two elements. So, assume V ∈ U is such that the cardinality of σ(V )
is at least 3.
Denote V ′ = φ(V ). We claim that for any x ∈ H , the vectors x, V x, V ′x are linearly dependent. This is obvious if already
the vectors x, V x are linearly dependent. Therefore, pick a unit vector x ∈ H such that x, V x are linearly independent, and
consider the rank-one projection P = x⊗x on H projecting onto the subspace generated by x. Deﬁne W = V (I−2P )V−1(I−
2P )−1 and Q = V P V−1. We compute
W = V (I − 2P )V−1(I − 2P ) = (I − 2V P V−1)(I − 2P )
= (I − 2Q )(I − 2P ) = I − 2(P + Q − 2Q P ).
Clearly, Q is the rank-one projection projecting onto the subspace generated by V x. The normal operator P + Q − 2Q P is
zero on {x, V x}⊥ . It follows that the linear span of {x, V x} is an invariant subspace of P + Q − 2Q P . Consider the matrix
representation of this operator on that two-dimensional subspace with respect to an orthogonal basis whose ﬁrst element
is x. For some numbers 0 a 1 and θ ∈ R we have
P + Q − 2Q P =
[
1 0
0 0
]
+
[
a
√
a(1− a)eiθ√
a(1− a)e−iθ 1− a
]
− 2
[
a
√
a(1− a)eiθ√
a(1− a)e−iθ 1− a
][
1 0
0 0
]
=
[
1− a √a(1− a)eiθ
−√a(1− a)e−iθ 1− a
]
.
Here, we have in fact that a < 1 since x, V x are linearly independent. Easy computation shows that the eigenvalues of
this last matrix are (1 − a) ± i√a(1− a). It follows that with respect to an orthonormal basis of H , the operator W =
I − 2(P + Q − 2Q P ) has matrix representation
W =
[ I{x,V x}⊥ 0 0
0 γ 0
0 0 δ
]
,
where either γ = δ = −1 (in the case where a = 0) or γ , δ are complex numbers with nonzero imaginary parts (in the
case where 0 < a < 1). It follows that W has only one inﬁnite dimensional eigenspace, namely {x, V x}⊥ . Since φ(W ) is a
Borel function of W and the cardinality of the spectrum of φ(W ) cannot be less than the cardinality of the spectrum of W
(recall that we have already seen that commutativity preserving bijective transformations preserve unitaries with one or
two elements in the spectrum), it follows that φ(W ) has the same unique inﬁnite dimensional eigenspace {x, V x}⊥ .
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function of I − 2P , we have
φ(I − 2P ) = λ(I − P ) + μP = λI + (μ − λ)P
for some complex numbers λ,μ ∈ S1 with μ = λ. We compute
φ(W ) = V ′(λI + (μ − λ)P)V ′−1(λI + (μ − λ)P)
= (λI + (μ − λ)Q ′)(λI + (μ − λ)P)
= I + λ(μ − λ)Q ′ + λ(μ − λ)P + |μ − λ|2Q ′P .
It follows that φ(W ) is the identity on the subspace {x, V ′x}⊥ . Since, on the other hand, we have already learnt that the
only inﬁnite dimensional eigenspace of φ(W ) is {x, V x}⊥ , we infer that {x, V ′x}⊥ = {x, V x}⊥ . In particular, we deduce that
x, V x, V ′x are linearly dependent.
The above gives us the local linear dependence of the operators I, V , V ′ . We now apply the result [5, Theorem 2.4] of
Brešar and Šemrl which characterizes the local linear dependence of any three linear operators deﬁned on a linear space
over any inﬁnite ﬁeld. For our present situation the result implies that either I, V , V ′ are linearly dependent in the linear
space B(H) or one of the following two possibilities occurs:
• the operators I, V , V ′ are all of ﬁnite rank;
• there exists a rank-one idempotent R on H such that (I − R), (I − R)V , (I − R)V ′ span a one-dimensional subspace in
the space of all linear operators.
The ﬁrst possibility is obviously excluded. It follows from the second one that (I − R)V = ν(I − R) holds for some complex
number ν . This implies that V − ν I = R(V − I) which gives us that the operator V − ν I has rank at most 1. If this rank is
zero, then V is a scalar operator, while if this rank is 1, then it follows that the spectrum of V consists of two elements.
Any of these contradicts our original assumption that the cardinality of σ(V ) is at least three. Therefore, we obtain that
I, V , V ′ are necessarily linearly dependent and it yields that φ(V ) = V ′ is a linear combination of I, V . This shows that the
Borel function f V can really be chosen to be linear for all unitaries V ∈ U .
We next show that if, for a given V ∈ U , the cardinality of the spectrum of V is at least 3, then φ(V ) is in fact a scalar
multiple of V . We have φ(V ) = αV + β I for some complex numbers α,β . It follows that |αz + β| = 1 for all z ∈ σ(V ).
Clearly, α = 0 and hence we have∣∣∣∣z + βα
∣∣∣∣= 1|α| , z ∈ σ(V ).
This shows that the elements of the spectrum of V , which all lie on the unit circle, also lie on a circle with center −β/α.
Since those two circles have at least 3 common points, it follows that the centers (and also the radii) of the circles are the
same. Thus we have −β/α = 0 implying β = 0 and hence we obtain φ(V ) = αV , |α| = 1.
It then follows immediately that if we pick unitaries U , V ∈ U whose spectra both contain at least 3 elements, then
φ
(
UV U−1V−1
)= φ(U )φ(V )φ(U )−1φ(V )−1 = UV U−1V−1.
In the last part of the proof we show that every unitary W ∈ U can be written in the form W = UV U−1V−1 with some
U , V ∈ U whose spectra both contain at least 3 elements. Indeed, this will imply that φ(W ) = W resulting in the fact that
φ is the identity and this will complete the proof of the theorem.
To verify our last claim, we apply the argument used in the solution of Problem 239 in Halmos’ book [13]. Let W ∈ U
be arbitrary. By Problem 142 in that book, H is the orthogonal direct sum of an inﬁnite collection of inﬁnite dimensional
(closed) subspaces . . . , H−2, H−1, H0, H1, H2, . . . of H each of which reduces W . With respect to this direct sum decompo-
sition, W can be written in the following diagonal matrix form W = diag[. . . ,W−2,W−1,W0,W1,W2, . . .]. Pick any unitary
operator Y on H0 whose spectrum contains at least 3 elements. Deﬁne U0 = Y and then, with the necessary identiﬁcations,
deﬁne Un = WnUn−1 for all integers n. Let U = diag[. . . ,U−2,U−1,U0,U1,U2, . . .]. Deﬁne the bilateral shift (of inﬁnite mul-
tiplicity) V ∈ U by the formula (V [(xn)n])k = xk−1 for all integers k, where (xn)n is an arbitrary element of H =⊕∞n=−∞ Hn .
One can check that in that way we obtain unitary operators U , V ∈ U for which W = UV U−1V−1 holds. Moreover, since
σ(Y ) ⊂ σ(U ) and σ(V ) = S1 (recall that the spectrum of any bilateral shift is S1; see, e.g., [11, Corollary 24.4]), it follows
that W is the multiplicative commutator of two unitaries with spectra of cardinality at least 3, and this is what was to be
shown. 
Clearly, Theorem 2.5 is an immediate consequence of Theorem 2.6. However, in what follows we give a short proof
based on the structure of bijective commutativity preserving transformations on the set of all unitary involutions given in
Corollary 2.9 and on the result of Halmos and Kakutani [14] that we have already applied in the proof of Theorem 2.2.
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follows that
φ(V ) = τ (V )UV U∗, V ∈ J ,
holds for some unitary or antiunitary operator U on H and a function τ : J → {−1,1}. Composing φ with the unitary or
antiunitary similarity transformation U∗(.)U , we may assume that φ(V ) = τ (V )V for all V ∈ J . Applying the fact that φ
is multiplicative and the result of Halmos and Kakutani stating that every unitary operator is a product of four unitary
involutions, we conclude that there exists a function ξ : U → {−1,1} such that
φ(V ) = ξ(V )V , V ∈ U .
We need to prove that ξ(V ) = 1 holds for every V ∈ U . It is enough to show that ξ(V ) = 1 for every V ∈ J . Assume on
the contrary that this is not true. Since φ(I) = I and φ(−I) = −I (−I is the unique element in the center of the unitary
group which is different from I and satisﬁes (−I)2 = I), we conclude that there is a nontrivial projection P (= 0, I) on H
such that
φ(I − 2P ) = 2P − I.
Set J = (I − P ) + i P . Obviously, J2 = I − 2P and we can compute
φ(I − 2P ) = φ( J2)= φ( J )2 = (± J )2 = J2 = I − 2P .
This is an obvious contradiction and the proof is complete. 
The description of bijective transformations of U with the spectrum-multiplicativity property can be deduced from the
structure of surjective isometries of U as follows.
Proof of Theorem 2.7. For every V ∈ U we have
σ
(
φ
(
V ∗
)
φ(V )
)= σ (V ∗V )= σ(I) = {1},
and therefore, φ(V ∗)φ(V ) = I . This means that for every V ∈ U we have
φ
(
V ∗
)= φ(V )∗. (7)
As before, let ‖ · ‖ be the usual operator norm on B(H), the algebra of all bounded linear operators on H . This norm is
unitary invariant, hence for every pair V ,W ∈ U we have
∥∥φ(V ) − φ(W )∥∥= ∥∥I − φ(V )∗φ(W )∥∥= ∥∥I − φ(V ∗)φ(W )∥∥
=max{|1− λ|: λ ∈ σ (φ(V ∗)φ(W ))}=max{|1− λ|: λ ∈ σ (V ∗W )}
= ∥∥I − V ∗W ∥∥= ‖V − W ‖.
This gives us that φ : U → U is a surjective isometry. Consequently, we can apply either Theorem 2.3 or the former and
more speciﬁc result [18, Theorem 8] to infer that there exist either both unitary or both antiunitary operators U ,U ′ : H → H
such that we have
φ(V ) = UV U ′, V ∈ U,
or
φ(V ) = UV ∗U ′, V ∈ U .
We will consider only one of these two cases, say, the second one. It follows from (7) that
UV U ′ = U ′ ∗V U∗
holds for all V ∈ U . Hence, (U ′U )V (U ′U ) = V for every V ∈ U . One can verify that this implies that U ′U = ±I . Multi-
plying φ by −1, if necessary, we may assume that U ′U = I . Thus, φ(V ) = UV ∗U∗ , V ∈ U . Therefore, {eiϕ} = σ(eiϕ I) =
σ(Ue−iϕU∗U IU∗) holds for every real number ϕ . This readily implies that U is conjugate-linear. The proof can be com-
pleted easily. 
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We begin the last section with emphasizing the fact that the converse statement in each of the theorems and corollaries
presented above is also true. We mean that all transformations of the particular forms that appear in the conclusions of
those results have the corresponding preserver properties, or they satisfy the corresponding equalities. One can easily check
this in all cases. To demonstrate it, here we give details only for the lastly veriﬁed result, i.e., for Theorem 2.7. So, assume
that, for example, φ is of the form φ(V ) = cU V ∗U−1, V ∈ U , for some antiunitary operator U and c ∈ {−1,1}. Clearly, for
every pair of unitaries V ,W ∈ U we have
σ(VW ) = σ(WV ), σ (UWU−1)= σ(W ).
Therefore, we deduce the desired equality
σ
(
φ(V )φ(W )
)= σ (UV ∗(U−1U)W ∗U∗)= σ ((WV )∗)= σ(VW ).
We next make some remarks on the ﬁnite dimensional case and the continuity assumption when applied, and we present
some illustrating examples. First of all, we emphasize that Theorem 2.7 remains valid in the ﬁnite dimensional case, while
Theorem 2.8 and thus Corollaries 2.9, 2.10 remain valid whenever H is a ﬁnite dimensional Hilbert space with dim H  3.
Indeed, this can be veriﬁed readily by checking the presented proofs. In what follows, by ﬁnite dimensional case we always
mean a case where we have dim H  3 for the underlying Hilbert space H .
Concerning Theorems 2.1, 2.2, 2.3, ﬁrst observe that the former two statements are connected in the sense that, by the
proof of Theorem 2.1, for any solution φ : U → U of (1) the map φ(I)−1φ(.) is a solution of (3). Now, on the one hand, we
believe that Theorem 2.2 is valid also in the ﬁnite dimensional case. This would immediately imply that Theorems 2.1, 2.3
hold in that case, too. On the other hand, we do not know if in the inﬁnite dimensional case the continuity assumption in
Theorem 2.2 can be relaxed, i.e., if there is no discontinuous bijective map of U satisfying the equality (3).
The situation is different with the equality (4). Firstly, we note that the proof of Theorem 2.4 shows that we have the
same conclusion in the ﬁnite dimensional case as in the inﬁnite dimensional one. Secondly, as for the problem of continuity,
one can construct plenty of discontinuous solutions of (4) both in the ﬁnite and the inﬁnite dimensional cases. Here we
present a few of them.
Let f : S1 → S1 be any bijective function and deﬁne φ : U → U by
φ(V ) =
{
f (λ)I, if V = λI for some λ ∈ S1;
V , otherwise.
Obviously, φ is bijective, satisﬁes (4), and it can be very much discontinuous.
For a second example, choose an orthonormal basis in H and consider the set S of all unitaries which are unitarily
equivalent to any of the matrices[
T 0
0 I
]
,
[
S 0
0 −I
]
,
where T , S are any 3-by-3 unitary matrices with det T = 1, det S = −1. Let φ : U → U be the transformation which sends
the elements of S to their negatives and sends the elements of U \ S to themselves. One can check that φ is bijective,
satisﬁes (4), and that it is discontinuous. One can produce more complicated examples by simply combining the above two
examples in suitable ways.
A natural question is what happens if we assume the continuity of the transformation in Theorem 2.4. Does it follow
that the scalar function τ : U → S1 is necessarily constant? The next example shows that the answer is negative. Pick any
positive number a < 2 and deﬁne the scalar function τ by
τ (V ) =
{
ei(a−r), if diamσ(V ) = r < a;
1, otherwise.
Deﬁne the transformation φ : U → U by φ(V ) = τ (V )V , V ∈ U . Obviously, φ is bijective, satisﬁes (4), and it is continuous
(recall the known fact that the spectrum is a continuous set-valued function on the set of normal operators), however the
corresponding scalar function τ is not constant.
Theorem 2.6 is not valid in the ﬁnite dimensional case. The reason is that then the equality (5) does not provide enough
information due to the fact that the multiplicative commutators all have determinant 1. To present a very simple example,
deﬁne the transformation φ : U → U by
φ(V ) =
{−V , if det V = ±i;
V , otherwise.
It is easy to see that φ is bijective, satisﬁes (5), and it is not of the standard form given in Theorem 2.6.
This paper left quite a few questions unanswered. We believe the following ones are the most interesting. It would be
desirable to clarify if the conclusion in Theorem 2.2 remains valid without assuming the continuity of the transformation.
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to the case of merely unitary invariant norms N(.) on B(H), i.e., where N(.) is not assumed to be a uniform norm. We mean
in the ﬁrst place the inﬁnite dimensional case; in ﬁnite dimension one can apply the nice and very useful correspondence
between unitary invariant norms and symmetric gauge functions. Finding a ﬁnite dimensional analogue of Theorem 2.6 is
another interesting and nontrivial problem. Recall that the structure of the automorphism group of U is known in ﬁnite
dimensions (see Dieudonné’s famous work [12] treating the problem in a more general setting; we also cite the paper [7]
for some related results concerning complex unitary matrices). Finally, as a quite challenging problem, we propose to extend
the investigations started in the present paper for other linear groups, e.g., the general linear group itself.
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