The detection of intermediate mass black holes (IMBHs) in Galactic globular clusters (GCs) has so far been controversial. In order to characterize the effectiveness of integrated-light spectroscopy through integral field units, we analyze realistic mock data generated from state-of-the-art Monte Carlo simulations of GCs with a central IMBH, considering different setups and conditions varying IMBH mass, cluster distance, and accuracy in determination of the center. The mock observations are modeled with isotropic Jeans models to assess the success rate in identifying the IMBH presence, which we find to be primarily dependent on IMBH mass. However, even for a IMBH of considerable mass (3% of the total GC mass), the analysis does not yield conclusive results in 1 out of 5 cases, because of shot noise due to bright stars close to the IMBH line-of-sight. This stochastic variability in the modeling outcome grows with decreasing BH mass, with approximately 3 failures out of 4 for IMBHs with 0.1% of total GC mass. Finally, we find that our analysis is generally unable to exclude at 68% confidence an IMBH with mass of 10 3 M in snapshots without a central BH. Interestingly, our results are not sensitive to GC distance within 5-20 kpc, nor to mis-identification of the GC center by less than 2 (< 20% of the core radius). These findings highlight the value of ground-based integral field spectroscopy for large GC surveys, where systematic failures can be accounted for, but stress the importance of discrete kinematic measurements that are less affected by stochasticity induced by bright stars.
INTRODUCTION
The existence of intermediate mass black holes (IMBHs) with masses between few M (stellar black holes of ≈ 100 M ) and billions of M (supermassive black holes of ≈ 10 6 M ) is of particular interest, especially in the context of the formation and evolution of galaxies and dense stellar systems such as globular clusters (GCs). The natural extension of the well-known M − σ relation for galaxies suggests that the typical central velocity dispersions in GCs might be associated to the presence of IMBHs with masses of 10 3−4 M (see, e.g., Ferrarese & Merritt 2000 , Gebhardt et al. 2000 . To support this extrapolation, several scenarios for the formation of such objects have been proposed, including run-away collapse of massive stars (Portegies Zwart et al. 2004) , early-time accretion of ejecta from asymptotic giant E-mail: r.devita@student.unimelb.edu.au branch stars in the context of multiple stellar population formation , dynamical interactions of hard binaries (Giersz et al. 2015) , or possibly seeding from massive Population III stars if the oldest globular clusters form during the epoch of reionization at redshift z ∼ 8 − 10 (Trenti et al. 2015; Ricotti et al. 2016 ).
In recent years there have been many studies focused on searching for these objects. Some tentative detections have been claimed, but a non-controversial proof of their presence is still lacking (e.g., Haggard et al. 2013 and references therein) . Some of the observational techniques used are based on the detection of the radio and X-ray emission associated with accretion processes, but these are complicated by the lack of gas in the old globular clusters in our Galaxy (see, e.g, Farrell et al. 2012 , Mezcua et al. 2013 . Stellar dynamics, and in particular modeling of the central velocity dispersion profile is another tool for searching IMBHs, but measurements are very challenging because the sphere of influence of the BH is limited to a few arcsec, even for the closest and most massive GCs such as ω Cen (see Noyola et al. 2010; . Finally, the fact that these events are expected to be also sources of gravitational radiation promotes the interferometers such as advanced-LIGO as further instruments to search for IMBHs (see, e.g., Mandel et al. 2008 , Konstantinidis et al. 2013 , MacLeod et al. 2016 .
A complementary tool to approach the problem is that of identifying novel dynamical signatures for the presence of IMBH in globular clusters based on numerical modeling of globular cluster dynamics in presence of an IMBH. Starting from initial direct N-body simulations more than a decade ago (Baumgardt et al. 2004a,b; Trenti et al. 2007 ), simulations have progressed significantly, and are now approaching realistic particle numbers with direct integration algorithms that include post-newtonian corrections (e.g. MacLeod et al. 2016; Wang et al. 2016) , and routinely include more than one million particles through Monte Carlo methods (Giersz et al. 2015 ; see also Rodriguez et al. 2015) . These investigations have shown that a central massive black hole is expected to induce the formation of a shallow cusp in the projected surface brightness and to prevent the core collapse by enhancing three-body interactions within its sphere of influence (see, e.g, Baumgardt et al. 2005 ). In addition, it has been shown that the IMBH is able to quench the process of mass segregation (see e.g., Gill et al. 2008 , Pasquato et al. 2009 , Pasquato et al. 2016 . However, one important caveat is that these signatures may be only necessary but not sufficient conditions to infer the presence of an IMBH, because other dynamical processes could mimic them (see, e.g., Hurley 2007; Trenti et al. 2010; .
Recently, the majority of the observational claims about the presence of IMBHs comes from kinematic measurements in the inner core of Galactic GCs. Kinematic observations suggesting the presence of IMBHs are traditionally based on the search for a rise of the central velocity dispersion. This method requires both high spatial resolution, to resolve the very crowded central region of GCs (few central arcseconds), and very precise velocity measurements with accuracy ≈ 1 km s −1 . So far, the available observations of the central regions of Galactic GCs have led to contradictory results when applied to the same object in a few instances (e.g., Noyola et al. 2010 , Lützgendorf et al. 2013 , Lanzoni et al. 2013 . In general, two different strategies are used in order to infer the presence of IMBHs: resolving individual star velocities (line-of-sight velocities or proper motions) or using unresolved kinematic measurements, for example with integral field unit (IFU) spectroscopy. Both these methods suffer technical difficulties in obtaining the critically needed kinematic measurements in the very center of the system (e.g., the problem of shot-noise for integrated-light measurements and the effects of crowding for line-of-sight velocities and proper motions). In particular, integrated-light spectroscopy tends to detect rising central velocity dispersions, suggesting the presence of IMBHs (see for example, Noyola et al. 2010 for ω Cen, or Lützgendorf et al. 2011 for NGC 6388) , while resolved stellar kinematics are consistent with a flat velocity dispersion profile, that is no massive black hole (see van der Marel & Anderson 2010 for proper motion measurements of ω Cen, and Lanzoni et al. 2013 for discrete line-ofsight measurements in NGC 6388). However, in a few other cases where both discrete and integrated-light profiles are available for the inner 10 , the observational methods agree (e.g., see NGC 2808, NGC 6266, NGC 1851 in Lützgendorf et al. 2013) .
For both unresolved and resolved kinematics, the constraints on the IMBH mass are generally determined by fitting the observed velocity dispersion profiles with different families of Jeans models (e.g, van der Marel & Anderson 2010). These models are typically constructed by making assumptions on the mass-to-light ratio profile M/L(r) in order to calculate the intrinsic mass distribution of the luminous component from the surface brightness profile. The velocity dispersion profile is then calculated by solving the Jeans equation for hydrostatic equilibrium in a spherical stellar system (see e.g., Bertin 2014) . Besides the Jeans modeling, other analysis techniques used include the Schwarzschild's orbit superposition method used in van de Ven et al. 2006 or a method in which the fit of the observed velocity dispersion profiles is performed using a grid of N-body simulations (see e.g., Jalali et al. 2012; Baumgardt 2017) .
The main goal of this work is to characterize under which conditions (IMBH mass, GC distance, accuracy in the determination of the center) the integrated-light IFU data are able to measure accurately the mass of the IMBH, as inferred from realistic mock observations of simulated star clusters with a central IMBH. By means of the software SISCO developed by Bianchini et al. 2015 , we are able to create mock IFU observations of the central regions of GCs. The set of observations is produced starting from a set of Monte Carlo cluster simulations (MOCCA simulations by Giersz et al. 2015; Askar et al. 2017a ; see also Askar et al. 2017b , for a similar application of SISCO to MOCCA simulations) that include a range of different IMBH masses (from 0 to 10 4 M ). In order to quantify the significance of a central rise in the simulated velocity dispersion profiles, we fit these profiles with a one-parameter family of isotropic Jeans models. In this way, we are able to estimate quantitatively and objectively the IMBH mass and, thus, to directly test the ability of the observations to successfully recover the mass of the central black hole.
The paper is organised as follows. In Sect.2 we present the set of simulations used and we briefly describe the SISCO code used to produce the mock IFU observations. Moreover, we describe the dynamical models used to fit the observed profiles. In Sect.3 we present the results of our analysis and in Sect.4 we give our conclusions.
METHODS

MOCCA simulations
In this work we resort to Monte Carlo simulations of GCs that include the presence of a central IMBH. These simulations are part of about 2000 GC models run in the framework of the MOCCA SURVEY I project (see Askar et al. 2017a for a description of the Survey). The IMBH in the simulated clusters is formed dynamically from stellar-mass BH seeds as a result of dynamical interactions and mergers in binaries.
All models have a stellar initial mass function (IMF) given by Kroupa (2001) with minimum and maximum stellar masses taken to be 0.08 M and 100 M , respectively. Supernovae (SN) natal kick velocities for neutron stars and BHs were drawn from a Maxwellian distribution with a dispersion of 265 km/s (Hobbs et al. 2005) . For most models, natal kicks for BHs were modified according to the mass fallback procedure described by Belczynski et al. (2002) . To model the Galactic potential, a point mass approximation with the Galaxy mass equal to the mass enclosed inside the cluster Galactocentric distance is assumed. Additionally, it is also assumed that all clusters have the same rotation velocity, equal to 220 km/s. So, depending on the cluster mass and tidal radius the Galactocentric distances span from about 1 kpc to about 50 kpc.
Here, we selected a subsample of MOCCA runs for analysis, and report in Table 1 the key properties at time t = 12 Gyr. In addition to this snapshot, we also consider three additional snapshots at 11.7, 11.8, 11.9 Gyr to assess the robustness of our conclusions against variance introduced by a different dynamical state of a system of otherwise similar global properties.
SISCO software
The software SISCO (Simulating Stellar Cluster Observation) produces a mock IFU data cube starting from a simulated star cluster (for a detailed description see Bianchini et al. 2015) . The software derives a medium-high resolution spectrum (R ≈ 20000) in the wavelength range of the Ca triplet (8400-8800Å) for every star of the simulation, based on mass, effective temperature, luminosity and metallicity. The spectral coverage and resolution are tailored to mock observations of typical IFU instruments like FLAMES@VLT in ARGUS mode (Pasquini et al. 2012) . SISCO allows users to define specific instrumental setups: we fix the size of the field-of-view (FOV) to 20 × 20 arcsec 2 and the spaxel scale to 0.25 arcsec; we adopt a Moffat shape for the point spread function with seeing condition of 1 arcsec and shape parameter β = 2.5. Finally, we mimic an observation with an average signal-to-noise ratio of S/N 10 perÅ (for a discussion on the fixed values of the parameters used in our mock observations, see Bianchini et al. 2015) . In order to simulate different observing conditions, we change three parameters: the distance to the cluster, the direction of its projection in the sky, and optionally introduce an off-set between the centre of the simulated IFU field and the centre of the cluster, to reflect the uncertainty in determining the centre of an observed GC. The final output of the code is a threedimensional data cube in which each spatial pixel has an assigned spectrum.
Determination of the velocity dispersion profile
In order to mimic real observation as closely as possible, we construct the observed velocity dispersion profile by integrating our mock IFU data available for the region inside the FOV, and combine it with a line-of-sight velocity dispersion obtained for the outer parts of the system. The outer profile is obtained directly from the simulation by using only the velocities of the red giant stars, which are those generally used for resolved kinematics from the ground. For this analysis, we treat the binary stars as single objects with the velocity of their center of mass. For the inner profile, once the IFU data cube is simulated through SISCO, we divide the FOV in radial bins, summing the spectra in each bin, with the aim of interpreting the data cube through a spherical dynamical model. The binned spectra are analysed with the pPXF code (Cappellari & Emsellem 2004) to derive the velocity dispersion (and the corresponding error) from line broadening.
As highlighted in Bianchini et al. (2015) , when integrated-light measurements are used, the presence of a few bright stars can introduce systematic effects in the reconstruction of the observed velocity dispersion profile. For this reason, we introduced masking of the brightest sources. Specifically, we exclude from the analysis the spaxels in which the contribution of a single stars exceeds the 60% of the total luminosity (we adopt the same percentage used in Lützgendorf et al. 2013 ). This information is provided directly by the simulation, thus, from an observational point of view, we are considering an ideal case scenario. In Fig. 1 we show the luminosity map (left panel) and the radial velocity dispersion profile (right panel) for the central region of simulation S0 at a distance of 10 kpc. The velocity dispersion profile constructed from the simulation (blue circles) is obtained by considering objects with mass in the range 0.7−1 M to mimic the average (luminosity weighted) mass in the FOV and by using the barycentre line of sight velocities for the binary stars to avoid great scatter in the profile (the binning must be fine in order to sample the central region). The velocity dispersion profile obtained by masking the IFU data over the regions shown as green diamonds is consistent with that constructed directly from the simulation. Without the masking, there is an evident discrepancy in the range 4 − 8 arcsec between the observed profile and the expected one. The presence of a very bright star in this radial bin thus influences the observed velocity dispersion with the tendency of underestimating the measurement.
Despite the masking of the brightest sources, the observed profiles tends to slightly overestimate the velocity dispersion for radii > 2 . This effect is possibly due to the presence of hard binaries which may influence the velocity dispersion determination. Indeed, the observed velocity associated to a binary system could largely exceed the mean field velocity because of the high-speed orbital motions. This effect is merely an observational feature associated to lineof-sight velocity dispersion measurements, and in principle it could be accounted for if proper-motion kinematic is available (see e.g., Bianchini et al. 2016b) , or through theoretical modeling of the binary population, both in energy and position space. However, this investigation is beyond the scope of the present paper and we limit our analysis to include the effects of the population of binaries into the construction of our mock observations. Finally, we produced different realisations of the same simulation to test the intrinsic scatter of the velocity dispersion profile. In particular, we changed the direction of the line-of-sight for the mock observation of the cluster S0 under canonical conditions (that is, at 10 kpc and with the FOV pointing to the centre). For three different projections of the simulated cluster we obtained a velocity dispersion Table 1 . Set of MOCCA simulations, labeled S0-S5, used in this paper and taken from MOCCA-SURVEY Database I Askar et al. (2017a) . For each simulation we report the quantities relative to the snapshot at 12 Gyr: number of stars N ; total mass M and IMBH mass m• (solar units); binary fraction f b ; projected truncation radius Rt, projected core radius Rc (from the surface brightness profile), projected half-light radius R h and intrinsic radius for the IMBH sphere of influence r• (pc); concentration parameter C = log(Rt/Rc). S0 S1 S2 S3 S4 S5 N 1.1 × 10 6 1.0 × 10 6 1.0 × 10 6 2.9 × 10 5 5.6 × 10 5 6.3 × 10 5 M 3.0 × 10 5 3.0 × 10 5 3.4 × 10 5 9.6 × 10 4 1.8 × 10 5 2.0 × 10 5 m• 1.0 × 10 4 9.9 × 10 3 5.6 × 10 3 1.6 × 10 3 2. The blue circles show the profile measured directly from the MOCCA simulation considering objects with masses between 0.7 M and 1 M and using the barycentre velocity for binary systems. The profile inferred from analysis of the mock IFU data cube is plotted in red squares without masking, and in green diamonds with the bright-object masking procedure discussed in the text.
profile for which the scatter is uniform along the entire profile and it does not exceed the 30% of the central value (see Fig. 2 ). Especially for the outer points, where the signal is stronger, the intrinsic scatter is much larger than the errors calculated by the pPXF software from line broadening. For this reason, for the rest of our analysis, we will consider an error δσ for all the points in the observed profile calculated by considering the error δσ0 obtained by pPXF for the innermost point. In particular, the error for any outer point is given by δσ = δσ0(σ/σ0), where σ0 and σ are the velocity dispersions of the innermost point and the outer point, respectively.
Dynamical modeling
As usually done in the literature, we fit the velocity dispersion profile derived from the mock observations with a family of dynamical models in which the IMBH mass is treated as a free parameter. We place ourself under the ideal conditions of assuming a perfect knowledge of the spherically symmetric distribution of the stellar particles. Thus, we adopt a spherical and isotropic Jeans model in which the total gravitational potential of the system, Φ(r), is given by the sum of the stellar/remnant contribution Φ * (r) and the IMBH contribution Φ•(r) = −m•/r (we fixed the gravitational constant G=1). The mass distribution of stars and remnants is directly inferred from the simulation.
1 The density ρ at each radius r is estimated using spherical cells, by dividing the total mass (including the IMBH in the innermost cell) of the particles by the shell volume. The radial profile (dΦ * /dr)(r) follows from the Gauss theorem as dΦ * dr where M (< r) is the stellar and remnants mass (excluding the central IMBH) contained in the sphere of radius r.
We then calculate the intrinsic velocity dispersion profile σ(r) from the spherical isotropic Jeans equation
which has the solution
By defining the first derivative of the gravitational potential as dΦ dr
where η is a constant, the total velocity dispersion in Eq. (3) can be explicitly written as the sum of the IMBH contribution and the stellar/remnant contribution. In this way, for a given mass density profile, the velocity dispersion profile depends only on the mass m• of the central IMBH and on η, which are free parameters of the model. Note that the second parameter η ∼ 1 (a global multiplicative rescaling of the velocity dispersion) has been added in order to take into account two aspects of the kinematics. The first and most relevant is related to possible observational biases due to the presence of binary stars. The effect of considering individual motions in binary systems should be that of increasing the observed velocity dispersion, as orbital speeds may arbitrarily differ from the average field velocity. The second aspect is related to the presence of (partial) energy equipartition. In fact, the velocity dispersion of a population of kinematic tracers will in general depend on their characteristic mass compared to the average particle mass in the system, as well as from the dynamical state of the system, with realistic mass spectra achieving only a partial equipartition ( 2013; Bianchini et al. 2016a ). For these considerations we find convenient to limit η to the plausible range [0.5, 2.0].
Finally, for a proper comparison with the observation we consider the projected velocity dispersion profile σp(R) obtained by integrating the density-weighted intrinsic profile along the line-of-sight direction:
In Fig. 3 we show the dynamical modeling predictions for the velocity dispersion profiles obtained by changing the mass of the central IMBH for the simulation S0 (we fixed η = 1). As reference, we plot also the velocity dispersion profile constructed directly from the simulation for object in the mass range [0.7 − 1.0M ], that is the range that includes the average mass observed in our FOV. It is noteworthy that there is good agreement between the inner profile and the Jeans model profile with an IMBH of 10 4 M , which is the actual value for this simulation.
To quantify the recovery of the IMBH mass we carry out a maximum likelihood fit by minimizing the two-dimensional chi-square function
where σ obs (Ri) are the observed velocity dispersion values (with the error δσ(Ri)) for the N radial bins in which the FOV has been divided (see the previous subsection for a proper description of the error δσ(Ri)).
RESULTS
Canonical model
In this section we consider the cluster S0 at 12Gyr. This cluster is characterized by a central IMBH of 1.0×10 4 M which represents ∼ 3% of the total mass (and it thus serves as a clear case to test detection in our study under the favourable conditions of a massive central IMBH).
At a distance of 10 kpc, a total of 38400 stars fall in the field of view (see the luminosity map in Fig. 1) . The observed velocity dispersion profile is constructed by masking the IFU data following the procedure described in Sec. 2.3. Then, the chi-square function in Eq. (6) is minimised in the two dimensional parameter space, giving a best fit value for the IMBH mass of 6.0 In the left panel of Fig. 4 we plot the best fit Jeans model in comparison with the observed velocity dispersion profile. We also identify the regions corresponding to confidence levels of 68.3%, 95.4% and 99% (see Fig. 4 , right panel) finding that the true IMBH mass is higher by a factor ≈ 1.25 with 3σ confidence.
Dependence on the IMBH mass
As described in Sec. 2.1, our set of simulations includes systems with a range of IMBH masses but otherwise similar properties. By applying the same analysis presented in Sec. 3.1 to the different models listed in Table 1 , we aim to study the fidelity of the IMBH mass measurement as a function of mass itself. Qualitatively, we expect that, at fixed observational setup, the chances of recovering the IMBH mass correctly increase with mass (since the sphere of influence and the IMBH contribution to the central velocity dispersion profile are both larger).
In Fig. 5 we show the IMBH mass recovered from the best fitting Jeans models as a function of the intrinsic IMBH mass. We present the results for each of the 4 snapshots (at 11.7, 11.8, 11 .9 and 12 Gyr) of the simulations S1-S5 considered at a distance of 10 and 20 kpc (for the simulation S0 we considered only the snapshot at 12 Gyr). The results are color-coded according to the ability of the models to infer the presence of an IMBH with 1-sigma confidence. The red open circles represent the cases in which a solution without an IMBH is allowed at 1-sigma (or, for the simulation S5, in which a solution with m• > 0 is found at 1-sigma), and are flagged as failures. The green circles represent the cases identified as proper detections. This means that the best fit model is able to find a lower limit greater than 0 to the IMBH mass (or, in the case of the simulation S5 without the IMBH, a lower limit equal to 0). Note that these observations include cases in which the IMBH mass is greater than 0, but not consistent with the real mass of the simulation. These subcases are the majority in our sample as the mass inferred from the mock observations is found to generally underestimate the true mass. This might possibly happen because of systematic introduced by binary stars. The increment in the velocity dispersion due to the presence of binaries may exhibit radial variations which are not captured by our simple radial-independent correction factor η. Thus, our analysis may tend to overestimate the contribution of stars (and, subsequently, underestimate the contribution of the IMBH) to the central velocity dispersion. By taking into consideration this effect in a more refined modeling we would expect the green circles below the reference line to uniformly shift upwards and, eventually, intercept the true mass. However a more sophisticated treatment of the impact of binaries would rely on knowledge that is generally not available, nor used, in Jean-model analysis of actual observations, rather than mock data. Therefore, it would not be appropriate to implement such modeling to our mock IFU dataset.
The expected trend with the IMBH mass is partially recovered (see Fig. 5 ). Indeed, from an IMBH of few hundred M to a high mass IMBH of 10 4 M the successful probability increases from the 0% to the 80% of the cases considered at 10kpc. Also, we notice that, even for the high range of IMBH mass, some observations fail. This confirms how the stochasticity, which affects integrated-light measurements, arises even for a single cluster observed at different dynamical times. Finally, for the simulation S5 without the IMBH, all the cases at both distances are consistent with a cluster with no IMBH, even though the model is in general unable to exclude at 68% confidence a IMBH with mass of 10 3 M . Besides the dependence on the IMBH mass, we are interested in studying how two other parameters can affect the probability of recovering the IMBH mass. In particular, we want to quantify the importance of identifying the right centre for the observation and to explore the dependence on the distance to the cluster.
The identification of the centre
The identification of the centre in which to carry out the analysis is fundamental within the typical observational assumption of modeling in spherical geometry. In practical cases, there are two main sources of uncertainty associated with the centre. First, it is often challenging to determine the position of the cluster centre to high accuracy, as illustrated, for example, by the extensive debate on where the centre of ω Cen is (see, e.g, Noyola et al. 2010; ). In addition, even when the centre of light (or the kinematic centre) of the system is identified with high-accuracy, there is no guarantee that the BH location coincides with it, especially in the case of a light IMBH (see e.g., Giersz et al. 2015 , Haster et al. 2016 .
For two snapshots (at 11.7 and 12 Gyr) of the simulations S1 (high mass IMBH) and S3 (low mass IMBH), we analyse FOVs placed at different radial offsets of the centre (the distance to the clusters is fixed at 10 kpc). We consider a total of 9 different centres, three for each radial positions 0.4125 , 0.825 and 1.65 corresponding for both clusters to radial offsets of 5%, 10% and 20% of the core radius (see Fig. 6 ). In terms of the sphere of influence of the central IMBH (whose radius r• is defined as the radius at which the cumulative mass equals the IMBH mass), the offsets are in the range 0.03 − 0.14r• for the simulation S1 and in the range 0.08 − 0.3r• for the simulation S3.
With the same notation used in the previous subsection we show the results of the analysis in Fig. 7 . For both the clusters we analyse two different snapshots at 11.7 and 12 Gyr. In both cases the probability of detecting an IMBH slightly decreases by increasing the off-set. However, this trend is deeply influenced by the stochasticity as for a fixed . Every circle is the best fit mass m• of the IMBH, while the error bars correspond to the confidence interval of 68.3%. As solid green circles we show the successful cases in which the observations are able to determine a lower limit greater than zero for the IMBH mass, while as open red circles we represent the cases in which the best fit mass is consistent with zero. For the simulation without the IMBH we plot in green those cases in which the best fit mass is consistent with zero within 1-sigma confidence.
radial off-set the success of the observation changes according to the angular position of the centre (e.g., see the high IMBH mass case with a fixed off-set of 1.6 ).
We wish to emphasise the fact that for our observations we are using all the information available from the simulation to produce the Jeans models used in the fitting procedure. The same modeling procedure is unavailable for real observations and, thus, we expect a wrong identification of the centre to reduce the successful probability found in our work (for a comparison with real observations, see the discrepancy of 8% Rc for the centre of Omega Cen in Noyola et al. 2008 and ). . Recovered IMBH mass for the 11.7 and 12 Gyr snapshots of the cluster S1 (left panel, high BH mass) and the cluster S3 (right panel, low BH mass) considered at a distance of 10 kpc (for a detailed descriptions of the symbols used see Fig. 5 ). For every (positive) radial off-set there are 6 estimates of the mass, two (from different snapshots) for each of the three points equidistant from the centre (see Fig. 6 ), which are shown with a slight shift along the x-axis in the figure for improving clarity. The probability of detecting an IMBH slightly decreases by increasing the off-sets.
Changing the distance
Among the parameter that we change in our mock observations there is the distance to the cluster. The central IMBH is characterized by a sphere of influence that, in first approximation, depends only on its mass. Therefore, for one particular simulation and for a fixed resolution of the instrument, increasing the distance to the cluster has the same effect of reducing the sphere of influence of the black hole. As consequence, the central peak in the velocity dispersion is expected to reduce with increasing distance. As opposite effect, a more crowded FOV obtained by considering higher distances should limit discreteness effects such as the shot noise introduced by bright stars.
We consider 3 different selected distances: 5, 10 and 20 kpc. In Fig. 8 , we plot the recovered mass as a function of the distance to the cluster for each of the 4 snapshots available for the simulations S1 and S3. The probability of recovering an IMBH is marginally influenced by the distance to the cluster with the higher number of successes found at 20 kpc, where the influence of shot noise on the velocity dispersion profile is reduced.
CONCLUSIONS
We simulated different integrated-light IFU observations for a sample of MOCCA simulations characterized by a series of realistic ingredients (high number of stars, stellar evolution, primordial binaries) and by different IMBH mass. Our goal was to test under which conditions the IMBH is recovered from the fit of a family of Jeans models to the mock observed velocity dispersion profile. We started by considering the different simulated clusters in canonical observational conditions, that is at a typical distance of 10 kpc and by identifying the right centre of the field of view. Even though we adopted an optimal masking procedure to limit the effect of the most bright stars, we find that our results are significantly influenced by the intrinsic stochasticity of the IFU measurements. Indeed, for every class of IMBH considered we found at least one snapshot in four for which the observed IMBH mass is consistent with the case without black hole. Decreasing the IMBH mass leads to a larger probability of failing to infer the BH presence from Jeans modeling, with probability of obtaining a null result going up to ∼75% for IMBH mass 0.1% of the total cluster mass. In addition, even when the IMBH presence is successfully recovered from the modeling, the inferred mass is systematically under-estimated, possibly because of the hard-toquantify impact of binary stars (see Fig. 5 ). Finally, in the large majority of snapshots without an IMBH, the Jeans modeling was not able to set reasonably low constraints to the inferred IMBH mass, that is even if the best fit mass was consistent with 0, it was impossible to exclude the presence of a massive IMBH at 68% confidence.
In the second part of the paper we focused on changing crucial parameters of the observational setup. In particular, we explored the effects that the distance to the cluster and the centre of the field of view have to the inferred IMBH mass. The dependences on these two observational features have been analysed for two different regimes: high IMBH mass and low IMBH mass. In both cases we found similar trends.
For a misidentification of the cluster centre not greater than the 5-20% of the core radius we find that the presence of a central IMBH is successfully recovered in most observations. For both simulations, the highest number of failed observations corresponds to an off-set of 20% Rc (corresponding to ∼ 1.6 at 10 kpc), suggesting a slight dependence of the successful probability with the centre off-set. We expect that this trend dramatically increases in real observations, for which the Jeans modeling is based on some assumptions on the light distribution.
Finally, the recovered IMBH mass is not particularly influenced by changing the distance between 5 and 20 kpc, even if the number of successes is higher at 20 kpc. According to the Harris catalogue (Harris 1996 (Harris , 2010 edition) the 71% of all the Galactic GCs are found in this range of distances.
Overall, our findings demonstrate that ground-based IFU observations of the cores of GCs can be very helpful tools to investigate whether IMBHs are present in galactic GCs, especially because it does not appear that increased distance induces a higher failure rate in the recovery of input IMBHs. However, a large sample of objects would be required in order to draw meaningful conclusions on the average IMBH occupation fraction in GCs. In fact, the failure rate of any single observation is high (25-100% depending on BH mass) due to stochastic superposition of bright stars along the line of sight to the IMBH, and this bias needs to be corrected for. In conclusion, this work shows how any future IFU observation needs to be supported by other techniques with the purpose of providing complementary approaches. Even with their own observational limitations, either propermotion based kinematics, such as that available from Hubble Space Telescope imaging at multiple epochs Bellini et al. 2014) , or discrete kinematics from resolved-star spectroscopy (Lanzoni et al. 2013; Kamann et al. 2016 ) may be used to constrain (especially in the outer regions) any tentative detection from integratedlight IFU observations . Figure 8 . Recovered IMBH mass as function of the distance to the sun for the cluster S1 (left panel, high BH mass) and S3 (right panel, low BH mass) at 11.7, 11.8, 11.9 and 12Gyr. The symbol used are the same of Fig. 5 .
