Turkish Journal of Electrical Engineering and Computer Sciences
Volume 26

Number 4

Article 27

1-1-2018

An efficient recurrent fuzzy CMAC model based on a dynamicgroup--based hybrid evolutionary algorithm for identification and
prediction applications
CHIN-LING LEE
CHENGJIAN LIN

Follow this and additional works at: https://journals.tubitak.gov.tr/elektrik
Part of the Computer Engineering Commons, Computer Sciences Commons, and the Electrical and
Computer Engineering Commons

Recommended Citation
LEE, CHIN-LING and LIN, CHENGJIAN (2018) "An efficient recurrent fuzzy CMAC model based on a
dynamic-group--based hybrid evolutionary algorithm for identification and prediction applications," Turkish
Journal of Electrical Engineering and Computer Sciences: Vol. 26: No. 4, Article 27. https://doi.org/
10.3906/elk-1712-391
Available at: https://journals.tubitak.gov.tr/elektrik/vol26/iss4/27

This Article is brought to you for free and open access by TÜBİTAK Academic Journals. It has been accepted for
inclusion in Turkish Journal of Electrical Engineering and Computer Sciences by an authorized editor of TÜBİTAK
Academic Journals. For more information, please contact academic.publications@tubitak.gov.tr.

Turkish Journal of Electrical Engineering & Computer Sciences
http://journals.tubitak.gov.tr/elektrik/

Research Article

Turk J Elec Eng & Comp Sci
(2018) 26: 2003 – 2015
© TÜBİTAK
doi:10.3906/elk-1712-391

An efficient recurrent fuzzy CMAC model based on a dynamic-group–based
hybrid evolutionary algorithm for identification and prediction applications

1

Chin-Ling LEE1 , Cheng-Jian LIN2,∗
Department of International Business, National Taichung University of Science and Technology, Taichung, Taiwan
2
Department of Computer Science & Information Engineering, National Chin-Yi University of Technology,
Taichung, Taiwan

Received: 30.12.2017

•

Accepted/Published Online: 03.04.2018

•

Final Version: 27.07.2018

Abstract: This article presents an efficient TSK-type recurrent fuzzy cerebellar model articulation controller (TRFCMAC) model based on a dynamic-group–based hybrid evolutionary algorithm (DGHEA) for solving identification
and prediction problems. The proposed T-RFCMAC model is based on the traditional CMAC model and the Takagi–
Sugeno–Kang (TSK) parametric fuzzy inference system. Otherwise, the recurrent network, which imports feedback
links with a receptive field cell, is embedded in the T-RFCMAC model, and the feedback units are used as memory
elements. The DGHEA, which is a hybrid of the dynamic-group quantum particle swarm optimization (QPSO) and
the Nelder–Mead method, is proposed for adjusting the parameters of the T-RFCMAC model. In DGHEA, an entropybased grouping technique is adopted to improve the searching capability and the convergent speed of quantum particles
swarm optimization. Experimental results show that the proposed DGHEA-based T-RFCMAC model is more effective
at identification and prediction than other models.
Key words: Fuzzy cerebellar model articulation controller, entropy, Nelder–Mead, particle swarm optimization, prediction, identification

1. Introduction
For nonlinear system processing, neural networks or neural fuzzy networks [1–3] are the most commonly used
model. If a feedforward network is applied in the dynamic system, we first need to obtain the delay numbers of
outputs and inputs [3]. In this situation, the accurate order of the dynamic system is usually not clear. To solve
this problem, recurrent networks [4,5] are adopted for processing the dynamic system. In the present study, we
present a novel recurrent network for solving different problems.
The cerebellar model articulation controller (CMAC) model was proposed by Albus [6,7]. It is a simple
network architecture with a high convergence rate, high learning speed, good generalization capability, ease of
hardware implementation, etc. The CMAC network has been employed in various areas successfully, such as
robot control [8], pattern recognition [9], and signal processing [10]. However, Albus’s CMAC network still has
three major limitations. First, it is difficult to select the memory structure parameters. While the common
CMAC network has a constant value allocated to each hypercube, the derivative information is not maintained
and the data for a quantized state are constant. In order to solve this problem, inconstant differentiable
basis functions are used, such as fuzzy membership functions by Jou [11] and spline functions by Lane et al.
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[12]. Second, for solving high-dimensional problems, the CMAC model requires a great amount of memory
space. Even though some approaches have been used to deal with this problem, such as hashing functions, the
“collision” problem and the complexity problem in high dimensions still exist. The third limitation is that the
CMAC model needs a more rigorous theory for function approximation. Several modified CMAC models were
proposed to overcome this problem by using fuzzy concept or B-spline functions [13,14]. The basic function
in the CMAC model is a binary case function and the input vectors produce the same output in the same
hypercube from the network. That is why the output of the CMAC model is usually not as smooth as the
target function. Many researchers combine the fuzzy concept into the CMAC network [14,15]. That is, they
replace the basic functions with fuzzy membership functions. The model is called fuzzy CMAC (FCMAC). In
this study, a novel TSK-type recurrent fuzzy cerebellar model articulation controller (T-FRCMAC) is proposed.
In general, a backpropagation (BP) algorithm [16] is used in parameter learning and has powerful
training ability to employ with a forward structure on networks. Because the BP algorithm depends on the
gradient descend method, it has some disadvantages, such as the lower convergent speed and being easily
trapped into local minimum. Thus, many evolutionary algorithms have been proposed to conquer the abovementioned disadvantages, such as genetic algorithm (GA) [17], differential evolution (DE) [18], and particle
swarm optimization (PSO) [19]. Recently, PSO has been commonly used to perform parameter learning in
various models. PSO was introduced by Eberhart and Kennedy and inspired by the social behavior of animals,
such as bird flocking, fish schooling, and the swarm theory. Because PSO has some attractive characteristics,
such as simple implementation, high speed convergence, and direct logic, it has been widely developed in many
areas. Although traditional PSO has a fast convergence speed, it is also easily trapped into local minima.
Recently, several hybrid models have been studied to improve the disadvantage of the traditional PSO. Sun et
al. [20] proposed a quantum-behaved PSO algorithm that guaranteed theoretically finding an optimal solution
in search space. Zhang et al. [21] proposed a hybrid algorithm by integrating GA and gravitational search
algorithm (GSA) to avoid premature convergence and to improve the search ability. In [21], crossover and
mutation operators are used for jumping out of the local optima. Mohan and Albert [22] proposed a hybrid
algorithm that integrates GA and PSO algorithms. The GA will be the main optimizer and the PSO will be
used to guide the GA to locate optimal solutions quickly and effectively. An improved hybrid method applying
both PSO and GA was also developed in [23]. To avoid premature convergence of PSO, Idoumghar et al. [24]
presented a hybrid evolutionary algorithm based on the idea that PSO ensures fast convergence, while simulated
annealing brings the search out of local optima because of its strong local-search ability. Abadin and Rezaei [25]
presented a combinational method including PSO and continuous ant colony optimization in order to improve
the search process. Singh et al. [26] developed a combination of mean Gbest particle swarm optimization
(MGBPSO) and GSA. The basic inspiration is to integrate the ability of exploitation in MGBPSO with the
ability of exploration in GSA to synthesize the strength of both approaches. The presented approach has an
automatic balance between local and global searching abilities.
Because the above-mentioned algorithms do not change the characteristics of the original evolutionary
algorithms, they also have problems with premature convergence and falling into local optima. To overcome the
above-mentioned drawbacks, an efficient TSK-type recurrent fuzzy cerebellar model articulation controller (TRFCMAC) model with a dynamic-group–based hybrid evolutionary algorithm (DGHEA) is proposed for solving
prediction and identification problems in this study. The proposed DGHEA is a hybrid algorithm, integrating
the dynamic-group quantum particle swarm optimization (QPSO) and the Nelder–Mead (NM) method. Unlike
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traditional QPSO, the formation of the dynamic group in the proposed improved QPSO is not only used for
particle-position update, but also for diversity of particle reference. An entropy-based criterion is used to
determine whether or not the particle belongs to the group.
2. The structure of the T-RFCMAC model
In this section, a TSK-type recurrent fuzzy cerebellar model articulation controller (T-RFCMAC) model is
proposed. The architecture of the T-RFCMAC model is shown in Figure 1, which includes five layers: the input
space partition, the recurrent unit, the association space, the TSK-type output, and the defuzzification.

Figure 1. The architecture of the T-RFCMAC model.

The proposed T-RFCMAC model involves the Gaussian basic function as the receptive field functions and
the TSK-type output as the linear parametric function of the model output for learning. The one-dimensional
Gaussian basic function is given as follows:
µ (x) = e−(

x−m
σ

2

)

(1)

where x represents a specific input state and m and σ represent the corresponding center and variance. A
ND −dimension Gaussian basic function is given as follows:
αj =

∏ND
i=1

e

( x −m )2
− i σ ij
ij

(2)
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where Π denotes the product operation, αj represents the j th component of the association vector, xi is the
input value of the i th dimension for a specific input state x , and mij and σij represent the center and the
variance of the receptive field functions. Furthermore, the input of each membership function for discrete time
t is given as follows:
rij (t) = xi (t) + rij (t − 1)θij ,

(3)

where θij represents the recurrent weight of the feedback unit, rij (t) denotes the input of each membership
function, xi denotes the input value of the ith dimension for a specific input state x , and rij (t − 1) denotes
the storage blocks that store the last time information of the model. Each hypercube element of the receptive
field functions is deduced to generate a partial fuzzy output by applying its corresponding association vector
value as matching degree of input; the formula is given as follows:
a0j +

∑ND
i=1

aij xi

(4)

where a0j and aij represent the scalar values, ND is the number of the input dimensions, and xi is the i th
input dimension. After employing Eq. (4), the single fuzzy output is defuzzified by the centroid of area approach
into a scalar output y and the real output y is calculated as follows:
(
)
∑ND
α
a
+
a
x
j
0j
ij
i
j=1
i=1
,
∑Nc
j=1 αj

∑Nc
y=

(5)

where Nc represents the number of hypercube cells.
3. The proposed hybrid evolutionary algorithm
In this section, a hybrid evolutionary algorithm is proposed. The proposed algorithm consists of the QPSO and
the NM algorithms.
3.1. Review of the NM method
The NM method, originally proposed by Nelder and Mead [27], is a simplex method for finding a local minimum
in an optimal problem. A “simplex” is a convex hull that is structured by n+ 1 pointers (X0 X1 X2 , . . . ,Xn−1 Xn )
in n dimensions. Because the NM method has few parameters and is easy to comprehend and implement, it
is an effective method in various fields, such as engineering, biology, chemistry, and physics. The NM method
includes four parameters, namely reflection ( α), expansion ( β) , contraction ( γ) , and shrinkage ( δ).
In each iteration, we start the process with n+ 1 points and the objective function is optimized at each
point of the simplex. After each transformation, a better point will replace the current worst point. The NM
process is given as follows:
Step 1: Set the basic parameters: reflection ( α), expansion ( β) , contraction ( γ) , and shrinkage (δ) .
Step 2: Order the objective values at the points as f (X0 ) ≤f (X1 ) ≤ f (X2 ) · · · ≤ f (Xn )
Step 3: Center Point M : The centroid M of the points excluding Xn + 1 is calculated and the formula is
given as follows:
1 ∑n − 1
M=
Xi
(6)
i=0
n
where n denotes the number of points and Xi is the i th point.
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Step 4: Reflection Point Xr : Generate the reflection point Xr .
Xr = M + α(M − Xn )

(7)

Step 5: According to Eq. (7), three cases are described as follows:
Case 1: If f (X0 ) ≤ f (Xr ) ≤ f (Xn ), we set Xn = Xr .
Case 2: If f (Xr ) < f (X0 ), we use Eq. (8) to calculate the expansion point Xe .
X e =Xr + γ(Xr − M )

(8)

If f (Xe ) < f (X0 ), we set Xn = Xe . Otherwise, we set Xn = Xr .
Case 3: If f (Xr ) > f (Xn ), we use Eq. (9) to calculate the contraction point Xc .
Xc =M + β(Xr − M )

(9)

If f (Xc ) < f (Xn ), we set Xn = Xc Otherwise, we use Eq. (10) to replace all the points Xi and generate a
new simplex.
X i = X0 + δ (Xi − X0 ) f or i∈ {1, 2, 3, · · · , n}
(10)
Step 6: If the terminal criterion is satisfied, stop the process. Otherwise, move to Step 2. According to the
above process, the NM method is a speedy algorithm for searching a local minimum without complex formulas.
3.2. The proposed DGHEA
In this subsection, a new DGHEA is introduced. The proposed DGHEA contains a swarm of particles. Each
particle represents a parameter solution vector of the T-RFCAMC model. In traditional QPSO, the initial Pp
particles are randomly generated to form a swarm. In the proposed DGHEA, the formation of the dynamic
group is not only used for particle-position update, but also for diversity of particle references. The number
of groups in the proposed DGHEA is not fixed, and it can confirm that the particles are not classified in
unreasonable group. For group formation, the fitness values of all particles are ordered from the greatest to
least. That is, the first particle has the best (the greatest) fitness value in the sorted swarm and becomes the
group leader ( Lg ) in the first group. An entropy-based criterion is adopted as a measure to evaluate the group
membership of the particles in sequence. Entropy is defined as follows:
EM = −

P∑
−1

Di log 2 Di

(11)

i=1

Di = L1 − Pi

(12)

where p represents the number of particles, Pi denotes the particles in sequence, and Di is the distance between
the group leader and other particles. In order to facilitate calculation, Di is normalized to Di ∈ [0, 1]. By
using Eq. (11), the threshold EM is used to determine whether a new group is generated or not. If Di is larger
than the threshold EM , set the i th particle as a new leader and form a new group. The schematic of dynamic
groups is shown in Figure 2.
QPSO was first inspired by analysis of the convergence of the traditional PSO and quantum systems.
Sun et al. [20] proposed quantum-behaved PSO. The updated position of each particle is defined as follows:
Pi = φ × P besti + (1 − φ)Gbest

(13)
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Figure 2. The schematic of dynamic groups.

M best =

P
1 ∑
P besti
P i=1

xi (t + 1) = Pi ± β |M best − xi (t)| × ln

( )
1
, i = 1, 2, · · · , P
u

(14)

(15)

where Pi represents local attractor, M best is the mean best position defined as the mean of all the best positions
of a swarm, φ and u are random numbers with uniform distribution on [0, 1] respectively, and P is the number
of particles. β is called the contraction–expansion coefficient and can be tuned to control the convergence speed
of the algorithm. The symbol ± is used to determine the minus sign and the plus sign. If the random value
is larger than 0.5, the minus sign ( −) is selected; otherwise, the plus sign ( +) is selected. In the DGHEA,
particles do not refer to Pbest position. In contrast, the group leader is used to substitute the position of Pbest
and all the particles have suitable reference points. The new formula is given as follows:
Pi = φ × Lg + (1 − φ)Gbest

(16)

The flowchart of the DGHEA algorithm is shown in Figure 3. The proposed DGHEA is described by the
following steps:
Step 1: Initialization
N + 1 particles are initialized with random positions in the N -dimensional problem and their fitness
value evaluated. Each particle represents all control parameters of T-RFCMAC, which is shown in Figure 4.
That is, this figure shows the adjustable parameters in the T-RFCMAC model that are coded into a particle.
The j th fuzzy hypercube cell contains the center mij and width σij of the Gaussian membership function, the
constants a0j and aij of the corresponding memory of linear combination of input variables, and the recurrent
weight of the feedback unit θij .
Step 2: NM method
The fitness values of all particles are ordered from greatest to least. That is, the particles are given fitness
values from the best (the greatest fitness value) to the worst (the smallest fitness value). Thus, the NM method
is used to update the particle position.
Step 3: Group formation
According to the fitness values of all particles from the greatest to least, the distance values between the
particle with the best fitness value and the others particles are calculated. Based on those distance values, an
entropy-based criterion is used to determine whether or not the particle belongs to the group. The group leader
is used to substitute the position of Pbest. That is, all of the particles in the swarm have a new reference point
to search.
Step 4: Updating position of particle
The group leaders and the Gbest are used as suitable reference points for all the particles. The new
formula is given by Eq. (16). The group leader can lead the particles to find the actual solution efficiently.
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Figure 3. The DGHEA flowchart.
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Figure 4. Coding the parameters of T-RFCMAC model into a particle.
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Step 5: Updating Pbest (personal best) and Gbest (global best)
After updating the position of each particle, the Pbest and Gbest will be updated if necessary. First, the
fitness values of each particle are compared with the personal best fitness value (Pbest). If the current fitness
value is larger than Pbest, the Pbest will be replaced by the current fitness value and also the position of the
Pbest in N -dimensional space will be updated. The updating approach of the global best fitness value

(Gbest)

is similar to the updating approach of Pbest.
Step 6: If the number of generations is satisfied, the algorithm will return to Step 2; otherwise, the
algorithm will be terminated.

4. Simulation results
In this section, two examples are simulated. These simulation studies include the Mackey–Glass chaotic series
prediction problem and the dynamic system identification problem. The chaotic time series and the dynamic
system identification problems are difficult to predict and identify. Recently, several researchers [28–39] tried
to improve the prediction and identification performance. Therefore, in the present study we compare the
performance of the DGHEA-based T-RFCMAC model with those of other methods [28–39]. The root mean
squared error (RMSE) is used for performance evaluation in this study. Two simulation comparisons are
considered. One is the performance comparison of various evolutionary learning algorithms and the other is
that of various models. All the programs were developed by using Visual Studio 2013 C ++ software on an
Intel i7-870 2.93 GHz personal computer.

4.1. Prediction of Mackey–Glass chaotic time series
The Mackey–Glass chaotic time series x(t) in consideration here is generated from the following delay differential
equation:
0.2x(t − τ )
dx(t)
=
− 0.1x (t) ,
dt
1 + x10 (t − τ )

(17)

where the initial value is given as τ = 17 and x (0) = 1.2 . Crowder extracted 1000 input–output data pairs
{
}
x, y d using four past values of x(t) , i.e.
[x (t − 18) , x (t − 12) , x (t − 6) , x (t) ; x (t + 6)]

(18)

Four inputs of the T-RFCMAC model correspond to these value of x(∆t), and one output represents the value
x(t + ∆t) , where ∆t is a time interval into the future. The first 500 pairs are used for training data, whereas the
remaining 500 pairs are used for testing data. In this experiment, the parameters are set and shown in Table 1.
Figure 5 shows the prediction results of the actual output and the output of T-RFCMAC model with DGHEA.
Figure 6 describes the learning curves of the T-RFCMAC model with various learning algorithms, including the
proposed DGHEA, QPSO [20], and NM [27]. Table 2 shows the performance comparison of the T-RFCMAC
model with various learning algorithms. Table 3 lists the performance comparison of various models, including
the proposed T-RFCMAC model with DGHEA, P-FCMAC [28], GEFREX [29], ANFIS [30], Kim and Kim [31],
DENFIS [32], SEFC [33], and NFIS-SEELA [34]. Experimental results show that the T-RFCMAC model with
DGHEA performs better than other methods.
2010

LEE and LIN/Turk J Elec Eng & Comp Sci

1.4
1.3

Desired output
Model output

1

1.2
0.95
DGHEA
G-QPSO
NM
QPSO
QPSO-NM

1
Fitness

Output

1.1

0.9
0.8
0.7
0.6

0.90
0.85
0.80

0.5
0.4

0

50

100

150 200

250 300 350 400
Time step

0.75
0

450 500

Figure 5. Prediction results of the actual output and the
output of T-RFCMAC model with DGHEA.
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Figure 6. Learning curves of the T-RFCMAC model with
various evolutionary learning algorithms.

Table 1. The parameters of the proposed method for chaotic time series prediction.

Parameter

Generation

Value

1000

Number
of
particles
52

Number of
fuzzy
hypercubes
3

NM
parameter
α, β, γ, δ
1, 0.5, 2, 0.5

Table 2. Comparison results of the T-RFCMAC model with various evolutionary learning algorithms for chaotic time
series prediction.

XX
XXX Method Proposed
XXX
RMSE
XX method
Best
0.0030
Worst
0.0087
Average
0.0057
Standard error
0.0046

QPSO[20]
0.0057
0.0182
0.0137
0.0030

Group-based
QPSO
0.0089
0.0149
0.0125
0.0022

QPSO-NM

NM[27]

0.0065
0.0176
0.0121
0.0027

0.0631
0.0827
0.0727
0.0078

Table 3. Comparison results of various models for chaotic time series prediction.

Models
RMSE
Models
RMSE

Proposed
method
0.0030
Kim and Kim [31]
0.026

P-FCMAC [28]

GEFREX [29]

ANFIS [30]

0.0094
DENFIS [32]
0.033

0.0061
SEFC [33]
0.032

0.007
NFIS-SEELA [34]
0.00675

4.2. Identification of dynamic system
In this example, the identification of the dynamic system is expressed as follows:
yp (t + 1) = 0.72yp (t) + 0.025yp (t − 1) u (t − 1) + 0.01u (t − 2) + 0.2u (t − 3)

(19)
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The output of dynamic system depends on three last inputs and two last outputs. Two current variables, yp (t)
and u(t) , are fed as inputs into the T-RFCMAC model. The input signal u(t) is used to determine the results:

( πt )
,
t < 250
sin 25



1.0,
250 ≤ t < 500
u (t) =
−1.0, ( )
500 ≤ t < 750


( πt )
( πt )

πt
0.3 sin 25
+ 0.1 sin 32
+ 0.6 sin 10
, 750 ≤ t < 1000

(20)

In this experiment, the adjustable parameters are set and shown in Table 4. Figure 7 displays the identification
results of the actual output and the output of the T-RFCMAC model with DGHEA. Figure 8 shows the learning
curves of the T-RFCMAC model with various learning algorithms, including the proposed DGHEA, QPSO [20],
and NM [27]. Table 5 shows the performance comparison of the T-RFCMAC model with various learning
algorithms. Table 6 lists the performance comparison of various models, including the proposed T-RFCMAC
model with DGHEA, ERNN [35], RFNN [36], WRFNN [37], SRFNN [38], Feedforward T2-FNN, and RIFNN
[39]. Experimental results show that the T-RFCMAC model with DGHEA also performs better than other
models.
1

1

Desired output
Model output

0.8

0.95
0.9

0.6

0.85
Fitness

Output

0.4
0.2
0

-0.2

DGHEA
G-QPSO
NM
QPSO
QPSO-NM

0.8
0.75
0.7
0.65

-0.4
-0.6

0.6

-0.8

0.55
0

0

50

100

150

200

250 300
Time step

350

400

450

500

Figure 7. Identification results of the actual output and
the output of the T-RFCMAC model with DGHEA.

100 200

300 400 500 600 700
Time step

800 900 1000

Figure 8. Learning curves of the T-RFCMAC model with
various evolutionary learning algorithms.

Table 4. The parameters of the proposed method for dynamic system identification.

Parameters

Generation

Value

1000

Number
of
particles
52

Number of
fuzzy
hypercubes
3

NM
parameter
α, β, γ, δ
1, 0.5, 2, 0.5

Conclusion
This study proposes an efficient T-RFCMAC model with DGHEA for solving identification and prediction
problems. The proposed DGHEA learning method is a hybrid of the modified QPSO and NM algorithms. The
traditional QPSO is modified and added to the group concept to promote the reference information of particles
and find the global optimal quickly. Two simulation studies included the dynamic system identification problem
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Table 5. Comparison results of the T-RFCMAC model with various evolutionary learning algorithms for dynamic
system identification.

hhhh

hhh
hh

Method Proposed
h
h
hhh
RMSE
h method
Best
0.0063
Worst
0.0090
Average
0.0086
Standard deviation (STD)
0.00060267

QPSO
[20]
0.0090
0.0305
0.0119
0.0046

G-QPSO

QPSO+NM

NM [27]

0.0090
0.0091
0.009003
0.0000038352

0.0087
0.0090
0.0090
0.000104

0.1663
0.6710
0.4196
0.1383

Table 6. Comparison results of various models for dynamic system identification.

RMSE

Proposed
method
0.0063

Models

SRFNN [38]

RMSE

0.02

Models

ERNN [35]

RFNN [36]

WRFNN [37]

0.036
Feedforward
T2-FNN
0.0155

0.072

0.0574

RIFNN [39]

-

0.0125

-

and the Mackey–Glass chaotic series prediction problem. Simulation results show that the proposed T-FRCMAC
model with DGHEA has a better RMSE performance and faster convergent speed than other methods.
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