Abstract-A factorization of a group g is a collection of subsets (Ai, A2,... Ar) such that every element g C g has a unique representation g = a ...-a where ai C Ai for i = 1,..., r.
I. INTRODUCTION
A factorization of a group 9 is a collection of subsets (Al, A2, ... Ar) such that every element g C 9 has a unique representation g = a, * a2 a... a where ai C Ai for i,...,r [1] , [2] .
Much work has been done, when the sets A1,.. ., Ar are subgroups, see for instance [3] , however, interesting for applications in information theory is rather the more general case that we do not assume any further structure on the sets Ai. Such factorizations occured, when Hajos solved an old conjecture due to Minkowski from 1896. Minkowski's conjecture was originally of number theoretic nature. It was translated into the geometric problem, that in a lattice tiling of the n-space by unit cubes there must be a pair of cubes that share a complete (n -)-dimensional face. This problem was settled in 1941 by Hajos using factorizations of groups into subsets.
Later, researchers became interested in studying tilings of the n-space by further strucutures consisting of unit cubesthe cross and the semicross.
A (k, n)-semicross is a translate of the cluster consisting of the kn +1 unit n -dimensional cubes whose edges are parallel to the coordinate axes and whose centers are the kn + 1 points specified by the n -tuples (0, 0, . .. ,0), (j,O . .. , 0), (0, j ...,0), . .. (0,0 .. .,j j 1,2... ,k. Accordingly, a (k,rn)-cross (or full cross) is a translate of the cluster consisting of the 2kn + 1 unit ndimensional cubes whose edges are parallel to the coordinate axes and whose centers are the 2kn + 1 points specified by the n -tuples (forj 1,2 ..., k)
Stein and Szabo in their book [2] trace back the origin of the study of the cross and the semicross to four independent sources, two of which [4] and [5] have a coding theoretic background:
"...Ulrich constructed single-error correcting codes for alphabets of more than two symbols. He utilized a packing of {-1, 1} in C(10), presented the equivalent of a splitting of C(5) e C(5) by {-1, 1}. However this paper did not lead to subsequent investigation of crosses or semicrosses in Euclidean space..." "... Golomb and Welch showed that the (1, n)-cross tiles Rn. They thought of the center of a cross as a code word and the other cubes of the cross as words that can be received if there were an error in one coordinate of the code word. A tiling then corresponds to a perfect code..."
Thus, tilings of the n-space by the cross and the semi-cross correspond to perfect single-error correcting codes [6] - [14] . This will be discussed in Section II. Group factorizations come into play, when the analysis is carried out in Zp, where p is a prime number. In this case the syndromes of a perfect singleerror correcting code form a factorization of the multiplicative group ZP*. We shall briefly sketch this connection and refer to the paper [10] for a detailed discussion.
As a further application, Ustimenko [15] , [16] used goup factorizations into three and four sets in order to construct graphs of large girth (i. e., these graphs do not contain cycles of short length). It is well known, that bipartite graphs of large girth are important for LDPC codes. Ustimenko [15] gave another information-theoretic application by setting up a cryptosystem based on such graphs. We shall discuss Ustimenko's paper in Section III.
In Section IV, we shall discuss further cryptosystems based on group factorizations [17] - [29] . Magliveras [17] in 1986 presented a secret-key cryptosystem using factorization of groups. The first public-key system due to Qu and Vanstone [19] turned out to be vulnerable to cryptanalytic attacks using lattice reduction algorithms, [20] and [21] . New approaches to designing public-key cryptosystems using finite groups have been discussed later on [22] - [29] . Here, the group factorizations are usually denoted as logarithmic signatures. It turns out that the use of nonabelian groups and of group covers, in which every group element has at least one representation as a product of elements of the set Ai is of advantage.
Similarly, in a packing of a group every element has at most one representation as a product of elements of the sets Ai. Packings of groups and their connection of packings of the n-space with crosses and semicrosses had been studied in [30] - [35] . Golomb [30] observed that the cross and the semicross can be considered as the error spheres around a codeword in special metrics. He denoted these spheres as Stein sphere (for the cross) and Stein corner (for the semicross). Stein and Hamaker [31] , [32] discussed the density of such packings. Of special interest in their study were packings of R3, where the semicross is also denoted as tripod [33] . Recently, Tiskin [35] could solve an open problem from [32] and demonstrate that it is not possible to fill a constant fraction with non-overlapping tripods, as the arm-length k tends to infinity. His proof uses methods from extremal graph theory.
II. SYNDROMES OF INTEGER CODES
An integer code as defined by Vinck and Morita in [6] consists of all words (cj,...,c,) C Integer codes are a useful tool for single-error-correction, for instance, for peak shift correction for RLL codes [7] , distortion of single components [8] , codes on lattices [9] or permutation of components [10] .
In order to be able to correct one single error, the syndromes of an integer code have to be pairwisely different. As pointed out before, integer codes allow to correct single errors in several code concepts. If, for instance, the error is a substitution of the letter ci by c' then the resulting syndrome is The analysis of the existence and construction of perfect integer codes is usually reduced to groups of prime orders [11] , [13] , [14] , since constructions for composite m can be obtained from those for prime m. An efficient way to construct perfect integer codes was described in [13] . Here, the elements of S are expressed as powers of a generator g, namely ai = g94 for i = o, ... , k -1. In order to assure that all products e. h (e C E, h C 'H) are different, one has to guarantee that all products g"l9k . III. GRAPHS WITH LARGE GIRTH Ustimenko [15] considered the following incidence structure from a group G and two of its proper subgroups G1 and G2 such that < G1, G2 >= G. Denoting by P = (G: G1) a set of points and by L = (G: G2) a set of lines the bipartite The idea is to use the vertices as messages and arcs of a certain length as encryption tool. The quality measure of such an encryption is the probability to break the key. If the graph has a large girth, a formula for this probabilty can be given.
IV. CRYPTOSYSTEMS BASED ON GROUP FACTORIZATION
A first public-key cryptosystem based on group factorizations [19] turned out to be vulnerable towards attacks using lattice reduction algorithms [20] , [21] . Recently, Magliveras, Stinson, and Trung [23] made a new approach in designing such public-key cryptosystems. The group factorization they denote as logarithmic signature. Actually, they proposed two public-key cryptosystems based on group factorization, MST1 and MST2.
A logarithmic signature is called tame, if the factorization of an element can be achieved in time polynomial in the degree of the group G, which is the integer n such that lG = [nlognj. A logarithmic signature is called wild, if it is not tame. Of special interest is the logarithmic signature (A1,A2,... , Ar), where Ai is a complete set of right coset representatives of GiC, in Gi from a chain of subgroups 1 = Go < G1 < ... < Gr = G. Such a logarithmic signature is called exact transversal. Observe that the factorization for the efficient construction of integer codes in the previous section was obtained this way.
The cryptosystem MST1 makes use of exact transversals. However, it can be shown that exact transversal logarithmic signatures are tame, and hence a one-way function cannot be constructed from them. To obtain a one-way permutation or as decoding function, or will be composed from a wild logarithmic signature a and a tame logarithmic signature j3 for a finite permutation group. If and only if Q is tame, the bijection Q: ZIGI -> G is efficiently invertible.
Alice will publish the pair (a, Suitable group factorizations and possible attacks for MST1 were discussed in [25] , [26] , [27] .
The second cryptosystem MST2 suggested in [23] is based on covers of groups. In this direction, the authors of [29] suggested a third cryptosystem MST3 also based on group covers. Covers can be generated at random [28] , allowing greater flexibility in the setup.
V. PACKING TRIPODS Hamaker and Stein [32] considered packings of the 3-dimensional space by the cross and the semicross. The threedimensional semicross is also denoted as tripod. They found upper and lower bounds for the maximum fraction of space that can be filled with with arbitrary non-overlapping tripods. Denoting by f (k) the maximum size of a tripod packing for a given arm-length k, they could show that f(k) =Q(k15235) and f (k) < k2. The lower bound is obtained by an improved construction. Of special interest is the upper bound, since it can be concluded that it is not possible to fill a constant fraction of space by tripods as their arm-length k tends to infinity. This was posed as an open problem by Stein on several occasions [32] , [33] , [2] .
The idea of proof is very nice and may be applicable also to the derivation of bounds on codes. Tiskin analyzed the possible overlaps of tripods and constructed a graph from this. This tripod packing graph must be diamond-free, i.e., it does not contain a diamond as a subgraph. Then he obtains the upper bound by application of Szemeredi's Regularity Lemma from extremal graph theory.
VI. CONCLUDING REMARKS Several applications of group factorizations in information theory have been presented. Probably, the list is not exclusive and the author will be grateful for further hints. The blocks in this factorization may be subgroups as in the construction of graphs of large girth or even sets on which no further structure is assumed.
The last class of group factorizations has not been discussed too intensively in literature. Problems to be considered concern the existence of factorizations, the existence of factorizations containing a prescribed set, and of course, a lot of algorithmic problems: efficient computation of a factorization, construction of one-way functions and trapdoors for cryptographic purposes.
