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Re´sume´
L’imagerie me´dicale est ne´cessaire dans de nombreux actes me´dicaux de diagnostic ou de the´rapie.
Les diffe´rentes modalite´s existantes fournissent des informations comple´mentaires qui peuvent ame´-
liorer l’analyse des tissus explore´s. En particulier, la de´formation d’organes ou de tissus peut fournir
une indication sur la pre´sence ou non d’une pathologie. Cette appre´ciation qualitative est facile
a` effectuer a` l’œil nu, mais une estimation automatise´e et pre´cise de cette de´formation peut eˆtre
ne´cessaire.
Le choix le plus naturel pour traiter les images est de se baser sur l’intensite´ des pixels. Cependant,
certaines approches d’estimation, en particulier du mouvement, de´composent d’abord l’image en
diffe´rents descripteurs, tels que la phase spatiale, qui porte l’information structurelle de l’image.
L’objectif de cette the`se est d’e´valuer l’apport de ce type de descripteurs dans le cadre de
se´quences ultrasonores (US) et de recalage multimodal entre images par re´sonance magne´tique (IRM)
et US. Pour cela, nous avons d’abord montre´ que pour des images US, une approche base´e sur la
phase issue du signal monoge`ne constituait un bon compromis vis-a`-vis de techniques de mise en
correspondance de blocs ou de flux optique base´ sur la phase extraite du signal analytique complexe
2D. Nous avons ensuite poursuivi cette e´tude en conside´rant les diffe´rentes informations issues du
signal monoge`ne, avec son extension au cas 3D. Cela nous a permis de proposer un estimateur de
translations base´ sur un autre descripteur : l’orientation principale locale. Nous avons ensuite e´value´
l’apport de la phase dans le cadre du recalage IRM-US base´ sur l’information mutuelle. Finalement,
nous pre´sentons les enjeux cliniques du prolapsus ge´nito-urinaire chez la femme. Nous avons ainsi
introduit un estimateur de mise en correspondance de blocs de´formables base´ sur la phase, que
nous avons applique´ a` des se´quences e´chographiques in vivo. Bien que cet estimateur ait tendance
a` minimiser le stade du prolapsus, il permet un meilleur suivi des tissus au fil de la se´quence que
l’estimateur de blocs de´formables initial base´ sur l’intensite´.
Mots-cle´s – Estimation du mouvement, de´calage subpixellique, recalage multimodal, imagerie ul-




Nowadays, medical imaging is necessary in many diagnostic or therapy medical acts. The dif-
ferent existing modalities provide complementary information, which can improve the analysis of
the explored tissues. In particular, the tissue deformation provide an indication on the presence of
a pathology. This qualitative appreciation is easy to perform for the human eye, but it would be
useful to get an automatic and accurate estimation of this deformation.
The most natural choice to process images is to use the intensities of the pixels. However, some es-
timation approaches, in particular in motion estimation, decompose the image in several descriptors,
such as spatial phase, which is a strucural information of the image.
The aim of this thesis is to evaluate the contribution of this kind of descriptors, when they are
used for motion estimation on ultrasound (US) sequences and multimodal registration, between a
magnetic resonance images (MRI) and US images. For this, we first showed that for ultrasound
images, an approach based on the monogenic spatial phase was a good compromise, facing block
matching technics or optical flow estimation based on 2D analytic complex signal. Then, we conti-
nued this study, considering all the features extracted from the 3D monogenic signal. It allowed us to
propose a translation estimator based on another descriptor : the main local orientation. Afterward,
we evaluated the contribution of the phase for MR-US registration based on the mutual information.
Finally, we present the clinical issues of the pelvic organ prolaps. Thus, we introduced a phase-based
block deformable block matching estimator. We applied this estimator on in vivo US sequences.
Although this estimator tends to minimize the degree of the pelvic floor disorders, it allows a better
tissues monitoring than the intensity-based block deformable estimator all along the sequence.
Keywords – Motion estimation, subpixelic shift, multimodal registration, ultrasound imaging, spa-





2D CAS 2D Complex Analytic Signal
2D IAS 2D Isotropic Analytic Signal
BDBM Bilinear Deformable Block Matching
BM Block Matching (mise en correspondance de blocs)
CC Cross-Correlation (fonction d’inter-corre´lation)
CT Computed Tomography
FD Feature Difference
FFD Free Induction Decay (signal de pre´cession libre)
FID Free-Form Deformation (de´formation de formes libres)
GPU Graphics Processing Unit (processeur graphique)
IRM Imagerie par Re´sonance Magne´tique
MI Mutual Information (information mutuelle)
monoBDBM BDBM base´ sur la phase spatiale issue du signal monoge`ne
MS Monogenic Signal (Signal monoge`ne)
MSE Mean Squared Error (Erreur quadratique moyenne)
NCC Normalized Cross-Correlation (fonction d’inter-corre´lation normalise´e)
NMI Negative Mutual Information (information mutuelle ne´gative)
OD Orientation Difference
POP-Q Pelvic Organ Prolapse Quantification
PSF Point Spread Function (re´ponse impulsionnelle)
RF Radio-Fre´quence
ROI Region Of Interest (re´gion d’inte´reˆt
SAD Sum of Absolute Differences (somme des diffe´rences absolues)
SNR Signal to Noise Ratio (rapport signal sur bruit)
SSD Sum of Squared Differences (somme des diffe´rences au carre´)
T1 Temps de relaxation a` 63% de l’aimantation longitudinale




TR Temps de re´pe´tition
TGC Time Gain Compensation (Compensation du gain en fonction du temps)
US Ultrason ou ultrasonore
ZR Zone de Recherche
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I(x, t) Valeur d’un pixel aux coordonne´es x de l’image I
<(•) Partie re´elle d’un nombre complexe
=(•) Partie imaginaire d’un nombre complexe
ℵ Voisinage de pixels ou de voxels
Ω Domaine d’une image ou d’un volume
∗ Ope´rateur de convolution
•T Ope´rateur de transposition
•∗ Ope´rateur de conjugaison
hi(x) Filtre en quadrature d’ordre 1 suivant la direction xi
hi,j(x) Filtre en quadrature d’ordre 2
p(x) Composante re´ele d’un signal hypercomplexe
qi(x) i
e composante imaginaire d’un signal hypercomplexe d’ordre 1









e composante du vecteur phase
n(x) Vecteur d’orientation normalise´e
ni(x) i
e composante du vecteur d’orientation normalise´e
α(x) Angle apex
α Coefficient de ponde´ration d’une fontion de re´gularisation
A Matrice des de´rive´es spatiales
b Vecteur des de´rive´es temporelles
φ Maillage d’une image
p(i) Probabilite´ qu’un pixel ait l’intensite´ i acquise au temps t
C Fonction de couˆt quelconque
P Parame`tres d’un mode`le de de´formation
δPn Variation des parame`tres d’un mode`le de de´formation a` l’ite´ration n
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Dans le milieu me´dical, l’imagerie me´dicale est une e´tape parfois essentielle pour e´tablir un
diagnostic, e´valuer l’efficacite´ d’un traitement ou assister le chirurgien lors d’une intervention. Cela
a engendre´ une grande quantite´ de travaux depuis les anne´es 1970, ce qui a permis le de´veloppement
des premiers scanners X ainsi que l’appartition de nouvelles modalite´s, telles que l’imagerie par
re´sonance magne´tique (IRM) dont les premie`res images de tissus humains datent de 1975 [Prince et
Links, 2008].
L’imagerie ultrasonore (US), aussi connue sous le nom d’e´chographie, est une modalite´ re´pute´e en
particulier pour le suivi de la croissance de fœtus au cours des diffe´rentes e´tapes de la grossesse. Elle
permet notamment une observation sans effet secondaire et sans douleur pour le patient, mais posse`de
e´galement d’autres avantages. Sa facilite´ de mise en œuvre, son faible couˆt et son caracte`re temps
re´el en font une modalite´ privile´gie´e, voire obligatoire, dans de nombreuses applications. Toutefois,
la faible qualite´ des images constitue la pricipale limitation de cette modalite´ et ne permet pas de
distinguer les structures biologiques avec autant de pre´cision que la plupart des autres modalite´s.
L’estimation du mouvement tissulaire en imagerie ultrasonore est directement soumise a` cette
contrainte. De plus, un meˆme point anatomique peut avoir une intensite´ de pixel diffe´rente d’une
image a` l’autre dans une se´quence e´chographique. Ce phe´nome`ne est essentiellement duˆ a` l’angle
d’incidence entre le faisceau US et le tissu ainsi que les mouvements hors plans en imagerie US 2D.
Aussi, le de´veloppement de me´thodes capables d’estimer le mouvement avec une bonne pre´cision est
toujours un de´fi. Parmi les applications d’estimation du mouvement les plus connues, on peut citer
l’e´chocardiographie, l’estimation de flux sanguin ou l’e´lastographie.
Il peut e´galement arriver que l’imagerie ultrasonore ne soit pas la seule modalite´ utilise´e dans les
e´tapes du traitement me´dical. Il peut eˆtre ne´cessaire de la coupler avec un autre type d’imagerie,
comme par exemple l’IRM, pour tirer profit des deux modalite´s. Le recalage multimodal entre IRM
et e´chographie peut par exemple porter sur des images de cerveau de fœtus, des images cardiaques,
de la carotide ou des organes ge´nitaux. Les informations obtenues par ces diffe´rentes modalite´s
peuvent eˆtre comple´mentaires, c’est pourquoi il peut eˆtre inte´ressant de les fusionner. Pour cela, il
est ne´cessaire de recaler ces images entre elles. Dans ce cas, les intensite´s des pixels ne correspondent
plus et la re´solution spatiale est souvent variable entre les images.
L’estimation du mouvement est donc une proble´matique importante et indispensable dans de
diverses applications en imagerie me´dicale. Ainsi, il se ressent le besoin d’employer des me´thodes de
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pre´cision et de robustesse adapte´es aux contraintes lie´es a` ces diffe´rents types d’imagerie ainsi qu’a`
leurs applications. Parmi les approches possibles, deux grandes familles se distinguent : la premie`re
est base´e sur la mise en correspondance de blocs et la seconde sur l’estimation de flux optique. Ces
me´thodes sont base´es sur l’intensite´ des pixels, mais il est possible d’utiliser d’autres informations
pour effectuer cette estimation, comme la phase spatiale, porteuse de l’information structurelle de
l’image.
Contexte du travail de the`se
L’objectif de cette the`se a e´te´ d’e´valuer l’apport de la phase spatiale face aux me´thodes classiques
d’estimation du mouvement base´es sur l’intensite´. Nous traitons d’abord l’estimation du flux optique
dans des se´quences e´chographiques 2D et 3D, puis le recalage multimodal entre images par re´sonance
magne´tique et ultrasonores (MR-US). Alors que les deux premie`res techniques sont intimement lie´es,
la troisie`me repose sur des proble´matiques supple´mentaires lie´es au changement de modalite´ entre
les deux images a` recaler. Le but de ces travaux est, a` terme, de de´velopper des outils performants
permettant de quantifier de manie`re automatique le stade du prolapsus ge´nito-urinaire, plus couram-
ment appele´ descente d’organes, chez la femme. Nous proposons pour cela dans le dernier chapitre
de ce manuscrit un premier algorhithme et des crite`res de quantification.
Organisation du manuscrit
Ce travail de the`se se de´compose en cinq grandes parties.
Nous nous sommes inte´resse´s aux modalite´s d’imagerie par re´sonance magne´tique, et surtout US
dans ce travail de the`se. Afin de mieux les comprendre, nous de´crivons les principes sur lesquels
repose l’acquisition de telles images dans le premier chapitre.
Le second chapitre est quant a` lui de´die´ a` l’e´tat de l’art. Nous y pre´sentons les diffe´rentes tech-
niques d’estimation du mouvement existantes ainsi que les signaux complexes et hypercomplexes
propose´s dans la litte´rature. Nous ferons ensuite le lien entre ces deux concepts en de´crivant com-
ment ces signaux sont utilise´s dans le cadre de l’estimation du mouvement.
Le troisie`me chapitre traite de l’estimation du mouvement en imagerie ultrasonore 2D et 3D. Dans
un premier temps, nous y e´valuons diffe´rents algorithmes de la litte´rature, en montrant l’inte´reˆt de
la phase spatiale pour des me´thodes d’estimation du mouvement 2D. Nous nous inte´ressons ensuite
au signal monoge`ne dans le cadre d’estimation du mouvement 3D. Nous y montrons l’inte´reˆt de
l’orientation principale et proposons un estimateur base´ sur cette information.
Le quatrie`me chapitre est consacre´ a` l’e´tude du recalage multimodal entre images par RM et
images US. Nous nous replac¸ons dans le cas 2D. Pour cela nous avons utilise´ un algorithme de la
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litte´rature, pouvant tenir compte de deux types de de´formations diffe´rentes et que nous avons adapte´
a` nos besoins. Notre but e´tait d’e´valuer l’apport de la phase spatiale dans un algorithme de recalage.
Le cinquie`me chapitre constitue une application me´dicale du troisie`me chapitre. Nous utilisons
l’estimateur base´ sur la phase spatiale issue du signal monoge`ne dans un algorithme de mise en
correspondance de blocs de´formables pour suivre les de´placements des organes pelviens au long
de se´quences d’images ultrasonores cliniques. Nous proposons dans ce chapitre une me´thode de
blocs de´formables base´e sur la phase spatiale du signal monoge`ne. Cette me´thode est compare´e a`
la me´thode existante d’estimation de mouvement par blocs de´formables utilisant l’intensite´ dans le
but de quantifier le stade du prolapsus ge´nito-urinaire.
Finalement, une conclusion dresse le bilan de ce travail de the`se et laisse apparaˆıtre les perspec-





Formation d’images par re´sonance
magne´tique et ultrasonores
L’acquisition d’une image me´dicale repose sur des phe´nome`nes physiques diffe´rents d’une mo-
dalite´ a` l’autre. Il est donc important de connaitre leurs processus de formation pour mieux les
comprendre et donc les traiter. Dans ce travail de the`se, nous nous sommes inte´resse´s a` l’imagerie
par re´sonance magne´tique (IRM) et ultrasonore (US). Une attention particulie`re a e´te´ porte´e sur
cette dernie`re. Afin de comprendre leurs caracte´ristiques et de se familiariser avec les termes qui leur
sont propres, nous pre´sentons dans ce chapitre les principes de base de formation de ces deux types
d’images.
1.1 Formations d’images par re´sonance magne´tique 1
1.1.1 Bre`ve pre´sentation de l’IRM
L’imagerie par re´sonance magne´tique est base´e sur les proprie´te´s magne´tiques du proton d’hy-
droge`ne. Meˆme si d’autres protons ont des proprie´te´s magne´tiques, celui-ci est le plus abondant dans
le corps humain, c’est pourquoi il est utilise´ dans le milieu clinique. D’abord soumis a` un champ
e´lectrique externe, ces protons sont configure´s dans un meˆme e´tat. Ensuite, il faut les faire re´sonner
en les soumettant a` l’influence d’une onde radio–fre´quence (RF). Ces noyaux vont alors e´mettre un
signal, que l’on va analyser pour pouvoir produire les images. L’intensite´ de ce signal varie suivant
la teneur en protons et les proprie´te´s magne´tiques des tissus. Nous de´taillons ces phe´nome`nes dans
cette section.
1.1.2 Spin nucle´aire
Le moment magne´tique d’un proton correspond a` une rotation sur lui-meˆme, c’est ce que l’on
appelle le spin du proton. L’orientation de cet axe est naturellement ale´atoire, ce qui engendre une
re´sultante magne´tique nulle. Ces phe´nome`nes sont illustre´s par la figure 1.1.
Lorsqu’ils sont soumis a` un champ magne´tique externe B0, les protons s’orientent pour que leurs
axes de rotation soient paralle`les a` l’axe de ce champ. Ils peuvent avoir le meˆme sens, ils seront
1. Les figures de cette section sont inspire´es ou directement extraites du site web http ://www.imaios.com/fr
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(a) (b)
Figure 1.1 – 1.1(a), Moment magne´tique d’un proton : il tourne sur lui-meˆme, autour d’un axe.
1.1(b), Sche´ma de plusieurs protons, l’orientation de l’axe de rotation d’un proton est ale´atoire.
alors bien paralle`les a` B0, ou eˆtre de sens oppose´ et seront antiparalle`les a` B0. Ce phe´nome`ne est
illustre´ dans la figure 1.2(a). D’apre`s les statistiques de Boltzmann, les spins paralle`les repre´sentent
une plus grande proportion que les spins antiparalle`les a` B0. L’aimentation tissulaire suit donc le
sens du champ magne´tique externe. Cependant, les spins posse`dent dans ce cas un autre type de
de´placement que cette simple rotation longitudinale. Ils ont e´galement un mouvement de rotation
de´crivant un coˆne autour de B0, c’est ce qui s’appelle le mouvement de pre´cession, qui est mode´lise´
dans la figure 1.2(b).
(a) (b)
Figure 1.2 – 1.2(a), Sous l’influence du champ magne´tique B0, les spins s’orientent dans la direction
de ce champ. 1.2(b), Mouvement de pre´cession d’un proton.
Ce dernier mouvement de´crit un coˆne autour de l’axe de B0, comme une toupie qui bascule
mais qui continue a` tourner. La vitesse de cette rotation est proportionnelle a` l’intensite´ du champ
magne´tique. Elle se caracte´rise par sa fre´quence de pre´cession ω0, aussi appele´e fre´quence de Larmor,
qui est proportionnelle a` B0, e´tant donne´ le rapport gyromagne´tique γ : ω0 = γB0.
Il est donc possible de distinguer une composante longitudinale et une composante transversale
dans le moment magne´tique d’un proton. Le mouvement de pre´cession se traduit finalement par une
rotation de la composante transversale autour de l’axe longitudinal. Les mouvements de pre´cession
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des spins ne sont pas en phase, ce qui fait qu’il n’y a pas d’aimentation transversale globale pour un
ensemble de spins, comme l’illustre la figure 1.3.
(a) (b)
Figure 1.3 – 1.3(a), De´composition du moment magne´tique d’un proton (en gris) en composantes
longitudinale (en rouge) et transversale (en orange). 1.3(b), Coupe transversale du proton ou` seule
la composante transversale est repre´sente´e. On remarque qu’elles ne sont pas en phase.
Cette rotation transversale joue pourtant un roˆle primordial dans l’acquisition d’une IRM puisque
c’est cette information que les antennes vont recevoir. Pour la rendre accessible, on utilise le phe´nome`-
ne de re´sonance. Il se traduit par une interaction entre le spin en pre´cession et une onde RF, lorsque
celle-ci est de meˆme fre´quence que la rotation transversale du spin, a` savoir ω0. L’e´mission d’une
onde RF va entrainer une phase d’excitation, suivie d’une phase de relaxation.
1.1.3 Phase d’excitation
La phase d’excitation correspond au moment ou` l’onde RF apporte de l’e´nergie aux spins. A` ce
moment, l’aimantation tissulaire bascule, entrainant ainsi une aimantation transversale du syste`me
de spins. En effet, si l’impulsion de l’onde RF est incline´e de 90˚ (on parlera d’impulsion a` 90˚ ), le
nombre de spins paralle`les et antiparalle`les se compense, et la composante longitudinale de l’aiman-
tation disparait. Ces spins sont e´galement mis en phase, laissant ainsi apparaˆıtre une composante
azimutale pour l’ensemble du syste`me de spins. Ce principe est illustre´ par la figure 1.4.
Au repos, les spins paralle`les, repre´sente´s en rouge ou en orange dans la figure 1.4(a) sont plus
nombreux que les spins antiparalle`les, de couleur verte ou bleue. De plus ils ne sont pas en phase, c’est
pourquoi nous faisons la distinction entre les spins rouges et oranges ou entre les bleus et les verts sur
ce sche´ma. Cela engendre une composante transversale totale nulle. L’aimantation macroscopique
est donc purement longitudinale dans ce cas (Fig. 1.4(b)). Lors de l’excitation, le nombre de spins
paralle`les et antiparalle`les s’e´quilibre et ces derniers se mettent en phase. Nous avons repre´sente´ cela
dans la figure 1.4(c) par des spins paralle`les rouges et antiparalle`les bleus. La figure 1.4(d) illustre
l’e´tat de l’aimantation a` la fin de la phase d’excitation : la composante longitudinale diminue alors
que la composante transversale augmente.
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(a) (b)
(c) (d)
Figure 1.4 – Au repos, les spins sont majoritairement paralle`les et leur rotation transversale est
de´phase´e (Fig. 1.4(a)). L’aimantation macroscopique re´sultante est illustre´e dans la figure 1.4(b) et
est purement longitudinale. Apre`s l’excitation a` 90˚ , le nombre de spins paralle`les et antiparalle`les
s’e´quilibre et les spins se mettent en phase (Fig. 1.4(c)). Il en re´sulte une aimantation macroscopique
transversale, pre´sente´e dans la figure 1.4(d).
1.1.4 Phase de relaxation
Durant la phase de relaxation, les spins restituent l’e´nergie absorbe´e pour retourner dans leur
e´tat d’e´quilibre. Elle s’accompagne d’une onde RF, que l’on enregistrera pour former par la suite
l’IRM, et peut se de´composer en relaxation longitudinale et relaxation transversale.
La relaxation longitudinale correspond a` la restauration de l’aimantation longitudinale. Les spins
revenant dans leur e´tat de repos, on retrouve progressivement une quantite´ supe´rieure de spins
paralle`les, jusqu’a` retrouver le rapport initial entre spins paralle`les et antiparalle`les. L’allure de
la croissance de la composante longitudinale lors de la phase de relaxation est repre´sente´e par la
figure 1.5. Cette courbe se caracte´rise par le temps T1, pour lequel la croissance de l’aimentation
longitudinale atteint 63%.
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Figure 1.5 – E´volution de l’augmentation de la composante longitudinale du spin lors de la phase
de relaxation.
Durant la phase de relaxation, les interactions spin-spin cre´ent des he´te´roge´ne´ite´s de champs, ce
qui modifie la fre´quence de pre´cession. Les spins se de´phasent donc, ce qui entraine une diminution
progressive de l’aimantation transversale, jusqu’a` ce que cette dernie`re soit nulle. Il s’agit de la
phase de relaxation transversale. Elle se caracte´rise par le temps T2, qui correspond au moment ou`
l’aimantation transversale atteint 37% de sa valeur initiale. La figure 1.6 pre´sente l’allure de cette
de´croissance.
Figure 1.6 – De´croissance de la composante transversale du spin lors de la phase de relaxation.
1.1.5 Impulsion a` 90˚ et a` 180˚
On peut enregistrer ces e´volutions avec les antennes IRM. Leur interaction avec les protons
d’hydroge`ne est comparable a` celle entre un aimant qui tourne de manie`re perpendiculaire a` une
bobine. Ce mouvement cre´e un champ e´lectrique sinuso¨ıdal, que l’on peut enregistrer. Ce phe´nome`ne
est illustre´ par la figure 1.7.
Une antenne IRM joue donc le roˆle de la bobine du sche´ma 1.7 et les protons celui de l’aimant.
Avec une impulsion a` 90˚ , le nombre de spins paralle`les et antiparalle`les se compense et les spins se
mettent en phase. C’est ce qui a pour effet de diminuer la composante longitudinale et d’augmenter
la composante transversale. Le signal enregistre´ est une sinuso¨ıde de fre´quence constante, mais dont
l’amplitude diminue avec le temps. Ce signal est appele´  signal de pre´cession libre  ou  Free
Induction Decay  (FID). L’enveloppe de ce signal atteint 37% de sa valeur maximale a` un temps
T2∗, qui est infe´rieur au temps T2. A` cause des inhomoge´ne´ite´s des tissus et de l’antenne IRM, les
spins se de´calent plus rapidement pendant la phase de relaxation, c’est pourquoi on observe une
de´croissance plus rapide.
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Figure 1.7 – Illustration de l’acquisition d’un mouvement magne´tique : graˆce a` la rotation de
l’aimant, la bobine cre´e un champ e´lectrique que l’on peut enregistrer.
Pour pallier a` cela, on applique une impulsion de 180˚ pour remettre les protons en phase. Graˆce
a` ce proce´de´, la de´croissance de l’enveloppe du signal enregistre´ par l’antenne atteint 37% a` l’ins-
tant T2. La figure 1.8 montre le signal enregistre´ lorsque l’on applique une impulsion a` 90˚ suivie
d’une impulsion a` 180˚ . Les enveloppes prises en compte pour les temps T2 et T2∗ y sont e´galement
repre´sente´es.
Figure 1.8 – Comportement du signal enregistre´ au cours du temps sous l’influence des impulsions
d’ondes RF a` 90˚ puis 180˚ .
L’acquisition re´side donc dans la re´ception d’e´chos de spin qui suivent les impulsions d’ondes RF
a` 90˚ et 180˚ . Cette se´quence d’impulsions est fonde´e sur le temps d’e´cho TE et le temps de re´pe´tition
TR. TE constitue le temps e´coule´ entre l’impulsion a` 90˚ et la re´ception de l’e´cho de spin. L’impulsion
a` 180˚ a lieu a` l’instant TE/2. TR, quant a` lui, est le temps e´coule´ entre deux impulsions d’ondes a`
90˚ . Ces derniers sont illustre´s dans la figure 1.9, ainsi que l’e´cho rec¸u et les impulsions a` 90˚ et 180˚ .
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Figure 1.9 – Ligne de temps ou` sont repre´sente´es les impulsions a` 90˚ et a` 180˚ , ainsi que l’e´cho rec¸u.
1.1.6 Ponde´ration T1, ponde´ration T2 et contraste tissulaire
Un tissu cellulaire A peut retrouver son aimantation longitudinale plus rapidement qu’un autre
tissu, que l’on notera B. Dans ce cas, le temps T1 est plus court pour A que pour B. Cela implique
e´galement que le temps pour que la composante transversale de A s’annule est aussi plus court que
pour B. En d’autres termes, les spins du tissu A se stabilisent plus rapidement que ceux du tissu B,
qui sont plus lents a` retrouver leur e´tat de repos.
On ne peut pas enregistrer directement le comportement de la composante longitudinale. Il faudra
donc deux impulsions a` 90˚ pour pouvoir observer le comportement des organes selon le temps T1
ou le temps T2. Un certain contraste entre les diffe´rents tissus apparaitra alors, ce qui donnera une
image que l’on qualifie de ponde´re´e T1 ou ponde´re´e T2. Le choix de cette ponde´ration est de´termine´
par l’ordre de grandeur de TE et TR. La figure 1.10 pre´sente les cas possibles.
Si TR est court, alors le second signal RF est e´mis avant que les tissus n’aient retrouve´ leur e´tat
de repos. L’aimantation longitudinale du tissu A est supe´rieure a` celle du tissu B. Dans ce cas, deux
possibilite´s existent :
– Si TE est court, cela signifie que l’on rec¸oit l’e´cho peu de temps apre`s l’impulsion. Les aiman-
tations des deux tissus n’ont alors pas le temps de se stabiliser et on distingue une diffe´rence
entre A et B (Fig. 1.10(a)). L’image ainsi forme´e est dite ponde´re´e T1.
– Si au contraire TE est long, alors les aimantations des deux tissus se sont stabilise´es, ce qui
engendre une composante transversale nulle : aucun signal n’est rec¸u (Fig. 1.10(b)).
En revanche, si TR est long, cela signifie que les tissus ont retrouve´ leurs aimantations au repos. Ici
encore, deux possiblite´s apparaissent :
– Un e´cho peut eˆtre rec¸u peu de temps apre`s la seconde impulsion. La relaxation des deux
tissus n’a pas encore eu le temps de montrer son effet (Fig. 1.10(c)). Cependant, la quantite´
de protons est diffe´rente d’un tissu a` l’autre. La valeur de l’aimantation d’un tissu au repos
(avant excitation par une onde RF), sera donc supe´rieure pour certains tissus. On peut ainsi
construire une image que l’on qualifie de  ponde´re´e par la densite´ de proton , base´e sur
la diffe´rence entre la quantite´ de protons des diffe´rents tissus. L’image est dans ce cas peu
influence´e par les temps T1 et T2.
– Si le temps de re´ception de l’e´cho est long, les tissus seront alors en cours de relaxation, la
composante longitudinale retrouve peu a` peu sa valeur d’origine au de´triment de la composante
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transversale, qui diminue jusqu’a` atteindre une valeur nulle. C’est alors que la distinction entre
A et B est possible (Fig. 1.10(d)). On obtient ainsi une image ponde´re´e T2.
(a) (b)
(c) (d)
Figure 1.10 – Enveloppe de la composante longitudinale (pour une premie`re impulsion a` 90˚ ) puis
transversale (pour une seconde impulsion a` 90˚ ) de l’aimantation d’un tissu. 1.10(a), cas ou` TE et
TR sont tous les deux courts : on obtient une ponde´ration T1. 1.10(b), cas ou` TE est long et TR
est court : il n’y a plus de signal. 1.10(c), cas ou` TE est court et TR est long : on obtient une
ponde´ration en densite´ de proton. 1.10(d), cas ou` TE et TR sont tous les deux longs : on obtient
une ponde´ration T2.
En re´sume´, la ponde´ration d’une image de´pend des ordres de grandeur des temps d’e´cho et de




Court T1 Densite´ protonique
Long Pas utilise´ T2
Table 1.1 – Synthe`se de l’influence de l’ordre de grandeur de TE et TR dans la ponde´ration d’une
image.
La figure 1.11 illustre pour une image de cerveau les types d’images obtenues pour ces diffe´rentes
ponde´rations.
Chaque tissu a des proprie´te´s magne´tiques diffe´rentes. Certains seront donc plus rapides que
d’autres a` retrouver leur e´tat de repos, c’est-a`-dire que la composante longitudinale de leur aiman-
tation augmentera plus vite tandis que la composante transversale sera rapidement proche de ze´ro.
Il en re´sulte des temps T1 et T2 plus ou moins importants en fonction de ces proprie´te´s.
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(a) (b) (c) (d)
Figure 1.11 – 1.11(a), TE court et TR court : Ponde´ration T1. 1.11(b), TE long et TR long :
Ponde´ration T2. 1.11(c), TE court et TR long : Ponde´ration par densite´ protonique. 1.11(d), TE
long et TR court : Pas utilise´.
En pratique, un TR court est d’un ordre de grandeur infe´rieur a` 500 ms, alors qu’un TR long
est ge´ne´ralement trois fois un TR court, soit au moins 1500 ms. Un TE est toujours infe´rieur a` un
TR. Ainsi, un TE court est ge´ne´ralement infe´rieur a` 30 ms et un TE long, a` l’instar du temps de
re´pe´tition, est trois fois supe´rieur a` un TE court, soit supe´rieur a` 90 ms. La table 1.2 donne les
valeurs des temps T1 et T2 pour diffe´rents tissus.
Tissu T1 (ms) T2 (ms)
Eau 3000 3000
Substance grise 812 100
Substance blanche 680 90
Foie 420 45
Graisse 240 85
Gadolinium Raccourcit le T1 et le T2 des tissus a` proximite´.
Table 1.2 – Valeurs des temps T1 et T2 pour diffe´rents tissus. Cette table est extraite du site web
http://www.imaios.com/fr.
Le gadolinium est un agent de contraste utilise´ en IRM. Certaines re´gions peuvent eˆtre difficiles
a` visualiser, il peut donc eˆtre utile d’accentuer les contrastes de l’image. Pour cela, on injecte avant
l’examen clinique des mole´cules dites paramagne´tiques, c’est-a`-dire qu’elles re´agissent au champ
magne´tique. Ces mole´cules sont appele´es  agent de contraste . La pre´sence de ces agents de
contraste acce´le`re les vitesses de relaxation des protons d’hydroge`ne, qui retrouvent donc plus ra-
pidement leur e´tat initial. Cela a pour effet d’augmenter le contraste entre les tissus sur le signal
observe´. Par conse´quent, ce ne sont pas directement les agents qui sont mis en e´vidence mais leur
influence sur les protons d’hydroge`ne pre´sents a` proximite´.
L’e´tape suivante dans le processus de formation d’images par RM est le codage spatial. Le but
de cette section e´tant de pre´senter les principes physiques sur lesquels repose l’acquisition de ce type
d’images pour introduire en particulier les notions d’IRM T1 et T2, nous ne traiterons pas des e´tapes
relatives au codage spatial.
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1.1.7 Avantages et inconve´nients de l’IRM
L’IRM peut donner des images dans les plans sagittal, coronal et axial. De plus, l’absence de
rayonnement ou d’injection de traceur en font un mode d’acquisition non ionisant pour le patient.
Enfin, sa bonne re´solution et sa sensibilite´ au contraste entre les diffe´rentes sortes de tissus per-
mettent une localisation pre´cise des le´sions et un bon de´tail des diffe´rents groupes tissulaires d’une
re´gion anatomique.
Elle demeure cependant une modalite´ couˆteuse et a` disponibilite´ restreinte, ce qui peut rendre
son acce`s plus difficile que l’e´chographie par exemple. Une acquisition 3D s’effectue par tranches, un
de´placement me´canique de l’aimant est donc ne´cessaire pour une exploration comple`te. L’acquisition
d’une se´quence peut ainsi durer jusqu’a` 15 minutes. Une acquisition temps re´el, qui permettrait un
suivi des de´formations des organes au cours du temps et pourrait eˆtre ne´cessaire pour l’observation
de certaines pathologies, est donc impossible. De plus, l’acquisition d’une IRM est parfois mal ve´cue
par les patients souffrant de claustrophobie. Finalement, elle peut constituer une contre-indication
me´dicale pour certains patients, munis de prothe`ses me´talliques.
L’IRM est donc une modalite´ qui pre´sente de nombreux atouts, mais il peut parfois s’ave´rer utile
de la coupler avec une autre modalite´ pour pallier a` certains de ses de´fauts. Parmi les autres types
d’images me´dicales, l’imagerie ultrasonore est une modalite´ qui permet une acquisition en temps
re´el et est non invasive. Il s’agit e´galement de la modalite´ pour laquelle nous avons porte´ un inte´reˆt
particulier durant cette the`se. Aussi, nous de´crivons maintenant son processus d’acquisition.
1.2 Formations d’images ultrasonores
L’imagerie ultrasonore est base´e sur le phe´nome`ne de propagation d’une onde ultrasonore dans
les tissus biologiques. Dans cette partie, nous pre´sentons d’abord les caracte´ristiques des ultrasons
puis de´crirons comment ils peuvent eˆtre utilise´s pour former une image e´chographique.
1.2.1 De´finition des ultrasons
Un ultrason est une onde acoustique dont la fre´quence f se situe dans une gamme spe´cifique. Un
son peut eˆtre classe´ dans une de ces quatre grandes cate´gories, en fonction de sa fre´quence :
– Les infrasons : f ≤ 20 Hz. Ces sons trop graves ne peuvent eˆtre perc¸us par l’oreille humaine.
Ils sont utilise´s chez certains mammife`res, tels que les baleines, pour communiquer.
– Les sons audibles : 20 Hz ≤ f ≤ 20 kHz. Il s’agit la` de la gamme de sons pouvant eˆtre e´mis et
perc¸us par les eˆtres humains.
– Les ultrasons : 20 kHz ≤ f ≤ 1GHz. Trop aigus pour eˆtre audibles, ils sont utilise´s chez les
animaux, comme la chauve-souris pour percevoir l’environnement. Un grand nombre d’appli-
cations, comme par exemple la te´le´me´trie, utilisent e´galement les ultrasons.
– Les hypersons : f ≥ 1GHz. Ils peuvent correspondre a` une excitation spontane´e dans un milieu
a` cause de l’agitation thermique.
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Un ultrason e´tant une onde acoustique, il ne´cessite un support physique pour se propager et sa
trajectoire est soumise a` la nature des milieux traverse´s. Nous de´taillons dans la suite les phe´nome`nes
subis par un ultrason au cours de sa propagation.
1.2.2 Caracte´ristiques des ultrasons
1.2.2.1 Ce´le´rite´
La ce´le´rite´ d’un ultrason de´pend directement des proprie´te´s du milieu dans lequel il se propage.





ou` κ est la compressibilite´ du milieu, ρ sa masse volumique et c est la ce´le´rite´ des ultrasons dans ce
milieu. On conside`re souvent la ce´le´rite´ d’un ultrason dans le corps humain e´gale a` c = 1540 m · s−1.
En re´alite´, cette valeur n’est qu’une approximation et la ce´le´rite´ re´elle varie selon le milieu. La table















Table 1.3 – Re´capitulatif des ce´le´rite´s d’une onde ultrasonore dans diffe´rents organes et tissus
biologiques [Prince et Links, 2008]. CNTP : Conditions Normales de Tempe´rature et de Pression.
1.2.2.2 Impe´dance acoustique
La ce´le´rite´ des ultrasons dans les diffe´rents tissus est en re´alite´ lie´e a` l’impe´dance acoustique
Z de ces derniers, exprime´e en Rayls (1 Rayls = 1 kg · m−2 · s−1). Cette proprie´te´, comparable a`
l’impe´dance e´lectrique utilise´e en e´lectronique, permet de caracte´riser un mate´riau a` partir de sa
densite´ ρ et de la ce´le´rite´ c d’une onde acoustique qui le traverse avec l’expression suivante :




ou` υ est la vitesse moyenne d’oscillation des particules sur le volume unitaire conside´re´ et p la
pression acoustique ge´ne´re´e par l’onde.
La table 1.4 donne les densite´s et les impe´dances acoustiques pour diffe´rents tissus.
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kg ·m−2 · s−1)
Air CNTP 1.2 414
Eau (20˚ C) 1000 1.52× 106
Sang 1060 1.62× 106
Os dense 1810 7.38× 106
Os spongieux 1380 3.75× 106
Muscle 1060 1.66× 106
Graisse 920 1.35× 106
Cerveau 1030 1.6× 106
Poumon 400 0.26× 106
Foie 1060 1.66× 106
Rein 1040 1.62× 106
Rate 1060 1.66× 106
Table 1.4 – Densite´s et impe´dances acoustiques de diffe´rents organes et tissus biologiques [Prince
et Links, 2008]. CNTP : Conditions Normales de Tempe´rature et de Pression.
1.2.2.3 E´nergie et intensite´
La propagation d’une onde ultrasonore constitue un de´placement d’e´nergie dans le milieu, ce
qui ge´ne`re des zones de compression et d’extension. Les particules vont donc osciller autour de
leur position d’e´quilibre sous l’effet de la propagation. Cette oscillation est associe´e a` une e´nergie





De plus, l’onde ultrasonore comprime certaines zones du milieu et en e´tire d’autres. Une e´nergie





ou` κ est la compressibilite´ du milieu.
L’e´nergie acoustique E de l’onde ultrasonore est donc la somme entre les e´nergies cine´tique Ec
et potentielle Ep :
E = Ec + Ep. (1.5)
Tout comme une onde e´lectromagne´tique, l’onde acoustique se propage dans le milieu. Elle cre´e
ainsi un flux d’e´nergie en mouvement a` travers ce dernier, caracte´rise´ par son intensite´ acoustique.
Cette intensite´ est de´finie par l’expression suivante :
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L’intensite´ acoustique et l’e´nergie acoustique sont lie´es par le principe de conservation de l’e´nergie,






1.2.2.4 Ge´ome´trie d’une onde ultrasonore
E´quation d’onde
Afin d’e´tablir les e´quations de propagation, on conside`re ici que l’onde ultrasonore est longitudi-
nale, et se de´place dans un milieu homoge`ne. A` l’instant t, une particule du milieu se de´place d’avant
en arrie`re, suivant ainsi la direction de l’onde a` laquelle elle est soumise. On note ce de´placement
u(x, y, z, t), ou` z est la direction de propagation de l’ultrason, et v(x, y, z, t) la vitesse de cette par-
ticule, qui correspond a` la de´rive´e du de´placement par rapport au temps. Une particule est donc
soumise a` une pression acoustique relative a` sa position et a` l’instant observe´ p(x, y, z, t). Ainsi, la

















Re´soudre l’e´quation (1.8) est difficile dans le cas ge´ne´ral, mais la ge´ome´trie de l’onde peut per-
mettre des simplifications qui facilitent ce calcul. Dans le cadre de l’imagerie me´dicale, une onde
ultrasonore peut eˆtre plane ou sphe´rique. La figure 1.12 illustre les fronts d’ondes, c’est-a`-dire la sur-
face dont les points ont mis le meˆme temps de parcours depuis la source, de ces deux types d’ondes.
(a) (b)
Figure 1.12 – Sche´mas illustrant les fronts d’onde d’une onde plane 1.12(a) et sphe´rique 1.12(b).
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Onde plane
La ge´ome´trie d’une onde e´mise par une sonde ultrasonore n’est pas aussi simple que l’on pourrait
le souhaiter. Cependant, elle est quasiment plane dans la zone focale et on conside`re donc que le
signal e´mis suit cette ge´ome´trie. Il s’agit de la ge´ome´trie d’onde la plus simple. L’onde se propage
dans une seule direction et le front d’onde suit un plan normal a` la direction de la propagation. On









Cette e´quation admet la solution ge´ne´rale [Szabo, 2004, chapitre 3] :












ou` p+(•) est une onde progressive se propageant dans la direction des z positifs et p−(•) est une onde
re´gressive qui se propage selon la direction des z ne´gatifs. Une solution classique est d’e´crire [Szabo,
2004, chapitre 3] :





Dans cette e´quation, A0 est une constante portant l’amplitude de l’onde, ω = 2pif est la pulsation
de l’onde et f sa fre´quence en Hz, et k = ω/c est le nombre d’onde. On remarque par ailleurs que
l’on peut e´crire le terme de phase ωt− kz = ω(t− z/c), qui apparaˆıt dans l’e´quation (1.11).
En pratique, on mode´lise fre´quemment la pression d’une onde par la partie re´elle de l’onde
progressive, ce qui donne l’expression :




= A0 cos(ωt+ kz), (1.13)
ou` <(•) est la partie re´elle de •.
Onde sphe´rique
Dans un milieu isotrope, les ondes ultrasonores peuvent aussi adopter une ge´ome´trie sphe´rique.
Dans ce cas, l’onde se propage dans toutes les directions et le front d’onde prend l’allure d’une sphe`re
centre´e sur la source et de rayon r =
√
x2 + y2 + z2.











A` l’instar de l’e´quation (1.8), la solution de cette e´quation admet une solution ge´ne´rale qui peut
s’e´crire [Szabo, 2004, chapitre 3] :
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Le facteur 1/r mode´lise la de´croissance d’amplitude a` mesure que l’on s’e´loigne de la source. Ce
phe´nome`ne est duˆ a` l’augmentation de la surface du front d’onde alors que la quantite´ d’e´nergie
totale est inchange´e. On retrouve e´galement les composantes progressive p+(•) et re´gressive p−(•).
Cependant, la pre´sence d’une onde re´gressive signifierait que cette composante se de´placerait vers












On peut voir une onde qui se propage a` travers des milieux d’impe´dances acoustiques diffe´rentes
comme un rayon incident, qui peut eˆtre re´fle´chi ou transmis, selon les lois de Snell-Decartes de´crivant
l’optique ge´ome´trique [Prince et Links, 2008]







ou` θi et θt sont respectivement les angles entre la normale de l’interface et les directions de propaga-
tion des ondes incidentes et transmises et c1 et c2 sont les ce´le´rite´s de l’onde dans les deux milieux.
Alors qu’une partie de l’onde incidente est transmise dans le second milieu, l’autre partie est re´fle´chie
(figure 1.13). Par conservation du mouvement des particules, on a la relation :
υi cos θi = υr cos θr + υt cos θt, (1.19)
ou` υi, υr et υt sont respectivement les vitesses des particules pour les ondes incidente, re´fle´chie
et transmise. On peut e´galement exprimer cette relation en termes de conservation de pression au
travers de l’interface :
pt = pi + pr. (1.20)
A` l’aide des e´quations (1.19), (1.20) et (1.2), ainsi que des lois de Snell-Decartes, on peut exprimer
les coefficients de re´flexion et de transmission en pression (Rp, Tp) et en intensite´ (RI , TI) :
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Z2 cos θi − Z1 cos θt
























(Z2 cos θi + Z1 cos θt)
2 , (1.24)







Figure 1.13 – Comportement d’une onde suivant les lois de Snell-Descartes pour l’optique
ge´ome´trique.
1.2.2.6 Diffusion
Si la taille du diffuseur est d’un ordre de grandeur infe´rieur a` la longueur d’onde du signal
incident, la surface du diffuseur ne peut pas ge´ne´rer d’interface notable au contact de l’onde. Cette
dernie`re est alors renvoye´e dans toutes les directions. C’est ce que l’on appelle le phe´nome`ne de
diffusion, ou la diffusion de Rayleigh. Ce sont ces diffuseurs qui donnent a` l’image e´chographique sa
granularite´, en re´fle´chissant une onde sphe´rique comme le montre la figure 1.14.











ou` Is est l’intensite´ de l’onde sphe´rique ge´ne´re´e par le diffuseur, a est le rayon du diffuseur, k le
nombre d’onde de l’ultrason, r est la distance de l’onde sphe´rique par rapport a` la source et avec
θ = 0 dans le sens de propagation direct. k est donc directement lie´ a` la fre´quence de l’ultrason et
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Figure 1.14 – Diffusion d’une onde acoustique par un diffuseur [Szabo, 2004].
est un parame`tre important dans cette e´quation. L’intensite´ de l’onde re´trodiffuse´e est donc plus ou
moins importante selon la fre´quence de l’onde ultrasonore.
1.2.2.7 Speckle
Dans les zones de forte concentration de diffuseurs de tre`s petite taille, on trouve une texture
granuleuse, caracte´ristique de l’imagerie US, appele´e  speckle . On le retrouve e´galement dans
d’autres modalite´s d’imagerie comme par exemple en tomographie par cohe´rence optique. Il s’agit
d’un bruit multiplicatif dont la distribution spatiale du speckle est directement lie´e a` la position
des diffuseurs dans les tissus et les caracte´ristiques de la sonde (voir section 1.2.3), en particulier sa
fre´quence [Foster et al., 1983].
Il est donc porteur d’information sur les structures du milieu, mais il nuit fortement a` leur
de´limitation et au contraste de l’image. Il peut ainsi eˆtre utilise´ en estimation du mouvement, en
particulier dans la direction axiale a` partir d’images radio-fre´quence (voir section 1.2.3.2) mais en
plus des nuisances que nous venons d’e´voquer, l’intensite´ d’un e´cho renvoye´ par un diffuseur varie
au cours du temps. Ces phe´nome`nes en font un obstacle a` la qualite´ de l’estimation du mouvement
dans la direction late´rale pour les images en mode B ou pour les images RF.
1.2.2.8 Atte´nutation
L’atte´nuation est cause´e par l’absorption de l’onde par les tissus, la diffusion du signal incident
et la conversion de mode. L’absorption est la dissipation d’e´nergie de l’onde par conversion en
chaleur, la diffusion consiste a` la cre´ation d’ondes secondaires et la conversion de mode change l’onde
longitudinale (suivant la direction du faisceau) en une onde transversale ou de cisaillement. Tous ces
me´canismes engendrent une de´croissance de l’onde e´mise, qui peut se mode´liser par l’e´quation :
p(z, t) = Aze
i(ωt−kz), (1.26)
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Avec µa e´tant le facteur d’atte´nuation, exprime´ en Np · m−1 (nepers par me`tre). Cependant,
cette expression ne respecte plus l’e´quation d’onde. C’est pourquoi on utilise plus fre´quemment le
coefficient d’atte´nuation α , en dB · m−1, dans la pratique :
α = 20 log10(e)µa ≈ 8.69µa, (1.28)
ou` e est la base de la fonction de logarithme ne´pe´rien. En ge´ne´ral, on conside`re que l’atte´nuation
de l’onde ultrasonore est principalement cause´e par l’absorption. On peut mode´liser le coefficient
d’atte´nuation α en fonction de la fre´quence comme :
α = af b, (1.29)
ou` a et b sont des constantes lie´es au milieu. La valeur de b varie peu et est le´ge`rement supe´rieure a`
1 pour les tissus biologiques. Il est donc courant de conside´rer l’approximation b = 1 pour obtenir
une relation line´aire entre α et f . La table 1.6 re´capitule les valeurs de α et a pour diffe´rents tissus







dB · cm−1 ·MHz−1)
Air CNTP 12 α ∝ f2
Eau (20˚ C) 2.2× 10−3 ne´gligeable
Sang 0.15 0.18
Os dense 14.2 20.0
Os spongieux 25.2 20.0
Muscle (longitudinalement) 0.96 1.3





Table 1.5 – Coefficient d’atte´nuation et de´pendance en fre´quence d’une onde US pour diffe´rents
organes et tissus biologiques [Prince et Links, 2008]. On a conside´re´ f = 1 MHz et b = 1, sauf pour
l’air ou` b = 2. CNTP : Conditions Normales de Tempe´rature et de Pression.
Cette absorption implique une baisse de l’intensite´ des signaux rec¸us a` mesure que la profondeur
d’exploration augmente. Pour reme´dier a` cet effet, les syste`mes d’acquisition US disposent d’un
me´canisme d’amplification connu sous le nom de  Time Gain Compensation  (TGC). Son principe
est de diviser l’image en bandes orthogonales a` la direction du faisceau et d’associer un gain a`
chacunes d’elles, en fonction de leurs profondeurs.
1.2.3 Le transducteur ultrasonore
Le transducteur ultrasonore est situe´ a` l’avant de la sonde. C’est un dispositif constitue´ d’au moins
un e´le´ment pie´zoe´lectrique, dont le but est de convertir l’e´nergie e´lectrique en e´nergie me´canique et
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inversement. Il peut ainsi assurer respectivement l’e´mission d’une pulsation ultrasonore et l’enregis-
trement des e´chos rec¸us.
1.2.3.1 Pie´zoe´lectricite´
L’effet de pie´zoe´lectricite´ a e´te´ de´couvert en 1880 par Pierre et Marie Curie. Lorsqu’un cristal
pie´zoe´lectrique est traverse´ par un courant e´lectrique, il se contracte dans la direction du courant et
retrouve son e´tat de repos lorsque le courant cesse de le traverser. Cela a pour effet de transformer
l’e´nergie e´lectrique en e´nergie me´canique. On appelle cela l’effet pie´zoe´lectrique indirect. Pour e´mettre
une onde ultrasonore, on excite l’e´le´ment pie´zoe´lectrique en e´mettant des impulsions e´lectriques a` sa
fre´quence de re´sonance. On pourra ainsi envoyer une onde avec suffisamment d’e´nergie pour pouvoir
re´ceptionner ses e´chos, tout en atteignant la profondeur souhaite´e.
Au contraire, pour recevoir ces e´chos, on utilisera l’effet pie´zoe´lectrique direct. Soumis a` une
pression, l’e´le´ment pie´zoe´lectrique se de´forme, ce qui ge´ne`re un faible courant e´lectrique. Les ca-
racte´ristiques de cette diffe´rence de potentiel sont directement lie´es a` la pression re´fle´chie et a` son
intensite´.
L’effet pie´zoe´lectrique est illustre´ par la figure 1.15.
Figure 1.15 – Sche´ma illustrant le principe de l’effet pie´zoe´lectrique. La de´formation des mailles
cristallines due a` une compression ge´ne`re une diffe´rence de potentiel entre les faces avant et arrie`re.
Chaque e´le´ment pie´zoe´lectrique posse`de les deux caracte´ristiques (effets pie´zoe´lectriques direct
et indirect), un seul transducteur peut donc jouer le roˆle d’e´metteur et de re´cepteur. Dans ce cas,
l’activite´ e´lectrique se de´compose en deux phases : une phase courte lors de laquelle des impulsions
bre`ves sont e´mises a` la fre´quence de re´sonance du transducteur, puis une phase d’e´coute beaucoup
plus longue durant laquelle aucun courant n’est e´mis et les pressions rec¸ues sont converties en cou-
rant e´lectrique.
Une sonde peut compter un ou plusieurs e´le´ments pie´zoe´lectriques, de forme et de taille variables.
La sonde la plus simple est celle constitue´e d’un transducteur monoe´le´ment cylindrique, comme il est
illustre´ sur la figure 1.16. Un balayage me´canique est ne´cessaire pour obtenir une image e´chographique
(voir la section 1.2.3.2).
Aujourd’hui, la majorite´ des sondes utilisent une barrette compose´e de plusieurs e´le´ments carre´s
ou rectangulaires afin d’utiliser un balayage e´lectronique. Il est e´galement possible de trouver des
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Figure 1.16 – Sche´ma d’une sonde ultrasonore basique, adapte´ de [Prince et Links, 2008].
transducteurs posse´dant une configuration annulaire, ce qui consiste a` diviser un monotransducteur
en anneaux d’e´paisseurs diffe´rentes, avec un cylindre pour e´le´ment central.
1.2.3.2 Balayage
L’e´mission d’un signal et la re´ception de ses e´chos offrent une exploration 1D des tissus. L’acquisi-
tion de cette donne´e 1D offre une information dans la direction de propagation de l’onde ultrasonore,
on parle de direction axiale. Le signal enregistre´ est appele´ ligne radio-fre´quence (ou ligne RF). Meˆme
si cela est suffisant pour certains modes d’imagerie ultrasonore, il est ne´cessaire de de´placer le trans-
ducteur dans une direction, dite late´rale, pour obtenir une acquisition 2D. Dans le cas de volumes
3D, la dernie`re direction est appele´e direction azimutale. Le balayage vise a` de´placer le transducteur
le long de la direction late´rale et peut eˆtre me´canique, dans le cas d’une sonde monoe´le´ment, ou
e´lectronique pour les sondes multie´le´ments.
En pratique, la sonde que tient le me´decin durant un examen ne bouge pas lors de l’acquisition de
l’image. Un moteur e´lectrique de´place physiquement le transducteur dans une sonde monoe´le´ment,
alors que le balayage e´lectronique d’une sonde multie´le´ment s’effectue en n’excitant qu’une partie
des e´le´ments pie´zoe´lectriques de la barrette. Dans ce second cas, il faut e´galement calculer les retards
ne´cessaires a` chaque e´le´ment pour focaliser le faisceau a` l’endroit souhaite´, que nous expliquerons
dans la partie suivante.
On peut utiliser plusieurs types de balayage en imagerie ultrasonore : line´aire, sectoriel et rotatif.
Le balayage line´aire, qui est le plus simple, consiste a` appliquer au transducteur une translation
suivant la direction late´rale. On obtient ainsi une image rectangulaire (Fig. 1.17(a)). Le balayage
sectoriel est une translation suivant la direction late´rale couple´e a` une rotation du transducteur
suivant la direction axiale pour avoir un champ d’exploration plus large. La forme de l’image acquise
est une portion de disque (Fig. 1.17(b)). Enfin, le balayage rotatif, qui concerne principalement les
sondes intracavitaires, repose sur une rotation comple`te autour de la direction axiale. Cela permet
d’acque´rir une image sous forme de disque (Fig. 1.17(c)).
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(a) (b) (c)
Figure 1.17 – Sche´mas repre´sentant des balayages line´aire 1.17(a), sectoriel 1.17(b) et rotatif 1.17(c).
L’image forme´e est illustre´e en gris [Gre´goire, 2002].
Il est e´galement possible de combiner ces balayages pour acque´rir des volumes 3D. La figure 1.18
pre´sente diffe´rents types de balayages pour l’acquisition de volumes US 3D.
Figure 1.18 – Exemples de balayages 3D [Jensen, 2007].
1.2.3.3 Focalisation et formation de faisceau
La focalisation permet de concentrer l’e´nergie e´mise dans une zone donne´e. Graˆce a` ce proce´de´,
la pression sur chaque particule de la zone focale est maximise´e et les e´chos seront mieux repe´re´s.
Cela revient a` dire que les re´solutions axiale et late´rale seront maximales dans cette zone. Dans
le cas d’une sonde monoe´le´ment, on peut focaliser le faisceau sur une zone particulie`re de la zone
d’exploration en utilisant une lentille concave sur la face avant du transducteur, appele´e lame quart
d’onde. La largeur du faisceau re´tre´cira ainsi jusqu’a` la profondeur de focalisation, ce qui permet de
contrer l’atte´nuation dans cette zone, et divergera apre`s avoir passe´ la zone focale. Cette divergence,
couple´e a` l’effet d’atte´nuation, re´duit fortement la re´solution de cette partie de l’image.
La focalisation est re´alise´e e´lectroniquement pour un transducteur multie´le´ment en jouant avec le
de´calage des signaux e´mis ou rec¸us par chacun des e´le´ments pie´zoe´lectriques. On peut ainsi optimiser
les performances dans une zone ou une direction donne´e. Chaque e´le´ment pie´zoe´lectrique va recevoir
un e´cho avec plus ou moins de retard en fonction de sa distance par rapport a` la source. On utilise
le principe de formation de faisceau par de´lai et sommes, aussi connu sous le nom de  delay and
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sum beamforming , illustre´ par la figure 1.19. Cela consiste a` tenir compte du retard relatif entre
chaque e´le´ment de la barrette puis de les sommer de manie`re cohe´rente.
Figure 1.19 – Sche´ma illustrant le principe du beamforming.
On peut ainsi effectuer une focalisation classique, sur un point focal particulier, ou une focalisa-
tion dynamique, pour laquelle on prend compte de l’e´volution de la zone de focalisation au cours du
temps.
1.2.4 Limitations de l’imagerie ultrasonore
Ce type d’acquisition implique diffe´rentes limitations. La profondeur de pe´ne´tration, la fre´quence
de balayage, mais aussi la re´solution sont directement lie´es aux caracte´ristiques des ondes ultra-
sonores. D’autres phe´nome`nes inde´pendants, comme des artefacts ou un mouvement du patient,
peuvent e´galement de´grader la qualite´ de l’image. Nous de´taillons les limitations relatives aux ondes
ultrasonores dans cette section.
1.2.4.1 Profondeur de pe´ne´tration
La profondeur de pe´ne´tration est impose´e par l’atte´nuation du faisceau. L’e´quation (1.27) montre
en effet la relation entre la distance parcourue et la perte d’amplitude du signal. En tenant compte
de cette e´quation et en se basant sur le gain en amplitude G = 20 log10
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ou` f est la fre´quence centrale des ultrasons utilise´s. Comme l’onde doit effectuer un trajet aller-










La table 1.6 pre´sente quelques valeurs classiques de dp en fonction de la fre´quence centrale f de
l’onde ultrasonore, pour a = 1 dB · cm−1· MHz−1 et G = 80 dB :
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Table 1.6 – Profondeurs de pe´ne´tration classiques des ondes US en fonction de leur fre´quence [Prince
et Links, 2008].
1.2.4.2 Fre´quence de balayage
Avant de pouvoir e´mettre une nouvelle impulsion, il faut attendre que l’onde se soit propage´e
jusqu’a` la profondeur de pe´ne´tration et ait effectue´ le chemin inverse pour la re´ception des e´chos. Il




ou` c est la ce´le´rite´ de l’onde dans le milieu parcouru.
On peut ainsi de´finir une fre´quence d’acquisition Fr pour  Frame Rate  en fonction du nombre de







La profondeur de pe´ne´tration et la fre´quence de balayage sont donc directement lie´es a` la
fre´quence centrale de l’onde ultrasonore e´mise. Plus cette fre´quence sera e´leve´e, plus le signal
s’atte´nuera rapidement, ce qui diminue la profondeur d’exploration et par conse´quent augmente
la fre´quence de balayage.
1.2.4.3 Re´solutions axiale et late´rale
La notion de re´solution repose sur la capacite´ du dispositif d’acquisition a` se´parer (ou re´soudre)
deux points sources proches l’un de l’autre. La re´solution spatiale d’une image ultrasonore comprend
la re´solution axiale, selon l’axe de propagation du faisceau, la re´solution late´rale, suivant le premier
axe de balayage du transducteur, et la re´solution azimutale dans le cas de l’imagerie US 3D, selon
le troisie`me axe.
Contrairement a` l’imagerie optique classique, la sce`ne 2D d’une image US n’est pas obtenue ins-
tantane´ment. Il faut avoir recours a` un processus de reconstruction a` partir des lignes RF, qui sont
donc 1D, obtenues par balayage comme nous l’avons de´crit dans la partie 1.2.3.2.
On ne trouve jamais de point parfait dans une image US mais plutoˆt des taches, que l’on mode´lise
par une re´ponse impulsionnelle spatiale, aussi connue sous le nom anglais de  Point Spread Func-
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tion  (PSF). Distinguer deux points sources dans un tissu revient donc a` distinguer deux PSF dans
l’image US.
La figure 1.20 pre´sente les trois cas possibles, pour une PSF Gaussienne 1D.
(a) (b) (c)
Figure 1.20 – Cas de re´solution en termes de largeur a` mi-hauteur. 1.20(a), les points sources sont
re´solus. 1.20(b), les points sources sont a` la limite de la re´solution. 1.20(c), les points sources sont
confondus [Prince et Links, 2008].
Les points sources sont re´solus (Fig. 1.20(a)), confondus (Fig. 1.20(c)) ou a` la limite de la
re´solution (Fig. 1.20(b)). Ce cas interme´diaire est atteint lorsque la distance entre les deux points
sources correspond a` la largeur a` mi-hauteur (ou  Full Width at Half Maximum ) des Gaussiennes.
Il s’agit la` de la distance minimale entre deux points sources pour que l’on puisse encore les distin-
guer.
Re´solution axiale
La re´solution axiale, que l’on note rax est la capacite´ du syste`me d’acquisition a` distinguer deux
points sources le long de la direction de propagation du faisceau. Elle est donne´e par l’e´quation





ou` c est la ce´le´rite´ de l’onde US dans le milieu et B la bande passante du transducteur de´finie autour
de sa fre´quence centrale.
Cependant, l’impulsion e´mise par le transducteur n’est pas un Dirac mais plutoˆt une sinuso¨ıde
comportant une ou plusieurs oscillations. En tenant compte de ce crite`re, on peut exprimer la





La re´solution axiale est donc directement lie´e a` la fre´quence du signal e´mis par la sonde. Plus
la fre´quence sera e´leve´e, plus la distance rax ne´cessaire pour re´soudre deux points sources aura une
valeur faible. Il est donc possible d’augmenter d’un point de vue instrumental la re´solution axiale en
augmentant la fre´quence de l’onde ultrasonore e´mise par le transducteur.
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Re´solution late´rale
A` l’instar de la re´solution axiale, la re´solution late´rale rlat est la capacite´ a` discerner deux points
proches selon le premier axe de balayage, qui est orthogonal a` la direction de propagation du faisceau.
Elle de´pend principalement des caracte´ristiques ge´ome´triques du faisceau ultrasonore. On peut la





ou` λ repre´sente la longueur d’onde du signal US, Lf la distance focale et a le rayon du transducteur
(dans le cas d’un e´le´ment cylindrique unique).
Ainsi, la re´solution late´rale augmente avec la fre´quence, tout comme la re´solution axiale ; et
de´pend e´galement des composantes ge´ome´triques de la sonde US, mais cela aura une incidence sur
la profondeur de pe´ne´tration.
1.2.5 Modes d’imagerie
Il est possible d’afficher les donne´es RF de diffe´rentes manie`res. Cela permet de mettre en e´vidence
les caracte´tistiques des tissus qui portent un inte´reˆt pour l’application.
1.2.5.1 Mode A
Le mode A est le mode d’imagerie US le plus simple puisqu’il consiste a` visualiser l’enveloppe des
e´chos 1D d’une seule impulsion, en fonction de la distance parcourue dans la direction de propagation
du faisceau. La figure 1.21 donne un exemple typique de signal en mode A. Le lien entre le signal en
mode A obtenu et le milieu observe´ est clairement visible. Le premier pic de´tecte´ correspond a` l’e´cho
initial de l’impulsion e´mise et les autres donnent des renseignements sur le milieu observe´, comme
la pe´ne´tration dans le corps humain ou les interfaces entre les organes.
(a) (b)
Figure 1.21 – 1.21(a), Sche´ma d’un signal en mode A. 1.21(b), milieu explore´ [Prince et Links,
2008].
Ce mode de visualisation est couramment utilise´ en industrie pour de´tecter des de´fauts dans
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certains mate´riaux sans les de´grader. Il peut e´galement eˆtre utilise´ pour e´tudier le mouvement de la
valve du cœur ou diagnostiquer le de´collement de la re´tine.
1.2.5.2 Mode M
Le mode M, ou TM pour  Temps-Mouvement , consiste a` afficher l’e´volution d’un signal mode
A au cours du temps. On aura donc une information en deux dimensions, dans laquelle une colonne
est un signal en mode A et son e´volution temporelle suit la direction horizontale. On peut ainsi
suivre le mouvement des tissus se trouvant dans l’axe du faisceau, comme par exemple les parois du
cœur sur la figure 1.22.
Figure 1.22 – Utilisation du mode M en imagerie cardiaque [Szabo, 2004].
1.2.5.3 Mode B
Le principe de l’affichage en mode Brillance (ou mode B) repose sur le meˆme principe que pour
le mode A. Les lignes RF acquises sont juxtapose´es suivant la direction late´rale pour obtenir une
information 2D. L’image RF forme´e est difficile a` interpre´ter, c’est pourquoi on lui applique un
certain nombre de traitements. On proce`de d’abord a` une de´tection d’enveloppe de chaque ligne
qui compose l’image, puis on re´duit la dynamique de l’image en lui appliquant une compression
logarithmique. Un exemple d’image mode RF et mode B de la thyro¨ıde est illustre´ dans la figure
1.23. Il y est aussi pre´sente´ la superposition des profils axiaux des images RF et mode B, en omettant
la compression logarithmique.
Ce mode d’affichage est utilise´ dans de nombreuses applications, la plus connue e´tant l’e´chographie
fœtale.
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Figure 1.23 – Image RF et sa correspondante en mode B, ainsi qu’un extrait de profil axial pour
chacune de ces images [Basarab, 2008].
1.2.6 Applications
L’imagerie ultrasonore compte des applications diverses et varie´es. Parmi elles, on peut citer
par exemple la segmentation [Rajpoot et al., 2009b, Belaid et al., 2011, Pereyra et al., 2012], la
re´duction du temps d’acquisition par  compressed sensing pour acce´lerer l’acquisition, notamment
en imagerie US 3D [Quinsac et al., 2012] ou encore l’ame´lioration de formation de faisceau [Wagner
et al., 2012].
L’estimation du mouvement est un autre traitement important en imagerie ultrasonore. Elle est
utilise´e dans diffe´rentes applications, et constitue d’ailleurs une technique tre`s utilise´e en traitement
d’images en ge´ne´ral. Nous de´taillons un peu plus en de´tail les applications les plus connues base´es
sur l’estimation du mouvement.
E´lastographie
L’e´lastographie, comme son nom l’indique, mesure l’e´lasticite´ des tissus, qui permet de ca-
racte´riser de nombreuses pathologies [Basarab, 2008]. L’application la plus connue est la de´tection de
tissus cance´reux. Ces derniers sont cense´s eˆtre plus rigides qu’un tissu sain, il est possible de de´tecter
une tumeur en observant les de´formations du tissu. Les re´gions anatomiques qui se de´forment moins
peuvent montrer la pre´sence de cellules cance´reuses.
E´chocardiographie
Les maladies cardiovasculaires repre´sentent une des principales causes de de´ce`s dans le monde.
C’est pourquoi il est important d’observer et de comprendre les fonctionnements du cœur. Observer
ses mouvements peut aider a` diagnostiquer, et donc a` traiter rapidement ces pathologies. [Suhling
et al., 2005] et [Myronenko et al., 2007] ont par exemple propose´ pour cela des me´thodes traitant
des images du ventricule gauche.
Imagerie Doppler
L’estimation du flux sanguin peut e´galement fournir des renseignements sur la pre´sence ou
non d’une pathologie cardiaque d’un patient. En plus de l’estimation du mouvement applique´e a`
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l’e´chographie vasculaire, il est possible d’utiliser l’effet Doppler pour de´terminer la vitesse du flux
sanguin [Angelsen, 1980]. Cette approche est base´e sur le de´calage de fre´quence d’une onde acous-
tique, lorsque la distance entre la source e´mettrice de cette onde et le re´cepteur varie au cours du
temps. Dans notre cas, on conside`re des diffuseurs pre´sents dans les vaisseaux sanguins, c’est-a`-dire
les globules rouges qui s’e´coulent a` travers ces vaisseaux avec le sang. Leur vitesse modifie la fre´quence
f0 de l’onde US e´mise. Le transducteur rec¸oit donc un e´cho de fre´quence fd . Par conse´quent, la





Ou` f0 est la fre´quence du signal e´mis, fd est la diffe´rence de fre´quence entre le signal e´mis et le
signal rec¸u, c est la ce´le´rite´ de l’onde dans le milieu et θ est l’angle entre le faisceau et la direction
du flux.
Super Re´solution
La super re´solution consiste a` ame´liorer la re´solution des images, en faisant abstraction des
contraintes technologiques lie´es au mate´riel. Diffe´rentes techniques post-traitement ont e´te´ propose´es
et e´tendues pour ame´liorer la qualite´ des images ultrasonores ces trente dernie`res anne´es. Une ap-
proche possible est base´e sur une se´quence d’images. Pour cette me´thode, on conside`re diffe´rentes
images basse re´solution d’un meˆme milieu. Ces images ne seront jamais parfaitement en phase et
connaˆıtre le de´placement permet de pallier a` ce proble`me. Ces images, une fois recale´es, sont fu-
sionne´es pour aboutir sur une image haute re´solution [Morin et al., 2013].
1.2.7 Enjeux de l’imagerie e´chographique
L’imagerie ultrasonore propose un certain nombre d’avantages qui en font une modalite´ privile´gie´e
dans le milieu me´dical. Elle comporte cependant un certain nombre de limitations, notamment sa
faible re´solution spatiale, qui en font un sujet de recherche tre`s de´veloppe´. Lorsque l’on traite une
se´quence entie`re d’images e´chographiques, l’intensite´ d’un pixel correspondant a` un meˆme point
anatomique peut varier au cours du temps a` cause du speckle.
Ces caracte´ristiques intrinse`ques de l’imagerie US introduisent ainsi une difficulte´ non ne´gligeable
en estimation du mouvement, que l’on ne retrouve pas dans la plupart des autres modalite´s d’ima-
gerie me´dicale. La qualite´ des re´sultats estime´s peut se retrouver de´grade´e, et par conse´quent offrir
un mauvais suivi des tissus ou des organes d’inte´reˆt. Une grande quantite´ de travaux ont jusqu’a`
aujourd’hui porte´ sur l’estimation du mouvement en imagerie me´dicale. Ces me´thodes sont de´crites
dans le chapitre 2, qui constitue un e´tat de l’art des techniques actuelles d’estimation du mouvement




Ce chapitre pre´sente dans un premier temps les diffe´rentes approches pour l’estimation du mou-
vement, d’abord pour des se´quences monomodales 2D et 3D, puis pour le recalage entre deux images
de modalite´s diffe´rentes : ultrasonores (US) et par re´sonance magne´tique (IRM). Les me´thodes se-
ront pre´sente´es pour l’estimation de translations rigides et nous de´crirons ensuite les mode`les de
de´formation les plus couramment conside´re´s dans ces estimations. Nous pre´sentons dans un second
temps les signaux complexes et hypercomplexes, ainsi que leur inte´reˆt en estimation du mouvement.
Enfin, nous parlerons des orientations choisies, qui ont conduit aux me´thodes propose´es dans ce
travail de the`se.
2.1 Estimation du mouvement en imagerie me´dicale
2.1.1 Estimation du mouvement sur des se´quences d’images ultrasonores 2D
2.1.1.1 Approches de mise en correspondance de blocs
La me´thode de re´fe´rence en estimation du mouvement dans le cadre de l’imagerie ultrasonore
est base´e sur la mise en correspondance de blocs, on parlera de  Block Matching  (BM). L’ide´e
de ce type d’approche est de conside´rer un pixel et son voisinage ℵx, puis de trouver le voisinage
de pixels qui lui correspond le plus dans l’image suivante de la se´quence. Pour cela, on de´coupe
chaque image en blocs de pixels, qui constituent une  re´gion d’inte´reˆt  (ROI). Pour chacun de
ces blocs, on conside`re une zone de recherche (ZR) dans l’image suivante de la se´quence. Cette zone
de recherche est centre´e sur les coordonne´es du pixel central du bloc dans l’image courante. Pour
chaque bloc possible dans cette zone de recherche, on va mesurer sa ressemblance avec le bloc courant
dans l’image de re´fe´rence. Celui qui est donne´ comme le plus ressemblant est de´fini comme meilleur
candidat et le de´placement estime´ correspond a` la diffe´rence de position entre ces blocs. Une fois
l’estimation effectue´e sur l’ensemble des blocs, une interpolation permet d’affecter un de´placement en
chaque pixel. La figure 2.1 illustre le principe du BM pour un bloc donne´ dans l’image de re´fe´rence.
Imposer une zone de recherche permet de re´duire les calculs en e´vitant de parcourir l’image
entie`re. Cela implique e´galement que l’on n’autorise pas l’algorithme a` estimer un de´placement
exce´dant une certaine amplitude.
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Figure 2.1 – Sche´ma illustrant la me´thode d’estimation de mouvement par mise en correspondance
de blocs.
Diffe´rents crite`res peuvent eˆtre utilise´s pour calculer la ressemblance ou la dissimilitude entre
les pixels. Dans le cas d’une mesure de ressemblance, le meilleur candidat correspondra a` la valeur
maximale de la mesure alors que pour une mesure de dissimilarite´, le meilleur candidat aura la valeur
minimale. Dans les e´quations suivantes, on conside`re que I(x, t) correspond a` la valeur du pixel situe´
a` la position x = [x1, x2]
T de l’image de re´fe´rence, acquise a` l’instant t et I(x, t + δt) correspond a`
l’intensite´ du pixel a` la position x dans l’image cible, acquise a` l’instant suivant t+δt. d = [dx1 , dx2 ]
T




est le de´placement estime´. Parmi les mesures les plus
connues, on compte :





(I(x + i, t)− I(x + i + d, t+ δt))2. (2.1)








(I(x + i, t)− I(x + i + d, t+ δt))2. (2.3)








(I(x + i, t)) (I(x + i + d, t+ δt)). (2.5)
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Cette mesure e´tant un crite`re de similarite´, le meilleur candidat correspond a` la valeur maxi-









I(x + i, t)− It
) (








I(x + i + d, t+ δt)− It+δt
)2 , (2.7)
ou` It est la moyenne de l’image I(x, t).
Cette mesure est e´galement un crite`re de similarite´, le meilleur candidat correspond donc a` la




Alors que les mesures de SAD et SSD ont une complexite´ plus faible, ce qui permet des temps de
calculs inte´ressants, la normalisation effectue´e pour la NCC lui permet de tenir compte de l’e´nergie
des images, ce qui peut re´duire le biais introduit par les variations d’intensite´. C’est pourquoi cette
approche est conside´re´e comme plus pre´cise. Toutefois, [Viola et Walker, 2003] montrent que sur
des images radio-fre´quence (RF), la SSD donne des re´sultats similaires a` la NCC pour diffe´rents
parame`tres. Ils comparent ces mesures avec la SAD, ainsi qu’avec d’autres moins re´pandues, telles
que la mesure de covariance normalise´e, la me´thode de Meyr-Spies [Meyr et al., 1982,Meyr et Spies,
1984], la corre´lation de signe hybride ou la corre´lation de co¨ıncidence de polarite´ [Gabriel, 1983].
Ils soumettent toutes ces mesures a` des variations du rapport signal sur bruit, ou Signal to Noise
Ratio (SNR), de la fre´quence centrale du signal RF e´mis, de la taille du bloc conside´re´ dans le calcul
de la mesure, de la de´corre´lation du signal et de la bande passante fractionnaire en simulation. Les
re´sultats obtenus montrent une diffe´rence relative allant de 15% a` 40% entre les mesures offrant les
meilleures et les pires performances selon les diffe´rents crite`res. Les auteurs montrent dans cet article
que les mesures procurant les meilleurs re´sultats sont les mesures d’inter-corre´lation normalise´e, de
covariance normalise´e et de SSD.
L’inconve´nient majeur de ce type de me´thodes est d’eˆtre couˆteux en termes de calculs. En effet,
une recherche exhaustive du meilleur candidat pour chaque bloc est l’approche optimale a` adopter,
mais engendre une complexite´ de l’algorithme. C’est pourquoi des me´thodes non exhaustives ont e´te´
propose´es pour trouver l’extremum d’une fonction de couˆt [Alkaabi et Deravi, 2003]. La me´thode
d’optimisation la plus connue est celle de Gauss-Newton [Klose et Hielscher, 2003, Schweiger et al.,
2005], utilise´e notamment par [Fehrenbach et al., 2010] en imagerie US du foie et par [Ashburner
et Friston, 2003] en tomographie et en IRM. L’approche par descente de gradient est cependant la
plus simple a` mettre en œuvre [Nocedal et Wright, 1999], bien que l’utilisation du gradient conjuge´
reste plus inte´ressante lorsque les syste`mes d’e´quations sont grands. En effet, cette me´thode converge
plus rapidement si son initialisation est bien de´finie [Hestenes et Stiefel, 1952]. D’autres strate´gies
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d’optimisations ont e´galement e´te´ propose´es, notamment par [Karmarkar, 1984], qui met en avant
une me´thode permettant de re´soudre des proble`mes line´aires ou par [Marquardt, 1963] et [Nelder et
Mead, 1965], qui minimisent une fonction de dimension n (nD) souvent non line´raire. Ces algorithmes
d’optimisations peuvent s’appliquer a` de nombreuses modalite´s d’imagerie me´dicale [Metz et al.,
2011] ont par exemple teste´ leur technique base´e sur le gradient conjugue´ sur des images par RM
des poumons, US de la carotide et tomodensitome´triques (CT) du poumon et du ventricule gauche
du cœur.
De plus, une approche BM telle qu’elle est de´crite ici est limite´e a` une pre´cision de l’ordre du
pixel. Une interpolation est ne´cessaire pour permettre l’estimation d’un de´placement plus fin, ce qui
augmente une fois de plus son couˆt en calculs. Cependant, nous verrons dans la suite que la technique
d’interpolation choisie influe sur la pre´cision du raffinement obtenu. Plusieurs strate´gies sont possibles
en ce qui concerne le calcul d’une interpolation : interpoler chaque image, avant et apre`s de´formation,
interpoler la mesure obtenue a` partir des images non interpole´es ou bien interpoler la mesure a` partir
des images, qui e´taient aussi pre´alablement interpole´es [Viola et Walker, 2005]. La premie`re approche
consiste a` interpoler les deux images pour avoir un re´sultat plus fin. Le couˆt en termes de calculs
pour cette approche peut eˆtre important, puisque non seulement deux interpolations sont a` calculer
(une par image), mais en plus de cela le calcul de la mesure (SAD, SSD ou corre´lation, normalise´e
ou non) est d’autant plus important que le facteur d’interpolation des images est grand. Il peut
eˆtre pre´fe´rable de calculer la mesure directement a` partir des images natives, donc sans les avoir
interpole´es, puis interpoler cette mesure afin d’obtenir une meilleure pre´cision du re´sultat.
[Basarab et al., 2007] ont e´galement propose´ d’interpoler uniquement l’image apre`s de´formation.
Dans ce cas, les coefficients sont calcule´s entre chaque pixel pour la premie`re image et leur corres-
pondants, en accord avec le facteur d’interpolation. La quantite´ des pixels pris en compte pour le
calcul de la mesure est ainsi la meˆme, mais le de´calage de la ROI dans la seconde image est plus fin,
ce qui augmente le nombre de blocs dans la ZR. Cela permet d’obtenir une estimation plus fine de
la position de l’extremum.
Il existe diffe´rents moyens d’interpoler une mesure de ressemblance ou de dissimilarite´. La
premie`re, et la plus intuitive, est l’ajustement polynomial [Jacovitti et Scarano, 1993,Giunta, 1999].
Cette technique consiste a` faire correspondre une fonction parabolique a` la mesure, en prenant un
certain nombre de points autour de l’e´chantillon repre´sentant la valeur optimale de la mesure. Il suffit
ensuite de calculer les parame`tres d’un polynoˆme d’ordre 2 par la me´thode des moindres carre´s. En
2D, un tel polynoˆme est de la forme :




2 + Cx1x2 +Dx1 + Ex2 + F. (2.9)
Cette technique permet d’exprimer la mesure avec une approximation analytique. Avec cette
technique, on peut retrouver la position de son extremum en de´rivant P2D(x1, x2). Il est e´galement
possible d’estimer les parame`tres d’une fonction cosinus a` la place d’un polynoˆme d’ordre 2 pour cet
ajustement. Bien que cette dernie`re technique fournisse des re´sultats plus pre´cis, elle est sensible aux
effets d’aliasing engendre´s par des amplitudes de de´placement de´passant la limite de Nyquist [De Jong
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et al., 1990,Lai et Torp, 1999].
Une autre approche consiste a` interpoler la mesure avec des fonctions B-Spline [Unser, 1999].
Il existe enfin un dernier type d’interpolation, appele´ Grid Slope  [Geiman et al., 2000]. Cette
me´thode est base´e sur le meˆme principe que l’ajustement polynomial. L’ide´e dans cette approche est
de retrouver la ve´ritable position du maximum (ou minimum) a` partir des valeurs des e´chantillons
autour de l’extremum re´el. Par exemple, si les deux e´chantillons ont la meˆme valeur autour de cet
extremum, c’est que ce dernier se trouve a` une distance d’un demi-e´chantillon de ces deux valeurs. Le
principe est le meˆme pour toute position de l’extremum effectif entre les deux valeurs des e´chantillons
les plus proches de cet extremum. Sa valeur de´pendra de la pente normalise´e sˆ.
sˆ =
1,d − 2,d
1,0 − 2,0 , (2.10)
ou` 1,d et 2,d sont respectivement la valeur la plus proche de l’extremum et la valeur de l’e´chantillon
adjacent le plus proche pour la mesure (par exemple l’inter-corre´lation) calcule´e entre les deux
images. 1,0 et 2,0 sont respectivement la valeur la plus proche de l’extremum et la valeur de
l’e´chantillon adjacent le plus proche pour la mesure calcule´e pour l’image de re´fe´rence avec elle-
meˆme (par exemple une auto-corre´lation). Ces points sont pre´sente´s dans la figure 2.2.
Figure 2.2 – Symbolisation des points 1,0 et 2,0 sur la fonction d’auto-corre´lation sur l’image de
re´fe´rence et des points 1,d et 2,d pour une fonction d’inter-corre´lation entre deux images [Byram
et al., 2010].
Le de´placement dans la direction xi sera donc estime´ par l’expression suivante :
dˆxi = −0.5sˆxi + 0.5. (2.11)
Ainsi, sˆ varie de 0 a` 1 et le de´placement subpixellique du de´placement dans la direction correspon-
dante se trouve dans l’intervalle [−0.5, 0.5].
Finalement, il est possible combiner a` la fois l’interpolation des images et de la mesure de res-
semblance (ou de dissimilarite´), en interpolant la mesure calcule´e a` partir d’une paire d’images
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elles-meˆmes interpole´es. Cela permet de rajouter davantage de pre´cision a` l’estimation, mais une
importante contre-partie est que son couˆt en calculs est particulie`rement e´leve´. [Viola et Walker,
2005] montrent que les approches  Grid Slope  et d’ajustement de fonctions cosinus donnent de
meilleurs re´sultats que les autres types d’interpolations pre´sente´s pour des images RF.
Il est e´galement possible d’e´viter l’estimation de la position du maximum de corre´lation en cher-
chant le passage par ze´ro (ou Zero Crossing) de la phase de la fonction d’inter-corre´lation complexe
C˜C(x,d) entre les deux images (ou entre les deux ROI). C˜C(x,d) est calcule´e comme une fonction
d’inter-corre´lation CC(x,d) dans l’e´quation (2.5), mais non plus a` partir des images re´elles acquises,




I∗1A(x)I2A(x + d), (2.12)
ou` I2A(x) est l’image complexe obtenue a` partir d’une image re´elle I2(x) et I
∗
1A
(x) est le conjugue´
de I1A(x). Nous verrons dans la partie 2.2 de ce chapitre comment obtenir une image complexe. Il
est plus facile de retrouver le passage par ze´ro d’un signal 1D. Pour une donne´e 2D, ce passage est
repre´sente´ par une droite coupant le plan de la phase par l’axe du repe`re dans chaque direction.
Aussi, deux informations de phase seraient ne´cessaires pour retrouver le point correspondant au
de´placement. C’est pourquoi cette technique est ge´ne´ralement utilise´e pour des estimations deux
fois 1D. Une phase 1D est calcule´e a` partir de la ligne C˜Cx1(x, d) ou de la colonne C˜Cx2(x, d) de
C˜C(x,d) ou` se trouve le maximum de la mesure. La phase 1D ϕxiC˜Cxi(x, d) dans la direction xi,
pour i = 1, 2 est obtenue par :



















la partie re´elle de C˜C(t, d).
On peut e´galement calculer une mesure d’inter-corre´lation re´elle et calculer sa phase a` partir de
sa transforme´e de Hilbert (que nous pre´senterons dans la section 2.2.1). Alors que la recherche du
maximum de la fonction d’inter-corre´lation ne peut estimer qu’un de´calage de l’ordre de l’e´chantillon,
le calcul de la position du passage par ze´ro de la phase de la corre´lation complexe permet de trouver
un de´calage subpixellique. Diverses me´thodes, notamment la me´thode de Newton-Raphson [Shi et
Tomasi, 1994], permettent d’estimer ite´rativement le passage par ze´ro d’une fonction. Cette technique
est la plus robuste au bruit, et ge´ne´ralement quelques ite´rations suffisent pour obtenir une bonne
pre´cision de l’estimation. En pratique, cette me´thode est oriente´e 1D et est le plus souvent utilise´e
pour des images posse´dant des modulations dans la direction ou` cette technique sera applique´e. En
effet, dans ce cas, la phase de la corre´lation sera line´aire [Lubinski et al., 1999]. Si les images ne
posse`dent pas de modulation dans cette direction, la phase passera tout de meˆme par ze´ro mais son
comportement plus chaotique rendra l’estimation du passage par ze´ro plus difficile. C’est pourquoi
on n’utilise cette me´thode que dans la direction axiale pour des images RF en pratique.
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Il est e´galement possible de calculer les coefficients a et b d’un polynoˆme d’ordre 1 de la phase
autour de son passage par ze´ro et de´finir analytiquement sa racine comme −b/a. Cette variante est
possible en particulier lorsque la phase est line´aire mais moins robuste au bruit que la me´thode de
Newton-Raphson.
Un autre type d’approches, base´ sur l’estimation du flux optique est e´galement possible. Ce type
de me´thodes, que nous allons maintenant de´crire, permet une estimation subpixellique sans avoir
recours a` une interpolation.
2.1.1.2 Approches diffe´rentielles
L’ide´e de base des me´thodes diffe´rentielles repose sur les de´rive´es spatiales et temporelles des
images. Cela implique une forte contrainte sur la conservation d’intensite´ lumineuse d’un pixel cor-
respondant a` un meˆme point du tissu observe´ tout au long de la se´quence. Autrement dit, l’e´quation
exprimant cette hypothe`se est :
I(x, t)− I(x + d, t+ δt) = 0, (2.14)
ou` I(x, t) et I(x + d, t+ δt) sont les intensite´s des pixels de deux images successives d’une se´quence,
acquises dans un intervalle de temps δt a` la position x et x = [x1, x2]
T .
Si l’on conside`re un petit de´placement, il est possible de faire une approximation de l’expression
(2.14) par un de´veloppement limite´ du premier ordre. Graˆce a` cette hypothe`se forte sur l’amplitude
du de´calage, on peut exprimer I(x + d, t+ δt) en fonction du de´placement d = [dx1 , dx2 ]
T .











En combinant les e´quations (2.14) et (2.15), on obtient l’expression suivante :






Dans cette dernie`re e´quation, on a I(x, t)−I(x, t+δt) = −∂I/∂tδt, ce qui correspond a` la de´rive´e
temporelle de l’image. En fixant δt = 0, on peut exprimer l’e´quation du flux optique, qui est une










Deux grandes approches sont possibles pour re´soudre cette e´quation. La premie`re est une ap-
proche globale et a e´te´ propose´e par [Horn et Schunck, 1981]. L’e´quation suivante exprime une telle
approche :
EHS(d) = Edata(d) + αEsmooth(d). (2.18)
Dans l’e´quation (2.18), Edata(d) est l’e´nergie d’attache aux donne´es, pe´nalisant la contrainte
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de flux optique (2.17). Ainsi, plus Edata(d) sera proche de ze´ro, plus l’hypothe`se de conservation















ou` Ω est le domaine de l’image.
Esmooth(d) dans l’e´quation (2.18) est une contrainte de lissage, ponde´re´e par un coefficient
α > 0. Cette re´gularisation permet d’obtenir une estimation lisse du champ de de´placement. De
cette manie`re, on impose une certaine cohe´rence entre les de´placements de pixels voisins. Une telle













, i = 1, 2 repre´sente les de´rive´es spatiales du de´placement dans la direction
xi, i = 1, 2.






























− α2∆dx2 = 0,
(2.22)






, i = 1, 2 est le Laplacien de
















































ou` d¯nx1 et d¯
n
x2 sont les moyennes de dx1 et dx2 sur un certain voisinage a` l’ite´ration n.
Cependant, il peut arriver que le de´placement de deux pixels voisins soit totalement diffe´rent. Ce
phe´nome`ne apparaˆıt au niveau des contours, ou` deux pixels voisins appartiennent a` deux structures
diffe´rentes dans l’image. Ces pixels ne subissent pas force´ment le meˆme de´calage, il n’y a donc pas de
raison de lisser le de´placement entre ces pixels. C’est pourquoi diffe´rentes me´thodes ont e´te´ propose´es
pour e´tendre ce type d’approches, les rendant ainsi plus robustes aux discontinuite´s du champ de
de´placement. Pour prendre ce facteur en compte, Esmooth aura plutoˆt la forme suivante :
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ou` Ψ(s2) est une fonction croissante de´rivable. Dans le cas de Horn et Schunk, Ψ(s2) = s2 et
s2 = |∇dx1 |2 + |∇dx2 |2. En conse´quence, le de´placement est lisse´ sur toute l’image, meˆme au niveau
des bordures.
La table 2.1 pre´sente les variantes les plus connues de Ψ(s2) prenant en compte les discontinuite´s
















) − 11+|s| s = |∇dx1 |+ |∇dx2 |Ψ(s) = s 2√1 + s2 − 2
Table 2.1 – Crite`res de re´gularisation tenant compte des discontinuite´s.
Des techniques base´es sur la me´thode de Horn et Schunck ont e´te´ propose´es. [Heitz et Bouthemy,
1993] et [Memin et al., 1996] ont utilise´ une approche probabiliste base´e sur les champs de Markov.
Enfin [Proesmans et al., 1994] ont fusionne´ une approche diffe´rentielle de type [Horn et Schunck,
1981] avec une approche base´e sur la corre´lation. Bien que cette approche permette une estimation
globale du flux optique, c’est-a`-dire que le champ de de´placement est estime´ pour chaque pixel
sur l’ensemble de l’image, il a e´te´ montre´ que ces me´thodes ont l’inconve´nient d’eˆtre sensibles au
bruit [Barron et al., 1994,Galvin et al., 1998].
Ce proble`me de flux optique a aussi e´te´ aborde´ par une technique dite locale [Lucas et Kanade,
1981]. Cette technique est dite locale car comme pour l’approche base´e sur la mise en correspondance
de blocs, on conside`re que tous les pixels d’une re´gion de l’image ont le meˆme de´placement. On utilise
























ou` I(xki , t) correspond au i
e pixel du ke bloc de l’image courante. Ce syste`me peut eˆtre exprime´
sous forme matricielle comme Ad = b, avec A correspondant aux de´rive´es spatiales, d le vecteur
de´placement applique´ au bloc et b le vecteur des de´rive´es temporelles de chaque pixel. Le syste`me
(2.25) est un syste`me surde´termine´, avec N e´quations a` deux inconnues, qui peut eˆtre re´solu au sens






Cependant, cette approche ne permet pas d’obtenir directement une estimation du champ dense
de de´placement. Une interpolation des vecteurs de de´placement estime´s en quelques pixels est donc
ne´cessaire. Elle reste cependant une me´thode d’estimation du flux optique plus robuste au bruit
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[Barron et al., 1994,Galvin et al., 1998].
La combinaison des deux approches, estimations du flux optique local et global, est e´galement
possible pour tirer avantage des deux me´thodes [Bruhn et Weickert, 2005]. L’inconve´nient majeur
des me´thodes diffe´rentielles re´side dans l’hypothe`se de conservation d’intensite´ lumineuse, qui la rend
tre`s sensible au bruit. En effet, une image e´chographique est compose´e de speckle qui ne conserve pas
la meˆme intensite´ pour un meˆme point de la sce`ne d’une image a` l’autre. L’hypothe`se de conservation
d’e´nergie est par conse´quent difficilement respecte´e dans ce cas.
Il est e´galement possible de combiner block matching et flux optique [Chan et al., 2010,Kitt et al.,
2010]. Une telle approche permet d’estimer des de´placements plus grands graˆce a` une estimation
grossie`re par block matching, qui est raffine´e dans un second temps par une estimation du flux
optique. Cela e´vite ainsi de calculer une interpolation pour atteindre une pre´cision subpixellique.
2.1.1.3 Estimation fre´quentielle
Bien que les approches pre´sente´es pre´ce´demment constituent les me´thodes principalement uti-
lise´es, d’autres familles de me´thodes d’estimation du mouvement existent. L’une d’entre elles est
l’approche fre´quentielle [Ho et Goecke, 2008]. Dans la mesure ou` la seule diffe´rence entre deux
images I1(x1, x2) et I2(x1, x2) est une translation rigide (dx1 , dx2), la relation entre ces images peut
s’e´crire dans le domaine spatial :
g1(x1, x2) = g2(x1 + dx1 , x2 + dx2). (2.27)
D’apre`s les proprie´te´s de la transforme´e de Fourier, une translation dans le domaine spatial se
traduit par la multiplication d’une exponentielle dans le domaine fre´quentiel. On peut donc e´crire
l’e´quation (2.27) dans le domaine fre´quentiel par :
G1(u1, u2) = G2(u1, u2)e
−i2pi(u1dx1+u2dx2), (2.28)
ou` Gk(u1, u2) est la transforme´e de Fourier 2D de gk(x1, x2), k = 1, 2.





|G1(u1, u2)G2(u1, u2)| = e
−i2pi(u1dx1+u2dx2), (2.29)
ou` G∗(u1, u2) est le conjugue´ de G2(u1, u2).
A` l’instar du calcul d’une fonction d’inter-corre´lation, le maximum de la transforme´e inverse de
C(u1, u2), note´e c(x1, x2), est situe´ aux coordonne´es correspondant au de´placement. Cela ne´cessite
toutefois une interpolation pour que l’estimation soit subpixellique. C’est pourquoi des solutions
ont e´te´ propose´es pour de´terminer dx1 et dx2 directement dans le domaine fre´quentiel [Stone et al.,
2001,Foroosh et al., 2002,Yan et Liu, 2008].
Ce type d’approche est notamment utilise´ pour recaler des images basse re´solution, dans le cadre
de techniques de super-re´solution base´es sur des se´quences d’images [Vandewalle et al., 2006].
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2.1.1.4 Estimation statistique
Enfin, une dernie`re famille de me´thodes d’estimation de mouvement a e´te´ propose´e, il s’agit de
l’approche statistique. Les me´thodes Baye´siennes sont les approches statistiques les plus re´pandues
[Schultz et Stevenson, 1996,Chin et Tsai, 2010,He´as et al., 2013] et permettent d’estimer le champ
de mouvement, posse´dant ici une forme probabiliste, par une re´alisation particulie`re d’un champ
ale´atoire [Odobez et Bouthemy, 1995, Stiller et al., 1999]. [Grava, 2003] donne une description plus
de´taille´e de ces me´thodes.
2.1.2 Estimation du mouvement sur des volumes 3D
L’estimation du mouvement 3D est un sujet de recherche tre`s actif en imagerie ultrasonore graˆce
aux re´cents progre`s en acquisition 3D. Le mouvement re´el des organes se de´crit en trois dimensions,
ce qui provoque un de´placement hors du plan d’acquisition 2D a` cause du de´placement azimutal.
Cela engendre une de´corre´lation des motifs pre´sents dans l’image et provoque ainsi un biais dans
l’estimation du mouvement 2D. [Touil et al., 2009, Touil et al., 2010] ont e´tudie´ l’influence de la
de´corre´lation sur l’estimation du mouvement en imagerie ultrasonore.
En revanche, deux inconve´nients majeurs sont a` prendre en compte dans l’e´laboration de me´thodes
d’estimation du mouvement 3D. La premie`re est la plus grande quantite´ de donne´es, qui rend les
me´thodes bien plus couˆteuses en temps de calculs. Les premiers estimateurs de mouvement 3D
e´taient des extensions directes des me´thodes base´es sur la mise en correspondance de blocs. Afin
d’e´viter une augmentation trop importante des calculs, ces me´thodes reposent sur une premie`re es-
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V (x + i + d, t+ δt)− V t+δt
)2 , (2.30)
ou` V (x, t) est l’intensite´ du voxel a` la position x et a` l’instant t. ℵx est le voisinage de la ROI du
voxel conside´re´ pour la mesure.
Cette estimation grossie`re est ensuite raffine´e de diffe´rentes manie`res. Il est possible par exemple
de calculer une interpolation classique, ou comme le proposent [Byram et al., 2010], de calculer la
position du passage par ze´ro de la phase de la corre´lation complexe 3D pour la direction axiale. Il est
e´galement possible de passer par une interpolation polynomiale [Chen et al., 2005,Zahiri-Azar et al.,
2009], une approche probabiliste [Song et al., 2007], de segmenter au pre´alable les donne´es [Myro-
nenko et al., 2007] ou d’ajuster une Gaussienne autour du maximum [Harris et al., 2007].
Le second verrou lie´ au passage a` la troisie`me dimension est la qualite´ des donne´es. Bien que
la re´solution des acquisitions ultrasonores reste satisfaisante dans la direction axiale, la re´solution
est plus grossie`re dans les directions late´rale et surtout azimutale. C’est pourquoi il a e´te´ propose´
de raffiner l’estimation de chaque direction de manie`res diffe´rentes et adapte´es a` la forme du signal
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dans ces directions [Chen et al., 2005]. Ce que proposent ces auteurs est dans un premier temps
de calculer le de´placement grossier 2D dans les directions axiale et late´rale. Ils ajustent ensuite ces
premiers re´sultats avec une estimation grossie`re 3D. Cet ajustement est effectue´ autour d’une ZR
dont la taille est de l’ordre d’un ou deux pixels autour de la ROI conside´re´e dans les directions axiale
et late´rale, et pour tous les voxels du volume dans la direction azimutale. Il faut ensuite raffiner ces
estimations dans les trois directions.
Ce raffinement est effectue´ par un ajustement polynomial 3D de la mesure de corre´lation autour
de son maximum, comme nous l’avons de´crit dans le paragraphe 2.1.1.1.
Un polynoˆme du second ordre en 3D a l’expression suivante :






3 +Dx1x2 + Ex1x3
+Fx2x3 +Gx1 +Hx2 + Ix3 + J.
(2.31)
En conside´rant les voxels contenus dans le voisinage ℵx de la ROI, les coefficients A, . . . , J peuvent
eˆtre de´termine´s au sens des moindres carre´s. Comme 10 parame`tres sont a` estimer, il faut au moins
10 voxels pour re´soudre ce syste`me. On utilisera donc un voisinage 3 × 3 × 3 autour du maximum
sur chaque direction pour de´finir le polynoˆme d’ajustement. L’obtention de ces parame`tres permet
d’obtenir une expression analytique de la fonction de corre´lation au voisinage de son maximum.
La position du maximum de ce polynoˆme 3D se trouve aux endroits ou` les de´rive´es spatiales de ce
polynoˆme s’annulent. Il faut donc trouver ∂P3D(x1, x2, x3)/∂xi = 0 pour chacune des trois directions
xi.
Cependant, l’ajustement de la parabole 3D introduit un biais dans l’estimation de la position
du maximum. C’est pourquoi les auteurs proposent un moyen de raffiner les de´placements axial et
azimutal de manie`res diffe´rentes.
La recherche du passage par ze´ro de la phase de la corre´lation complexe permet de de´terminer
avec une pre´cision subvoxellique la position du maximum de corre´lation 1D dans la direction axiale,
extraite de la corre´lation 3D calcule´e pre´ce´demment. Cette technique n’est valable que dans le cas
ou` l’on utilise des volumes RF, qui posse`dent des modulations axiales. Or, ces donne´es ne sont
pas toujours accessibles, si l’on n’utilise que des volumes mode B, il faut utiliser un ajustement
polynomial 1D de la corre´lation dans cette direction.
Finalement, le de´placement azimutal est raffine´ a` partir des quatre mesures de corre´lations 1D
autour du maximum. Ces quatre corre´lations azimutales sont choisies a` partir des estimations axiale
et late´rale autour du maximum de corre´lation 3D. Pour chacune de ces fonctions de corre´lation 1D,
un ajustement polynomial 1D du second ordre est calcule´. L’estimation finale du de´placement azi-
mutal est donne´e par interpolation biline´aire des positions des maxima de chacun de ces ajustements
polynomiaux.
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L’estimation du flux optique local propose´e par Lucas et Kanade et exprime´e par l’e´quation



























[Meunier, 1998, Guerrero et al., 2004] ont meˆme utilise´ des mode`les permettant d’estimer des
de´formations plus complexes que des translations. Le paragraphe 2.1.4 de´crit diffe´rents mode`les de
de´formations en deux dimensions. Leur extension a` la troisie`me dimension est directe.
2.1.3 Recalage multimodal
Nous avons de´crit jusqu’a` maintenant des me´thodes permettant d’estimer le mouvement entre
deux images d’une meˆme se´quence. Il peut e´galement eˆtre utile de connaˆıtre la de´formation entre
deux images, possiblement de nature diffe´rente, dans le but de les mettre en phase.
2.1.3.1 Principe du recalage multimodal
Recaler deux images est particule`rement inte´ressant dans le cadre multimodal ou` les images
peuvent comporter des informations comple´mentaires. Ces images sont acquises a` des moments
diffe´rents, et e´ventuellement dans des angles de vue diffe´rents. Entre chaque acquisition, les tissus
observe´s pourront s’eˆtre de´forme´s et l’angle de vue pourra varier. Le but du recalage est donc
d’estimer la de´formation apparente entre les deux images pour pouvoir les fusionner.
De nombreuses applications ne´cessitent un tel recalage. [Zhang et al., 2006, Zhang et al., 2007],
par exemple, ont eu besoin de recaler des images par re´sonance magne´tique cardiaques avec des
e´chocardiographies pour assister le chirurgien lors d’une intervention. [Mitra et al., 2010] utilisent le
recalage multimodal dans le but de guider la biopsie de la prostate. Le recalage entre images US 3D
et Tomodensitome´trie (CT) permet a` [Nam et al., 2010] d’aider le praticien lors d’une intervention
chirurgicale du rein. Il peut e´galement aider a` ame´liorer le diagnostic d’une pathologie, comme c’est
le cas pour [Verhey et al., 2005] a` propos de l’incontinence anale de la flore pelvienne chez la femme.
L’imagerie du cerveau a e´galement e´te´ prise en compte, par exemple pour des recalages entre images
par re´sonance magne´tique et US [Roche et al., 2001], ou CT [Collignon et al., 1995,Maes et al., 1999].
Le principe du recalage repose pour cela sur une fonction de similarite´ entre les deux images,
qu’il faut optimiser pour de´terminer la transformation la plus approprie´e. Le processus de recalage
est mode´lise´ par le diagramme de la figure 2.3 et peut se de´composer en trois grandes e´tapes :
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1. Calculer un crite`re de similarite´ entre l’image de re´fe´rence et l’image flottante,
2. Appliquer une me´thode d’optimisation a` la mesure de similarite´ pour trouver les nouveaux
parame`tres de transformation selon une certaine contrainte,
3. Si le crite`re de convergence est atteint, alors la de´formation finale a e´te´ trouve´e et les deux
images sont recale´es, sinon appliquer la nouvelle transformation a` l’image flottante.
Figure 2.3 – Diagramme pre´sentant les principales e´tapes d’un algorithme de recalage.
Le choix du crite`re de similarite´ de´pend de l’application et sera discute´ dans le paragraphe 2.1.3.2.
L’e´tape d’optimisation permet d’atteindre le maximum du crite`re de similarite´ (ou le minimum du
crite`re de dissemblance) via une recherche non exhaustive des parame`tres optimaux, comme nous
l’avons mentionne´ dans le paragraphe 2.1.1.1. Cette e´tape permet ainsi de de´finir les variations des
parame`tres de de´formation pour recaler les deux images.
Finalement, la troisie`me e´tape consiste, si l’algorithme n’a pas atteint le stade de convergence,
a` de´former l’image flottante selon la transformation obtenue durant a` l’e´tape d’optimisation. Nous
avons vu jusqu’ici divers moyens d’estimer des translations rigides. Il est possible de mode´liser des
de´placements plus complexes, qui seront de´crits dans le paragraphe 2.1.4. L’algorithme prend fin
si le crite`re de convergence est atteint, c’est-a`-dire si le crite`re de similarite´ ne varie plus selon un
certain seuil, ou apre`s un nombre de´termine´ d’ite´rations.
2.1.3.2 L’information mutuelle comme crite`re de similarite´
Lorsque l’on traite des images d’une se´quence, les caracte´ristiques (re´solution, dynamique, ...)
des images restent les meˆmes. Ce n’est plus le cas dans le cadre de recalage multimodal.
L’intensite´ des pixels correspond a` un phe´nome`ne physique diffe´rent dans chaque image, ce qui
fait qu’un meˆme tissu peut avoir un niveau de gris diffe´rent d’une image a` l’autre. De plus, il peut
ne pas y avoir de relation directe pour relier ces niveaux de gris, ce qui fait qu’une transformation
i′ = f(i) : R→ R de l’intensite´ initiale d’un pixel i n’est pas toujours possible. En effet, ayant i′ 6= i,
l’hypothe`se de conservation d’e´nergie n’est pas respecte´e, ce qui rend les approches diffe´rentielles
ou des mesures de SAD ou SSD inapproprie´es. L’e´nergie varie e´galement entre les deux images. La
ressemblance entre deux blocs de chaque image n’est plus syste´matiquement pertinente, ce qui peut
poser proble`me lors de l’utilisation d’une mesure de corre´lation. De plus, la texture de l’image peut
eˆtre diffe´rente. Par exemple, les images par re´sonance magne´tique posse`dent des contours bien de´finis
et les pixels d’une meˆme re´gion anatomique forment une zone homoge`ne dans l’image. Au contraire,
les images ultrasonores sont constitue´es de speckle, qui donne un grain a` l’image et ses re´gions ne
sont pas homoge`nes. Ces caracte´ristiques intrinse`ques a` chaque type d’images peuvent influer sur
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les re´sultats de l’estimation. Finalement, les moyens d’acquisition e´tant diffe´rents, il se peut que les
deux images n’aient pas la meˆme re´solution et ne soient pas exactement dans le meˆme plan.
Il apparaˆıt ainsi ne´cessaire de de´finir une mesure adapte´e a` la multimodalite´ qui pourrait pallier
a` ces proble`mes. [Woods et al., 1992] ont e´te´ les premiers a` proposer une mesure adapte´e a` la
multimodalite´, base´e sur l’hypothe`se qu’une re´gion aux niveaux de gris similaires dans une premie`re
image correspond a` une autre re´gion dont les niveaux de gris peuvent eˆtre diffe´rents dans la seconde
image. [Hill et al., 1993] ont ensuite adapte´ cette mesure en utilisant l’histogramme conjoint des
images pour calculer la mesure. C’est dans cette ligne´e que [Collignon et al., 1995] et [Viola, 1995]
ont propose´ d’utiliser l’information mutuelle (MI) comme mesure de similarite´ entre deux images de
modalite´s diffe´rentes.
Tout comme les mesures destine´es a` la multimodalite´ propose´es avant elle, l’information mutuelle
ne conside`re pas le voisinage d’un pixel pour chacune des images mais la probabilite´ que l’intensite´
d’un pixel dans la premie`re image corresponde a` une autre intensite´ dans l’autre modalite´. Son












ou` I1 et I2 sont les deux images a` recaler, i est une intensite´ admissible d’un pixel de l’image I1
et j est une intensite´ admissible d’un pixel dans l’image I2. p(i) et p(j) sont respectivement les
probabilite´s de trouver les intensite´s i et j dans les images I1 et I2. Enfin, p(i, j) est la probabilite´
de trouver qu’un pixel d’intensite´ i dans l’image I1 est d’intensite´ j dans l’image I2. Ainsi, plus la
probabilite´ que l’intensite´ i d’un pixel de I1 corresponde a` l’intensite´ j du meˆme pixel dans I2 est
importante, plus la valeur de l’information mutuelle sera importante.
On peut voir cette mesure comme un moyen de de´terminer si l’intensite´ d’un pixel est un bon
pre´dicteur de l’intensite´ correspondante dans l’autre image. Ce qui fait de cette mesure un crite`re
adapte´ pour le recalage est que plus les images seront aligne´es, plus la probabilite´ conjointe p(i, j)
contiendra des amas de niveaux de gris repre´sentant les pixels correspondant aux structures des
formes pre´sentes dans les images. Pour illustrer cela, on peut se baser sur l’exemple de la figure 2.4.
(a) 0˚ (b) 2˚ (c) 5˚ (d) 10˚
Figure 2.4 – Histogramme conjoint d’une IRM avec elle-meˆme avec, de gauche a` droite, une rotation
de 0˚ , 2˚ , 5˚ et , 10˚ [Pluim et al., 2003].
Cette figure montre l’histogramme conjoint d’une IRM avec elle-meˆme. Dans le cas ou` les images
sont parfaitement aligne´es, l’histogramme conjoint fait le lien entre les diffe´rentes intensite´s de
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manie`re de´terministe (Fig. 2.4(a)). Au contraire, lorsque les images ne sont pas aligne´es, l’histo-
gramme est e´tale´ et il est plus difficile de de´finir quel niveau de gris de la premie`re image correspond
a` quel niveau de gris dans la suivante. Les figures 2.4(b), 2.4(c) et 2.4(d) montrent que l’histogramme
conjoint est de plus en plus e´tale´ lorsque l’angle augmente.
2.1.4 Mode`les de de´formations
Nous avons de´crit jusqu’ici des me´thodes base´es sur un mode`le n’utilisant que des translations. Ce
mode`le est acceptable a` l’e´chelle du pixel et peut constituer une bonne approximation pour des blocs
de tre`s petite taille. Cependant, lorsque l’on conside`re des re´gions plus grandes, ou meˆme les images
entie`res, un de´placement rigide translationnel n’est plus adapte´. Parmi les mode`les parame´triques les
plus utilise´s dans le cadre de l’estimation du mouvement, on compte les transformations euclidienne,
affine et biline´aire. Elles permettent d’exprimer analytiquement une de´formation applique´e a` l’image
et peuvent eˆtre suffisantes dans de nombreuses applications, comme en e´chocardiographie [Zhang
et al., 2006, Grau et al., 2006, Grau et al., 2007], en imagerie du cerveau par exemple [Collignon
et al., 1995,Roche et al., 2001] ou en e´lastographie applique´ a` la thyro¨ıde [Basarab et al., 2007]. La
figure 2.5 pre´sente la hie´rarchie entre ces de´formations, en accord avec les types de transformations
autorise´es.
Figure 2.5 – Mode`les parame´triques les plus utilise´s en estimation du mouvement.
Alors qu’une transformation euclidienne n’autorise que des rotations et des translations de la
ROI, ce qui en fait un mode`le de de´formation rigide, les mode`les affine et biline´aire permettent des
transformations non rigides. Le mode`le affine permet non seulement d’estimer des translations et
des rotations, mais e´galement des contractions ou des dilatations (qui peuvent se voir comme des
facteurs d’e´chelles), ainsi que des cisaillements. Ce mode`le englobe donc le mode`le euclidien. Le
mode`le biline´aire quant a` lui, posse`de huit parame`tres a` estimer, ce qui lui permet d’estimer des
de´formations plus complexes que les deux autres mode`les. En effet, une ligne droite restera une ligne
droite apre`s une transformation Euclidienne ou affine. En revanche elle peut se courber avec une
transformation biline´aire.
La table 2.2, extraite de [Basarab, 2008], re´capitule les de´tails de ces trois mode`les, en illustrant
le type de de´formation possible sur une image de test.
La suite de cette partie de´taille les transformations affine et biline´aire. Un autre mode`le, base´
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Transformation Mode`le mathe´matique
Carre´ de 100 × 100
pixels.
Euclidienne dx1(x1, x2) = sin(θ)x2 + cos(θ)x1 + tx1
dx2(x1, x2) = cos(θ)x2 + sin(θ)x1 + tx2
θ = pi/10,
tx1 = tx2 = 0.
Affine dx1(x1, x2) = shx2 sin(θ)x2 + scx1 cos(θ)x1 + tx1
dx2(x1, x2) = scx2 cos(θ)x2 + shx1 sin(θ)x1 + tx2
scx2 cos(θ) = 1,
shx1 sin(θ) = 0,
shx2 sin(θ) = 0.5,
scx1 cos(θ) = 1,
tx1 = tx2 = 0.
Biline´aire dx1(x1, x2) = a1x1 + b1x2 + c1x1x2 + d1
dx2(x1, x2) = a2x1 + b2x2 + c2x1x2 + d2 a1 = b1 = c1 = d1 =
d2 = 0, a2 = −0.2,
b2 = 0.2, c2 = 0.015.
Table 2.2 – Mode`le mathe´matique des transformations parame´triques e´voque´es ainsi qu’un exemple
pour chacune de ces transformations [Basarab, 2008].
sur les B-splines n’est pas re´pertorie´ dans la table 2.2 car son expression repose sur des parame`tres
diffe´rents de ceux mentionne´s dans cette table. Apre`s avoir de´crit les mode`les affine et biline´aire,
nous de´taillerons e´galement ce mode`le.
2.1.4.1 Mode`le affine
Le mode`le affine compte peu de parame`tres et est suffisant dans de nombreuses applications
[Slomka et al., 2001,Grau et al., 2006,Nam et al., 2010,Wachinger et al., 2012]. Suivant les connais-
sances du milieu e´tudie´, il se peut qu’un mode`le de de´formation plus complexe ne fournisse pas de
meilleurs re´sultats. Une de´formation suivant ce mode`le permet de tenir compte de diffe´rents types de
transformations : rotation, facteur d’e´chelle (zoom), cisaillement et translations. La matrice de trans-
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formation affine se de´finit donc a` partir de matrices de transformations plus simples. Pour obtenir
une telle matrice dans le cas bidimensionnel, il faut de´finir ces matrices en coordonne´es homoge`nes :
– Une matrice de rotation Rρ d’angle ρ :
Rρ =
cos(ρ) − sin(ρ) 0sin(ρ) cos(ρ) 0
0 0 1
 . (2.36)
– Une matrice de mise a` l’e´chelle et de cisaillement S :
S =
scx2 shx2 0shx1 scx1 0
0 0 1
 . (2.37)
Ou` scx1 et scx2 sont les facteurs de mise a` l’e´chelle respectivement dans les directions axiale
et late´rale et shx1 et shx2 sont les facteurs de cisaillement respectivement dans les directions
axiale et late´rale.
– Une matrice de translations Tr :
Tr =
 0 0 00 0 0
tx2 tx1 1
 . (2.38)
Ou` tx1 correspond a` la translation dans la direction axiale et tx2 a` la translation dans la
direction late´rale.
Comme nous l’avons dit, la matrice de transformation affine M est une combinaison de ces types
de de´formations et donc de ces matrices de transformations plus simples. Elle s’exprime de la manie`re
suivante :
M = Rρ · S ·Tr. (2.39)
La transformation d’un pixel est de´finie en applicant la matrice de transformation affine a` chaque





= [x1, x2, 1] ·M. (2.40)
Les de´placements des pixels ne sont donc pas inde´pendants d’un bout a` l’autre de l’image.
En effet, les meˆmes parame`tres sont applique´s a` tous les pixels de cette image. C’est pourquoi
ce mode`le est le plus souvent utilise´ dans le cas d’estimation de de´formations rigides, c’est-a`-dire
forme´es uniquement d’une rotation et de translations [Viola, 1995,Collignon et al., 1995,Maes et al.,
1999,Roche et al., 2001]. Des de´formations plus complexes sont plutoˆt estime´es a` partir de mode`les
polyaffines [Zhang et al., 2006,Zhang et al., 2007] ou biline´aires [Basarab et al., 2007], qui posse`dent
davantage de degre´s de liberte´.
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2.1.4.2 Mode`le biline´aire
Le mode`le biline´aire est compose´ de diffe´rents parame`tres : les parame`tres de dilatation/contraction
et cisaillement (a1, a2, b1 et b2) et de translation (d1 et d2), comme pour le mode`le affine, mais ce
mode`le posse`de e´galement des termes croise´s c1 et c2. Ce sont ces derniers qui permettent une
de´formation plus complexe qu’une de´formation affine. Par analogie avec le mode`le affine, on peut
exprimer a1, a2, b1, b2, d1 et d2 directement a` partir des parame`tres de translations, rotation, facteur
d’e´chelle et cisaillement :
a1 = scx1 cos (θ) , a2 = shx1 sin (θ) ,
b1 = shx2 sin (θ) , b2 = scx2 cos (θ) ,
d1 = tx2 , d2 = tx1 .
(2.41)
Sous forme matricielle, la de´formation en un pixel a` la position [x1, x2]
T , exprime´e en coordonne´es
homoge`nes comme [x1, x2, 1]















En tenant compte des pixels sur un certain voisinage, on obtient un syste`me surde´termine´. Les
parame`tres de ce mode`le sont ainsi estime´s par la me´thode des moindres carre´s re´gularise´s.
2.1.4.3 Mode`le e´lastique B-Spline
Les mode`les que nous venons de pre´senter ont un nombre limite´ de degre´s de liberte´, ce qui ne
leur permet pas de repre´senter des de´formations plus complexes. Il est possible que le mouvement des
organes e´tudie´s ne puisse eˆtre mode´lise´ par une expression mathe´matique, c’est pourquoi un autre
mode`le de de´formation est tre`s utilise´ [Rueckert et al., 1999,Verhey et al., 2005,Mitra et al., 2010].
Ce dernier, connu sous le nom de  Free-Form Deformation  (FFD), a e´te´ propose´ par [Sederberg et
Parry, 1986]. Le principe consiste a` manipuler quelques points de l’image pour de´former l’ensemble
de leurs pixels voisins graˆce a` des fonctions cosinus, Gaussienne ou B-spline. Les fonctions B-splines
cubiques sont les fonctions de parame´trisation les plus utilise´es dans le cadre d’une estimation de
de´formations e´lastiques pour de tre`s diverses applications me´dicales [Rueckert et al., 1999,Ledesma-
Carbayo et al., 2005,Mellor et Brady, 2005,Verhey et al., 2005,Elen et al., 2008,Mitra et al., 2010].
[Unser, 1999] de´crit les principales proprie´te´s de ces fonctions, qui les rendent adapte´es au
traitement du signal et de l’image. En effet, ces fonctions sont a` support compact, elles ne tiennent
donc compte que du voisinage du pixel, ce qui offre un temps de calcul inte´ressant. De plus, elles
sont polynomiales par morceau, ce qui permet de de´river n − 1 fois une fonction B-spline d’ordre
n. Pour une fonction spline d’ordre n, chaque segment de polynoˆme est e´galement de degre´ n, ce
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qui implique que n + 1 coefficients sont ne´cessaires pour chacun de ces polynoˆmes. Une contrainte
de re´gularite´ impose e´galement la continuite´ et la de´rivabilite´ de la fonction spline aux points de














βn(x) = β0(x) ∗ βn−1(x). (2.44)
Ou` ∗ est le produit de convolution. La figure 2.6 illustre ces fonctions pour n = 0, ..., 3.
(a) β0(x) (b) β1(x) (c) β2(x) (d) β3(x)
Figure 2.6 – Illustration 1D de courbes B-splines d’ordre 0 a` 3 centre´es.
Finalement, elles sont adapte´es a` l’analyse multi-e´chelle. En effet, elles permettent de calculer
efficacement les poids du filtre ne´cessaire au passage d’une e´chelle a` la suivante, reprenant ainsi des
proprie´te´s similaires aux ondelettes qu’utilisent [Unser et al., 2009].
Comme nous le disions, les fonctions spline de degre´ 3 sont souvent utilise´es pour de´former les
images. Elles permettent en effet une bonne approximation de la de´formation, sans ne´cessiter autant
de calculs que les fonctions d’ordres supe´rieurs [Unser, 1999].
Nous de´crivons ici le me´canisme de de´formation non rigide pour une image 2D a` l’aide de fonctions
B-spline. On conside`re une image de taille L × C sur laquelle on transpose un maillage re´gulier φ.
Chaque point de controˆle φp1,p2 se situe a` une distance [δx1 , δx2 ] des points de controˆle voisins. Le










On note qu’augmenter l’espacement entre les points de controˆle permet de re´duire la complexite´ de
la de´formation. En effet, dans ce cas l’influence du de´placement d’un point de controˆle aura une
porte´e sur un plus faible voisinage de pixels. La figure 2.7 illustre un maillage φ autour d’un pixel
de l’image.
La transformation T (x) applique´e en un pixel de l’image, comme illustre´ dans la figure 2.7, est
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Figure 2.7 – Repre´sentation d’un pixel de l’image dans le maillage.






Bl (υ − bυc)Bm (ν − bνc)φi+l,j+m, (2.46)
ou` υ = x1/δx1, ν = x2/δx2, i = bυc − 1, j = bνc − 1 et l’ope´rateur b•c est la partie entie`re de •.
Finalement, Bl repre´sente la l
e fonction de base B-spline telle que :
B0(υ) = (1− υ)3 /6, B1(υ) =
(
3υ3 − 6υ2 + 4) /6,
B2(υ) =
(−3υ3 − 3υ2 + 3υ + 1) /6, B3(υ) = υ3/6. (2.47)
Un exemple de de´formation B-spline est pre´sente´ sur la figure 2.8, issue de [Ledesma-Carbayo
et al., 2005]. L’image de re´fe´rence correspond a` la fin de diastole (Fig. 2.8(a)) et la figure 2.8(b)
montre l’image de´forme´e pour correspondre a` la fin de systole.
(a) (b)
Figure 2.8 – Exemple de de´formation e´lastique sur une e´chocardiographie [Ledesma-Carbayo et al.,
2005].
2.1.5 Conclusions sur l’estimation du mouvement et des mode`les de de´formation
Dans cette partie de l’e´tat de l’art, nous avons pre´sente´ diffe´rentes me´thodes d’estimation du
mouvement, ainsi que les mode`les de de´formation les plus courants. Nous avons e´galement vu que
cette estimation peut eˆtre calcule´e entre deux images de meˆme nature ou applique´e a` des images de
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diffe´rentes modalite´s. Finalement, ces me´thodes peuvent conside´rer diffe´rents types de de´formations,
allant de simples translations a` des de´formations de formes libres, en passant par des rotations ou des
facteurs d’e´chelle. Cependant, ces me´thodes sont pour la plupart base´es sur l’intensite´ des images,
ce qui leur impose une hypothe`se forte qui repose sur la conservation d’e´nergie de chaque pixel. Il
en est de meˆme pour l’estimation de de´placement 3D entre deux volumes, ou` l’intensite´ des voxels
est conside´re´e comme constante au fil de la se´quence. Cette hypothe`se n’est cependant pas toujours
respecte´e en imagerie me´dicale.
Pour pallier a` ce proble`me, il est possible d’utiliser la phase spatiale calcule´e a` partir des donne´es
acquises. La phase porte l’information structurelle d’un signal, c’est pourquoi son utilisation en
estimation du mouvement pre´sente un re´el inte´reˆt. Ainsi, diverses approches ont e´te´ propose´es en
estimation du mouvement [Felsberg, 2004, Mellor et Brady, 2005, Zhang et al., 2006, Zhang et al.,
2007, Grau et al., 2006, Grau et al., 2007, Basarab et al., 2009a, Basarab et al., 2009b]. La suite de
l’e´tat de l’art pre´sente les diffe´rents signaux permettant d’acce´der a` la phase spatiale des images
pour ensuite de´crire comment cette information est utilise´e en estimation du mouvement.
2.2 Signaux complexes et hypercomplexes
Cette partie de l’e´tat de l’art pre´sente les signaux complexes et hypercomplexes existants dans
la litte´rature. Le signal analytique complexe 1D, obtenu en supprimant les fre´quences ne´gatives du
signal, est un outil important en traitement du signal. Il fournit diffe´rentes informations de´crivant le
signal en se´parant l’information d’e´nergie de l’information structurelle d’un signal, qui correspondent
respectivement au module et a` l’argument de ce signal analytique complexe. Diffe´rentes extensions
ont e´te´ propose´es pour de´finir un signal analytique complexe 2D. Ces signaux sont obtenus par les
transforme´es de Hilbert totale ou partielle, qui sont des extensions directes de la transforme´e de
Hilbert au cas 2D [Stark, 1971]. Malgre´ ses proprie´te´s inte´ressantes, ce type de signal ne constitue
pas une ge´ne´ralisation stricte du signal analytique complexe 1D. En effet, la repre´sentation complexe
ne permet pas suffisamment de degre´s de liberte´, qui correspondent a` l’amplitude et la phase spatiale.
Un troisie`me degre´ de liberte´ est ne´cessaire, correspondant a` l’orientation locale. Cette information
n’est accessible qu’avec une repre´sentation hypercomplexe du signal. Le signal monoge`ne permet
l’extraction d’une telle information [Felsberg et Sommer, 2001]. Ce signal constitue une ge´ne´ralisation
stricte du signal analytique complexe 1D au cas 2D pour des images intrinsiquement 1D (i1D), c’est-
a`-dire posse´dant uniquement des lignes ou des frontie`res droites. Ce signal a e´galement e´te´ e´tendu
pour tenir compte des courbes ou des jonctions contenues dans les images par un signal nomme´ signal
analytique isotrope 2D [Wietzke et al., 2009]. Cette partie du chapitre de l’e´tat de l’art pre´sente le
signal analytique 1D avant de de´crire ses extensions directes au cas 2D. Il pre´sente ensuite les
signaux monoge`ne et analytique isotrope 2D ainsi que les informations que l’on peut en extraire.
Enfin, diffe´rentes applications de ces signaux pour l’estimation du mouvement en imagerie me´dicale
seront expose´es.
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2.2.1 Signal analytique complexe 1D
La premie`re de´finition d’un signal complexe a e´te´ donne´e pour des signaux re´els a` bande e´troite
1D par [Gabor, 1946]. Ce signal, appele´ signal analytique complexe, posse`de comme son nom l’indique
une forme complexe :
sA(t) = s(t) + isH(t). (2.48)
La partie re´elle s(t) du signal analytique complexe sA(t) correspond au signal re´el a` bande e´troite
acquis. Sa partie imaginaire sH(t) est obtenue par transforme´e de Hilbert 1D, qui correspond a`
un de´phasage fre´quentiel de pi/2 du signal initial. Elle s’exprime dans les domaines temporels et
fre´quentiels par :
sH(t) = s(t) ∗ 1
pit
, (2.49)
SH(u) = S(u) (−i sign(u)) , (2.50)
ou` S(u) et SH(u) sont respectivement les transforme´es de Fourier de s(t) et sH(t), tandis que ∗
repre´sente le produit de convolution et sign(u) est de´finie telle que :
sign(u) =

−1, si u < 0
0, si u = 0
1, si u > 0
(2.51)
En combinant les e´quations (2.50) et (2.51), on obtient la forme du spectre SA(u), illustre´ dans
la figure 2.9 :
SA(u) =

0, si x < 0
S(u), si x = 0
2S(u), si x > 0
(2.52)
(a) (b)
Figure 2.9 – 2.9(a), Module du spectre d’un signal RF. 2.9(b), Module du spectre du signal analy-
tique complexe correspondant au signal RF.
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Alors que l’amplitude traduit une information d’e´nergie, la phase porte l’information structurelle
du signal. Il est e´galement possible de de´duire de la phase d’un signal analytique complexe sa
fre´quence instantane´e. Cette dernie`re de´crit la re´pe´tition d’un motif dans un signal. Elle s’obtient







2.2.2 Signal analytique complexe nD
Nous venons de voir que le signal analytique 1D pouvait fournir des informations utiles au trai-
tement des donne´es. Ce signal est obtenu en supprimant les fre´quences ne´gatives du spectre du
signal de de´part, ce qui a pour effet d’ajouter a` ce dernier sa transforme´e de Hilbert comme partie
imaginaire d’un signal complexe. Un moyen possible de calculer le signal analytique complexe d’une
image est de calculer les signaux analytiques complexes 1D de chaque ligne (ou chaque colonne) de
cette image. Cette approche est correcte uniquement dans le cas ou` les structures de l’image sont
orthogonales a` l’orientation choisie pour le calcul des signaux 1D. Cette hypothe`se n’est cependant
pas toujours vraie, c’est pourquoi une version diffe´rente du signal analytique complexe 2D est souhai-
table. [Bu¨low et Sommer, 2001] recensent les diverses extensions de la transforme´e de Hilbert au cas
nD qui ont e´te´ propose´es. Ils de´crivent les transforme´es de Hilbert totale, partielle, mais e´galement
l’approche  single orthant  propose´e par [Hahn, 1992]. Pour chacune de ces me´thodes, le signal
aura la forme complexe suivante :
sA(x1, . . . , xn) = s(x1, . . . , xn) + isH(x1, . . . , xn). (2.56)
Dans cette partie du manuscrit, nous de´crivons ces trois me´thodes permettant de calculer la
transforme´e de Hilbert nD. La nature complexe de ces signaux permet d’obtenir une information
d’amplitude locale et de phase spatiale, par les expressions (2.53) et (2.54), comme pour les signaux
analytiques complexes 1D.
2.2.2.1 La Transforme´e de Hilbert Totale
L’expression de la transforme´e de Hilbert Totale nD dans le domaine fre´quentiel est tre`s proche
de sa version 1D. Dans ce cas, on prend en compte toutes les composantes fre´quentielles du spectre :
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On remarque facilement que pour n = 1, on retombe sur l’expression de la transforme´e de Hilbert
1D (2.50). Si l’on de´veloppe l’expression (2.57) pour n = 2, on obtient la tranfsorme´e de Hilbert
totale 2D qui s’e´crit donc :




= (−i)2 S(u1, u2) sign (u1) sign (u2) (2.58)
= −S(u1, u2) sign (u1) sign (u2) .
2.2.2.2 La Transforme´e de Hilbert Partielle
Dans le calcul de la transforme´e de Hilbert totale, on combine les informations fre´quentielles de
chaque direction du signal. La me´thode de la transforme´e de Hilbert partielle consiste a` calculer la
transforme´e de Hilbert 1D dans chaque direction de´crivant le signal. La ke transforme´e de Hilbert
dans la ke direction nk correspond, dans le domaine fre´quentiel, a` l’expression suivante :





ou` u = [u1, . . . , un] et · est le produit scalaire. Cette expression montre que la transforme´e de Hilbert
partielle n’est qu’une transforme´e de Hilbert 1D ou` l’orientation est projete´e dans la direction pk,
avec nk = [cos(θk), sin(θk)]
T .
Le signal analytique complexe partiel issu de cette transforme´e a la forme :
snkpart(x1, . . . , xn) = s(x1, . . . , xn) + is
nk
Hk
(x1, . . . , xn). (2.60)
Le spectre de ce signal partiel ne posse`de que des fre´quences positives. L’e´quation suivante exprime
le spectre en question :
Snkpart(u) =

2S(u) si uT .nk > 0
S(u) si uT .nk = 0
0 sinon
(2.61)
2.2.2.3 Approche  Single Orthant 
Une variante de la transforme´e de Hilbert a e´te´ propose´e par [Hahn, 1992]. L’ide´e ici est de ne
conserver que le spectre des orthants correspondant a` des fre´quences positives, en e´vitant la redon-
dance d’information. Un orthant est un sous-espace d’un espace nD. Un espace nD contiendra 2n
orthants. Dans le cas 1D, un orthant correspond a` un demi-axe, en 2D a` un quadrant du spectre de
fre´quences, etc. Pour illustrer cette approche, l’exemple pre´sente´ dans la figure 2.10 est utilise´.
Dans cet exemple, on utilise une image contenant des oscillations dans les deux directions de
fre´quence u1 et u2 :
I(x1, x2) = sin (2piu1x1) sin (2piu2x2) . (2.62)
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(a) (b)
Figure 2.10 – 2.10(a), Repre´sentation 3D d’une image compose´e d’une oscillation axiale et une
late´rale. 2.10(b), Spectre de l’image.
Le spectre de cette image est constitue´ de quatre  pics correspondant aux coordonne´es (u1, u2),
(−u1, u2), (u1,−u2) et (−u1,−u2). Chacun de ces pics se trouve dans un quadrant du spectre de
l’image.
La me´thode de Hahn consiste a` isoler l’information contenue dans un de ces quadrants. Comme
les fre´quences ne´gatives sont syme´triques aux fre´quences positives, il n’est ne´cessaire de conserver
que deux de ces quadrants, ce qui donne les e´quations suivantes :
SSO1(u1, u2) = S(u1, u2) (1 + sign(u1)) (1 + sign(u2)) , (2.63)
SSO2(u1, u2) = S(u1, u2) (1− sign(u1)) (1 + sign(u2)) . (2.64)
Dans ces e´quations, on ne tient compte que du quadrant correspondant au cas ou` on a (u1, u2)
pour l’e´quation (2.63) et (−u1, u2) pour l’e´quation (2.64). La me´thode de´crite ici pour le cas 2D
peut tre`s facilement s’e´tendre aux dimensions supe´rieures.
Comme illustre´ par la figure 2.11, la reconstruction du signal se fait a` partir des transforme´es
de Fourier inverses des orthants SSO1(u1, u2) et SSO2(u1, u2). Toujours dans le cas 2D, cette recons-
truction s’exprime par l’e´quation :
s(x1, x2) =
< (sSO1(x1, x2) + sSO2(x1, x2))
2
, (2.65)
ou` <(s) repre´sente la partie re´elle de s.
Bien que permettant d’extraire des informations d’amplitude et de phase, aucun de ces signaux
analytiques complexes nD ne constitue une extension stricte du signal analytique complexe 1D au cas
multidimensionnel. En effet, une repre´sentation complexe ne permet pas de de´crire rigoureusement
une donne´e nD car son amplitude locale et sa phase spatiale ne suffisent pas a` satisfaire la proprie´te´
d’invariance-e´quivariance du signal. La notion d’invariance signifie qu’une certaine caracte´ristique du
signal reste inchange´e par une certaine transformation. Au contraire, la notion d’e´quivariance signifie
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Figure 2.11 – A` gauche, le spectre de l’image illustre´e dans la figure 2.10(a). Au centre en haut,
spectre de l’image sSO1 . Au centre en bas, spectre de l’image sSO2 . A` droite, spectre du signal
analytique complexe 2D obtenu.
que pour une certaine transformation, une autre transformation existe permettant une de´pendance
monotone de cette caracte´ristique par la transformation [Granlund et Knutsson, 1995]. Pour respecter
la proprie´te´ d’invariance-e´quivariance, le signal 2D doit posse´der davantage de degre´s de liberte´,
ce qui est possible avec une repre´sentation hypercomplexe. Cela permet d’e´viter que la phase et
l’amplitude soient syste´matiquement affecte´es par une erreur de´pendant de l’angle entre les axes du
repe`re du signal et l’orientation de ses structures.
2.2.3 Le signal monoge`ne
Un mode`le de signal hypercomplexe rend possible l’extraction de davantage d’informations. Cha-
cune de ces informations repre´sente une proprie´te´ du signal et l’ensemble de ces informations doit
de´crire comple`tement ce signal [Zang et Sommer, 2007].
[Felsberg et Sommer, 2001] ont propose´ un signal hypercomplexe respectant ces proprie´te´s,
appele´ signal monoge`ne. Le signal monoge`ne, qui constitue une ge´ne´ralisation stricte du signal ana-
lytique 1D au cas 2D, conside`re des structures 1D le long d’une orientation locale. C’est pourquoi
il est de´fini pour des images intrinse`quement 1D (i1D). En d’autres termes, il tient compte des
frontie`res en tant que lignes droites. Une image i1D, comme sur la figure 2.12(b), suit le mode`le :
I(x) = f(nT · x), (2.66)
ou` f(x) est une fonction 1D quelconque et n = [cos θ, sin θ]T est le vecteur correspondant a` l’orien-
tation θ de f(x) dans l’image.
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En comparaison, un signal i0D est un signal homoge`ne et un signal i2D tient compte des cour-
bures et intersections. La figure 2.12 donne un exemple d’image i0D, i1D et i2D.
(a) (b) (c) (d)
Figure 2.12 – Fig. 2.12(a), Exemple d’image homoge`ne i0D. Fig. 2.12(b), Exemple d’image i1D,
ne posse´dant que des frontie`res droites. Fig. 2.12(c) et 2.12(d), Exemples d’images i2D, avec des
courbures et des jonctions [Wietzke et al., 2009].
Le signal monoge`ne IM (x) d’une image I(x) en un pixel a` la position x = [x1, x2] peut eˆtre
repre´sente´ sous la forme d’un quaternion incomplet, avec seulement deux composantes imaginaires :
IM (x) = p(x) + iq1(x) + jq2(x). (2.67)
Dans l’e´quation (2.67), [i, j, 1]T est un repe`re 3D orthonormal ou` un pixel est repre´sente´ par les
coordonne´es [q1(x), q2(x), p(x)]
T et la composante re´elle p(x) correspond a` l’image I(x) acquise filtre´e
par un filtre passe-bande b(x). Les deux composantes imaginaires sont obtenues par transforme´e de
Riesz qui consiste a` convoluer l’image filtre´e p(x) avec un filtre en quadrature oriente´ dans les
directions axiale et late´rale. Le calcul de ces composantes est de´crit par les e´quations suivantes :
p(x) = I(x) ∗ b(x),
q1(x) = p(x) ∗ q1(x), (2.68)
q2(x) = p(x) ∗ q2(x).
Ces filtres en quadrature h1(x) et h2(x) s’expriment dans le domaine fre´quentiel par :










Le lien avec l’expression de la transforme´e de Hilbert 1D dans l’espace fre´quentiel est clairement
visible. En effet, si l’on exprime la fonction sign(•) comme sign(u) = u/|u|, alors le filtre H1D(u)
utilise´ pour calculer la transforme´e de Hilbert d’un signal 1D peut s’exprimer H1D(u) = −iu/|u|.
Cette expression est la version 1D de H1(u) et de H2(u).
Les informations d’e´nergie et de structure ne sont plus inde´pendantes si le signal est compose´ de
signaux partiels posse´dant des phases diffe´rentes a` diffe´rentes e´chelles. Un filtrage passe-bande permet
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de supprimer ces signaux partiels. Ce filtre passe-bande peut e´galement permettre une approche
multi-e´chelle, allant d’un filtrage restreint seulement a` certaines basses fre´quences, jusqu’a` permettre
de plus en plus de de´tails [Felsberg et Sommer, 2003, Boukerroui et al., 2004]. La figure 2.13, issue
de [Wietzke et Sommer, 2010], illustre les filtres ne´cessaires a` l’obtention des trois composantes du
signal monoge`ne.
(a) (b) (c)
Figure 2.13 – 2.13(a), Filtre passe-bande. 2.13(b), Filtre passe-bande combine´ a` H1. 2.13(c), Filtre
passe-bande combine´ a` H2 [Wietzke et Sommer, 2010].
Le signal monoge`ne en un pixel a` la position x d’une image peut eˆtre repre´sente´ dans un repe`re
3D a` partir de ses composantes [i, j, 1]T . Les diffe´rentes informations pouvant eˆtre extraites de ce
signal peuvent e´galement y eˆtre mode´lise´es. La figure 2.14 sche´matise un pixel dans cet espace 3D
et illustre les informations que le signal monoge`ne met a` disposition.
Figure 2.14 – Repre´sentation d’un pixel dans le repe`re [i, j, 1]T .
[Unser et al., 2009] font l’analogie entre la transforme´e de Riesz et la transforme´e de Hilbert. Ils
expriment le vecteur q(x) = [q1(x), q2(x)]
T comme e´tant la re´ponse maximisant la transforme´e de
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ou` Hθ(x) (I(x)) est de´finie telle que :
Hθ(x) (I(x)) = cos(θ(x))q1(x) + sin(θ(x))q2(x). (2.72)
Cette orientation θ(x) correspond en pratique a` l’orientation principale des structures d’une image
a` une e´chelle donne´e. Le signal monoge`ne rend possible l’extraction de cette information, en plus
des informations d’amplitude et de phase spatiale. Ces informations sont pre´sentes dans la figure
2.14. L’amplitude A(x) repre´sente le module entre l’origine de ce repe`re et le pixel en question,
tandis que l’orientation locale principale θ(x) et la phase spatiale ϕ(x) correspondent a` des angles
de rotations centre´es sur l’origine du repe`re. Enfin, comme pour le signal analytique complexe 1D,
la fre´quence instantane´e f(x) correspond a` la de´rive´e spatiale de la phase spatiale. Dans le cas du
signal monoge`ne, ces informations s’obtiennent graˆce aux e´quations suivantes :
A(x) =
√































D’autres informations de´rive´es de la phase spatiale ϕ(x) et de l’orientation principale θ(x)
peuvent eˆtre obtenues : le vecteur d’orientation normalise´ n(x) et le vecteur phase r(x). Ceux-ci
sont de´finis par les e´quations suivantes :
n(x) = [cos (θ(x)) , sin (θ(x))]T =
q(x)
|q(x)| , (2.77)







Les parties suivantes de´crivent le comportement de la phase et de l’orientation issues du signal
monoge`ne d’une image.
2.2.3.1 La phase spatiale issue du signal monoge`ne
La phase d’un signal complexe 1D permet de faire abstraction de l’information d’e´nergie et de
ne conserver que la structure de ce signal. L’obtention de la phase spatiale issue du signal monoge`ne
d’une image a e´te´ de´finie par l’e´quation (2.74). La phase est soumise a` l’effet de deux types de
variations du signal : le signal peut eˆtre de forme paire ou impaire. Un signal pair positif engendrera
une phase proche de pi alors qu’un signal pair ne´gatif engendrera une phase aux alentours de ze´ro.
Au contraire, une phase aux alentours de pi/2 (respectivement −pi/2) correspond a` un signal impair
convexe (respectivement concave). La figure 2.15, inspire´e de [Felsberg, 2004], illustre la coupe 1D
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de la forme du signal pour les quatre valeurs de la phase de´crites pre´ce´demment.
Figure 2.15 – Cercle trigonome´trique montrant la variation de la phase en fonction du comportement
1D du signal illustre´ en rouge. La figure est inspire´e de [Felsberg, 2004].
En pratique, l’intervalle de de´finition de la fonction arctan choisie de´termine la manie`re dont est
de´finie la phase, ce qui l’empeˆche de prendre ces quatre valeurs. Soit arctan(·) ∈ [−pi/2, pi/2], auquel
cas on pourra distinguer les variations impaires convexes des variations impaires concaves mais pas
les variations paires positives de variations paires ne´gatives. Soit arctan(·) ∈ [0, pi] et dans ce cas,
ce seront les variations impaires convexes qui seront confondues. La figure 2.16 montre l’exemple
d’un signal sinuso¨ıdal et de ses phases dans les deux intervalles de de´finitions possibles. On voit que
dans le cas ou` ϕ(x) ∈ [−pi/2, pi/2], on a ϕ(x) = 0 quand I(x) = ±1, c’est-a`-dire quand le signal
est pair. De la meˆme manie`re, quand I(x) = 0, c’est-a`-dire quand le signal devient impair, alors
ϕ(x) = ±pi/2. Au contraire quand ϕ(x) ∈ [0, pi], ϕ(x) = pi/2 quand I(x) = 0 et pour I(x) = 1, donc
pour un signal par ne´gatif, ϕ(x) = 0 et pour un signal pair positif (la` ou` I(x) = −1), ϕ(x) = pi.
(a) (b)
Figure 2.16 – Coupe axiale du signal (Fig. 2.16(a)) et de sa phase (Fig. 2.16(b)) de´finie dans
l’intervalle [0, pi] (en vert) et de sa phase de´finie dans l’intervalle [−pi/2, pi/2] (en bleu).
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2.2.3.2 L’orientation principale locale issue du signal monoge`ne
L’orientation principale locale est orthogonale au contour des formes pre´sentes dans l’image.
Tout comme la phase, elle donne ainsi une information sur la structure du signal. Elle est instable
dans les zones ou` ϕ(x) = kpi, avec k ∈ Z. En effet, si l’on se base sur la figure 2.14 ainsi que sur les
e´quations (2.74) et (2.75), dans le cas ou` ϕ(x) = kpi en un pixel x alors q1(x) = 0 et q2(x) = 0. Cela
se repre´sente par le positionnement du point IM (x) sur l’axe des re´els dans la figure 2.14. Dans ce
cas, on ne peut pas de´finir correctement l’orientation θ(x). Comme on l’a vu dans la description de
la phase, cela arrive aux endroits ou` le signal est pair.
Cela caracte´rise bien un signal 1D. Pour une image, les proprie´te´s de la phase spatiale de´crites
ici s’accordent a` la direction du plus fort signal i1D de l’image. La direction de ce signal est donne´e
par l’orientation principale locale de´crite dans la suite.
Cependant, cette orientation conside`re des structures localement. Par conse´quent, cette informa-
tion est fortement sensible au bruit.
Pour pallier a` ce proble`me, [Felsberg et Sommer, 2000] ont propose´ de moyenner les composantes
du signal monoge`ne sur le voisinnage du pixel courant. Comme l’orientation est instable autour de
ϕ(x) = kpi, k ∈ Z, un indice de confiance sin2(ϕ) re´duit les valeurs aberrantes de θ(x). L’estimateur

















ou` boxk est le filtre moyenne de taille (2k + 1)× (2k + 1) et ∗ est le produit de convolution.
[Unser et al., 2009] ont e´galement propose´ une me´thode de re´gularisation tenant compte du
voisinage du pixel pour calculer son orientation. Nous avons fait l’analogie entre la transforme´e de
Riesz et la transforme´e de Hilbert directionnelle en pre´sentant le signal monoge`ne. La re´gularisation
consiste a` trouver la direction θ(x) dans laquelle la tranforme´e de Hilbert Hθ(x) (I(x)), moyenne´e





v(x’− x)|Hθ′ (I(x’)) |2dx’
)
, (2.80)
ou` v(x’−x) est une feneˆtre de ponde´ration syme´trique. [Alessandrini et al., 2013b] proposent d’uti-
liser une feneˆtre Gaussienne vσ(x) d’e´cart-type σ : v(x) = vσ(x) comme ponde´ration. [Unser et al.,
2009] ont montre´ que dans le cas ou` v(x) est un Dirac, θ(x) est e´quivalent a` θ(x) tel qu’il est exprime´
64
2.2. SIGNAUX COMPLEXES ET HYPERCOMPLEXES
dans (2.75). On peut e´galement formuler le crite`re de (2.80) avec une e´criture matricielle :∫
R2

























La solution maximisant le crite`re (2.81) est donne´e par le vecteur propre correpondant a` la plus











La figure 2.17, qui est issue de [Alessandrini et al., 2013b], donne un exemple de re´gularisation
d’orientation d’apre`s la technique de [Unser et al., 2009]. La figure pre´sente d’abord l’image utilise´e
(Fig. 2.17(a)) puis l’image d’orientation ide´ale (Fig. 2.17(b)), l’orientation bruite´e sans re´gularisation
(Fig. 2.17(c)) et bruite´e avec re´gularisation (Fig. 2.17(d)).
(a) (b) (c) (d)
Figure 2.17 – Estimation de l’orientation de l’image 2.17(a). 2.17(b), Orientation ide´ale. 2.17(c),
Orientation estime´e sans re´gularisation. 2.17(d), Orientation estime´e avec re´gularisation [Alessan-
drini et al., 2013b].
2.2.4 Le signal monoge`ne 3D
Nous avons vu dans la partie 2.1.2 l’inte´reˆt d’utiliser des donne´es 3D en estimation du mou-
vement. Certains auteurs ont propose´ des me´thodes utilisant le signal monoge`ne 3D pour de la
segmentation [Rajpoot et al., 2009a,Wang et al., 2009], reconstruction d’images [Chenouard et Un-
ser, 2012] ou pour le recalage d’images ultrasonores [Grau et al., 2006].
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Le signal monoge`ne 3D VMS(x) d’un volume V (x), ou` x = [x1, x2, x3]
T , s’obtient a` partir de la
transforme´e de Riesz 3D du premier ordre. Ce signal a la forme suivante :
VMS(x) = p(x) + iq1(x) + jq2(x) + kq3(x), (2.84)
ou` [i, j, k, 1]T est le repe`re 4D orthonormal ou` un voxel est repre´sente´ par les coordonne´es
[q1(x), q2(x), q3(x), p(x)]
T . Ce signal posse`de une composante supple´mentaire vis-a`-vis du signal mo-
noge`ne 2D. Cette composante est lie´e a` la dimension supple´mentaire ajoute´e par la donne´e. En effet,
chacune de ces composantes imaginaires qi(x) = p(x) ∗ hi(x) est obtenue par convolution d’un filtre
en quadrature hi(x) dont l’expression dans le domaine fre´quentiel est :
Hi(u) = −i ui|u| , (2.85)
ou` u = [u1, u2, u3]







Ainsi, on peut calculer l’amplitude et la phase spatiale 3D de ce signal :
A(x) =
√















En 2D, l’orientation principale correspond a` l’angle de la projection du pixel sur le plan des
imaginaires dans le repe`re (voir figure 2.14). Dans la mesure ou` pour le signal monoge`ne 3D l’espace
des imaginaires est e´galement 3D, il faudrait deux angles pour de´crire l’orientation. On ne peut donc
pas obtenir directement d’information d’orientation principale, mais on peut en revanche se baser
sur les e´quations (2.77) et (2.78) pour obtenir un vecteur d’orientation normalise´ ainsi qu’un vecteur
phase en 3 dimensions directement a` partir des composantes du signal monoge`ne 3D. Ainsi, pour une
direction xi, la composante du vecteur d’orientation normalise´ ni(x) et la composante du vecteur











Le comportement de la phase, du vecteur phase et du vecteur d’orientation normalise´ est le meˆme
en 3D que dans le cas bidimensionnel.
2.2.5 Le signal analytique isotrope 2D
Nous l’avons vu, le signal monoge`ne est adapte´ aux images i1D, c’est-a`-dire qu’il ne conside`re
que les images ne contenant que des lignes droites localement. Nous avons illustre´ des images i0D,
i1D et i2D dans la figure 2.12. Or, la plupart des images posse`dent des frontie`res courbes ou des
intersections, relative a` des informations i2D. Le mode`le d’une image i2D correspond a` la combinaison
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i · x), (2.90)
ou` ni(x) = [cos θi(x), sin θi(x)]
T et θi(x) est l’orientation de la fonction 1D fi(x). Cependant, le signal
monoge`ne est incapable de de´crire de telles structures, c’est pourquoi Wietzke et al. ont re´cemment
introduit le signal analytique isotrope 2D (2D IAS pour 2D Isotropic Analytic Signal) [Wietzke
et al., 2009,Wietzke et Sommer, 2010].
Cette extension est rendue possible par l’utilisation des transforme´es de Riesz du second ordre,
en plus de la transforme´e de Riesz d’ordre 1 de´crite dans les e´quations (2.69) et (2.70). Ces filtres
s’expriment dans le domaine fre´quentiel de la manie`re suivante :




H1,2(u) = −u1u2‖u‖2 , (2.92)




La figure 2.18 illustre chacun de ces filtres qui ne repre´sentent finalement que la combinaison de
deux filtres de Riesz du premier ordre : hi,j(x) = hi(x) ∗ hj(x), ou` ∗ est le produit de convolution.
(a) (b) (c)
Figure 2.18 – 2.18(a), Filtre H1,1(u). 2.18(b), Filtre H1,2(u). 2.18(c), Filtre H2,2(u) [Wietzke et
Sommer, 2010].
De nouvelles composantes peuvent eˆtre de´duites de ces filtres, de la meˆme manie`re que pour les
composantes du signal monoge`ne :
q1,1(x) = h1,1(x) ∗ p(x),
q1,2(x) = h1,2(x) ∗ p(x),
q2,2(x) = h2,2(x) ∗ p(x).
(2.94)
Avant de de´finir les informations extraites a` partir de ces composantes, il est ne´cessaire de de´finir
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De ces composantes, deux informations supple´mentaires peuvent eˆtre obtenues : l’orientation























Nous avons vu que l’orientation principale du signal monoge`ne e´tait orthogonale au contour des
formes pre´sentes dans l’image ce qui implique qu’elle ne donne l’orientation que pour des structures
conside´re´es tre`s localement dans l’image. Par contre, l’orientation moyenne permet de tenir compte
des deux orientations relatives au mode`le de l’image donne´ dans l’e´quation (2.90). De plus, nous
avons vu que l’orientation principale n’e´tait pas bien de´finie pour les zones de l’image ou` ϕ(x) = kpi,
pour k ∈ Z. Ce n’est pas le cas de l’orientation moyenne qui est de´finie pour toute valeur de ϕ(x).
En ce qui concerne l’angle apex, nous avons dit qu’il s’agissait de la diffe´rence entre les deux orien-
tations qui constituent une image i2D. En combinaison avec l’orientation moyenne θm(x), cet angle
permet d’estimer ces deux orientations. En effet, on sait par de´finition que θm(x) =
θ1(x)+θ2(x)
2 et que
α(x) = θ1(x)−θ2(x). On peut facilement en de´duire une estimation des angles θ1(x) = θm(x)+α(x)/2
et θ2(x) = θm(x)− α(x)/2.
Enfin, une composante homoge`ne qh(x) peut eˆtre calcule´e a` partir de cet angle apex pour adapter
l’amplitude, la phase spatiale et l’orientation principale a` la dimension intrinse`que de l’image en
chaque pixel.
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qh(x) =
√



































Les expressions (2.99) a` (2.101) repre´sentent une ge´ne´ralisation des informations extraites du
signal monoge`ne aux signaux i2D. Il est clair que si θ1(x) = θ2(x), alors α(x) = 0 et par conse´quent
qh(x) = 1. Dans ce cas, il n’y a qu’une orientation pre´dominante dans l’image autour de la position
x, donc l’image est localement i1D et on revient sur les expressions des informations issues du signal
monoge`ne. Ainsi, sans avoir aucune connaissance a priori du signal, on peut adapter les informa-
tions d’amplitude, de phase spatiale et d’orientation principale a` la dimension intrinse`que de l’image.
Utiliser la phase spatiale de ces signaux, portant l’information structurelle des images, permet
de s’abstraire de l’e´nergie de ces images. En estimation du mouvement, cela permet entre autre
de ne plus eˆtre soumis aux variations d’intensite´ lumineuse entre deux images de la se´quence. Ces
avantages ont fait du signal monoge`ne un outil utilise´ dans des applications nombreuses et varie´es
comme la de´tection de structures [Zang et Sommer, 2006], la segmentation [Felsberg et Sommer,
2000, Rajpoot et al., 2009b, Wang et al., 2009, Belaid et al., 2011], la ste´re´o-vision [Felsberg, 2002]
et l’estimation de mouvement, que ce soit en 2D [Felsberg, 2004,Mellor et Brady, 2005,Zang et al.,
2007] ou en 3D [Grau et al., 2006,Grau et al., 2007,Zhang et al., 2006,Zhang et al., 2007].
Le signal analytique isotrope 2D, plus re´cent, a d’abord e´te´ compare´ au signal monoge`ne pour
l’estimation de flux optique global [Wietzke et al., 2009] ou local [Alessandrini et al., 2013a]. Il a
e´galement e´te´ utilise´ pour la de´tection d’enveloppe de donne´es RF en imagerie e´chographique [Wa-
chinger et al., 2011,Wachinger et al., 2012]. [Marchant et Jackway, 2011] ont utilise´ les deux orien-
tations rendues disponibles par ce signal pour mesurer le taux et la direction de la croissance des
coraux sur des images a` rayon X.
Les travaux effectue´s durant cette the`se reposent sur des me´thodes d’estimation du mouvement
base´es sur la phase issue des signaux complexes ou hypercomplexes que nous venons de pre´senter,
de´crites dans la suite de cette section.
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2.2.6 Les signaux complexes et hypercomplexes en estimation du mouvement
Diffe´rents auteurs ont montre´ l’inte´reˆt de l’utilisation de signaux complexes ou hypercomplexes
en traitement d’images. Dans le cadre de l’estimation du mouvement en imagerie me´dicale, ces
approches peuvent eˆtre diffe´rentielles ou base´es sur une fonction de couˆt a` optimiser.
2.2.6.1 Approches diffe´rentielles
Nous de´crivons ici deux approches diffe´rentielles base´es respectivement sur la phase spatiale de si-
gnaux complexes et monoge`nes. Chacune de ces deux approches conside`re un mode`le de de´placement
re´duit a` une estimation locale des translations, comparable a` la me´thode de Lucas et Kanade
pre´sente´e dans la section 2.1.1.2.
Utilisation de la phase de signaux complexes 2D
Cette me´thode est l’extension directe en 2D de l’approche de diffe´rence de phase 1D. Alors que
l’hypothe`se faite par [Lucas et Kanade, 1981] de conservation d’intensite´ des pixels tout au long de
la se´quence, [Basarab et al., 2009a] conside`rent que les phases spatiales issues du signal analytique
complexe 2D par approche de  Single Orthant  est constante au fil du temps. Dans les deux cas,
cela implique que le de´placement a` estimer soit faible. On peut ainsi e´crire pour une des phases
ϕSOi(x, t), i = 1, 2, extraite de l’image complexe sSOi(x, t), la relation suivante :
ϕSOi(x, t)− ϕSOi(x + d, t+ δt) = 0, i = 1, 2. (2.102)
Ayant fait l’hypothe`se d’un de´placement faible et suivant le meˆme raisonnement que dans la
section 2.1.1.2, un de´veloppement limite´ permet d’e´crire l’expression :






dx2 , i = 1, 2. (2.103)























[Basarab et al., 2009a] conside`rent un signal 2D module´ dans les deux directions et suivant le
mode`le suivant :
I(x1, x2) = w(x1, x2) cos (2piu1x1) cos (2piu2x2) . (2.105)
En supposant un de´placement constant sur un bloc de l’image, les blocs b1(x) et b2(x) de chacune
des images I(x, t) et I(x, t+ 1) peuvent eˆtre de´finis par :
b1(x) = wb1(x) cos (2piu1(x1 − db11)) cos (2piu2(x2 + db12)) ,
b2(x) = wb2(x) cos (2piu1(x1 − db21)) cos (2piu2(x2 + db22)) .
(2.106)
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D’apre`s cette formulation, il est clair que l’estimation revient a` calculer le de´calage relatif entre
chacun de ces blocs :
dx1 = db21 − db11,
dx2 = db22 − db12.
(2.107)
L’estimation de ces de´calages dx1 et dx2 se fait a` partir de l’expression analytique des phases
spatiales obtenues a` partir de la transforme´e de Hilbert suivant l’approche de Hahn pre´sente´e dans
la partie 2.2.2.3. Pour chacune des images, on obtient deux informations de phase, illustre´es dans la
figure 2.19 [Basarab, 2008].
(a) (b)
Figure 2.19 – Phases axiale (Fig. 2.19(a)) et late´rale (Fig. 2.19(b)) d’une image suivant le mode`le
(2.105) [Basarab, 2008].
Chacune de ces phases correspond a` chacun des orthants conserve´s par la transformation. L’ex-
pression analytique de ces phases est connue et s’exprime de la manie`re suivante :
ϕb1,1(x) = 2piu1(x1 − db11) + 2piu2(x2 − db12),
ϕb1,2(x) = −2piu1(x1 − db11) + 2piu2(x2 − db12),
ϕb2,1(x) = 2piu1(x1 − db21) + 2piu2(x2 − db22),
ϕb2,2(x) = −2piu1(x1 − db21) + 2piu2(x2 − db22).
(2.108)
De ces expressions, on peut de´finir une diffe´rence de phases axiale ϕ1 et late´rale ϕ2 :
ϕ1(x) = ϕb1,1(x)− ϕb2,1(x) = 2piu1dx1 + 2piu2dx2 ,
ϕ2(x) = ϕb1,2(x)− ϕb2,2(x) = −2piu1dx1 + 2piu2dx2 .
(2.109)
ϕ1(x) et ϕ2(x) sont donc simplement les de´rive´es temporelles des phases instantane´es. De la

























Deux points, dus au caracte`re pe´riodique de la phase, sont a` mettre en e´vidence sur ces de´placements.
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Le premier est que le de´placement doit eˆtre infe´rieur a` une demi-pe´riode, le second est que la phase
est line´aire par morceau. Cela implique une discontinuite´ de la diffe´rence de phase, appele´e saut
de phase, a` cause du de´calage entre les deux phases conside´re´es. Pour e´viter cela, il est possible de
de´rouler la phase en 1D mais en 2D la taˆche est plus complexe a` mettre en œuvre. En tenant compte
de l’hypothe`se que le de´placement est localement constant, une alternative est de ne tenir compte
des valeurs de cette diffe´rence de phase uniquement en dessous d’un certain seuil. L’estimateur ne
tiendra plus compte du de´placement en chaque pixel mais seulement d’un de´calage unique sur le
bloc entier de l’image, et ne tenant ainsi plus compte des valeurs aberrantes engendre´es par les sauts
de phase. Pour cela, on conside`rera la valeur moyenne des diffe´rences de phases ϕ1 et ϕ2 en dessous

























Dans le cas ou` l’on ne connait pas le mode`le de l’image, il est possible d’obtenir les de´rive´es
spatiales des phases ϕbi,k nume´riquement, par diffe´rences finies. L’extension de cette technique au
mode`le affine a e´galement e´te´ propose´e [Alessandrini et al., 2014].
Utilisation de la phase de signaux monoge`nes
Les me´thodes d’estimation du mouvement que nous avons pre´sente´es jusqu’ici sont mode´lise´es a`
partir du repe`re (ligne, colonne) de l’image. Il est pourtant plus difficile de pre´dire le de´placement
lorsqu’il suit la direction des frontie`res des structures que lorsqu’il est orthogonal a` ces structures
[Sun et al., 2008,Niu et al., 2012]. L’inte´reˆt de proposer des me´thodes conside´rant l’orientation des
frontie`res des structures des images a e´te´ souleve´ pour la premie`re fois par [Nagel et Enkelmann,
1986]. Ce concept a e´te´ repris plus tard, entre autre par [Felsberg, 2004] pour du flux optique local.
Contrairement aux signaux complexes 2D, le signal monoge`ne offre une information supple´mentaire
permettant de de´crire l’image : l’orientation locale principale, qui est orthogonale aux contours
des structures pre´sentes dans une image. La technique propose´e par l’auteur repose donc sur le
meˆme principe que la me´thode base´e sur la phase spatiale extraite du signal analytique complexe
2D. Toutefois, il utilise le vecteur phase r(x) = ϕ(x) [cos (θ(x)) sin (θ(x))]T plutoˆt que le la phase
spatiale seule ϕ(x). Cela lui donne acce`s au vecteur phase, qui lui permet d’observer le de´placement
selon la direction orthogonale aux contours des structures de l’image, en un pixel donne´, comme le
montre la figure 2.20.
L’auteur ne conside`re donc plus l’hypothe`se de conservation d’intensite´ des images, mais plutoˆt
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Figure 2.20 – Image quelconque avec un repe`re (ligne, colonne) et un repe`re suivant la direction
intrinse`que de la structure, rendu possible graˆce a` l’orientation principale.
une conservation de phase le long de l’orientation principale au fil de la se´quence :
r(x, t) = r(x + d, t+ δt). (2.113)
Ici encore, il faut supposer que le de´placement a` estimer est faible, un de´veloppement limite´ du
premier ordre permet d’exprimer r(x + d, t+ δt) en fonction de r(x, t) :
r(x + d, t+ δt) = r(x, t+ δt)−∇T r(x) · d +O(d2), (2.114)
ou` · est le produit matriciel et ∇T r(x) est la matrice Jacobienne des de´rive´es spatiales du vecteur













Dans la mesure ou` le signal monoge`ne conside`re des structures localement 1D, la seule va-
leur propre de ∇T r(x) est la fre´quence instantane´e f(x) et le vecteur propre associe´ est n(x) =
[cos (θ(x)) sin (θ(x))]T . On obtient l’expression suivante [Felsberg, 2004, Unser et al., 2009, Alessan-
drini et al., 2013b] :
∇T r(x) = f(x) · n(x) · nT (x)
= f(x)
[
cos2 (θ(x)) cos (θ(x)) sin (θ(x))




Il est donc possible de re´e´crire l’e´quation (2.114) avec l’expression suivante [Felsberg, 2004] :
r(x + d, t+ δt) = r(x, t+ δt)− f(x) · n(x) · nT (x) · d +O(d2)
≈ r(x, t+ δt)− f(x) · n(x) · nT (x) · d.
(2.117)
Le proble`me est que n(x)nT (x)f(x) est une matrice 2 × 2 dont le de´terminant est nul et est
donc non inversible [Maltaverne et al., 2010]. En pratique, on fait l’hypothe`se que le de´placement
est constant sur une re´gion ℵx. Ainsi, il est possible de pallier a` ce proble`me en sommant sur le
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r(x, t)− r(x, t+ 1). (2.118)
2.2.6.2 Fonctions de couˆt et signaux hypercomplexes
Nous avons de´crit des me´thodes diffe´rentielles utilisant la phase spatiale du signal analytique
complexe 2D ou les informations extraites du signal monoge`ne. Nous pre´sentons maintenant le cas
ou` l’estimation se fait a` partir d’une fonction de couˆt et de la phase spatiale des images. La premie`re
me´thode repose sur une fonction de couˆt calcule´e directement a` partir des phases spatiales et des
orientations principales de chaque image tandis que la seconde est base´e sur l’utilisation de la phase
spatiale dans le calcul de l’information mutuelle.
Fonctions de couˆt base´es sur la phase et l’orientation
Deux mesures de dissimilarite´ de ce type ont e´te´ propose´es pour des se´quences e´chographiques,
appele´es  Orientation Difference  (OD) [Grau et al., 2006] et  Feature Difference  (FD) [Grau































ou` s correspond a` l’e´chelle courante et est directement lie´ au filtre passe-bande. En effet, le filtre passe-
bande utilise´ pour calculer le signal monoge`ne fournira des informations de phase et d’orientation
plus ou moins lisse´es. Par conse´quent, plus ce filtre sera restrictif, plus l’e´chelle sera grossie`re. De
plus, θ(x, t, s), ϕ(x, t, s), n(x, t, s) et r(x, t, s) sont les informations extraites du signal monoge`ne a`
la position x et a` l’instant t de la se´quence. T est la transformation courante et W (x, t) est une
ponde´ration des diffe´rences entre les orientations aux temps t et t+ 1 :
W (x, t) = min
(
sin2 (ϕ(x, t, s)) , sin2 (ϕ(x, t+ 1, s))
)
. (2.121)
Le but de cette ponde´ration est de donner plus d’importance aux valeurs de l’orientation lorsque
la valeur correspondante de la phase spatiale est diffe´rente de kpi, pour k ∈ Z, car l’orientation
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principale du signal monoge`ne peut eˆtre instable dans ces zones de l’image (voir section 2.2.3.2).
Afin de tenir compte de l’impact de la diffe´rence pour les deux images, la ponde´ration est pe´nalise´e
par l’image ou` l’orientation est la plus instable. La ponde´ration sera faible aux endroits ou` la phase
sera proche de kpi pour au moins une des images, alors que si la phase est proche de ±pi/2 pour
chacune des images, alors la ponde´ration sera e´leve´e.
Ces techniques sont applique´es a` une se´quence e´chographique, donc dans un cadre monomodal.
Le changement de modalite´ entre les deux images peut nuire a` ces crite`res. Les diffe´rences de phase et
d’orientation souffriraient du changement de texture et de re´solution entre les images et ces mesures
ne seraient pas force´ment minimales pour la de´formation optimale.
Utilisation de la phase de signaux monoge`nes pour minimiser l’information mutuelle
L’information mutuelle reste un crite`re toujours inte´ressant. Comme le pre´cisent [Mulet-Parada
et Noble, 2000], le speckle des images ultrasonores introduit d’importants changements d’intensite´,
ce qui alte`re les donne´es, alors que l’atte´nuation du signal ultrasonore modifie l’intensite´ d’une re´gion
de l’image en fonction de son orientation par rapport a` la direction du faisceau ultrasonore. [Mellor
et Brady, 2005] ainsi que [Zhang et al., 2006] ont propose´ d’utiliser la phase au lieu de l’intensite´
dans le calcul de l’information mutuelle dans le cadre de recalage multimodal RM-US. L’obtention
de l’information mutuelle base´e sur la phase spatiale des images se fait donc avec l’expression :











ou` ϕUS est la phase spatiale correspondant a` l’image ultrasonore et ϕMR est la phase spatiale
correspondant a` l’image MR.
2.3 Orientations choisies et originalite´ des travaux
Dans ce chapitre consacre´ a` l’e´tat de l’art, nous avons aborde´ les proble´matiques d’estimation
du mouvement en imagerie ultrasonore et en recalage multimodal, et en particulier MR-US. Nous
avons vu que deux grands types d’approches d’estimation du mouvement se distinguent. On trouve
en premier lieu les approches diffe´rentielles, qui reposent fortement sur l’hypothe`se de conservation
d’intensite´ lumineuse entre les deux images utilise´es pour l’estimation. Cette hypothe`se n’est pas
toujours respecte´e en imagerie ultrasonore, c’est pourquoi un deuxie`me type de me´thodes, base´ sur la
maximisation d’une mesure de ressemblance (ou sur la minimisation d’une mesure de dissimilitude),
moins sensible a` cette hypothe`se, est plus re´pandu.
Nous avons e´galement pre´sente´ les signaux complexes et hypercomplexes ainsi que les informa-
tions que l’on peut en extraire telle que la phase spatiale, qui est un bon descripteur des structures de
l’image. Diffe´rents travaux de la litte´rature ont montre´ l’efficacite´ de la phase vis-a`-vis de l’intensite´
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dans diverses me´thodes d’estimation du mouvement, que ce soit pour des approches diffe´rentielles
ou pour les me´thodes utilisant une fonction de couˆt.
Ce travail de the`se est constitue´ de trois grandes orientations. Dans un premier temps, nous
nous sommes penche´s sur l’influence de chaque information extraite du signal monoge`ne dans les
estimations de mouvements pour des se´quences US de simulation en deux et trois dimensions. Pour
cela, nous avons mis en place un protocole de comparaison entre diffe´rentes approches de la litte´rature
et avons propose´ un estimateur de flux optique 3D base´ sur l’orientation principale issue du signal
monoge`ne. Bien que sensible a` certaines valeurs de la phase, nous montrons que les re´sultats sont
plus robustes au bruit que l’intensite´ ou que les autres informations issues du signal monoge`ne.
Nous avons e´galement conside´re´ l’influence de la phase dans un algorithme de recalage multimodal
MR-US issu de la litte´rature. Nous montrons que la phase permet de diminuer l’erreur maximale du
champ de de´placement estime´.
Finalement, nous montrons le re´sultat de l’estimation du flux optique base´ sur la phase spatiale
issue du signal monoge`ne pour des images cliniques de la flore pelvienne dans le but de caracte´riser
le degre´ du prolapsus ge´nito-urinaire.
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Chapitre 3
Informations extraites du signal
monoge`ne pour l’estimation de flux
optique 2D et 3D sur des se´quences
e´chographiques
3.1 Introduction
Bien qu’il soit possible d’estimer le mouvement sur des donne´es radio-fe´quence (RF) avant for-
mation des voies [Gueth et al., 2009,Gueth et al., 2010,Byram et al., 2010], la plupart des me´thodes
d’estimation du mouvement s’appliquent soit sur les images RF, soit sur les images mode B. Dans
ce chapitre, nous allons dans un premier temps conside´rer une estimation du mouvement 2D. Nous
de´crivons un ensemble de tests de comparaisons qui nous a permis de situer les approches de flux
optiques base´es sur la phase spatiale face a` l’approche de mise en correspondance de blocs (BM),
bien connue en estimation du mouvement applique´e a` des images ultrasonores. Nous pre´sentons les
diffe´rences entre les informations de phase issues du signal analytique complexe 2D (2D CAS) et
du signal monoge`ne (MS) avant de rappeler brie`vement les techniques compare´es. Dans un second
temps, nous poursuivons l’e´tude dans le cadre de l’estimation 3D, en e´valuant les performances de
toutes les informations extraites du signal monoge`ne 3D. Cela nous a permis de proposer un estima-
teur base´ sur le vecteur d’orientation normalise´ issu du signal monoge`ne 3D. Toutes les me´thodes
d’estimation du mouvement, qu’elles soient 2D ou 3D, sont base´es sur une estimation locale du
vecteur de de´placement comme une translation d = [dx1 , dx2 ]
T constante sur un voisinage ℵx :
I(x, t) = I(x + d, t+ 1),x ∈ ℵx. (3.1)
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3.2 Cas de l’estimation du mouvement 2D
3.2.1 Phases spatiales issues du 2D CAS et du MS
Nous avons vu dans l’e´tat de l’art qu’il pouvait eˆtre inte´ressant d’estimer le mouvement sur les
structures des images plutoˆt que d’utiliser directement l’intensite´ de leurs pixels. Le MS, comme le
2D CAS, rend une information de phase accessible. Nous avons e´galement vu que le signal monoge`ne
tenait compte de structures localement 1D, contrairement au 2D CAS, qui ne peut tenir compte de
l’orientation des structures pre´sentes dans l’image.
Nous avons utilise´ le 2D CAS obtenu par l’approche  Single Orthant . Celui-ci consiste a`
ne conserver que deux orthants (quadrant dans le cas d’une donne´e 2D) du spectre de l’image.
Il offre ainsi deux composantes sSO1(x1, x2) et sSO2(x1, x2), une pour chaque quadrant, qui sont
obtenues dans le domaine fre´quentiel avec les e´quations (2.63) et (2.64). Dans le domaine spatial,
ces composantes ont une forme complexe, ce qui permet de calculer leur phase :




, i = 1, 2, (3.2)
ou` <(•) et =(•) sont respectivement les parties re´elle et imaginaire de •. [Basarab et al., 2009b]
utilisent ces phases pour des images compose´es d’oscillations axiale et late´rale, ce qui leur permet
d’exprimer ces phases pour chaque image par les e´quations du syste`me (2.108). Nous illustrons
ϕSO1(x1, x2) et ϕSO2(x1, x2) obtenues pour l’image de Lena dans la figure 3.1. Dans cette figure,
seuls les contours le long de la direction x1 ou x2 sont pre´sents.
(a) (b) sSO1(x1, x2) (c) sSO2(x1, x2)
Figure 3.1 – Phases issues de la transforme´e de Hilbert 2D selon la me´thode de Hahn, issues de
sSO1(x1, x2) (Fig. 3.1(b)) et sSO2(x1, x2) (Fig. 3.1(c)) pour l’image de Lena (Fig. 3.1(a)).
Pour le signal monoge`ne, l’e´quation (2.74) de´finit cette information de phase comme une in-
formation 1D dans la direction orthogonale au contour. Il est toutefois possible d’acce´der a` une
information 2D graˆce au vecteur phase r(x1, x2), obtenu par l’e´quation (2.78). Il de´compose l’in-
formation de phase dans deux directions de´finies par vecteur d’orientation normalise´ n(x1, x2) (cf.
e´quation (2.77)). De cette manie`re, la phase est repre´sente´e selon un repe`re qui s’adapte aux contours
des formes pre´sentes dans l’image. La figure 3.2 illustre les images de phase ϕ(x), de vecteur phase
r1(x) et r2(x), d’orientation θ(x) et de vecteur d’orientation normalise´ n1(x) et n2(x) pour l’image
de Lena.
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(a) ϕ(x) (b) r1(x) (c) r2(x)
(d) θ(x) (e) n1(x) (f) n2(x)
Figure 3.2 – Images de phase ϕ(x), des composantes du vecteur phase r1(x) et r2(x), d’orientation
principale θ(x) et des composantes du vecteur d’orientation normalise´ n1(x) et n2(x).
3.2.2 Me´thodes d’estimation du mouvement
Le but de ce travail est d’e´valuer les performances des me´thodes d’estimation du mouvement pour
une paire d’images US. L’approche de BM, est une technique classique en estimation de mouvement
applique´e a` des images US. Nous nous inte´ressons aux approches base´es sur la phase spatiale issue du
2D CAS et du MS. Cette e´valuation a consiste´ a` comparer ces techniques en termes de pre´cision et
de temps de calcul. Ainsi, l’objectif est de de´terminer la me´thode offrant le meilleur compromis entre
ces deux crite`res pour permettre un bon suivi des tissus tout en s’approchant autant que possible
du temps re´el.
La premie`re me´thode que nous prenons en compte est une me´thode de BM. Nous avons de´taille´
cette me´thode dans la section 2.1.1.1 du chapitre sur l’e´tat de l’art. Nous y avons e´galement e´nume´re´
plusieurs mesures, qui peuvent eˆtre utilise´es comme crite`re de ressemblance ou de dissimilarite´. Parmi
ces diffe´rentes mesures, nous avons choisi la fonction d’inter-corre´lation. Pour obtenir une estimation
subpixellique, nous avons interpole´ cette mesure par des fonctions B-spline avant la recherche du
maximum. Un mauvais choix du facteur d’interpolation peut nuire a` la pre´cision de l’estimation. Plus
ce facteur sera grand, plus le re´sultat estime´ sera fin. Cependant, cela engendre par la meˆme occasion
une augmentation importante des temps de calcul. Il est donc ne´cessaire de faire un compromis entre
le temps d’exe´cution et la pre´cision de l’estimation.
La deuxie`me me´thode qui est utilise´e est celle de [Basarab et al., 2009b], base´e sur la phase spa-
tiale issue du 2D CAS, ce dernier e´tant obtenu par la me´thode de single orthant. Cette approche est
comparable a` l’estimation de flux optique local de [Lucas et Kanade, 1981]. La principale diffe´rence
re´side dans le fait qu’au lieu d’avoir une information d’intensite´, deux valeurs de phases sont associe´es
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a` un meˆme pixel.
Enfin, la troisie`me me´thode est le flux optique base´ sur la phase spatiale issue du signal monoge`ne
[Felsberg, 2004]. Comme nous l’avons explique´ pre´ce´demment, cette approche a l’avantage de tenir
compte de l’orientation des contours des structures pre´sentes dans l’image, cette information e´tant
inaccessible pour le 2D CAS.
Un atout de ces deux dernie`res me´thodes vis-a`-vis du BM, est qu’elles ne ne´cessitent aucune
interpolation pour atteindre une pre´cision subpixellique.
3.2.3 Images utilise´es
Ces me´thodes ont e´te´ applique´es a` trois types d’images diffe´rentes. La premie`re image est une
image synthe´tique, mode´lisant une re´ponse impulsionnelle spatiale ( Point Spread Function , ou
PSF). Son mode`le correspond a` une Gaussienne 2D ayant subi des modulations d’amplitude dans la
direction axiale :













Dans notre exemple, nous avons conside´re´ une fre´quence axiale normalise´e u1 = 1/10 et les
e´carts-type σ1 et σ2 sont fixe´s a` 30 pixels. Les moyennes de la Gaussienne 2D (c1, c2) correspondent
au centre de l’image. L’image re´sultant de ce mode`le ainsi que ses images de phase sont illustre´es
par la figure 3.3. Ce type d’images permet de comparer nos me´thodes dans un cas plus simple.
(a) (b) (c) (d)
Figure 3.3 – 3.3(a), Image de PSF synthe´tique suivant le mode`le (3.3) et ses phases extraites du
2D CAS (Fig. 3.3(b) et 3.3(c)) et du MS (Fig. 3.3(d)).
Pour les seconde et troisie`me paires d’images, une meˆme re´gion a e´te´ extraite d’une image RF d’un
milieu homoge`ne contenant une inclusion, pre´sente´e dans la figure 3.4, et de son image correspondante
en mode B, qui est donne´e dans la figure 3.6. Leurs images de phase sont respectivement pre´sente´es
dans les figures 3.5 et 3.7.
Chacune de ces deux images, avec et sans de´placement, a e´te´ obtenue a` l’aide du simulateur Field
II [Jensen et Svendsen, 1992]. La simulation d’une image US avec ce logiciel ne´cessite une description
du milieu simule´. Ce descripteur du milieu M(x1, x2), de´finit les structures pre´sentes dans le champ
d’exploration ainsi que les coefficients d’e´choge´nicite´ qui leur sont attribue´s. Ainsi, un coefficient e´leve´
fera de la re´gion une zone claire de l’image alors qu’un coefficient faible donnera une re´gion plus
sombre dans l’image. Pour former le speckle de l’image, il faut d’abord de´finir ale´atoirement, suivant
une loi uniforme, la position des diffuseurs. Il est alors possible de leur associer une amplitude.
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Figure 3.4 – Image RF a` gauche et zoom sur le le bloc utilise´ a` droite.
(a) (b) (c)
Figure 3.5 – Phases extraites du 2D CAS (Fig. 3.5(a) et 3.5(b)) et du MS (Fig. 3.5(c)) du bloc de
l’image 3.4.
Figure 3.6 – Image mode B et le bloc utilise´ correspondants a` l’image RF de la figure 3.4.
Cette dernie`re est de´finie ale´atoirement, selon une loi normale de moyenne nulle et d’e´cart-type















est donc de´finie par la relation suivante :
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(a) (b) (c)








∼ N (0,M2 (xp1, xp2)) . (3.4)
La ge´ne´ration des lignes RF peut ensuite eˆtre effectue´e. Les principales e´tapes d’une simulation
Field II classique sont repre´sente´es par la figure 3.8.
Figure 3.8 – Diagramme montrant les principales e´tapes de la simulation de l’image ultrasonore.
Les parame`tres de simulation sont synthe´tise´s dans la table 3.1.
Pour ces simulations, la taille des images a e´te´ fixe´e a` (57, 53) mm environ, respectivement dans les
directions axiale et late´rale. La fre´quence de la sonde est de 7.5 MHz et la fre´quence d’e´chantillonnage
a e´te´ fixe´e a` 20 MHz. Le milieu est compose´ de 15000 diffuseurs.
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Parame`tre Valeur
Fre´quence de la sonde 7.5 MHz
Fre´quence d’e´chantilllonnage 20 MHz
Dimension axiale du milieu 57 mm
Dimension late´rale du milieu 53 mm
Taille axiale d’un pixel 0.019 mm
Taille late´rale d’un pixel 0.075 mm
Nombre de diffuseurs dans le milieu 15 000
Table 3.1 – Parame`tres de simulation des images RF et mode B.
La re´gion choisie repre´sente l’inclusion entie`re pour avoir une information de structure dans
toutes les directions. La re´gion d’inte´reˆt correspond a` la zone du tissu se trouvant environ entre
36.25 mm et 51.1 mm axialement et -6.7 mm et 6.8 mm late´ralement.
3.2.4 Re´sultats
Nous comparons maintenant les me´thodes que nous avons pre´sente´es, selon plusieurs crite`res.
Pour chacune des images de´crites, nous montrons d’abord le comportement de ces estimateurs en
fonction de la taille du bloc conside´re´. Cela nous permettra de de´finir la taille d’une re´gion d’inte´reˆt
pour ensuite e´valuer leur robustesse au bruit. Nous e´tudierons e´galement la pre´cision de ces estima-
teurs selon une amplitude de de´placement variant dans la direction axiale ou late´rale. Les me´thodes
de flux optique, qu’elles soient base´es sur la phase spatiale ou non, ne peuvent estimer que de faibles
de´placements. C’est pourquoi ces e´valuations porteront sur des de´calages infe´rieurs ou e´gaux a` 1
pixel. Enfin, les temps de calculs de chacune de ces me´thodes seront e´value´s.
3.2.4.1 E´valuation des estimateurs sur l’image de PSF
Influence du facteur d’interpolation
Nous observons d’abord le comportement de la fonction d’inter-corre´lation selon les facteurs
d’interpolation de 2, 5, 8 et 10. Nous avons choisi une interpolation de type spline, qui est une
technique tre`s utilise´e. Une interpolation base´e sur un ajustement polynomial d’ordre 2 aurait donne´
des re´sultats e´quivalents.
Le but ici est de montrer que ce parame`tre joue un roˆle important dans la pre´cision de l’estimation
base´e sur la maximisation de la mesure. Le de´placement impose´ e´tait de 0.8 pixels dans la direction
axiale et de 0.4 pixels dans la direction late´rale. La taille des images a e´te´ fixe´e a` 60 × 60 pixels et
l’e´cart-type de la Gaussienne utilise´e pour former la PSF e´tait de 30 pixels dans les deux directions.
Pour l’estimateur base´ sur la phase extraite de signaux analytiques complexes, la fre´quence utilise´e
dans l’e´quation (2.112) a e´te´ fixe´e a` 1/10 dans la direction axiale. Pour rester cohe´rent avec les
comparaisons faites dans [Abbal et al., 2011] et pour ve´rifier la validite´ de la me´thode, nous avons
conserve´ l’expression analytique de l’estimateur, et avons fait l’approximation que l’image posse`de
une fre´quence de modulation late´rale basse, que nous avons fixe´e arbitrairement a` 1/400. La table
3.2 montre les moyennes et e´carts-type sur 128 tirages de bruit Gaussien de 5 dB pour le BM et les
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deux approches base´es sur la phase issue du signal analytique complexe 2D ou du signal monoge`ne,
qui ne ne´cessitent pas d’interpolation. Nous avons choisi un bruit important pour cette e´valuation





µx1 σx1 µx2 σx2
2D CAS 1 0.45 0.034 0.67 0.034
MS 1 0.41 0.034 0.015 0.076
CC
2 0.98 0.87 0.56 1.04
4 0.75 0.022 0.32 1.001
5 0.8 2.4×10−15 0.45 0.94
8 0.81 0.062 0.34 1.062
10 0.8 0.028 0.28 0.93
Table 3.2 – Moyennes et e´carts-type des estimation par BM pour 128 tirages de bruit Gaussien de
5 dB selon diffe´rents facteurs d’interpolation et de flux optique base´s sur la phase issue du 2D CAS
et du MS, sans interpolation, pour l’image de PSF. Le de´placement a e´te´ fixe´ a` 0.8 pixels dans la
direction axiale et 0.4 pixels dans la direction late´rale.
Le bruit e´tant particulie`rement pre´sent dans ces images, les erreurs moyennes des me´thodes
base´es sur la phase du 2D CAS ou du MS sont e´leve´es. Nous montrerons dans la suite que ces
re´sultats peuvent eˆtre ame´liore´s avec un meilleur SNR. Le point important que souligne la table 3.2
est que sans interpolation, ces techniques peuvent fournir une estimation avec une pre´cision sub-
pixellique, contrairement a` l’approche base´e sur la fonction d’inter-corre´lation, qui ne peut fournir
qu’une estimation du de´placement grossier (de l’ordre du pixel). Les facteurs d’interpolation de 5
et 10 sont les plus adapte´s pour cette estimation dans la mesure ou` ils permettent d’estimer le
de´placement de l’ordre de 0.2 pixels et 0.1 pixels respectivement. Nous avons donc choisi pour les
e´valuations suivantes un facteur d’interpolation de 5 pour rechercher le maximum de la fonction
d’inter-corre´lation, afin de pouvoir atteindre la pre´cision souhaite´e en ajoutant le moins d’informa-
tion possible aux images.
Variation de la taille de l’image
Nous e´tudions maintenant l’influence de la taille de l’image contenant la PSF, que nous avons
fait varier d’un facteur allant de 1 a` 2.5 fois les e´carts-type de la Gaussienne dans l’e´quation (3.3)
pour un rapport signal sur bruit (SNR) de 30 dB. Les autres parame`tres sont re´pertorie´s dans la
table 3.3.
La figure 3.9 montre que l’utilisation de la fonction d’inter-corre´lation atteint la meilleure pre´cision
lorsque la taille de l’image est supe´rieure ou e´gale a` 2σ dans la direction late´rale, ou` σ est l’e´cart-type
de la Gaussienne utilise´e pour former la PSF dans les deux directions. En effet, pour une taille de
bloc infe´rieure a` 2σ, l’image n’est qu’une sinuso¨ıde qui s’atte´nue vers les bords de l’image. On ne
peut discerner correctement les contours de la PSF et discriminer deux pixels late´ralement voisins. Il
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Facteur d’interpolation SNR (dB) σ dx1 (px) dx2 (px) u1 u2
5 30 30 0.8 0.4 1/10 1/400
Table 3.3 – Parame`tres utilise´s pour l’e´tude de l’influence de la taille de l’image dans l’estimation
du mouvement pour l’image de PSF. σ est l’e´cart-type de la PSF dans les deux directions et u1 et u2
sont les fre´quences axiale et late´rale utilise´es pour l’approche base´e sur le signal analytique complexe
2D.
faut que l’image soit au moins deux fois plus grande que ses e´carts-type pour commencer a` pouvoir
observer les contours de la Gaussienne, et ainsi pouvoir relever un de´placement late´ral. Au contraire,
les oscillations permettent a` la corre´lation de retrouver avec pre´cision le de´placement axial pour
toutes les tailles de l’image teste´es.
Figure 3.9 – Moyennes et e´carts-type des estimations du de´placement selon les trois me´thodes en
fonction de la taille de l’image par rapport a` l’e´cart-type de la gaussienne formant la PSF. Le vrai
de´placement, donne´ par les pointille´s noirs, est de (0.8, 0.4) pixels respectivement dans les directions
axiale et late´rale.
La me´thode base´e sur la phase issue du signal analytique complexe montre e´galement une bonne
pre´cision dans la direction axiale, mais qui se de´grade lorsque la taille de l’image augmente. En effet,
plus l’image est grande, plus une zone homoge`ne – au bruit pre`s – apparaˆıt autour de la PSF. Cette
re´gion de l’image ne contient pas d’oscillation mais seulement du bruit qui est mis en valeur dans
l’image de phase. Cela a pour effet de de´grader la pre´cision de l’estimation. En accord avec ce que
nous avons annonce´ pre´ce´demment, aucune oscillation n’est pre´sente dans la direction late´rale et
cette me´thode ne peut estimer correctement le de´placement dans cette direction.
En ce qui concerne le signal monoge`ne, on constate qu’il peut estimer le de´placement late´ral pour
une image relativement petite par rapport a` la PSF mais cette pre´cision diminue lorsque la taille
de l’image augmente. En effet, a` partir d’une taille e´gale a` 2σ, la seule information qui commence
a` apparaˆıtre autour de la PSF est du bruit, tout comme pour la me´thode pre´ce´dente. Bien que tre`s
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faible, ce dernier est mis en e´vidence dans les images de phase et fausse l’estimation. Cela explique
aussi l’augmentation de l’e´cart-type dans l’estimation.
Pour se placer dans un cadre le plus favorable possible pour chaque image, nous fixons une taille
d’image e´gale a` 2 fois l’e´cart-type, c’est-a`-dire de 60× 60 pixels.
Robustesse des estimateurs face au bruit
Nous observons maintenant la robustesse vis-a`-vis du bruit. Pour cela, nous avons introduit dans
les images un bruit additif Gaussien, en faisant varier le SNR de 5 a` 45 dB pour 128 tirages de bruit
pour chaque valeur du SNR. La table 3.4 synthe´tise les parame`tres utilise´s pour les estimations.
Taille de l’image
e´cart-type de la PSF Facteur d’interpolation dx1 (px) dx2 (px) u1 u2
2 5 0.8 0.4 1/10 1/400
Table 3.4 – Parame`tres utilise´s pour l’e´tude de l’influence du SNR dans l’estimation du mouvement
pour l’image de PSF. u1 et u2 sont les fre´quences axiale et late´rale utilise´es pour l’approche base´e
sur le signal analytique complexe 2D.
Les moyennes µx1 et µx1 et les e´carts-type σx1 et σx1 obtenus sont pre´sente´s par la figure 3.10
et les tables 3.5 et 3.6, qui montrent respectivement les valeurs nume´riques pour des SNR de 5, 25
et 45 dB pour les estimation des composantes axiale et late´rale du de´placement.
Figure 3.10 – Estimation du de´placement selon les trois me´thodes en fonction du SNR sur l’image
de PSF. Le vrai de´placement, donne´ par les pointille´s noirs, est de (0.8, 0.4) pixels respectivement
dans les directions axiale et late´rale.
Alors que le bruit ne de´grade pas l’estimation axiale pour l’utilisation de la fonction d’inter-
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SNR
(dB)
CC 2D CAS MS
µx1 σx1 µx1 σx1 µx1 σx1
5 0.8 2.4× 10−15 0.45 0.033 0.4 0.036
25 0.8 2.4× 10−15 0.75 0.01 0.8 0.02
45 0.8 2.4× 10−15 0.798 1.5× 10−3 0.95 5× 10−3
Table 3.5 – Estimation du de´placement axial pour la me´thode de BM par inter-corre´lation, de flux
optique base´s sur les phases du 2D CAS et du MS en fonction du bruit sur l’image de la PSF de la




CC 2D CAS MS
µx2 σx2 µx2 σx2 µx2 σx2
5 0.34 0.87 0.69 1.36 0.02 0.07
25 0.4 7.2× 10−16 0.37 0.42 0.1 0.09
45 0.4 7.2× 10−16 0.33 0.05 0.19 0.04
Table 3.6 – Estimation du de´placement late´ral pour la me´thode de BM par inter-corre´lation, de
flux optique base´s sur les phases du 2D CAS et du MS en fonction du bruit sur l’image de la PSF
de la figure 3.3. Le vrai de´placement est de (0.8, 0.4) pixels respectivement dans les directions axiale
et late´rale.
corre´lation, on obtient un e´cart-type important pour un faible SNR dans la direction late´rale. En ce
qui concerne le flux optique base´ sur le 2D CAS, les re´sultats obtenus montrent que cet estimateur
souffre principalement d’un manque de pre´cision dans la direction late´rale, avec le plus grand e´cart-
type des trois me´thodes. L’absence de modulations dans cette direction rend plus difficile l’estimation
du mouvement dans cette direction. Au contraire, la pre´sence d’oscillations dans la direction axiale
justifie la facilite´ de cet estimateur a` fournir des re´sultats proches de la re´alite´ dans cette direction
de`s 30 dB. L’approche base´e sur le signal monoge`ne, en revanche, souffre d’un biais syste´matique
sur cette image. Nous avons vu dans la figure 3.9 qu’il lui e´tait difficile d’estimer le mouvement,
en particulier dans la direction late´rale. Dans la direction axiale, on retrouve une estimation proche
de la re´alite´ dans les alentours de 20 dB, mais la marge d’erreur augmente a` nouveau avec le SNR.
On remarque cependant que peu importe la valeur du SNR, les e´carts-type qu’il fournit sont faibles
dans les deux directions.
Variation du de´placement
Le dernier crite`re dont tient compte cette comparaison est l’amplitude du de´placement. Pour
cela, nous avons fixe´ une des composantes du de´placement a` 0.4 pixels et avons fait varier l’autre de
0.1 a` 1 pixel. Les autres parame`tres sont donne´s dans la table 3.7.
La figure 3.11 montre les erreurs absolues relatives obtenues pour une variation du de´placement
dans les directions axiale (Fig. 3.11(a)) et late´rale (Fig. 3.11(b)) pour chacune des me´thodes, en
moyenne sur 128 tirages de bruit additif Gaussien de 30 dB. Pour l’approche de flux optique base´e
sur la phase spatiale du 2D CAS, les fre´quences normalise´es e´taient de 1/10 en axial et de 1/400 en
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Taille de l’image
e´cart-type de la PSF Facteur d’interpolation SNR (dB) u1 u2
2 5 30 1/10 1/400
Table 3.7 – Parame`tres utilise´s pour l’e´tude de l’influence de l’amplitude du de´placement dans
l’estimation du mouvement pour l’image de PSF. u1 et u2 sont les fre´quences axiale et late´rale




Figure 3.11 – Moyennes et e´carts-type des erreurs absolues relatives pour l’image de PSF. 3.11(a),
dx1 varie de 0.1 a` 1 pixel et dx2 = 0.4 pixels. 3.11(b), dx1 = 0.4 pixels et dx2 varie de 0.1 a` 1 pixel.
Bien que la me´thode de BM parvienne a` estimer le de´placement dans les deux directions et
pour toutes les amplitudes, il faut noter que la taille de la ROI doit eˆtre suffisamment grande pour
observer un de´placement subpixellique. Au contraire, pour une ROI de faible taille, cette approche
estime plus facilement les grands de´placements.
En ce qui concerne l’approche de flux optique base´e sur le 2D CAS, on observe une faible erreur,
en particulier dans la direction axiale, qui posse`de des oscillations. Sa difficulte´ plus grande a` estimer
le de´placement late´ral, a` cause du manque d’oscillations dans cette direction, s’observe en particulier
pour un de´placement faible (0.1 pixels).
L’approche base´e sur la phase spatiale du signal monoge`ne montre qu’il lui est difficile d’estimer
le de´placement pour cette image, la pre´sence de bruit autour de la structure de la PSF e´tant mise
en valeur par la phase. La pre´sence d’oscillation dans la direction axiale permet cependant de mieux
estimer le de´placement lorsque celui-ci est plus grand.
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Cette image de PSF est malgre´ tout simple par rapport aux images obtenues dans la re´alite´. Un
bloc d’image, RF ou mode B, contient davantage d’informations sur les diffuseurs et il n’existe pas
de zone homoge`ne sans signal. Nous allons maintenant poursuivre ces comparaisons sur les blocs des
images RF et mode B pre´sente´s dans les figures 3.4 et 3.6.
3.2.4.2 E´valuation des estimateurs sur l’image RF
Variation de la taille de la ROI
Comme pour l’image pre´ce´dente, nous pre´sentons le comportement des estimateurs face a` une
variation de la taille du bloc de l’image (ou ROI pour re´gion d’inte´reˆt) avec la figure 3.12. Les autres
parame`tres sont donne´s dans la table 3.8.
Facteur d’interpolation SNR (dB) dx1 (px) dx2 (px) u1 u2
5 30 0.8 0.4 1/10 1/160
Table 3.8 – Parame`tres utilise´s pour l’e´tude de l’influence de la taille de la ROI dans l’estimation du
mouvement pour l’image RF. u1 et u2 sont les fre´quences axiale et late´rale utilise´es pour l’approche
base´e sur le signal analytique complexe 2D.
Figure 3.12 – Moyennes et e´carts-type des estimations du de´placement selon les trois me´thodes en
fonction de la taille de la ROI pour l’image RF. Le vrai de´placement, donne´ par les pointille´s noirs,
est de (0.8, 0.4) pixels respectivement dans les directions axiale et late´rale.
On y voit que le calcul de la fonction d’inter-corre´lation trouve le de´placement axial mais ren-
contre des difficulte´s a` estimer le de´placement late´ral. Les oscillations axiales, bien qu’elles fournissent
un motif fin dans cette direction, engendrent un motif late´ral qui varie peu. Pour ces raisons, il lui
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est possible de de´terminer un de´calage axial mais il est difficile d’estimer le de´placement late´ral.
Pour un de´placement aussi faible, une ROI de grande taille est ne´cessaire pour obtenir un re´sultat
satisfaisant. Pour les meˆmes raisons, un de´placement plus important sera plus facilement estime´
pour une petite taille de bloc.
En ce qui concerne les approches base´es sur la phase des images, on remarque que les re´sultats
obtenus sont assez proches. On notera toutefois une meilleure capacite´ a` estimer le de´placement
axial pour l’utilisation de la phase spatiale extraite du 2D CAS graˆce aux modulations dans cette
direction. D’un autre coˆte´, celle issue du signal monoge`ne permet une meilleure pre´cision dans la
direction late´rale ou pour une taille de bloc infe´rieure a` la taille de l’inclusion.
Robustesse des estimateurs face au bruit
Pour cette partie de l’e´valuation, nous avons introduit un bruit additif Gaussien variant de 5 a`
45 dB. La table 3.9 re´sume les parame`tres utilise´s pour les estimations.
Taille de la ROI
Taille de l’inclusion Facteur d’interpolation dx1 (px) dx2 (px) u1 u2
1.5 5 0.8 0.4 1/10 1/160
Table 3.9 – Parame`tres utilise´s pour l’e´tude de l’influence du SNR dans l’estimation du mouvement
pour l’image RF. u1 et u2 sont les fre´quences axiale et late´rale utilise´es pour l’approche base´e sur le
signal analytique complexe 2D.
Le re´sultat de cette e´valuation est pre´sente´ dans la figure 3.13, en moyenne sur 128 tirages de
bruit pour un SNR donne´.
Figure 3.13 – Estimation du de´placement selon les trois me´thodes en fonction du SNR sur l’image
RF. Le vrai de´placement, donne´ par les pointille´s noirs, est de (0.8, 0.4) pixels respectivement dans
les directions axiale et late´rale.
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Comme l’ont montre´ les re´sultats pre´ce´dents, l’approche de BM estime sans peine le de´placement
avec une tre`s bonne pre´cision dans la direction axiale mais ne parvient pas a` observer un de´calage
late´ral de cet ordre de grandeur. En ce qui concerne les deux autres me´thodes, on peut voir sur
cette figure que malgre´ un e´cart-type plus important dans la direction late´rale pour un faible SNR,
le re´sultat d’une estimation est en moyenne plus pre´cis pour le flux optique base´ sur la phase spa-
tiale du 2D CAS. Pour un SNR supe´rieur ou e´gal a` 30 dB, les deux approches base´es sur la phase
fournissent des re´sultats pre´cis, avec une erreur de l’ordre de quelques centie`mes de pixels. De plus,
si l’approche base´e sur le signal monoge`ne a tendance a` sur-estimer le de´placement dans la direction
late´rale, l’estimation est beaucoup moins importante dans la direction axiale.
Variation du de´placement
Comme pour l’image de PSF, l’e´valuation de ces trois me´thodes pour l’image RF repose sur la
variation du de´placement dans chaque direction. Nous avons donc fait varier le de´placement axial
(respectivement late´ral) de 0.1 a` 1 pixel et fixe´ le de´placement late´ral (respectivement axial) a` 0.4
pixels. Les autres parame`tres sont donne´s dans la table 3.10.
Taille de la ROI
Taille de l’inclusion Facteur d’interpolation SNR (dB) u1 u2
1.5 5 30 1/10 1/160
Table 3.10 – Parame`tres utilise´s pour l’e´tude de l’influence de l’amplitude du de´placement dans
l’estimation du mouvement pour l’image RF. u1 et u2 sont les fre´quences axiale et late´rale utilise´es
pour l’approche base´e sur le signal analytique complexe 2D.
La figure 3.14 montre les moyennes et e´carts-type pour 128 tirages de bruit Gaussien additif de
30 dB.
Figure 3.14 – Moyennes et e´carts-type des erreurs absolues relatives pour l’image RF. Le
de´placement varie de 0.1 a` 1 pixel et l’autre composante du de´placement est fixe´e a` 0.4 pixels.
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Alors que les me´thodes de flux optique atteignent une pre´cision e´quivalente dans la direction
axiale pour un de´calage d’un pixel environ, on note une erreur plus grande du signal monoge`ne
dans la direction late´rale. Les faibles variations dans cette seconde direction rendent le de´calage plus
difficile a` estimer pour le signal monoge`ne, qui conside`re principalement une information 1D dans la
direction des oscillations.
On remarque e´galement que la corre´lation souffre toujours du biais important dans la direction
late´rale. Comme nous l’avons explique´ pre´ce´demment, celui-ci est lie´ a` la taille de la ROI et au faible
de´placement. Nous avons montre´ qu’une plus grande taille de blocs pourrait permettre d’estimer
avec plus de pre´cision un petit de´placement. Nous donnons dans la figure 3.15 les erreurs obtenues
pour chacune des me´thodes pour des de´calages de 10.8, 30.8, 50.8 et 70.8 pixels dans la direction
axiale (respectivement late´rale), sachant que le de´placement late´ral (respectivement axial) a e´te´ fixe´
a` 40 pixels pour ne pas avoir un de´placement allant dans une direction principalement.
Figure 3.15 – Moyennes et e´carts-type des erreurs absolues relatives pour l’image RF. Le
de´placement varie de 10.8 a` 70.8 pixel et l’autre composante du de´placement est fixe´e a` 40 pixels.
On y voit bien que les me´thodes de flux optique base´es sur la phase spatiale ne sont pas ca-
pables d’estimer un tel de´placement. En revanche, l’approche de BM parvient a` mieux estimer le
de´placement lorsque ce dernier est plus important.
De ces trois estimateurs, celui base´ sur la phase spatiale semble eˆtre le plus adapte´ pour les
images RF, et plus ge´ne´ralement aux images compose´es d’oscillations, meˆme uniquement dans la
direction axiale. Ces images ne sont pourtant pas toujours accessibles et il se peut que l’on ne puisse
traiter que les images en mode B, qui ne posse`dent d’oscillation dans aucune direction. Nous e´valuons
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maintenant ces trois estimateurs sur l’image mode B de la figure 3.6.
3.2.4.3 E´valuation des estimateurs sur l’image en mode B
Variation de la taille de la ROI
Comme pour les images pre´ce´dentes, les parame`tres utilise´s pour ces estimations sont donne´s
dans la table 3.11.
Facteur d’interpolation SNR (dB) dx1 (px) dx2 (px) u1 u2
5 30 0.8 0.4 1/10 1/160
Table 3.11 – Parame`tres utilise´s pour l’e´tude de l’influence de la taille de l’image dans l’estimation
du mouvement pour l’image en mode B. u1 et u2 sont les fre´quences axiale et late´rale utilise´es pour
l’approche base´e sur le signal analytique complexe 2D.
Nous pre´sentons d’abord le comportement des estimateurs face a` une variation de la taille de la
ROI avec la figure 3.16.
Figure 3.16 – Moyennes et e´carts-type des estimations du de´placement selon les trois me´thodes en
fonction de la taille de la ROI sur l’image en mode B. Le vrai de´placement, donne´ par les pointille´s
noirs, est de (0.8, 0.4) pixels respectivement dans les directions axiale et late´rale.
On remarque que pour cette image, l’approche base´e sur le signal monoge`ne est celle qui fournit
la meilleure pre´cision, quelque soit la taille de la ROI. L’approche de mise en correspondance de
blocs, quant a` elle, commence a` fournir des re´sultats inte´ressants a` partir de 1.5 a` 2 fois la taille
de l’inclusion. Comme pour l’image RF, elle ne´cessite une taille de ROI importante pour estimer
de petits de´placements. En revanche, la figure 3.16 montre que l’absence d’ocillations dans les deux
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directions nuit a` l’approche de flux optique base´e sur la phase spatiale du signal analytique complexe
2D.
Robustesse des estimateurs face au bruit
A l’instar des deux types d’images pre´ce´dentes, nous e´valuons l’influence d’un bruit additif Gaus-
sien, variant de 5 a` 45 dB, sur ces me´thodes applique´es a` l’image mode B. La table 3.12 re´sume les
parame`tres utilise´s pour les estimations.
Taille de la ROI
Taille de l’inclusion Facteur d’interpolation dx1 (px) dx2 (px) u1 u2
1.5 5 0.8 0.4 1/10 1/160
Table 3.12 – Parame`tres utilise´s pour l’e´tude de l’influence du SNR dans l’estimation du mouvement
pour l’image en mode B. u1 et u2 sont les fre´quences axiale et late´rale utilise´es pour l’approche base´e
sur le signal analytique complexe 2D.
Les moyennes et e´carts-type sur 128 tirages de bruit sont donne´s dans la figure 3.17.
Figure 3.17 – Estimation du de´placement selon les trois me´thodes en fonction du SNR sur l’image
en mode B. Le vrai de´placement, donne´ par les pointille´s noirs, est de (0.8, 0.4) pixels respectivement
dans les directions axiale et late´rale.
On peut observer que la me´thode de BM, malgre´ le biais que nous avons de´ja` observe´ dans les
autres crite`res de comparaison, ne subit que tre`s peu l’influence du bruit. En effet, les e´carts-type
sont plus importants pour un SNR faible mais cela alte`re peu la pre´cision en moyenne.
Cette figure montre aussi qu’utiliser la phase spatiale issue du 2D CAS offre une meilleure
re´sistance au bruit mais une meilleure pre´cision est atteinte par le signal monoge`ne dans la direction
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axiale a` partir d’un SNR entre 25 et 30 dB et entre 15 et 20 dB dans la direction late´rale. Le MS se
montre donc plus inte´ressant que le 2D CAS pour un SNR e´leve´.
Variation du de´placement
Comme pour les deux images pre´ce´dentes, la dernie`re e´valuation des trois me´thodes sur les images
en mode B repose sur la variation de l’amplitude du de´placement dans chacune des directions. Nous
avons ainsi fixe´ un de´placement late´ral (respectivement axial) a` 0.4 et fait varier le de´placement
axial (respectivement late´ral) de 0.1 a` 1. Les autres parame`tres sont donne´s dans la table 3.13.
Taille de la ROI
Taille de l’inclusion Facteur d’interpolation SNR (dB) u1 u2
1.5 5 30 1/10 1/160
Table 3.13 – Parame`tres utilise´s pour l’e´tude de l’influence de l’amplitude du de´placement dans
l’estimation du mouvement pour l’image en mode B. u1 et u2 sont les fre´quences axiale et late´rale
utilise´es pour l’approche base´e sur le signal analytique complexe 2D.
Les moyennes et e´carts-type pour 128 tirages de bruit additif Gaussien de 30 dB sont donne´s
dans la figure 3.18.
Figure 3.18 – Moyennes et e´carts-type des erreurs absolues relatives pour l’image en mode B. Le
de´placement varie de 0.1 a` 1 pixel et l’autre composante du de´placement est fixe´e a` 0.4 pixels.
On retrouve le biais syste´matique pour l’approche de BM duˆ au petit de´placement impose´ et a`
la petite taille de la ROI, comme c’e´tait le cas pour l’image RF. La figure 3.19 montre que pour une
paire d’images en mode B, la corre´lation estime le de´placement avec une bonne pre´cision meˆme pour
un de´placement de 5.8 pixels. Contrairement a` l’image RF, le de´placement late´ral est mieux estime´
95
CHAPITRE 3. ESTIMATION DU MOUVEMENT 2D ET 3D
car l’absence d’oscillation supprime le motif de bandes quasi-horizontales pre´sent dans l’image RF.
Encore une fois, les approches de flux optique ne parviennent pas a` estimer un de´placement trop
grand, meˆme de 5.8 pixels.
Figure 3.19 – Moyennes et e´carts-type des erreurs absolues relatives pour l’image en mode B. Le
de´placement varie de 5.8 a` 30.8 pixel et l’autre composante du de´placement est fixe´e a` 15 pixels.
L’approche de flux optique base´e sur la phase spatiale du 2D CAS rencontre e´galement des
difficulte´s a` estimer le mouvement pour cette paire d’images. Comme nous l’avons vu pre´ce´demment,
les parame`tres de l’estimateur ont e´te´ fixe´s de sorte a` conside´rer de faibles variations dans les deux
directions, en fixant u1 et u2 a` 1/160. Cela e´vite d’estimer un mouvement aberrant mais ce n’est
pas suffisant pour atteindre une meilleure pre´cision que le flux optique base´ sur la phase spatiale du
MS. Ce dernier montre en effet de meilleures performances, tant en termes d’erreur que d’invariance
vis-a`-vis du de´placement. Le MS semble donc eˆtre plus inte´ressant pour traiter les images en mode
B que pour les images RF. En effet, l’absence de modulations dans la direction axiale met en de´faut
l’approche base´e sur le 2D CAS mais permet au MS de mieux estimer le de´placement late´ral.
3.2.4.4 E´tude du temps d’exe´cution des estimateurs
Le second crite`re que nous observons concerne les temps d’exe´cution de chacune de ces me´thodes.
Dans de plus en plus d’applications, il est souhaitable d’obtenir un re´sultat en temps re´el, c’est
pourquoi des me´thodes avec un temps d’e´xe´cution minimal peuvent se montrer inte´ressantes.
Les estimateurs que nous avons conside´re´s ont e´te´ code´s en Matlab R© et exe´cute´s sur une machine
dote´e d’un processeur Intel R© Xeon R© CPU E5620, 2 × 2.40 GHz, 4 Go de RAM sous Windows 7 - 64
bits. Le but de cette comparaison n’est pas de montrer les performances maximales de ces me´thodes,
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il est seulement question ici de donner une appre´ciation relative entre les vitesses d’exe´cution de
chacune d’elles.
La figure 3.20 montre que pour les images RF et mode B, la me´thode de mise en correspondance
de blocs est inde´niablement la moins rapide.
Figure 3.20 – Temps moyens d’exe´cution des algorithmes teste´s pour chacun des trois types images.
Pour l’image de PSF, la taille de l’image est relativement petite, c’est pourquoi le calcul de
la corre´lation dans le domaine fre´quentiel et l’interpolation locale autour du maximum restent
inte´ressants. La figure 3.21 montre que la technique de flux optique base´e sur la phase spatiale
du signal monoge`ne devient plus rapide pour des images de taille supe´rieure a` 110× 110 pixels.
Figure 3.21 – Temps moyens d’exe´cution des algorithmes teste´s en fonction de la taille des images.
Une taille aussi faible implique cependant que le de´placement estime´ soit grand. Dans ce cas,
la mesure d’inter-corre´lation peut eˆtre utilise´e comme estimation pre´liminaire, qui sera raffine´e par
la suite par une approche flux optique. Pour des tailles de blocs plus importantes, les me´thodes de
flux optique base´es sur les phases, que ce soit pour le signal analytique complexe bidimensionnel
ou le signal monoge`ne. Ces dernie`res n’ont pas besoin d’interpolation pour atteindre une pre´cision
subpixellique et sont largement plus inte´ressantes. On peut, graˆce a` ces me´thodes, travailler sans
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perte de pre´cision sur des signaux faiblement e´chantillonne´s [Basarab et al., 2009b]. Les temps de
calculs sont ainsi 25 fois supe´rieurs a` l’approche de BM pour l’utilisation de la phase issue du 2D
CAS et entre 8 et 9 fois pour la phase spatiale extraite du MS pour les blocs d’images RF et mode
B.
L’estimation du flux optique base´ sur la phase spatiale issue du signal analytique complexe 2D est
donc la me´thode permettant les meilleurs temps d’exe´cutions. Davantage de calculs sont ne´cessaires
a` l’obtention du signal monoge`ne. Il faut non seulement appliquer un filtrage passe-bande a` l’image
de de´part, mais e´galement calculer plus d’informations. L’autre crite`re influant sur cette diffe´rence de
temps d’exe´cution est le calcul du flux optique. La forme de l’estimateur base´ sur le signal analytique
complexe 2D exprime les de´rive´es spatiales directement a` partir des fre´quences axiale et late´rale des
images, ce qui re´duit le nombre d’ope´rations. Au contraire, des traitements supple´mentaires, tels
que l’inversion de matrice, le calcul des de´rive´es spatiales ou celui des informations de phase et
d’orientation sont ne´cessaires pour l’estimateur base´ sur le signal monoge`ne.
Cependant, on peut noter que le calcul des composantes du signal monoge`ne et des informations
qui peuvent en eˆtre extraites peuvent eˆtre obtenues de manie`re inde´pendante pour chaque pixel.
Ainsi, une imple´mentation sur processeur graphique ( Graphics Processing Unit , ou GPU) est
possible en affectant un pixel a` un thread du processeur graphique. La boˆıte a` outil de calcul paralle`le
(PCT pour  Parallel Computing Toolbox ) de Matlab nous a permis une premie`re e´valuation des
performances que peut offrir une imple´mentation GPU a` l’aide des gpuArrays, qui sont alloue´s sur
le GPU. Pour cela, nous avons calcule´ l’efficacite´ Ef de cette imple´mentation GPU en fonction de





ou` TCPU et TGPU sont les temps d’exe´cutions moyens sur 128 essais des programmes CPU et
GPU.
La figure 3.22 montre que l’utilisation des gpuArrays offre de meilleures performances a` partir
d’une taille d’image de 100×100 et atteint une acce´le´ration d’un facteur 4 a` partir d’images de taille
500×500 environ. Les temps de transfert de l’hoˆte (CPU) vers le pe´riphe´rique (GPU) et inversement
restent infe´rieurs aux temps de calculs. Ainsi, le temps passe´ a` ce transfert est donc compense´ par
l’acce´le´ration des calculs.
Il est toutefois possible d’effectuer certaines optimisations pour acce´le´rer davantage les calculs,
en traitant les deux images en meˆme temps. Les donne´es ne sont plus deux images 2D de taille
L × C mais une donne´e 3D de taille L × C × 2, ou` la troisie`me dimension donne acce`s a` une des
deux images. L’acce´le´ration obtenue est pre´sente´e dans la figure 3.23.
Le rapport entre les temps d’exe´cution diminue lorsque la taille augmente mais leur diffe´rence,
exprime´e en secondes, augmente progressivement avec la taille des images. Ainsi, meˆme si cette
ame´lioration n’est pas significative dans ce cas, elle peut montrer plus d’inte´reˆt pour de plus grosses
tailles de donne´es.
Dans la perspective d’acce´le´rer les calculs, la suite de l’e´tude consisterait a` concevoir une approche
98
3.2. CAS DE L’ESTIMATION DU MOUVEMENT 2D
Figure 3.22 – Temps d’exe´cution du calcul du signal monoge`ne avec Matlab sur CPU et GPU en
utilisant les gpuArrays.
Figure 3.23 – Temps d’exe´cution du calcul du signal monoge`ne avec sur GPU avec Matlab en
calculant sur les deux images se´quentiellement (en bleu) et sur les deux images simultane´ment (en
vert).
de flux optique efficace avec les gpuArrays. Ces derniers ne permettent cependant pas une bonne
gestion des threads ou des transactions me´moires. De plus, la re´gularisation de l’orientation, si elle est
souhaite´e, demande une information sur plusieurs pixels, ces derniers sont regroupe´s sur un voisinage
et sont donc proches spatialement. Il est possible de re´duire le couˆt des transactions me´moires graˆce
a` un acce`s coalescent des donne´es. Ces optimisations ne sont possibles que par une imple´mentation
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de kernels CUDA ou OpenCL, qui est donc a` envisager pour obtenir de meilleures performances.
3.2.5 Conclusion sur les estimateurs 2D
Nous avons compare´ diffe´rentes me´thodes d’estimation du mouvement 2D issues de l’e´tat de l’art
sur des donne´es synthe´tiques.
Les re´sultats obtenus montrent que l’approche de BM est la plus fiable si elle est bien parame´tre´e :
le facteur d’interpolation est un crite`re important pour la pre´cision de l’estimation. Elle est malgre´
cela de´pendante du rapport entre l’amplitude du de´placement et la taille de la re´gion d’inte´reˆt utilise´e.
De plus, elle ne´cessite un temps de calculs important pour effectuer une estimation. Alors que cette
approche est adapte´e a` l’estimation de grands de´placements, les me´thodes de flux optique base´es
sur la phase que nous avons e´value´es ne peuvent estimer que des de´placements de faible amplitude.
L’estimation de flux optique base´e sur la phase du signal analytique complexe 2D telle que nous
l’avons de´crite offre les temps de calculs les plus inte´ressants mais fournit de meilleures performances
en pre´sence d’oscillations, comme dans les images RF. L’utilisation du signal monoge`ne dans le
calcul du flux optique semble eˆtre un choix adapte´ pour l’application aux images en mode B. Moins
soumis aux contraintes des deux autres me´thodes, il fournit une estimation rapide avec une pre´cision
subpixellique inte´ressante. De plus, le calcul de ses composantes peut se faire inde´pendamment pour
chaque pixel, ou au moins en ne tenant compte que d’un certain voisinage. L’algorithme de calcul du
signal monoge`ne est donc facilement imple´mentable sur processeur graphique et pourrait permettre
une estimation en temps re´el.
Dans la suite de ce chapitre, nous e´valuons plus en de´tail les composantes que l’on peut extraire
du signal monoge`ne dans le cadre de l’estimation du flux optique 3D.
3.3 Cas de l’estimation du mouvement 3D
Nous venons de montrer l’inte´reˆt de l’utilisation de la phase spatiale dans le cadre de l’estimation
du mouvement 2D sur les se´quences e´chographiques. La limitation d’une estimation 2D est le biais
engendre´ par les mouvements hors-plan. Ceux-ci sont cause´s par le de´placement azimutal des organes,
qui subissent en re´alite´ un mouvement 3D. C’est pourquoi dans cette partie, nous abordons le cas
de l’estimation de mouvement en trois dimensions.
Nous avons e´galement explique´ que le passage a` l’estimation 3D implique certaines contraintes.
En effet, bien que les me´thodes base´es sur l’intensite´ pre´sente´es dans le chapitre pre´ce´dent puissent
eˆtre directement e´tendues au cas 3D, la quantite´ de donne´es est bien plus importante que pour une
approche 2D. Cela peut alourdir grandement les temps de calculs, notamment dans le cas de mise en
correspondance de blocs, ou` comme nous l’avons constate´ dans la partie pre´ce´dente, la complexite´
peut croˆıtre rapidement. Une autre contrainte non ne´gligeable au traitement de donne´es 3D est la
faible re´solution des volumes US, en particulier dans les directions late´rale et azimutale. Le nombre
de donne´es a` acque´rir e´tant plus important, le temps d’acquisition est e´galement plus e´leve´. La
re´solution temporelle est donc re´duite elle aussi, ce qui entraˆıne des de´placements plus importants
entre deux volumes successifs d’une meˆme se´quence.
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Nous de´crivons a` pre´sent une me´thode de mise en correspondance de blocs adapte´e pour acce´le´rer
les calculs de l’estimation 3D. Cette me´thode est compare´e a` l’estimation du flux optique 3D base´e
sur les informations extraites du signal monoge`ne 3D pre´sente´ dans la partie 2.2.4.
3.3.1 Me´thode de mise en correspondance de Blocs 3D
Nous avons vu dans la partie 2.1.2 que dans le cas d’une estimation 3D, il e´tait pre´fe´rable d’esti-
mer le de´placement en deux temps : d’abord calculer une estimation grossie`re du de´placement, puis
ope´rer un raffinement pour connaˆıtre le de´calage avec plus de pre´cision. A` cause du temps d’ac-
quisition plus important, l’amplitude du de´placement des organes entre deux volumes successifs est
plus e´leve´e. Proce´der directement a` une estimation de flux optique, qui ne permet d’estimer que des
de´placements faibles, peut alors s’ave´rer inadapte´. C’est pourquoi l’e´tape d’estimation grossie`re du
de´placement est le plus souvent effectue´e graˆce a` une approche de mise en correspondance de blocs.
Bien que nous ayons montre´ que ce type de techniques est gourmand en calculs, cette approche
conserve toutefois un aspect inte´ressant. En effet, dans la mesure ou` l’on ne veut pas atteindre
le re´sultat avec pre´cision lors de cette e´tape, on peut e´viter de traiter une quantite´ trop impor-
tante de donne´es. En particulier, l’estimation peut eˆtre voxellique, auquel cas on ne rajoute pas
d’information avec une interpolation. Il est e´galement possible de re´duire davantage la quantite´ de
calculs en optant pour une estimation plus grossie`re encore, c’est-a`-dire de l’ordre de plusieurs pixels.
Nous avons donc d’abord proce´de´ a` une estimation pre´liminaire de l’ordre du voxel. Pour cette
estimation, nous avons calcule´ la mesure d’inter-corre´lation normalise´e (NCC) sur des blocs dans
le domaine fre´quentiel. Le choix de la NCC se justifie par ses bonnes performances en imagerie
ultrasonore [Viola et Walker, 2003]. La diffe´rence entre la fonction d’inter-corre´lation (CC) et la
NCC est la normalisation par les e´nergies des deux images ou blocs d’images. Cependant, le calcul
de la fonction d’inter-corre´lation elle-meˆme correspond au nume´rateur dans l’expression (2.30) de la
NCC. Pour acce´lerer le calcul de cette corre´lation, nous l’effectuons dans le domaine fre´quentiel. Les
transforme´es de Fourier rapides fournies par de nombreuses bibliothe`ques permettent de diminuer
grandement les temps de calculs. L’expression de la fonction d’inter-corre´lation dans l’expression de
la NCC est donne´e dans le domaine fre´quentiel par l’expression suivante :
NUM(NCC3D(x,d)) = <
(F−1 (F (V (x, t)− V t)F∗ (V ((x + d), t+ 1)− V t+1))) , (3.6)
ou` NUM(•) est le nume´rateur de •, <(•) est sa partie re´elle, F(•) est sa transforme´e de Fourier,
F−1(•) sa transforme´e de Fourier inverse et F∗(•) le conjugue´ de sa transforme´e de Fourier.
Dans le domaine fre´quentiel, calculer une corre´lation revient a` calculer le produit terme a` terme
entre les spectres des images. C’est pourquoi passer par le domaine fre´quentiel pour calculer la
fonction d’inter-corre´lation permet de gagner en temps de calculs. En pratique, V (x, t) ne correspond
pas au volume entier mais a` un voisinage de voxels constituant une re´gion d’inte´reˆt sur un voisinage
ℵ, centre´e sur le voxel a` la position x.
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A` l’instar de l’approche 2D, nous avons proce´de´ a` une interpolation a` l’aide de fonctions B-
splines pour le raffinement de l’estimation. Le de´placement final correspond a` la position de la
mesure interpole´e de la NCC. Toujours dans l’optique d’acce´le´rer les calculs, cette interpolation n’a
pas e´te´ calcule´e sur la mesure entie`re mais sur un voisinage autour du maximum grossier.
3.3.2 Flux optique local base´ sur le vecteur d’orientation normalise´ issu du signal
monoge`ne 3D
Nous avons montre´ dans la partie 3.2 l’apport que pouvait avoir l’utilisation de la phase spatiale
issue du signal monoge`ne dans l’estimation du flux optique 2D pour une se´quence d’images ultraso-
nores. L’expression de l’e´quation (2.118) du flux optique 2D propose´e par [Felsberg, 2004] peut eˆtre
re´utilise´e en 3D, cette fois avec les vecteurs r(x), n(x) et d(x) e´tant de taille 3 × 1. Or, cette ap-
proche combine les informations de phase spatiale et d’orientation principale. Nous proposons ici de
mettre en œuvre un algorithme d’estimation de flux optique local (de type [Lucas et Kanade, 1981])
ne conside´rant que les composantes du vecteur d’orientation normalise´. L’orientation principale du
signal monoge`ne, comme sa phase spatiale, donne une information sur les structures contenues dans
le volume. Par conse´quent, elle permet, tout comme la phase spatiale, de faire abstraction des varia-
tions de luminosite´ entre les images de la se´quence e´chographique. Chaque composante du vecteur
d’orientation normalise´ ni(x, t) est obtenue a` partir de la i
e partie imaginaire qi(x) du signal mo-
noge`ne, ou` i = 1, 2, 3. De ce fait, n(x, t) = [n1(x, t), n2(x, t), n3(x, t)]
T est le vecteur d’orientation
















k correspondent aux directions des
filtres en quadrature h1(x), h2(x) et h3(x).
Nous remplac¸ons donc les intensite´s des voxels des donne´es natives V (x, t) et V (x, t+ 1) par les
composantes du vecteur d’orientation ni(x, t) dans l’expression du flux optique (2.32), pour i allant









































 , i = 1, 2, 3, (3.8)
ou` nij correspond au j
e voxel de la ROI conside´re´e pour la ie composante du vecteur d’orientation
normalise´ n(x, t).
On se retrouve donc avec trois estimations par composante du de´placement, chacune de ces esti-
mations e´tant obtenue a` partir du calcul de flux optique sur une composante du vecteur d’orientation
normalise´ ni(x, t), i = 1, 2, 3. Cette estimation se fait en re´solvant par moindres carre´s re´gularise´s le
syste`me Aid = bi, pour i allant de 1 a` 3. Il serait possible de de´finir l’estimation finale comme la
moyenne des trois re´sultats obtenus pour chaque composante. Cependant, nous avons explique´ que
chaque composante du vecteur d’orientation normalise´ ni(x, t) suit la direction xi du filtre en qua-
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drature correspondant hi(x). Une composante ni(x, t) porte donc l’information d’orientation dans
une direction privile´gie´e xi. Plutoˆt que de combiner les trois estimations, nous proposons de favo-
riser l’estimation de la composante de de´placement dˆxi par la composante du vecteur d’orientation
normalise´ ni(x, t) suivant la meˆme direction xi. Le principe de la me´thode, qui est illustre´e par la








, i = 1, 2, 3, (3.9)
ou` {•}i est la ie composante du vecteur •, Ai est la matrice des de´rive´es spatiales de ni(x, t) et bi
le vecteur de ses de´rive´es temporelles.
Figure 3.24 – Diagramme montrant les principales e´tapes de l’estimateur de flux optique base´ sur
le vecteur d’orientation normalise´.
Notre technique est hautement paralle´lisable et permet d’utiliser n’importe quelle autre informa-
tion issue du signal monoge`ne en remplac¸ant ni(x, t) par les composantes du vecteur phase ri(x, t)
ou par l’amplitude ou la phase spatiale. Dans ces deux derniers cas, cela revient a` calculer un flux
optique classique.
3.3.3 Donne´es utilise´es
Les algorithmes pre´sente´s dans les parties pre´ce´dentes ont e´te´ applique´s a` un couple de volumes
3D de simulation obtenu a` l’aide du simulateur FUSK (Fast Ultrasound imaging Simulation in K-
space) [Hergum et al., 2009]. Bien que le simulateur Field II utilise´ dans la partie 3.2 permette
une simulation re´aliste d’images e´chographiques, l’utilisation d’une approche base´e sur une re´ponse
impulsionnelle spatiale rend la simulation longue a` s’exe´cuter, en particulier pour des donne´es 3D.
FUSK quant a` lui, est un simulateur base´ sur les hypothe`ses que la PSF est spatialement inva-
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riante et qu’une image e´chographique est le re´sultat de la convolution entre cette PSF et un objet
contenant une quantite´ parcimonieuse de diffuseurs. En plus de ces hypothe`ses qui permettent de
simplifier le mode`le d’imagerie, les convolutions sont calcule´es dans le domaine fre´quentiel. Or, les
diffuseurs sont ge´ne´ralement repre´sente´s dans le domaine spatial par des Diracs, qui ont une bande
de fre´quence infinie. Pour e´viter cela, FUSK mode´lise plutoˆt les diffuseurs en sinus cardinal. Ces
diffe´rents aspects permettent d’obtenir une image de simulation beaucoup plus rapidement que pour
Field II. Les grandes e´tapes de la simulation sont malgre´ tout les meˆmes que celles illustre´es dans
la figure 3.8 dans le cas 2D.
Les volumes simule´s sont de taille (50, 50, 30) mm respectivement dans les directions axiale,
late´rale et azimutale. La simulation repre´sente un milieu homoge`ne contenant une inclusion sphe´rique
de 5 mm de rayon et centre´e a` 40 mm de profondeur. Cette profondeur correspond a` la distance
focale de la sonde simule´e.
La figure 3.25 illustre la simulation dans le cas ou` les diffuseurs n’ont pas subi de de´placement.
Les tranches du volume affiche´es sont celles passant par le centre de l’inclusion.
Figure 3.25 – Volume de simulation utilise´, sans de´placement.
Les volumes comptent 200 diffuseurs par mm3. La fre´quence du signal e´mis a e´te´ fixe´e a` 2.5 MHz,
avec une largeur de bande de 1 MHz. Finalement, les dimensions d’un voxel sont de 0.1×0.15×0.15
mm3, respectivement pour les directions axiale, late´rale et azimutale. Entre les deux volumes, les
diffuseurs ont subi un de´placement de (0.075, 0.075, 0.0325) mm, respectivement pour les directions
axiale, late´rale et azimutale. Ces distances correspondent a` une translation de (0.75, 0.5, 0.25) voxels
dans ces directions.
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3.3.4 Re´sultats
3.3.4.1 Re´gions d’inte´reˆt utilise´es
Le signal monoge`ne a e´te´ calcule´ pour l’image entie`re et les algorithmes de´crits ont e´te´ applique´s
a` une re´gion d’inte´reˆt de l’image, correspondant a` la partie supe´rieure de la sphe`re. Nous avons
utilise´ trois tailles de ROI, que nous de´nominerons par  petite ,  moyenne  et  grande . Les
caracte´ristiques de ces trois re´gions sont synthe´tise´es dans la table 3.14.





Petite (3.4, 5.1, 5.1)
(33.73, -1.97,-2.84)
a` (37.04, 3.02, 2.17)
(0.34, 0.51, 0.51) (45.33, 68, 156.9)
Moyenne (15, 13.5, 13.95)
(24.9, -7, -7.4)
a` (40, 6.6, 6.7)
(1.5, 1.35, 1.395) (200, 180, 429.23)
Grande (25, 25.5, 19.95)
(14.9, -13, -10.4)
a` (40, 12.7, 9.8)
(2.5, 2.55, 1.995) (333.33, 340, 613)
Table 3.14 – Caracte´ristiques des ROI utilise´es, donne´es respectivement dans les directions axiale,
late´rale et azimutale.
Afin d’atteindre la pre´cision souhaite´e sans trop sure´chantillonner la mesure, le facteur d’inter-
polation pour maximiser la fonction d’inter-corre´lation normalise´e e´tait de 4. Le nombre de voxels
utilise´s dans chaque direction pour l’interpolation e´tait de 4 de chaque coˆte´ du voxel central de la
petite ROI dans chacune des directions.
La phase spatiale et la premie`re composante du vecteur d’orientation normalise´ sont pre´sente´es
dans les figures 3.26 et 3.27, ou` les trois ROI sur chacun des plans sont mate´rialise´es par des rectangles
verts.
A` partir de ces donne´es, une comparaison est faite entre la me´thode de mise en correspondance
de blocs que nous avons pre´sente´e dans la partie 3.3.1 de ce chapitre et l’estimation du flux optique
a` partir de l’intensite´ des voxels et des informations de phase (phase spatiale et vecteur phase) et
d’orientation extraites du signal monoge`ne 3D, comme nous l’avons mentionne´ dans la partie 3.3.2.
Pour cette e´valuation, du bruit additif Gaussien a e´te´ ajoute´, de sorte a` faire varier le SNR de 0 a` 50
dB. Afin d’e´valuer les diffe´rents estimateurs pour le meˆme SNR, le bruit n’a pas e´te´ ajoute´ sur les
images natives dans le calcul du signal monoge`ne 3D, mais directement sur les quatre composantes
du signal p(x), q1(x), q2(x) et q3(x). De cette manie`re, le SNR n’est pas re´duit par l’e´tape de filtrage
ne´cessaire au calcul du signal et de ses composantes. Finalement, chaque me´thode a e´te´ e´value´e pour
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Figure 3.26 – Tranches de la phase spatiale correspondant aux tranches de la figure 3.25.
Figure 3.27 – Tranches de la premie`re composante du vecteur d’orientation normalise´ correspondant
aux tranches de la figure 3.25.
un meˆme SNR avec 128 tirages de bruits ale´atoires.
3.3.4.2 Estimation par les composantes du vecteur d’orientation normalise´
Dans un premier temps, nous montrons les performances du vecteur d’orientation normalise´ pour
les trois tailles de ROI. Les trois composantes du de´placement sont estime´es par chaque composante
ni(x) du vecteur d’orientation normalise´. Les re´sultats de ces estimations pour les petite, moyenne
et grande ROI sont donne´s respectivement par les figures 3.28, 3.29 et 3.30. Pour une meilleure
lisibilite´, les courbes ont le´ge`rement e´te´ de´cale´es l’une par rapport a` l’autre selon l’axe des abscisses.
On constate que pour les trois tailles de ROI pre´sente´es dans la table 3.14, l’estimation du
de´placement dans la direction xi est meilleure avec la composante du vecteur d’orientation normalise´
qui suit cette direction. Toutefois, la variation de la taille de la ROI montre deux caracte´ristiques
dans le comportement de l’estimation.
On remarque d’abord qu’un biais syste´matique est commis dans les directions late´rale et azimu-
tale. Ce biais est duˆ a` la plus faible re´solution des images dans ces directions et peut eˆtre re´duit
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Figure 3.28 – Estimations a` partir des composantes du vecteur d’orientation normalise´ pour la plus
petite ROI de la table 3.14.
en augmentant la taille de la ROI, comme le montrent les figures 3.28, 3.29 et 3.30. Nous verrons
dans la suite que ce phe´nome`ne est pre´sent pour toutes les approches de flux optique teste´es. Ainsi,
plus on aura d’informations, mieux l’orientation pourra estimer le de´placement dans la direction
correspondante.
Cet aspect a e´galement une incidence sur l’apport de la composante du vecteur d’orientation
normalise´ ni(x) pour estimer la composante dˆxi . En effet, ces figures montrent que plus la taille
de la ROI est grande, plus ni(x) se de´marque pour estimer la composante dˆxi . Ainsi, plus on aura
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Figure 3.29 – Estimations a` partir des composantes du vecteur d’orientation normalise´ pour la ROI
de taille interme´diaire de la table 3.14.
d’informations, mieux l’orientation pourra estimer le de´placement dans la direction correspondante.
Pour la plus petite ROI teste´e, les performances de ni(x) suivant la direction xi, pour i = 1, 2, 3, n’est
significatif que dans la direction late´rale. En effet, les re´sultats des trois orientations sont proches dans
la direction axiale. De plus, la composante azimutale du vecteur d’orientation normalise´ ne fournit
de meilleurs re´sultats que lorsque le SNR est faible. On note que la re´solution est la plus faible dans
la direction azimutale et est la meilleure dans la direction axiale. Les structures de l’image sont donc
moins bien de´finies dans la direction azimutale, ce qui explique pourquoi n3(x) estime moins bien le
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Figure 3.30 – Estimations a` partir des composantes du vecteur d’orientation normalise´ pour la plus
grande ROI de la table 3.14.
de´placement dans cette direction. En revanche, ces structures sont mieux de´finies dans la direction
axiale. De plus, le contour de la partie de la sphe`re pre´sente dans la ROI est approximativement
orthogonale a` la direction axiale, le de´placement est donc plus facilement observe´ dans cette direction.
Pour ces raisons, le de´placement axial est mieux estime´ pour chacune des composantes.
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3.3.4.3 Estimation par les composantes du vecteur phase
Dans le deuxie`me cas, nous utilisons les composantes ri(x) du vecteur phase au lieu des com-
posantes du vecteur orientation ni(x). Les figures 3.31, 3.32 et 3.33 montrent les re´sultats obtenus
dans chacune des directions pour les trois tailles de ROI pre´sente´es dans la table 3.14.
Figure 3.31 – Estimations a` partir des composantes du vecteur phase pour la plus petite ROI de
la table 3.14.
Une fois encore, on remarque que la composante du vecteur phase correspondant a` la direction
du de´placement est celle qui offre la meilleure pre´cision. Plus la taille de la ROI est grande, plus
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Figure 3.32 – Estimations a` partir des composantes du vecteur phase pour la ROI de taille in-
terme´diaire de la table 3.14.
la diffe´rence de pre´cision est marque´e et moins le biais d’estimation est important. Comme pour le
vecteur d’orientation normalise´, on note e´galement que dans la direction axiale, les trois composantes
du vecteur phase donnent approximativement la meˆme estimation, quelque soit le SNR. Le contour
de la sphe`re e´tant orthogonal aux contours dans la ROI, le de´placement axial est e´galement plus
facile a` estimer pour ce type d’informations.
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Figure 3.33 – Estimations a` partir des composantes du vecteur phase pour la plus grande ROI de
la table 3.14.
3.3.4.4 Comparaison avec des approches base´es sur l’intensite´
Les comparaisons pre´ce´dentes portaient sur le meˆme type d’information, suivant diffe´rentes di-
rections dans le volume. Nous comparons maintenant les approches de flux optique utilisant les
composantes des vecteurs phase et d’orientation normalise´e avec d’autres informations. D’un coˆte´,
nous utilisons deux me´thodes base´es sur l’intensite´ : la mise en correspondance de blocs par maxi-
misation de la fonction d’inter-corre´lation normalise´e et l’estimation de flux optique a` partir des
intensite´s natives des images. D’un autre coˆte´, nous utilisons une approche de flux optique base´e sur
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diverses informations issues du signal monoge`ne 3D : la phase spatiale, le vecteur phase et le vecteur
d’orientation normalise´. Pour ces deux dernie`res approches, nous ne conside´rons que la composante
du vecteur (de phase ou d’orientation) qui suit la direction de la composante du de´placement a`
estimer. On de´nominera ainsi comme les meilleurs ri ou ni la composante qui permet d’estimer dˆxi .
Figure 3.34 – Estimations a` partir de diffe´rentes informations pour la plus petite ROI de la table
3.14.
Les re´sultats pre´sente´s dans les figures 3.34, 3.35 et 3.36 montrent que la NCC ne permet pas
d’estimer correctement le de´placement pour la plus petite ROI. Comme nous l’avons vu dans la sec-
tion 3.2.4, le de´placement est faible et ce type d’approches ne´cessite plus d’informations pour estimer
un de´placement aussi faible. On observe clairement l’ame´lioration de l’estimation par cette technique
avec les deux ROI de plus grandes tailles, pour lesquelles les estimations sont plus proches du de´calage
re´el lorsque la taille de la ROI augmente. Augmenter la taille de la ROI est e´galement inte´ressant
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Figure 3.35 – Estimations a` partir de diffe´rentes informations pour la ROI de taille interme´diaire
de la table 3.14.
pour augmenter la robustesse de l’estimation du flux optique base´ sur l’intensite´ des voxels. On
remarque en effet que, dans la figure 3.34, cette technique n’atteint une pre´cision inte´ressante qu’a`
partir d’un SNR de 30 a` 35 dB. De plus, les me´thodes base´es sur le vecteur phase et le vecteur
d’orientation donnent des re´sultats plus proches lorsque la ROI est grande. Cependant, augmenter
la taille de la ROI implique observer plus de structures, qui repre´sentent diffe´rents organes. Ces
organes ont potentiellement des mouvements diffe´rents ce qui peut entraˆıner un mouvement non
uniforme au sein de la re´gion et donc nuire a` l’estimation.
D’un autre coˆte´, utiliser la phase spatiale dans l’estimation du flux optique donne les re´sultats
les plus inte´ressants dans la direction axiale pour une petite ROI. Le contour de la sphe`re e´tant
orthogonal a` cette composante du de´placement, il est plus facile pour cette me´thode de l’estimer.
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Figure 3.36 – Estimations a` partir de diffe´rentes informations pour la plus grande ROI de la table
3.14.
Cependant, pour une ROI moyenne ou grande (d’apre`s la de´nomination de la table 3.14), la qualite´
de cette estimation n’est pas aussi inte´ressante. Les informations supple´mentaires, qui ne contiennent
pas de structures dans notre exemple, font de´faut a` cette technique.
En re´sume´, l’estimation du flux optique base´ sur l’intensite´ semble la moins inte´ressante en
termes de pre´cision. L’approche de BM peut quant a` elle estimer le de´placement avec une bonne
pre´cision, mais la ROI doit avoir une taille assez grande si les de´calages sont faibles. Finalement, les
re´sultats obtenus montrent qu’utiliser une information de phase spatiale ou d’orientation semble eˆtre
une approche adapte´e a` l’estimation de faibles de´calages. La phase spatiale se pre´sente comme une
information permettant de relever le de´placement orthogonal au contour d’une structure. Ainsi, si l’on
115
CHAPITRE 3. ESTIMATION DU MOUVEMENT 2D ET 3D
connait la nature de l’image et que l’on peut garantir que les blocs de l’image sur lesquels on effectue
l’estimation contiennent des structures, alors il est pre´fe´rable d’utiliser la phase pour ne calculer
qu’une seule fois le flux optique. Au contraire, si l’on n’a aucune connaissance a priori du contenu
des re´gions ou` l’on va estimer le mouvement, alors il devient plus inte´ressant d’utiliser le vecteur
phase ou le vecteur d’orientation normalise´. Ces deux approches donnent des re´sultats similaires
pour les deux plus grandes ROI conside´re´es, mais pour la plus petite, le vecteur d’orientation est
l’information qui apporte la plus grande pre´cision.
Cependant, utiliser le vecteur d’orientation normalise´ ne permet d’estimer que des de´calages
simples sous forme de translations. En effet, des de´placements plus complexes changent l’orientation
des contours des tissus pre´sents dans le milieu explore´. L’hypothe`se de conservation d’e´nergie du flux
optique, qui devient une conservation de l’orientation dans notre me´thode, n’est plus respecte´e et
met en de´faut notre me´thode. Ne´anmoins, nous avons montre´ que cet estimateur offrait de bonnes
performances pour diffe´rentes tailles de blocs. En utilisant un voisinage de petite taille, on peut
faire l’hypothe`se que le de´placement des pixels de cette re´gion suit un mode`le translationnel et ainsi
utiliser l’information d’orientation dans l’estimation du flux optique.
3.4 Conclusions
Nous avons e´tudie´ dans ce chapitre les performances de me´thodes d’estimation du mouvement
base´es sur des informations issues des signaux monoge`nes 2D et 3D en imagerie e´chographique.
Dans un premier temps, nous avons e´tudie´ des me´thodes de la litte´rature pour l’estimation 2D.
Bien que l’approche de BM fournisse une estimation pre´cise du de´placement avec un facteur d’in-
terpolation adapte´, elle n’en reste pas moins couˆteuse en termes de temps de calcul. Au contraire,
l’approche de flux optique base´ sur la phase spatiale du signal analytique 2D s’est montre´e adapte´e
dans le cas ou` les images posse`dent des oscillations et a fourni des re´sultats satisfaisants pour les
images RF. Toutefois, ce type d’images n’est pas toujours accessible et cette technique d’estimation
montre ses limites pour des images en mode B. Pour ce type d’images, nous avons montre´ que la
phase extraite du signal monoge`ne dans l’estimation du flux optique local constituait un bon com-
promis entre pre´cision et temps de calcul.
Dans la seconde partie de ce chapitre, nous avons poursuivi cette e´tude en e´valuant les perfor-
mances des informations de phase spatiale et d’orientation extraites du signal monoge`ne dans le
cadre de l’estimation de translations 3D. Une fois encore, nous avons vu que l’approche de mise en
correspondance de blocs n’est efficace qu’a` partir d’une taille assez importante de la re´gion d’inte´reˆt,
ce qui peut poser des proble`mes de non stationnarite´. Au contraire, l’utilisation de la phase spatiale
montre tout son inte´reˆt en pre´sence de contours. D’un autre coˆte´, les vecteurs phase et d’orientation
normalise´ se sont positionne´s comme les informations les moins sensibles a` ce crite`re et fournissent
des estimations satisfaisantes pour les trois tailles de blocs teste´es. Bien que ce vecteur d’orientation
ne puisse estimer des de´formations complexes comme des rotations, nous avons montre´ que l’estima-
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tion du flux optique base´ sur ses composantes se de´marquait davantage des autres techniques lorsque
la re´gion d’inte´reˆt est de petite taille, ce qui souligne deux avantages. D’abord, on peut conside´rer
que le de´placement d’un petit voisinage de pixels peut se mode´liser sous forme de translations. L’uti-
lisation de l’orientation est donc pertinente dans ce cas. D’un autre coˆte´, cela permet une estimation
rapide du mouvement.
Nous avons montre´ que l’estimation du mouvement avec le signal monoge`ne offrait des temps
de calcul inte´ressants, en particulier face a` l’approche de BM. Ce crite`re est d’autant plus impor-
tant dans le cas 3D. Nous avons de´crit des moyens d’acce´lerer l’algorithme en paralle´lisant le calcul
du signal monoge`ne. L’estimateur de translations 3D que nous avons propose´ peut e´galement eˆtre
paralle´lise´. Les estimations du flux optique a` partir des composantes du vecteur d’orientation sont
inde´pendantes les unes des autres. Il est donc possible de paralle´liser toutes les estimations pour
re´duire davantage les temps de calculs.
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Chapitre 4
Recalage multimodal IRM-US a` partir
de la phase spatiale du signal
monoge`ne
4.1 Introduction
Dans le chapitre 3, nous avons e´value´ les performances de diffe´rentes me´thodes de flux optique
base´es sur les informations extraites du signal monoge`ne 2D et 3D. En particulier, la phase spatiale et
l’orientation principale, qui portent l’information structurelle du signal, ont retenu notre attention.
Ces me´thodes ont porte´ sur des se´quences ultrasonores, mais l’estimation du mouvement compte
d’autres applications en imagerie me´dicale, dans toutes les modalite´s possibles. Il est e´galement pos-
sible de calculer le signal complexe hypercomplexe pour tout type de modalite´, comme par exemple en
IRM [Mellor et Brady, 2005,Zhang et al., 2006,Alessandrini et al., 2013b]. Chacune de ces modalite´s
met a` disposition diverses informations, qui peuvent eˆtre comple´mentaires et, par conse´quent, aider
a` ame´liorer le diagnostic, l’intervention chirurgicale, ou la the´rapie. C’est pourquoi la comparaison,
et surtout la fusion d’images de modalite´s diffe´rentes sont des proble´matiques inte´ressantes dans de
nombreuses applications, comme par exemple en tomographie et images par re´sonance magne´tique
(TDM-IRM) [Agrawal et al., 2010]. Par exemple, le recalage peut s’effectuer sur des images ultra-
sonores (US) avec des images tomodensitome´triques du rein [Lee et al., 2011], sur des images par
re´sonance magne´tique (RM) du cœur avec des e´chocardiographies 3D [Zhang et al., 2006], sur des
images par RM pre´ope´ratoires du cerveau avec des images US intraope´ratoires [Nigris et al., 2010]
ou des images RM-US de la prostate [Makni et al., 2010]. Cependant, il n’est jamais garanti que
l’acquisition de ces images soit effectue´e sur le meˆme plan ou au meˆme instant. Il est donc ne´cessaire
de recaler ces images entre elles pour pouvoir fusionner les informations qu’elles procurent.
Les me´thodes de recalage peuvent ge´ne´ralement eˆtre re´pertorie´es en deux grandes cate´gories :
celles base´es sur les caracte´ristiques ge´ome´triques et celles base´es sur l’intensite´ des pixels [Ma¨kela¨ et al.,
2002,Zhang et al., 2006,Nam et al., 2010]. Pour la premie`re cate´gorie, des points d’inte´reˆt doivent eˆtre
de´tecte´s dans chaque image avant le calcul du recalage. Cette e´tape peut s’ave´rer difficile, en particu-
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lier dans les cas pathologiques, ou` les tissus subissent des de´formations qui peuvent eˆtre diffe´rentes
de celles survenant sur un tissu sain. Cela a l’inconve´nient de rendre ces techniques de´pendantes
de l’application. Ces techniques sont rarement automatiques et ne´cessitent donc une intervention
humaine. Le second type d’approches est base´ sur l’hypothe`se qu’il existe un lien entre les intensite´s
d’un meˆme pixel sur les deux images. Ce lien se mesure a` travers une fonction de ressemblance ou
de dissimilitude.
La fonction la plus souvent utilise´e dans le cadre du recalage multimodal est l’information mu-
tuelle (MI). Ne´anmoins, l’intensite´ n’est pas la seule donne´e que l’on peut utiliser avec cette me-
sure. [Mellor et Brady, 2005], mais aussi [Zhang et al., 2006,Zhang et al., 2007], ont propose´ d’utiliser
la phase spatiale plutoˆt que l’intensite´ des images natives dans le calcul de l’information mutuelle.
Cependant, leurs e´valuations souffrent de certaines limitations. [Zhang et al., 2006,Zhang et al., 2007]
utilisent des images cliniques pour leur expe´rimentation, ce qui ne leur permet qu’une appre´ciation
qualitative de l’apport de la phase spatiale issue du signal monoge`ne. Les seuls re´sultats quantitatifs
dont ils disposent montrent l’erreur par rapport a` des points d’inte´reˆts de´finis manuellement, et donc
soumis au facteur humain. [Mellor et Brady, 2005] se placent quant a` eux dans un cadre controˆle´,
en simulant une image ultrasonore a` partir d’une image par re´sonance magne´tique. Bien que cela
leur donne acce`s a` la ve´rite´ terrain, il existe une correspondance directe entre les niveaux de gris des
tissus pre´sents dans ces images. En effet, l’image utilise´e pour la simulation est la meˆme que celle
utilise´e pour le recalage. Malgre´ la pre´sence de speckle dans l’image e´chographique simule´e, les tissus
les plus clairs dans l’image US sont par conse´quent les plus clairs en IRM et il en va de meˆme pour
toutes les nuances de gris pre´sentes dans chacune de ces images. Les figure 4.1(a) et 4.1(b) montrent
un exemple de cette simulation. Cette correspondance est cependant peu probable dans la re´alite´,
comme le montrent les figures 4.1(c) et 4.1(d), qui illustrent une image par RM et une image US du
cœur.
(a) (b) (c) (d)
Figure 4.1 – Image par RM (Fig. 4.1(a)) et image US simule´e (Fig. 4.1(b)) de cerveau [Mellor et
Brady, 2005]. L’image US a e´te´ obtenue par simulation. Image par RM (Fig. 4.1(c)) et US re´elle
(Fig. 4.1(d)) cardiovasculaires [Zhang et al., 2007].
Le travail de´crit dans ce chapitre du manuscrit a porte´ sur le recalage RM-US et a consiste´ a`
e´valuer les performances de la combinaison de l’information mutuelle avec la phase spatiale issue du
signal monoge`ne, mais aussi de la phase extraite du signal analytique isotrope 2D (2D IAS). Pour cela,
nous avons utilise´ un algorithme re´cent de la litte´rature [Myronenko, 2010], que nous avons adapte´ a`
nos besoins. La flexibilite´ et la ge´ne´ricite´ de l’algorithme en font une base inte´ressante, ce qui a guide´
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notre choix. Cet algorithme inclut diffe´rentes mesures dont la somme des diffe´rences absolues (SAD),
la somme des diffe´rences au carre´ (SSD), la fonction d’inter-corre´lation (CC) ou l’information mu-
tuelle. Deux types de de´formations diffe´rentes peuvent eˆtre estime´s : affine et B-spline. Finalement,
l’ensemble du code source est accessible a` l’adresse https://sites.google.com/site/myronenko/,
ce qui donne non seulement acce`s a` tous les parame`tres pour configurer le recalage, mais cela permet
en plus de le modifier et de l’adapter facilement.
L’application qui nous a concerne´s est la quantification du prolapsus chez la femme (voir chapitre
5). La figure 4.2 est un sche´ma simplifie´ repre´sentant les organes observe´s.
Figure 4.2 – Sche´ma de la flore pelvienne chez la femme.
Il peut eˆtre ne´cessaire d’avoir recours a` l’IRM, qui reste le diagnostic qui fait e´tat de l’art dans
ce domaine, pour expliquer la geˆne ressentie par la patiente ou pour stadifier avec exactitude les
anomalies. En revanche, l’acce`s a` ces appareils est limite´ et one´reux. De plus, le temps d’acquisition
est trop long pour permettre un suivi en temps re´el et certaines patientes peuvent avoir une contre-
indication me´dicale, a` cause par exemple d’une prothe`se me´tallique. Au contraire, l’e´chographie est
une modalite´ disponible, de faible couˆt et avec un caracte`re temps re´el. Le recalage multimodal
permettrait de tirer parti de ces deux modalite´s, c’est pourquoi nous nous sommes penche´s sur ces
proble´matiques.
Nous de´crivons dans ce chapitre l’algorithme utilise´ pour le recalage multimodal. Nous montre-
rons e´galement comment la phase spatiale peut eˆtre utilise´e dans cet algorithme. Nous pre´senterons
ensuite les diffe´rents jeux d’images utilise´s, ainsi que les protocoles d’expe´rimentations mis en place
pour exposer les re´sultats obtenus. Enfin, une conclusion fera la synthe`se de ce chapitre et en de´voilera
les diffe´rentes perspectives envisageables.
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4.2 Algorithme de recalage multimodal
4.2.1 Principe de l’algorithme
Les intensite´s entre images par RM et images US ne correspondent pas, il est donc pre´fe´rable de
se baser sur les structures de chaque image plutoˆt que sur le niveau de gris de leurs pixels pour les
recaler. On notera de manie`re ge´ne´rique S(I(x)) la fonction calculant cette information, qui est de la
meˆme taille que l’image. Cette fonction peut fournir une information de phase ou d’orientation, mais
aussi un e´tiquetage des diffe´rentes zones de l’image I(x). On peut ainsi exprimer la relation entre
deux images comme une transformation T qui permettrait de faire correspondre leurs structures
S(I1(x)) et S(I2(x)) :
S (I1(x)) = T (S (I2(x))) . (4.1)
Le but de cet algorithme est d’estimer cette transformation T , par minimisation d’une fonction
de couˆt M, que l’on combine a` une fonction de re´gularisation R(T ) :
Tˆ = argmin
T
(M(I1, T (I2) + αR(T )) , (4.2)
ou` α est un coefficient ponde´rant la fonction de re´gularisation R(T ).
4.2.2 Choix de la mesure de similarite´
Parmi les diverses mesures existantes, l’information mutuelle est conside´re´e comme une re´fe´rence
en recalage multimodal [Pluim et al., 2003]. De plus, [Ureche et al., 2012] ont e´value´ les performances
de diffe´rentes mesures, dans le cadre du recalage multimodal RM-US pour des de´formations affine et
B-spline. Ils ont montre´ que pour l’intensite´ comme pour l’usage de la phase spatiale issue du signal
monoge`ne, l’information mutuelle donnait de meilleurs re´sultats qu’une SAD, une SSD, une CC ou
meˆme une mesure de complexite´ re´siduelle, ou Residual Complexity (RC), propose´e par [Myronenko
et Song, 2010].
Le principe de l’information mutuelle consiste a` trouver la probabilite´ la plus e´leve´e qu’un pixel
d’intensite´ i dans l’image fixe I1 soit repre´sente´ par un pixel l’intensite´ j de l’image flottante I2. Dans
cet algorithme de recalage, nous cherchons le minimum de l’information mutuelle ne´gative (NMI)
par descente de gradient. En se basant sur l’e´quation (2.35), on e´crit l’expression de l’information
mutuelle ne´gative NMI(I1, I2) de la manie`re suivante :











Trouver la transformation T qui permet de recaler l’image I2 sur l’image I1 revient donc a`
minimiser l’information mutuelle ne´gative entre les deux images.
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4.2.3 Minimisation de l’information mutuelle ne´gative
Estimer la transformation T revient en pratique a` estimer les parame`tres d’un mode`le de de´formation
qui engendre cette transformation.
En imagerie me´dicale, le mode`le affine est un mode`le de de´formation courant et beaucoup
s’inte´ressent e´galement au mode`le e´lastique. C’est pourquoi nous conside´rons dans cette e´tude ces
deux mode`les de de´formation. Pour une e´chelle donne´e, les parame`tres du mode`le de de´formation
sont mis a` jour en calculant leur variation a` l’ite´ration n. Nous expliquons maintenant comment
cette variation est calcule´e a` partir de NMI (I1, T (I2)) pour chacun de ces deux mode`les.
4.2.3.1 Minimisation de la NMI pour le mode`le affine







Comme nous l’avons exprime´ dans l’e´quation (2.39), chaque composante mij , i, j = {1, 2}, est
une combinaison de rotation d’angle θ, de facteur d’e´chelle scx1 et scx2 et de cisaillement shx1 et
shx2 . m31 et m32 repre´sentent quant a` eux les translations dans les directions late´rale et axiale.
La correspondance entre ces types de transformations et les e´le´ments mij de la matrice M est la
suivante :
m11 = scx2 cos(θ), m12 = shx1 sin(θ),
m21 = shx2 sin(θ), m22 = scx1 cos(θ),
m31 = tx2 , m32 = tx1 .
(4.5)
L’algorithme par descente de gradient est ite´ratif, ce qui signifie que l’on va faire varier pro-
gressivement les parame`tres M jusqu’a` atteindre la valeur minimale de la fonction de couˆt, qui est
la NMI. Initialement, aucune transformation n’est applique´e a` l’image flottante : M0 e´quivaut a` la
matrice identite´. La mise a` jour des parame`tres de de´formation se fait donc a` l’ite´ration n ≥ 0 selon
la relation suivante :
Mn+1X = MnX− γf ′n (MnX) , (4.6)
ou` X est une matrice N × 3 contenant les coordonne´es homoge`nes des N pixels de l’image, γ est le
pas initial d’optimisation (que nous avons fixe´ a` 1) et f
′
n (MnX) = ∇(NMI)n repre´sente les de´rive´s
spatiales de la mesure a` l’ite´ration n aux coordonne´es MnX. Ainsi, il est possible de calculer δMn
par moindres carre´s :
δMn =
(
X ·XT )−1 ·XT · ∇(NMI)n. (4.7)
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4.2.3.2 Minimisation de la NMI pour le mode`le B-spline
En ce qui concerne le mode`le e´lastique, les parame`tres de de´formation que l’on manipule sont
les positions des points de controˆle du maillage. Contrairement au mode`le affine, pour qui tous les
parame`tres s’appliquaient a` l’image entie`re, un point de controˆle n’a une influence que sur les pixels
qui constituent son voisinage. Un exemple d’effet obtenu est illustre´ par la figure 4.3.
Figure 4.3 – Exemple de de´formation e´lastique pour une translation late´rale des points de controˆle
situe´s au centre de l’image.
Pour ge´ne´rer cette de´formation, les points de controˆle situe´s sur la ligne centrale du maillage ont
subi un de´placement de 64 pixels vers la droite. On remarque que seuls les pixels situe´s autour de
cette ligne dans l’image ont subi un de´calage. Plus le pixel est e´loigne´ du point de controˆle, moins
celui-ci subira l’influence du de´placement de ce point de controˆle. C’est pourquoi on raisonnera en
termes de  patches . La transformation T (x) d’un pixel a` la position x est calcule´e en fonction des






Bl (υ − bυc)Bm (ν − bνc) Pki+l,j+m, (4.8)
ou` Pk est une matrice de taille NPC × 2 contenant les positions des points de controˆle du patch
k, avec NPC e´tant le nombre de points de controˆles dans ce patch. P
k
i,j est la position du point de
controˆle a` la ligne i et a` la colonne j du patch k. υ = x1/δx1, ν = x2/δx2, avec δxi la distance entre
deux points de controˆle dans la direction xi. υ est la position du pixel au sein du patch. i = bυc− 1,
j = bνc − 1 et l’ope´rateur b•c est la partie entie`re de •. Finalement, Bl repre´sente la le fonction de
base B-spline telle que :
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B0(υ) = (1− υ)3 /6,
B1(υ) =
(
3υ3 − 6υ2 + 4) /6,
B2(υ) =




Pour le mode`le B-spline, la variation des parame`tres de de´formation est repre´sente´e par le
de´calage des points de controˆle. Pour obtenir le de´calage de tous les pixels d’un patch, on intro-
duit la matrice F, qui est une matrice Npx ×NPC contenant les coefficients des polynoˆmes B-spline
des NPC points de controˆle pour les Npx pixels d’un patch. Pour le k
e patch, les positions de chaque
pixel a` l’ite´ration n, note´es Xkn, peuvent ainsi s’e´crire sous la forme matricielle suivante :
Xkn = FP
k
n, k = 1, ..., Npatch, (4.10)
ou` Npatch est le nombre de patches. Le but e´tant de trouver les positions de chaque pixels qui
minimisent la fonction de couˆt, la relation entre les parame`tres d’une ite´ration a` l’autre s’exprime
donc comme :
FPn+1 = FPn − γf ′n (FPn) . (4.11)
Si l’on se contentait uniquement des informations offertes par les points de controˆle d’un patch,
les positions des points de controˆle au bord de ce patch ne seraient pas correctement estime´es. Ils
subissent en effet l’influence des points de controˆles appartenant aux patches voisins. Pour conserver
la cohe´rence de la de´formation dans l’image entie`re, une solution consiste a` cumuler l’influence
d’un point de controˆle pour tous les patches de l’image. A` l’instar du mode`le affine, il est possible





F · FT )−1 · FT · ∇NMI. (4.12)
L’optimisation se termine si la variation de la fonction de couˆt est infe´rieure a` un certain seuil
ou si l’algorithme a de´passe´ un certain nombre d’ite´rations.
4.2.4 Approche multi-e´chelle
Les plans d’acquisition de la paire d’images utilise´es peuvent eˆtre diffe´rents et il est possible que
les tissus aient subi une de´formation entre les deux acquisitions. La de´formation a` estimer pour le
recalage peut donc eˆtre importante. Une approche multi-e´chelle permet d’estimer cette de´formation
grossie`rement avant de la raffiner progressivement pour atteindre une meilleure pre´cision [Su¨hling
et al., 2004].
Cette me´thode est aussi appele´e pyramidale. En effet, l’image est de´cime´e dans l’e´chelle la plus
grossie`re pour retrouver une meilleure pre´cision a` l’e´chelle la plus fine. La figure 4.4 met en e´vidence
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la notion de pyramide en mettant en relation deux e´chelles successives. Dans cette figure, les pixels
sont repre´sente´s par les points noirs : •.
Figure 4.4 – Repre´sentation de l’approche pyramidale pour deux e´chelles.
A` l’e´chelle la plus grossie`re, situe´e en haut dans la figure 4.4, l’image est de´cime´e de sorte qu’un
de ses pixels corresponde a` un voisinage 3 × 3 dans l’e´chelle plus fine, situe´e en bas dans la figure
4.4.
L’algorithme de recalage re´duit la taille des images d’un facteur 2 a` chaque e´chelle. L’image
sera donc re´duite d’un facteur 2Ne−1 pour l’e´chelle la plus grossie`re, ou` Ne est le nombre d’e´chelles
diffe´rentes. L’e´chelle la plus fine correspond quant a` elle a` un e´chantillonnage pixellique. Par exemple,
une translation de deux pixels a` l’e´chelle n deviendra un de´calage de 4 pixels pour l’e´chelle n− 1, ou`
l’e´chelle n−1 est plus fine que l’e´chelle n. Calculer le de´placement final dˆ(x) revient ainsi a` combiner















est la de´formation estime´e a` l’e´chelle
n. On notera dˆ
0
(x) la de´formation estime´e lors de l’e´chelle la plus fine et dˆ
Ne−1
(x) est la de´formation
estime´e a` l’e´chelle la plus grossie`re.
4.2.5 Pre´sentation de l’algorithme
L’algorithme que nous venons de pre´senter est issu de la litte´rature [Myronenko, 2010] et est
disponible a` l’adresse suivante : https://sites.google.com/site/myronenko/. L’incorporation
des e´tapes que nous venons de de´crire est pre´sente´e par l’algorithme 1.
La premie`re e´tape consiste a` redimensionner les images, afin d’avoir une correspondance bijec-
tive entre les pixels de chaque image. Les images e´tant issues de diffe´rentes modalite´s, la gamme
de valeurs des intensite´s des pixels peut eˆtre diffe´rente pour les deux images. Normaliser ces images
ajuste leurs pixels dans la meˆme gamme d’intensite´s.
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Algorithme 1 : Algorithme de recalage multimodal.
Donne´es :
– IMR et IUS : Images par RM et US
– α : Coefficient de ponde´ration de variation des parame`tres de de´formation
– Ne : Nombre d’e´chelles
– Niter : Nombre maximum d’ite´rations
– s : Seuil de convergence
Re´sultat : Parame`tres estime´s du mode`le
1 Dimensionner les images par interpolation pour qu’elles aient la meˆme taille.
2 Normaliser les intensite´s des pixels entre 0 et 1.
3 Pour chaque e´chelle n, de la plus grossie`re a` la plus fine Faire
4 E´chantillonner les images en accord avec l’e´chelle courante.
5 Initialiser les parame`tres de la transformation.
6 Re´pe´ter
7 Calculer la valeur de la mesure de similarite´ et de son gradient.
8 Estimer les variations des parame`tres δPn
9 Mettre a` jour les parame`tres de la de´formation :
Pn = Pn−1 − αδPn.
10 Appliquer la de´formation a` l’image a` recaler.
11 Jusqu’a` ce que la variation de la mesure entre les deux dernie`res ite´rations soit infe´rieure
a` s ou que le nombre d’ite´rations soit supe´rieur a` Niter;
12 Fin
Une fois ces e´tapes pre´liminaires accomplies, le recalage peut avoir lieu. Il encapsule la me´thode
de minimisation de la NMI par descente de gradient dans l’approche multi-e´chelle telle que nous
l’avons de´crite.
4.2.6 Adaptation de l’algorithme au recalage base´ sur la phase spatiale
Nous avons cite´ dans le chapitre de l’e´tat de l’art des me´thodes de recalage multimodal base´es
sur la phase spatiale issue du signal monoge`ne. Cependant, leurs e´valuations reposent sur des crite`res
qualitatifs ou seulement sur quelques points d’inte´reˆt, comme l’ont fait [Zhang et al., 2006, Zhang
et al., 2007]. Au contraire, [Mellor et Brady, 2005] et [Ureche et al., 2012] ont utilise´ la phase spatiale
pour recaler une IRM re´elle avec une image US de simulation, otenue a` partir de l’IRM. Ils ont ainsi
acce`s a` la ve´rite´ terrain, mais la correspondance entre les intensite´s des organes dans chaque image est
directe malgre´ le speckle. De plus, [Ureche et al., 2012] ont compare´ diffe´rentes mesures de similarite´s
dans l’algorithme 1, que nous venons de pre´senter. Ils ont montre´ que les mesures de SAD, SSD,
CC et RC donnaient des re´sultats satisfaisants si l’on utilisait la phase spatiale au lieu de l’intensite´
mais que l’information mutuelle, qu’elle soit base´e sur l’intensite´ des pixels ou sur la phase spatiale
issue du signal monoge`ne, fournissait les meilleurs re´sultats.
Nous poursuivons l’e´tude de [Ureche et al., 2012] et avons adapte´ l’algorithme 1 pour qu’il puisse
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tenir compte des informations extraites du signal monoge`ne comme du signal analytique isotrope
2D. Cette nouvelle approche est pre´sente´e par l’algorithme 2.
Algorithme 2 : Algorithme de recalage multimodal base´ sur la phase spatiale.
Donne´es :
– IMR et IUS : Images par RM et US
– α : Coefficient de ponde´ration de variation des parame`tres de de´formation
– Ne : Nombre d’e´chelles
– Niter : Nombre maximum d’ite´rations
– s : Seuil de convergence
Re´sultat : Parame`tres estime´s du mode`le
1 Dimensionner les images par interpolation pour qu’elles aient la meˆme taille.
2 Calculer les signaux hypercomplexes IHCSUS et I
HCS
MR des images.
3 Calculer leurs phases spatiales ϕUS et ϕMR.
4 Normaliser les phases des pixels entre 0 et 1.
5 Pour chaque e´chelle n, de la plus grossie`re a` la plus fine Faire
6 E´chantillonner les images en accord avec l’e´chelle courante.
7 Initialiser les parame`tres de la transformation.
8 Re´pe´ter
9 Calculer la valeur de la mesure de similarite´ et de son gradient a` partir des phases
spatiales.
10 Estimer les variations des parame`tres δPn.
11 Mettre a` jour les parame`tres de la de´formation :
Pn = Pn−1 − αδPn.
12 Appliquer la de´formation a` l’image a` recaler.
13 Jusqu’a` ce que la variation de la mesure entre les deux dernie`res ite´rations soit infe´rieure
a` s ou que le nombre d’ite´rations soit supe´rieur a` Niter;
14 Fin
Comme pour l’algorithme 1, la premie`re e´tape consiste a` redimensionner les images. Il s’agit
ensuite de calculer les signaux hypercomplexes (monoge`nes ou 2D IAS) de chaque image afin d’en
extraire leurs phases spatiales. Ces deux e´tapes constituent la principale diffe´rence entre les deux
algorithmes. Ces phases spatiales seront ensuite utilise´es a` la place des images natives dans le trai-
tement du recalage, en particulier dans le calcul de l’information mutuelle ne´gative. En effet, suite
aux re´sultats obtenus par [Ureche et al., 2012] nous avons porte´ une attention particulie`re sur l’in-
formation mutuelle, qui est donc la seule mesure que nous avons utilise´e. Pour conserver la ve´rite´
terrain et ainsi obtenir une appre´ciation quantitative des diffe´rentes approches de recalage, nous
nous restreignons a` des images de simulation. Nous nous plac¸ons dans les cas ou` les intensite´s des
pixels correspondent, en simulant et recalant l’image US a` partir d’une image par RM ponde´re´e T2 ;
et ou` les intensite´s ne correspondent plus avec des images moins re´alistes. Nous pre´senterons ces




4.3.1 Simulation des images ultrasonores
Les images US utilise´es ont e´te´ obtenue par simulation a` l’aide du logiciel Field II, comme nous
l’avons de´crit dans la section 3.2.3. Ce qui distingue ces diffe´rents jeux d’images, ce sont les structures
qui y sont pre´sentent. Elles repre´sentent des formes ge´ome´triques ou des organes de la flore pelvienne
et les intensite´s peuvent eˆtre diffe´rentes entre l’image utilise´e pour la simulation et l’image utilise´e
comme mode`le pour le recalage.
Les parame`tres de simulations e´taient les meˆmes pour tous les jeux d’images. Nous avons
conside´re´ une sonde line´aire compose´e de 256 e´le´ments, dont 64 actifs, et un milieu contenant 100000
diffuseurs. La hauteur d’un e´le´ment pie´zoe´lectrique a e´te´ fixe´e a` 5 mm pour une largeur de 0.22 mm.
Ces e´le´ments e´taient espace´s de 0.05 mm. La fre´quence centrale de la sonde a e´te´ fixe´e a` 7MHz avec
une fre´quence d’e´chantillonnage de 100MHz. Les dimensions de la re´gion explore´e sont de 50 mm
dans la direction axiale et 60 mm dans la direction late´rale. Enfin, les dimensions d’un pixel sont
d’environ (0.077, 0.1) mm dans les directions axiale et late´rale.
4.3.2 Jeu d’images 1
Les images utilise´es dans ce premier jeu d’images repre´sentent les organes de la flore pelvienne
chez la femme. Ces derniers ont e´te´ e´voque´s dans le sche´ma de la figure 4.2. On y retrouve en parti-
culier la vessie, le vagin, l’ute´rus et le rectum. La figure 4.5 montre l’IRM globale et met en e´vidence
la re´gion anatomique que nous avons extraite.
Figure 4.5 – Image par re´sonance magne´tique et zoom sur les organes pubiens.
On retrouve dans cette figure les meˆmes organes que dans le sche´ma de la figure 4.2. Cette image
sera utilise´e a` la fois comme fantoˆme pour la simulation de l’image ultrasonore, mais aussi comme
image a` recaler dans l’estimation de la de´formation. On suppose donc que l’e´choge´nicite´ des tissus
est directement lie´e aux intensite´s des pixels pre´sents dans l’image par RM. Bien que cette hypothe`se
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ne soit pas vraie en pratique, elle nous permet d’e´valuer l’impact de la pre´sence de speckle dans les
re´sultats. Les images par re´sonance magne´tique et ultrasonores, ainsi que leurs images de phase, sont
pre´sente´es dans la figure 4.6.
(a) (b) (c) (d)
Figure 4.6 – 4.6(a), Image par RM ponde´re´e T2. 4.6(b), Image US. 4.6(c), Image de phase de
l’image par RM. 4.6(d), Image de phase de l’image US.
Bien qu’il contienne des informations re´elles sur l’anatomie de la flore pelvienne chez la femme,
ce jeu d’images conserve une relation directe entre les niveaux de gris des deux images, au speckle
pre`s. Pour limiter cela, nous pre´sentons d’autres jeux d’images, moins re´alistes d’un point de vue
ge´ome´trique mais pour lesquels le lien entre les intensite´s de deux pixels est moins bien de´fini.
4.3.3 Jeu d’images 2
Le jeu d’images suivant repre´sente des formes ge´ome´triques dont les couleurs sont unies mais
diffe`rent d’une image a` l’autre. La figure 4.7 pre´sente l’image utilise´e pour le recalage, que nous qua-
lifions  d’image flottante , l’image utilise´e comme mode`le pour la simulation, que nous qualifions
 d’image de re´fe´rence , et l’image US simule´e, ainsi que les phases correspondantes.
La table 4.1 re´capitule les intensite´s des formes pour les images flottante (Fig. 4.7(a)) et de
re´fe´rence (Fig. 4.7(b)). Elle indique que les intensite´s des formes ne correspondent plus, par exemple
l’hexagone et le triangle ont la meˆme intensite´ dans l’image 4.7(a) mais pas dans l’image 4.7(b).
De la meˆme manie`re, les formes claires peuvent apparaˆıtre plus sombres d’une image a` l’autre et
inversement.
Fond Hexagone Cercle Triangle Rectangle
Image flottante 0 64 128 64 196
Image de re´fe´rence 32 128 196 255 8
Table 4.1 – Niveaux de gris de chaque forme dans les images flottante et de re´fe´rence.
On remarque que dans les images de phase, les formes apparaissent en blanc, alors que le fond





Figure 4.7 – 4.7(a), Image flottante, utilise´e pour le recalage. 4.7(b), Image de re´fe´rence, utilise´e
pour la simulation de l’image US. 4.7(c), Image US. 4.7(d), 4.7(d) et 4.7(d), Images de phase des
figures 4.7(a), 4.7(b) et 4.7(c).
des images US ou de l’image de re´fe´rence. Cependant, des lignes semblent se´parer les diffe´rentes
formes dans l’image de phase obtenue a` partir de l’image flottante. De la meˆme manie`re, la valeur
de la phase autour du rectangle a une valeur importante pour l’image de re´fe´rence. Ce phe´nome`ne
est duˆ a` la forme du signal. En effet, nous avons de´crit le comportement de la phase dans la section
2.2.3.1 de l’e´tat de l’art. Nous avons explique´ que la phase avait une valeur de kpi, k ∈ Z au niveau
des maxima ou des minima locaux le long de son orientation principale. Au contraire, au niveau des
points d’inflexion du signal le long de son orientation principale, c’est-a`-dire si l’on se trouve sur
un contour, alors la phase vaut ±pi/2. Ainsi, les motifs pre´sents dans la phase spatiale sont lie´s aux
caracte´ristiques des images de de´part.
4.3.4 Jeu d’images 3
Le jeu d’images pre´ce´dent posse´dait des formes de couleurs unies, il peut cependant eˆtre inte´ressant
de se placer dans un cas ou` les pixels d’une meˆme forme ont des intensite´s diffe´rentes. C’est pourquoi
nous conside´rons maintenant la paire d’images pre´sente´e dans la figure 4.8.
Les formes ge´ome´triques pre´sentes sont e´galement diffe´rentes pour avoir un motif plus complexe.
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(a) (b) (c)
(d) (e) (f)
Figure 4.8 – 4.8(a), Image flottante. 4.8(b), Image de re´fe´rence. 4.8(c), Image US. 4.8(d), 4.8(d) et
4.8(d), Images de phase des figures 4.8(a), 4.8(b) et 4.8(c).
On aura donc des formes de tailles variables et plus ou moins rapproche´es. Nous voyons dans cette
figure que l’image flottante comporte des formes de couleurs unies alors que celles contenues dans
l’image de re´fe´rence posse`dent des pixels d’intensite´s diffe´rentes. Ces variations apparaissent natu-
rellement sur l’image e´chographique simule´e, ou` le contour de certaines structures est de´grade´ par
le speckle, en particulier dans la direction late´rale.
En ce qui concerne les images de phase, on voit que les valeurs de la phase de´pendent du compor-
tement du signal le long de l’orientation principale. Les formes les plus sombres auront une valeur




Lors de l’estimation, nous avons utilise´ l’image US, qui n’a pas subi une de´formation, et l’avons
recale´e avec l’image par re´sonance magne´tique a` laquelle nous avons applique´ une de´formation affine.
Il est plus facile de de´former l’image par RM car elle ne contient pas de speckle. Pour la meˆme raison,
calculer le gradient de l’image par RM est plus robuste que de calculer le gradient de l’image US.
C’est pourquoi l’image par re´sonance magne´tique est utilise´e comme image flottante. L’algorithme
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va donc essayer d’estimer la de´formation inverse.
Les parame`tres affines impose´s a` l’image par RM e´taient une rotation de pi/80, ce qui correspond a`
2.25˚ , une dilatation de 2% dans la direction axiale et de 5% dans la direction late´rale, un cisaillement
de 2% et 1%, respectivement dans les directions axiale et late´rale et enfin des translations de 0.8
et 0.5 pixels dans ces directions, ce qui correspond respectivement a` 0.079 mm et 0.094 mm dans
les directions axiale et late´rale. On note que le centre de la transformation est le pixel en haut a`
gauche de l’image. La figure 4.9 illustre cette transformation applique´e a` l’IRM pre´sente´e dans la
figure 4.6(a), et de manie`re plus ge´ne´rique, sur le maillage correspondant.
(a) (b)
Figure 4.9 – Image ayant subi la transformation affine impose´e (Fig. 4.9(a)) et le maillage corres-
pondant (Fig. 4.9(b)).
4.3.5.2 De´formation e´lastique
Dans le cadre d’une de´formation e´lastique, il s’agit d’estimer la de´formation du maillage as-
socie´e a` l’image flottante. Les positions des pixels entre deux points de controˆle sont obtenues par
interpolation base´e sur les fonctions B-splines cubiques.
La de´formation applique´e a` l’image e´tait de type  tournoiement  (ou  twirl  en anglais).
Cette transformation a l’avantage d’imposer une de´formation complexe a` l’image, tout en conservant
la cohe´rence de mouvement entre les points de controˆle voisins. Ce dernier crite`re est important dans
la mesure ou` l’algorithme estime un de´placement re´gulier dans un patch de 4×4 points de controˆles.
Cette de´formation applique une rotation importante pour les pixels proches du centre de rotation
et qui devient de plus en plus faible jusqu’a` disparaˆıtre totalement au-dela` d’un certain rayon r.
La nouvelle position d’un pixel, se trouvant initialement aux coordonne´es x = [x1, x2]
T , peut eˆtre
calcule´e en coordonne´es polaires [ρ(x), θtwirl(x)]
T de la manie`re suivante :
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ou` αtwirl est la rotation maximale que l’on peut appliquer a` un pixel.
A` l’initialisation, les points de controˆle du maillage ont e´te´ place´s sur une grille re´gulie`re et
espace´s de δx1 = δx2 = 8 pixels. Le recalage s’est effectue´ sur 4 e´chelles diffe´rentes. Enfin, comme la
de´cimation a` chaque e´chelle est de facteur 2, les images ont e´te´ redimensionne´es a` 512× 512 pixels
pour ame´liorer les performances de chaque me´thode et sans perte de ge´ne´ralite´. La figure 4.10 illustre
la de´formation applique´e a` la figure 4.6(a) ainsi que le maillage correspondant.
(a) (b)
Figure 4.10 – Image ayant subi une transformation de tournoiement (Fig. 4.10(a)) et le maillage
correspondant (Fig. 4.10(b)).
4.4 Crite`res d’e´valuation
Pour e´valuer les performances des algorithmes 1 et 2, nous observerons l’erreur quadratique







|Pij − Pˆ kij |
Pij
, (4.16)
ou` K = 128 est le nombre de re´alisations pour diffe´rents tirages de bruit pour un SNR donne´ et Pˆ kij
est le parame`tre de de´formation estime´ pour le ke tirage de bruit. Dans le cas d’une de´formation
affine, Pij est donc un des six parame`tres du mode`le. Toutefois, il est difficile de se rendre compte
de l’influence de l’erreur des parame`tres avec seulement ce crite`re.
En ce qui concerne le mode`le e´lastique, observer la position d’un seul point de controˆle n’a pas de
sens dans la mesure ou` ce dernier n’influe que sur un certain voisinage de pixels. On pourrait donc
penser a` moyenner cette erreur sur l’ensemble des nœuds du maillage, mais cela revient a` observer
l’erreur sur le champ dense de de´placement.
C’est pourquoi nous observons e´galement l’impact de l’erreur commise sur les parame`tres de
de´formation sur les champs denses de de´placement pour chaque mode`le. Nous avons choisi pour
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chaque direction xi, i = 1, 2 d’observer, en moyenne sur 128 tirages de bruit, la valeur du minimum
mxi , du maximum Mxi , de la moyenne µxi et de l’e´cart-type σxi de l’erreur absolue relative entre le
vrai champ de de´formation Dxi et le champ estime´ Dˆxi dans la direction xi. Ces diffe´rents crite`res



















































ou` N est le nombre de pixels conside´re´s dans la re´gion ℵx, i = 1, 2 et Dˆkx1(x) est le de´placement
estime´ pour le pixel a` la position x pour le ke tirage de bruit pour un SNR donne´. En pratique, on
conside`re tout l’ensemble des pixels des champs de de´formation Dx1 et Dx2 .
4.5 Re´sultats
4.5.1 Re´sultats pour le premier jeu d’images
4.5.1.1 Mode`le affine
Nous montrons d’abord l’influence du bruit sur l’estimation des parame`tres de de´formation affine,
avec les figures 4.11 et 4.12. Pour une meilleure lisibilite´, les courbes ont le´ge`rement e´te´ de´cale´es l’une
par rapport a` l’autre selon l’axe des abscisses. Ces figures montrent les valeurs de chaque parame`tre,
en moyenne sur 128 tirages de bruit additif Gaussien, pour un SNR variant de 5 a` 45 dB.
Ces figures montrent que P11 et P12 sont mieux estime´s par les phases spatiales issues du MS ou
du 2D IAS que par l’intensite´ a` partir d’un SNR de 10 dB. D’un autre coˆte´, les trois me´thodes four-
nissent des estimations proches pour P12 a` partir d’un SNR de 15 dB et pour P22. On note cependant
que l’intensite´ semble estimer un peu mieux ces parame`tres que les me´thodes base´es sur les phases
spatiales. Ces parame`tres influent sur le mouvement axial des pixels dans la de´formation. Nous avons
vu dans le chapitre pre´ce´dent que la bonne re´solution de l’image US dans la direction axiale permet
de mieux discerner les structures et leurs de´formations dans cette direction. Ce constat est confirme´
par l’estimation du parame`tre P32, qui est mieux estime´ par l’intensite´ que par les phases spatiales
alors que ces dernie`res estiment mieux les translations late´rales.
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Figure 4.11 – Estimation moyenne sur 128 tirages des parame`tres P11, P12, P21 et P22 pour un SNR
variant de 5 a` 45 dB.
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Figure 4.12 – Estimation moyenne sur 128 tirages des parame`tres de translation P31 a` P32 pour un
SNR variant de 5 a` 45 dB.
Il est difficile de distinguer l’apport de la phase spatiale issue du 2D IAS par rapport au signal
monoge`ne avec seulement ces figures, si ce n’est que pour un SNR infe´rieur ou e´gal a` 25 dB, les e´carts-
type fournis par le 2D IAS sont plus faibles que pour le MS. La table 4.2 comple`te ces re´sultats en
pre´sentant la MSE obtenue pour chacun de ces parame`tres par ces trois approches.
MSEP11 MSEP12 MSEP21 MSEP22 MSEP31 MSEP32
Intensite´ 9.96 207.63 193.97 4.33 284.29 22.97
ϕMS 9.23 191.42 195.39 4.41 115.62 167.82
ϕ2DIAS 9.25 194.3 195.81 4.38 90.29 118.39
Table 4.2 – MSE (en %) sur les parame`tres affines pour un SNR de 30 dB.
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Cette table nous permet de constater que les erreurs d’estimations des parame`tres P11, P12, P21
et P22 sont e´quivalentes pour les deux approches base´es sur la phase spatiale. En revanche, on re-
marque que la phase extraite du 2D IAS permet de mieux estimer les translations que la phase issue
du signal monoge`ne. Cela peut permettre d’ame´liorer la qualite´ de la de´formation estime´e.
Ces re´sultats donnent une ide´e de la qualite´ de l’estimation de la de´formation, mais il est difficile
de se rendre compte de leur impact sur les champs de de´formation. C’est pourquoi nous pre´sentons
maintenant les erreurs absolues (en pixels) des champs de de´formation obtenus a` partir des pa-
rame`tres estime´s, en moyenne sur les 128 tirages de bruit, pour un SNR de 30 dB. Les figures 4.13,
4.14 et 4.15 pre´sentent respectivement ces erreurs pour les champs de de´formation obtenus a` partir
du recalage base´ sur l’intensite´, sur la phase spatiale issue du signal monoge`ne et sur la phase spatiale
extraite du 2D IAS.
Figure 4.13 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
Figure 4.14 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Ces figures sont comple´te´es par la table 4.3, qui pre´sente les valeurs minimale et maximale de
ces erreurs, mais aussi la moyenne et l’e´cart-type sur l’ensemble du champ de de´placement.
Globalement, on peut constater que les approches base´es sur la phase spatiale re´duisent l’erreur
de manie`re significative dans la direction late´rale. Bien que les ordres de grandeurs de ces re´sultats
soient plus proches dans la direction axiale, l’erreur n’en reste pas moins infe´rieure lorsque l’on utilise
la phase spatiale. L’erreur d’estimation d’un parame`tre est mieux compense´e par les techniques de
recalage base´es sur la phase spatiale que celle base´e sur l’intensite´ des pixels.
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Figure 4.15 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.
Intensite´ MS 2D IAS
mx1 8× 10−6 3× 10−6 3× 10−6
Mx1 4.1 2.99 2.8
µx1 1.58 1.22 1.15
σx1 0.96 0.86 0.81
mx2 3× 10−6 2× 10−6 1× 10−6
Mx2 2.71 0.98 1.17
µx2 1.12 0.35 0.41
σx2 0.66 0.23 0.28
Table 4.3 – Minimum, maximum, moyenne et e´cart-type sur l’ensemble du champ de de´placement
de l’erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du recalage base´
sur les trois me´thodes pour un SNR de 30 dB.
L’impact de ces erreurs se fait ressentir lors de la reconstruction des images. La figure 4.16
pre´sente la juxtaposition de l’image par RM ayant subi la vraie de´formation (dans les quadrants
supe´rieur gauche et infe´rieur droit de chaque image) avec l’image par RM ayant subi la de´formation
estime´e par les techniques base´es sur l’intensite´ (Fig. 4.16(a)), sur la phase spatiale du signal mo-
noge`ne (Fig. 4.16(b)) et sur la phase spatiale du signal analytique isotrope 2D (Fig. 4.16(c)).
Des discontinuite´s sont visibles dans certaines re´gions pour la figure 4.16(a), qui n’apparaissent
pas dans les deux autres figures. Ces discontinuite´s sont engendre´es par les erreurs d’estimation de
la me´thode base´e sur l’intensite´. Un zoom sur ces re´gions est donne´ par la figure 4.17.
4.5.1.2 Mode`le e´lastique
Nous observons maintenant les re´sultats obtenus pour la de´formation e´lastique sur ce jeu d’images.
Nous pre´sentons d’abord le champ de de´formation re´el et celui estime´, sur 128 tirages de bruit, par
l’approche base´e sur la phase spatiale du 2D IAS dans les figures 4.18 et 4.19 pour un SNR de 30
dB. Les deux autres approches ont un comportement similaire pour toute valeur du SNR.
Bien que l’estimateur conserve l’allure de la de´formation, la figure 4.19 montre que le champ de
de´placement estime´ ne correspond pas strictement a` un tournoiement. En effet, l’algorithme peut
conserver une certaine cohe´rence entre les points de controˆle voisins mais il ne de´crit pas explicite-
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(a) (b) (c)
Figure 4.16 – Juxtaposition des images par RM de´forme´es par les vrais parame`tres (quadrants
supe´rieur gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et
infe´rieur gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig.
4.16(a)), sur la phase spatiale du MS (Fig. 4.16(b)) ou sur la phase du 2D IAS (Fig. 4.16(c)). Les deux
rectangles jaunes montrent deux re´gions de la figure 4.16(a) ou` l’on peut observer des discontinuite´s.
(a) (b) (c)
Figure 4.17 – Zoom sur le cadre gauche. Les discontinuite´s apparaissent au niveau du cercle jaune
pour l’intensite´ dans la figure 4.17(a), mais pas pour les phases issues du MS (Fig. 4.17(b)) ou du
2D IAS (Fig. 4.17(c)).
Figure 4.18 – Champ dense de de´formation re´el, exprime´ en pixels.
ment le vrai mode`le de de´formation impose´. Ainsi, meˆme s’il est capable de retrouver une de´formation
proche, le maillage de´forme´ par l’algorithme ne correspond pas strictement a` un tournoiement.
Les figures 4.20, 4.21 et 4.22 pre´sentent l’allure de ces erreurs selon le champ de de´placement
moyen pour un SNR de 30 dB.
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Figure 4.19 – Champ dense de de´formation estime´ sur le premier jeu d’images, en moyenne sur 128
tirages de bruit de SNR de 30 dB, par la me´thode base´e sur le 2D IAS, exprime´ en pixels.
Figure 4.20 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
Figure 4.21 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Comme nous le disions plus toˆt, le mode`le de de´formation estime´ n’e´tant pas strictement celui
impose´ a` l’image flottante, les points de controˆle du maillage ne suivent pas totalement ce mode`le
de tournoiement.
La table 4.4 comple`te les figures pre´ce´dentes en donnant les valeurs du minimum, du maximum,
de la moyenne et de l’e´cart-type sur tout le champ de de´formation pour un SNR de 30 dB.
Cette table montre e´galement que le gain de la phase spatiale est faible en moyenne dans la
direction axiale, mais est plus inte´ressant dans la direction late´rale.
Nous montrons enfin, comme pour le mode`le affine, une juxtaposition des images de´forme´es avec
la de´formation re´elle avec les images de´forme´es selon les estimation des trois approches dans la figure
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Figure 4.22 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.
Intensite´ MS 2D IAS
mx1 2.7× 10−5 5.2× 10−5 2.8× 10−5
Mx1 30.96 29.62 27.19
µx1 9.69 9.37 9.45
σx1 4.95 4.46 4.41
mx2 2× 10−6 2.4× 10−5 9× 10−6
Mx2 29.48 20.57 21.31
µx2 7.2 5.94 6.12
σx2 4.95 4.46 4.41
Table 4.4 – Erreur absolue en pixels, moyenne sur tout le champ de de´placement et sur les 128
tirages de bruit, obtenues pour les approches base´es sur l’intensite´, la phase spatiale issue du MS et
celle extraite du 2D IAS pour un SNR de 30 dB.
4.23.
(a) (b) (c)
Figure 4.23 – Juxtaposition des images par RM de´forme´es par les vrais parame`tres (quadrants
supe´rieur gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et
infe´rieur gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig.
4.23(a)), sur la phase spatiale du MS (Fig. 4.23(b)) ou sur la phase du 2D IAS (Fig. 4.23(c)). Les
rectangles jaunes montrent les re´gions ou` l’on peut observer des discontinuite´s.
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Les trois images pre´sentent des discontinuite´s. Cependant, ces dernie`res sont plus marque´es par
le recalage base´ sur l’intensite´ que par les recalages base´s sur les phases spatiales. La figure 4.24 est
un zoom sur la zone repre´sente´e par le rectangle le plus a` gauche dans les images de la figure 4.23.
(a) (b) (c)
Figure 4.24 – Zoom sur le cadre gauche. On observe que des discontinuite´s apparaissent pour
l’intensite´ dans la figure 4.24(a), ainsi que pour les phases issues du MS (Fig. 4.24(b)) et du 2D IAS
(Fig. 4.24(c)).
4.5.2 Re´sultats pour le deuxie`me jeu d’images
4.5.2.1 Mode`le affine
Nous pre´sentons maintenant les re´sultats obtenus pour le second jeu d’images. Comme pour le
jeu d’images pre´ce´dent, nous pre´sentons les estimations de chaque parame`tre par les figures 4.25 et
4.26.
La figure 4.25 montre que seul P12 est mieux estime´ par l’intensite´ que par l’usage de la phase
spatiale. Les re´sultats sont cependant plus mitige´s que pour le jeu d’images pre´ce´dentes, notamment
pour l’estimation des translations comme on peut le voir dans la figure 4.26. Par rapport au premier
jeu de donne´es, les translations late´rales ne sont plus aussi bien estime´es par les me´thodes base´es sur
la phase de signaux hypercomplexes vis-a`-vis des re´sultats fournis par l’intensite´. Les MSE, donne´es
en pour cent pour chaque parame`tre, sont pre´sente´es dans la table 4.5 pour un SNR de 30 dB.
MSEP11 MSEP12 MSEP21 MSEP22 MSEP31 MSEP32
Intensite´ 10.27 191.63 175.82 3.8 633.86 222.93
ϕMS 8.9133 184.17 198.82 4.14 234.52 24.08
ϕ2DIAS 9.02 190.11 200.39 4.14 138.66 74.77
Table 4.5 – MSE (en %) sur les parame`tres affines pour un SNR de 30 dB.
Cette table offre une vision plus pre´cise du comportement des courbes dans les figures pre´ce´dentes.
En effet, bien que les valeurs de la MSE soient proches pour les trois me´thodes, on peut noter qu’elles
restent plus faibles pour les me´thodes base´es sur la phase spatiale, meˆme pour les translations, axiale
comme late´rale. En revanche, elles fournissent une MSE plus importante pour P21 et P22, comme
pour le jeu d’image pre´ce´dent. Cela montre que malgre´ l’estimation des translations, l’intensite´ a
plus de facilite´ a` estimer le de´placement axial que late´ral alors que l’usage de la phase spatiale fournit
de meilleures estimations dans la direction late´rale.
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Figure 4.25 – Estimation moyenne sur 128 tirages des parame`tres P11, P12, P21 et P22 pour un SNR
variant de 5 a` 45 dB.
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Figure 4.26 – Estimation moyenne sur 128 tirages des parame`tres de translation P31 a` P32 pour un
SNR variant de 5 a` 45 dB.
Nous montrons maintenant les re´percussions de ces erreurs sur le champ de de´formation, en
pre´sentant les erreurs absolues obtenues, en moyenne sur les 128 tirages de bruit, pour l’estimation
base´e sur l’intensite´ (Fig. 4.27), la phase spatiale issue du signal monoge`ne (Fig. 4.28) et celle issue
du signal analytique isotrope 2D (Fig. 4.29).
Ces figures sont comple´te´es par la table 4.6, qui donne les valeurs du minimum, du maximum,
de la moyenne et de l’e´cart-type de ces champs.
Ces re´sultats montrent une fois de plus qu’utiliser la phase spatiale, qu’elle soit extraite du signal
monoge`ne ou du signal analytique isotrope 2D, re´duit de manie`re significative ces crite`res dans les
deux directions. Il faut toutefois nuancer ce constat en observant que l’e´cart-type dans la direction
axiale est le´ge`rement plus e´leve´ pour le signal monoge`ne que pour l’intensite´.
Ces erreurs sont pourtant plus importantes que pour le jeu d’images pre´ce´dent. Les zones uni-
formes et la simplicite´ de l’image, constitue´e de seulement quatre formes ge´ome´triques, sont res-
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Figure 4.27 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
Figure 4.28 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Figure 4.29 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.
ponsables de cela. Ces erreurs sont visibles dans la figure 4.30, ou` des discontinuite´s apparaissent
pour les trois de´formations. Ces discontinuite´s se situent notamment autour du cercle pour les trois
me´thodes. Les zones de discontinuite´s sont repre´sente´es par des rectangles jaunes dans cette figure.
La figure 4.31 montre un zoom sur la re´gion repre´sente´e en pointille´s dans les images de la figure
4.30 et met en avant les discontinuite´s obtenues au niveau du cercle pour les trois me´thodes.
4.5.2.2 Mode`le e´lastique
Nous pre´sentons d’abord le champ de de´formation re´el et celui estime´, sur 128 tirages de bruit,
par l’approche base´e sur la phase spatiale du 2D IAS dans les figures 4.32 et 4.33 pour un SNR de 30
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Intensite´ MS 2D IAS
mx1 1.15 9× 10−6 3× 10−6
Mx1 2.38 1.48 1.01
µx1 1.76 0.49 0.36
σx1 0.32 0.34 0.23
mx2 6× 10−6 1× 10−6 2× 10−6
Mx2 7.62 2.87 3.26
µx2 2.56 0.97 1.19
σx2 1.77 0.68 0.84
Table 4.6 – Minimum, maximum, moyenne et e´cart-type sur l’ensemble du champ de de´placement
de l’erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du recalage base´
sur les trois approches pour un SNR de 30 dB.
(a) (b) (c)
Figure 4.30 – Juxtaposition des images par RM de´forme´es par les vrais parame`tres (quadrants
supe´rieur gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et
infe´rieur gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig.
4.30(a)), sur la phase spatiale du MS (Fig. 4.30(b)) ou sur la phase du 2D IAS (Fig. 4.30(c)). Les
rectangles jaunes montrent des discontinuite´s.
(a) (b) (c)
Figure 4.31 – Zoom sur le cadre en pointille´s dans les images de la figure 4.30 pour les estimations
obtenues a` partir de l’intensite´ (Fig. 4.31(a)), de la phase spatiale du MS (Fig. 4.31(b)) et la phase
spatiale du 2D IAS (Fig. 4.31(c)). Le cercle jaune met en e´vidence les discontinuite´s.
dB. Comme pour le premier jeu d’images, les deux autres approches ont un comportement similaire
pour toute valeur du SNR.
Ici encore, l’estimateur conserve l’allure de la de´formation mais on peut observer dans la figure
4.33 que le champ de de´placement estime´ ne correspond pas strictement a` un tournoiement. Comme
pre´ce´demment, le maillage de´forme´ par l’algorithme ne correspond pas strictement a` ce type de
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Figure 4.32 – Champ dense de de´formation re´el, exprime´ en pixels.
Figure 4.33 – Champ dense de de´formation estime´ sur le deuxie`me jeu d’images, en moyenne sur
128 tirages de bruit de SNR de 30 dB, par la me´thode base´e sur le 2D IAS, exprime´ en pixels.
de´formation. La diffe´rence entre les champs de de´placement est toutefois plus importante que pour
le premier jeu d’images. Cela s’explique par la nature meˆme de l’image. Ne contenant que quelques
formes ge´ome´triques et des re´gions homoge`nes, il est difficile aux algorithmes de de´finir pre´cise´ment
la position d’un point de controˆle. De plus, la relation entre les intensite´s est plus directe que la
valeur des phases, qui est moins homoge`ne que l’image elle-meˆme (voir Fig. 4.7). On peut donc
s’inte´roger sur la pertinance de cette image, dont le contenu semble trop simple.
Comme pour le jeu d’images pre´ce´dent, nous pre´sentons les erreurs obtenues sur les champs
denses de de´placement pour l’intensite´ (Fig. 4.34), le MS (Fig. 4.35) et le 2D IAS (Fig. 4.35).
Figure 4.34 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
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Figure 4.35 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Figure 4.36 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.
Comme pour le premier jeu d’images, le motif des erreurs montre que le maillage ne suit pas
parfaitement l’allure d’un mode`le de tournoiement.
La table 4.7 donne le minimum, le maximum, la moyenne et l’e´cart-type sur le champ dense de
de´formation pour un SNR de 30 dB en moyenne sur 128 tirages de bruit.
Intensite´ MS 2D IAS
mx1 1× 10−6 4× 10−6 1.05× 10−4
Mx1 36.29 42.05 41.99
µx1 8.54 8.99 9.07
σx1 8.76 8.62 8.64
mx2 1.23× 10−4 1.68× 10−4 1.11× 10−4
Mx2 33.87 36.53 36.39
µx2 14.02 13.62 14.06
σx2 8.76 8.62 8.64
Table 4.7 – Erreur absolue en pixels, moyenne sur tout le champ de de´placement et sur les 128
tirages de bruit, obtenues pour les approches base´es sur l’intensite´, la phase spatiale issue du MS et
celle extraite du 2D IAS pour un SNR de 30 dB.
On observe que la distinction entre les approches base´es sur la phase spatiale et celles base´es sur
l’intensite´ est moins marque´e que pour le jeu d’images pre´ce´dent, comme pour le mode`le affine. En
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effet, l’erreur moyenne et l’e´cart-type obtenus par les me´thodes utilisant la phase spatiale sont un
peu plus e´leve´s que celle base´e sur l’intensite´ a` cause de la nature de l’image et de la diffe´rence de
mode`le de de´formation.
Enfin, nous montrons les images de´forme´es avec la de´formation re´elle juxtapose´es avec les images
ayant subi la de´formation estime´e pour l’intensite´ (Fig. 4.37(a)), le MS (Fig. 4.37(b)) et le 2D IAS
(Fig. 4.37(c)).
(a) (b) (c)
Figure 4.37 – Juxtaposition des images flottantes de´forme´es par les vrais parame`tres (quadrants
supe´rieur gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et
infe´rieur gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig.
4.30(a)), sur la phase spatiale du MS (Fig. 4.30(b)) ou sur la phase du 2D IAS (Fig. 4.30(c)). Les
rectangles jaunes montrent des re´gions ou` l’on peut observer des discontinuite´s.
Les conse´quences des erreurs, plus importantes que pour le jeu d’images pre´ce´dent, se font clai-
rement voir ici : les discontinuite´s sont bien plus significatives. On remarque cela notamment sur le
rectangle blanc, pour lequel un zoom sur la zone de discontinuite´ est pre´sente´ dans la figure 4.38.
(a) (b) (c)
Figure 4.38 – Zoom sur la zone de discontinuite´ du rectangle gris clair de la figure 4.37. Les
discontinuite´s apparaissent pour l’intensite´ dans la figure 4.38(a) ainsi que pour les phases issues du
MS (Fig. 4.38(b)) et du 2D IAS (Fig. 4.38(c)).
4.5.3 Re´sultats pour le troisie`me jeu d’images
4.5.3.1 Mode`le affine
Nous pre´sentons maintenant les re´sultats obtenus pour le troisie`me jeu d’images. Nous com-
menc¸ons par pre´senter l’estimation des parame`tres en fonction d’un SNR variant de 5 a` 45 dB avec
les figures 4.39 et 4.40.
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Figure 4.39 – Estimation moyenne sur 128 tirages des parame`tres P11, P12, P21 et P22 pour un SNR
variant de 5 a` 45 dB.
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Figure 4.40 – Estimation moyenne sur 128 tirages des parame`tres de translation P31 a` P32 pour un
SNR variant de 5 a` 45 dB.
Ces figures montrent que les trois me´thodes semblent estimer le de´placement avec une pre´cision
assez similaire a` partir d’un SNR de 20 dB. Cependant, les approches base´es sur la phase spatiale
sont mises en de´faut pour un SNR infe´rieur a` cette valeur. Les variations d’intensite´, parfois fortes
dans certaines re´gions, engendrent une mauvaise repre´sentation des structures dans l’image de phase.
C’est le cas par exemple pour le rectangle vertical de gauche dans l’image 4.8(d) ou` le cercle situe´
a` sa droite a une influence sur la phase dans le rectangle. D’un autre coˆte´, le bon comportement
de l’intensite´ montre la pertinence de l’information mutuelle lorsque les intensite´s des pixels ne
correspondent pas entre les deux images. L’usage de la phase spatiale n’est cependant pas de´nue´
d’inte´reˆt lorsque l’on observe la valeur de la MSE pour un SNR de 30 dB, qui est pre´sente´e dans la
table 4.8.
On constate en effet que bien que proches, les parame`tres P21, P22, et surtout P31 et P32 ont une
MSE plus faible graˆce a` la phase. On peut souligner qu’une fois de plus, l’usage du signal analytique
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isotrope 2D re´duit davantage l’erreur d’estimation de translation axiale alors que le signal monoge`ne
re´duit l’erreur d’estimation de translation late´rale.
MSEP11 MSEP12 MSEP21 MSEP22 MSEP31 MSEP32
Intensite´ 10.58 190.12 195.48 4.95 418.41 321.47
ϕMS 10.41 203.25 186.9 4.72 117.3 311.29
ϕ2DIAS 11.2 228.02 186.22 4.71 337.9 143.43
Table 4.8 – MSE (en %) sur les parame`tres affines pour un SNR de 30 dB.
Nous montrons maintenant l’influence de ces erreurs sur les de´formations en chaque pixel, en
pre´sentant les erreurs de champ de de´formation obtenues pour les me´thodes base´es sur l’intensite´
(Fig. 4.41), la phase spatiale du signal monoge`ne (Fig. 4.42) et la phase spatiale du signal analytique
isotrope 2D (Fig. 4.43).
Figure 4.41 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
Figure 4.42 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Comme pour les jeux d’images pre´ce´dents, nous comple´tons ces figures par la table 4.9, qui
pre´sente le minimum, le maximum, la moyenne et l’e´cart-type de ces erreurs.
A` l’instar des jeux d’images pre´ce´dents, nous montrons la re´percussion de ces erreurs sur la
de´formation des images avec la figure 4.44, qui repre´sente la juxtaposition de l’image par RM ayant
subi la de´formation re´elle et estime´e par les trois approches. Les discontinuite´s, mises en e´vidence
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Figure 4.43 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.
Intensite´ MS 2D IAS
mx1 1.6× 10−5 3× 10−6 1.1× 10−5
Mx1 4.19 6.09 8.63
µx1 2.03 2.28 3.02
σx1 1.17 1.58 2.01
mx2 6× 10−6 2.4× 10−5 8× 10−6
Mx2 7.09 6.05 8.71
µx2 2.51 2.09 3.21
σx2 1.75 1.43 2.12
Table 4.9 – Minimum, maximum, moyenne et e´cart-type sur l’ensemble du champ de de´placement
de l’erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du recalage base´
sur les trois me´thodes pour un SNR de 30 dB.
par des rectangles jaunes sont encore une fois plus nombreuses pour le recalage via l’intensite´ que
pour les me´thodes base´es sur la phase spatiale.
(a) (b) (c)
Figure 4.44 – Juxtaposition des IRM de´forme´es par les vrais parame`tres (quadrants supe´rieur
gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et infe´rieur
gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig. 4.44(a),
sur la phase spatiale du MS (Fig. 4.44(b)) ou sur la phase du 2D IAS (Fig. 4.44(c)). Les rectangles
jaunes montrent des re´gions ou` l’on peut observer des discontinuite´s.
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Un zoom sur une des discontinuite´s est pre´sente´ dans la figure 4.45.
(a) (b) (c)
Figure 4.45 – Zoom sur le bas du rectangle central dans les images de la figure 4.44 pour les
estimations obtenues a` partir de l’intensite´ (Fig. 4.45(a)), de la phase spatiale du MS (Fig. 4.45(b))
et la phase spatiale du 2D IAS (Fig. 4.45(c)).
4.5.3.2 Mode`le e´lastique
Comme pour les images pre´ce´dentes, nous commenc¸ons par pre´senter le champ de de´formation
re´el et celui estime´, sur 128 tirages de bruit, par l’approche base´e sur la phase spatiale du 2D IAS
dans les figures 4.46 et 4.47 pour un SNR de 30 dB. Pour ce jeu d’images e´galement, les deux autres
approches ont un comportement similaire pour toute valeur du SNR.
Figure 4.46 – Champ dense de de´formation re´el, exprime´ en pixels.
Figure 4.47 – Champ dense de de´formation estime´ sur le troisie`me jeu d’images, en moyenne sur
128 tirages de bruit de SNR de 30 dB, par la me´thode base´e sur le 2D IAS, exprime´ en pixels.
Une fois de plus, la figure 4.47 montre que le champ de de´placement estime´ ne correspond pas
strictement a` un tournoiement. Comme pour le deuxie`me jeu d’images, ceci est duˆ a` la nature des
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images, qui ne posse`dent que des formes ge´ome´triques sur un fond uni occupant une proportion
importante de l’image, ainsi que la diffe´rence de mode`le de de´formation font que le maillage de´forme´
par l’algorithme ne correspond pas strictement a` ce type de de´formation.
Nous pre´sentons les erreurs sur les champs de de´formation obtenues par l’approche base´e sur
l’intensite´ (Fig. 4.48), le MS (Fig. 4.49) et le 2D IAS (Fig. 4.50), en moyenne pour un SNR de 30
dB.
Figure 4.48 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur l’intensite´ des pixels pour un SNR de 30 dB.
Figure 4.49 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du signal monoge`ne pour un SNR de 30 dB.
Figure 4.50 – Erreur absolue (en pixels) sur tout le champ de de´placement, de l’estimation du
recalage base´ sur la phase spatiale du 2D IAS pour un SNR de 30 dB.




La table 4.10 pre´sente, pour un SNR de 30 dB, le minimum, le maximum, la moyenne et l’e´cart-
type sur le champ dense de de´formation, en moyenne sur 128 tirages de bruit.
Intensite´ MS 2D IAS
mx1 8.5× 10−5 8.9× 10−5 3.96× 10−4
Mx1 29.54 31.79 33.54
µx1 11.81 12.19 12.69
σx1 8.12 8.18 8.89
mx2 1.86× 10−4 0 1.69× 10−4
Mx2 33.39 46.54 47.35
µx2 11.92 11.97 11.98
σx2 8.12 8.17 8.89
Table 4.10 – Erreur absolue en pixels, moyenne sur tout le champ de de´placement et sur les 128
tirages de bruit, obtenues pour les approches base´es sur l’intensite´, la phase spatiale issue du MS et
celle extraite du 2D IAS pour un SNR de 30 dB.
Une fois de plus, on peut se poser la question quant a` la pertinence de l’image. Bien qu’elle soit
plus complexe que celle utilise´e pour le deuxie`me jeu d’images, le fond homoge`ne en particulier, qui
occupe une proportion importante de l’image, n’apparaˆıt pas homoge`ne dans les images de phases.
L’information mutuelle, bien qu’adapte´e a` ce genre de cas, rencontre toutefois plus de difficulte´s a`
estimer une de´formation lorsque les correspondances de niveaux de gris ne sont pas directes.
Comme nous l’avons fait pour les jeux d’images pre´ce´dents, nous pre´sentons la juxtaposition des
images de´forme´es avec la transformation re´elle et les transformations estime´es par l’approche base´e
sur l’intensite´ (Fig. 4.51(a)), le MS (Fig. 4.51(b)) et le 2D IAS (Fig. 4.51(c)) obtenues en moyenne
pour un SNR de 30 dB.
(a) (b) (c)
Figure 4.51 – Juxtaposition des images flottantes de´forme´es par les vrais parame`tres (quadrants
supe´rieur gauche et infe´rieur droit) et par les parame`tres estime´s (quadrants supe´rieur droit et
infe´rieur gauche). Les parame`tres sont estime´s par le recalage base´ sur l’intensite´ des pixels (Fig.
4.51(a)), sur la phase spatiale du MS (Fig. 4.51(b)) ou sur la phase du 2D IAS (Fig. 4.51(c)). Le
deux rectangle jaune montre une re´gion de la ou` l’on peut observer des discontinuite´s.
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Ici encore, des discontinuite´s apparaissent clairement pour les trois images. Un zoom sur le
rectangle jaune est donne´ dans la figure 4.52.
(a) (b) (c)
Figure 4.52 – Zoom sur les discontinuite´s apparaissent au niveau du cadre jaune de chaque image
de la figure 4.51 pour l’intensite´ dans la figure 4.52(a) et pour les phases issues du MS (Fig. 4.52(b))
ou du 2D IAS (Fig. 4.52(c)).
4.6 Conclusions
Ce chapitre de la the`se a e´te´ consacre´ au cadre du recalage multimodal RM-US. Pour cela, nous
avons conside´re´ les phases spatiales extraites des signaux monoge`ne et analytique isotrope 2D, que
nous avons incorpore´es dans un algorithme de recalage base´ sur l’information mutuelle. Pour ces
e´valuations, nous nous sommes place´s dans un cas controˆle´, ou` l’image ultrasonore e´tait obtenue par
simulation et ou` les de´formations, affine ou e´lastique, e´taient connues.
Deux grandes tendances sont ressorties de ces re´sultats : utiliser la phase spatiale permet d’ame´liorer
l’estimation de la de´formation dans la direction late´rale mais n’a pas d’influence pour la direction
axiale avec le premier jeu d’images, et l’utilisation de la phase spatiale montre des faiblesses pour
les jeux d’images 2 et 3. Il pourrait y avoir deux explications possibles : soit l’usage de la phase n’est
pertinent que lorsqu’il y a une correspondance directe entre les intensite´s des images a` recaler, ce
qui signifie qu’il vaut mieux utiliser l’intensite´ dans le calcul de l’information mutuelle lorsque cette
correspondance n’est plus e´vidente, soit les jeux d’images 2 et 3 sont trop simplistes et mettent en
de´faut la phase spatiale.
La premie`re hypothe`se est peu probable car elle entrerait en contradiction avec les avantages que
l’on peut tirer a` la fois de l’information mutuelle, qui est une mesure adapte´e au recalage multimodal,
et de la phase spatiale, qui permet de s’abstraire de l’e´nergie des images. La seconde hypothe`se nous
paraˆıt plus cohe´rente car nous avons vu en pre´sentant les images et leurs phases que pour une zone
homoge`ne, la phase variait en fonction des contours dans une re´gion donne´e. L’information mutuelle,
qui a une valeur d’autant plus e´leve´e que la relation entre deux niveaux de gris est de´terministe,
sera donc plus discriminante dans le cas de l’intensite´, ou` les re´gions sont homoge`nes.
Cette e´tude pourrait donc eˆtre poursuivie, en utilisant d’autres jeux d’images dont le contenu est
plus proche de la re´alite´. Par exemple, il serait inte´ressant de valider la me´thode sur des images par
RM cliniques de la flore pelvienne issues de diffe´rentes ponde´rations (par exemple T1 et T2), pour
les utiliser soit pour la simulation d’images US (par exemple l’image par MR ponde´re´e T2), soit pour
158
4.6. CONCLUSIONS
le recalage (par exemple l’image par MR ponde´re´e T1). De plus, une limite majeure dans le recalage
multimodal RM–US est la pre´sence de speckle dans l’image e´chographique. Diverses me´thodes de
suppression du speckle ont e´te´ propose´es dans la litte´rature ces vingt dernie`res anne´es [Loupas et al.,
1989,Karaman et al., 1995,Kofidis et al., 1996,Zong et al., 1998,Hao et al., 1999,Coupe´ et al., 2009].
Il peut eˆtre inte´ressant de supprimer ce bruit inhe´rent aux images ultrasonores pour ame´liorer la
qualite´ du recalage. Nous avons commence´ a` e´tudier l’impact de tels traitements mais la qualite´
de l’estimation souffrait d’une perte de re´solution spatiale engendre´e par les techniques que nous
avons teste´es. Une perspective supple´mentaire serait donc d’approfondir ces travaux afin de de´finir
un algorithme de despeckling adapte´ qui permettrait de faciliter le recalage entre images par MR et
US tout en conservant une re´solution spatiale acceptable.
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Chapitre 5
Estimation du mouvement 2D a` partir
du signal monoge`ne : Application au
prolapsus ge´nito-urinaire
5.1 Contexte me´dical et enjeux cliniques
5.1.1 Contexte me´dical
Nous reprenons dans ce chapitre les me´thodes 2D de mise en correspondance de blocs et d’esti-
mation de flux optique local base´e sur le signal monoge`ne, que nous avons e´tudie´es dans le chapitre
3. Nous appliquons ces me´thodes sur des se´quences ultrasonores in vivo du pelvis. Ce dernier, que
l’on appelle e´galement petit bassin, se situe sous l’abdomen, formant un cadre osseux en forme d’en-
tonnoir. Chez la femme, trois compartiments diffe´rents se distinguent dans cette re´gion anatomique :
ante´rieur, moyen et poste´rieur. Chacune de ces re´gions est pre´sente´e dans la figure 5.1.
Figure 5.1 – Coupe sagittale des compartiments pelviens.
Le compartiment ante´rieur, qui contient la vessie et l’ure`tre, constitue la filie`re urinaire. Le
compartiment moyen constitue le syste`me ge´nital de la femme, avec l’ute´rus et le vagin. Enfin, la
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filie`re ano-rectale correspond au compartiment poste´rieur, constitue´ du rectum et de l’anus. Les
fonctions des organes de cette re´gion sont cruciales : contenance et miction pour le syste`me urinaire,
contenance anale et exone´ration pour le syste`me ano-rectal et la sexualite´ et la procre´ation pour le
syste`me ge´nital. De par leur position anatomique, ces organes sont les plus expose´s aux variations
de pression intra-abdominale. Des muscles e´le´vateurs et des moyens de fixations constitue´s par les
ligaments visce´raux et des membranes fibro-e´lastiques, appele´es  fascias , leur permettent de
mieux re´sister a` ces pressions.
5.1.2 Enjeux cliniques
Lors de la me´nopause, une carence hormonale entraˆıne un affaiblissement des fascias. De plus, des
traumatismes obste´tricaux tels que les accouchements par forceps ou les macrosomes (fœtus de plus
de 4 kg) sont responsables de le´sions sur les muscles e´le´vateurs de l’anus. Ces traumatismes peuvent
e´galement survenir suite a` des me´canismes de de´nervation observe´s chez certaines patientes atteintes
de paraple´gie. Surpoids, constipation et grossesses multiples peuvent e´galement eˆtre la cause d’aug-
mentation chronique de la pression intra-abdominale. Tous ces phe´nome`nes peuvent eˆtre a` l’origine
d’une de´faillance du syste`me de fixation des organes pelviens, ce qui engendre une modification
de leur positionnement, a` l’effort ou au repos, correspondant a` une descente au travers de l’orifice
vulvo-vaginal. Les conse´quences de cette de´faillance peuvent avoir des re´percussions physiques et
psychologiques importantes. Elles peuvent eˆtre de nature fonctionnelle (incontinence, mauvaise vi-
dange ve´sicale, difficulte´ d’exone´ration) ou organique (geˆne ou douleur pelvienne, sensation de boule
dans le vagin, ulce´ration des organes prolabe´s responsables de saignements).
Ces troubles affectent majoritairement les femmes me´naupose´es, avec une incidence maximale
a` 60 ans. La proportion de femmes souffrant d’un prolapsus – plus connu sous le nom de descente
d’organes – ne´cessitant une chirurgie est estime´e a` 11% de la population ge´ne´rale. Ce taux devrait
augmenter avec le vieillisement croissant de la population [Ghroubi et al., 2008,Kapoor et al., 2009].
Par conse´quent, le traitement est le plus souvent chirurgical. Cependant, une prise en charge me´dicale
pre´alable peut retarder l’e´che´ance de l’ope´ration, avec une re´e´ducation ou un traitement hormonal
trophique.
L’objectif du bilan pre´-ope´ratoire est principalement de recueillir la geˆne ressentie par la pa-
tiente et de la mettre en paralle`le avec les de´gaˆts anatomiques. Ces derniers sont retrouve´s par une
quantification qui repose en premier lieu sur un examen clinique. Divers scores permettent une telle
quantification mais le plus re´pandu est le Pelvic Organ Prolapse Quantification (POP-Q). Cette
approche permet de classer le prolapsus selon 5 stades de gravite´ croissante : de l’examen normal
pour le stade 0, au prolapsus exte´riorise´ complet pour le stade IV. Il n’en reste pas moins un score
controverse´ par une partie importante de la communaute´ me´dicale, qui lui reproche son impre´cision




5.2 Modalite´s d’imagerie utilise´es pour le prolapsus ge´nito-urinaire
5.2.1 L’Imagerie par Re´sonance Magne´tique (IRM)
L’examen clinique se re´ve`le parfois insuffisant pour expliquer la geˆne ressentie ou pour de´terminer
avec exactitude le stade atteint par les anomalies anatomiques. C’est pourquoi l’imagerie par re´sonance
magne´tique (IRM) pelvienne dynamique peut eˆtre prescrite en comple´ment. Elle comprend des ac-
quisitions, au repos et a` l’effort, de pousse´e maximale chez une patiente installe´e en de´cubitus dorsal,
c’est-a`-dire allonge´e sur le dos. L’importance de la descente est appre´cie´e quantitativement selon plu-
sieurs lignes de re´fe´rence et une visualisation directe des organes concerne´s permet une meilleure
approche qualitative que celle de l’examen clinique. Malgre´ cela, le couˆt et la faible disponibilite´ des
appareils d’acquisition constituent les principales limites de l’IRM qui re´fre`nent son expansion.
5.2.2 L’Imagerie Ultrasonore
L’e´chographie est l’un des e´le´ments cle´ de la prise en charge en gyne´cologie. Dans ce domaine,
elle s’effectue ge´ne´ralement par voie endovaginale a` l’aide de sondes 2D. Elle permet une bonne ex-
pertise ute´rine et ovarienne, ouvrant le champ d’application aux troubles de la statique pelvienne, en
particulier pour les incontinences urinaires et anales. Dans le cadre du prolapsus, le champ d’explo-
ration est moins large pour une image ultrasonore (US) que pour une IRM mais posse`de l’avantage
d’acque´rir en temps re´el des se´quences dynamiques, permettant ainsi d’observer l’e´volution du pro-
lapsus au cours de l’effort de pousse´e et de re´pe´ter les acquisitions si ne´cessaire. Malgre´ les limitations
de cette modalite´, l’imagerie US paraˆıt eˆtre une bonne alternative a` l’IRM pelvienne dynamique dans
le bilan pre´-the´rapeutique des prolapsus pelviens. Bien qu’elle permette une appre´ciation qualitative
e´vidente, la quantification ne peut eˆtre aussi bien de´finie que lors de l’examen clinique. En plus de
ce facteur, un de ses principaux inconve´nients est qu’elle reste de´pendante de l’ope´rateur. Bien que
base´e sur un re´fe´rentiel bien de´termine´, l’appre´ciation du degre´ de la pathologie repose sur le choix
subjectif du groupe de pixels concerne´s. Ces pixels e´tant de´termine´s a` l’œil nu par le praticien, le
risque d’erreur est non ne´gligeable.
Il n’existe donc a` ce jour aucun outil permettant de quantifier automatiquement le de´place-
ment des organes pelviens. Le POP-Q constitue un standard qu’il serait inte´ressant d’automatiser et
d’e´tendre au bilan d’imagerie pre´-the´rapeutique dans ce contexte, afin de faciliter l’interpre´tation des
images au praticien. A` notre connaissance, nous sommes les premiers a` proposer, en collaboration
avec le centre hospitalier universitaire (CHU) de Rangueil (Toulouse), une automatisation de la
quantification du prolapsus ge´tnito-urinaire a` partir de l’imagerie US.
5.3 Proble´matique de l’application
Ce chapitre de la the`se constitue une e´tude pre´liminaire de faisabilite´ ou` nous conside´rons une
forme de mouvement suivant un mode`le parame´trique de mouvement. Ce travail a e´te´ fait en colla-
boration avec un me´decin, qui a apporte´ son e´clairage sur cette proble´matique. Nous avons combine´
les approches de mise en correspondance de blocs (BM) avec l’estimation de flux optique base´ sur la
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phase du signal monoge`ne. Ces me´thodes ont e´te´ pre´sente´es dans la partie 2.2.6 de l’e´tat de l’art et
e´value´e dans un cas controˆle´ dans le chapitre 3. Nous les utilisons ici sur des donne´es cliniques, sur
lesquelles nous avons choisi d’appliquer une mise en correspondance de blocs de´formables suivant un
mode`le biline´aire (BDBM pour Bilinear Deformable Block Matching). Cette technique nous permet
d’estimer a` l’aide des me´thodes pre´ce´dentes des de´formations plus complexes, et sera de´crite dans ce
chapitre. Graˆce aux estimations obtenues au fil de la se´quence, nous proposons e´galement un score
e´chographique, reposant sur des mesures objectives et automatise´es, permettant de quantifier les
troubles de la statique pelvienne du compartiment ante´rieur.
5.4 Me´thodes d’estimation du mouvement
5.4.1 Mode`les parame´triques de mouvement
Nous avons utilise´ dans cette partie un algorithme de mise en correspondance de blocs permet-
tant d’estimer un mode`le de transformations biline´aires appele´ Bilinear Deformable Block Matching
(BDBM). Ce mode`le a e´te´ valide´ sur simulation et fantoˆme, mais e´galement teste´ in vivo pour des
images e´chographiques de la thyro¨ıde, dans le cadre de l’e´lastographie US [Basarab et al., 2008].
Le principe de cette technique ne re´side plus a` estimer le mouvement directement a` partir d’une
re´gion d’inte´reˆt (ROI) mais plutoˆt a` estimer des translations a` partir de quatre blocs, centre´s sur
les coins C1 a` C4 de la ROI. Il est donc possible de de´terminer la nouvelle position de chaque coin
Ci, i = {1, 2, 3, 4}, pour ensuite calculer les parame`tres du mode`le biline´aire et ainsi calculer la
de´formation locale de la ROI [Basarab, 2008, chapitre 3]. Le principe de BDBM est illustre´ par la
figure 5.2
Figure 5.2 – De´formation de la ROI a` partir des translations des coins C1 a` C4.
5.4.2 Approche multi-grille
Il est naturel de penser que plus l’estimation des de´placements des coins Ci est pre´cise, plus l’esti-
mation des parame`tres du mode`le de de´formation biline´aire de la ROI sera bonne. Sans interpolation,
l’estimation des coins de la ROI serait de l’ordre du pixel, c’est pourquoi [Basarab et al., 2007] ont
propose´ une technique ite´rative de raffinement multi-grille. Dans le chapitre 4, il e´tait question
d’estimer des de´formations potentiellement importantes. L’approche multi-e´chelle consistait donc a`
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estimer des de´placements grossiers sur des images de´cime´es, pour terminer sur leur re´solution ini-
tiale. Ici au contraire, on souhaite estimer des de´placements de l’ordre de quelques pixels seulement
et parvenir a` une estimation subpixellique. C’est pourquoi a` chaque ite´ration de l’algorithme, une
interpolation biline´aire est applique´e a` l’image pour obtenir une estimation des translations de plus
en plus fine.
Le raffinement des grilles augmente quadratiquement le nombre d’e´chantillons au fil des ite´rations.
Cela implique une plus grande quantite´ de donne´es a` traiter, et par conse´quent, un nombre plus im-
portant de coefficients de corre´lation a` chaque ite´ration. Afin de ne pas trop augmenter la complexite´
de l’algorithme a` chaque raffinement, la taille du bloc recherche´ en termes de pixels n’est pas change´e
d’une ite´ration a` l’autre. D’autre part, la zone de recherche a la meˆme re´solution initiale que la ROI.
De cette manie`re, la complexite´ du calcul d’un coefficient de corre´lation entre le bloc recherche´ avec
un candidat potentiel ne varie pas d’une ite´ration a` l’autre, puisque le nombre de pixels pris en
compte reste inchange´. Seul le nombre de blocs candidats augmente, car le de´calage entre chacun de
ces blocs candidats est de plus en plus fin au fil des ite´rations.
5.4.3 Estimation du champ dense de mouvement
Estimer les parame`tres du mode`le biline´aire permet de de´finir le de´placement du nœud de la ROI.
Il est cependant souhaitable d’obtenir un champ dense de de´placement, pour connaˆıtre le de´calage
de chaque pixel de l’image.
Dans le cas du BDBM, les images sont de´coupe´es en grilles re´gulie`res, ou` chaque nœud ni est
le centre d’une ROI. La taille d’une ROI est plus grande que l’e´cart entre deux nœuds, ce qui im-
plique un chevauchement d’une partie d’une ROI sur les ROI voisines, comme le montre la figure 5.3.
Figure 5.3 – Chevauchement de quatre re´gions d’inte´reˆt centre´es sur des nœuds adjacents dans le
maillage.
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Une zone de l’image peut donc appartenir au maximum a` quatre re´gions d’inte´reˆt diffe´rentes.
Le de´placement d’une telle zone est donc estime´ jusqu’a` quatre fois. Dans ce cas, le de´placement
assigne´ au centre A de cette zone correspond a` la moyenne de ces diffe´rentes estimations. Il est
toutefois possible qu’une des estimations ait une valeur e´loigne´e des autres. Pour e´viter que cette
valeur aberrante n’alte`re le re´sultat, on calcule non seulement la moyenne µ, mais aussi l’e´cart-
type σ des quatre estimations dans les deux directions. La valeur que l’on affectera a` la zone de
chevauchement correspondra a` la moyenne des valeurs se trouvant dans l’intervalle [µ− σ, µ+ σ].
Le vecteur de´placement des autres pixels est simplement calcule´ par interpolation biline´aire a` partir
de ces vecteurs de´placements.
5.4.4 Approche BDBM base´e sur le signal monoge`ne
Nous avons propose´ pour cette application de remplacer l’approche classique de block matching
par l’estimation du flux optique base´ sur le vecteur phase issu du signal monoge`ne, propose´ par [Fels-
berg, 2004], pour estimer les translations des coins de la ROI courante. Cette nouvelle me´thode,
nomme´e monoBDBM, reprend les diffe´rentes e´tapes de l’approche classique de BDBM et peut eˆtre
de´crite par l’algorithme 3.
Algorithme 3 : Algorithme monoBDBM.
Donne´es : Couple d’images I1 = I(x, t) et I2 = I(x, t+ 1)
Re´sultat : Champ dense de l’estimation entre I1 et I2
1 De´couper l’image I1 en grille re´gulie`re.
2 De´finir une re´gion d’inte´reˆt autour de chaque nœud.
3 Calculer le signal monoge`ne correspondant a` chaque image.
4 Extraire les informations de vecteurs phase, d’orientation principale locale et de fre´quences
pour chacun de ces signaux.
5 Pour chaque nœud ni Faire
6 Estimer les translations des quatre coins de la ROI correspondant au nœud courant a`
l’aide des composantes du vecteur phase.
7 Calculer les huit parame`tres de mode`le biline´aire relatif a` la ROI courante.
8 Calculer le champ dense du mouvement en utilisant les mode`les biline´aires estime´s
localement pour chaque ROI.
9 Fin
Contrairement a` l’approche de BDBM classique, aucune interpolation n’est ne´cessaire pour at-
teindre une pre´cision subpixellique. Cela permet de re´duire les temps de calcul.
5.4.5 Estimations sur une se´quence de N images
Toutes les me´thodes de´crites jusqu’ici traitent d’estimation du mouvement entre deux images.
Pour estimer le de´placement sur une se´quence comple`te, deux strate´gies d’estimations sont utili-
sables : l’approche Lagrangienne et l’approche Eule´rienne.
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5.4.5.1 Approche Lagrangienne
Cette approche, illustre´e dans la figure 5.4, est base´e sur une estimation prenant la premie`re
image de la se´quence comme re´fe´rence. L’estimation se fait entre cette image de re´fe´rence et chaque
autre image de la se´quence. Toutefois, une initialisation tenant compte de l’estimation avec l’image
pre´ce´dente est effectue´e pour chaque image. Pour cela on compense d’abord le de´placement estime´
pre´ce´demment pour n’estimer que le de´placement re´siduel. Cela rend les estimations de´pendantes
les unes des autres. Il y a donc un risque de propagation de l’erreur d’estimation tout au long de
la se´quence, bien que cette dernie`re soit lisse´e graˆce a` l’utilisation de l’image de re´fe´rence constante
tout au long de la se´quence.
Figure 5.4 – Sche´ma de l’estimation du mouvement sur une se´quence d’images selon l’approche
Lagrangienne.
5.4.5.2 Approche Eule´rienne
Dans l’approche Eule´rienne, l’estimation se fait directement entre deux images successives. On
utilisera donc I(x, ti) et I(x, ti+1) pour estimer le de´placement dˆ(x, ti+1). Cela rend deux estimations
inde´pendantes l’une de l’autre, ce qui limite le risque de propagation d’erreur. La figure 5.5 illustre
une telle approche.
En imagerie US, l’intensite´ d’un pixel peut varier au cours de la se´quence. Cela peut mettre en
de´faut l’hypothe`se de conservation d’intensite´ du flux optique, surtout si les images sont espace´es dans
le temps. Si au contraire deux images sont acquises dans un intervalle de temps faible, l’intensite´
variera peu et l’hypothe`se de conservation d’e´nergie est mieux respecte´e. L’approche Eule´rienne
semble donc eˆtre plus adapte´e que l’approche Lagrangienne dans l’estimation du flux optique.
Il est toutefois possible de faire le lien entre les approches Lagrangienne et Eule´rienne. Pour cela,
les de´placements, estime´s de manie`re inde´pendante entre chaque paire d’images I(x, t) et I(x, t+ 1)
dans l’approche Eule´rienne, sont transforme´s de sorte a` mode´liser la transformation par rapport a` la
premie`re image I(x, t0) de la se´quence. Cela consiste simplement a` cumuler les de´placements estime´s
depuis le de´but de la se´quence. Le de´placement engendre´ pour une image acquise au temps t de la
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Figure 5.5 – Sche´ma de l’estimation du mouvement sur une se´quence d’images selon l’approche
Eule´rienne.










ou` dˆ′xi(x, tj) est la i
e composante du de´placement cumule´ d’un pixel le long de la se´quence. En
effet, un pixel de l’image acquise a` l’instant t ne sera pas a` la meˆme position a` l’instant t + 1. De
la meˆme manie`re, sa position e´tait diffe´rente au temps t − 1. Il faut donc prendre en compte cette
variation de coordonne´es pour cumuler les bonnes valeurs de de´placement :
dˆ′xi(x, t0) = dˆxi(x, t0),
dˆ′xi(x, tk) = dˆxi(x + dˆxi(x, tk−1), tk) + dˆxi(x, tk−1).
(5.2)
5.5 Images acquises
Notre protocole d’acquisition de donne´es e´chographiques a e´te´ propose´ a` l’inte´gralite´ des femmes
ne´cessitant une cure chirurgicale de prolapsus a` l’hoˆpital Paule de Viguier, CHU Purpan de Toulouse.
Trois femmes au total ont e´te´ incluses mais seules les donne´es e´chographiques de deux d’entre elles
ont e´te´ exploitables. Ces patientes ont donne´ leur consentement oral au terme d’une information
intelligible et de´taille´e de la part du praticien.
5.5.1 Examen clinique
5.5.2 Acquisition des images
Un e´chographe Voluson 8 (GE Ultrasound, Zipf, Autriche), a permis d’acque´rir les images, a` l’aide
d’une sonde abdominale 2D 4-8MHz. Les patientes e´taient installe´es en position gyne´cologique, ves-
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sie pleine. Pour des raisons d’hygie`ne, la sonde e´tait loge´e dans une housse plastique a` usage unique.
Cette housse a e´te´ pre´alablement remplie de gel ste´rile et un comple´ment de gel a e´te´ applique´ a` la
surface de la housse. La sonde e´tait ensuite positionne´e contre l’orifice vulvaire dans le plan sagittal,
sans ge´ne´rer de pression excessive sur le pe´rine´e, afin de ne pas geˆner la descente des organes.
Lors des premie`res images de la se´quence, les organes pelviens e´taient au repos afin d’apparaˆıtre
dans le champ d’exploration pour une coupe sagittale. La figure 5.6 pre´sente l’acquisition de ces
organes dans un tel plan pour des images a` la fin de la se´quence.
(a) (b)
Figure 5.6 – 5.6(a), Image e´chographique (coupe sagittale) des organes pelviens. 5.6(b), Segmen-
tation manuelle des organes d’inte´reˆt : B vessie, C col, U ute´rus, R rectum, V vagin et P symphyse
pubienne.
Une fois le plan d’acquisition trouve´, la patiente exerc¸ait un effort de pousse´e mode´re´ et continu,
ce qui provoquait la descente des organes. Les images obtenues au repos et au maximum de la
descente e´taient archive´es comme images de re´fe´rence et la se´quence dynamique a e´te´ enregistre´e
dans son inte´gralite´. Il e´tait possible d’acque´rir successivement plusieurs se´quences, en prenant soin
de retrouver tous les organes dans leur position initiale dans le champ d’acquisition.
5.5.3 Parame`tres de quantification du prolapsus
En plus des informations fournies directement par les estimateurs, nous avons extrait de nouveaux
parame`tres, spe´cifiques a` la quantification du prolapsus. Cette approche est directement inspire´e du
syste`me de mesure propose´ par le POP-Q. Nous avons calcule´ le de´placement d’un point situe´ sur la
face poste´rieure de la vessie (qui est elle-meˆme adjacente a` la paroi vaginale ante´rieure) par rapport
a` la ligne pubienne moyenne. Ce crite`re est illustre´ dans la figure 5.7.
La ligne pubienne moyenne y est mate´rialise´e par une ligne rouge alors que la ligne bleue montre
la distance du point choisi par rapport a` cette ligne. Cette distance est de -44.9923 pixels au repos
et de -9.4756 pixels au moment de l’effort maximum de pousse´e.
Ce de´placement exprime´ en pixels permettait d’obtenir, par analogie avec le POP-Q, la quanti-
fication suivante :
– Stade 0 quand le de´placement est nul.
169
CHAPITRE 5. PROLAPSUS GE´NITO-URINAIRE
Figure 5.7 – Distance (en bleu) entre un pixel de la face poste´rieure de la vessie et la ligne pubienne
moyenne (en rouge), mesure´e a` l’aide de la me´thode BDBM. Ses valeurs sont de -44.9923 pixels pour
la position au repos (figure 5.7(a)) et de -9.4756 pixels au moment de l’effort maximum de pousse´e
(figure 5.7(b)).
– Stade I quand le de´placement est infe´rieur a` 66% de la distance mesure´e au repos.
– Stade II quand le de´placement est compris entre 66% et 133% de la distance mesure´e au repos.
– Stade III quand le de´placement de´passe 133% de la distance mesure´e au repos.
– Stade IV en cas d’exte´riorisation comple`te.
Nous avons e´galement e´tudie´ un nouveau parame`tre correspondant a` l’angle de rotation de la
vessie par rapport a` un point fixe pe´rine´al au cours de l’effort de pousse´e. Ce parame`tre est illustre´
sur la figure 5.8.
Figure 5.8 – Angle de rotation au cours de l’effort de pousse´e, mesure´ a` l’aide de la me´thode BDBM.
Ses valeurs sont de 0 degre´ pour la position au repos (figure 5.8(a)) et de 21.2855 degre´s au moment
de l’effort maximum de pousse´e (figure 5.8(b)).
5.6 Re´sultats
Le protocole de´crit dans ce chapitre a e´te´ applique´ a` deux patientes sur trois.
5.6.1 Application des me´thodes aux se´quences e´chographiques obtenues
Les calculs pre´sente´s dans cette partie du manuscrit ont e´te´ effectue´s a` l’aide du logiciel Mat-
lab version R2010b R© (Mathworks, Portola Valley, USA). La re´gion d’inte´reˆt ainsi que la zone de
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recherche de chaque bloc de pixels ont e´te´ de´finies manuellement par le praticien. Notre approche
s’est concentre´e sur le compartiment ante´rieur. Les coordonne´es de ces blocs e´taient de´finies de sorte
a` ce que chaque bloc e´pouse au mieux l’organe concerne´ par la de´formation. Le calcul a porte´ sur
l’estimation du champ dense du mouvement sur l’ensemble de la zone de recherche. Cependant, pour
faciliter la visualisation de l’estimation, seuls deux blocs, repre´sente´s en blanc, ont e´te´ dessine´s sur
la figure 5.9. Elle illustre l’e´volution de ces blocs au fil de la se´quence d’apre`s l’estimation offerte par
le monoBDBM.
Figure 5.9 – Repre´sentation visuelle de l’estimation du mouvement le long de la se´quence. Les blocs
blancs sont place´s autour de la vessie et les blocs verts correspondent a` un carre´ de pixels dont le
centre est repre´sente´ par l’un des quatre coins de chaque bloc blanc. La se´quence se lit de gauche a`
droite, la premie`re image de la se´quence est en haut a` gauche et la dernie`re en bas a` droite.
5.6.2 Patiente 1
La se´quence acquise pour la premie`re patiente comptait 166 images de 480 × 640 pixels. Le
temps d’acquisition a e´te´ de 15 minutes. La taille de la zone de recherche de´finie e´tait de 170 a` 400
pixels dans la direction axiale et 140 a` 280 pixels dans la direction late´rale. Les blocs e´taient quant
a` eux de taille 15 × 15 pixels.
Seule la technique Lagrangienne a e´te´ utilise´e pour l’analyse de la se´quence pour l’approche
BDBM. Deux types d’interpolations pour ces calculs ont e´te´ teste´s. Pour la me´thode monoBDBM,
base´e sur le flux optique calcule´ a` partir des vecteurs phase issus du signal monoge`ne de chaque image,
l’approche Eule´rienne a e´te´ choisie. Nous avons vu pre´ce´dement que le calcul des translations des
coins par cette me´thode ne pouvait estimer que de faibles de´placements, ce qui impose l’utilisation
de l’approche Eule´rienne. Toutefois, nous avons e´galement montre´ que l’on pouvait retomber sur des
re´sultats comparables a` une approche Lagrangienne en cumulant le de´placement d’un pixel le long
de la se´quence. La figure 5.10 pre´sente le re´sultat obtenu a` la fin de la se´quence pour les deux types
d’approches. On constate ici que les re´sultats sont le´ge`rement diffe´rents, sans pour autant pouvoir
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re´ellement de´terminer quelle me´thode donne les meilleures performances.
Figure 5.10 – Re´sultats de l’estimation pour la patiente 1. En haut : image acquise au repos,
initialisation de deux ROI. En bas : images acquises apre`s l’effort. L’estimation des de´formations
des ROI est effectue´e pour l’approche BDBM classique a` gauche, et pour l’approche monoBDBM a`
droite.
C’est pourquoi la table 5.1 de´taille les re´sultats de l’estimation tout au long de la se´quence pour
l’approche BDBM classique avec une et trois interpolations, ainsi que pour l’approche monoBDBM.
Il faut souligner que la distance initiale entre le point de la paroi ve´sicale poste´rieure et la ligne de
re´fe´rence e´tait de 102 pixels. Ces re´sultats ont e´te´ obtenus sur une machine e´quipe´e d’un processeur






Temps de calculs moyen
par paire d’images (se-
condes)
4 13 3
Valeur de l’angle estime´
(degre´s)
17.7 18.3 20.7
Valeur de la distance finale
(pixels)
66.8 67.4 61.6
Stade du prolapsus 1 1 1
Table 5.1 – Re´sultats obtenus pour les me´thodes BDBM (pour une et trois interpolations) et
monoBDBM pour la patiente 1.
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Comme nous l’avions pre´vu, l’approche monoBDBM est plus rapide, ne ne´cessitant aucune in-
terpolation. Pour les re´sultats de l’estimation entre les deux me´thodes BDBM (avec une et trois
interpolations), la table 5.1 montre une diffe´rence de mesure d’angle de 3.4% et une variation de la
distance de 0.9%. De la meˆme manie`re, si l’on compare la me´thode BDBM pour une interpolation et
la me´thode monoBDBM, la diffe´rence d’angle est de 16.9% et la variation de la distance est de 7.8%.
Finalement, les trois me´thodes estiment le meˆme stade de prolapsus, bien qu’elles aient tendance a`
minimiser l’importance de la descente par rapport a` l’examen clinique.
5.6.3 Patiente 2
Pour la seconde patiente, la se´quence acquise comprenait 170 images de taille 480 × 640 pixels.
La dure´e de l’acquisition a dure´ dix minutes environ. La zone de recherche e´tait de´finie entre les
coordonne´es 280 et 400 pixels axiallement et 140 et 280 pixels late´ralement. La taille des blocs e´tait
de 15 × 15 pixels. Comme pour la premie`re patiente, seules les approches BDBM et monoBDBM
ont e´te´ teste´es. Pour la me´thode BDBM, deux approches ont e´te´ conside´re´es, comptant une et trois
interpolations.
La diffe´rence de positionnement des blocs blancs se visualise tre`s bien entre les me´thodes BDBM
et monoBDBM sur la figure 5.11. On y voit qu’une de´formation late´rale plus importante est estime´e
pour certains blocs dans le cas du BDBM.
Figure 5.11 – Re´sultats de l’estimation pour la patiente 2. En haut : image acquise au repos,
initialisation de deux ROI. En bas : images acquises apre`s l’effort. L’estimation des de´formations
des ROI est effectue´e pour l’approche BDBM classique a` gauche, et pour l’approche monoBDBM a`
droite.
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Les re´sultats de la table 5.2 donnent une comparaison quantitative de ces diffe´rentes me´thodes.
La machine utilise´e pour obtenir ces re´sultats e´tait e´quipe´e d’un processeur Intel R© Core 2 Duo CPU
P8700, 2× 2.53 GHz, 4 Go de RAM sous Windows 7 64 bits. La distance entre le point choisi et la
ligne de re´fe´rence e´tait estime´e a` 45 pixels dans l’image initiale. Alors que les re´sultats obtenus entre
les deux me´thodes BDBM sont similaires, leur diffe´rence avec la me´thode monoBDBM est beaucoup
plus significative. En effet, la diffe´rence entre les mesures de l’angle n’est que de 2.8% et la variation
de la distance entre le point choisi et la ligne de re´fe´rence est de 18.9% entre les me´thodes BDBM
avec trois ite´rations et une ite´ration. En ce qui concerne la me´thode monoBDBM, la diffe´rence entre
les mesures de l’angle est de 39.4% et la distance entre le point choisi et la ligne de re´fe´rence est de
247.4% par rapport au BDBM effectuant une interpolation. La stadification du prolapsus est moins






Temps de calculs moyen
par paire d’images (se-
condes)
4 13 3
Valeur de l’angle estime´
(degre´s)
21.3 21.9 12.9
Valeur de la distance finale
(pixels)
-9.5 -8 -33
Stade du prolapsus 2 2 1
Table 5.2 – Re´sultats obtenus pour les me´thodes BDBM (pour une et trois interpolations) et
monoBDBM pour la patiente 2.
En ce qui concerne la me´thode monoBDBM, la diffe´rence avec les deux me´thodes BDBM est
beaucoup plus marque´e et elle a tendance a` minimiser l’importance du prolapsus. De plus, ces
re´sultats discordent clairement avec l’examen clinique pre´-ope´ratoire. Cela peut s’expliquer par les
diffe´rents re´fe´rentiels utilise´s. En effet, l’examen clinique s’est base´ sur la paroi vaginale ante´rieure
et le plan hyme´ne´al alors que nous avons utilise´ dans notre e´tude la face poste´rieure de la vessie
et la ligne pubienne moyenne. Ils sont e´galement assez contradictoires avec ceux obtenus pour la
premie`re patiente. Cependant, on observe que la de´formation a tendance a` suivre la direction axiale
pour la premie`re patiente et la direction late´rale pour la deuxie`me. On pourrait donc de´duire que
la me´thode monoBDBM est moins performante que le BDBM dans la direction late´rale. Une e´tude
plus de´taille´e sur un fantoˆme ainsi que sur un plus grand nombre de patientes permettrait de valider
cette hypothe`se. Enfin, les e´carts entre les me´thodes BDBM effectuant une et trois interpolations
sont faibles dans les deux cas. Cela met en cause l’inte´reˆt d’augmenter autant les temps de calculs
pour un gain en pre´cision si mode´re´.
Finalement, nous pre´sentons dans la figure 5.12 l’e´volution des diffe´rents parame`tres estime´s, a`
l’aide de l’approche monoBDBM, sur la patiente 2. Pour les figures 5.12(a), 5.12(b) et 5.12(c), la
courbe pleine repre´sente l’estimation du parame`tre dans la direction late´rale et la courbe discontinue
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dans la direction axiale.
(a) (b)
(c) (d)
Figure 5.12 – E´volution des parame`tres de la transformation biline´aire pour le bloc blanc de la figure
5.11 le long de la se´quence. On y voit les translations dans la figure 5.12(a), les facteurs d’e´chelle
dans la figure 5.12(b), de cisaillement dans la figure 5.12(c) et l’angle de rotation dans la figure
5.12(d). Pour les figures 5.12(a), 5.12(b) et 5.12(c), la courbe continue correspond a` l’estimation du
parame`tre dans la direction late´rale et la courbe en pointille´s a` celle dans la direction axiale.
La figure 5.12(a) montre que les translations sont aussi importantes dans les deux directions. Les
figures 5.12(b) et 5.12(c) indiquent cependant que les facteurs d’e´chelle et de cisaillement sont plus
importants dans la direction late´rale qu’axiale. En effet, le facteur d’e´chelle dans la direction late´rale
est positif tout au long de la se´quence, comme le montre la figure 5.12(b). Cela se traduit par une
dilatation de la vessie et donc un e´largissement des blocs, comme on peut le constater dans la figure
5.11. Au contraire, ce facteur est ne´gatif dans la direction axiale, ce qui se traduit par une contraction
du bloc dans cette direction, e´galement visible dans la figure 5.11. On remarque e´galement sur la
figure 5.12(c) que le facteur de cisaillement e´volue peu dans la direction late´rale, alors que celui-ci
diminue d’environ 20% dans la direction late´rale. Cela se traduit par une de´formation plus importante
du bloc, bien visible sur la figure 5.11. Finalement, la figure 5.12(d) pre´sente les variations de l’angle
de rotation au cours de l’effort tel que nous l’avons pre´sente´ dans la figure 5.8. On remarque que,
comme nous le pre´voyions, l’angle augmente lorsque la descente devient plus importante. On note
cependant une le´ge`re discontinuite´ dans la variation de cet angle aux environs de la 130e image de
la se´quence. Cela peut se traduire par un relaˆchement de l’effort par la patiente a` cet instant.
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5.7 Conclusions et perspectives
Le travail dans cette partie de la the`se a permis d’e´tudier la faisabilite´ d’un nouvel outil para-
clinique standardise´, en collaboration avec un me´decin. Il repose sur des algorithmes d’estimation
du mouvement applique´s a` des e´chographies par voie transpe´rine´ale. Notre protocole est, a` notre
connaissance, le premier algorithme d’estimation du mouvement visant a` quantifier les troubles de
la statique pelvienne sur des se´quences e´chographiques. La proce´dure d’acquisition de ce protocole a
e´te´ parfaitement accepte´e et tole´re´e par les patientes. L’approche profite ainsi d’un des avantages de
l’e´chographie, puisque contrairement a` l’IRM, elle ne comporte aucune contre-indication me´dicale.
Par ailleurs, le caracte`re temps re´el de l’imagerie ultrasonore re´ve`le son inte´reˆt lors de l’examen, ou`
il est ne´cessaire de re´pe´ter les se´quences d’acquisition. Il est alors possible de re´pe´ter une acquisition
jusqu’a` obtenir une se´quence satisfaisant l’ensemble des crite`res souhaite´s.
Nous avons introduit un score de quantification automatique des troubles de la statique pel-
vienne a` l’e´tage ante´rieur en e´chographie. En imposant le moins de parame`tres possibles, nous avons
tente´ d’automatiser au maximum notre approche. En effet, la taille de la zone de recherche, celle des
blocs, la ligne de re´fe´rence et les coordonne´es des pixels servant d’outils a` la stadification sont les
seuls parame`tres a` de´finir manuellement. Pour quantifier la gravite´ du prolapsus, nous avons choisi
comme re´fe´rences la ligne pubienne moyenne, par analogie a` l’IRM, ainsi qu’un point pe´rine´al per-
mettant d’obtenir l’angle de bascule de la vessie par rapport a` l’orifice vulvaire. Bien qu’il ne soit pas
de´crit dans la litte´rature, ce dernier parame`tre nous paraˆıt inteˆressant car il traduit la composante
late´rale du prolapsus. Ce mouvement est souvent conside´re´ a` tort comme une descente pure, c’est-a`-
dire repre´sente´ par une translation axiale. Cet angle permet donc de mode´liser la de´formation avec
plus de rigueur. De plus, cela peut aider a` distinguer une cystoce`le 1 isole´e d’une cysto-ure´troce`le 2.
Cette discrimination peut s’ave´rer utile pour le geste chirurgical. Il est e´galement possible de de´finir
d’autres plans de re´fe´rence que ceux propose´s, tels que la ligne pe´rine´ale, qui est re´gulie`rement sol-
licite´e en IRM dynamique. Notre approche e´tant automatise´e, le choix d’une re´fe´rence ne ne´cessite
aucune adaptation supple´mentaire de l’algorithme ou d’aucun ajout de parame`tres. L’apport re´el des
re´fe´rences possibles les unes par rapport aux autres reste toutefois encore a` de´terminer. Finalement,
ce protocole est re´alisable dans le meˆme temps que l’e´chographie pelvienne pre´-ope´ratoire, qui reste
une e´tape ne´cessaire dans la prise en charge du prolapsus.
Bien que les premiers re´sultats obtenus ne soient pour l’instant que pre´liminaires, il demeurent
ne´anmoins encourageants. En effet, l’utilisation de la technique d’estimation du mouvement par
mise en correspondance de blocs de´formables dans les troubles de la statique pelvienne montre que
cette technique s’adapte correctement au type de mouvement observe´ dans cette application ainsi
qu’aux images utilise´es, qui sont de type mode B. La me´thode monoBDBM a e´te´ de´veloppe´e pour
les besoins de ce travail. Ses deux avantages vis-a`-vis de l’approche BDBM sont les temps de calcul
amoindris d’une part et l’application sur diffe´rents types d’images d’autre part. Il est possible de
1. De´placement de la vessie hors de son emplacement naturel
2. De´placement de l’ure`tre dans le vagin
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l’employer sur des images mode B, comme il a e´te´ de´crit dans ce chapitre, mais aussi sur des images
radio-fre´quence (RF), des IRM ou sur des images vide´os. Il serait donc inte´ressant d’appliquer notre
algorithme aux se´quences RF et non plus mode B.
Cependant, les principales limites de notre e´valuation sont le nombre restreint de patientes et
surtout le manque de connaissance de la ve´rite´ terrain. En effet, seules deux se´quences mode B
in vivo ont e´te´ utilise´es. Aucune connaissance a priori des parame`tres de de´formation n’e´tait ac-
cessible, ce qui a prive´ notre e´valuation d’une appre´ciation quantitative de l’erreur. Toutefois, le
de´placement des organes pelviens n’est pas cyclique, contrairement par exemple aux mouvements
du cœur en e´chocardiographie, et reste peu pre´visible dans la mesure ou` il de´pend non seulement
de la gravite´ de la pathologie, mais peut e´galement diffe´rer d’une patiente a` l’autre. Bien qu’une
recherche approfondie de fantoˆmes e´chographiques de´die´s a` cette application ait e´te´ mene´e, aucun
mode`le n’a malheureusement e´te´ trouve´. De meˆme, les tentatives d’obtenir un tel fantoˆme sur mesure
se sont re´ve´le´es infructueuses. C’est pourquoi une des possibilite´s envisage´es par l’e´quipe me´dicale
pour re´soudre ce proble`me de fantoˆme serait d’utiliser des tissus ex vivo, ou` il serait possible de
 connaˆıtre  la ve´rite´ terrain. Une approche multimodalite´ serait dans ce cas possible, ou` l’on
pourrait comparer les re´sultats obtenus en e´chographie et en IRM. Nous avons e´galement vu que les
re´sultats n’e´taient pas parfaitement concordants avec les donne´es de l’examen clinique et que leur
tendance globale minimisait les de´gaˆts anatomiques. Ne connaissant pas la ve´rite´ terrain, il est dif-
ficile d’expliquer pre´cise´ment ces re´sultats. Cependant, l’estimation du de´placement semble correcte
visuellement. La diffe´rence entre les re´fe´rences utilise´es peut expliquer ces e´carts.
Diverses perspectives se pre´sentent suite a` cette e´tude. Elle doit tout d’abord eˆtre approfondie
sur une population plus large, compose´e de patientes repre´sentant chaque stade du prolapsus. Cela
permettrait dans un premier temps de mieux de´finir le roˆle de la mesure de l’angle de rotation de
la cystoce`le par rapport au plan pe´rine´al, qui n’a pas d’application re´elle pour le moment. Sa seule
utilite´ a` l’heure actuelle est la distinction entre cystoce`le pure et cysto-ure´troce`le. Nous pensons
cependant que son calcul pourrait s’inte´grer dans le score du prolapsus.
Une plus grande population permettrait aussi de raffiner le score de quantification des troubles
de la statique pelvienne, en particulier pour les stades I, II et III. Cela permettrait de concevoir ce
score de manie`re plus the´orique et pragmatique.
Il serait e´galement utile de comparer les lignes de re´fe´rence entre elles afin d’e´valuer la pertinence
des diffe´rents re´fe´rentiels possibles. Pour cela, la ve´rite´ terrain est indispensable. La simulation
d’une de´formation de ce type est difficile, c’est pourquoi une e´tude sur tissus ex vivo, comme l’a
envisage´ l’e´quipe me´dicale, nous permettrait non seulement d’effectuer ces tests, mais e´galement de
les comparer a` ceux obtenus avec l’IRM et d’e´tendre l’e´tude a` l’estimation multimodale MR-US.
Finalement, le principal objectif est d’adapter ces techniques au cas 3D. Nous avons vu dans la
partie 2.1.2 de l’e´tat de l’art et dans la partie 3.3 du chapitre 3 diffe´rentes me´thodes d’estimation du
mouvement 3D. Une repre´sentation 3D de l’anatomie pourrait repre´senter un atout pour la strate´gie
chirurgicale. Appliquer nos me´thodes sur des volumes plutoˆt que sur des images permettrait de
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mieux connaˆıtre la re´alite´ anatomique du prolapsus et e´ventuellement d’ame´liorer sa prise en charge.
Toutefois, nous avons e´voque´ dans les chapitres pre´ce´dents les contraintes lie´es a` l’estimation de
mouvement 3D. Un de ces obstacles est l’important couˆt en termes de calculs des algorithmes. Ainsi,
un de´veloppement sur processeur graphique (GPGPU) semble eˆtre une approche inte´ressante.
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Durant ce travail de the`se, nous nous sommes inte´resse´s a` l’estimation du mouvement en imagerie
ultrasonore et au recalage multimodal entre images par re´sonance magne´tique (MR) et ultrasonore
(US). Le mouvement des tissus peut eˆtre complexe et il peut eˆtre ne´cessaire au praticien d’avoir une
information pre´cise sur le de´placement ou la de´formation des tissus dans le milieu observe´. Bien que
la plupart des approches d’estimation du mouvement en imagerie me´dicale reposent sur l’intensite´
des pixels, les techniques base´es sur la phase spatiale de ces images sont de plus en plus re´pandues.
Nous avons e´value´ l’apport d’une telle information dans le cadre de l’estimation par flux optique
pour des images US ainsi que dans le cadre du recalage multimodal. Les phe´nome`nes physiques
ne´cessaires a` l’acquisition de ces types d’images ont e´te´ de´veloppe´s dans le premier chapitre, et nous
avons pre´sente´ dans le deuxie`me chapitre les techniques d’estimation du mouvement en imagerie
me´dicale et de recalage multimodal.
Dans le troisie`me chapitre, nous avons e´tudie´ l’apport de la phase spatiale issue du signal mo-
noge`ne dans l’estimation de translations 2D et 3D. En imagerie me´dicale, il est souvent ne´cessaire
d’estimer un de´placement avec une pre´cision subpixellique. Nous avons d’abord e´value´ diffe´rentes
me´thodes d’estimation du mouvement 2D, en nous inte´ressant plus pre´cise´ment aux approches base´es
sur la phase spatiale. Cela nous a permis de proposer un estimateur de translations 3D base´ sur le
vecteur d’orientation normalise´ issu du signal monoge`ne. Bien que cet estimateur ne soit pas ro-
buste aux rotations, nous avons montre´ qu’il permet de mieux estimer les translations, en particulier
lorsque la re´gion d’inte´reˆt est petite.
Le quatrie`me chapitre a porte´ sur l’utilisation de la phase spatiale dans le calcul de l’information
mutuelle dans le cadre du recalage multimodal entre images par MR et US. La plus grande difficulte´
d’un recalage multimodal est la nature diffe´rente des images. L’information mutuelle est connue pour
eˆtre une mesure adapte´e lorsque les images a` recaler n’ont pas la meˆme intensite´ pour un meˆme tissu.
Bien que les caracte´ristiques des images sont toujours pre´sentes dans leurs images de phases, par
exemple le speckle dans l’image US ou la diffe´rence de re´solution spatiale, la notion d’intensite´ n’est
plus prise en compte. Nous nous sommes inte´resse´s aux phases spatiales issues des signaux monoge`ne
et analytique isotrope 2D. Nos re´sultats ont globalement montre´ de meilleures performances dans
la direction late´rale pour les approches base´es sur les phases spatiales. Plus concre`tement, cela se
traduit par une meilleure correspondance entre les pixels de chaque image. Nous avons e´galement
montre´ que l’usage de la phase pre´sente des limites dans ce contexte lorsque les images posse`dent
peu de structures et des zones homoge`nes.
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Enfin, le dernier chapitre pre´sente l’application des me´thodes d’estimation du mouvement sur
des se´quences US 2D dans le but de quantifier les troubles de la statique pelvienne. En collaboration
avec un me´decin, nous avons de´veloppe´ un algorithme base´ sur la phase spatiale du signal monoge`ne.
Cela nous a permis d’e´tudier la faisabilite´ d’un nouvel outil de stadification standardise´. Bien que
notre technique semble minimiser les de´gaˆts anatomiques par rapport a` l’examen clinique, l’estima-
tion du mouvement semble correcte visuellement, ce qui est encourageant pour la suite de cette e´tude.
Plusieurs perspectives se de´gagent de chacun de ces travaux. Reproduire les e´tudes des chapitres 3
et 4 sur de nouveaux jeux d’images, posse´dant des structures plus proches de l’anatomie pelvienne,
permettrait de mieux e´valuer l’apport des phases spatiales dans le chapitre 3. Nous expliquons
e´galement dans le chapitre 5 que la quantite´ des images cliniques a e´te´ restreinte, autant par le
nombre de patientes volontaires que par la qualite´ des se´quences acquises, qui n’e´taient pas toujours
exploitables.
Pour ce qui est du recalage multimodal RM-US, l’utilisation d’images plus re´alistes, repre´sentant
les organes de la flore pelvienne chez la femme, serait souhaitable. Afin de conserver la ve´rite´ terrain
sans avoir de correspondance entre les niveaux de gris des organes, une solution serait d’utiliser
une image par re´sonance magne´tique (IRM) ponde´re´e T1 pour le recalage et simuler les images
ultrasonores a` partir d’une IRM ponde´re´e T2. De´finir des me´thodes base´es uniquement sur les
composantes du signal monoge`ne serait e´galement une voie inte´ressante a` envisager.
En ce qui concerne le chapitre 5, l’e´tude de la me´thode monoBDBM doit en premier lieu eˆtre
valide´e sur une plus grande population, ou` tous les stades du prolapsus seraient repre´sente´s. Il serait
alors possible de mieux de´finir le roˆle des crite`res utilise´s, notamment en l’inte´grant dans le calcul de
la stadification du prolapsus. On pourrait alors mieux affiner le score de quantification, qui a pour le
moment tendance a` minimiser le stade de la pathologie. Ce chapitre fait e´galement le lien entre les
deux chapitres pre´ce´dents. Les techniques d’estimation de recalage multimodal RM-US pourraient
comple´ter notre me´thode et faire le lien avec l’IRM pelvienne dynamique. L’e´mergence de sondes
ultrasonores 3D nous pousserait e´galement a` e´tendre la me´thode de monoBDBM a` l’estimation
du mouvement 3D. L’inte´reˆt d’un estimateur performant, tant en termes de pre´cision qu’en temps
de calcul est donc tout a` fait pertinent. Cela permettrait une meilleure connaissance de la re´alite´
anatomique du prolapsus et donc de mieux le prendre en charge. Cependant, nous avons vu que
l’extension a` la troisie`me dimension peut poser des proble`mes de temps de calcul. C’est pourquoi
une imple´mentation sur GPU semble eˆtre une de´marche approprie´e.
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