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Abstract
Adversarial training methods typically align dis-
tributions by solving two-player games. However,
in most current formulations, even if the genera-
tor aligns perfectly with data, a sub-optimal dis-
criminator can still drive the two apart. Absent
additional regularization, the instability can mani-
fest itself as a never-ending game. In this paper,
we introduce a family of objectives by leveraging
pairwise discriminators, and show that only the
generator needs to converge. The alignment, if
achieved, would be preserved with any discrimi-
nator. We provide sufficient conditions for local
convergence; characterize the capacity balance
that should guide the discriminator and generator
choices; and construct examples of minimally suf-
ficient discriminators. Empirically, we illustrate
the theory and the effectiveness of our approach
on synthetic examples. Moreover, we show that
practical methods derived from our approach can
better generate higher-resolution images.
1. Introduction
The problem of finding a distributional alignment by means
of adversarial training has become a core subroutine across
learning tasks, from generative adversarial networks (GANs)
(Goodfellow et al., 2014) to domain-invariant training
(Ganin et al., 2016; Li et al., 2018). For instance, in GANs
we seek to align samples from the model with real examples
(e.g., images). The generative model in GANs is trained by
minimizing a discrepancy or divergence measure between
the two distributions. This divergence measure is realized
by a discriminator trained to separate real examples from
those sampled from the model (Nowozin et al., 2016).
Despite their appeal, GANs are known to be hard to train
due to stability issues. Since the estimation is typically setup
as two objectives, one for the generator, the other for the
discriminator, the desired solution is analogous to a Nash
equilibrium of the associated game. Without additional
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Figure 1. Adversarial training demonstrations on toy examples
for: (top) unary discriminator with standard objective; (bottom)
pairwise discriminator with our objective. Left: vector field and
training trajectories for a toy generator q(x) = δ(x− xfake) and a
discriminatorDψ parameterized by a single real number ψ. Right:
trajectory of fake and real samples: xfake and xreal = 0.
regularization, the dynamics between the two can become
unstable (Mescheder et al., 2018), and lead to a never-ending
game. While there are multiple reasons for instability, we
focus in particular on analyzing and ensuring the stability
of alignment around the optimal solution(s).
The generator sees the training signal, the divergence mea-
sure, only through the discriminator. As a result, a genera-
tor that aligns perfectly with the target distribution can be
thrown off the alignment by a sub-optimal discriminator. In
other words, generator can achieve alignment if and only if
the discriminator reaches its optimum at the same time.
We illustrate the stability problem and our approach to re-
solving it with a toy example (Mescheder et al., 2018) in
Figure 1. In this example, the generative model is simply
q(x) = δ(x − xfake), i.e., concentrated on a single point
xfake, which is the parameter to optimize. The goal is to
align it with a real point fixed at xreal = 0. The discrimina-
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tor is a simple classifier Dψ(x) = ψ · x parameterized by
slope ψ. The upper-left panel in Figure 1 gives the vector
field for an alternating gradient descent training as well as
an example trajectory. The training objective is given by the
zero-sum game:
min
xfake
max
ψ
[f(ψ · xfake) + f(0)], f(t) = − log(1 + e−t).
The upper-right panel shows the time evolution of xfake in
relation to xreal. Note, in particular, that even when xfake
reaches the target position xreal = 0 (perfect alignment) the
sub-optimal discriminator drives the points apart.
In this paper, we focus on a different class of discriminators
that operate on pairs of samples, trained to identify whether
the samples come from the same distribution or not. Uti-
lizing such pairwise discriminators, we identify a family of
training objectives which ensures alignment stability even if
the discriminator is sub-optimal.
The panels in the bottom row of Figure 1 illustrate the same
example, now with a pairwise discriminator: Dψ(x, y) =
ψ · |x− y|γ , where γ is a constant: γ ≥ 1. The lower-left
panel again shows the vector field for alternating gradient
updates between xfake and ψ, resulting from our objective
function described in Section 5. In this case, the alignment
xfake = 0 is a stationary point for any discriminator. The
time evolution now shows that the alignment is preserved.
We make following contributions:
1. In Section 4, we introduce a family of training objec-
tives with pairwise discriminators, that preserve the
distribution alignment, if achieved, regardless of the
discriminator status.
2. In Section 5.2, we show that in our setup, only the
generator needs to converge, and we provide sufficient
conditions for local convergence.
3. In Section 5.3, we introduce the notion of a sufficient
discriminator that formalizes the relationship between
the capacities of the discriminator and generator. More-
over, we provide constructive examples of minimally
sufficient discriminators.
4. In Section 6, we show that our approach and its benefits
generalize to aligning multiple distributions.
5. In Section 7, we show that practical methods derived
from our theoretical findings improve the stability and
sample quality for generating higher-resolution images.
The code to reproduce all experiments presented in
this paper can be found in https://github.com/
ShangyuanTong/PairGAN.
All proofs can be found in the appendix.
2. Related work
Goodfellow et al. (2014) proposed Generative Adversarial
Networks and showed that the associated min-max game can
be viewed as minimization of Jensen-Shannon divergence.
It was pointed out by Nowozin et al. (2016) that the original
GAN objective is a special case of a broader family of min-
max objectives corresponding to f -divergences. Arjovsky
et al. (2017) showed that game-theoretic setup of GANs
can be extended to approximately optimize the Wasserstein
distance. Mao et al. (2017) propose LSGAN which uses a
least squares objective related to Pearson χ2 divergence.
Mescheder et al. (2017) and Nagarajan & Kolter (2017)
proved that GAN training convergences locally for ab-
solutely continuous distributions. However, GANs are
commonly used to approximate distributions that lie on
low-dimensional manifolds (Arjovsky & Bottou, 2017).
Mescheder et al. (2018) showed that in this case, many
training methods do not guarantee local convergence with-
out some additional regularizations, such as instance noise
and gradient penalties (Roth et al., 2017), which enjoy both
theoretic guarantees and empirical improvements.
There is a body of work on GANs which utilize pairwise
discriminators for improving training dynamics. Jolicoeur-
Martineau (2019a) has shown that by using a “relativistic
discriminator”, which compares real and fake data, improves
both performance and stability. To combat mode collapse,
Lin et al. (2018) proposed to feed a pack of multiple samples
from the same distribution to the discriminator rather than
a pair of samples from different distributions. Recently,
Tsirigotis et al. (2019) sought objectives for locally stable
GAN training without gradient penalties by using a pairwise
discriminator of a specific structure.
We consider an objective which is related to Maximum
Mean Discrepancy (MMD) (Gretton et al., 2007) metric be-
tween distributions. MMD is defined by a positive definite
kernel and reaches its minimum only when the distributions
are equal. Li et al. (2015) and Dziugaite et al. (2015) use
MMD with RBF-kernels for training deep generative mod-
els. In MMD-GAN (Li et al., 2017; Wang et al., 2019) the
kernel function is parameterized by a discriminator-network.
Ganin et al. (2016) proposed domain-adversarial neural net-
works (DANN) for domain adaptation. Adversarial training
in DANN is used to learn a feature representation such that
it can be used to classify the labeled data while keeping
the distribution of the representations invariant across the
domains. Similarly to GANs, discriminators in DANN are
used to estimate a distance between the distributions. Li
et al. (2018) extend this methodology to learn conditional
invariant representations for domain generalization.
The Benefits of Pairwise Discriminators for Adversarial Training
3. Background
Let X denote the space of objects (e.g. images). We
consider functional spaces F(X ) of real-valued functions
f : X → R operating on X . In this paper we consider two
particular settings:
• X = {x1, . . . , xk} is a finite set, F(X ) = Rk;
• X ⊂ Rk is a compact set, F(X ) = L2(X ).
In both cases, F(X ) is a vector space with inner prod-
uct. In our analysis, we build intuition about linear func-
tionals and linear operators on F(X ) treating them as
finite-dimensional vectors and matrices. While the space
F(X ) = Rk provides useful intuition, our results naturally
extend to F(X ) = L2(X ).
Objectives for GANs. Consider a generative modelling
setup where we want to approximate a distribution of “real”
objects p(x) with a distribution of generated (“fake”) objects
q(x). The training in GANs is performed by solving a
game between the generator q(·) and a unary discriminator
D(·) : X → R which operates on single samples, with
the loss functions1 for the two given by
LD = Ep
[
f1(D(x))
]
+ Eq
[
f2(D(x))
]
, (1a)
LG = Ep
[
g1(D(x))
]
+ Eq
[
g2(D(x))
]
. (1b)
where f1, f2, g1, g2 : R → R are activation functions ap-
plied to the discriminator. The original GAN by Good-
fellow et al. (2014), which we refer to as the standard
GAN (SGAN for short), has f1(t) = −g1(t) = − log(t),
f2(t) = −g2(t) = − log(1 − t) for the saturating ver-
sion and f1(t) = g2(t) = − log(t), f2(t) = g1(t) =
− log(1− t) for the non-saturating one.
Unary discriminators define linear forms. An expecta-
tion
Ep
[
f(D(x))
]
=
∫
f(D(x))p(x) dx
can be viewed as a linear form in the function space:〈
afD , p
〉
where afD and p are the function space vectors correspond-
ing to functions f(D(·)) and p(·) respectively.
Using the function space notation we can rewrite the losses
(1) as
LD =
〈
af1D , p
〉
+
〈
af2D , q
〉
, (2a)
LG =
〈
ag1D , p
〉
+
〈
ag2D , q
〉
. (2b)
1Throughout this paper, we assume that all loss functions are
to be minimized, unless stated otherwise.
Set of probability density functions. Note that p and q
must define valid density functions. We define P(X ) as the
set of probability density functions which belong to F(X ).
Formally, we define P(X ) as
P(X ) = {p ∈ F(X )∣∣〈 p , e 〉 = 1; p(x) ≥ 0 ∀x ∈ X} ,
where e ∈ F(X ) is a function space vector e(x) ≡ 1 having
the constant value of 1 on all of its “positions”.
Pairwise discriminators. The standard setup of GANs
can be extended by replacing the unary discriminator D(·)
with a pairwise discriminator D(·, ·) : X × X → R which
operates on pairs of samples (Li et al., 2015; Jolicoeur-
Martineau, 2019a;b; Tsirigotis et al., 2019). In this paper
we interpret a pairwise discriminator as a classifier which
classifies the pairs of samples into two classes: same distri-
bution pairs and different distribution pairs:
same: (x, y) ∼ p(x)p(y), (x, y) ∼ q(x)q(y);
different: (x, y) ∼ p(x)q(y), (x, y) ∼ q(x)p(y).
With a pairwise discriminator, we define a modified game
for GANs:
LD = Ep×p
[
f1(D(x, y))
]
+ Eq×q
[
f1(D(x, y))
]
+Ep×q
[
f2(D(x, y))
]
+ Eq×p
[
f2(D(x, y))
]
,
(3a)
LG = Ep×p
[
g1(D(x, y))
]
+ Eq×q
[
g1(D(x, y))
]
+Ep×q
[
g2(D(x, y))
]
+ Eq×p
[
g2(D(x, y))
]
.
(3b)
Binary discriminators define bi-linear forms. An expec-
tation:
Ep×q
[
f(D(x, y))
]
=
∫∫
f(D(x, y))p(x)q(y) dxdy
can be viewed as a bi-linear form in the function space:〈
p , AfDq
〉
where AfD denotes a function-space linear operator corre-
sponding to the function f(D(·, ·)):
[AfDq](x) =
∫
f(D(x, y))q(y) dy
In this paper we consider symmetric discriminators which
define self-adjoint operators:
D(x, y) = D(y, x) ∀ (x, y) =⇒ (AfD)T = AfD.
Using the bi-linear forms we re-write the losses (3):
LD =
〈
p , Af1D p
〉
+
〈
q , Af1D q
〉
+
〈
p , Af2D q
〉
+
〈
q , Af2D p
〉
,
(4a)
LG =
〈
p , Ag1D p
〉
+
〈
q , Ag1D q
〉
+
〈
p , Ag2D q
〉
+
〈
q , Ag2D p
〉
.
(4b)
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4. How to preserve the alignment?
Unary discriminators destroy the alignment. Consider
the generator loss for a unary GAN (2b). Suppose that at
some moment the generator has been aligned with the target
distribution: q∗ = p. With the subsequent update, q receives
the gradient signal ∇qLG = ag2D . Below we show that
unlessD(x) is constant in the support of p, the discriminator
will drive q away from p and destroy the alignment.
We consider an infinitesimal perturbation q′ = q∗+ε. Since
q′ must be a valid density function, ε must satisfy:〈
ε , e
〉
= 0, p(x) + ε(x) ≥ 0 ∀x.
The first-order change of the loss (2b) corresponding to the
perturbation ε is given by:
LG(q∗ + ε,D)− LG(q∗, D) ≈
〈
ag2D , ε
〉
.
The generator is stationary at q∗ iff〈
ag2D , ε
〉
= 0, ∀ ε : 〈 ε , e 〉 = 0, p(x)+ε(x) ≥ 0 ∀x.
This is only possible when g2(D(x)) is constant in the sup-
port of p.
This observation implies that the generator can not converge
unless the discriminator D(·) converges to the equilibrium
position.
Pairwise discriminators preserve the alignment. We find
that there is a family of objectives (4b) with pairwise dis-
criminators that prevents the discriminator from destroying
the alignment, meaning:
∇qLG(q,D)
∣∣
q=p
= 0, ∀D (5)
Indeed, in order to satisfy
∇qLG(q,D)
∣∣
q=p
= 2(Ag1D +A
g2
D )p = 0 ∀ p
it is sufficient to choose g2(x) = −g1(x)⇒ Ag2D = −Ag1D .
We define a function g(x) = g1(x) = −g2(x) and consider
the following instance of the loss (4b):〈
p− q , AgD(p− q)
〉
(6)
5. PairGAN
In this section, we first propose PairGAN, a formulation of
GANs with the generator loss of the form (6). Then, in Sec-
tion 5.1, for specific choices of f1, f2 and g, we provide a
theoretical insight similar to that in (Goodfellow et al., 2014)
to show that our approach in a specific form also minimizes
a meaningful divergence metric. In Section 5.2, through
evaluating the sufficient condition for local convergence, we
introduce the notion of sufficient discriminators, which we
analyze in details in Section 5.3.
PairGAN. General formulation of PairGAN loss func-
tions are described by a non-zero-sum game:
LD(D, q) =
〈
p , Af1D p
〉
+
〈
q , Af1D q
〉
+
〈
p , Af2D q
〉
+
〈
q , Af2D p
〉
,
(7a)
LG(D, q) =
〈
p− q , AgD(p− q)
〉
. (7b)
PairGAN-Z. We also consider a zero-sum game for loss (6).
We call the corresponding formulation PairGAN-Z:
min
q
max
D
LG(D, q). (8)
5.1. Divergence minimization
Consider the following choice of functions f1, f2 and g for
PairGAN (7) and PairGAN-Z (8) where
f1(t) = − log(t), f2(t) = − log(1− t), g(t) = log(t).
These loss functions are natural choice for a probabilistic
discriminator. In this setup, we interpret the output of a
pairwise discriminator D(·, ·) as the estimated probability
of a pair being sampled from the same distributions. Here,
we will show that both non-zero-sum and zero-sum setups
minimize meaningful divergence metrics.
Let us define the following mixture distributions:
M+p,q(x, y) =
1
2
(
p(x)p(y) + q(x)q(y)
)
, (9a)
M−p,q(x, y) =
1
2
(
p(x)q(y) + q(x)p(y)
)
, (9b)
Mp,q(x, y) =
1
2
(
M+p,q(x, y) +M
−
p,q(x, y)
)
. (9c)
The family of discriminators for PairGAN is defined as:
D(0,1) = {D(·, ·) | D(x, y) ∈ (0, 1) ∀ (x, y)}.
The generator loss evaluated at the optimal PairGAN dis-
criminator is
L̂1G(q) = LG(D
∗(q), q), D∗(q) = argmin
D∈D(0,1)
LD(D, q).
For PairGAN-Z, we define another family of probabilistic
discriminators whose values are separated from zero:
D[ε,1] = {D(·, ·) | D(x, y) ∈ [ε, 1] ∀ (x, y)},
where ε ∈ (0, 1).
Then, the generator loss evaluated at the optimal PairGAN-Z
discriminator is
L̂2G(q) = LG(D
∗
ε(q), q), D
∗
ε(q) = argmax
D∈D[ε,1]
LG(D, q).
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Now, we can show that with optimal discriminators, these
particular choices of PairGAN and PairGAN-Z minimize a
symmetrized KL divergence and a total variation distance
respectively.
Proposition 5.1. Each of the values L̂1G and L̂2G is equiv-
alent to a divergence between the distributions p and q.
Specifically:
L̂1G(q) = 4 ·
(
KL(M+p,q‖Mp,q) + KL(Mp,q‖M+p,q)
)
,
L̂2G(q) = − log(ε) · δTV(M+p,q‖M−p,q).
Consequently, for i ∈ {1, 2}:
L̂iG(q) ≥ 0 ∀ q; L̂iG(q) = 0 ⇐⇒ q = p.
5.2. Local convergence of generator
We note that in game (7), since the generator loss is designed
to preserve alignment once achieved, we only require the
generator to reach alignment but do not require the discrimi-
nator to converge to a specific position. Thus, the goal of our
convergence analysis is to identify the set of discriminators
which allow the generator to converge.
Let Dψ(·, ·) and q(·; θ) be parametric discriminator and
generator parameterized by vectors ψ ∈ Rm and θ ∈ Rn
respectively.
We consider the realizable setup, that is we assume that
there exists θ∗ such that: q(·; θ∗) = p(·). Generally, a
parametrization may permit different instances of parame-
ters to define the same distribution. Hence, we consider a
reparametrization manifold (Mescheder et al., 2018):
MG = {θ|q(·; θ) = p(·)} .
In our analysis below, we assume that there is an -ball
B(θ
∗) around θ∗ ∈ MG such thatMG ∩B(θ∗) defines
a C1-manifold. We denote the tangent space of the manifold
MG at θ∗ by Tθ∗MG.
Recall from Section 4 that θ∗ is a stationary generator for
any discriminator ψ. Similar to Mescheder et al. (2018), we
analyze the local convergence by examining the eigenvalues
of the Hessian of the loss (7b) w.r.t θ at θ∗. We denote
this Hessian by H(θ∗;ψ) = ∇2θθLG(Dψ, q(·; θ))|θ=θ∗ . In
Appendix B we show that the Hessian is given by
H(θ∗;ψ) = 2
∫∫ [
g(Dψ(x, y))
· ([∇θq(x; θ∗)][∇θq(y; θ∗)]T )]dx dy. (10)
The following proposition provides a sufficient condition
for local convergence of the generator.
Proposition 5.2. Suppose that θ∗ ∈ MG and a pair
(ψ0, θ
∗) satisfies:
uT [H(θ∗;ψ0)]u > 0 ∀u /∈ Tθ∗MG. (11)
Then, with fixed ψ = ψ0, gradient descent w.r.t. θ for (7b)
converges toMG in a neighborhood of θ∗ provided a small
enough learning rate. Moreover, the rate of convergence is
at least linear.
In Section 5.3, we clarify what condition (11) entails.
Proposition 5.2 states that a discriminator ψ0 satisfying
condition (11) allows the generator to converge. While, the
convergence guarantee is only established for training the
generator with a fixed discriminator, this result still holds if
we allow ψ to vary within a set. Indeed, from Proposition
5.2 it follows that θ converges toMG, given that ψ remains
in the set of the discriminators satisfying (11). Note that
this set includes all discriminator ψ in a neighborhood of
ψ0, since uT [H(θ∗, ψ)]u is continuous at ψ0 for any u.
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Figure 2. Visualization of convergence points on a toy problem.
Left: SGAN with gradient penalty. Right: PairGAN.
Figure 2 contrasts the convergence properties for GANs
with unary discriminators and PairGAN on a toy example
identical to that described in Section 1. Left panel of Fig-
ure 2 shows two trajectories for SGAN with gradient penal-
ties (Mescheder et al., 2018). Both trajectories converge
to the only stationary point. In contrast, for PairGAN (Fig-
ure 2, right), two trajectories initialized at different points
both achieve the alignment xfake = 0 but converge to dif-
ferent positions of discriminator ψ. In this example, the
discriminators corresponding to ψ > 0 satisfy (11) and
define the gradient vector field pointing towards the line
xfake = 0. We note that the discriminator updates tend to
keep ψ positive. In Section 5.4 we extend this observation
for PairGAN-Z.
5.3. Sufficient discriminators
To characterize the set of discriminators satisfying condition
(11), we build intuition from the function space perspective.
We consider a perturbed value of the parameters of the
generator θ′ = θ∗ + u, where u ∈ Rn is an infinitesimal
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perturbation vector. The corresponding first-order pertur-
bation of the generated distribution q can be expressed via
Taylor expansion:
εu(x) = u
T [∇θq(x; θ∗)] ≈ q(x; θ∗+u)− q(x; θ∗). (12)
Note that εu(.) is a linear combination of the derivatives
w.r.t. to individual parameters θ1, . . . , θn:
εu(x) =
n∑
i=1
uiαi(x), αi(x) =
∂
∂θi
q(x; θ∗).
Thus, the set of all εu(x) defines a finite-dimensional sub-
space of the function space. We denote this subspace by
Wq(θ
∗):
Wq(θ
∗) :=
{
ε(·)
∣∣∣∣∣ε(x) =
n∑
i=1
uiαi(x), u ∈ Rn
}
.
Note that dim(Wq(θ∗)) = n− dim(MG), since
εu(x) ≡ 0⇔ uT [∇θq(x; θ∗)] ≡ 0⇔ u ∈ Tθ∗MG.
The expression in equation (11) can be rewritten in terms of
the perturbation εu:
uT [H(θ∗;ψ)]u =
〈
εu , A
g
Dψ
εu
〉
.
The following definition gives a function space reformula-
tion of the condition (11).
Definition 5.1. We say that a self-adjoint operator A is
sufficient for a parametric generator q(·; θ) at θ∗ if〈
εu , Aεu
〉
> 0, ∀ εu ∈Wq(θ∗), εu 6= 0. (13)
We say that a discriminator D is sufficient for q(·; θ) at θ∗ if
the corresponding operator AgD is sufficient for q(·; θ) at θ∗.
This definition essentially means that a discriminator is
sufficient for a particular aligned generator if every possible
change that this generator can make only result in increasing
the generator loss.
Note that for the condition (13) to be satisfied it is required
that Wq(θ∗) ⊆ Im(A).
Definition 5.2. We say that an operator A is minimally
sufficient for q(·; θ) at θ∗ if
(i) A is sufficient for q(·; θ) at θ∗;
(ii) for any sufficient operator B : Im(A) ⊆ Im(B).
The following proposition provides constructive examples
of minimally sufficient discriminators for any given para-
metric generator.
Proposition 5.3. Let g1(x; θ) and g2(x; θ) denote the func-
tions:
g1(x; θ) = ∇θq(x; θ) g2(x; θ) = ∇θ log q(x; θ).
The operators A∗1 and A
∗
2:
A∗i (x, x
′; θ∗) = [gi(x; θ∗)]T [gi(x; θ∗)];
are minimally sufficient operators for q(·; θ) at θ∗.
These operators define the following generator objectives
(7b):
L∗i (θ) =
∥∥∥Ep(x)[gi(x; θ)]− Eq(x;θ)[gi(x; θ)]∥∥∥2. (14)
Appendix D.1 provides a detailed discussion on the inter-
pretation of the operators A∗i and the objectives L
∗
i (θ).
Non-parametric generators and kernels. Another inter-
pretation of a sufficient discriminator in condition (13) is
that its corresponding operator needs to be positive defi-
nite in the subspace Wq(θ∗) defined by the generator. This
notion naturally extends to positive definite operators de-
fined by a kernel k(·, ·). In fact, for a special case of
discriminator-operator A defined by a positive definite ker-
nel: A(x, y) = k(x, y), objective (6) defines Maximum
Mean Discrepancy (MMD) (Gretton et al., 2007) metric
which is used as the loss function in MMD-GAN (Li et al.,
2017; Bikowski et al., 2018; Wang et al., 2019).
In this section, we discuss the connections and differences
between MMD-GAN and our method. We start by exam-
ining the optimization problem (7b) in the case of non-
parametric generator q.
Suppose that the generator q is an arbitrary continuous den-
sity function not restricted to a parametric family. Then, the
minimization of the loss (7b) transforms into a constrained
optimization problem w.r.t. a function space vector q:
min
q
〈
p− q , A(p− q) 〉, (15a)
s.t.
〈
q , e
〉
= 1, q(x) ≥ 0 ∀x. (15b)
With constraints (15b), q defines a valid density function.
Let ε be an infinitesimal perturbation of the aligned distribu-
tion q′ = q∗+ε. In order for q′ to remain a valid distribution,
we need to restrict the space of possible perturbations ε. We
define the set of admissible perturbations as the intersection
W ∩ Z, where
W = {ε | 〈 ε , e 〉 = 0}, Z = {ε | p(x) + ε(x) ≥ 0,∀x} .
Requiring all admissible perturbation to be “detectable” by
the operator A, we obtain a non-parametric version of the
condition (13):〈
εu , Aεu
〉
> 0, ∀ εu ∈W ∩ Z, εu 6= 0. (16)
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Condition (16) is a relaxed version of the condition (13),
since Wq(θ∗) ⊆W ∩ Z for any valid parameterization of a
distribution q. Now, we contrast the difference between the
parametric and non-parametric cases.
• Non-parametric: the perturbation of q∗ is not re-
stricted by a parameterization; thus A is required to be
positive definite in the set W ∩ Z, which is infinite-
dimensional.
• Parametric: the perturbation of q∗ is restricted by
a parameterization; thus A is required to be positive
definite in finite-dimensional subspace Wq(θ∗).
With this connection, we can see the key difference between
PairGAN and MMD-GAN. MMD-GAN utilizes kernel op-
erators which are positive definite in the functional space
F(X ). These operators guarantee that q∗ = p is the unique
minimizer in (15). Note that the set of positive definite ker-
nels is a subset of the set of sufficient operators for a given
parameteric generator.
5.4. Towards global convergence of PairGAN-Z
Now, we note an interesting property of PairGAN-Z (8).
For simplicity, we consider the case of finite X =
{x1, . . . , xk}. Let ∆k denote the probability simplex in
Rk. Consider game (8) between a generator q ∈ ∆k and a
discriminator-operator A ∈ Rk×k given a target distribution
p ∈ ∆k. Suppose we initialize q and A with q(0) and A(0)
respectively. An iteration of alternating gradient descent is
given by:
q(i+1) = proj∆k
(
q(i) − α · 2A(i)[q(i) − p]
)
, (17a)
A(i+1) = A(i) + β · [p− q(i+1)][p− q(i+1)]T , (17b)
where α and β are positive learning rates.
Suppose that at some iteration A is positive definite.
Then, each step of the generator decreases the met-
ric
〈
p − q , A(p − q) 〉 and drives q towards p. Further-
more, once A has become positive definite it is guaranteed
to remain positive definite after the symmetric rank-1 up-
date (17b). Thus once A becomes positive definite, q is
guaranteed to converge.
We hypothesize that the observed effect opens the possibility
to establish global convergence guarantees for PairGAN-Z.
Informally, with each gradient update (17b), A becomes
“more” positive definite. Then it remains to prove formally
that with updates (17b) A reaches positive definite state
from any starting point A(0). We leave further analysis of
this problem for future work.
6. Aligning multiple distributions
In GANs the goal is to align the generated distribution q
with a fixed real distribution p. In this section, we con-
sider an extended setup for adversarial training, where our
goal is to align multiple distributions p1, . . . , pN together.
This setup is a simplified version of the distribution align-
ment problem arising in domain-invariant training (Ganin
et al., 2016; Li et al., 2018), where adversarial training is
used to make the distributions of representations in multiple
domains indistinguishable from one another.
We consider the following loss function for p1, . . . , pN :
L(p1, . . . , pN |D) =
∑
i,j: i<j
〈
pi − pj , AgD(pi − pj)
〉
=
= (N − 1)
N∑
i=1
〈
pi , A
g
Dpi
〉− ∑
i,j: i 6=j
〈
pi , A
g
Dpj
〉
(18)
The next proposition extends property (5) for loss (18).
Proposition 6.1. Suppose that p1 = p2 = . . . = pk for
some 2 ≤ k ≤ N . Then ∀ i, j ∈ {1, . . . , k}:
∇piL(p1, . . . , pN |D) = ∇pjL(p1, . . . , pN |D) ∀D
Proposition 6.1 states that whenever all distribution in any
given subset of p1, . . . pN become mutually aligned they
will receive the same gradient. Consequently the alignment
within this subset will be preserved.
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Figure 3. Alignment of multiple distributions on a toy example.
Figure 3 provides a toy example demonstration for Propo-
sition 6.1. In this example, the goal is to align three dis-
tributions pi(x) = δ(x − xi), i ∈ {1, 2, 3}. Both panels
on Figure 3 show the trajectories of individual points xi
obtained as result of their interaction with a discriminator
(domain-classifier). The left panel corresponds to a game
with a linear unary discriminator D(x). Here, we observe
that, when a pair of points becomes aligned, the discrimina-
tor can still drive them apart. The right panel of Figure 3
shows the trajectories obtained by using objective (18) with
a pairwise discriminatorD(x, y) = ψ · |x−y|γ . We observe
that with objective (18) the alignment is preserved for any
pair of distributions. We provide the detailed specification
of the toy example in Appendix F.
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7. Experiments
We conducted experiments with a specific form of PairGAN
described in Section 5.1. Recall, this means that
f1(t) = − log(t), f2(t) = − log(1− t), g(t) = log(t).
The experiments are set on the CAT dataset (Zhang et al.,
2008), with the same preprocessing setup as (Jolicoeur-
Martineau, 2019a). This is generally a hard problem for
generative models because of high-resolution samples (up to
256x256) and small dataset size (about 9k images for 64x64,
6k images for 128x128 and only 2k images for 256x256).
The details of our model can be found in Appendix G.1.
We quantitatively evaluate our approach with the Frchet In-
ception Distance (FID) (Heusel et al., 2017) (where a lower
value generally corresponds to better image quality and sam-
ple diversity) on the three choices of resolutions against
baselines provided in (Jolicoeur-Martineau, 2019a). As our
specific loss function is a variant of the standard GAN, Ta-
ble 1 shows our model’s performance compared with the
baselines that are also variants of standard GAN. These
baselines are: standard GAN (SGAN) (Goodfellow et al.,
2014), Relativistic SGAN (RSGAN), Relativistic SGAN
with gradient penalty (RSGAN-GP), Relativistic average
SGAN (RaSGAN), Relativistic average SGAN with gradi-
ent penalty (RaSGAN-GP) (Jolicoeur-Martineau, 2019a).
We find that the baseline for SGAN provided in (Jolicoeur-
Martineau, 2019a) uses a numerically unstable implementa-
tion of the cross-entropy loss, so we rerun this baseline with
the stable implementation. Same as (Jolicoeur-Martineau,
2019a), we calculate FID at 20k, 30k, . . ., 100k generator
steps and report the minimum, maximum, mean and stan-
dard deviation of the score values at these 9 steps. Moreover,
we evaluate our method and the fixed SGAN baseline three
times and report the average on all four statistics.
From Table 1, we observe that PairGAN improves both per-
formance and stability on higher resolution images. Overall,
our method outperforms the baselines in all categories ex-
cept for RaSGAN-GP (64x64) in standard deviation and
RaSGAN (256x256) in minimum.
Appendix G.2 provides extended comparison with other
baselines, including LSGAN (Mao et al., 2017), Hinge-
GAN (Miyato et al., 2018), WGAN-GP (Gulrajani et al.,
2017), and their variants. On 64x64 resolution, PairGAN
demonstrates comparable performance with the best base-
line (Relativistic average LSGAN) in all four categories. In
higher resolution settings (128x128, 256x256), our model
achieves the best FID across maximum, mean and standard
deviation and its minimum FID is comparable with the best
model for that resolution.
We also find our approach to be consistent across multiple
runs with small deviations of the four metrics. Further
Table 1. Comparsion of minimum, maximum, mean, and standard
deviation of FID calculated at steps 20k, 30k, ..., 100k on different
resolutions of CAT dataset (Zhang et al., 2008). Baseline results
denoted with (∗) were extracted from (Jolicoeur-Martineau, 2019a),
not independently run in our experiments.
Loss Min Max Mean SD
64× 64 images
SGAN 13.51 41.89 23.78 8.81
RSGAN∗ 19.03 42.05 32.16 7.01
RaSGAN∗ 15.38 33.11 20.53 5.68
RSGAN-GP∗ 16.41 22.34 18.20 1.82
RaSGAN-GP∗ 17.32 22 19.58 1.81
PairGAN (ours) 12.66 20.90 16.38 2.23
128× 128 images
SGAN 27.35 57.76 40.17 9.34
RaSGAN∗ 21.05 39.65 28.53 6.52
PairGAN (ours) 17.30 29.32 21.92 3.76
256× 256 images
SGAN 69.64 344.55 208.99 104.08
RaSGAN∗ 32.11 102.76 56.64 21.03
PairGAN (ours) 35.35 64.77 45.21 9.49
discussion and the full table with the standard deviations of
the scores for our model over repeated trials can be found
in Appendix G.2.
We include image samples generated by PairGAN in Ap-
pendix G.3.
8. Conclusion and future work
We introduced PairGAN, a formulation of adversarial train-
ing where the training dynamics does not suffer from the
instability of the alignment. Our theoretical results consti-
tute first steps in understanding convergence guarantees for
PairGAN. Interestingly, in our setup, one can formalize the
balance of power between the discriminator and the genera-
tor with the notion of sufficient discriminators, which is not
present in the standard formulation of GANs.
Directions for future work include further theoretical un-
derstanding of convergence guarantees and properties of
sufficient discriminators. Throughout our analysis, Pair-
GAN enjoys flexibility which permits the use of different
loss functions and model architectures. More extensive ex-
periments with different design choices are necessary to
understand the general improvements that PairGAN can
bring.
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A. Proof of Proposition 5.1
Recall that we consider particular instances of the games (7)
and (8) corresponding to:
f1(t) = − log(t), f2(t) = − log(1− t), g(t) = log(t).
Proof for PairGAN. First, we expand the expression for
the discriminator loss (7a) in PairGAN:
LD(D, q) = + Ep(x)p(y) [− logD(x, y)]
+ Eq(x)q(y) [− logD(x, y)]
+ Ep(x)q(y) [− log(1−D(x, y))]
+ Eq(x)p(y) [− log(1−D(x, y))] .
We expand all expectations as the integrals and obtain:
LD =
∫∫ [
− logD(x, y)
(
p(x)p(y) + q(x)q(y)
)
− log(1−D(x, y))
(
p(x)q(y) + q(x)p(y)
)]
dx dy.
We minimize the integral by minimizing the expression
inside the integral w.r.t D(x, y) point-wise. Solving for the
optimal D(x, y) ∈ (0, 1), we obtain:
D∗(x, y)=
p(x)p(y) + q(x)q(y)
p(x)p(y) + q(x)q(y) + p(x)q(y) + q(x)p(y)
.
We rewrite this expression as the function of the mixture
distributions (9)
D∗(x, y) =
M+p,q(x, y)
2 ·Mp,q(x, y) .
Next, we substitute D∗ to the generator loss (7b):
LG(D∗, q) = + Ep(x)p(y) [logD∗(x, y)]
+ Eq(x)q(y) [logD∗(x, y)]
+ Ep(x)q(y) [− logD∗(x, y)]
+ Eq(x)p(y) [− logD∗(x, y)] .
We add and substract the terms Ep(x)p(y) [logD∗(x, y)] +
Eq(x)q(y) [logD∗(x, y)] to the expression above, and rewrite
it as:
LG(D∗, q) = + 4EM+p,q(x,y) [logD
∗(x, y)]
− 4EMp,q(x,y) [logD∗(x, y)]
= + 4EM+p,q(x,y)
[
log
M+p,q(x, y)
Mp,q(x, y)
− log(2)
]
+ 4EMp,q(x,y)
[
log
Mp,q(x, y)
M+p,q(x, y)
+ log(2)
]
.
After cancelling out the constant log(2) terms, the two ex-
pectations above give KL and reverse-KL divergences be-
tween Mp,q and M+p,q . Thus, we have shown that
LG(D∗, q) = 4 ·
(
KL(M+p,q‖Mp,q) + KL(Mp,q‖M+p,q)
)
.
The symmetrized KL-divergence above is non-negative and
is equal to zero iff
Mp,q(x, y) = M
+
p,q(x, y) ∀x, y.
We transform the last equation in the following way:
1
2
(M−p,q(x, y) +M
+
p,q(x, y)) = M
+
p,q(x, y)
m
M−p,q(x, y) = M
+
p,q(x, y)
m
p(x)q(y) + q(x)p(y) = p(x)p(y) + q(x)q(y)
m(
p(x)− q(x)) · (p(y)− q(y)) = 0
The last equation holds true for all (x, y) iff p(·) = q(·).
Proof for PairGAN-Z. First, we expand the expression
for the discriminator loss for PairGAN-Z (8):
LG(D, q) = + Ep(x)p(y) [logD(x, y)]
+ Eq(x)q(y) [logD(x, y)]
+ Ep(x)q(y) [− logD(x, y)]
+ Eq(x)p(y) [− logD(x, y)] .
We expand all expectations as the integrals and obtain:
LG =
∫∫ [(
p(x)p(y) + q(x)q(y)
− p(x)q(y)− q(x)p(y)
)
logD(x, y)
]
dx dy.
We introduce the function F (x, y) as:
F (x, y) = p(x)p(y) + q(x)q(y)− p(x)q(y)− q(x)p(y),
and re-write the loss as
LG =
∫∫ [
F (x, y) logD(x, y)
]
dx dy.
Recall, that in PairGAN-Z the discriminator aims to maxi-
mize LG . Therefore, our goal is to maximize the expression
in the integral pointwise w.r.t. D(x, y) ∈ [ε, 1]. The optimal
discriminator D∗ is given by2:
D∗(x, y) =
{
1, F (x, y) ≥ 0
ε, F (x, y) < 0
.
2We restrict the discriminator output D(x, y) ≥ ε, in order
for the discriminator loss to be bounded. For F (x, y) < 0, an
unrestricted discriminator can drive logD(x, y) to −∞.
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The logarithm of D∗ can be written as:
logD∗(x, y) = log(ε)I[F (x, y) < 0].
We substitute logD∗ to the generator loss and obtain:
LG(D, q) = log(ε)
∫∫
F (x, y)I[F (x, y) < 0] dx dy,
where the integral is exactly the negative total variation
distance between M+p,q and M
−
p,q. Thus, we have shown
that:
LG(D∗, q) = − log(ε) · δTV(M+p,q‖M−p,q).
Similarly to the case of symmetrized KL-divergence above,
the total variation distance is non-negative and equals to
zero iff
M+p,q = M
−
p,q ⇐⇒ p = q.
B. Hessian of the generator loss
For a parametric generator q(·; θ), we expand the generator
loss (7b):
LG(D, qθ) =
+ Ep(x)p(y) [g(D(x, y))] + Eq(x;θ)q(y;θ) [g(D(x, y))]
− Ep(x)q(y;θ) [g(D(x, y))]− Eq(x;θ)p(y) [g(D(x, y))] .
Now we compute the gradient, by expanding each expecta-
tion to an integral and exchanging the order of differentiation
and integration:
∇θLG(D, qθ) =
∫∫ (
∇θq(x; θ) · q(y; θ)+
+ q(x; θ) · ∇θq(y; θ)− p(x) · ∇θq(y; θ)−
−∇θq(x; θ) · p(y)
)
g(D(x, y)) dx dy .
We compute the Hessian by differentiating the gradient:
∇θLG(D, qθ) =
∫∫ [(
2[∇θq(x; θ)][∇θq(y; θ)]T+
+∇2θθq(x; θ) · q(y; θ) + q(x; θ) · ∇2θθq(y; θ)−
−∇2θθq(x; θ) · p(y)− p(x) · ∇2θθq(y; θ)
)
×
× g(D(x, y))
]
dx dy .
Our final step is to substitute θ = θ∗. Since q(·; θ∗) = p(x),
the terms on the second and third lines of the expression
above cancel out and we obtain equation (10).
C. Proof of Proposition 5.2
This sections provides the proof of the Proposition 5.2. The
proof relies on the following result by (Mescheder et al.,
2018).
Theorem C.1 (Theorem A.3 of Mescheder et al. (2018)).
Let F (α, γ) define a C1-mapping that maps some domain
Ω to itself. Assume that there is a local neighborhood U of
0 such that F (0, γ) = (0, γ) for γ ∈ U . Moreover, assume
that all eigenvalues of J := ∇αF (α, 0) |α=0 have absolute
value smaller than 1. Then the fixed point iteration defined
by F is locally convergent to M := {(0, γ) | γ ∈ U}
with linear convergence rate in a neighborhood of (0, 0).
Moreover, the convergence rate is |λmax| with λmax the
eigenvalue of J with largest absolute value.
Gradient descent update. We denote the gradient of the
loss LG w.r.t. θ as:
g(θ;ψ) = ∇θLG(Dψ, q(·; θ)).
We consider the update operator corresponding to the gradi-
ent descent for LG w.r.t. θ:
Fh(θ;ψ) = θ − h · g(θ;ψ), (19)
where h > 0 is the step size (learning rate). To understand
the convergence of the gradient descent we examine the
eigenvalues of the Jacobian ∇θFh(θ;ψ) at θ∗. We notice
that ∇θFh(θ∗;ψ) is given by
∇θFh(θ∗;ψ) = I − h ·H(θ∗;ψ),
where H(θ∗;ψ) is the Hessian given by (10). From (10),
we observe that H(θ∗;ψ) is a symmetric matrix and thus its
eigenvalues are real numbers.
An eigenvalue λ of the Jacobian∇θFh(θ∗;ψ) is given by:
λ = 1− h · µ, (20)
where µ is the corresponding eigenvalue of the Hessian
H(θ∗;ψ)
Below we provide the proof for Proposition 5.2.
Proposition 5.2. Suppose that θ∗ ∈ MG and a pair
(ψ0, θ
∗) satisfies:
uT [H(θ∗;ψ0)]u > 0 ∀u /∈ Tθ∗MG. (21)
Then, with fixed ψ = ψ0, gradient descent w.r.t. θ for (7b)
converges toMG in a neighborhood of θ∗ provided a small
enough learning rate. Moreover, the rate of convergence is
at least linear.
Proof. Following Mescheder et al. (2018), in order to ap-
ply Theorem C.1, we choose local coordinates α, γ for
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θ : θ(α, γ). Without loss of generality (see Remark A.6 of
Mescheder et al. (2018)), we can assume that
θ∗ = 0, MG = T ∗θMG = {0}k × Rn−k,
θ(α, γ) = [α, γ]T , α ∈ Rk, γ ∈ Rn−k.
In the local coordinates a vector u /∈ Tθ∗MG has the form
u = (u˜, 0), where u˜ ∈ Rk. Let H˜ denote the sub-matrix of
the Hessian H(θ∗(α, γ);ψ0) corresponding to the coordi-
nates α. Then, condition (21) transforms into:
u˜T H˜u˜ > 0 ∀ u˜,
which implies that H˜ has only positive eigenvalues.
In order to apply Theorem C.1, we have to show that all
eigenvalues λ of the Jacobian∇αFh(θ(α, γ);ψ0)|α=0 have
absolute value smaller than 1. Given that H˜ has only pos-
itive eigenvalues, the inequality λ < 1 is guaranteed by
equation (20).Then it is sufficient for us to choose learning
rate h that guarantees λ > −1. The inequality:
h <
2
µ˜max
,
ensures that λ > −1.
By Theorem C.1 the fixed point iteration for Fh converges
toMG.
D. Proof of Proposition 5.3
We introduce function space operators:
Γ1,Γ2 : Rn → F(X ),
Γ1 : (Γ1[u])(x) = [g1(x; θ)]
Tu = [∇θq(x; θ∗)]Tu,
Γ2 : (Γ2[u])(x) = [g2(x; θ)]
Tu = [∇θ log q(x; θ∗)]Tu.
Informally, Γ1,Γ2 are matrices of size |X |×nwhere the first
dimension can be infinite. Let us describe some properties
of Γ1 and Γ2.
A∗1 = Γ1Γ
T
1 , A
∗
2 = Γ2Γ
T
2 ,
∇θ log q(x; θ) = 1
q(x; θ)
∇θq(x; θ) =⇒ Γ2 = DqΓ1,
where Dq is a diagonal operator
Dq(x, y) = I[x = y]
1
q(x; θ∗)
,
with positive values on diagonal3.
3q must be positive for log q to be defined.
With Γ1 we can represent the function-space perturbation
(12) as
εu = Γ1u
and re-write Definition 5.1 as
Γ1 u 6= 0 =⇒ uT ΓT1 AΓ1 u > 0. (22)
By substituting A = A∗1 in (22) we obtain:
Γ1 u 6= 0 =⇒ ‖ΓT1 Γ1 u‖2 > 0.
This implication holds since Ker(ΓT1 ) ⊥ Im(Γ1).
By substituting A = A∗2 in (22), we obtain:
Γ1 u 6= 0 =⇒ ‖ΓT1 DqΓ1 u‖2 > 0,
or equivalently:
Γ1 u 6= 0 =⇒
∥∥∥(D 12q Γ1)T (D 12q Γ1)u∥∥∥2 > 0.
This implication holds since Γ1u 6= 0⇒ D
1
2
q Γ1u 6= 0 and
Ker(D
1
2
q ΓT1 ) ⊥ Im(D
1
2
q Γ1).
The minimality of the operators follows from the fact that:
rank(A∗1) = rank(A
∗
2) = dim(Wq(θ
∗)). (23)
Recall, that in Section 5.3 we denoted the components
of the gradient ∇θq(x; θ∗) as function-space vectors
α1, . . . , αn ∈ F(X ):
αi(x) =
∂
∂θi
q(x; θ∗).
Next, we observe that
Wq(θ
∗) = span(α1, . . . , αn),
A∗1 =
n∑
i=1
αiα
T
i , A
∗
2 =
n∑
i=1
(Dqαi)(Dqαi)
T .
Equation (23) follows from the above representation for A∗1,
A∗2 and Wq(θ
∗).
Now, we derive the loss function (14). We substitute the
discriminator-operator A∗i into the loss (7b):
L∗i (θ) =
〈
p− q , A∗i (p− q)
〉
=
〈
p− q , ΓiΓTi (p− q)
〉
=‖ΓTi (p− q)‖2 = ‖ΓTi p− ΓTi q‖2
=
∥∥∥Ep(x)[gi(x; θ)]− Eq(x;θ)[gi(x; θ)]∥∥∥2
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D.1. Discussion of Proposition 5.3
Operators A∗i correspond to discriminators defined through
the gradients of the density/log-density of a paramet-
ric generator q(x; θ). In other words, these examples
show that given a parametric generator one can construct
a minimally sufficient discriminator using the gradients
∇θq(x; θ)/∇θ log q(x; θ).
Consider the minimization problem for L∗i
min
θ
L∗i (θ),
which can be written as
min
θ
〈
p(·)− q( · ; θ) , A∗i ( · , · ; θ)[p(·)− q( · ; θ)]
〉
.
This optimization problem defines a training procedure for
the generator q(x; θ), where instead of training a discrimi-
nator, we utilize the operator A∗i ( · , · ; θ) which depends on
the generator q(x; θ) itself.
Below, we consider each of the losses L∗1(θ) and L
∗
2(θ)
and show that they are connected to particular divergence
metrics between the distributions p(x) and q(x; θ).
Interpretation of L∗1(θ)
We re-write L∗1(θ) as
L∗1(θ) =
∥∥∥Eq(x;θ)[∇θq(x; θ)]− Ep(x)[∇θq(x; θ)]︸ ︷︷ ︸
I(θ)
∥∥∥2,
where the function I(θ) can be expressed as
I(θ) =
∫ [
q(x; θ)− p(x)] · ∇θq(x; θ) dx
=∇θ
(
1
2
∫ [
q(x; θ)− p(x)]2 dx︸ ︷︷ ︸
LSQ(θ)
)
.
In the above, expression LSQ(θ) is a divergence defined by
the square of the function-space distance ‖p− q‖ between
p and q.
The loss function L∗1(θ) is connected to LSQ(θ):
L∗1(θ) =
∥∥∇θLSQ(θ)∥∥2
Interpretation of L∗2(θ)
Using the fact that
Eq(x;θ)
[
∇θ log q(x; θ)
]
= 0,
we re-write the loss L∗2(θ) as:
L∗2(θ) =
∥∥∥Ep(x)[∇θ log q(x; θ)]∥∥∥2.
Next, we consider the KL-divergence
LKL(θ) = KL(p(x)‖q(x; θ)) = Ep(x)
[
log
p(x)
q(x; θ)
]
.
The gradient of LKL(θ) is given by
∇θLKL(θ) = −Ep(x)
[
∇θ log q(x; θ)
]
.
Similarly to L∗1, L
∗
2 is connected to the KL-divergence:
L∗2(θ) =
∥∥∇θLKL(θ)∥∥2.
Relation to divergence minimization
Above, we have show that losses L∗1 and L
∗
2 are connected
to the divergences LSQ and LKL respectively:
L∗1(θ) =
∥∥∇θLSQ(θ)∥∥2, L∗2(θ) = ∥∥∇θLKL(θ)∥∥2.
Every divergence is non-negative and evaluates to zero iff
θ = θ∗: q( · ; θ∗) = p(·). Thus, θ∗ is the unique global
minimum of both LSQ and LKL4.
We view the minimization of the losses L∗1 and L
∗
2 as a
relaxation of the divergence minimization problem. Each
of L∗i reaches its minimal value L
∗
i (θˆ) = 0 iff θˆ is a sta-
tionary point of the corresponding divergence. In general, a
stationary point of LSQ/LKL is not global optimum (θˆ 6= θ∗)
since both divergences can be non-convex functions of θ.
However, near θ∗, minimization of L∗i converges to θ
∗. In-
deed, we are interested in analyzing sufficient operators as
they provide guarantees for local convergence for the gener-
ator (see Section 5.2). Propositions 5.2 and 5.3 imply that
gradient descent for L∗i (θ) is locally convergent to θ
∗.
E. Proof of Proposition 6.1
The gradient of the loss (18) w.r.t. pi is given
∇piL(p1, . . . , pN |D) = 2(N − 1)AgDpi −
N∑
s=1
s6=i
2AgDps.
For i ≤ k we split the sum into two:
∇piL(p1, . . . , pN |D) =
= 2(N − 1)AgDpi − 2
k∑
s=1
s6=i
AgDps − 2
N∑
s=k+1
AgDps.
4We note that minimization of the KL-divergence corresponds
to maximum likelihood training of the generative model q(x; θ).
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Next, we use that for s ≤ k : ps = pi, therefore:
∇piL(p1, . . . , pN |D) =
= 2(N −K)AgDpi − 2
N∑
s=k+1
AgDps.
Finally, we observe that both terms above take the same
value for all 1 ≤ i ≤ k. This observation concludes the
proof.
F. Toy example
This section provides a detailed description of the toy exam-
ples shown in Section 1 (Figure 1), Section 5.2 (Figure 2),
and Section 6 (Figure 3).
Section F.1 describes the toy setup for GANs and the models
(unary and pairwise) used to produce Figure 1 and Figure 2.
Section F.2 describes the toy example for multiple distri-
butions alignment (see Section 6) and the models used to
produce Figure 3.
The implementation of the described toy examples is pro-
vided in the codebase accompanying the paper.
F.1. DiracGAN & DiracPairGAN
Mescheder et al. (2018) proposed DiracGAN a toy example
of GAN, where both target distribution p and generative
model q are defined by delta functions (i.e. each concen-
trated on a single point):
p(x) = δ(x− xreal) q(x) = δ(x− xfake).
Here, xreal = 0 is a fixed real example, and xfake is a free
parameter of the generative model q. In this model, the
distributions are aligned when xfake = xreal.
Below we first consider the adversarial training objective for
DiracGAN with a simple parameterization of the discrimi-
nator used in (Mescheder et al., 2018). Then we introduce
DiracPairGAN a modified formulation of DiracGAN with a
pairwise discriminator and generator loss of the form (6).
DiracGAN (Mescheder et al., 2018)
In DiracGAN, the discriminator is defined as linear function
Dψ(x) = ψ · x, parameterized by a single number ψ. Dψ
defines a linear classifier which estimates the probability of
a given sample x being real/fake:
PD(t = real |x, ψ) = σ(Dψ(x)),
PD(t = fake |x, ψ) = σ(−Dψ(x)),
where t ∈ {real, fake} is a class label and σ(·) is the sigmoid
function.
The discriminator is trained by maximizing log-likelihood:
L(ψ, xfake) = + logPD(t = real |xreal, ψ)
+ logPD(t = fake |xfake, ψ). (24)
The generator xfake and the discriminator ψ compete in a
zero-sum game:
min
xfake
max
ψ
L(ψ, xfake).
Note, that the first term in (24) is constant since xreal = 0 is
constant. Therefore, L can be equivalently re-written as:
L˜(ψ, xfake) = − log(1 + exp{ψ · xfake}).
It is easy to see that the alignment xfake = 0 is not preserved
in DiracGAN unless ψ = 0. To see that it is enough to
check that
ψ 6= 0 =⇒ ∂
∂x
L˜(ψ, 0) 6= 0.
DiracPairGAN
In DiracPairGAN, we define a symmetric pairwise discrimi-
natorDψ(x, y) = ψ · |x−y|γ where with a single parameter
ψ and a hyperparameter γ ≥ 1.
Dψ(x, y) denotes a probabilistic classifier which estimates
the probability of a given pair of samples (x, y) coming from
the same distribution rather than different distributions.
PD(t = same |x, y, ψ) = σ(Dψ(x, y)),
PD(t = diff |x, y, ψ) = σ(−Dψ(x, y)),
where t ∈ {same, diff} denotes the class label.
The negative log-likelihood loss for the pairwise discrimina-
tor is given by
LD(ψ, xfake) =− logPD(t = same |xreal, xreal, ψ)
− logPD(t = same |xfake, xfake, ψ)
− logPD(t = diff |xreal, xfake, ψ)
− logPD(t = diff |xfake, xreal, ψ).
(25)
We define an instance of PairGAN generator loss (7b):
LG(ψ, xfake) =− logPD(t = diff |xreal, xreal, ψ)
− logPD(t = diff |xfake, xfake, ψ)
+ logPD(t = diff |xreal, xfake, ψ)
+ logPD(t = diff |xfake, xreal, ψ).
(26)
In general formulation of PairGAN the generator and the
discriminator compete in a non-zero sum game:
min
ψ
LD(ψ, xfake)
min
xfake
LG(ψ, xfake).
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We note, that our choice of parameterization allows us to
re-write the game in a simplified form. Indeed, the first two
terms in both (25) and (26) are constant and all equal to
− log( 12 ) since Dψ(x, x) = 0. Thus, the only difference
in the losses (25) and (26) is in the signs of the third and
the fourth terms. Observing this, we obtain an equivalent
zero-sum game:
min
xfake
max
ψ
L˜(ψ, xfake),
where
L˜(ψ, xfake) = − log(1 + exp{ψ · |xfake|γ}).
In DiracPairGAN the alignment is preserved for any ψ since
L˜(ψ, xfake) is a function of absolute value of xfake and, con-
sequently,
∂
∂x
L˜(ψ, 0) = 0 ∀ψ.
F.2. Multiple distributions
Below we consider the toy example demonstrating adversar-
ial alignment of multiple distributions (see Section 6).
Consider, three delta functions: p1, p2, p3:
pi(x) = δ(x− xi),
parameterized by real numbers x1, x2, and x3 respectively.
The goal of the toy models described below is to align the
three distributions with one another, i.e. reach a situation
where x1 = x2 = x3.
Unary discriminator
For the three distributions problem we utilize a unary dis-
criminator
Dψ(x) = [s1(x,ψ), s2(x,ψ), s3(x,ψ)],
which defines a 3-class softmax classifier
PD(t = i |x,ψ) = exp{si(x,ψ)}3∑
j=1
exp{sj(x,ψ)}
,
where t ∈ {1, 2, 3} is a class label and PD(t = i |x,ψ) is
an estimate of the probability of a given sample x coming
from pi(·).
We define the logits si as quadratic parametric functions
si(x,ψ) = aix
2 + bix+ ci, i ∈ {1, 2, 3}
with ψ defined as a vector of all nine parameters
ψ = [a1, b1, c1, a2, b2, c2, a3, b3, c3]
T .
One can think of Dψ(x) as a linear classifier operating on a
non-linear feature representation φ(x) = [x2, x, 1]T :
si(x,ψ) = [ai, bi, ci][x
2, x, 1]T .
Note that with the described parameterization, the unary
discriminator is powerful enough to represent a zero-error
decision boundary for any location of the points x1, x2, x3.
Similarly to the examples above, we train discriminator by
maximizing log-likelihood
L(ψ, x1, x2, x3) =
3∑
i=1
logPD(t = i |xi,ψ), (27)
and define a zero-sum game between the points x1, x2, x3
and discriminator ψ:
min
x1,x2,x3
max
ψ
L(ψ, x1, x2, x3).
Pairwise discriminator
Now, we define a multiple distributions model with a pair-
wise discriminator. Again, we utilize the same pairwise
discriminator as in Section F.1: Dψ(x, y) = ψ · |x− y|γ :
PD(t = same |x, y, ψ) = σ(Dψ(x, y)),
PD(t = diff |x, y, ψ) = σ(−Dψ(x, y)).
We use the following weighted negative log-likelihood ob-
jective for the discriminator:
LD(ψ, x1, x2, x3) =
− 2
3∑
i=1
logPD(t = same |xi, xi, ψ)
−
∑
i,j:i6=j
logPD(t = diff |xi, xj , ψ),
(28)
computed for same distribution pairs (xi, xi) and different
distributions pairs (xi, xj) : i 6= j. In order to equalize the
3 : 6 ratio of the number of {t = same}-pairs to the number
of {t = diff}-pairs, we virtually augment the set of same
distribution pair by using the weights wsame = 2, wdiff = 1.
Next, we define a non-zero sum game between ψ and
x1, x2, x3:
min
ψ
LD(ψ, x1, x2, x3),
min
x1,x2,x3
LG(ψ, x1, x2, x3),
where the loss for x1, x2, x3 is an instance of the adversarial
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loss (18) introduced in Section 6:
LG(ψ, x1, x2, x3) =
− 2
3∑
i=1
logPD(t = diff |xi, xi, ψ)
+
∑
i,j:i6=j
logPD(t = diff |xi, xj , ψ).
(29)
Since Dψ(x, x) = 0, the first terms in both (28) and (29)
are constant. Therefore, the considered setup can be reduced
to a zero-sum game:
min
x1,x2,x3
max
ψ
L˜(ψ, x1, x2, x3),
where the loss L˜ is given by
L˜(ψ, x1, x2, x3) = −
∑
i,j:i 6=j
log(1 + exp{ψ · |xi − xj |γ}).
Comments on domain-adversarial methods for domain-
adaptation. The loss (27) used in the unary discriminator
above is a simplified instance of the domain loss used in
domain adversarial neural networks (DANN) (Ganin et al.,
2016). In domain adversarial training notation, {pi(x)}3i=1
represent the distribution of representations in different do-
mains. The domain loss (27) is one of the terms in DANN
objective. Optimization of the domain loss (27) w.r.t. pa-
rameters of distribution {pi(x)}3i=1 can be interpreted as
minimization of a divergence between the distributions. This
regularization mechanism is expected to make the learned
representation x invariant across the domains.
Note that this example represents only a part of the adver-
sarial objective used in DANN. The full adversarial training
procedure is defined as a three-player game between a fea-
ture extractor, a classifier and a domain discriminator. In
contrast, here we only focus on one loss term which is re-
sponsible for the alignment of the distributions. Moreover,
in DANN the distributions {pi(x)}3i=1 are interconnected
through the shared parameterization, while in the presented
toy model we consider independently parameterized distri-
butions. We believe that understanding the mechanics of the
alignment with this toy example is important for the analysis
and further development of domain-adversarial methods.
G. Experiments details
G.1. Model details
For our PairGAN model, we choose the loss function as
described in 5.1:
f1(t) = − log(t), f2(t) = − log(1− t), g(t) = log(t).
We utilize the standard DCGAN structure (Radford et al.,
2015) with a discriminator architecture modified to repre-
sent a symmetric pairwise function. We parameterize the
pairwise discriminator as D(x, y) = Db(Du(x) +Du(y))
(Zaheer et al., 2017) where Du is the DCGAN unary dis-
criminator that takes a single image as an input and returns
a multi-dimensional output instead of just one-dimensional.
Db is an additional binary network that takes in Du output
and returns a single scalar.
Admittedly, the computation of PairGAN objectives requires
sampling of pairs, which increases complexity from O(n)
to O(n2) compared to unary discriminator objectives. To
address this issue, we find that an averaging approach sim-
ilar to that in (Jolicoeur-Martineau, 2019a) works well in
practice. The modified objective functions then are:
LD = − Ep
[
log(D(x, p))
]
− Eq
[
log(D(x, q))
]
− 2 · Ep
[
log(1−D(x, q))
]
, (30a)
LG =Eq
[
log(D(x, q))
]
− 2 · Ep
[
log(D(x, q))
]
, (30b)
where
D(x, p) = Db
(
Du(x) + Ep
[
Du(y)
])
,
D(x, q) = Db
(
Du(x) + Eq
[
Du(y)
])
.
In our experiments, we observe that with the averaged loss
function we can implement pairwise discriminator with
very little computational overhead compared to unary dis-
criminator used in DCGAN. We find that we can use low-
dimensional output layer in the unary network Du. Specifi-
cally, we use just 2 dimensions for our experiments. More-
over, for the binary network we use a 1-hidden-layer fully-
connected architecture
Db(x) = FC16→1(SELU(FC2→16(x))),
with SELU activation function (Klambauer et al., 2017) and
16 units in the hidden layer.
Similar to the findings in Goodfellow et al. (2014), directly
optimizing (30b) is problematic in the beginning, as the
the first term does not provide useful gradients early on.
When the generator is underfitted, the discriminator can
confidently classify (fake, fake) pairs. If D(x, q) ≈ 1 for
x ∼ q, the loss log(D(x, q)) saturates and the gradient for
the generator vanishes (since in practice the output of D is
parameterized through a sigmoid activation). To address this
issue, we start training with a non-saturating loss function
and gradually anneal to the desired version in (30b). The
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Figure 4. FID as a function of training step number for SGAN (blue) and PairGAN (red) on CAT dataset for resolution 64x64, 128x128,
and 256x256. Each curve shows the FID statistics at a given step calculated over 3 training runs. The thick line shows mean value and the
shaded area represents ±1 standard deviation range.
annealed loss function for the generator is given by:
LG = + α · Eq
[
− log(1−D(x, q))
]
+ (1− α) · Eq
[
log(D(x, q))
]
− 2 · Ep
[
log(D(x, q))
]
the annealing coefficient α changes from 1 to 0 as a function
of the step counter i = 1, 2, . . .
αi =

1, i < n1
1− i−n1n2 , n1 ≤ i < n1 + n2
0, i ≥ n1 + n2
For our experiments, we use the annealing period of
n1 + n2 = 1000 steps with n1 = n2 = 500.
Since there are only about 2000 training images for resolu-
tion 256x256, the mode collapse problem is severe with the
vanilla versions of all models (our model and the baselines).
Thus, we adopt PacGAN2 (Lin et al., 2018) architecture for
the discriminator, which is the same modification done for
all the baselines in (Jolicoeur-Martineau, 2019a).
We train PairGAN with Adam (Kingma & Ba, 2015) us-
ing one step of discriminator per generator step. We use
the same setting of hyperparameters as in baseline models:
learning rate 0.0002, β1 = 0.5, β2 = 0.999. We implement
PairGAN in PyTorch (Paszke et al., 2019).
G.2. Further discussion
Table 2 provides an extended comparison with more base-
lines. These additional baselines are: least square GAN
(LSGAN) (Mao et al., 2017), Hinge-loss GAN (Hinge-
GAN) (Miyato et al., 2018), Wassertein GAN with gradient
penalty (WGAN-GP) (Gulrajani et al., 2017), Relativistic
average LSGAN (RaLSGAN), Relativistic average Hinge-
GAN (RaHingeGAN) (Jolicoeur-Martineau, 2019a).
We also provide a comparison of FID trajectories for Pair-
GAN and SGAN on different resolutions in Figure 4. The
performance of SGAN is unstable both along the trajectory
and across trials. PairGAN, in comparison, is much more
stable in both aspects for all resolutions.
We make the following observations by qualitatively ex-
amining the samples generated by SGAN and PairGAN
at different stages of training. For 64x64, SGAN already
suffers from mode collapse in 1 out of 3 runs. PairGAN
does not manifest this issue in any of 3 runs. For 128x128,
SGAN suffers from severe mode collapse in all three runs,
whereas we have not observed this problem for PairGAN.
For 256x256, SGAN is very unstable and the generator
constantly rotates between generating low quality images
and random noise. The quality of the samples generated by
PairGAN is stable over the course of training and across the
training runs.
G.3. Examples
Figures 5, 6, and 7 show samples generated by PairGAN
for resolutions 64x64, 128x128, and 256x256 respectively.
While we resize the 128x128 and 256x256 samples in order
to fit the figures in one page, we provide the original images
in the code repository.
The Benefits of Pairwise Discriminators for Adversarial Training
Table 2. Extended version of Table 1. Comparison of minimum, maximum, mean, and standard deviation of FID calculated at steps 20k,
30k, ..., 100k on different resolutions of CAT dataset (Zhang et al., 2008). ‘—’ means model becomes stuck in the first few iterations.
Baseline results denoted with (∗) were extracted from (Jolicoeur-Martineau, 2019a), not independently run in our experiments.
Loss Min Max Mean SD
64× 64 images
SGAN 13.51 ± 1.73 41.89 ± 25.57 23.78 ± 8.37 8.81 ± 6.68
RSGAN∗ 19.03 42.05 32.16 7.01
RaSGAN∗ 15.38 33.11 20.53 5.68
LSGAN∗ 20.27 224.97 73.62 61.02
RaLSGAN∗ 11.97 19.29 15.61 2.55
HingeGAN∗ 17.60 50.94 32.23 14.44
RaHingeGAN∗ 14.62 27.31 20.29 3.96
RSGAN-GP∗ 16.41 22.34 18.20 1.82
RaSGAN-GP∗ 17.32 22 19.58 1.81
PairGAN (ours) 12.66 ± 2.24 20.90 ± 4.27 16.38 ± 2.84 2.23 ± 0.56
128× 128 images
SGAN 27.35 ± 7.92 57.76 ± 13.53 40.17 ± 8.66 9.34 ± 2.37
RaSGAN∗ 21.05 39.65 28.53 6.52
LSGAN∗ 19.03 51.36 30.28 10.16
RaLSGAN∗ 15.85 40.26 22.36 7.53
PairGAN (ours) 17.30 ± 0.48 29.32 ± 3.00 21.92 ± 0.39 3.76 ± 0.65
256× 256 images
SGAN 69.64 ± 39.32 344.55 ± 16.83 208.99 ± 44.11 104.08 ± 18.32
RaSGAN∗ 32.11 102.76 56.64 21.03
LSGAN∗ — — — —
RaLSGAN∗ 35.21 299.52 70.44 86.01
WGAN-GP∗ 155.46 437.48 341.91 101.11
PairGAN (ours) 35.35 ± 1.15 64.77 ± 11.87 45.21 ± 2.59 9.49 ± 3.45
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Figure 5. Examples of 64× 64 images generated with PairGAN
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Figure 6. Examples of 128× 128 images generated with PairGAN
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Figure 7. Examples of 256× 256 images generated with PairGAN
