The Breast Imaging Reporting and Data System (BI-RADS) was developed to reduce variation in the descriptions of findings. Manual analysis of breast radiology report data is challenging but is necessary for clinical and healthcare quality assurance activities.
Introduction
Breast cancer is the most common malignancy in women in the United States [1] , and also in the world [2] . It is a major public health concern with considerable medical and economic burden.
Early detection of breast cancer is associated with treatment at earlier stage and mortality reduction [3] . Clinical practice guidelines include regular screening mammography recommendations for women of average risk [4, 5] .
The Breast Imaging Reporting and Data System (BI-RADS) was developed by the American College of Radiology (ACR) to reduce variation in the radiologists' descriptions of findings used for diagnosis [6] . BI-RADS includes (1) a standard lexicon to describe anatomical features present in breast imaging, and (2) a classification system designed to categorize by likelihood of malignancy, independently to each breast (Table 1) [7] [8] [9] .
In addition to its clinical use, the system is also used in research settings and as a healthcare quality assurance tool in mammography, ultrasound and magnetic resonance imaging [10] . Healthcare quality assurance programs in breast imaging provide feedback to radiologists regarding their ability to detect and diagnose lesions, with the goal of continuous performance improvement. Initiatives designed to increase and improve feedback to radiologists are becoming more common, extending even beyond the Mammography Quality Standards Act (MQSA) [11] and hospital accreditation practices [12] . Current performance evaluations for radiologists use BI-RADS to summarize performance metrics in correlation with pathology reports [13] and/or standard of practice benchmarks [10] .
Data needed for performance evaluation and quality reviews are stored within radiology and pathology systems, and typically as free text. Consequently, most provider organizations use a labor-intensive, manual procedure for correlating this data, including manual data entry for all breast imaging patients. The current process requires collection and coding of key data elements for efficient retrieval, follow-up of patients' outcomes, correlation of pathology results with radiologists' reports, computation of metrics based on the rates of patients' outcomes and rates of adherence to evidence-based guidelines. These steps must then be repeated at specific intervals to ensure adequate follow up for low-risk categories.
Manual analysis of these data can be quite challenging due to the large volume of screening examinations, reliance on manual abstraction and report generation, sequestration of the data in task specific databases and systems, limited access to clinical reports, patient mobility, off-site biopsies, and physicians' referral patterns. In addition, the required human effort imposes significant limits on the timeliness, granularity and flexibility of the data that can be provided for healthcare performance improvement and research purposes.
Various natural language processing (NLP) techniques can be employed to automatically identify and extract key expressions from radiology reports [14] [15] [16] [17] . These techniques may be used independently, or in combination to accomplish different subtasks within a multi-step pipeline [18] .
We sought to develop an NLP system for BI-RADS extraction as the first step in developing a complete system for correlation of radiology to pathology results with feedback to radiologists. Such a system would be able to automatically extract features of interest (e.g. BI-RADS assessment categories) from the radiology reports, correlate the findings with the pathologic findings (e.g. malignant, benign, high risk), and then present this information to the clinician in a meaningful way to support performance improvement. The envisioned system provides an example of a single learning health system loop. Learning health system approaches aim to continuously improve practice by capturing data at the various levels of clinical practice and efficiently use the data to change practice [19, 20] .
There have been only a few publications related to the extraction of BI-RADS features from free-text radiology reports. Most studies have focused on extracting standardized descriptions of anatomical findings [21] [22] [23] , rather than the BI-RADS categories. Only one published study aimed to specifically extract the BI-RADS category from the radiology report [24] . These authors developed the BI-RADS Observation Kit (BROK) algorithm to extract the final assessment category. BROK uses regular-expression string matches to obtain the reports' BI-RADS category and the laterality of the breast to which it is assigned, when possible.
A published report of the algorithm by the developers showed high performance with recall of 100.0% (95% confidence interval (CI), 99.7, 100.0%) and precision of 96.6% (95% CI, 95.4, 97.5%). However, performance in this study was measured against radiology reports that were randomly sampled by imaging technique. This sampling strategy would almost certainly over-represent the more common low-risk categories (BI-RADS 1 and 2) and underrepresent the less common high-risk categories (BI-RADS 3, 4, and 5), which are the categories of greatest interest for performance improvement.
We first sought to evaluate whether BROK could be used to extract all BI-RADS categories present in a radiology report. On the basis of our findings, we then chose to develop and evaluate our own information extraction method for BI-RADS categories extraction using a supervised machine learning approach.
Materials and methods

Data source
All radiology reports used in this study were obtained from the University of Pittsburgh Text Information Extraction System (TIES) [25, 26] . TIES is a de-identified database comprising approximately 24 million radiology reports from all 18 University of Pittsburgh Medical Center (UPMC) hospitals from 2003 to 2015.
Radiology reports
We included a total of 2159 radiology reports for all evaluations and model training described in this study. Reports included screening mammograms, diagnostic mammograms, breast ultrasounds, computed tomography, and magnetic resonance imaging. To avoid potential re-use bias, we created four different datasets and used them in different stages of our research and for different purposes ( Table 2 ). The selection of the documents was based on BROK algorithm output. Use of the BROK algorithm in the selection step was necessary in order to obtain sufficient cases of each of the BI-RADS categories.
There was no overlap among the four datasets. A total of 1560 (72.2%) reports were used for the evaluation of the rule-based approach (BROK), and a total of 599 (27.8%) were used for the development and evaluation of the machine learning approach. Section 2.3 provides a detailed description of the development and use of datasets 1, 2, and 3. Section 2.4 provides a detailed description of the development and use of dataset 4. For each dataset, we manually classified (datasets 1-3) or manually annotated (dataset 4) BI-RADS category values and laterality.
Rule based approach
We used three different sets of breast radiology reports for the evaluation of the BROK rule-based approach (Table 2) . For all datasets, selected reports were manually reviewed by one author (SC) to determine a document-level BI-RADS classification with laterality (e.g., Left, Right, Bilateral, or Nonspecific) per document, congruent with the classification scheme used in the output of the BROK system. Performance metrics (precision, recall and accuracy) were determined at the document level for each individual final BI-RADS category present in a single report, and overall for all final BI-RADS categories by comparing the BROK classification against this manual classification. We evaluated the baseline performance of BROK on dataset 1, which contained a stratified sample of 80 random radiology reports per BI-RADS category from 1 to 6 (total 480 reports). We excluded reports with BI-RADS final category of 0 from the selection criteria because these patients will, by definition, undergo further imaging studies, and therefore BIRADS 0 classes can be expected in the documents containing other BIRADS classes.
We then performed an error analysis for all cases in the first dataset where the BROK algorithm and the manual classification disagreed. To evaluate potential false negatives, we also obtained a second dataset containing a random sample of 600 reports classified as ambiguous by BROK (Table 2 ). These included reports with the BROK defined outputs of ''multiple BI-RADS without laterality found", ''conflict with bilateral/overall/combined BI-RADS", ''multiple (left/right/bilateral) BI-RADS found" or ''no BI-RADS category found". Error analyses on both the dataset 1 and dataset 2 were used to adapt BROK algorithm's regular expressions.
In the final step, we evaluated the adapted BROK system on a third dataset ( Table 2) that contained a stratified sample of 80 randomly selected radiology reports per BI-RADS category from 1 to 6 (total 480 reports) ( Table 2) . We compared performance of the baseline system against the adapted system.
Machine learning approach
We also developed a second annotator using a machine learning (ML) approach, which annotated and classified multiple BI-RADS mentions within a given document. We first developed an annotation guideline and used it to create a manually annotated corpus for development, training and testing the system, based on dataset 4 ( Table 2 ). On one subset of this data, we trained our supervised ML methods to extract BI-RADS information from the radiology reports. Finally, we evaluated the model performance and examined the resulting errors on held-out data. Fig. 1 provides a summary of the methods for this aspect of the study.
Annotation guidelines and schema
The annotation schema and annotation guidelines were designed using a traditional, cyclic and iterative approach. In the first step of the annotation process, two expert annotators independently applied the schema to 15 different documents for annotation training, discussed issues that arose, leading to changes in the annotation guidelines and schema. This second version of the schema was applied to 30 new documents, and Inter-Annotator Agreement (IAA) was calculated using Cohen's kappa for all the instances annotated in the schema (Fig. 3) .
The annotators met to review the disagreements and arrived at consensus on the changes to the schema and the guidelines. This process was performed until the annotators achieved an IAA 0.85. The final annotation schema included the BI-RADS category value (0-6), the BI-RADS category descriptor (value meaning), the BI-RADS laterality (Table 3 ) and variations of BI-RADS acronyms.
Dataset
Dataset 4 was used for the development of the ML-based annotator and was produced from a stratified sample of 100 randomly selected radiology reports per BI-RADS category from 1 to 6 (total 600 reports). One sampled report was excluded from the study because it was erroneously labeled as a radiology report when it fact it was a pathology report, yielding a total corpus of 599 documents. Documents were annotated using the Anafora annotation tool [27] . Anafora is a web-based annotation tool with a humanreadable XML output.
We used an annotation approach based on the assumption that single annotation of additional data can increase the amount of training data without loss of system performance [28] . The annotation task was divided into three rounds (Fig. 3) . Within each round, both annotators created annotations on two sets of documents. One set contained documents that were annotated by both annotators, while the other set contained documents that were annotated only by a single annotator (either Annotator 1 or Annotator 2). The double-annotated set was used to calculate the IAA at intervals throughout the annotation process to assure a high level of agreement throughout the annotation task. The final gold standard combined the annotations of both annotators. Discrepancies presented during the annotation phase were discussed after the IAA calculation, and one was selected by consensus for use in the gold set.
Preprocessing radiology reports
We used the clinical Text Analysis and Knowledge Extraction System (cTAKES) [29] for preprocessing steps. cTAKES is an opensource NLP system for information extraction from electronic medical records free-text. Annotations created by cTAKES were used to create relevant features for the machine learning algorithms.
We made two minor changes to existing cTAKES annotators to be used in the preprocessing steps, based on our initial evaluations. First, we modified the cTAKES sectionizer to identify custom headers that are not included in the CDA/HL7 standard. This list of headers was based on those identified by TIES within the radiology reports. Second, we adjusted the cTAKES tokenizer to distinguish when the ''." character was used as a punctuation mark versus a decimal mark, when this character followed a number.
We also developed two new Unstructured Information Management Architecture (UIMA) rule-based annotators to (1) label BI-RADS anchor expressions, such as those that were manually annotated (e.g. 'BIRADS', 'BI-RADS', 'ACR code') and (2) annotate simple time expressions, e.g. '6-month', '1-year', '12:30 AM'. The final cTAKES preprocessing pipeline consisted of the following sequential modules: (1) sectioning to identify the headers and annotate the various sections of the radiology report, (2) sentence splitting, (3) tokenizing to split the sentences into tokens and to classify each lexical unit into different token types, and (4) section filtering. In the tokenizing module, we also included the context dependent tokenizer to identify roman numerals that are sometimes used in the text to specify BI-RADS category values. The cTAKES Context dependent tokenizer creates annotations from one or more tokens, using surrounding token types as clues.
Model development
We divided the BI-RADS category extraction task into two specific tasks (Fig. 2) . The first task was to develop an automated method for annotation of all BI-RADS risk assessment values within the breast radiology reports (including screening mammogram, diagnostic mammogram, breast ultrasound and breast MRI). The problem was formulated as a sequence prediction problem. All tokens within the text were classified as 'BI-RADS category value' or 'not BI-RADS category value', based on contextual information in the surrounding line of text. We trained a linear chain Conditional Random Fields (CRF) model to perform this task [30] . The second task was to develop an automated method for classifying the resulting annotations as Left, Right, Bilateral, Overall, or Nonspecific. The problem was formulated as a multi-class classification problem. We trained and compared multiple classifiers to perform this task.
Derived datasets for training and testing
We split dataset 4 as follows: a training set containing 60% of all instances, a development set containing 10% of all instances, and a test set containing 30% of all instances. The training set was used to train the classifiers, and the test set was used for the final evaluation including the final error analysis. For task 1, we used the development set for initial model building, preliminary experiments, and feature development, construction and selection. Consequently, the development set was excluded from the training and testing splits. Error analysis was performed throughout the development process, and the preprocessing system or model was subsequently adjusted. For task 2, we did not utilize the development set, and consequently we added it to the test set to increase the sample size and variance of documents used in the final evaluation.
2.4.5.1. Task 1 -Development of a BI-RADS category value annotator. We used the open-source MAchine Learning for LanguagE Toolkit (MALLET) [31] to build a linear chain CRF model for BI-RADS token annotation. CRFs are a common method used for information extraction that have been successfully applied in a wide variety of clinical text and reports [32] [33] [34] [35] . Linear chain CRFs consider that labels of adjacent tokens are dependent on each other, therefore they are used to predict a sequence of labels given a sequence of tokens.
We used the following set of cTAKES-derived labels as features to train the model: (1) report section, (2) token type, and (3) context dependent token type. We used an iterative approach to feature construction and selection. For each set of features, we trained the model on the training set, then computed evaluation metrics and performed error analysis on the development set. We used our error analysis to identify causes of false negatives and false positives, and these insights were employed to improve the preprocessing pipeline, and to add or change features used in the subsequent model. Feature selection was expert-determined and refined using the results of the error analysis. After we reached an acceptable level of performance, the final model was tested once on the test set.
Task 2 -Development of a BI-RADS laterality classifier.
We used the open-source Waikato Environment for Knowledge Acquisition (WEKA) [36] to implement three different BI-RADS laterality classifiers: Naïve Bayes (NB) [37] , Rules from partial decision trees (PART) [38] , and Support Vector Machine (SVM) [39] . We tested the ability of each model to classify the BI-RADS category value In some cases, it is the only BI-RADS class in the report detected in the previous step as left, right, bilateral, overall, or nonspecific. We chose NB because it is the simplest type of Bayesian network and makes the assumption of conditional independence of the predictors on the target variable [37, 40] . PART algorithm provides an outcome that is easy to interpret. It uses partial decision trees to generate a decision list and employs a separate-andconquer approach in each iteration, making the ''best" leaf into a rule [38] . We trained the SVM classifier using sequential minimal optimization (SMO) [39, 41, 42] with a first-order polynomial kernel. This linear method produced the best performance when compared against a number of alternative kernels.
Each classifier was trained with an identical set of features, automatically generated as cTAKES output. These features included:
-Bag-of-word (BoW). Each unique word token was treated as a feature. We included only the word tokens present in the line of the report with the BI-RADS category value as determined in Task 1. We did not normalize or remove stop words. -Total number of BI-RADS category value annotations. This value was obtained by counting the number of BI-RADS category values present in the report. -BI-RADS category value. We used the BI-RADS value (0-6) assigned by the radiologist and automatically extracted in Task 1. -BI-RADS sequence. We assigned a rank order to each BI-RADS token annotation, based on its order of appearance in the report (e.g. first, middle, last). When there was only one BI-RADS category value in the report, it was considered to be the Last BI-RADS annotation. -Imaging Study type. This was the procedure type, extracted from the report title in the radiology report system or the Technique description section. Possible values were mammogram, ultrasound, or magnetic resonance imaging. -Laterality. This feature was obtained from the report title in the radiology report system or the Technique description section, and specified whether the study was performed on one breast or both breasts. -Breast(s) studied. The anatomic location was obtained from the report title in the radiology report system or the Technique description section. It specified whether the study was performed on the left breast or right breast. -Laterality word token counts. These were three additional features obtained by counting the mention of the word tokens ''left", ''right", and ''bilateral" throughout the complete report.
Statistical analysis
We used standard metrics to evaluate the performance of both the BI-RADS annotator and classifier, including recall, precision, F1-measure, and accuracy. We separately measured performance for each BI-RADS laterality category.
For task 1 (BI-RADS category value annotation), a given annotation was considered a true positive if the model correctly predicted a token as 'BI-RADS value annotation' when compared with gold annotation, and true negative if the model correctly predicted a token as 'Not BI-RADS value' annotation, when compared with the gold annotation. False negatives were defined as cases in which the model incorrectly predicted 'Not BI-RADS value', when compared with the gold annotation. False positives were defined as cases in which the model incorrectly predicted 'BI-RADS value annotation', when compared with the gold annotation.
For task 2 (BI-RADS laterality classification), a given classification was considered a true positive if the classification (using the unordered labels 'Left', 'Right', 'Bilateral', 'Overall', 'Nonspecific') was identical to the gold annotation. True negatives were the number of correctly recognized cases that do not belong to the specific class we are trying to predict. If the classification was not identical, then the classification was an error. For this multi-class classification problem, we used micro-averaging [43] in calculating general performance metrics and classification F1 measure to compare classifiers. We measured performance for all BI-RADS category values and also for a subset of BI-RADS category values (categories 3, 4, and 5). We separately evaluated for this latter subset because these BI-RADS categories indicate an increased risk for cancer and are followed by some subsequent clinical action (re-imaging after some interval, additional imaging or biopsy). Given our anticipated use case, discriminative performance is most important in this subset.
Results
Rule based approach (BROK)
Baseline algorithm performance
Overall algorithm performance in the Dataset 1 showed that the original BROK performed relatively poorly in this sample (Table 4) , with an F1 value of 0.55, favoring precision (0.69) over recall (0.46). BROK accurately classified BI-RADS category for the left breast in 50.2% of the reports and for the right breast in 49.8% of the documents. Most of the reports contained a final BI-RADS category for each individual breast.
Comparison of BROK and adapted BROK
Following our initial error analysis, we then compared the performance of the original version of BROK against the adapted version of BROK (Table 4) . We observed some variation in performance of the original BROK across datasets, with increased and more balanced performance in dataset 3. Adaptations we made to the algorithm had a positive effect on performance when compared to the original system.
BROK error analysis
The algorithm was unable to classify 131 of the BI-RADS instances present in Dataset 1, from which 74 were due to errors in the extraction of the right breast BI-RADS categories and 57 to errors in the extraction of left breast BI-RADS categories. Nearly three quarters of the extraction errors were present in documents with final category representing higher malignancy risk: BI-RADS category 4 (22.1%), BI-RADS category 3 (19.1%), BI-RADS category 5 (16%), and BI-RADS category 6 (16%).
In datasets 1 and 2, reports that contained data extraction errors shared one or more of the following features: multiple BI-RADS categories for each breast, difficulties in the preprocessing, addenda, and multiple imaging techniques in a single report. Most of data extraction errors resulted from variations in the reporting template for BI-RADS categories. We grouped the errors into The tool failed to identify the correct laterality because it was not within the token distance specified in the algorithm Distance between critical terms
The tool failed to identify the correct laterality because the term was too far from the BI-RADS trigger of the regular expression various categories, and determined the most likely source (Table 5) . On the basis of the error analysis, we adapted the BROK algorithm in three ways: (1) removed the existing rule that suppressed statements beginning with outline numbers, (2) included additional terms in the regular expressions, and (3) increased the distance between BI-RADS anchor, laterality and category. The adapted version of the algorithm, tested in dataset 3, showed continued limitations because it relied too heavily on the terms in the regular expressions, which were frequently not present within the same line. We observed that a major limitation of BROK was that it could only assign classifications at the document level. For our future system, we anticipated the need to evaluate multiple lesions on radiology studies and correlate these lesions with the associated pathologic findings. Therefore, a basic requirement for methods development was annotation at the mention level to ensure that both breasts could be separately evaluated.
Machine learning approach
Annotation process and corpus development
A total of 120 documents had double annotation (annotation by two individuals) and a total of 479 had single annotation (annotation by one individual). We obtained high levels of agreement from the beginning of the process which was sustained throughout the annotation process (Fig. 3) . The final corpus contained 1014 annotated BI-RADS instances in 599 radiology reports (Table 6 ). One report was excluded from the corpus because it turned out to be a pathology report. The final IAA across all 120 double annotated documents was 0.95.
We split the data into three sets: a training set containing 60% of all instances (608 BI-RADS instances, 368 documents), a development set containing 10% of all instances (101 BI-RADS instances, 58 documents), and a test set containing 30% of all instances (305 BI-RADS instances, 173 documents). BI-RADS instances across different categories were uniformly distributed, and corresponded to approximately 10% of all numeric tokens present in the corpus. Distributions were similar across all data sets (Table 6 ).
Evaluation of BI-RADS token annotator (Task 1)
Only three features were included for training of the baseline model to obtain the simplest model possible and improve performance over it: (1) section, (e.g., technique, findings, impression, or recommendation); (2) token type, (e.g., word, punctuation, symbol, newline, contraction, or numeric); and (3) context dependent token type, (e.g., roman numerals, ranges, or measurement). The unit of analysis was the token. A numeric token is defined as a consecutive series of digits.
Error analysis in the development set showed that failures in the sectionizer altered the algorithms' ability to detect BI-RADS categories, and that time expressions (12-h format) and time-length expressions (e.g., ''6-months") followed a sequence that was very similar to the BI-RADS category. We therefore adjusted the section headers to annotate only the impression, recommendation, and addendum sections in the section feature. We also developed two UIMA rule-based annotators, one for BI-RADS anchor words and one for time expressions. We implemented changes sequentially and observed a continuous improvement in the overall performance in the development set. The final model demonstrated a recall of 0.93, precision of 0.98 and F1 measure of 0.95. A more detailed account of the model's performance is presented in Table 7 .
Evaluation of BI-RADS annotation classifier (Task 2)
Average classification performance was similar in the test set across all models. SVM showed a weighted F1 measure of 0.9, and the PART model showed a weighted F1 measure of 0.93. PART model performance was slightly superior and more balanced across the classes. Further investigation of the classification performance by class showed that performance improved for all classes from NB to SVM, and also from SVM to PART.
Bilateral BI-RADS was the class with the highest rate of classification errors for all models. Most of the errors were due to the lack of explicit indication of the class within the reports or the feature derived from the study name. Table 8 presents a detailed description of the classification performance of the different models. Although we sought to include 'non-specific' as a fifth class, the total number of instances of this class (N = 2) were too low and assigned to the training set, and therefore could not be properly evaluated in Table 8 .
Discussion
We evaluated an existing method for the extraction of final BI-RADS assessment categories at the document level, and then developed our own multi-model NLP system for the annotation and classification of all BI-RADS assessment categories present in a single radiology report. To the best of our knowledge, there are no other published reports that may be directly compared to our results. Many studies have developed tools to extract useful information from breast radiology reports using NLP techniques [21, 22, [44] [45] [46] [47] . However, most of them have been limited to extraction of observed features from the reports, such as density, shape, and calcifications, and they relate exclusively to mammography reports. Our work differs because our goal was to extract the BI-RADS categories rather than the description of the findings. Only the publication of the BROK algorithm [24] had objectives similar to our research. An important difference between our goals and the goals of the BROK authors is that we specifically sought to annotate all mentions of BI-RADS categories in a report including both breasts as well as overall assessment. In contrast, the authors of BROK focused only on the final BI-RADS category for a given report. Consequently, it is not meaningful to directly compare our results to those of these previous authors.
Rule based approach (BROK)
Our evaluation of BROK showed a very different performance profile when compared to the previously published evaluation [24] . Even the adaptations we performed on the algorithm were not sufficient to obtain a satisfactory classification performance for our purposes. Two factors could have contributed to this observed difference between these evaluations.
First, the increased number of hospitals, increased time-frame and increased complexity of reports in our evaluation, when compared to the original evaluation could explain the decreased performance that we observed. In general, rule based approaches can be brittle, because the algorithm must account for many different potential patterns, which must be known a priori. We note that the regular expression approach may be improved by the implementation of specialty specific standardized lexicons. In the case of radiology, there is such a trend towards standardization of radiological language [48] . However, the use of templates and lexicons is still not the norm. Another important difference is that our evaluation was conducted on a sample stratified by BI-RADS category. Because the preponderance of breast imaging studies are screening mammography exams with negative/benign results [49] [50] [51] , the sample used in the previously published BROK evaluation is likely to be heavily skewed towards simpler and more uniform language. Second, we identified the level of classification of BROK to be problematic. BROK identifies the BI-RADS category across the entire document. However, cases with differing and actionable BI-RADS assessments of each breast are not uncommon. BROK also does not attempt to differentiate between a bilateral and an overall BI-RADS assessment. A bilateral assessment with high risk of malignancy has completely different implications for patients and clinicians, in comparison to an overall assessment with high risk of malignancy. This is particularly important in radiologicpathologic correlation, where two specimens must be correlated in the case of a bilateral BI-RADS assessment, whereas only one specimen must be correlated in the case of an overall BI-RADS assessment.
Finally, since our goal is to develop the methods needed for a learning healthcare system feedback loop, we considered more complex reports associated with higher BI-RADS categories to be very important, even though they are less frequent in any large corpus. For all of these reasons, we elected to develop our own method for BI-RADS annotation and information extraction, using a machine learning approach.
BI-RADS category value annotator
The use of multi-step systems for clinical information extraction tasks is not new. Such systems have been successfully applied in the past for diverse tasks such as coreference resolution [52] , and relationship extraction [33] . Our system for BI-RADS annotation and classification shares the same general structure: the first stage consists of a preprocessing step followed by a machine learning algorithm that focuses on recognition of the entity, and the second stage implements a different machine learning algorithm that uses the output of the previous stage and perform the classification task. However, although our system follows this same general structure, our approach differs in terms of the methods and the features we aimed to extract and classify.
We developed a linear chain-CRF model that demonstrated high recall, precision and accuracy for the annotation of all BI-RADS tokens within any section of a breast radiology report. Our BI-RADS token annotator is able to detect BI-RADS categories with a high level of granularity and accuracy, and is capable of identifying all the types of BI-RADS token categories (including overall and bilateral BI-RADS assessments) present in a breast imaging reports. Importantly, because we specifically sought to categorize the full range of categories, and to annotate all assessments (instead of producing a single annotation for the entire document), results from our study are not easily compared with any existing method, including BROK.
The pipeline approach is an important strength of our method which likely contributed to its high accuracy. Specifically, an automated section detection method was used to produce machine annotation for sections that were used as features for the CRF. Similarly, we used a modified tokenizer to create machine annotations for common numeric token types (including time), which were also features in our CRF. These features decreased the number of false negatives, as shown in our development set results. The inclusion of our UIMA annotators for time and BI-RADS anchors also helped to decrease the number of false positives.
Results from our error analysis showed that in rare situations, sectionizer failures at the beginning of a section were more likely to produce errors for the model. These problems could be easily solved in the future by standardizing the report's format. However, the overall impact of these errors on the system performance was quite small.
BI-RADS laterality classifiers
NB networks and SVM classifiers have been used in the past for classification of radiology reports [21, [53] [54] [55] [56] [57] . NB networks have been used specifically for classification of breast radiology reports [58, 59] . However, these studies have been limited to malignancy risk detection from BI-RADS lexicon features. SVM after a CRF detection has been successfully used for classification in biomedical text [33, 52] . However, importantly, no study to date has tried to classify the reports into specific categories and with the level of granularity that we did in this study.
Our results demonstrate that we were able to assign BI-RADS laterality categories with moderate to very good performance with all of the classifiers. Our best classifier used the PART algorithm which demonstrated very good recall, precision and F1 measure for the multiclass classification of BI-RADS categories, once the annotation has been detected. Decision trees have the advantage of being relatively easy to interpret.
All models performed better for left class and right class when compared to bilateral class. There are many factors that could account for this observed classification behavior, including (1) the expert-constructed feature space may be biased towards the detection of left and right class, (2) variations in reporting across different radiology techniques that could produce missing data for key features to describe bilateral (3) the absence of specific features to describe bilateral and overall BI-RADS, (4) laterality coreference within the reports, and (5) ambiguity within the reports.
Performance variation among classifiers may be a reflection of the fact that we did not fully explore the entire feature space. Expert constructed features produced the potential for conflicting features, which would likely be resolved more simply with the decision tree and explain PART's better performance.
We included features such as imaging study and laterality counts to balance the assumption that a significant amount of information was present in the same text line of the report as the BI-RADS value. By including these features, we attempted to enhance semantic information and reduce the ambiguity that could be present in a single line of the report. In a recent study by Bozkurt and Rubin [60] , a different approach to reduce ambiguity in BI-RADS reporting was assessed, and these researchers were able to identify mismatches between BI-RADS reported categories and descriptions of mammogram laterality. Detection of ambiguities could help reduce variability in reporting and improve performance of algorithms that aim to classify laterality.
Limitations
An important potential limitation of our methods was that we used the BROK software to sample by BI-RADS category during the development of the corpus used for development of our machine-learning base annotator. Although we manually classified or annotated all documents, it is likely that the most complex documents (classified by BROK as ambiguous due to multiple BI-RADS mentions) were not included in Dataset 4. A future prospective study of the software against manual abstractors will be needed to determine whether our machine learning based annotator is robust for such highly complex reports.
For the BI-RADS token annotator, the generalizability of our findings may also be limited because the detection step of our annotator strongly relies on the accurate performance of the preprocessing steps.
Conclusion
In conclusion, we have developed and evaluated a complete NLP system for automated BI-RADS annotation and classification, using a novel approach. BI-RADS classification with PART showed very good performance, and was consistent across all laterality classes. Our system is able to provide a detailed list of BI-RADS categories present in a single radiology report.
This work provides a solid foundation for future studies that will leverage automated BI-RADS annotation, to provide feedback to radiologists as part of a learning health system loop.
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