Approximate distributions for sum and difference of linearly correlated χ 2 distributed random variables are derived. It is shown that they can be reduced to conveniently parametrized gamma and Variance-Gamma distributions, respectively.
1. Introduction. The distribution of the sum of two independent χ 2 distributed random variables with m 1 and m 2 degrees of freedom is known to be χ 2 with m 1 + m 2 degrees of freedom. However, the case of non-independent variables is less straight forward. Gunst and Webster (1973) derived the distribution of a sum of two linearly correlated χ 2 random variables with ρ < 1. More recently, Joarder, Omar and Gupta (2013) expressed the density for a sum of correlated χ 2 with common m degrees of freedom in terms of a generalized hypergeometric function.
Here it is shown that the distribution of the sum of linearly correlated χ 2 variables with product moment correlation coefficient 0 ≤ ρ ≤ 1 can be approximated by a conveniently parametrized gamma distribution. By a similar method, the distribution of the difference can be derived as well in particular cases.
Both results have straight-forward generalizations to sums of gamma variables with common scale and to differences of identically distributed gamma variables.
We will first consider the case of m = m 1 = m 2 . In the independent case, with shape and scale parametrization.
Let us consider the case of the distribution of X 1 multiplied by a constant. In this case, a well-known result is that
When X 1 = X 2 , X = 2X 1 . Whereas previous derivations of the distribution of linear combinations of correlated χ 2 variable focus on ρ < 1, here a different approach is used, akin to the method used by Kotz and Neumann (1963) to derive an approximate distribution for the sum of correlated gamma variables. These two results can be seen as special cases of the distribution of the sum of two positively correlated χ 2 variables where ρ (X 1 , X 2 ) = 0 and ρ (X 1 , X 2 ) = 1, respectively. Under this perspective, it can be inferred that the general distribution of X in the correlated case reduces to a gamma at the extremes, and therefore should be gamma or generalized gamma for different values of 0 ≤ ρ ≤ 1. We can now deduce some other properties of this distribution based on considerations on expected value and variance.
Clearly:
The expected value should not depend on correlation. Also, it follows from basic properties of variance that, in the correlated case:
The distribution of X should therefore be gamma or generalized gamma with expected value equal to the sum of the expected values, i.e. 2m, and variance equal to the one of the individual χ 2 scaled by a 2 (1 + ρ) factor. There is no straight-forward way to parametrize the generalized gamma distribution so that these conditions are met, since it only reduces to a gamma when the second scale parameter is 1. However, it is very easy to achieve the result by choosing appropriate values for a simple two parameters gamma distribution. Since for the gamma distribution µ = kθ and σ 2 = kθ 2 , the distribution for the sum of two correlated χ 2 variables with common m should be approximately:
The result is easily generalized to the case where m 1 = m 2 . In this case:
It is easily verified that the conditions concerning mean and variance are satisfied.
In the case of the sum of N variables with pairwise correlation coefficients ρ i,j : Interestingly, whereas, as expected, the gamma approximation has a slightly worse fit than the exact distribution on data simulated from a bivariate χ 2 , on the other hand it shows a better fit when non-independence has a different functional form. Since the χ 2 is just a gamma distribution with shape k = m 2 and scale θ = 2, the approach can also be extended to any sum of correlated gamma variables with common scale parameter θ. If X 1 , ..., X N are gamma variables with shape parameters k 1 , ..., k N , pairwise correlation coefficients ρ i,j : i, j = 1, ..., N and common θ then
Figure 2 also displays the distribution fit for the sum of two correlated gamma distributions.
3. Distribution of difference of correlated χ 2 variables. A similar line of reasoning allows to approximate the distribution of the difference of two correlated χ 2 variables, at least in the case where m = m 1 = m 2 . Let
Now when X 1 and X 2 are indipendent X is Variance-Gamma distributed [Klar (2015) ]. In particular we see from the moment generating function of the χ 2 distribution that
, which is the moment generating function of the Variance-Gamma distribution, under generalized hyperbolic parametrization:
. We change to the parametrization proposed by Seneta (2004) for convenience, which in this case leads us to:
We can use the same approach as above and look at this distribution as a special case of difference of correlated χ 2 variables with ρ = 0 . However, the approach cannot be faithfully replicated, since in the case of ρ = 1 the distribution is degenerate with zero mean and variance. Here it is only known that the distribution becomes Variance-Gamma in the special case of ρ = 0 . However, we know that in the more general case the distribution must have zero mean and that its variance must tend to zero as ρ approaches 1.
The mean of the Variance-Gamma distribution is
With c = θ = 0 , E (X) = 0 . The variance of the Variance-Gamma distribution is:
which here becomes
From properties of variance we also know that, in the correlated case:
i.e. the variance should be scaled by 1 − ρ factor to account for correlation. This is accomplished by multiplying σ by √ 1 − ρ . The distribution of a difference between two correlated χ 2 variables is therefore expected to be approximately
for 0 ≤ ρ < 1 . As ρ approaches 1 the variance approaches 0. The generalization to a difference of two gamma distributions with common k and θ is very straight-forward and is obtained by setting ν = 1 k and σ = θ √ 2k. If X 1 and X 2 are gamma variables with common shape and scale k, θ, then
The fit of the distribution is tested on 100.000 simulations; Empirical distribution and overlapping density function are shown in Figure 3 for different values of ρ. 4. Conclusions. In this work it is shown that the distribution of the sum of a series of correlated χ 2 variables can be approximated by an adequately parametrized gamma distribution. The exact density function for said distribution has been derived before; however the approximation that is proposed here is much simpler and has more general applicability, since it generalizes easily to cases where multiple variables with different degrees of freedom are summed. As shown in simulations, the distribution closely fits the data; remarkably, whereas the fit was slightly worse than the exact distribution in data simulated from squaring multivariate normal variates, it was actually better when data were simulated using the quantile function method. This is likely due to the approximation being less reliant on specific distributional assumptions, which makes the method attractive to those who work with correlated gamma variables when little is known about the functional form of non-independence.
In the second part of the work it is shown, in a similar fashion, that the distribution of a difference between two correlated χ 2 variables with common degrees of freedom is, at least approximately, a variance gamma distribution with 0 mean and σ equal to 2m √ 1 − ρ. The density function fits the data in simulations. Both results are generalized to sum and difference of gamma variables with common scale paramaters. These approximations are attractively simple, which given their very good fit to the empirical distributions suggest they could have widespread applications in statistics.
