ABSTRACT: Riverbank retreat along a bend of the Cecina River, Tuscany (central Italy) was monitored across a near annual cycle (autumn 2003 to summer 2004) with the aim of better understanding the factors influencing bank changes and processes at a seasonal scale. Seven flow events occurred during the period of investigation, with the largest having an estimated return period of about 1·5 years. Bank simulations were performed by linking hydrodynamic, fluvial erosion, groundwater flow and bank stability models, for the seven flow events, which are representative of the typical range of hydrographs that normally occur during an annual cycle. The simulations allowed identification of (i) the time of onset and cessation of mass failure and fluvial erosion episodes, (ii) the contributions to total bank retreat made by specific fluvial erosion and mass-wasting processes, and (iii) the causes of retreat. The results show that the occurrence of bank erosion processes (fluvial erosion, slide failure, cantilever failure) and their relative dominance differ significantly for each event, depending on seasonal hydrological conditions and initial bank geometry. Due to the specific planimetric configuration of the study bend, which steers the core of high velocity fluid away from the bank at higher flow discharges, fluvial erosion tends to occur during particular phases of the hydrograph. As a result fluvial erosion is ineffective at higher peak discharges, and depends more on the duration of more moderate discharges. Slide failures appear to be closely related to the magnitude of peak river stages, typically occurring in close proximity to the peak phase (preferentially during the falling limb, but in some cases even before the peak), while cantilever failures more typically occur in the late phase of the flow hydrograph, when they may be induced by the cumulative effects of any fluvial erosion.
Introduction
Bank retreat is the integrated product of three interacting processes (i.e. weathering and weakening, fluvial erosion and mass-wasting), with mass failures and fluvial erosion typically dominating in the middle to lower portions of a drainage basin (Lawler, 1992) . In recent years the role of subaerial processes (weathering and weakening) as a mechanism for enhancing bank erodibility and promoting fluvial erosion has started to be recognized (e.g. Lawler, 1993; Prosser et al., 2000; Couper and Maddock, 2001) , although their quantification is extremely complex. Similarly, progress has been made in understanding and quantifying mass failures, with a wide range of studies elucidating the role of bank hydrology (e.g. Casagli et al., 1999; Rinaldi and Casagli, 1999; Simon et al., 2000; Dapporto et al., 2001 Dapporto et al., , 2003 Rinaldi et al., 2004) , and riparian vegetation (e.g. Rutherfurd, 1998, 2000; Simon and Collison, 2002; Pollen and Simon, 2005; Pollen, 2006; Van de Wiel and Darby, 2007; Pollen-Bankhead and Simon, 2008) . Progress has also been made in understanding and quantifying other processes, such as seepage erosion and its contribution to mass failures (Fox et al., 2006 Wilson et al., 2007) .
In contrast, although improvements in the modelling of near-bank flows are starting to be made (e.g. Kean and Smith, 2006a,b) , there are still relatively few studies (e.g. Julian and Torres, 2006; Papanicolau et al., 2007) that have quantified the process of fluvial erosion (i.e. the removal of bank sediments by the direct action of the flow). Observed rates of fluvial erosion range over several orders of magnitude (Hooke, 1980) , and poor correlations have been found between measured rates of bank retreat and bulk flow parameters describing the magnitude (i.e. peak discharge) of erosive events, due to the inherent extreme variability of the relevant controlling parameters. Likewise, with a few notable exceptions (Simon et al., 2003 (Simon et al., , 2006 Darby et al., 2007) , few studies have been concerned with elucidating the interaction between fluvial erosion and mass failure, and this represents an important limitation because dynamic interactions and feedbacks between processes may lead to outcomes that are not predictable a priori (Rinaldi and Darby, 2008) . This is in part explainable by the extreme difficulties associated with measuring bank changes and discriminating the contribution of different processes at the scale of a single flow event. In fact, logistical and safety concerns usually limit the frequency of monitoring to relatively coarse timescales, at best perhaps resolving individual flow events, while it is clear that greater (subevent scale) temporal resolution is needed to resolve key aspects such as onset and cessation thresholds, rates and process dynamics (Lawler, 2005a,b; Rinaldi and Darby, 2008 ). An alternative way forward, therefore, is to use numerical simulations, parameterized with high quality field data, to reproduce and quantify the different processes and their interactions. This would provide a means to achieve a realistic quantification of the processes at the intra-event timescale, in turn allowing for a better understanding of issues such as the time of onset and cessation of the different processes, their interaction, and their respective contributions to the total volumes of eroded bank sediment.
This study starts with a monitoring activity carried out over a seasonal cycle (autumn 2003 to summer 2004) on an eroding outer bank located along a channel bend of the Cecina River in Tuscany, central Italy. We then seek to develop insights into the dynamics of bank erosion at this site using a modelling approach that builds on recent work by Darby et al. (2007) , in which fluvial erosion, groundwater flow and stability analyses are fully integrated. A further development of the Darby et al. (2007) model is adopted in this study, by adding a hydrodynamic component to evaluate near-bank shear stresses more accurately. For a detailed description of the methodology and the model parameterization for the Cecina riverbank, we refer to the paper of Rinaldi et al. (2008a) . In contrast, this paper focuses on extending the discussion of the results to include the full range (seven) of flow events that occurred in the monitoring period. This enables us to explore the influence on bank erosion of different hydrograph characteristics and initial conditions, representative of the range of hydrological events encountered in a seasonal cycle.
The objectives of this paper therefore can be summarized as follows: (1) to describe and discuss the monitoring results from a case study of bank retreat with a complex channel geometry; (2) to quantify, via numerical simulation, the different processes (fluvial erosion and mass failure) and their mutual role at the intra-event timescale, for a variety of flow events during a seasonal cycle.
Study Area
The Cecina River is located in central Tuscany (Italy) ( Figure 1A ). The catchment has an area of about 905 km 2 , and the river has a total length of about 79 km, outflowing into the Tyrrhenian Sea roughly 50 km south of Pisa. The middle and lower portion of the catchment is dominated by hilly slopes composed of erodible fluvio-lacustrine and marine sediments (Upper Miocene, Plio-Pleistocene), with relatively low relief. The area falls showing the study reach and monitored bank (aerial photograph reproduced by permission of Provincia di Pisa). (C) River bank stratigraphy: 1, loose gravel and cobbles; 2, gravel (D 50 = 13 mm; thickness ranging from 185 to 225 cm); 3, silt, sand and clay (heterogeneous layer composed of alternating lenses of sand with D 50 = 0·2 mm, sandy silt levels with D 50 = 0·01 mm, and clayey silt horizons; total thickness ranging from 80 to 120 cm); 4, massive sandy silt (D 50 = 0·05 mm; thickness ranging from 85 to 165 cm); 5, sandy silt (D 50 = 0·05 mm, thickness ranging from 110 to 155 cm).
within a temperate climatic zone with a dry season, i.e. the Mediterranean climate category, characterized by a high variability in flow discharges. The mean annual precipitation is about 944 mm.
The study reach ( Figure 1B ) is located along the middlelower portion of the basin, at the confluence of the Sterza River, 20 km from the outlet and 2 km downstream of the main flow gauging station for the catchment (Ponte di Monterufoli; drainage area 634 km 2 ) ( Figure 1A ). Mean daily discharge at this gauging station is 7·61 m 3 s -1
, while the peak discharge with a 2-year return period (Q 2 ) is 322 m 3 s -1
. Along the middle reaches of the catchment, where the study site is located, the Cecina is predominantly sinuous and locally meandering, with well developed point-and alternate bar features, actively eroding banks, and a gravel-bed with a median particle diameter (D 50 ) varying in the range between about 14 and 45 mm (Rinaldi et al., 2008b ). Significant channel adjustments (i.e. incision and narrowing) have occurred along this reach during recent decades, as a result of a combination of human disturbances (i.e. land-use changes and sediment mining) (Rinaldi, 2003; Rinaldi et al., 2008b) .
Study site and riverbank properties
The study site is about 500 m long, including an actively eroding (left) bank of about 70 m in length. The average gradient of the reach here is 0·0021, while the D 50 of the bed sediments is about 22 mm on the point bar, and 37 mm on riffles. For the purposes of this study, it was necessary to select an eroding riverbank sufficiently representative of the sedimentary and geomorphological conditions observed along the same river and along similar rivers in the region, to ensure that the methods of analysis and results can reasonably be applied to other similar situations. Therefore, the riverbank was selected on the basis of the following criteria: (a) the bank was actively retreating through a combination of fluvial erosion and mass failures; (b) bank composition, dominant erosion processes and channel morphology were similar to those observed at other sites along the same river and similar rivers in the region; (c) additionally, the site was located sufficiently close to a gauging station so that it was possible to use stage readings at the gauging station to establish the time series and frequencies of discharges at the study site.
The eroding bank within the study reach has a height ranging from 5·0 to 5·5 m, and it is layered. A full description is provided by Rinaldi et al. (2008a) , but the general bank material stratigraphy is arranged as shown in Figure 1C . Although the bank stratigraphy is quite variable and includes several sedimentary layers, the bank in question can be described as being composed of a cohesive upper portion (layers 3-5) overlying a gravel toe (layers 1-2), as is commonly the case in upland and piedmont zones in Europe and elsewhere (Rinaldi et al., 2004; Darby et al., 2007) , but it is distinct from the fine-grained bank settings that are more usually associated with lowland environments and which have been the subject of related research (e.g. Simon et al., 2000; Simon and Collison, 2002) .
Analysis of a sequence of available aerial photographs (1954, 1986, 1993, 1999, 2004) has shown a progressive bank retreat and accretion of the opposite point bar, with a total outer bank retreat of about 70 m at the bend apex. Bank changes were particularly intense after 1986, being triggered by a major flow event that occurred in 1991 (Q peak = 380 m 3 s -1
). The mean annual rate of retreat during the overall period between the start of the process (1991) 
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Monitoring activity
Monitoring activities at the study site were undertaken to evaluate bank retreat associated with individual flow events and included (a) topographic surveys and measurements of bank retreat after each erosive event, combined with (b) hydrological monitoring of river stage and water table. Full details of these activities are given by Rinaldi et al. (2008a) , so only a summary is provided here. An initial topographic survey was performed during summer 2003 using a total station (Leika Geotronics 440) to accurately characterize the bed and bank topography of the entire study reach (Figure 2 ) for subsequent hydrodynamic modelling. A network of vertical pins parallel to the bank edge was also established, with a series of 27 control sections (Figure 2 ), for prompt baseline resurvey with perpendicular offsets (Lawler, 1993) immediately after each flow event. These vertical pins were supplemented with a network of horizontal erosion pins at six representative cross-sections. In each case a set of three erosion pins was inserted in the middle-lower portion of the bank, and the exposed portion of the pin was measured after each flow event. Periodic topographic resurvey after erosive events also included the measurement of the bank toe position along the eroding bank.
Hydrological monitoring of river stage and water table within the bank was undertaken during the entire period of investigation (October 2003 to May 2004 , using a river stage sensor (RS), and two piezometers, P1 and P2, installed at the upstream limit of the eroding bank ( Figure 2 ) at a distance of 5 m and 3 m from the bank edge, respectively. The piezometers were installed at depths (5·86 and 6·08 m) that ensured they were always lower than the water table. The instruments were connected to a data logger recording data every 15 minutes. River stages and corresponding discharges were obtained from the gauging station (Ponte di Monterufoli) located about 2 km upstream, where rainfall data were also collected (by the National Hydrological Survey). A correlation between river stages at the monitored bank and corresponding stages at the gauging station was obtained, enabling the known water discharges to be associated with the measured river stage at the monitored bank. Finally, a series of 11 crest gauges were installed along the monitored reach, to define the water level profile and gradients at the peak stage of erosive events, for the purposes of hydrodynamic modelling calibration and verification.
Monitoring results
River stages during the monitoring period are shown in Figure 3 , with more detailed information regarding each flow event summarized in Table I . Seven erosive flow events can be defined, of which three events (1, 3, 4) consisted of a single peak hydrograph, whereas the remaining four exhibited more complex hydrograph shapes, with one or more secondary peaks. The maximum peak stage was attained during event 2, on 26 November 2003, when the discharge reached a value of 256·0 m 3 s -1
, which corresponds to an estimated return period of 1·5 years. The longest period of high discharge occurred during event 5 (18/02/2004 -04/03/2004) , which was characterized by prolonged precipitation and a total duration of about 10 days, with four distinct peak stages.
The monitoring period can be considered as quite typical of the Cecina's annual hydrological regime, with the monthly precipitation during the monitoring period very similar to the 4 EARTH SURFACE PROCESSES AND LANDFORMS mean monthly precipitation based on data recorded over about 30 years. As is typical in this region, the highest flow events occurred during the Autumn months (in particular in November), with other significant flow events occurring in winter and spring. The number of events with a return period higher than 1 year observed during the monitoring period (5 events) is only slightly higher than the average value (4·3) calculated for the entire period of record (41 years) at the Ponte di Monterufoli gauge.
Regarding the spatial distribution of bank retreat observed during the entire monitoring period, a convenient way of visualizing this is to plot the progressive bank distance , respectively) produced a relatively low mean bank retreat, while more significant changes were again noted during the following three events ). To better analyse the magnitude of observed bank retreat in relation to the different flow events, Figure 4B plots the mean bank retreat for the middle and downstream portions of the bank (the upstream portion was excluded from this 
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analysis because of the negligible changes there), and for the entire bank, versus the peak flow discharge. Flow events 6 and 7 are not included in the graph because it was not possible to discriminate the bank retreat of the two separate events for the reason explained before. It is evident that there is, at best, only a weak relationship between bank retreat and peak flow discharge. Although any trends in the data are weak, visual inspection of the graph suggests that the mean bank retreat for event 4 is particularly low, whereas for event 1 it is slightly higher than anticipated (particularly for the downstream portion of the bank). In fact, it is well known that relations between peak discharge and bank retreat are not well established (Hooke, 1980) , suggesting that other factors play an important role in controlling the bank retreat. In this case it is probable that the excessive erosion of event 1 and the low erosion of event 4 are partly related to the initial conditions and to the characteristics of the flow, respectively. In fact event 1 was the first following the summer period, when the bank face was probably weakened by desiccation processes related to high temperatures (Prosser et al., 2000; Couper and Maddock, 2001 ), whereas event 4 was characterized by a very rapid ascending phase and a short total duration of the hydrograph. Further insights concerning the factors contributing to the different rates of bank retreat for the investigated flow events can be obtained from the modelling described in the following section, where the main processes and their controlling parameters are quantified, and therefore will be discussed later.
Bank Modelling
Full details of the modelling approach used here are available in Rinaldi et al. (2008a) , which describes the complete model parameterization procedure for flow event 2. Here we merely summarize the methodology (Table II provides a summary of the parameter values used to represent the five sedimentary layers within the bank profile) prior to discussing the results. The modelling methodology is divided in two phases: (1) hydrodynamic modelling; (2) bank erosion modelling. In all cases simulations were undertaken for a representative bank profile located in the more active (downstream) portion of the eroding reach (profile 22 shown in Figure 2 ). This specific profile was selected because the observed retreat of this section (2·77 m) matches the mean rate of retreat measured along the actively eroding reach. The hydrodynamic modelling was carried out using the software DELFT3D, developed by WL Delft Hydraulics and Delft University (WL Delft Hydraulics, 2006), employed here as a two-dimensional depth averaged hydrodynamic numerical model with a fixed, orthogonal-curvilinear, boundary fitted grid. The model used here, full details of the implementation of which are given by Mengoni (2004) and Mengoni and Mosselman (2005) , solves the depth-averaged unsteady water flow equations. The equation system consists of the horizontal momentum equations, the continuity equation and the k-ε turbulence closure model. The modelled reach (length of about 1300 m, width of 45-150 m, and an average slope of 0·0021) was discretized into a finite-difference numerical grid composed of 11 029 grid cells, with 269 in the longitudinal and 41 in the transverse direction. The bottom topography was obtained by the initial topographic survey carried out during the summer of 2003. Field observations suggest that only relatively minor net changes in bed topography occurred after the flow events, suggesting that the fixed grid assumption is reasonable. However, the complex planimetric channel shape required the use of variable cell sizes (ranging between 0·5 m and 4 m). As detailed in Rinaldi et al. (2008a) no bedforms were expected to be found during the simulated flow events because the channel bed is mainly composed of gravel. Consequently, hydraulic roughness was modelled using the Colebrook-White formula to predict a depthaveraged Chézy coefficient
( 1) where h (m) is the flow depth and k s (m) is the Nikuradse roughness length. The modelled area was divided into five different roughness classes: channel bed zone, channel bar zone, vegetated bar zone, bank zone and bank-toe zone. For the non-vegetated zone, it was assumed that k s = 3 D 50 , (where D 50 is the median grain size) considering a variable distribution of sediment sizes based on a series of grain size analyses in the different portions of the channel, whereas for the vegetated zone an average value of k s was calculated using measured plant height as the local Nikuradse roughness length. Numerical simulations were performed for all the selected flow events (Mengoni, 2004; Mengoni and Mosselman, 2005) , discretizing each flow event into time steps of 6 seconds. This high resolution time interval was selected as necessary and appropriate to reconstruct the temporal changes in near-bank shear stresses for each event. Due to the complex bed topography, the relationship between near-bank shear stress and flow discharges at the selected bank profile 22 ( Figure 5) shows a trend in which maximum shear stress values correspond to 
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moderate flow discharges. This is because at lower discharges the main flow axis is concentrated along the low-water channel, directly in contact with the eroding outer bank, such that relatively high shear stresses are exerted at the bank toe. In contrast, at higher discharges the flow spreads across the point bar and lower shear stresses are simulated within the near-bank zone (Rinaldi et al., 2008a) . This flow pattern has significant consequences for the temporal occurrence of fluvial erosion during the flow hydrograph, as discussed later.
The dynamic bank modelling involves the application of three submodels: (a) fluvial erosion; (b) groundwater flow; (c) bank stability. These submodels are linked using the computational sequence detailed in Darby et al. (2007) . In each discrete time step this sequence consists of the following four-steps, the outputs of each step feeding into the inputs of the following one.
1. The hydrodynamic model discussed above is first used to evaluate the near-bank boundary shear stress (τ b ). 2. A fluvial erosion submodel (details below) is then applied to estimate the extent to which the bank profile is deformed by fluvial erosion. The bank profile morphology is then updated according to the simulated erosion. 3. A finite-element seepage analysis (details below) is then used to determine the spatial distribution of pore-water pressure within the simulated bank. 4. Finally, a limit equilibrium stability analysis (details below) is used to determine if the bank is liable to mass-failure under gravity. The bank profile morphology is then updated (for a second time in this sequence) in accordance with the simulated erosion.
This iterative cycle is then repeated, incrementing the time step, until the end of the simulation is reached. The black diamond symbols shown in the subplots in Figure 8 (below) indicate how each of the flow-event hydrographs investigated in this study was discretized into a series of time steps for these simulations.
Turning to the details of each of the bank process submodels, fluvial erosion was quantified using an excess shear stress formula (Partheniades, 1965; Arulanandan et al., 1980) :
where ε (m s Table II ). Figure 5 indicates that, based on these parameter values, flows causing erosion for the basal gravel range from about 8·5 m 3 s -1 to 45·9 m 3 s -1 , whereas higher discharges are not erosive. Having determined the parameter values used in equation (2), bank toe retreat was calculated by integrating Equation 2 across the given time interval of the time step (Δt) using:
The finite-element seepage analysis was performed using the software SEEP/W (Geo-Slope International, 2001a) based on the following governing equation (Fredlund and Rahardjo, 1993 ):
where H is the total head (m), k x is the hydraulic conductivity in the x direction (m s ) and t is time (s). In our simulations, isotropic conditions were assumed for the hydraulic conductivity (i.e. k x = k y ). To solve Equation 4, the bank geometry was discretized using a total of 8010 rectangular and triangular cells, and divided into regions composed of materials with different hydraulic and sedimentary properties, according to the bank stratigraphy. Hydraulic conductivity function (or k curve) and water content function (or characteristic curve) were defined for each layer based on grain sizes, measured values of porosity and saturated hydraulic conductivity, following the procedure described in Rinaldi et al. (2004) and Darby et al. (2007) , and summarized here as follows. A range of empirical relations were initially defined for each type of material (Green and Corey, 1971; Van Genuchten, 1980; Fredlund et al., 1994) based on the grain size distribution, including curves already used in previous studies (Rinaldi et al., 2004; Darby et al., 2007) for bank sediments with similar characteristics. The resulting functions were constrained (by displacing the curves vertically) to fit measured values (see Table II ) of porosity (n) and saturated hydraulic conductivity (k sat ). Porosity was obtained by laboratory analysis of single samples removed from each layer of sediment, whereas for the saturated hydraulic conductivity it was possible to perform Amoozemeter tests in situ (Amoozegar, 1989) only for the most superficial layers 4 and 5. For the remaining layers, saturated conductivity was initially assumed from values reported in the literature for similar material types. A further refinement of the curves (particularly for the layers lacking measurements) was undertaken via model calibration (i.e. by forcing best agreement between calculated and measured total head) simulations at the bank location where the two piezometers were installed, which is about 55 m upstream of the simulated bank (Luppi, 2004 (Luppi, , 2007 Rinaldi et al., 2008a) . Although variations in ground water level from the simulated bank profile to the location of the piezometers can be expected, we used the data at the two piezometers to constrain the conductivity and characteristic curves of the bank sediments, which are identical at the two locations.
Boundary conditions along the borders of the finite-element grid were defined as follows (Rinaldi et al., 2008a) : (1) for the nodes along the bank profile, a total head versus time function was defined using the flow hydrograph; (2) for the nodes at the top of the bank, a rainfall intensity versus time function was assigned using the time-series rainfall data monitored at the gauging station 2 km upstream; (3) for the lower horizontal boundary and for the right vertical boundary, a zero flux boundary function was assigned, these regions being always saturated, whereas for the left vertical boundary, the infinite elements option was preferred to account for possible horizontal saturated and unsaturated fluxes. Finally, the initial conditions were defined using the same water table depth as that measured at the two piezometers installed in the bank before the start of each simulated event. Note that the groundwater flow modelling as undertaken herein is identical to previous studies on riverbank modelling (Dapporto et al., 2001 (Dapporto et al., , 2003 Rinaldi et al., 2004) , but with the bank profile deformed to accord with the fluvial erosion simulated at the end of each discrete time step, as per the four-step computational sequence described previously. The bank stability analysis was undertaken using the software SLOPE/W (Geo-Slope International, 2001b), which computes the factor of safety of the bank by applying limit equilibrium methods. This software is integrated with SEEP/W in such a way that the results (pore-water pressure distributions) of the groundwater flow model are used as input data for the stability analysis. Confining pressure is taken into account by specifying the water surface elevation. The Mohr-Coulomb failure criterion in terms of effective stress is used in the case of positive pore-water pressure, whereas the extended Fredlund et al. (1978) failure criterion for unsaturated soils is used in the case of negative pore-water pressure. For each time step, the factor of safety for shear-type cantilever failure is also computed, since this mechanism becomes important when the basal fluvial erosion is taken into account. Cantilever analysis is restricted to the shear-type failure (Thorne and Tovey, 1981) , which is the most common type observed along the simulated bank, with the factor of safety expressed as: (5) where L i is the vertical length (layer i) of the cantilever block (m), C Ti is the total cohesion (layer i) of the cantilever block (kPa), γ i is the unit weight (layer i) of the cantilever block (kN m -3 ), and A i is the cross-sectional area (layer i) of the cantilever block (m 2 ). Any model is an idealization of reality and so it is helpful to briefly summarize the main limitations of the bank stability analysis. First, confining forces due to the water in the river are not taken into account in the cantilever analysis; however, this simplification does not bias the results because the cantilever blocks in fact always develop above the river stage. Second, our simulations do not account for the potential deposition of basal gravel or failed material derived from mass failures of the cohesive layer, the latter being assumed to be completely and instantaneously removed by the flow. This is a reasonable assumption in the case of the Cecina River because of its relatively high energy; indeed our field observations reveal that only a very limited quantity of bankderived fine sediments remain in storage at the bank toe after flow events. Finally, although recent work Wilson et al., 2007) has started to explore the influence of seepage forces on bank stability, for reasons of simplicity we neglect these processes. As such, our analysis may potentially overestimate the stability of the modelled streambanks, although any error is likely to be small as field observations suggest that such processes are not significant at the study site.
Results and Discussion
Six numerical simulations were performed for a total of seven flow events observed during the monitoring period: (1) ). The last simulation combines two events because the seventh event is a continuation of the sixth.
The initial bank geometry for each simulation was defined according to the latest available topographic measurements before the event. Comparisons between calculated and measured bank profiles for each simulated event are first visualized qualitatively in Figure 6 (Luppi, 2007) , with a quantitative comparison between measured and predicted volumes of eroded sediment then provided in Figure 7 . From the bank profiles plotted in Figure 6 it is evident that for event 1 the model correctly predicts that only bank-toe erosion occurs; this compares with the larger magnitude event 2 for which both processes (fluvial erosion and mass failure) are correctly predicted to occur, even if the bank-toe erosion is slightly overestimated (see below). For event 3, the model slightly underestimates the observed fluvial erosion, and does not predict mass failures, although in fact a minor failure did occur. The predictions for event 4 are particularly poor (see below) in that the observed fluvial erosion is clearly underestimated and the simulation fails to predict the mass failures that are observed in reality. In the case of events 5 and 6-7, both bank-toe erosion and mass failures are correctly predicted to occur.
We have assessed the extent to which the simulations match the observations by plotting simulated and observed eroded sediment volumes, discriminated by the eroding process, in Figure 7 . Using the mean discrepancy ratio (Me) and correlation coefficient (r 2 ) as measures of fit (Me = r 2 = 1 for perfect fit), it is evident that the model predicts the fluvially eroded volumes of sediment well, with just a small underprediction on average (Me = 0·90, r 2 = 0·767). However, this is not surprising, as the erodibility parameter of the packed gravel was calibrated by forcing optimal agreement between the simulated and observed bank-toe position. In contrast, underprediction of the sediment volumes eroded by mass-wasting is significant (Me = 0·55, r 2 = 0·616), albeit primarily due to a failure to predict the mass-wasting events observed during events 3 and 4, as noted previously. Overall, agreement between the total volumes of eroded sediment estimated via model prediction and observation are acceptable (Me = 0·72, r 2 = 0·392). In any event, the results of the simulations remain valuable because they enable us to discriminate the contribution of each of the main bank erosion processes to the total eroded volume. Such information is extremely difficult to obtain by monitoring techniques, which are usually only able to provide data at a coarser timescale, at best perhaps resolving individual flow events. Therefore, the seven simulated events are used in this paper to investigate in detail the timing, rates and interaction among the different bank processes.
Time series of factor of safety, with respect to slide and cantilever failure mechanisms, and of volumes of eroded (Figure 8) , and a summary of the timing of onset, duration and volumes of eroded sediment for each erosive episode is provided in Table III . These results show that the occurrence of processes responsible for bank retreat (fluvial erosion, slide failure and cantilever failure) and their relative combinations differ for each event. As discussed below, this is due to variations in the following controlling factors: (1) initial bank conditions (geometry, water content); (2) flow event characteristics (rainfall, hydrograph). Since the initial (water content) conditions and flow event characteristics are in part related to seasonal hydrological conditions, it is possible to identify some seasonal controls on the simulated bank erosion processes. To discuss this aspect in more detail, it is useful to refer to Table IV , where the main hydrological characteristics of each event are summarized. Key results for each simulation are summarized as follows.
• ). This event was a typical early autumnal single peak, flashy, hydrograph related to a short and relatively intense storm. Despite the relatively low peak discharge, shear stresses at the bank toe were high (for the reason explained previously), and were responsible for generating the highest volume of fluvial erosion (2·81 m 3 /m). 
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However, this erosion did not trigger mass failures because: (a) the initial bank geometry, with a relatively low bank-toe slope angle, prevented the generation of cantilever blocks despite the high toe erosion (see Figure  6 ); and (b) peak river stage was relatively low and did not produce a sufficient increase in pore water pressures in the cohesive portion of the bank to trigger slide failures. ). This event represents a typical autumnal storm, with repeated and prolonged rainfall generating a long, multipeak, hydrograph, with the highest peak discharge of the monitoring period. Small amounts of fluvial erosion were predicted during the initial part of the event, with higher eroded volumes during the drawdown of the main peak, and during the final descending phase. However, although the total fluvial erosion (1·05 m 3 m -1
) was lower than in the previous event, the conditions required to trigger mass failures (relatively high river stages and pore-water pressures) were nevertheless attained, in part due to the steep initial bank geometry inherited from the prior toe erosion. In fact, one major and two minor slides occurred during the latter phase of this event, contributing a sediment volume (2·47 m 3 m -1
) that was the highest of the events simulated here. The colour of the symbols indicates the erosion process: in white, fluvial erosion; in grey, mass failure; in black, the total volume. The dashed line is the line of perfect agreement. Table III . Summary of the time of onset, duration, and volume of eroded sediment for the different processes. N, number of flow event (see Table I ); L, total length of the flow event; T 0 ; time of onset of the process; D; duration of erosive episodes (indicated only for fluvial erosion, as for mass failures the process is considered instantaneous); V; volume of sediment delivered by each erosive process; V TOT ; total volume of eroded sediment for the event
Slide failure Cantilever failure 5·75  5·25  1·13  2·81  16·25  17·75  1·68  100  2  199·5  7·50  8·00  0·08  57·25  19·75  0·44  30  82·50  2·09  70  3·51  87·25  0·15  90·75  0·23  90·75  16·15  0·52  3  45·0  3·50  10·75  0·18  100  0·18  4  78·7  15·00  14·00  0·57  100  0·57  5  328·5  56·25  23·00  0·12  95·75 115·75  0·59  219·75 108·75  0·34  40  60  2·64  276·25  1·59  6  609·2  2·75 203·75  0·34  183·25  1·11  210·5  34·75  0·05  38  250·00 359·25  0·65  40  22  2·78  484·75  0·62  7  460·8  0·00  26·00  0·01  37·00  42·50  0·02  83·75 377·00 0·11 100 0·14
• ). This event is similar to event 1 (single peak), but with a lower peak discharge and a very short length (45 hours). Because of the rapid rise and fall of the flow, relatively high shear stresses at the bank toe occurred only for a short time, so that the simulated bank toe erosion is very limited (0·18 m 3 m -1
). The relatively low rainfall and low peak river stage do not produce high pore-water pressures in the cohesive upper bank, which together with the small amount of simulated fluvial erosion therefore fails to trigger any mass failure episode. ). This is another single peak, flashy, hydrograph, with the second highest peak river stage of the monitoring period (30·74 m a.s.l.), although rainfall at the monitored bank and recorded at the Ponte di Monterufoli was relatively ) occurred during the slower falling limb of the hydrograph, this was not sufficient to generate a cantilever block. As previously noted, the mean bank retreat of this event was relatively low, but a local retreat of 0·63 m occurred at the selected bank profile 22. As a result of the short duration of the event and the relatively low rainfall at the bank, simulated pore-water pressures were not sufficiently high to trigger a mass failure and the model therefore underestimates bank-top retreat for this event, although the simulated factor of safety for slide failures (1·13) is close to 1 immediately after the peak stage. ). This event shares some of the characteristics of event 2, with a prolonged and multipeak hydrograph, but with lower total rainfall. Fluvial erosion was predicted intermittently throughout the flow hydrograph, providing a preparatory role for mass failure; in fact a cantilever failure (1·59 m 3 m -1
) occurred during the late part of the hydrograph.
• ). Flow event 6, and the following event 7, are characterized here as two spring hydrographs. The simulation reproduces a very long, complex, and multipeak hydrograph event generated by a succession of rainfall episodes. Fluvial erosion was predicted to occur during various phases, while a slide failure (1·11 m 3 /m) was predicted in an early stage of the hydrograph, at the beginning of the rising part of the first peak, as distinct from the other simulated events when mass failures were typically timed in the later phases of the events. The early onset of mass-wasting in this simulation was caused mainly by: (a) the pore-water pressures being relatively high at the beginning of the event, due to the particularly rainy antecedent period; and (b) the initial bank geometry being unfavourable due to the antecedent erosion. ). This event is essentially a continuation of the previous one but a new peak, characterized by a rapid rising phase followed by a secondary one, was observed. During this event fluvial erosion was the only predicted process, occurring during various phases of the hydrograph but with only very small amounts (0·14 m 3 m -1 ). Figure 9 summarizes the occurrence of processes and associated volumes of sediment delivered to the channel for each of the simulated flow events. It is evident that in early autumnal flashy events, mainly characterized by single peak hydrographs, fluvial erosion is the dominant process. Events occurring during November and some winter events tend to be prolonged and multipeaked and as such are generally dominated by mass failures (Lawler, 1992; Rinaldi et al., 2004) . Spring events are characterized by intermediate conditions, so that a combination of all the different processes (fluvial erosion, slide, cantilever) is evident. In terms of the volumes of sediment eroded by each process, fluvial erosion accounted for 6·83 m 3 m -1 from a total volume of 12·63 m 3 m -1 (54%) eroded across all seven events, while mass failures produced 5·79 m 3 m -1 (46%), of which 2·21 m 3 m -1 was from cantilevers and 3·58 m 3 m -1 was from slide failures. This reinforces the point that fluvial erosion and mass failures are both significant contributors to the total volume of the eroded sediment.
To analyse the variability in the relative timing of the different processes within the flow-event hydrographs, the timing of onset (T 0 ) of each process was first normalized in Table IV . Summary of hydrological characteristics of the simulated flow events: N, number of simulated flow event; L, total length of the flow event; R, rainfall (recorded at the Ponte di Monterufoli gauging station); Q peak , peak discharge; H, peak river stage (at the monitoring section); GWL 0 , initial ground water level; GWL m , maximum ground water level Single peak  29·8  86·4  29·60  28·15  29·20  2  Late November  199·5  Single peak  80·2  256·0  30·96  28·15  30·25  3  Late December  45·0  Single peak  13·2  59·6  29·32  28·29  29·30  4 Late January 78·7  Single peak  26·7  206·7  30·74  28·23  30·50  5  February  328·5  Multipeak  74·2  167·8  30·45  28·75  30·53  6  April  609·2  Multipeak  85·1  181·8  30·52  28·27  29·10  7  May  460·8  Multipeak  45·3  203·8  30·63 28·48 29·80 Figure 9 . Distribution of processes and summary of eroded volumes of bank sediment during the simulated flow events. relation to the total duration of the event (L). By defining the timing of the main peak in the same way (i.e. T peak /L) we constructed a non-dimensional parameter (T 0 /L -T peak /L) for which values of zero correspond to the peak stage of each event, negative values correspond to the pre-peak phase and positive values correspond to the post-peak phase. Using this measure, the occurrence of each of the three erosion processes (fluvial erosion, slide, cantilever) within the simulated flow events is assessed in Figure 10 . From this graph it is evident that:
1. Fluvial erosion is distributed throughout the duration of the flow hydrographs analysed here, but tends to occur in close proximity to the peak phase only for the relatively minor flow events, whereas for the larger flows fluvial erosion tends to occur during the ascending or descending phases of the hydrograph. This is due to the specific relationship between near-bank shear stress and flow discharge ( Figure 5 ), such that for Q > 46·2 m 3 s -1 near-bank shear stresses are not erosive. As discussed previously this effect is due to the steering of the high-velocity core away from the outer bank during high flows. 2. Slide failures generally occur during the early post-peak phase of the hydrograph (event 2), or even in the ascending phase (event 6), as they are triggered by elevated porewater pressures and relatively lower hydrostatic confining river pressures. In event 6, failure occurs during the rising phase because the unfavourable pore-water pressures are sufficient to trigger the failure, and because the confining pressures on the cohesive portion of the bank remain very limited. 3. Cantilever failures occur during the later phases of the flow hydrograph, as they are triggered by the cumulative effects of fluvial erosion at the bank toe.
For the case of mass failures the above findings contrast with those from a previous study (Rinaldi et al., 2004 ) on a similar riverbank on the Sieve River in central Italy. On the Sieve River, bank-failure episodes were always timed after the peak flow stage, during the drawdown phase of the hydrograph. This difference can be explained by the fact that the Sieve River simulations were performed for a constant bank geometry (i.e. excluding bank-toe deformation by fluvial erosion). More recent, fully integrated simulations at the Sieve study site , which include the deforming effects of fluvial erosion, predict the onset of mass failures in other phases of the hydrograph, consistent with our results from the Cecina River. This suggests that previous studies (Twidale, 1964; Thorne, 1982; Springler et al., 1985; Lawler et al., 1997; Rinaldi et al., 2004) , which tend to emphasize the occurrence of mass-failures in the drawdown phase of the flow hydrograph, but which have neglected the interactions between fluvial erosion and mass-wasting, may provide a misleading picture of the true timing of mass-failure events, at least for banks types (i.e. with a cohesive upper portion overlying a gravel toe), river characteristics (gravel-bed rivers with relatively high energy) and hydrological conditions (high variability in flow discharges) common in the study area.
We have synthesized our simulation results into a conceptual model of bank response to hydrographs with varying shapes and peak discharges (Figure 11 ). The hydrograph in Figure  11A is characterized by a lower peak discharge, but has a longer duration of erosive flows covering the range between the discharges associated with the onset (Q OFE ) and cessation (Q CFE ) of fluvial erosion. Under these conditions, fluvial erosion is the dominant process. Slide failures are unlikely to occur, because insufficient positive pore-water pressures are developed, but cantilever failures triggered by basal toe erosion are possible in the latter part of the event, depending on the initial bank geometry and the amount of basal erosion. In contrast, the hydrograph in Figure 11B represents an example of an intense, flashy, flood with a much higher peak discharge, but very steep ascending and descending phases, so that (hydraulically) erosive flows are experienced for a shorter duration. For these hydrographs, fluvial erosion is less effective than in the previous case, whereas slide failures are more likely to occur around the peak phase (primarily during the descending phase but in some cases even before the peak). The final phase of fluvial erosion may be effective in remodelling the bank toe (e.g. by removing failed material) and possibly triggering cantilever failures during the final phases of the hydrograph.
A final point of discussion here regards the possible relationship between bank erosion processes and flow intensity. In this respect, a basic question is whether or not fluvial erosion and/or mass failures increase in occurrence and magnitude with increasing flow discharge. As previously discussed, earlier studies (e.g. Hooke, 1980) have found poor correlations between peak flow discharge and bank erosion rate. Similarly, our results ( Figure 4B ) also indicate a high degree of variability in the relationship between bank retreat and peak flow discharge. However, our simulations have the advantage that they enable us to discriminate the relative contributions of fluvial erosion and mass failure to bank retreat and thus identify the relationships between peak flow conditions and the intensity of specific erosion processes. Moreover, we can also include data derived from similar bank erosion modelling investigations carried out on the Sieve River (Rinaldi et al., 2004; Darby et al., 2007) , recalling that the study by Rinaldi et al. (2004) considered only mass failures of the upper cohesive portion of the bank whereas the study by Darby et al. (2007) included bank deformation by fluvial erosion and mass-wasting, as for the Cecina River simulations carried out in this study.
Considering the relationship between mass failure and flow intensity, Figure 12 plots the minimum factor of safety in relation to the peak flow discharge. To make the data from the Sieve and Cecina studies comparable, we have normalized the peak flow depth (D peak ) in relation to the total height of the bank (H bank ). The study by Rinaldi et al. (2004) excluded fluvial erosion and considered bank stability with respect only to slide failures, while the other simulations include bank deformation by fluvial erosion, as well as considering both slide and cantilever failure processes. If all the data are considered (n = 25), they are clearly scattered, with a low R 2 value of 0·36. In contrast, if the data are separated into two series comprising (i) simulations with no fluvial erosion (Rinaldi et al., 2004) , and (ii) dynamic simulations including both fluvial erosion and mass wasting  this study), significant regressions are obtained (R 2 = 0·83, n = 17, P < 0·001 for the first regression, and R 2 = 0·54, n = 8, P < 0·05 for the second), although the second relationship is clearly weaker than the first. Nevertheless, in both cases there is a clear decrease in the simulated factor of safety with increasing peak river stages, while the offset between the two relationships also highlights the significant destabilizing role of fluvial erosion, with factors of safety for the second series (with fluvial erosion) typically 50% lower than for the first. In summary, the evident decrease of factor of safety with increasing peak flow is clearly related to the fact that higher river stages tend to produce more unfavourable pore-water pressure conditions, as already noted by Rinaldi et al. (2004) , while the present study additionally highlights the need for the factor of safety to account correctly for fluvial erosion in order to avoid significant overpredictions of the factor of safety. 
Conclusions
In this paper we conducted a series of numerical simulations characterizing bank retreat for a riverbank of the Cecina River. The modelling involved linking different hydraulic and geotechnical submodels at each of a series of discrete time steps throughout a range of flow-event hydrographs. Seven significant flow events, monitored during the period [2003] [2004] , and representative of the typical range of annual hydrographs, were simulated. Results of the simulations show that the occurrence of bank erosion processes (fluvial erosion, slide failure, cantilever failure) and their respective combinations differ significantly between each event. These variations are induced by variations in the initial bank conditions and hydrograph characteristics, which in turn are related mainly to seasonal hydrological characteristics. Early autumnal flashy events are mainly characterized by single peak hydrographs, with fluvial erosion the dominant process. Events occurring during November and some other winter events are generally more prolonged and multipeaked, tending to be dominated by mass failures. Spring events are characterized by intermediate conditions, so that a combination of all the different bank erosion processes occur, at least in the case of the particularly rainy springs that characterized our study period.
We have synthesized our findings in the form of a conceptual model of bank response to hydrographs of different shape and intensity. In this model the duration of moderate erosive flows determines the occurrence and quantity of fluvial erosion, rather than the peak discharge. In contrast, slide failures, being influenced strongly by pore-water pressure conditions, are controlled primarily by higher river stages and in fact tend to occur during the peak phases of the hydrograph. In contrast, cantilever failures more typically occur within the later phases of the hydrograph, being induced by the cumulative effects of fluvial erosion.
In closing it must be noted that our results are limited to the specific conditions encountered at the Cecina study site, and the limited number of simulations makes it difficult to generalize these findings to other situations. However, our conceptual model appears to be more generally applicable to channel bends, where moderate flows have a direct impact on the outer eroding bank, whereas for higher discharges a diversion of flow across a chute-channel occurs, causing a drastic reduction of shear stresses along the eroding bank.
