The citations to a set of academic articles are typically unevenly shared, with many articles attracting few citations and few attracting many. It is important to know more precisely how citations are distributed in order to help statistical analyses of citations, especially for sets of articles from a single discipline and a small range of years, as normally used for research evaluation. This article fits discrete versions of the power law, the lognormal distribution and the hooked power law to 20 different Scopus categories, using citations to articles published in 2004 and ignoring uncited articles. The results show that, despite its popularity, the power law is not a suitable model for collections of articles from a single subject and year, even for the purpose of estimating the slope of the tail of the citation data. Both the hooked power law and the lognormal distributions fit best for some subjects but neither is a universal optimal choice and parameter estimates for both seem to be unreliable. Hence, only the hooked power law and discrete lognormal distributions should be considered for subject-and-year-based citation analysis in future and parameter estimates should always be interpreted cautiously.
Introduction
Citation counts are known to be highly skewed in the sense that, after a few years, many articles in a typical collection will have received few citations and a few articles will have received many citations (Price, 1965) . Other phenomena also exhibit similar behaviour. For example, web hyperlink counts are also highly skewed, with a small number of pages attracting huge numbers of hyperlinks whereas many pages attract few (Barabási, & Albert, 1999) . A mathematical distribution that has the same property, and which has been argued to model citations, either for all papers with at least one citation or for all papers with at least a moderate number of citations, is the power law (e.g., Albarrán, Crespo, Ortuño, & Ruiz-Castillo, 2011; Clauset, Shalizi, & Newman, 2001 , 2009 Redner, 1998; Wen & Hsieh, 2013) . This is the simple formula ‫ݔ/1‬ ఈ with one parameter, ߙ. For example, if a power law is applied to the number of citations to a set of articles, then for some fixed value ߙ it would be true that the probability that a randomly selected article had received ‫ݔ‬ citations would be proportional to ‫ݔ/1‬ ఈ . Nevertheless, other mathematical distributions have also been
proposed, such as a discrete version of the lognormal distribution (Radicchi & Castellano, 2012) with continuous probability density function two parameters. For other types of data, investigations have shown that, despite initial claims, power laws are less appropriate than the lognormal distribution (e.g., Downey, 2001; Mitzenmacher, 2004) and so it is important to assess whether power laws, or variants, are appropriate for citation distributions.
An alternative possible distribution, based on the formula 1/ሺ‫ܤ‬ ‫ݔ‬ሻ ఈ , where B > -1, and called here the hooked power law, is an extension of the power law where ‫ܤ‬ is a second parameter. This distribution was derived for web links (Pennock, Flake, Lawrence, et al., 2002 -see below) but seems to have not been used for citations although it is a logical alternative distribution, given the acknowledged parallels between hyperlinks and citations. This article assesses whether the hooked power law is a better fit than the lognormal and power law distributions for citation data for a single year and subject. Although a previous study has suggested that citation distributions from all fields can be scaled to give the same shape (Radicchi, Fortunato, & Castellano, 2008) , this has subsequently been shown not to be the case (Waltman, van Eck, & van Raan, 2012) and so the issue is still unresolved. Moreover, a citation distribution that fits for long periods of time will not necessarily fit time-sliced data, such as that for all citations within a given year. Scientometric evaluations that use citations often compare articles separately that are published within a single year or within a short time window (e.g., for the main UK research evaluation, expert panels consider articles from several years but, if they use citations, are given field-based citation averages separately for each year under consideration) and so it is important to identify distributions that fit the type of data that is used in practice.
The question of which statistical model best fits citations is an abstract mathematical one, but the answer has both theoretical and practical implications (e.g., Glanzel, 2007; Ruiz-Castillo, 2013) . It has practical implications for the use of citation analysis in research evaluation because power laws can be generated by feedback loops, and this appears to be the most common explanation for natural phenomena that obey power laws. In bibliometrics, the feedback loop is known as the Matthew effect (Merton, 1968) and elsewhere it is known as rich-get-richer (e.g., Adamic & Huberman, 2000) . In other words, if citations obey a power law then, once cited, articles generate citations primarily because of their existing citations rather than because of their intrinsic value. If true, then this would be an argument against using citations in research evaluation. In contrast, a hooked power law is consistent with a process in which articles attract new citations partly due to their existing citations and partly due to other factors (Pennock, Flake, Lawrence, Glover, & Giles, 2002) , such as their intrinsic worth. This would be more consistent with citations being used in research evaluation but would nevertheless be an argument against counting the citations to particularly highly cited articles (i.e., citation classics: Garfield, 1987) at face value because a high proportion may be due to existing citations rather than the intrinsic worth of the article. In bibliometrics, this may be related to the previously observed phenomena of the perfunctory citations given to works that appear to be merely concept markers (Case & Higgins, 2000) . Although the hooked power law behaves like a power law when ‫ݔ‬ is much greater than ‫,ܤ‬ the additional parameter ‫ܤ‬ suggests that another factor is also at work (see Appendix A).
It is also important to assess which distributions fit citation data best because this can help when conducting theoretical studies of factors that affect citation counts, such as the role of collaboration and countries (Didegah, & Thelwall, 2013; Peters, & van Raan, 1994) as well as when using citation counts for research evaluation purposes -typically for articles within a single subject and a single year or small time window. Such studies can potentially be more powerful if they use statistical methods that are best tailored to the appropriate citation distribution.
Research questions
The following questions address the goal of deciding which mathematical distribution is the most appropriate for citations from a single subject and year, and whether the distributions are suitable.
• Which out of the power law, the hooked power law, and the (discrete) lognormal distribution is the best model for the distribution of counts of citations to articles in individual subjects and years? • In the above case, is the power law exponent extracted from an optimal fit similar to the corresponding hooked power law exponent? • In the above case, can the parameters for the best fitting distributions be estimated to a high degree of precision?
Methods
In order to test the different distributions for the first two research questions, twenty different subject areas were selected from Scopus in order to cover a wide range of different potential citation norms. This is important because different areas of scholarship cite at different speeds and with different goals (Amin & Mabe, 2000) . The subject areas include some from the arts, humanities, social sciences, physical sciences, formal sciences and medicine. Scopus was chosen in preference to the Web of Science for its larger coverage (de Moya-Anegón, Chinchilla-Rodríguez, Vargas-Quesada, et al., 2007) but this choice seems unlikely to affect the results.
In order to give approximately ten years to attract citations, which should be enough to give substantial numbers of citations even in the slowest moving fields, articles were selected from the end of 2004, up to a maximum of 5000 (a Scopus search interface limitation). Due to the Scopus search interface the data sets included some articles from very early 2005 (typically 1 January 2005) but this should not bias the citation distributions extracted much. The most significant difference between the subjects is that some include a full year of articles (e.g., Algebra and Number Theory) whereas others contain only articles from later in 2004 (e.g., Biochemistry) but this should also not bias the results much because of the long time period (over ten years) involved (Table 1) . For each subject the number of citations to each article (excluding reviews) was extracted from Scopus. When a statistical distribution is believed to be suitable for given data, the first step for verifying this is to estimate the parameters of the distribution. Statistical distributions are often fitted to data according to the maximum likelihood principal (ordinary least squares regression is also common for some contexts). This asserts that a distribution should be fitted to data by choosing values of parameters that maximise the likelihood that the data was derived from the distribution. For any set of parameters (e.g., ߙ, ‫ܤ‬ in the case of the hooked power law) this means calculating the probability that each data point could have been derived from the formula for those parameters, and then multiplying the probabilities together for all of the data points. Because this usually generates very small numbers, the log of this figure is used, which is called the log-likelihood of the parameters. The distribution is then fitted to the data by developing an algorithm to find values of the parameters that maximise the log-likelihood (or minimise it if, as in the current paper, the log-likelihood values are multiplied by -1 for convenience). The distributions in this paper were fitted using an analytical process (based on derivatives) for the power law and the lognormal distribution and a simple iterative gradient descent algorithm for the hooked power law (see Appendix B).
Data sets often have different behaviours at zero or small numbers than for large numbers. In response, zero-inflated models have been developed to help analyse datasets where the zeroes are distributed differently to the rest of the numbers (e.g., Hilbe, 2011) . Similarly, power laws are often fitted to only the tails of data sets, ignoring all points less than a specified minimum value in the belief that low numbers may be driven by different processes than are high numbers (Clauset, Shalizi, & Newman, 2009 ). In terms of citations, this would mean picking a number, ‫ݔ‬ , and ignoring all articles with less than ‫ݔ‬ citations when fitting the distribution. The standard procedure for this, which is used here, is to try different values of ‫ݔ‬ and fit the distribution for each value, keeping the ‫ݔ‬ for which the best fit can be obtained (Clauset, Shalizi, & Newman, 2009 ).
The three candidate distributions (discrete versions of the power law, lognormal and hooked power law) were fitted to the data and compared against each other under three conditions and for each subject.
• Optimal conditions for the power law: For each subject, the minimum number of citations was set to give the power law the best fit to the data and then the other two distributions were also fitted with this same minimum.
• Optimal conditions for the lognormal: For each subject, the minimum number of citations was set to give the lognormal distribution the best fit to the data and then the other two distributions were also fitted with this same minimum.
• All cited articles: For each subject, the minimum number of citations was set to 1 to include all the citation data and then all three distributions were fitted with this minimum. All three of the distributions are continuous but fitted here to discrete data. One way to perform this conversion, which is used here, is to use the continuous Probability Density Function (PDF) as the basis of the probability mass function for the discrete case. This can cause a problem because, whilst the integral of the continuous PDF is 1, the sum of all integer values of the PDF might not be 1, in which case it would not be a valid probability mass function. To correct for this issue, the continuous PDFs were converted to discrete probability mass functions by dividing them by their sum from one to infinity (or an approximation) of the original point estimates. For example, if ݂ሺ‫ݔ‬ሻ is the lognormal PDF, so that ‫‬ ݂ሺ‫ݔ‬ሻ ஶ ൌ 1, then the point mass function (evaluated only at positive integer x) is ݂ሺ‫ݔ‬ሻ/ ∑ ݂ሺ݅ሻ ஶ ୀଵ . See Appendix B for specific details for the three distributions used.
The Vuong (1989) test is typically used to compare distributions. In the case of different types of distributions (non-nested distributions) the Vuong statistic is normally distributed and is calculated by comparing the log-likelihoods of the distributions, correcting for the sample size, the differing number of free parameters in each distribution, and the variability of the data. The Vuong test was used to compare the lognormal distribution against the power law and the lognormal distribution against the hooked power law. The power law distribution was compared against the hooked power law distribution with the Likelihood Ratio Test (LRT) (Wilks, 1938) because the former is nested within the latter (by setting B=0). The LRT test statistic is double the difference in the log-likelihoods, which follows the chisquare distribution with 1 degree of freedom (for the extra parameter B), giving critical values of 3.841 for p=0.05 and 6.635 for p=0.01.
For the third research question, simulations were run on the hooked power law and lognormal distributions in order to assess the precision of the parameter estimates.
Results
When fitting all three distributions to the data with the optimal minimum threshold for citations set for the power law (Table 2) , in almost all cases all three distributions fit the data equally well. The exceptions are that the lognormal fits Developmental significantly better than does the power law and the hooked power law fits both History and Urology significantly better than does the lognormal distribution. The hooked power law also fits four subjects significantly better than does the power law. Moreover, for 19 of the 20 subjects the Vuong statistic for comparing the lognormal and the power law is negative, suggesting (but not giving statistical evidence) that the lognormal is a marginally better fit. Similarly, in about half of the cases the hooked power law is a better fit than the lognormal distribution, suggesting that the two are broadly equivalent for this data. Taken together, it seems reasonable to claim that although most of the time the three distributions fit the tail of the citation distributions equally well, the lognormal and hooked power law are both marginally better fits than the power law, even for the length of tail that the power law fits best.
When fitting all three distributions to the data with the optimal minimum threshold for citations set for the lognormal distribution (Table 3) , the minimum citation thresholds are typically lower than for the power law (i.e., the distributions are less truncated). In all cases the hooked power law and lognormal distributions both fit the data significantly better than does the power law, showing that the lognormal distribution is consistent with citation counts over a greater range of their values. Overall, the hooked power law fits the data for this range about as well as the lognormal distribution and hence it also fits citation distributions over a greater range than does the power law.
When fitting all three distributions to all of the articles with at least one citation (Table 4) , the hooked power law and lognormal distributions fit statistically significantly better than does the power law. The lognormal distribution fits statistically significantly better than does the hooked power law in only three subjects, whereas the hooked power law fits better for nine subjects. Whilst this suggests a slight preference for the hooked power law overall, the statistically significant results in both directions give confirmation that citations do not necessarily follow the same distribution or laws in all subjects. Figures  1 and 2 shows a case where the hooked power law fits better than the lognormal distribution and Figure 3 shows a reverse case. 147.2 * pl = power law, ln = lognormal, hooked = hooked power law, LL = minus log likelihood -lower values indicate a better fit; Vuong = Vuong z values -bold if significant at p=0.05, where positive values indicate that the first bracketed model is a better fit than the second. Figure 1 . The hooked power law and the lognormal distribution fitted to the complete data set of Urology articles from 2004, together with the power law fitted to its optimal range (articles with at least 58 citations). The broomstick shape of the tail of the data in comparison to the curves of the distributions is due to the former being realised values and the latter being probability predictions. Both axes are on a logarithmic scale. In answer to the second research question, the power law alpha coefficients in Table 2 are substantially lower (range: 2.238 to 4.129) than the alpha coefficients for the hooked power law (range 2.792 to 7.620). Assuming that the hooked power law is the more suitable distribution, this suggests that fitting a pure power law to the tail of the distribution is likely to give an unreliable underestimate of the exponential component (scaling parameter) of the distribution. This conclusion is supported by the fact that the hooked power law alpha coefficients in tables 3 (range 2.994 to 7.857) and 4 (range 2.514 to 10.914), which are fitted to larger sets of data and hence may be more reliable, are also substantially larger than the power law coefficients in Table 2 . The reason for the problem is clear from Figure 1 : there is a noticeable curve to the hooked power law for the points in which the power law is fitted (see also Appendix C).
Parameter estimate precision
In answer to the third research question, the hooked power law estimates of the alpha and B coefficients for the same subject vary substantially between tables 2 to 4, showing that the sample chosen to fit the distribution has a significant impact on the results. The closest matches between tables 3 and 4 are History, Marketing and StatsProb, all of which have the same data except for excluding articles with a single citation in Table 3 . Despite this small difference, the coefficients change from 2.994 and 5.0 to 2.769 and 3.7 (History), 3.465 and 39.3 to 3.437 and 38.5 (Marketing) and 3.111 and 19.9 to 3.056 and 18.8 (StatsProb). The differences are even more marked for other cases, such as Ecology (7.857 and 143.4 to 10.914 and 233.7). Hence it seems unlikely that the hooked power law parameter estimates in Table 4 are within, say, 10% of the true value, assuming that the data is taken exactly from a hooked power law. The same is true for the lognormal distribution. For example, the coefficients change from 0.8 and 1.29 to 0.6 and 1.36 (History), 2.6 and 1.25 to 2.5 and 1.32 (Marketing) and 2.1 and 1.26 to 2.0 and 1.33 (StatsProb). Although confidence intervals for the parameters in tables 2 to 4 could have been estimated using a bootstrapping approach, the results may have been misleading since the high citation counts are important for the distribution and these could not be dealt with effectively with bootstrapping. Instead, the next subsections discuss the accuracy of parameter estimates in general, using simulated data.
Hooked power law parameter estimates
In order to systematically assess the accuracy of the estimates of the key parameter of the hooked power law distribution, simulations were run at different sample sizes of about the magnitude of a single year of citation data. For each value of alpha in the range 2 to 10 and for each sample sizes of 500, 1000, 2000, and 4000, a distribution was simulated 500 times by selecting data points at random from the distribution for a range of alphas and B = 10. From each set of 500 simulations a 90% confidence interval was constructed for alpha and the width of the confidence interval was measured. From the results in Figure 4 , it is clear that the alpha estimates are less variable at higher sample sizes, which is unsurprising, but also that for high values of alpha the estimates are extremely variable. The smallest confidence interval width in the graph is 0.12, which is for alpha=2 and a sample size of 4000 and so it is clear that sample sizes of above 4000 are needed to get one decimal place accuracy, even for low values of alpha and for data that perfectly fits the distribution. The relative sizes of the confidence intervals can also be seen from the fact that the range of the alpha values in Table 4 is 8.4 and so the confidence intervals in Figure 4 for a sample of size 500 vary from 5% to about 45% of this range. The reason for the poor precision of the alpha estimates and also the ‫ܤ‬ estimates (not shown) is that the alpha and ‫ܤ‬ values can offset each other to some extent on the sampled data. To illustrate this, Figure 5 shows data randomly sampled from a distribution with alpha=3 and ‫ܤ‬ ൌ 2, where the best fit to the randomly sampled data is alpha = 4.8 and ‫ܤ‬ ൌ 24.3. The closeness of fit to the data of both the correct distribution and the best fit distribution is clear in Figure 5 . If the fitted alpha is combined with the correct ‫ܤ‬ value, however, the fit is very poor, suggesting that the increase in alpha in the best fit solution has been compensated for by the increase in B. To test for this, a contour plot of log-likelihoods for different values of alpha and ‫ܤ‬ was plotted ( Figure 6 ). The linear shape in Figure 6 , which is replicated for the other samples (not shown) confirms that increasing alpha can be compensated for by increasing ‫.ܤ‬ Figure 5 . A set of 500 sample citations taken from a hooked power law distribution with alpha=3 and B=10, together with corresponding figures from the original (correct) distribution, the hooked power law best fitting the sample data (alpha = 4.8 and ‫ܤ‬ ൌ 24.3) and a hybrid distribution (alpha = 4.8 and ‫ܤ‬ ൌ 10). 
Lognormal parameter estimates
The widths of the 90% confidence intervals for the mean and standard deviation of the lognormal distribution based on 500 simulations of random sampling from pure distributions are much narrower than the 90% confidence intervals for alpha in the hooked power law (figures 7-10 -a surface plots are used rather than a line graph similar to Figure 4 because the two parameters behave differently), suggesting that the parameters in the lognormal distribution can be fitted much more precisely than can hooked power law distributions, at least in absolute terms. The confidence intervals are smallest, and hence the precision highest, when the mean is larger and the standard deviation is smaller. When the sample size is 500, the mean and standard deviation are likely to have a precision of zero decimal places (figures 7, 9), and so there should be little confidence about the first decimal place. When the sample size is 4000, the mean is likely to have a precision of about 0.25, but one decimal place in the case of high means and low standard deviations ( Figure  8 ). At this sample size, the standard deviation is likely to have a precision of one decimal place for many combinations of mean and standard deviation but for other values, the first decimal place could be out by 0.1 or 0.2 (Figure 10) .
The relative sizes of the confidence intervals can be seen from the fact that the range of the means in Table 4 is 2.8 and so the mean confidence intervals in Figure 7 for a sample of size 500 vary from about 4% to about 25% of this range. Similarly, the range of the standard deviations in Table 4 is 0.68 and so the mean confidence intervals in Figure 9 for a sample of size 500 vary from about 6% to about 41% of this range. Figure 11 is a contour plot for the log-likelihood of the lognormal distribution for different values of the mean and standard deviation for the Soil data set. In contrast to the similar contour plot for the hooked power law (Figure 6 ), there is a clear focal point (mean: 2.3; deviation: 1.2) and it is not possible to compensate for increases in the mean by changing the standard deviation, and vice versa. Hence, the values of parameters in fits of the lognormal distribution should intuitively be more precise than the values of parameters in fits of the hooked power law, in the sense of being less subject to random fluctuations in the samples analysed, confirming the discussion above. 
Conclusions
The results suggest that fitting a power law to citation data on the scale here (up to 5000 papers) is not appropriate and has no use. Even for the tail of the data for which the power law fits best, the hooked power law and lognormal distributions probably fit marginally better (even accounting for the benefits of their extra parameter, as the Vuong test does) and they both fit substantially better when more of the tail is included. Moreover, the exponent alpha estimated from the power law from the optimal tail size is typically a substantial underestimate of the exponent alpha from the hooked power law and so even this estimate has no value. Most previous studies of citation distributions have focused only on modelling the tail, however, and these findings may not apply in this context.
The results also suggest that the hooked power law and lognormal distributions are approximately equivalent in their fit to citation data of the type analysed (a maximum of 5000 articles from one subject and one year and about 10 years of citation data). Although the hooked power law fits better than the lognormal distribution for the full data sets (for articles with at least one citation) more often than the other way around, both fit statistically significantly better than each other for some subjects and so it is not possible to claim that one is universally the best fit. A possible explanation is that the data has anomalies at low citation counts (e.g., caused by low impact special issues of journals) which obscure the underlying distribution. Ultimately, however, all statistical distributions will not fully account for all factors associating with citations and hence both the hooked power law and lognormal distributions can only be approximate fits.
The clear advantage of the hooked power law and lognormal distributions over the power law suggests that either would be reasonable to use for modelling single subjects and years. Nevertheless, the unreliability of the parameter estimates for both distributions, but particularly for the hooked power law, suggests that their values cannot be calculated with a high precision and, therefore, that any attempt to compare two citation distributions (e.g., biochemistry vs. chemistry or USA vs China) to assess whether they are the same would need to take this into account. The slightly greater accuracy with which the lognormal distribution can be fitted makes it the distribution of choice for analyses of citations to academic articles for a single subject and year, however.
