The elliptic Monge-Ampère equation is a fully nonlinear partial differential equation which has been the focus of increasing attention from the scientific computing community [Tad12, FGN13] . Fast three dimensional solvers are needed, for example in medical image registration, [HZTA04, HRT10, HPM + 09, HM07], but are not yet available.
Introduction
The elliptic Monge-Ampère equation
with f > 0, where D 2 u is the Hessian of the function u, is a fully nonlinear partial differential equation (PDE) which has been the focus of increasing attention from the scientific computing community [Tad12, FGN13] . It is the prototypical fully nonlinear elliptic PDE, with connections to differential geometry [TW08] . As tools for solving the equation have become more effective, the PDE has appeared in more applications, including the reflector design problem [PTTBvR + 14] , the optimal transportation problem [BFO14] , and parameter identification problems in seismic signals [EF14] . In this paper, we focus on building fast solvers for the PDE in the three dimensional case. Our interest in this case stems from the image registration problem [HZTA04, HRT10, HPM + 09, HM07], where current imaging resolution requires more effective solvers than are currently available.
There are two regimes to consider when solving the problem. In the regime where solutions are smooth, many approaches can lead to numerical methods which converge in practice. These include finite differences [CDF11, LR05, SWR11] , finite elements [BGNS11, BN12, FN09, Nei13], spectral methods [SAK13] , and Fourier integral formulations [ZPF10] .
In the second regime, where solutions are singular, standard methods either break down completely or become extremely slow [BFO10] . In order to compute singular solutions, the theory of viscosity solutions can be used to build convergent monotone finite difference methods [BS91] .
Monotone schemes require using wide stencils, which have a directional resolution parameter, in addition to a spatial discretization parameter. As a result, they are generally less accurate then second order in space. On the other hand, they are stable in the maximum norm, and can be solved by a (slow) forward Euler method, with an explicit CFL condition [Obe08] . Refinements of the monotone method result in faster solvers [FO11b] and higher accuracy [FO12] . The fast solvers employed were an exact Newton's method (with an explicitly computed Jacobian) and a direct linear solver in two dimensions [FO12] . The initial guess for Newton's method used one step of an iterative solver from [BFO10] , which also required a single solution of a Poisson equation.
Computations were performed in three dimensions, but the direct linear solvers were too costly for larger sized problems. A significant challenge in computing solutions of the Monge-Ampère equation is the need to enforce an additional constraint that the solution be convex; without this, the solution is not unique. In two-dimensions, for example, the Monge-Ampère equation will typically have two solutions: one convex and one concave. The situation becomes more complicated at the discrete level. For a two-dimensional problem with N discretization points, a finite difference scheme will typically admit 2 N different solutions. In three-dimensions, the problem becomes still more complicated. In two-dimesions, the correct solution can be selected by choosing the solution that has a positive Laplacian. This is equivalent to selecting the smallest root of a quadratic equation. However, in three-dimensions, positivity of the Laplacian and the Monge-Ampère operator is not enough to guarantee convexity. Using monotone schemes, convexity can be enforced by separately computing the positive and negative parts of various second directional derivatives.
In this paper, we focus on fast solution methods for the three-dimensional Monge-Ampère operator, with a given source function which is positive and continuous in a convex domain
with a given Dirichlet boundary condition
and the additional global constraint u is convex, which is necessary for ellipticity and uniqueness. We record the the explicit form of the operator in three dimensions as follows
We assume also that that boundary data g is consistent with the restriction of a convex function to the boundary. These conditions on the data, along with strict convexity of the domain, are enough to ensure that solutions are classical (twice continuously differentiable) [CNS84] . For simplicity of computations, we work with square domains, which allow for the possibility of singular solutions, however, using known solutions avoids this problem.
Without additional difficulties, the method developed in this paper can also be applied to the two-dimensional problem
The objective of this work is to build fast solvers for the three-dimensional elliptic MongeAmpere equation. We focus on the Dirichlet problem in the smooth solution regime, where the simple narrow stencil finite difference methods can be used. The goal is to build an effective, fast, scalable solver that can be used in applications. It is not trivial to guild a multigrid solver in this setting-naive implementations of multigrid will fail. For example, the commonly suggested strategy [TOS01] of performing a few Newton iterations to approximately solve the corresponding nonlinear scalar equations at each grid point would not lead to a convergent FAS multigrid solver for our problem. This is because such a method has no mechanism for selecting the correct, convex solutions. We introduce such a selection mechanicsm, which leads to an effective multigrid method. However, when the equation becomes degenerate (corresponding to non-strictly convex solutions, which can arise when the right hand side f (x) = 0), the method presented here breaks down. This could be related to the fact that the Gauss Seidel iterations on the simple narrow stencil discretization converges much more slowly for singular solutions [BFO10] . A possible work around is to combine monotone (or filtered) schemes with a multi grid method. For now, we restrict our attention to smooth solutions, where the method presented in this paper is effective. One approach is to use Newton's method with an iterative solver [OR00] . For example, the be exploited to obtain a good initial guess for the fine-grid problem.
In this work we develop a FMG-FAS multigrid algorithm for the 3D Monge-Ampère equation.
The method is based on a nonlinear Gauss-Seidel iteration that includes a mechanism for selecting the convex solution. As a noticeable advantage over the above mentioned Newton-Multigrid method, the FMG-FAS multigrid algorithm usually has better global convergence properties. This is particularly the case for the Monge-Ampère equation since the Newton-Multigrid approach does not have any way to select the correct, convex solution. The FMG-FAS multigrid typically has a lower memory requirement as well since there is no need to compute and store the Jacobian matrices [TOS01] .
There are very few published works devoted to designing fast nonlinear solvers, particularly for larger problem sizes in three dimensions. In this paper, we approach the problem using the nonlinear full approximation scheme (FAS) multigrid method. The multigrid method was used as a preconditioner for a Newton-Krylov iteration in [CDF11, DCF + 08] in two and three dimensions up to grids of size 128 3 , which took a few hours to solve (although computers have become faster since the paper was published). Although the FAS multigrid methods are popular and widely used in many disciplines involving nonlinear PDEs, such as variational image registration models [CC11] , the only references we found on applying FAS multigrid method to the Monge-Ampère equation were two-dimensional simulations in a master's thesis [Soi11] . It is worthwhile to point out that the reported computational CPU time does not scale linearly with respect to the degrees of freedom (see e.g. Table 5 .1 in [Soi11] ), which motivates us to look further into the efficiency of the FAS multigrid implementations. In additions, we are mainly interested in solving three dimensional (3D) Monge-Ampère equation, which is well-known to be much more difficult [BN12] .
This paper is organized as follows. In the next section, we present a discretization of the PDE using second-order centered finite differences and propose a nonlinear Gauss-Seidel iterative method for solving the discretized system. The method extends the two-dimensional GaussSeidel method of [BFO10] ; in our case, we need to solve a cubic rather than a quadratic equation.
In Section 3, we introduce a full multigrid method based on the FAS V-cycle algorithm, where the nonlinear Gauss-Seidel iterations function as a smoother. In Section 4, numerical results for several two-and three-dimensional examples are reported, which demonstrate the accuracy, mesh independent convergence, and linear time complexity of our proposed FMG-FAS multigrid solver.
Finally, the paper ends with several concluding remarks in Section 5.
A nonlinear Gauss-Seidel iteration in 3D
This section is motivated by the two-dimensional explicit finite difference method in [BFO10] where second derivatives are discretized using standard centered differences on a uniform Cartesian grid. A Gauss-Seidel iteration is constructed by selecting the smaller root of a point-wise defined quadratic equation over each grid point. The resulting method is second order accurate provided the solution is regular enough. In the following, we will develop a similar Gauss-Seidel iteration for the three-dimensional case, where we have to handle a cubic equation at each grid point.
Let N > 0 be a positive integer. We discretize the space domain Ω = [0, 1] 3 uniformly into
Notice that the values of u i,j,k with i ∈ {0, N} or j ∈ {0, N} or k ∈ {0, N} are directly specified by the Dirichlet boundary conditions. Hence, we only need to set up finite difference approximations for all the interior grid points. We employ the second-order accurate centered finite difference approximations [LeV07] for all the second-order derivatives as follows.
Inserting the approximations into equation (1.1) at each interior grid point (x i , y j , z k ) leads to a cubic polynomial P 3 (·) with respect to u i,j,k
where we use the notations
and
The above finite difference approximations (2.7) are intentionally formulated as a cubic equation of u i,j,k at the current node (x i , y j , z k ) by assuming its neighboring nodes are fixed. The nonlinear Gauss-Seidel iteration follows from iteratively solving the cubic equation sequentially over all grid points in a lexicographic order. The so-called red-black ordering with better smoothing and parallel properties are usually recommended for 2D problems, but it is not directly applicable to our above 3D scheme involving a total of 19 points. In that case, four or more colors are necessary to fully parallelize the updating order [GZ00], which is not further pursued in the current paper.
The Dirichlet boundary conditions (1.2) are enforced at the boundary grid points during the iteration. However, we also need to determine which root of the cubic is to be selected in order to ensure local convexity of the discrete solutions. In the 2D case, the corresponding approach leads to a quadratic equation [BFO10] , and selection of the smallest root yields the convex solution. This rule is not directly applicable for the cubic equation arising in 3D, which may have either one or three real roots. As we are only interested in real-valued solutions, we simply select the smallest of all the real roots
These roots can either be computed exactly or approximately using a root-finding algorithm.
The drawback of directly using this nonlinear Gauss-Seidel iteration is that the number of iterations required for convergence increases with the number of discretization points, so the total solution time grows super-linearly with the number of variables. However, the nonlinear GaussSeidel iteration can be used as an effective smoother, which makes it particularly effective when combined with the nonlinear multigrid method that follows.
FAS multigrid method
In this section, we introduce the standard nonlinear FAS multigrid method for solving our discretized nonlinear problem. As a highly efficient iterative algorithm, the FAS multigrid method is a nonlinear generalization of the linear multigrid algorithm, which typically has optimal computational complexity for linear elliptic PDEs. The FAS multigrid method provides a powerful approach for handling nonlinear equations without the need for the global linearization required by Newton's method. Unlike with Newton's method, there is typically no need to initialize the solver with a very good initial guess. Below, we briefly describe the FAS multigrid algorithm as well as its FMG version based on the standard textbooks [BL11, BHM00, TOS01, Saa03].
For a general nonlinear system that is discretized using the fine mesh-size h
one V-cycle FAS multigrid iteration is recursively defined in Algorithm 1 [BHM00, TOS01, Saa03].
Algorithm 1 FAS multigrid V-cycle iteration (with H = 2h)
Steps
Approximately solve:
Pre-smooth ν 1 times:
Restriction residual:
Initialize coarse guess:
Define coarse r.h.s.:
Prolongation:
Correction:
Post-smooth ν 2 times:
In a single FAS V-cycle iteration, the fine-grid solution first undergoes a small number of smoothing iterations. Following this, the solution and residual are restricted to a coarser grid (H = 2h) using two (possibly different) restriction operators(I H h ,Ĩ H h ). A new V-cycle iteration is then performed on this coarser level, with this procedure proceeding recursively until the grid reaches the coarsest level h 0 ≫ h. At the coarsest level, the underlying problem size has become so small that it can be (approximately) solved using a very small number of Gauss-Seidel iterations.
Computing the solution on the coarser level H leads to a coarse approximation of the solution.
A prolongation operator (I h H ) transfers this approximation to the fine grid, which provides a coarse grid correction in the fine grid solution. The fine grid solution is further corrected using a small number of smoothing iterations. Other types of I H h and I h H are also available when better accuracy is required. We also note that a straightforward definition of the coarse grid operator S H is possible by simply using the discretized equations with a coarser step size H. This is the most common choice for a fully structured mesh. We point out that the so-called Galerkin coarse grid operator, which constitutes a core component of the popular linear algebraic multigrid, is not easily used with the nonlinear FAS multigrid framework [TOS01] .
The last but most crucial component of the method is an effective smoother SMOOTH, whose major function is to eliminate the high-frequency components of the approximation errors. As a standalone solver, the chosen smoothing iteration may converge very slowly as the mesh refines. This is the case for the nonlinear Gauss-Seidel iteration developed in the previous section.
However, because it damps the high frequency components of the error, it will serve as an effective smoother SMOOTH in Algorithm 1. This is unsurprising given that the classical linear Gauss-Seidel iteration has been widely recognized as a benchmark smoother in the linear multigrid method.
In practice, one or two pre-and post-smoothing iterations typically give the best overall performance. More pre-and post-smoothing iterations could be helpful when the smoothing effect of the smoother is weak or degraded by the possible singular solutions.
The efficiency of the above FAS multigrid iterative solver can be further improved when its initial guess is derived from the idea of nested iteration, which leads to the most efficient full multigrid (FMG) algorithm [BHM00, TOS01, Saa03]. The FMG algorithm based on above the FAS V-cycle multigrid iteration is recursively defined in Algorithm 2.
Algorithm 2 FMG-FAS algorithm (with
Recursion:
Cubic interpolation:
In Algorithm 2, no initial guess is required at the finest level h. we do need an initial guess at the coarsest level h 0 if we are going to solve the coarsest nonlinear system S h 0 (w h 0 ) = b h 0 using our Gauss-Seidel iteration. Fortunately, the coarsest nonlinear system has a very small dimension, say one to three, and it is easy to obtain a good approximate solution no matter what initial guess is used. In our implementation, we simply take the initial guess at the coarsest level h 0 to be identically zero. Often, a cubic interpolationÎ h H will be used in the above FMG algorithm so that one full FMG iteration can deliver an approximation with the desired discretization accuracy. This is useful if the underlying FAS V-cycle multigrid iteration converges satisfactorily, as is the case for Poisson equation solvers [TOS01] . Due to the strong nonlinearity of our problem, we do not expect one FMG sweep to be sufficient. However, it does provide a very good initial guess for the FAS V-cycle multigrid iterations. In both algorithms, the coarse level problem is solved approximately by performing just one nonlinear Gauss-Seidel iteration.
Numerical examples
In this section, we test our FAS multigrid algorithm using several examples available in the literature. All simulations are implemented using MATLAB on a laptop PC with Intel(R) Core(TM) i3-3120M CPU@2.50GHz and 12GB RAM. We apply one FMG iteration as an initialization step.
Due to the nonlinearity, this initialization step is necessary for ensuring mesh-independent convergence of the FAS algorithm. For each FAS V-cycle, we perform only two pre-smoothing and two post-smoothing Gauss-Seidel iterations, The coarsest level (h 0 = 1/2) problem is approximately solved using only one Gauss-Seidel iteration. Numerical simulations indicate that the FMG-FAS algorithm has almost the same efficiency using more accurate solvers at the coarsest level.
At the l-th iteration, let u l h denote the computed approximation of solution and r l h be the corresponding residual vector. We use the pre-specified reduction in the relative residuals as the
where · 2 denotes the discrete L 2 norm. Here the chosen tolerance 10 −6 is sufficient to achieve the level of discretization error. Let u h denote the computed solution approximated at the last iteration. We first compute the infinity norm of the approximation error
and then estimate the experimental order of accuracy by computing the logarithmic ratios of the approximation errors between two successive refined meshes, i.e., Order = log 2 Error(2h) Error(h) , which should be close to two provided that the scheme delivers second-order accuracy.
In most cases, only one FMG iteration is needed for convergence. In special cases, we may need a few extra multigrid V-cycle iterations to fulfill the above convergence criterion. In 3D
problems, using two pre-and post-smoothing steps, the computational cost of one FAS V-cycle is about 32/7 the cost of a single Gauss-Seidel iteration on the finest mesh. One FMG-FAS iteration costs roughly 5 times the cost of a single Gauss-Seidel iteration on the finest mesh if we ignore the additional cost of restriction and interpolation.
When we use the nonlinear Gauss-Seidel iterations as a standalone solver, it is challenging to pick a good initial guess such that the iteration converges quickly. For the purpose of simple comparison, we always choose the slightly perturbed solution 1.01u as the initial guess for the nonlinear Gauss-Seidel solver, where u is the analytic solution. Even using this impractical initial guess, the Gauss-Seidel solver cannot compete with the efficiency of the FMG-FAS method.
Three dimensional examples
Example 1 [FO11a] . Let Ω = (0, 1) 3 . Choose
such that the exact solution is
In Table 1 we report the relative residual norms, infinity norm of errors, iteration numbers, and CPU times of the FMG-FAS algorithm and the Gauss-Seidel solver, respectively. The 'Error' column and 'Order' column show that the central finite difference discretization indeed achieves the expected second-order accuracy in the maximum norm. The 'Iter' column implies that our FMG-FAS algorithm possesses a mesh-independent convergence. More specifically, here 'Iter'=1 implies that only one FMG iteration is needed to attain the discretization accuracy; no futher V-cycles are necessary. We can do a simple calculation to see that one FMG iteration indeed costs about 5
Gauss-Seidel iterations. Consider the mesh size N = 32, one Gauss-Seidel iteration takes about 324.6/867 ≈ 0.4 second and hence one FMG iteration should require approximately 5 × 0.4 = 2.0 seconds, which is almost exactly what we achieved in our algorithm. The 'CPU' column indicates that our FMG-FAS algorithm has a roughly linear time complexity since the CPU time increases by eight times as the mesh size h = 1/N is halved. On the other hand, the nonlinear Gauss-Seidel iterations as a standalone solver requires an increasing number of iterations as the mesh size decreases, which is expected. Even starting with an artificial initial guess that is impractically close the desired true solution, the nonlinear Gauss-Seidel iteration still does not produce sufficiently accurate approximations using the same stopping criterion (compare the row with N = 32). It is also interesting to notice that the relative residuals (column 'RelRes') of the Gauss-Seidel solver are much larger than that of the FMG-FAS algorithm.
For comparison, Table 2 also lists the results reported in [FO11b] and [BN12] , where a widestencil hybrid finite difference solver and a finite element approximation were used for the same test problem. Though we can not fairly compare the CPU times directly as they were computed on difference machines, it is clear that the FMG-FAS method is the only one the scales linearly with the number of degrees of freedom. The accuracy of the FMG-FAS approach is also competitive.
As a whole, our FMG-FAS method appears superior than both the wide-stencil finite difference solvers and the finite element approximations for this type of simple problem with a sufficiently smooth solution.
We also mention that when N = 128, the second order accuracy is no longer observed. This is due to the limitations of machine precision and round-off errors during the computation. We note that the discretized Monge-Ampère operator involves division by h 6 ≈ 2 × 10 −13 when N = 128. We could get around this using higher precision arithmetic. However, the global error is now 6 × 10 −6 , which is small. The key is that we are able to resolve the data, which necessitates solving on large grids, and the resulting accuracy is sufficient for the applications we have in mind. 
In Table 3 we report the relative residual norms, infinity norm of errors, iteration numbers, and CPU times of the FMG-FAS algorithm and the Gauss-Seidel solver, respectively. Again, we observed the similar excellent performance of our FMG-FAS algorithm against with the nonlinear Gauss-Seidel solver. such that an analytic solution is
In Table 4 we report the relative residual norms, infinity norm of errors, iteration numbers, and CPU times of the FMG-FAS algorithm and the Gauss-Seidel solver, respectively. In constrast to the previous two examples, the solution to this problem is not smooth as there is a singularity at the origin. Nevertheless, our central finite difference scheme still approximates the solutions with a reasonable O(h 3/2 ) accuracy in the infinity norm. Similarly, our FMG-FAS algorithm greatly outperforms the nonlinear Gauss-Seidel solver. 
such that an analytic solution is
In Table 5 we report the relative residual norms, infinity norm of errors, iteration numbers, and CPU times of the FMG-FAS algorithm and the Gauss-Seidel solver, respectively. This example is more challenging due to the unbounded gradient at the boundary. The 'Error' column shows our scheme has a roughly O(h 1/2 ) accuracy in the infinity norm, which is consistent with the error in standard discretizations for the two-dimensional version of this example [BFO10] . Obviously, our FMG-FAS algorithm requires significantly less CPU time than the Gauss-Seidel solver. We note that the slightly better accuracy achieved by the Gauss-Seidel solver is due to the unrealistic initial guess used. 
Two dimensional examples
In the last three examples, we apply the corresponding 2D version of our FMG-FAS method using the nonlinear Gauss-Seidel iteration developed in [BFO10] as the smoother. The scheme involves a 9-point stencil, and we apply the Gauss-Seidel iteration using the red-black ordering, which performs better than the plain lexicographic ordering. The FMG-FAS multigrid method delivers a far better computational efficiency then the results of [BFO10] , which used the Gauss-Seidel iteration as a standalone solver. In particular, the computation time scales almost linearly with respect to the degrees of freedom, which is verified by a consistent fourfold increase in the CPU time as the stepsize h is halved.
such that an exact solution is
For simplicity, we combine the results of Examples 5, 6, and 7 in Table 6 . The CPU times manifest the desired optimal linear time complexity of our FMG-FAS algorithm. As in Examples 3 and 4, the non-smoothness of the solution in Examples 6 and 7 degrade the second-order accuracy of the approximations to O(h 3/2 ) and O(h 1/2 ) respectively. Our FMG-FAS algorithm seems to be able to effectively and efficiently handle this type of mildly singular solution. According to our numerical experiments, for strongly singular solutions (not even in H 2 (Ω)), additional FAS V-cycle iterations may be required as the mesh is refined. In that case, the deterioration of our FMG-FAS algorithm is associated with the possible failure of the corresponding finite difference approximations, which are not provable convergent, and can break down in the singular case.
Conclusions
In this paper, we presented a fast method for solving the three-dimensional elliptic Monge-Ampère equation, focusing on the Dirichlet problem and smooth solutions. We combined a nonlinear Gauss-Seidel iterative method with a standard centered difference discretization. The GaussSeidel iteration was then used as an effective smoother, in combination with a nonlinear full approximation scheme (FAS) multigrid method. Two and three dimensional numerical examples were computed to demonstrate the computational efficiency of the proposed multigrid method, and comparison was made with other available approaches. In particular, we show that the computational cost of the method scales approximately linearly. Computations on a recent laptop allowed for grid sizes of 128 3 in less than three minutes. More importantly, since the methods scale well, implementation on more powerful computers will lead to a feasible approach to solving problems with the larger resolutions that occur in, for example three dimensional image registration Future work will be to extend these ideas to filtered almost-monotone finite differences schemes in order to build solvers that apply to the singular solutions that can occur in applications. We would also like to extend the method to the to the Optimal Transportation problem with applications to three dimensional image registration, or to parameter identification.
