In this supplementary material, we derive the recurrences needed for the computation of the α (i, j) and β (i, j) matrices in the maximum labelwise accuracy algorithm.
α (i, j) = j k=1 y1:j
2 Computing α (·, ·)
We begin by splitting the inner summation so as to isolate the summations over y j−1 and y j :
= j k=1 y1:j−2 yj−1:j
Next, we eliminate the variable y j by replacing it with i everywhere:
Next, we remove any references to y j−1 in the outer summation by replacing it with i . However, since y j−1 is needed in the inner summations, we must now include it there with the constraint y j−1 = i :
Finally, we can substitute the necessary definitions in order to derive a simple recurrence for α * (i, j):
3 Computing β (·, ·)
The derivation for β (i, j) is similar; we start by isolating the first two terms of the inner summation:
= yj:j+1
Next, we eliminate the y j variable by replacing it with i:
and replace y j+1 with i , changing the scope of the inner summation as before:
Finally, substituting the necessary definitions, we get
Computing the difficult term from the gradient
We wish to compute
Using the fact that
we obtain
The summation over k we can split into three cases: (1) when k = j, (2) when k < j, and (3) when k > j. This gives,
Substituting definitions and refactoring gives, 
