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Abstract
Broken inversion symmetry in a crystal lattice allows an extra term called the
Dzyaloshinskii-Moriya (DM) interaction in the magnetic Hamiltonian. The DM
interaction tends to align spins in perpendicular orientation and therefore competes
with the exchange interaction that favors collinear spins. This competition results in
different modulated chiral magnetic structures depending on the relative strength
of the two interactions. Skyrmion, soliton and magnetic blue phases are some
of the anticipated structures. This dissertation extends the search for these
exotic magnetic structures using various techniques to study the magnetism in
the noncentrosymmetric magnets Cr11Ge19 [chromium eleven germanium nineteen],
Cr1/3NbS2 [chromium one-third niobium disulphide] and K2V3O8 [fresnoite-type
potassium vanadate].
Experimental investigations of magnetic, thermal, structural and elastic properties
of Cr11Ge19 indicate complex itinerant ferromagnetism, evidence of spin wave
excitations, and strong magnetoelastic coupling in this material. First principles cal-
culations support the presence of itinerant ferromagnetism and suggest a noncollinear
ground state may be expected. In the chiral helimagnet Cr1/3NbS2 the magnetic
transition is found to strongly affect the electrical transport. Spin reorientation from
the helimagnetic ground state to the commensurate ferromagnetic state is evident
in the magnetoresistance. Neutron scattering is used to demonstrate the change in
the periodicity of the incommensurate structure and the eventual incommensurate to
commensurate transition, in accordance with the theoretical prediction of the soliton
vi
model. The tetragonal easy axis antiferromagnet K2V3O8 has been investigated by
DC magnetization, AC susceptibility and heat capacity measurements. Based on the
comparison of the behaviors observed in these measurements with other well-studied
chiral helimagnets, the existence of two different spiral structures – one parallel and
one perpendicular to the c axis – is proposed.
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Chapter 1
Introduction
With the advancement of present day technology, energy consumption is posing a
major problem and there is a great deal of effort to address this issue. Basic science
research must be a part of it and hence one of the themes in modern day condensed
matter physics has been to address the issue of energy in one way or another. This
dissertation, in a broad sense, incorporates this view with the main focus on the
underlying physics of novel magnetic materials. The approach adopted is to find
new magnetic materials or new magnetic properties. Discovery of new materials
or new phenomena opens avenues for testing and verification of existing theories and
hypotheses as well as providing direction to possible technological applications. Giant
magnetoresistance [1, 2] is a recent example. However, the search, of course, is never
easy. Nonetheless, one can develop heuristics that can help point us in the right
direction. But still, the search has to be guided by certain principles.
The idea adopted for the search for new materials/phonomena in this dissertation
is to look into classes of materials with multiple competing interactions. We can, for
illustration, visualize a picture of a multi-way tug of war. An external stimulus applied
to even the weakest team, can change the outcome of the game. Likewise, in a system
with multiple competing interactions, external parameters such as temperature,
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magnetic field, pressure etc., can enhance (or suppress) the effect of one of the
interactions and therefore allows possible tuning of properties.
Since our focus is magnetism, we need to find a system with multiple competing
magnetic interactions. Noncentrosymmetric magnets fall well within this criteria.
1.1 Noncentrosymmetricity
A noncentrosymmetric crystal is a crystal that lacks an inversion center. The presence
or absence of a center of symmetry is indicated by the symmetry group of the crystal.
It turns out that out of 230 space groups (or 32 point groups) more than half (138
space groups, 21 point groups) lack an inversion center (see Appendix A). Some
of the noncentrosymmetric point groups also lack reflection through a plane and
roto-inversion symmetry, and thus are non superimposable by pure rotation and
translation on its image formed by inversion through a point. These are called
chiral point groups [3]. Eleven point groups (65 space groups) are chiral. When
the object is superimposable by pure rotation and translation on its inverted image,
the object is called achiral. It is to be noted that all the chiral structures (point
groups) are noncentrosymmetric but all the noncentrosymmetric structures are not
chiral. The relevance of noncentrosymmetricity and chirality here is that a special
magnetic interaction called the Dzyaloshinskii-Moriya (DM) interaction (see section
1.2.2) is allowed in all noncentrosymmetric materials but a novel spin structure called
skyrmion (see sections 1.3 and 2.3), believed to have root origin to the DM interaction,
has been observed, so far, in the materials belonging to only one space group (P213)
that is chiral.
2
1.2 Magnetism and magnetic interactions of inter-
est
The origin of magnetism lies in the orbital and spin degrees of freedom of electrons and
their interaction with one another. Each electron has an orbital angular momentum
(l) and a spin angular momentum (s) and their associated magnetic moments. The
total angular momentum J = L + S is the sum of the combined sum of orbital
angular momentum of all the electrons (L =
∑
l) and the combined sum of the spin
angular momentum ( S =
∑
s) of all electrons. The Pauli exclusion principle dictates
the arrangement of the spins in an orbital, according to which, a maximum of two
electrons may occupy each atomic orbital and the two electrons in the same atomic
orbital must always have opposite spins. As a result, completely filled orbitals do
not have a net magnetic moment as the magnetic moments of up and down spins
cancel each other. At the same time, the filling of orbitals by electrons is guided
by Hund’s rules which state 1) electrons maximize their total spin S, meaning that
electrons will occupy orbital with one electron per orbital and all the spins parallel
until the orbitals contains one electron each. 2) For a given spin arrangement, the
configuration with the largest atomic angular momentum L lies lowest in energy. 3)
For atoms with less than half filled shells, the lowest energy electronic configuration
is the one with the lowest value of J. For the case of more than half filled shells, J is
maximized. Therefore, the transition metal elements with partially filled 3d and 5d
shells and the lanthanide and actinide elements with partially filled 4f and 5f shells,
respectively, bear the magnetic moments. In a crystalline environment the orbital
angular momentum in transition metals is usually quenched ( i.e. L ≈ 0) whereas
the orbital angular momentum is non zero in lanthanides and actinides. Both orbital
and spin components contribute to the magnetic moment in these materials.
3
Figure 1.1: Ordering of magnetic moments in some common magnetic materials,
after Spaldin [4].
Magnetic materials are usually classified by their response to an external magnetic
field. On the fundamental level the magnetic materials can be categorized into two
types: diamagnetic and paramagnetic. All other complex magnetic behaviors evolve
from these basic magnetic phenomena. Diamagnetic substances are characterized by
an antiparallel arrangement of the induced moments with applied magnetic field.
Diamagnetism arises from the interaction of the applied field with the orbitals
containing paired electrons and is a property of all matter. Paramagnetic materials,
on the other hand, are characterized by a parallel arrangement of the induced
moments with applied magnetic field. Paramagnetism arises due to the interaction
between magnetic field and unpaired electrons in atomic or molecular orbitals.
Ferromagnetism, ferrimagnetism and antiferromagnetism are the common ordered
magnetic states (see Fig. 1.1). Some basic types of modulated magnetic structures
include simple spiral (SS), ferromagnetic spiral (FS), skewed spiral (S˜S), longitudinal
spin wave (LSW), transverse spin wave (TSW) and fan structure (FAN), that occurs
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only in a magnetic field [5]. These structures are depicted in Figure 1.2. The simple
spiral is also know as a helical structure. Above a critical temperature all of these
common and modulated magnetic structures show paramagnetism. For a material
to be in a magnetically ordered state the magnetic moment on one atom must be
coupled to the moment on neighboring atom. The spin coupling can occur through
different interactions.
Figure 1.2: Basic types of modulated magnetic structures. The arrows indicate
the orientation of the magnetic moments (spins). All atomic spins, in a plane,
are collinear. Their orientation changes from one plane to another and the phase
difference between two neighboring planes is always constant, after Izyumov [5].
1.2.1 Exchange interaction
The exchange interaction between two spins is a purely quantum mechanical term
proportional to the dot product of the corresponding spin operators. For a single
pair, the Heisenberg Hamiltonian is:
Hexc = −JS1 · S2, (1.1)
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where Si (i = 1, 2) is the spin operator located at the lattice site i and J represents
the strength of the exchange interaction (also called the exchange constant or
coupling constant). The sign of J determines the relative spin orientation. A
negative sign of J favors the parallel arrangement of spins and hence a ferromagnetic
coupling. Whereas, a positive J results in the antiparallel arrangement of spins
with the resultant antiferromagnetic coupling. The interaction represented by
equation 1.1 does not require an intermediatory and is called a direct exchange
interaction. Besides this direct exchange, there are also some interactions that
take place even when there is no direct overlap of the electronic wave functions on
magnetic ions. In such cases, the interaction is mediated by a non magnetic ion in
insulators or by conduction electrons in metals. These interactions are called indirect
exchange interactions. The various indirect exchange interactions are superexchange
interaction, Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, double exchange
interaction and anisotropic exchange interaction [6]. The one that is particularly
interesting here is the anisotropic exchange interaction called the Dzyaloshinskii-
Moriya interaction and is discussed below.
1.2.2 Dzyaloshinskii-Moriya (DM) interaction
The Dzyaloshinskii-Moriya (DM) interaction is an anisotropic exchange interaction
mediated through spin-orbit coupling [6]. The role of the spin-orbit interaction is
to bring one of the magnetic ions into the excited state [7, 8]. Then the ion in the
excited state couples to the ground state of the other ion. When acting between two
spins S1 and S2 it leads to a term in the Hamiltonian given by:
HDM = D · (S1 × S2) (1.2)
where D is a vector known as DM vector. D vanishes when the crystal has an
inversion symmetry. In a noncentrosymmetric environment, it does not vanish and
lies parallel or perpendicular to the line containing the two spins depending on the
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symmetry. The form of the interaction is such that it prefers S1 and S2 to be at right
angles in a plane perpendicular to the vector D in such an orientation as to ensure a
negative energy.
It was Dzyaloshinskii who first realized the importance of broken inversion
symmetry in the crystal lattice for magnetism [9]. Based on symmetry analysis
he found that the DM term is allowed in the Ginzburg-Landau (GL) free energy
functional if the crystal lattice lacks an inversion center, where it takes the form
M · (∇ × M). Later, Moriya extended Anderson’s theory of superexchange and
found that the microscopic mechanism of spin-orbit coupling is responsible for this
interaction [8] and thus the interaction got its name.
1.3 Phase diagram of noncentrosymmetric mag-
nets
In section 1.2.2 it was noted that the lack of an inversion center in the crystal lattice
allows the DM term in the Hamiltonian. Thus the system involves at least three
hierarchial energy scales – the exchange interaction, the DM interaction and the
magnetocrystalline anisotropy. The exchange interaction favors the parallel alignment
of spins while the DM interaction tends to align those spins perpendicular to each
other. In the systems we are interested in, often the DM term having its origin to
the spin-orbit coupling is the weaker term and hence the result of the competition is
usually a long period helical ground state. The magnetocrystalline anisotropy dictates
the direction of the resultant helix.
Modulated magnetic structures, like the helical structure, of one form or another
as shown in Figure 1.2 are not particularly unusual. Over 100 different materials
with different kinds of modulated structures are presented in Ref. 5. But there is
a fundamental difference between the modulated structures formed in a crystal with
and without the center of symmetry. The DM interaction is responsible for this
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difference. Presence of the DM interaction puts an additional restriction that the
spirals can have only one sense of rotation i.e. handedness and hence such spirals
are chiral. However, no such restriction exists in the case of materials without DM
interaction [10–13].
Figure 1.3: B-T phase diagram of MnSi, after Pfleiderer et al. [14].
Figure 1.3 shows the magnetic phase diagram of a well studied helimagnet, MnSi,
that crystallizes in a chiral cubic space group P213. At ambient pressure MnSi
undergoes a magnetic phase transition at about 29 K to a long period helimagnet,
with a wavelength λh ≈ 180 A˚ and a propagation axis that is weakly pinned to the
cube diagonal <111>. Well below TC and for fields greater than 1 kOe (0.1 T),
the applied field unpins the helical order and aligns its propagation vector parallel
to the field. This portion of the phase diagram is known as the conical phase. At
low temperatures and for fields greater than 6 kOe (0.6 T) the effect of the DM
interaction is suppressed and there is a field polarized ferromagnetic state. Finally,
for temperatures just below TC and for a magnetic field applied along <100> a phase
known as the A phase is stabilized [14–16]. Recently, this A phase has been identified
as a skyrmion lattice [14, 16]. A skyrmion is a complex spin structure that can
8
be visualized much like a stable whirl of a hurricane, where the spins are oriented
in all directions, with the core and outer spins eventually becoming oriented in the
downward (upward) and upward (downward) directions, respectively [Fig. 1.4]. It, in
fact, is formed by the superposition of three helices with relative angles of 120◦ among
them (see section 2.3). A similar phase diagram has been found in all the magnetically
ordered materials so far studied in the space group P213, irrespective of the nature
of underlying electrical conductivity. MnSi [17], FeGe [18] and Fe0.5Co0.5Si [19] are
metals and Cu2OSeO3 [20] is an insulator. The first three have ferromagnetic ordering
and the latter one has ferrimagnetic ordering in a certain plane that modulates along
a particular crystallographic direction to form a helical ground state.
Figure 1.4: Schematic of a single magnetic skyrmion showing how the direction of
the magnetic moment (arrows) varies in space, after Seki et al. [20].
The phase diagram (Fig. 1.3), however, is not universal for noncentrosymmetric
magnets. In a system with stronger magnetocrystalline anisotropy, Cr1/3NbS2 (chiral
space group P6322) for instance [21], the external magnetic field cannot unpin the
helix. Instead, the spins continuously orient in the direction of the applied field which,
in turn, evolves another novel spin structure called the soliton. A magnetic soliton, in
general, is a moving domain wall or a magnetic kink separating, usually, the regions
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of parallel or antiparallel spins in a ferromagnet, or the two different (degenerate)
ordered configurations in an antiferromagnet, the motion of which follows the sine-
Gordon equation (see section 2.2 for details). The regular repetition of such solitons
in a crystal forms a soliton lattice.
The chiral nature of the ground state helical ordering in noncentrosymmetric
magnets makes these materials a possible ground for another exotic magnetic phase
called the magnetic blue phase, a reminiscent of the blue phases observed in liquid
crystals [22, 23] (see section 2.4 for detail). The initial study based on the Ginzburg-
Landau (GL) theory ruled out the possibility of formation of the blue phases in
the chiral magnets (ferromagnets) on the basis of the energy consideration [22].
However, recent studies have indicated that inclusion of higher terms in the GL
energy functional can stabilize such phases [24, 25]. Indication of the blue phase has
been realized in MnSi through the Monte Carlo calculations and neutron-scattering
experiments in Ref. 26. The blue phase addressed some puzzling features of MnSi,
such as partial magnetic ordering, a two-component heat capacity and thermal-
expansion anomaly at the magnetic transition (see section 2.4).
1.4 Motivation
Interplay among more than two different competing interactions with different
hierarchial energy scales makes noncentrosymmetric magnets an interesting class
of materials. The theoretical and experimental indication of the possibility of
manipulating skyrmions and solitons have pointed out that these structures have
potential for technological application, especially in spintronics. Meanwhile, some of
the properties like non-Fermi liquid behavior and partial magnetic ordering observed
in MnSi, a model system for noncentrosymmetric magnets, are still not understood
in the context of the existing theories. Even the origin of skyrmion lattice, observed
so far in only one space group P213, is not well understood. The motivation of
this dissertation is to find and study these structures/behaviors in new materials.
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Finding an unresolved phenomena in a new family of materials helps provide new
insight into the phenomena. Superconductivity is an example. The discovery of high
temperature superconductors changed the paradigm of superconductivity based on
the BCS theory. A brief account of the potentials of these structures and the existing
problems in MnSi, and in general, this class of materials is presented below.
Figure 1.5: As an electron travels through a skyrmion, it acquires a topological
force. It also exerts a force on the skyrmion, after Pfleiderer et al. [27].
A profound consequence of the skyrmion has been found for electronic transport,
in particular, coupling between spin and charge. Figure 1.5 shows a schematic
illustration of an electron traversing a skyrmion [27]. As the electron adjusts to the
local spin structure, it acquires a Berry phase (a topological phase that arises when
a quantum-mechanical system is transported on a closed adiabatic journey [28]) and
experiences a force perpendicular to its motion similar to the Lorentz force. Such
a force is expected to produce a topological Hall effect [a nonvanishing Hall effect
in a ferromagnet having a topologically nontrivial (chiral) spin texture] [29] and this
was indeed reported for MnSi [30]. Perhaps, even more significantly, however, is that
an electronic current will exert a force on the skyrmion lattice and could perhaps
change its lattice or domain structure. Indeed, these effects have been observed very
recently using neutron scattering experiments. The magnetic diffraction pattern of a
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sample of MnSi in the A phase has been clearly observed to change when an electric
current was passed through it. Most notably, the current density was over five orders
of magnitude smaller than those applied in experimental studies on current driven
magnetization dynamics in nano-structures [31]. Such effects are extremely relevant
for spintronics applications.
A soliton is basically a moving domain wall, the motion of which is described
by the sine-Gordon equation. Thus the spatial periodicity of the soliton lattice is
tuneable by external parameters like temperature [32] and magnetic field [21, 33]. In
a conducting system, the itinerant electrons can exert force on the soliton producing
spin transfer torque that may result in the motion of the soliton. The consequence
is that there is a possibility of observing behaviors like spin current induction [34],
current-driven collective transport [35], and anomalous magnetoresistance [36] that
are considered to be useful in spintronics technology.
Figure 1.6 shows the pressure-temperature phase diagram of MnSi, a material
that can be taken as a model system for noncentrosymmetric magnets. The magnetic
transition temperature (TC) gets suppressed continuously up to about 12 kbar of
pressure, above which the TC changes abruptly and vanishes at a critical pressure
(pc) of about 14.6 kbar. In the ordered state below pc, the temperature dependence
of electrical resistivity shows a normal ρ ≈ T 2 Fermi liquid behavior. However, for
p > pc an anomalous behavior of the resistivity ρ ≈ T 32 is observed, suggesting a non-
Fermi liquid (NFL) phase. The NFL region (below about 10 K and 14.6 kbar) persists
over 3 orders of magnitude in temperature (down to mK range) and to about 30 kbar
(≈ twice pc) [14]. The NFL behavior is postulated to exist in some metallic systems
like heavy-fermion compounds [37, 38] and in some oxide materials [39–42]. But the
NFL behavior observed in the normal state of an itinerant-electron ferromagnet is
quite unusual. Neutron scattering experiments [43] have found that for pressures
greater than a critical pressure pc, long range magnetic order is lost and a peculiar
partial helical order is revived on intermediate time and length scales. Although this
partial magnetic ordering is thought to be responsible for the anomalous ρ ≈ T 32
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behavior, currently there is no generally accepted explanation for this non-Fermi
liquid resistivity in MnSi. Also, in spite of some theoretical attempts [12, 25, 26, 44]
the nature of the partially ordered state itself is not still well understood.
Figure 1.6: Pressure (p) vs temperature (T ) phase diagram of MnSi. The transition
temperature TC decreases continuously with increasing pressure and changes abruptly
above about 12 kbar and vanishes at the critical pressure (pc) of ≈ 14.6 kbar. Below pc
the ordered state shows a normal Fermi-liquid (FL) behavior. The non-Fermi liquid
(NFL) state appears above pc and extends at least up to pressure of 30 kbar and
down to temperature of 20 mK. The inset shows that in the partially ordered phase,
the exponent describing the temperature dependence of the electrical resistivity, α,
changes abruptly from 2 to 1.5, after Pfleiderer et al. [45].
Yet another important aspect of the DM interaction is its role in multiferroic
behavior [46–48]. The recent discovery of the multiferroic skyrmion in a noncen-
trosymmetric insulator Cu2OSeO3 [20] has provided strong support for the relation
between the DM interaction and ferroelectric behavior without the necessity of an
obvious structural distortion. Cu2OSeO3 crystallizes in the space group P213, same
as that of MnSi and has a helimagnetic ground state below about 59 K. A magnetic
field of about 1 kOe establishes the skyrmion lattice phase in the bulk sample in a
small temperature and field range near the magnetic transition temperature. The field
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polarized state is a collinear ferrimagnetic phase. No evidence of structural distortion
has been observed down to 10 K. It is observed that this material shows ferroelectric
polarization in all the three states – the helimagnetic state, skyrmion lattice phase and
the ferrimagnetic state. A density functional theory (DFT) calculation [49] has shown
that there is a strong DM interaction between different Cu ions and is responsible
for the formation of the first two phases. However, for the ferroelectric polarization
in the ferrimagnetic state an unusual mechanism of single-spin-site contribution due
to spin-orbit coupling is found responsible. Since the DM interaction is allowed in
all noncentrosymmetric magnets, this class of materials thus provides a platform to
study the role of DM interactions in multiferroicity.
1.5 Outline of thesis
Chapter two presents a literature review of the existing theories related to the
formation of a helical ground state, formation of complex magnetic structures – soliton
and skyrmion and their experimental observation.
Chapter three deals with a brief description of the theory of elastic neutron
scattering and the expected observation in case of a simple ferromagnetic and helical
spin ordering.
Chapter four presents the results obtained in the study of a polycrystalline sample
of Cr11Ge19 by means of DC magnetization, AC susceptibility, electrical resistivity,
heat capacity, x-ray diffraction and resonant ultrasound spectroscopy measurements,
and first principles calculations.
Chapter five is related to the study of Cr1/3NbS2 in a single crystal form by
means of DC magnetization, resistivity, magnetoresistance, heat capacity and Seebeck
coefficient measurements, and electronic structure calculations.
Chapter six presents results of single crystal neutron diffraction and small angle
neutron scattering experiments conducted on the single crystals of Cr1/3NbS2 carried
out to investigate formation of the soliton lattice.
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Chapter seven presents the results of DC magnetization, AC susceptibility and
heat capacity measurements on K2V3O8.
Finally, in chapter eight concluding remarks are made on the basis of the results
obtained in all three materials.
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Chapter 2
Theoretical background and
literature review
2.1 Ginzburg-Landau theory of chiral helix in
noncentrosymmetric crystals
Ginzburg-Landau (GL) theory is a general phenomenological method for discussing
the onset of various kinds of order in many-body systems. The theme is that there
exists an order parameter which is non-zero in the ordered state, below a critical
temperature (TC), and vanishes above it. The order parameter is small in the vicinity
of TC and hence an appropriate energy functional can be expanded as a power series
in the order parameter. The expansion is carried out just far enough to ensure the
thermodynamic stability. The equilibrium thermodynamics of the system is then
obtained by minimizing the energy functional with respect to the order parameter.
In case of a smoothly varying magnetic texture, local magnetization M(r) is taken
as the order parameter. For a simple ferromagnet, in absence of magnetic field, the
minimal energy functional takes the form [50, 51]:
F (M) =
∫
V
dr {α(M)2 + β(∇M)2 + u(M)4}, (2.1)
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where
∫
V
represents the real space integral over the system volume. (∇M)2 stands
for
∑3
i,j=1 ∂iMj∂jM
j, with ∂i ≡ ∂/∂xi the component of gradient operator ∇ ≡
(∂x, ∂y, ∂z). α, β, and u are the phenomenological parameters that are determined by
the microscopic theory of a particular system. The expansion 2.1 takes into account
the fact that F(M) has the same symmetry as the microscopic Hamiltonian. The
last term in the expansion ensures the stability of the system for positive value of
u. The second term represents the exchange interaction and thus β is positive for a
ferromagnet. The coefficient of the first term, α, determines the phase of the system.
For α < 0 (> 0) the system is in the ordered (disordered) state.
Now, in case of noncentrosymmetric magnets DM term is allowed. In the GL free
energy functional it takes the form [10, 52]:
F (M)DM =
∫
V
dr 2DM · (∇×M) (2.2)
The minimal GL free energy functional for the noncentrosymmetric magnets thus
becomes:
F (M) =
∫
V
dr {α(M)2 + β(∇M)2 + 2DM · (∇×M) + u(M)4}, (2.3)
Here, it can be inferred that the functional 2.3 incorporates three different energy
scales - exchange energy which favors a uniform spin polarization, the DM interaction
that favors perpendicular orientation of spins and the crystal field interaction
described by higher order spin orbit terms which are responsible for locking the
magnetic structure to a certain crystallographic direction (not shown).
Minimization of equation 2.3 gives the magnetic ground state and is satisfied for
the solution:
M(r) = Mo(mˆ1cos(qor) + mˆ2sin(qor)), (2.4)
where m1, m2 and qo are mutually perpendicular vectors. Equation 2.4 represents
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Figure 2.1: Helical modulation of the magnetization. The direction of the
magnetization twists around qo - axis, planes of constant magnetization are
perpendicular to qo, after Fischer [24].
helical modulation of the magnetization. Thus, the consequence of introducing the
DM interaction is that it leads to a helical ground state. The helical order breaks
down for α > D2/β and the direction of the helix depends on the sign of D [10]. The
spiral is right handed for D < 0 and left handed for D > 0. The equilibrium value
of M and qo obtained by inserting equation 2.4 in equation 2.3 are qo = D/β and
M2o = −[α/2−D2/(2β)]/(2u). As mentioned above, the pre-factor D is small. Thus,
pitch of the helix given by 2pi/qo is large in comparison to the lattice constants and,
in general, incommensurate with the crystal lattice.
There may be some more terms in the GL free energy allowed by the symmetry
of the particular crystal structure. For instance, in case of MnSi following terms are
allowed by the symmetry of the space group P213 [10]:
1
2
B2[(∂xMx)
2+(∂yMy)
2+(∂zMz)
2]+B3[(∂
2
xM)
2+(∂2yM)
2+(∂2zM)
2]+C(M4x+M
4
y+M
4
z )
(2.5)
These terms are responsible for pinning of the helix to a certain crystallographic
direction viz. <111> for B3 > 0 and along <100> for B3 < 0 in MnSi.
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2.2 Soliton in noncentrosymmetric magnets
A soliton by definition is a localized solution of a nonlinear dispersive wave equation
that remains invariant upon propagation [53]. It represents a self-localized or self-
trapped wave packet and exhibits a particle-like nature [54]. The first observation of
a soliton dates back to 1834 when a Scottish engineer John Scott Russell encountered
a water wave which he called a “great wave of translation” [55, 56]. However,
the first theoretical description was given by Zabusky and Kruskal [57] from where
the name “soliton” was established. Since then solitons have obtained widespread
attention and are now studied in diverse fields of science such as mathematics, biology,
oceanography, meteorology, optics, elementary particle physics, solid state physics
and more [58]. Solitons play an important role in the neutral and charge transport
in polymers [59]. In biology, a discrete soliton model has been put forwarded to
understand the energy transfer in α-helices [60, 61]. Likewise, Frenkel-Kontorova
models [62], Josephson junction arrays [63], localized modes in anharmonic crystals
[64] are some other fields where solitons have been realized. Technological application
of solitons has been realized in optical fiber communication [65]. In a review article
about the solitons in condensed matter physics Bishop et al. [66] even has labeled
condensed matter physics as a storehouse of the solitons.
An extensive study of solitons appears in the quasi-one dimensional magnetic
chains that are formed in some ionic magnetic compounds. The archetypical materials
are CsNiF3 [67, 68] and [(CD3 )4N]MnCl3 (TMMC) [69, 70]. A magnetic soliton in
these materials is basically a thermally excited domain wall or a “kink” separating
spin-up and spin-down regimes of a ferromagnetic chain or the two degenerate
configurations of an antiferromagnetic chain. The sketch of different solitons in
ferromagnetic and antiferromagnetic chains are shown in Figure 2.2.
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Figure 2.2: Schematic of solitons in magnetic chains. From top to bottom are
shown: pi- and 2pi- soliton in ferromagnetic chain and the antiferromagnetic pi- soliton
for H < HSF and H > HSF , respectively (HSF is the spin flop field), after de Jongh
et al. [71].
In fact, soliton is a nonlinear, large amplitude, localized solution φ(z, t) of the
sine-Gordon equation 2.6 for which φ(z, t) changes by 2pi over a finite width d = 1/m
[71]:
∂2φ
∂2z
− 1
c
∂2φ
∂2t
= m2sinφ, (2.6)
where c is the characteristic velocity and m plays the role of the mass. In 1978 Mikeska
[67] realized that a one-dimensional ferromagnet with an easy plane anisotropy and
a symmetry-breaking magnetic field in the easy plane could be represented by the
SG equation 2.6. It represents a 2pi-soliton. Soon after, a pi-soliton was realized in
antiferromagnetic chains with weak anisotropy [69, 72]. Later, de Jongh [71], based
on Enz’s relation between a one-dimensional ferromagnetic domain wall and the SG
equation [73], made an argument about the existence of pi-solitons in ferromagnets.
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Solitons in these systems have been experimentally observed in inelastic neutron
experiments [68, 69].
Noncentrosymmetric magnets are another class of materials where formation of
soliton is theoretically expected. It is a more elegant system because, unlike in one-
dimensional magnetic chains, no thermal excitation is required for the formation of
soliton and the soliton evolves directly out of the ordered state with the application
of magnetic field or changing temperature. Formation of soliton in a magnetic
system without center of symmetry between two magnetic ions was first treated by
Dzyaloshinskii in the 1960s [74] and has been discussed by many authors over the
course of time [5, 36, 75, 76]. However, experimental observation of soliton in this
class of materials is limited only to three materials so far - Ba2CuGe2O7 [33], CuB2O4
[32] and Cr1/3NbS2 [21]. A brief theoretical description of the formation of magnetic
soliton lattice in noncentrosymmetric magnets is presented below.
The DM interaction of the form M · (∇ × M) can be expressed in the form
of invariants involving the first derivative of the magnetization known as Lifshitz
invariants of the form:
Mi
dMj
dη
−Mj dMi
dη
, (2.7)
where Mi and Mj are the components of the magnetization vectors that arise in
certain combinations in expression 2.7 depending on crystal symmetry.
Izyumov [75] has described the phase transition in the systems admitting
these linear Lifshitz invariants basically following what was originally reported by
Dzyaloshinskii [74], a brief account of which is presented below:
The assumption made is that the modulus of the order parameter (OP) is constant.
So the OP is written as:
Mi = ρe
iφ;Mj = e
−iφ (2.8)
where, ρ and φ are the modulus and the phase of the OP, respectively.
21
Now, the free energy functional in the case of noncentrosymmetric crystal lattice
takes the form
Φ =
1
V
∫
dz[βρ2(
dφ
dz
)2 + 2Dρ2
dφ
dz
+ 2wρncos(nφ)] (2.9)
The first, second and third terms on the right hand side of equation 2.9 represent
the exchange energy, Lifshitz invariants describing the anisotropic interactions and
the crystallographic anisotropy, respectively. In absence of the crystallographic
anisotropy, equation 2.9 simply describes a modulated structure along the z axis
as described in section 2.1 with a wavevector given by qo = D/β.
In general, the spatial distribution of the phase of the OP satisfies the following
equations:
d2(nφ)
dz2
+ vsin(nφ) = 0, (2.10)
where,
v =
n2wρn−2
β
(2.11)
Solution of equation 2.10 is given by:
φ =
n
2
am(qz, x), (2.12)
where q =
√
v/χ with χ being the modulus of the elliptic function such that 0≤ χ ≤1.
This parameter χ corresponds to the constant of integration of equation 2.10 and is
found by the energy minimization of the system.
The energy of the system can be expressed in terms of the complete elliptical
integrals of the first and second kind represented by K and E, respectively.
Minimization of this energy with respect to χ yields:
E
χ
=
√
vc
v
, (2.13)
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where vc=n
2pi2D2/16β2. With the help of equation 2.13 analysis of equation 2.12
suggests the following structure represented by the functional 2.9. A periodic
structure with a period of L = 4χK /
√
v is produced. This period changes with
the change in parameter v. At small v, the phase of the magnetization [φ(z)] does not
change much and hence corresponds to a helix. When v increases, a section over the
length L appears where the phase is almost constant but the phase changes abruptly
at the end of the period where change in phase by 2pi/n occurs. As v approaches
vc, the relative fraction of the constant phase increases. At this time the system
contains a nonlinear periodic structure consisting of domains of commensurate phase
separated by a narrow region of domain walls. These narrow domain walls are actually
the solitons and the periodic arrangement of these nonlinear periodic structures forms
the magnetic soliton lattice. With a simple mathematical manipulation expanding K
and E in the limiting cases χ→ 0 and χ→ 1, it can be seen that period of the soliton
lattice shows logarithmical divergence as v → vc and since the wavevector qo ∝ 1/L,
qo → 0 as v → vc thus marking the incommensurate-to-commensurate (IC) phase
transition. The parameter v can depend on external parameters such as temperature
and external magnetic field.
In a specific case of a simple helix in an external magnetic field, the energy
functional can be expressed as:
Φ =
1
V
∫
[dz{β(∇M)2 + γM2z + 2D(Mx
dMy
dz
−My dMx
dz
)−MH} (2.14)
At positive and large anisotropy constant γ the spins remain in (x, y) plane as long
as H is in the same plane. Now with Mx = Mcosφ, My = Msinφ and Mz = 0; and
n = 1, v = h/2β with h = H/M, relation 2.13 in this case takes the form:
E
χ
=
√
hc
h
, (2.15)
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with hc = pi
2D2/8β which suggests that there is a continuous nonuniform rotation
of the spins along the z axis with the increasing magnetic field forming the soliton
lattice up to a critical field, above which there occurs an IC phase transition.
More recently, a similar result has been obtained by taking the Hamiltonian of
the form [34, 36, 76]:
H = −J
∑
n
Sn · Sn+1 +D ·
∑
n
Sn × Sn+1 − 2µBH
∑
n
Sxn, (2.16)
where the first and the second term represent the ferromagnetic exchange interaction
and the DM interaction between the nearest-neighbor spins. The third term
represents the Zeeman term by the transverse magnetic field. The period of the
soliton lattice as a function of the applied magnetic field L(H) is presented in a more
convenient form solely in terms of the elliptic functions of the first and the second
kind given by:
L(H) =
8K(χ)E(χ)
piqo
, (2.17)
with
E(χ)
χ
=
√
Hc
H
, (2.18)
where Hc is the critical field at which the IC transition occurs.
In absence of external magnetic field, the modulation is just a helix. So at H =0,
the period of the helix is L(0) = 2pi/qo. The fractional increase in the period during
the evolution of the soliton lattice from the ground state helix is thus given by:
L(H)
L(0)
=
4K(χ)E(χ)
pi2
, (2.19)
Equations 2.18 and 2.19 give the relation between L(H)/L(0) and H /Hc.
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2.2.1 Experimental observation
Magnetic soliton lattice was observed in the easy axis antiferromagnet Ba2CuGe2O7
[33] by means of magnetization measurements and a neutron scattering experiment.
Ba2CuGe2O7 is a weakly distorted antiferromagnet with all spins confined in the (1,
-1, 0) plane. The staggered magnetization rotates upon translation along (1, 1, 0)
direction forming a helical state with propagation vector along (1+ξ, ξ, 0) (ξ = 0.027).
Zheludev et al. [33] found that when magnetic field is applied along the c axis i.e.
perpendicular to the helical axis, the propagation vector i.e. the period of the helix
changes in accordance with the soliton model as shown in Fig. 2.3.
Figure 2.3: Magnetic field dependence of the magnetic propagation vector in
Ba2CuGe2O7 measured at T = 2.4 K. The solid line is a theoretical fit. Inset shows
the elastic scan across the antiferromagnetic zone center for two different values of
magnetic field applied along the (0, 0, 1) direction, after Zheludev et al. [33].
CuB2O4 is another material that shows the magnetic soliton lattice. This material
has two magnetic phases in the ordered state. Between 10 and 20 K, it has a
commensurate phase showing a weak ferromagnetic behavior. Below 10 K the
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propagation vector changes with temperature according to the soliton model as shown
in Fig. 2.4. Here, the soliton lattice is formed in the absence of external magnetic
field.
Figure 2.4: Temperature dependence of the magnetic propagation vector in
CuB2O4. The line is a theoretical fit. Inset shows the elastic scan along (3, 3, Q)
showing the evolution of the magnetic satellites in CuB2O4 for selected temperatures,
after Roessli et al. [32].
Cr1/3NbS2 is another material know to have the soliton lattice. The ordered phase
below about 127 K is a helimagnetic state with propagation vector along the c axis.
Recently, Togawa et al. observed the evolution of the soliton lattice with increasing
magnetic field below 2.3 kOe by means of a Lorentz force transmission electron
microscope (LFTEM) [21]. In absence of applied magnetic field, they observed a
sinusoidally varying stripe patters in LFTEM indicating a helical state. With the
application of the magnetic field they observed the distance between the patterns
changed in accordance with the soliton model as shown in Fig. 2.5.
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Figure 2.5: (a) Underfocused Lorentz micrographs at 110 K in zero applied
magnetic field (b) in a perpendicular magnetic field of 2.08 kOe and (c) in a
perpendicular field of 2.24 kOe. Sinusoidal line patterns can be seen in (a). In (b)
the sinusoidal line patterns change to another periodic pattern. In (c) the separation
between these periodic patterns can be seen significantly increased suggesting that the
commensurate ferromagnetic phase (region between two white strips) has increased
significantly. This pattern was found to disappear above 2.3 kOe. (d) Experimental
plot of the relative increase in the period of the structure as compared to the period
of helix in zero applied magnetic field as a function of H/Hc with fitting curve, where
HC is the critical field = 2.3 kOe. (e) Fractional change in the periodicity as compared
to the period of the helix at zero applied magnetic field as a function of H/Hc along
with the theoretical fit, after Togawa et al. [21].
2.3 Skyrmion in noncentrosymmetric magnets
As stated in section 1.3, a skyrmion is a vortex-like stable spin structure in which the
direction of the spins changes continuously from the outer layer to the inner core with
an eventual antiparallel configuration between the outer and the core spins as depicted
in Figure 1.4. It is named after an English particle physicist, Tony Skryme, who in
the early 1960s developed a theory of such structures in the field of particle physics
[77, 78]. Such a structure has also been marked in different systems in condensed
matter physics, for instance, in quantum Hall liquids [79], superfluid helium 3 [80],
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spinor or multi-component Bose-Einstein condensate [81, 82], Abrikosov vortex lattice
in type-II superconductors [11], to mention a few.
Magnetic structures similar to the skyrmion namely, “magnetic vortices” have
been observed in nanomagnetism, especially in ferromagnetic dots [83]. However,
these “magnetic vortices” have different spin structure from that of the skyrmion.
The vortex has a continuous variation of magnetization in the plane of the dot with
the magnetization of the core being perpendicular to the plane. The origin of these
vortices in the ferromagnetic dots lies in the fact that the magnetic objects lower their
magnetostatic energy by forming domains and that the domain is not stable in the
sub-micron region thus leading to the curling configuration [84]. But the skyrmions in
the noncentrosymmetric magnets have a completely different microscopic mechanism
that has the root origin in the DM interaction allowed in these crystal structures.
Skyrmions in a chiral magnet was first observed in the A phase of MnSi in a
neutron scattering experiment [16]. A six-fold pattern perpendicular to the applied
magnetic field and independent of the direction of the applied magnetic field relative
to the atomic lattice was observed in the A phase region. However, a magnetic field
parallel to the neutron beam was required to observe such a structure. This structure
was described by a simple superposition of three helices with relative angles of 120◦
among them. Thus the A phase or the skyrmion lattice is visualized as a spin crystal
approximately characterized by the magnetization given by:
M(r) 'Mf +
3∑
j=1
Mhqj(r+ ∆rj), (2.20)
where
Mhqj(r) = B{nˆ
j
1cos(qjr) + nˆ
j
2sin(qjr)} (2.21)
is the magnetization of a single chiral helix with amplitude B. The wave vector q j
and the two unit vectors nˆj1 and nˆ
j
2 are chosen such that the set {qj, nˆj1, nˆj2} forms
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an orthonormal basis. All three helices have the same chirality i.e qj · (nˆj1 × nˆj2) has
the same sign. ∆rj is the relative shift in the helices.
Figure 2.6: Sixfold intensity pattern in the A-phase of MnSi at T = 26.45 K, B =
1.54 kOe observed in the small angle neutron scattering experiment, after Mu¨hlbauer
et al. [16].
A similar six fold pattern appears in Fe0.8Co0.2Si [85, 86] as shown in Fig. 2.7.
Later skyrmion was observed in the real space using Lorentz TEM in the A phase of
Fe0.5Co0.5Si [87] revealing the same hexagonal structure as shown in Fig. 2.8. The
same structure has been observed in the A phase of FeGe both in real space [88] and
momentum space [89] and also in FexMn1−xSi (x=0.02, 0.08) [90]. Remarkably, the
skyrmion lattice has been observed recently in both real space [20] and momentum
space [91] in a multiferroic material Cu2OSeO3. It is interesting that all these
materials showing the skyrmion lattice belong to the same space group P213. All
except Cu2OSeO3 have the B20 crystal structure.
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Figure 2.7: Typical small angle neutron scattering intensity in the A-phase
of Fe0.8Co0.2Si showing the clear sixfold diffraction pattern characteristic of the
formation of a skyrmion lattice, after Adams et al. [85].
Figure 2.8: Experimentally observed real-space images of the skyrmion crystal
structure of Fe0.5Co0.5Si measured at a field of 0.5 kOe (left panel). Right panel
is the magnified view of the figure in the left panel. The color map and white arrows
represent the magnetization direction at each point, after Yu et al. [87].
It is worth notifying that two decades before the first experimental observation
of a skyrmion lattice in MnSi [16], Bogdanov et al. [92–94], in 1989, theoretically
predicted that a mixed state of magnets, namely magnetic vortices, a structure
reminiscent of the Abrikosov vortices in type-II superconductors, should be stable in
30
some noncentrosymmetric easy axis ferromagnets and antiferromagnets, in a certain
range of temperature and applied magnetic field. The name “skyrmion” was even used
for the first time for such a magnetic vortex by the same group later in 2002 [11]. In
1994 the cubic helimagnets MnSi, FeGe, FexCo1−xSi and CoxMn1−xSi were predicted,
again by Bogdanov and Hubert [95], to be promising materials for the search of such
magnetic vortices. But it was mentioned that an additional uniaxial anisotropy has
to be introduced either by growth conditions or external stress in order to stabilize
the vortex states. Skyrmion has been observed in all these materials [16, 87, 88, 90],
but without an obvious requirement of the additional uniaxial anisotropy. Till date,
skyrmion has been observed in the helimagnets belonging to only one space group
P213.
The idea of the magnetic vortex in noncentrosymmetric magnets originally
stemmed from the vortices or the flux line lattices observed in type-II superconductors.
The argument presented in the Refs. 92–94 is the following. One of the main
differences between the type-I and type-II superconductors is their behavior in the
external magnetic field. In the region of the field induced first order transition
from superconducting state to the normal state, type-I superconductors show
an intermediate state. But in case of type-II superconductors there appears a
region of mixed state known as Abrikosov vortices. The surface energy of type-I
superconductors increase with increase in the external magnetic field. But in case of
type-II superconductors, the surface energy decreases after certain field. Abrikosov
pointed out that this negative energy is responsible for the formation of the vortices
or the flux line lattices in type-II superconductors.
The superconducting state is a pure diamagnetic state and the normal state is a
paramagnetic state. Thus the field induced transition from the superconducting state
to the normal state can be interpreted as transition between the two magnetic phases.
It is argued that all these domain patterns in the superconductors and the magnets
can be treated in the framework of a common theory. The formation of domain walls
usually is associated with an additional positive energy. Thus a question was raised
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whether there can be some magnetic states with negative domain wall energies as in
the case of type-II superconductors. This question was addressed in Refs. 92–94 where
it was found that such a state of magnet called the “magnetic vortex lattice”, a distinct
thermodynamical state is possible in magnetically ordered crystals belonging to the
certain crystallographic classes - Cn, Dn, Cnν , D2d and S4 (n = 3, 4, 6) in a certain
range of magnetic field. A common thing among all the mentioned crystallographic
classes is that they all are noncentrosymmetric and the key idea is the DM interaction.
Such a magnetic vortex or “skyrmion” has not yet been experimentally realized in
any of the easy axis ferromagnets and antiferromagnets belonging to the mentioned
noncentrosymmetric point groups.
2.4 Blue phases in chiral ferromagnets
Figure 2.9: a) Typical phase diagram of liquid crystal involving an isotropic, a
cholesteric and three blue phases in a temperature (T) chirality (κ) plane. b) The
arrangement of molecules in the cholesteric mesophase. The successive planes are
drawn for convenience, but do not have any specific physical meaning, after Gennes
and Prost [23].
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Blue phases are distinct thermodynamic phases that appear over a narrow temper-
ature range (∼ 1 degree) at the helical-isotropic boundary of highly chiral liquid
crystals. There can be three blue phases: BPI, BPII and BPIII, the former two
having cubic symmetry and the later one being amorphous. Figure 2.9(a) shows a
sketch of phase diagram of chiral nematic liquid crystal.
The equilibrium structure of the helical phase is inhomogeneous and has locally
uniaxial anisotropy (rod like cylindrical symmetry); characterized at each point by a
single preferred axis called director n(r). Everywhere, n is perpendicular to a fixed
direction, the pitch axis l, and is uniform in planes perpendicular to l as shown in
Fig. 2.9(b). Moving along l, the direction of n twists uniformly about l with respect
to distance po =pi/q0 called pitch of the helical phase.
Interestingly, the GL theory for the director of a chiral nematic is similar to that
of the vector order parameter of a chiral magnet. Therefor, it has raised question
whether there exists similar phases in magnetic systems.
Initial studies on the possibility of the existence of the blue phases in chiral
magnets was conducted by Wright and Mermin [22] where they analytically showed
that energy cost associated with the absence of stable line defects in chiral magnets
does not allow the stability of the blue phases within the Ginzburg-Landau theory.
However, recent theoretical calculations have indicated the possibility of blue phases
in chiral ferromagnets [24, 26].
Within GL theory, the gradient free energy for the chiral nematics takes the form:
ϕnmgrad = 3κ
2[λ2(∇inj + 1
2
ijknk)
2 +
1
3
(∇λ)2] (2.22)
And that for the chiral ferromagnet is:
ϕfmgrad = κ
2[λ2(∇inj + 1
2
ijknk)
2 + (∇λ)2] (2.23)
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The first term in equations 2.22 and 2.23 form double twist and the second term
penalize the amplitude variation. It can be seen that amplitude variation costs three
times more in chiral ferromagnets than in case of chiral nematics thus eliminating the
possibility of formation of the blue phases in the chiral ferromagnets.
Fischer et al. [24] found that retaining higher order terms in spin orbit coupling
expansion in the GL theory allowed the destabilization of the helical phase in favor
of the crystalline phases that are periodic arrangement of double twist cylinders,
analogous to the blue phases in liquid crystals.
GL free energy for chiral ferromagnets up to second order in chiral ferromagnets
is given in equation 2.3. With order parameter M = λn it can be expressed as:
f(r) =
β
2
λ2(∇inj + D
β
ijknk)
2 +
β
2
(∇λ)2 − D
2
β
λ2 +
α
2
λ2 + µλ4 (2.24)
Helical state is the lowest energy state for equation 2.24 for constant λ. In equation
2.24, the term (∇λ)2 costs energy for the double twist cylinders. However, expanding
the GL free energy to higher orders i.e. to the lowest order in spin orbit coupling
allows a term of the form (
∑
Mi∇Mi)2 = 14(∇M2)2 to enter the GL free energy. This
term acts on the amplitude of the magnetization and thus if the pre-factor of this
term is allowed to be negative, it lowers the energy cost for the amplitude fluctuation
thus allowing appearance of the blue phases in the chiral ferromagnets.
This attempt was done in an effort to explain the partial magnetic ordering in
the NFL state of MnSi. A more recent calculations by Hamann et al. [26] showed
that simplest DM nearest neighbor interactions are sufficient to induce the magnetic
blue phases in the chiral ferromagnets. Their hamiltonian with nearest neighbor spin
interaction is:
H = − 1
2N
N∑
i=1
[
∑
ij
JSi · Sj +Dij · (Si × Sj)] (2.25)
with |Dij| = D and Dij = -Dji.
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Figure 2.10: Calculations for clusters of spins interacting via equation 2.25. a) Helix
locked in the cube 111 direction. b) Optimized structure with parallel spins having
the same color. c), d) Calculated magnetic SANS intensity of a) and b) respectively,
after Hamann et al. [26].
Figure 2.11: Temperature dependence of specific-heat of MnSi, after Hamann et
al. [26].
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The firs term represents the ferromagnetic exchange interaction and the second
term represents the DM interaction. The results obtained from these calculations
were found compatible with the experimental results. In calculated SANS intensity,
helical order along <111> gave four diffraction spots whereas blue phase gave the
ring as shown in Fig. 2.10. The anomaly observed in the heat capacity as shown in
Fig. 2.11 has been understood as the existence of the blue phase. The broad second
order tail adjacent to the sharp first order transition has been explained due to the
gradual melting of the triple twist clusters.
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Chapter 3
Principles of Neutron Scattering
Neutrons have zero charge, mass of 1.0087 atomic mass unit (amu), 1
2
spin and
magnetic moment of -1.9132 µN (nuclear magneton). These four properties make
neutrons effective probe for condensed matter. Thermal and cold neutrons have total
energy of about 25 meV (5 - 100 meV) and 1 meV (0.1 - 10 meV) respectively which
correspond to the wavelength of about 1.8 A˚ and 9.0 A˚ respectively thus providing
ideal probe for the study of structures of microscopic and mesoscopic length scales.
A typical neutron scattering experiment measures the probability that a neutron
which is incident on a sample with wave vector k 0 is scattered into the state with
wave vector k 1. The scattering process is governed by the laws of momentum and
energy conservations:
Q = k0 − k1 (3.1)
E = E0 − E1 = ~
2
2mN
(k20 − k21) (3.2)
where, k = 2pi/λ with λ being the wavelength of the neutron beam. mN = mass of
neutron. Momentum transfer is given by ~Q.
Figure 3.1 shows the geometry of the scattering experiment. The effective
scattering of each atom to an incident neutron can be expressed as cross-section.
The neutron scattering cross-section corresponds to the number of neutrons scattered
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Figure 3.1: Geometry of a neutron scattering experiment, after Squires [96].
per second into a small solid angle dΩ with energy transfer between ~ω and ~(ω+dω)
divided by the flux of the incident neutrons.
The master formula that lays out the basic principle of the neutron scattering
experiments is obtained by using Fermi’s Golden rule [97]:
d2σ
dΩdE
|k0→k1 =
1
N
(
mN
2pi~2
)2(
k1
k0
)
∑
λ0σ0
pσ0pλ0
∑
λ1σ1
| < k1λ1σ1|Vˆ |k0λ0σ0 > |2δ(E+Eλ0−Eλ1)
(3.3)
where, |λ0> denotes the initial state of scattering with energy E0 and the population
factor pλ0 and its final state is |λ1>. σ0 and σ1 are the spin states of the incoming
and the scattered neutrons respectively and pσ is the polarization probability. The
δ-function describes the law of energy conservation. Vˆ is the interaction operator of
neutron with the sample which depends on the specific scattering process. In Born
approximation, neutrons can be considered as plane waves:
|k0 >= eik0·r; |k1 >= eik1·r (3.4)
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3.1 Nuclear Structure
The interaction between a neutron and a nucleus can be approximated by the Fermi
pseudopotential [97]:
V (r) =
2pi~2
mN
bσλδ(r−R), (3.5)
where b is the scattering length which, in general, depends on the spin state of neutron-
nucleus system and r and R represent the instantaneous positions of neutron and
nucleus, respectively. With this definition of the interaction potential, the master
formula for unpolarized neutrons (for which case σ0 and σ1 disappear) becomes:
d2σ
dΩdE
=
1
N
k1
k0
∑
λ0
pλ0
∑
λj
|
∑
j
bj < λ1|eiQ·Rj | λ0 >|2 δ(E + Eλ0 − Eλ1), (3.6)
where Q = k 0 - k 1. With
δ(E + Eλ0 − Eλ1) =
1
2pi~
∫ ∞
−∞
e−i(E+Eλ0−Eλ1 )t/~dt (3.7)
and decoupling the nuclear states and representing the scattering in terms of only the
atomic coordinates appearing in equation 3.6, it can be expressed as:
d2σ
dΩdE
=
1
N
k1
k0
∑
dd′
∑
j∈d,j′∈d′
< b∗jbj > Sjj′(Q, E), (3.8)
where d and d′ refer to different elements, <> represents an average over spin and
isotope distribution for the corresponding pair of elements and
Sjj′(Q, E) =
1
2pi~
∫ ∞
−∞
< e−iQ·Rj(0)eiQ·Rj(t) > e
−iEt
~ dt (3.9)
is the scattering function. Neutron scattering experiments essentially measure
S(Q,E).
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If the nuclear spins and isotopes are uncorrelated then
< b∗jbj >=< b
∗
d >< bd > + < b
2
d > − < bd >2 δjj′δdd′ (3.10)
which when inserted in equation 3.8 gives two terms - one that gives the sum over all
possible pair of atoms each term representing a correlation between the position of
atom j at time 0 and that of atom j′ at time t. This gives the coherent scattering.
The other term represents a correlation between the position of j at time 0 and that
of same atom at time t. It gives the incoherent scattering. The incoherent scattering
is isotropic and yields a constant background. On the other hand, coherent scattering
provides the information about mutual arrangement of the atoms to the phase factor.
In elastic scattering, the coherent scattering cross section is obtained by integrating
the coherent scattering part of the double scattering cross-section, obtained form
equations 3.8 and 3.10, with respect to E and takes the form:
dσ
dΩ
= N0
(2pi)3
v0
e−2W (Q)
∑
τ
| Fτ |2 δ(Q− τ ), (3.11)
where N0 is the number of unit cells, v0 is the volume of the unit cell and
Fτ =
∑
j
bje
iτ ·rj (3.12)
is called the structure factor, and e−2W (Q) is the Debye-Waller factor that describes
the mean squared displacement of the atoms from their equilibrium position. τ is the
reciprocal lattice vector.
The structural information that can be obtained form the neutron diffraction
experiment are - a) size and the form of the unit examining the scattering angle 2θ
at which Bragg reflection occurs, b) location of atoms within the unit cell from the
analysis of the intensity of the Bragg reflections through the structure factor and
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c) atomic displacement from the study of the (Q) dependence of the Debye-Waller
factor.
3.2 Magnetic Structure
The interaction potential between neutron with magnetic moment µN and magnetic
field due to unpaired electron is given by:
VM(r) = −µn ·H = −µn · (∇×
µj × rˆ
r2
− 2µBpj × rˆ
~r2
) (3.13)
with µn = -γµNσ (γ = 1.9132) and µj = -2µBSj, Sj and pj are spin and moment
of the electron. σ = pauli spin operator.
Considering only magnetic interaction between the unpolarized neutrons and
the identical magnetic ions with localized electrons, and for spin only scattering,
substitution of equation 3.13 into equation 3.3 gives:
d2σ
dΩdω
= (γr0)
2k1
k0
F 2M(Q)e
−2W (Q)∑
α,β
(δαβ −
QαQβ
Q2
)Sαβ(Q, ω) (3.14)
with
Sαβ(Q, ω) =
∑
j,j′
eiQ·(Rj−Rj′ )
∑
λ0,λ1
pλ0 < λ0 | Sˆαj′ | λ1 >< λ1 | Sˆβj | λ0 >
× δ(~ω + Eλ0 − Eλ1) (3.15)
the so called magnetic scattering factor. FM(Q) is dimensionless magnetic form
factor, e−2W (Q) is the Debye-Waller factor and Sˆαj (α = x, y, z ) is the spin operator
of jth ion at site Rj. The magnetic form factor falls off with the increasing modulus
of the scattering vector Q. The polarization factor (δαβ -
QαQβ
Q2
) tells that neutrons
can only couple to magnetic moment or spin fluctuations perpendicular to Q which
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allows to determine moment directions or to distinguish between different polarization
of spin fluctuations.
For elastic scattering (λ0 = λ1) the scattering cross-section is obtained by
integrating equation 3.14 w.r.t. ω which takes the form:
dσ
dω
= (γr0)
2e−2W (Q)F 2M(Q)
∑
α,β
(δαβ −
QαQβ
Q2
)
∑
l
eiQ·l < Sˆα0 Sˆ
β
l >, (3.16)
where l = Rj - Rj′
3.3 Ferromagnet
Ferromagnet consists of domains with uniform arrangement of spin. However, spins
in each domain have different orientations. Considering a single domain with spins
oriented in z-direction, we have:
< Sˆxl >=< Sˆ
y
l >= 0;< Sˆ
z
l >6= 0 (3.17)
Then equation 3.16 for a Bravis ferromagnet takes the form:
dσ
dΩ
= N
(2pi)3
v0
(γr0)
2e−2W (Q)F 2M(Q) < Sˆ
z >2
∑
τ
< 1− (τ · e
τ
)2 > δ(Q− τ ), (3.18)
where (δαβ-
QαQβ
Q2
) = 1-(Qz
Q
)2 = 1-Q·e
Q
= 1-τ ·e
τ
, e is the unit vector along the
magnetization direction z and τ is the reciprocal lattice vector. For an arbitrary
distribution of domain orientations < 1− (τ ·e
τ
)2 > = 2
3
.
Equation 3.18 shows that ferromagnetic Bragg scattering occurs at all the
reciprocal lattice vectors τ .
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Figure 3.2: a) A typical helimagnetic spin structure after Chatterji [98]. b) Helical
arrangement of the magnetic moment in Ho below 133 K and c) Rocking curve about
the nuclear Bragg reflection (100) in Ho in the helimagnetic state (77K). The magnetic
satellites are indexed by (100)− and (100)+, after Furrer et al. [99].
3.4 Helical spin structure
Figures 3.2(a) and 3.2(b) show a typical helical spin structure where, within a plane
perpendicular to the c axis all the moments are ferromagnetically aligned, but the
moment turns direction by an angle φ between adjacent planes. Let us define spiral
vector P as: P is a vector along z direction with length =2pi
φ
d, where d is the distance
between adjacent planes. Now, the expectation values of the spin operators are given
by:
< Sˆxl > = < Sˆ > cos(P
∗ · l) (3.19)
< Sˆyl > = < Sˆ > sin(P
∗ · l) (3.20)
< Sˆzl > = 0 (3.21)
with P∗ = 2pi/P.
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Inserting equations 3.19, 3.20 and 3.21 in equation 3.16 and taking average of the
polarization along x and y direction yields:
dσ
dΩ
=
N
4
(2pi)3
v0
(γr0)
2e−2W (Q)F 2M((Q)) < Sˆ >
2 (1+(
Qz
Q
)2)
∑
τ
{δ(Q+P∗−τ )+δ(Q−P∗−τ )}
(3.22)
Thus, the magnetic Bragg scattering occurs for Q = τ ±P∗ i.e. each nuclear Bragg
peak is flanked by a pair of magnetic satellites as shown in Fig. 3.2(c).
3.5 Small angle neutron scattering
The small angle neutron scattering (SANS) is a technique used to study structural
properties of materials on the so-called mesoscopic scale covering the length scale of
10 to 1000 A˚. As in any scattering experiment, the measured quantity is the intensity
of the scattered monochromatic neutrons as a function of scattering angle by a sample
under study, with the aim of determining the scattering cross-section as a function of
wave-vector transfer given by:
Q =
4pisin(θ)
λ
(3.23)
with 2θ being the scattering angle and λ the neutron wavelength. The scattered
intensity distribution with a width ' 2pi/R0 centered around Q0 = 2pi/R0 reflects the
presence of the structure of radius R0.
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Chapter 4
Complex itinerant ferromagnetism
in noncentrosymmetric Cr11Ge19
A similar version of this chapter appeared as “Complex itinerant ferromagnetism in
noncentrosymmetric Cr11Ge19”, N. J. Ghimire, M. A. McGuire, D. S. Parker, B. C.
Sales, J.-Q. Yan, V. Keppens, M. Koehler, R. M. Latture, and D. Mandrus, Phys.
Rev. B 85, 224405 (2012).
4.1 Introduction
Cr11Ge19 crystallizes in the noncentrosymmetric space group P4n2 belonging to
the point group D82d and orders ferromagnetically below about 90 K [100–102].
Interestingly, D2d is one of the crystallographic classes in which a ferromagnet is
expected to have a thermodynamically stable magnetic vortex phase in a certain range
of applied magnetic field [92, 93]. Relatively few studies have appeared on Cr11Ge19.
In early work, Zagryazhskii et al. [101] reported Cr11Ge19 to be a semimetallic
ferromagnet with a transition temperature of ∼ 86 K. Intriguingly, they point out the
lack of a lambda anomaly at the ferromagnetic transition temperature in their specific
heat measurements. A linear muffin tin orbital (LMTO) calculation of electronic
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density of states [103] indicated it to be a low moment itinerant ferromagnet. A study
of thermoelectric properties on a single crystal above room temperature reported
the material to have a metallic behavior with dominant p-type conductivity and a
relatively low resistivity [104].
In this chapter we report magnetization, transport, and thermodynamic properties
of Cr11Ge19 together with results obtained from electronic structure calculations.
Both the experimental results and calculations indicate that Cr11Ge19 is a good
example of an itinerant electron ferromagnet, with signatures of both spin wave
excitations and magnetic fluctuations apparent in the data. Although no direct
evidence for a helimagnetic or other exotic magnetic ground state has been found in
the polycrystalline samples we have studied, the behavior of this material is unusual
in several respects and deserves further study in single crystal form.
4.2 Experimental details
Polycrystalline samples were prepared and studied. Stoichiometric amounts of high
purity Cr pieces (99.999 %) and Ge pieces (99.9999 %) were arc-melted in an argon
atmosphere. The resulting ingot was then sealed in a quartz tube and annealed at
900 oC for one week. The annealed ingot was then ground into fine powder inside a
He-filled glove box and pressed into a pellet, which was again sealed in an evacuated
quartz tube and annealed at 900 oC for another week.
Single crystal growth was also attempted using two different techniques: a flux
method using Ge as a self flux and a modified Bridgman method. Both growths were
carried out using a molar ratio of Cr : Ge = 20 : 80 of the starting materials. In
the flux method, a total charge consisting of 7 g of Ge pieces (99.9999 % pure) and
Cr powders (99.99 % pure) were loaded in a 5 ml alumina crucible. A catch crucible
containing quartz wool was mounted on top of a growth crucible and both were sealed
in a silica ampoule under vacuum. The sealed ampoule was heated to 1100 oC over 10
hours and homogenized at 1100 oC for 30 hours, furnace cooled to 1000 oC and then
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slowly cooled to 910 oC at the rate of 2 oC per hour. Once the furnace reached 910
oC, the excess flux was decanted from the crystals. Single crystals with cubic shape
and of an average dimension of about 0.5 mm were obtained. The so called modified
Bridgman method was employed by first melting a total charge of 10 g of Ge pieces
(99.9999 % pure) and Cr pieces (99.999 %) in an argon atmosphere. The arc-melted
ingot was broken into pieces and loaded into a well-cleaned quartz tube of 14 mm
inner diameter with a pointed bottom forming a Bridgman crucible. The tube was
placed in an upright position inside a box furnace and first heated to 1100 oC over 10
hours and homogenized for 30 hours. It was then cooled quickly to 1000 oC and then
slowly cooled to 900 oC at the rate of 2 oC per hour which was subsequently furnace-
cooled to room temperature. Tiny cube-shaped crystals with a typical dimension of
0.1 mm were always observed in the middle of the resulting boule.
Room temperature x-ray diffraction on powders from pulverized single crystals
confirmed single phase for the crystals obtained in both techniques. The atomic ratio
was studied using a Hitachi bench-top scanning electron microscope (SEM) with a
Bruker energy dispersive x-ray spectrometer (EDS). The atomic percentages of Cr
and Ge observed are 42 at.% and 58 at.%, respectively, which is within the expected
uncertainty for standardless measurements on irregular surfaces. Crystals obtained
from modified Bridgman method were too small for convenient characterization, while
the relatively larger crystals grown by flux method typically had some residual Ge
flux on the crystal surface. Therefore in this study we characterized polycrystalline
material, which was ≥98% pure based on powder diffraction and EDS measurements.
All the measurements were carried out in pieces cut from the same compact
polycrystalline pellet that was determined to be 82% of the theoretical density.
X-ray powder diffraction was performed at room temperature using a PANalytical
X’Pert powder diffractometer for phase identification and structural refinement. X-
ray powder patterns were also obtained every 20 K on cooling from room temperature
down to 11 K. DC magnetization measurements were performed using a Quantum
Design magnetic property measurement system (MPMS). AC susceptibility, specific
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heat, and resistivity measurements were conducted in a Quantum Design physical
property measurement system (PPMS). AC susceptibility was measured by using a
drive coil frequency of 85 Hz and an excitation field of 10 Oe at different applied DC
magnetic fields from 0 to 10 kOe. Specific heat measurements were performed on a
small piece of 27.5 mg. Resistivity was measured using platinum wires and Epotek
H20E silver epoxy in a four-wire configuration on a 1.9×1.2× 1.4 mm3 rectangular
bar. The temperature dependence of the elastic moduli was obtained using resonant
ultrasound spectroscopy (RUS) on a 1.261 x 2.122 x 3.899 mm3 polycrystalline pellet
using a custom designed probe inserted into a Quantum Design Versalab [105].
4.3 Results and discussion
4.3.1 Crystal chemistry
Cr11Ge19 crystallizes in the Mn11Si19 structure type in a family of compounds known
as Nowotny chimney ladders (NCLs). These are a series of intermetallic compounds
with composition TnXm, where 2>m/n>1.25 [104]. Here T is a transition metal
element and X is a main group metal. These compounds have a complex structure
in which T atoms form 4-fold helices inside of which X atoms form separate helices
[106]. NCLs have been found to follow the 14 electron rule, according to which a NCL
compound having 14 valence electrons (VEL) per main group metal atom should be
semiconductor and one with VEL less than 14 should be metal [104]. The rule holds
for Cr11Ge19 as it has total of 12.9 valence electrons per Ge atom and is known to
have metallic behavior. Figure 4.1 shows the structure of Cr11Ge19. It has a very
long c axis (52.321 A˚) as shown in Fig. 4.1(a). Figure 4.1(b) shows the view down
the c axis. The Cr atoms (black) form helices, shaped like chimneys, within which
the helices of Ge atoms (orange) reside. In Fig. 4.1(c) we emphasize the helices of Cr
and Ge. The Cr-Cr distance is the shortest along the helix (3.124 - 3.138 A˚) [100],
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Figure 4.1: The tetragonal Cr11Ge19 structure. (a) Arrangement of Cr and Ge
atoms in the complex Nowotny chimney ladder structure emphasizing the long c axis
(52.321 A˚). (b) A view down the c axis. One turn of the Cr helix is emphasized on
moving from 0, 1, 2, and 3 counterclockwise. (c) A perpendicular view showing a Ge
helix within a Cr helix. The Cr atoms are shown as black (larger) balls, and the Ge
atoms are shown as orange (smaller) balls.
and hence, substantial Cr-Cr interaction can be expected in the direction of the helix.
However, the structure is much more complex due to the presence of large number
of atoms (120) in the unit cell. It has 12 inequivalent Cr sites and 10 inequivalent
Ge sites. We used the reported structure [100] for the Rietveld refinement of the
room temperature x-ray powder pattern. The fit is reasonably good considering the
complex structure as shown in Fig. 4.2. Atomic positions and occupancies were not
refined because of the difficulty introduced by the large number of atoms in the unit
cell. The inset in Fig. 4.2 shows a magnified part of the fit at higher angles in which
indexed peaks are seen more clearly. Lattice constants obtained from the fit are a
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= 5.805 A˚ and c = 52.321 A˚, which are in good agreement with previously reported
values [101, 103].
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Figure 4.2: Rietveld refinement of x-ray powder pattern of Cr11Ge19 collected at
room temperature.
4.3.2 DC magnetization
Figure 4.3 shows the temperature dependence of magnetization of Cr11Ge19 in an
applied field of 10 kOe. As the sample is cooled the transition from a paramagnetic
state to an ordered ferromagnetic state is clearly visible. The inset shows the
Curie-Weiss fit of χ−1 = (T − θCW )/C to the high temperature part of the inverse
susceptibility above 220 K. The parameters obtained are Curie constant C = 5.34 K
cm3 mol−1 F.U.−1 and the Curie-Weiss temperature θCW = 128.6 K. The effective
moment per mole of chromium atom peff calculated from the Curie constant is 1.97
µB.
Figure 4.4(a) shows the magnetization M of Cr11Ge19 as a function of field at
several temperatures. At low temperaturesM saturates above 20 kOe. The saturation
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Figure 4.3: M/H as a function of temperature measured at an applied field of H
= 10 kOe. Inset shows the fit to the Curie-Weiss law.
is suppressed with increasing temperature, and M versus H becomes a straight line at
higher temperatures. The saturated magnetic moment obtained in the ordered state
is 0.49 µB/Cr. Within the Stoner model, itinerant ferromagnets obey the relation
M(H,T )2 = −A
B
+
1
B
(
H
M(H,T )
), (4.1)
where A and B are independent of H [107–109]. A is a temperature dependent term
and vanishes at TC . This should give straight lines on an Arrott plot [110], M
2(H,T )
versus H/M(H,T ), with a straight line passing through the origin at the transition
temperature. In Fig. 4.4(b) we show Arrott plots for Cr11Ge19. These Arrott plots
are not perfectly straight lines as expected and observed in itinerant ferromagnets
like ZrZn2, Ni3Al, and NiPt alloys [107]. However, the Arrott plots for Cr11Ge19
are similar to those observed in the case of MnSi [111] and the layered itinerant
ferromagnet LaCoAsO [112]. Such behavior was explained by Takahashi [113], who
in his theory added zero point local spin fluctuations, which were previously neglected.
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Figure 4.4: (a) M versus H for Cr11Ge19 at indicated temperatures. The plots from
70 K to 110 K are in the interval of every 5 K. (b) M2 versus H/M (Arrott plot) and
(c) M4 versus H/M for Cr11Ge19 at indicated temperatures.
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This theory predicts
h = [
TA
3
(2 +
√
5)Tc]
2m5, (4.2)
where h = 2µBH and m = 2M(T )/No magnetization per magnetic site. The parameter
TA characterizes the dispersion of the static magnetic susceptibility in wave-vector (q)
space. From Eq. (2) it can be seen that M4 versus H/M should be a straight line at
TC . Such a linear relation has been confirmed in MnSi and Fe1−xCoxSi [113, 114].
Figure 4.4(c) shows the M4 versus H/M curve of Cr11Ge19 which shows straight line
behavior. The plots are almost a straight line between 85 and 90 K. We estimate the
Curie temperature to be 88 K.
4.3.3 AC susceptibility
Figure 4.5 shows the temperature dependence of the real part of the AC susceptibility
measured in the applied DC fields as indicated. At zero applied DC bias field (not
shown) the AC susceptibility increases quickly with decreasing temperature in the
vicinity of the transition temperature and decreases slightly upon further cooling.
The effect of external fields is quite striking. First, the field remarkably suppresses
the ac susceptibility. Second, a shoulder appears at lower fields near TC which is
defined by two peaks, one sharp peak in the vicinity of the transition temperature
and the other broader peak below TC . With the increase in field, the peak near TC
gets suppressed and shifts slightly towards higher temperature, whereas the broader
peak below TC becomes broader and shifts towards lower temperature and is almost
completely suppressed at H = 10 kOe. Similar behavior has been observed in a PdMn
alloy [115], GdFe2Zn20 [116], MnSi [117] and FeGe [118]. This AC susceptibility
behavior in GdFe2Zn20 has been interpreted as a manifestation of both the itinerant
and the local moments in the material as it contains both 4f (local) and 3d (itinerant)
moments. In this material, the peak observed near TC shows the behavior of local
moments as observed in CeAgSb2 [116], and the broader peak at lower temperature
is reminiscent of itinerant behavior as observed in ZnZr2 [116]. MnSi and FeGe show
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similar AC susceptibility behavior, but are known to have no local moments. In
these later two materials, the A phase has been tracked out by AC susceptibility
measurements conducted on single crystals [117, 118].
χ
Figure 4.5: AC susceptibility of Cr11Ge19 as a function of temperature at indicated
applied fields.
4.3.4 Heat capacity
The molar heat capacity of Cr11Ge19 from 2 to 200 K is shown in Fig. 4.6. There
is no obvious lambda anomaly near TC , but upon closer inspection TC is marked by
a small kink as shown by the arrow in Fig. 4.6. Zagryazhskii et al. reported that
they observed a monotonic increase in the specific heat capacity from 55 to 300 K
with no lambda anomaly [101]. The small kink observed near TC is suppressed upon
application of the magnetic field. Figure. 4.7 shows the specific heat capacity as
a function of temperature between 50 and 110 K measured in zero field and at 50
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kOe. The inset shows the difference curve obtained by plotting ∆Cp (the difference
between Cp measured in a 50 kOe field and in a zero applied field) as a function of
temperature giving a clear peak near TC .
 γ β δ
Figure 4.6: Temperature dependence of molar heat capacity of Cr11Ge19. Inset
shows the low temperature fit of the heat capacity.
Mohn and Hilscher [119] have discussed the influence of spin fluctuations on the
specific heat of itinerant ferromagnets. In Stoner theory, the magnetic contribution
vanishes above TC . In contrast, in systems with spin fluctuations, it is only the
macroscopic moment that disappears at TC as spin fluctuations persist above the
ordering temperature. The magnetic contribution to the discontinuity in the specific
heat at the transition temperature in case of pure single particle excitations is given
by ∆Cm =
M2o
χoTC
. When spin fluctuations are taken into account, the discontinuity
is given by ∆Cm =
M2o
2χoTC
(1
2
t4c + t
2
c +
1
2
), where Mo is the spontaneous magnetization,
χo is the initial ferromagnetic susceptibility, TC is the transition temperature, and tc
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= TC/T
s
C with T
s
C being the Curie temperature derived from the pure Stoner type
behavior [119]. In Cr11Ge19 the discontinuity in the specific heat at TC calculated
for pure Stoner type excitations is 1.2 J (mol-atom)−1 K−1. This value is small
enough to explain the absence of a well-defined lambda anomaly in the specific heat
capacity near the ferromagnetic transition. But, there is considerable uncertainty in
the calculation. The spontaneous magnetization Mo is calculated by using the theory
applicable for an itinerant ferromagnet [120] by fitting straight lines obtained at higher
fields in the Arrott plot even though the Arrott plot in this material does not behave
perfectly as in the case of systems like ZrZn2 [121]. There can also be appreciable
uncertainty introduced by χo, which might include other components than only the
spin susceptibility (e.g., a diamagnetic component). It should be noted that we have
not included the contribution due to spin fluctuations in the calculation because of
the difficulty introduced by the large number of electrons (1680 per unit cell) in
estimating T sC from band structure calculations. Inclusion of spin fluctuations further
decreases ∆Cm. In case of maximum spin fluctuations ∆Cm is reduced by a factor of
4. Thus, the presence of spin fluctuations in the material reduces the possibility of
getting a sizable discontinuity in specific heat at the transition temperature even if
some uncertainty might have been introduced in the calculation of ∆Cm.
The low temperature specific heat data could not be well modeled by Cp = γT +
βT 3. This indicates additional excitations may be contributing to the heat capacity at
low temperature. Since this material is magnetically ordered below 88 K, magnetic
excitations were considered by inclusion of a term in Cp proportional to T
3
2 [122].
This resulted in a good fit to the data as shown in the inset of Fig. 4.6. The fit yields
the electronic heat capacity coefficient γ = 7.26 mJ/molK2, the phonon specific heat
coefficient β = 0.06 mJ/molK4, and the magnetic specific heat coefficient δ = 2.18
mJ/molK5/2. The Debye temperature determined from β is 319 K. Forcing a fit
without the magnetic term gives a much lower value for the fitted Debye temperature
(∼ 240 K). Elastic constant data presented below give a Debye temperature of 340
K, further justifying the inclusion of spin excitations in modeling the heat capacity.
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∆Figure 4.7: Heat capacity of Cr11Ge19 in ambient field and 50 kOe. The inset shows
∆Cp = Cp(H = 0) - Cp(H = 50 kOe).
4.3.5 Resistivity and magnetoresistance
Electrical resistivity of Cr11Ge19 vs temperature is plotted in Fig. 4.8. The
temperature dependence of the resistivity is metallic over the whole temperature
range. A slope change is observed at ∼ 90 K, which is consistent with a significant loss
of spin-disorder scattering upon magnetic ordering. The TC inferred from resistivity is
in good agreement with the value of TC obtained from magnetization measurements.
The room temperature value of electrical resistivity, 0.35 mΩ cm, is in good agreement
with the value (0.345 mΩ cm) reported by Zagryazhskii et al. [101] measured on a
polycrystal sample and is about a factor of 2 higher than the value reported by Caillat
et al. [104] on a single crystal sample. The observed excess value of resistivity can be
attributed to grain boundary scattering in the polycrystalline sample. The residual
resistance ratio (ρ300K/ρ2K ) is large, having a value of 89. The inset in Fig. 4.8 shows
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the magnetoresistance defined as ∆ρ/ρ, where ∆ρ = ρH - ρ with ρH and ρ being the
resistivity measured at 50 kOe and zero applied magnetic field, respectively. Negative
magnetoresistance is observed below 150 K with the largest effect in the vicinity of
TC where fluctuations are the strongest.
ρ
1
0
−
6 Ω
∆
ρ
ρ
Figure 4.8: Resistivity of Cr11Ge19 as a function of temperature. Inset shows the
magnetoresistance.
4.3.6 Thermal expansion and elastic moduli
The temperature dependence of the lattice parameters is plotted in Fig. 4.9. Both
a(T) and c(T) are normalized by dividing with the corresponding room temperature
values. No structural phase transition is observed on decreasing the temperature down
to 11 K. However, the temperature dependence of the lattice parameters a(T) and
c(T) show dramatic differences below the magnetic ordering temperature. Below TC ,
a(T) decreases continuously down to 11 K, whereas c(T) shows a region of negative
58
thermal expansion. This behavior shows the presence of magneto-elastic coupling.
This coupling is also evident in the temperature dependence of elastic constants as
discussed below.
Figure 4.9: Temperature dependence of lattice constants of Cr11Ge19. The lattice
constants are normalized by dividing with values at 300 K.
Resonant ultrasound spectroscopy (RUS) measurements were conducted to obtain
the temperature dependence of the longitudinal (C11) and shear (C44) elastic moduli.
C11 and C44 were used to obtain the shear and longitudinal sound velocities. For
polycrystalline samples, the shear velocity is given by [123] vs =
√
C44
d
and the
longitudinal velocity is given by vl =
√
C11
d
, where d is the density of the sample.
Anderson’s formula [124] was then used to calculate the Debye temperature from the
average sound velocity just above the transition temperature (90 K). The Debye
temperature obtained is 340 K, which is consistent with the Debye temperature
estimated from Cp(T) above.
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Figure 4.10: Variation of elastic moduli (a) C11 and (b) C44 as a function of
temperature.
The temperature dependence of the longitudinal C11 and shear C44 elastic moduli
of Cr11Ge19 is plotted in Figs. 4.10(a) and 4.10(b), respectively. In both figures the
insets focus on the region from about 50 to 200 K so as to show the behavior near the
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Curie temperature. Between 220 and 250 K the ultrasonic absorption in the sample
became so great that for several temperatures not enough resonances were observed to
allow for an accurate determination of both elastic moduli. However, a few resonances
that depend almost exclusively on C44 remained visible throughout this region, which
allowed us to follow the shear modulus over the entire temperature range. The typical
temperature dependence of elastic moduli is that at higher temperatures they increase
linearly with decrease in temperature and approach absolute zero with zero slope
[125, 126]. In Cr11Ge19, deviation from the normal behavior is observed in both the
longitudinal and shear elastic constants. C11 starts softening well above the Curie
temperature without showing any remarkable feature at the transition temperature.
C44, on the other hand, increases with decreasing temperature down to TC and then
softens upon further cooling. This demonstrates the interaction between the magnetic
ordering and the crystal lattice in Cr11Ge19. This behavior is reminiscent of the Invar
effect in ferromagnetic materials and is in accord with the prediction of Landau’s
theory of second order magneto-elastic coupling [127].
4.3.7 Electronic structure calculations
Experimental results have indicated that some of the properties of Cr11Ge19 deviate
from what is expected in an ordinary ferromagnet. In an attempt to understand these
unusual behaviors we have performed first principles calculations of Cr11Ge19 in both
a nonmagnetic state and a collinear ferromagnetic state, using the all-electron code
WIEN2K [128] in the generalized gradient approximation (GGA) of Perdew, Burke,
and Ernzerhof [129]. Atomic sphere radii of 2.41 and 2.13 Bohr radii were used for
the Cr and Ge atoms, respectively, and an RKmax of 7, where R is the minimum
atomic sphere radius and K is the largest plane-wave vector used in the expansion.
Calculations proceeded slowly due to the large number (1680) of electrons in the
unit cell; final results were converged to within 2 meV per unit cell, a small value
considering the large unit cell. We find strong evidence for a magnetic ground state of
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Cr11Ge19, with the ferromagnetic ordering some 87 meV per Cr atom lower in energy
than the nonmagnetic ground state. The ordered moment averages approximately
1 µB per Cr atom, but is unevenly distributed amongst the 12 inequivalent Cr
sites in the unit cell, with moment per site ranging from 0.3 to 1.7 µB, which we
interpret as indirect evidence of the propensity of the system towards a noncollinear
ground state. This interpretation of a noncollinear ground state is based upon the
DFT constraining of the moments to be collinear, which will necessarily reduce the
value of the calculated moment for those spins which in the actual physical system
are not collinear. This interpretation is strengthened by the fact that the reported
[100] Cr-Cr nearest neighbor distances vary only from 3.124 to 3.138 A˚ amongst the
inequivalent Cr sites, so that the differences in calculated moment are more likely
to be an artifact of the collinearity assumed rather than indicative of physically
distinct moment values. The calculated average moment is somewhat higher than the
observed experimental value of 0.5 µB; this overestimation sometimes occurs with the
GGA. Due to the time-consuming nature of the calculations we have not carried out
additional local density approximation (LDA) calculations, which may better match
the actual ordered moment.
To better understand the electronic structure we have calculated the electronic
density of states (DOS) in both the magnetic and nonmagnetic states, using the
first principles calculated band structure with approximately 300 k points in the full
Brillouin zone. These DOS are depicted in Fig. 4.11. The nonmagnetic state [Fig.
4.11(a)] shows a huge peak in the density of states exactly at the Fermi energy, highly
favorable towards a Stoner-type ferromagnetic instability (recall the Stoner criterion
IN0 > 1, where I is the exchange correlation integral and N0 the Fermi level density of
states). This DOS is in rough agreement with the non-self-consistent band structure
calculations of Ref. 103. With I for Cr taken from Ref. 130 as 0.38 eV and the Fermi
level DOS of approximately 5.7/Cr/eV, the Stoner criterion is well satisfied, and as
described earlier this fits with the magnetic ground state we find.
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Figure 4.11: Electronic density of states of Cr11Ge19 in (a) nonmagnetic state and
(b) magnetic state.
We turn now to the magnetic state DOS [Fig. 4.11(b)]. The majority spin-up DOS
still has a peak very near EF , but this peak is much lower than in the nonmagnetic
case. Substantial spectral weight for the spin-up states is transferred below EF , as is
expected for the majority spin, while the spin-down DOS is somewhat more equally
distributed above and below EF . We note also that the strongly magnetic nature
of this system is paralleled by the spin-up and spin-down DOS not coinciding until
several eV from the Fermi level. We note also that the band gap has disappeared,
with instead a deep minimum in the spin-up DOS just above EF and a somewhat less
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deep minimum in the spin-down DOS. This band gap absence, to be compared with
its existence in the nonmagnetic state, is again indicative of the strong magnetism
present in this material.
4.4 Conclusion
The results presented here, both from experiment and first principles calculations,
indicate unusual magnetism in Cr11Ge19. The behavior of the magnetization and heat
capacity suggest itinerant, noncollinear ferromagnetism with a Curie temperature
near 88 K, and this description is supported by first principles calculations. The
magnetism appears to be strongly coupled to the crystal lattice, as indicated by
anomalous behavior of the lattice parameters and the elastic moduli at and below
TC . The influence of spin-wave excitations is observed in the heat capacity at low
temperature. Interestingly, some of the properties are similar to those of MnSi
and other itinerant ferromagnets. It is interesting to speculate about possible
helimagnetism in Cr11Ge19, based on the observed properties and the nature of the
crystal structure. However, the present data cannot confirm the magnetic structure,
and single crystals of suitable size for neutron diffraction are not yet available. Our
observations clearly point to complex and interesting magnetism in this compound,
and show that further study would be of interest.
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Chapter 5
Magnetic phase transition in chiral
helimagnet Cr1/3NbS2
A similar version of this chapter appeared as “Magneitc phase transition in chiral
helimagnet Cr1/3NbS2”, N. J. Ghimire, M. A. McGuire, D. S. Parker, B. Sipos, S.
Tang, J.-Q. Yan, B. C. Sales, and D. Mandrus, Phys. Rev. B 85, 104403 (2013).
5.1 Introduction
Cr1/3NbS2 crystallizes in a noncentrosymmetric hexagonal space group P6322 belong-
ing to the point group D66 [131], one of the symmetry groups in which ferromagnets
have been theoretically predicted to have a skyrmion lattice [95]. It orders
magnetically into a helimagnetic ground state with a period of about 480 A˚ below
about 116 - 127 K and is known to have metallic behavior below room temperature
[132–135]. The spins are arranged ferromagnetically in the ab plane and the helix
is along the c axis. The effect of magnetic field in the ab plane has been found
to be dramatic with a metamagnetic transition observed at an applied field near
1200-1500 Oe [133]. A nonlinear periodic magnetic state called a soliton lattice
was predicted for this material [76, 136] and recently observed in a thin specimen
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studied with small angle electron diffraction and Lorentz force microscopy [21]. A
magnetic field applied perpendicular to the direction of the helix destabilizes the
helical structure gradually into a soliton lattice with an eventual incommensurate-
to-commensurate transition into a ferromagnetic state at the critical field of 2300
Oe. Manipulation of the spin spiral with magnetic field has generated interest in this
material for spintronics applications [34, 36, 137, 138].
The first helimagnetic ground state in this material was experimentally observed
by Miyadai et al. [133] by means of small angle neutron scattering conducted on
a powder sample, which was in accordance with the prediction of the helimagnetic
structure by Moriya and Miyadai [139] based on the magnetic measurements and
the subsequent theoretical interpretation in terms of the DM interaction in a
noncentrosymmetric magnet. In earlier studies Parkin et al. [134, 135] found it
to order ferromagnetically below 120 K with the basal plane being the easy axis.
In this chapter, we present experimental results obtained on single crystals
of Cr1/3NbS2 together with results from electronic structure calculations. The
temperature dependence of dc susceptibility and the magnetization curves is reported
both parallel and perpendicular to the c axis. The temperature dependence
of electrical resistivity, specific heat capacity, thermal conductivity, and Seebeck
coefficient in zero magnetic field and their behavior in magnetic fields applied
perpendicular to the c axis are investigated. Results of band structure and density
of states (DOS) calculations are presented both in the non-magnetic and magnetic
states.
5.2 Crystal Chemistry
Cr1/3NbS2 crystallizes in the Nb3CoS6, hp20 structure type [132]. It forms a hexagonal
layered structure, as depicted in Fig. 5.1(a), containing 20 atoms per unit cell. Twelve
sulfur atoms occupy the general site. There are six niobium atoms in two inequivalent
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Figure 5.1: (a) Hexagonal crystal structure of Cr1/3NbS2. The intercalated
chromium atoms occupy the octahedral interstitial holes between the trigonal
prismatic layers of 2H-NbS2. (b) Structure of Cr1/3NbS2 emphasizing the layers of
Cr atoms in the ab-plane. The Cr-Cr distance is shortest in the plane. The dotted
lines show the unit cell. The biggest (orange) balls represent Cr atoms, the medium
(green) balls represent Nb atoms, and the smallest (black) balls represent S atoms.
Nb atoms are in two inequivalent sites labeled as Nb1 and Nb2.
positions: 4f and 2a. The Cr atoms are intercalated in the octahedral holes (2c sites)
between the trigonal prismatic layers of 2H-NbS2. The unit cell parameters obtained
from the x-ray data collected from the powdered crystals are a = 5.741 A˚ and c
= 12.101 A˚ which are in good agreement with the reported values [132, 133]. The
Cr-Cr distance is closest within the layer in the ab plane (5.741 A˚). Along the c
axis, the nearest Cr-Cr distance is 6.847 A˚. Cr1/3NbS2 belongs to a large family of
layered materials that are formed by intercalation of transition metal elements within
the layers of the first row transition metal dichalcogenides. The structure depends
on the amount of intercalation in the layer. In the absence of intercalated atoms,
the host transition metal dichalcogenide layers are coupled through weak van der
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Waals bonds. The intercalation of a transition metal strengthens the bonding with
the possibility of charge transfer from the intercalated atoms to the transition metal
atoms in the layer, which brings about strong changes in the electronic structure and
corresponding changes in the electrical transport and magnetic properties [140].
5.3 Experimental details
Crystals of Cr1/3NbS2 were grown by chemical vapor transport using iodine as the
transport agent [133]. Single crystals of various sizes with dimensions as large as
8 mm × 7 mm × 1 mm were obtained. X-ray diffraction from powdered crystals
confirmed the P6322 structure and revealed no impurity phases. Energy dispersive
x-ray spectroscopy (EDS) results along with the magnetic transition temperature
clearly distinguish these crystals to be Cr1/3NbS2 [134, 141]. No iodine was detected
in the crystals by the EDS measurements. Magnetic properties were measured using a
Quantum Design Magnetic Property Measurement System (MPMS) adopting a field
cooling approach. Resistivity, magnetoresistance, thermal conductivity and Seebeck
coefficient were all measured in a Quantum Design Physical Property Measurement
System (PPMS). A four wire configuration with platinum wires and Epotek H20E
silver epoxy were used for the resistivity and magnetoresistance measurements.
5.4 Results and Discussion
5.4.1 Magnetic properties
Figure 5.2 shows M/H as a function of temperature with the applied magnetic field
perpendicular [see Fig. 5.2(a)] and parallel [see Fig. 5.2(b)] to the c axis. With
the magnetic field applied perpendicular to the c axis, at the lower field (1 kOe), a
small kink is observed at about 117 K. This kink is not observed at 10 kOe. No such
kink is observed in M/H versus T when the magnetic field is applied parallel to the
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c axis. These results are consistent with previous measurements by Miyadai et al.
[133]. As the material is known to have helimagnetic ordering in lower fields with the
helix directed along the c axis [21], the kink may represent the onset of the helical
state. Such a kink has also been observed in other known helimagnets such as MnSi
[111], FeGe [142], and Fe1−xCoxSi [19]. Cr1/3NbS2 follows Curie-Weiss behavior at
higher temperatures. The inset in Fig. 5.2(a) shows the Curie-Weiss fit of χ = C
T−θcw
to the high temperature part of data measured with an applied field of 1 kOe. The
parameters obtained are the Curie constant C = 2.4 K cm3 mol −1 Cr−1 and the
Curie-Weiss temperature θCW = 127 K. The effective moment per mole of chromium
atoms, peff , calculated from the Curie constant is 4.4 µB, which is consistent with
the values reported by Parkin et al. [141] (4.3 µB and 4.1 µB for field applied parallel
and perpendicular to the c axis, respectively).
The anisotropic nature of the low-temperature magnetism in Cr1/3NbS2 is evident
in Fig. 5.3. Applying a field along the c axis [see Fig. 5.3(b)] simply rotates the
ordered moments out of the ab plane. This results in a nearly linear increase in M
with H up to H = 20 kOe. When the field is applied in the ab plane [see Fig. 5.3(a)],
more complex behavior is observed, which will be addressed further in the following
discussion. The moment saturates to the same value of about 3.2 µB/Cr, close to
the expected value of 3 for S = 3/2, in both orientations. But this occurs at a much
lower field when H is applied in the ab-plane, indicating a strong preference for the
moments to remain perpendicular to the c axis.
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Figure 5.2: M/H as a function of temperature at the fields indicated with the
magnetic field applied (a) perpendicular to the c axis, and (b) parallel to the c axis.
Inset in (a) shows the fit to the Curie-Weiss law for the data taken at 1 kOe above
160 K.
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Figure 5.3: M vs. H measured at a temperature of 2 K with the magnetic field
applied (a) perpendicular, and (b) parallel to the c axis. Note the different scales on
the x-axis.
Figure 5.4 shows various magnetic properties near the magnetic ordering temper-
ature with the magnetic field applied perpendicular to the c axis, i.e. perpendicular
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to the helical axis. M/H as a function of temperature at the indicated magnetic fields
are depicted in Fig. 5.4(a). The kink due to the onset of helimagnetic ordering is not
observed for H ≥ 1200 Oe. At 119 K, M versus H [see Fig. 5.4(b)] increases linearly
at low field. At around 500 Oe, it shows a change in slope. Another slope change
is observed around 1000 Oe. The region between 500 - 1000 Oe shows a steeper
slope. With the decrease in temperature, the lower end of the steeper slope moves
towards higher field and a sharp change is observed around 1000 Oe. The moments
saturate above about 1300 Oe. This behavior is not observed at higher temperatures.
A contour plot of M versus H and T near the phase transition region is shown in Fig.
5.5. This provides a useful visualization of the magnetic phase diagram for Cr1/3NbS2.
The magnetization values are highest in the red area (upper left) and lowest in the
blue areas. The solid white line is a guide to the eye, and follows the temperature
and field dependence of the ferromagnetic transition (white circles) determined from
the measured saturation field at a fixed temperature [see, for example, the 110 K
curve in Fig. 5.4(b)]. These points separate the soliton lattice (SL) phase from
the ferromagnetic (FM) phase. The details of how the complex helimagnetic (HM)
and SL phases evolve upon cooling from the paramagnetic (PM) phase have not
been determined. Here, we observed the transition from the soliton phase to the
ferromagnetic state at a field of about 1300 Oe for temperatures below about 117 K.
A phenomenological description explains the evolution of the soliton lattice under an
external magnetic field [5, 74, 75]. Over a certain range of the magnetic field applied
perpendicular to the helical axis, the helimagnetic ground state gets distorted slowly
into an inhomogeneous helicoid, however, the period does not change significantly.
With further increase in the applied field there appears a sharp crossover when the
360-degree turns become discernible as solitonic kinks. But they are still bound and
there is no real phase transition. It is a non-linear crossover behavior within the
same modulated phase. The lower set of points (open circles) in the phase diagram
(see Fig. 5.5) represent these states at different fields and temperatures. On further
increasing the applied field, the core of the kinks remain almost stable in shape,
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but their tails rapidly increase to resemble domains with magnetization in the field
direction. This is the range of rapidly increasing magnetization between the lower
and the upper set of points in the phase diagram. The magnetic phase transition from
soliton lattice to the ferromagnetic state (or the free soliton state) is reached when
the solitons become unbound. During this process, in reality, not all the solitons are
pushed out of a finite crystal, rather they can be preserved as a gas of free solitons
or remain somewhere pinned at defects in the crystal [143]. Therefore, depending on
the maximum field value reached above this transition, cycling the field up and down
through such a nucleation transition may eventually show a hysteresis, as remaining
solitons may or may not enter back into the crystal and bind together to form a
lattice again. This explains the observed hysteresis in the M versus H measurements
as observed in Figure 5.3(a) which, otherwise usually represents a discontinuous phase
transition. But, the heat capacity measurements (see Fig. 5.9) show a second-order
phase transition in all range of magnetic fields measured. However, this SL-FM
transition is apparent in the thermal and transport properties discussed below.
Figure 5.4(c) shows variation of M2(H,T ) as a function of H/M(H,T ) at different
temperatures in the region of the magnetic transition. These Arrott plots in the
ferromagnetic state (at higher fields) are linear. The isothermal line in the Arrott
plot passing through the origin represents the transition temperature. Thus, the
Curie temperature (TC) for Cr1/3NbS2 is taken to be 120 K.
73
90 100 110 120 130 140 150
0
2
4
6
8
10
12
0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.5
1.0
1.5
2.0
 
 
M
/H
 (c
m
3  m
ol
-1
 C
r-1
)
T (K)
20 Oe
200 Oe
500 Oe
900 Oe
1000 Oe
1200 Oe
1300 Oe
1500 Oe
 
 
M
2  (
B/
 C
r )
2
H/M (mol-Cr cm-3)
125 K124 K123 K
122 K
121 K
120 K
119 K
118 K
117 K
116 K
115 K
TC
a
b
c
 
 
M
 (
B/
C
r)
H (kOe)
135 K
127 K
125 K
122 K
121 K
120 K
119 K
118 K
117 K
116 K
115 K
110 K
Figure 5.4: Magnetic properties of Cr1/3NbS2 near the transition temperature in
low magnetic field applied perpendicular to the c axis. a) M/H as a function of
temperature at indicated fields. b) M vs. H at selected temperatures, and c) Arrott
plots. The solid lines are the extrapolation of the M2 vs. H/M data at higher fields.
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Figure 5.5: Contours of M (H,T) determined from M vs T measurements at
fields from 100 to 1500 Oe applied in the ab plane. The white data points were
determined from M versus H measurements at temperatures from 110 to 120 K. The
question mark “?” represents the region of transition form a paramagnetic (PM) to
a helimagnetic (HM) phase. The details of this phase evolution have not yet been
determined.
5.4.2 Transport properties
Electrical resistivity as a function of temperature is depicted in Figure 5.6(a).
Interestingly, there is an abrupt and large change of the resistivity in the vicinity
of the magnetic transition temperature. Above TC , up to the measured temperature
of 300 K, there is a slight decrease in the resistivity with temperature. It contrasts
with the behavior of conventional metallic ferromagnets where there is a decrease
in the resistivity on cooling over the entire temperature range and a change in
slope or a kink near the magnetic transition temperature due to reduction in the
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spin disorder scattering. Hall effect measurements at 200 K with the current in
the ab plane and the magnetic field along the c axis gave a Hall coefficient of
2×10−2 cm3 C−1 at 200 K (for a single band, this would correspond to 1020 holes
cm−3). This along with the measured resistivity values near 2 mΩ cm above the
transition, suggests the material may be described as low carrier concentration metal
or heavily doped semiconductor. The decrease in ρ with increasing temperature
at the highest temperatures investigated indicates that this is not a simple metal
in the paramagnetic state. Similar high temperature behavior has been observed
in some metallic, uranium-based, ternary compounds UPt2Si2 [144], UPd2Si2 [145],
and URh2Si2 [146]. Comparison of the transport properties with those reported in
Ref. 134 shows that the crystals studied here have higher resistivity and higher Hall
coefficients than those previously studied.
Figure 5.6(b) shows the temperature dependence of the resistivity at various
magnetic fields up to 140 kOe. As expected the effect of the magnetic field is strongest
near the magnetic transition temperature. The sharp change observed at lower fields
near TC are skewed to higher temperatures by magnetic field, as may be expected for
a ferromagnet. However, a strong suppression of the resistivity upon cooling is still
seen at 140 kOe. The inset of Figure 5.6(b) shows the magnetoresistance obtained by
subtracting the resistivity measured at zero applied magnetic field from the resistivity
measured at the magnetic field of 140 kOe. A very large magnetoresistance of about
55% is observed at the Curie temperature.
76
0 50 100 150 200
0.0
0.5
1.0
1.5
2.0
0 50 100150200
-60
-50
-40
-30
-20
-10
0
0 50 100 150 200 250 300
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
0 100 200 300
0.00
0.02
0.04
0.06
0.08
0.10
 
 
ab
 (m
 c
m
)
T (K)
 H=0
 H=2.5 kOe
 H=50 kOe
 H=100 kOe
 H=140 kOe
 
 
ab
/
(a
b)
(%
)
 
T (K)
ab 140 kOe - 0
 
 
ab
 (m
 c
m
)
T (K)b
a
T (K)
 
 
d
ab
/d
T 
(m
 c
m
/K
)
TC
Figure 5.6: (a) Electrical resistivity of Cr1/3NbS2 as a function of temperature
measured in the ab plane. Inset shows the temperature derivative of the resistivity.
(b) Temperature dependence of electrical resistivity of Cr1/3NbS2 measured in the
ab plane at indicated magnetic fields applied parallel to the plane. Inset shows the
magnetoresistance where ∆ρab = ρ140kOe-ρ0.
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Figure 5.7(a) shows the magnetoresistance measured at 2 K up to an applied
magnetic field of 3 kOe. It shows a maximum magnetoresistance of about 5.5%. The
change in magnetoresistance around 1 kOe is quite sharp and coincides with the SL
phase indicated by magnetization measurements. At 2 K a small hysteresis is observed
[upper inset in the Fig. 5.7(a)] and it appears in the same region where hysteresis
is seen in the magnetization measurements [see Fig. 5.2(a)]. The hysteresis persists
up to 100 K (not shown). The lower inset shows the derivative of the resistivity with
respect to the applied magnetic field which clearly shows the sharp change occurring
at the applied field of 1 kOe. This behavior in the resistivity also seems consistent with
the soliton model. As discussed above, as the applied magnetic field starts aligning
the moments towards its direction, spin disorder scattering decreases thereby reducing
the electrical resistivity. As the magnetic field causes the transition from the soliton
phase to the ferromagnetic state, all the moments are aligned in the direction of the
field and thus no further change is seen in the resistivity at higher fields. The low-field
magnetoresistance behavior is found to be qualitatively similar at all temperatures
measured below 100 K. Figure 5.7(b) shows the normalized resistivity defined by
ρH/ρH=0 as a function of magnetic field. Above 120 K, the resistivity varies little
with field, while below 120 K, the resistivity behavior is similar to that observed at 2
K [cf. Fig. 5.7(a)]. Interestingly, at TC = 120 K ρ(H) has a strong field dependence
but, unlike at lower temperatures, it does not saturate near 1 kOe. The origin of this
behavior is unclear, and highlights the lack of detailed understanding of the complex
behavior of helimagnetic materials near their critical temperatures.
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Figure 5.7: Low-field magnetoresistance of Cr1/3NbS2 measured in the ab plane
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The temperature-dependent thermal conductivity κ(T) of Cr1/3NbS2 is shown in
Fig. 5.8(a). Upon heating, κ increases up to about 65 K above which it decreases
slightly up to 200 K. In general, the thermal conductivity of a metal is the sum of
electronic and lattice terms. The electronic contribution to the thermal conductivity
can be estimated by the Wiedemann-Franz law: [147] κeρ/T = L, where κe is the
electronic part of the thermal conductivity, ρ is the electrical resistivity, and L =
2.45×10−8 WΩK−2 is the Lorenz number. The maximum value of κe estimated
from Wiedemann-Franz law occurs around 65 K and is less than 5 mW/cm-K. This
indicates that the thermal conductivity is mainly due to phonons.
Figure 5.8(b) shows the temperature dependence of the Seebeck coefficient (S ).
At all temperatures measured, the Seebeck coefficient is positive. However, it shows
a remarkable minimum slightly below the magnetic transition temperature. The Hall
coefficient of Cr1/3NbS2 [134] is reported to be positive above 180 K and below 20
K, and negative between these temperatures, with a sharp minimum at 115 K. This
coincides with the region of minimum observed in S in Fig. 5.8(b). Cr1/3NbS2 is
metallic with multiple bands contributing to the Fermi surface (see Sec. IV D).
This complicates the interpretation of Hall and Seebeck coefficient data. In the
simplest interpretation, the Hall data suggest electron dominated transport between
20 and 180 K, and primarily hole conduction at higher and lower temperatures. The
Seebeck coefficient is positive over this entire temperature range, but the observed
minimum is consistent with increased electron contribution peaking near 115 K. The
data may indicate multiple bands near the Fermi energy with contributions to the
transport properties which vary with temperature due to changes in band energies
with temperature, or the probing of bands further from the Fermi energy at higher
temperatures. In addition to changes in the electronic structure, changes in charge
carrier scattering and mobilities may be associated with the magnetic ordering in
Cr1/3NbS2. This could also contribute to the temperature dependence of the Hall
and Seebeck coefficients near the transition temperature. Interestingly, the resistivity
and Seebeck coefficients shown in Figures 5.6 and 5.8 show some similarity to the
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reported behavior of LaFeAsO [148], BaFe2As2 [149] and related materials near their
structural/magnetic phase transitions. The Seebeck coefficient is found to have
a magnetic field dependence at 116 K. With the external magnetic field applied
perpendicular to the c axis, S decreases up to about 20 kOe, above which it remains
constant [see Fig. 5.8(b)], which suggests either a spin-entropy contribution to S, a
strong influence of H on the band structure, or the effects of the magnetic field on
the scattering of carriers.
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5.4.3 Heat capacity
The temperature dependence of specific heat shows clear lambda anomaly in the
vicinity of the magnetic ordering temperature at ambient field as shown in Figure
5.9(a). The magnetic field dependence of the heat capacity anomaly is depicted
in [Fig. 5.9(b)]. The lambda peak does not change significantly up to 800 Oe.
However, it is found to decrease clearly at a field of 1500 Oe. The peak is suppressed
with the further increase in the magnetic field and is not observed above 50 kOe.
Application of a magnetic field increased the heat capacity above the magnetic
transition temperature (120 K) and suppressed the heat capacity below it. A decrease
in the lambda peak is found to occur in the ferromagnetic state when the moments
are aligned in the direction of the magnetic field. This behavior is consistent with the
results obtained in the magnetization and magnetoresistance measurements.
The low-temperature specific heat can be modeled well with electronic and
phononic contributions. The inset of Fig. 5.9(a) shows a fit to C/T = γ + βT 2, where,
γ is the Sommerfeld coefficient and β is the phononic heat capacity coefficient. The
fit yielded γ = 0.40 ± 0.25 mJ mol−1 K−2 and β = 0.0263 ± 0.0047 mJ mol−1 K−4.
The electron density of states at the Fermi energy (EF ) and the Debye temperature
(TD) can be estimated from γ and β using the relations N(EF ) = 3γ/pi
2k2B and
TD = (5β/12Rpi
4)−1/3, respectively, where kB is the Boltzmann constant and R is
the universal gas constant. The calculated values are N(EF ) = 3.40 states (eV-
u.c.)−1 and TD = 419 K. The experimentally determined DOS at the Fermi energy
is comparable to the value [2.76 states (eV-u.c.)−1] obtained from the electronic
structure calculations in the magnetic state presented below (Fig. 5.12).
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5.4.4 First principles calculations
In order to understand theoretically the effect of the magnetic ordering we have
performed first principles density functional theory calculations, using the generalized
gradient approximation of Perdew, Burke and Ernzerhof [129] as implemented in the
all electron code WIEN2k [128]. We have used the experimental hexagonal lattice
constants and internal parameters; no relaxation was performed. Calculations in
both a non-magnetic and a magnetic spin-polarized state were performed, using 120
k points in the irreducible Brillouin zone and LAPW sphere radii of 2.07 a0, 2.33 a0
and 2.34 a0 for the S, Nb and Cr atoms respectively (here a0 is the Bohr radius =
0.529177 A˚). An RKmax of 7, where R is the minimum atomic sphere radius and K
the largest plane-wave vector used in the expansion, was used.
Regarding the spin-polarized calculations, a brief discussion is in order. As
reported previous experimental evidences [21, 133] that the ground state of Cr1/3NbS2
is a very long wavelength (∼ 480A˚) spiral with adjacent spins in the spiral very nearly
parallel, such a magnetic structure, if one attempted to study it in a “brute-force”
computational framework, would result in a calculation involving several hundred
atoms and several thousand electrons, which would present a nearly intractable
problem for standard first principles approaches. However, a simple observation
allows one to perform a much simpler calculation which should be very close in
energy and ground-state properties to the actual ground state. The origin of the
DM interaction lies in the spin-orbit interaction [8, 9]. The energy scale of the
relativistic term believed to be responsible for the spiral state is much weaker (a
quantitative estimate suggests between one and two orders of magnitude smaller)
than the ordinary ferromagnetic Heisenberg nearest-neighbor exchange energy. Thus
it is highly likely that the actual energies and properties, such as the density of
states of the real spiral magnetic ground state, can be described as very nearly those
of an ordinary spin-polarized ferromagnetic ground state, with the “spin-up” and
“spin-down” contributions simply summed. The DM interaction can be treated as a
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small perturbation to the main ferromagnetic interaction, so that the actual energy
eigenvalues of the physical electrons will not be significantly affected by it. It is then
an excellent approximation to take a true ground-state physical observable, such as the
density of states, as the sum of the separate “spin-up” and “spin-down” contributions.
Again, a quantitative estimate suggests that the effect of the DM interaction on the
Kohn-Sham eigenvalues is less than 10 meV, which is much smaller than all other
relevant energy scales and virtually invisible on the plots presented below.
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Cr1/3NbS2 in the assumed magnetic state. Most of the Fermi level crossings have
disappeared and the density of states shows a substantial pseudogap at EF .
We begin with the calculated nonmagnetic band structure and density of states,
presented in Fig. 5.10 below. There are several bands crossing the Fermi level, and
in addition flat bands virtually abutting the Fermi level from M to K and H to M.
There is also a fairly complex structure around the Γ point. As might be expected
this band structure leads to a high density of states at the Fermi level, presented in
Fig. 5.10(b). The Fermi level sits near the middle of a region of fairly elevated DOS,
with Fermi level DOS of approximately 15 states/eV-unit cell and approximately
86
10 states/eV-unit cell chromium. Given the two Cr atoms in the unit cell and the
exchange correlation value I of 0.38 eV for Cr [130], one finds the Stoner criterion
N0I > 1 well satisfied, with N0I on a per Cr basis having the value 1.9. The majority,
but not entirety, of the DOS character near EF is Cr, suggesting some hybridization
of the chemical bonds.
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Figure 5.12: The calculated density of states of Cr1/3NbS2 in the magnetic and
non-magnetic states.
Moving to the magnetic state calculations previously described, we find strong
evidence for a magnetic ground state, with the magnetic state some 311 meV per
formula unit in energy lower than the non magnetic state. In Fig. 5.11 we present the
calculated band structure and density of states for this ground state; as outlined above
we have simply summed the “spin-up” and “spin-down” contributions to the DOS
and plotted both band structures on the same plot. The band structure demonstrates
far fewer Fermi level crossings, and accordingly examining the density of states we
find a substantial loss of spectral weight around EF . It is instructive to directly
compare the magnetic and non magnetic DOS, and this is presented in Fig. 5.12. We
note that, the significant changes to the DOS are confined to an energy range of ± 2
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eV around EF , despite the large energy gain of nearly an electron-volt formula unit.
The DOS at EF in the magnetic state is found to be 2.76 states (eV-u.c.)
−1 which
is consistent with the experimental value extracted from the low temperature heat
capacity presented above.
5.5 Summary and Conclusions
We have determined the temperature and magnetic field dependence of the magnetic,
transport, and thermal properties of Cr1/3NbS2 single crystals. Contours of constant
magnetization are utilized to identify key features in the magnetic phase diagram
near the transition region (see Fig. 5.5). The material is magnetically ordered below
about 120 K. Below this temperature, increasing the magnetic field applied in the ab
plane results in a transition from helimagnetic to ferromagnetic order, with evidence
from the previously reported soliton lattice phase at intermediate fields [21]. Evidence
for these field- and temperature- induced phase transitions is also seen in resistivity,
Seebeck coefficient, and heat capacity results. The resistivity responds strongly to
the magnetic ordering, decreasing upon cooling through the magnetic transitions by
more than a factor of four. A sharp drop in the Seebeck coefficient is observed upon
cooling near 120 K as well. Significant effects of applied magnetic field on these
transport properties are also seen in the ordered state, especially near the ordering
temperature. Observations include large magnetoresistance (-55% at 140 kOe and 120
K) and ρ(H) data that mimic the M(H) behavior below 120 K, but are anomalous
at 120 K. These findings suggest that the magnetic transitions are accompanied by
large changes in the electronic structure, which is confirmed by DFT calculations.
The calculated DOS in the magnetic state is strongly suppressed relative to the value
from non-magnetic calculations. Since the resistivity decreases upon entering the
magnetically ordered state, changes in magnetic scattering of charge carriers are also
likely to be important in determining the transport behavior. The large change in the
resistivity suggests strong scattering by spin fluctuations above 120 K. Analysis of the
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heat capacity results indicate a small Sommerfeld coefficient of 0.4 mJmol−1K−2, in
agreement with the magnetic DFT calculations, and a Debye temperature of 419 K. A
lambda-like anomaly in the heat capacity near the magnetic transition is suppressed
strongly at fields above about 1.5 kOe, when the material is in the ferromagnetic
state.
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Chapter 6
Incommensurate-commensurate
magnetic phase transition and
soliton lattice in bulk crystals of
Cr1/3NbS2
6.1 Introduction
In chapter 5 we presented the magnetic, thermal and transport properties of
Cr1/3NbS2 along with the results from the first principles calculations. Here we
present the magnetic measurements and the neutron scattering experiments results
explaining the bulk magnetic measurement behaviors in terms of the microscopic spin
structures observed in the neutron experiments. We have studied two sets of crystals
with slightly different ordering temperature and have shown the evolution of soliton
lattice in these crystals in an external magnetic field applied perpendicular to the
pitch of the ground state helix with an ultimate incommensurate-to-commensurate
phase transition.
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As described in chapter 2 a soliton, in general, is a nonlinear traveling wave pulse
that comes as a solution of a nonlinear partial differential equation and was first
described by John Scott Russell [58]. Formation of a soliton in a magnetic magnetic
material was described theoretically by Dzyaloshinskii, as a solution of the Landau
thermodynamical potential in 1960s and has since been discussed by several authors
[5, 74–76]. In fact, it is a nonlinear periodic structure of domain walls. The interesting
part of this nano scale magnetic structure is that its periodicity is tunable by external
parameters, especially, temperature or magnetic field, which makes it, especially in
conductors, a potential candidate for spintronics application with interesting magneto
transport behavior.
Figure 6.1: Cartoon showing the effect of magnetic field applied perpendicular to
the helical axis. (a) Evolution of the magnetic soliton lattice from the helical ground
state with the application of magnetic field as described in the text. (b) The period
of the nonlinear spiral increases with an eventual transition to the ferromagnetic
commensurate state.
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Soliton lattice is expected to form in some magnets lacking the center of symmetry
in the crystal lattice [74, 75]. The noncentrosymmetric crystal lattice allows an
additional Dzyaloshinskii-Moriya (DM) term of the form D ·(S 1× S 2) (D is the
DM vector, and S 1 and S 2 are nearest neighbor spins) in the Hamiltonian which
tends to rotate the spins in the perpendicular orientation. It is given by the Lifshitz
invariant in Landau thermodynamical potential and has a microscopic origin in the
relativistic spin orbit coupling [8]. This antisymmetric DM interaction competes
with the stronger symmetric exchange interaction J (S 1· S 2), J being the exchange
coupling constant, usually resulting in a long period incommensurate helical state.
The magnetocrystalline anisotropy dictates the direction of the helix. The length
of period of the helix is given by L0 = 2pi/q0, where q0 ∝ D/J is the magnitude
of the wave vector of the helical structure in the momentum space. The external
magnetic field tends to align the helically arranged spins along its direction, the
angular evolution of which is described by the Sine-Gordon equation [74, 75]. In
small magnetic field applied perpendicular to the wave vector of the helix the angular
phase between the spins ϕ = q0z does not change significantly. With further increase
in the field, the phase is almost constant over a certain length but changes abruptly by
2pi. As the applied magnetic field (H ) approaches the critical field (HC), the relative
fraction of the constant-pase section increases. Thus the system can be represented
by a periodic structure of domains of commensurate phase separated by domain
walls. Above HC the spins attain the commensurate state. The critical field thus
marks the incommensurate-to-commensurate phase transition point. Cartoons of this
phenomenon with the eventual transition into the ferromagnetic commensurate state
is shown in Figure 6.1. As discussed in section 2.2, in the simple case of the helix
along the z direction and magnetic field applied perpendicular to the pitch of helix, the
period of the intermediate non linear structure is given by LH = 8K(χ)E(χ)/(piq0),
where K(χ) and E(χ) are the elliptical functions of the first and the second kind,
respectively, and χ is the elliptic modulus such that 0 ≤ χ ≤ 1 [5, 34, 74–76]. Thus
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the increase in the length of the period of the nonlinear spiral as compared to the
period of the ground state helix is given by a simple relation:
LH
L0
=
4K(χ)E(χ)
pi2
, (6.1)
with (see section 2.2)
E(χ)
χ
=
√
Hc
H
, (6.2)
Equations 6.1 and 6.2 allow to plot L(H)/L(0) as a function of H /Hc. The quantity
L(H)/L(0) can also be obtained experimentally.
Cr1/3NbS2 is an ideal system to realize this behavior of spins. Various transition
temperatures have been reported for Cr1/3NbS2 ranging from about 116 K to about
170 K [21, 76, 133, 134, 140, 150]. One of the possible reasons for this may be slight
variation in the amount of Cr atoms intercalated within the layers, which to some
extent, depends on the synthesis environment. This material has a layered hexagonal
structure in which the Cr atoms are intercalated in the octahedral holes (2c sites)
between the trigonal prismatic layers of 2H-NbS2 layers. The structure is described
in chapter 5 in detail. It can be a separate topic of investigation. However, here the
focus is in the study of the microscopic spin structure responsible for the observed
behavior.
6.2 Experimental details
The two sets of samples studied are labeled as sample A and sample B. Transition
temperature of sample A is 118 K and that of sample B is 131 K. In both
sets of samples DC magnetic properties were measured using a Quantum Design
Magnetic Property Measurement System (MPMS). Single crystal neutron diffraction
was conducted in sample A using a four circle neutron diffractometer at beam line
HB-3A at High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory
(ORNL). A neutron wavelength of 1.542 A˚ was used from a bent perfect Si-220
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monochromator. The high resolution mode was used (mbend = 50) [151] to measure
the satellite peaks at the distance of about 0.01 A˚−1 from the nuclear peak. Small
angle neutron scattering was conducted on both samples at the beam line CG-2
also at HFIR at ORNL. A neutron wavelength of 4.75 A˚ was used. For the part of
sample A, multiple crystals were stacked along the c axis while in case of sample B
a single crystal of dimensions of about 5 × 4 × 0.11 mm was used. In both cases, a
copper sample holder was used. A horizontal magnet was used such that the applied
magnetic field was always parallel to the neutron beam. The detector was kept at a
distance of 18.5 m from the sample. Rocking scans were carried out for the vertical
axis between ±10◦. Data analysis was done using Graphical Reduction and Analysis
SANS Program (GRASP)[152].
Magnetic measurements of both the samples as a function of temperature and
magnetic field is shown in Figure 6.2. In both cases, magnetic field was applied
perpendicular to the c axis. The M(T) data were collected while cooling in an applied
magnetic field of 1 kOe. From Figure 6.2(a), the transition temperature, defined to
be the temperature where the cusp appears, is seen to be 118 K for sample A and
131 K for sample B. At high temperatures, both the samples follow a Curie-Weiss
behavior. A difference has been found in the effective moment µeff = gµB[s(s+1)]
1/2
of the two samples. µeff per mole of Cr atom in sample A is found to be 4.4 µB
and that in sample B is found to be 3.90 µB. It suggests that sample A has slightly
more Cr atoms intercalated in the layer but essentially keeping the structure same
and is consistent with the fact that the (00l) peaks of sample A, as compared to those
of sample B were shifted towards lower angle in x-ray patterns collected on the ab
plane.
The behavior of the magnetization as a function of field at a temperature of 2 K is
shown in Figure 6.2(b). Both the samples show the similar behavior. The moments
increase abruptly and remain constant after a certain field, termed as the critical field
(HC), with the further increase in the field. The critical field, however, is different in
the two samples. HC for sample A is about 1.3 kOe and that for sample B is about
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1.8 kOe. The critical fields represent the transition from an incommensurate spiral
state to the commensurate ferromagnetic state.
Figure 6.2: Magnetization measurements on the two samples of Cr1/3NbS2. (a)
Temperature dependence of the M/H of samples A and B showing different transition
temperatures for the two samples, (b) Magnetic field dependence of magnetic moment
of samples A and B showing different critical fields for the two samples, (c) Magnetic
field dependence of the magnetic moment of sample A at indicated temperatures,
and (d) Magnetic field dependence of the magnetic moment of sample B at indicated
temperatures.
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6.3 Single crystal neutron diffraction
In order to investigate the microscopic spin arrangement, we first conducted a single
crystal neutron diffraction experiment on sample A. We found that that the intensity
of the nuclear Bragg peaks (002) and (101) increased on cooling below the transition
temperature. It is consistent with the easy plane type magnetization as reported
and observed in the magnetization measurements [133]. Intensity of (101) nuclear
Bragg peak is very weak in comparison to that of (002) nuclear peak. But, magnetic
contributions in these peaks are same in case of a complete in-plane ferromagnetic
state [133]. As the propagation vector of the helical state is known to be small, there
is more likelihood of observing the satellite peaks due to the helical spin arrangement
around the (101) nuclear Bragg peak. It is to be noted that, in a neutron diffraction
experiment a helical spin structure gives a pair of satellite peaks on either side of the
nuclear peak at a distance of q = 2pi/LH in the momentum space, where LH is the
period of the helix. Thus, (101) Bragg peak was followed with the high resolution
mode of the diffractometer. Figure 6.3(a) shows the onset of the satellite peaks
on either side of (101) nuclear Bragg peak below the transition temperature. The
satellite peaks are at a distance of 0.0102 A˚−1 from the nuclear peak suggesting
a helical spin arrangement with period of 616 A˚. A magnetic field of 0.9 kOe was
applied perpendicular to the c axis. In this case, as depicted in Figure 6.3(b) satellite
peaks seem to disappear, however, the observed peak is still broader than that of the
nuclear peak measured above Tc and much more intense. It suggests that at 0.9 kOe,
the period of the helix has increased and thus the satellite peaks have shifted towards
the central nuclear peak falling within the resolution limit of the diffractometer.
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Figure 6.3: Elastic neutron scattering in Cr1/3NbS2 showing the l scan of (101)
nuclear Bragg peak (a) above and below the transition temperature in zero applied
magnetic field, (b) above and below the transition temperature in zero applied field
and below the transition temperature in an external magnetic field of 0.9 kOe applied
perpendicular to c axis.
6.4 Small angle neutron scattering
In order to investigate a detailed effect of the magnetic field on the spin spiral, we
conducted a small angle neutron scattering experiment on sample A. Again in a SANS
experiment, helix with a period of LH gives magnetic satellite peaks at a distance
of q0 = ± 2pi/LH from the beam center. Figure 6.4 shows the results of the SANS
experiment. In zero applied magnetic field [Fig. 6.4(a)] the satellite peaks are at
q0 = ± 0.0101 A˚−1 suggesting the helix with a period of 622 A˚, which is consistent
with the result obtained from the diffraction experiment. It is found that with the
increase in the magnetic field, the satellite peaks move closer towards the center [Fig.
6.4(b,c)]. At 1.3 kOe [Fig. 6.4(d)], the satellite peaks disappear. It suggests that the
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period of the helix increases gradually with the increasing magnetic field. The helix
is completely destabilized at 1.3 kOe with a transition into the ferromagnetic state.
This critical field is consistent with that observed in the M vs H measurement. The
period of the helix measured at 0.9 kOe is 825 A˚.
Figure 6.4: Small angle neutron scattering intensity of Cr1/3NbS2 (sample A) at a
temperature of 2 K and with the magnetic fields applied perpendicular to the c axis.
(a) H = 0, (b) H = 0.7 kOe, (c) H = 0.9 kOe, (d) H = 1.3 kOe. The plots are
obtained by subtracting the data collected at T = 2 K from the background data
collected at T = 150 K. The white dashed lines are meant to guide the eye to observe
the shift of the satellite peaks towards the beam center.
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A more detailed study was conducted in sample B. First, SANS data were collected
in zero magnetic field near the transition temperature. The data were also collected
at various temperatures (2, 65, 118 and 130 K) in the applied magnetic field. Figure
6.4 shows the temperature dependent SANS scan in zero applied magnetic field. The
satellite peaks are not observed at 132 K [Fig. 6.5(d)] but appear at 130 K [Fig.
6.5(c)] and become more prominent with the decreasing temperature [Fig. 6.5(b,a)].
Comparing this behavior with Figure 6.2(a), the cusp observed at 131 K in the M/H
vs T curve represents the onset of the helimagnetic ordering. This kind of behavior
in the temperature dependence of magnetization was shown theoretically by Kishine
et al. [76] in case of chiral magnets. Such a cusp has also been observed in several
other helimagnets - MnSi [111] FeGe [142], Fe1−xCoxSi [19] and Cu2OSe2O3 [91].
In the magnetic field dependent study at T = 2 K, magnetic field was increased at
the step of every 0.2 kOe above 0.1 kOe. The satellite peaks were visible up to 1.7 kOe
and disappeared at 1.9 kOe. As in the case of sample A, it was seen that the magnetic
satellite peaks moved closer to the beam center with the increasing magnetic field
before disappearing at 1.9 kOe, again indicating that the period of the helix gradually
increased up to about 1.7 kOe above which an incommensurate to commensurate
transition occurred. The plot of the relative increase in the period of the solitonic
spiral relative to the period of the ground state helix (LH − L0)/L0 as a function of
H/HC , where HC is the critical field marking the IC magnetic transition is depicted
in Figure 6.6 (represented by solid squares). It also shows the theoretical plot of
(LH−L0)/L0 vs H/HC (represented by solid line) obtained using the relation between
equations 6.1 and 6.2. Here we used HC =1.72 kOe in plotting the experimental data
as the satellite peaks disappear between 1.7 and 1.9 kOe. The excellent agreement
between the theoretical curve and the experimental data confirms that the soliton
lattice evolves with the increase in the magnetic field with an ultimate transition to
the ferromagnetic state at the critical field. In case of sample B, the period of the
ground state helix is found to be 520 A˚, smaller than that in the case of sample A.
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Figure 6.5: Small angle neutron scattering intensity of Cr1/3NbS2 (sample B)
measured in a zero applied magnetic field at the indicated temperature. The plots
are obtained by subtracting the data collected at the indicated temperature from the
background data collected at T = 150 K.
We did not find significant variation in the periodicity of the ground state helix
with temperature. However, the critical field has temperature dependence. In the
SANS scans of sample B measured at different magnetic fields, the satellite peaks
were found to disappear at different magnetic fields at different temperatures. The
observed critical fields are about 1.9, 1.8, 1.2 and 0.6 kOe at temperatures 2, 65, 118
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and 130 K, respectively. The values of these critical field are consistent with those
observed in the magnetic fields dependent magnetization measurements on the same
sample shown in Figure 6.2(d).
Figure 6.6: The relative increase in the periodicity of the solitonic spiral as compared
to the period of the zero field helix (LH - L0)/L0 as a function of H/Hc. The solid
line is the theoretical curve obtained from equations 6.1 and 6.2 showing an excellent
qualitative agreement with the experimental data.
6.5 Summary
Here we basically found that the ground state helix is longer in sample A than
in sample B. It is also found that the critical field required to attain a complete
commensurate state is smaller in sample A than in sample B and that TC of sample
A is smaller than that of sample B. This observation suggests that the DM interaction
is relatively weaker in sample A than in case of sample B as the period of the helix
is inversely proportional to the DM constant (q0 ∝ D/J ). It is consistent with the
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fact that the c axis of sample A is slightly larger than that of sample B as mentioned
above. It also explains the difference observed in TC of the two samples. For a
weaker DM interaction, a lower temperature is required to set the helical state. As
the external magnetic field, through the Zeeman term, weakens the DM term or the
spin orbit coupling, smaller field can destabilize the longer helix as compared to the
shorter one. Another important observation is that the critical field decreases with
the increasing temperature, although the period of the helix remains almost the same.
It suggests that spin fluctuation plays important role in such a structure at higher
temperatures and near TC . As the fluctuation becomes more pronounced less field is
required to attain the commensurate phase. The increasing level of noise with the
increase in the temperature in the SANS scans near the transition temperature as
observed in Figure 6.5 may be an indicative of the underlying spin fluctuation.
102
Chapter 7
Magnetic and thermal properties
of 2D antiferromagnet K2V3O8
7.1 Introduction
As discussed in chapter 2 we know that Dzyaloshinskii-Moriya (DM) interaction in a
certain class of noncentrosymmetric magnets can lead to the so called “mixed state of
a ferromagnet” both in the easy axis-ferromagnets and antiferromagnets [92–94]. In
1994 a prediction was made that such a state, which later was termed as skyrmion, can
be obtained in some particular noncentrosymmetric magnets including the cubic B20
helimagnets MnSi, FeGe FexCo1−xSi and CoxMn1−xSi with an additional requirement
of a uniaxial anisotropy [95]. Later in 2002, skyrmion was found in MnSi [16] and
subsequently in other cubic DM helimagnets [20, 86–88, 90], but without an obvious
requirement of the uniaxial anisotropy. Thus, a puzzle still exists why the skyrmion
is observed so far only in the space group P213. Observation of skyrmion in other
systems is, therefore, important to help understand the mystery.
Easy axis ferromagnets and antiferromagnets are thus the target set of mate-
rials for such modulated complex spin structures because of the obvious uniaxial
anisotropy. In 1997 a soliton lattice was observed in an easy axis antiferromagnet
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Ba2CuGe2O7 in a neutron scattering experiment [33]. With the external magnetic
field applied parallel to the c axis, before the spin flop transition, the propagation
vector was found to change direction in accordance with the soliton model put forward
in 1960s [74]. More recent experiments have shown an unexpected antiferromagnet
cone phase in this material [153, 154]. Likewise, a magnetic soliton lattice has also
been observed in another easy axis antiferromagnet CuB2O4 [32]. But, skyrmion
has not yet been observed in any of these materials, so far. K2V3O8 is another
anticipated material in this respect. It is one of the materials predicted to have the
rare coexistence of weak ferromagnetism and spin spiral texture, and skyrmion lattice
[11].
K2V3O8 is an easy axis antiferromagnet with a noncentrosymmetric tetragonal
crystal structure. Magnetization measurements and neutron scattering experiments
have shown antiferromagnetic behavior below 4 K with the moments pointing in the
c direction and a weak ferromagnetic behavior in the ab plane [155]. The same study
reports that application of the external magnetic field along the c axis induces a
conventional spin flop transition at about 8.5 kOe while along ab plane there occurs
an unusual spin reorientation. The spins continuously move from c axis to the ab
plane remaining normal to the direction of the applied field. However, the possibility
of long period helical structure has not been explored yet.
In this chapter we present the results of a detail magnetic and thermal property
measurements. It is observed that when the magnetic field is applied along the c
axis, the spins rather move continuously with increasing magnetic field forming a
possible chiral spiral in the ab plane before the spins flop into the ab plane. At the
same time, a nearly ferromagnetic chiral helix may exist along the c axis which gets
destabilized continuously due to the spin reorientation from c axis into the ab plane
when the magnetic field is applied along the ab plane. No obvious sign of skyrmion is
observed, which usually shows up as a softening in the real part of the ac susceptibility
measurement as a function of the applied magnetic field [20, 118, 156].
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7.2 Crystal and magnetic structure
K2V3O8 crystallizes in a tetragonal space group P4bm and has a fresnoite-type
structure with lattice constants a = 8.870 A˚ and c = 5.215 A˚ [157]. The room
temperature structure consists of vanadium oxide planes separated by the K+ layer
as depicted in Figure 7.1(a). The vanadium oxide layer consists of vanadium atoms
belonging to two different inequivalent crystallographic sites labeled as V1 and V2 in
the figure. The V1 atoms occupying 2a site are in the 4+ oxidation state and bear
magnetic moment while the V2 atoms in 4c site are in 5+ oxidation state and hence
are non-magnetic. The magnetic V1 atoms form S = 1/2 V4+ -O5 square pyramid
and V2 atoms form V5+ -O4 tetrahedra. A slight structural modulation occurs at
around 115 K with an unusual behavior observed in a axis [158]. The a axis first
expands on cooling and abruptly begins to contract below 115 K. This structural
phase transition has also been marked in the thermal conductivity measurements
[159]. Optical properties measurements have shown anomalies in the local structure
of VO5 square pyramids below about 110 K [160].
Lumsden et al. [155] in the magnetization measurements, observed an easy axis
type antiferromagnet behavior in this material below 4 K with a broad maximum
visible centered at about 10 K attributed to the two dimensional nature of the crystal
structure as described above. Their neutron diffraction experiment found a two
sublattice antiferromagnet structure with the moments pointing along the c axis.
The corner and the face-centered moments within the basal plane in a magnetic unit
cell are aligned antiparallel. In Figure 7.1(b) the black arrows show the reported
magnetic structure in absence of an external magnetic field. The same study found
that when magnetic field is applied along the c axis, the moments flop from the c
axis into the ab plane at 8.5 kOe, the spin-flop field (HSF ). On the other hand,
external magnetic field applied in the ab plane shows an unusual spin reorientation
behavior. The moments continuously move from c axis into the ab plane with
increasing magnetic field always remaining normal to the direction of the applied
105
field. The spin reorientation completes at the spin-reorientation field (HSR) of 6.5
kOe. The green arrows in Figure 7.1(b) show this final spin arrangement with field
applied in the ab plane. These behaviors of spin flop and spin reorientation have
been explained on the basis of spin exchange model incorporating Heisenberg and
DM interactions and c axis anisotropy [155].
Figure 7.1: (a) Crystal structure of K2V3O8 showing the layers of vanadium oxide
separated by a layer of potassium. The vanadium oxide layer consists of magnetic V4+-
O5 pyramids and non-magnetic V
5+-O4 tetrahedra. (b) Reported magnetic structure
of K2V3O8. The black arrows represent the spin orientation in the absence of external
magnetic field. With the application of the magnetic field in the ab plane, moments
reorient continuously from c axis to the ab plane. The spin reorientation completes
at a field of about 6.5 kOe called the spin reorientation field (HSR). When magnetic
field is applied along the c axis (not shown) the spins flop from c axis to the ab plane
at the field of about 8.5 kOe called the spin flop field (HSF ).
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7.3 Experimental details
Single crystals of K2V3O8 were grown by using KVO3 flux as described in Ref. 161.
Plate like crystals of various sizes were obtained with an average dimension of about
5×5×1 mm3. DC magnetic properties were measured using a Quantum Design
Vibrating Sample Magnetometer SQUID using field cool approach. M vs H was
measured while both increasing and decreasing the the magnetic field. We did not see
any significant hysteresis in the measurements both parallel and perpendicular to the
c axis. AC susceptibility and heat capacity were measured using a Quantum Design
Physical Property Measurement System (PPMS). AC susceptibility measurement was
conducted with AC field of 10 Oe and at frequencies of 100, 1000 and 10000 Hz. The
data in the entire range of measurement was frequency independent. Every time, the
measurement was done while cooling from above the transition temperature.
7.4 Results and Discussion
7.4.1 DC Magnetization
Figure 7.2(a) shows the temperature dependence of M/H as a function of the magnetic
field applied along both parallel and perpendicular to the c axis at an applied field
of 0.1 kOe. Long range magnetic ordering is clearly visible below 4 K. Above this
temperature, the magnetic moment increases with increasing temperature. It is due
to the short range order transition at a higher temperature. There is a broad hump
centered at around 10 k (not shown). Above about 5.5 K M/H shows the same
behavior in the measurements both parallel and perpendicular to the c axis. But
this behavior is quite different at lower temperatures in the two directions. When
magnetic field is applied along the c axis, the transition is marked by a kink and the
magnetic moment decreases on further cooling - a normal behavior usually shown by
the antiferromagnetic ordering. The behavior with field applied perpendicular to the
c axis is remarkable. The moment abruptly increases below about 5 K deviating from
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the behavior observed along the c axis, makes a cusp at 4 K with a slight decrease
followed by a small increase with the further decrease in the temperature. It is to be
noted that in case of a simple antiferromagnet, there is deviation in the M/H behavior
in the two directions. However, in the case of field perpendicular to the easy axis the
moments remains almost constant below the transition temperature. The increase
of magnetic moments here indicates a weak in-plane ferromagnetic behavior. This
kind of temperature dependence of magnetic moments as observed, here, in the ab
plane has been a characteristic behavior of the known DM helimagnets - MnSi, FeGe,
Fe1−xCoxSi, Cu2OSe2O3, and Cr1/3NbS2 [19, 91, 111, 142]. In chapter 6 we verified
the onset of helical ordering right below the temperature of the cusp by means of
magnetic properties measurements and small angle neutron scattering experiment in
case of Cr1/3NbS2 when magnetic field is applied perpendicular to the direction of the
helix.
Magnetic field dependence of the magnetic moments at 2 K is depicted in Figure
7.2(b). When the external magnetic field is applied along the c axis, the moment first
increases linearly followed by a more rapid change in the moment that completes at
8.5 kOe, above which the moment again increases linearly. 8.5 kOe is the spin flop
transition field at which the moments pointing along the c axis are reported to flop
into the ab plane [155]. However, when the magnetic field is applied perpendicular to
the c axis, the moments increase linearly with increasing magnetic field up to 6.5 kOe,
above which it shows a change is slope. Again, in neutron scattering experiments a
spin reorientation from c axis into the ab plane was found to be completed at this
field. These behaviors were previously reported by Lumsden et al. [155]. Below we
will show that these behaviors are consistent with the presence of long period helical
ordering. AC susceptibility and heat capacity measurements presented in subsections
7.4.2 and 7.4.3 provide further support.
108
Figure 7.2: (a)M/H as a function of temperature measured in the indicated external
magnetic field applied parallel and perpendicular to the c axis. (b) M vs. H measured
at a temperature of 2 K with the magnetic field applied parallel and perpendicular
to the c axis.
Magnetic susceptibility defined as M/H as a function of temperature is presented
in Figure 7.3. In case of the field applied parallel to the c axis [Fig.7.3(a)] on increasing
the magnetic field up to 5 kOe, the behavior observed in the absence of external field
[see Fig.7.2(a)] does not change much. At 8.5 kOe the behavior changes. Below 4 K,
the moment increases all the way down to 2 K. Likewise, when the magnetic field is
applied perpendicular to the c axis, the cusp at the transition temperature observed
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in the absence of external field is gradually diminished and pushed towards the lower
temperature with the increase in the magnetic field. At 8.5 kOe, which is above HSR,
no such cusp is observed at all.
Figure 7.3: M/H as a function of temperature measured in the indicated external
magnetic field applied (a) parallel and (b) perpendicular to the c axis.
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7.4.2 AC susceptibility
The behavior observed in the AC susceptibility measurements is quite remarkable.
Figure 7.4 shows the temperature dependence of the real part of the AC susceptibility
(χ′). In the case of the measurement along the c axis [Fig.7.4(a)] we found that up
to the applied magnetic field of 8.5 kOe there is a gradual change in the behavior of
χ′ in the ordered state. At lower fields up to 5 kOe, χ′ decreases below the transition
temperature. On further increasing the magnetic field, χ′ slowly starts increasing
with the decrease in temperature. The change becomes maximum at 8.5 kOe, and at
and above 10 kOe no significant change is observed. AC susceptibility is sensitive to
very small changes in the magnetic moment. Therefore, this observation is important.
In the DC magnetization measurement [see Fig.7.3(a)] the moments increase even at
10 kOe. Comparison of the DC magnetization and AC susceptibility behaviors at 10
kOe suggests that the increase of moment in this field is linear in DC measurement
so that the rate of change as picked up by χ′ is almost zero. This change is non-
linear at lower fields. It is a clear indication of the fact that there exists some sort
of weak magnetic ordering at the lower fields that gets destabilize at 8.5 kOe with
a sudden flop of spins into the ab plane. We can interpret this result by making
a comparison to the magnetic structure of a well studied uniaxial antiferromagnet
Ba2CuGe2O7, also having a noncentrosymmetric tetragonal crystal lattice [33, 162].
Although K2V3O8 and Ba2CuGe2O7 crystallize in different space groups and have
different point group symmetries, both of these uniaxial antiferromagnets support
the formation of the helical structures theoretically from the symmetry point of view
with only a slight difference in the form of helix [11]. In case of Ba2CuGe2O7 the
spins are in the (1 -1 0) plane forming a spin spiral with propagation vector along
(1+ξ, ξ, 0) with ξ = 0.027. Magnetic field applied along the c axis gradually changes
the direction of the propagation vector forming a soliton lattice before inducing an
incommensurate-commensurate phase transition marked by a spin flop at a field of
2.3 kOe [33, 162]. The AC susceptibility behavior of K2V3O8 measured along c axis
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indicates a similar spiral structure. It is supported by the similarity observed in
the heat capacity behavior of K2V3O8 and Ba2CuGe2O7 measured in the external
magnetic fields applied along the c axis discussed in section 7.4.3 below.
Figure 7.4: Real part of AC susceptibility as a function of temperature measured
with the indicated external magnetic field applied (a) parallel and (b) perpendicular
to the c axis.
Real part of the AC susceptibility as a function of magnetic field applied parallel to
the c axis is depicted in Figure 7.5(a). Below the long range ordering temperature of 4
K, χ′ remains almost constant at lower fields and starts increasing on approaching the
spin flop field (HSF ), becomes maximum at (HSF ) then drops abruptly. The spin flop
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field increases with increasing temperature towards the transition temperature. At 4
K there is no change in χ′. Phase diagram of another easy axis antiferromagnet MnF2
shows a similar behavior. No modulated or spiral spin structure has been reported in
MnF2. It is to be noted that MnF2 has a centrosymmetric crystal structure. But an
intermediate phase has been found between the antiferromagnetic and the spin flop
phases [163].
Figure 7.5: Real part of AC susceptibility as a function of external DC magnetic field
applied (a) parallel and (b) perpendicular to the c axis at the indicated temperatures.
The AC susceptibility shows a completely different behavior in the ab plane.
Figure 7.4(b) shows the temperature dependence of the real part of AC susceptibility
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measured in the ab plane. In the absence of external magnetic field, χ′ is similar
to the DC magnetization [see Fig. 7.2(a)]. With the increase in the magnetic field,
the sharp increase and cusp at the transition temperature is pushed towards lower
temperatures. Meanwhile, from the field of about 1.5 kOe a relatively broad peak
emerges neat 4 K. This peak moves to higher temperatures with increasing applied
field, and a local minimum exists between it and the sharp cusp. The broad peak is
found to get pronounced on approaching the spin reorientation field. Above HSR, i.e.
at 7.5 kOe, the sharp increase and cusp is found to get completely suppressed. The
broad peak still keeps shifting towards higher temperature but with reduction in the
peak height. This is a typical behavior of χ′ observed in the known DM helimagnets.
In case of MnSi [14], there is a helical ordering up to a field of 6 kOe. Up to the
external field of about 1 kOe, the helix is fixed along <111> direction. Between 1
kOe and 6 kOe the helix unpins and starts to align parallel to the direction of the
magnetic field. Above 6 kOe there is a field induced commensurate ferromagnetic
state. The first peak in χ′ is present up to 6 kOe and disappears at 7 kOe. Likewise,
in FeGe [118] the first peak is found to be completely suppressed at a field of 1.5 kOe
which completely destabilize the helical state into the polarized ferromagnetic state.
In the case of FeGe also, the helix gets unpinned and start aligning in the direction
of the the external magnetic field. Such a state is called conical state. A similar, but
not exact, behavior of χ′ has been observed in Cr1/3NbS2 in the ab plane [164]. The
first peak is completely suppressed as soon as the spiral state is destabilize into the
commensurate ferromagnetic state. On this basis, it can be interpreted that there
exists a nearly ferromagnetic helical ordering with the pitch of the helix in a direction
perpendicular to the ab plane that gets destabilized above HSR. This kind of nearly
ferromagnetic spiral has been recently predicted in Ba2CuGe2O7 due to the effect of
the z-component of the DM interaction to the spins in the almost cycloidal structure
lying closest to the ab plane. In case of K2V3O8, such a nearly ferromagnetic helical
behavior observed in the ab plane provides support for the canted antiferromagnetic
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arrangement in the other direction (c axis). Such a spiral state should be easily
detectable in a small angle neutron scattering experiment.
Figure 7.5(b) shows χ′ as a function of magnetic field applied in the ab plane. At
lower temperatures, χ′ changes very little with increasing magnetic field and abruptly
drops at the critical field HSR. Near 2 K HSR is found to be 6.5 kOe. It decreases
with increasing temperature as expected. On approaching transition temperature a
slight increase in χ′ is observed near HSR. This feature is not seen at and above 4
K. In these measurements, both parallel and perpendicular to c axis, we did not see
any region with a softened χ′, which would have been the indication of a skyrmion
lattice.
7.4.3 Heat capacity
Heat capacity as a function of temperature below 20 K is depicted in Figure 7.6. A
broad hump corresponding to the magnetic short range ordering due to the 2D nature
of the system is observed between 12 and 6 K. At 4 K, a lambda anamoly is observed
marking the onset of the magnetic ordering.
When the magnetic field is applied parallel to the c axis the lambda peak remains
almost unchanged up to about 2.5 kOe [Fig.7.7(a)]. With the further increase in the
field, the lambda peak gets diminished and shifts towards lower temperatures. The
lambda peak is clearly observed up to 8.5 kOe. However, at 10 kOe, the transition
is marked just by a kink. On further increasing the magnetic field the kink starts to
move towards the higher temperatures. It becomes larger and wider and continuously
shifts towards the higher temperatures becoming almost equal to the zero field lambda
peak at the field of 20 kOe [Fig. 7.7(a)]. This peak is found to grow further with
further increase in the magnetic field [Fig. 7.7(b)]. A similar behavior of the heat
capacity has been observed in Ba2CuGe2O7 with the magnetic field applied along the
c axis [154]. Note that Ba2CuGe2O7 has a helical ground state with the pitch of helix
perpendicular to the c axis which gets distorted with the application of the magnetic
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field along the c axis forming a soliton lattice and an eventual spin flop at a field of
about 2.4 kOe.
Figure 7.6: Temperature dependence of heat capacity in zero applied magnetic
field. Inset shows the magnified plot of the lambda anamoly peak observed at the
magnetic transition temperature.
Figure 7.8 shows the heat capacity measured with magnetic field applied
perpendicular to the c axis. In this case, the lambda peak is similarly suppressed
as in the case of the field applied parallel to the c axis but with much lower field. The
lambda peak disappears even at 3.5 kOe, a field smaller than the spin reorientation
field of 6.5 kOe [Fig. 7.8(a)]. With the further increase in the magnetic field the
broad peak, as observed in the other orientation, appears and moves towards the
higher temperature [Fig 7.8(b)]. Although the behavior of this latter peak is similar
in the two orientations, they do not overlap at the corresponding fields.
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Figure 7.7: Heat capacity as a function of temperature measured at indicated
magnetic fields applied parallel to the c axis. The arrows in Figure (b) indicate
the lambda anomaly peak. The numbers next to the arrow indicate the magnetic
field in kOe.
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Figure 7.8: Heat capacity as a function of temperature measured at indicated
magnetic fields applied perpendicular to the c axis.
7.4.4 Summary
The observation in DC magnetization, AC susceptibility and heat capacity of the
noncentrosymmetric tetragonal easy axis antiferromagnet K2V3O8 is remarkable. The
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spin flop and the spin reorientation transition perviously verified in the neutron
scattering scattering experiment are clearly visible in all the measurements conducted.
In addition, with the external magnetic field applied parallel to the c axis, above 2.5
kOe and and up to HSF a continuously changing spin behavior is observed in the AC
susceptibility and heat capacity measurements. Based on the symmetry arguments,
a theoretical calculation shows that K2V3O8 supports the formation of a cycloid [11].
The same paper makes a similar prediction in case of another noncentrosymmetric
tetragonal easy axis antiferromagnet Ba2CuGe2O7. An antiferromagnetic cycloidal
structure has been experimentally observed in this material in absence of external
field. With the field applied perpendicular to the pitch of the helix, the spiral gets
gradually distorted into a soliton lattice and finally shows an IC transition above
about 2.4 kOe. Heat capacity behavior of K2V3O8 also shows a remarkable similarity
with that of the Ba2CuGe2O7 in case of magnetic field applied parallel to the c axis.
These observations thus suggest that a long period incommensurate spin structure
with propagation vector perpendicular to the c axis exists in K2V3O8. The applied
magnetic field along c axis distorts this spiral continuously up to HSF where the spin
flop occurs marking the IC phase transition.
Meanwhile, the DC magnetization measurements in the ab plane suggest a nearly
ferromagnetic helical behavior of spins below the transition temperature. The in-
plane AC susceptibility measurements suggest that above about 1.5 kOe the spins
rotate continuously, most likely as in the case of MnSi the conical state is formed
where the helix gets unpinned and starts rotating along the direction of the magnetic
field. The helix in zero applied field is along the c axis. The rotation of this helix
in the direction of the applied field may be responsible for the observed unusual spin
reorientation from the c axis into the ab plane [155]. A recent prediction of a nearly
ferromagnetic spiral state along the c axis in Ba2CuGe2O7 [154] supports a similar
structure in K2V3O8.
To sum up, the behavior of K2V3O8 observed in DC magnetization, AC suscep-
tibility and heat capacity measurements together with the theoretical support and
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the observed magnetic structures in a similar uniaxial antiferromagnet Ba2CuGe2O7
suggest that in addition to the weak ferromagnetism, K2V3O8 can have two different
types of helical structures parallel and perpendicular to the c axis. Most likely,
the spiral perpendicular to the c axis forms a soliton lattice below HSF where as, the
helix along the c axis rotates gradually towards the direction of the external magnetic
field below HSR. Neutron scattering experiments are needed to verify the proposed
modulated structures and can be studied with a high resolution diffractometer and
small angle neutron scattering.
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Chapter 8
Concluding remarks
Noncentrosymmetric magnets are a special class of materials. It is because the
broken inversion center allows an additional relativistic term of the form D ·(S 1×S 2)
called the Dzyaloshinskii-Moriya (DM) interaction in the Hamiltonian and uniquely
possess three different energy scales - the exchange interaction that favors parallel spin
arrangement, the DM interaction that tends to rotate the spins in a perpendicular
configuration and the magnetocrystalline anisotropy. Depending on the strength of
the interactions, competition among these energy scales results in a chiral helical
structure. The DM term ensures the chirality and hence makes the modulated spin
structures in these class of materials different from those in the crystals having a center
of symmetry. The DM term can be expressed in the form of invariants involving the
first derivatives of the magnetization known as Lifshitz invariants. These Lifshitz
invariants are considered to be responsible for stabilizing the complex magnetic
structures like solitons and skyrmions. These modulated magnetic structures are
believed to have potential for technological application in nanomagnetism and
spintronics. Presence of the chiral helices in these materials has even made these
materials a possible ground for the search of the magnetic blue phases, reminiscent of
the blue phases observed in liquid crystals. Here, we extended the search and study
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of these exotic magnetic structures using various techniques in Cr11Ge19, Cr1/3NbS2
and K2V3O8.
Cr11Ge19 has a tetragonal crystal structure and belongs to the space group
P4¯n2. Polycrystalline sample of this material was investigated by means of
DC and AC susceptibility, transport and thermal properties measurements, x-
ray diffraction, resonant ultrasound spectroscopy and first principles calculations.
Nonlinear conventional Arrott plot, unusual AC susceptibility and weak heat capacity
anomaly near the Curie temperature indicated complex magnetic behavior. Strong
magneto-elastic coupling was observed in the temperature dependence of the elastic
moduli and lattice constants with a negative thermal expansion at lower temperatures.
Strong evidence for the itinerant ferromagnetism and a possible noncollinear ground
state was also obtained in the first principles calculations.
Soon after the observation of the soliton lattice in the hexagonal chiral helimagnet
Cr1/3NbS2 by means of a Lorentz force transmission electron microscope [21], we
did a detail investigation on the single crystals of this material. The signature of
spin reorientation from the helical ground state to the commensurate ferromagnetic
state was clearly observed in the magnetic, thermal, and low field magnetoresistive
behaviors. A large magnetoresistance was observed at higher fields (55 % in 140
kOe) near the magnetic ordering temperature. By means of the measured field
and temperature dependence of magnetization, we constructed the phase diagram
in the vicinity of the magnetic transition. From neutron scattering experiments we
were able to observe the evolution of the soliton lattice and the incommensurate to
commensurate transition in accordance with the theoretical model.
Finally, we investigated an easy axis antiferromagnet K2V3O8 having a tetragonal
crystal structure by means of DC magnetization, AC susceptibility and heat capacity
measurements. In the out-of-plane measurements we found a subtle magnetic ordering
in the external magnetic field between the antiferromagnetic ground state and spin
flop phase. Likewise, in-plane measurements indicate a possible helical ground state
that rotates continuously along the direction of the applied magnetic field before
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destabilizing above the spin reorientation field previously observed in the neutron
scattering experiments. These predictions are made based on the comparison of the
results with the well studied chiral helimagnets and the existing theoretical support.
The complex behavior observed in the magnetic properties of Cr11Ge19 deserves
further study in the single crystal form. Although the diffraction experiments can
be difficult because of the complicated structure, the possible modulated structures
may be studied using small angle neutron scattering. Being a conductor Cr1/3NbS2
provides an ideal environment to study the behavior of soliton lattice. The magnetic
soliton can act as a magnetic superlattice potential to the itinerant electrons and
can show interesting magnetotransport properties [35, 36, 165]. Meanwhile, itinerant
electrons can cause spin transfer torque on the soliton causing the translation of those
solitons. Such subtle effects may be observed in topological Hall effect measurements
[30] and also in small angle neutron scattering experiments [31]. Doping studies
of Cr1/3NbS2 by Fe can open another interesting avenue. Fe1/3NbS2 is an easy
axis antiferromagnet [150]. It would be interesting to see the the effect of a small
amount Fe at the Cr site in Cr1/3NbS2 essentially preserving the crystal structure.
Certainly, the complex behavior observed in the K2V3O8 can be studied by means of
neutron scattering experiments. The previous neutron experiments conducted were
not focused to look for these kinds of (spiral) spin structures.
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Appendix A
Table of space groups
Table A.1: Space groups in 3 dimension
Crystal
system
Point group N/NC∗
Space
group
number
Space groups
(International short)
Hermann-
Maguin
Scho¨nflies
Triclinic
1 C1 NC 1 P1
1¯ Ci 2 P1¯
Monoclinic
2 C2 NC 3-5 P2, P21, C2
m Cs N 6-9 Pm, Pc, Cm, Cc
2/m C2h 10-15
P2/m, P21/m, C2/m,
P2/c, P21/c, C2/c
Orthorhombic
222 D2 NC 16-24
P222, P2221, P21212,
P212121, C2221, C222,
F222, I222, I212121
mm2 C2ν N 25-46
Pmm2, Pmc21, Pcc2,
Pma2, Pca21, Pnc2,
Pmn21, Pba2, Pna21,
Pnn2, Cmm2, Cmc21,
Ccc2, Amm2, Aem2,
Ama2, Aea2, Fmm2,
Fdd2, Imm2, Iba2, Ima2
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Table A.1: Space groups in 3 dimension (cont.)
Crystal
system
Point group N/NC∗
Space
group
number
Space groups
(International short)
Hermann-
Maguin
Scho¨nflies
Orthorhombic mmm D2h 47-74
Pmmm, Pnnn, Pccm,
Pban, Pmma, Pnna,
Pmna, Pcca, Pbam, Pccn,
Pbcm, Pnnm, Pmmn,
Pbcn, Pbca, Pnma,
Cmcm, Cmce, Cmmm,
Cccm, Cmme, Ccce,
Fmmm, Fddd, Immm,
Ibam, Ibca, Imma
Tetragonal
4 C4 NC 75-80 P4, P41, P42, P43, I4, I41
4¯ S4 N 81-82 P4¯, I4¯
4/m C4h 83-88
P4/m, P42/m, P4/n,
P42/n, I4/m, I41/a
422 D4 NC 89-98
P422, P4212, P4122,
P41212, P4222, P42212,
P4322, P43212, I422, I4122
4mm C4ν N 99-110
P4mm, P4bm, P42cm,
P42nm, P4cc, P4nc,
P42mc, P42bc, I4mm,
I4cm, I41md, I41cd
4¯2m D2d N 111-122
P4¯2m, P4¯2c, P4¯21m,
P4¯21c, P4¯m2, P4¯c2, P4¯b2,
P4¯n2, I4¯m2, I4¯c2, I4¯2m,
I4¯2d
4/mmm D4h 123-142
P4/mmm, P4/mcc,
P4/nbm, P4/nnc,
P4/mbm, P4/mnc,
P4/nmm, P4/ncc,
P42/mmc, P42/mcm,
P42/nbc, P42/nnm,
P42/mbc, P42/mnm,
P42/nmc, P42/ncm,
I4/mmm, I4/mcm,
I41/amd, I41/acd
140
Table A.1: Space groups in 3 dimension (cont.)
Crystal
system
Point group N/NC∗
Space
group
number
Space groups
(International short)
Hermann-
Maguin
Scho¨nflies
Trigonal
3 C3 NC 143-146 P3, P31, P32, R3
3¯ C3i 147-148 P3¯, R3¯
32 D3 NC 149-155
P312, P321, P3112, P3121,
P3212, P3221, R32
3m C3ν N 156-161
P3m1, P31m, P3c1, P31c,
R3m, R3c
3¯m D3d 162-167
P3¯1m, P3¯1c, P3¯m1, P3¯c1,
R3¯m, R3¯c
Hexagonal
6 C6 NC 168-173
P6, P61, P65, P62, P64,
P63
6¯ C3h N 174 P6¯
6/m C6h 175-176 P6/m, P63/m
622 D6 NC 177-182
P622, P6122, P6522,
P6222, P6422, P6322
6mm C6ν N 183-186
P6mm, P6cc, P63cm,
P63mc
6¯m2 D3h N 187-190 P6¯m2, P6¯c2, P6¯2m, P6¯2c
6/mmm D6h 191-194
P6/mmm, P6/mcc,
P63/mcm, P63/mmc
Cubic
23 T NC 195-199 P23, F23, I23, P213, I213
m3¯ Th 200-206
Pm3¯, Pn3¯, Fm3¯, Fd3¯,
Im3¯, Pa3¯, Ia3¯
432 O NC 207-214
P432, P4232, F432, F4132,
I432, P4332, P4132, I4132
4¯3m Td N 215-220
P4¯3m, F4¯3m, I4¯3m, P4¯3n,
F4¯3c, I4¯3d
m3¯m Oh 221-230
Pm3¯m, Pn3¯n, Pm3¯n,
Pn3¯m, Fm3¯m, Fm3¯c,
Fd3¯m, Fd3¯c, Im3¯m, Ia3¯d
*N stands for noncentrosymmetric and NC stands for noncentrosymmetric and
chiral. All others have a center of symmetry. Source: International tables for
crystallography, volume A [166].
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