Abstract. We construct algebraically closed fields containing an algebraic closure of the field of power series in several variables over a characteristic zero field. Each of these fields depends on the choice of an Abhyankar valuation and are constructed via the Newton-Puiseux method. Then we study more carefully the case of monomial valuations and we give a result generalizing the Abhyankar-Jung Theorem for monic polynomials whose discriminant is weighted homogeneous. Essentially this result asserts that the Galois group of such a polynomial is isomorphic to the Galois group of one weighted homogeneous polynomial.
Introduction
When k is an algebraically closed field of characteristic zero, we can always express the roots of a polynomial with coefficients in the field of power series over k, denoted by k((t)), as formal Laurent series in t 1 k for some positive integer k. This result was known by Newton (at least formally see [BK] p. 372) and had been rediscovered by Puiseux in the complex analytic case [Pu1] , [Pu2] (see [BK] or [Cu] for a presentation of this result). A modern way to reformulate this fact is to say that an algebraic closure of k((t)) is the field of Puiseux power series P defined in the following way:
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The proof of this result, called the Newton-Puiseux method, consists essentially in constructing the roots of a polynomial P (Z) ∈ k t [Z] by successive approximations in a similar way to Newton method in numerical analysis. These approximations converge since k t 1 k is a complete field with respect to the Krull topology. This result, applied to a polynomial with coefficients in k t defining a germ of algebroid plane curve (X, 0), provides an uniformization of this germ, i.e. a parametrization of this germ. On the other hand this description of the algebraic closure of k((t)) describes very easily the Galois group of k((t)) −→ P, since this one is generated by the multiplication of the k-th roots of unity with t 1 k for any positive integer k. In particular the conjugates of any convergent power series in C{t 1 k } are also in C{t 1 k }. When k is a characteristic zero field (not necessarily algebraically closed), we can prove in the same way that an algebraic closure of k((t)) is (1)
where the first union runs over all finite field extensions k −→ k ′ .
It is tempting to find such a similar result for the algebraic closure of the field of power series in n variables, k((x 1 , ..., x n )), for n ≥ 2. But it appears easily that the algebraic closure of this field admits a really more complicated description and considering only power series depending on x 1 k 1 ,..., x 1 k n is not sufficient. For instance it is easy to see that a root square of x 1 + x 2 can not be expressed as such a power series. Nevertheless there exist positive results in some specific cases, the more famous one being the Abhyankar-Jung theorem:
Theorem (Abhyankar-Jung Theorem) . If k is an algebraically closed field of characteristic zero, then any polynomial with coefficients in k x 1 , ..., x n , whose discriminant has the form ux α1 1 ...x αn n where u ∈ k x 1 , ..., x n is a unit and α 1 ,..., α n ∈ Z ≥0 , has its roots in k x 1 k 1 , ..., x 1 k n for some positive integer k.
Such a polynomial is called a quasi-ordinary polynomial and this theorem asserts that the roots of quasi-ordinary polynomials are Puiseux power series in several variables. This result has first being proven by Jung in the complex analytic case, then by Abhyankar in the general case ( [Ju] , [Ab] ). The understanding of the algebraic closure of k((x 1 , ..., x n )) is motivated by the fact that it would provide an uniformization of any germ of algebroid hypersurface defined over k. In the general case, a naive approach involves the use of Newton-Puiseux theorem n times (i.e. the formula (1) for the algebraic closure of k((t))). For example in the case n = 2, this means that the algebraic closure of k((x 1 , x 2 )) is included in
But this field, which is algebraically closed, is very much larger than the algebraic closure of k((x 1 , x 2 )) (see [Sa] for some thoughts about this). Moreover the action of the k 1 -th and k 2 -th roots of unity are not sufficient to generate the Galois group of the algebraic closure since there exist elements of k((x 1 ))((x 2 )) which are algebraic over k((x 1 , x 2 )) but are not in k((x 1 , x 2 )). For instance consider
2 ∈ Q((x 1 ))((x 2 ))\Q((x 1 , x 2 )) for some well chosen rational numbers a i ∈ Q, i ∈ Z ≥0 . Nevertheless a deeper analysis of the Newton-Puiseux method leads to the fact that it is enough to consider the field of fraction of the ring of elements
2 ∈ L for some k 1 , k 2 ∈ N whose support (i.e. Supp(f ) := {(l 1 , l 2 ) ∈ Z 2 / a l1,l2 = 0}) is included in a rational strictly convex cone of R 2 (this result has been proven by MacDonald [McD] see also [Go] , [Aro] , [AI] , [SV] ). But once more, for any rational strictly convex cone of R 2 , denoted by σ, R 2 ≥0 σ, there exist elements whose support is in σ but that are not algebraic over k((x 1 , x 2 )).
One of the main difficulties comes from the fact that k((x 1 , ..., x n )) is not a complete field with respect to the topology induced by the maximal ideal of k x 1 , ..., x n (called the Krull topology; it is induced by the following norm f g := e ord(g)−ord(f ) for any f , g ∈ k x 1 , ..., x n , g = 0, where ord(f ) is the order of the series f in the usual sense). Indeed, in order to apply the Newton-Puiseux method we have to work with a complete field (or a complete local ring) since the roots are constructed by successive approximations. A very natural idea is to replace k((x 1 , ..., x n )) by its completion. But choosing the Krull topology is arbitrary and we may choose any other norm (or valuation) on this field. On the other hand the completion of k((x 1 , ..., x n )) is not algebraic over k((x 1 , ..., x n )), thus the fields we construct in this way are bigger than the algebraic closure of k((x 1 , ..., x n )). In fact we need to replace the completion of k((x 1 , ..., x n )) by its henselization in the completion. The problem is that there is no criterion for distinguish elements of the henselization from others elements of the completion.
The aim of this work is to investigate the use of the Newton-Puiseux method with respect to "tame" valuations (i.e. replace k((x 1 , ..., x n )) by its completion for this valuation). By a "tame" valuation we mean a rank one (or real valued) valuation that satisfies the equality in the Abhyankar inequality (see Definition 2.1). These valuations are called Abhyankar valuations (cf. [ELS] ) or quasi-monomial valuations (cf. [FJ] ) and, essentially, these are monomial valuations after some sequence of blowing-ups. This is the first part of this work. If ν is such a valuation, we denote by K ν the completion of k((x 1 , ..., x n )) for the topology induced by this valuation. This field will takes the role of k((t)) in the classical Newton-Puiseux method. Then we have to define the elements that will take the role of t 1 k . This is where the first difficulty appears, since instead of working over K ν , we need to work over the graded ring associated to ν. Both are isomorphic but there is no canonical isomorphism between them. In the case of k((t)), such an isomorphism is defined by identifying the k-vector space of homogeneous elements of degree i of the graded ring with the k-vectors space of homogeneous polynomials of degree i, i.e. k.t i . But this identification depends on the choice of an uniformizer of k t . In the case of k((x 1 , ..., x n )) an isomorphism will be determined by the choice of "coordinates" such that the valuation ν is monomial in these coordinates (cf. Remark 3.1). Nevertheless when such an isomorphism is chosen, we are able to define the elements that will take the role of t 1 k , this the aim of Section 3. These elements are called homogeneous elements with respect to ν (cf. Definitions 3.12 and 3.14). These are defined as being the roots of quasi-homogeneous polynomials with coefficients in the graded ring of k x 1 , ..., x n for the valuation ν. If k is the field of complex numbers and the weights of the monomial valuations are positive integers, we can see these homogeneous elements as weighted homogeneous algebraic (multivalued) functions. In fact we can replace K ν by a smaller field, the subfield of K ν whose elements have support included in a finitely generated semi-group of R ≥0 . Let us remark that this field is similar to the field of generalized power series ∪ Γ C((t Γ )) where the sum runs over all finitely generated semigroups Γ of R ≥0 (see [Ri] for instance). Our first result is that the inductive limit of the extensions of K ν by homogeneous elements with respect to ν is algebraically closed (see Theorem 4.2). This field is lim −→ γ 1 ,...,γs K ν [γ 1 , ..., γ s ] where the limit runs over all subsets {γ 1 , ...., γ s } of homogeneous elements with respect to ν and is denoted by K ν . The field extension k((x 1 , ..., x n )) −→ K ν factors through the field extension k((x 1 , ..., x n )) −→ K ν . While the Galois group of the field extension K ν −→ K ν is easily described by the Galois group of weighted homogeneous polynomials, the Galois group of the algebraic closure of k((x 1 , ..., x n )) in K ν is more complicated. So it is very natural to study irreducible polynomials over k((x 1 , ..., x n )) which remain irreducible over K ν , since their Galois group will be described by the Galois group of weighted homogeneous polynomials. Proposition 4.11 shows that this property is an open property with respect to the Krull topology.
Then we investigate more deeply the particular case of monomial valuations. In Section 5, using an idea of Tougeron [To] based on a work of Gabrielov [Ga] , for any monomial valuation ν we construct a field, smaller than the ones constructed previously using the Newton-Puiseux method, and containing an algebraic closure of k((x 1 , ..., x n )). The tool we use here is an effective version of the Implicit Function Theorem (see Proposition 5.5). The elements we need to consider are of the form
where a i and δ are weighted homogeneous polynomial for the weights corresponding to the monomial valuation considered, Λ is a finitely sub-semigroup of R ≥0 , ν ai δ m(i) = i for all i ∈ Λ and i −→ m(i) is bounded by a an affine function. In the case the weights are Qlinearly independent we recover the result of MacDonald (see Theorem 6.9). In Section 7 we make a topological and complex analytical study of polynomials with coefficients in C{x 1 , ..., x n } whose discriminant is weighted homogeneous. This study has been inspired by the work of Tougeron in [To] and more particularly by Remarque 2.7 of [To] where it is noticed that elements of the form (2) define analytic functions on an open domain of C n which is the complement of some hornshaped neighborhood of {δ = 0} (see Definition 7.1). This study is possible in the case of monomial valuations whose weights are positive integers. To obtain the same results in the case of general monomial valuations we need to approximate general monomial valuations by divisorial monomial valuations, i.e. monomial valuations whose weights are positive integers. This is the subject of Section 6. One of the results we obtain in Section 7 is the following generalization of Abhyankar-Jung Theorem for polynomials whose discriminant is weighted homogeneous :
Theorem. 7.8 Let k be a field of characteristic zero, α ∈ R n >0 and let P (Z) ∈ k x [Z] be a monic polynomial such that its discriminant is equal to δu where δ ∈ k[x] is a weighted homogeneous polynomial for the weights α 1 ,..., α n and u ∈ k x is a unit. Let us set N := dim Q (Qα 1 + · · · + Qα n ). Then there exist γ 1 ,..., γ N integral homogeneous elements with respect to ν α and a weighted homogeneous polynomial for the weights α 1 ,..., α n denoted by c(x) ∈ k[x] such that the roots of P (Z) are in
Indeed, in the case N = n, i.e. α 1 ,.., α n are Q-linearly independent, the only weighted homogeneous polynomials are the monomials and the integral homogeneous elements with respect to ν α are of the form x β where β ∈ Q n ≥0 (see Remark 3.15). Abhyankar-Jung Theorem simply asserts that we may choose c(x) = 1 in this case (see Corollary 7.9). This result (along with Theorem 7.5) shows that the Galois group of a monic polynomial with coefficients in k x 1 , ..., x n whose discriminant is weighted homogeneous is isomorphic to the Galois groups of one weighted homogeneous polynomial (see Remark 7.6).
Finally in Section 8 we give a result of Diophantine approximation (it is just an easy generalization of [Ro1] and [II] ) that gives a necessary condition for an element of K ν to be algebraic over k((x 1 , ..., x n )).
At the end we give a list of notations for the convenience of the reader.
Let us mention that this work has been motivated by the understanding of the paper [To] of Tougeron where the study we make for monomial valuations is made in the case of the (x 1 , ..., x n )-adic valuation of k((x 1 , ..., x n )).
I would like to thank Guy Casale and Adam Parusiński for their answers to my questions regarding the proofs of Lemma 7.4 and Lemma 7.2 respectively.
Notations
Let N denote the set of positive integers and Z ≥0 the set of non-negative integers. Let x denote the multi-variable (x 1 , ..., x n ) where n ≥ 2. We set F n := k x = k x 1 , ..., x n where k is a field of characteristic zero and we denote by K n its fraction field and by m its maximal ideal. A valuation on F n is a function ν : F * n −→ Γ + , where Γ is an ordered subgroup of R and Γ + := Γ ∩ R ≥0 , such that ν(f g) = ν(f ) + ν(g) and ν(f + g) ≥ min{ν(f ), ν(g)} for any f , g ∈ F n . We will also impose that ν(k * ) = 0 and ν(0) = ∞ where ∞ > i for any i ∈ Γ.
The valuation ν extends to K n by ν
We will always assume that ν : K n −→ Γ is surjective. In this case Γ is called the value group of ν. Let us denote by V ν the valuation ring of ν:
Let us denote by V ν its completion. Then V ν is an equicharacteristic complete valuation ring and its residue field is k ν := Vν mVν . In this paper we will only consider a particular case of valuations, called Abhyankar valuations: Definition 2.1. A valuation ν is called an Abhyankar valuation if the following properties hold:
Example 2.3. The first example is the m-adic valuation denoted by ord and defined by ord(f ) := max{n ∈ N / f ∈ m n } ∀f ∈ F n \{0}.
In this case its value group Γ is equal to Z.
Example 2.4. Let α := (α 1 , ..., α n ) ∈ (R >0 ) n . Let us denote by ν α the monomial valuation defined by ν α (x i ) := α i for 1 ≤ i ≤ n. For instance ν (1,...,1) = ord. Here we have Γ = Zα 1 ⊕ · · · ⊕ Zα n .
Example 2.5. If Γ is isomorphic to Z and ν is an Abhyankar valuation, then ν is a divisorial valuation. For such valuation there exists a proper birational dominant map π : X −→ Spec(F n ) and E an irreducible component of exceptional locus of π such that ν is the composition of π * with the m E -adic valuation of the ring O X,E .
Remark 2.6. By Proposition 2.8 [ELS] , for any Abhyankar valuation ν there exists a proper birational dominant map π : X −→ Spec(F n ), a point p in the exceptional locus of π (not necessarily closed) and a regular system of parameters z 1 ,..., z r of the local ring of X at p and α ∈ R r >0 , such that ν is the composition of π * with the monomial valuation µ α at p in the coordinates z 1 ,..., z r of weights α 1 ,..., α r . In the case n = 2 p is a closed point (see Proposition 6.38 [FJ] ). In any case the completion of O X,p is a ring of formal power series over the residue field of ν on X:
Remark 2.7. If n = 2, in fact any discrete valuation (i.e. Γ = Z) satisfying Property i) of Definition 2.1 is an Abhyankar valuation [HOV] .
Example 2.8. Let ν α be a monomial valuation as before. Any power series g ∈ F n can be written g = i g i where g i is a weighted homogeneous polynomial of degree i ∈ Γ + if x j has weight α j . Moreover the set of indices i ∈ Γ + such that g i = 0 is a well-ordered set. Let us denote by i 0 the least i ∈ Γ + such that g i = 0. Then we can write formally
and this equality is satisfied in V να . Now if f ∈ F n , g = 0 and ν(f ) ≥ ν(g) we can write
where f = i f i with f i is a weighted homogeneous polynomial of degree i ∈ Γ + if x j has weight α j . Thus any element of V να is of the form i≥0 ai (x) bi(x) where a i (x) and b i (x) are quasi-homogeneous polynomials if x j has weight α j and ν α ai(x) bi(x) = i for any i ∈ R. Moreover the set of elements of this form is exactly V να .
Let us denote by K ν the fraction field of V ν . The valuation ν defines an ultrametric norm on K ν , denoted by | | ν , defined by
Let A be an integral domain and let ν : A −→ Γ + be a valuation where Γ is a subgroup of R. We have
Remark 3.1. Let us consider a monomial valuation ν, let us say ν := ν α where α ∈ R n >0 . In this case
is isomorphic to the k-vector space of rational fractions a(x) b(x) where a(x) and b(x) are quasi-homogeneous polynomials if x j has weight α j and ν α a(x) b(x) = i. Thus, by Example 2.8 Gr ν V ν and V ν are k-isomorphic. Let us now consider a general Abhyankar valuation ν. By Remark 2.6, there exists a proper birational dominant map π : X −→ Spec(F n ), a point p in the exceptional locus of π and a regular system of parameter of O X,p , z 1 ,..., z r , such that ν is the composition of π * with a monomial valuation µ at p in the coordinates z 1 ,..., z r . The valuation µ is defined on O X,p and let us denote by µ the corresponding monomial valuation defined on O X,p ≃ L z 1 , ..., z r . By Remark 2.6, π induces an isomorphism V ν ≃ V µ . Moreover V µ = V µ and Gr ν V ν = Gr µ O X,p = Gr µ O X,p . Thus Gr ν V ν and V ν are k-isomorphic by the monomial case. Thus we see that the choice of a proper birational map π as in Remark 2.6 gives an isomorphism between Gr ν V ν and V ν . A different choice of π and z 1 ,..., z r gives an other isomorphism between these two rings.
Remark 3.2. The ring Gr ν V ν is isomorphic to the ring of generalized power series k ν t Γ + where t is a single variable.
Remark 3.3. The elements of Gr ν V ν are the elements of the form i∈Λ a i where a i ∈ pν,i p
for all i ∈ Λ where Λ is either a finite set, either a countable subset of R ≥0 with no accumulation point.
Definition 3.4. Let Γ + be a sub-semigroup of R ≥0 . A Γ + -graded ring is a ring A that has a direct sum decomposition, A = i∈Γ + A i , such that A i A j ⊂ A i+j for any i, j ∈ Γ + . The completion of A is the set of elements that are written as a series i∈Λ a i where Λ ⊂ Γ + is either a finite set, either a countable subset of R >0 with no accumulation point, and a i ∈ A i for any i ∈ Λ. The completion of A is denoted by A or i∈Γ + A i . A complete (Γ + -)graded ring is the completion of a (Γ + -)graded ring.
Remark 3.5. Let A be a complete graded ring. If A 0 is a field then A is a local ring and its maximal ideal is m := i>0 A i . For any a ∈ A we can write a = i∈Γ + a i where a i ∈ A i for any i. If a = 0 let us set ν(a) : Example 3.6. The rings Gr ν F n and Gr ν V ν are Γ + -graded rings and Gr ν F n and Gr ν V ν are complete Γ + -graded rings.
Definition 3.7. Let A = i∈Γ + A i be a complete Γ + -graded ring. Let a ∈ A, a = i∈Γ + a i , a i ∈ A i for any i. The support of a is the subset I of Γ + defined by i ∈ I if and only if a i = 0. We denote this set I by Supp(a).
Definition 3.8. Let us fix a k-isomorphism ϕ between Gr ν V ν and V ν as in Remark 3.1. Let a ∈ V ν and let us write ϕ(a) = i∈Γ + a i with a i ∈ pν,i p
. The ν-support with respect to ϕ of a is the subset of Γ + defined as
When the isomorphism is clear from the context we will skip the mention of ϕ and denote the ν-support of a by Supp ν (a).
Proposition 3.9. Let ν be an Abhyankar valuation and ϕ a k-isomorphism between Gr ν V ν and V ν as in Remark 3.1. Then there exists a finitely generated sub-semigroup of R ≥0 , denoted by Λ, such that the ν-support of any element of F n with respect to ϕ is included in Λ.
Proof. By Remark 2.6, we may assume that ν is a monomial valuation. Thus the proposition comes from the following lemma:
Lemma 3.10. Let Σ be a strictly convex rational cone of R n . Let α ∈ R n >0 such that α, β > 0 for any β ∈ Σ, β = 0. Then there exists a finitely generated subgroup of R ≥0 , denoted by Λ, such that
Proof. By Gordan Lemma, Σ ∩ Z n is a finitely generated semigroup, let say Σ ∩ Z n is generated by u 1 ,..., u k . Let us denote r i := α, u i , 1 ≤ i ≤ k. Since any element of Σ ∩ Z n is a N-linear combination of u 1 ,..., u k , then α, β is a N-linear combination of r 1 ,..., r k for any β ∈ Σ ∩ Z n . Let us denote by Λ the semigroup of R ≥0 generated by r 1 ,..., r k . Then Supp να (f ) ⊂ Λ.
From now on we will fix a k-isomorphism ϕ between Gr ν V ν and V ν induced by a proper birational map π as in Remark 3.1 and we will skip the mention of it in the following. There are several reasons for that. The first one is that we are interested by effective results on the algebraic elements over F n , thus we are interested by valuations which are given effectively and this will be the case essentially through a map π as in Remark 2.6. In particular we will investigate more deeply the case of monomial valuations and, in this case, the set of variables x 1 ,..., x n will be fixed from the beginning, thus ϕ is quite natural in this case. The last reason is that we will give properties on the ν-support of algebraic elements, and Proposition 3.9 will allows us to consider only elements whose ν-support is included in a finitely generated sub-semigroup of R >0 , and this fact does not depends on ϕ.
Definition 3.11. We will denote by V fg ν the subset of V ν of elements whose ν-support is included in a finitely generated sub-semigroup of R ≥0 (when we identify V ν and Gr ν V ν via ϕ). It is straightforward to check that V fg ν is a valuation ring. We denote by K fg ν its fraction field.
Definition 3.12. Let A be a complete Γ-graded domain and let ν be its order function (which is a valuation). Let d ∈ 1 q! Γ. A homogeneous element with respect to ν, is an element γ of a finite extension of A, such that its minimal polynomial Q(Z) is irreducible in A [Z] and has the following form:
In this case the degree of γ is d.
and for any i ∈ Γ there exists a unique (β i,1 , ..., β i,n ) ∈ Z n such that
Thus if i ∈ Γ + this means that
is the one dimensional k-vector space generated by
may not be an integer. Since k ν is an algebraic field extension of k, then the roots of
are algebraic over k. Thus homogeneous elements with respect to ν α are of the form cx β where c is algebraic over k and β ∈ Q n with α, β := α 1 β 1 +· · · α n β n ≥ 0.
Definition 3.14. Let A = Gr ν V ν and γ be a homogeneous element with respect to ν. Let Q(Z) be its minimal polynomial:
We say that γ is an integral homogeneous element with respect to ν if g k is the image of an element of F n ∩ p ν,dk for all k.
Example 3.15. Let α ∈ R n >0 such that dim Q (Qα 1 + · · · + Qα n ) = n and let us keep the notations of Example 3.13. Then γ is an integral homogeneous element with respect to
for 1 ≤ k ≤ q. This means that β qd,j ∈ N for all j. Thus integral homogeneous elements with respect to ν α are of the form cx β where c is algebraic over k and β ∈ Q n ≥0 . Example 3.16. Let ν be an Abhyankar valuation and let assume that k is not algebraically closed. Let c be in the algebraic closure of k, c / ∈ k. Then c is a root of a polynomial equation with coefficients in k and since k is a subfield of k ν , this shows that c is an integral homogeneous element of degree 0 with respect to ν.
Remark 3.17. Let ν be an Abhyankar valuation and let γ be a homogeneous element of degree d with respect to ν. Let us denote by Q(Z) its minimal polynomial, say
thus it is an integral homogeneous element with respect to ν.
In particular if α ∈ R n >0 , we say that P (x) ∈ k[x] is (α)-homogeneous if is a weighted homogeneous polynomial when the weight of x i is α i .
Remark 3.19. Let ν be an Abhyankar valuation of F n . Let γ be a homogeneous element of degree d with respect to ν. Let us denote by P (Z) its minimal monic polynomial. Then
Hence γ is a homogeneous element of degree d with respect to ν.
Lemma 3.20. Let γ 1 and γ 2 be two homogeneous elements of degree d 1 and d 2 respectively with respect to the valuation ν and let k ∈ Z.
, kd)-homogeneous, hence (ν, kd)-homogeneous since it does not depend on X. This proves that γ k is homogeneous of degree kd. In order to show ii) we may assume, from i), that γ 1 and γ 2 are homogeneous of same weight d = e 1 d 1 = e 2 d 2 . Let us denote by P 1 (Z) and P 2 (Z) the minimal monic polynomials of γ 1 and γ 2 respectively. Then Q(Z) :=Res
In order to show iii), let us denote by P 1 (X) the minimal monic polynomial of γ 1 (this is a (ν, d 1 )-homogeneous polynomial) and P 2 (Z) the minimal monic polynomial of γ 2 ((ν, d 2 )-homogeneous). Let us denote by k the degree of P 1 (Z) let us denote R(X, Y ) :
2 )-homogeneous polynomial and let γ 1 be a homogeneous element of degree d 1 with respect to ν. If an element γ 2 belonging to a finite extension of k(x) satisfies P (γ 1 , γ 2 ) = 0, then γ 2 is a homogeneous element of degree d 2 with respect to ν.
This proves the result.
Remark 3.22. Let A be a complete Γ-graded integral domain and let ν be its order valuation. Let Q(Z) be an irreducible polynomial in A[Z] having the following form:
is an integral domain and ν extends to a valuation of this ring by defining ν(Z) := d and
Then B is a complete 1 q! Γ-graded domain, since B is the completion of i∈Γ 
Definition 3.24. If ν is an Abhyankar valuation we denote by V ν := lim
the direct limit over all subsets {γ 1 , ...., γ s } of homogeneous elements with respect to ν and by K ν its fraction field. By Remark 3.17 we may restrict the limit over the subsets of integral homogeneous elements. In the same way we define V
the limits being taken over all subsets {γ 1 , ...., γ s } of (integral) homogeneous elements with respect to ν, and we denote by K fg ν and K alg ν their fraction fields. The following result gives a bound on the number of homogeneous elements we need to consider:
Proposition 3.25. Let ν be an Abhyankar valuation on F n and let Γ denote its value group. Set N := dim Q Γ ⊗ Z Q and let γ 1 ,..., γ s be homogeneous elements with respect to ν. Then there exist homogeneous elements γ
This equality remains true if we replace V ν by V alg ν or V fg ν and if we consider integral homogeneous elements.
Proof. We will prove this proposition by induction on s. Let γ 1 ,..., γ N +1 be non-zero homogeneous elements with respect to ν. Let d i be the degree of γ i , for 1 ≤ i ≤ N + 1. By assumption on N the d i 's are Q-linearly dependent. Thus, after a permutation of the g i 's, there exists an integer r, s ≥ N ,
By (3) 
is a homogeneous element with respect to ν of same degree as γ
and by homogeneity we may assume that Lemma 4.1. Let (A, m) be a complete graded local ring. Let B be the subset of A whose elements are the elements of A whose support is included in a finitely generated sub-semigroup of R ≥0 . Then B is a Henselian local domain.
Proof. Let us prove that B is a ring: let b 1 and b 2 be two elements of B whose supports are included in Λ 1 and Λ 2 respectively. Thus we can write b i = j∈Λi b i,j where b i,j is a homogeneous element of degree j for any i = 1, 2 and j ∈ Λ 1 or Λ 2 . Let Λ be the finitely generated sub-semigroup of R ≥0 generated by Λ 1 and Λ 2 . Then Supp(b 1 +b 2 ) and Supp
, then there exists a ∈ A such that ab = 1. Let us write b = i∈Λ b i where b i is homogeneous of degree i and Λ is a finitely generated sub-semigroup of R ≥0 . Since b / ∈ m, then b 0 = 0. In this case we have
Thus Supp(a) ⊂ Λ. This proves that B is a local ring with maximal ideal m ∩ B.
We denote by ν the order function of A, i.e. if a ∈ A, a = 0, a = i a i where a i is homogeneous of degree i, ν(a) := inf{i / a i = 0} and the initial term of a is in(a) := a ν(a) . Since A is a complete local ring, it is a Henselian local ring and there exists a ∈ m such that P (a) = 0. We can construct a by using the fact that
. Indeed, let Λ be a finitely generated sub-semigroup of R ≥0 containing the supports of all the coefficients of P (Z). In this case
Then we apply Equation (4) to P 1 (Z), using the fact that the coefficients of P 1 (Z) have support included in Λ and P
We repeat this operation a countable number of times (since Λ is countable) in order to construct a and we see that Supp(a) ⊂ Λ.
Now we can prove the following theorem:
Theorem 4.2. Let k be a field of characteristic zero and ν an Abhyankar valuation of
be a monic polynomial of degree d where γ i is a homogeneous element with respect to ν for 1 ≤ i ≤ N . Then there exist integral homogeneous elements γ
′ is a homogeneous element of degree 0 with respect to ν.
is a Henselian local ring by Lemma 4.1, by Hensel Lemma the polynomial S(Z) factors as S(Z) = S 1 (Z)S 2 (Z) where the images of S 1 (Z) and
and S 2 (Z) and the ν-support of the coefficients of S 1 (Z) and S 2 (Z) are contained in a finitely generated semigroup of R ≥0 .
, the theorem is proven by induction on d by using Proposition 3.25 and Remark 3.17.
is proven in a similar way by using the fact that
′ ] is a complete local ring, thus a Henselian local ring.
Corollary 4.3. The field K fg ν (resp. K ν ) is algebraically closed and it is the algebraic closure of K fg ν (resp. K ν ).
is a root of P (Z). Hence the result comes from Theorem 4.2. The assertion concerning K ν is proven similarly.
We have the similar result for K alg :
Proof. Let γ 1 ,..., γ s be homogeneous elements with respect to ν. Let us denote by q i+1 the degree of the minimal polynomial of
..,is ∈ K ν for all i ∈ I and I = {0, ..., q 1 − 1} × · · · × {0, ..., q s − 1}. In order to prove the lemma we need to show that, if we assume that z is algebraic over F n then A i1,...,is ∈ K 
This matrix is invertible and its entries are algebraic over k(x), z j is algebraic over F n for all j, hence B j is algebraic over F n for all j. By induction on s we see that A i1,...,is ∈ K alg ν for any i 1 ,..., i s .
We can summarize the situation with the following commutative diagram where the bottom part corresponds to the quotient fields of rings of the upper part and all the morphisms are injective:
is a weighted homogeneous rational fraction of degree k if x 1 has degree α 1 and x 2 has degree α 2 . By homogeneity we have
This implies that
Thus a i,k (x) = 0 for all 0 ≤ i ≤ d and 0 ≤ k. Hence P (Z) = 0 and f / ∈ K να .
On the other hand, h := g x 2α2 1
Proof. Let z ∈ K ν [γ 1 , ..., γ s ] where γ 1 ,..., γ s are homogeneous elements with respect to ν. Let us write z := i∈Λ z i where z i is homogeneous of degree i and Λ is countable subset of R with no accumulation point (see Remark 3.3). If i 0 = ν(z), then z i0 = 0 and ν(z i ) = 0 for all i < i 0 . Then σ(z) = i σ(z i ), for all i σ(z i ) is homogeneous of degree i and σ(z i ) = 0 if and only if z i = 0. This proves that i 0 = ν(σ(z)). Proof. Let z be a root of P (Z) in V ν . Let σ be a K ν -automorphism of K ν . Then ν(σ(z)) = ν(z) by Lemma 4.7. The finite product of the distinct linear forms Z − σ(z) obtained in this way is a monic polynomial with coefficients in K ν and divides P (Z). Since P (Z) is irreducible, both polynomials are equal. This proves that all the roots of P (Z) have same valuation, hence the Newton polygon of P (Z) has only one edge. The cases V alg ν and V fg ν are deduced from Lemma 4.6. Example 4.9. Let P (Z) := Z 3 + 3x 1 x 2 Z − 2x
. We see that P (Z) has a root of order 2 and two roots of order 1 in V fg ord . By Corollary 4.8, P (Z) has at least one root in V alg ord of order 2. Let √ 1 + U := 1 + i≥1 a i U i , a i ∈ Q for all i, the formal powers series whose square is equal to 1 + U , and let
for all i, the formal power series whose cube is equal to 1 + U . Then the roots of P (Z) are
with (a, b) = (1, 1), (j, j 2 ) or (j 2 , j) and p = x 1 x 2 and q = x 4 1 . But
where ε = 1 or −1 and ord(η) > 1. Both order 1 roots of P (Z) have initial term of the form α √ x 1 x 2 where α ∈ C * . Thus P (Z) has only one root in V alg ord and even in K fg ord . Let z be the only root of
be an irreducible polynomial having its roots in k x 1 e 1 , ..., x 1 e n for some positive integer e. Then the Newton polyhedron of P (Z) is the convex hull of the cone of N n+1 centered in (0, ..., 0, d) and generated by the convex hull of the Newton polyhedra of a d (x) in N n .
n ] for any i, the x 1 e i being homogeneous elements with respect to ν α . Let G ≃ (Z/eZ) n be the Galois group of the extension
. This being true for any α ∈ N n , the result follows from Corollary 4.8.
We finish this section by giving two results relating the roots of a polynomial P (Z) to the roots of polynomials approximating P (Z). First of all, let us consider one polynomial P (Z) where A is integral domain and let ν be a valuation on A. We will write ν(P (Z)) ≥ c if and only if ν(a) ≥ c for any coefficient a of P (Z). The following proposition is the analogue of Proposition 2.6 of [To] :
be a monic polynomial of degree d with no multiple factor. Let us write P (Z) = P 1 (Z)...P r (Z) where
The result is still valid if we replace
Proof. Since P (Z) has no multiple factor and since char(k) = 0, we have z i = z j for all i = j. Let us set r :
Thus there exists at least one i such that ν(z
there is only one i such that
by Lemma 4.7. Let σ 1 (z),..., σ e (z) be the conjugates of z over
is a conjugate of z thus there exists j such that σ(z) = σ j (z). But we have
and since there is only one root of Q(Z) whose difference with σ j (z) has valuation greater than
The proof for V ν is the same and the case V alg ν is proven with the help of Lemma 4.6.
Remark 4.12. Let us remark that ν(
Remark 4.13. This result is not true if P (Z) has multiple factors. For example, let ν be a divisorial valuation and let us consider P (Z) = Z 2 and let Q(Z) = X 2 + a where ν(a) = 2k + 1 and k ∈ N. Since ν(a) is odd and since the value group of ν is Z, then it is not a square in V ν and Q(Z) is irreducible but P is not irreducible.
Proposition 4.14. Let ν be an Abhyankar valuation and let 
Proof. The proof of this proposition is based on the proof of Theorem 4.2. So let us use the notations of that proof. Let us write
Let us assume that ν(b
) and the factorization R(Z) = S 1 (Z)S 2 (Z) lifts to a factorization R(Z) = R 1 (Z)R 2 (Z) of R(Z) as the product of two monic polynomials as in the proof of Theorem 4.2.
Lemma 4.15. In the previous situation there exist two constants a > 0, b ≥ 0 depending only on S 1 (Z) and S 2 (Z) such that for any c > max{b,
Proof of Lemma 4.15. Let us denote by r i,k the coefficient of Z k of the polynomial R i (Z), for i = 1, 2 and 0 ≤ k ≤ deg Z (R i (Z)), and let us denote by r the vector whose coordinates are the r i,k 's . The coefficient of
and depend themselves on the coefficients of S(Z). By Theorem 1.2 [M-B] , there exist a > 0, b ≥ 0 such that
Let us denote by R ′ i (Z) the polynomial whose coefficients are the r
Since the roots of S 1 (Z) and S 2 (Z) are different, and since
This proves the lemma. Here we remark that, the constants a, b, ν(γ) depend only P (Z). Thus the result is proven by induction on the degree of P (Z) (since deg (S i (Z)) < deg (P (Z)) for i = 1, 2) and using Proposition 3.25 and Remark 3.17.
Monomial valuation case: growth of the denominators
We will first construct a subring of V fg ν containing V alg ν when ν is a monomial valuation.
Definition 5.1. Let α ∈ R n >0 and let δ be a (α)-homogeneous polynomial of degree d. We denote
With this notation we say that i −→ ai + b is a bounding function for i∈Λ a i δ m(i) .
By Lemma 3.10 we have k x ⊂ V α,δ ⊂ V fg να , by identifying a formal power series
We extend in an obvious way the addition and multiplication of k x to V α,δ : this defines a k-algebra structure over V α,δ . We can see easily that if i −→ ai + b is a bounding function of A and B ∈ V α,δ then it is also a bounding function of A + B and AB.
Definition 5.2. Let A := i∈Λ a i δ m(i) ∈ V α,δ , A = 0. Let i 0 be the least element of Λ such that a i0 = 0. We say that ai 0 δ m(i 0 ) is the initial term of A with respect to ν α or its (α)-initial term. We denote it by in α (A).
Lemma 5.3. Let δ and δ ′ be two (α)-homogeneous polynomials. We have the following properties:
i) The ((α)-homogeneous) irreducible divisors of δ divide δ ′ if and only if V α,δ ′ ⊂ V α,δ . We denote by V α the inductive limit of the V α,δ .
ii) The valuation ν α is well defined over V α,δ and extends to V α . Its valuation ring is exactly V α : V α is a finitely generated valuation ring. If A ∈ V α,δ and B ∈ V α,δ ′ satisfy ν α (B) ≥ ν α (A), by denoting by
Proof. It is clear that if the irreducible divisors of
δ(x) m(0) the first non-zero term in the expansion of A, we can check easily that B A ∈ V a,δδ ′ a0 . This proves ii).
Definition 5.4. For any α ∈ R n >0 we denote by K α the fraction field of V α and
the limit being taken over all subsets {γ 1 , ...., γ s } of (integral) homogeneous elements with respect to ν. If γ 1 ,..., γ s are homogeneous elements with respect to ν α we denote by V α,δ [ γ 1 , ..., γ s ] the ring of elements k A k γ k where the sum is finite,
Then we show the following version of the Implicit Function Theorem inspired by Lemma 1.2 [Ga] (see also Lemma 2.2. [To] ):
Proof. Set Z = u + T . We are looking for a solution t of equation
takes values in a sub-group Γ of R. Let us denote by V the valuation ring associated to ν α and let us denote by V its completion. Let V fg be the subring of V of all elements of V whose ν α -support is included in a finitely generated semigroup. Then V fg is a Henselian local ring by Lemma 4.1. Let us denote T = δ δ m Y . Thus we are looking for solving the following equation:
where
fg is invertible and its initial term is equal to 1, and
. By Hensel Lemma this equation has a unique solution y ∈ V fg such that ν α (y) > 0. Let Λ be a finitely generated sub-semigroup of R ≥0 containing the ν α -support of y, A, B and the coefficients of R(Y ). Since Λ is countable we may write Λ = {i 1 , i 2 , i 3 , ...} with i k < i k+1 for any k ∈ N. We may write y = ∞ k=1 y i k is homogeneous of degree i k ∈ Λ with respect to ν α such that i k+1 > i k for all k ≥ 1. For any f ∈ V fg let us denote by in α (f ) its initial term. We may construct this solution y by induction: necessarily we have y i1 = −in α (A) since in(B) = 1, and y i l+1 = −in α S l k=1 y i k for all l ≥ 1. Thus we see that
Let us write a k := l∈Λ a k,l where a k,l is homogeneous of degree l with respect to ν α .
For any i ∈ Λ let v i be a new variable and set v := i∈Λ v i . We extend the valuation ν α to V fg [v i , ..., v i , ...] by setting ν α (v i ) := i for any i ∈ Λ. We may write formally
is the homogeneous term of degree i with respect to ν α . Let λ := 2ν α (P ′ (u)) and let i ∈ Λ; we have
where Q i (v) is a polynomial with integer coefficients and variables a k,l (l ≤ λ + i) and v j (j < i). Evaluating in y, we have P λ+i (y) = 0, hence
δ . Let Q be a monomial of Q i (v) and let r be a real number such that r > λ deg (P )−1 . We may write Q = R j0 j=1 v kj where R does not depend on v k for any k ≥ r and k j0 < i. Let i −→ ai + b be a common bounding function for the a k and j<r y j seen as elements of V α,δ δ [ γ 1 , ..., γ s ]. We may do the change of variables Z ′ := Z − in α (u) and multiply P (Z ′ )
by a large power of δ δ in order to assume that m(0) ≤ 0, thus by choosing a large enough we may assume b = 0. The denominator of R may be written as (δ δ)
j=1 kj ) (since Q is quasi-homogeneous of total weight i + λ if v j has weight j and a k,l has weight l). Let β ≤ 0 and let α ≥ a such that
Such a couple (α, β) exists since r > 
the first inequality coming from y i = δ m Qi(y) δ , the second one coming from the induction hypothesis, the third one coming from deg (P ) ≥ j 0 , the fourth one coming from i+λ ≥ j0 1 k j and α ≥ a, and the last one from −β ≥ λα deg (P ) − 1 .
Finally we see that m(i) ≤ αi + β. This proves the proposition.
We can deduce the following theorem:
Theorem 5.6. Let k be a field of characteristic zero. Let α ∈ R n >0 and let us set N = dim Q (Qα 1 +· · ·+Qα n ). Let P (Z) ∈ V α [ γ 1 , ..., γ s ][Z] be a monic polynomial where γ 1 ,..., γ s are homogeneous elements with respect to ν α . Then there exist integral homogeneous elements with respect to ν α , denoted by γ
Proof. First we may assume that
is an integral homogeneous with respect to ν α (by Theorem 4.2). Since P (Z) is irreducible, then
be a truncation of z at a high order in such way that
and such that ν α (P ( z)) − ν α (P ′ ( z)) is strictly greater than ν α (z − z ′ ) for any other root z ′ of P (Z). Then we apply Proposition 5.5, and we get a root
να is a root of the polynomial a
which is a distinguished polynomial. Hence a 0 z ∈ V α by Theorem 5.6 and z ∈ K α .
Example 5.8. Let us assume that Disc Z (P (Z)) is normal crossing after a formal change of coordinates and let us assume that k is algebraically closed. This means that there exist power series x i (y) ∈ (y)k y (y = (y 1 , ..., y n )), for 1 ≤ i ≤ n, such that the morphism of k-algebras ϕ : k x −→ k y defined by ϕ(f (x)) = f (x 1 (y), ...x n (y)) is an isomorphism, and such that ϕ(Disc Z (P (Z)))k y = y [KV] , [PR] ), the roots of P (Z) can be written as t k = β∈N n t k,β w β , for 1 ≤ k ≤ d, where w = (y 1/e 1 , ..., y 1/e m , y m+1 , ..., y n ) for some integer e ∈ N. Let us denote by f i (x), 1 ≤ i ≤ n, the power series satisfying ϕ(f i (x)) = y i . Let α ∈ N n and let us denote f i (x) = l i,α (x) + ε i,α (x) where l i,α (x) is (α)-homogeneous and ν α (ε i (x)) ≥ ν α (l i,α (x)) for any i. Thus we have for 1 ≤ i ≤ m:
We remark that Disc
e be a root of Z e − m p=1 l p,α (x) (in particular it is an integral homogeneous element with respect to ν α ), and set δ := m p=1 l p,α (x) ep . Here δ divides the initial term of the discriminant of P (Z). We have the following three cases: i) If ϕ is a linear change of coordinates (i.e. α = (1, ..., 1) and ε i,α = 0 ∀i), then the roots of P (Z) are in k x [γ]. ii) If ϕ is a quasi-linear change of variables (i.e. α ∈ N n and ε i,α = 0 ∀i), then the roots of P (Z) are in k x [γ]. iii) If (at least) one of the ε i,α is not zero, then the roots of
Example 5.9. Let P (Z) = Z 2 + 2aZ + b. Let δ denote the (α)-initial term of the discriminant of P (Z), i.e. the (α)-initial term of a 2 − b. Then the roots of P (Z) are of the form
where γ is a root square of δ. Here δ divides the initial term of the discriminant of P (Z). 2 . The roots of P are
with (a, b) = (1, 1), (j, j 2 ) or (j 2 , j). But we have 
Approximation of monomial valuations by divisorial monomial valuations
In several cases, it will be easier to work with a monomial valuation ν α which is divisorial, i.e. such that dim Q (Qα 1 + · · · + Qα n ) = 1. In order to extend some results which are proven for divisorial monomial valuations to general monomial valuations, we will approximate monomial valuations by divisorial monomial valuations. The aim of this section is to explain how this can be done.
Definition 6.1. Let α ∈ R n >0 . Let l α : Q n −→ R be the Q-linear morphism defined by l α (q 1 , ..., q n ) := i α i q i . We denote by Rel α the kernel of this morphism. For any ε > 0 and q ∈ N, we define the following set:
Example 6.2. If n = 4, and
′ of the form (n 1 , n 2 , 13n 1 + n 2 , n 1 + 757n 2 ), where n 1 , n 2 ∈ N >0 , will satisfy Rel α ⊂ Rel α ′ .
Remark 6.3. Since Q is dense in R, for any α ∈ R n >0 and any ε > 0 there always exists q ∈ N such that Rel(α, q, ε) = ∅. Moreover if α ∈ N n then Rel(α, q, ε) = {qα} if 0 < ε < 1 q max{αi} . Indeed in this case the only α ′ ∈ N n satisfying max
Lemma 6.4. Let α, α ′ ∈ R n >0 . Then Rel α ⊂ Rel α ′ if and only if every (α)-homogeneous polynomial is a (α ′ )-homogeneous polynomial. Moreover if α ′ ∈ Rel(α, q, ε) and if a(x) is a (α)-homogeneous polynomial then
Proof. Let us assume that Rel α ⊂ Rel α ′ and let a(x) be a (α)-homogeneous polynomial. This means that for any p, q ∈ N n >0 , if x p and x q are two non zero monomials of a(x), then
On the other hand let us assume that every (α)-homogeneous polynomial is a (α ′ )-homogeneous polynomial. Let r ∈ Rel α . We can write r = p − q where p, q ∈ Q n >0 . By multiplying r by a positive integer m, we may assume that mp, mq ∈ N n >0 . By assumption on r, the polynomial
This proves both inequalities.
Example 6.5. Let α ∈ N n and α ′ ∈ R n >0 . Then Rel α ⊂ Rel α ′ if and only if there exists λ ∈ R such that α ′ = λα.
δ(x) m(i) . For any ε > 0 small enough there exists s(ε) ∈ N such that for any q ∈ N, any α ′ ∈ Rel(α, q, ε) and any s ≥ s(ε):
and all i ∈ Λ, i > 0. Thus for s large enough
Moreover if s ≥ b, we obtain the result, by Equation (5).
Lemma 6.7. Let α ∈ R n >0 and let A ∈ V α . Let us write
where Λ is a finitely generated sub-semigroup of R >0 and m(i) is bounded by an affine function. Then there exists ε A > 0 such that for all 0 < ε ≤ ε A , for all q ∈ N, for all
Moreover if A ∈ V α is not invertible, i.e. ν α (A) > 0, then we may even choose ε A > 0 such that for all 0 ≤ ε ≤ ε A , for all q ∈ N, for all α ′ ∈ Rel(α, q, ε),
Proof. Let a, b ≥ 0 such that m(i) ≤ ai + b for any i ∈ Λ. By Lemma 6.4, we have
Let ε A be a positive real number such that ε A < 1 1+2aνα(δ(x)) and set η := 1 − ε A (1 + 2aν α (δ(x))). Then for any 0 ≥ ε ≥ ε A , any q ∈ N and any α ′ ∈ Rel(α, q, ε) we have
This proves that
This proves the second assertion.
Corollary 6.8. Let A ∈ V α be a non-invertible element, A = i∈Λ a i (x) δ(x) m(i) . There exists ε A > 0 such that for any 0 ≤ ε ≤ ε A , for any q ∈ N and any α ′ ∈ Rel(α, q, ε),
Proof. The first assertion is Lemma 6.7. If A is not irreducible in V α , then A = A 1 A 2 in V α and A 1 and A 2 are not invertible. By Lemma 6.7, there exists ε A > 0 such that for any 0 ≤ ε ≤ ε A , for any q ∈ N and any α ′ ∈ Rel(α, q, ε), A, A 1 and A 2 are non invertible elements of V α ′ . Thus A is not irreducible in V α ′ .
When the components of α are Q-linearly independent Theorem 5.6 gives the main result of [McD] using Lemma 6.6: Theorem 6.9. [McD] Let k be a field of characteristic zero and α ∈ R n >0 such that
where the first union runs over all rational strictly convex cones σ such that α, τ > 0 for any τ ∈ σ, τ = 0. Moreover we have:
where the first union runs over all rational strictly convex cones σ such that α, τ > 0 for any τ ∈ σ, τ = 0, and the second union runs over all the fields k ′ finite over k.
Proof. The only (α)-homogeneous polynomials are the monomials. Let β ∈ N n and A be an element of V α,x β : A = i∈Λ
x m(i)β where Λ is a finitely generated sub-semigroup of R ≥0 . By Lemma 6.6, we see that the monomial map defined by x j −→ x j x sα ′ j β maps A onto an element of k x for α ′ ∈ Rel(α, q, ε), ε > 0 small enough and s large enough. Such a monomial map is induced by a linear map on the set of monomials and its matrix is
and let χ(t) be the characteristic polynomial of M 2 . Then χ(1) = det(M 1 ). If χ(1) = 0, then the vector β := (β 1 , ..., β n ) is an eigenvector of M 2 with eigenvalue 1 since the image of M 2 is generated by β. Thus −s( 
) is a rational strictly convex cone. Moreover, since A ∈ V α,δ , we have α, τ > 0 for any τ ∈ σ, τ = 0. By Corollary 5.7 this proves the first assertion.
By Example 3.15 integral homogeneous elements with respect to ν α are either finite over k, either of the form cx n 1 q 1 ...x nn q n for some integers n 1 ,..., n n ∈ N, q ∈ N >0 such that n j=1 α j n j > 0. Using Theorem 5.6 and since K να = K alg να [γ 1 , ..., γ s ] where the γ i are homogeneous with respect to ν α , we have the second inclusion by replacing σ by the rational strictly convex cone generated by σ and the (n 1 , ..., n n ) corresponding to the homogeneous elements γ 1 ,..., γ s .
We will consider a subring R of k x that is an excellent Henselian local ring with maximal ideal m R such that:
Remark 6.10. If k is a field, the ring of algebraic power series k x is an excellent Henselian local ring satisfying Properties (A), (B) and (C). If k is a valued field, then the field of convergent power series k{x} does also.
Definition 6.11. Let α ∈ R n >0 and let δ be a (α)-homogeneous polynomial. Let
Remark 6.12. Let i∈Λ a i δ m(i) ∈ V R α,δ . Then there exists ε > 0 such that for any q ∈ N and any α ′ ∈ Rel(α, q, ε) there exists s ∈ N such that (by Equation (5)):
Let p be a prime number and k ∈ N >0 such that
which is not possible. Thus we have that t 1 t 2 > 0. If t 1 < 0 and t 2 < 0, we can replace t 1 (resp. t 2 ) by t 1 + k(d α ′ s 2 + 1) (resp. by t 2 + k(d α ′ s 1 + 1)) for some positive integer k large enough. This will allows to assume that t 1 and t 2 are positive integer. Hence
This proves that there exists
Thus A + B ∈ V R α,δ and AB ∈ V R α,δ . This proves that V R α,δ is a ring. Thus V R α is also a ring and it is straightforward to check that it is a valuation ring.
Example 6.13. If α ∈ N n and R = C{x} is the ring of convergent power series over C, we claim that
First of all any element of V α is of the form = i for all i ∈ N. In this case
Then we have (with s = a in Lemma 6.6):
Thus f ∈ C{x} if and only if this power series is convergent on a neighborhood of the origin. This neighborhood may be chosen of the form:
For any z ∈ B α (0, r) set t αj j = z j for j = 1, ..., n and b i (t) = a i (z) for any i ∈ N. Then f is convergent on B α (0, r) if and only i∈N b i (t) is convergent on B(0, r) := {t ∈ C n / |t j | ≤ r, j = 1, ..., n}. But this series is convergent if and only if there exist c ≥ 0 and ρ < 1 such that |b i (t)| ≤ cρ i for all i ∈ N and all t ∈ B(0, r). Since b i (t) is a homogeneous polynomial of degree ν α (a i ) = (ad + 1)i + ad where d := ν α (δ), we have
we see that f is convergent if and only if there exist C ≥ 0 and R > 0 such that
In this case we have
This proves the claim.
We have the following analogue of Theorem 5.6 in the Henselian case:
Theorem 6.14. Let k be a field of characteristic zero and let R be a subring of k x that is an excellent Henselian local ring satisfying Properties (A), (B) and (C). Let α ∈ R n >0 and let us set 
′ ∈ Rel(α, q, ε) and s satisfying Lemma 6.6. Let us denote by ϕ the following ring morphism defined on V α,δ :
We have the following lemma:
Lemma 6.15. Let γ ′ i be a homogeneous element with respect to ν α , 1 ≤ i ≤ N . Then there exist homogeneous element γ ′′ i with respect to ν α ′ , 1 ≤ i ≤ N , such that, for any finite number of elements A i1,...,iN ∈ V α,δ ,
Proof of Lemma 6.15. Let us assume that γ ′ i is a homogeneous element of degree e i with respect to ν α . Let 
By Lemma 6.15, Remark 6.12 and Property (C), (6) of Remark 6.12 and Property (C), we may even assume that δ
. Let us write
are new variables. Solving P (Z) = 0 is equivalent to solve a finite system (S) of polynomial equations in the variables Z i1,...,ir with coefficients in R, just by replacing Z by i 's by smaller ones using the division by the Q i (Z i )'s. By Artin approximation theorem (cf. [Po] , [Sp2] ), the set of solutions of (S) in R is dense in the set of solutions in k x , but since P (Z) = 0 has a finite number of solutions, then (S) has a finite number of solutions and they are in R. Thus z
A generalization of Abhyankar-Jung Theorem
Definition 7.1. Let α ∈ N n and let θ ∈ C[x] be a (α)-homogeneous polynomial. Let a > 0, C > 0 and η > 0. Set :
where ||.|| α is defined in Example 6.13 and d α is defined as follows: for any x, y ∈ C n let us denote by x
i ) a complex α i -th root of x i (resp. y i ) and let U i be the set of α i -roots of unity. Then we define d α (x, y) := max
Then D θ,C,a,η is the complement of a hornshaped neighborhood of {θ = 0} as we can see on the following picture (here α = (1, ..., 1)):
Then there exists a > 0 and C > 0 such that A is analytic on D θ,C,a,η for any η > 0.
by Theorem 6.14, Example 6.13 and Inequality (7) of Example 6.13. On the other hand we claim that there exists a constant C ′ > 0 such that
Indeed if we embed C{x} in C{y} by sending x i onto y αi i , we have θ(x) = θ(y α1 1 , ..., y αn n ) = τ (y 1 , ..., y n ) and τ is a homogeneous polynomial of degree d = ν α (θ). After a linear change of coordinates, we may assume that τ is a monic polynomial in y n of degree d multiplied by a constant. Then, for all y 1 , ..., y n ∈ C n , we have
where ϕ i is a homogeneous function which is locally analytic outside the discriminant locus of τ , for some constant C ′ . Thus
.., y n−1 )) ∈ τ −1 (0) for any i. This proves (9).
Hence we have
Let i −→ ai + b be a bounding function for A. Then if ε < K ad C ′a , A defines an analytic function on the domain C K,ε . Thus A defines an analytic function on the domain D θ,C ′a ,ad,η for any η > 0.
This following proposition has been proven by Tougeron in the case α = (1, ..., 1) (see Proposition 2.8 [To] ): Proposition 7.3. Let α ∈ N n and let P (Z) ∈ C{x}[Z] be a monic polynomial whose discriminant is equal to δu where δ ∈ C[x] is (α)-homogeneous and u ∈ C{x} is invertible. If P (Z) = P 1 (Z)...P r (Z) where
Proof. Let Q(Z) be an irreducible factor of P (Z) in V α [Z] . From Theorem 5.6, there exists θ ∈ C[x] a (α)-homogeneous polynomial such that the coefficients of Q(Z) are in V να,θ . Let A := i∈Λ ai θ m(i) be such a coefficient where Λ is a finitely generated sub-semigroup of R ≥0 . Since V να,θ ⊂ V να,θδ , we may assume that δ divides θ, thus ∆ −1 (0)∩B(0, ε) ⊂ θ −1 (0)∩B(0, ε) for ε > 0 small enough (B(0, ε) is the open ball centered in 0 and of radius ε). Let η > 0 small enough such that
and the roots are locally analytic on the domain D θ,η := B(0, η)\θ −1 (0) ⊂ B(0, η)\∆ −1 (0). Since A is a polynomial depending on the roots of P (Z), then it is locally analytic on D θ,η . On the other hand, by Lemma 7.2 A defines an analytic function on the domain D θ,C ′a ,a,η . Thus by Lemma 7.4 A is global analytic on D θ,η . Since the roots of P (Z) are bounded near the origin, A is bounded near the origin, thus A extends to an analytic function near the origin. This proves that A is analytic on a neighborhood of the origin and Q(Z) ∈ C{x}[Z]. (ϕ 1 (t) , ..., ϕ n (t)) and let us define Φ :
where S := {z ∈ C / |z| ≤ 1, ℜ(z) > 0}. Then we have δ(Φ(t, s)) = s να(δ) δ(ϕ(t)) = 0 for any (t, s) ∈ [0, 1] × S since Im(ϕ) ⊂ D θ,η and s = 0. Thus the image of Φ is included in D θ,η . Moreover, for any t ∈ [0, 1], let Φ t : S −→ D θ,η be the function defined by Φ t (s) := Φ(t, s). Its image is simply connected since S is simply connected and Φ t is analytic. Thus A•Φ t , which is locally analytic, extends to an analytic function on S by the Monodromy Theorem. Let us denote by h the holomorphic function on S defined by h(s) :
For any s ∈ S and any t ∈ [0, 1] we have
Let us set
Thus for any s belonging to the domain S ∩ {|s| < K a C}, we have ϕ(t, s) ∈ D θ,C,a,η . Since
Since h is holomorphic on the connected domain S, then h ≡ 0 on S. This contradicts the assumption. Hence A is global analytic on D θ,η .
Then we can extend Proposition 7.3 to the formal setting over any field of characteristic zero:
Theorem 7.5. Let k be a field of characteristic zero and α ∈ R n >0 . Let P (Z) ∈ F n [Z] be a monic polynomial whose discriminant is equal to δu where δ ∈ k[x] is (α)-homogeneous and u ∈ F n is a unit. If P (Z) factors as P (Z) = P 1 (Z)...P s (Z) where
Proof. Let us prove this theorem when P (Z) ∈ C{x} [Z] . If α ∈ N n , this is exactly Proposition 7.3. If α / ∈ N n , then by Lemma 6.7, any decomposition
′ ∈ Rel(α, q, ε) for ε small enough. Then we conclude with Proposition 7.3. Now let us consider the general case. Let
is defined over a field extension of Q generated by countably many elements and since such a field extension embeds in C, we may assume that C is a field extension of k and P (Z) ∈ C x . The discriminant of P (Z) is a polynomial depending on a 0 (x),..., a d−1 (x) that we denote by
Then R(a 0 (x), ..., a d−1 (x), u(x)) = 0. On the other hand, saying that P (Z) factors as P = P 1 ...P s is equivalent to
and the b j 's are the coefficients of the P k (Z)'s). By Artin Approximation Theorem [Art] , for any integer c > 0, there exists convergent power series a 0,c (x),...,
because of Equation (11), and
for all i for c large enough (let us say for c ≥ c 0 ). Moreover we can remark that ν α (a) ≥ min i {α i }ord(a) for any a ∈ F n , thus ν α (a k,c (x) − a k (x)) increases linearly with c. Let c ≥ c 0 and let us assume that
, and by Proposition 7.7 P i,(c)1 (Z),
where L is a subfield of C which is finite over k. Thus L = k[γ] by the Primitive Element Theorem where γ is a homogeneous element of degree 0 with respect to ν α by Example 3.16. But we have
) increases linearly with c.
Remark 7.6. Let P (Z) ∈ F n [Z] be a monic irreducible polynomial whose discriminant is equal to δu where δ ∈ k[x] is (α)-homogeneous and u ∈ F n is a unit. Let L be a normal closure of Kn[Z] (P (Z)) in K alg να . For any Galois field extension k 1 −→ k 2 let us denote by Gal(k 2 /k 1 ) its Galois group. Then, by Theorem 6 [McC] 
Moreover this isomorphism is defined as follows:
On the other hand L.K alg να is isomorphic to K alg να [γ 1 , ..., γ N ] for some integral homogeneous elements γ 1 ,..., γ N with respect to ν α . We claim that 
is a normal field extension, thus a Galois field extension since char(k) = 0. Thus, still by Theorem 6 [McC] , we have
and these isomorphisms are defined in a similar way as the one from Gal(
n (we can always assume this by Lemma 6.4), then N may be chosen equal to 1 by Proposition 3.25, and we see that
(Q(Z)) where Q(Z) is the minimal polynomial of γ over K n . Thus the Galois group of P (Z) is isomorphic to the Galois group of one weighted homogeneous polynomial and this isomorphism is described as above.
The following proposition is a particular case of a result of S. Cutkosky and O. Kashcheyeva [CK] (see also Proposition 1 [AM] ):
Proposition 7.7. Let k −→ k ′ be a field extension. Let f ∈ k ′ x be algebraic over k x and let L be the field extension of k generated by all the coefficients of f . Then k −→ L is a finite field extension.
.., γ n ] for some homogeneous element γ 1 ,..., γ n with respect to α. By Example 3.13 these homogeneous elements can be written as γ i = c i x βi where c i is algebraic over k and β i ∈ Q n for 1 ≤ i ≤ n. By expanding f either as a formal power series of k
, and by identifying the homogeneous terms of same valuation (which are monomials by Example 3.13), we obtain a countable number of relations as follows
where b(x) (corresponding to the b i (x)) and a n1,...,ns (x) (corresponding to the a i (x)) are monomials,
, m ∈ N, and the sum is finite. By dividing this equality by x β for β well chosen, we see that the coefficient of
We can strengthen Theorem 7.5 as follows:
Theorem 7.8. Let α ∈ R n >0 and let P (Z) ∈ k x [Z] be a monic polynomial such that its discriminant ∆ = δu where δ ∈ k[x] is (α)-homogeneous and u ∈ k x is a unit. Let us set N := dim Q (Qα 1 + · · · + Qα n ). Then there exist γ 1 ,..., γ N integral homogeneous elements with respect to ν α and a (α)-homogeneous polynomial c(x) ∈ k[x] such that the roots of P (Z) are in
, then the discriminant of Q(Z) divides the discriminant of P (Z). Thus we may assume that P (Z) is irreducible. We will consider three cases: first the case where the coefficients of P (Z) are complex analytic with α ∈ N n , then with α ∈ R n >0 , and finally the general case.
• Let us assume that α ∈ N n and that P (Z) ∈ C{x} [Z] . By Theorem 5.6 the roots of P (Z) are of the form i1,...,is
where γ 1 ,..., γ s are integral homogeneous elements with respect to ν α and A i1,...,is ∈ K C{x} α for any i 1 ,..., i s . We may even choose s = 1 by Proposition 3.25, but we treat here the general case s ≥ 1 that will be used in the sequel.
For 1 ≤ i ≤ s, let q i be the degree of the minimal polynomial of γ i over K n [γ i , ..., γ i−1 ], and for 1 ≤ i ≤ s, let γ i,1 ,..., γ i,qi be the conjugates of γ i = γ i,1 over K n [γ 1 , ..., γ i−1 ]. Thus, by Proposition 7.3 and Remark 7.6, the roots of P (Z) are of the form
is s,js ≥ 0 for any i 1 ,..., i s , and 1 ≤ j i ≤ q i for any i. Let us assume that P (Z) factors into a product of monic irreducible polynomials as P (Z) = 
. If the roots of P 1 (Z) satisfy the theorem, then we see that the roots of the other P j (Z)'s will also satisfy the theorem since they are conjugates of the roots of
. Thus it is enough to prove the result for the roots of P 1 (Z). We have 
where the R i,j 's are polynomials with coefficients in Q and R i,j (γ s,1 , ..., γ s,qs ) is homogeneous with respect to ν α . By multiplying c and R i,1 (γ s,1 , ..., γ s,qs )z 1 + · · · + R i,s (γ s,1 , ..., γ s,qs )z s by the conjugates of c over k [x] we may assume that c = c(x) ∈ k[x] is a (α)-homogeneous polynomial. The z i 's and the γ s,j 's are locally analytic on D θ,η := B(0, η)\θ −1 (0) and bounded near the origin, where {θ = 0} contains the discriminant locus of P (Z) and of the minimal polynomials of the γ i 's and η is small enough. Thus c(x)B i is locally analytic on D θ,η for 1 ≤ i ≤ q s and is bounded near the origin. Moreover c(x)B i is algebraic over F n since the g s,j 's and the z k 's are algebraic over F n . By induction on s (we replace z 1 ,..., z qs by c(x)B 0 ,..., c(x)B qs−1 ) we see that there exists a (α)-homogeneous polynomial c(x) such that c(x)A i is locally analytic on D θ,η and bounded near the origin for any i :
and it is bounded near the origin, we see that c(x)A i ∈ V C{x} α . Thus it is analytic on D θ,C,a,η for C, a and η well chosen (see Lemma 7.2). Hence by Lemma 7.4 it is analytic on D θ,η and since it is bounded near the origin, c(x)A i ∈ C{x} for any i.
• Now let us consider any α ∈ R n >0 . Then the roots of P (Z) are in V α [ γ 1 , ..., γ s ] for some integral homogeneous elements with respect to ν α denoted by γ 1 ,..., γ s . Let us denote these roots by z 1 ,..., z d . For any α ′ ∈ N n such that Rel α ⊂ Rel α ′ , γ 1 ,..., γ s are integral homogeneous elements with respect to ν α ′ . Thus, for any ε > 0 small enough (say ε < ε 0 ), for any q ∈ N and any α ′ ∈ Rel(α, q, ε), z 1 ,...,
by Proposition 6.7. Moreover, by the previous case, we see that
Moreover we see that that c α (x) may be chosen as being the product of the determinants of Vandermonde matrices as M depending only on γ 1 ,..., γ s , thus c α ′ (x) does not depend on α ′ . Let us denote c(
is a (α)-homogeneous polynomial. This proves the result.
• Now let us consider the general case, α ∈ R n >0 and P (Z) ∈ k x [Z] where k is a field of characteristic zero. Let us write
Exactly as in the proof of Theorem 7.5 we may assume that C is a field extension of k and P (Z) ∈ C x . Let us use the notation of Theorem 7.5. Let
where D is the universal discriminant of a monic polynomial of degree d. Then
By Artin Approximation Theorem [Art] , for any integer c > 0, there exist convergent power series a 0,c (x),...,
is irreducible for c large enough (say c ≥ c 0 ). Moreover the discriminant of P (c) (Z) is of the form δ(x)u (c) where u (c) is a unit in C{x} if c ≥ 1 by Equation (10). By the previous case, the roots of P (c) (Z) are in (x)A i1,. ..,iN ∈ C x is algebraic over k x , thus c(x)A i1,...,iN ∈ k ′ x where k −→ k ′ is finite by Proposition 7.7. Thus the roots of P (Z) are in
In the case the α i 's are linearly independent over Q, we can choose c(x) = 1. This is exactly the Abhyankar-Jung Theorem:
Corollary 7.9 (Abhyankar-Jung Theorem). Let P (Z) ∈ F n (Z) be a monic polynomial whose discriminant has the form x β u(x) where β ∈ N n and u(0) = 0. Then there exists an integer q ∈ N and a finite field extension k −→ k ′ such that the roots of P (Z) are in
Proof. By the previous theorem, where α ∈ R n >0 satisfies dim Q (Qα 1 + · · · + Qα n ) = n, the roots of P (Z) are in n for some β ∈ N n , q ∈ N and k −→ k ′ a finite field extension. Since the discriminant of any monic factor of P (Z) in k ′ x 1 , ..., x n [Z] divides the discriminant of P (Z), we may assume that P (Z) is irreducible in k ′ x 1 , ..., x n [Z], thus we assume that k ′ = k. Let z be a root of P (Z) and let us denote by NP(z) its Newton polyhedron. Then NP(z) ⊂ −γ + R n ≥0 and α, γ ′ ≥ 0 for any γ ′ ∈ NP(z). Let us assume that NP(z) ⊂ R n ≥0 . This means that there exists γ ′ ∈ NP(z) such that one its coordinates, let us say γ ′ n , is negative. For any t ∈ [1, +∞[ let us set: α t := (α 1 , ..., α n−1 , tα n ), L t := {y ∈ R n / α t , y = 0}, H t := {y ∈ R n / α t , y ≥ 0}.
Then NP(z) ⊂ H 1 and NP(z) ⊂ H t for t large enough. Thus there exists t 0 ∈ [1, +∞[ such that NP(z) ⊂ H t0 and NP(z) ∩ L t0 = {0}. Let us write z = i≥0 z i where z i is a (α t0 )-homogeneous rational fraction with ν αt 0 (z i ) = i for any i. By assumption z 0 / ∈ k. Let ξ = (ξ 1 , ..., ξ n ) be a vector of q-th roots of unity and let us denote by z ξ the element z(ξ 1 x 1 , ..., ξ n x n ). Then the roots of P (Z) are the z ξ . In particular the constant coefficient a(x) of P (Z) is a product of some of these z ξ (not all of them since it may happen that z ξ = z ξ ′ for ξ = ξ ′ ): a(x) = ξ∈I z ξ where I is finite set. We have z ξ = i z ξ,i where z ξ,i = z i (ξ 1 x 1 , ..., ξ n x n ). If we write a(x) = i a i (x) where a i (x) is a (α t0 )-homogeneous polynomial, we have a 0 (x) = ξ∈I z ξ,0 . Thus the Newton polyhedron of a(x) (i.e. the convex hull of the exponents of non-zero monomials of a(x)) is the Minkowski sum of the Newton polyhedra of the z ξ,0 's when ξ ∈ I (see [Kh] for instance). Thus the Newton polyhedron of a(x) is k times the Newton polyhedron of z 0 , where k is the cardinal of I, since the Newton polyhedra of the z 0,ξ 's are equal. Thus the Newton polyhedron of a(x) is not included in R n ≥0 since the Newton polyhedron of z 0 is not in R n ≥0 (since z 0 / ∈ k). This is a contradiction, hence NP(z) ⊂ R n ≥0 .
Let us finish this part by giving few results which are analogue to the fact that if z ∈ C{t 1 k } for some k ∈ N, t being a single variable, then its minimal polynomial over C t is a polynomial with convergent power series: Corollary 7.10. Let P (Z) ∈ F n (Z) be an irreducible monic polynomial such that the discriminant of P (Z) has the form δ(x)u(x), where δ(x) is a (α)-homogeneous polynomial, α ∈ R n >0 , and u(x) ∈ F n is invertible. Let us assume that P (Z) has a root in V R α [ γ 1 , ..., γ s ] where R is an excellent Henselian local ring satisfying Properties (A), (B) and (C) and γ 1 ,..., γ s are homogeneous elements with respect to ν α . Then the coefficients of P (Z) are in R.
Proof. By Theorem 7.5, P (Z) is irreducible in V α [Z] . Let z ∈ V R α [ γ 1 , ..., γ s ] be a root of P (Z) as given in the statement. We can write z = A i1,...,is γ . Hence the coefficients of P (Z) are in V R α ∩ F n = R. Definition 7.11. Let k be a valued field and let σ be a strictly convex rational cone of R n containing R n ≥0 . There exists an invertible n × n matrix M = (m i,j ) 1≤i,j≤n such that M γ ∈ R n ≥0 for any γ ∈ σ. We denote by k{x β , β ∈ σ ∩ Z n } the subring of k x β , β ∈ σ ∩ Z n of power series f (x) such that f (τ (x)) ∈ k{x} where τ is the map defined by ).
By Example 6.13 k{x β , β ∈ σ ∩ Z n } is a subring of V k{x} α,δ for any α such that α, γ > 0 for all γ ∈ σ\{0}.
Let us mention the following theorem proven by A. Gabrielov and J.-Cl. Tougeron using transcendental methods (they use in a crucial way the maximum principle for analytic functions):
Theorem 7.12. [Ga] [To] Let P (Z) ∈ C x [Z] be an irreducible monic polynomial. If one root of P (Z) is in C{x β , β ∈ σ ∩ 1 q Z n } where σ is a strictly convex rational cone and q ∈ N, then P (Z) ∈ C{x} [Z] .
Using what we have done we can prove a particular case of this theorem over any algebraically closed valued field of characteristic zero. First we need the following lemma: Lemma 7.13. Let P (Z) ∈ k x (Z) be an irreducible monic polynomial where k is a characteristic zero algebraically closed valued field. Let α ∈ R n >0 such that dim Q (Qα 1 + · · · + Qα n ) = n and P (Z) is irreducible in V α [Z] . By Theorem 6.9, the roots of P (Z) are in k x β , β ∈ σ ∩ 1 q Z n where σ is a strictly convex rational cone such that α, γ > 0 for any γ ∈ σ, γ = 0, and q ∈ N. If one root of P (Z) is in k{x β , β ∈ σ ∩ 1 q Z n }, then the others roots of P (Z) are in k{x β , β ∈ σ ∩ 1 q Z n } and P (Z) ∈ k{x}[Z].
Proof. Let z ∈ k{x β , β ∈ σ ∩ 1 q Z n } be a root of P (Z). For any ξ = (ξ 1 , ..., ξ n ) vector of q-th roots of unity let us denote by z ξ the element of k{x β , β ∈ σ ∩ 1 , ..., ξ n x 1 q n ). In particular z ξ ∈ k{x β , β ∈ σ ∩ 1 q Z n }. Then for any ξ, z ξ is a root of P (Z). Let I be a subset of U n q , where U q is the group of q-th root of unity, such that z ξ = z ξ ′ for any ξ, ξ ′ ∈ I, ξ = ξ ′ , and ∀ξ ∈ U n q , ∃ξ ′ ∈ I, z ξ ′ = z ξ .
Let us set Q(Z) = ξ∈I (Z − z ξ ). Then Q(Z) is a monic polynomial of V α [Z] whose roots are roots of P (Z). Thus it divides P (Z) in V α [Z] hence, since P (Z) is irreducible, Q(Z) = P (Z).
Thus the other roots of P (Z) are in k{x β , β ∈ σ ∩ 1 q Z n } and P (Z) ∈ k{x}[Z].
Thus we have (14)
Aν(g) + B ≥ ν f g − z or z − f g ν ≥ e −B |g| ν with A = ac − d and B = bc. Then (13) and (14) prove the theorem.
Example 8.2. Let σ := (−1, 1)R ≥0 + (1, 0)R ≥0 ⊂ R 2 . This is a rational strictly convex cone of R 2 . Let f (x 1 , x 2 ) be a power series, f (x 1 , x 2 ) ∈ k x 1 , x 2 . Let us set
Then g ∈ V α for any α ∈ R 2 >0 such that α 2 > α 1 . Moreover
x 2 x 1 i! = (n + 1)!(α 2 − α 1 ) = α 2 − α 1 α 1 (n + 1)ν α (x n! 1 ).
Thus there do not exist constants A and B such that
Hence g(x 1 , x 2 ) is not algebraic over F 2 by Theorem 8.1.
Notations
• F n := k x 1 , ..., x n is the ring of formal power series over k.
• ν α is the monomial valuation defined by ν α (x i ) := α i for any i (cf. Example 2.4).
• V ν is the valuation ring associated to ν.
• V ν is the completion of V ν .
• K n is the fraction field of F n and V ν .
• K ν is the fraction field of V ν .
• Gr ν V ν is the graded ring associated to V ν (cf. Part 3).
• V alg ν is the algebraic closure (or the Henselization) of V ν in V ν (see Lemma 2.9).
• K alg ν is the fraction field of V alg ν .
• V fg ν is the subring of V ν whose elements have ν-support included in a finitely generated sub-semigroup of R >0 (cf. Definition 3.11).
• K fg ν is the fraction field of V fg ν .
• A (α)-homogeneous polynomial is a weighted homogeneous polynomial for the weights α 1 ,..., α n (see Definition 3.18). • V ν is the direct limit of the rings V ν [ γ 1 , ..., γ s ] where the γ i 's are homogeneous elements with respect to ν (cf. Definition 3.24).
• V alg ν is the direct limit of the rings V • V α is the direct limit of the V α,δ 's over all the (α)-homogeneous polynomials δ. It is a valuation ring (cf. Proposition 5.3).
• K α is the fraction field of V α (cf. Definition 5.4).
• K α is the direct limit of the fields K[ γ 1 , ..., γ s ] where the γ i 's are homogeneous elements with respect to ν (cf. Definition 5.4).
• V R α,δ is the subring V α,δ whose elements are in the Henselian ring R after a suitable transform (cf. Definition 6.11).
• V R α is the direct limit of the V R α,δ over all the (α)-homogeneous polynomials δ.
