次世代モバイルインターネットアクセスにおけるトランスポートプロトコルに関する研究 by 関口, 克己
博士論文 
次世代モバイルインターネットアクセスにおける 
トランスポートプロトコルに関する研究 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
平成２１年３月 
公立はこだて未来大学大学院 
システム情報科学研究科 
システム情報科学専攻 
関口 克己 
 
 － i－  
論文要旨 
日本国内における移動通信サービスは，1990 年代に第 2 世代携帯電話システムの展開と
ともに爆発的に普及し，2001 年の第 3 世代携帯電話システムである IMT-2000 のサービス開
始を経て 2007 年には携帯電話契約数が 1 億台を突破した．1999 年，第 2 世代携帯電話シ
ステムのパケット交換方式である PDC-P を基盤に，携帯電話向けの情報提供サービスである
i モードがサービスを開始した．i モードは，移動通信網とアプリケーションサーバー群および
インターネットを相互接続し，携帯電話上で E-Mail，Web ブラウジング等のインターネットアプ
リケーションに加え，Push 型情報配信，リバース課金等，移動通信網独自のサービスの利用
を可能とした．2001 年には，無線帯域幅が下り最大 384kbps に拡大された IMT-2000 のパケ
ット交換において i モードが利用可能となり，携帯電話で利用されるコンテンツの多様化，大
容量化が進展した． 
IMT-2000 では，大容量マルチメディアコンテンツの高信頼・高効率な伝送に対応するた
め，インターネット標準として幅広く利用されている TCP がトランスポートプロトコルとして採用
された．移動通信網に TCP を始めとするインターネット標準技術を取り込むことで，移動通信
網とインターネットの相互接続性の向上，低コストかつ迅速なシステム構築や新サービスの導
入等が可能となった．しかし，移動通信網とインターネットの基盤となる無線回線と固定回線
の伝送特性は大きく異なり，インターネット標準技術をそのまま移動通信網に適用しただけで
は，充分な性能を維持できないという問題が発生する．この問題の要因の１つとして伝送路の
帯域幅および伝送遅延の特性の違いがある．伝送路の特性を示す指標の１つとして，帯域
幅と伝送遅延の積である帯域幅遅延積がある．無線回線の帯域幅遅延積は同程度の帯域
幅を持つ固定回線より 10 倍程度大きな値になることに加え，移動端末の移動に伴い動的に
変動するという特徴を持っている．この無線回線の特性によって，トランスポートプロトコルとし
て用いられる TCP において，広帯域な無線帯域幅を有効に活用できず伝送効率が低下する
広帯域高遅延の伝送路の問題に加え，無線回線の品質劣化によってパケットロスが発生し
た場合，再送効率が大きく低下するパケットロスの問題が発生する．これらの問題に対応する
トランスポートプロトコルにおける改善技術として，移動通信向けに最適化された TCP のプロ
ファイルセットである W-TCP が考案され IETF において RFC3481 として規格化されている．
W-TCP は，インターネット標準技術を活用した移動通信向けの TCP の最適化指針を示した
規格であり，標準的な TCP に対して(1)最大ウィンドウサイズの拡大，(2)初期ウィンドウサイズ
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の拡大，(3)SACK の適用，(4)MTU 拡大等の技術を適用することにより，無線回線における
TCP の伝送効率低下を最小化することが可能となる． 
近年，第 3 世代携帯電話システムである IMT-2000 のサービス提供エリアの充実や，第 3.5
世代携帯電話システムと位置付けられる HSDPA の普及によって，移動通信サービスの利用
形態および利用可能な無線システムの多様化し，W-TCP を適用したにも関わらず伝送効率
が低下する状況が増加することが想定される．例えば，高速道路や鉄道などの動線上のサー
ビス提供エリアが整備されたことで，移動端末が高速な移動手段においてハンドオーバーを
繰り返しながら連続的に通信を行うことが可能となる．この場合，無線回線は，移動速度，電
波伝搬環境，無線チャネル制御によって無線帯域幅と伝送遅延が激しく変動する．また，
HSDPA では無線帯域幅が拡大した一方で，共有チャネルの採用によって移動端末が利用
可能な無線帯域幅が動的に変動する．これらの無線回線の特性によって，TCP のパケット送
信制御および再送制御が伝送路の動的な特性変動に対して適切に追従できず，スループッ
ト低下や再送効率の低下が発生する伝送特性の変動の問題が発生する． 
そこで，本研究では，第 3.5 世代携帯電話システム以降の次世代携帯電話システムを対象
に，伝送特性の変動の問題による伝送効率の低下を回避するトランスポートプロトコルの改善
技術の検討を行う．トランスポートプロトコルとしては，RFC3481 で規格化された W-TCP を基
盤として，次世代モバイルインターネットアクセス向けの W-TCP の拡張技術を検討する．本研
究において提案した技術は，市中の OS 向けに実装を行い，シミュレーション実験により基本
的な特性を明らかにすることに加え，IMT-2000 の実網での移動環境での性能評価測定を行
い，実際の移動通信サービスの利用状況に近い環境での有効性を明らかにする． 
本論文は第 1 章において，近年の移動通信サービスの発展を，モバイルインターネットアク
セス技術の特徴とともに述べた上で，次世代モバイルインターネットアクセスにおけるトランス
ポートプロトコルに関する課題について述べる．第 2 章では，携帯電話システムのシステム構
成と，無線回線の伝送特性によって生じる TCP の伝送効率低下の問題について述べ，
W-TCP の概要と次世代モバイルインターネットアクセス向けの W-TCP 拡張について述べる．
第 3 章では，スプリアスタイムアウトを考慮した TCP 再送方式として，無線区間の再送制御の
挙動に着目した RTO 再送パラメータの最適化手法と，スプリアスタイムアウト対策技術を用い
た再送方式の提案を行う．第 4 章では，伝送遅延変動が大きい高速移動通信向けの TCP 再
送方式として，独自のタイムアウト再送タイマ更新アルゴリズムと指数バックオフの改善を組み
合せた再送方式について提案を行う．第 5 章では，帯域幅遅延積の変動が大きい高速移動
通信向けの TCP の輻輳制御方式として，Flight Size Auto Tuning の提案を行う．第 6 章で
は，本研究の実施内容についてまとめと考察を行う． 
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Abstract 
In Japan, mobile communication services spread following the introduction of the 
2nd-generation mobile phone system in the 1990s. In 2001, the 3rd-generation mobile phone 
system, IMT-2000, was introduced, and the number of mobile phone contracts exceeded 100 
million in 2007. In 1999, i-mode, the information delivery and data communication service 
for the mobile phone, was introduced for PDC-P, the 2nd-generation mobile packet switching 
system. To achieve information access services on the mobile phone, i-mode connected the 
mobile communications network to the Internet, enabling the use of push-type information 
delivery and a reverse accounting service via the functions of the mobile network, in addition 
to the Internet applications of E-mail and Web browsing. In 2001, the packet switching 
system of IMT-2000 expanded its bandwidth for wireless channels to achieve a maximum 
downlink of 384 kbps, allowing the use of rich multimedia content on the mobile phone. 
To enable the transmission of rich multimedia content on the IMT-2000 packet switching 
network, TCP, the standard protocol for the Internet, was adopted as a transport layer protocol 
of IMT-2000 to improve reliability and efficiency of packet transmission on a transport layer. 
When Internet standard technologies were adapted to the mobile network, it became possible 
to improve interconnectivity with the Internet and construct a low-cost system. However, 
normal TCP cannot achieve sufficient performance on a wireless channel without optimizing 
for a wireless channel due to differences in transmission characteristics between wireless and 
fixed channels. The bandwidth delay product of a wireless channel varies with bandwidth and 
transmission delay changes that occur with the movement of the mobile terminal. In addition, 
the value of the bandwidth delay product is about ten times larger than a fixed channel at the 
same bandwidth level. Incidents of packet loss on a wireless channel are greater than that of a 
fixed channel. If packet loss occurs, the RTO timer of the TCP sender times out and executes 
the congestion avoidance process. On a wireless channel, packet loss occurs because of 
temporary degradation in wireless channel quality. In this case, the congestion avoidance 
process is not necessary. This behavior of a wireless channel causes significant degradation in 
the performance of transport protocol. 
To solve this problem, W-TCP is proposed as the TCP profile set optimized for mobile 
communications and is standardized as RFC3481 in IETF. W-TCP profiles (1) increase the 
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maximum window size, (2) increase the initial window size, (3) enable SACK, and (4) 
increase MTU. W-TCP is a solution for problems with degradation in TCP performance on 
wireless channels that have wide bandwidth, large transmission delays, and packet loss. 
However, the problem with fluctuations in bandwidth and transmission delays has been newly 
actualized by the spread of 3G and 3.5G mobile communication systems. Bandwidth and 
transmission delays fluctuate due to fading, shadowing and radio channel controls such as 
handover or retransmission control while the mobile terminal is moving on high-speed 
transportation such as express trains. In this situation, it is not possible for TCP congestion 
control and retransmission control to follow the fluctuations of a wireless channel, and 
transmission efficiency is significantly degraded. In this research, dynamic fluctuations of 
bandwidth and transmission delays are defined as the third problem following the problem of 
wide bandwidth and large transmission delays and the problem of the packet loss. 
In this thesis, we research enhancing technologies for transport protocol corresponding to 
the fluctuations of bandwidth and delays of wireless channels for next-generation mobile 
Internet access. We focus on the enhancing technologies for W-TCP standardized as RFC3481 
as the transport protocol for next-generation mobile communication systems such as 3.5G, 
Super 3G and 4G systems. 
This thesis is organized as follows: Section 1 describes background of this research and 
issues of W-TCP for next generation mobile Internet access. Section 2 describes outline of 
mobile communication system, transmission characteristic of wireless packet channel and an 
enhancement of W-TCP. Section 3 describes proposal of optimization of TCP RTO parameters 
and adoptation of spurious timeout detection and response technorogies. Section 4 describes 
proposal of TCP retransmission method for wireless channel with large delay variation 
consists from TS-RTO and improvement of exponential backoff. Section 5 describes proposal 
of FS-AT as TCP congestion control method for wireless channel with large bandwidth delay 
prodauct variation. Section 6 describes our conclusions. 
 － v－  
目次 
第 1章 緒論 ........................................................................................................................ 1 
1.1 研究の背景 ................................................................................................................ 1 
1.2 モバイルインターネットアクセス技術の特長 ............................................................... 2 
1.3 移動通信における TCP の課題 ................................................................................. 4 
1.4 従来手法による課題の解決策 ................................................................................... 7 
1.5 本研究の課題と検討対象 .......................................................................................... 9 
1.6 論文の構成 .............................................................................................................. 10 
第 2章 無線回線の伝送特性とトランスポートプロトコルの課題 ....................................... 13 
2.1 はじめに.................................................................................................................... 13 
2.2 携帯電話システムのシステム構成の概要 ................................................................ 15 
2.2.1 ネットワーク構成の概要 ............................................................................... 15 
2.2.2 プロトコルスタックの概要 ........................................................................... 17 
2.3 無線回線の伝送特性............................................................................................... 18 
2.3.1 無線回線の構成技術 ....................................................................................... 18 
2.3.2 無線回線の再送制御 ....................................................................................... 19 
2.3.3 無線チャネル制御 ........................................................................................... 20 
2.4 TCP 概要 .................................................................................................................. 20 
2.4.1 TCP の概要と基本動作 ................................................................................... 20 
2.4.2 TCP のパラメータ設定 ................................................................................... 22 
2.4.3 TCP のプロトコル拡張機能 ........................................................................... 23 
2.5 無線回線の挙動と TCP への影響 ........................................................................... 23 
2.5.1 帯域幅遅延積の増大 ....................................................................................... 23 
2.5.2 パケットロスの発生 ....................................................................................... 24 
2.5.3 帯域幅の変動 ................................................................................................... 26 
2.5.4 伝送遅延の変動 ............................................................................................... 28 
2.6 W-TCP 概要 ............................................................................................................. 30 
2.6.1 W-TCP の規格の考え方 .................................................................................. 30 
 － vi－
2.6.2 W-TCP 基本プロファイル .............................................................................. 31 
2.6.3 W-TCP 基本技術(RFC3481)............................................................................ 32 
2.7 W-TCP の機能拡張方針 ......................................................................................... 34 
2.7.1 W-TCP 基本技術の課題 .................................................................................. 34 
2.7.2 W-TCP 拡張技術の適用方針と分類 .............................................................. 35 
2.8 まとめ ........................................................................................................................ 38 
第 3章 スプリアスタイムアウトを考慮した TCP再送方式 ................................................ 40 
3.1 はじめに.................................................................................................................... 40 
3.2 TCP 再送の課題と関連研究における対策.............................................................. 42 
3.2.1 タイムアウト再送タイマとスプリアスタイムアウト ................................ 42 
3.2.2 スプリアスタイムアウト対策技術と課題.................................................... 42 
3.3 TCP 再送方式の改善提案 ...................................................................................... 45 
3.3.1 遅延発生要因の分類と適応領域の決定 ....................................................... 45 
3.3.2 移動通信網向け RTO タイマの最適化方法 .................................................. 46 
3.3.3 移動通信網向けスプリアスタイムアウト検出・応答技術 ........................ 47 
3.4 IMT-2000 実網での RTO タイマ最適化................................................................... 48 
3.4.1 測定環境 ........................................................................................................... 48 
3.4.2 測定方法 ........................................................................................................... 49 
3.4.3 測定結果 ........................................................................................................... 49 
3.4.4 RTO タイマの最適値 ...................................................................................... 50 
3.5 F-RTO と Eifel Response の性能解析 ...................................................................... 50 
3.5.1 TCP 再送手順のモデル化 ............................................................................... 51 
3.5.2 数値解析条件 ................................................................................................... 52 
3.5.3 数値解析結果 ................................................................................................... 54 
3.5.4 シミュレーション実験結果 ........................................................................... 54 
3.6 IMT-2000 の実網における性能評価測定 ............................................................... 55 
3.6.1 性能評価測定環境および測定方法 ............................................................... 55 
3.6.2 性能評価測定結果 ........................................................................................... 56 
3.6.3 無線回線における F-RTO のスプリアスタイムアウト検出率 ................... 58 
3.7 まとめ ........................................................................................................................ 59 
第 4章 高速無線通信向け TCP再送制御方式 ............................................................. 61 
 － vii－
4.1 はじめに.................................................................................................................... 61 
4.2 関連研究 .................................................................................................................. 62 
4.3 移動通信網における RTO 再送の課題 ................................................................... 64 
4.3.1 無線チャネルの挙動と RTT 変動 .................................................................. 64 
4.3.2 RFC2988-RTO の課題...................................................................................... 64 
4.3.3 RLC 再送と TCP 再送の整合性の課題 ......................................................... 65 
4.4 TCP タイムアウト再送の改善提案 ............................................................................ 66 
4.4.1 提案方式概要 ................................................................................................... 66 
4.4.2 Tri-State RTO (TS-RTO) ................................................................................... 66 
4.4.3 TS-RTO の計算式 ............................................................................................ 68 
4.4.4 指数バックオフの一時停止 ........................................................................... 69 
4.5 シミュレーション実験................................................................................................. 70 
4.5.1 シミュレーション実験環境 ........................................................................... 70 
4.5.2 シミュレーション実験結果 ........................................................................... 71 
4.6 IMT-2000 実網での評価.......................................................................................... 74 
4.6.1 測定環境 ........................................................................................................... 74 
4.6.2 RTO 再送の評価指標の提案........................................................................... 75 
4.6.3 実網における評価測定結果 ........................................................................... 76 
4.7 まとめ ........................................................................................................................ 79 
第 5章 高速無線通信向け TCP輻輳制御方式 ............................................................. 81 
5.1 はじめに.................................................................................................................... 81 
5.2 関連研究 .................................................................................................................. 83 
5.3 高速移動通信における TCP 輻輳制御の課題 ....................................................... 84 
5.4 Flight Size Auto Tuning............................................................................................ 85 
5.4.1 FS-AT 概要 ....................................................................................................... 85 
5.4.2 FS-AT の送信ウィンドウ制御........................................................................ 86 
5.5 IMT-2000 実網における性能測定 ........................................................................... 89 
5.5.1 測定環境および測定方法 ............................................................................... 89 
5.5.2 測定結果 ........................................................................................................... 91 
5.5.3 ネットワーク滞留パケットの推定 ............................................................... 94 
5.6 まとめ ........................................................................................................................ 96 
 － viii－
第 6章 結論 ...................................................................................................................... 97 
謝辞 ...................................................................................................................................... 101 
参考文献............................................................................................................................... 103 
筆者発表論文等....................................................................................................................112 
 － ix－
図目次 
図 1.1 固定通信と移動通信の加入契約数の推移 ...................................................... 2 
図 1.2 モバイルコンテンツ産業の市場規模 ............................................................. 2 
図 1.3 公式サイトと一般サイトのアクセス量 .......................................................... 3 
図 1.4 無線通信システムの帯域幅遅延積の変動範囲概要 ........................................ 6 
図 1.5 本研究の検討対象 ....................................................................................... 10 
図 2.1 第 3 世代携帯電話システムのネットワーク構成概要 ................................... 16 
図 2.2 第 3 世代・第 3.5 世代携帯電話システムのプロトコルスタック.................. 17 
図 2.3 高遅延ネットワークにおけるウィンドウ枯渇 ............................................. 24 
図 2.4 ウィンドウサイズ拡大時のパケットロスの影響 .......................................... 26 
図 2.5 無線帯域幅の変動の影響 ............................................................................. 28 
図 2.6 伝送遅延の変動の影響 ................................................................................ 30 
図 2.7 W-TCP 規格と W-TCP 拡張技術の適応領域 ................................................ 36 
図 3.1 RTO タイマ最適化の測定環境 ..................................................................... 48 
図 3.2 スプリアスタイムアウト発生頻度 ............................................................... 49 
図 3.3 輻輳ウィンドウの挙動 ................................................................................ 51 
図 3.4 スループット改善効果 ................................................................................ 54 
図 3.5 シミュレーション実験結果 ......................................................................... 55 
図 3.6 スプリアスタイムアウト再送頻度 ............................................................... 57 
図 3.7 不要パケット再送数（コンテンツサイズ別） ............................................. 57 
図 3.8 スループット比較 ........................................................................................ 58 
図 4.1 TS-RTO の処理概要..................................................................................... 67 
図 4.2 シミュレーション実験系 ............................................................................. 70 
図 4.3 RFC2988-RTO の実験結果 (PA3) ............................................................... 72 
 － x－  
図 4.4 TS-RTO の実験結果 (PA3) .......................................................................... 72 
図 4.5 RFC2988-RTO の実験結果 (VA30) ............................................................. 73 
図 4.6 TS-RTO の実験結果 (VA30) ........................................................................ 73 
図 4.7 RTO タイマと RTT の平均乖離量 ................................................................ 74 
図 4.8 IMT-2000 実網における性能測定環境.......................................................... 75 
図 4.9 RTO 再送の評価指標 ................................................................................... 76 
図 4.10 スプリアスタイムアウトの発生比率 ......................................................... 77 
図 4.11 初回再送時間 ............................................................................................. 78 
図 4.12 回復契機再送時間 ..................................................................................... 78 
図 4.13 再送回復時間............................................................................................. 79 
図 5.1 space の増加(delay Ack 受信時)................................................................... 87 
図 5.2 space の減少(delay Ack 受信時)................................................................... 87 
図 5.3 RTTminにおける rcv_byteｓの計測範囲 ....................................................... 87 
図 5.4 FS-AT の Flight Size の推定処理................................................................. 89 
図 5.5 IMT-2000 の実網における測定環境 ............................................................. 90 
図 5.6 3G および 3.5G のサービス提供エリアと走行ルート ................................... 90 
図 5.7 RTT の測定値(平均スループット 330kbps).................................................. 91 
図 5.8 RTT の測定値(平均スループット 530kbps).................................................. 92 
図 5.9 RTT の測定値(平均スループット 1000kbps)................................................ 93 
図 5.10 RTT の測定値(平均スループット 1500kbps).............................................. 93 
図 5.11 RTT の測定値(平均スループット 2300kbps).............................................. 94 
図 5.12 平均スループットごとの平均 RTT 計測値................................................. 94 
図 5.13 ネットワーク上のパケット滞留量の推定値 ............................................... 95 
図 6.1 再送制御に関する提案技術の適応領域 ........................................................ 99 
 － xi－
表目次 
表 1.1 移動通信環境におけるトランスポートプロトコルの課題 .............................. 5 
表 2.1 W-TCP 基本プロファイル ............................................................................ 31 
表 2.2 W-TCP プロファイル(W-TCP 基本技術) ...................................................... 34 
表 2.3 W-TCP 規格の分類と本研究における実施内容 ............................................ 38 
表 3.1 スプリアスタイムアウト検出技術の比較 .................................................... 44 
表 3.2 スプリアスタイムアウト応答技術の挙動の比較 .......................................... 45 
表 3.3 通信環境と遅延変動要因 ............................................................................. 46 
表 3.4 F-RTO により検出不能なスプリアスタイムアウト ...................................... 59 
表 4.1 TS-RTO のパラメータ ................................................................................. 71 
 
 － 1－
第1章 緒論 
1.1 研究の背景 
日本国内における移動通信サービスは，1990 年代に第 2 世代携帯電話システムの展開と
ともに爆発的に普及し，2001 年の IMT-2000(International Mobile Telecommunication 
2000)[1]を採用した第 3 世代携帯電話システム[2]のサービス開始を経て 2007 年には携帯電
話契約数が 1 億台を突破した[3](図 1.1[4])． 
第 2 世代携帯電話システムの 1 つである PDC(Personal Digital Cellular)[5,6,7]では，デジ
タル方式を用いた回線交換によって，音声通話に加えて無線帯域幅最大 9,600bps の非音
声データ通信[8,9]が提供され，移動通信環境での RAS(Remote Access Service)接続，FAX
通信など，携帯電話のアプリケーションの多様化をもたらした．1997 年には，PDC を拡張した
PDC-P(Personal Digital Cellular-Packet)による移動パケット通信システム[10]が導入され，無
線帯域幅最大 28.8kbps のパケット交換による非音声データ通信サービスの提供が開始され
た．PDC-P ではサービス開始当初，移動通信網に直収接続[11]された企業 LAN(Local Area 
Network), ISP(Internet Service Provider)に対して，移動端末に外付けされた DTE(Data 
Terminal Equipment)端末からダイヤルアップ接続を行う，PDC や固定電話の RAS 接続と同
様な形態でサービスが提供された．さらに，1999 年には，PDC-P を基盤に利用した携帯電話
向けの情報配信サービスである i モード[12,13]がサービスを開始し，移動通信網特有の機能
を活用した独自のモバイルインターネットアクセスサービスが利用可能となった．i モードは，
移動通信網とアプリケーションサーバー群[14]およびインターネットをプロトコル変換，回線制
御，サービス制御等の機能を具備したゲートウェイ装置[15]経由で接続し，携帯電話上で
E-Mail，Web ブラウジング等のインターネットアプリケーションに加え，Push 型情報配信，リバ
ース課金等，移動通信網の機能を活用した独自サービスの提供を可能とした[16]．2001 年
には，第 3 世代携帯電話システムの IMT-2000 の導入により，パケット交換の無線帯域幅が
下り最大 384kbps に拡大し，携帯電話上で利用されるコンテンツの多様化，大容量化が進ん
だ．2006 年には，IMT-2000(3GPP[17] Release 99)（以降 IMT-2000 Release 99）を拡張し，第
3.5 世代携帯電話システムとして位置付けられる HSDPA(High Speed Downlink Packet 
Access)(3GPP Release 5 以降)[18,19]の導入により，無線帯域幅が下り最大 3.6Mbps に拡大
された．HSDPA では，下り最大 14Mbps の無線帯域幅が規定されており，現在，商用サービ
スにおいて，下り最大 7.2Mbps のシステムの実用化が完了している[20]．無線帯域幅の広帯
域化，移動端末の高機能化[21]の他，携帯電話事業者によるパケットデータ通信料の定額
化により，移動通信環境で音楽，映像等の大容量マルチメディアコンテンツの流通が機能
面，コスト面双方の観点から現実的なものとなり，携帯電話のアプリケーションの多様化が進
展している[22,23]．現在，複数の携帯電話事業者により i モードと同様な携帯電話向けの情
報配信サービスが提供されており，契約者数は各社合計 9,000 万件[24]に達し，モバイルイ
ンターネットアクセスによって流通するコンテンツ市場が急拡大している(図 1.2[4])．いつでも
どこでも利用できる移動通信と，多様なアプリケーションが存在するインターネットの双方の利
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便性を取り込んだモバイルインターネットアクセス環境は，既に身近なものとなっている． 
 
 
図1.1 固定通信と移動通信の加入契約数の推移 
 
図1.2 モバイルコンテンツ産業の市場規模 
 
1.2 モバイルインターネットアクセス技術の特長 
携帯電話向け情報配信サービスに代表されるモバイルインターネットアクセスサービスは，
移動通信網の機能だけでなく，移動通信網の外部網に設置されたアプリケーションサーバー
群とインターネットの機能を活用することで実現される．移動通信網と外部網との接続および
機能連携は，各網の中間点に設置されるゲートウェイ装置を経由して行われる．ゲートウェイ
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装置は移動通信網の関門機能を提供するとともに，移動通信網と外部網間を流通する各種
プロトコルの終端，相互変換機能や，アプリケーションサーバーと連携した Push 型情報配信
など移動通信網の呼制御を行う回線制御機能，および料金システムと連携したリバース課金
など柔軟な課金制御を行うサービス制御機能など複数の機能を具備している．これらの携帯
電話向け情報配信サービスを実現するネットワーク技術の特長の 1 つとして，移動通信網に
インターネットの標準技術を取り込むことで両システムの機能連携を容易にしたことが挙げら
れる．例えば第 2 世代携帯電話システム上での i モードは，無線帯域幅の制限に起因するプ
ロトコルオーバーヘッドの問題への対応として，トランスポートプロトコルにインターネット標準
とは異なる軽量な独自プロトコルを採用したが，アプリケーション層では 1990 年代後半に標
準化が進められていた携帯電話向けプロトコルである WAP1.0(Wireless Application 
Protocol)[25] に 代 わ り ， イ ン タ ー ネ ッ ト の 標 準 技 術 で あ る HTTP(HyperText Transfer 
Protocol)[26] と ， HTML(HyperText Markup Language)[27] の サ ブ セ ッ ト で あ る
cHTML(Compact HTML)[28]を採用し，インターネット上のコンテンツを容易に携帯電話向
けブラウザ用に流用することを可能とした．この仕組みを利用することで，携帯電話事業者が
提供する「公式サイト」に加え，一般のインターネット利用者や企業が提供する「一般サイト」
による携帯電話向けの情報配信が可能となり，モバイルインターネットサービスの普及を後押
しした[29]．図 1.3[30]に，i モードにおける公式サイト(i メニューサイト)と一般サイトのアクセス
数の推移を示す． 
 
 
図1.3 公式サイトと一般サイトのアクセス量 
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第 3 世代携帯電話システムでは，インターネット標準技術の導入がトランスポートプロトコル
においても進んでいる．第 3 世代携帯電話システムである IMT-2000 では，無線帯域幅が
PDC-P の 10 倍以上に拡大し，携帯電話での大容量マルチメディアコンテンツの利用が可能
となった．IMT-2000 では，大容量データの高信頼，高効率な伝送に対応するため，移動端
末とゲートウェイ装置を結ぶエンド・エンド回線のトランスポートプロトコルとして，既にインター
ネットの標準プロトコルとして広く利用されている TCP(Transmission Control Protocol)が採用
された．TCP はコネクション型のプロトコルであり，クライアントとサーバー間でコネクションを確
立し，TCP のコネクション上で Web アクセス，E-Mail 等の多様なインターネットアプリケーショ
ンが利用可能である．加えて，TCPには，パケットの到達を補償する順序制御，誤り制御が具
備され，エンド・エンド回線の高信頼なデータ転送を可能としている．移動通信網の技術とし
て，TCP を含めたインターネット標準技術を採用することで，他のインターネット標準技術や
オープンソースプログラムを導入することが容易となり，移動通信網の装置を汎用的な技術
群によって構成できる[31,32]ことに加え，トランスポートプロトコルとして UDP(User Datagram 
Protocol)上の各種プロトコル群(RTP/RTSP[33,34]等)の活用も可能であり，移動通信網とイン
ターネットの技術的障壁がより低下している． 
 
1.3 移動通信における TCPの課題 
移動通信網に対して TCP/IP を始めとするインターネット標準技術を導入することで，移動
通信網とインターネットで用いられるプロトコル技術，アプリケーション技術の共通化が進む一
方で，各網の物理回線の伝送特性と回線制御技術は全く異なり，移動通信網の上位層にイ
ンターネット標準技術をそのまま適用しただけでは，充分な性能を維持できないという問題が
発生する[35]．この問題の要因として，無線回線特有の帯域幅および伝送遅延の特性や，
パケットロス特性が挙げられる．表 1.1 に，移動通信環境における無線帯域幅や伝送遅延の
特性に起因するトランスポートプロトコルの課題を示す．次世代のモバイルインターネットアク
セス環境では，HSDPA や Super3G(LTE)等の導入による無線帯域幅の広帯域化や，複数の
携帯電話システムのシームレスな利用や高速移動環境での利用等を考慮し，課題の大分類
として，無線回線の広帯域化への対応と，無線アクセス回線および利用環境多様化への対
応の 2 つを挙げることができる． 
無線回線の広帯域化への対応では，無線帯域幅の広帯域化によって広帯域高遅延の伝
送路の問題と伝送特性の変動の問題が発生する．無線回線では，固定回線と比べ帯域幅
遅 延 積 (Bandwidth Delay Product) が 拡 大 す る ． 固 定 網 の ア ク セ ス 回 線 で あ る
ADSL(Asymmetric Digital Subscriber Line)や FTTH(Fiber To The Home)では，帯域幅は約
1Mbps から最大約 100Mbps，伝送遅延は数ミリ秒から数十ミリ秒程度となる．これに対して無
線回線では，HSDPA において無線帯域幅が規格上下り最大 14Mbps，伝送遅延は数百ミリ
秒から通信状況によって数秒に達し，同程度の帯域幅で比較した場合，無線回線の帯域幅
遅延積は固定回線と比べ 10 倍以上大きな値となる．図 1.4 に各種の無線通信システムにお
ける帯域幅遅延積の変動範囲の概要図を示す． 
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表1.1 移動通信環境におけるトランスポートプロトコルの課題 
RTO再送の最適化RTOタ イマ 過小 による
スプリアスタイムアウト
の発生
スロースタート閾値の最適
化
過度な輻輳制御による
ウィンドウ枯渇によるス
ループット低下
再送方式の拡張
パケットロス発生による
不要なパケッ ト再送 の
発生
パケットロス
適応的な輻輳制御技術
パケットロス契機による
一律な輻輳制御による
ウィンドウ制御の過剰・
枯渇による伝送効率の
低下
ｽﾌﾟﾘｱｽﾀｲﾑｱｳﾄ対策技術
RTO再送の最適化
RTOタ イマ 過大 による
パケッ トロス発 生時 の
再送効率の低下伝送特性の変動
(伝送遅延変動)
適応的な輻輳制御技術
ウィンドウ過剰によるネッ
トワークへの過剰なトラ
ヒックの送出
伝送特性の変動
(帯域幅減少)
適応的な輻輳制御技術
最大ウィンドウサイズ拡大ウィンドウ枯渇によるス
ループット低下
伝送特性の変動
(帯域幅増大)
無線アクセ
ス回線と利
用環境多
様化への
対応
適応的な輻輳制御技術
ウィンドウ過剰によるネッ
トワークへの過剰なトラ
ヒックの送出
伝送特性の変動
(帯域幅減少)
Delayed Ackの適用
帯 域幅 の 非対 称な 回
線における上り回線の
帯 域幅 の 不 足 によ る
Ack受信の遅延
初期ウィンドウサイズ拡大
パイプライン処理
スロースタートによって
小容量コンテンツの 転
送速度が向上しない
初期ウィンドウサイズ拡大スロースタートによる最大ス ループッ ト到 達ま
での時間の増大
最大ウィンドウサイズ拡大
LFP(Long Fat Pipe) の
伝送路におけるウィンド
ウ枯渇によるスループッ
ト低下
広帯域高遅延の
伝送路無線回線
の広帯域
化への対
応
対応技術(※)TCPへの影響問題事象分類
 
本研究における検討範囲を網掛けで示す． 
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図1.4 無線通信システムの帯域幅遅延積の変動範囲概要 
 
広帯域高遅延の伝送路では，単位時間あたりのパケット送信量が増加するのに対し，受
信側から送信側への確認応答(Ack:Acknowledgement)の到達が遅延する．TCP は送信ウィ
ンドウサイズを上限として，Ack の受信を待つことなくパケットを送信するが，広帯域高遅延の
伝送路では，Ack 受信前に送信ウィンドウ分のパケットの送信が完了(ウィンドウ枯渇)し，それ
以上のパケットを送信することが不可能となる．ウィンドウ枯渇によって，帯域幅に空きがある
にも関わらず，パケット送信が不可能となり，スループットの増加が頭打ちとなる．加えて，
Ack の到達の遅延は，パケット送信初期に輻輳回避のため実行されるスロースタート[36]に
影響を与える．スロースタートは，パケット送信開始時に輻輳ウィンドウを 2セグメント以下に設
定し，Ack を受信したパケット数分の輻輳ウィンドウを増加させ，次回のパケット送信量を増加
させる．Ack の到達が遅延すると，送信側がパケット送信完了後，次回パケット送信までの待
機時間が長期化し，送信ウィンドウが最大ウィンドウサイズに拡大するまで長期間を要し，パ
ケット送信初期のスループットの増加率が低下する．また，帯域幅遅延積の上限が拡大する
一方で HSDPA では，単一の移動端末が常に最大の無線帯域幅を利用できるとは限らず，
帯域幅遅延積が減少すると，パケットが過剰に送信される．上り回線の帯域幅不足の問題
は，下り回線は HSDPA 以降大幅な広帯域化が行われるのに対し，上り回線は EUL の導入
まで 384kbps が上限となる．この時，移動端末がパケットを大量に受信し上り回線に Ack を送
出した場合，上り回線の帯域幅の不足により Ack の送信側への到達が遅延し，ウィンドウ枯
渇が発生する． 
無線アクセス回線および利用環境の多様化の対応では，HSDPA 以降の次世代方式にお
ける共有チャネルの活用，複数の無線回線をシームレスに切り替える利用形態の出現や，静
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止状態だけでなく高速移動環境における連続的な通信等の利用環境の多様化に伴う，伝送
特性変動の問題とパケットロスの問題が発生する．共有チャネルの利用や異種無線システム
へのシームレスハンドオーバーでは，通信中に帯域幅遅延積が動的に増減することが想定
される．帯域幅遅延積が最大ウィンドウサイズより大きくなった場合，ウィンドウ枯渇によりスル
ープットの増加が頭打ちとなり，逆に最大ウィンドウサイズより減少した場合，ウィンドウが過大
となり過剰なパケットをネットワークに送信する問題が発生する．また，伝送遅延が変動する
と，TCP のタイムアウト再送タイマが最適値に更新されず，TCP の再送制御が効率的に行え
なくなる．伝送遅延に対してタイムアウト再送タイマが過大となると，パケットロスが発生した時
に早期に再送を行うことが困難となり，逆に過小となるとパケットが正常に転送されたにも関わ
らず不要なタイムアウト(スプリアスタイムアウト[37,38,39])が発生し伝送効率が低下する．パケ
ットロスの問題については，固定網と移動通信網でのパケットロスの発生要因および発生箇
所の違いが要因として挙げられる．固定網では，アクセス回線およびインターネット等の中継
網の物理回線は固定的に設置されるため，これらの回線の伝送特性変動に起因するパケッ
トロスは頻度が小さく，短期的な変動量は小さいと考えられる．固定網のパケットロスは，ネッ
トワークに流入するトラヒック量に依存して，経路上に存在するルーター等の負荷の増加によ
って発生率が増加する特性があり[40]，文献[41]では，インターネットのパケットロス率は 1%
から5%程度であると示されている．標準的なTCPでは，再送タイムアウトが発生した場合，輻
輳によってネットワーク経路上のルーターのキュー溢れが発生したものとみなし，輻輳ウィンド
ウを減少させると同時に輻輳ウィンドウの増加量を抑止する輻輳回避動作を行う．しかし，移
動通信環境ではパケットロスは必ずしもネットワークの輻輳によって発生するわけでなく，一
時的な電波伝播環境の劣化に原因がある場合は，輻輳回避動作は本来不要である．しかも
伝送遅延が大きい伝送路では，Ack の到達が遅れるため，送信側が再送タイムアウトにより
パケットロスを検出する契機が遅延する．この時，通常の TCP では，Go-Back-N 方式[42]の
再送によりパケットロスにより喪失したパケットまで送信を後戻りし，それ以降の全てのパケット
を再送するため，不要な輻輳回避動作に加え，不要なパケット再送により大幅な伝送効率の
低下は避けられない． 
 
1.4 従来手法による課題の解決策 
表 1.1 で示した課題の一部は，既に従来手法によって解決されている．従来手法では，こ
れらの課題に対応するため，TCP のパラメータおよび通信手順を広帯域高遅延の移動通信
環境に最適化し，TCP の伝送効率低下を最小化する手法が提案されている．この手法は，
第 2.5 世代および第 3 世代の携帯電話システム向けの TCP に最適化指針として，
IETF(Internet Engineering Task Force)[43]において RFC3481[44]として規格化されている．
本研究では，この規格に基づいて最適化された TCP を W-TCP(Wireless profiled TCP, 
Wireless TCP)と呼称する．W-TCP の提案段階における INTERNET-DRAFT [45]では，(1)最
大ウィンドウサイズの拡大，(2)初期ウィンドウサイズの拡大，(3)SACK(Selective Ack)[46]の適
用，(4)MTU(Maximum Transmission Unit)拡大の 4 つのパラメータおよび TCP のオプション
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機能の設定値を規定し，TCP を移動通信に適用した時の問題に対する解決策を提案してい
る．最大ウィンドウサイズの拡大は，送信ウィンドウの最大値を伝送路の帯域幅遅延積よりも
充分に大きく設定することで，帯域幅や伝送遅延が増大した時のウィンドウ枯渇の問題を回
避する．初期ウィンドウの拡大は，初期ウィンドウの値を RFC3390[47]に基づき拡大すること
で，スロースタート中のパケット増加速度を速め，転送初期のスループット低下の影響を軽減
する．SACK の適用は，パケットロスにより喪失したパケットのみを選択的に再送する
Selective-Repeat 方式[42]の再送により不要なパケット再送を回避する．特に最大ウィンドウサ
イズの拡大を行う W-TCP では，パケットロス発生時に Go-Back-N 再送を行うと，大量の不要
なパケット再送が発生するため，最大ウィンドウサイズの拡大と SACK の併用は必須となる．
MTUの拡大は，TCP/IP のパケットサイズを拡大することでプロトコルオーバーヘッドを低減す
る．TCP/IP ヘッダは最小で 40byte あり，PDC-P の i モードで利用された簡易プロトコルより大
きいことに加え，MTU サイズが小さいと，相対的にオーバーヘッドが大きくなる．プロトコルオ
ーバーヘッドは，無線帯域幅や無線リソースの制約が大きい移動通信環境では最小化する
必要があり，送信パケットサイズを Ethernet[48]の最大フレーム長まで拡大することで TCP/IP
ヘッダのオーバーヘッドを低減させる．W-TCP の INTERNET-DRAFT では，これらのパラメ
ータ値，オプション機能選択の具体例を示し，IMT-2000 の伝送特性に特化した提案である
のに対し，その後規格化された RFC3481 では，対象範囲を第 2.5 世代および第 3 世代携帯
電話システムに拡大し，移動通信環境において適用すべき汎用的な技術群および TCP の
最適化指針を示した内容に改版された．RFC3481 で規定された W-TCP は，IETF で標準化
された技術の適用を基本としており，既に市場に出回っている多くの TCP の実装に適用でき
る規格となっている．W-TCP は，表 1.1 で示した課題のうち広帯域高遅延の伝送路に起因す
る課題およびパケットロスの発生に関する課題の一部についての解決策としての有効性が示
されており[49,50,51]，既に商用サービスで利用されている移動端末，DTE 端末の設定ソフト
ウェア[52]，ゲートウェイ装置[15]等に実装され普及している． 
しかし，近年，第 3 世代携帯電話システムのサービス提供エリアの充実[53]や，HSDPA の
導入による第 3.5 世代携帯電話システムの普及により，従来手法では解決が困難な問題が
顕在化している．IMT-2000 のサービス開始当初，サービス提供エリアは都市部より整備が開
始され，その後のサービス提供エリアの整備に伴い，都市郊外に加え，幹線道路，鉄道など
動線上のエリアの充実が進んでいる．その結果，移動端末が交通機関で移動しつつハンド
オーバーを繰り返しながら連続的に通信を行う利用形態が増加している．移動端末が移動
すると，無線回線の伝送特性は，移動速度，電波伝搬環境，無線チャネル制御によって動
的に変動し，TCP は伝送路の変動に対して適切にパケットの送信制御を行うことが困難とな
り，W-TCP のプロファイルを適用したにも関わらず，スループットの低下や不要なパケット再
送等の問題が発生する．2006 年にサービスが開始された HSDPA は，IMT-2000 Release 99
に重畳してサービス提供エリアが設置され，第 3 世代および第 3.5 世代双方のシステム間を
相互にハンドオーバーすることが可能であり，利用者は通信中であっても両システムの差異
を意識せずに利用することができる．その結果，移動端末が通信中にシステムを跨いでハン
ドオーバーを行った場合，無線帯域幅が急激に最大で 10 倍以上もしくは最小で 1/10 以下と
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いう範囲で増減することに加え，無線回線で利用されるリンクプロトコル[54,55]の伝送特性の
差異から遅延変動特性がハンドオーバー前後で変化する．この様な特性変動を伴う回線で
は，トランスポートプロトコルは伝送効率を維持するため，帯域幅遅延積の増減やパケットロス
の発生に応じて適切にパケット送信量を決定する適応的な輻輳制御方式や，伝送遅延の変
動に追従し，適切な契機でパケット再送を行うタイムアウト再送方式の適用することで，トラン
スポートプロトコルの伝送効率の低下を最小化する必要がある．今後，HSDPA の無線帯域
幅の拡大に加え，EUL (Enhanced UpLink)[56], Super 3G[57,58]や 4G[59]等の次世代携帯
電話システムにおいて，無線帯域幅のさらなる拡大が検討されており，無線帯域幅と伝送遅
延の変動を伴う通信環境は今後増大するものと想定され，これらの特性変動に対応した伝送
効率の高いトランスポートプロトコルの必要性が高まっている． 
 
1.5 本研究の課題と検討対象 
1.4 節で述べたように，RFC3481 で規格化された W-TCP は，移動通信における広帯域高
遅延の伝送路およびパケットロス発生に起因する TCP の伝送効率低下の問題に対しての解
決策として有効性が明らかになっている．しかし，次世代モバイルインターネットアクセスにお
いては，無線帯域幅の更なる広帯域化，無線アクセス回線と利用環境の多様化に伴い，無
線帯域幅と伝送遅延の動的な変動の影響が拡大し，既存の W-TCP では対応不可能な領域
の課題が顕在化する．本研究は，表 1.1 の下線で示した RFC3481 では規定されない領域の
技術を対象とし，無線帯域幅と伝送遅延の変動により発生する問題に対応する解決技術を
検討する．具体的には，第 3,4 章において，伝送遅延の変動によってタイムアウト再送タイマ
が過小，過大となることで発生する不要な再送タイムアウト発生(スプリアスタイムアウト)と，パ
ケットロス発生時の再送契機遅延の問題による伝送効率低下に対して，スプリアスタイムアウ
ト対策技術と RTO(Retransmission Timeout)再送の最適化技術の検討を行う．第 5 章におい
て，無線帯域幅の変動によって，TCP の送信側のウィンドウ枯渇，過剰によってスループット
の低下や，過剰なパケット送信によるネットワークの輻輳の発生を回避する適応的な輻輳制
御方式の検討を行う．本研究における検討対象を図 1.5 で示す． 
本研究の検討対象とするトランスポートプロトコルとしては，IMT-2000 の標準プロトコルとし
て採用されている RFC3481 の W-TCP を基盤とし，W-TCP のパラメータ最適化技術およびプ
ロトコル拡張技術を適用するこで，図 1.5 で示した対応技術の検討を行う．本研究では，
RFC3481 で規格化された技術群を W-TCP 基本技術と定義し，RFC3481 で規格化されない
領域における W-TCP の拡張技術を検討する．本研究で行う W-TCP の拡張に関する技術群
は，W-TCP 拡張技術と定義し，さらに W-TCP 拡張技術を，近年 RFC 化された技術を活用し
た RFC 規格内拡張技術，IETF では議論の対象となっていない最新の研究成果に基づく技
術を活用した RFC 規格外拡張技術の 2 つの領域に分類する．本研究では，各領域の方針
に基づいた W-TCP 拡張技術の技術検討を行い，次世代モバイルインターネットアクセス向
けの W-TCP の拡張手法を提案する． 
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図1.5 本研究の検討対象 
 
本研究で提案した技術群は，市中の OS に対して実装し，シミュレーション実験に加えて
IMT-2000 の実網において性能評価実験を行い，有効性の評価を行う．シミュレーション実験
は，伝送路の特性をモデル化することで，特定の無線帯域幅，伝送遅延，パケットロス率の
環境下における提案方式の特性や挙動を明らかにすることに有効である．しかし，移動通信
環境では，シミュレーション実験でモデル化した条件で通信が行われることは，移動端末の
移動や電波伝搬環境を考慮すると稀であり，実網の伝送特性は常に変動が生じている．提
案方式が実際のサービスに導入されたときの有効性を評価するためには，シミュレーション実
験に加えて，実網の特に移動環境において性能評価測定を行うことが必要であり，本研究に
おいては，最終的に実網の実際のサービス利用環境に近い状況において提案方式の有効
性を明らかにすることを目的とする． 
 
1.6 論文の構成 
本論文の構成は以下のとおりである． 
第 2 章では，携帯電話システムのシステム構成と無線回線の伝送特性を述べた上で，無
線回線の伝送特性によってトランスポートプロトコルである TCP の伝送効率低下が発生する
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問題について述べ，従来手法による解決策と課題について述べる．携帯電話システムの構
成としては，既に実用化された第 3 世代および第 3.5 世代携帯電話システムを取り上げ，モ
バイルインターネットアクセスを実現するネットワークの構成と機能について述べた上で，無
線回線とトランスポートプロトコルである TCP との関連について述べる．無線回線の伝送路の
特性については，電波伝搬環境の変動や無線チャネル制御による無線回線の挙動が，エン
ド・エンド回線に適用されるトランスポートプロトコルでは，帯域幅遅延積の変動として観測さ
れることについて述べ，TCP の性能低下の仕組みについて述べる．加えて,この課題の解決
策として提案されている，第 3 世代携帯電話システム向けに最適化された TCP のプロファイ
ルセットである W-TCP の概要と，本研究における W-TCP の拡張方針について述べる．本研
究では W-TCP に関連する技術群を，W-TCP 基本技術と，RFC3481 で規格化されていない
W-TCP 拡張技術に分類した上で，さらに W-TCP 拡張技術を RFC 規格内および RFC 規格
外拡張技術の合計 3 つの技術領域に分類する．本章では，W-TCP の概要と，これら 3 つの
技術領域と，本研究における W-TCP のパラメータ最適化方針，プロトコル拡張方針について
述べる． 
第 3 章では，RFC 規格内技術に基づく W-TCP パラメータ最適化，プロトコル拡張技術とし
て，TCP のタイムアウト再送タイマの最適化手法とスプリアスタイムアウトの対策技術を用いた
TCP 再送方式の提案を行う．TCP のタイムアウト再送タイマは，伝送路の遅延変動に応じて，
タイマ値を更新し常に最適値に保つ制御が行われる．しかし，無線回線のリンクプロトコルに
の再送制御による遅延変動特性およびパケットロス特性によって，TCP がタイムアウト再送タ
イマを最適値に維持することが困難となる．タイムアウト再送タイマが適切に算出されていな
い状態では，タイマ値が大きすぎる場合，パケットロス発生時に再送契機が遅延することによ
るスループット低下や，タイマ値が小さすぎる場合，正常にパケット転送が完了したにも関わ
らず Ack が遅延することによってタイムアウト再送が発生し不要なパケット再送が行われるス
プリアスタイムアウトの問題が発生する．本章では，無線伝送路の遅延特性に応じて，再送
契機とスプリアスタイムアウトを最小化するタイムアウト再送パラメータの最適化手法と，スプリ
アスタイムアウト対策技術として提案され RFCで規格化されたForward-RTO Recovery[60,61]
と Eifel Response[62]を組み合せた TCP 再送方式を提案し，IMT-2000 の実網を利用した性
能評価測定によって有効性を検証する． 
第 4 章では，RFC 規格外技術を用いた，高速移動通信向けタイムアウト再送タイマ更新ア
ルゴリズムについて述べる．第 3 章では，TCP の実装のタイムアウト再送タイマ更新アルゴリズ
ムに変更を加えず，パラメータ最適化によってタイムアウト再送の契機を最適化することを提
案している．しかし，伝送路の遅延変動が大きくなると，既存のタイムアウト再送タイマ更新ア
ルゴリズムでは，遅延変動によってタイマの算出値が伝送遅延に対して過大または過小とな
り，再送契機の遅延やスプリアスタイムアウトの発生頻度が増加してしまう．本章では，第 3 世
代および第 3.5 世代携帯電話システムの遅延変動特性を考慮したタイムアウト再送アルゴリ
ズムである TS-RTO(Tri-State RTO)[63,64]と TCP の指数バックオフ[65]の改善を組み合せた
TCP 再送方式を提案する．TS-RTO は，遅延変動特性が非連続的に変動した場合を考慮
し，過去の RTT(Round Trip Time)計測値の影響を最小化し，新たに RTT とタイムアウト再送
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タイマ値の差分によって 3 つタイマ算出アルゴリズムを動的に切り替える方式である．指数バ
ックオフは，TCP のタイムアウト再送において，タイムアウト再送タイマがタイムアウトした時に
再送間隔を 2倍に増加し輻輳を回避する動作であるが，伝送遅延が大きくタイムアウト再送タ
イマが大きくなると再送間隔の長大化によって再送契機が遅延してしまう．本章では，指数バ
ックオフを一時停止することで，再送契機の遅延を抑止する方式を提案する．本章では，提
案方式である TS-RTO と指数バックオフ改善の概要を述べ，シミュレーション実験および
IMT-2000 の実網を利用したの性能評価測定によって提案方式の有効性を明らかにする． 
第 5 章では，RFC 規格外技術を用いた，高速移動通信向けの輻輳制御方式について述
べる．次世代携帯電話システムでは，無線帯域幅が大幅に拡大することが想定され，伝送路
の最大スループットを得るために必要な TCP のウィンドウサイズが増大する．一方，無線チャ
ネル制御や，共有チャネルにおける他移動端末のトラヒック増加によって，利用可能な帯域
幅が減少した場合，送信ウィンドウが過剰に大きい状態となる．この時，キューイング遅延増
大によってタイムアウト再送タイマの長大化し，再送契機が遅延する，リアルタイム系アプリケ
ーションの応答性が低下する等の問題が発生する．本章では，既存の TCP 輻輳制御の改善
方式として，関連研究において提案されている方式の概要を述べた上で，高速移動通信向
けの輻輳制御方式として FS-AT(Flight Size Auto Tuning)[66,67]を提案する．本章では，
FS-AT の基本機能である送信ウィンドウ制御の概要を述べ，IMT-2000 の実網の移動環境に
おいて FS-AT の性能評価を行い有効性の評価を行った． 
第 6 章では，本研究の実施内容についてまとめと考察を行う． 
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第2章 無線回線の伝送特性とトランスポートプロトコ
ルの課題 
2.1 はじめに 
本章では，第 1 に，第 3 世代携帯電話システムである IMT-2000 Release 99 と，第 3.5 世
代携帯電話システムである HSDPA(3GPP Release5 以降)のシステム構成および無線回線を
構成するプロトコル，回線制御技術の概要と，無線回線の伝送特性について述べる．第 2
に，移動端末とゲートウェイ装置間のエンド・エンド回線に適用されるトランスポートプロトコル
として利用される TCP の概要と，無線回線の伝送特性の影響による TCP の伝送効率低下の
問題について述べる．第 3 に，移動通信における TCP の伝送効率低下の問題に対する解決
策として提案されている移動通信向けに最適化された TCP のプロファイルセットである
W-TCP について述べた上で，本研究における次世代モバイルインターネットアクセス向けの
W-TCP の拡張方針について述べる． 
携帯電話向け情報配信サービス等に利用されるモバイルインターネットアクセス環境は，
移動通信網と外部網をゲートウェイ装置経由で接続し，両網の機能連携によって実現され
る．移動通信網の伝送基盤として用いられる IMT-2000 のパケット交換網は，具備された機能
によっていくつかの構成要素に分類することができる[68]．パケット交換網の構成要素として
は，利用者が直接操作を行う移動端末，無線基地局装置等で構成される無線アクセスネット
ワーク，交換機，サービス制御装置等で構成されるコアネットワーク，外部網との関門機能を
提供するゲートウェイ装置の 4 種類を挙げることができる．加えて，外部網の構成要素として
は，アプリケーションサーバーで構成されるサービスプラットフォームおよびインターネットの 2
種類を挙げることができる． 
無線アクセスネットワークの無線回線は，無線帯域幅および伝送遅延の変動やパケットロ
スの発生により，エンド・エンド回線の伝送特性に影響を与える．無線アクセスネットワーク
は，移動端末とゲートウェイ装置間のエンド・エンド回線を構成する中継網の一部であるが，
無線回線の無線帯域幅の制限や伝送遅延の増大はコアネットワークやサービスプラットフォ
ームを構成する固定回線と比較して大きく，エンド・エンド回線の伝送特性を決定する大きな
要素となる．無線回線の伝送特性の特徴としては，帯域幅と伝送遅延が大きい広帯域高遅
延の典型的な LFP(Long Fat Pipe)[35,69]となることが挙げられる．IMT-2000 の導入以降，無
線帯域幅の拡大が進み，既に ADSL 等の固定アクセス回線並みの広帯域化を達成した一
方で，無線回線の複雑な信号処理や誤り制御方式によって伝送遅延は固定回線の 10 倍以
上に増大することがあり，無線帯域幅の拡大と合わせ，帯域幅遅延積の増大の要因となる．
また，移動通信では，電波伝搬環境の品質劣化によるビット誤り率の増加や，回線制御によ
って，パケットロスが発生する頻度が固定回線より高くなる． 
広帯域高遅延の伝送路，パケットロスの発生は，トランスポートプロトコルとして利用される
TCP に対してウィンドウ枯渇によるスループット低下や不要なパケット再送による伝送効率低
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下を発生させる．第 2 世代携帯電話システムのパケット交換網である PDC-P では，固定回線
と比べ伝送遅延は大きいものの，無線帯域幅は最大 28.8kbps であるため，帯域幅遅延積が
増大せず，標準的な TCP のウィンドウサイズで無線回線の最大スループットを得ることができ
る．しかし，第 3 世代携帯電話システムである IMT-2000 では，無線帯域幅幅が下り最大
384kbps に拡大したことで，エンド・エンド回線の帯域幅遅延積が増大し，標準的な TCP では
ウィンドウ枯渇により，無線回線の最大スループットが得られないという問題が顕在化する．加
えて，広帯域高遅延の伝送路は，パケットロス発生時の伝送効率低下の影響が大きくなる．
広帯域高遅延の伝送路では，TCP は単位時間当たり大量のパケットを送信可能であるが，
受信側からの Ack が遅延するため，パケットロス検出の契機が遅延し，その間に送信された
パケットが全て重複して再送される問題が発生する． 
これらの問題を解決するため，トランスポートプロトコルにおいて移動通信向けの最適化技
術の導入が必要となる．トランスポートプロトコルの最適化のアプローチとしては，第 1 に
PDC-P の i モードで独自の簡易プロトコルを採用した例のように，移動通信網側に TCP とは
異なる独自プロトコルを採用し，ゲートウェイ装置で外部の汎用プロトコルと相互変換する方
法と，第 2 にトランスポートプロトコルとして TCP を採用し，無線回線の伝送特性に合わせ
TCP のパケット送受信制御を最適化する方法が挙げられる．IMT-2000 がサービスを開始し
た 2001 年当時，既に世界的にインターネットが普及し，TCP/IP は非音声データ通信プロトコ
ルの事実上の標準として利用されていた．そのため，移動通信に特化した独自のトランスポ
ートプロトコルを考案した上で，既に市場に出回っている OS(Operating System)等に対して
広く普及させることは現実的ではなく，また，独自プロトコルをゲートウェイ装置で変換，中継
するアプローチを用いた場合でも実装の容易性やコストの観点から不利となる．そのため， 
IMT-2000 では，既に市場に出回っている OS に付属する TCP の実装を対象として，各 OS
の実装依存となっている TCP のパラメータ設定値，オプション機能に対して，移動通信向け
の最適化設定指針を定義するアプローチが採用されている．この設定指針は，IETF におい
て RFC3481 として規格化が行われており，本研究では， RFC3481 に基づき最適化が行わ
れた TCP を W-TCP(Wireless profiled TCP, Wireless TCP)と呼称する．W-TCP は，第 2.5 世
代および第 3 世代携帯電話システムにおける，広帯域高遅延の伝送路の問題と，パケットロ
スの問題に対する解決策として，IMT-2000 で利用される移動端末やゲートウェイ装置に適用
されていることに加え，ダイヤルアップ接続に用いられる DTE 端末向けに PC 設定ソフトが配
布されるなど広く普及している．また，プロプライエタリの OS についても，出荷時の設定にお
いて W-TCP 相当のプロファイルが設定された TCP の実装が増えつつあり，本研究では，
RFC3481 を参照して TCP の最適化が行われていなくても，RFC3481 と同等のプロファイルを
持った TCP は W-TCP と呼称する． 
W-TCP は，IMT-2000 のデファクト標準のトランスポートプロトコルとして採用され，移動端
末，ゲートウェイ装置，サーバー装置等で活用されている一方で，携帯電話システムは，
RFC3481 の規格化以降，目覚しく発展し，第 3 世代携帯電話システムの普及，HSDPA を採
用した第 3.5 世代携帯電話システムの実用化に加え，Super 3G や 4G 等の次世代携帯電話
システムの研究開発が進展するなど，携帯電話システムを取り巻く環境が大きく変化してきて
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いる．トランスポートプロトコルにおいては，第 1 章で述べたように，次世代携帯電話システム
向けの無線回線の広帯域化への対応，無線アクセス網および利用環境多様化への対応が
必要であり，特に表 1.1 で示した RFC3481 で対応技術が規格化されていない領域の課題に
対する対策が必要となっている．本研究では，これらの課題に対して，W-TCP を基盤として，
次世代モバイルインターネットアクセス向けの TCP の拡張技術を適用することを提案する． 
本章の構成は以下の通りである．2.2 節では，携帯電話システムの構成として，既に実用
化されている第 3 世代携帯電話システムの IMT-2000 Release 99 と，第 3.5 世代携帯電話シ
ステムとして位置付けられるHSDPAを取り上げ，システム構成とプロトコル構成の概要につい
て述べる． 2.3 節では，無線回線の伝送特性と，無線回線の挙動がエンド・エンド回線に与
える影響について述べる．2.4 節では，標準的な TCP の概要と TCP のパラメータおよびプロト
コル拡張について述べる． 2.5 節では，無線回線の挙動による TCP の伝送効率低下の要因
を述べる．2.6 節では，移動通信向けに最適化された TCP のプロファイルセットとして，
RFC3481 で規格化された W-TCP の概要について述べる． 2.7 節では，本研究における
W-TCP の拡張指針と拡張方法の分類について述べる． 
 
2.2 携帯電話システムのシステム構成の概要 
2.2.1 ネットワーク構成の概要 
図 2.1 に，第 3 世代および第 3.5 世代携帯電話システムである IMT-2000 Release 99 およ
び HSDPA のネットワーク構成を示す[2,68]．IMT-2000 のパケット交換網の構成要素として
は ， 移 動 端 末 (UE:User Equipment) ， 無 線 ア ク セ ス ネ ッ ト ワ ー ク (RAN:Radio Access 
Network)，コアネットワーク(CN:Core Network)，ゲートウェイ装置(GW:Gateway)が挙げられ
る．加えて，移動通信網と相互接続し，移動端末に対して各種アプリケーションサービスを提
供する外部網についても構成要素の 1 つとして挙げることができる．外部網の構成は，サー
ビスの提供形態によって異なる形態をとる．外部網は，i モード等の携帯電話向け情報配信
サービスでは，サービスプラットフォームおよびインターネットで構成され，移動通信網と外部
網を直収接続するサービス形態では，ユーザー側の企業 LAN や ISP で構成される． 
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図2.1 第 3 世代携帯電話システムのネットワーク構成概要 
 
移動端末は，サービス利用者が直接操作を行う装置であり，サービス提供形態によってブ
ラウザを内蔵したハンドセット型端末，DTE 端末と接続し PPP(Point-to-Point Protocol)[70,71]
によって外部の IP 網にダイヤルアップ接続する PC カード型端末等の形態が存在する．移動
端末は，無線アクセスネットワークとコアネットワークの制御によって位置が追跡されており，
サービス提供エリア内を自由に移動しながらハンドオーバーを繰り返しつつ連続的に通信を
行うことができる．無線アクセスネットワークは，無線基地局装置(BTS:Base Transceiver 
Station)，無線ネットワーク制御装置(RNC:Radio Network Control equipment)等の無線装置
群によって構成される．無線基地局装置は，移動端末との無線リンクを確立し，W-CDMA 
(Wideband Code Division Multiple Access) [72,73]方式に基づいた広帯域無線伝送や
RAKE 受信等の高度な無線制御を行う[74]．無線ネットワーク制御装置は，移動端末および
コアネットワークとのリンクプロトコルの終端，中継機能および無線チャネル制御機能を具備し
ている[75]．（リンクプロトコルの終端点は，3GPP の規定上，無線ネットワーク制御装置である
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が，実装上はマルチメディア信号処理装置(MPE:Multimedia signal Processing Equipment)
によって実施される[76]．）コアネットワークは，パケット交換機能(GGSN:Gateway GPRS 
Support Node, SGSN:Serving GPRS Support Node)を備えた交換機群[31]，HLR(Home 
Location Register), SCF(Service Control Fuction)等の各種サービス制御や加入者情報，位
置情報を管理するサービス制御系装置群等[77]で構成され，移動端末とサーバー間で伝送
されるパケットの伝達機能に加え，移動端末の位置情報管理や加入者情報管理機能を具備
している．サービスプラットフォームは，メールサーバー，コンテンツ配信サーバーおよびイン
ターネットとの接続を提供する Proxy サーバー等のアプリケーション機能を提供するサーバー
群で構成される[14]．ゲートウェイ装置は，コアネットワークとサービスプラットフォームを相互
接続する機能を具備し，移動通信網と固定網のトランスポートプロトコルの終端および相互変
換機能や，アプリケーションサーバーと連携し，移動通信網に対して着信制御を行う回線制
御機能を具備している[15]．直収接続によるサービス提供形態の場合，移動通信網と企業
LAN，ISP が IP ルーターを経由して直接 IP 網の接続を行っており，移動端末，DTE 端末に
対してどのようなアプリケーションサービスを提供するかは，企業 LAN，ISP のサービスに依
存する． 
 
2.2.2 プロトコルスタックの概要 
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図2.2 第 3 世代・第 3.5 世代携帯電話システムのプロトコルスタック 
 
図 2.2 に，第 3 世代および第 3.5 世代携帯電話システムのプロトコルスタックを示す
[68,78]．第 3 世代(IMT-2000 Release99)と第 3.5 世代(HSDPA)のプロトコル構成の差異は，
HSDPA において，新たに HS-PDSCH (High Speed Pysical Downlink Shared Channel)，
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HS-SCCH (Shared Control Channel) ， HS-DPCCH (Dedicated Physical Control 
Channel(uplink) for HS-DSCH)の各無線チャネルと MAC 層のサブレイヤプロトコルである
MAC-hs(Medium Access Control-HSDPA)が追加されたことであり，装置構成および上位の
プロトコルスタックは IMT-2000 Relase 99 と共通である[73]．移動通信網内は，無線アクセス
ネットワーク内とコアネットワーク内で異なるリンクプロトコルによって上位プロトコルの転送を
行い，移動端末とゲートウェイ装置間でのエンド・エンド回線を構成している． 
図 2.2 で示したプロトコルスタックにおいて，無線回線特有の伝送特性の要因となるプロト
コルとして，無線リンクのアクセス方式に利用される W-CDMA と，無線アクセスネットワークと
コアネットワーク間で上位プロトコルを転送するリンク層の RLC(Radio Link Control)[55]と
GTP(GPRS Tunneling Protocol)[79]が挙げられる．無線リンクでは移動端末と無線基地局装
置間にW-CDMA が適用され，大容量かつ広帯域無線帯域幅を持つ無線回線を実現してい
る．リンクプロトコルとしては，移動端末と無線ネットワーク制御装置間で RLC が，無線ネットワ
ーク制御装置と交換機(GGSN)間で GTP が適用され，無線ネットワーク制御装置において終
端，中継が行われる．これらのリンクプロトコルの特徴として，RLC は無線回線で生じるビット
誤りやパケットロスに対応するため，再送制御による誤り制御を具備していることに対し，GTP
はコアネットワーク内のパケットトンネリングを目的として利用されており，再送制御等の誤り制
御機能は具備していない．そのため，両プロトコルを終端する無線ネットワーク制御装置で
は，両回線の帯域幅の差分を吸収した上で，RLC の再送制御を行うためパケットを一時的に
蓄積するキューイングバッファを具備する必要がある[75,80]．無線アクセスネットワークとコア
ネットワークによって確立されたエンド・エンド回線には，トランスポートプロトコルとして
W-TCP が適用される．エンド・エンド回線は，無線アクセスネットワークとコアネットワークによ
って構成される伝送路上に設定され，特に無線アクセスネットワークにおける無線回線の伝
送特性の影響を受け伝送特性が大きく変動する．本研究では，無線回線の伝送特性に起因
するエンド・エンド回線のトランスポートプロトコルに関する問題の解決を検討対象とする． 
 
2.3 無線回線の伝送特性 
2.3.1  無線回線の構成技術 
IMT-2000 の無線回線を構成する技術群のうち，エンド・エンド回線の伝送特性に影響を
与える要素としては，2.2.2 節で述べた無線リンクのアクセス方式である W-CDMA と，リンクプ
ロトコルとして移動端末と無線ネットワーク制御装置間に適用される RLC が挙げられる．加え
て，HSDPA では MAC-hs が伝送特性に変動を発生させる要因となる． 
W-CDMA は第 3 世代携帯電話システムで用いられる無線アクセス方式の 1 つであり，
ITU-R（国際電気通信連合無線通信部門）の正式名称では IMT-DS(Direct Spread)と呼ばれ
る．W-CDMA において利用可能な無線帯域幅としては，1.25MHz/5MHz /10MHz/15MHz
の 4 つの帯域が規定されており，サービスごとに要求される無線帯域幅と無線リソースのトレ
ードオフにより最適な無線帯域幅が選択される．RLCは，移動端末と無線ネットワーク制御装
置間の接続に用いられるリンクプロトコルであり，無線リンクで発生したビット誤りやパケットロ
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スを，再送制御によって回復させ，上位層に対して高信頼な伝送路を提供している．
MAC-hs は HSDPA において新設されたリンク層のサブレイヤプロトコルであり，フロー制御，
送信優先順位付け，順序制御，再送制御を行う．再送制御としては，Hybrid-ARQ[81,82]が
適用されており，誤りが発生した複数のパケットを合成することで正常なパケットを回復し，再
送数の増加を抑止することで伝送効率を向上させることが可能となる．IMT-2000 Release 99
および HSDPA の無線回線は，W-CDMA によって大容量かつ広帯域無線帯域幅を持つ無
線リンクが提供されると同時に，リンク層において RLC や MAC-hs に誤り制御を適用すること
でデータ転送の信頼性を向上させ，広帯域高品質の無線伝送路を実現している．一方で，
W-CDMA の高度な信号処理方式や，リンクプロトコルの誤り制御等の要因により伝送遅延が
増大し，広帯域高遅延の伝送路となる．  
 
2.3.2  無線回線の再送制御 
RLC が提供する機能の 1 つとして，再送制御による誤り制御機能がある．移動通信は，電
波を通信媒体として利用しており，デジタル方式の無線通信ではフェージング等による電界
強度の変動によりビット誤り率の増減が避けられない．RLC は無線回線で発生したビット誤り
やパケットロスを再送制御によって回復させることで，ビット誤りの影響を上位層から隠蔽す
る．RLC のパケット送信手順は，上位層から引き渡されたデータ系列を，PDU(Protocol Data 
Unit)に分割，転送し，PDU 単位で送達確認を行う．送達確認ができなかった場合，一定間
隔でパケットの再送を行う．再送回数は有限回数に設定されており，再送数が最大再送回数
に達すると，RLC の再送タイムアウトによりプロトコル処理がリセットされる．この時，キューイン
グバッファに蓄積された送信待ちパケットはメモリー上から破棄され，上位層では，パケットロ
スの発生として認識される．RLC のパケット転送および再送制御の挙動は，エンド・エンド回
線において，RLC の再送回数の増減に伴う伝送遅延の変動と，パケットロスの発生として現
れる．また，RLC の再送回数は有限であることから，エンド・エンド回線の伝送遅延が一定量
を超えると，パケットロスの可能性が高まることが想定されるが，パケットロスの可能性が増加
する伝送遅延の閾値は，携帯電話システムの置局設計やシステムパラメータ設計に依存す
るため，予め推定することは困難となる． 
HSDPA では，リンク層のサブレイヤプロトコルとして適用され MAC-hs において誤り制御が
実施される．MAC-hs では，Hybrid-ARQ 方式が採用され，誤りが検出されたパケットを破棄
せず保持し，再送された複数の誤りのあるパケットを合成することで正常なパケットを再生す
る．この処理により，MAC-hs による再送制御の再送回数を減少させることが可能であるが， 
RLC の観点では，MAC-hs の処理の待ち合わせ等により，誤り検出の契機が変化するなど，
伝送遅延の発生傾向が IMT-2000 Release 99 とは異なったものとなる． 
IMT-2000 のエンド・エンド回線で観測される伝送遅延の変動は，無線回線に適用されて
いるプロトコル構成，プロトコル処理によって異なった特性が現れ，トランスポートプロトコルに
おいては，状況によって動的に変化する伝送路の特性に追従し，パケット送受信制御を最適
に行うプロトコル制御が要求される． 
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2.3.3  無線チャネル制御 
エンド・エンド回線の伝送特性に影響を与える無線回線の挙動の１つとして，無線チャネ
ル制御が挙げられる．IMT-2000 における無線チャネル制御としては，ハンドオーバー，無線
チャネル割当制御が挙げられる[83]．ハンドオーバーは，移動端末が移動し，隣接する無線
基地局が提供するエリアに入った場合，移動端末と無線基地局間の無線リンクを切り替える
ことで連続的な通信を提供する機能である．ハンドオーバーは，無瞬断で実行可能である
が，切り替え条件によって瞬間的にパケット転送が中断した場合，この挙動はエンド・エンド
回線の突発的な遅延増加(Delay Spike[84,85])として認識される．無線チャネル割り当て制
御は，移動端末に割り当てる無線チャネルを動的に切り替える制御である．IMT-2000 Relase 
99 では，回線接続時は，無線リソースの節約のため帯域幅が小さく，他の移動端末と帯域幅
を共有する共有チャネルが割り当てらる．移動端末の共有チャネルでのデータ転送量が一
定の閾値を超えた場合，広帯域な無線帯域幅を占有して利用できる個別チャネルに遷移す
る制御が行われる．共有チャネルの無線帯域幅は 32kbps と低速であるが，個別チャネルで
は最大 384kbps の無線帯域幅が割り当てられる．この個別チャネル，共有チャネル切り替え
の際に，瞬間的にパケット転送が中断した場合， Delay Spike が発生することに加え，無線
帯域幅の急激な増加が発生する．逆に個別チャネルにおいてデータ転送量が閾値を下回る
と，共有チャネルに遷移する．この場合においても，Delay Spike と無線帯域幅の急激な減少
が発生するが，この動作は主にエンド・エンド回線のデータ転送終了後に行われるためトラン
スポートプロトコルに対して影響を与えない． HSDPA では，複数の移動端末で広帯域な無
線帯域幅を共有する共有チャネルが利用される．HSDPA の共有チャネルは，無線帯域幅が
下り最大 14Mbps(規格上)であるが，同一チャネルを共有する移動端末数，電界強度，通信
状態等の複数のパラメータにより動的なパケットスケジューリング制御が行われ，1 つの移動
端末に着目した場合，利用可能な無線帯域幅が動的かつ広範囲に変動する[21]． 
 
2.4 TCP概要 
2.4.1 TCPの概要と基本動作 
本節では，標準的な TCP の概要と基本動作について述べる．TCP は OSI 参照モデルの
第 4 層であるトランスポート層に適用される高信頼プロトコルとして，インターネットや LAN 等
の IP 網において広く利用されている．IP 網では，ネットワーク層以下でパケットの到達性が補
償されておらず，データ欠落が許容されないアプリケーションを利用する場合，上位層で誤り
制御を適用する必要がある．トランスポート層で利用可能な代表的なプロトコルとして， コネ
クション確立型の TCP と非コネクション確立型の UDP がある．UDP ではパケットの到達性，
順序性を補償しておらず，これらを上位層に依存しているのに対し，TCP では再送制御，順
序制御を具備しており，パケットの到達性，順序性を確保した上で，上位層にデータ系列を
引き渡すことができる．TCP はホスト間でコネクションを確立し，送信するパケットにシーケンス
番号を付与することで，パケットロスや順序の入れ違い等の検出を行う．TCPは，プロトコル制
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御のための 20byte のヘッダ情報を持っており，ヘッダの内容には送受信ポート番号，シーケ
ンス番号，確認応答番号，ウィンドウサイズ，チェックサム，各種フラグ情報が含まれている．
また，TCP ヘッダを拡張することで，Timestamp 等のオプション情報を付与することが可能で
あり，この時 TCP ヘッダは 20byte を超えた値となる． 
TCP のパケット転送の基本動作は以下の手順により行われる． 
 
(1) コネクション確立 
TCP は 3 ウェイ・ハンドシェイクによりコネクションを確立する．TCP のホストは通信相手の
ポート番号に対して，TCPヘッダにSYNフラグを付与してパケットを送信する．SYNを受信
したホストは，コネクション確立が可能な場合，SYN+ACK フラグを付与したパケットを返信
する．SYN+ACK パケットを受信したホストは Ack を返信し，コネクションが確立される． 
 
(2) パケット転送 
TCP の送信側は，コネクション確立時に予め指定された送受信ポートを利用し，パケット
の転送を行う．各パケットのヘッダには，シーケンス番号が付与されており，当該コネクショ
ン上で送信されたパケットが一意に識別することが可能である．TCP の受信側は，パケット
を受信すると，確認応答番号を付与した Ack パケットを送信する．シーケンス番号に欠落
があった場合，TCP の受信側は確認応答番号を増加させず Ack を返信することで，TCP
の送信側はパケットが受信側に正常に到達していないことが識別できる． 
 
(3) コネクション切断 
パケットの送信が終了した時，TCP の送信側は，FIN フラグを付与したパケットを送信す
る．受信側は FIN+ACK フラグを付与したパケットを返信し，送信側からの Ack の返信によ
りコネクションが切断される． 
 
2.4.1.1 ウィンドウ制御 
TCP のパケット転送では，パケット送信後，Ack の受信によりパケット到達の確認を行うが，
1 パケット送信する度に Ack の待ち合わせを行うと，次のパケットの送信までの待ち時間が増
加しパケットの転送効率が低下してしまう．そのため TCP はウィンドウ制御を行うことでパケット
を効率的に転送を行う．TCP の送信側はウィンドウと呼ばれるバッファを確保し，ウィンドウサ
イズ以下のパケット量を Aｃｋの受信を待ち合わせることなく転送する．TCP の送信側は Ack
を受信すると，Ackを受信したパケットをウィンドウから破棄し，後続のパケットをウィンドウに追
加する．TCP が設定可能なウィンドウサイズは，TCP ヘッダのウィンドウサイズの領域が 16bit
であることから 64kbyte が上限となる．ただし，Window Scale Option を適用し，送受信側でネ
ゴシエーションを行うことで最大１Gbyte まで増加させることが可能である．ウィンドウサイズの
値は，輻輳ウィンドウ，広告ウィンドウ，送信ウィンドウの複数のパラメータから決定される．輻
輳ウィンドウは送信側が保持するパラメータであり，ネットワークの輻輳状態を推定することで
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加減が行われる．送信側は Ack を受信すると，輻輳ウィンドウをスロースタートの手順に従い
増加させ，再送タイムアウトタイマ(RTO タイマ：Retransmission Timeout Timer)のタイムアウト
によって1に減少させる．広告ウィンドウは，受信側がAckパケットによって送信側に通知する
値であり，受信側の受信バッファの残容量を示す．送信ウィンドウは，輻輳ウィンドウと広告ウ
ィンドウの最小値に設定され，送信側が Ack を待ち合わせることなく送信することが可能なパ
ケット量を示す． 
 
2.4.1.2 再送制御 
TCP はパケット転送の信頼性確保のため再送制御機能を具備しており，伝送経路上でパ
ケットロスが発生した場合，再送制御によって喪失したパケットを回復することが可能である．
TCP の送信側がパケットロスを検出する契機として，重複 Ack(Dupilicate Ack)の受信と RTO
タイマのタイムアウトがある．パケットロスが発生した場合，受信側で後続のパケットが受信さ
れたとしても，受信側は Ack のシーケンス番号を増加させずに送信側へ返送する．この時，
送信側では同一の Ack が重複して受信される．RFC2001 で規定された Fast Retransmit/Fast 
Recovery では，重複 Ack を 3 回受信するとパケットロスが発生したものと判断し，パケットの再
送を行う．伝送路が完全に不通状態となりパケットの送受信が不可能となった場合や，ウィン
ドウサイズ分のパケットがバースト的にロスし受信側に後続のパケットが届かない場合など，送
信側で重複 Ack が 3 回受信されない場合，RTO タイマがタイムアウトすることで再送が行わ
れる．この再送を，タイムアウト再送(RTO 再送)と呼ぶ． TCP は，RTO 再送が発生した場合，
ネットワークに輻輳が発生し，経路上のルーターにキュー溢れが発生したものとみなし，パケ
ット送信量を低減する輻輳回避(Congestion Avoidance)動作を実行する．この時，送信側の
輻輳ウィンドウの値は 1 に設定され，転送再開後スロースタートの手順により増加する．この
時，スロースタート閾値(ssthresh : slow start threshhold)が RTO 発生時の輻輳ウィンドウの半
分に設定され，スロースタートによる輻輳ウィンドウの増加量が抑制される． 
 
2.4.2 TCPのパラメータ設定 
各種 OS に付属する TCP の実装には，TCP の各パラメータ値を利用者が変更できるような
仕組みが提供されている．以下で代表的な設定例について述べる． 
TCP の実装において設定変更が可能なパラメータの例として，ウィンドウ制御および再送
制御に関する各設定値があり，利用する伝送路の特性に応じてパラメータを変更することで
パケット送受信動作を最適化することができる． 
ウィンドウ制御については，輻輳ウィンドウ，広告ウィンドウに関するパラメータが与えられて
いる．輻輳ウィンドウは，初期値(初期ウィンドウサイズ)および最大値(最大ウィンドウサイズ)を
変更可能であり，広告ウィンドウについては受信側が送信側に通知する受信バッファサイズ
の最大値を変更することができる． 
再送制御については，重複 Ack 受信時の再送動作や RTO 再送に関するパラメータが与
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えられている．重複 Ack 受信時は，通常 3 回の重複 Ack 受信により再送を行うが，任意に再
送を開始する重複 Ack 数を変更することができる．RTO 再送では，RTO タイマの初期値，最
小値，最大値が設定可能である．RTO タイマは，TCP のコネクション確立時は，最小値の値
が設定され，Ack の到達時間に応じて，最小値から最大値の間で計算される． 
送信パケット長については，MTU(Maximum Transfer Unit)のパラメータを与えることで変
更することができる．MTU の値は，伝送路の特性や下位層のプロトコルのペイロード長など
に応じて設定値を変更することがきる． 
  
2.4.3 TCPのプロトコル拡張機能 
TCP の実装には，複数の機能がオプションとして用意されており，機能の有無を選択する
ことで TCP のプロトコル動作を拡張することが可能である．Windows や Linuｘ等の実装にお
いては，Window Scale Option や Selective Ack など TCP の標準化後に IETF において RFC
標準となった機能群がオプションとして用意されている．TCP に関しては，関連研究や IETF
において新たなプロトコル処理手順が次々に提案されており，一部は RFC として規格化され
ている．これらの新たなプロトコル処理手順に関しては，プロプライエタリの OS ではメーカー
によるバージョンアップで実装される他，特に Linux においては提案者からのソースコード配
布やカーネルへの標準搭載が早期に行われており，これらの機能拡張をいち早く利用するこ
とが可能である． 
 
2.5 無線回線の挙動と TCPへの影響 
無線回線の挙動は，エンド・エンド回線の伝送特性に影響を与え，TCP のパケット送受信
制御の効率低下を引き起こす．ここでは，エンド・エンド回線の伝送特性を，帯域幅遅延積の
増大，パケットロスの発生，帯域幅の変動，伝送遅延の 4 つに分類し，TCP の伝送効率低下
が発生する要因について述べる． 
 
2.5.1  帯域幅遅延積の増大 
伝送路の特性を現す指標の１つとして，帯域幅と伝送遅延の積である帯域幅遅延積があ
る．帯域幅遅延積とは，伝送路を１つのバッファとみなした場合，バッファに蓄積可能なデー
タ容量を示す値となる．携帯電話システムにおいては，無線リンクの信号処理方式，リンクプ
ロトコルの再送制御等の要因によって伝送遅延が増大し，同程度の帯域幅の固定回線と比
べた場合，帯域幅遅延積が 10 倍以上の値となる．また，無線ネットワーク制御装置の大容量
バッファは，バッファにパケット滞留が発生することでキューイング遅延が増大し，見かけ上の
帯域幅遅延積が増大するという影響を与える． 
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図2.3 高遅延ネットワークにおけるウィンドウ枯渇 
 
TCP は，伝送路の帯域幅を最大限利用し，最大スループットを得るために，最大ウィンドウ
サイズを帯域幅遅延積以上の値に設定する必要がある．固定回線や第 2 世代携帯電話シス
テムの PDC-P においては，帯域幅遅延積が一般的な OS に付属する TCP の最大ウィンドウ
サイズである 4kbyte から 16kbyte 程度の値をを大きく超えることは稀であり，インターネットで
標準的に利用される TCP をそのまま移動通信網に適用しても充分なスループットを得ること
ができる．しかし，IMT-2000 の導入以降，無線帯域幅の広帯域化によって帯域幅遅延積が
約 32kbyte から 100kbyte 以上に拡大したことで，一般的な最大ウィンドウサイズを持った TCP
を利用した場合，ウィンドウ枯渇により無線帯域幅に空きがあるにも関わらず，パケット送信が
不可能となり，スループットの増加が頭打ちとなる．図 2.3 に低遅延ネットワークと高遅延ネット
ワークの TCP の送受信制御を示す．低遅延ネットワークでは，TCP の送信側がウィンドウサイ
ズ分のパケットを全て送信する前に Ack が受信され，ウィンドウ枯渇は発生しない．それに対
して，高遅延ネットワークでは，ウィンドウサイズ分のパケット送信が完了したにも関わらず，
Ack の到達の遅延により，次のパケット送信が行えなくなってしまう．この送信待ち時間により
スループットの低下が発生する．帯域幅遅延積の大きな伝送路では，ウィンドウサイズ分のパ
ケット送信が高速に行えることに対して，Ack の到達が遅れ，ウィンドウ枯渇の影響が大きくな
る． 
 
2.5.2  パケットロスの発生 
移動通信では，移動端末の移動に伴い電波伝搬環境に変動が発生する．無線基地局装
置から送信された電波は，反射，回折により複数の経路を辿って移動端末に到達し，経路の
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差異によって電波が干渉し電界強度の強弱が発生する．この中を移動端末が移動すると，
受信される電界強度がランダムに変動するフェージングが発生する．また，移動端末がトンネ
ルやビル影に侵入した時，電波の到達が遮られることで全く通信が行えなくなるシャドウイン
グが発生する[86,87]．これらの電波の錯乱要因によって，デジタル方式を用いた無線通信で
はビット誤りの発生が避けられず，上位層における誤り制御は必須である．IMT-2000 では，リ
ンクプロトコルである RLC において再送制御が行われ通信の信頼性を確保している．しか
し，RLC の再送回数が上限に達し，プロトコルタイムアウトが発生した場合やハンドオーバー
等の無線チャネル制御による一時的な通信の遮断が生じた場合，条件によってパケットロス
が発生することがある．また，移動通信網と企業 LAN/ISP との直収接続において，接続回線
に低速なアクセス回線を用いた場合，大容量のウィンドウサイズでパケットを送信すると，ボト
ルネック箇所のルーターのキュー溢れによりパケットロスが発生する可能性がある．従って，
RLC の上位プロトコルに用いられる TCP では，RLC で回復不能なパケットロスや，エンド・エ
ンド回線の経路上で発生するパケットロスを再送制御によって補償する必要がある．TCP は，
インターネットを構成する IP 網のトランスポート層において，パケットの到達および順序性を
補償する機能が具備されている．TCP を移動通信網に適用した場合においても，TCP が具
備する再送制御によってパケットロスの回復が可能である．しかし，TCP の再送制御は，標準
で Go-Back-N 方式を採用しており，パケットロスにより喪失したパケット以降全てのパケットを
再送する．この再送手順は，広帯域高遅延の伝送路では，送信側がパケットロスを検出する
契機が大幅に遅延し，最大でおよそ送信ウィンドウサイズ分に等しい量のパケットが再送され
再送効率が大幅に低下する．図 2.4 に，ウィンドウサイズを拡大した場合の Go-Back-N 方式
による不要なパケット再送の増加について示す． 
TCP がパケットロスを検出する契機として，2.4.1.2 節で述べたように，重複 Ack の受信と
RTO タイマのタイムアウトがある．重複 Ack の受信では，Ack パケットに受信側で正常に受信
できなかったパケットの情報を付与し，選択的にパケットを再送する Selective-Repeat 方式の
再送方式(SACK)や，3 回重複 Ack を受信した時に即座に再送を行い，輻輳制御量を最小
化するFast Retransmit/Fast Recoveryを適用することが可能であり，無線回線で発生したパケ
ットロスの回復に有効である．一方，RTO 再送では，RTO タイマがタイムアウトするまで再送を
実行することが不可能であり，伝送路上でパケットロスが発生したかどうか直接的に検出する
方法が皆無となる．無線回線では，パケットロスだけでなく，無線回線の一時的な通信の遮
断や，Ack パケットの遅延等によって RTO 再送が発生する可能性があり，無線回線における
RTO タイマの決定は，再送効率を高める上で重要な課題となる． 
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図2.4 ウィンドウサイズ拡大時のパケットロスの影響 
 
2.5.3  帯域幅の変動 
無線帯域幅の変動は，IMT-2000 Release 99 と HSDPA では，無線チャネル構成とプロトコ
ル構成の差異から異なった特性となる．IMT-2000 Relase 99 の下り無線チャネルは，物理チ
ャネルとして DPCH(Downlink Dedicated Physical Channel), PDSCH(Physical Downlink 
Shared Channel)が適用される[88]．IMT-2000 Relase 99 では，接続開始時やパケット転送が
アイドル状態となった時，無線リソースの有効利用のため，移動端末に PDSCH 上に構成され
る共有チャネルが割り当てられる．パケット転送が開始され，データ転送量が閾値を超える
と，DPCH 上に構成される個別チャネルに切り替え制御が行われる．共有チャネルは無線帯
域幅が 32kbps 程度の帯域を共有する低速回線であるが，個別チャネルでは 64kbps から
384kbps の広帯域無線帯域幅を１つの移動端末が占有することができる．IMT-2000 Relase 
99 では，共有チャネルから個別チャネルの切り替え時に，Delay Spike が発生し，その後，無
線リソースの空き状況によって 64kbps から 384kbps と無線帯域幅が増大する．この時の無線
帯域幅の増加量は，エンド・エンド回線では予測不可能である． 
HSDPA は，IMT-2000 Release 99 の下り無線チャネルを拡張し，無線帯域幅の広帯域化
を実現している．HSDPA の下り無線チャネルには，HS-PDSCH が適用され，複数の移動端
末が HS-PDSCH 上に構成される共有チャネルで無線帯域幅を共有する．HSDPA の共有チ
ャネルの無線帯域幅は規格上最大 14Mbps であり，1 つの移動端末が利用可能な無線帯域
幅は，チャネルを共有する移動端末数やパケット送受信状況，電界強度など複数のパラメー
タを元に無線基地局装置によって決定される．HSDPA を利用した場合，移動端末が静止状
態にあったとしても，他の移動端末の利用状況によって無線帯域幅幅が 32kbps 程度から
14Mbps と動的に変動し，エンド・エンド回線で利用可能な帯域幅を予測することは不可能で
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ある． 
2.4.1 節で述べたように，TCP は，伝送路の帯域幅を最大限利用し，最大のスループットを
得るため，最大ウィンドウサイズを伝送路の帯域幅遅延積以上の値に設定する必要がある．
これは HSDPA の共有チャネルを利用した場合など，利用できる無線帯域幅が不明であった
としても，想定される無線帯域幅の最大値に合わせてウィンドウサイズの最大値を決定する
必要があることを示している．TCPの輻輳ウィンドウは，パケットロスが発生しなければ，Ack受
信ごとに増加し，予め設定された最大値まで増加する．この時，移動端末に割り当てられる
無線帯域幅が減少した場合，伝送路の帯域幅遅延積に対して送信ウィンドウが過剰に大きく
なった状態となり，帯域幅遅延積と送信ウィンドウの差分に相当するパケット量がネットワーク
上に滞留する．パケットの滞留は，2.4.1 節で述べたように，無線回線と固定回線のリンクプロ
トコルを終端する無線ネットワーク制御装置上で発生し，大容量キューイングバッファの実装
により，キュー溢れによるパケットロスが発生しにくく，キューイング遅延の増大が発生する．キ
ューイング遅延の増加は，エンド・エンド回線の伝送遅延の増加要因となり，TCP の RTO タイ
マが過剰に大きくなり再送契機が遅延する，対話型アプリケーション利用時の応答性が低下
する等の問題を引き起こす． 
図 2.5 に帯域幅遅延積の変動と送信ウィンドウの挙動を示す．この時，広告ウィンドウサイ
ズは最大ウィンドウサイズ以上に設定され，送信ウィンドウと輻輳ウィンドウの値が等しいものと
する．図 2.5 は，送信ウィンドウがスロースタートにより増加し，最大ウィンドウサイズに達した場
合の挙動と，帯域幅の変動により，帯域幅遅延積が増減した場合の挙動を示す．領域①で
は，帯域遅延積より送信ウィンドウの値が小さいが，スロースタートによる送信ウィンドウの増
加にともないスループットが増大する．領域②では，帯域幅遅延積と送信ウィンドウの値が一
致しており，最大スループットを得ると同時に，ネットワーク上にパケット滞留を発生させること
なく効率的なパケット転送が可能となる．領域③では，帯域幅の増大により帯域幅遅延積が
増大するが，送信ウィンドウが最大ウィンドウサイズに達しているため，ウィンドウ枯渇によって
それ以上のスループット増大が得られない．領域④では，帯域幅減少により帯域幅遅延積が
減少したにも関わらず，パケットロスが発生しないため送信ウィンドウが最大値を維持してい
る．この時，帯域幅遅延積と送信ウィンドウの差分に相当するパケットがネットワーク上に滞留
し，キューイング遅延の増加の要因となる． 
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図2.5 無線帯域幅の変動の影響 
 
2.5.4  伝送遅延の変動 
2.3 節で述べたように，無線回線のリンクプロトコルである RLC の再送制御と，無線チャネ
ル制御の挙動によって，エンド・エンド回線では複雑な伝送遅延変動が発生する．加えて，
移動端末が移動すると，フェージングによるビット誤り率の増減により，RLC 再送回数が増減
するため，エンド・エンド回線では，RLC 再送回数に応じて伝送遅延変動が発生する．移動
通信環境で特徴的な伝送遅延の挙動として，突発的に伝送遅延が増加する現象(Delay 
Spike)がある．Delay Spike は，移動端末がトンネルやビル影に侵入したときに一時的に電波
が到達できなくなるシャドウイングや，ハンドオーバーや無線チャネル割り当て制御等の無線
チャネル制御の起動時など，一時的にデータ転送が停止した場合に発生する．  
エンド・エンド回線で観測される伝送遅延変動は，RLC 再送に起因するランダムな変動と，
移動端末の移動に伴い突発的に発生する Delay Spike に分類することができる．ランダムな
遅延変動の変動周期，変動幅は，移動端末の移動速度や基地局との距離に依存する．ま
た，Delay Spike の発生頻度，遅延増加量は，移動端末が移動する速度や地形，基地局の
サービス提供エリアの設計に依存する．何れの場合も，エンド・エンド回線において，これら
の伝送遅延変動を推定することは困難である． 
伝送遅延の変動は，TCP の送信側において行われる RTO タイマの更新に影響を与える．
RTO タイマは，送信側がパケット送信から Ack 受信までのパケットの往復時間(RTT)を計測
し，RTO タイマ更新アルゴリズムによって更新される．最も広く利用されている RFC2988 で規
定された RTO タイマ更新アルゴリズムは，RTT の加重平均や変動量をパラメータとして RTO
タイマを算出する．しかし，伝送遅延が不規則かつ広範囲に変動すると， RTO タイマの計算
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値は，伝送遅延変動に対して適切な値に維持されなくなる．RTO タイマが RTT の増加に対し
て追従が不可能となると，RTO タイマが RTT の値より小さくなり，Ack 受信前に RTO タイマが
タイムアウトすることで不要な RTO 再送が発生する．このタイムアウトをスプリアスタイムアウトと
呼ぶ．TCP は，RTO タイマのタイムアウトを，ネットワークの輻輳発生とみなし，輻輳回避動作
を行うことが規定されている[36]．TCP は輻輳回避動作時，輻輳ウィンドウを 1 まで減少させ，
スロースタート閾値をタイムアウト発生時の輻輳ウィンドウの半分に設定し，パケット送信量と
パケット送信量の増加量を低下させる．しかし，スプリアスタイムアウトが発生した時，送信さ
れたパケットは正常に受信側に到達しており，この時実行される輻輳回避動作とパケット再送
は不要な動作である．不要な輻輳回避動作によるパケット送信量の低下と，不要に再送され
受信側に重複して到達するパケットによって TCP の伝送効率は著しく低下する．この挙動
は，移動通信網向けに最適化された W-TCP では伝送効率の低下が特に大きくなる．W-TCP
は，伝送遅延の大きい無線回線に対応するため，最大ウィンドウサイズを拡大している．最大
ウィンドウサイズは，最大スループットの確保のため伝送路の帯域幅遅延積より大きくすること
が必要となる．例えば，HSDPA において帯域幅が 3.6Mbps，RTT が 300 ミリ秒と仮定すると
帯域幅遅延積の値は 135kbyte である．この時 1 回のスプリアスタイムアウトで最大 135kbyte
のデータが過剰に再送される．またスロースタート閾値が半減することで，スロースタートが停
止し，送信ウィンドウがスプリアスタイムアウト発生前の値に戻るまでスループットが低下する
問題がある．逆に，RTO タイマが RTT の減少に対して追従が不可能となると，RTO タイマが
RTT に対して過剰に大きな状態となる．この状態で，パケットロスが発生すると，RTO タイマの
タイムアウトが遅延し，即座にパケット再送が必要な状況において再送動作を行うことが不可
能となる．この状況では，伝送路の通信状態が回復したにも関わらずパケットが送信できない
期間がが長期化し伝送効率が低下する． 
図 2.6 に伝送路の状態に対して RTO タイマが不適切に設定された場合の例を示す．左図
では，パケットロスが発生し，一定期間経過後，無線リンクの接続が回復したにも関わらず，
RTO タイマが過剰に大きく，パケットが再送されない期間が長期化している．右図では，伝送
遅延が一時的に増加し Ack の到達が遅延している状況を示しており，RTO タイマが RTT の
増加に追従できない場合，スプリアスタイムアウトが発生する．この時，同一のパケットが重複
して受信側に到達し，送信側は不要な輻輳回避動作を実行する．この様にパケットロス発生
時の再送契機の短縮と，スプリアスタイムアウトの発生は RTO タイマの値のトレードオフとな
る． 
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図2.6 伝送遅延の変動の影響 
 
2.6 W-TCP概要 
2.6.1 W-TCPの規格の考え方 
2.4 節で述べたように，Window や Linux 等に付属する TCP の実装は，ウィンドウ制御，タ
イムアウト再送，MTU サイズ等のパラメータや，SACK，Window Scale Option 等のプロトコル
拡張に関するオプション機能について設定値，機能利用の有無を予め設定することで，TCP
の通信制御を変更することができる．しかし，各実装においてデフォルト値として与えられる
設定値は，インターネットや LAN 等の固定回線において必要充分な伝送効率を得るための
汎用的な設定であり，固定回線と伝送特性が異なる無線回線では充分な伝送効率が得られ
ないことがある．従って，TCP が無線回線において充分な伝送効率を得るためには，予め無
線回線の伝送特性を予測し，最適化されたパラメータ値およびオプション機能を設定する必
要がある． 
W-TCP は，各実装において実装依存の TCP のパラメータ値，オプション機能の設定値
を，第 2.5 世代および第 3 世代携帯電話システム向けに最適化したプロファイルセットとして
規定している．従って，W-TCP の規格とは，TCP の設定に関する移動通信向けの設定ガイド
ラインであり，特定のプロトコルや実装を示した規格ではない．すなわち W-TCP は，
Windows, Linux, Macintosh 等の OS に付属する TCP の実装や，TCP Reno[89], TCP 
Vegas[90,91], TCP Westwood[92], HSTCP(High Speed TCP)[93]等の各種の TCP 方式とは
独立した規格であり，W-TCP のプロファイルセットと同等の設定値を与えられた TCP は移動
通信環境でも充分な性能を得ることができると言える． 
W-TCP は，2000 年に稲村，石川によって IETF の INTERNET DRAFT として提案され，
W-CDMA エミュレータを用いたシミュレーション実験によって第 3 世代携帯電話システムに
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おける有効性が報告されている[49]．本研究では，INTERNET DRAFT で規定された(1)最
大ウィンドウサイズの拡大，(2)初期ウィンドウサイズの拡大，(3)SACK の適用，(4)MTU 拡大
の 4 種のパラメータおよびオプション機能に関する設定値を W-TCP 基本プロファイルと定義
し，このプロファイルが適用された TCP を W-TCP と呼称する．2003 年には，W-TCP は IETF
において Best Current Practice[94]の RFC として規格化されている[44]．INTERNET DRAFT
で規定された W-TCP は，適用先を W-CDMA に特化し，2001 年にサービスを開始した
IMT-2000 に適用することを前提とした TCP の最適化指針を定義しているのに対し，
RFC3481 では適用先を第 2.5 世代および第 3 世代携帯電話システムに拡張し，移動通信に
おける無線回線の伝送特性に起因する TCP の問題の対処方法について，W-TCP 基本プロ
ファイルを包含した上で拡張したものに改版されている．RFC3481 で規定された技術群は，
既に RFC で規格化が完了し，プロプライエタリの OS 等に実装され始めている汎用的な技術
による TCP の設定指針を規定している．本研究では，これらの RFC3481 で規定された
W-TCP の技術群を W-TCP 基本技術と定義する． 
 
2.6.2  W-TCP基本プロファイル 
W-TCP 基本プロファイルは，INTERNET DRAFT において W-CDMA 向けに最適化され
た TCP プロファイルセットとして，表 2.1 で示す設定方針が提案されている．本研究では，こ
のプロファイルに準拠した設定値が与えられた TCP を W-TCP と呼称する． 
   
表2.1 W-TCP 基本プロファイル 
パラメータ/機能名 パラメータ設定値 関連 RFC 
最大ウィンドウサイズ 64kbyte RFC793 
初期ウィンドウサイズ 4380byte RFC2414 
SACK Enable RFC2018 
MTU サイズ 1500byte N/A 
 
最大ウィンドウサイズの拡大は，送信ウィンドウサイズ最大値を Window Scale Option の適
用なしに設定可能な最大値である 64kbyte に拡大し，Ack の待ち時間によるウィンドウ枯渇の
問題を回避する．TCP の送信側が送信可能なのパケット送信量は，ウィンドウサイズに関する
複数のパラメータによって決定される．輻輳ウィンドウは，送信側が保持するパラメータであ
り，初期ウィンドウサイズからスロースタートによって Ack 受信ごとに増加する．広告ウィンドウ
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は，受信側から送信側へ Ack パケットによって通知するパラメータであり，受信側が受信する
ことが可能なパケット量を通知する．送信ウィンドウは，輻輳ウィンドウと広告ウィンドウの最小
値に設定され，送信側が Ack の受信なしに送信可能なパケット量を決定する．帯域幅遅延
積は，無線帯域幅が 384kbps の場合，伝送遅延が約 1.3 秒となった時に 64kbyte に達する．
すなわち，最大ウィンドウサイズの拡大によってウィンドウサイズの上限を 64kbyte に拡大した
場合，伝送遅延が約 1.3 秒以内であれば無線帯域幅の最大スループットを得ることが可能と
なる． 
初期ウィンドウサイズの拡大は，RFC2414[95](RFC3390 の旧版)に基づき，通常 2MSS と
規定されている初期ウィンドウを 4380byte に拡大する．最大ウィンドウサイズ拡大を行うと，ス
ロースタートの影響によって最大ウィンドウサイズに達するために必要な Ack 受信数が増加
し，最大スループットに達する時間が長期化する．初期ウィンドウサイズの拡大では，スロース
タート開始時の輻輳ウィンドウの初期値を拡大し，最大ウィンドウサイズに達するまでの時間
を短縮する．また，初期ウィンドウが 2MSS と規定された場合，MTU サイズによって初回パケ
ット転送時に送信するデータ量に差異が生じる．初期ウィンドウサイズを 4380byte と規定する
ことで MTU サイズに依存せず初回パケット転送時の送信データ量が統一される．IMT-2000 
Release 99 では，共有チャネルから個別チャネルへ遷移させる無線チャネル制御の閾値とし
て，転送データ量を用いており，初期ウィンドウサイズの統一によって，無線チャネル制御の
閾値設計が容易になるという利点が得られる． 
MTU サイズの拡大は，TCP/IP ヘッダのオーバーヘッド削減のため，下位レイヤの最大ペ
イロード長に合わせて MTU サイズを設計する．W-TCP では，MTU サイズとして Ethernet の
最大ペイロード長である 1500byte が規定されている．ただし，経路上に L2TP(Layer 2 
Tunneling Protocol)[96]や PPPoE(PPP over Ethernet)[97]等のトンネリングプロトコルが適用さ
れていた場合，下位レイヤの MTU が小さくなり，IP パケットが利用可能なペイロードが
1500byte に満たなくなることがある．この場合，IP フラグメント[98]によるオーバーヘッドの増
加とパケットロス発生時の再送データ量の増加が発生するため，下位リンクの最大ペイロード
長に合わせる必要がある． 
SACK は，パケットロス発生時，喪失したパケットの情報 Ack に付加し，パケットを選択的に
再送する Selective Repeat ARQ 方式の再送制御を TCP に適用させる．通常の TCP は，パケ
ットロス発生時，喪失したパケットまで後戻りし，それ以降全てのパケットを再送する
Go-Back-N ARQ 方式を採用している．しかし，移動通信環境のように伝送遅延が大きく，
TCP の最大ウィンドウサイズを拡大している場合，パケットロス発生後，送信側がパケットロス
を検出するまで長時間を要し，その間大量のパケットが送信され，不要に再送されるパケット
量が大きくなる．従って，最大ウィンドウサイズを拡大した場合，不要なパケット再送を抑止す
る SACK の適用は必須となる． 
 
2.6.3  W-TCP基本技術(RFC3481) 
RFC3481 では，適用対象を第 2.5 世代および第 3 世代携帯電話システムに広げ，規定範
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囲を W-TCP 基本プロファイルから拡張し，移動通信環境で TCP を利用した時に発生する問
題の対策技術の規定が行われている．表 2.2 に，RFC3481 で規定されている技術群の概要
を示す．RFC3481 の規格は，2.6.2 節で述べた W-TCP 基本プロファイルを包含しつつ，無線
回線で有効な TCP 関連技術を規定している．RFC3481 の W-TCP 基本プロファイル以外の
技術として，Window Scale Option (RFC1323), Limited Transmit (RFC3042[99]), Path MTU 
Discovry (RFC1191[100], RFC1981[101]), Explicit Congestion Notification 
(ECN)(RFC3168[102]), Timestamp Option (RFC1323), Disabling RFC1144 TCP/IP Header 
Compression(RFC1144[103])が規定されている．これらの技術は，既に RFC で規格化された
技術群で構成され，多くの技術が市中の OS に付属する TCP の実装の設定変更によって適
用可能である．  
Window Scale Option は，標準では 64kbyte が最大値となるウィンドウサイズを，N 倍に読
み替えることで最大 2Gbyte までの設定を可能とする．HSDPA 以降の次世代携帯電話システ
ムでは，無線帯域幅が 3.6Mbps 以上に拡大し，帯域幅遅延積が 64kbyte より大きくなる．この
場合，Window Scale Option を適用することで，最大ウィンドウサイズを 64kbyte 以上に拡大
する必要がある．ただし，Window Scale Option の利用は，TCP コネクション開設時にネゴシ
エーションのための付加情報によりデータ量が増加すること，送信ウィンドウの粒度が荒くな
り，無線帯域幅が減少した際，パケット送信制御の精度が低下，不必要なウィンドウサイズの
拡大は大量のパケットをネットワークに送信し，輻輳発生の要因となることから，想定される帯
域幅遅延積以上に最大ウィンドウサイズを拡大することは避ける必要がある． 
Limited Transmit は，ウィンドウの空きがない状態で，Fast Retransmit/Fast Recovery による
高速な TCP 再送を可能とするため，重複 Ack を 2 個受信した場合，ウィンドウの空きがなく
ても新たに 2セグメントのデータ送信を許容することで，3個目の重複Ackの送信を促し，Fast 
Retransmit/Fast Recovery を起動させる． 
Path MTU Descovry は，ICMP(Internet Control Message Protocol)[98]において経路上の
最小 MTU サイズを予め検出することで，適切な MTU 設定を可能とする．W-TCP では MTU
を Ethernet のペイロードの上限である 1500byte に拡大することが規定されている．しかし，
MTU を 1500byte に設定した場合，IP フラグメントにより逆にオーバーヘッドを増加させてしま
う．この場合，Path MTU Descovery を適用や予め最適な MTU サイズを設定として与える必
要がある． 
ECN は，ネットワークの輻輳とビット誤りによるパケット破棄をルーター等によって TCP に通
知することで，適切な輻輳制御を可能とする． 
Time Stamp Option は，TCP パケットにタイムスタンプを付与することで，正確な RTO タイマ
の算出や，Eifel Detection によるスプリアスタイムアウトの検出が可能となる．ただし，本研究
では，Time Stamp Option の適用は，全てのパケットに付加情報を与える必要があり，リソース
の限られた移動通信環境では，伝送効率低下の要因とみなし，RTO タイマの算出とスプリア
スタイムアウトの検出には，Timestamp Option を利用しない方式を採用する． 
TCP/IP header Compression の無効化は，TCP/IP ヘッダ圧縮を有効にした場合，1 パケット
のロスによって後続のパケットの復元が不可能となり，SACK が適用できなくなるため[105]，
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移動通信環境においては無効化する必要がある． 
 
表2.2 W-TCP プロファイル(W-TCP 基本技術) 
機能名 設定方針 関連 RFC 
適切なウィンドウサイズ 帯域幅遅延積に基づく N/A 
Window Scale Option 64kbyte 以上のウィンドウサイズ設定時 RFC1323 
初期ウィンドウサイズ拡大 cwnd =  min (4*MSS,max (2*MSS, 4380 bytes)) RFC3390 
Limited Transmit Enable RFC3042 
MTU サイズ拡大 初期値より拡大する N/A 
Path MTU Discovery Enable RFC1191 RFC1981 
SACK Enable RFC2018 
Explicit Congestion Notification 
(ECN) Enable RFC3168 
Timstamp Option Enable RFC1323 
TCP/IP ヘッダ圧縮 Disable RFC1141 
 
2.7 W-TCPの機能拡張方針 
2.7.1  W-TCP基本技術の課題 
移動通信環境で発生する TCP の課題に対して，W-TCP 基本技術が対応する領域は，表
1.1 で示した課題のうち，広帯域高遅延の伝送路の問題，パケットロスの問題と定義すること
ができる．広帯域高遅延の伝送路の問題に対しては，最大ウィンドウサイズの拡大，初期ウィ
ンドウサイズの拡大によるウィンドウ制御のパラメータ最適化により対応し，パケットロスの問題
に対しては，SACK や Limited Transmit 等の再送制御に関するプロトコル機能拡張と TCP/IP
ヘッダ圧縮無効化のオプション機能の選択によって対応を行っている．W-TCP 基本技術は，
第 3 世代携帯電話システムにおけるトランスポートプロトコルに関する課題の解決策として有
効であるが，現在，第 3.5 世代携帯電話システムの普及が進み，Super 3G 等の次世代携帯
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電話システムの実用化が視野に入った情況では，W-TCP を適用したにも関わらず伝送効率
が低下するなど，新たに解決すべき課題が顕在化している．次世代携帯電話システムにお
けるトランスポートプロトコルの課題としては，表 1.1 で示した無線帯域幅および伝送遅延が
通信中に変動する伝送特性の変動の問題が挙げられる． 
第 3 世代携帯電話システムは，サービス開始当初，都市部からサービス提供エリアの整備
が行われ，スポット的なエリアを形成していたが，全国的な提供エリア整備が進展したことに
加え，特急鉄道等を含む動線上のエリアが拡充し，移動端末が静止状態だけではなく，自
動車，電車等の交通機関において移動しながらハンドオーバーを繰り返し連続的に通信を
行うことが可能となっている [106]．また，2006 年から第 3.5 世代携帯電話システムである
HSDPA の導入が開始され，第 3 世代の場合と同じく都市部からエリア整備が開始されてい
る．IMT-2000 Release 99 と HSDPA は相互にハンドオーバーを行うことが可能であり，都市部
では HSDPA による広帯域無線帯域幅を，郊外では IMT-2000 Release 99 により 384kbps 以
下の無線帯域幅を利用するという利用形態が出現する． 
この時，無線帯域幅は，IMT-2000 Release 99 の共有/個別チャネルの切り替え，IMT-2000 
Release99 と HSDPA 間のハンドオーバー，HSDPA の共有チャネルの無線リソース割り当て制
御等によって変動し，エンド・エンド回線の帯域幅遅延積が変動する．加えて，高速移動環
境では，無線リンク層の再送制御や Delay Spike の影響により，伝送遅延が変動する．
W-TCP では，広帯域高遅延の伝送路の問題に対応し，最大ウィンドウサイズを帯域幅遅延
積より大きく設定するが，通信中に動的に帯域幅遅延積が減少した場合，RTO 再送以外に
ウィンドウを減少させる方法が存在しない．また，2.5.4 節で述べたように，伝送遅延が変動す
ると，RTO タイマが RTT に対して適切に算出されず，スプリアスタイムアウトの発生や，パケッ
トロス発生時の再送契機遅延の問題が発生する．W-TCP では，RTO タイマのパラメータ設定
や，RTO タイマ更新アルゴリズムは規定されておらず，スプリアスタイムアウトの対策について
は Timestamp Option の適用が前提であり，無線リソースの制限のある移動通信においては
最適な解決策とは言えない．  
本研究では，W-TCP 基本技術の範囲で規定のない無線帯域幅および伝送遅延に関する
伝送特性の変動の問題に対して，W-TCP 拡張技術を適用することで解決を行うことを提案
する． 
 
2.7.2  W-TCP拡張技術の適用方針と分類 
本研究では，2.6 節で述べた W-TCP 基本技術で規定のない伝送特性の変動の問題に対
して，W-TCP 基本技術を基盤として，TCP のパラメータ最適化技術およびプロトコル拡張技
術の適用による解決策を検討する．TCP のパラメータ最適化技術については，一般的な OS
付属する TCP の実装で提供され，かつ W-TCP 基本技術で規定されていないパラメータ設定
値を，移動通信向けに最適化する設計手法を提案する．TCP のプロトコル機能拡張技術に
ついては，近年 IETF において RFC として規格化された比較的新しい技術の中から，移動通
信での利用に適した技術を選択することに加え，RFC で規格化された技術では充分に対応
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できない問題に対しては，本研究の独自技術の適用を検討する．本研究では，これらの技術
の属性に応じた分類を行い，適応領域を規定する．本研究では，図 2.7で示した INTERNET 
DRAFT と RFC3481 で規格化された技術群を W-TCP 基本技術，本研究における次世代モ
バイルインターネットアクセス向けの拡張技術群を W-TCP 拡張技術として定義する．W-TCP
基本技術は，2.6 節で述べた INTERNET-DRAFT で規定された W-TCP 基本プロファイルに
加え，RFC3481 で規定された技術群を示す．W-TCP 拡張技術は，W-TCP 基本技術で規定
されない技術を用いた拡張技術を示し，RFC の規格化状況によって，2 つの領域に分類す
る． 
 
W-TCP基本技術
・INTERNET DRAFT/RFC3481
で規定された技術群
RFC規格外
RFC規格内
W-TCP拡張技術
RFC規格内
・近年RFCとなった移動通信に適した技術群
RFC規格外
・最近の研究成果に基づく独自技術を活用
した技術群
RFC3481
(2003)
INTERNET-DRAFT
(2000)
W-TCPの構成技術群
 
図2.7 W-TCP 規格と W-TCP 拡張技術の適応領域 
 
W-TCP 拡張技術のうち，RFC で規格化された技術を活用した拡張技術を RFC 規格内拡
張技術と定義する．IETF では，インターネットで利用される技術仕様を RFC として規定して
おり，RFC は標準仕様を規定したものから実験的な規定等のいくつかの段階に分かれてい
る．RFCで規格化された技術は，IETFにおいてインターネットで利用することに対して一定の
合意が得られた状態であり，当該技術を適用したトラヒックをインターネットに流通させること
が可能となる．従って，RFC で規格化されるためには，インターネット利用者に対して幅広く
有効であると認められる必要があり，ある特定の条件下で有効な技術は RFC 化することは困
難である． 
本研究の独自提案技術や，関連研究の提案技術うち RFC 化されていない技術を活用し
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た拡張技術を，RFC 規格外拡張技術と定義する．TCP の分野では，現在も幅広く研究が行
われ，再送制御，輻輳制御等に関して関連研究において多数の提案がされている．これらの
技術の中には前提条件を限定し，特定の環境で最大限の効果を得ることを目的とした技術
があり，インターネットで汎用的に利用するメリットが少ない点，既存の RFC と矛盾が生じる点
がこれらの技術を活用する上での課題となる．本研究の前提である次世代携帯電話システム
の無線回線の伝送特性は，インターネットの観点においては特定環境の１つと見ることができ
る．本研究では，次世代携帯電話システムにおける伝送特性の変動の問題に対応するた
め，RFC 規格外拡張技術を活用する．ただし，RFC 規格外拡張技術を大規模な携帯電話シ
ステムで運用する場合，ゲートウェイ装置でプロトコルを終端し，外部網向けに標準的な TCP
に変換して中継するなど，移動通信網外へのトラヒックの流出を抑止する必要がある． 
以上より，W-TCP 拡張技術は，RFC の規格化という観点で分類した場合，各技術の適応
領域を以下のように定義することができる．RFC 規格内拡張技術は，インターネット，移動通
信等の幅広い前提条件下で効果を得ることができ，インターネットで利用することに対して一
定の合意が得られている，もしくはインターネットの通信に影響を与えない技術である．例え
ば，第 3 章で検討する F-RTO と Eifel Response は既に RFC で規格化されており，スプリアス
タイムアウトの問題に対して汎用的な解決策であることに加え，これらの技術を適用したことで
他のインターネットの通信に影響を与える可能性が少ない．実装面では，プロプライエタリの
OS において，製造元の提案技術を除いて，RFC で規格化された技術が導入されやすい状
況がある．一方，RFC 規格外拡張技術は，特定環境で最大限の効果が得られる反面，インタ
ーネットで利用するためには課題がある技術と定義できる．例えば，Linux では，RFC で規格
化されていない方式を含めて複数の輻輳制御方式が実装されているが，TCP Reno とトラヒッ
クが混在した時の公平性の問題等によってインターネットでは充分な性能が得られない場合
がある．例えば，第 4 章で検討する RTO タイマ更新アルゴリズムは伝送遅延の変動が大きい
伝送路に特化した方式であり，指数バックオフ停止は，不用意なバックオフ停止はネットワー
クの輻輳の要因となる．第 5 章で検討する輻輳制御方式は TCP Reno との公平性の検証を
行う必要がある[66]．表 2.3 では，本節で定義した W-TCP の技術分類に従い，本論文におけ
る第 3 章以降の提案技術の分類について示す． 
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表2.3 W-TCP 規格の分類と本研究における実施内容 
第4章
第5章
第3章
第4章
第5章
第3章
第4章
第5章
・RTOタイマ更新アルゴリズム
の改善
(TS-RTOの提案)
・指数バックオフ再送の改善
・輻輳制御方式の改善
(FS-ATの提案)
-RFC規格外
拡張技術
・RTOタイマの最適化方式
・ｽﾌﾟﾘｱｽﾀｲﾑｱｳﾄ対策技術の
導入
(F-RTO,Eifel Response)
・HSDPA向けウィンドウサイズ
拡大
(最大ウィンドウ96kbyte化)
・W-TCP基本プロファイルの
適用
本研究の実施内容
-RFC規格内
拡張技術
・Window Scale Option
(RFC1323)
・Limited Transmit
(RFC3042)
他
RFC3481
2003年
・Window Size拡大
(RFC793)
・初期Window Size拡大
(RFC2581)
・Selective Ack
(RFC2018)
・MTU拡大
標準化提案
(初版)
2000年
W-TCP規格
 
 
2.8 まとめ 
本章では，第 3 世代および第 3.5 世代携帯電話システムである IMT-2000 Release 99 と
HSDPA のシステム構成，プロトコル構成および無線回線を構成する技術要素について述べ
た上で，エンド・エンド回線に適用されるトランスポートプロトコルとの関係について述べた．第
3 世代および第 3.5 世代携帯電話システムでは，移動端末とゲートウェイ装置間のエンド・エ
ンド回線のトランスポートプロトコルとして TCP が利用される．TCP は，インターネット標準技術
として発展してきたパケットの到達および順序性を補償する高信頼プロトコルであり，インター
ネット等の IP 網での利用を前提とした設計がされている．TCP を携帯電話システムに適用し
た場合，無線回線の伝送特性がエンド・エンド回線に影響を与え，TCP の伝送効率の低下
する．TCP に影響を与える無線回線の伝送特性としては，帯域幅遅延積が増大する広帯域
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高遅延の伝送路の問題，パケットロスの問題，無線帯域幅や伝送遅延が変動する伝送特性
の変動の問題があり，本章ではこれらの具体的な挙動について述べた．広帯域高遅延の伝
送路における帯域幅遅延積の増大は，ウィンドウ枯渇により帯域幅に空きがあるにもかかわら
ずパケット送信が不可能となり，スループット低下の要因となる．パケットロスの発生は，無線
通信を利用する移動通信では不可避な事象であるが，帯域幅遅遅延積の大きな伝送路で
は，一旦パケットロスが発生すると大量のパケット再送を誘発するため，移動通信ではパケッ
トロスによる伝送効率の低下がインターネット等の固定回線より大きくなる．HSDPA 以降の次
世代携帯電話システムでは，無線帯域幅のさらなる広帯域化，無線リソースの有効利用のた
めの共有チャネルの活用に加え，高速移動環境における連続的な通信環境の実現によっ
て，無線帯域幅および伝送遅延の変動の影響が無視できないものとなる． 
無線回線特有の伝送特性に対して，トランスポートプロトコルの伝送効率低下を最小化す
るため，TCP のパラメータ最適化，プロトコル拡張等によって無線回線の伝送特性に対して
TCP のパケット送受信制御を最適化する必要がある．この問題の対策として，移動通信向け
の TCP のプロファイルセットである W-TCP が提案され 2003 年に RFC3481 として規格化さ
れている．本章では，RFC3481 で規定された W-TCP 基本技術の概要を述べた上で， 
W-TCP 基本技術が対応する課題を，広帯域高遅延の伝送路の問題と，パケットロスの問題
の 2 つと定義し，本研究における検討課題として，伝送特性の変動の問題を第 3 の問題と定
義した．第 3 の問題に対応するための技術検討方針として，W-TCP 基本技術を元に W-TCP
拡張技術を適用することを提案し，利用する技術の属性によって W-TCP 拡張技術を RFC 規
格内拡張技術と RFC 規格外拡張技術の 2 つに分類し適応領域を定義した． 
本論文は，第 3 章において，RFC 規格内拡張技術を用いた拡張技術として，無線回線の
再送制御の挙動に着目したタイムアウト再送パラメータの最適化手法と，スプリアスタイムアウ
ト対策技術を組み合せた TCP 再送方式を提案する[107]．第 4 章では，RFC 規格外拡張技
術を用いた拡張技術として，伝送遅延変動が大きい高速移動通信向けのタイムアウト再送タ
イマ更新アルゴリズムである TS-RTO と指数バックオフ動作の改善を組み合せた TCP 再送方
式を提案する[63,64]．第 5 章では，RFC 規格外拡張技術を用いた拡張技術として，無線帯
域幅変動が大きい高速移動通信向けの TCP 輻輳制御方式として，Flight Size Auto Tuning
の適応を検討し，第 3 世代および第 3.5 世代携帯電話システムへの適用することを提案する
[66,67]． 
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第3章 スプリアスタイムアウトを考慮した TCP再送方
式 
3.1 はじめに 
本章では，タイムアウト再送タイマのパラメータ最適化手法と，スプリアスタイムアウト対策技
術を組み合せた TCP 再送方式の提案と性能評価について述べる．本章における提案方式
は，第 2 章で定義した W-TCP 拡張技術のうち，RFC 規格内拡張技術に該当し，実装依存と
なっているパラメータ群の最適化手法と，RFC で規格化された技術を活用した方式である． 
IMT-2000 Release 99 のパケット交換は，下り最大 384kbps の広帯域無線帯域幅を持つこ
とに加え，移動端末の移動に応じて，通信の連続性および伝送品質の維持のため，無線チ
ャネル制御や誤り制御を行うことが特徴として挙げられる．これらの制御は，エンド・エンド回
線における伝送遅延の増大や変動の要因となる．伝送遅延の増大と変動の要因は，移動端
末と無線ネットワーク制御装置間のリンクプロトコルである RLC（Radio Link Control）の再送
制御，ハンドオーバーや無線チャネルの動的な割り当て制御などの無線チャネル制御，フェ
ージングやシャドウイングなど移動通信特有の電波伝搬環境の変動等が挙げられる．特に，
無線チャネル制御やシャドウイングによって無線回線が一時的に不通状態となると，エンド・
エンド回線では，突発的に伝送遅延が増加する現象（Delay Spike）が発生する． 
Delay Spike は，トランスポートプロトコルとして利用される TCP の再送制御に影響を与え，
伝送効率低下の要因となる．TCP はパケットロスが発生した場合，再送制御によって喪失し
たパ ケ ッ トを 回 復 す る ．TCP の 再 送 手 順 の 1 つ と し て ， 再 送 タ イ ムア ウ ト（ RTO : 
Retransmission Time Out）に基づく再送処理（RTO 再送）がある．RTO 再送は，送信側がパ
ケットを送信した後，受信側からの Ack が到達しないまま，タイムアウト再送タイマ(RTO タイ
マ)がタイムアウトすることで実行される．TCP がパケット転送中に Delay Spike が発生した場
合，パケットが正常に転送されたにも関わらず，Ack の到達が遅延し，RTO タイマのタイムア
ウトにより RTO 再送が実行される．この RTO タイマのタイムアウトをスプリアスタイムアウト
（Spurious Retransmission Time Out）と呼ぶ．スプリアスタイムアウトが発生すると，パケットが
正常に転送されたにも関わらず，パケットが再送され，受信側に同一パケットが重複して受信
されることに加え，RTO タイマのタイムアウトに伴い送信側が輻輳回避動作に入り，伝送効率
が著しく低下するという問題が発生する． 
スプリアスタイムアウトを回避する技術としては，RTO タイマの最適化によってスプリアスタイ
ムアウトの発生頻度を低減させる方法と，RTO タイマのタイムアウト発生時，スプリアスタイムア
ウトを識別し，不要なパケット再送と不要な輻輳回避を抑止する方法の 2 つが挙げられる．
RTO タイマの最適化では，スプリアスタイムアウトの発生頻度を低減させるため，Delay Spike
に比べ十分に大きな RTO タイマを設定することで，RTT が RTO タイマを超過することを防ぐ
方法と，RTOタイマ更新アルゴリズムを遅延変動に適切に追従する方式に入れ替える方法が
ある．しかし，これらの方法によって，Delay Spike によるスプリアスタイムアウトを完全に抑止し
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ようとした場合，RTO タイマが長大な値となり，パケットロス発生時の再送契機が遅延し，スル
ープットが低下する問題がある．RTO タイマのタイムアウト発生時，スプリアスタイムアウトを識
別する技術は，複数の技術が提案されている．これらの技術は，スプリアスタイムアウトを検出
し不要パケット再送を抑止するスプリアスタイムアウト検出技術，スプリアスタイムアウト検出後
の不要な輻輳回避動作を抑止するスプリアスタイムアウト応答技術に分類される．スプリアス
タイムアウト検出・応答技術を用いることで，スプリアスタイムアウト発生時の不要なパケット再
送と輻輳回避動作による伝送効率低下を抑止することができる．しかし，スプリアスタイムアウ
ト検出技術は，RTO タイマのタイムアウト時に起動するため，最低 1 パケットのパケット再送が
必要であり，スプリアスタイムアウトの発生頻度が高くなると，不要なパケット再送が増加する
問題が発生する．これらの 2 つの対策において，RTO タイマの拡大は，パケットロス発生時の
再送契機遅延の課題があり，スプリアスタイムアウト検出・応答技術は，スプリアスタイムアウト
発生頻度が高いと，不要パケット再送抑止の効果が低下するという課題が存在する． 
本章では，これらの課題を解決するための，スプリアスタイムアウトの発生を考慮した TCP
再送方式を提案する．提案方式は，第一に無線区間における RLC 再送の挙動に着目し，
RTO タイマをスプリアスタイムアウト発生頻度が収束する領域に設定することを提案する．
RLC では無線区間の誤りにより再送数が増減し遅延変動が生じる．RLC の再送待ちの状態
での RTO 再送はスプリアスタイムアウトとなるため，提案方式では，RTO タイマの下限値を制
限し，RLC 再送が行われる可能性が高い値以下に RTO タイマが減少することを抑止し，スプ
リアスタイムアウト発生率の低減を行う．ただし，Delay Spike による RTT 増加は，RLC の再送
回数の変動による増加に比べ，頻度が小さく増加量が非常に大きいと仮定し，RTO タイマの
設定によるスプリアスタイムアウト抑止対象外とし，RTO タイマの長大化によるパケットロス発
生時の再送契機の遅延を抑止する．第二に，RTO タイマの最適化で抑止対象外としたスプリ
アスタイムアウトに対し，スプリアスタイムアウト検出・応答技術を用いて不要パケット再送，不
要な輻輳制御を回避し伝送効率低下の影響を最小限に留める． 
上記のように，提案方式として，RTO タイマの下限値を制限し，移動端末が静止状態，低
速移動中などの環境でのスプリアスタイムアウト発生頻度を抑止した上で，高速移動中など
Delay Spike が発生する環境では，早期に RTO タイマをタイムアウトさせ，パケットロスとスプリ
アスタイムアウトを判定し，スプリアスタイムアウト検出・応答技術により伝送効率低下を抑止
する，という二段階の方式を提案する． 
本章では，3.2 節で移動通信環境における RTO 再送の課題を述べ，関連研究における
RTO再送の改善技術について述べる．3.3節ではスプリアスタイムアウト発生頻度に基づいた
RTO タイマの最適化手法と，スプリアスタイムアウト発生時の対処方法について提案し，移動
通信網に適用するスプリアスタイムアウト検出技術（Forward-RTO Recovery）とスプリアスタイ
ムアウト応答技術（Eifel Response）の特徴について述べる．3.4節では提案するRTOタイマの
最適化方法に基づき，IMT-2000 Release 99 の実網において測定を実施し，RTO タイマとス
プリアスタイムアウトの関係を明らかにした上で，導出された RTO タイマの妥当性について考
察する．3.5 節ではスプリアスタイムアウト検出・応答技術について，IMT-2000 Release 99 を
回線モデルとした数値解析とシミュレーション実験を行い，選択した方式が移動通信環境に
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おけるスプリアスタイムアウト対策技術として有効であることを評価する．3.6 節では，提案方
式を，IMT-2000 Release 99 の実網において性能評価測定を行った結果を示し，提案方式の
有効性を明らかにする． 
 
3.2 TCP再送の課題と関連研究における対策 
3.2.1 タイムアウト再送タイマとスプリアスタイムアウト 
TCP はパケット送信後一定期間 Ack が未受信のまま，RTO タイマがタイムアウトとすると
RTO 再送を行う．RTO タイマは送信側で，パケット送信から Ack 受信までの往復時間(RTT)
を計測し，RTO タイマ更新アルゴリズムによって更新される．RTO タイマの更新は RFC2988 
[108]で規格化された方式が Linux 等に実装されている．TCP の実装では，RTO タイマ関連
のパラメータとして，RTO タイマの初期値，最小値，最大値が与えられる．RTO タイマは，TCP
コネクション開設時に RTO タイマ初期値に設定され，パケット転送中は，RTT の計測値に応
じて最小値，最大値の間で調整される．RTT の計測値は，無線チャネルの再送制御，無線
チャネル制御により変動するため，RTO タイマのパラメータを適切に設定しなければ，以下の
ような問題が発生する． 
RTO タイマ初期値が小さい場合，パケット転送初期に無線チャネル制御や伝播環境の変
化により Delay Spike が発生すると，RTT が RTO タイマを超過しスプリアスタイムアウトが発生
する．最小値が小さい場合，基地局近傍などで電界強度が強い状況では，伝送遅延が小さ
く安定するため，パケット転送の進行に伴い RTO タイマが RTT に接近し，スプリアスタイムア
ウトが発生し易くなる．また，無線チャネル制御やシャドウイング等の要因で発生する Delay 
Spike は，発生頻度と RTT 増加量が移動端末の移動速度や伝播環境に依存するため発生
の予測が困難である．この場合 RTO タイマ更新アルゴリズムで RTO タイマを RTT に追従さ
せることは困難であり，スプリアスタイムアウトの発生は避けられない．従って，移動通信環境
では，RTOタイマのパラメータのうち，初期値，最小値について，RTOタイマ更新アルゴリズム
の方式によらず無線回線の伝送特性に合わせて最適化することが必要となる． 
 
3.2.2 スプリアスタイムアウト対策技術と課題 
スプリアスタイムアウト対策技術としては，RTO タイマの設定値を最適化しスプリアスタイム
アウトの発生頻度を低減させる方法と，スプリアスタイムアウト検出・応答技術によりスプリアス
タイムアウト発生時の影響を低減させる方法が挙げられる．本節では，2 つのスプリアスタイム
アウト対策技術を比較した上で，RTO タイマの設定値に応じて生じる不要パケット再送とスル
ープット低下の課題と，RTO タイマの最適化を行わず，スプリアスタイムアウト検出・応答技術
を用いた場合の不要パケット再送の課題について述べる． 
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3.2.2.1 RTO タイマの最適化技術 
RTO タイマの最適化技術は，2 つのアプローチに分類される．１つは RTO タイマのパラメ
ータを最適化することで RTO タイマの下限値を制限し，Delay Spike が発生した時のスプリア
スタイムアウト発生を抑止する技術である．2 つ目は RTO タイマの更新アルゴリズムを移動通
信環境の伝送遅延変動の特性に最適化した方式に入れ替えることで RTO タイマを RTT の
変動に対して効率的に追従する技術である． 
RTO タイマの下限値を制限する技術は，実装を入れ替えることなく，パラメータ変更のみで
対応できる利点がある．しかし，伝送路の特性が未知である場合，設定値を適切に決定する
ことは困難である．RTO タイマの下限値が伝送路の遅延変動特性に対して小さい場合，スプ
リアスタイムアウト発生頻度が高くなり，逆に大きぎる場合，パケットロスが発生した時の再送
契機が遅延し，スループット低下が生じるデメリットが存在する． 
RTO タイマ更新アルゴリズムの改善技術としては，RFC2988 の方式(RFC2988-RTO)の課
題に対して，独自の RTO タイマ更新アルゴリズムによって対処する技術が提案されている
[109,110]．RFC2988-RTO は，RTO タイマの更新アルゴリズムの入力パラメータとして過去の
RTT の加重平均と遅延変動量を用いている．従って，RTT が突発的に増減した場合に，過
去の RTT 計測値の影響で RTT 変動の追従速度が低下する課題と，RTT の変動量が大きく
なると，加算される遅延変動量の値が大きくなり RTO タイマが長大となり，パケットロス発生時
の再送契機が遅延する課題があることについて指摘されている．一方，RTO タイマ更新アル
ゴリズムを改善しても，RLC が再送中の領域まで RTO タイマが低下するとスプリアスタイムア
ウト発生頻度が高くなる問題に加え，電波伝搬環境要因等で発生するDelay Spikeに追従す
ることは難しく，完全にスプリアスタイムアウトを抑止することは難しい．RTO タイマ更新アルゴ
リズムの改善技術は，移動通信環境に適用する場合，本章における提案方式である RTO タ
イマの最適化とスプリアスタイムアウト検出・応答技術を組み合せることで，遅延変動量が
RTO タイマ最小値以上に増加し，かつ Delay Spike が発生しない状況においては，RTO タイ
マ更新アルゴリズム RTO タイマの最適化が行われ，伝送遅延の状態に応じた改善効果が得
られると考えられる． 
 
3.2.2.2 スプリアスタイムアウト検出・応答技術 
スプリアスタイムアウト検出技術は，Sarolahti, Kojo によて Forward-RTO Recovery 
(F-RTO)，Ldwig, Meyer によって Eifel Dtection[111]，Blanton, Allman によって DSACK[112]
が提案されている．各技術の比較について表 3.１に示す．F-RTO は，RTO 発生時に 1 パケッ
トの再送後，再送対象のパケットの送信を保留し，Ack 受信後，新たに後続の 2 パケットを送
信する．その後，返信された Ack が重複 Ack であった場合，パケットロスの発生，重複 Ack
でない場合はスプリアスタイムアウト検出と判断する．F-RTO は送信側の実装のみで動作可
能である．Eifel Detection は，パケットに Timestamp を付加し，送信パケットと Ack パケットの
対応付けによりスプリアスタイムアウトを検出する．Eifel Detection は送信側に実装し，送受信
側で Timestamp に対応するが必要ある．DASCK は SACK を拡張し，Ack パケットに重複し
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て受信されたパケットの情報を付加し，送信側へ通知することでスプリアスタイムアウト検出を
行う．DSACK は送受信側双方での対応が必要となる． 
 
表3.1 スプリアスタイムアウト検出技術の比較 
  F-RTO Eifel Detection DSACK 
関連 RFC RFC4138 RFC3522 RFC3707 
送信側実装 要 要 要 
受信側実装 不要 要 要 
付加情報 不要 
TCP ヘッダに 
Timestamp 
を付加 
Ack パケットに情
報を付加 
 
スプリアスタイムアウト応答技術は，スプリアスタイムアウト検出時の輻輳制御について規定
しており，Ludwig, Guttov によって Eifel Response が，Handley らによって RFC2861[113]にお
いて輻輳制御量の改善が提案されている．以下では，各技術の輻輳ウィンドウ(cwnd)が最大
ウィンドウサイズに達した状態でスプリアスタイムアウトが発生した時の挙動について，市中の
多くの OS に採用された TCP の輻輳制御方式である TCP Reno との比較を述べる．比較結果
を表 3.2 に示す．Eifel Response は，スプリアスタイムアウト検出後，輻輳ウィンドウ，スロースタ
ート閾値(ssthresh)を変更せず，スプリアスタイムアウト検出前の送信ウィンドウの値を維持す
る．RFC2861 の輻輳制御方式では，スプリアスタイムアウト検出後，スロースタート閾値を半減
する．スプリアスタイムアウト検出後，送信ウィンドウの値に変化はないためパケット送信量は
維持されるが，スプリアスタイムアウトが短期間で頻発するとスロースタート閾値の値が減少
し，パケットロスが発生した時のスロースタートによる輻輳ウィンドウの増加が抑止されパケット
送信量が低下する．スプリアスタイムアウト検出方式が実装されていない TCP Reno の場合，
スプリアスタイムアウトが発生するとパケットロス発生時と同様に輻輳ウィンドウを１にスロースタ
ート閾値を半減するため，パケット送信量が低下する． 
スプリアスタイムアウト検出・応答技術は，スプリアスタイムアウト発生時の不要パケット再
送，不要な輻輳制御を抑止できるが，RTO タイマの最適化を併用しない場合，以下のような
問題が生じる．RTO タイマが過小でスプリアスタイムアウトが頻発すると，スプリアスタイムアウ
ト検出のためのパケット送信が頻発し，不要パケット再送の削減効果が低下する事に加え，ス
プリアスタイムアウト応答技術に Eifel Response 以外を用いた場合，スプリアスタイムアウトが
発生するたびに輻輳ウィンドウとスロースタート閾値が低下するという問題が生じる．逆に
RTO タイマが過大な場合，スプリアスタイムアウト検出動作の開始が遅延し，スループットが
低下する問題が生じる． 
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表3.2 スプリアスタイムアウト応答技術の挙動の比較 
 Eifel Response RFC2861 TCP Reno 
cwnd 変更なし 変更なし 1 
ssthresh 変更なし 半減 半減 
 
3.3 TCP再送方式の改善提案 
本章では，RTO タイマの最適化とスプリアスタイムアウト検出・応答技術を組み合せた TCP
再送方式について提案する．まず，無線回線における伝送遅延発生要因を分類し，2 つの
技術の適用領域を決定する．その上で，各適応領域に対応した， RTO タイマの最適化とス
プリアスタイムアウト検出・応答技術の適用について述べる． 
 
3.3.1  遅延発生要因の分類と適応領域の決定 
提案方式における RTO タイマの最適化およびスプリアスタイムアウト検出・応答技術の適
用領域を決定するため，移動端末の通信環境を分類し，各環境における無線回線の伝送遅
延の発生要因について述べる．ここでは，移動端末の通信環境を移動速度および基地局か
らの距離(電界強度)に着目して，以下の 3 つに分類する． 
 
（1）基地局近傍の強電界（静止状態） 
（2）エリア端の弱電界（静止状態） 
（3）移動環境 
 
ここでは，各環境における通信状態を，以下のような状況であると仮定する．(1)基地局近
傍の強電界（静止状態）では，電界強度が強いためビット誤り率が低く，RLC の再送回数が
少ないため，伝送遅延の大きさ，変動量，パケットロスの発生頻度が小さい．(2)エリア端の弱
電界(静止状態)では，電界強度が弱いためビット誤り率が高く，RLC の再送回数が多いた
め，伝送遅延は大きいが変動量は小さい．しかし，この環境では，電界強度の低下による
RLC 再送の失敗や隣接エリアにハンドオーバーすることで，パケットロス，Delay Spike が発
生することが想定されるが，これらの発生頻度は低く，伝送遅延の要因の大部分は RLC 再
送によるものと仮定する．(3)移動環境は，移動端末が移動しながら通信を行う環境であり，
電波伝搬環境のの変動により，RLC の再送回数が大きく増減することに加え，隣接エリアへ
のハンドオーバーや，ビル影進入等によるシャドウイングの頻度が増加し，伝送遅延が大きく
かつ変動量が大きいことに加え，パケットロス，Delay Spike の発生頻度が高くなる． 
次に，上記で定義した各通信環境に適用する RTO タイマの最適化手法と，スプリアスタイ
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ムアウト検出・応答技術を決定する．(1)基地局近傍の強電界（静止状態）では，伝送遅延
量，遅延変動量，パケットロスの発生頻度が小さく，RTO タイマがタイムアウトする頻度が低い
ため，RTO タイマの最適化およびスプリアスタイムアウト検出・応答技術による改善効果は得
られない．従って，この環境に特化した対策は実施しない．(2)エリア端の弱電界(静止状態)
では，基地局との距離が大きくなるため電界強度が低く，RLC の再送回数が増加するため伝
送遅延が増大する．この時，基地局の提供エリアは隣接のエリアと重畳して設計されるため，
電界強度が限りなく低下することはなく，伝送遅延の増加量は RLC 再送のタイムアウトが発
生するまで大きくならないと仮定する．提案方式である RTO タイマの最適化手法は，エリア端
での伝送遅延量が，移動端末が静止状態における上限と仮定し，(2)エリア端の弱電界(静
止状態)に適用する．(3)移動環境では，遅延変動量，Delay Spike の頻度が大きくかつ予測
が困難であるため，RLCの挙動を推定し RTOタイマの最適値を求めることが困難となる．この
環境では，スプリアスタイムアウトを抑止するため RTO タイマの下限値を増大させた場合，他
環境においてパケットロス発生時の再送契機が遅延するため，RLC 再送を意識した RTO タ
イマの設定は行わず，RTO タイマがタイムアウトした場合には，スプリアスタイムアウト検出・応
答技術により伝送効率低下を抑止する方式を選択する．表 3.3 に各環境の遅延変動要因と
提案方式の適用領域を示す． 
 
表3.3 通信環境と遅延変動要因 
 基地局近傍 エリア端 移動中 
定常的な遅延量 
(RLC 再送数) 小 大 大 
遅延変動量 
(Delay Spike 頻度) 小 小 大 
パケットロス頻度 小 中 大 
対策技術 － RTO タイマ 最適化 
STO 検出方式 
STO 応答方式 
 
3.3.2  移動通信網向け RTO タイマの最適化方法 
提案方式である RLC 再送の挙動を考慮した RTO タイマの最適化は，4.3.1 節で述べたよ
うに(2)エリア端の弱電界(静止状態)においてRTOタイマの下限値を決定する．本方式では，
スプリアスタイムアウトの発生頻度に基づいて，RTO タイマの初期値，最小値を決定すること
で，RTO タイマ更新アルゴリズムによる追従範囲の下限を制限する．RTO タイマの初期値，
最小値が RTT の変動量と比べ小さい場合，RLC 再送中の可能性が高い領域まで RTO タイ
マが低下することがある．この状況では，RLC の再送処理中に RTO タイマがタイムアウトする
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頻度が高くなりスプリアスタイムアウトが発生する．この場合，RTO タイマの初期値，最小値を
拡大し，RLC 再送中の RTO タイマのタイムアウトを抑止することで，スプリアスタイムアウトの
発生頻度は低減可能である．スプリアスタイムアウトの発生頻度は，RTO タイマの初期値，最
小値の拡大とともに低下し，当該環境における RLC 再送回数の上限となる値で収束するも
のと考えられる．提案方式は，移動通信環境においては，限られた無線リソースの効率的な
利用を優先し，スプリアスタイムアウトによる不要なパケット再送と不要な輻輳制御は極力抑
える必要がある点，スプリアスタイムアウトの収束点に達した領域以上で RTO 再送を待ち合
わせることは，パケットロスの発生時に再送契機が遅延し，無通信時間が増大し無線リソース
の利用効率の低下につながる点を考慮し，スプリアスタイムアウトの発生頻度が収束する領
域に RTO タイマの初期値，最小値を設定する． 
3.4 節では，IMT-2000 の実網において，提案方式による RTO タイマの初期値，最小値の
最適化を実施した結果について述べる．  
 
3.3.3 移動通信網向けスプリアスタイムアウト検出・応答技術 
4.3.2 節で提案した RTO タイマの最適化手法は，RLC 再送回数の変動が要因となるスプリ
アスタイムアウトを抑止することができるが，移動端末が移動中などに発生する Delay Spike
に対してはスプリアスタイムアウトを発生させる可能性が高くなる．3.3.1 節で述べた(3)移動環
境のように，Delay Spike が多発する環境では，スプリアスタイムアウト検出・応答技術を適用
することを提案する．本研究では，スプリアスタイムアウト検出・応答技術として，3.2.3 節で述
べた F-RTO と Eifel Response を選択する． 
3.2.3 節では，スプリアスタイムアウト検出技術の候補として，F-RTO の他に Eifel Detection
と DSACK を取り上げた．Eifel Detection は，送受信パケットに Timestamp を付加する必要が
あり，TCP ヘッダの付加情報により，パケット長に応じて 0.8%から 23%のデータ量が増加す
る．Eifel Detection では，付加情報の付与により限られた無線リソースを消費，スループット低
下に加えシステム全体の収容加入者数の減少など移動通信環境では避けるべき問題が生じ
る．DSACK では，重複パケットの通知のため受信側の実装を変更する必要がある．携帯電
話サービスの商用サービス環境では，利用者の手に渡った移動端末の TCP の実装に変更
を加えることは難しく，本方式を幅広く普及させることが困難となる．F-RTO は他方式と比較し
た場合，送信側のみに実装することで動作可能である点，送受信パケットに付加情報を用い
点が利点として挙げられ，無線リソースや移動端末側の TCP の実装変更に制限がある移動
通信サービス向けのスプリアスタイムアウト検出技術として最適であると考える． 
3.2.3 節では，スプリアスタイムアウト応答技術の候補として，Eifel Response の他に
RFC2861 と TCP Reno を取り上げた．各方式のスプリアスタイムアウト発生時の挙動としては， 
輻輳ウィンドウとスロースタート閾値の制御方法の違いがある．Eifel Response の選択理由とし
て，以下の 3 つが挙げられる．1 つ目として 3.2.2 節で述べたように，W-TCP は最大ウィンドウ
サイズが拡大されており，輻輳ウィンドウとスロースタート閾値が RTO 再送の発生により低下
すると，RTO 再送の発生前の数値に回復するまでの時間が長期化する点，2 つ目として，ス
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プリアスタイムアウト発生時に輻輳ウィンドウ, スロースタート閾値を低下させた場合，スプリア
スタイムアウトが頻発する伝送路では，各値が低下し続け，送信ウィンドウが帯域幅遅延積に
比べ小さくなる点，3つ目として，IMT-2000による移動通信環境においてDelay Spikeが発生
する要因は，無線チャネル制御や電波伝搬環境の劣化など一時的な不通状態と考え，通常
の TCP が RTO 再送の発生をネットワークの輻輳と認識する状況とは異なり輻輳回避動作は
不要である，という点である． 
本研究においては，スプリアスタイムアウトの対策技術として，F-RTO と Eifel Response を組
み合せて適用することを提案する．3.5節では，提案方式の IMT-2000での改善効果を，数値
解析とシミュレーション実験により検証する． 
 
3.4 IMT-2000実網での RTO タイマ最適化 
本節では 3.3.2 節で述べた RTO タイマの最適化手法に基づき，IMT-2000 の実網におい
て RTO タイマの最適化のための測定を実施する．測定結果より，実網でのスプリアスタイムア
ウト発生頻度と RTO タイマの関係を明らかにし，RTO タイマの最適値について考察する． 
 
3.4.1  測定環境 
POI
Internet
W-TCP
IMT-2000
Packet Network
Client Server
 
図3.1 RTO タイマ最適化の測定環境 
 
RTO タイマの最適化を行うための測定環境を図 3.１に示す．受信側となるクライアントとし
ては，移動端末に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載し
たPCに接続した．送信側となるサーバーとしては，HP-UXを搭載した汎用サーバーを用い，
IMT-2000 網とインターネット経由で接続された実験環境 LAN に設置した．この環境におけ
る，無線回線の無線帯域幅は上り最大 64kps,下り最大 384kbpsである．トランスポートプロトコ
ルとしては，TCP コネクションを移動端末とサーバー間で直接接続する形態とした．移動端末
およびサーバーには，W-TCP の基本プロファイルを適用しており，ウィンドウサイズ 64kbyte，
初期ウィンドウサイズ 4kbyte，SACK 適用，MTU1500byte の設定を行った．DTE 端末および
サーバーの TCP の輻輳制御方式としては，OS 標準実装のものを利用しており，TCP Reno
に準じた方式が適用されている．移動端末および DTE 端末は，IMT-2000 のサービス提供エ
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リア内で電界強度を測定し，周辺エリアにおいて電界強度が最小となる場所を選定し設置し
た． 
 
3.4.2  測定方法 
測定方法としては，サーバー側の RTO タイマの初期値，最小値を１.5 秒から 10 秒の間で
変化させ，RTO タイマ値ごとに，サーバーからクライアントへ HTTP によるコンテンツダウンロ
ードを実施し，スプリアスタイムアウトの発生頻度を測定した．測定時間は，RTO タイマ値ごと
に 24 時間実施した．コンテンツとしては，一般の Web アクセスに近い環境を再現するため，
インターネット上からランダムに 140 の Web サイト抽出し，各 Web サイトのダミーサイトをサー
バー上に再現した．この時のコンテンツサイズの分布は 0byte 以上 50kbyte 未満が 66%，
50kbyte 以上 100kbyte 未満が 22%，100kbyte 以上 150kbyte 未満が 7%，150kbyte 以上
200kbyte 未満が 2%，200kbyte 以上が 2%である．  
 
3.4.3 測定結果 
図 3.2 に,RTO タイマの初期値，最小値を同一の値に設定した際の，各値におけるスプリア
スタイムアウトの発生頻度を示す．スプリアスタイムアウトの発生頻度は，測定した全 TCP コネ
クションにおいて，スプリアスタイムアウトが発生したコネクションの比率として示した．スプリア
スタイムアウトの発生頻度は，RTO タイマが初期値，最小値 1.5 秒の時に約 9%となり，RTO タ
イマの増加に伴い約4秒で約1％まで低下した．4秒以上の領域では顕著な減少傾向は見ら
れないことから，この環境においては，上り下り回線の RLC 再送の継続時間が約 4 秒である
推測される．また，RTO タイマの初期値，最小値 4 秒と設定し，基地局近傍の強電界で同様
に測定を実施した結果，スプリアスタイムアウト発生率は約 0.4%となり，スプリアスタイムアウト
の発生をほぼ抑止できることを確認した． 
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図3.2 スプリアスタイムアウト発生頻度 
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3.4.4  RTO タイマの最適値 
3.4.3 節における測定の結果，今回の測定を実施した携帯電話システムにおいては， 
RTO タイマの初期値，最小値を 4 秒とすることで，RLC 再送中に RTO タイマがタイムアウトす
ることを抑止し，スプリアスタイムアウトの発生頻度を低減できることが明らかとなった．ただし，
携帯電話事業者ごとの置局設計や RLC 再送パラメータの設計方針により，システムごとにエ
リア端の電界強度や RLC 再送回数などが異なり，RTO タイマの最適値が環境によって変わ
ることが考えられる．従って，提案方式は適用するシステムごとに実施し，RTO タイマの最適
値を導出する必要性がある． 
一方，提案方式のように実測に依存したパラメータ決定方法ではなく，各レイヤのプロトコ
ル設定値に基づいて RTO タイマを設計するアプローチが考えられる．RLC は仕様上，PDU
サイズが 42byte，400 ミリ秒間隔で MAXDAT-1 回の再送を行うことが規定されており，机上に
おいて RLC の再送継続時間を決定する MAXDAT の値に合わせて RTO タイマを設計する
手法が考えられる．しかし，例えば，無線回線では，RLC は上下回線に適用されており，TCP
が RLC 再送完了後に再送を行うよう設計すると，RTO タイマが(400 ミリ秒×MAXDAT×2)
秒と MAXDAT によっては長大な値となってしまう．また，TCP の MTU は 1500byte であり，
RLC の PDU と転送単位が異なり，RTO タイマを上記の値に設定しても両者の再送契機は正
確に一致しない．文献[114]では，上位層に TCP を用いる場合の MAXDAT の最適値として
6 が示されているが，実際の運用ではトランスポートプロトコルとして TCP の他，UDP を用いた
送達確認のないプロトコルの利用が想定される．実網においては，トランスポートプロトコルで
送達確認を行わないプロトコルの信頼性確保を考慮し，MAXDAT に 6 以上の値を設定する
必要がある．以上のことから，本研究においては，実際の携帯電話システムの特性に適した
RTO タイマの最適化を実施するため，提案方式として実網における実測を用いた手法を採
用する． 
 
3.5 F-RTO と Eifel Responseの性能解析 
本節では，スプリアスタイムアウト検出・応答技術の IMT-2000 における改善効果を数値解
析とシミュレーション実験により明らかにする．関連研究においては，文献[56,58]において，
スプリアスタイムアウト検出技術である F-RTO と Eifel Detection の性能解析が行われている．
ただし，これらの性能解析における測定環境は，GPRS(General Packet Radio Service)や
PHS(Personal Handyphone System)に近い回線モデルを採用しており，第 3 世代携帯電話シ
ステムの広帯域高遅延の伝送路での検証が充分に行われていない．また，性能解析として
は，不要パケット再送の抑止による転送データ量の減少によって得られるスループットの改善
効果を検証している．しかし，スプリアスタイムアウト応答技術の併用による不要な輻輳回避
動作の抑止によって得られるスループット改善効果の検証が行われていない．本節では，第
3 世代携帯電話システムの IMT-2000 Release 99 を前提とした回線モデルにおいて F-RTO と
Eifel Response を組み合せたスプリアスタイムアウト対策技術の改善効果を明らかにする． 
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3.5.1  TCP再送手順のモデル化 
ここでは，F-RTO と Eifel Reponse の数値計算による性能解析のため，RTO 再送発生時の
輻輳ウィンドウの挙動を図 3.3 のようにモデル化する．輻輳ウィンドウ w は初期ウィンドウ w0 か
ら指数的に増加する．ts において，継続時間τの Delay Spike により RTO タイマがタイムアウ
トし，スプリアスタイムアウトが発生する． 
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図3.3 輻輳ウィンドウの挙動 
 
F-RTO と Eifel Response が有効の場合，輻輳ウィンドウはスプリアスタイムアウトが発生した
ws から指数的に wmax まで増加する．wmax は帯域幅遅延積 c に等しいとする．スプリアスタイム
アウト発生時の F-RTO の動作は，輻輳ウィンドウを 1 に減少させパケットを再送し Ack の受信
を待ち，Ack 受信後，後続の未送信の 2 パケットを送信し，再度 Ack の受信を待つ．その後
に受信された Ack が重複 Ack でなければスプリアスタイムアウトと判断する．ただし，Delay 
Spikeの発生直後には，Ackがバースト的に送信側に到達するAck Burst[115]という現象によ
って，直前の輻輳ウィンドウ分の Ack がまとめて受信されるため，F-RTO の動作時間は非常
に短く，この間のパケット送受信動作は考慮しないものとする．F-RTO と Eifel Response が無
効の場合，スプリアスタイムアウトが発生すると輻輳ウィンドウはスロースタートによって ws /2 ま
で指数的に増加し，その後輻輳回避動作により線形的に wmax まで増加する．ただし，この挙
動は Ack Burst の影響で，輻輳ウィンドウが ws /2 に達するまでの時間は非常に短く，この期
間において，輻輳ウィンドウは ws /2 から線形的に増加するものとする． 
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3.5.2  数値解析条件 
本節では，3.5.1 節で定義した TCP 再送手順のモデルに基づき，F-RTO と Eifel Response
による，不要パケット再送の削減効果と，スループット改善効果を数式化する． 
 
3.5.2.1 不要パケット再送数の数式化 
スプリアスタイムアウト検出技術として，F-RTO を用いた場合，スプリアスタイムアウトによる
不要パケット再送数は 1 パケットに低減できる．一方，F-RTO を用いない場合，不要パケット
再送数はタイムアウト発生時の輻輳ウィンドウの大きさに等しくなる．不要パケット再送数を R，
無線帯域幅を bmax，RTT を d とすると，R は式(3.1)によって与えられる．r はスロースタート中
の Ack ごとの輻輳ウィンドウの増加率を示し，Delayed Ack 利用で 1.5，利用無しで 2 となる．  
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3.5.2.2 スループットの数式化 
スループットは，3.5.1 節で定義した TCP 再送手順のモデルに基づき，TCP によるデータ
転送量を求め算出する．スプリアスタイムアウトはデータ転送中 1 回発生すると仮定する． 
データ転送量 D を以下のように定義する．スプリアスタイムアウト発生時点（ts）までのデー
タ転送量を Ds，スロースタートによって輻輳ウィンドウが wmax に達した時点（t1）のデータ転送
量を D1，スプリアスタイムアウト発生によりスロースタート中に輻輳回避に入り，輻輳ウィンドウ
が wmax に達した時点（t2）のデータ転送量 D2 とする．m は輻輳回避動作中における Ack 受信
ごとの輻輳ウィンドウの増加率とすると，Ds，D1，D2 は，それぞれ式（3.2），（3.3），（3.4）で与え
られる． 
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次に，D の各区間におけるスループットを，F-RTO と Eifel Response 有りの場合を T1，無し
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の場合と T2 として数式化する．スプリアスタイムアウト発生までの，スループットは，両方式とも
Ds/ts と等しくなる．スプリアスタイムアウト発生後のスループットは，D の値により，1）F-RTO と
Eifel Response によりスロースタートが継続し輻輳ウィンドウが最大値となるまで，2)輻輳回避
により輻輳ウィンドウが最大値となるまで，3)それ以降，の領域に分けて数式化すると，それぞ
れ式(3.5)から 式(3.10)で示される． 
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3.5.3  数値解析結果 
本節では，F-RTO と Eifel Response による不要再送パケットの削減効果と，3.5.2 節で定義
した数式によって，スループットの改善効果について数値解析を実施した結果を示す． 
不要再送パケットの削減効果については，F-RTO を用いることでスプリアスタイムアウトの
検出が可能となるため，RTO タイマがタイムアウトした時に再送される 1 パケットに削減するこ
とができる．F-RTO を用いない場合，不要パケット数は送信ウィンドウの値に依存する．仮に，
無線帯域幅が 384kbps，RTT が 300 ミリ秒となる無線回線では，送信ウィンドウを帯域幅遅延
積が等しい場合，不要再送パケット数は最大で 10 パケットとなり，実網で適用されている
W-TCP 基本プロファイルと同じくウィンドウサイズの上限値を 64kbyte とした場合，最大で 44
パケットとなる． 
スループットの改善効果は，無線帯域幅が 384kbps, RTT が 300 ミリ秒となる無線回線に
おいて，コンテンツサイズ 300kbyte のデータ転送を実施した場合を仮定し，スプリアスタイム
アウトがスロースタート中の，初期 w=3，中盤 w=c/2，輻輳ウィンドウが最大値に達した時 w=c
で発生した条件で解析を行った． 
数値解析の結果を図 3.4 で示す．F-RTO と Eifel Response を用いない場合，パケット転送
初期でスプリアスタイムアウトが発生すると，輻輳ウィンドウが低い状態で輻輳回避動作となり
スループットが低下するが，F-RTO と Eifel Response を用いることで，スプリアスタイムアウト発
生時のスループットはスプリアスタイムアウト発生箇所に依存せず一定となることを確認した． 
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図3.4 スループット改善効果 
 
3.5.4  シミュレーション実験結果 
本節では，F-RTO と Eifel Response について，W-CDMA エミュレータを用いたシミュレーシ
ョン実験により性能改善効果の検証を行った．実験環境としては，移動端末を模擬した PC
と，F-RTO と Eifel Response を実装したサーバーを W-CDMA エミュレータ経由で接続した．
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測定条件としては，W-CDMA エミュレータの回線条件を無線帯域幅上り 64kbps 下り
384kbps，RTT 300 ミリ秒と定義し，サーバーにデータ量 300kbyte のコンテンツを設置した． 
TCP のパラメータは，数値解析との比較を行うため，輻輳ウィンドウと帯域幅遅延積を一致さ
せ，キューイング遅延やウィンドウ枯渇の影響を排除した． 
シミュレーション実験の結果を図 3.5 に示す．数値解析を同じく，F-RTO と Eifel Response
を用いない場合，パケット転送初期でスプリアスタイムアウトが発生した時に，スループット低
下が最も大きく，F-RTO と Eifel Response を用いることで，スループットが一定になることを確
認した．しかし，数値解析とシミュレーション実験では，改善比率の傾向は一致したが，スル
ープットの値はシミュレーション実験の値が改善後で約 15%小さくなった．原因としては，
W-CDMA エミュレータのの処理負荷による遅延増加や，数値解析において簡単化した Ack 
Burst の挙動が影響しているものと考えられる． 
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図3.5 シミュレーション実験結果 
 
3.6 IMT-2000の実網における性能評価測定 
本節では，提案方式である RTO タイマの最適化とスプリアスタイムアウト対策技術を組み
合せた TCP 再送方式について，実際の移動通信サービスの利用形態に近い環境における
性能改善効果を検証するため，IMT-2000 の実網において実際の交通機関を利用した移動
環境において性能評価測定を実施した．  
 
3.6.1  性能評価測定環境および測定方法 
評価環境としては，3.5 節において RTO タイマの最適化のための測定を実施した図 3.1 で
示す系を用い，新たにサーバー側に，F-RTO と Eifel Response を実装した．サーバーの RTO
タイマの設定値としては，4.4 節で導出した IMT-2000 の実網における最適値である初期値，
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最小値の 4 秒の設定に加え，比較のため標準設定である初期値 3 秒，最小値 0.5 秒の設定
を用いた． 
移動端末は静止状態に加え，実際の交通機関，移動手段を用いた移動環境で測定を実
施し，それぞれの測定実施環境は，静止状態（弱電界，強電界），低速移動（歩行者），中速
移動（自動車），高速移動（特急電車）と設定した．取得するコンテンツは，6kbyte, 18kbyte, 
300kbyte, 2Mbyteの 4 種類を用意し，それぞれメール受信，Webアクセス，動画閲覧といった
実際のアプリケーションの利用を想定したコンテンツサイズを設定した．ただし，高速移動の
測定では，試行回数，測定時間の制限により 500Mbyteのファイルを連続的にダウンロードす
る方法で測定を実施した．測定項目としては，スプリアスタイムアウト発生頻度，スプリアスタイ
ムアウト発生時の不要再送パケット数，スループットを算出した． 
 
3.6.2  性能評価測定結果 
3.6.2.1 スプリアスタイムアウト発生頻度 
スプリアスタイムアウトの発生頻度は，サーバーの RTO タイマを提案方式による最適値（初
期値 4 秒，最小値 4 秒）と標準（初期値 3 秒，最小値 0.5 秒）とに設定した場合の比較を行っ
た．図 3.6 に移動環境別のスプリアスタイムアウトの発生頻度を，1Mbyte 転送あたりの発生回
数として示す．標準の RTO タイマでのスプリアスタイムアウト発生回数の最大値は，高速移動
の 0.36 回/Mbyte で，最小値は固定（弱電界）の 0.18 回/Mbyte となった．最適化した RTO タ
イマでは，最大値は高速移動の 0.23 回/MB，最小値は固定(弱電界)の 0.01 回/Mbyte となっ
た．RTO タイマの最適化により，全環境でのスプリアスタイムアウト発生頻度が低減し，移動
環境では速度低下に伴いスプリアスタイムアウトの発生頻度が減少した．移動環境では
Delay Spike の遭遇回数は速度に比例するため，RTO タイマの最適化により Delay Spike 要
因以外のスプリアスタイムアウトを抑止できたものと考えられる． 
静止状態では，ではエリア端の弱電界より基地局近傍の強電界のスプリアスタイムアウト発
生回数が多くなる結果となった．標準の RTO タイマの場合，強電界では伝送遅延の変動量
が少なく， RTO タイマが RTT と接近するため，わずかな電波伝播環境の変動による RTT 増
加で RTO がタイムアウトしたたと考えられる．RTO タイマを最適化した場合では，環境要因に
より Delay Spike が発生したためと考えられるが，頻度が小さく，サンプル数を増加させること
により，弱電界と同等以下となるものと考えられる． 
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図3.6 スプリアスタイムアウト再送頻度 
 
3.6.2.2 不要パケット再送数 
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図3.7 不要パケット再送数（コンテンツサイズ別） 
 
図 3.7 に F-RTO と Eifel Response の適用の有無によるスプリアスタイムアウト発生時の不要
再送数を示す．不要再送数の値は，スプリアスタイムアウトの発生によって受信側に重複して
受信されたパケット数の平均値を示している．F-RTO を適用しない場合の，不要再送数の測
定結果は，輻輳ウィンドウの平均値が最も大きくなるコンテンツサイズ 2Mbyte の時に平均 28
パケットと最も大きく，逆に輻輳ウィンドウを最大値まで利用しない 6kbyte の時に平均 1.6パケ
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ットと最も小さくなった．F-RTO を用いることで不要パケット数を 2Mbyte の時に平均 3 パケッ
ト，その他の領域でも平均 2 パケット未満に低減できることが明らかとなった． 
 
3.6.2.3 スループット改善効果 
図 3.8 に F-RTO と Eifel Response の有無による，スループットを示す．測定対象としては，
スロースタート中に STO が 1 回発生したサンプルを抽出し，スループットの平均値と信頼度
95%の信頼区間を求めた．コンテンツサイズ 6kbyte では，輻輳ウィンドウが小さく，改善効果
は小さくなったが，18kbyte 以上のコンテンツにおいては，2%～12%程度の改善効果が得ら
れることを確認した．この結果は，不要パケット再送抑止によるパケット送信量の削減と Eifel 
Response による不要な輻輳回避動作抑止の相乗的な効果により得られていると考えられる．
今後，無線チャネルの広帯域化やコンテンツの大容量化に伴い，輻輳ウィンドウの拡大およ
び転送データ量の増加が想定され，より提案方式の有効性が高まると思われる． 
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図3.8スループット比較 
 
3.6.3  無線回線における F-RTOのスプリアスタイムアウト検出率 
F-RTO は，送信側のみの処理によってスプリアスタイムアウトを検出するという他の方式に
はない移動通信での利用に適した特徴を持っている．この F-RTO の特徴は，他の方式が受
信側からの重複パケットに関する情報通知や Timestamp による送受信パケットの対応付けに
より直接的に重複パケットを検出することに対し，F-RTO が送信側の再送手順を変更し重複 
Ack から間接的にパケットが重複して受信されたことを推測することで得られている．本節で
は，F-RTO が移動通信のような特性変動が大きい環境において，効率的にスプリアスタイム
アウトを検出できているかという点について，実網での測定で発生したスプリアスタイムアウト
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の中で F-RTO により検出できなかった事象を解析することで検証する．  
解析の結果を表 3.4 で示す．今回の測定で発生した全スプリアスタイムアウトのうち 29%が
F-RTO により検出が不可能であった．検出不可能であったスプリアスタイムアウトの内訳と頻
度を表 3.4 で示す．内訳としては，以下の 3 通りであり，(1)スプリアスタイムアウトが発生した
が，送信すべきパケットが全て受信側に到達し，FIN が送信された．(2)スプリアスタイムアウト
が発生し F-RTO の処理が開始されたが，送信ウィンドウに空きがなく，新たなパケットの送信
が不可能だった．(3) RTO 発生後，重複 ACK を受信し F-RTO が動作しなかった． 
(1)の事象は，F-RTO が動作する以前に全てのパケット転送が終了し検出動作が行われな
かった．この状況では他方式でも検出動作は行われないため，F-RTO 特有の問題ではな
い．(2)，(3)は，F-RTO の仕様上，検出動作不可であった事象である．これらの事象は全スプ
リアスタイムアウトのうち 1%であり，全トラヒック中のスプリアスタイムアウト発生頻度と比べると
僅かである．以上より，F-RTO は移動通信における移動環境等の伝送路の変動が大きい環
境におけるスプリアスタイムアウト検出技術として有効であると考えられる． 
 
表3.4 F-RTO により検出不能なスプリアスタイムアウト 
発生事象 発生頻度 合計 
STO 発生後 FIN で転送終了 28% 
STO 発生後送信ウィンドウの空きがなくパ
ケット送信が不可能 0.70% 
タイムアウト後の Duplicate Ack の受信 0.30% 
29% 
 
3.7 まとめ 
本章では，IMT-2000 のエンド・エンド回線で利用される TCP の再送方式の改善方式とし
て，スプリアスタイムアウトを考慮した TCP 再送方式を提案し，シミュレーション実験と
IMT-2000 の実網における性能測定により提案方式の有効性を明らかにした． 
提案方式は，RTO タイマのパラメータ最適化手法とスプリアスタイムアウト検出・応答技術
を組み合せた TCP 再送方式であり，RTO タイマが RLC 再送中の領域に低下することによる
スプリアスタイムアウトの発生を抑止し，Delay Spike に対しては F-RTO でスプリアスタイムアウ
トを検出し，Eifel Response によって不要な輻輳回避動作を抑止する方式である．RTO タイマ
のパラメータ最適化では，無線回線の RLC 再送の挙動に着目し，RTO タイマの初期値，最
小値を決定することで，スプリアスタイムアウトの発生頻度を低下させ，かつパケットロス発生
時の再送契機の遅延を抑止する手法を提案した．提案方式に基づき，IMT-2000 の実網で
RTO タイマの最適化を行った結果，今回の測定環境では，RTO タイマ初期値，最小値を 4
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秒とすることで，スプリアスタイムアウトの発生頻度が TCP コネクションあたり約 1%と収束し，そ
れ以上大きな値の RTO タイマでは大きく減少しないことを確認した． 
RTO タイマのパラメータ最適化では考慮対象外とした移動環境で多発する Delay Spike に
対しては，RTO タイマを早期にタイムアウトさせ，スプリアスタイムアウト検出技術により不要な
パケット再送を抑止し，スプリアスタイムアウト応答技術によって不要な輻輳回避動作を回避
することを提案した．スプリアスタイムアウトの検出・応答技術としては，複数の技術の中から
移動通信での利用に最も適した特徴を持つ F-RTO と Eifel Response を選択した．F-RTO と
Eifel Response については，IMT-2000 を前提とした回線モデルにおいて，数値解析とシミュ
レーション実験を実施し，両方式の性能改善効果を明らかにした．F-RTO と Eifel Response
は既に IETF において RFC として規格化が完了しており，Linux においては 2.4.21 から実装
されている．また F-RTO は HP-UX に実装され，オープンソース OS だけでなくプロプライエタ
リの OS にも搭載が行われ始めており，今後普及が進むことが期待される． 
提案方式の IMT-2000 Release 99 の実網での性能評価測定では， RTO タイマ初期値，最
小値 4 秒を適用し，移動環境においてスプリアスタイムアウトの発生頻度が低減することを確
認した．この時のスプリアスタイムアウトの発生頻度は，移動速度に比例して増加する傾向が
得られた．Delay Spike は移動速度に比例して発生頻度が増加するものと想定され，この結
果から，RTO タイマの最適化によりスプリアスタイムアウトの発生要因を Delay Spike に限定で
きたことを示していると考えられる．不要パケット再送数の抑止効果としては，コンテンツサイ
ズ 2Mbyte のデータ転送において平均 28 パケットから平均 3 パケットに低減し，スループット
改善効果については，最大 12%向上という結果が得られた． 
今回の提案方式の実網における測定では，実験用サーバーとクライアントが TCP コネクシ
ョンを直接接続する形態で評価を実施した．しかし，この接続形態は， RTO タイマ値が，サ
ーバーが設置された固定網の遅延の影響を受け，スプリアスタイムアウト収束値から乖離す
る可能性がある点が課題となる．実際の携帯電話システムにおいては，移動端末とエンド・エ
ンド回線を構成するゲートウェイ装置[111]に実装することが前提となる．ゲートウェイ装置は，
移動通信網側と固定網のトランスポートプロトコルを終端，相互変換することが可能であり，サ
ーバー側が提案方式に非対応であっても移動通信側の全ての TCP コネクションに対して提
案方式を適用させることが可能となることに加え，TCP の終端が移動端末とゲートウェイ装置
間となることで，固定網の遅延の影響を排除することが可能となる．これにより，RTO タイマ値
を移動通信網の遅延特性に正確に設定することが可能となる点，帯域幅遅延積が固定網の
遅延相当分だけ小さくなることで回線の最大スループットを得るために必要な送信ウィンドウ
の値が低減可能となる点が利点が得られると考えられる． 
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第4章 高速無線通信向け TCP再送制御方式 
4.1 はじめに 
本章では，高速移動環境等における伝送遅延変動の大きな無線回線向けの TCP タイム
アウト再送タイマの更新アルゴリズムである TS-RTO(Tri-State Retransmission Time Out)と，指
数バックオフ動作の改善を行った TCP 再送方式の提案と性能評価について述べる．本章に
おける提案方式は，第 2 章において定義した W-TCP 拡張技術のうち，RFC 規格外拡張技
術に該当し，特定の前提条件において最大の効果が得られることを目的とした独自の提案
技術である． 
第 3 世代および第 3.5 世代携帯電話システムの普及およびサービス提供エリアの整備の
進展により，携帯電話サービスが利用される環境が多様化しており，家庭やオフィス等の静
止状態だけでなく，自動車，鉄道など動線上の高速移動環境でのモバイルインターネットア
クセスサービスの利用増加が予想される．高速移動環境では，移動端末の移動に伴うフェー
ジングやシャドウイング等の電波伝播特性の変動，再送制御や無線チャネル割り当て制御，
ハンドオーバー等の無線チャネル制御等によりエンド・エンド回線の伝送遅延が動的に変動
する．伝送遅延の変動は，エンド・エンド回線に適用されるトランスポートプロトコルである
TCP の再送制御に影響を与え伝送効率を低下させる[117]．TCP は伝送路上で喪失したパ
ケットを再送制御[89,118]によって回復させる．TCP の再送手順の一つである RTO 再送は，
パケット送信後，Ack 未受信のまま RTO タイマがタイムアウトした場合に実行される．RTO タイ
マの値は，伝送遅延に対して適性値となるよう RTO タイマ更新アルゴリズムによって更新され
る．RTO タイマ更新アルゴリズムとしては，RFC2988 で規格化された方式(RFC2988-RTO)が
Linux 等の OS に実装され広く普及している．RFC2988-RTO は，伝送遅延変動が大きい伝送
路において，RTT に対して RTO タイマが適切に算出されないという問題点が指摘されている
[109]．この要因として，RFC2988-RTO は RTO タイマの計算式に，過去の RTT の加重平均と
RTT 変動量を用いていることが挙げられる．RFC2988-RTO の計算式は，過去の RTT 計測値
を固定の係数によって現在の RTO タイマに反映しているため，伝送遅延の状態が突発的に
変化した場合でも過去の RTT 計測値の影響が残存し，RTO タイマを RTT 変動に対して高速
に追従させることが困難となる．また，計算式の RTT 変動量の要素は正負の判断を行ってい
ないため，RTT が急減した場合でも RTT 変動量が増加したものとみなし RTO タイマを増大さ
せてしまう．この特性により，RFC2988-RTO では，RTT の急激な増加によりスプリアスタイムア
ウトが発生しやすくなる点，RTT の急激な減少時に RTT と RTO タイマの乖離が大きくなり，パ
ケットロスが発生した場合に再送契機が遅延してしまうという点が問題点として挙げられる． 
関連研究においては，RFC2988-RTOに関する問題の解決のため，RTOタイマ更新アルゴ
リズムを独自の方式と入れ替え，RTT 変動が発生する伝送路において RTO タイマを適切に
算出し，RTO 再送を効率化する手法が提案されている［109,110,119］．一方，本研究では，
第 3 章におけるスプリアスタイムアウトを考慮した TCP 再送方式の提案において，高速移動
中など RLC 再送数が増加し，伝送遅延が RTO タイマの最小値より大きい領域では，RTO タ
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イマ更新アルゴリズムによって RTO タイマが決定されるため，RTO タイマ更新アルゴリズムを
改善することでスプリアスタイムアウトの発生頻度が低下する等の効率化が可能であると指摘
している．また，第 3 章の手法では，RTO タイマの下限値の拡大によって，指数バックオフに
より再送間隔が長大化するという課題が新たに発生する．提案方式によって RTO タイマの下
限を決定する場合，収容加入者の増大を狙ってエリア端における電界強度が低く設定され
たシステムでは，RLC の再送回数が多くなるため RTO タイマの下限が伝送遅延に比例して
大きな値に設定される．この時，パケットロスが発生し，1度目のRTO再送によりパケットロスを
回復できなかった場合，指数バックオフによって再設定される RTO タイマが長大な値となり，
再送契機が大幅に遅延し伝送効率が低下する． 
本章では，高速移動通信環境のような伝送遅延の変動量が大きい伝送路における
RFC2988-RTO の問題点を改善する RTO 再送方式を提案する．提案方式は，RTO タイマ更
新式と指数バックオフの動作改善から構成され，第 3 章の提案方式では改善することができ
ない領域に対して，RFC の標準化対象外となる独自技術の活用による改善を目指す．RTO
タイマ更新式としては，RTO タイマと RTT の値の乖離状態に応じて異なる制御方式を選択す
ることで遅延変動に対する追従性を高めた TS-RTO(Tri-State RTO)を提案する．TS-RTO は
通常状態，高速追従状態，接近回避状態の 3 つの制御状態を持ち，それぞれ異なった算出
式により RTO タイマを算出する．通常状態では，RTT の差分蓄積による簡易な計算式を用
い，RTT 変動量が増加した場合は，過去の RTT 計測値の影響を減少させることで RTO タイ
マの RTT への追従性を高める．高速追従状態では，RTO タイマと RTT の値の乖離が大き過
ぎる場合，RTT の計測値によらず強制的に RTO タイマの切り下げを行う．接近回避状態は，
RTO タイマがタイムアウトした状態であり，1 度目のタイムアウト後，スプリアスタイムアウトが連
続的に発生することを回避するため，RTT の計測値に定数を加えた値を RTO タイマとして設
定する．指数バックオフの動作改善では，第 3 章で提案した手法によりスプリアスタイムアウト
抑止のため RTO タイマの下限を拡大した場合，指数バックオフにより二度目以降の RTO 再
送の契機が遅延する問題に対して，指数バックオフによる RTO タイマの増加を一時停止する
手法によって改善を行う． 
本章は以下のように構成される．4.2 節では関連研究で指摘されている RFC2988-RTO の
問題と，その問題に対する改善提案について述べる．4.3 節では移動通信網における RTO
再送の課題を述べる．4.4 節では提案方式である RTO 再送方式について述べる．4.5 節では
シミュレーション実験を行い，TS-RTO と RFC2988-RTO の遅延変動に対する追従性を比較
評価する．4.6 節では提案方式を IMT-2000 Release 99 および HSDPA の実網における移動
環境において性能測定実施した結果について述べる．  
 
4.2 関連研究 
RTO タイマを適切に算出することの困難さについては，20 年以上前から指摘されている
[120]．RTO タイマの更新アルゴリズムについては，複数の方式が提案されているが，2000 年
に，Paxon，Allman によって提案された RTO タイマの更新アルゴリズムが，IETF において
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RFC2988 として規格化された．RFC2988 の RTO タイマ更新アルゴリズムの計算式は以下で
ある． 
 
RTTVAR = 3/4 * RTTVAR + 1/3 * |SRTT - RTT|  (4.1) 
SRTT = 7/8 * SRTT + 1/8 * RTT  (4.2) 
RTO = SRTT + max (G, 4 * RTTVAR)  (4.3) 
 
RTTVAR は RTT 変動量，SRTT は平滑化された RTT，G はタイマ粒度を示す．本研究で
は，この RTO タイマ更新式を RFC2988-RTO と呼称する． 
RFC2988-RTO については，関連研究においていくつかの問題点が指摘されている．
Ekstrom と Ludwig は RFC2988-RTO について，以下の問題点を指摘している[109]． 
 
(1) RTO タイマの最小値が 1 秒固定であり伝送遅延の小さい回線では RTO タイマが RTT
変動幅より大きくなる． 
(2) RTT の係数が固定であり RTT の入力数によって RTO タイマの追従速度が変化する． 
(3) RTOタイマはAck受信時に再開するため，突発的な遅延増加(Delay Spike)に対し追
従が遅れる． 
(4) RTTVAR は正負の判断をしないため突発的な遅延減少(Delay Drop)に対して RTO
タイマを増加させる． 
 
これらの問題に対して，Ekstrom と Ludwig は RTO タイマを RTT の短期履歴と長期履歴の
包絡線に設定し Delay Spike には素早く Delay Drop には緩やかに追従する Peak-Hopper 
RTO (PH-RTO)[109]を提案している．Kesselman と Mansour は，RFC2988-RTO が RTT のみ
の関数であり，伝送路の状態が RTO タイマに正確に反映されないという問題点を指摘し，
RTO タイマの計算式に輻輳ウィンドウ(cwnd)の要素を加えた RTO タイマ更新式を提案してい
る [110]．Folke と Landstrom は，(1)の問題に対して，RTO タイマの下限値を縮小し，
HS-DSCH 上でスプリアスタイムアウトを最小化しスループットを最大化する RTO タイマの下限
値を検証している[119]． 
PH-RTO は RTT の増加に対しては RTT の短期履歴によって RTO タイマを素早く増加さ
せるが，RTT の減少に対しては RTT の長期履歴によって RTO タイマを設定するため RTO タ
イマの減少量が小さくなる．従って，一定期間 RTO タイマと RTT との乖離が大きくなるため，
スプリアスタイムアウトの発生頻度は低下するものの，RTT が減少した直後のパケットロスに対
して再送契機が遅延する懸念がある．Kesselman らの方式は，RTO タイマ更新式に輻輳ウィ
ンドウの要素を用いているが，輻輳ウィンドウは TCP の輻輳制御方式によって挙動が変化す
ることに加え，無線回線では帯域幅遅延積が変動し，輻輳ウィンドウが常に最適値を維持す
るとは限らず，本研究で設定している伝送路の特性変動に関する課題の解決は難しい．
Folke らの手法は，RTO タイマを短縮させパケットロスの回復を素早くすることによるスループ
ットの向上効果を評価している．しかし，RTO タイマの短縮は遅延変動が大きくなった場合に
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スプリアスタイムアウトの懸念があることや，HS-DSCH は共有チャネルのため帯域幅変動があ
り実網においては，スループットは RTO 再送の性能以外の要素で大きく変動するため，スル
ープットによる評価指標は適切ではない． 
 
4.3 移動通信網における RTO再送の課題 
4.3.1  無線チャネルの挙動と RTT変動 
第 2 章で述べたように，移動端末の移動による電波伝搬環境の変動および無線回線の再
送制御や無線チャネル制御は，エンド・エンド回線に複雑な伝送遅延変動を発生させる．こ
こでは伝送遅延変動によってトランスポートプロトコルで観測される RTT の変動を以下のよう
に大別し変動要因を述べる． 
 
(1)RTT のランダムな変動 
(2)突発的な RTT 増加(Delay Spike) 
(3)突発的な RTT 減少(Delay Drop) 
 
本章では， (1)RTT のランダムな変動は，数十ミリ秒から数百ミリ秒オーダーの変動幅でラ
ンダムな上下動を繰り返す変動，Delay Spike, Delay Drop は，連続した 2 つの RTT 値の変
化量が数秒以上となる変動と定義する． 
RTT のランダムな変動の要因として，RLC による再送制御が挙げられる．RLC の再送回数
は無線リンクの誤り率によって変動するため，エンド･エンド回線の RTT 変動は，フェージング
による短期的な変動や，基地局と移動端末間の距離変動による長期的な変動等により，移
動端末の移動状況に応じて複雑に変化する． 
突発的な RTT 増加(Delay Spike)は，無線チャネル制御やシャドウイングなどの伝播環境
要因により，瞬間的にパケット転送が中断した場合に発生する．Delay Spike 発生時は，Ack 
Burst によって RTT が増加したまま Ack がバースト状に到達することがある． 
突発的な RTT 減少(Delay Drop)は，無線回線の特性変動，TCP や無線ネットワーク制御
装置の挙動によって発生する．伝送路の帯域幅遅延積に比べ送信ウィンドウが過剰に大きく
なると，無線ネットワーク制御装置にパケット滞留が発生し，キューイング遅延が増大する．こ
の時，無線リンクの再接続を伴うハンドオーバーや RLC の再送タイムアウト等の要因によっ
て，バッファ破棄が発生した場合，RTT が急激に減少する．また，IMT-2000 Relase 99 から
HSDPA へのハンドオーバーによって無線帯域幅が急激に増加した場合，増加幅によって
は，RTT が Delay Drop に近い形で減少することが考えられる． 
 
4.3.2  RFC2988-RTOの課題 
RFC2988-RTOを無線回線で利用した場合，4.2節で述べた関連研究において指摘されて
いる RFC2988-RTO の課題に起因して，いくつかの問題が発生する．RFC2988-RTO は RTO
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タイマ更新アルゴリズムに，過去の RTT 計測値から算出される SRTT と RTTVAR を用いてい
る．SRTT は，現在の SRTT の 8/7 に RTT の計測値の 1/8 を加算することで算出しており，過
去に観測された RTT の要素が大きくなっている．この計算式は，ランダムな RTT の変動に対
して RTO タイマを過度に追従させず，長期的な RTT 変動に緩やかに追従する特性となる．
従って，無線回線の伝送特性がハンドオーバー等において非連続に変化した場合において
も，RTO タイマが過去の RTT 計測値の影響を受け続け，現在の RTT の変動に対して最適値
となるまで一定期間を要する．また,4.2 節の(3)で指摘したように，RFC2988-RTO は RTO タイ
マを，パケット送信時ではなく，最終 ack 受信後にリセットするため，パケット送信から RTO 再
送までの時間には，RTO タイマと前回のパケット送信から Ack 受信までの時間がオフセットと
して加えられる．このオフセットは Delay Spike が発生すると大きくなり，Delay Spike が発生し
た時の RTO タイマのリセット契機が遅延し，RTO タイマが RTT から大きく乖離した状態とな
る． 
RTO タイマ更新式のもう 1 つの要素である RTTVAR は，RTT の変動量の増加とともに大き
くなり，伝送遅延の変動が大きい伝送路では RTO タイマに RTTVAR が加算されることで，
RTT が一時的に増加した時のスプリアスタイムアウトを抑止する効果がある．しかし，4.2 節(4)
で指摘されているように，RTTVAR は RTT 変動の正負を判断しないため，RTT が急減した場
合においても RTTVAR が増大し，RTO タイマが逆に増加することになる．この場合，伝送遅
延の急減した直後にパケットロスが発生すると，RTO タイマのタイムアウトが遅延し，再送契機
が遅延する． 
移動通信環境のように無線回線の伝送特性が非連続的に変化した場合，SRTT， 
RTTVAR のような過去の履歴によって算出される要素の影響は低減もしくはリセットする必要
があり，RFC2988-RTO では，関連研究で指摘されている課題に加え，無線回線の非連続的
な伝送特性の変動に素早く追従できないという課題が発生する．  
 
4.3.3  RLC再送と TCP再送の整合性の課題 
IMT-2000 では，無線区間のリンクプロトコルである RLC とトランスポートプロトコルの TCP
で再送制御が適用されている．従って，RLC 再送中にエンド・エンド回線の伝送遅延が一時
的に増加した時にTCPのRTOタイマがタイムアウトすると，スプリアスタイムアウトとなり伝送効
率が低下してしまう．RLC 再送と TCP 再送の整合性を取り，各レイヤでの再送契機を分離
し，スプリアスタイムアウトを抑止する対策の 1 つとしては，第 3 章において，RTO タイマの下
限を制限し，RLC 再送中の TCP 再送を停止する手法を提案した．第 3 章では，非
RFC2988-RTO の実装を用い，IMT-2000 の実網において，スプリアスタイムアウトの発生頻度
の計測により RLC 再送が収束する伝送遅延量を推定し，RTO タイマの下限を決定すること
で，RLC 再送と TCP 再送の契機を分離した．また，RLC 再送の増加や，無線回線の一時不
通状態等によりエンド・エンド回線の伝送遅延が増加した場合は，RTO タイマがタイムアウトし
てしまうが，スプリアスタイムアウト検出技術を適用し，不要なTCP再送を発生させない手法を
提案した． 
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この手法を RFC2988-RTO に適用した場合，4.2 節 (3)の問題により，パケット送信から
RTO 再送までの時間に，RTO タイマに前回のパケット送信から Ack 受信の RTT の値がオフ
セットとして加算されるため，過去の RTT 変動量の要因により，RLC 再送と TCP 再送の再送
契機の分離が困難となってしまう．トランスポート層において，下位層の再送制御の挙動に着
目して RTO 再送の契機の決定を行う場合，パケット送信時に RTO タイマをリセットする方式
がより正確に下位層の再送の挙動を反映できると考えられる． 
また，第 3 章の手法で，RTO タイマを決定した場合，無線回線の RLC 再送回数が大きい
場合，比例して算出される RTO タイマの下限が大きくなるが，RTO タイマが大きくなると，指
数バックオフによる 2 回目以降の RTO タイマの再計算結果が長大な値となってしまい，1 回
目の再送に失敗すると 2 回目の再送まで長期間を要してしまう． 
 
4.4 TCP タイムアウト再送の改善提案 
4.4.1 提案方式概要 
提案方式は，第 2章で定義したRFC規格外拡張技術に該当する方式であり，伝送遅延変
動の大きい高速移動通信環境向けのTCPタイムアウト再送方式である．提案方式は，RTOタ
イマ更新式と指数バックオフ改善の 2 つの技術から構成される．RTO タイマ更新式としては，
RTO タイマと RTT の乖離量に応じて 3 つの制御方式を選択することで，RTO タイマが RTT
変動に対して迅速に最適値に収束するように制御を行う Tri-State RTO(TS-RTO)[63,64]を提
案する．また，スプリアスタイムアウト対策として RLC 再送と TCP 再送の契機を分離するため
RTO タイマを拡大した場合，指数バックオフにより 2 回目以降の再送契機が遅延する問題に
対して，指数バックオフを一定期間停止することで改善を行うことを提案する． 
 
4.4.2 Tri-State RTO (TS-RTO) 
TS-RTO は，RFC2988-RTO 等の OS に標準で搭載される TCP の実装の RTO タイマ更新
式と入れ替えて利用する RTO タイマ更新式である．TS-RTO の特徴は以下の通りである． 
 
(1)RTO タイマと RTT の乖離状況によって選択される 3 つの制御状態 
(2)RTT 変動量からスプリアスタイムアウトを予測する追従補償処理 
(3)パケット送信時の RTO タイマのリセット 
 
(1)の 3 つの制御状態とは，RTO タイマと RTT の乖離状態に応じて選択される RTO タイマ
の計算式であり，RTT の変動量が増加した場合においても，RTO タイマと RTT の差分を短期
間のうちに最適値に保つように制御を行う．(2)の追従補償処理とは，各制御状態で算出され
た RTO タイマと過去の RTT 変動量を比較し，次の Ack 受信時にスプリアスタイムアウトの発
生が予測された場合に RTO タイマに定数を加算する処理である．(3)のパケット送信時の
RTO タイマのリセットは，4.3 節で述べたように，RFC2988-RTO と同様に，Ack の受信時に
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RTO タイマをリセットした場合，１RTT 分のオフセットが加算され，RLC 再送と TCP 再送の分
離の精度が低下するため，パケット送信時に RTO タイマをリセットすることでこの問題を回避
する． 
TS-RTO の処理の流れを図 4.１で示す．制御状態は，RTO タイマと RTT の比較によって，
通常追従状態，高速追従状態，接近回避状態の 3 つが選択される．通常追従状態は，RTO
タイマが最適値となっている状態であり，RTT 変動に対して乖離量を維持するように微調整を
行う．高速追従状態は，Delay Drop により RTT に対して RTO タイマが過大となった状態であ
る．RTO タイマが過大になると，パケットロスが発生した時に再送契機が遅延し，無通信時間
が増大する．高速追従状態は，この状態を早期に解消するため，RTO タイマを RTT に依存
せず一定の割合で減少させる．接近回避状態は，Delay Spike によりスプリアスタイムアウトが
発生した状態である．TS-RTO では，RTO タイマのリセットをパケット送信後に行うため，Delay 
Spike 発生時に Ack Burst により連続的にスプリアスタイムアウトが発生することがある．接近
回避状態では， RTO タイマを，スプリアスタイムアウト発生時の RTT 計測値と定数の和の値
に設定し連続的なスプリアスタイムアウトを回避する． 
各制御状態で RTO タイマが算出された後，追従補償処理が実行される．追従補償処理で
は，RTO タイマの算出値と，過去の RTT 変動から推測された次回 Ack 受信時の RTT の値を
比較し，推測された RTT が RTO タイマを上回った場合，スプリアスタイムアウトの発生を回避
するため，RTO タイマに定数が加算される． 
 
通常状態高速追従状態
RTOn
追従補償処理
RTTn
RTT/RTO
比較器
RTOn-1
接近回避状態
 
図4.1 TS-RTO の処理概要 
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4.4.3 TS-RTOの計算式 
TS-RTO は Ack を受信し，RTT の値を計測した後，各制御状態を以下の判定式によって
選択する． 
 
通常追従状態： RTTn < RTOn < α×RTTn  (4.4) 
高速追従状態： RTOn > α×RTTn  (4.5) 
接近回避状態： RTOn < RTTn  (4.6) 
 
RTTn は送信側で計測した RTT の値，RTOn は現在保持している RTO タイマを示す．αは
RTO タイマと RTT の乖離量を判断する判定係数でありα>1 である． 
通常追従状態では，一定量以下の RTT 変動に対して RTO タイマの更新頻度を低下させ
る．計算式には，過去の RTT 計測値の影響を低減するため，RTT の差分に着目した簡易な
計算式を採用する．計算式を以下で示す． 
 
V ＝ V + RTTn －RTTn-1  (4.7) 
 
以下の式が成立した場合， 
 
|V| > T  (4.8) 
 
RTO タイマを以下のように算出する． 
 
RTOn = max( RTOn-1 + V, RTTn + M )  (4.9) 
 
V は蓄積 RTT 変動量を示し，RTT の差分値を RTT の計測ごとに蓄積する値である．T は
RTT 追従感度を示し，蓄積 RTT 変動量を RTO タイマに反映させる閾値を示す．M は最小マ
ージンを示し，RTO タイマと RTT の最小の乖離値である．通常状態では，RTT の差分値を加
算し，閾値を超えた場合にその値を RTO タイマに反映するため，RTT の変動量に応じて
RTO タイマの更新頻度および更新量が変化する． 
高速追従状態は，RTO タイマが過大になった状態を解消するため，一定割合で RTO タイ
マを減少させる． 
 
RTOn = k × RTOn-1  (4.10) 
 
k は RTO タイマの減少量を決定する減衰係数を示す． 
接近回避状態では， RTT に最小マージン M を加え RTO タイマに反映させる． 
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RTOn = RTTn + M  (4.11) 
 
追従補償処理は，RTTn-1 から RTTn の RTT 増加量を⊿RTT とした場合，以下の式が成立す
ると仮定する． 
 
RTTn+1 = RTTn + ⊿RTT  (4.12) 
 
すなわち⊿RTT の増加が次の RTT 計測時においても発生すると仮定する．この時， 
 
RTTn+1  > RTOn  (4.13) 
 
となった場合に以下の処理を行う． 
 
RTOn ＝ RTTn ＋ min(⊿RTT，⊿max)＋M  (4.14) 
 
⊿max は上限補償量であり，補償処理によって補正される RTO タイマの上限値である． 
 
4.4.4  指数バックオフの一時停止 
TCP は RTO 再送後，Ack が未受信の間，再送間隔を指数関数的に増加させ再送を繰り
返す．n-1 番目から n 番目の RTO 再送の再送間隔を In とすると 
 
In = In-1×2 (n≧2)  (4.15) 
 
となる．I1 は RTO タイマに等しくなる． 
移動通信環境では，RTT が数百ミリ秒から数秒と固定網と比べ大きく RTO タイマが長く算
出される．また，スプリアスタイムアウト抑止のため RTO タイマを拡大した場合，指数バックオ
フによって再送間隔が長大化してしまう．この問題に対して，指数バックオフを一時停止する
ことで，再送間隔の長大化の抑止を行う．指数バックオフを 1 回停止する場合，再送間隔は
以下のようになる． 
 
I2 = I1  (4.16) 
In = In-1×2 (n≧3)   (4.17) 
 
停止回数については 2 回以上の値に増加させた場合，RTO タイマの最小値によっては単
位時間の送信パケット数が増大するため，ネットワークの負荷の増加が懸念される．今回は
指数バックオフを最小の 1 回のみ停止とし実網において基本的な挙動を検証する． 
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4.5 シミュレーション実験 
本節では，提案方式である TS-RTO の RTT 変動に対する RTO タイマの追従性の評価を，
W-CDMA エミュレータを用いたシミュレーション実験において検証する．W-CDMA エミュレ
ータは，下り最大 3.6Mbps の HSDPA の回線モデルを適用し，広帯域高遅延の伝送路にお
ける伝送遅延の挙動を擬似する．比較対象としては，RFC2988-RTO を用い，RTT と RTO タ
イマの乖離量によって両方式の RTT 変動に対する追従性を評価する． 
 
4.5.1  シミュレーション実験環境 
シミュレーション実験における実験系の構成を図 4.2 で示す．クライアントには，移動端末と
DTE 端末を擬似する WindowsXP を用い，サーバーとしては，Linux を導入した PC サーバ
ーを用い，W-CDMA エミュレータ経由で接続した．クライアントとサーバーの W-TCP プロファ
イルは，W-TCP 基本プロファイルを適用した．ただし，ウィンドウサイズの値は，HSDPA による
広帯域高遅延伝送路の対応するため，Window Scale Optionを利用し最大96kbyteに拡大さ
せた．W-CDMA エミュレータは，回線モデルとして無線帯域幅上り 384kbps，下り 3.6Mbps，
伝 播 モ デ ル と し て は ， ITU で 規 定 さ れ た PA3(Pedestrian-A at 3km/h) お よ び
VA30(Vehicular-A at 30km/h)[121]を適用した．また，HSDPA の帯域幅を決定する要素の 1
つである CQI(Channel Quality Indicator)[122]のパラメータは，HSDPA の実網において取得
された値を用いた．  
 
Client
(PC)
W-CDMA
Emulator
Server
(Linux)
Uplink:384kbps
Downlink:3.6Mbps
W-TCP
rcv_wnd:
96kbyte
W-TCP
with/without
TS-RTO
 
図4.2 シミュレーション実験系 
 
測定は，サーバーからクライアントへ 5Mbyte のダウンロードを実施し，各方式の RTO タイ
マの計算値とサーバー側で観測された RTT を計測した． 
TS-RTO は，複数の固定パラメータを持った方式であり，予め利用する伝送路の特性に合
わせチューニングを施す必要がある．今回は，日本国内の移動通信環境において最も回線
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条件が厳しく，伝送遅延の変動が大きいと想定される新幹線の移動中に取得された RTT 計
測値を用い，数値計算によってスプリアスタイムアウトの発生頻度が 0 となり，RTO タイマと
RTT の平均乖離量を最小化するパラメータセットを決定した．今回の測定で用いたパラメー
タセットを表 4.1 で示す． 
 
表4.1 TS-RTO のパラメータ 
パラメータ名 設定値 
判定係数 α 1.5 
追従感度 T 10ms 
減衰係数 ｋ 0.95 
最低マージン M 10ms 
上限補償量 ⊿max 1000ms 
 
4.5.2  シミュレーション実験結果 
図 4.3 から図 4.6 で，シミュレーション実験で得られた RTO タイマの計算値と RTT の計測
値を示す．図 4.3 および図 4.4 は，TS-RTO と RFC2988-RTO の PA3 モデルにおける実験結
果であり，図 4.5 および図 4.6 は，両方式の VA30 モデルでの実験結果である．各実験結果
における， RTO タイマと RTT の平均乖離量を図 4.7 で示す． 
PA3 モデルの実験結果では，転送期間中の RTT 変動量が大きく，平均乖離量は
RFC2988-RTO より TS-RTO の値が小さくなる結果が得られた．両方式ともスプリアスタイムア
ウトは発生しておらず，平均乖離量が小さい TS-RTO が RTT の変動に対する RTO タイマの
追従性が高く，パケットロスが発生した場合，迅速に再送処理が実行可能であると考えられ
る．VA30 モデルの実験結果では，転送初期において RTT が増加した際，RFC2988-RTO が
RTO タイマを大きく増加させることに比べ，TS-RTO の増加量は小さく，過剰な RTO タイマの
増大を抑止できている結果が得られた．しかし，転送中盤から後半にかけてRTT 変動量が小
さくなり，RFC2988-RTO が RTO タイマを徐々に減少させるのに対し，TS-RTO は RTO タイマ
をほぼ一定に維持する傾向となったため，平均乖離量は RFC2988-RTO より TS-RTO が大き
くなる結果となった．通信状態が安定し RTT 変動量が維持された状態では，RFC2988-RTO
のほうがパケットロス発生時に迅速に再送を実行可能であるが，Delay Spike が発生した場合
は，TS-RTO のほうがスプリアスタイムアウトの発生確率が低くなると考えられる． 
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図4.3 RFC2988-RTO の実験結果 (PA3) 
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図4.4 TS-RTO の実験結果 (PA3) 
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図4.5 RFC2988-RTO の実験結果 (VA30) 
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図4.6 TS-RTO の実験結果 (VA30) 
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図4.7 RTO タイマと RTT の平均乖離量 
 
4.6 IMT-2000実網での評価 
本節では，IMT-2000 の実網において，一般の交通手段を用いた移動環境により提案方
式と RFC2988-RTO の性能評価測定を実施し，より実際の利用に近い環境における提案方
式の有効性の検証を行う．本節における，両方式の性能比較においては，RTO 再送の挙動
をより厳密に評価する評価指標の提案を行う．RTO 再送の性能評価指標としては，一定のデ
ータ量の転送に要した時間によってスループットを算出することが多い．しかし，スループット
は無線帯域幅の変動の影響を強く受け，正確に RTO 再送の性能を表すことができない．そ
こで，本節においては，RTO 再送の性能評価指標として，スループットを排除した，スプリア
スタイムアウト発生頻度，初回再送時間，回復契機再送時間，転送再開時間の各指標を用
いて性能評価を行う． 
 
4.6.1 測定環境 
IMT-2000 の実網における評価測定環境を図 4.8 で示す．クライアントとしては，移動端末
に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載した PC に接続し
た．サーバーとしては，Linux を搭載した PC サーバーを用い，IMT-2000 網とインターネット
経由で接続されたテスト環境に設置した．クライアントおよびサーバーの W-TCP はシミュレー
ション実験と同じく，W-TCP基本プロファイルのウィンドウサイズを 96kbyteに拡張したプロファ
イルを適用した．また，サーバー側の RTO タイマは，第 3 章で決定した RTO タイマ初期値，
最小値 4 秒を適用した．今回測定を行った IMT-2000 の実網は，全域が Release 99 のサービ
ス提供エリアとなっており，この範囲においては，無線帯域幅は上り下り最大 384kbps となる．
また，HSDPA のサービス提供エリアは都市部を中心にスポット的に配置されており，移動端
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末の移動により HSDPA のエリアに入った場合，ハンドオーバーにより無線帯域幅は上り最大
384kbps，下り最大 3.6Mbps となる． 
測定は，一般の交通機関として，自動車，在来線，超特急電車を利用した移動環境にお
いて，サーバーからクライアントへ 5Mbyte のデータ転送を行った． 
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図4.8 IMT-2000 実網における性能測定環境 
 
4.6.2  RTO再送の評価指標の提案 
本節では，本研究において提案する RTO 再送の評価指標について述べる．一般的に，
再送制御の評価指標としては，一定のデータ量を転送した際の所要時間からスループットを
算出して性能を評価する方法が利用されている．しかし，IMT-2000 Release 99 の共有チャネ
ル，個別チャネルの切り替えや，HSDPA の共有チャネルの利用により，実網における移動状
態では，移動端末が利用可能な帯域幅幅は動的に変動する．無線帯域幅の変動によって
データ転送のスループットが増減するため，スループットのみでは，RTO 再送の改善効果を
評価することは困難となる．そこで，本研究では，RTO 再送の挙動をより直接的に評価する
指標として，以下の 4 つを利用することを提案する． 
 
(1)スプリアスタイムアウト発生頻度 
(2)初回再送時間 
(3)回復契機再送時間 
(4)転送再開時間 
 
(1)スプリアスタイムアウト発生頻度は，パケットが正常に転送されているにも関わらず，RTT
増加に RTT タイマが追従できないため，RTO タイマがタイムアウトした発生頻度を示す．(2)
初回再送時間は，最初に RTO タイマがタイムアウトした時間であり，この時間とスプリアスタイ
ムアウト発生頻度が最小となる方式がパケットロスを早期に検出できることを示す．(3)回復契
機再送時間は，RTO 再送の結果，転送が回復した時の RTO 発生時間を示す．(4)転送再開
時間は，パケットロス発生から転送が再開するまでの時間を示し，TCP の転送が停止してい
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た時間に相当する．すなわち UE の利用者が直接体感する転送の中断時間に相当する． 
図 4.9 において，(2)，(3)，(4)の評価指標の測定範囲を示す． 
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図4.9 RTO 再送の評価指標 
 
4.6.3  実網における評価測定結果 
本節では，IMT-2000 の実網における TS-RTO と RFC2988-RTO の評価測定結果について
述べる．図 4.10 において，本測定における全 RTO のスプリアスタイムアウトと非スプリアスタイ
ムアウトの比率を示す．非スプリアスタイムアウトとは伝送路でパケットロスが発生した時に行
われた RTO 再送であり，喪失したパケットの回復にに必要な再送である．非スプリアスタイム
アウトについて，図 4.11 で初回再送，図 4.12 で回復契機再送，図 4.13 で転送再開時間を示
す．X 軸は，図 4.11 と図 4.12 で RTO 再送の発生時間，図 4.13 で転送回復時間を示す．Y
軸は全非スプリアスタイムアウトを母数として，当該時間に発生したタイムアウトの発生比率を
示す． 
図 4.10 のスプリアスタイムアウトの発生比率から，提案方式は RFC2988-RTO と比較し，ス
プリアスタイムアウトの発生頻度を減少させることが可能であることに加え，図 4.11 の初回再
送の結果より，初回再送の比率が 4 秒から 6 秒の領域で増加する結果が得られた．この結果
は，RTO タイマ更新アルゴリズムとして用いた TS-RTO の効果により， RFC2988-RTO と比較
し，RTT 変動に対して迅速に追従性することで，スプリアスタイムアウトを減少させると同時
に，パケットロス発生後，迅速に再送するという相反する要素を同時に達成できたことを示し
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ている．図 4.12 の回復契機再送では，4 秒から 7 秒の領域では提案方式の頻度が小さくなる
結果となった．しかし，RFC2988-RTO は 12 秒にピークがあるのに対し，提案方式ではピーク
が 8 秒に短縮された．これは指数バックオフを一時停止したことで，2 回目の RTO 再送時間
が縮小された結果であると考えられる．図 4.13 の再送回復時間では，4 秒から 7 秒の領域で
は両方式とも大きな差分はなかったが，提案方式では9秒から11秒の頻度が高く，回復時間
の短縮傾向が見られたことに加え，回復契機再送の結果と同様に，指数バックオフの一時停
止によりピークが 12 秒から 8 秒に短縮された． 
これらの結果より，提案方式は RFC2988-RTO と比較してスプリアスタイムアウトを減少させ
つつ，パケットロスを早期に検出し RTO 再送を実行可能であることが明らかになった．しか
し，回復契機再送の結果は，両方式ともに 1 回目の RTO 再送は伝送路で喪失し，回復契機
となるのは 2 回目の RTO 再送となることが多いことを示していると考えられる．この事象から，
IMT-2000 の実網における高速移動環境では，パケットロスが発生するような品質劣化が発
生した場合，再びパケット転送が可能となるまで約 8 秒弱の時間を要する頻度が高いと推定
される．RTO による初回再送パケットの喪失を回避するためには，RTO タイマを拡大すること
が挙げられるが，静止状態や低速移動中など，より短時間で通信状態が回復した時の RTO
再送も抑止することになり大幅な効率劣化が避けられない．本事象の対策としては，送信側
の TCP の改善に依存するアプローチだけでなく，ハンドオーバーによる無線リンク切断・回復
を TCP の受信側のパケット送信によって能動的に検出するアプローチ[123,124]や無線リンク
層とトランスポートプロトコルの連携によって無線リンクの接続・回復を検出するアプローチ
[125]等，他レイヤのプロトコルおよび機能と TCP を連携させる手法の応用が必要であると考
えられる． 
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図4.10 スプリアスタイムアウトの発生比率 
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図4.11 初回再送時間 
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図4.12 回復契機再送時間 
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図4.13 再送回復時間 
 
4.7 まとめ 
本章では，伝送遅延変動が大きい高速移動通信向けの TCP タイムアウト再送方式の提案
を行い，シミュレーション実験と IMT-2000 の実網における性能測定により有効性を明らかに
した．提案方式としては，伝送遅延が大きい伝送路上で発生する RFC2988-RTO の課題を解
決するため，独自の RTO タイマ更新アルゴリズムである TS-RTO を提案した．加えて，第 3 章
の提案方式に基づき，スプリアスタイムアウトの抑止のため RTO タイマの下限を拡大した場
合，指数バックオフによって再送間隔が長大化するの問題に対する改善手法を提案し，これ
ら 2 つの方式を組み合せた TCP 再送方式を提案した． 
TS-RTO の RTT 変動に対する追従性を評価するための HSDPA 回線エミュレータを用いた
シミュレーション実験においては，伝送路モデルとして ITU の PA3 モデルおよび VA30 モデ
ルにおいて，TS-RTO と RFC2988-RTO の比較評価を行った．シミュレーション実験の結果，
RTO タイマと RTT の平均乖離量が PA3 モデルにおいて TS-RTO が約 1.4s と RFC2988-RTO
より約 0.4s 小さい値が得られ，パケットロスが発生した時の再送契機を短縮できること示して
いる．一方，VA30 モデルでは RTT 変動量が小さく，RFC2988-RTO が RTT に徐々に RTO タ
イマを小さくする動作によって平均乖離量が小さくなったが，この場合伝送特性が変化した
場合のスプリアスタイムアウトの懸念が増加すると考えられる． 
IMT-2000 の実網における性能測定においては，性能評価指標として，無線帯域幅の変
動によるスループットの増減の影響を排除するため，スプリアスタイムアウト発生頻度，初回再
送，回復契機再送，再送回復時間の 4 つの指標を用いることを提案した．これらの性能評価
指標による提案方式と RFC2988-RTO の比較の結果，スプリアスタイムアウト発生頻度，初回
再送の結果から，提案方式は TS-RTO の効果により RFC2988-RTO と比べスプリアスタイムア
ウト発生頻度が小さくなることに加え，初回再送時間が短縮されたことで，パケットロスを早期
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に検出可能であることを示した．回復契機再送，再送回復時間の結果からは指数バックオフ
の一時停止の効果により 12 秒のピークが 8 秒に短縮される結果が得られた．ただし，1 度目
の RTO 再送において再送パケットのパケットロスが発生していることが推測され，無線回線の
一時品質劣化からの回復と TCP 再送が一致していないという課題が明らかとなった． 
今後の課題として，再送パケットのパケットロスの問題を解決するため，送信側のみの改善
のアプローチだけでなく，受信側や他レイヤからの情報通知によって無線回線の疎通状態の
回復を通知する方式の検討を行う必要がある． 
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第5章 高速無線通信向け TCP輻輳制御方式 
5.1 はじめに 
本章では，高速移動環境における帯域幅遅延積の変動が大きい無線回線向けの TCP 輻
輳制御方式の提案と性能評価について述べる．本章における提案方式は，第 2 章において
定義した W-TCP 拡張技術のうち，RFC 規格外拡張技術に該当し，特定の前提条件におい
て最大の効果が得られることを目的とした独自の提案技術である． 
第 3.5 世代携帯電話システムである HSDPA の特徴として，広帯域下り無線帯域幅に加
え，複数の移動端末が無線帯域幅を共有して利用する共有チャネルを利用することが挙げ
られる．HSDPA の共有チャネルは，無線基地局装置によって動的な無線リソースの割当制
御が行われ，同一チャネルを利用する移動端末数や電界強度，パケット送受信状況等の条
件によって，単一の移動端末が利用可能な無線帯域幅が刻一刻と変動する．HSDPA の無
線帯域幅は，現在商用サービスを提供中の携帯電話システムにおいて下り最大 7.2Mbps で
あり，規格上は下り最大 14Mbps まで拡大することが可能である．しかし，移動端末が利用可
能な無線帯域幅は，共有チャネルを利用するため，条件によって最低 32kbps 程度まで低下
する可能性がある．HSDPA の無線回線は，共有チャネルの特性と，MAC-hs および RLC の
再送制御によって無線帯域幅と伝送遅延の変動量が大きく，トランスポートプロトコルで考慮
すべきエンド・エンド回線の帯域幅遅延積の変動範囲は最小値から最大値まで数十倍に達
する．また，IMT-2000 Release99 と HSDPA は，サービス提供エリアが重畳して設置されてお
り，移動端末はシステムの差異を意識することなくシームレスにハンドオーバーを行うことが可
能である．この時，ハンドオーバーによって無線回線の特性が突発的に変化すると同時にエ
ンド・エンド回線の伝送特性が急変し，TCP の輻輳制御の動作に影響を与える．TCP はエン
ド・エンド回線の帯域幅を最大限利用し最大スループット得るために，最大ウィンドウサイズを
帯域幅遅延積より大きく設定し，ウィンドウ枯渇を回避する必要がある．しかし，HSDPA の実
環境では共有チャネルの無線帯域幅を単一の移動端末が占有するような理想的な状態が
得られることは少なく，無線帯域幅の減少により送信側のウィンドウサイズが過剰に大きくなる
ことがある．一般的な IP 網においては，ウィンドウが過剰に大きくなり，大量のパケットが送信
された場合，伝送経路上のルーターのキューが溢れることでパケットロスが発生し，TCP の輻
輳回避動作によって一定期間パケット送信量が低下する．しかし，IMT-2000 における無線ネ
ットワーク制御装置は，無線回線と固定回線のリンクプロトコルを終端しており，両回線の帯
域幅の差分を吸収するための大容量のキューイングバッファを持つ必要がある．そのため，
TCP がエンド・エンド回線の帯域遅延積以上のパケットを送信しても，無線ネットワーク制御
装置のキューイングバッファの容量以下であれば，パケットロスは発生せず，見かけ上の帯域
幅遅延積が増大する．この状況では，TCPのRTO再送が発生せず，輻輳回避動作が起動さ
れなくなる．キューイングバッファに大量のパケットが蓄積されると，キューイング遅延が増大
し，エンド・エンド回線の RTT が増大する．RTT が増大すると，RTO タイマが長大な値に更新
され，パケットロスが発生した場合の再送契機が遅延し伝送効率が低下する問題や，データ
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ダウンロードと平行して IM(Instant Massage)等の対話型アプリケーションを利用した場合のレ
スポンス低下等の問題が発生する．一方，携帯電話システムにおいてパケットロスが発生す
る状況は，ネットワークの輻輳よりも，移動端末の移動に伴う電波伝搬環境の変動によって一
時的な無線回線の品質劣化が要因となることが多いと想定され，IP 網の輻輳状態とは要因
が異なる．伝送路の一時的な品質劣化であれば，TCP の輻輳回避動作は不要であり，パケ
ットロスを契機とした不要な輻輳回避動作は，移動通信環境においては伝送効率低下の要
因となる． 
TCP は輻輳制御方式の違いにより複数の方式が提案されている．TCP Reno に準じた輻輳
制御方式はインターネット標準として用いられる最も一般的な方式であり，オープンソース OS
やプロプライエタリの OS 等に採用され広く普及している．従って，W-TCP のプロファイルセッ
トを適用した TCP についても，結果的に輻輳制御方式として TCP Reno が採用されているも
のが最も多い．TCP Reno を超高速回線や無線回線で利用したときに発生する様々な問題
に対応するため，TCP Vegas，TCP Westwood, HSTCP など TCP Reno とは異なる輻輳制御方
式を採用したTCPが提案されており，既にLinux等に実装され容易に利用することができる．
しかし，HSDPA のような帯域幅遅延積が動的に変動する伝送路や，無線ネットワーク制御装
置の大容量キューイングバッファの存在を考慮した場合，これらの輻輳制御方式によってこ
れらの問題の解決することは困難である． 
本研究においては，第 3 世代および第 3.5 世代携帯電話システム特有の問題解決のた
め ， 高 速 移 動 通 信 環 境 に 特 化 し た 輻 輳 制 御 方 式 と し て ，Flight Size Auto Tuning 
(FS-AT)[66,67]の適用を提案する．FS-AT は TCP Reno 等の輻輳制御方式の枠組みを変え
ることなく，送信ウィンドウを決定する要素として，輻輳ウィンドウ，広告ウィンドウに加え，新た
に space という概念を追加する．space の値は送信側が Ack の受信状況によって，ネットワー
クに滞留したパケット量を推定することで増減し，伝送路の帯域幅遅延積の変化応じて，ネッ
トワーク上のパケット滞留量を一定に保つようにパケット送信量が制御される． 
本章では，関連研究において提案されている TCP の輻輳制御方式の概要と課題を述べ
た上で，それらの課題を解決する輻輳制御方式である FS-AT の概要について述べる．本章
では，FS-AT の基本機能である送信ウィンドウ制御と，パケットロス検出時の動的な輻輳ウィン
ドウ制御のうち，送信ウィンドウ制御に着目し，IMT-2000 の実網における評価測定によって
有効性の検証を行う．IMT-2000 の実網としては，IMT-2000 Release99および HSDPA の混在
環境において，一般の交通機関を用いた移動環境で測定を実施する． 
本章の構成は以下の通りである．5.2 節において，関連研究において提案されている TCP
輻輳制御の概要と，それらの課題について述べる．5.3 節において，IMT-2000 の無線回線
の挙動と，トランスポートプロトコルである TCP の輻輳制御方式の課題について述べる．5.4
節において，高速移動通信向けの輻輳制御方式である FS-AT の概要について述べる．5.5
節において，FS-AT を Linux サーバーに実装し，IMT-2000 Release99 および HSDPA の実網
の移動環境で性能評価測定を実施し，FS-AT の基本機能である送信ウィンドウ制御につい
て検証した結果について述べる． 
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5.2 関連研究 
本節では，TCP の輻輳制御方式として幅広く利用されている TCP Reno と，関連研究で提
案されている輻輳制御の概要を述べ，本章での検討課題となる移動通信向けのTCP輻輳制
御方式の必要性について述べる． 
現在，IMT-2000 のトランスポートプロトコルとして利用されている TCP や，インターネットで
標準的に利用されている TCP では，において，輻輳制御方式として TCP Reno に準拠した方
式 が 最 も 多 く 利 用 され て い る ．TCP Reno は AIMD(Additive Increase Multiplicative 
Decrease)方式[126]の輻輳制御に分類される方式である．TCP RenoはTCPコネクション開設
時，輻輳ウィンドウの値を初期ウィンドウの値に設定し，スロースタートによって指数関数的に
パケット送信量を増加させる．送信側のパケット送信量は，送信ウィンドウによって決定され，
送信ウィンドウは，輻輳ウィンドウと広告ウィンドウの最小値に設定される．輻輳ウィンドウは，
パケットロスが発生した時に，1 に再設定され，再びスロースタートによって増加する．このとき
スロースタート閾値がパケットロス発生時の輻輳ウィンドウの 1/2 に設定され，輻輳ウィンドウが
スロースタート閾値に達すると，それ以降は線形的にパケット送信量を増加させる． 
この TCP Reno の基本的な輻輳制御の挙動に対して，関連研究では，伝送路の特性をより
適切にパケット送信量に反映することを目的に，多数の輻輳制御方式が提案されている．以
下においていくつかの輻輳制御方式の概要を述べる． 
TCP Westwood は，パケットロスが発生した時点の伝送路の状況を推定し，輻輳ウィンドウ
の減少量を動的に制御する輻輳制御方式である．TCP Reno がパケットロスの発生時に，一
律に輻輳ウィンドウの値を 1 に低減させてしまうことに対して，TCP Westwood は，Eligble Rate 
Estimation (ERE)と RTTmin によってパケットロスが発生した時の帯域幅遅延積を推定し，そ
の値に輻輳ウィンドウの値を設定する． 
HSTCP は，ウィンドウサイズが拡大している状況において，輻輳ウィンドウの加減量を調整
することで不要な輻輳ウィンドウの減少を抑止する方式である．超高速伝送網において，TCP
を大容量ウィンドウサイズで運用した場合，TCP Reno の輻輳制御では，輻輳回避動作の輻
輳ウィンドウの減少量が大きく，かつスロースタート閾値により増加量が抑えられ，元のパケッ
ト送信量に回復されるまで長時間要する問題がある．HSTCP では，輻輳制御量を輻輳ウィン
ドウの値によって適応的に変更し，輻輳ウィンドウが大きい場合，輻輳ウィンドウの増加量を
増し，逆に輻輳回避の輻輳ウィンドウの減少量を少なくすることで，送信ウィンドウを大きく維
持し，高いスループットを維持する方式である． 
これらの AIMD 方式による輻輳制御の問題点としては，パケットロスにより RTO タイマがタ
イムアウトしなければ輻輳ウィンドウの値が減少しない点にある．IMT-2000 では，無線ネットワ
ーク制御装置のリンクプロトコルの終端点に実装される大容量キューイングバッファにより，送
信ウィンドウ過剰によるパケットロスは発生しにくく，キューイングバッファの容量以内であれ
ば，伝送路の帯域幅遅延積を送信ウィンドウが上回ったとしてもウィンドウサイズの上限値ま
で送信ウィンドウが拡大してしまう．この問題について，筆者らは文献[127]において，TCP 
Reno に輻輳ウィンドウの拡大と RTT の増加傾向を検出し，RTO タイマがタイムアウトした時と
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同様な輻輳回避動作を強制的に行うことで送信ウィンドウが過剰に拡大することを抑止する
方式を実験的に提案し，シミュレーション実験において特性を検証した．しかし，この方式
は，輻輳ウィンドウの過剰な拡大は抑止できる一方で，輻輳回避動作起動時に輻輳ウィンド
ウとスロースタート閾値の値を一律に減少させるため，広帯域無線回線において大容量のウ
ィンドウサイズが必要な場合，必要以上に輻輳ウィンドウを低下させてしまうなど，伝送路の特
性に応じて輻輳ウィンドウの減少量を適切に制御できない問題がある． 
AIMD 方式の他に，AIAD(Additive Increase Additive Decrease)方式[126]による輻輳制御
方式が提案されている．TCP Vegas は，送信側において RTT の変動を観測し，輻輳ウィンド
ウを増減される輻輳制御方式である．TCP Vegas は，RTT と輻輳ウィンドウの値から，理想ス
ループットと，実スループットを算出し，それらの比較により輻輳制御を行う．理想スループッ
トは，TCP コネクション開設時に観測された RTT の最小値(RTTmin)と，輻輳ウィンドウから算
出され，実スループットは，データ転送中に観測された RTT と輻輳ウィンドウの値から算出さ
れる．理想スループットと実スループットの差分から，ネットワークに滞留するパケット数を推測
し，滞留パケットが内部パラメータであるαとβの間となるように輻輳ウィンドウを加減する．し
かし，αとβの値は定数であり，帯域幅および伝送遅延が動的かつ広範囲に変動する環境
においては，定数のパラメータでは適切な制御は行えない．また，TCP Vegas は TCP Reno と
共存した場合に，スループットが低下してしまう問題点が指摘されている． 
DRS(Dynamic Right Size)[128]は，受信側が伝送路の帯域幅遅延積を推定することで広
告ウィンドウを制御する輻輳制御方式である．DRS では，受信側において RTTmin を測定
し，RTTmin の間にアプリケーションが TCP から受け取ったデータ量を計測し，伝送路の帯域
幅遅延積を推定する．受信側は，推定した帯域幅遅延積の 2 倍に広告ウィンドウを設定し送
信側へ通知することで，ネットワークへ送出されるパケット量を制御する．しかし，受信側では
RTT を正確に計測できない点や，既にサービスを提供中の携帯電話システムへの適用を考
慮した場合，受信側となる移動端末側の実装変更が困難な点がこの方式の課題となる． 
 
5.3 高速移動通信における TCP輻輳制御の課題 
本論文では，第 2 章において第 3 世代および第 3.5 世代携帯電話システムの構成および
無線回線の挙動について述べ，無線回線の挙動がエンド・エンド回線に与える影響につい
て述べた．本節では，帯域幅遅延積の変動が TCP の輻輳制御の挙動に影響を与え，伝送
効率が低下する要因について述べる． 
高速移動通信環境では，移動端末が移動することによって，電波伝搬環境の変動によりフ
ェージングやシャドウイングが発生し，無線通信において物理回線として利用される電波の
電界強度が動的に変動する．電界強度の変動によるビット誤りを補償するため，符復号技
術，誤り制御技術の適用により，無線回線の伝送遅延は動的に変動する．また，移動端末が
１つの基地局が提供するサービスエリアを跨いで移動した場合，通信の連続性を維持するた
めの基地局を切り替えるハンドオーバーが行われる．ハンドオーバーによる無線回線の切り
替えや，HSDPA の共有チャネルの特性によって，無線帯域幅は動的かつ予測不能な変動
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が発生する．これらの帯域幅，伝送遅延の変動は，エンド・エンド回線に帯域幅遅延積の変
動を発生させる．高速移動環境におけるエンド・エンド回線の帯域幅遅延積の変動は，TCP
の送信ウィンドウ制御の挙動に影響を与える．TCP は，利用する伝送路の最大スループット
を得るために，最大ウィンドウサイズを伝送路の帯域幅遅延積以上の値に設定する必要があ
る．次世代携帯電話システムでは，無線帯域幅の拡大により，帯域幅遅延積が 64kbyte を大
きく超えることが想定される．この場合，TCP は Window Scale Option を適用し，最大ウィンド
ウサイズを 64kbyte 以上の値に設定する必要がある．一方，無線回線の帯域幅はリソースが
有限であり，常に最大の帯域幅が単一の移動端末で利用できるとは限らない．IMT-2000 
Release 99 では，無線リンク接続時，無線帯域幅 32kbps 程度の共有チャネルが割り当てら
れ，データ転送量が増加後に無線チャネル割り当て制御によって割り当てられる個別チャネ
ルは，無線リソースの空き状況によって無線帯域幅が 64kbyte もしくは 384kps と異なり，予測
することが困難である．HSDPA においては，複数の移動端末で広帯域無線帯域幅を共有す
る共有チャネルが利用され，移動端末の数やパケット送受信状況等により通信中であっても
動的に利用できる帯域幅が変動する．このような状況では，TCP が無線帯域幅の最大値を
想定して最大ウィンドウサイズを決定した場合，帯域幅の減少により送信ウィンドウが過剰に
拡大した状態となり，帯域幅遅延積の値以上のパケットがネットワークへ送信される．通常の
IP 網では，送信ウィンドウが過剰に大きくなった場合，ルーターのキューが溢れることで TCP
の RTO タイマをタイムアウトさせ，輻輳回避動作により送信ウィンドウの拡大を抑止する．しか
し，IMT-2000 では，無線ネットワーク制御装置がリンクプロトコルの終端を行っており，無線リ
ンクと固定リンクの帯域幅の差分を吸収するため，および RLC 再送のためのバッファとして，
大容量キューイングバッファが適用されている．このため，帯域幅遅延積を大幅に超えるパケ
ットが送信されても，キューイングバッファにパケットが蓄積されることで，パケットロスが発生
せず，輻輳ウィンドウが増加し続けることになる．また，移動通信においてパケットロスが発生
する状況としては，移動端末の移動によって無線リンクの再接続が発生するハンドオーバー
の発生や，電波伝搬環境の劣化による RLC 再送のタイムアウトが想定される．これらは，ネッ
トワークの輻輳発生ではなく，無線回線の一時的な品質劣化と考えることができる．この場
合，通常の TCP では，送信ウィンドウを縮小する必要がないにも関わらず，不要な輻輳回避
動作によりパケット送信量を低下させ，スループット低下の要因となる．また，W-TCP のプロフ
ァイル適用によって最大ウィンドウサイズが拡大されている場合，パケットロスによる輻輳ウィン
ドウ 1まで減少してしまうと，再び元の輻輳ウィンドウの値に戻るまで大量の Ackを受信する必
要があり，その間のパケット送信量が低下し続ける． 
 
5.4 Flight Size Auto Tuning 
5.4.1 FS-AT概要 
本研究では，帯域幅遅延積の変動が広範囲かつ動的に変動する高速無線通信向けの
TCP 輻輳制御方式として FS-AT を適用することを提案する． FS-AT は DRS が受信側にお
いて帯域幅遅延積を推定する仕組みを送信側に実装した方式である．また，文献[127]で提
 － 86－  
案した輻輳制御方式の特徴である，高速移動通信環境において伝送遅延変動が大きくなっ
た場合，送信ウィンドウ制御が頻発することを抑止するため，一定期間送信ウィンドウの更新
を行わない監視期間を設定する概念を取り込んでいる．FS-AT の特徴は以下である． 
 
(1) Ack 受信から 1RTT の間に受信側に到着したパケット量を計算することによって, ネ
ットワークの帯域幅遅延積を推定し，推定した帯域幅遅延積と帯域幅遅延積の変動
に合わせてパケット送信量を調整する． 
(2) 帯域幅の変動に追従させるために，パケット送信量を積極的に増減させる． 
(3) パケットロス発生時に, パケットロスの原因(ネットワークの輻輳または無線環境の悪
化) を推定して輻輳制御の可否を決定する． 
(4) パケットロスを回復した後に, 帯域幅を迅速に利用できるようにスロースタート閾値を
決定する． 
(5) F-RTO の動作を妨げないように制御を行う． 
 
以下の節において，FS-AT の基本機能の１つである送信ウィンドウ制御について述べる． 
 
5.4.2  FS-ATの送信ウィンドウ制御 
 FS-AT による送信ウィンドウの制御は，既存の輻輳制御方式に新たに space という変数を
適用することによって送信ウィンドウを加減する．TCP Reno に FS-AT を適用した場合，送信ウ
ィンドウを snd_wnd，広告ウィンドウを adv_wnd，輻輳ウィンドウを cwnd とすると TCP Reno と
FS-AT の送信ウィンドウは以下の式で表すことができる． 
 
(5.2)                                     ),_,min(_    :AT-FS
(5.1)                                               )_,min(_ :TCPReno
spacewndadccwndwndsnd
wndadvcwndwndsnd
=
=
 
 
すなわち，輻輳ウィンドウおよび広告ウィンドウがパケットロスを検出しない状況で大幅に拡
大した状況においては，space の値を適切に設定することで,送信ウィンドウの過剰な拡大を
抑止することができる． 
 以下において，space の算出方法について述べる．spcae の値は target という変数によっ
て制御される．space の更新は以下の条件によって行われる． 
 
・ space < target の場合・・・space の値は，Ack 受信ごとに 2MSS（delayed Ack）もしく
は 1MSS(every ACK)づつ増加させる． 
・ space > target の場合・・・spcace の値は，Ack 受信ごとに１MSS づつ減少させる． 
 
 space と target の挙動を図 5.1，図 5.2 で示す． 
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target
space
ACK 受信毎に 2MSS 増加させる
 
図5.1 space の増加(delay Ack 受信時) 
 
 
target
space
ACK 受信毎に 1MSS 減少させる
 
図5.2 space の減少(delay Ack 受信時) 
 
 次に target の算出方法について述べる．target の値は RTTmin の間に受信されたバイト量
の値を元に算出される．RTTmin は TCP コネクション開設時以降に計測された RTT の最小値
であり，RTTmin を受信バイト量の計測する単位とし，この間は target の値を最小限に留める監
視期間と設定する．図 5.3 に RTTmin と受信バイト量の計測範囲を示す． 
 
rttmin
sequence number of
data segments
rcv_bytes
time
 
図5.3 RTTminにおける rcv_byteｓの計測範囲 
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 target の値は，受信バイト量を元に図 5.4 の judge(1),judge(2)において更新される． 
Judge(1)における target の更新式は以下である． 
 
・judge(1)における target の更新 
 
(5.3)                                                                    )__( ,mnn bytesrcvsizeflightif ≤  
(5.4)                                                                             1 axsnd_cwnd_mtargetn =+  
else  
(5.5)                       )||_( 1,1 axsnd_cwnd_mtargetbytestwrcvtargetif nmnn ==< ++  
(5.6)                                                                             _ ,1 mnn bytestwrcvtarget =+  
else  
 
 
flight_size は FS-AT によって推測されるネットワークに滞留するパケット量であり，帯域幅遅
延積に相当する値である．judge(1)において，式(5.3)の条件を満たした場合，式(5.4)におい
て，target は輻輳ウィンドウの最大値 snd_cwnd_max に設定される．式(5.3)を満たさない場合
かつ式(5.5)を満たした場合，target の値は式(5.6)により twrcv_bytes に設定される．また，式
(5.5)を満たさない場合，target の値は式(5.7)によって決定される．twrcv_bytes は平滑化され
た rcv_bytes の値であり，RFC2988-RTO と同様な数式において算出される．算出式を式(5.8)
から式(5.10)に示す． 
 
(5.8)        ___
4
1
__
4
3
__ bytesrcvbytesrcvsbytesrcvdevbytesrcvdev −×+×=  
(5.9)                                          _
8
1
__
8
7
__ bytesrcvbytesrcvsbytesrcvs ×+×=  
(5.10)         )2_,__4__min(_ ××+= bytesrcvbytesrcvdevbytesrcvsbytestwrcv  
 
 
Judge(2)における target の更新式は以下である． 
 
・judge(2)における target の更新 
(5.7)                                                              
2
_ ,
1
nmn
n
targetbytestwrcv
target
+
=+
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(5.12)                                                                             2_
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judge(2)では，target の値が rcv_bytes の 2 倍の値より大きい場合，rcv_bytes の 2 倍の値に
決定される． 
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図5.4 FS-AT の Flight Size の推定処理 
 
5.5 IMT-2000実網における性能測定 
 本節では，IMT-2000 Release99およびHSDPAの実網において，移動端末を自動車に載
せ郊外を走行させた状況における FS-AT の送信ウィンドウ制御の挙動を測定する．比較対
照として，TCP Reno を選択し，両者の輻輳制御方式を比較することで FS-AT の実網の移動
環境での有効性を明らかにする． 
 
5.5.1  測定環境および測定方法 
本測定の測定環境を，図 5.5 で示す．本環境は第 4 章，第 5 章と同じく，クライアントとして
は，移動端末に PCMCIA のカード型端末を用い，DTE 端末である WindowsXP を搭載した
PC に接続した．サーバーとしては，Linux を搭載した PC サーバーを用い，IMT-2000 網とイ
ンターネット経由で接続されたテスト環境に設置した．クライアントおよびサーバーの W-TCP
は W-TCP 基本プロファイルのウィンドウサイズを 96kbyte に拡張したプロファイルに加え，
FS-AT を適用した TCP の実装を用いた． 
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測定は，移動端末を自動車の搭載し，郊外の一般道において片道約 20km のルートを往
復しながら，サーバーからクライアントへ 5Mbyte のデータ転送を行った．測定は，サーバー
側においてパケットキャプチャログを取得し，スループットと RTT を観測した．IMT-2000 
Release 99 と HSDPA のサービス提供エリアの推測図および走行ルートを図 5.6 で示す．この
環境において，IMT-2000 Release99 のエリア内では，無線帯域幅は上り下り最大 384kbps，
HSDPA のエリア内では，下り最大 3.6Mbps，上り最大 384kbps である． 
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Client Server
 
図5.5 IMT-2000 の実網における測定環境 
 
 
図5.6 3G および 3.5G のサービス提供エリアと走行ルート 
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5.5.2  測定結果 
本節では，IMT-2000 の実網における FS-AT と TCP Reno の送信ウィンドウ制御の性能測
定結果について述べる．測定で得られたサンプルは，スループットの値によって分類し，平均
スループットと平均 RTT を算出した．各平均スループットにおける RTT の測定値を，図 5.7 か
ら図 5.11 で示す．これらの図で示したサンプルは，各平均スループットから 1 サンプル抽出
し，FS-AT と TCP Reno の結果を重ねて表示することで RTT の挙動の比較を行った． 
図 5.7 の平均スループット 330kbps の測定結果では，TCP Reno は，RTT が約 2.2 秒の領
域で一定となったことに対し，FS-AT は RTT が約 1 秒から約 2 秒の領域で変動が大きくなっ
たが平均 RTT は FS-AT が約 1 秒短縮することができた．TCP Reno では，平均スループット
330kbps，RTT2.2 秒で帯域幅遅延積を求めると約 90kbyte となり，送信ウィンドウがおほぼ上
限に達していることに対し，FS-AT は約 50kbyte とウィンドウサイズの上限値の約半分で同一
のスループットが得られていることがわかった． 
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図5.7 RTT の測定値(平均スループット 330kbps) 
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図5.8 RTT の測定値(平均スループット 530kbps) 
 
図 5.8 の平均スループット 530kbps の測定結果では，転送前半においては，TCP Reno と
FS-AT の RTT 測定値はほぼ同一の特性となった．TCP Reno では，転送後半において Delay 
Spike が観測されており，ハンドオーバー等の無線チャネル制御が発生したものと推測され
る．このサンプルでは，平均スループットは同一だったが，伝送特性が大きくことなっていると
推測され有意な差分は得られなかった． 
図 5.9 および図 5.10 の平均スループット 1000kbps および 1500kbps の測定結果では，TCP 
Reno において，RTT の増加傾向が観測された．これは，適切な送信ウィンドウの値に達した
以降であっても Ack を受信するたびに送信ウィンドウを増加させたことで，キューイング遅延
が増加しているものと推測される．また，TCP Renoでは，パケットロスを検出し，輻輳ウィンドウ
を減少させたことに起因すると推測される RTT の突発的な減少が観測されたことに対し，
FS-AT では，TCP Reno と比べ RTT の変動量は大きくなることがあるが，全域にわたり RTT の
増加を抑えられていることがわかる． 
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図5.9 RTT の測定値(平均スループット 1000kbps) 
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図5.10 RTT の測定値(平均スループット 1500kbps) 
 
図 5.11 の平均スループット 2300kbps の測定結果では，上限にちかウィンドウサイズが必要
であり，両方式による差分は得られなかったが，この領域では送信ウィンドウを減少させるとス
ループットが低下するため，想定どおりの特性が得られている． 
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図5.11 RTT の測定値(平均スループット 2300kbps) 
 
図 5.12 で全測定結果の平均スループットと平均 RTT の結果を示す．全体的な傾向とし
て，平均スループットが高く大容量のウィンドウサイズが必要な領域では TCP Reno と FS-AT
の差分は発生しないが，平均スループットの減少に伴い，TCP Reno の RTT が大きく増加す
ることに対し，FS-AT では，増加量を TCP Reno より抑えられている結果が得られた． 
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図5.12 平均スループットごとの平均 RTT 計測値 
 
5.5.3 ネットワーク滞留パケットの推定 
本節では，5.5.3 節で得られたスループットと RTT の平均値からネットワークに滞留するパ
ケット量を推定し，FS-AT が TCP Reno と比較した場合に，帯域幅遅延積の変動に追従して
適切に送信ウィンドウを制御できているか評価する．ネットワークに滞留するパケット量は以下
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の式において算出する．ここでは，推定されたパケット滞留量を Efs, 平均スループットを Tavg，
平均 RTT を Ravg とする． 
 
(5.13)                                                                                          E fs avgavg RT ×=  
 
式(6.13)において，ネットワーク上のパケット滞留量を算出した結果を，図5.13で示す．x軸
は平均スループット，y 軸はパケット滞留量(flight size)を示す．TCP Reno が全ての平均スル
ープットにおいて，最大ウィンドウサイズの 96kbyte に近い値に達しており，TCP Reno は，無
線帯域幅が減少したとしても，適切に送信ウィンドウを制御しておらず，ネットワーク上に過剰
にパケットを送信してしまうことになる．それに対して，FS-AT では，実際に帯域幅遅延積が大
きく大容量のウィンドウサイズが必要な平均スループット 2.3Mbps のサンプルのおいては，
TCP Reno と同等のパケット滞留量となったが，無線帯域幅が減少し平均スループットが減少
することに伴い，パケット滞留量が減少し，平均スループット 330kbps において約 40kbyte 削
減可能であることがわかった． 
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図5.13 ネットワーク上のパケット滞留量の推定値 
 
この結果より，次世代携帯電話システムにおいて，無線帯域幅の拡張に合わせて TCP の
ウィンドウサイズを拡大した場合でも， FS-AT を適用することによって，無線帯域幅が減少し
たとしても，帯域幅遅延積と比較し過剰に送信ウィンドウが大きくなることを回避し，不要なパ
ケット送信を抑止可能であることが明らかとなった．実際の利用環境では，同時接続ユーザ
ーが増加し，1 ユーザーあたり 300kbps 程度の無線帯域幅しか確保できなくなった状況で，
無線ネットワーク制御装置のバッファにおいて 1 ユーザーあたり約 37kbyte のメモリー容量の
削減が可能であることを示している． 
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5.6 まとめ 
本章では，無線帯域幅が広範囲かつ動的に変動する高速移動通信環境における TCP の
輻輳制御に関する性能低下の問題対して，高速移動通信向けの TCP 輻輳制御方式として
Flight Size Auto Tuning (FS-AT)の適用を提案し，IMT-2000 の実網の移動環境において性
能評価測定を行った．TCP の輻輳制御については，インターネット標準として利用されている
TCP Reno の問題について，関連研究において多くの提案がなされている．しかし，帯域幅
遅延積の変動量が大きく，過剰なパケット送信によってパケットロスが発生しにくいという特有
の伝送特性を持った IMT-2000 Release 99 および HSDPA を採用した携帯電話システムにお
いては，これらの提案方式では問題の解決は難しいことを述べた．FS-AT については，文献
[62]において固定網，移動通信網を前提とした回線モデルにおいてシミュレーション実験に
より性能評価が行われている．本研究では，FS-AT の基本機能の１つである送信ウィンドウ制
御に着目し，この機能が IMT-2000 Release 99 と HSDPA のサービス提供エリアが重複した環
境において，一般の交通機関により移動しながらハンドオーバーを行いつつ通信を行う環境
で有効に機能するか検証を行った．測定の結果，TCP Reno と比較した場合，無線帯域幅の
減少に伴うパケット滞留量増加による RTT の増加量を，平均スループット 330kbps のサンプ
ルにおいて約 900 ミリ秒減少することを確認した．ネットワーク上のパケット滞留量について
は，平均スループットと平均 RTT を元に算出し，TCP Reno が全スループットのサンプルで最
大ウィンドウサイズに近い約 90kbyte を維持したのに対して，FS-AT では，平均スループット
330kbps で，約 53kbyte まで削減可能であることを明らかにした．この結果より，IMT-2000 
Release 99 と HSDPA の混在環境における移動状態のような，エンド・エンド回線の伝送特性
が複雑に変化する状況において，FS-AT が伝送路の帯域幅遅延積を推定することで，適切
に送信ウィンドウを制御可能であることが明らかとなった．FS-AT のパケット送信量制御の導
入により，ネットワークに過剰に滞留するパケット量を削減することが可能であり，その効果と
して，無線ネットワーク制御装置のバッファ使用量の削減効果や，キューイング遅延による
RTT の増加を抑止することで，RTO タイマの長大化を抑止することで突発的なパケットロスに
対して迅速に再送動作を起動する，対話型アプリケーションの応答性向上などの利点が得ら
れることになる．今後の課題として，FS-AT の基本機能の 1 つであるパケットロス発生時の帯
域幅遅延積およびパケットロス発生要因を推定した適応的な輻輳回避について，IMT-2000
の実網での特性を評価することが考えられる． 
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第6章 結論 
本研究では，次世代モバイルインターネットアクセスにおけるトランスポートプロトコルに関
する研究として，移動通信網のエンド・エンド回線に適用されるトランスポートプロトコルを対
象に，次世代携帯電話システム向けのパラメータ最適化技術とプロトコル拡張技術の検討を
行った． 
第 1 章では，研究の背景として，近年の移動通信サービスにおける非音声データ通信系
サービスの発展を，第 2 世代から第 3.5 世代の携帯電話システムの技術的特徴とともに述べ
た．第 3 世代携帯電話システム以降，トランスポートプロトコルとしてインターネット標準技術で
ある TCP の利用が拡大した．しかし，無線回線で標準的な TCP を利用した場合，無線帯域
幅を有効に利用できずスループットが低下する等の伝送効率低下の問題が発生する．この
問題の解決策として，従来手法では，TCP のパラメータ設定値，オプション機能を移動通信
向けに最適化することで，伝送効率低下を抑止する方法(W-TCP, RFC3481)が提案されてい
る．しかし，第 3.5 世代携帯電話システム(HSDPA)以降の次世代携帯電話システムにおける
無線帯域幅の拡大，高速移動環境等の利用環境の多様化によって，伝送特性の変動の問
題が健在化していることについて述べ，従来手法の適応領域と本研究における検討対象領
域を明らかにした．  
第 2 章では，第 3 世代および第 3.5 世代携帯電話システムのシステム構成と無線回線の
伝送特性について述べ，無線回線の伝送特性が移動端末とゲートウェイ装置間のエンド・エ
ンド回線に影響を与え，TCP の伝送効率低下を引き起こす要因を具体的に述べた．この問
題に対する解決策として，トランスポートプロトコルにおける最適化手法として RFC3481 で規
格化された W-TCP の規格の概要と，次世代モバイルインターネットアクセス環境で発生する
W-TCP の課題について述べた．本研究では，W-TCP 関連技術を RFC3481 で規定された
W-TCP 基本技術と，本研究の検討対象である W-TCP 拡張技術(RFC 規格内・規格外)に分
類し，W-TCP 基本技術の課題について，W-TCP 拡張技術によって対応することを提案し
た．W-TCP を構成する技術群を，技術領域，適応領域に応じて段階的に定義することで，適
用する携帯電話システムや，TCP の終端装置の用件に応じて柔軟にトランスポートプロトコル
の最適化が実施できることについて述べた． 
第 3 章では，伝送遅延の一時的な増加によって不要な RTO 再送が発生するスプリアスタ
イムアウトの問題に対して，RTO タイマの最適化手法とスプリアスタイムアウト対策技術を組み
合せた TCP 再送方式の提案を行った．無線回線で再送制御を行う場合，トランスポートプロ
トコルではパケットロスと遅延増加の判断が不可能であり，適切に RTO 再送の契機を決定す
ることが困難となる．提案方式では，移動端末が静止状態かつエリア端に設置された状態で
の RLC 再送の継続時間を，静止状態におけるスプリアスタイムアウトの収束値と仮定し，RTO
タイマの下限を決定する手法を提案し，IMT-2000 Release 99 では，RTO タイマの下限値を 4
秒と設定することで，スプリアスタイムアウトを最小化できることを示した．さらに，高速移動環
境等 Delay Spike が多発する環境においては，F-RTO を用いてスプリアスタイムアウトを検出
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し，Eifel Response によって不要な輻輳回避によるスループットを抑止することを提案した．提
案方式は，IMT-2000 Release 99 の実網で，一般の交通機関を利用した移動環境において
性能評価測定を行い，実際のサービス利用環境に近い状態での有効性を評価した．測定の
結果，RTO タイマの最適化の効果により，RLC 再送と TCP 再送の再送契機を分離し，パケッ
トロス発生時の再送契機遅延の問題を回避した上で，スプリアスタイムアウトの発生を最小化
できることを示した．また，移動環境で多発する Delay Spike によるスプリアスタイムアウトに対
しては F-RTO と Eifel Response によって検出・応答処理を行うことで，不要パケット再送と輻
輳回避動作を抑止し，伝送効率低下の問題を最小化できることを明らかにした．本章で用い
た手法は，TCP の実装に依存する最適化(RTO タイマの決定)と既に RFC で規格化された技
術(F-RTO,Eifel Response)であり，RFC 規格内の W-TCP 拡張技術として多くの TCP の実装
に適用可能である． 
第 4 章では，伝送遅延変動が大きい高速移動通信環境において，RTO 再送の契機を最
適に制御する TCP 再送制御方式として，RTO タイマ更新アルゴリズムである TS-RTO と，指
数バックオフの改善方式の提案を行った．第 3 章では，RTO タイマの下限値を最適化するこ
とを提案したが，伝送遅延が RTO タイマの下限値より増加した場合，RTO タイマ更新アルゴリ
ズムによって RTO タイマが更新される．この場合，スプリアスタイムアウトの発生は，RTO タイ
マ更新アルゴリズムに依存する．RTO タイマ更新アルゴリズムとしては，OS 毎に独自な方式
が採用される場合や RFC2988 で規格化された方式が採用されることがある．本研究では，
RTO タイマ更新アルゴリズムとして独自の TS-RTO を提案した．TS-RTO は，RTO タイマと
RTT の乖離状態に着目して 3 つの制御状態を切り替え，RTO タイマと RTT の差分値を常に
最適に制御する方式である．提案方式は，シミュレーション実験および IMT-2000 Release 
99/HSDPA の実網において性能評価を行い，特に伝送遅延が大きい伝送路において，スプ
リアスタイムアウトの頻度を減少した上で，RTO タイマと RTT の乖離量を小さくすることが可能
であり，パケットロスの回復時間が短縮可能であることを示した．指数バックオフの改善方式
については，実網における性能評価によって，1 回目の再送パケットが喪失した場合，迅速
に 2 回目の再送を行うことで，パケットロスからの回復時間を短縮できることを明らかにした．
本章で提案した手法は，第 2 章で定義した RFC 規格外拡張技術に該当し，独自にオープン
ソースの OS に実装することは可能であるが，プロプライエタリの OS への適用は困難であると
想定される．また，実際の大規模な携帯電話システムへの適用については，ゲートウェイ装
置で終端し，移動通信網外へトラヒックが流出することを回避する必要がある． 
第 5 章では，HSDPA の共有チャネルや，異種無線システム間のハンドオーバーや高速移
動環境等で，帯域幅遅延積が変動した場合に，適切にパケット送信制御を行う適応的な輻
輳制御方式の提案を行った．本章では，標準的な TCP のパケットロス検出による輻輳制御方
式が，次世代携帯電話システムにおいてパケット送信量の過不足によるスループット低下や
無線装置のリソース圧迫に関する問題点について述べ，HSDPA の無線回線の特性に最適
化した方式として Flight Size Auto Tuning(FS-AT)の適用を提案した．本章では，FS-AT の基
本機能であるパケット送信制御とネットワークの輻輳状態を考慮した輻輳制御量決定の 2 つ
のうち，パケット送信制御に着目し，実網の移動環境において FS-AT の有効性を明らかにし
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た．性能評価の結果，FS-AT によって，TCP Reno と比較した場合，無線帯域幅が減少した
時の RTT が減少し，パケット滞留量を低減することが可能であることを明らかにした．本章で
提案した手法は，第 4 章と同じく RFC 規格外拡張技術に該当し，独自にオープンソースの
OS に実装することは可能であるが，プロプライエタリの OS への適用は困難であると想定され
る．また，実際の大規模な携帯電話システムへの適用については，ゲートウェイ装置で終端
し，移動通信網外へトラヒックが流出することを回避する必要がある． 
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図6.1 再送制御に関する提案技術の適応領域 
 
本研究では，W-TCP 拡張技術の提案方式として，第 3 章および第 4 章において TCP の
再送制御に関する拡張技術を，第 5 章において TCP の輻輳制御に関する拡張技術を提案
した．これらの拡張技術は，それぞれ異なる課題に対応し，各適応領域において独立して性
能改善効果を得ることができる．図 6.1 に，第 3 章，第 4 章の再送制御方式について，各技
術の関連および適応領域を示す．図 6.1 は，TCP のパケット送信から Ack 受信までの RTT
を示し，横軸に RTT，縦軸に発生頻度を示す．RTT の発生頻度の分布は，RTT が一定時間
経過すると Ack が受信されずパケットロスの発生が高くなることを示している．再送制御の提
案方式の目的は，RTO タイマ過小によるスプリアスタイムアウトの問題と，RTO タイマ過大によ
るパケットロス回復時間の長期化の問題とのトレードオフを解決することであり，各方式の適
応領域は RTT の小さい静止状態，RTT が大きく Delay Spike が発生する移動状態に分ける
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ことができる．第 3 章の提案方式は，静止状態において，RTO 再送パラメータの最適化により
RLC 再送と TCP 再送を分離し，RTO タイマ過小によるスプリアスタイムアウトを回避すると同
時に，Delay Spike に対しては F-RTO/Eifel Response を適用することで RTO タイマ過大の問
題を解決している．それに対して，第 4 章の提案方式は，Delay Spike を含む伝送遅延変動
に対して RTO タイマを追従させることで RTO タイマの過小，過大の問題を回避し，スプリアス
タイムアウトとパケットロスの問題を解決している．これらの方式を同時に適用することで，移
動端末の移動状態が刻一刻と変化した場合においても，RTT 変動の状態に応じた技術が適
用されることによって RTO 再送の契機が最適化され，トレードオフ問題を解決することが可能
となる． 
第 3 章，第 4 章の再送制御と第 5 章の輻輳制御の関連については，再送制御の提案方
式が RTO 再送に関する技術であるのに対し，輻輳制御はパケット送信量制御に関する技術
である点において適応領域が異なっている．ただし，輻輳制御の提案方式によって，ウィンド
ウ過剰によるキューイング遅延が減少すると，伝送遅延を元に算出される RTO タイマが短縮
し，パケットロス発生時の再送待ち時間の短縮により再送制御の性能向上が得られる． 
本研究では，次世代携帯電話システム向けのトランスポートプロトコルに関するパラメータ
最適化技術とプロトコル拡張技術を提案し，第 3 世代および第 3.5 世代携帯電話システムの
実網の移動環境において提案技術の有効性を示した．今後，次世代携帯電話システムとし
ては，Super 3G および 4G の実用化が予定されており，無線帯域幅が数十 Mbps から数百
Mbps へ拡大することが計画されている．また，これらのシステムでは，伝送遅延低の短縮に
向けた検討が行われており，帯域幅遅延積は HSDPA と比較し，数倍程度に留まる可能性が
ある．従って，無線帯域幅の広帯域化による帯域幅遅延積の増大に対しては，W-TCP 基本
技術の範疇である最大ウィンドウサイズの拡大を適用することで最大スループットが達成可能
である．この時，無線帯域幅の減少や変動に対しては，第 5 章で検討した FS-AT により送信
ウィンドウを適切に調整することで対応することが可能である．伝送遅延変動に対しては，
FS-AT によって送信ウィンドウが最適化されることで，キューイング遅延の増加は抑止できるこ
とに加え，無線回線自体の低遅延化により，遅延量，変動量ともに小さくなった場合，第 3 章,
第 4 章で検討した TCP 再送方式の適用領域内で対応が可能である． 
今後の課題として，近年実用化を予定している Super 3G の実網の稼動を待って，無線回
線およびエンド・エンド回線の実際の伝送特性を定量的に明らかにするとともに，トランスポ
ートプロトコルに本研究で提案した W-TCP 拡張技術を適用し，提案方式の次世代携帯電話
システムにおける有効性を証明したい．  
 
 － 101－
謝辞 
本論文をまとめるにあたり，直接のご指導を頂きました公立はこだて未来大学システム情
報科学部教授の高橋修博士に深く感謝いたします．また，本論文の副査をご担当頂きました
専修大学経営学部教授の渥美幸雄博士，公立はこだて未来大学システム情報科学部教授
の三木信弘博士，小西修博士，佐藤仁樹博士には様々なご助言を頂きましたことを深く感謝
いたします． 
移動体通信分野の研究に取り組むきっかけを与えて頂き，学士および修士課程での研究
のご指導を頂きました前橋工科大学工学部教授の堀越淳博士(元群馬大学工学部)に深く
感謝いたします．公立はこだて未来大学大学院への入学を会社の業務の一環として了承さ
れ，ご配慮，ご支援を頂きました株式会社 NTT ドコモ ソリューションビジネス部長の串間和
彦博士に深く感謝いたします．W-TCP およびゲートウェイ装置の実用化開発において，ご指
導を頂きました株式会社 NTT ドコモ ソリューションビジネス部の鶴巻宏治氏，ドコモ・テクノロ
ジ株式会社マルチメディアシステム部長の神宮司誠氏(元株式会社NTTドコモ マルチメディ
ア開発部)に深く感謝いたします． 
本研究を進めるにあたり，多くの方々のご指導，ご協力を頂きました．第 2 章の内容につい
て，W-TCP の考案と RFC 規格化にご尽力され，本研究の基礎を築いて頂きました
DOCOMO Communications Laboratories USA, Inc.の稲村浩氏(元株式会社 NTT ドコモ マ
ルチメディア研究所)，株式会社 NTT ドコモ移動機開発部の石川太朗氏に深く感謝いたしま
す．W-TCP の実用化にあたりご検討，ご議論を頂いた日本電気株式会社の北口雅哉氏(元
株式会社 NTT ドコモ マルチメディア開発部)に深く感謝いたします．第 3 章の内容につい
て，F-RTO の RFC 規格化，実用化にあたり，ご検討，ご議論を頂きました株式会社 NTT ドコ
モ サービス＆ソリューション開発部の石川憲洋博士，山本和徳博士，株式会社 NTT ドコモ 
ネットワーク開発部の鈴木偉元博士，外村彩氏に深く感謝いたします．提案方式の評価試験
において，測定，解析を頂いた NTT ソフトウェア株式会社の高橋忠氏，田中一郎氏，二川雅
之氏に深く感謝いたします．第 4 章の内容について，TS-RTO の考案，実用化に向けてご検
討，ご議論を頂きました株式会社 NTT ドコモ ネットワーク開発部の山本幸枝氏，ドコモ・テク
ノロジ株式会社マルチメディアサービス部の明地則義氏に深く感謝いたします．提案方式の
評価試験において，測定，解析を頂いた株式会社 VSN の吉川健一朗氏，株式会社 CIJ の
松島卓大氏に深く感謝いたします．第 5 章の内容について，FS-AT の考案を行い，実用化に
向けてご検討，ご議論を頂いた DOCOMO Communications Laboratories USA, Inc.の五十
嵐健博士(元株式会社 NTT ドコモ総合研究所)に深く感謝いたします．FS-AT のゲートウェイ
装置への実装にあたりご検討，ご議論を頂いた株式会社 NTT ドコモ ネットワーク開発部の
今井識氏に深く感謝いたします． 
本研究を進めるにあたり，お名前は挙げられませんでしたが，他にも多くの方々のご指導，
ご協力を頂きました．株式会社 NTT ドコモ，ドコモ・テクノロジ株式会社，日本電気株式会
社，日本ヒューレット・パッカード株式会社，Hewlett-Packard Company，NTT ソフトウェア株式
 － 102－
会社，ネクストコム株式会社(現三井情報株式会社)，株式会社ネットワーク・バリュー・コンポ
ーネンツ，株式会社日立製作所，株式会社構造計画研究所，伊藤忠テクノソリューションズ
株式会社，群馬大学，公立はこだて未来大学の皆様に深く感謝いたします． 
最後に，論文をまとめるにあたり，理解と協力をしてくれた家族に心から感謝いたします． 
 
 － 103－
参考文献 
[1] ARIB STD-T63/TR-T12 Ver.6.60, IMT-2000 DS-CDMA and TDD-CDMA SYSTEM, 
June 2008 
[2] 弓場英明, 山本浩治, 中村寛, 他, 次世代ネットワーク技術特集, NTT DoCoMo テクニ
カル・ジャーナル, Vol.6, No.4, pp.8-31, January 1999 
[3] 社団法人 電気通信事業協会（TCA）プレスリリース, 携帯電話/IP 接続サービス/PHS/無
線呼出し契約数(平成 19 年 12 月末現在), December 2007 
[4] 総 務 省 , 情 報 通 信 白 書 平 成 20 年 度 版  HTML 版 , 
http://www.johotsusintokei.soumu.go.jp/whitepaper/ja/cover/index.htm (2009 年 1 月 9
日閲覧) 
[5] ARIB RCR STD-27, PERSONAL DIGITAL CELLULAR TELECOMMUNICATION 
SYSTEM 
[6] 佐々木秋穂, 中島昭久, 歌野孝法, 村瀬淳, 他, デジタル移動通信システム, NTT 
DoCoMo テクニカル・ジャーナル, Vol.1, No.1, pp.16-49, July 1993 
[7] 歌野孝法, 山本浩治, 村瀬淳, 他, 1.5GHz デジタル移動通信システム, NTT DoCoMo
テクニカル・ジャーナル, Vol.2, No.2, pp.6-23, July 1994 
[8] 石野文明, 秋山大介, 西豊太, 宮下敬也, 柚木一文, 移動通信ネットワークの新サービ
ス 5 非電話サービス -9600b/s データ通信制御方式-, NTT DoCoMo テクニカル・ジャ
ーナル, Vol.3, No.1, pp.27-31, April 1995 
[9] 森真人, 澤井浩一, 吉川郷生, 徳弘徳人, 清水久志, 移動通信ネットワークの新サービ
ス 6 非電話サービス -モデム 9600b/s 化によるアプリケーションの展開-, NTT DoCoMo
テクニカル・ジャーナル, Vol.3, No.1, pp.32-35, April 1995 
[10] 大貫雅史, 小林勝美, 中村勝志, 木村茂, 宮崎亮智,他, 移動パケット通信システム特
集, NTT DoCoMo テクニカル・ジャーナル, Vol.5, No.2, pp.6-42, July 1997 
[11] (株)NTT ドコモ, 第 5 節 対パケットデータ直収(PDC-P)ユーザーインターフェース(網構
成), 公開情報, 相互接続条件, 技術的条件集, pp.117-120 
[12] 榎啓一, i モードサービスの概要 -21 世紀の情報配信インフラストラクチャー-,NTT 
DoCoMo テクニカル・ジャーナル, Vol.7, No.2, pp. 6-11, July 1999 
[13] 松永真理, 「i モード」のメディア・コンセプト,NTT DoCoMo テクニカル・ジャーナル, 
Vol.7, No.2, pp. 7-15, July 1999 
 － 104－
[14] 矢部俊康, i モードサーバー,NTT DoCoMo テクニカル・ジャーナル, Vol.7, No.2, pp. 
22-27, July 1999 
[15] 神宮司誠 , 山階正樹 , 近藤靖 , 高橋修 , 鶴巻宏治 , 鈴木偉元 , ゲートウェイ技術
-WPCG, TCPGW, ExGW-, NTT DoCoMo テクニカル・ジャーナル, Vol.9, No.3, pp. 
49-60, October 2001 
[16] 花岡光昭, 金重忍, 萩谷範昭, 大久保公博, 矢倉憲一, 菊田洋子, ネットワーク方式, 
NTT DoCoMo テクニカル・ジャーナル, Vol.7, No.2, pp. 16-21, July 1999 
[17] 3GPP: The 3rd Generation Partnership Project, http://www.3gpp.org/ (2009 年 1 月 9 日
閲覧) 
[18] 3GPP, TR25.308,  High Speed Downlink Packet Access (HSDPA); Overall description; 
Stage 2 
[19] 後藤喜和, 松谷英之, 大矢根秀彦, 深澤賢司, HSDPA の概要および無線ネットワーク
装置開発, NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.3, pp.6-13, October 2006 
[20] ㈱NTT ドコモ報道発表資料, FOMA ハイスピード（HSDPA）が受信時最大 7.2Mbps に
対応, http://www.nttdocomo.co.jp/info/news_release/page/080325_00.html (2009 年 1 月
11 日閲覧), March 2008 
[21] 松岡久司, 中森武志, 飯塚洋介, 小川真資, HSDPA 移動機の開発および無線伝送特
性, NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.3, pp.14-19, October 2006 
[22] 小野隆哉, 佐藤洋平, 近藤大輔, 平石絢子, HSDPA を活用したミュージックチャネル
サービスのシステム開発 , NTT DoCoMo テクニカル・ジャーナル , Vol.14, No.3, 
pp.20-24, October 2006 
[23] 外村彩, 浜田哲也, 齋藤晃, 飯沼慶, Windows Media Video 対応プレーヤ搭載による
ストリーミングサービスの提供,NTT DoCoMo テクニカル・ジャーナル, Vol.15, No.2, pp. 
20-24, July 2007 
[24] 社団法人 電気通信事業協会（TCA）プレスリリース, 携帯電話/IP 接続サービス/PHS/
無線呼出し契約数(平成 20 年 8 月末現在), August 2008 
[25] WAP Forum, Wireless Application Protocol Architecture Specification, April 1998 
[26] R. Fielding, J. Gettys, J. Mogul, H. Frystyk, L. Masinter, P. Leach, T. Berners-Lee, 
Hypertext Transfer Protocol -- HTTP/1.1, RFC2616, June 1999 
[27] T. Berners-Lee, D. Connolly, Hypertext Markup Language - 2.0, RFC1866, November 
1995 
 － 105－
[28] ㈱ NTT ド コ モ , i モ ー ド 対 応 HTML の バ ー ジ ョ ン , 
http://www.nttdocomo.co.jp/service/imode/make/content/html/version/index.html (2009
年 1 月 9 日閲覧) 
[29] 夏野剛, i モード・ストラテジー 世界はなぜ追いつけないか, 日経 BP 企画, December 
2000 
[30] CNET Japan, NTT ドコモ夏野氏が語る、モバイル検索サービスを導入した理由 , 
http://japan.cnet.com/mobile/story/0,3800078151,20176627,00.htm(2009 年 1 月 9 日閲
覧) 
[31] 森川弘基, 清水徹郎, 杉山果林, 及川康之, FOMA コアネットワークパケット処理ノード
xGSN の開発,NTT DoCoMo テクニカル・ジャーナル, Vol.12, No.3, pp. 33-41, October 
2004 
[32] 水口紀子, 齋藤晃, 越後康宏, 移動通信網の大容量パケット通信におけるプロキシサ
ーバ装置, 電子情報学会総合大会, B-6-44, March 2007 
[33] H. Schulzrinne, S. Casner, R. Frederick, V. Jacobson, RTP: A Transport Protocol for 
Real-Time Applications, RFC3550, July 2003 
[34] H. Schulzrinne, A. Rao, R. Lanphier, Real Time Streaming Protocol (RTSP), RFC2326, 
April 1998 
[35] G. Montenegro, S. Dawkins, M. Kojo, V. Magret, N. Vaidya, Long Thin Networks, 
RFC2757, January 2000 
[36] M. Allman, V. Paxson, W. Stevens, TCP Congestion Control, RFC2581, April 1999 
[37] 山本和徳, 横田和久, 鈴木偉元, スプリアスタイムアウトが TCP に及ぼす影響の検討, 
電子情報学会総合大会, B-5-140, March 2005 
[38] F. Vacirca, T. Ziegler, E. Hasenleithner, An Algorithm to detect TCP Spurious Timeouts 
and its Application to Operational UMTS/GPRS Networks, Submitted to Elsevier 
Science, January 2006 
[39] R. Ludwig, R. H.Katz, The Eifel Algorithm: Making TCP robust against spurious 
retransmission, ACM Computer Communications Review, Vol.30, No.1, pp. 30-36, 
January 2000 
[40] 村 井 純 , イ ン タ ー ネ ッ ト 構 成 法  第 10 回 , WIDE 大 学 講 義 資 料 , 
http://www.soi.wide.ad.jp/class/20020021/materials_for_student/10/inetconst-10-rel.ppt 
(2009 年 1 月 10 日閲覧) 
 － 106－
[41] FastSoft 資 料 , TCP の 進 化 と そ の 比 較 , 株 式 会 社 東 洋 テ ク ニ カ , 
http://www.toyo.co.jp/it/fastsoft/pdf/tcp_comparison.pdf (2009 年 1 月 10 日閲覧) 
[42] 桑原守二, ディジタル移動通信, 科学新聞社, September 1992 
[43] IETF: The Internet Engineering Task Force, http://www.ietf.org/ 
[44] H. Inamura, G. Montenegro, R. Ludwig, A. Gurtov, F. Khafizov, TCP over Second (2.5G) 
and Third (3G) Generation Wireless Networks, RFC3481, February 2003 
[45] H.Inamura, T.Ishikawa, A TCP profile for W-CDMA: 3G wireless packet service., 
draft-inamura-docomo-00.txt, July 2000 
[46] S. Floyd, J. Mahdavi, M. Mathis, M. Podolsky, An Extension to the Selective 
Acknowledgement (SACK) Option for TCP, RFC2883, July 2000 
[47] M. Allman, S. Floyd, C. Partridge, Increasing TCP's Initial Window, RFC3390, October 
2002 
[48] IEEE Std 802.3 - 2005 Part 3: Carrier sense multiple access with collision detection 
(CSMA/CD) access method and physical layer specifications 
[49] 石川太朗, 稲村浩, 高橋修, W-CDMA 向け TCP プロファイル, 情報処理学会研究報
告, ITS, Vol.2000, No.112, pp. 17-24, December 2000 
[50] 関口克己, 北口雅哉, 鶴巻宏治, 透過型 Proxy 方式の実装と評価, 情報処理学会研
究報告, MBL, Vol.2002, No.24, pp. 99-105, March 2002 
[51] 関口克己, 北口雅哉, 輻輳発生環境における透過型 Proxy 方式の性能評価, 電子情
報通信学会ソサエティ大会, B-5-116, September 2002 
[52] ㈱ NTT ド コ モ , FOMA PC 設 定 ソ フ ト , 
http://www.nttdocomo.co.jp/support/utilization/application/foma/com_set/pc_setup/ 
(2009 年 1 月 9 日閲覧) 
[53] ㈱ NTT ド コ モ 報 道 発 表 資 料 ,  FOMA サ ー ビ ス エ リ ア の 充 実 , 
http://www.nttdocomo.co.jp/info/news_release/page/20040607.html (2009 年 1 月 9 日閲
覧), June 2004 
[54] 保田佳之, 松谷英之, 後藤喜和, HSDPA 概要, NTT 技術ジャーナル, Vol.19, No.2, 
February 2007 
[55] 3GPP, TS25.322, Radio Link Control (RLC) protocol specification 
[56] 3GPP, TS25.309, FDD enhanced uplink; Overall description; Stage 2 (Release6) 
 － 107－
[57] 中村武宏, 安部田貞行, Super 3G の技術動向：その 1 Super 3G の概要および標準化
活動状況, NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.2, pp. 50-54, July 2006 
[58] 安部田貞行, 石井美波, 加藤康博, 樋口憲一, Super 3G の技術動向：その 2 Super 3G
の技術検討, NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.3, pp. 63-69, October 
2006 
[59] 今井和雄, 正村達郎, 串間和彦, 梅田成視, 中村寛, 4G インフラ研究の新たな方向-
ユビキタス世界への広がり-, NTT DoCoMo テクニカル・ジャーナル, Vol.12, No.3, pp. 
6-16,October 2004 
[60] P. Sarolahti, M. Kojo, K. Raatikainen, F-RTO: An Enhanced Recovery Algorithm for 
TCP Retransmission Timeouts ACM SIGCOMM Computer Communication Review 
vol.33, no.2, pp. 51-63, April 2003 
[61] P. Sarolahti, M. Kojo, Forward RTO-Recovery (F-RTO): An Algorithm for Detecting 
Spurious Retransmission Timeouts with TCP and the Stream Control Transmission 
Protocol (SCTP), RFC4138, August 2005 
[62] R. Ludwig, A. Gurtov, The Eifel Response Algorithm, RFC4015, February 2005 
[63] 山本幸枝，関口克己，モバイルパケットネットワークにおける TCP タイムアウト再送の改
善，電子情報通信学会総合大会，B-7-185，March 2007 
[64] K.Sekiguchi, S.Imai, Y.Yamamoto, N.Meuchi, O.Takahashi, Implementation and 
Evaluation of TCP Retransmission Algorithm For Wireless Packet Channel with Delay 
Variation, International Conference on Mobile Computing and Ubiquitous Networking 
(ICMU2008), June 2008 
[65] R.Braden, Requirements for Internet Hosts -- Communication Layers, RFC1122, October 
1989 
[66] 五十嵐健, 山崎憲一, 広帯域無線アクセスむけデータ送信量自動調整方法の提案, 
Internet Conference 2007, October 2007 
[67] K.Sekiguchi, S.Imai, Y.Yamamoto, N.Meuchi, O.Takahashi, Evaluation of Flight Size 
Auto Tuning on 3.5G Commercial Packet Access Network, The 23rd International 
Technical Conference on Circuits/Systems, Computers and Communications 
(ITC-CSCC2008), July 2008 
[68] 立川敬二, W-CDMA 移動通信方式, 丸善, May 2001 
[69] V. Jacobson, R. Braden, D. Borman, TCP Extensions for High Performance, RFC1323, 
May 1992 
 － 108－
[70] W. Simpson, The Point-to-Point Protocol (PPP), RFC1661, July 1994 
[71] W. Simpson, PPP in HDLC-like Framing, RFC1662, July 1994 
[72] 中村隆治, 川端和生, 大渕一央, W-CDMA 方式の無線系信号方式, FUJITSU.51, 1, 
pp.19-22, January 2000 
[73] 3GPP, TR25.848, Physical Layer Aspects of UTRA High Speed Downlink Packet Access 
[74] 丸山聡, 矢部敏寛, 守恒祐, W-CDMA 基地局装置, FUJITSU.51, 1, pp.41-44, January 
2000 
[75] 斎藤宏行 , 熊谷智憲 , 薗部敬 , 無線ネットワーク装置 , FUJITSU.51, 1, pp.45-50, 
January 2000 
[76] 大矢根秀彦, 深澤賢司, HSDPA の無線ネットワーク装置開発, NTT 技術ジャーナル, 
Vol.19, No.2, February 2007 
[77] 長谷川徹, 太田公一, 床原勝, 古川仁崇, IP サービス制御装置と IP 共通線信号中継
装置の開発, NTT DoCoMo テクニカル・ジャーナル, Vol.13, No.4, pp. 27-33, January 
2006 
[78] 山本和徳, 鈴木偉元, 外村彩, 関口克己, 高速移動通信向けワイヤレス TCP の開発, 
NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.4, January 2007 
[79] 3GPP, TS29.060, General Packet Radio Service (GPRS); GPRS Tunnelling Protocol 
(GTP) across the Gn and Gp interface 
[80] 森広芳文, 加藤康博, 石川義裕, W-CDMA システムにおける TCP 送信ウィンドウ制御
の検討, 電子通信情報学会総合大会, pp.577, March 2003 
[81] 田中晋也, 石井啓之, 佐尾智基, 飯塚洋介, 中森武志, HSDPA 伝送実験システムを
用いた HSDPA スループット特性の実験結果,NTT ドコモ・テクニカルジャーナル, Vol.12, 
No.4, January 2005 
[82] R. Bestal, Performance Analysis of MAC-hs Protocol, ICN2005, LNCS 3420, 
pp.100-108, April 2005 
[83] 大石泰之, 箕輪守彦, 中村隆治, W-CDMA システムの無線方式, FUJITSU.51, 1, 
pp.13-18, January 2000 
[84] A. Gurtov, R.Ludwig, Evaluating the Eifel Algorithm for TCP in a GPRS network, In 
Proceedings of European Wireless, February 2002 
[85] S. Fu, W. Ivancic, Effect of Delay Spike on SCTP, TCP Reno, and Eifel in a Wireless 
Mobile Environment, International Conference on Computer Communication and 
Networks, pp.575-578, October 2002 
 － 109－
[86] 奥村善久, 進士昌明, 移動通信の基礎, 電子情報通信学会, pp.62-77, October 1986 
[87] 高田潤一, 移動体衛星通信のための電波伝搬再入門, 電子情報通信学会研究報告, 
SAT, Vol.104, No.671, pp.13-16, February 2005 
[88] 3GPP, TS25.211, Physical channels and mapping of transport channels onto physical 
channels (FDD) (Release 1999) 
[89] J.Postel, Transmission Control Protocol, RFC793, September 1981 
[90] L. Brakmo, S. O'Malley, L. L. Peterson, TCP Vegas: New techniques for congestion 
detection and avoidance, Proc.SIGCOMM'94, August 1994 
[91] L.Brakmo, L.L.Peterson, TCP Vegas: End to End Congestion Avoidance on a Global 
Internet, IEEE Journal on Selected Areas in Communication, Vol 13, No.8, pp. 
1465-1480, October, 1995 
[92] C. Casetti, M. Gerla, S. Mascolo, M. Sanadidi, R. Wang, TCP Westwood: Bandwidth 
Estimation for Enhanced Transport over Wireless Links, In Proceedings of ACM 
Mobicom 2001, pp 287-297, July 2001 
[93] S. Floyd, HighSpeed TCP for Large Congestion Windows, RFC3649, December 2003 
[94] J. Postel, T. Li, Y. Rekhter, Best Current Practices, RFC1818, August 1995 
[95] M.Allman, S.Floyd, C.Partridge, Increasing TCP's Initial Window, RFC2414, September 
1998 
[96] J. Lau, M. Townsley, I. Goyret, Layer Two Tunneling Protocol - Version 3 (L2TPv3), 
RFC3931, March 2005 
[97] L. Mamakos, K. Lidl, J. Evarts, D. Carrel, D. Simone, R. Wheeler, A Method for 
Transmitting PPP Over Ethernet (PPPoE), February 1999 
[98] INTERNET PROTOCOL DARPA INTERNET PROGRAM PROTOCOL 
SPECIFICATION, RFC791, September 1981 
[99] M. Allman, H. Balakrishnan, S. Floyd, Enhancing TCP's Loss Recovery Using Limited 
Transmit, RFC3042 January 2001 
[100] J. Mogul, S. Deering,  Path MTU Discovery, RFC1191, November 1990 
[101] J. McCann, S. Deering, J. Mogul, Path MTU Discovery for IP version 6, RFC1981, 
August 1996 
[102] K. Ramakrishnan, S. Floyd, D. Black, The Addition of Explicit Congestion Notification 
(ECN) to IP, RFC3168, September 2001 
 － 110－  
[103] V. Jacobson, Compressing TCP/IP Headers for Low-Speed Serial Links, Februay 1990 
[104] J. Postel, INTERNET CONTROL MESSAGE PROTOCOL, RFC792, September 1981 
[105] 秋山信爾, 芝原知樹, 関口克己, 諏訪裕一, モバイルパケット網へのデータ圧縮機
能具備に関する一考察,信学技報 CS2004-171, pp. 113-118, January 2005 
[106] ㈱ NTT ド コ モ , 「 A.040 つ な が る 新 幹 線 」 篇 , 
http://www.nttdocomo.co.jp/corporate/ad/print/080711_01.html (2009 年 1 月 9 日閲覧) 
[107] 関口克己, 外村彩, 山本和徳, 鈴木偉元, 石川憲洋, 高橋修, 第 3 世代携帯電話網
におけるスプリアスタイムアウトを考慮した TCP 再送方式, 情報処理学会論文誌，
Vol.49, No.1, pp.350-361，January 2008 
[108] V.Paxon, M.Allman, Computing TCP's Retransmission Timer, RFC2988, November 
2000 
[109] H. Ekstrom, R. Ludwig, The peak-hopper: a new end-to-end retransmission timer for 
reliable unicast transport, IEEE INFOCOM 2004, March 2004 
[110] A.Kesselman, Y.Mansour, Optimizing TCP Retransmission Timeout, ICN2005, pp. 
133-140, April 2005 
[111] R. Ludwig, M. Meyer, The Eifel Detection Algorithm for TCP, RFC3522, April 2003 
[112] E. Blanton, M. Allman, Using TCP Duplicate Selective Acknowledgement (DSACK) 
and Stream Control Transmission Protocol(SCTP) Duplicate Transmission Sequence 
Numbers (TSNs) to Detect Spurious Retransmissions, RFC3707, February 2004 
[113] M. Handley, J. Padhye, S. Floyd, TCP Congestion Window Validation, RFC2861, June 
2000 
[114] O. D. Mey, L. Schumacher, X. Dubois, Optimum Number of RLC Retransmissions for 
Best TCP Performance in UTRAN, PIMRC 2005, September 2005 
[115] P. Sarolahti, TCP Performance in Heterogeneous Wireless Networks, PhD Thesis, 
University of Helsinki, Department of Computer Science, Series of Publications A, 
No.A-2007-1, June 2007 
[116] 高橋修, 関口克己, 鶴巻宏治, 稲村浩, 渥美幸雄, 水野忠則, 第 3 世代携帯電話網
を介した高速インターネットアクセスのためのステルス型ゲートウェイの提案と実装評価, 
情報処理学会論文誌, Vol.44, No.3, pp.637-646, March 2003 
[117] M. Scharf, The Impact of Delay Variations on TCP Performance, ITG FG521, February 
2004 
 － 111－  
[118] W. Stevens, TCP Slow Start, Congestion Avoidance, Fast Retransmit, and Fast Recovery 
Algorithms, RFC2001, January 1997 
[119] M. Folke, S. Landstrom, and U. Bodin, On the TCP Minimum Retransmission Timeout 
in a High-speed Cellular Network, In Proceedings of the Eleventh European Wireless 
Conference, Nicosia, Cyprus, April, 2005 
[120] L. Zhang, Why TCP timers don’t work well, ACM SIGCOMM, pp.397-405, September 
1986 
[121] 3GPP, TS25.101,User Equipment (UE) radio transmission and reception (FDD) 
[122] 3GPP, TS25.224, Physical Layer procedure (TDD)(Release 8) 
[123] R. Caceres, L. Iftode, Improving the Performance of Reliable Transport Protocols in 
Mobile Computing Environments, IEEE Journal on Selected Areas in Communications, 
pp. 850-857, 13(5), June 1994 
[124] 泉川 晴紀, 山口一郎, 甲藤二郎, 明示的ハンドオーバ通知によるワイヤレス TCP の
性能向上, 電子情報学会技術研究報告, Vol.102, No.691, pp. 35-40, February 2003 
[125] J. Scott, G. Mapp, Link Layer-Based TCP Optimisation for Disconnecting Networks, In 
ACM SIGCOMM Computer Communication Review, 33(5), October 2003 
[126] A. Akella, S. Seshan, S. Shenker, I. Stoica, Exploring Congestion Control, CMU SCS 
Technical Report, CMU-CS-02-139, May 2002 
[127] 関口克己, 山本幸枝, 高橋修，帯域幅変動を伴うモバイルパケットアクセスにおけるト
ランスポートプロトコルの伝送特性改善に関する検討, 情報処理学会研究報告, MBL, 
Vol.2007, No.14, pp. 127-134, February 2006 
[128] M. Fisk, W. Feng, Dynamic Right-Sizing in TCP, 2nd Annual Los Alamos Computer 
Science Institute Symposium (LACSI 2001), October 2001 
 
 － 112－  
筆者発表論文等 
学術論文誌（査読付き） 
[1]  高橋修, 関口克己, 鶴巻宏治, 稲村浩, 渥美幸雄, 水野忠則, 第 3 世代携帯電話網
を介した高速インターネットアクセスのためのステルス型ゲートウェイの提案と実装評価, 
情報処理学会論文誌, Vol.44, No.3, pp.637-646, March 2003 
[2]  関口克己, 外村彩, 山本和徳, 鈴木偉元, 石川憲洋, 高橋修, 第 3 世代携帯電話網
におけるスプリアスタイムアウトを考慮した TCP 再送方式, 情報処理学会論文誌，
Vol.49, No.1, pp.350-361，January 2008 
 
国際会議（査読付き） 
[3] J.Horikoshi, K. Sekiguchi, Image Transmission Efficiency Improvement in a Personal 
Mobile Channel, Proceedings of Vehicular Technology Conference (VTC98), Vol.3, 
pp.2565-2569, May 1998 
[4] K.Yamamoto, H.Suzuki, N.Ishikawa, A.Hokamura, K.Sekiguchi, Y.Suwa, Effects of 
F-RTO and Eifel Response Algorithms for W-CDMA and HSDPA Networks, 
Proceedings of Wireless Personal Multimedia Communications (WPMC'05), Vol.2, 
pp.1543-1547, September 2005 
[5] A.Hokamura, K.Sekiguchi, Y.Suwa, K.Yamamoto, H.Suzuki, N.Ishikawa, Performance 
Evaluation of F-RTO and Eifel Response Algorithms over W-CDMA Packet Network, 
Proceedings of Wireless Personal Multimedia Communications (WPMC'05), Vol.2, 
pp.1612-1615, September 2005 
[6] K.Sekiguchi, S.Imai, Y.Yamamoto, N.Meuchi, O.Takahashi, Implementation and 
Evaluation of TCP Retransmission Algorithm For Wireless Packet Channel with Delay 
Variation, Proceedings of International Conference on Mobile Computing and Ubiquitous 
Networking (ICMU2008), pp.158-163, June 2008 
[7] K.Sekiguchi, S.Imai, Y.Yamamoto, N.Meuchi, O.Takahashi, Evaluation of Flight Size 
Auto Tuning on 3.5G Commercial Wireless Packet Access Network, Proceedings of The 
23rd International Technical Conference on Circuits/Systems, Computers and 
Communications (ITC-CSCC2008), pp.489-492, July 2008 
 － 113－  
口頭発表（研究会，シンポジウム等） 
[8]  関口克己，堀越淳，移動通信における画像伝送特性改善, 電子情報通信学会ソサエ
ティ大会，Vol.1996，No.1，pp.354，September 1996 
[9]  高橋竜男, 竹下敦, 関口克己, モバイル向けVPNプロトコルの検討, 情報処理学会研
究報告, MBL, Vol.99, No.80, pp.49-55, September 1999 
[10] 関口克己, 鶴巻宏治, 北口雅哉, 高橋修, モバイルインターネットアクセスにおけるリク
エストパイプライニングの有効性, 情報処理学会研究報告, MBL, Vol.2000, No.112, 
pp.1-8, November 2000 
[11] 関口克己, 北口雅哉, 鶴巻宏治, 透過型 Proxy 方式の実装と評価, 情報処理学会研
究報告, MBL, Vol.2002, No.24, pp.99-105, March 2002 
[12] 関口克己, 北口雅哉, 輻輳発生環境における透過型 Proxy 方式の性能評価, 電子情
報通信学会ソサエティ大会, B-5-116, September 2002 
[13] 橋田直樹, 大西拓, 関口克己, 近藤靖, 神宮司誠, モバイル端末のインターネット接
続における通信方式，FIT2004，M-087，September 2003 
[14] 関口克己, 毛利真弓, 神宮司誠, ワイヤレスアラートシステムの提案と実装－無線
LAN Push 型サービスプラットホーム－, 電気関係学会東海支部連合大会講演論文集, 
pp.195, October 2003  
[15] 毛利真弓，関口克己，坂井春美, ワイヤレスアラートシステムのスケーラビリティ検証, 
電気関係学会東海支部連合大会講演論文集, pp.195, October 2003 
[16] 秋山信爾, 芝原知樹, 関口克己, 諏訪裕一, モバイルパケット網へのデータ圧縮機能
具 備 に 関 す る 一 考 察 , 電 子 情 報 通 信 学 会 研 究 報 告 , RCS, Vol.104, No.598, 
pp.113-118, January 2005 
[17] 外村彩, 関口克己, 諏訪裕一, 広帯域無線ベアラにおけるモバイルストリーミング QoS
の評価, 電子情報通信学会総合大会, B-11-23, March 2005 
[18] 関口克己，外村彩，山本和徳，鈴木偉元，石川憲洋，高橋修, 3G モバイルパケットネッ
トワークにおけるスプリアスタイムアウト検出アルゴリズムの適用と評価, 情報処理学会研
究報告, MBL, Vol.2006, No.14, pp.91-96, February 2006 
[19] 関口克己, 山本幸枝, 高橋修，帯域幅変動を伴うモバイルパケットアクセスにおけるトラ
ンスポートプロトコルの伝送特性改善に関する検討, 情報処理学会研究報告, MBL, 
Vol.2007, No.14, pp.127-134, February 2007 
[20] 山本幸枝, 関口克己, モバイルパケットネットワークにおける TCP タイムアウト再送の改
善, 電子情報通信学会総合大会，B-7-185，March 2007 
 － 114－  
[21] 山本幸枝, 今井識, 関口克己, IMT-2000 における無線区間の再送を考慮した TCP 再
送の改善, 電子情報通信学会総合大会, B-6-104, March 2009 
 
その他，解説記事等 
[22] 高橋竜男, 鶴巻宏治, 関口克己, 竹下敦, モバイルコンピューティングにおける VPN
の研究, NTT DoCoMo テクニカル・ジャーナル, Vol.8, No.4, pp.58-64, January 2001 
[23] 山本和徳, 鈴木偉元, 外村彩, 関口克己, 高速移動通信向けワイヤレス TCP の開発, 
NTT DoCoMo テクニカル・ジャーナル, Vol.14, No.4, pp.37-40, January 2007 
 
特許出願 
[24] 関口克己, 他 3 名, 暗号鍵交換方法および暗号鍵交換装置, 特願平 11-270426 
[25] 関口克己, 他 3 名, 通信方法および通信装置, 特願平 11-359747 
[26] 関口克己, 他 7 名, 動的パスワード認証方法,装置およびその方法を記録した記録媒
体, 特願 2000-178167 
[27] 関口克己, 他 7 名, 中継装置, 特願 2000-315494 
[28] 関口克己, 他 4 名, 端末,通信方法および記録媒体, 特願 2000-363708 
[29] 関口克己, 他 2 名, 通信方法,通信装置,端末装置及び通信サービス提供サーバ, 特
願 2002-197604 
[30] 関口克己, 他 2 名, 通信制御システム,通信制御方法,中継装置及び通信制御プログラ
ム, 特願 2002-208729 
[31] 関口克己, 他 3 名, 送信装置,中継装置およびプログラム, 特願 2003-433506 
[32] 関口克己, 他 3 名, プッシュ型情報配信方法およびその中継装置, 特願 2004-280102 
[33] 関口克己, 他 2 名, セッション情報管理方法およびセッション情報管理装置, 特願
2005-26924 
[34] 関口克己, 他 1 名, 通信端末装置およびその制御方法並びにリモートプロキシサーバ
装置およびその制御方法, 特願 2006-167236 
[35] 関口克己, 他 1 名, 通信システム,通信装置,及び送信制御方法, 特願 2006-285273 
[36] 関口克己, 他 2 名, 通信装置、通信システム及び送信制御方法, 特願 2007-53215 
 － 115－  
受賞 
・平成 11 年度 情報処理学会 モバイルコンピューティングとユビキタス通信研究会 
優秀論文 
「モバイル向け VPN プロトコルの検討」 
 
・平成 17 年度 情報処理学会 モバイルコンピューティングとユビキタス通信研究会 
優秀発表 
「3G モバイルパケットネットワークにおけるスプリアスタイムアウト検出アルゴリズムの適用と評
価」 
