Abstract. Thinned CCD detectors display fringing which arises from the interference of multiply reflected light in the layers of the CCD. If the layer construction -the thicknesses and refractive indexes of the layers -is known, then the observed fringing can be accurately modelled and used to correct imaging and spectroscopic data for its effects. In practice the specifications on the actual deposited layer thicknesses may not be known to sufficient accuracy to predict the fringe behaviour. Thus calibration data, in the form of monochromatic flat fields, is required and can be modelled using the technique outlined by Malamuth et al. 2003 , which has been applied to ACS CCDs.
Observational Setup
A commercial monochromator was used to feed monochromatic light into the FORS2 calibration unit using a fibre. The slit of the monochromator was set to 250 μm, which produced a beam of width slightly less than 1.0 nm. Given the wavelength period of the fringing of around 3 nm, this provides satisfactory sampling of the fringes. Table 1 provides brief details of the observations.
In order to determine the actual wavelength of the monochromatic light illuminating the detector, each monochromatic image was accompanied by an exposure with the 600z+23 grism, with OG590 order sorting filter, and a 0.3 arcsec slit. Wavelengths were simply determined by linear interpolation, using a linear dispersion calculated from the positions of the 885.387 and 865.438 nm lines on an arc lamp exposure (dispersion determined as 0.0803 nm/pix). 
Reduction
The monochromatic flats were simply reduced by subtracting a constant value of 185 for the bias value and normalised by dividing by a 2D Gaussian smoothed (σ=30 pix) version of the bias-subtracted image. The smoothing σ was determined by examining the rms of a selected region of the chip. Too low values of σ fit the fringe scale (around 40 pixels peak-to-peak for the closest spaced fringes), while large values of σ would not remove the large-scale illumination pattern, which was peaked to the lower right of Chip 2 (slave). Figure 1 shows four images, normalised to unity by the smoothed version and hereafter referred to as fringe flats. The flat at 774 nm had low signal-to-noise and no fringes were visible, so it is not shown.
Results
An indication of the peak-to-peak amplitude of the fringing is listed in Table  1 , measured in a region where the fringing is highest (around pixel 1300,1300 on the master chip). Whilst the fringing increases considerably from 900 to 960 nm, the increase levels off to higher wavelength. Figure 2 shows the fringe contrast in two locations on the master and slave chips, again chosen to have high fringe amplitude. The crosses in Fig. 2 derive from the positions selected to have a high value in the 956 nm fringe map, whilst the triangles are from a nearby position (in the adjacent valley on the 956.0 nm image). Shown in Fig. 2 (right) is a possible set of fringes. These have been derived by taking the wavelength period of the fringing to be 2.9 nm, as measured from some 300I flats taken in the ESO GOODS programme, and approximating the fringing by a simple sine function. An envelope of the fringe amplitude with wavelength, which would be produced by a thinner layer deposited on the Silicon, is approximated by a sin 2 function. This is purely illustrative; there is not sufficient data at closely spaced wavelengths to determine if the period of the fringing varies across the detectors or if the envelope of the fringe amplitude is more complex (see for example Malamuth [1] for STIS and Walsh et al. [2] for ACS detectors). The fringe flats with the monochromator provide excellent data for modelling the fringing through fitting of the CCD layer thicknesses, given a knowledge of CCD composition and the refractive index of the layers (Malamuth et al. [1] ; Walsh et al. [2] ). Walsh et al. [2] modelled the layer structure of the HST Advanced Camera for Surveys (ACS) High Resolution Channel (HRC) CCD, manufactured by SiTe, using multiple monochromatic full field flats. In order to perform such modelling, it is necessary to have a closely-spaced sampling of wavelengths. For the case of the FORS2 CCD then in order to sample the fringe period adequately, monochromatic sampling about every 0.7 nm would be required, at least at a moderate number of wavelengths. This closely-spaced sampling can be supplemented by fringe flats at other isolated wavelengths in order to determine the envelope of the fringe amplitude. Given the typical exposures of 30 min which were required to reach counts of 5000-15000 electrons per unbinned pixel (lower to redder wavelengths) with the monochromator and FORS calibration unit, then another approach needs to be considered for detectors mounted on operational instruments.
The suggested approach would be to use a grism and the MOS single long slit mode spanning all the multi-slits, placing the slit at many positions over the detector to provide flat field illumination at many wavelengths for each pixel. The 600z grism would be well suited, or the 300I. The dome lamp could be used and a high signal could be quickly reached, allowing dense sampling of wavelengths over a few regions and sparser sampling of other wavelength regions for each pixel, in a relatively short time. With a choice of grisms, coverage of the wavelength region with highest fringing amplitude (950-1000 nm) could be achieved. A concern here is that the rail between the slitlets obscures some pixels. The obscuration between slitlets is at maximum 3 (2×2 binned) pixels. In the worst case no useful fringe information is available across these regions. When modelled, the detector layer thickness could be interpolated across these regions; probably the CCD layer thicknesses vary fairly smoothly, so the loss in fidelity may not be important.
A few full-field deep monochromatic flats could be taken in addition to the scanned slit data as a minimum check. There must be some concern that the different beam, entering the telescope from dome flats as compared to the astronomical objects (and sky), may alter the measured fringing behaviour. Some on-sky data should also be analysed. An out of focus image of a bright star could be trailed along the MOS slit at a number of slit positions as a check. Similar procedures for determining the fringing of the VIMOS CCD's could be considered using aligned slitlets or specially designed masks.
Ideally the set-ups to measure fringing could be performed in the CCD test laboratory away from the limitations of an operational observatory environment. Important here would be to simulate the input beam on the detector appropriate for the particular spectrometer.
