Chaos may increase the computation capabilities of artificial neural networks. This is possible because of the large number of states that can be obtained as the result of utilizing chaos attributes like control, space lling and sensitivity to initial conditions. In this paper, mathematical analysis of a chaotic spiking neuron model is carried out. The analysis is performed to understand, and hence to exploit the rich dynamics that such system may provide, which then can be used in processing information tasks. To accomplish this, a chaotic spiking neural model called the Nonlinear Dynamic State (NDS) neuron is used. The study includes detailed mathematical analysis in both phase space and Eigen space. These methods has discovered certain facts regarding the NDS attractor and also propose the stabilization of the model. It has been shown in this paper that one of the major ingredients that drive the model are the repelling forces of the two xed points of type spiral-repellor. These xed-points were two spiral saddle points of index-1 and index-2 in the original Rössler attractor. The other ingredient that allows the existence of the NDS chaotic attractor are the reset and the self-feedback mechanisms. The analytical investigation strongly indicates that the dynamics of the NDS model allow a diverse dynamic behaviors such as Unstable Periodic Orbits (UPOs), which can be steadied and controlled. The UPO is one of the dynamic behavior that is exhibited by the non-linear systems in the phase space. The vast variety of dynamic behaviors that the NDS neuron provide may be utilized in carrying out information processing functions.
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Introduction
Chaos has proved to be important in executing information processing functions in brain of human [1, 2, 3, 4, 5] . Chaos also might provide theoretically a large number of rich dynamic behaviors. These dynamics can be accessed using different control mechanisms in different systems [6, 7, 8, 9] .
Many chaotic neural networks have been devised and studied in the last couple of decades [10, 11, 12, 13, 14, 15] to seek chances of utilizing the dynamic behaviours that such models might allow.
One chaotic spiking model that is based on Rössler system [16] is the NDS model [11] . It was introduced in [17] where the authors have proposed a chaotic neuron that may theoretically allow an access to large number of UPOs which might represent memories in phase space. The large number of internal dynamic behaviours can be mapped to external input with a specific periodicity. In [11] the authors investigated retrieving previously stored periodic patterns in both single and networked NDS neurons.
The authors in [18] , have incorporated Lorenz attractor, as an alternative of Rössler in a model that uses transient computation in order to observe human motion. In another paper [19] , it has been proposed that hard nonlinear problems might be solved using chaos as kernel trick when equipped with human brain.
In [20] , Spike Time Dependent Plasticity (STDP), as an asset of cortical neurons, has been examined in the networks of NDS neurons. Such networks might own the pragmatism of network of biological neural, as proposed by author. This was buoyed by experimental investigations.
The NDS model has been examined experimentally in [21] , where the parameters of the model have been tuned to gure out the best parameter settings. These settings are then used to study their eects on the dynamics of the model [22] . Experimental investigation of the NDS model has been recently carried out in [23] . The authors have investigated the reset and control mechanisms to understand the dynamics of model. Results of these investigations have suggested that the self-feedback control mechanism and reset mechanism are essential for stabilizing UPOs in the NDS attractor. Conversely, these assumptions are only built on experimental outcomes, thus a mathematical study of the NDS model is required, to validate and understand the experimental results, which may also help in determining the variant dynamical behaviors that the NDS model demonstrate in phase space.
Therefore, in this paper the mathematical analysis of the NDS model is performed. This analysis includes determining the NDS attractor and all of its components. Also it includes the phase space as well as the eigen space analysis. These are very important to understand how the NDS model behaves in phase space and hence will be helpful in developing learning algorithms for the model.
The paper is organized as follows: section 2 describes the NDS model, in section 3 mathematical analysis of the dynamics of the NDS model is carried out by investigating the phase space, fixed-points and chaotic dynamics, the same is done in section 4 but for the original Rössler attractor. Section 5 includes comparison between the results for the mathematical analysis for both systems, in section 6 the effect of discretization is discussed. Discussions are included in section 7 and finally conclusions are summarized in section 8.
Introducing the NDS model
The model of NDS [11] is a modied distinct form of Rössler model [16] . The central purpose for discretization is that, spikes cannot arise in continuous time. Different scaling factors, b, c, d, are applied on x(t), y(t) and u(t). Rössler system is symbolized by the following differential equations:
The acquainted settings of parameter for Rössler system (a, b, c) are (0.2, 0.25.1) respectively, and the attractor with such parameter settings, is shown in figure 1.
The NDS model [11] serves as a chaotic spiking neuron model:
where x(t), y(t), u(t) are the variables of the model, γ(t) is the binary output, F (t) are the feedback signals, In(t) represents the external input, the constants are: a = v = 0.002, b = c = 0.03, d = 0.8, k = −0.057, θ = −0.01, η 0 = −0.7 and τ j represents the periodicity of the feedback. The dynamic behaviours of one NDS neuron deprived of input signals is presented in figure 2. The term n j=1 w j γ(t − τ j ) in equation 8 constitutes the self-feedback process. The time-delayed self-feedback connections leads to the controlling of the NDS attractor to one of its UPOs. Also, the internal dynamics are affected by the external input which is represented by n j=1 I j (t). This input is the summation of external input signals stimulated over connections with specific weights.
Mathematical Analysis for the NDS model
In this section the NDS model is going to be analyzed mathematically. The linearization method [24] will be used in order to find the fixed points of the system equations. This approach is commonly used to find linear solutions for differential as well as difference equations of nonlinear systems. This method determines the characteristic values at different equilibrium vectors. The equilibrium vectors are those resulting from solving the system equations, but before that Jacobian matrices need to be constructed. A Jacobian matrix contains the partial differentiation of functions that represents a particular system.
Reset mechanism Integration with the system equations
The only available method for solving the NDS system equations is to consider the phase space for u(t) < θ. Nevertheless, as will be shown in this paper, the numerical results of this method conform with the NDS behaviour in phase space, which in turn gives a high reliability to the solutions. In order to solve the NDS system equations which are discrete in time, they need to be represented using continuous functions. This can be done by substituting each x(t + 1) with a function name say f (x, y, u) and x(t) with x, and then do the same with y and u to have:
g(x, y, u) = y + c(x + ay) (12)
Dynamic Analysis of the Model
The Jacobian matrix is then found by finding the partial differential derivatives of the three functions shown in equations 11, 12 and 13:
Note that from equation 14 the parameters d and k are playing an important role in the dynamics of the NDS model. Also note that there are only two terms that are affecting the dynamics of the system. Both are found in the third row. They represent the interaction between the x and u variables and the u variable with itself.
To find the equilibrium vectors; the system equations need to be solved. The system first needs to be transformed into a continuous system. This can be done by substituting each x(t + 1) and x(t) terms with x and by doing the same with y and u variables. This is done because if the system is in one of its equilibrium vectors, then the next value of the system will be the same as the previous one. At a fixed point the system equations become:
Solving the previous equations gives the following two equilibrium vectors:
The characteristic values for F P 1 and F P 2 need then to be calculated. To calculate the characteristic value for F P 1 the equilibrium vector F P 1 must be substituted into the Jacobian matrix J which gives:
This can then be used to solve |J(F P 1 ) − rI| = 0, and the results are:
λ F P 1 = {1.000059995, 1.000028038 − 0.82809i, 1.000028038 + 0.82809i} (20) Knowing that R = M ax{|r 1 |, |r 2 |, |r m | where R represents the maximum of the m eigenvalues. Then it follows that: R = max(1.000059995, 1.29838, 1.29838) =⇒ R = 1.29838 (21) Now solving the Aw = λw results in finding the corresponding eigenvector, where A corresponds to the Jacobian matrix J 1 , which then becomes J 1 x F P 1 = λ F P 1 x F P 1 . Solving this equation gives the following eigenvectors w: Note that R is greater than one, hence the equilibrium vector F P 1 is not stable and of type Spiral Repellor, because all the characteristic values own non-negative real parts. Therefore, nearby trajectories spiral around the repellor on a surface as they are being repelled from that point [25] (see figure 3) .
To calculate the characteristic value for F P 2 the equilibrium vector F P 2 must be substituted into the Jacobian matrix J which gives:
This can then be used to solve |J(F P 2 ) − rI| = 0, then the same procedure and steps used in the previous subsection to find the eigenvectors and eigenvalues for F P 1 is used here, and the results are: (26) Note that R is greater than one, hence in the second case where the equilibrium vector F P 2 is also not stable and of type Spiral Repellor, because all the characteristic values have positive real parts. Hence the trajectories spiral around the repellor on a surface as they repelled from the fixed point (see figure 3 ).
Visualizing the fixed points in eigen space
The local behaviour around each fixed point will be calculated based on the eigenvalues and eigenvectors using linearization method [24] . Figure 3 shows the local behaviour around the two fixed points in phase space starting from different initial conditions. It is vital here to mention that because most of the eigenvalues and eigenvectors of the fixed points contain complex numbers, the calculated points of the system approximation will contain complex parts. However the magnitude of these complex numbers is very small. In all of the following graphs the complex parts will be ignored because also it is hard to visualize a six dimension graph. Figure 3: 3D eigen space around both F P 1 and F P 2 (local behaviour).
Analysis and discussion of results
This subsection will include analysis of the dynamics of the NDS model based on its fixed points and the local behaviour around each point. These behaviours will then be put together to understand the global behaviour of the NDS model, which can then shed some light on how the control mechanism works. The analysis is also beneficial in understanding the limits of the system and the type of dynamics that is dominating it. First the behaviour around each fixed point will be discussed, after that the control mechanism will be assessed, and finally the nature of dynamics occurring in the model will be analysed.
Behaviour around fixed points
The type of the first fixed point is spiral repellor. So basically any trajectory starting near this fixed point will be repelled in either of the two direction in the y − axis. The calculated behaviour around the fixed point is composed of different internal cones that spiral away from the fixed point in either direction in terms of y−axis. The spiral effect of the fixed point appears in the concentric cones. These cones are not connected, but rather are separated. This is because the trajectories here represents the local behaviour only. This is shown in figure 4 by depicting different trajectories that start from very different initial conditions. The second fixed point F P 2 is also a spiral repellor but with different shape. Again this fixed point is not stable and trajectories spiral around the repellor on a surface as they are repelled from the fixed point. The key axis here is the y − axis because it is the axis where the two sides of the cones are spiralling. The left hand side cones are those important to the NDS model as there are no UPOs stabilised on the right side cones. UPOs cannot be stabilised into the right side cones because the repelling forces of F P 1 will be repelling trajectories that start in that area. Although these trajectories will have some forces from F P 2 but it will be minimum and trajectories will evolve to infinity.
F P 1 has the largest effect on the dynamics of the NDS model because of the dimension of the attractor composed around it in the eigen space. This is due to the fact that the values of the imaginary parts of the eigenvectors are stronger compared to F P 2 . On the other hand, F P 2 has little effect on the dynamics of the NDS model because it spirals most of the time in a surface, therefore is filling smaller area compared to F P 1 . Again, this is the result of the small imaginary numbers of the eigenvalues.
The interaction of the fixed points and route to stabilization
The behaviour around each fixed point has now been described. Next it is vital to look at the way trajectories are affected by the forces of F P 1 and F P 2 specially from the point view of the y − axis. Figure 3 show how the local behaviour around each point will affect the other.
The interaction of the two fixed points causes the trajectories to be under different forces of eigenvalues and eigenvectors. This interaction affects the behaviour of trajectories wandering in the eigen space of the system.
Mainly the two fixed points along with the reset mechanism and feedback pulses are responsible for stabilizing trajectories to one of the UPOs of the system attractor. This occurs because F P 2 causes the trajectories to spiral towards F P 1 in some kind of transient.
Once a trajectory resides in one of the concentric cones, the corresponding forces will affect that trajectory. These forces will depend on which cone the trajectory resides on. The forces applied to the trajectory from F P 1 will cause the trajectory to spiral in the x − u plane (see figure 3) until it reaches the threshold. The reset mechanism is then applied and another transient is initiated which will come under the effect of the nearest cone in phase space. This process is repeated until the forces of the eigenvectors on both of F P 1 and F P 2 are balanced and a stabilised orbit is born.
The role of the self-feedback can be viewed in the context of the previous explanation as follows: the self-feedback signal will encourage the NDS neuron dynamics to find the path to specific cones and specific transients so that each period of time τ it will be able to use the same path. Therefore stabilizing to one of the NDS model UPOs is not possible without the reset mechanism and delayed self-feedback signals.
The system behaviour without reset
The previous part is based on the theoretical part of the model, so in this section different trajectories are depicted to confirm these theoretical calculations and figures. Figure 5 shows different trajectories starting from different initial conditions by evolving the system equations. The figure also shows how these trajectories approach infinity in the absence of the reset mechanism if the system is evolved further. The only forces that are affecting these trajectories are the combinator effect of F P 1 and F P 2 . This is because the system trajectory is repelled from F P 1 and F P 2 and hence is driven to infinity. A trajectory which starts near F P 2 will spiral around that point along one of the concentric cones that emerges from F P 1 . The trajectory will continue to spiral in this cone until it is squeezed between the repelling forces of both F P 1 and F P 2 and then goes to infinity very quickly. Figure 5 shows different trajectories that are depicted starting from different initial points and shows the effect of spiralling in the shape of concentric cones which are the product of the interaction between the forces of the two spiral repellors F P 1 and F P 2 . The effect of F P 1 on the NDS system is more obvious. Figure 5 suggests that the NDS model might be exhibiting quasi-periodic behaviour because of the different oscillation frequencies represented by the intrinsic cones. To verify this, the edges of the intrinsic cones that appear in figure 5 are highlighted and their slopes are calculated. To test if there is any relation between these lines, then the ratio between each two successive slopes 
Subharmonic Test

Mathematical Analysis for Rössler system
This section will cover the mathematical analysis of the chaotic Rössler system. This analysis will reveal the nature of the attractor in terms of its fixed points and their basins of attraction, and the stable and unstable manifolds, which organize the behaviour of nonlinear dynamical systems.
The analysis will include determining Rössler chaotic attractor and all of its components. Also it will include the phase space analysis. These are important to compare with the corresponding NDS model which is a modified version of Rössler system. Comparing both systems in phase space will help in visualizing the similarities and differences. Moreover, it will explain whether the original Rössler system could be used to represent a threshold neuron.
Dynamic Analysis of the Model
The same procedure and steps used to analyze the NDS model in the previous section will be used here with Rössler system, therefore for more details please refer to the previous section.
Rössler system represents chemical fluctuation [16] . The famous Rössler attractor is shown in figure 1 and has already been introduced in section 2.
The Jacobian matrix for Rössler system according to equation 14 is:
Where r is going to be used as a subscript to distinguish Rössler's from NDS's fixed points and other components.
Note that from equation 27 that the parameters c and a are playing an important role on the dynamics of Rössler model. Also note that there are only two terms that are affecting the dynamics of the system. Both are found in the third row. They represent the interaction between the x and z variables and the z variable with itself.
The equilibrium vectors are: Figure 6 will be used to help imagine the fixed points in the phase space. The same method and steps that have been used with the NDS model to calculate the eigenvalues and the eigenvectors, will be used here. The equilibrium vector F P r1 must be substituted in equation 27 . Then the characteristic values can be calculated by solving |J(F P r1 ) − rI| = 0 where I is the identity matrix, which gives:
Then the same procedure and steps used in the previous section is used here to calculate the eigenvalues and eigenvectors, and the results are: Note that R is greater than one, hence the equilibrium vector F P r1 is not stable. This represents a fixed point of type spiral saddle point of index-1 because there are two characteristic values with negative real parts which form a complex conjugate pair and one positive real number. Therefore trajectories will approach the saddle point on a surface while they diverge on a curve (see figure 7) .
The same procedure used in the previous subsection is used here to calculate the eigenvalues and eigenvectors for F P r2 and the results are: Note that because R is greater than one the equilibrium vector F P r2 is not stable and is a spiral saddle point Index-2 because there are two characteristic values with positive real parts which form a complex conjugate pair and one negative real characteristic value. So trajectories spiral around the fixed point on a surface as they diverge from the saddle point (see figure 7 ).
Visualizing the fixed points in eigen space
The eigenvectors and eigenvalues that have been calculated previously can be used to visualize the local behaviour around each of the fixed points in the phase space. The global dynamical system behaviour will be plotted in phase space based on the system equations in an upcoming section, but here the aim of plotting the local behaviour of each fixed point is to understand more about the structure of the attractor and the consequential system behaviour. The linearization method which is used to analyze the local behaviour around the fixed points of the NDS system is used here. Figure 7 shows the local behaviour around the two fixed points in phase space starting from different initial conditions. Figure 7 : Local behaviour around F P r1 and F P r2 in 3D space.
Discussion
The interaction between the local behaviours around F P r1 and F P r2 results in the chaotic Rössler attractor as shown in figure 1 . When a trajectory leaves the basin of attraction of F P r2 near the center of the disk it will head towards the attracting side of F P r1 . Then, when the trajectory reaches the unstable manifold it is repelled in the direction of the F P r2 near the disk. Therefore, Rössler attractor is the result of the interaction between the unstable manifolds of the two saddle points.
Comparing the dynamics of the NDS model with Rössler model
To compare the dynamics of the NDS model with Rössler system the eigen space for the fixed points are depicted. Figure 8 shows the local behaviour around both F P 1 and F P r1 along with the fixed points positions (u in the figures represents both u and z). These figures show that F P 1 of the NDS model is shifted in the x-axis direction by the ratio of 1 : 100 and this is due to the scaling factor a = 0.002 compared to the original Rössler variable value a = 0.2. Also the figures show how F P 1 has a stronger spiralling effect than F P r1 , and this is due to compression of the eigenvectors as equations 22 and 32 show. This compression is again due to the scaling factors and results in more spiralling behaviour which occurs in a smaller part of the eigen space. Figure 9: Local behaviour around both F P 2 (red) and F P r2 (blue) in eigen space.
For the second fixed point, figure 9 shows the local behaviour around both F P 2 and F P r2 along with the fixed points positions (u in the figures represents both u and z). The same analysis can be done as in the previous paragraph except the fact that the value of u for both F P 2 and F P r2 is very small (≈ 0.035) compared to (≈ 28.5) for both F P 1 and F P r1 . In the case of both F P 1 and F P r1 the large value of u compensates the scaling factors. Therefore, the eigen vectors for F P 2 and F P r2 are totaly different, and hence the local behaviour around F P 2 and F P r2 is very different.
It is obvious from the results obtained in the last two sections that the major difference in the dynamics of the NDS model and Rössler system is in the types of the fixed points. Rössler spiral saddle points of index-1 and index-2 have changed in the NDS model into two spiral repellors. This change is due to both: the scaling factor and change in sign made to the term xz in equation 3, and the discretization of the model. This can be noticed if the Jacobian matrices of both systems are compared together (see equations 14 and 27) .
To study the effect of the change of the sign, Rössler system has been analysed but this time equation 3 becomes:
The same procedure that is carried on previous sections is used to compute the new fixed points equilibrium vectors, eigenvalues and eigenvectors. These results indicates that F P r1 which is spiral saddle point index-1 has become spiral repellor. Note that the other fixed point type remains the same which is a spiral saddle point index-2. Therefore, the change in the sign results in changing the type of the first fixed point of the original Rössler system.
The other factor that might have the effect of changing the type of the second fixed point from spiral saddle point index-2 to spiral repellor is the scaling of the variables of the original Rössler system. To remind the reader, the scaling has been used during the process of discretization of Rössler system.
Both the change in sign and the discretization of Rössler model resulted in the NDS model attractor in figure 2 . However, the NDS model will not work without the reset mechanism. The original saddle points in Rössler system ensured that the system was bounded. The reset mechanism is essential to drive NDS model because of the change of the saddle points of the original Rössler system into repellors in the NDS model. The importance of the saddle point in chaotic attractors is due to both the stretching and folding behaviour, and the attracting from one side and the repelling from the other side which makes a balance and hence keep trajectories wandering around these types of fixed points.
If the NDS attractor in figure 2 is compared to the chaotic Rössler attractor in figure 1 it will be noticed that the stretching is still happening in the x-axis, and the folding (which results in the fin shape) is occurring in the x − u plane but is horizontally flipped. Therefore, both the interaction between the two spiral repellor fixed points of the NDS model along with the reset mechanism compensate the properties of saddle points, and hence stretching and folding is still there.
One more element needs to be explained so that the difference between the NDS model and Rössler system becomes clear. This is the effect of scaling or discretization which will be explained in the next section.
Realizing significance of the Discretization of Rössler Model
Studying nonlinear systems is usually achieved by finding numerical solutions using integration techniques such as Runge-kutta. However, numerical solutions are not enough to reveal the components of the underlying dynamic of a nonlinear system. To find analytical solutions usually linearization is used as shown in the previous sections.
In some cases, a discrete version of a continuous system is required. For the NDS model, discretization is carried out to cope with the spike times and to relate that to the internal dynamics of the model in terms of the variables of the system. In the NDS model, the discretization is carried out using scaling factors.
It has been shown in [26] that even though Rössler continuous system has been discretized using nonstandard discretization techniques, still the system has solutions that are topologically equivalent to originals but with displacement. Also, the characteristics of bifurcation diagrams are preserved. However, some changes occur in the attractor in phase space. This can be noticed in figure 10 and is the result of choosing different time step size. Note from figure 10 that the effect of the spiralling occurred in the discretized version while that does not happen in continuous version of Rössler system. Also, the authors in [26] describe this as a funnel attractor due to the concentric cones that appear in the x − y plane. This is similar to the case of the NDS model where concentric cones can be seen in figure 5 . This suggests that discretization or scaling results in changing the type of the fixed points of a continuous system. Accordingly, the change in the type of the second fixed point from saddle point index-2 into a spiral repellor might be the result of scaling.
Discussion
The model of NDS has been established, reason being the manipulation of the rich dynamics, which is provided by the attractor in transmitting tasks of processing the information. This manipulation can be increased, if these dynamic behaviors, which has been presented in phase space, is known. The analytical investigation has been conducted, of the internal dynamics of the model of NDS. The outcomes of these inquiries explain, how UPOs are alleviated in phase space and might suggest optimum factors settings to expand the capacity and confirm permanence in dynamic behavior.
The mathematical analysis carried out in both the NDS model and Rössler system has revealed the attractor components and properties for both systems including: fixed points, eigenvalues, eigenvectors and local behaviour around these fixed points. All of these have been used to explain the global behaviour for both systems in eigen space as well as in phase space.
The results of the analysis have explained how the NDS model dynamics are exhibited in phase space. The results also explain why the reset mechanism is important for the NDS model to work. Furthermore, the experimental results obtained in [23] have become much clearer. Also, the subharmonic test that is done in this paper implies that the dynamic behaviours that are exhibited by the NDS model are chaotic which conforms with the positive Lyapunov exponent estimates obtained in [27] .
Moreover, the results of the analysis in this paper helps in understanding more about the dynamical behaviours exhibited by the NDS model in phase space, which in turn is necessary for developing adaptation algorithms for networks of NDS neurons.
Conclusion
The competencies of the neurons of NDS are significant in the course of UPOs, which can be alleviated by self-feedback control. The NDS neuron model is a transformed discrete form of Rössler system. The rich dynamics of Rössler system is succeeded by the NDS model. This is demonstrated by a dense amount of UPOs that can be reached at, and is also prominent from the NDS model attractor as presented in figure 2 .
Mathematical analysis of the dynamics of the NDS neuron has been carried out in this paper. First, the NDS model is defined and the dynamics in phase space has been represented and explained. This explanation gives an infant considerate for the behavior of model of NDS and proposes the working of the model. Then the NDS attractor components have been studied using linearization method in both phase space and eigen space. The same has been done with Rössler attractor. After that, both of the results are compared and discussed.
The mathematical analysis has shown that the two spiral saddle points of Rössler system have become spiral repellors in the NDS model due to the scaling factors and the change in sign in the term zx (see equations 3 and 6). Although the types of fixed points have changed, still the dynamics of Rössler system is preserved as a result of the interaction between the two spiral repellors along with the effect of self-feedback and the reset mechanisms. Available UPOs of the NDS attractor are located between the two fixed points in phase space. These UPOs are stabilised because of driving forces of the two spiral repellors. The scaling factors that are used to discretize the model results in the compression of the attractor in phase space. The results of the mathematical analysis explain the different dynamic behaviours that the NDS exhibits in phase space.
The results of this paper could be exploited in developing learning algorithms for networks of NDS neurons. Before that, stability of networks of NDS neurons might be essential. These might be investigated in future work.
The analytical investigations strongly suggests how the internal dynamics of NDS neurons provides a rich set of dynamic behaviours that are easy to control and stabilise. This wide range of dynamic behaviours could be utilized in networks of NDS neurons and can be utilized to perform information processing functions.
