This paper presents an energy-efficient wireless ad hoc communication system and baseband transceiver for sensor networks that gather vital sign information of patients. The design of the proposed system is aimed to facilitate an energy-efficient and low-latency vital sign data transmission service. Based on this aim, the proposed system adopts multi-hop transmission and joint transmitter-receiver beamforming technique to efficiently transmit data at significantly reduced transmission power. Furthermore, to shorten the transmission latency and reduce channel contention, we proposed a novel Medium Access Control (MAC) mechanism which includes neighborhood discovery, packet collision detection and prioritized transmission scheme based on an Orthogonal Frequency Division Multiple Access (OFDMA) physical layer. Simulation of transmission power, transmission latency, and data rate, together with proposed hardware architecture, were all carried out to verify the effectiveness and feasibility of the proposed system.
patients to walk around freely, facilitating patient mobility and ambulation.
Taking into consideration the battery life and the requirement of continuous monitoring, the proposed wireless communication system provides an energyefficient and low-latency data transmission service to cooperate with the portable vital sign measurement equipment. In order to realize this system, we propose a mesh-based ad hoc wireless communication system where user nodes can transmit their data with reduced power via multi-hop transmission. Also the proposed wireless system adopts joint transmitter-receiver beamforming technique to further enhance its energy efficiency and reduce interference footprint. Also to reduce inter-carrier and multiuser interference and to provide multiple user channel access, OFDMA (Orthogonal Frequency Division Multiple Access) technique, together with a state-of-theart PHY layer design, is employed in the proposed wireless solution.
To tackle a more challenging latency-sensitive scenario, we picked ECG monitoring as the target information gathering application. Compared to other vital signs, ECG waveforms require relatively high data rate. The quality of a single ECG lead recorded at 300 Hz was shown to be adequate for diagnosis [1] . Given 16 bits per sample, we need a data rate of approximately 60 Kbps to transmit a 12-lead ECG waveform. This low but steady data rate characteristic favors the OFDMA technique, which allows multiple transmission links to communicate simultaneously and thus keeps the latency to a minimum. In addition, to further reduce the transmission latency, we have proposed a distributed control channel access mechanism where user nodes are classified into four access classes according to the amount of vital sign data yet to be transmitted (higher classes have higher transmission priority). In this way, user nodes carrying more backlog data would have higher transmission priority to form transmission links with target receivers. Furthermore, in our proposed MAC mechanism, the nodes can gather neighborhood information during a neighborhood discovery phase. Another unique mechanism in this MAC allows nodes to detect packet collision for tackling network congestion and deadlocks.
In [2] , a comprehensive survey of wearable health monitoring devices was provided. Among other things, the survey discussed wireless link reliability, power efficiency, and clinical effectiveness. Related advances in sensors for health monitoring were described in [3] . A study on power consumption in ZigBee, Bluetooth low energy, and 802.15.6 can be found in [4] . Our proposed MAC has similarities to ZigBee, the crucial improvement being that we adopted contention in OFDMA segments for better efficiency. The guaranteed transmission opportunity in our system is provided via OFDMA subcarrier allocation as compared to traditional time-domain scheduling. Also in our proposed system, neighborhood discovery allows us to achieve a continuous update on next hop candidates. Along with this, an important difference is that when a sensor node has no data to deliver (cf. Inactive state in ZigBee), it will be left out of the neighborhood discovery mechanism, thus saving energy. Moreover, we used joint beamforming technique to achieve higher energy efficiency. An important result on multi-hop sensor network performance analysis in [5] showed that throughput of the system increases if the effective sensing SNR is close to the desired SNR for reliable reception. Using effective transmission power tuning by dynamically switching between different MCS schemes, we achieved the required robustness in multi-hop transmission systems.
In [6] , the authors discussed a method to predict congestion and accordingly find a routing path to reduce the effect of congestion. On the other hand, [7] proposed a game theoretic approach to power control aiming at minimizing congestion. In contrast to [6] , where the transmit power level and multi-hop neighbors need be known, in our proposed system, these parameters will be decided dynamically in each frame. Also, [7] aimed at reducing transmit power but did not include the node reachability and isolation probability criteria when the transmit power is determined. Thus, to alleviate congestion and deadlock in ad hoc WSN with transmit power tuning, we designed a MAC layer mechanism with continuous neighborhood discovery update and OFDMA-based resource allocation. The nodes can choose between four access classes to increase the reachability and avoid congested resource. In the proposed system, carrier sensing and back-off (CSMA/CA) is the fallback mechanism in case the number of nodes exceeds the available OFDMA resource.
With regards to baseband transceiver design, a lowpower design approach for WBAN based on FSK transceiver was described in [8] . In [9] , a SoC solution based on ECG acquisition and ZigBee transmitter was presented. In contrast to [9] , we developed a baseband design with an embedded medium access controller. This provided us unique cross layer support for MAC algorithm tuning. For example, our design can detect packet collision in the PHY layer based on preamble and then feed the information to the MAC layer. Numerous OFDM transceiver designs have been reported in literature; we note [10] , [11] , and [12] for their focus on short-range communication or OFDMA baseband design. As compared to [11] , we have proposed significantly more flexible and advanced design for the OFDM receiver. In our design, MCS and beamforming vectors and transmit power control are adjusted dynamically. Furthermore, an improved timing synchronization and carrier frequency recovery based on channel weighting was developed.
The rest of the paper is organized in sections to present the proposed system in detail. Section 2 introduces the network topology, physical layer parameters, and the frame structure of the proposed wireless communication system. The preamble design for OFDM symbol detection, carrier frequency offset (CFO) estimation, and collision detection is also illustrated in Section 2. The proposed MAC layer design using OFDMA and neighborhood discovery mechanism are illustrated in Section 3. In Section 4, we briefly introduce the energy-efficient data transmission mechanism using joint beamforming with signal to interference and noise ratios (SINR) constraint. Furthermore, the baseband transceiver architecture is introduced in Section 5. In Section 6, the channel and antenna model used in the simulation are introduced. The numerical simulation results are also presented to validate the effectiveness and energy efficiency of the proposed system. Finally, Section 7 concludes this paper. Figure 1 shows the network topology of a multi-hop sensor network. In the network, there exist several access points (APs) which connect to the health care center via cable or wireless LAN. Apart from the 12-lead ECG, which can itself be a wireless node, we can have other wireless nodes placed strategically in proximity of a patient, e.g., in the hospital room or the patient's house/office. This way, we have a network of closely spaced wireless nodes connected to the sensor nodes on one side and eventual data processing center on the other side. User nodes in the network can communicate with each other and the data from each sensor node is transmitted to the APs via multi-hop transmission which breaks the longdistance transmission into a series of short-distance hops between two neighboring user nodes, effectively reducing the total transmission power needed. Moreover, the nodes will use joint beamforming to improve SINR while saving transmission power. Table 1 lists the physical layer parameters of the proposed wireless system. The sampling clock frequency is 6.857 MHz and the OFDM FFT size is 128. The total 128 subcarriers include 19 guard subcarriers, one DC subcarrier, and only 108 subcarriers carry data in a signal band with 5.84 MHz bandwidth. These 108 data subcarriers are divided into 12 OFDMA user segments, each consisting 8 data subcarriers and one pilot subcarrier. Moreover, in order to take advantage of frequency diversity, subcarrier interleaving is applied to the 9 subcarriers belonging to the same OFDMA user segment.
Physical layer design

Network topology
Physical layer parameters
The target maximum load per node is assumed to be 60 Kbps for twenty nodes, hence the target rate of 1.2 Mbps. With this criterion, we tried to choose PHY layer parameters which satisfy the target data rate criteria in relative low transmit power requirements. For example, we limit bandwidth to 5 MHz and modulation scheme only up to 64 QAM to limit power requirements. For a user occupying only one ODFMA segment (9 subcarriers), modulation of 64 QAM, 2/3 coding rate, and including the effect of the guard bands and pilots, the net data rate would be 1.5 Mpbs. PHY parameters can be adjusted to achieve even higher data rates. For instance, the user can occupy more than one OFDMA segments or BW can be increased.
Frame structure
In the proposed wireless system, each frame is 200 ms and it is divided into four 50 ms sub-frames. Each sub-frame contains five packets, namely, ACK (acknowledgement) packet, neighbor discovery packet, RTS/CTS (request to send/clear to send) packet, and data packet. These packets are transmitted sequentially to make up one sub-frame, as shown in Fig. 2 . RTS and CTS packet consist of preambles 1, 2, and a data part of Fig. 3a . The data part of the RTS packet has 14 OFDM symbols and contains the information of user index, target user index, MCS, number of packets to be transmitted, and the CRC code. Similarly, the data part of the CTS packet has 32 OFDM symbols and carries user information such as user indices of the transmitters, indices of OFDMA user segments used by the transmitters, updated available memory amount, and the CRC code.
The data packet is composed of preambles 1, 2, and a data part (payload), which contains the vital sign data. The length of the payload depends on the amount of data to be transmitted. In this system, each packet contains 1K bits of vital sign data and its length varies with the MCS. There are a total of six kinds of MCS to choose from, i.e., three kinds of modulation, QPSK, 16 QAM, and 64 QAM, and two kinds of code rate, 1/2 and 2/3. On the contrary, the control signals, including the neighbor discovery packet, RTS, CTS, and ACK packets, are all modulated by the BPSK modulation and protected by a convolutional code with rate 1/2.
After vital sign data transmission, the receiver would check the CRC code contained in each vital sign data packet to confirm whether the packet information is correctly received or not. This packet reception confirmation would then be transmitted in the ACK packet to the corresponding transmitters, thus informing them about which packets are lost and need be retransmitted. The ACK packet consists of preamble 1, preamble 2, and a data part. The data part contains 26 OFDM symbols and carries the information of the receive user index, user indices of the transmitters, packet reception confirmation, and the CRC code.
The APs broadcast a beacon every 200 ms to help user nodes detect the frame boundary and adjust their oscillator frequency. Besides, in order not to interfere with the OFDMA signal that carries the vital sign data, the central frequency of the beacon is set outside the main frequency band and the bandwidth of the beacon is only 100 KHz.
Neighbor discovery packet format
The neighbor discovery packet is composed of two parts, the preamble part and the data part, as shown in Fig. 3a . The preamble design facilitates OFDM symbol timing synchronization, carrier frequency offset (CFO) recovery, and channel estimation, which were all discussed in detail in our previous works [13] [14] [15] . According to different functions, the preamble can be further classified into three parts.
OFDM symbol boundary estimation
The function of preamble 1 is to help the receiver detect the OFDM symbol boundary. It consists of 8 repeated time-domain sequence "A, " as shown in Fig. 3b . The 64 element sequence "A" can be generated by passing the frequency domain sequence "A f " through a 64-point inverse fast Fourier Transform (IFFT) block. The sequence "A f " depends on the OFDMA user segment index, as shown in Eq. (1) . where i is the index of OFDMA user segment. To detect symbol boundary, delay correlation method is extended to the multiple antennas, accordingly
where r q [ n] is the received signal of the q th antenna at the discrete time "n. " The ideal (noise-free) delay correlation (DC[ · · · ]) output waveform, plotted in Fig. 4 , contains seven peaks, from which the OFDM symbol boundary can be estimated.
Collision detection and CFO estimation
The function of the second preamble is to help the receiver detect the CFO, OFDMA user segment deployment, and collision. Preamble 2 consists of five OFDM symbols. Consider the frequency domain sequence "S" with 40 elements for a OFDMA user segment,
where "Z p " is the sequence generated by cyclic shifting the Zadoff-Chu sequence "z 0 " rightward p point and p ∈ [0, 15].
Note that the shift "p" is chosen by the user node, hence this uniquely defines the user in that OFDMA user segment. The sequence "S" is divided equally into five parts of eight elements each, and they are assigned as the frequency-domain data of the five OFDM symbols in preamble 2. In summary, OFDMA is applied to provide 12 user segments (each with one pilot subcarrier and 8 data subcarriers) and within each segment, user preambles are multiplexed via different Zadoff-Chu sequences.
Using the unique property of the Zadoff-Chu sequence that circular shifted sequences have zero cross correlation, we can detect which sequence exists in the received signal. The correlation function between the received signal (with symbol-to-symbol differential correlation first to remove the per-subcarrier channel response) and the Zadoff-Chu sequence is given by 
r q s,α ij is the received signal on the q th receiving antenna for s th OFDM symbols with α ij being frequency-domain subcarrier index of the j th data subcarrier assigned to the i th . If the i th OFDMA user segment data subcarriers in preamble 2 contains Zadoff-Chu sequence k i , then we will have
Thus, the receiver detects that a user using Zadoff-Chu sequence k i exists in OFDMA user segment i. Presence of more than one users in the same segment is deemed collision. Detecting collision in preamble is one of the unique capabilities of the proposed MAC system, making the protocol more efficient.
The carrier frequency offset is estimated by using our previous work on Joint Weighted Least Squares Estimation (JWLSE) method for frequency and timing offset in OFDM systems [13] . In this method, the phase differences of individual subcarriers are weighted averaged with weights proportional to the squared channel gains in the respective frequencies.
Phase differences are first computed
and then they are weighted by w s,ij = |Ĥ s,α i j | 2 . Finally, the CFO estimation is given by
e u i,k can be found using the formulation in [13] . Furthermore, the above estimate can be used to improve the OFDMA user segment detection by including CFO effect
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Channel state information
The channel response can be estimated by utilizing the scattered pilots in preamble 3. The pattern of the scattered pilot varies with the index of OFDMA user segment and the preamble is made up of 12 OFDM symbols which can be divided into four groups, each of which consists of three OFDM symbols, corresponding to the four transmit antennas, respectively. The channel state information (CSI) thus collected in the neighborhood discovery phase is later used to generate beamforming vectors for data transmission as will be seen in Section 4.
Node status information
The node status information is contained in the data part shown in Fig. 3a . This part includes the user index, location coordinates and residue memory amount, the indices of detected users, the detected OFDMA user segment collision information, and the cyclic redundancy check code (CRC code). Information from this part helps other nodes update their neighbor status information. As we have not proposed a routing mechanism in this paper, we use the relative location coordinate to avoid the repeated back-and-forth packet transmission between two nodes.
Medium access control
In this section, we present the proposed OFDMA-based MAC for supporting the efficient use of multihop and joint beamforming transmission scheme. As compared to the one priority, one band system, we have lower contention in a four-priority, twelve-OFDMA-segment system. This implies that the packet collision probability is reduced by dividing the time and frequency resources.
Dynamic network formation with neighborhood discovery
The proposed MAC was designed with a view to providing guaranteed channel access to the high-priority nodes with urgent data delivery needs. This helped us to meet the QoS requirement for vital sign monitoring. As per our survey, the most related MAC protocols to our design are PRIMA [16] and QMAC [17] . Similarities in our design and these include the use of RTS/CTS for channel contention, use of different queues to reflect different levels of latency requirement. Unlike PRIMA, which uses TDMA/CSMA, the proposed MAC used a combination of OFDMA and CSMA in channel access. Nodes in different frequency segments can communicate to the next hop neighbor independently. As routing protocol design is not the aim of the paper, we used a simple RSSI-based forward routing to route data to the sink node via multi-hop. Note that we can extend to using a more complex routing mechanism using clustering and cluster heads as proposed in LEACH [18] and its subsequent improvements in [16, 19] . The proposed design allows those nodes that have no data to go into the sleep state, thus minimizing the idle listening periods that consume significant energy in sensor networks. In this sense, the energy consumption due to sleep cycle and idle listening in our system is the same as PRIMA. Note that our MAC design is oriented toward supporting the throughput requirement of the health monitoring system, with the peak requirement being 60 kbps for ECG. Hence, in this paper, we will concentrate on meeting the load requirement in our design. Other existing MAC designs like QMAC, PRIMA, WISEMAC [20] , and LEACH are geared toward increasing the lifetime of the WSN and are generally designed for applications with lower loads. However, it is worth mentioning that these MAC designs can easily be applied together with our proposed joint beamforming multi-hop approach to achieve an effective and energy-efficient wireless sensor network solution for applications with lower load requirements.
In the proposed wireless network, each user node acquires and maintains the exact knowledge about its neighborhood via a periodic neighbor discovery process. In this process, user nodes of each access class sequentially broadcast neighbor discovery packets to announce their presence and related information. Note that the nodes are divided into access classes depending on the amount of pending data in their queues. Due to this, nodes with higher urgency get higher priority as seen by the packet order in Fig. 5 . We assume that the queue capacities are same at all user nodes. During neighborhood discovery, user nodes construct their neighbor node tables by listening to the neighbor nodes of various priority classes, from Access Class IV to Access Class I.
The Access Class priority order of Fig. 5 is followed by both neighborhood discovery and RTS/CTS transmission; therefore, users with higher transmission priority will gain several advantages over users of lower priority.
1. First, since they can transmit their RTS packets earlier than users of access classes with lower priority, the probability of forming a transmission link with their best next-hop target is higher. 2. Second, due to the neighbor node confirmation mechanism, each user can only choose a receiver whose transmission priority is lower than itself, as its next-hop targets. Therefore, users with higher transmission priority would have more next-hop candidates, increasing the probability of forming a transmission link. 3. Third, since users can only be requested to receive data by users whose transmission priority is higher, users with higher transmission priority would have lower probability to be on the receiving end.
Fig. 5 Access priority in neighborhood discovery and RTS/CTS phases
Moreover, we can choose different numbers of priority classes, but this will affect the MAC performance. For example, increasing the number of access priority classes will increase the overhead on packet transmission. On the other hand, reducing the number of classes will lead to higher contention in the given time slot. From Fig. 5 , we can also see that the choice of sub-frame length should be large enough to include four data packets (one for each access class) and the associated overhead (four neighborhood discovery packets, four RTS/CTS/ACK packets). For the data packet size of 1 Kbyte and the PHY parameters of Table 1 , the sub-frame size of 50 ms is chosen. Due to OFDMA user segment collision and noise, the packet of a certain user may not be correctly received by all its neighbors. Thus, before the RTS/CTS handshaking process, each user node should know which neighboring users can receive its packet correctly. In neighbor discovery process, after correctly receiving the packets of neighboring users, each user would record their user indices and broadcast them in its neighbor discovery packet. In this way, each user can confirm the wireless connections between itself and its neighbors whose transmission priority is lower than it. Then, the user can choose its next-hop target from these neighbors.
OFDMA user segment selection
After joining this network, each user node should select one OFDMA user segment. However, since there are only 12 OFDMA segments, as per observations from our simulation setup, one segment may be used by more than one user at the same time (channel reuse) if the users are separated by enough distance. As such, co-channel interference can occur if separation between nodes of the same segment is not enough.
The user nodes utilize a first-come-first-serve mechanism to select an appropriate OFDMA user segment. When a new user node joins the network, it would first listen to the neighbor discovery packets transmitted by its neighbors to acquire the knowledge about occupied segments in its neighborhood and also available free segments. The best choice is to select a segment that is currently unoccupied (free). In the worst case scenario when all the OFDMA segments are occupied, the decision is made based on received signal strengths (RSS) of users in each segment. When neighborhood interference in an OFDMA segment is low in terms of RSS, the new user can use this segment. In the worst case, when all OFDMA user segments in the current access class are occupied by user nodes with strong RSS (hence high interference), the new user follows two steps: firstly, it waits till a segment becomes free (carrier sensing and back-off ) and secondly when this waiting times out and still no OFDMA user segment in the current access class is free, it can lower its access class by one and then search for an available OFDMA segment in that class.
OFDMA user segment collision management
We developed collision management based on the philosophy of avoiding collision and apply corrective measures when collision is detected to reduce the collision possibility. The user node that detects collision in an OFDMA user segment will broadcast this information in its next neighborhood discovery packet. The users whose packets collided would receive this information and choose another unoccupied segment after a random back-off period. If there is no free segment, the node will lower its access class by one and try to find a free user segment such that it will not be idle in this sub-frame.
Network latency reduction mechanism
To minimize the total network latency of the proposed wireless sensor network, we allow user nodes to adjust their own access classes to reduce the latency caused by user collision in OFDMA user segments. Since in our wireless multi-hop network, the transmission links are established by user nodes through handshaking mechanism. If too many user nodes attempt to make transmission links with the same user node, there will be a bottleneck, thus increasing network latency.
Since each user node can detect all OFDMA user segments, it has information about neighborhood congestion, e.g., number of nearby users and number of occupied segments. Furthermore, user nodes also broadcast this congestion information through the neighbor discovery packet. Therefore, when a user node detects network congestion, it will choose the least congested node as the target. The extreme case of network congestion is network deadlock. If a network deadlock occurs, every user node will not receive any neighbor discovery packet. To solve network deadlock, we let user node change its own transmission priority class if it does not receive any packet at neighbor discovery stage. In this way, the network deadlock problem is resolved in a maximum of four sub-frames (one frame). Thus, we can summarize that changing the access class is a mechanism to avoid congestion in a particular access class. Hence, the nodes can change the access class in the following cases
• To locate a free OFDMA segment to transmit • To avoid repetitive neighborhood discovery packet collision • To reduce latency when there is higher pending data in its queue • When there is no reception of neighborhood discovery packet in a sub-frame
Energy efficient data transmission with joint beamforming
Adaptive transmission
As users with higher transmission priority have improved odds of forming links in our proposed system, thus the data transmission efficiency of the system is enhanced. For each user, the function of the RTS packet is to inform its target about the transmission parameters, such as the number of packets and the modulation and coding scheme (MCS). The decision flow of these transmission parameters is shown in Fig. 6 . The user would first calculate the maximum number of packets it can transmit according to the available memory amount of its target. Next, considering the data rate, the MCS can also be decided. Then, the equivalent signal to interference and noise ratios (SINR) of the eight data subcarriers after using beamforming are compared with the SNR thresholds corresponding to the chosen MCS. The SNR thresholds corresponding to different MCSs are given in Table 2 (obtained from simulation in Section 6). If the minimum of the equivalent SINR of the eight data subcarriers is not above the SNR threshold, then this MCS is not robust enough to protect the data from the noise and fading in the current channel. Therefore, the user needs to choose a more robust MCS with lower modulation order and/or lower code rate. Then, the minimum of eight equivalent SINRs is again compared with the new SNR threshold. This process continues until the minimum equivalent SINR is above the threshold. Finally, the user would try to lower transmission power such that the minimum equivalent SINR stays just above the SNR threshold. Using the proposed transmission MCS decision and power control mechanism, the users will transmit their data in an energy efficient way.
CSI-based joint beamforming
A target receiving node can accept one or several transmission requests from different users as long as it has large enough free memory to hold the data to be transmitted. The receiving node will broadcast a CTS packet containing the indices of the OFDMA user segments used by the allowed transmitters. After the RTS/CTS handshaking process, each transmission pair would use joint transmitter-receiver beamforming technique to transmit and receive the vital sign data as shown in the Fig. 2 frame structure. The user nodes take the CSI gathered (channel matrixĤ i α,β , i th subcarrier for transmitter α and receiver β) to calculate the beamforming vectors using the MRC/MRT scheme [21] . The transmit beamforming vector is v i , which is the right singular vector of theĤ i α,β corresponding to the largest eigenvalue. Following this, the receive beamforming vector chosen at the receiving end is given bŷ
α,β v i || The SINR calculated at the transmitter for the i th subcarrier is formulated as
whereσ 2 is the noise power (including interference) calculated in the network discovery phase. As mentioned before, this SINR is compared to a threshold SNR (SNR th ) which is needed for successful transmission. The transmission power is reduced to until we reach a point when the above SNR constraint (SNR i > SNR th ) does not allow further transmission power reduction. Along with OFDMA, the use of beamforming allows for multiple transmission links to exist simultaneously thus providing multiple access as shown in Fig. 7 . It should be noted that the beam patterns indicate that the energy spread is directional toward the other node in Fig. 7 Sample links and the associated TX/RX beam patterns formed after RTS/CTS session each link, indicating high energy efficiency. As the simulation uses channel models with multipath fading effect, the MRC/MRT beamforming patterns may not always align with steering angles exactly. Furthermore, CSI is only available after neighborhood discovery phase; hence, beamforming vectors are not used in neighborhood discovery phase. Moreover, the receiver uses the parallel interference cancelation (PIC) based on the scheme in [22] . This allows to the receiver to reduce ICI as well as MUI. Figure 8 shows the architecture of the OFDMA baseband transmitter. The input bit stream is first appended by a cyclic redundancy check (CRC) code and then passed through the scrambler, convolutional encoder, and interleaver. Then, the coded bit stream is mapped into complex symbols by the constellation mapping block. After inserting the preamble and multiplying the coefficients of the transmit beamforming vector, four spatial streams are generated, where the transmit beamforming vector is calculated by using the estimated CSI and the uplink-downlink duality [23] characteristic as described in Section 4. The four spatial streams then pass through inverse fast Fourier transform (IFFT) to form the timedomain OFDM symbols and the cyclic-prefix guard intervals are inserted to prevent inter-symbol interference. Finally, the time-domain signals are sent to the analog and RF front end for wireless transmission over the antenna array.
Baseband transceiver architecture
The architecture of the OFDMA baseband receiver is shown in Fig. 9 , and it can be divided into four parts. The first part is responsible for beacon detection, including the frame boundary estimation and the adjustment of the numerical controlled oscillator (NCO) frequency to compensate for frequency offset of the local carrier signal in the RF frontend. The second part is used to detect the OFDM symbol. The received signal is first passes through a low pass filter to filter out the beacon signal. Due to the periodicity of preamble 1 waveform, the OFDM symbol boundary can be accurately estimated by a simple delay-and-correlate as mentioned in Section 2. The time-domain signal is transformed to the frequency domain by an FFT block. Next, preamble 2 is used to detect the OFDMA user segment deployment/collision by utilizing the auto-correlation property of the Zadoff-Chu sequence, as introduced in Section 2. This information is passed on to the MAC layer control block.
The fourth part includes the carrier frequency offset (CFO) estimation obtained by the JWLS estimator as mentioned in Section 2. This part is also responsible for the channel estimation and the demodulation and decoding of the received data. Taking advantage of the scattered pilots contained in preamble 3 of the neighborhood discovery packets, accurate channel state information (CSI) can be acquired using the shifted raised cosine interpolator [14] . The CSI is then used to calculate the receive beamforming vector by the maximum ratio combining method. Finally, with the help of the receive beamforming vector and the estimated CSI, the four spatial streams received by the four receive antennas are combined into one data stream, which then passes through the one-tap equalizer, de-mapper, de-interleaver, Viterbi decoder, and de-scrambler to recover the transmitted bits. The receiver also estimates the noise power from the CSI and the correctly received symbols, which are then used to calculate the equivalent SINR.
Simulation results
In this section, we present simulation results of the proposed system. The entire network simulation was designed and tested in Matlab including the MAC and PHY layers. The system is evaluated with the IEEE 802.11 TGn MIMO channel model B [24] and UWB CM4 path loss model which is a proposed model for body surface node to an external node in IEEE 802.15.6 [25] . Since the user of the proposed system would have very low mobility, e.g., patients in a hospital, we assumed a block fading channel with coherence time of 200 ms and the channel has the characteristic of uplink-downlink duality, H 12 = H H 21 , where H 12 and H 21 are the uplink and downlink channel matrices respectively. As for the antenna model, we assumed a cylindrical array and the distance between the two neighboring antennas is half the wavelength of the carrier signal (centered at 5 GHz) leading to a diameter of 3.8 cm.
The coded packet error rates (PERs) versus SNR for different MCSs with and without joint beamforming technique are illustrated in Fig. 10a, b , respectively, for TGn B MIMO channel. From these, we can see that the joint beamforming technique can indeed effectively enhance the quality of the received signal and reduce the SNR required to attain a certain PER performance. In addition, we had defined the SNR thresholds for choosing different MCSs from these PER simulation results, as shown in Table 2 .
We further analyzed the average number of hops needed by a node to transmit its data to an access point (AP). Here, we consider a network scenario with nodes of two access classes "I" and "II, " as shown in Fig. 11a , with node "0" as the sink node (AP). The numbers inside the circles/diamonds denote the average number of hops required by the user node to transfer its vital sign data packet to the AP. As expected, the required hops increases with the distance between the node and the AP. As the nodes choose the minimum possible transmission power satisfying the SNR constraint, the number of hops required is the largest possible. Therefore Fig. 11a shows the worst case number of hops needed for this network topology. The equi-hop contours shown in Fig. 11a indicate that very few nodes need more than four hops to reach the sink, which indicates that the neighborhood discovery mechanism is efficient.
Furthermore, Fig. 11b shows the amount of vital sign data received by the AP within 2 s of simulation for two network scenarios (input load of 60 Kbps). The first network scenario consists of nodes distributed in a linear fashion, with sink node at one end. The second network scenario has equal node density with the sink node at center. These two network scenarios depict the worst and the best case node distribution, respectively. As we can see, when the system operates at an adequate RF transmission power, the received data amount is around 2400 Kbits, which is about the amount of vital sign data generated by the 20 users in the network in the 2-s interval. Therefore, the minimum transmission power for network topology 1 should be 8 dBm and that for network topology 2 should be 2 dBm.
Comparison with 802.15.4 and 802.15.6
In Fig. 12 , we further analyzed the average packet transmission latency affecting each user node in the network when transmitting their packets to the AP. For the simulation in Fig. 12 , we use 20 nodes, SNR of 24 dB and each node produces data at varying load ranges from 0.5 kbits/s to 60 kbits/s. As we can see from Fig. 12 , when the load is varied, the average packet transmission latency is about 180-280 ms for the proposed system which suffices ECG. The latency of the proposed system can further be improved by adjusting the PHY parameters of Table 1 to increase the data rate as explained in Section 2. For example, if we increase our BW from 5.84 to 8.76 MHz, we can increase the system throughput from 1.2 to 1.72 Mpbs, which would effectively reduce the packet transmission time. Moreover, the MAC latency is also reduced in our system by assigning the node with stricter latency needs to higher priority class. This can be further enhanced by assigning more than one OFDMA slot to a user node. For example, the transmission latency for a node can be reduced by approximately 30% by doubling its slot assignment (assuming a low 60% MAC efficiency). Comparing this with the average latency from the 802.15.4 model of [26, 27] using RTS/CTS and maximum data rate 250 Kbps, we can see that the 802.15.4 has significant higher latency when the load is greater than 30 Kbps. This is expected as the focus of conventional sensor networks based on 802.15.4 is energy saving low-data rate systems (up to 250 Kbps) hence should not be considered for sum loads up to 1.2 Mbps. Subsequently, we turn our attention to comparisons with 802.15.6 where the achievable data rates are in the order of several Mbps.
In the Fig. 13a , we compare the throughput of the proposed system and 802.15.6 in slotted aloha mode for different traffic loads at the nodes. The medium access throughput and energy consumption for slotted aloha mode and CSMA/CA mode of 802.15.6 have been analyzed in [28] and [29] , respectively. Considering the similarities, we chose slotted aloha 802.15.6 for comparison with the proposed system. Note that centralized scheduled access mode of IEEE 802.15.6 can be used for local WBAN, e.g., nodes connected to the human body with a single AP at a nearby distance (about 5 m). In our network scenario in which more nodes are spread over a larger distance as shown in Fig. 11 , centralized scheduled access will need higher coordination and overhead. Thus, performance comparison between slotted aloha and scheduled access mode of 802.15.6 for such networks is an interesting topic of research but beyond the scope of our following discussion. Considering twenty nodes and throughput of 1.2 Mbps at the AP (60 Kbps/node), we used priority class 1 for a more stringent comparison. The coded data rate for 802.15.6 is varied from 0.243 to 3.9 Mbps as per Table 68 in [30] to achieve the different target data rates. The only higher coded data rate mentioned in Table 68 in [30] is 7.8 Mpbs, which can achieve higher throughput, but it would be at higher power consumption cost. Hence, we chose only the PHY parameters that suffice our maximum data rate requirement of 1.2 Mbps. As seen in Fig. 13a , choosing the right set of PHY parameters, the slotted aloha mode of 802.15.6 can achieve almost equivalent throughput compared to the proposed system. But note that the coded data rate used in these varies from 243 Kbps to 3.9 Mbps, hence we have to analyze the power consumption cost for achieving this throughput. The receiver sensitivity reference for power consumption measure is obtained using Table 73 of the 802.15.6 standard [30] . Figure 13b shows though the slotted aloha mode achieves the throughput similar to the proposed system, it uses larger average transmit power to achieve this goal. The two major contributors to higher transmit power are the slotted aloha MAC efficiency and one hop link distance. Due to larger one hop distance in our network scenario of Fig. 11 , the transmit power requirement for some nodes is beyond the 0 dBm limit of 802.15.6. The power efficiency advantage of the proposed system is to be expected not only because of the multi-hop transmission scheme but also because joint beamforming improves the link SNR as previously shown in Fig. 10 and Table 2. The energy in mJ required over the entire simulation period is divided by the number of users and simulation time to calculate the average data transmission power in mJ/s. The total energy required over the entire simulation period is given by energy required to transmit one packet (Eq. 7) multiplied by the number of packets transmitted in the simulation period. These transmitted packets include all packets of Fig. 2, i. e., RTS/CTS, neighborhood discovery, data, ACK for all successful and unsuccessful transmission attempts.
Energy efficiency
Power consumption being an important metric for battery-powered sensors, we used the link budget analysis [31] to estimate the required packet transmission power. First, we estimated the noise power using
where N is the noise power, k is the Boltzmann constant, T is the temperature, and B is the system bandwidth. As some of the sensor nodes are placed in vicinity or surface of the human body, the path loss model of UWB CM4 channel was chosen based on [25] for which the path loss including shadowing was found to be about 12 dB higher than the TGn B model. Then, we could calculate the receiver sensitivity of different MCSs.
where P rx is the receiver sensitivity, N rx is the noise figure, and SNR is the SNR thresholds of the different MCS. The SNR thresholds for UWB CM4 were found to be about 7 dB higher than TGn thresholds listed in Table 2 . Finally, the required packet transmission power can be estimated by Eqs. (6) and (7).
where S(d) is the standard deviation of the shadow fading, P(d) is the path loss, d is the distance between transmitter and receiver, P tx is the RF transmission power, G tx and G rx are the antenna gains.
where E packet is the required packet transmission energy and T packet is the time duration of a packet. Using the parameters in Table 3 and Eq. (7), we could obtain the average required data transmission power of three different transmission methods when different SNR levels are used in the simulation. The direct transmission method used fixed worst-case transmission power for all nodes in the system, regardless of the SNR. The results in Fig. 14a show that the average transmission power required by the multi-hop transmission scheme is lower than that of the direct transmission scheme due to shorter links between transmitters and receivers. Moreover, joint beamforming technique can reduce the transmission power further due to improved SINR from lower signal energy spread in space. Take SNR level of 24 dB as an example, comparing with the direct transmission method, the two proposed methods can save transmission power of 591.1 and 627 mW, respectively. Furthermore in Fig. 14b , we can see that when using equal RF transmission power, the throughput of the system using a combination of both multi-hop and joint beamforming transmission scheme is significantly better than the system using only multi-hop transmission scheme. This is an expected result as joint beamforming improves the channel SNR as per Table 2 , resulting in a higher choice of MCS via adaptive modulation and hence improved throughput. Moreover the average data transmission power is not only based on the path loss model (link distance), but also on other parameters such as
• Medium access efficiency based on retransmission, collision, etc.
• MCS used to achieve the required link data rate and PER
Energy efficiency of the multi-hop scheme is therefore achieved by the improved MAC performance, along with the shortened links. As multi-hop networks use lower transmit power, they indirectly support larger frequency reuse and lower interference in OFDMA segments. Joint beamforming on the other hand also reduces the SNR threshold needed to achieve a particular target PER, leading to lower MCS usage and lower power requirement. 
Circuit complexity
We used Quartus FPGA board, STRATIX III EP3SL150F1152C2N, to implement and verify the baseband transceiver hardware architecture. The FPGA hardware specifications are shown in Table 4 . Although FPGA implementation does not aim to get the optimum hardware synthesized results, but the FPGA verification verifies the circuit complexity and feasibility of the proposed system including the baseband transceiver.
To consider all aspects of energy consumption, we compute the number of addition and multiplication operations required by each block in the receiver and use the power efficiency of ARM Cortex TM -A5 multiprocessor [32] as reference to estimate the required circuit processing power of these three different transmission methods and list the results in Table 5 .
Discussion
It is clear that multi-hop transmission can effectively enhance the energy efficiency of the system, since a large amount of transmission power can be saved at the price of an increase of 1.23 mW circuit processing power. However, for the joint beamforming technique, the required circuit processing power would increase by 7.15 mW when compared to the multi-hop only scheme. Therefore, the nodes should take the transmission distance, MCS and the overhead on circuit processing power into consideration and selectively apply the joint beamforming technique. This is because, in some cases, using multi-hop transmission has already reduced the required transmission power significantly. Further applying the joint beamforming technique saves only little transmission power. Fortunately, considering the use of ASIC implementation and the progress of the semi-conductor technology, further reduction of the required circuit processing power of both the baseband transceiver and the RF front end can be expected and the energy efficiency of the system can thus be further enhanced. There have already been many improvements in the technology from ARM Cortex-A5 to ARM Cortex-A32 (v8-A architecture). Some improvements in technology already have made more power savings possible on ARM processors. For example, the big.LITTLE configuration in Cortex-A7 [33] promised significant power saving of up to 75% over Cortex-A5. Hence the circuit power mentioned in Table 5 , should only be considered as a complexity reference for comparing the different transmission schemes rather than an precise Whereas on a longer link distance, the use of beamforming could be a better option to save on transmit power.
• Circuit power needed to implement the design on a given processor • Beamforming should be useful for higher node density networks. As ideally beamforming also reduces the interference footprint in the neighborhood of the transmitter and receiver, leading to better SNR for other transmissions.
• Size of the sensor might restrict the use of the number of antennas. For example, two antenna beamforming would require an antenna distance of 1.9 cm on 5 GHz band. Apart from lower interference in 5 GHz band compared to the 2.4 GHz band, the smaller antenna spacing is another important advantage. Hence for smaller sensors needing to use beamforming, it would be advantageous to use higher frequencies for smaller antenna spacing.
Some research areas can be considered to further improve the system proposed in this paper. For instance, adjusting PHY parameters globally with changing network scenarios. An example of this would be dynamic ODFMA segment allocations when number of nodes changes or the traffic load requirement changes. MAC layer contention can be improved with assistance from the AP, e.g., the scheduled access mode in WBAN or restricted access window similar to IEEE 802.11ah. Packet routing strategy has not been a part of this study, leading to us using a simple RSSI based routing. Comparing different centralized and distributed routing mechanism can also be considered as part of future research.
Conclusions
In this paper, an energy-efficient wireless communication system and its baseband transceiver architecture were proposed for an information gathering sensor network.
The system provides a steady and low-latency data transmission service by applying the OFDMA technique with a novel MAC based on neighborhood discovery. Moreover, by introducing the multi-hop transmission and joint beamforming technique, the system saves a significant amount of data transmission power. In addition, the baseband transceiver architecture tailored for this system was designed and implemented. Finally, numerical simulation results of the throughput rate and the packet transmission latency proved the effectiveness of the system under varying loads. The required data transmission power and circuit processing power were also analyzed to validate the energy efficiency of the proposed system.
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