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Abstract: We present a set of tools to assess the capabilities of LISA to detect and
reconstruct the spectral shape and amplitude of a stochastic gravitational wave background
(SGWB). We first provide the LISA power-law sensitivity curve and binned power-law
sensitivity curves, based on the latest updates on the LISA design. These curves are
useful to make a qualitative assessment of the detection and reconstruction prospects of
a SGWB. For a quantitative reconstruction of a SGWB with arbitrary power spectrum
shape, we propose a novel data analysis technique: by means of an automatized adaptive
procedure, we conveniently split the LISA sensitivity band into frequency bins, and fit the
data inside each bin with a power law signal plus a model of the instrumental noise. We
apply the procedure to SGWB signals with a variety of representative frequency profiles,
and prove that LISA can reconstruct their spectral shape. Our procedure, implemented
in the code SGWBinner, is suitable for homogeneous and isotropic SGWBs detectable at
LISA, and it is also expected to work for other gravitational wave observatories.
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1 Introduction
The first gravitational wave (GW) observatory in space, the Laser Interferometer Space
Antenna (LISA) [1], has been approved by the European Space Agency (ESA) in 2017.
The planned configuration of LISA has been fixed to six links, 2.5 million km length arms,
and 4 years nominal duration, possibly extensible to 10 years: LISA will be able to probe
GWs in the unexplored milli-Hertz regime. As GWs propagate freely through space, they
carry valuable information on the sources that create them, and the geometry of the space-
time that they traverse. GWs represent therefore one of the most promising messengers to
probe yet unknown aspects of the Universe, which can not be unravelled by other means.
In this paper we discuss the capability of LISA to detect a stochastic GW background
(SGWB) and reconstruct the frequency profile of its power spectrum. SGWBs can have
both cosmological and astrophysical origin, and each SGWB has typically its own distinc-
tive profile. The best known example of SGWB of cosmological origin is the irreducible
GW background due to quantum vacuum fluctuations during inflation, which spans over
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a wide range of scales with an almost scale invariant spectrum of small amplitude [2–5].
Several mechanisms can modulate this tensor spectrum and lead to a non-flat SGWB fre-
quency profile at the scales probed by GW interferometers: from coupling the inflaton to
extra fields, with a dynamics characterized by instabilities that enhance the tensor spec-
trum (see e.g. refs. [6–29]), to models that break space-time symmetries during inflation,
leading to a blue spectrum for primordial tensor modes (see e.g. refs. [30–42]), or scenarios
where the early universe evolution undergoes a brief phase of non-attractor dynamics that
amplify the tensor modes [43, 44]. These scenarios can lead to a large amplitude of pri-
mordial tensor spectrum with a peculiar frequency shape in the frequency band accessible
to experiments like LISA [45]. Furthermore, post-inflationary, early universe phenomena
can also generate GWs with a large amplitude, e.g. a kination dominated phase [46–50],
non-perturbative particle production phenomena [51–62], oscillon dynamics [63–67], strong
first order phase transitions [68–81], or cosmic defect networks [82–93]. The resulting GW
signal in such cases is given by the superposition of a very large number of uncorrelated
and unresolved sources, and hence it is perceived by us as a stochastic background. For
a comprehensive review on SGWB signals of cosmological origin, see ref. [94]. Most cos-
mological scenarios are characterized by features in their spectrum that require a more
complex parametrization than a single power law, within the LISA frequency band.
On the astrophysical side, various phenomena can also lead to the production of a
SGWB in the LISA band. On the one hand, the existence of many compact binaries (black
holes, neutron stars, white dwarfs) that will not be resolved as individual sources at LISA, is
expected to produce a SGWB contributed by all their GW signals, see e.g. refs. [95–100]. On
the other hand, other astrophysical phenomena may contribute as well to produce stochastic
backgrounds, from stellar core collapse [101–105], to r-mode instability of neutron stars
[106–109], magnetars [110, 111], or superradiant instabilities [112–116]. See e.g. refs. [117,
118] for general discussions of astrophysical sources for SGWBs. Under some circumstances,
these signals also depend on the events that occurred in the early universe, as is the case of
the SGWB sourced by primordial black holes: see refs. [119–121] for general reviews, and
refs. [122–125] for examples of studies focussing on SGWBs detectable at LISA frequencies.
The Universe may be then permeated with a plethora of SGWB signals. Some of
the cosmological and astrophysical scenarios generating SGWBs can occur simultaneously,
leading to an overall SGWB with complicated spectral shape. Furthermore, the theoretical
uncertainty on the physics of the early universe, and consequently the possibility of the
presence of unexpected sources, renders it impossible to predict, from first principles, the
exact shape of the cosmological SGWB spectrum over the entire interferometer frequency
band. A reasonable expectation is that the SGWB spectrum will likely not follow a single
power law in frequency. Given the uncertainty in predicting the expected signal, one
cannot apply common techniques of fitting a given model to the data to extract the model
parameters, as usually done for e.g. the Cosmic Microwave Background temperature and
polarisation spectra.
From the mere detection of a SGWB signal it will be therefore challenging to identify
the source(s) that generated it. Reconstructing the frequency profile, together with other
possible features [126], is of paramount importance for this task. One can rely on several
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templates, but in the lack of a complete catalogue of all possible signal shapes (which seems
impossible in view of our limited understanding of the sources), an alternative, unbiased,
model-independent reconstruction is compelling. Such a reconstruction should ideally go
beyond looking for power-laws or broken power-laws in the whole LISA band, as this
neglects key peculiarities of the expected frequency shapes.
So far, most studies adopted the simplified assumption that the signal is well described
by a single power law, characterized by amplitude and slope. Reference [127] introduced the
concept of power law sensitivity curve (PLS), a graphical representation of the ability of a
detector to measure a SGWB with a power law spectrum, for given signal-to-noise ratio and
integration time (c.f. section 2.2). Current SGWB searches focus on power spectra given
by a power law of the form ΩGW(f) = A(f/f∗)n, with f∗ a reference frequency [128–130].
No detection has been made yet, and therefore current analyses provide upper bounds
on the amplitude A, for different fixed values of the spectral index n. From the recent
detection of GW signals from black hole and neutron star binaries [131], the amplitude
of the stochastic GW background from unresolved compact binaries in LIGO/Virgo is
estimated as ΩGW = 8.9
+12.6
−5.6 ×10−10 at 25 Hz [130]. It is therefore possible that the SGWB
from unresolved binaries might be observed during the next LIGO/Virgo observation runs.
Reference [132] concentrates on LISA – as we are going to do in this work – and develops
a method to reconstruct both the amplitude and the spectral index of a SGWB power
spectrum from the data. The analysis focuses on one single power law signal spanning over
the entire LISA frequency band. Two independent reconstructions are considered. The
first aims to fit for the amplitude of the SGWB; the second fits for both the amplitude A
and the spectral index n. Reference [132] finds that in the second case the errors on the
recovered parameters are inevitably larger, but the SGWB profile can still be reconstructed.
Accounting for the presence of the foreground due to galactic binaries, ref. [132] concludes
that a six-link LISA interferometer is able to detect a scale-invariant stochastic background
with energy density ΩGW = 2 × 10−13, with one year of data. In this work, we therefore
neglect altogether the presence of the galactic binaries foreground, assuming that this
can be subtracted exploiting its yearly modulation [132], and we exclusively focus on the
homogeneous and isotropic component.
The limitations of the power law search are not new. The improvement in the data fits
by means of a broken-power-law template has been studied for ground-based detectors [118,
133]. Still, the improvement is manifest for idealized signals but not satisfactory for realistic
signals. Most of these, indeed, have a more complex form than simple power laws, even
within the relatively narrow frequency range of a detector like LISA.
In this work we propose a technique to systematically reconstruct a SGWB signal
without theoretical prejudices on the SGWB frequency profile. The basic idea is to separate
the LISA frequency band into frequency bins, and reconstruct the signal within each bin.
For a smooth enough signal, it is a good assumption to approximate it in terms of power
laws within small frequency bins. The reconstruction procedure therefore assumes that in
every bin the signal is fitted by a single power law (or a constant amplitude), and extracts
the best fit values for the amplitude and the spectral index (or only the amplitude). We
show that this method can reliably reconstruct signals with non-trivial frequency profiles,
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taking into account instrumental noise 1. We do this by means of an algorithm that we
have implemented in SGWBinner, a code (based on Python3) that automatically performs
an appropriate binning of the LISA frequency band, optimized for each given signal profile.
Specifically, our work is organized as follows. In section 2 we present the most up-
dated LISA strain sensitivity curve, based on the now established LISA configuration, and
construct the PLS of LISA, as given in ref. [127], with reasonable choices for the SNR
threshold and integration time (see [135] for all relevant up to date LISA documents, and
in particular [136] for a direct download of the Science Requirements Document). We ac-
count for the fact that, due to measurement breaks needed for the antenna repositioning
and other operations, the data taking efficiency of the LISA mission is ∼ 75% of the nom-
inal time, e.g. out of one year of flight only about 9 months of data will be collected. The
4-year official duration of the mission therefore effectively amounts to three years of data.
In section 2 we also provide a simple, graphical method to predict whether a SGWB with
arbitrary spectral shape might be reconstructed by LISA, by dividing the LISA band in
several bins, and by computing the PLS curve within each bin.
In section 3 we go beyond the PLS approach, and develop our binning procedure
to reconstruct a SGWB signal with arbitrary spectral shape within the LISA frequency
window. For a given data stream, that includes signal and instrumental noise, we provide
an algorithm able to determine the best fit for signal and noise in each bin. From this
information, our method can then reconstruct the best fit (with associated error bars) for
the SGWB spectrum profile in the LISA frequency band.
In section 4 we apply our algorithm, as implemented in the SGWBinner code, to recon-
struct several examples of benchmark SGWB signals. The benchmark signals represents
illustrative cases leading to a detectable SGWB in the LISA frequency band. For all bench-
mark signals, we demonstrate that the agnostic reconstruction of their frequency profile
performed by the SGWBinner code, is better (following the AIC, c.f. section 3.1) than fitting
the data with a single-power-law model. This demonstrates that our algorithm can be a
useful tool to reconstruct the amplitude and shape of a SGWB. Consequently, in the case
of a stochastic signal detection, our method will be capable of distinguishing SGWBs of
different origin.
In section 5 we determine SNRthr, the minimal SNR to detect a power law SGWB in
LISA. We employ our algorithm without splitting the LISA frequency band. With this
analysis, we confirm the findings of ref.[132], which obtained the required SNRthr in the
case of a flat signal, and we extend their study to the case of a power law signal with
non-vanishing slope. In section 6 we summarize our results, and also mention possible
applications and extensions of our work.
2 Stochastic gravitational wave background detection with LISA
Once a prediction for a SGWB signal has been formulated, the first concern is to understand
whether it is detectable and, in such case, how well its power spectrum can be reconstructed.
1We presented some preliminary results in the proceedings [134]. In that document the binning procedure
was employed to reconstruct the signal in the case that the noise curve is known.
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It is however not easy to answer these questions. For the case of LISA, a robust, precise
answer would need to run a complete pipeline on mock data, generated simulating realistic
satellites orbits, laser instabilities, plausible glitches and gaps, interruptions of the data
stream, the subtraction of all the sources identified individually, and other possible issues.
The sophisticated tools necessary to model the data stream in all details will be prepared
by the LISA Consortium in the next decade. Here we attempt to provide a preliminary
answer to the aforementioned questions, estimating the LISA potential to reconstruct the
power spectrum of a SGWB signal.
As a first step we focus on a simplified scenario, and we work under the following
assumptions:
• Our data are the sum of the injected SGWB signal and the (simplified) instrumental
noise, i.e. we consider the ideal case in which the data have been perfectly cleaned
from all resolvable sources, glitches, and any other impurities.
• LISA data are expected to be acquired in chunks of around 11 days, and we assume
that the instrumental operations between a chunk and the other has no effect on the
data. Nevertheless, due to these interruptions, our data are simulated only for 75%
of the duration of the mission, i.e. 3 years out of 4.
• The noise and the signal are Gaussian, stationary, and uncorrelated in frequency
domain.
• The instrumental noise is described by a model which parameter values are known
within about 20%.
• The instrumental noise we use is the one of only one detector channel, the X TDI
(Time Delay Interferometry) channel. More realistic data would include the simula-
tion of all X, Y and Z channels, the diagonalisation of the noise matrix to extract
the A, E and T channels, and the use of the Sagnac T channel to characterize the
noise in the other two (see e.g. ref. [132]). However, under the approximation that
the noise and the response function of the A and E channels are the same, we expect
that including both channels will increase the SNR by roughly a factor of
√
2 with
respect to the single channel case.
2.1 Model of the LISA sensitivity curve
We adopt here the single TDI output noise model of ESA’s science requirement document
[135] (see also ref. [137] for a derivation). This is based on the results of the LISA Pathfinder
mission, which demonstrated that the noise between ∼3×10−5 and ∼10−3 Hz can be kept
under control [138]. The noise at higher frequencies, which depends e.g. on the laser and
optics performances, has been also investigated with a good understanding of the major
noise contributions [135]. Based on these facts, the noise of one TDI channel can be
established, within an uncertainty of around 20%, in the frequency range 3 × 10−5 Hz –
0.5 Hz. The simplified noise model we adopt here is based on the assumption that all
arm lengths are constant and equal, and that noises of the same type have the same power
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spectral density (PSD). All noise components are then absorbed into two effective functions.
The components that dominate the noise at high frequencies are represented by the one-link
“optical metrology system” noise PSD Poms(f, P ), whereas the low-frequency components
by the single “mass acceleration” noise PSD Pacc(f,A):
Poms(f, P ) = P
2 pm
2
Hz
[
1 +
(
2 mHz
f
)4](2pif
c
)2
,
Pacc(f,A) = A
2 fm
2
s4 Hz
[
1 +
(
0.4 mHz
f
)2][
1 +
(
f
8 mHz
)4]( 1
2pif
)4(2pif
c
)2
,
(2.1)
with f being the frequency, c the speed of light, and P = 15, A = 3 are noise parameters,
known to within 20% [135]. The TDI X channel single-sided PSD becomes then
P (X)n (f, P,A) = 16 sin
2
(
2pifL
c
){
Poms(f, P ) +
[
3 + cos
(
4pifL
c
)]
Pacc(f,A)
}
, (2.2)
where L = 2.5 · 106 km is the arm length, and the sin2(2pif L/c) factor appears as a
consequence of the TDI procedure (as shown later, this factor cancels with the response
function, c.f. eq. (2.10)).
From the noise PSD of the TDI-X observable, under the above-mentioned assumptions,
one can construct the detector strain sensitivity curve for a single TDI channel. This
involves the detector polarisation- and sky-averaged response function R(f), as follows:
Sn(f) =
P
(X)
n
R(f) . (2.3)
The response of a detector to the GW signal at time t and position x is given by the
convolution of the detector response with the metric perturbation:
r(x, t) =
∫ ∞
−∞
dτ
∫
d3y Rij(y, τ)hij(x− y, t− τ) , (2.4)
where Rij is the detector response function encoding the time delay measured by the
interferometer and it depends on the particular detector design; for LISA see e.g. ref. [139].
The metric perturbation can be decomposed as
hij(x, t) =
∫ ∞
−∞
df
∫
dΩkˆ
∑
p
hp(kˆ, f) e
p
ij e
2piif(t−x·kˆ) , (2.5)
where p denotes the polarization index, epij the polarization tensors, and hp(kˆ, f) are the
tensor mode functions, whose power spectrum gives the gravitational wave strain PSD
Sh(f)
〈hp(kˆ, f)h∗q(kˆ′, f ′)〉 =
1
8pi
δ(f − f ′)δ(kˆ − kˆ′)δpq Sh(f) . (2.6)
By introducing the Fourier transform of the response function and the gravitational wave,
eq. (2.4) becomes
r(f) =
∫
dΩkˆ
∑
p
Rp(kˆ, f)hp(kˆ, f) e
−2piifx·kˆ . (2.7)
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The power spectrum of the detector response in frequency domain r(f) defines the detector
response PSD due to gravitational waves:
〈r(f)r∗(f ′)〉 = δ(f − f ′)Pr(f) , Pr(f) = R(f)Sh(f) . (2.8)
The last equation follows from the definition of the polarisation- and sky-averaged response
function:
R(f) = 1
8pi
∫
dΩkˆ
∑
p
Rp(kˆ, f)R
∗
p(kˆ, f) . (2.9)
A good approximation to the full response function of the LISA instrument is [140]
R(f) ' 16 sin2
(
2pifL
c
)
3
10
1
1 + 0.6(2pifL/c)2
(
2pifL
c
)2
. (2.10)
The signal-to-noise ratio to a SGWB, accounting for one TDI LISA channel, is given in
terms of the detector response PSD and the single TDI output noise PSD (see e.g. ref. [139]
for a derivation in the case of two-detector cross-correlation):
SNR =
√√√√T ∫ ∞
0
df
(
Pr(f)
P
(X)
n (f)
)2
=
√
T
∫ ∞
0
df
(
Sh(f)
Sn(f)
)2
, (2.11)
where in the second equality we have used (2.8) and definition (2.3). This expression
motivates the presence of the response function in the definition of the detector strain
sensitivity (2.3).
The LISA strain sensitivity curve for the TDI X-channel given in eq. (2.3) is shown in
fig. 1, together with the strain sensitivity output from the LISA simulator. The analytical
curve (2.3) depends on the noise parameters A and P which, as mentioned earlier, have a
margin of about 20%. In fig. 1 we also show the strain sensitivity to within this precision,
which constitutes the Gaussian prior on A and P that we will use in the following.
Note that the noise model described above plays a key role in our study, since we
assume that it perfectly fits the real instrumental noise, and thus we use it to simulate the
mock data. If a better modelling of the LISA noise will be formulated in the future, it can
be inserted in the SGWBinner algorithm, which will use it to simulate new data and adopt
it in the complete pipeline. The arguments we develop here can therefore be adapted to
improved settings of the LISA instrument.
2.2 The power-law sensitivity curve
Since in this work we are dealing with a stochastic GW background, it is more common
to express the signal in terms of the GW energy density power spectrum, which can be
related to the GW strain PSD defined above through (see e.g. ref. [94])
ΩGW(f) =
4pi2
3H20
f3Sh(f) , (2.12)
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Figure 1. LISA strain sensitivity curve for the TDI-X channel: Green, the output from the LISA
simulator; Black, the analytical evaluation given in eq. (2.3). The orange band shows the allowed
margin on the noise parameters P = 15± 20% and A = 3± 20%.
where H0 = 100h km sec
−1Mpc−1 is the Hubble constant, and we choose h ' 0.67 [141].
The GW energy density power spectrum encodes the relative contribution of the GW to
the energy density in the Universe per log-frequency interval:
ΩGW(f) ≡ 1
3H20M
2
p
∂ρGW
∂ ln f
, (2.13)
with Mp the reduced Planck mass. Similarly, one can define the energy density sensitivity
Ωs(f) through the detector strain sensitivity as [142]
Ωs(f) =
4pi2
3H20
f3Sn(f) . (2.14)
The signal to noise ratio to a SGWB is given in terms of the above quantities as
(c.f. eq. (2.11)):
SNR =
√
T
∫ fmax
fmin
df
(
ΩGW(f)
Ωs(f)
)2
, (2.15)
where fmin, fmax denote, respectively, the minimal and maximal frequencies accessible at
the detector. The SNR increases as the square root of the observation time T , and benefits
from the broad-band nature of the SGWB, since it contains an integration over frequency.
In a seminal paper, ref. [127] introduced a graphical tool to visualise the improvement in
sensitivity of a detector to a SGWB, due to the aforementioned properties. This is the
PLS, a sensitivity curve constructed in such a way that every power law stochastic signal
lying above it has SNR larger than a given threshold SNRthr. A comparison between a
SGWB described by a single power law, and the PLS of a detector, allows one to establish
whether or not the signal is detectable with SNRthr, or larger.
The PLS is constructed as follows. One starts from a given coefficient β and a power
law signal ΩGW(f) = Cβf
β. One then finds the value of Cβ that provides a SNR equal to
– 8 –
a given threshold value SNRthr across all the LISA band
SNRthr =
√
T
∫ fmax
fmin
df
C2β f
2β
Ω2s(f)
. (2.16)
This computation is repeated for many values of β (concretely, for a dense set of values
ranging from a large negative slope to a large positive slope). The PLS is then obtained
by associating to each frequency f the greatest value of Cβf
β. One guarantees in this way
that a power law signal that is above this curve has an SNR value greater than SNRthr.
The choice of what value of SNRthr should be required to make sure that the signal
is detectable is far from trivial. Previous LISA analyses investigating the detectability
of cosmological signals [45, 78] have used the results of ref. [132, 143]. By applying a
likelihood method and appropriate combinations of the TDI variables, ref. [132] found that
the old LISA configuration used in that work (six links with 5 million km arms) was able
to detect and reconstruct the amplitude of a scale-invariant stochastic background with
energy density ΩGW = 2 · 10−13, in one year of data. This result can be converted into
a corresponding value of SNR that would allow amplitude fitting. To find it, we have
compared the constant amplitude ΩGW = 2 · 10−13 to various old-LISA PLS evaluated for
several values of SNRthr over one year, and found that it corresponds to SNRthr = 10. In
ref. [45, 78], we then chose SNRthr = 10 and T = 1 year to construct the PLS of all six-links
LISA configurations analysed.
The algorithm to assess whether a SGWB with arbitrary shape is detectable, and its
shape reconstructible, that we develop in the remainder of this work, can actually be also
used to assess a reasonable value for SNRthr. As demonstrated in section 5, despite the
differences between our analysis and the one in ref. [132, 143] (different LISA configurations,
use of one single TDI channel vs. full TDI, integration time, ...), using our code we also
find that SNRthr = 10 is a reasonable value.
The LISA PLS for SNRthr = 10 and T = 3 year is shown in fig. 2, together with
the detector energy density sensitivity Ωs(f) given in eq. (2.14), evaluated with the strain
sensitivity Sn(f) output from the LISA simulator (c.f. fig. 1). We have set T = 3 years
since the data-taking efficiency of LISA will be about 75%, due to the repositioning of the
antenna and other operations, and the nominal mission duration is 4 years (extendable up
to 10 years).
2.3 The binned PLS
The aim of our work is to develop a technique to accurately reconstruct a SGWB with an
arbitrary frequency dependence, typically more complex than a simple or broken power law.
In this subsection, we perform a first step in this direction, providing a quick visualisation
scheme, that we label the binned PLS, allowing to assess whether a predicted SGWB with
arbitrary spectral shape is measurable by LISA (adopting the LISA noise model described
in section 2.1). The meaning of the binned PLS is that the shape of any arbitrary SGWB
signal can be detected and reconstructed by LISA, if it can be approximated as a series of
power laws and it overcomes it.
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Figure 2. Blue, dotted: h2Ωs(f) evaluated with the strain sensitivity Sn(f) output from the LISA
simulator (c.f. fig. 1). Red, solid: the LISA PLS for SNRthr = 10 and T = 3 year, corresponding
to ∼ 75% of the nominal 4-year mission duration, which is the data taking efficiency of LISA.
For this aim, we extend the graphical method of section 2.2 and construct a sensitivity
curve for an arbitrary signal profile by implementing a binning procedure. We divide the
LISA frequency band into smaller intervals, the bins. Assuming that any smooth signal can
be well approximated by a single power law within each bin, one can reconstruct the power
law amplitude and slope with good accuracy, provided that a sufficient SNR is available in
each bin. For each bin we determine the associated PLS curve, and join the binned PLS
over the complete LISA band. Figure 3 contains various examples of binned PLS curves
for different choices of the number N of frequency bins with the same logarithmic width.
The SNRthr is taken to be the same in each bin, SNRthr = 10 over 3 years.
In fig. 3 we compare the binned PLS with the PLS curve calculated over the entire
LISA frequency band (again with SNRthr = 10 and T = 3 years). The only noticeable
degradation in sensitivity occurs at the extrema of each bin. This demonstrates that, for a
single power law signal spanning over a frequency interval ∆f , the only effectively relevant
part of the PLS is the one over ∆f , which in turn justifies the binning procedure. On the
other hand, if the number of bins is large (bottom-right panel, N = 20), the spikes are
dense and the binning procedure causes a sizeable effect. For equal SNRthr, the accurate
reconstruction of a SGWB with a complicated signal profile, needing many bins, requires
a larger average signal amplitude than a simpler signal, requiring less bins.
The binned extension of the graphical method developed in ref. [127] for construct-
ing PLS curves indicates that the analysis of SGWBs with complex spectral shapes is in
principle feasible with LISA, provided that sufficient SNR is available. The binned PLS is
also a qualitative tool for the model builder, who can simply use it by superimposing the
SGWB signal to the curves in fig. 3. The comparison between the signal and the binned
PLS shows at which level the frequency shape of the SGWB signal can be reconstructed
in LISA, and whether the signal can be (at least qualitatively) distinguished from those
having a different frequency shape. In the remainder of this work we develop a procedure
for concretely reconstructing a given SGWB signal with arbitrary frequency profile.
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Figure 3. Red curve: LISA PLS with SNRthr = 10 and T = 3 years. Black curve: the binned
LISA PLS, from left to right and top to bottom, with N = 3, N = 5, N = 10, N = 20.
It is worth commenting on the value of SNRthr we adopt. Our choice of SNRthr is
motivated by the fact that, for a power law signal, the data contributing to the SNR are
concentrated in a frequency interval that is smaller than the LISA band. The data away
from this interval could hence be disregarded and the reconstruction would still be the
same. For this reason, at least for a very wide bin, the detection threshold SNRthr in the
bin cannot differ from the one used for the single PLS, i.e. SNRthr = 10 (see also section
5). However, by reducing the bin width in the binned PLS, at a certain point the bin will
stop containing all the relevant data. Still, we keep using SNRthr = 10 as a criterion for
detection. This overlooks the possibility that in a small bin the degeneracy between the
signal and the noise might require to increase SNRthr. We do not take this refinement into
account since, as already stressed, the binned PLS is intended to be a qualitative tool, and
small variations of SNRthr would not lead to any appreciable difference in fig. 3.
3 Signal reconstruction beyond simple power laws
In this section we describe a procedure to reconstruct a SGWB signal with frequency
dependence more complex than a simple or broken power law (as we demonstrate in the
next section, the algorithm of course also works well for single/broken power-law signals).
We divide the discussion in two parts. In the first part, we describe the methods and the
statistical tools at the basis of our procedure. In the second part, we discuss our algorithm
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in greater detail. The procedure explained in this section is implemented in a Python3
code, SGWBinner.
3.1 Methodology
We aim to reconstruct the frequency dependence of the gravitational wave energy density
ΩGW(f), for an arbitrary SGWB spectral shape. We divide the entire LISA frequency
band in bins, and we determine the signal frequency profile in each bin. We assume that
in each bin the signal is approximated in terms of a power law. The total signal measured
by the instrument is the uncorrelated sum of the gravitational wave signal ΩGW and noise
Ωs,
h2 Ωtot = h
2 ΩGW + h
2 Ωs . (3.1)
The noise model determining Ωs has been presented in section 2.1 (see also section 2.2).
We now briefly discuss the theoretical models adopted to reconstruct the signal ΩGW.
Signal model: We consider a piece-wise signal characterized by two possible parameteri-
zations within the bins:
1. The first parametrization assumes that the signal is fitted in terms of an amplitude
and a slope within each bin, denoted by the index i (with ~si = (αi, pi) indicating
amplitude and slope)
h2 ΩGW (f, ~si) = 10
αi
(
f√
fmin,i fmax,i
)pi
θ (f − fmin,i) θ (fmax,i − f) , (3.2)
where θ is the Heaviside step function, fmin,max are the bin extremal frequencies, and
we use the geometrical mean of the endpoints of each bin to determine the pivot scale
for the slope in each bin.
2. The second parametrization assumes a constant amplitude and zero slope (pi = 0)
in each bin:
h2 ΩGW (f, ~si) = 10
αi θ (f − fmin,i) θ (fmax,i − f) . (3.3)
We denote these two parameterizations as the “2-parameter” “1-parameter” fits, respec-
tively.
Our method of reconstruction will be based on a procedure of maximization of the
likelihood function. We generate a random realization for noise and signal; we then divide
the entire LISA frequency band into a number of equally log-spaced intervals, the bins,
and we coarse grain over our data: the procedure we follow is discussed in more detail in
the next subsection. The posterior probability describing the distribution of our theoretical
parameters is given by the expression (up to a normalization factor independent of the
signal and noise parameters, and hence irrelevant for the reconstruction procedure)
Ltot (~s, ~n) ∝ pN (~n) pS (~s) × L (~s, ~n) , (3.4)
where pN and pS are, respectively, our priors on the noise and on the signal parameters,
while L is the likelihood (the explicit form of which is given in subsection 3.2). The signal
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parameters are collectively indicated as the vector ~s containing the set of amplitudes and
slopes for all bins (or only amplitude in the case of the second parametrization), while the
noise parameters are indicated as the vector ~n = {A, P} (c.f. section 2.1). We assume a flat
prior for the signal, while the prior for the noise will be discussed in the next subsection.
From the total likelihood we obtain the best-fit values for the signal and noise parameters
within each bin, and the confidence level regions around these values. The contour lines can
be obtained by the variation of the exact likelihood or (under the simplifying assumption
of a Gaussian L) via the Fisher information matrix:
C−1ij ≡ − ∂i∂j lnLtot
∣∣∣
best fit
, (3.5)
where the indexes i and j run over all the (noise and signal) parameters. In this way, we are
able to reconstructthe best fit for any gravitational wave signal profile over the entire LISA
frequency band, which is divided into small bins where the signal can be approximated as
a power law.
Merging nearby bins: As a last important step of our procedure, we implement a method
for testing whether the signal reconstruction is improved by merging nearby bins, and by
determining the best fit in larger intervals containing more points. This might be the case
if the complete signal is well described by power laws over a large frequency interval. In
such situation, dividing the interval in many small bins would unnecessarily introduce too
many fitting parameters. We employ the AIC [144] to determine whether it is convenient
to merge two nearby bins. For definiteness, let us compare an analysis referred to as A,
performed with N + 1 bins, against an analysis referred to as B, in which two nearby bins
have been merged (therefore, analysis B consists of N bins). For both cases, we compute
the quantity
AIC ≡ χ2best fit + 2 k , (3.6)
where the chi squared is related to the likelihood by χ2 = −2 ln L, evaluated in the best-fit,
while k is the number of parameters used in the fit.
We can interpret eq. (3.6) as the sum of two “penalty” factors. Namely an analysis is
penalized if it has a larger χ2 (which is equivalent to a smaller likelihood) or if it employs
too many parameters. Therefore, we choose the analysis (between A and B) with the lower
value of AIC. The code attempts to merge nearby bins in an iterative way, until this does
no longer decrease the AIC value.
3.2 Implementation
In this subsection we discuss in more detail how the algorithm described in subsection 3.1,
is implemented in our code SGWBinner. For concreteness, we assume that LISA provides
continuous measurements (without the need of any mechanical adjustment such as reposi-
tioning of the antenna needed to send the data to Earth) for a period of approximately 11
days: see [1]. Hence a LISA’s 4 year mission will produce 94 such data chunks, correspond-
ing to approximately 75% observing efficiency. It may be possible to combine these chunks
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into longer data streams; conservatively, we analyze the chunks separately and combine
their reconstructed power spectra.
Simulation of the data stream. We start by Fourier transforming the data stream.
We consider frequencies ranging from a minimum frequency of fmin = 3 · 10−5 Hz to a
maximum frequency fmax = 0.5 Hz with a frequency spacing of ∆f ' 10−6 Hz set by the
length of the time stream. Since the time stream is real, we shall work from now on with
positive frequencies only, and write the time data stream as
d(t) =
fmax∑
f=fmin
[
d(f)e−2piift + d∗(f)e2piift
]
. (3.7)
We assume that the stochastic gravitational wave background and the noise are stationary,
so that 〈d(t)d(t′)〉 = f(t − t′), and have zero mean. The ensemble averages of the Fourier
coefficients satisfy
〈d(f)d(f ′)〉 = 0 and 〈d(f)d∗(f ′)〉 = D(f)δff ′ . (3.8)
The real and imaginary parts of d(f) are independent random variables with variance
D(f)/2. The same logic separately applies to the signal and noise. We further make the
hypothesis that the signal and the noise are Gaussian (so that the power spectra completely
characterize their statistical properties). To generate a realization of a simulated signal, at
each value of frequency the code generates the quantity
Si =
∣∣∣∣∣∣
Gi1
(
0,
√
h2ΩGW (fi)
)
+ iGi2
(
0,
√
h2ΩGW (fi)
)
√
2
∣∣∣∣∣∣
2
,
Ni =
∣∣∣∣∣∣
Gi3
(
0,
√
h2Ωs (fi)
)
+ iGi4
(
0,
√
h2Ωs (fi)
)
√
2
∣∣∣∣∣∣
2
. (3.9)
In this expression Gi1 (M, σ) , . . . , Gi4 (M, σ) are 4 real numbers randomly drawn from
a Gaussian distribution of average M and variance σ, representing the real and imaginary
parts of the Fourier coefficients of signal and noise.
The values of the signal and noise powers are then added to form the data (under the
assumption of noise uncorrelated with the signal)
Di = Si +Ni , (3.10)
which corresponds to the relation (3.1). For each frequency fi, the code produces 94
values {Di1, . . . , Di94}, and it then computes their average D¯i and standard deviation σi.
The standard deviation σi is employed as an estimate of the error associated with the
measurement at the frequency fi. The likelihood function that we adopt is
L(~s, ~n) ∝ exp
(
−Nchunks
∑
i
1
2
[
D¯i − h2ΩGW (fi, ~s)− h2Ωs (fi, ~n)
σi
]2 )
, (3.11)
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(up to a proportionality factor independent of ~s and ~n). The factor Nchunks = 94 accounts
for the fact that each frequency is measured Nchunks times.
Coarse graining the simulated data. Given the linear spacing ∆f = 10−6 Hz, the
code has a large number of data at the largest frequencies. This considerably increases the
computational time. For generic signals, we do not expect to need a resolution of O
(
10−6
)
Hz at frequencies much greater than this value. Therefore, the code coarse grains the
simulated data, with a coarse graining that increases with increasing frequency. Specifically,
the code keeps all the original values from the minimum frequency fmin = 3 · 10−5Hz to
the frequency f = 10−3 Hz (this corresponds to the first 971 frequencies). The code
then splits the remaining frequency range (from f = 10−3 Hz to the maximum frequency
fmax = 0.5 Hz), in 1000 intervals of equal log-spacing
2. In each interval the code obtains
a single point, determined by the weighted average of the frequencies fi and the simulated
value D¯i of all the points contained in that interval (where each point is weighted by 1/σ
2
i ).
The final, coarse grained points are used in the likelihood (3.11); for each final point we
use the error σ =
(∑
i 1/σ
2
i
)−1/2
.
Characterization of the noise. The next step is to improve the characterization of
the noise. To do so, we divide the full frequency range from fmin to fmax into 5 intervals
of equal log-spacing. We will refer to them as the first, second, third, fourth and fifth
intervals, or as the outermost left (first), central (second, third and fourth) and outermost
right intervals. We use the outermost left and the outermost right intervals to obtain a
prior on the noise, that we later use when we analyse the data in the range of frequencies
within the three internal intervals. The reason for choosing these external intervals is that
the instrumental noise increases in these extremal regions, and we expect the noise to
dominate over a generic signal there. With this choice, the outer 2/5ths (in log spacing)
of the LISA frequency range (where the noise is largest) is ‘sacrificed’ to characterize the
noise parameters, while the rest is used to reconstruct the signal. This is an arbitrary
choice, that can be revised for signals that are peaked towards the boundaries of the LISA
range.
In section 2.1 we explained that the noise is characterized by two parameters, P and A,
introduced in eqs. (2.1), which are assumed to be constant across the LISA band. Specif-
ically, the acceleration noise, proportional to A, dominates the noise at small frequencies
(therefore, in the first interval), while the optical metrology, proportional to P , dominates
it at high frequencies (therefore, in the fifth interval). The code fits jointly the data in
the first and fifth intervals, through a 6 parameter fit (namely, the parameters A and P ,
common to both intervals, the amplitude and slope in the first interval, and the amplitude
2The code offers also the alternative option to divide the available frequency range in intervals with
roughly the same SNR. In this case, in order to agree with the criteria discussed in section 2.3 (see also
section 5) we fix to 10 the minimal SNRthr allowed for each bin.
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and slope in the fifth interval), using the priors
pN (~n) = exp
{
−
∑
i
(
ni − n¯i
2σi
)2}
, n1 = A , n2 = P , n¯1 = 3 , n¯2 = 15 , σi = 0.2×n¯i ,
(3.12)
for the noise parameters, motivated by the values entering in eqs.(2.1) for the noise func-
tions.
Reconstructing the signal and noise parameters. The outermost frequency intervals
are no longer employed to analyze the data, to avoid using the same data twice. The
frequency range covered by the second, third, and fourth interval is then divided in a
number N of bins of equal log-spacing. The value of N can be chosen by the user through an
input parameter. For the analysis in this work we tried different values of N between 5 and
30. This is a compromise between precision in reconstructing the signal and time needed
for the analysis. We verified that, in most cases, the precise value of N is unimportant,
thanks to the procedure of bin merging described in subsection 3.1. The code then analyses
the data in each bin, using either a three parameter (amplitude of the GW signal, noise
parameter A, noise parameter P ) or a four parameter fit (amplitude and slope of the GW
signal, noise parameter A, noise parameter P ) for each bin, depending on the choice of the
user. The best-fit values of A and P obtained in the previous step (using the first and fifth
interval) are employed as the initial guess in the minimization of the likelihood within each
bin. Moreover, the likelihood obtained in the previous step, with the values of the signal
parameters fixed at their best-fit value, is used as a prior for A and P within each bin.
Once the best fit values have been obtained for all the starting N bins, the code tries (in
a recursive manner) to merge neighbouring bins, using the Akaike Information Criterion
(AIC), as described at the end of the previous subsection.
Once the final number of bins is selected, and the best fit value for the parameters are
obtained in each bin, the code computes the posterior in the space of signal parameters.
We recall that, depending on the user’s choice, this consists of a single parameter (the
amplitude) or of two parameters (the amplitude and the slope) per bin. This is done, within
each bin, by marginalizing the total posterior over the values of the noise parameters in the
specific bin. The marginalization is done analytically, by assuming that the posterior has
a Gaussian profile in the directions of the noise parameters (that we reconstruct using the
best fit values and the Fisher covariance matrix). The marginalized posterior is then used
by the code to generate contour plots (one per bin) in the space of parameters. The contour
lines around the best-fit values ~θbest are obtained by the variation of the chi square function
(obtained from the logarithm of the marginalized posterior). As standard, the variations
∆χ2 = 1, 4 and ∆χ2 = 2.30, 6.18 determine the 1σ and 2σ contour levels, respectively
for the one-parameter (only amplitude) and for the two-parameters (amplitude and slope)
cases.
Visualization of the reconstructed signal. We now discuss how the SGWBinner code
visualizes (bin by bin) the reconstructed signal in the
{
f, h2 ΩGW
}
plane, starting from
the 1 and 2σ confidence level regions for the signal parameters. For the 1-parameter fit
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Figure 4. Simulated data, sensitivity curves, input signal (not visible as it is covered by the error
band of the reconstructed signal), and reconstructed signal and sensitivity by means of the SGWBinner
code. See the main text for a detailed explanation.
(amplitude only), it is immediate to draw a line corresponding to the best fit amplitude
in each bin, together with the 1σ and the 2σ bands around this amplitude. For the 2-
parameter fit (amplitude and slope), consider the points along the 1 and 2σ contour lines.
Each point is specified by one value of the amplitude and one value of the slope, and so
it is associated to a power law power spectrum (within its bin) given by eq. (3.2). The
set of all these power law power spectra (one per point in the contour) covers a region
in the
{
f, h2 ΩGW
}
plane, that surrounds the line that corresponds to the best-fit power
spectrum (the one specified by the values α and p that minimize the χ2). The region
covered by these lines is the 1σ and 2σ region for that bin.
The result of this procedure is shown in fig. 4, 5. In fig. 4, the simulated data appear
as a blue thick band (due to their large number, these points cannot be distinguished
individually in the figure). The LISA sensitivity curve in energy density h2Ωs (calculated
with the analytical noise model of section 2.1 with P = 15 and A = 3) is shown with a red
curve. The input signal is a power law with slope 2/3 and with amplitude 1.3 · 10−12 at
the frequency 0.001 Hz. The vertical lines placed at fL = 0.00021 Hz and at fR = 0.07125
Hz are the boundaries between the two external regions used to obtain priors on the noise
parameters, and the three internal regions used to analyze the signal. (These frequencies
correspond to 1/5th and 4/5th of the total interval in log units, within the numerical
precision).
We then divided the range included in the internal regions into N = 5 initial bins.
The merging procedure based on the AIC then found convenient to merge these bins into
a single bin, spanning the full range between fL and fR. The best fit signal reconstructed
by the code is the power law shown as a solid yellow line. The light blue band around this
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Figure 5. Best fit and 1 and 2σ contour lines for the amplitude and slope of the reconstructed
signal in the central bin visible in fig. 4. The blue mark shows the input signal parameters.
line contains the 1 and 2σ region, determined by the procedure explained in the previous
paragraph. Finally, the figure also shows with a green line the best-fit LISA sensitivity
reconstructed by the code in the internal bin.
Let us conclude with a description of the contour plots in fig. 5. The red star marks
the best fit value in the internal bin. The green and black ellipses are, respectively, the 1
and 2σ contour lines around this best fit value, determined with the Fisher matrix. The
light blue regions are instead the 1 and 2σ areas determined from the exact likelihood Ltot.
The very good agreement between these regions and the contour lines shows that the shape
of the exact likelihood is well approximated by a Gaussian, close to the best-fit value. We
recall that the amplitude of the reconstructed signal αi is given at a frequency which is the
geometrical mean of the corresponding interval. In this case, this corresponds to the pivot
frequency f = 0.003868 Hz. The log10 values of the amplitude αi at this frequency and of
the slope of the input signal pi are {−11.4944, 0.667}. We can see from fig. 5 that these
values lie inside the best fit 1σ area.
4 Reconstructing mock signals
As anticipated in the introduction, theoretical predictions on SGWBs of cosmological or
astrophysical origins encompass a rich variety of frequency profiles, with spectral shapes
ranging from a simple power law to peaked signals, passing through monotonic signals with
smoothly growing or decreasing slopes, formed by two or various broken power laws, and so
on. In this section we apply the SGWBinner code to several mock data sets constructed using
the LISA noise model and several SGWB templates, which have high enough amplitude to
be detectable.
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4.1 Benchmark signal shapes
On the astrophysical side, we expect SGWBs within the frequency range of LISA, from
the superposition of the unresolved GW emission from compact binaries: galactic binaries,
extra-galactic stellar origin black hole binaries (BHB), extra-galactic neutron star binaries
(NSB), and so on. For example, the LIGO-Virgo background due to NSBs and BHBs, in
the frequency band most sensitive to SGWBs (around 25 Hz), is currently estimated to
ΩGW(f = 25 Hz) = 8.9
+12.6
−5.6 × 10−10 [130]. Concerning the SGWB from galactic binaries
in the LISA band, here we make the simplifying assumption that it can be subtracted
from the data stream, with techniques exploiting its yearly modulation, as done e.g. in
[132]. Cosmological sources can provide SGWBs with power law spectra characterised by
different slopes than the astrophysical ones: e.g. in the presence of a Kination dominated
phase [46–50] the spectrum scales as ∝ fα, with 0.5 . α . 1, whereas a cosmic defect
network gives a spectrum in the LISA band (for sufficiently large tension) scaling as a
plateau ∝ f0 [83, 86–90, 145]. In certain inflationary scenarios, like in axion-inflation
and its variants [12, 15, 146–151], the spectrum of the GW signal may consist of a nearly
flat part at low frequencies, followed by a smoothly growing part at high frequencies. The
growing part of the signal could be reconstructed as a power law for each different frequency
bin, and this will be more and more accurate as long as the bin will be sufficiently small,
and the signal has a large signal-to-noise ratio. On the other hand, cosmological sources
like non-perturbative effects during post-inflationary preheating [51–56, 61, 62] or strong
first order phase transitions during the thermal era of the Universe [70–72, 76–78, 80],
typically generate a single or multi-peaked spectral signals. In such cases the final spectra
within the LISA band might consist of one or more bumps.
Our aim is to pursue a model-independent reconstruction of SGWB signals with dis-
tinct frequency dependence. For this purpose, we have created a catalog of benchmark
signals exhibiting a variety of features, from single-slope power laws, to broken power
laws, single- and double-peaked signals, and wiggly bumpy signals. The specific frequency
dependence of our mock signals is given in Table 1. This is a representative choice of fre-
quency profiles, that does not pretend to reproduce faithfully the predicted spectral shape
of cosmological signals, but rather to mimic their basic features which can also arise from
combining signals from several different sources.
4.2 Signal reconstruction
Here we apply the binning algorithm described in Section 3.1 to analyze examples of signals
belonging to the representative classes discussed in the previous section, and summarized in
Table 1. We make use of the SGWBinner code to show the capabilities of the binning method
to reconstruct these benchmark signals, presenting some details of the reconstruction pro-
cedure. In each case, the total LISA frequency range is divided into frequency intervals.
Within each interval (bin) we reconstruct the signal by means of a one-parameter or a two-
parameter function, characterized by the signal amplitude in the first case, and the signal
amplitude and slope in the second case. The code extracts the SNR of the reconstructed
signal (that, for the examples considered here, turns out to be very close to the SNR of
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Class of the mock signal Functional form of h2ΩGW (f)
I. Single power law A0.001
(
f
0.001 Hz
)γ
II. Broken power law A0.002
[(
f
0.002 Hz
)γ
Θ(fT − f) +
(
fT
0.002 Hz
)γ (
f
fT
)δ
Θ(f − fT )
]
III. Single Peaked Signal: Ab Exp
{
− [log10(f/fb)]2
∆2
}
IV. Double Peaked Signal: A1 Exp
{
− [log10(f/f1)]2
∆21
}
+A2 Exp
{
− [log10(f/f2)]2
∆22
}
V. Wiggly Signal Aw 10
sin(∆ log10(f/fw))
Table 1. Different classes of mock signals studied in this work.
the injected signal). In all the examples studied in this section we assume an observation
time of 4 years with 75% efficiency, meaning that we set T = 3 years.
In the majority of cases, we use the two-parameter binning procedure described in
section 3, reconstructing both the amplitude and the slope of the signal within each bin.
However, to demonstrate the many possible uses of our algorithm, in some cases we also
show the results of a single-parameter binning procedure, reconstructing only the amplitude
of the signal within each bin. We also present one example to show how this procedure
allows to set an upper bound on the amplitude of a signal too small to be detected.
As explained in section 3.1, the code adaptively employs the AIC to establish whether
it is favourable to merge nearby bins. If, at the end of this procedure, only one bin remains
in the full LISA frequency band, this means that it would have been equally convenient
to fit one single power law to the data in the first place. To demonstrate that the binning
procedure we developed does indeed improve the fit to complicated signals with respect
to the single power law assumption, for each example under analysis in this section we
calculate the difference between the AIC of the reconstruction SGWBinner performs, and
the AIC of a single power law reconstruction in the full LISA frequency band. This latter
is evaluated by fixing the initial number of bins to one and turning off the adaptive bin-size
procedure. In all examples, besides obviously the single power law one of subsection 4.2.1,
the AIC of the full reconstruction is manifestly smaller than the single power law recon-
struction. This demonstrates the advantage of using SGWBinner with respect to previous
data analysis techniques based on single/broken power laws: it performs equally well in
these last cases, but it performs better for more complicated spectral shapes.
4.2.1 Single power law signal
The simplest benchmark signal to reconstruct is a single power law, given in the first line of
Table 1. We choose an input signal with amplitude A0.001 = 5.4 · 10−12 and slope γ = 2/3,
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Figure 6. Left panel: two-parameter reconstruction with Nbins = 5 initial bins. Right panel: one-
parameter reconstruction with Nbins = 10 initial bins. Note that in the left panel the error bar line
is thin and superimposed on the input signal, therefore the latter is not visible.
motivated by the astrophysical SGWB from BH and NS binaries [130]. The results of
the reconstruction algorithm are presented in the left and right panels of fig. 6, for which
we have used, respectively, two signal parameters (amplitude and slope) and one signal
parameter (amplitude only) per bin. The SNR of the reconstructed signal with respect to
the reconstructed noise curve is 601.
For the two-parameter reconstruction, the reconstructed signal (orange line) matches
the input signal very well within the error bars (associated with the thickness of the light-
blue curves – see also Section 3.2 for a description of the conventions we use to visualize
the results). The input signal is a single power law across the whole LISA band: therefore,
for a fit based on two parameters per bin, a successful reconstruction should converge to
a single bin. The adaptive bin-merging procedure based on the AIC indeed results in one
final bin (c.f. the left panel of fig. 6). We have started with Nbin = 5 initial bins, but
verified that the merging to one final bin occurs also for larger Nbin.
For the one-parameter fit, the required number of both initial and final bins is larger
(c.f. the right panel of fig. 6): we have verified that an accurate reconstruction needs at
least ten initial bins. Note that in the outermost left and right bins the input signal is far
off the error bars of the reconstructed one: this is because the fit is dominated by the part
of the input signal with the highest SNR within the bin, while the SNR of the input signal
is too low to justify further bin splitting. This feature is visible in many of the examples
that follow, meaning that the reconstructed signal and the associated error bars cannot be
trusted when the former extends well below the PLS.
Fig. 7 shows the 1σ and 2σ contours of the amplitude and slope of the reconstructed
signal in the final bin, together with their best fit values (c.f. section 3.2). The log10 of these
latter is {−10.876, 0.676}, while the log10 of the signal input values is {−10.875, 0.667}
(blue point in fig. 7) 3. The 1σ and 2σ contours computed using the marginalized likelihood
(blue-shaded regions) and the Fisher forecast (green and black lines) are in very good
3The input signal was generated at pivot frequency f∗ = 1 mHz with A = 5.4 ·10−12. Here we recalculate
the input amplitude at the new pivot frequency used by the code to compute the best fit.
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Figure 7. Best fit value (red dot), and 1σ and 2σ contour lines (green and black lines) for the
amplitude and slope of the reconstructed signal in the final bin (c.f. the left panel of fig. 6). The
blue dot represents the signal input values.
agreement.
4.2.2 Broken power law signal
Here we consider a broken power law signal: a piece-wise linear function in the plane
{log f, log(h2ΩGW)}, changing slope at some given frequency. Specifically, we choose the
functional form given in the second line of Table 1, with parameters A0.002 = 6.5 · 10−12,
γ = 2/3, δ = −1/3 and fT = 0.002. This spectral shape might arise from the combination
of two physically distinct sources, and it is represented with a blue dot-dashed line in fig. 8.
The left panel of fig. 8 shows the signal reconstruction with two parameters per bin.
The SNR of the reconstructed signal is about 330. We expect an efficient reconstruction
to converge to two final bins, separated at a frequency close to the input value fT = 0.002.
Indeed, the result is two bins with 0.00021 ≤ f/Hz ≤ 0.0021 and 0.0021 ≤ f/Hz ≤ 0.071
respectively.
Since the two bins overlap with the regions where the input signal is a single power
law, we can easily compare the input and reconstructed signals by writing the former in
the form (3.2) within each bin. The input parameters are {α, p} = {−11.502, 0.66} in the
first region, to be compared with the best-fit values {−11.500, 0.64} for the first bin; and
analogously, {α, p} = {−11.451,−0.33} for the second region, to be compared with the
best-fit values {−11.454, −0.33} for the second bin. These values, together with the 1σ
and 2σ likelihood and Fisher matrix contours, are shown in fig. 9.
The input signal being more complex than a single power law, in this case we do
expect the algorithm of the SGWBinner code to provide a better fit than a single power
law fit in the whole LISA frequency band (contrary to the example of subsection 4.2.1, for
which no improvement is expected). We have therefore calculated the AIC for the two fits
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Figure 8. Left panel: two-parameter reconstruction with Nbins = 5 initial bins. Right panel:
one-parameter reconstruction with Nbins = 15 initial bins.
Figure 9. Best fit value, and 1σ and 2σ contours for the amplitude and slope of the reconstructed
signal in the two bins of the left panel of fig. 8. The blue dots represent the signal input values: for
more details, c.f. the main text.
(c.f. the preamble of section 4.2): indeed, the multi power law reconstruction leads to an
improvement in the AIC of ∆AIC ≡ AICmultiPL − AICPL ' − 6 · 102 with respect to a
single power law reconstruction.
The one-parameter signal reconstruction is shown in the right panel of fig. 8. We
performed several runs with different numbers of initial bins, and we found that the optimal
one (balancing running time and final result) is Nbins = 15. The reconstruction naturally
requires greater numbers both of initial and of final bins with respect to the two-parameter
one. The difference between the AIC for the binned one-parameter reconstruction and the
AIC for the single power law reconstruction is about −6 · 102.
4.2.3 Single peaked signal
Certain sources (see e.g. [148]) produce SGWB signals amplified at well defined frequencies
in the LISA band, well described by the functional form in the third line of Table 1. Here we
consider an input signal with a bump in the central part of the LISA frequency band, with
– 23 –
Figure 10. Two-parameter reconstruction of a signal with a bump, fixing Nbins = 20.
amplitude Ab = 10
−11, central frequency fb = 0.003 Hz, and width ∆ = 0.2 (parametrised
as in Table 1).
As shown in fig. 10, the reconstruction is accurate in the central part of the frequency
band, where the signal peaks, and worsens at the extrema. Note that the number of initial
bins must be sufficiently large for a good reconstruction, Nbins ≥ 20. With respect to the
reconstructed noise curve, the signal has a total SNR ' 360. Comparing to a single power
law reconstruction, the improvement in the AIC is ∆AIC ' −2 · 104.
4.2.4 Double peaked signal
Two distinct SGWB sources could provide a signal with two peaks at different frequencies
in the LISA band. The functional form of the signal is given in the fourth line of Table 1,
and here we choose the parameter values as follows: A1 = 2.0 · 10−10, central frequency
f1 = 7 · 10−4 Hz, ∆1 = 0.25; A2 = 2.0 · 10−10, central frequency f2 = 0.02 Hz, and
∆2 = 0.25.
Figure 11 shows a very good signal reconstruction of both signal peaks, performed via
the two-parameter fit. The AIC method is again effective to reduce the number of useful
bins. However, as for the single peak case, a large number of initial bins is required to
better capture the features of this kind of signals, given their fast variation with frequency:
here we have again used Nbins = 20. The improvement in the fit with respect to the single
power law reconstruction is also similar: ∆AIC ' −105. The reconstructed signal results
to have SNR ' 1.7 · 103.
The two bumps could be separated by a hole: we have tested the ability of the
SGWBinner code to reconstruct the signal also in this scenario. The functional form of
the signal is again the one given in the fourth line of Table 1, with the following param-
eters: A1 = 10
−16, central frequency f1 = 0.001 Hz, and ∆1 = 0.3; A2 = 10−16, central
frequency f2 = 0.01 Hz, and ∆2 = 0.3.
The left panel of fig. 12 shows the two-parameter – amplitude and slope – fit of this
signal, while the right one the one parameter – amplitude-only – fit. In both cases the re-
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Figure 11. Two-parameter reconstruction of a signal with two peaks, with Nbins = 20.
construction is significantly more accurate than the single power law one: the improvement
in the AIC is ' − 4 ·105. However, a large number of initial bins is necessary for the recon-
struction: we have used 50 and 30 initial bins for the two-parameter and one-parameter
reconstructions respectively. The SNR of the reconstructed signal is about 6.4 · 103.
For this benchmark signal we have also performed the one-parameter fit, to illustrate
the reconstruction procedure when the signal is well below the PLS (right panel of fig. 12).
In this analysis the signal in the bin at 2 · 10−2 Hz . f . 7 · 10−2 Hz is compatible with
the noise-only hypothesis and, as expected, its 2σ upper bound is below the PLS.
Figure 12. Two-parameter reconstruction (left panel) and one-parameter reconstruction (right
panel) of a signal with a hole in the middle of the LISA sensitivity band. The signal has been
analyzed with Nbins = 50 for the two parameter case and Nbins = 30 for the one parameter case.
4.2.5 Wiggly signal
Here we discuss a wiggly signal, which we analyse as a toy model to test the reconstruction
procedure in an extreme case. The functional form of the signal is given in the fifth line of
Table 1. We consider two signals with two different sets of values for the input parameters:
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Figure 13. Two-parameter reconstruction of two different wiggly signals. The signal in the left
panel has been analyzed with Nbins = 20 initial bins, while the one on the right, with lower signal
amplitude, has been analyzed with Nbins = 30.
Aw = 3.0 · 10−10, ∆ = 2.0 and fw = 0.1 Hz (left panel of fig. 13); Aw = 4.0 · 10−12, ∆ = 1.7
and fw = 0.1 Hz (right panel of fig. 13).
The signal in the left panel of fig. 13 has a larger amplitude (SNR ' 80000) than
the one in the right panel (SNR' 575). Not surprisingly, a visual comparison of the two
panels shows that the first signal is reconstructed better than the second one, particularly
in the outermost regions of the reconstruction frequency domain. For both signals, the
multi power law largely improves the fit compared to the single power law; in particular
for the higher amplitude signal ∆AIC ' −7 · 105, while for the lower amplitude signal
∆AIC ' − 9 · 104.
We have analysed this particular signal to emphasize the ability of the code to recon-
struct SGWB shapes beyond the standard, predicted ones. This opens up the possibility
to detect even potentially new SGWB sources. The analysis shows that the signal can be
reconstructed very well in regions of the LISA frequency band where it has a sufficiently
large SNR.
5 SNR threshold
In this section we investigate the lowest SNR value for a power law signal, in order to be
detectable at LISA. In particular, we aim at defining the threshold SNRthr used in section 2
for the construction of the PLS.
Note that the construction of the PLS assumes the same SNRthr for all power law
slopes. One may wonder whether this property holds in practice. In fact, different signal
slopes correspond to different frequency regions where the integral defining the SNR is
dominated. For some particular slopes, one might have to integrate on a frequency region
where the signal is very similar to the noise. Consequently, two power law signals with
the same SNR might not be equally compatible with the noise-only hypothesis (with some
offsets in the noise parameters). In this case, for the construction of the PLS one would
have to choose a higher SNRthr for those power laws more easily confused with a noise
contribution. This is the reason why the value of SNRthr may depend on the slope. On
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Figure 14. The sensitivity curve derived from the noise model we adopt (red curve) and the
corresponding PLS for T = 3 yr with SNR = 5 (purple curve) and SNR = 10 (violet curve), compared
to some power law signals which, out of 100 realizations, are detected about 97% (dark blue lines)
and 50% (light blue lines) of the times. The gray areas are the regions we previously used to infer
the noise prior.
the other hand, here we show that it is reasonable to use the same value, SNRthr ' 10, at
least for all the power law curves tangent to the PLS in the frequency band between the
grey regions of fig. 14.
For this task we set SGWBinner on a global fit option, so that the code skips the binning
procedure, and fits the data in the whole LISA frequency band. The data in the outermost
regions of the frequency band (grey areas in fig. 14) are thus not used to infer the noise
prior (as done in the analyses of the previous sections), but are instead included in the fit.
We focus on three families of parallel power laws:
h2ΩGW(f) = 10
α
(
f/
√
3 mHz
)p
, (5.1)
with p = −2.2, 0, 2.3 and α ∈ {−15,−14.92,−14.84, . . . ,−11}. For each pair of α and p,
we generate 100 realizations of signal plus noise data (with T = 3 yr, A = 3 and P = 15),
we run SGWBinner, and we count how many reconstructions out of 100 are incompatible
(at 2σ level) with the noise-only hypothesis 4.
Figure 14 displays the result of this analysis. The dark blue (respectively, light blue)
straight lines are the power law signals that turn out to be incompatible with the noise-
only hypothesis in around 97 (respectively, 50) out of 100 realizations. This implies that
a power law signal parallel and above one of the dark blue (respectively, light blue) lines
4Note that, in practice, the code does not explore the α = log (amplitude) = −∞ value. For this reason,
for this study, we declare that an analysis is compatible with a noise-only hypothesis if the value α = −40
is in the 2σ output contour interval. We verified that this arbitrary threshold can equivalently be replaced
with any other value well below the PLS curve, since (as expected) the likelihood flattens in this region.
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will be detected with a probability greater than 97% (respectively, 50%). The dark blue,
horizontal line, corresponding to an input signal of the form (5.1), with α1 ' −12.9 and
p = 0, is slightly below the PLS calculated for SNRthr = 10 and T = 3 yr (purple curve)
and marginally crosses the PLS for SNRthr = 5 and T = 3 yr (violet curve). The SNR of
this line is in fact around 7, which confirms that the choice SNRthr ' 10 for a flat SGWB
signal is a reasonable one, as found also in [132]. This indicates that the SGWBinner
procedure is reliable, being compatible with the previous result of [132]. Furthermore,
we show that SNRthr can be interpreted as the probability of detecting a signal. This
statistical interpretation implies that, with some luck, a signal with SNR<SNRthr can also
be detected. For instance, a flat signal with α ' −13.2 (light blue, horizontal line in fig. 14)
can be detected ∼50% of the times.
We obtain reasonable results also for the other two families of power laws under anal-
ysis. The dark blue lines with p = −2.2 and p = 2.3 in fig. 14 (detectable ∼97% of the
times) are tangent to the PLSs with SNRthr ' 10 and SNRthr ' 5, respectively. This
proves that the SNRthr does indeed depend on the slope, but it varies only within a factor
of 2 in the interval 5 × 10−4 Hz . f . 1 × 10−2 Hz. Therefore, the choice SNRthr ' 10 is
reasonable to construct the PLS in the frequency region between the gray bands in fig. 14.
On the other hand, for frequencies f . 10−4 Hz and f & 10−1 Hz the LISA sensitivity
curve is well approximated by two power laws. This hints to the fact that a larger SNRthr
might be required for power law signals parallel to the sensitivity curve in this regions.
This is what some preliminary results (not shown here) suggest. However, since the PLS
is intended to be a qualitative, graphical tool, minor dependencies on the value of SNRthr
do not practically impact its utility.
6 Conclusions
In this work we presented an algorithm at the basis of the Python3 code SGWBinner, devel-
oped for analyzing and reconstructing stochastic gravitational wave backgrounds (SGWBs)
that can be detected by LISA. This effort is motivated by the fact that many different
gravitational wave (GW) sources can contribute in forming a SGWB characterized by a
complex frequency profile. The data are divided in a number of bins, which is dynamically
determined by our algorithm according to the Akaike Information Criterion. In each bin,
the data are fitted by either a constant amplitude, or a single power law (depending on
the choice of the user). The algorithm is therefore agnostic on the underlying signal, and
it can be used as a “first pass” in the data analysis. Once it has been employed using
the SGWBinner, and once some features emerge from the data, one can then use ad-hoc,
theoretically motivated templates for reconstructing more faithfully the signal profile. We
have also proven that the algorithm is preferable to SGWB searches based uniquely on
power law or broken power law templates 5.
5Specifically, for benchmark scenarios with complex frequency shapes, the algorithm always achieves a
lower value of the Akaike Information Criterion than the one inferred using a power law template. When
the input signal is a power-law or a broken power-law, the algorithm reconstructs the signal as well as the
searches based on the corresponding templates.
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Beside theoretical models, the code also simulates the optical metrology system noise
PSD (dominant at high frequency) and the mass acceleration noise (dominant at low fre-
quency), with a functional dependence given in eqs. (2.1). The noise model introduces two
parameters A and P , that the SGWBinner reconstructs bin-by-bin. The external regions of
the LISA frequency band are used to set priors on these parameters (the width of these
regions in frequency space can be selected by the user). After analysing the data, the
user is left with a set of best fit values {Ai} and {Pi} for these two parameters, one from
each bin. If these values are compatible with each other, then one can conclude that the
functional dependences given in eqs. (2.1) are a good model of the LISA noise. If this
is not the case, a different noise model should be employed, and the SGWBinner can be
easily modified to work with it. As the external regions are used to set priors on the noise
parameters, we believe that extending the LISA band while still having a good modelling
of the noise, will help to better reconstruct the noise curve and, in turn, the signal.
In simulating the signal and the noise data, we assumed a set of chunks of data of
around 11 days each (which is an estimation for the amount of time for which the instrument
can provide continuous measurements [1]). We made the hypothesis that the signal and the
noise remain stationary across all the chunks, so that the SGWBinner treats each chunk as
an independent realization drawn from the same statistics. It is in principle straightforward
to test whether the actual data respect this assumption, and (if needed) to perform a more
sophisticated analysis, where the noise model is allowed to vary between chunks, or the
signal varies with time (this will be for example the case if the stochastic GW background
is not isotropic). The best way to concretely investigate these technical aspects will be
to implement our procedure in the LISA pipelines, by linking SGWBinner to the LISA
simulator. This will be necessary to take into full account the evolving state of the art on
LISA instrumental performances.
The users can employ SGWBinner to forecast the reconstruction prospects of a given
signal 6. However, some insights are already possible by means of the power-law sensitivity
(PLS) and binned PLS tools we have provided. The former allows one to assess whether a
SGWB signal is in the ballpark of detection. The latter whether some substructure of the
frequency shape can be reconstructed. Both curves rely on the SNRthr condition, which is a
pragmatic criterion to infer whether a power law can be reconstructed in a given frequency
interval. We demonstrated that a reasonable choice for the SNR is SNRthr ' 10, given the
qualitative purposes of the PLS and binned PLS utilities.
To conclude, we have presented an algorithm that allows for analysizing SGWB profiles
without limiting assumptions on the signal frequency shape. We have shown that the LISA
experiment has the potential to reconstruct complex SGWB frequency profiles; on the
other hand it would be interesting to apply our data analysis strategy to other detectors,
covering different frequency bands of GW signals. This promising approach is of paramount
importance for the future of the GW field. Indeed the detection of the SGWB would not be
fully successful if not accompanied by a proper identification of its characteristics, pointing
6Information about the code can be obtained by contacting the corresponding author of this paper. We
plan to make the code public (likely in early 2020) after further developments and applications within the
LISA Consortium.
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to the sources at the origin of the signal. Given the plethora of plausible SGWB sources,
the better the characterization of the signal, the easier such identification will be 7. Our
procedure is possibly one of the first steps towards the achievement of this goal.
Note added: The present paper is published at the same time as Ref. [153]. This work
proposes a methodology to assess the ability of LISA to detect a SGWB given a certain
level of noise uncertainty, without the need for any simulated data. The main result
of [153] are two analytic formulas, one for the probability of having excess (signal) power
in a set of frequency-binned data given the LISA noise, and another on the Bayes factor
of a model with signal w.r.t. a model without signal as a function of the noise uncertainty.
The proposed methodology is based on fixed frequency grid calculations, and Ref. [153]
demonstrates that it works by applying it to the Radler (LISA Data Challenge) data. The
approach described in the present analysis and the one of Ref. [153] are different but both
valuable and it would be advantageous to merge them in the LISA data analysis pipeline.
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