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E-mail address: Dov.Sagi@Weizmann.ac.ilReports published in Vision Research during the late years of the 20th century described surprising effects
of long-term sensitivity improvement with some basic visual tasks as a result of training. These improve-
ments, found in adult human observers, were highly speciﬁc to simple visual features, such as location in
the visual ﬁeld, spatial-frequency, local and global orientation, and in some cases even the eye of origin.
The results were interpreted as arising from the plasticity of sensory brain regions that display those fea-
tures of speciﬁcity within their constituting neuronal subpopulations. A new view of the visual cortex has
emerged, according to which a degree of plasticity is retained at adult age, allowing ﬂexibility in acquir-
ing new visual skills when the need arises. Although this ‘‘sensory plasticity’’ interpretation is often ques-
tioned, it is commonly believed that learning has access to detailed low-level visual representations
residing within the visual cortex. More recent studies during the last decade revealed the conditions
needed for learning and the conditions under which learning can be generalized across stimuli and tasks.
The results are consistent with an account of perceptual learning according to which visual processing is
remodeled by the brain, utilizing sensory information acquired during task performance. The stability of
the visual system is viewed as an adaptation to a stable environment and instances of perceptual learning
as a reaction of the brain to abrupt changes in the environment. Training on a restricted stimulus set may
lead to perceptual overﬁtting and over-speciﬁcity. The systemic methodology developed for perceptual
learning, and the accumulated knowledge, allows us to explore issues related to learning and memory
in general, such as learning rules, reinforcement, memory consolidation, and neural rehabilitation. A per-
sistent open question is the neuro-anatomical substrate underlying these learning effects.
 2010 Elsevier Ltd. All rights reserved.1. Historical background
It is well known that performance on perceptual tasks is af-
fected by practice, a fact acknowledged by many authors in Vision
Research since its ﬁrst volume was published. However, the neuro-
nal mechanisms underlying these effects were not considered in
these few early writings, probably due to the prevailing direct view
of perception. According to this view, it was assumed that percep-
tual learning involves an improved selection of the information
available in the world that is relevant for the task (Gibson, 1969).
Thus, these earlier studies frequently mentioned that practice trials
were given to the experimental observers to familiarize them with
the task, but only a small number of reports documented the
resulting effects. Ekman and Lindman (1962) measured ﬂuctua-
tions in the perception of light intensity (i.e. internal noise; Thur-
stone, 1927) and found that the reported ﬂuctuations were
markedly affected by practice. Anstis (1970), describing results
from apparent motion experiments, mentioned that ‘‘In addition,
some kind of perceptual learning took place. Practice at observing
made the phi more readily visible, and experienced observers couldll rights reserved.see the phi some time before naive observers. This parallels the
build-up reported by Julesz in perceiving stereo in the random-dot pat-
terns.’’ Indeed, a successful fusion of random-dot stereograms
(Julesz, 1971) requires some practice, often to improve the control
of vergence eye movement. Ramachandran & Braddick (1973) re-
placed the dots by small oriented line segments and found the
learning effect to be orientation selective, suggesting that ‘‘the ste-
reoscopic skill that has been acquired may be speciﬁc to those orienta-
tion analysers that were stimulated during the training period.’’ This
was probably the ﬁrst suggested link between perceptual learning
and speciﬁc neuronal mechanisms within the visual cortex. The
late 1970s and early 1980s were characterized by a paradigm shift
toward neuronal-based accounts of learning, in line with the newly
emerging understanding of the visual cortex (Barlow, 1972;
Campbell & Robson, 1968; Hubel & Wiesel, 1962). In a 1977 Vision
Research paper, Karen De Valois (1977), who studied the effects of
adapting gratings, reported that practice had large effects on con-
trast sensitivity. According to her results, there was a 10-fold in-
crease in contrast sensitivity with almost daily practice
extending over a 1-year period. Most interestingly, the spatial-fre-
quency bandwidth of the adaptation effect was reduced with prac-
tice and the amplitude of adaptation increased. Two possible
explanations were provided: (1) ‘‘. . .with increasing practice, the
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these cells which are most sensitive to the [spatial] frequency being ob-
served’’, or (2) ‘‘. . .change over time in the sensitivity proﬁles of the
detectors involved, or perhaps the establishment of new connections
between existing units’’. These earlier studies employed measures
of sensitivity subjected to decisional bias, such as contrast adjust-
ment, leaving open the possibility of effects due to changes in the
subjective criterion. In a 1983 Vision Research paper, Fendick and
Westheimer (1983), using objective measures of sensitivity, re-
ported improvement in stereo acuity, but they did not consider
any speciﬁc mechanism, probably keeping in line with an earlier
report by McKee and Westheimer (1978) on practice effects in hy-
per-acuity, attributing improvement to ‘‘a kind of ﬁne tuning of
whatever neural mechanism is responsible for sensing these differ-
ences’’. These studies validated that perceptual learning involves
improvement in sensitivity (d0) of basic (low level) visual tasks,
rather than a change in bias. Moreover, acuity thresholds at the hy-
per-acuity level, achieved in these experiments with a variety of vi-
sual tasks (Fig. 1b), is thought to require access to spatial
information at a high-resolution present only within neuronal rep-
resentations residing in the primary visual cortex (Poggio, Fahle, &
Edelman, 1992).
The ﬁrst article in Vision Research, dedicated to perceptual learn-
ing, was published in 1981 by Fiorentini and Berardi. These exper-
iments, employing an objective 2-Alternative-Forced-Choice
(2AFC) method, showed a fast learning effect, developed over
200 trials, related to phase discrimination in compound gratings
(Fig. 1a). Fiorentini and Berardi (1981) found that the learning ef-
fects were selective for stimulus orientation, spatial-frequency,
and retinal location, and that transfer of learning occurred only be-
tween stimuli considered to be within the bandwidth of a single
spatial ﬁlter in early vision (Blakemore & Campbell, 1969). Their
results, however, did not show learning with pure sine wave grat-
ings, using a task of spatial-frequency discrimination. Thus, they
thought that learning involves modiﬁcation at a level that inte-
grates the output of orientation-selective neurons in the visual cor-
tex, but still maintains speciﬁcity for low-level features. The
ﬁnding that the learning effect was retained after a few days, and
partially after 7 months, made the result of particular interest,
hinting at some type of plasticity in the visual system at some
intermediate stage of processing where the outputs of early visual
ﬁlters are combined. Fiorentini and Berardi (1981) concluded that
‘‘whatever the neural networks underlying learning process, it is
impossible to escape from the conclusion that it has to occur at a rel-
atively early stage in the sequence of transformations leading to form
perception’’. In another experiment published in Vision Research the
same year by Melanie Mayer (1983), observers practiced contrast
detection with gratings, 3000 trials over 3 weeks; this resulted
in reduced orientation anisotropy after practice. The observers im-
proved with diagonal orientations, but not with horizontal and ver-
tical gratings, exhibiting orientation selectivity. Ball and Sekuler
(1987) were the next to publish a study of perceptual learning in
Vision Research, reporting long-term improvement in motion dis-
crimination that was direction speciﬁc and that was characterized
by only a partial transfer between eyes. They speciﬁcally indicated
that area MT was a possible cortical site for the learning effect that
took place.
These few studies, published in Vision Research in the 1980s,
some of which were accompanied by shorter reports in Nature
(Fiorentini & Berardi, 1980) and Science (Ball & Sekuler, 1982), laid
the foundation for the current studies of perceptual learning.
Clearly, these studies were stimulated by the emerging new under-
standing of early vision as consisting of speciﬁc serial transforma-
tions implemented via neuronal units having well-deﬁned
features. However, unlike the prevailing dogma stating a ﬁnite
period of sensory development (critical periods), the discoveredpractice effects pointed to effective plasticity in the mature visual
system, and suggested that sensory plasticity in vision extends
much beyond the assumed critical period into adulthood. The basic
questions, still without satisfactory answers, were put forward:
which speciﬁc brain sites are modiﬁed by learning, and more spe-
ciﬁcally, does learning involve rewiring of neurons in early visual
areas, or can it all be explained by improved efﬁciency in the readout
of unchanged early neuronal representations?
Later on many more reports showed that learning takes place in
a large variety of basic visual tasks, some of which were found to
be highly speciﬁc. The most salient issue discussed by these works,
in attempting to understand the levels of processing affected by
learning, concerns the mapping to physiology, that is, where learn-
ing actually takes place in the brain. Two important heuristics were
found useful regarding this issue: (1) different tasks rely on differ-
ent visual areas. Thus, to the extent that mapping exists between a
brain region and a task, learning corresponds to plasticity at that
speciﬁc cortical area subserving the probed behavior; and (2) neu-
rons in the visual system respond to a limited set of stimuli; thus,
speciﬁcity of learning is expected to reﬂect the speciﬁcities found
in the neural responses underlying learning. New ﬁndings within
the neurosciences, based on methodologies developed in recent
years, opened the way to exploring the mechanisms underlying
learning, such as consolidating the temporary internal response
to a stimulus into long-lasting functional changes, and the depen-
dency of learning on non-sensory aspects, such as the actual task
used, response feedback, stimulus uncertainties, and attention.
The rich outcome, the result of carefully developed scientiﬁc meth-
odologies, allows us to portray a consistent view of perceptual
learning with the aim of generalizing other domains of learning
where reliable experimental results are more difﬁcult to obtain.
This vast body of research is reviewed in an excellent book by Fahle
and Poggio (2002), in several review papers covering a large range
of topics related to learning, plasticity and sensory development
(Goldstone, 1998; Holtmaat & Svoboda, 2009; Huxlin, 2008;
Morishita & Hensch, 2008; Sale, Berardi, & Maffei, 2009; Sasaki, Na-
nez, & Watanabe, 2010; Tsodyks & Gilbert, 2004; Wandell & Smi-
rnakis, 2009), and in special issues published in recent years,
including Vision Research (Lu, Yu, Watanabe, Sagi, & Levi, 2009;
Lu, Yu, Watanabe, Sagi, & Levi, 2010), Philosophical Transactions of
the Royal Society of London. Series B: Biological Sciences (McGraw,
Webb, & Moore, 2009), Topics in Cognitive Science (Jacobs, 2010),
and Learning & Perception (Sagi, Kovács, & Racsmany, 2009). The
present review is aimed at providing an integrated view of the
most recent issues discussed in the literature.2. Limitations – what cannot be learned
Perceptual learning is seen in many visual tasks (Fahle & Poggio,
2002), and almost on every occasion where an observer’s vision is
challenged. But ﬁrst I would like to note some basic tasks in which
no learning takes place. As mentioned above, Fiorentini and Berardi
(1981) reported no learning in a task where observers discrimi-
nated between two similar spatial-frequency gratings. This is
rather surprising, given our knowledge of early visual processes,
according to which an initial ﬁltering stage exists consisting of spa-
tial-frequency selective ﬁlters (Daugman, 1985; Wilson & Bergen,
1979) that obey the concept of ‘‘labeled lines’’ (Watson & Robson,
1981). These ﬁlters are affected by intensive exposure to high con-
trast, exhibiting short-term effects on a time scale of a few seconds,
termed ‘‘contrast adaptation’’ (Greenlee, Georgeson, Magnussen, &
Harris, 1991). The effects of adaptation are selective for spatial-
frequency and orientation and are used to deﬁne ﬁlter properties
(Blakemore & Campbell, 1969; Pantle & Sekuler, 1968). Spatial-
frequency discrimination is affected by contrast adaptation,
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Fig. 1. Some visual stimuli used in studies of perceptual learning. (a) Two sine wave gratings having spatial frequencies f and 3f, with differing contrasts of the higher
frequency between the two gratings (Fiorentini & Berardi, 1981). (b) Stimuli used in spatial acuity tasks (Poggio et al., 1992). (c) Task-irrelevant learning (TIPL): processing of
the peripheral motion stimulus is improved while observers perform a letter identiﬁcation task at ﬁxation (Watanabe et al., 2001). (d) Texture and face stimuli used in
identiﬁcation tasks (Husk, Bennett, & Sekuler, 2007). (e) Contrast detection in external noise (Dosher & Lu, 1999). (f) Gabor stimuli used in contrast discrimination tasks, with
(top) and without (bottom) spatial context (Adini et al., 2002). (g) Texture stimuli with a target frame in A, and a mask in B (Karni & Sagi, 1991). (h) Stimuli used in lateral-
facilitation experiments (Polat & Sagi, 1994b) and in training amblyopic observers (Polat et al., 2004). (i) Stimuli used to measure contour integration with contour saliency
decreasing from A to C (Li et al., 2008b).
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moved by 1 octave from it (Regan & Beverley, 1985). Given that the
ﬁlter bandwidth is two octaves, such a shift is expected from a sys-
tem that optimally weighs ﬁlter responses to compute a frequency
discriminator (Regan & Beverley, 1985). Thus, the efﬁciency of dis-
crimination is expected to improve with practice if perceptual
learning is capable of ﬁlter reweighting (e.g. (Dosher & Lu,
1999)). Practicing contrast detection with Gabor patches or with
grating stimuli yields only slight improvements (Dosher & Lu,
2005; Sowden, Rose, & Davies, 2002) or none (Mayer, 1983; Dorais
& Sagi, 1997; Maehara & Goryo, 2007). However, the possibility ex-
ists that improvement in such basic visual skills is very rapid, with
the number of trials being too small to permit measurements. Or
perhaps, on the other hand, such improvement would require
extensive long-term learning, as indicated by results showing im-
proved contrast sensitivity and integration time in video gamers
(Li, Polat, Makous, & Bavelier, 2009). Similarly, the ability to dis-
criminate between two contrast levels of otherwise identical grat-
ing patches does not improve with practice (Adini, Sagi, & Tsodyks,
2002; Dorais & Sagi, 1997; Maehara & Goryo, 2007). Landolt C acu-
ity and two-line resolution thresholds, unlike Vernier, do not im-
prove much with practice, if at all, possibly because these
discriminations can be reduced to a task involving detection of
an intensity change (Westheimer, 2001). Westheimer argued that
‘‘where there is no learning the processing is of a more primitive kind,
more robust and nearer to sensory origins’’. These results indicate
that our visual system shows expertise in some basic tasks but
they cannot be further developed. Such expertise may vary across
individuals; thus, some learning is possible with observers having
particularly high initial thresholds. Fahle and Henke-Fahle (1996)
reported large inter-observer variability in the learning of a hy-
per-acuity task, which was accounted for by the initial variability
among observers. Initially observers had very different displace-
ment thresholds (a 3-fold range) but ended up with very similar
thresholds, equaling those that were initially better. Similar effects
were seen in the contrast-detection data of Dosher and Lu (2005).
This observation highlights the difﬁculty in obtaining reliable mea-
surements at an initial performance level, but it is also a source of
optimism for learning, suggesting possible applications for sensory
rehabilitation (see below: critical period).
Some visual tasks, however, cannot be learned when stimulus
uncertainty is introduced to the task, but these tasks can be
learned when uncertainty concerning the stimulus is reduced or,
even better, eliminated. Swift and Smith (1983) reported a dra-
matic decrease in contrast detection thresholds for targets pre-
sented in ﬁxed additive noise (a stimulus constructed by the
addition of several spatial-frequency gratings), with the depen-
dency of contrast-discrimination thresholds on noise contrast
changing from Weber’s law to power law during training. How-
ever, learning was not observed when the noise was renewed with
each trial. Stimulus uncertainty was also shown to affect learningof contrast discrimination (as in the experiments mentioned
above). More speciﬁcally, learning was possible when the stimulus
set was reduced to a narrow range of contrasts (Adini, Wilkonsky,
Haspel, Tsodyks, & Sagi, 2004; Yu, Klein, & Levi, 2004), or when dif-
ferent contrasts were grouped (Zhang et al., 2008), but not under
conditions of complete contrast uncertainty (Adini et al., 2004;
Yu et al., 2004). Perhaps practicing with a narrow range of stimuli,
or a single stimulus, permits learning unique features associated
with a speciﬁc task, which are not useful when the predictability
of the stimulus is reduced (Adini et al., 2004). This issue will be fur-
ther considered below as ‘‘perceptual modeling and overﬁtting’’.
Yet another limitation arises from intrinsic limitations in the vi-
sual system, which do not allow for adequate processing of some
encountered stimuli. One example is the detection of a conjunction
target in a search task. The search time for such a task increases
linearly with the number of non-target display elements (serial
search), unlike the detection of a target deﬁned by a unique feature
that is independent of the number of non-targets (parallel search)
(Treisman & Gelade, 1980). In Sireteanu & Rettenbach’s study
(2000), observers practiced a search task for 11 days, with the tar-
get deﬁned by conjunction of color and orientation. Surprisingly,
they found little improvement in search efﬁciency, and the serial
behavior was preserved. Thus, although some pairs of features
are conjointly encoded by the visual system, such as spatial-fre-
quency and orientation (Sagi, 1988), others, such as color and ori-
entation, are not, and their conjunctions cannot be learned at the
early processing level where the machinery devoted to parallel
searching seems to reside.3. Low-level components
There is an ongoing intensive debate concerning the plasticity
of the primary visual cortex in adults (Wandell & Smirnakis,
2009), and its role in perceptual learning. Within the framework
of psychophysics, stimulus speciﬁcity is viewed as the main indica-
tor of the level of processing at which learning takes place (cer-
tainly inconclusive, this issue will be further discussed in other
sections). This inference relies on current modeling of the visual
system, and on the processing stages assumed. It is generally as-
sumed that an initial stage of processing within the visual system,
the low-level stage, analyzes, in parallel over the retinal image, ba-
sic features such as local luminance contrast on different spatial
scales, orientation, color, motion and eye-disparity, whereas higher
levels of processing analyze a selective region of interest to per-
form object recognition, that is, higher level processes read out
the output of the early representations (Dosher & Lu, 1999). Such
a feedforward architecture, with many processing layers stacked
hierarchically, has strong theoretical appeal and was shown to be
capable of predicting human performance on rapid categorization
tasks (Serre, Oliva, & Poggio, 2007). Within this conceptual
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station distributing visual sensory input to the rest of the neocortex’’,
with higher levels in the neocortex generating an interpretation
of the sensory data (Wandell & Smirnakis, 2009). Whereas during
the early days of perceptual learning, the processing stages were
viewed as hierarchically arranged with low-level processes fed-
forward into higher ones, later research revealed difﬁculties in
identifying low-level processes that are local, context independent,
and free of higher-level modulation. Experimental results provide
strong evidence for long-range interactions between locally ori-
ented detectors (Polat & Sagi, 1993) with brain correlates found
within the primary visual cortex (Gilbert, Li, & Piëch, 2009; Tajima
et al., 2010). Furthermore, strong task-dependent modulation of V1
activity (implying top-down process) was found (Li, Piëch, & Gil-
bert, 2008b, Offen, Schluppeck, & Heeger, 2009). Learning in visual
tasks involving target identiﬁcation, such as random patterns
(Nazir & O’Regan, 1990), faces, and textures (Fig. 1d; (Hussain, Sek-
uler, & Bennett, 2009a)) shows speciﬁcity to retinal location (Nazir
& O’Regan, 1990), orientation, and even to the particular exemplars
(Hussain et al., 2009a). Within this state of affairs, the high degree
of speciﬁcity of perceptual leaning with regard to stimulus param-
eters poses a challenge to theories of vision and to experiments
attempting to localize learning within a speciﬁc stage of processing.
Another path to take while attempting to isolate processing lev-
els is by considering tasks that are limited by constraints on visual
processing, which are known to have well-deﬁned functional–ana-
tomical correlates, that is, to consider the mapping between brain
anatomy and visual function where it exists. A well-studied exam-
ple concerns object recognition, with imaging studies showing a
strong correlation between recognition performance and fMRI sig-
nals in the lateral occipital complex (LOC), with both performance
and BOLD responses increasing with training (Grill-Spector,
Kushnir, Hendler, & Malach, 2000). In the perception of motion,
global analysis of movement in the visual ﬁeld is thought to in-
volve area MT. Lu, Qian, and Liu (2004) constructed a motion stim-
ulus that was designed to overload area MT and found minimal
learning under such conditions (Thompson & Liu, 2006). However,
for most behavioral studies of perceptual learning such a hypothe-
sized mapping does not sufﬁce. It was already noted that perfor-
mance at hyper-acuity levels, reached after extensive training
(Fendick & Westheimer, 1983), requires access to low level neuro-
nal representations where the details necessary for achieving this
level of performance with an arbitrary task are encoded. However,
theory shows (Poggio et al., 1992) that learning in such cases can
be explained by a process that integrates the outputs of these
low-level representations, in a way speciﬁcally conﬁgured for the
special task. Indeed, experimental results show task speciﬁcity in
learning of hyper-acuity (Fahle & Morgan, 1996), arguing against
a generalized improvement in spatial resolution of early represen-
tation as the main cause of the learning effects.
Psychophysical results point to an important difference be-
tween two task classes already mentioned regarding the absence
of learning in search tasks. In one class of tasks the target and its
location are well deﬁned and are known to the observer; the rele-
vant information for task performance can be found in a limited
part of the display, thus allowing the observers to focus on that
part with all resources available to them (e.g., attention and de-
tailed pattern recognition). Most tasks used in studying perceptual
learning are of this type, including orientation discrimination of a
line element, vernier, bisection, and contrast discrimination. In an-
other class of tasks, the target is presented among many distract-
ers, and observers have to ﬁnd a target placed in a background
composed of many non-target distracters. Thus, they are forced
to simultaneously handle many display elements using distributed
processing. An example of such a task is the texture segmentation
task (Fig. 1g). Here the visual ﬁeld is covered with texture elements(texels) according to some well-deﬁned statistics, with different
regions in the visual ﬁeld having different statistical properties. Re-
sults obtained during the 1980s indicated that some texel combi-
nations yield ‘‘effortless’’ segmentation, with performance being
independent of the number of texels (i.e. parallel), whereas other
combinations result in reduced performance with an increasing
number of texels (Bergen & Julesz, 1983). Effortless segmentation
was observed when texture targets differed from the background
by some basic low-level feature, such as orientation. The important
property of this task is the need to search for a target across many
(often >100) display elements, which, with a limited presentation
time, is doomed to fail when attempting to search through the dis-
play, texel by texel. It became increasingly apparent that searching
is carried out by a parallel neuronal network with its neurons hav-
ing receptive ﬁeld properties similar to those observed in the pri-
mary visual cortex (Knierim & van Essen, 1992; Li, 2002;
Rubenstein & Sagi, 1990; Tajima et al., 2010). With this distinction
in mind, between distributed (parallel) and focused (serial) tasks,
the ﬁnding of perceptual learning in orientation-based search
(Ahissar & Hochstein, 1993), texture segmentation (Fig. 1g; (Karni
& Sagi, 1991)), and contour integration (Fig. 1i; (Gilbert et al.,
2009)) tasks strongly implies that experience modiﬁes low-level
visual processes, attention free (Braun & Sagi, 1991), expected to
be found in the primary visual cortex. These studies demonstrated
speciﬁcity to target location and orientation, as found with other
tasks, with the additional partial speciﬁcity for the trained eye
(Ahissar & Hochstein, 1996; Karni & Sagi, 1991). Eye speciﬁcity
was found only at a later stage of learning after the ﬁrst training
session, and it was characterized by its slow time course and by
a higher level of speciﬁcity to image features (Karni & Sagi,
1993). Similar results were reported for the focused type of exper-
iments, mostly location and orientation speciﬁcity, and in some
cases, also eye speciﬁcity such as with the high-accuracy Vernier
discrimination (Fig. 1b; (Fahle, 2004)). Overall, the emerging pat-
tern of results supports neuronal plasticity at a low-level stage of
visual processing, though not only, and possibly at all cortical sites
involved in the task.4. Neuronal correlates
Neuronal correlates of perceptual learning in humans were
studied using fMR-Imaging and EEG methods. fMRI methods
are used to identify a mapping between brain anatomy and
function, that is, which brain areas change their activity level
as a result of learning. Of particular interest here are the effects
of practice on activity in the primary visual cortex. Schwartz,
Maquet, and Frith (2002) had observers practicing the texture-
discrimination task with only one eye open. In accordance with
the monocularity of texture learning (Karni & Sagi, 1991), BOLD
signals from V1 were found to be stronger when the observers
viewed the texture stimuli with their trained eye as compared
with their untrained eye, thus supporting the V1 hypothesis of
texture learning. Lewis, Baldassarre, Committeri, Romani, and
Corbetta (2009), using fMRI methods, found a learning-depen-
dent increase in the evoked BOLD activity in the visual cortex,
combined with an increase in resting BOLD functional connectiv-
ity between the trained region in the visual cortex and
frontal–parietal regions which was correlated with learning.
Schwarzkopf, Zhang, and Kourtzi (2009) identiﬁed a learning
network that includes occipitotemporal and frontoparietal areas,
with occipital BOLD activity better correlating with performance
gain owing to learning whereas frontoparietal responses do not.
Walker, Stickgold, Jolesz, and Yoo (2005) found increased BOLD
activity in the primary visual cortex (V1) when the texture train-
ing was followed by sleep relative to no-sleep. Yotsumoto,
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creases in BOLD activity disappeared after a few days of training,
supporting the normalization hypothesis discussed in the context
of memory consolidation (see below) and sleep (Censor & Sagi,
2009; Tononi & Cirelli, 2003). This hypothesis was further sup-
ported by the ﬁnding of increased BOLD activity in V1 during
the slow-wave-sleep (SWS) stage, which was correlated with
texture learning (Yotsumoto, Sasaki et al., 2009). Furmanski, Sch-
luppeck, and Engel (2004) found increased fMRI signals in V1
after practicing a grating task for 30 days. Overall, these studies
support a localized increase in processing efﬁciency in the pri-
mary visual cortex as a result of practice. Such a change in efﬁ-
ciency can be either due to functional plasticity at the primary
visual cortex area or due to changes in inputs this area receives
from other brain regions that may have changed with practice.
Differential effects between lower and higher cortical regions
along the visual processing stream, such as were found by
Schwarzkopf et al. (2009), may provide us with a better under-
standing of the relationship between learning and changes in
BOLD activity. The more recently introduced Diffusion-Tensor-
Imaging (DTI) method can be used to estimate anatomical
changes associated with skill learning, corresponding to changes
in white and gray matter density (Sagi, Tavor, Sasson, Pasternak,
& Assaf, 2009; Scholz, Klein, Behrens, & Johansen-Berg, 2009).
Yotsumoto et al. (2010) provide evidence supporting such struc-
tural changes in visual area V1 associated with texture learning.
Yet another method to study plasticity of visual areas is by train-
ing patients with cortical damage; however efﬁcient training
methods remain to be developed (Huxlin, 2008).
The V1 plasticity hypothesis is further supported by the time
course of the learning-dependent brain activity, measurable with
EEG methods. Both within session (Casco, Campana, Grieco, &
Fuggetta, 2004; Skrandies & Fahle, 1994), and between-session
(Pourtois, Rauss, Vuilleumier, & Schwartz, 2008) learning were
found to modulate EEG responses. Early EEG components (C1) cor-
responding to V1 activity, starting at 40 ms after stimulus onset,
were found to be modulated by perceptual learning in a texture-
discrimination task (Pourtois et al., 2008). Since top-down pro-
cesses are seen in V1 only 100 ms after stimulus onset (Li, Piëch,
& Gilbert, 2004), the early inﬂuences (<85 ms) observed by Pour-
tois et al. (2008) suggest that learning induces local changes within
V1. Censor, Bonneh, Arieli, and Sagi (2009) examined the relation-
ship between human visual performance and visual event-related
potentials (ERPs) using the backward-masked texture segmenta-
tion task. Their results showed practice-dependent temporal-inter-
actions between early components (N1) of the ERPs corresponding
to the target and the mask, recorded over occipital electrodes.
These temporal interactions correlated with reduced performance
on the task and could be used to predict observers’ thresholds. It
seems that practice reduces temporal interactions between succes-
sive stimuli, possibly by increasing the efﬁciency, or speeding up,
of target processing within early visual areas.
Electrophysiological studies point to neural correlates of per-
ceptual learning in the primary visual cortex of the monkey for cer-
tain tasks. Experiments using the orientation discrimination task
show little improvement (Schoups, Vogels, Qian, & Orban, 2001)
or none (Ghose, Yang, & Maunsell, 2002) in neuronal responses
that can support the observed improved performance. Vogels
(2010) showed an increase in the response slope of V1 neurons
at the trained orientation and the retinal location, using data from
Schoups et al. (2001). Although these experiments, employing
tasks corresponding to localized stimuli, fail to display large effects
of learning in V1, experiments probing contextual effects, such as
in contour integration, do display strong effects (Gilbert, Sigman,
& Crist, 2001). Interestingly, the corresponding neuronal enhance-
ments are not seen when the trained task is not performed or whenthe monkey is anesthetized (Li et al., 2004), implying that the
expression of these learning effects depend on task dependent pro-
cesses, possibly managed by some higher levels of processing. In
this regard, Law and Gold (2008) showed strong correlations be-
tween learning effects and neuronal response in area LIP, but not
in MT, in monkeys performing a motion discrimination task. These
results were interpreted as modiﬁcation in the readout of MT neu-
rons by LIP neurons. Such a result shows that learning mechanisms
have access to low-level perceptual representations within the vi-
sual cortex.
New technologies offer exciting tools for studying cortical
plasticity. In the monkey, molecular tools are used to measure gene
expression associated with cortical reorganization (Chen,
Yamahachi, & Gilbert, 2010). Advances in axon labeling by viruses
and in vivo two-photon microscopy are used to investigate axon
branching and bouton dynamics in the primary visual cortex of
adult Macaque monkeys. There is increasing evidence that experi-
ence-dependent plasticity of speciﬁc circuits in the somatosensory
and visual cortex involves cell type-speciﬁc structural plasticity:
some boutons and dendritic spines appear and disappear, accom-
panied by synapse formation and elimination, respectively
(Holtmaat & Svoboda, 2009). Stettler, Yamahachi, Li, Denk, and Gil-
bert (2006) found that overall axonal branching patterns were sta-
ble but that a subset of small branches appeared and disappeared
every week. Synaptic bouton losses and gains were both 7% of the
total population per week, with no net change in the overall den-
sity. These results suggest constant plasticity in adult V1 in the ab-
sence of external cause. It is possible that these continuous
changes are shaped by visual experience to produce functional
plasticity within the visual system.5. Network architecture
Several theoretical and experimental paradigms were devel-
oped to study possible implementations of the learning process
within neuronal networks, broadly divided into the feedforward
(reweighting) and feedback (recurrent) types. It is possible to have
a neuronal implementation that models the different brain states
before, during, and after learning without a commitment to the
learning process, but at the end, a speciﬁc implementation is ex-
pected to be capable of developing new neuronal states driven
by well-deﬁned forces, both internal (activity-dependent rewiring)
and external (feedback).
Much of the available data in perceptual learning can bemodeled
using a feedforward designwithout recurrent interactions (Dosher &
Lu, 1999; Eckstein, Abbey, Pham, & Shimozaki, 2004; Poggio et al.,
1992). Such a neuronal architecture assumes a cascade of processing
stages, starting with an input layer and ending up with a decision
unit. The decision unit integrates weighted inputs from neurons at
a lower layer, and produces a response, with output levels corre-
sponding to the possible behavioral responses in the task. Learning
in such models can be implemented using a teaching signal that
can be applied tomodify the inputweights to the decision unit using
associative learning rules (Dosher&Lu, 1999), oronecan reconﬁgure
intermediate layers (Poggio et al., 1992). Stimulus and task speciﬁc-
ity aremodeledbyhavingnewlearningmodules (related to thedeci-
sionor pre-decision stages) conﬁgured toyieldoptimal performance
on new tasks. Feedback concerning decision errors is important for
learning in such networks, though not absolutely necessary (Herzog
& Fahle, 1997; Herzog & Fahle, 1999; Poggio et al., 1992). Alterna-
tively, it can be internally generated through evaluation based on
obvious discriminations (Fahle & Edelman, 1993; Herzog & Fahle,
1998). Petrov, Dosher, and Lu (2006) implemented learning in their
model of reweighting by introducing a feedback-dependent bias to
the decision unit. This bias, which depends on information received
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persist until the decision is reached, for a temporal duration of a few
seconds. Polat and Sagi (1994b); Fig. 1h suggested a form of associa-
tive learningon such a time scalewhen studying lateral interactions,
where some evidence for long-termpersistence of sub-threshold ef-
fects was found (Tanaka & Sagi, 1998a; Tanaka & Sagi, 1998b).
Learning often depends on factors external to the learned task,
such as task-irrelevant stimuli that surround the target (spatial
context) or stimuli preceding the task, possibly on the already
existing memories (temporal context). These effects are easier
to understand within the theoretical framework of recurrent (feed-
back) networks. Recurrent networks do not require external feed-
back to learn. Learning in these networks is often implemented
using associative rules that modify the connection strength be-
tween pairs of neurons according to activity correlation. Cortical
anatomy reveals that long-range horizontal interactions exist in
all regions, including the visual cortex (Gilbert & Wiesel, 1983;
Rockland & Lund, 1983), modulated by perceptual learning (Gil-
bert et al., 2009). In human psychophysics, similar experience-
dependent long-range interactions were found between laterally
displaced Gabor patches (Polat & Sagi, 1993; Polat & Sagi,
1994a). Polat and Sagi (1994b) found an increase in the range
of lateral interactions, which was explained by the increased efﬁ-
cacy of existing connections, enabling lateral propagation of activ-
ity across multiple connections. This account is supported by a
ﬁnding showing improved contour integration with practice,
e.g., learning in tasks involving the detection of contours gener-
ated from multiple segments embedded in noise (Kovács & Julesz,
1993; Kovács, Kozma, Feher, & Benedek, 1999). Zhaoping Li
(Zhaoping, 2009), applying a V1-based model of visual segmenta-
tion (Li, 2002), used lateral inhibitory interactions to model learn-
ing in texture tasks (Ahissar & Hochstein, 1996; Karni & Sagi,
1991) to successfully model a variety of results found in the liter-
ature. It was suggested that learning in texture-discrimination
tasks involves strengthening of inhibitory interactions between
adjacent cortical units responding to the oriented texture ele-
ments, in agreement with the experimental result showing spec-
iﬁcity of learning to background orientation (Karni & Sagi, 1991).
Such a model shows that behavior is dependent on spatial param-
eters such as line length and density (Sagi, 1990; Sagi & Julesz,
1987). A V1-like model, assuming cortical columns consisting of
interconnected excitatory and inhibitory subpopulations (Wilson
& Cowan, 1972), is supported by contextual effects found in con-
trast discrimination (Adini et al., 2002). The experimental results
of contrast discrimination with localized grating patches (Gabor
signals) indicate stable contrast-discrimination thresholds (see
above in Limitations). However, the addition of ﬁxed-contrast
Gabor ﬂankers (Fig. 1f, bottom) enabled learning, resulting in re-
duced discrimination thresholds. Importantly, this learning effect
was preserved when the contextual ﬂankers were removed. Adini
et al. (2002) suggested that performance on contrast discrimina-
tion depends on a balanced activity between the excitatory and
inhibitory subpopulations. This balance, maintained by activity-
dependent synaptic connections obeying hebbian and anti-
hebbian learning rules, is preserved when the network is locally
stimulated but is disturbed when lateral inputs are added. Thus,
contextual perturbations lead to learning within local networks.
In this model, lateral interactions are not necessarily modiﬁed
through weight changes in lateral connections but rather by mod-
iﬁcations of excitatory and inhibitory weights within a column.
Recent reports suggest that plasticity in the visual cortex during
the critical period (see below) is controlled by the excitatory-
inhibitory balance (Morishita & Hensch, 2008), with reduced in-
tra-cortical inhibition allowing for adult cortical plasticity
(Harauzov et al., 2010; Sale et al., 2007).6. Critical period
The concept of a critical period states that some brain functions
are shaped during early life and cannot be later modiﬁed. Proper-
ties of cortical neurons, like ocular dominance, were shown to be
affected by experience only during a critical period of several
months early in the postnatal life of kittens (Hubel & Wiesel,
1970; Wiesel & Hubel, 1963). Apparently, there are multiple time
scales of functional maturation, with some functions maturing rel-
atively early in life, such as stereo vision within a few (3–4) months
after birth (Braddick et al., 1980), but some, such as contour inte-
gration, take many (>15) years to reach the adult level of perfor-
mance (Kovács, 2000). An open question is whether perceptual
learning is continuous with visual development. One way to tackle
this question is by considering cases of abnormal visual develop-
ment. Sinha and coworkers (Bouvrie & Sinha, 2007; Ostrovsky,
Andalman, & Sinha, 2006) studied a case of a woman born blind
owing to congenital cataracts that were removed at the age of
12. Her vision was tested 20 years later, showing relatively low
acuity but very good image segmentation and recognition. These
results suggest that the visual system retains its plasticity after
many years of deprivation. A well-known case of abnormal visual
development is amblyopia. Amblyopia develops as a result of
abnormal binocular experience during the critical period. Whereas
the absence of visual inputs during development may leave the vi-
sual cortex untouched, as in day zero (Mitchell & Sengpiel, 2009),
or these inputs may be replaced by other functions, such as verbal
memory (Amedi, Raz, Pianka, Malach, & Zohary, 2003), abnormal
visual experience may introduce developmental forces that sup-
press some functions, such as increased intra-cortical inhibition
observed with rats that underwent monocular deprivation during
the critical period (Maffei, Nataraj, Nelson, & Turrigiano, 2006). Re-
cent studies show that adult amblyopic rats restore ocular domi-
nance plasticity and can regain visual acuity after a period of
complete visual deprivation (He, Ray, Dennis, & Quinlan, 2007) or
after being exposed to an enriched environment (Sale et al.,
2007). Intra-cortical inhibition was suggested to be a limiting fac-
tor in those cases of adult cortical plasticity (Harauzov et al., 2010).
In humans, perceptual learning was found to be effective in ambly-
opic eyes and to improve visual acuity (Levi & Li, 2009a; Levi & Li,
2009b; Levi & Polat, 1996; Levi, Polat, & Hu, 1997; Pennefather,
Chandna, Kovács, Polat, & Norcia, 1999; Polat, 2009). The broader
bandwidth of learning, with learning effects better generalized to
other visual stimuli, was considered as an indication of greater vi-
sual plasticity in amblyopes (Astle, Webb, & McGraw, 2010; Huang,
Zhou, & Lu, 2008). Polat, Ma-Naim, Belkin, and Sagi (2004) had a
large group of amblyopes practicing contrast tasks of detection
and discrimination with ﬂanked Gabor patches as stimuli
(Fig. 1h), and they found a signiﬁcant improvement in the trained
task. Most surprisingly, the trained amblyopes had their visual acu-
ity improved by a factor of two after training, thus suggesting an
effective treatment for amblyopia (Polat et al., 2004). Such a treat-
ment may require a better understanding of the neuronal deﬁcits
underlying amblyopia. Polat et al. (2004) based their treatment
on the assumption that lateral interactions within the primary vi-
sual cortex are at fault, an assumption supported by data showing
the absence of collinear lateral facilitation (Polat & Sagi, 1993; Po-
lat & Sagi, 1994a) in amblyopes (Polat, Sagi, & Norcia, 1997). Fur-
thermore, lateral interactions measured through the amlyopic
eye were characterized by excessive inhibition, which was much
reduced through training (Polat et al., 2004). Not in contradiction
with the former, amblyopes may also beneﬁt from improved detec-
tion templates matched to the recovering eye (Li, Klein, & Levi,
2008; Li, Levi, & Klein, 2004). Perceptual learning combined with
pharmacological treatment, possibly to reduce inhibitory effects,
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2010; Morishita & Hensch, 2008), or with transcranial brain stim-
ulation (TMS: (Thompson, Mansouri, Koski, & Hess, 2008)), offers a
very promising method for overcoming developmental disorders.7. Task requirements
Low-level functional plasticity requires some behavioral control
and thus learning is expected to depend on the task used and to ex-
hibit task speciﬁcity. It is well established that the development of
visual function in kittens during their ‘‘critical period’’ is very much
affected by visually guided behavior (Held & Hein, 1963), though
such a result does not rule out passive recognition learning
(Christou & Bulthoff, 1999). Ahissar and Hochstein (1993) showed
that learning in a pop-out detection task takes place when observ-
ers are trained with the detection task but to a lesser extent when
trained on another task using the same stimuli. A similar result
was found by Karni and Sagi (1995), using two uncorrelated tex-
ture targets with only one being task relevant: performance on
the task-irrelevant target did not improve despite the target being
presented as frequently as the trained one. More recent studies
(Seitz & Watanabe, 2003) suggest that correlations between the
task-relevant and task-irrelevant targets, even if created by differ-
ent visual features, enable the learning of the task-irrelevant target
(see below). These ﬁndings do not rule out low-level learning but
rather imply that neuronal modiﬁcation depends on a gating signal
that is task dependent. Ahissar and Hochstein (1996), Ahissar and
Hochstein (1997) postulated a ‘‘reverse hierarchy’’ of learning,
according to which learning within different processing levels is
guided by task requirements, some of which are non-visual, which
are deﬁned at higher levels of processing. Cortical networks are
very complex; when a stimulus is presented, it activates thousands
of neurons that are highly connected, mostly by local connections
but also with long-range connections. Thus, stimulus-driven syn-
aptic modiﬁcation is not expected to improve performance on an
arbitrary task unless modulated by task demands. For example,
some tasks, such as vernier, may require better spatial localization
of receptive ﬁelds, whereas other tasks, such as orientation dis-
crimination, may require better orientation tuning, which may
beneﬁt from spatial integration. Moreover, even when the same
task of spatial acuity is used, learning is not transferred to stimuli
slightly different from the trained one (Fahle & Morgan, 1996).
Although behavioral relevance is essential for storing a new expe-
rience in the brain, suggesting the existence of an extra-retinal
control mechanism to gate functional plasticity, the underlying
mechanism is not known. It was suggested that attention mecha-
nisms control learning by means of selection (Ahissar & Hochstein,
1993), or competition combined with a reward-dependent rein-
forcement mechanism (Roelfsema, van Ooyen, & Watanabe,
2010). Attention mechanisms can be expedited by training and,
as a consequence, performance can be improved for a wide range
of tasks (Green & Bavelier, 2003).
Some stimuli escape the task requirement and leave a mark
without being noticed. Watanabe, Nanez, and Sasaki (2001) dem-
onstrated that improved detection with a motion detection task
was possible when the observer was repeatedly presented with
motion stimuli without any task assigned to these stimuli during
learning. In these experiments the observer’s task was to identify
letters presented at the center of the visual ﬁeld while the periph-
eral ﬁeld was presented with dots moving at a low coherence level
(Fig. 1c), effectively sub-threshold. With the random dot stimuli
used, the estimated motion direction depends on spatial integra-
tion. Thus, it is possible to generate stimuli with different motion
directions on different scales. In particular, integration of local mo-
tion vectors can produce global motion in a direction that is notpresent on a local scale. Watanabe et al. (2002) showed that during
passive learning, termed TIPL (task-irrelevant perceptual learning),
performance improves with motion directions deﬁned on a local,
rather than a global scale, implying low-level neural correlates,
which are thought to reside in the primary visual cortex. Further
experimentation revealed that TIPL occurs only when the target
is sub-threshold (Tsushima, Seitz, & Watanabe, 2008). Most impor-
tantly, TIPL occurs for a nonrelevant peripheral target when pre-
sented simultaneously with a correctly identiﬁed task-relevant
target (Seitz & Watanabe, 2003), suggesting that a global reward
signal is triggered by successful performance on the apparently
unrelated, letter identiﬁcation task. Sasaki et al. (2010) suggest
that it is the reward signal, rather than visual attention, that rein-
forces learning both in task-relevant and task-irrelevant learning.
Within this context, TIPL represents a case where attention fails,
with attention viewed as a mechanism for selection between sali-
ent stimuli competing for access to ‘‘awareness’’ (see a detailed
description in (Roelfsema et al., 2010)). This theory assumes that
successful processing of sensory information and control of plastic-
ity depends on feedback from frontal regions and a global error
correction mechanism.8. Memory consolidation and reconsolidation
After the stimulus is detected, attended to, and has responded
and been rewarded, a memory trace needs to be formed and con-
solidated for the gained experience to be efﬁciently used in the fu-
ture. Behavioral markers of consolidation time include resistance
to interference and delayed between-session performance gain.
It is possible to interfere with consolidation by having a second
task practiced during the consolidation time. Here it is assumed
that memory traces generated by the ﬁrst task are affected by
the new training, and are possibly changed if the second task im-
poses different processing requirements on brain networks shared
by the two tasks. Evidence for task-dependent interference during
visual consolidation was recently observed with the 3-dot align-
ment task (Seitz et al., 2005) and with the texture-discrimination
task (Yotsumoto, Chang, Watanabe, & Sasaki, 2009), indicating a
time scale of 1 h. Seitz et al. (2005) had observers practice the
alignment task with the middle dot shifted to one side in non-
aligned trials (Fig. 1b), resulting in a 10% improvement in acuity
after a few days. However, this improvement was not observed un-
der conditions where the observers had the opposite task (a non-
aligned stimulus with the dot shifted to the other side) practiced
during the same session, in different blocks of trials, or within
1 h after practicing the original task. This effect was shown to be
location and orientation speciﬁc, supporting interference at a stim-
ulus encoding level rather than at a decision or response level. Evi-
dence from motor learning suggests an interference time window
of up to 4–6 h (Brashers-Krug, Shadmehr, & Bizzi, 1996). Experi-
ments with the visual texture-discrimination task show a latent
period with performance improvement detected only when the
time between training sessions exceeds 4–6 h (Karni & Sagi,
1993), supporting a time scale of a few hours for visual consolida-
tion. The literature on memory consolidation suggests a wide
range of consolidation timelines, ranging from minutes to years
(Dudai, 2004). As a general rule, the mixing of visual stimuli and
tasks in the same temporal proximity tends to reduce learning.
However, there is distinction between mixing different stimuli
within the same block of trials, the ‘roving’ method, and mixing
where training on one task is completed before the other task be-
gins. The latter is traditionally used in studying consolidation,
whereas the former is used in studying modes of learning. The
two mixing methods may produce different results, as the roving
method, probably because the introduced stimulus uncertainty
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below: perceptual modeling and overﬁtting).
Interference in consolidation can be obtained by manipulations
that indirectly affect the neuronal process involved in consolida-
tion. Manipulations of sleep after training were found useful in
identifying two processes involved in consolidating perceptual
learning: normalization (or stabilization) and enhancement. Karni,
Tanne, Rubenstein, Askenasy, and Sagi (1994) found that depriva-
tion from Rapid-Eye-Movement (REM) sleep interferes with learn-
ing of texture discrimination if training is carried out shortly before
sleep, suggesting that speciﬁc sleep stages have a functional role in
consolidating perceptual learning, possibly in memory consolida-
tion in general. Stickgold, James, and Hobson (2000), Stickgold,
Whidbee, Schirmer, Patel, and Hobson (2000), using the same tex-
ture task (Fig. 1g), found that learning effects correlate with sleep
duration, depending on both REM and Slow-Wave-Sleep (SWS)
stages. Importantly, different sleep stages alternate several times
during sleep, showing stronger correlations with SWS during the
ﬁrst quarter of sleep, whereas correlations with REMwere stronger
during the last quarter of sleep. These results suggest that a two-
stage process of memory consolidation occurs during sleep. Med-
nick, Nakayama, and Stickgold (2003) showed that improvement
also takes place after a brief nap (60–90 min) containing both
SWS and REM stages but not when only SWS was recorded. A short
nap containing only SWS sleep was found useful in preventing per-
formance deterioration that otherwise develops with repeated task
performance during a day of training (Mednick et al., 2002) or
within a training session (Mednick, Arman, & Boynton, 2005; Ofen,
Moran, & Sagi, 2007). Improved performance can be obtained with-
out sleep, within a training session (Aberg, Tartaglia, & Herzog,
2009; Fahle, Edelman, & Poggio, 1995; Hussain, Sekuler, & Bennett,
2008; Hussain, Sekuler, & Bennett, 2009b; Karni & Sagi, 1993), or
between training sessions (Karni & Sagi, 1993). Gervan and Kovács
(2010), using a contour integration task (Kovács & Julesz, 1993),
found between-session learning (ofﬂine) to be relatively ineffective
during the day but signiﬁcant after a night of sleep. Censor, Karni,
and Sagi (2006), using the texture-discrimination task, showed
that the dependency on sleep is affected by the number of trials
within a training session. A relatively small number of trials
(200) produced equal learning effects with and without sleep,
whereas learning with an increased number of trials (400) re-
quired sleep. A further increase in the number of trials blocked
learning regardless of sleep conditions (Censor et al., 2006), a sat-
uration effect possibly analogous to the interference effects men-
tioned above (Yotsumoto, Chang et al., 2009). Overall, these
results suggest that sleep plays a role in protecting against interfer-
ence and over-training (normalization of synaptic weights to avoid
local saturation, without which further training may cause inter-
ference), and in strengthening the desired memories (enhance-
ment). It is reasonable to assume that normalization is carried
out in the SWS stage and that enhancement is carried out in the
REM stage. Such a role of sleep in learning is consistent with the
above-mentioned results: (1) effects of learning without sleep with
short or non-demanding training sessions where saturation is
avoided, (2) removal of saturation effects after a short sleep limited
to SWS, (3) a gain in performance obtained after longer sleep peri-
ods including REM, and (4) during sleep, an initial correlation of
performance gain with SWS followed by correlation with REM.
Such a description is consistent with a broader view of the memory
function of sleep, suggesting that sleep optimizes the consolidation
of newly acquired information in memory, depending on the spe-
ciﬁc conditions of learning and the timing of sleep (Diekelmann
& Born, 2010). The suggested division of consolidation into two
stages, normalization and enhancement, can be mapped into
stages of visual processing deﬁned by their spatial invariance.
Censor and Sagi (2008), using the texture-discrimination task,found that a short training session of 200 trials, followed by
sleep, protects against performance deterioration observed in long-
er sessions (Censor et al., 2006). This result indicates that a short
training episode, with its learning result efﬁciently consolidated,
enables interference-free performance, thus avoiding saturation
due to over-learning. Interestingly, this ‘‘protection’’ effect was
found to be transferred across space, that is, an initial short train-
ing with the target presented to some retinal locations protects
against interference at other, previously untrained, locations (given
current knowledge, see below in ‘‘perceptual modeling and overﬁt-
ting’’, this transfer is consistent with transfer properties of percep-
tual learning after a single practice session; e.g. (Jeter, Dosher, Liu,
& Lu, 2010) and when having positional uncertainty (Harris & Sagi,
2010). Most importantly, this beneﬁt of short training was not ob-
served when the trained location was previously exposed to inter-
ference through extended training (Censor & Sagi, 2009). These
results indicate that the deterioration effects owing to interference
and saturation are locally preserved whereas the beneﬁts of short
training are possibly stored at a higher level of processing and
are generalized across space. These implied processing stages
may correspond to the normalization and enhancement phases
that exist during sleep. Accordingly, interference and saturation
are expected to reﬂect properties of early sensory cortices, whereas
enhancement may correspond to processes involved in recogni-
tion, possibly in creating a template (Dosher & Lu, 1999; Li et al.,
2004) whose output can be used for decision (Censor & Sagi,
2009). Such an account is consistent with ﬁndings of increased
localized SWS activity in the primary visual cortex after texture
training, in correlation with the improved performance (Yotsumot-
o et al., 2009) and in the motor cortex after practicing a visuomotor
task (Huber, Ghilardi, Massimini, & Tononi, 2004). Furthermore,
Yotsumoto et al. (2008), using fMR-Imaging methods, found that
the BOLD response in area V1 is reduced for a trained target in
comparison with an untrained target, pointing to more efﬁcient
processing, possibly due to the normalization process suggested
above. The overall product of learning must involve both local
and global processing, and both normalization and enhancement.
Reduced effective brain connectivity during SWS was proposed
(Esser, Hill, & Tononi, 2009), suggesting that the SWS stage is better
suited for local normalization.
Although consolidated memories are thought to be protected
against interference, it was also suggested that memories change
with time, and that they are susceptible to interference upon re-
trieval (Bartlett, 1932). Such a mechanism, termed reconsolidation
(Dudai, 2004), can be useful for keeping memories adjusted to cur-
rent behavioral needs. In a recognition experiment carried out by
Preminger, Blumenfeld, Sagi, and Tsodyks (2009), Preminger, Sagi,
and Tsodyks (2007), the observers’ task was to report some previ-
ously familiarized faces (‘‘friends’’) when presented mixed in a ser-
ies of trials with other faces (‘‘non-friends’’). Without the
observers’ knowledge, one ‘‘friend’’ was gradually modiﬁed
through a morphing process into another unfamiliar face, and in-
deed, observers confused the morphed faces with the familiar
one as long as the two faces did not differ greatly. However, after
a few days of practice, initially non-friend morphs were reported
as friends, and the complete sequence was confused. Furthermore,
perceptual similarities were also affected by this training, showing
high similarity judgments for the two morph ends, initially of low
perceptual similarity (Preminger, Blumenfeld, Sagi, & Tsodyks,
2009; Preminger, Sagi, & Tsodyks, 2007). Importantly, this merging
of face memories was observed only when the morphed faces were
orderly presented. Blumenfeld, Preminger, Sagi, and Tsodyks
(2006) modeled memory of faces as attractors in an Attractor
Neuronal Network ANN: (Hopﬁeld, 1982), with morph instances
implemented as activity patterns of varying degrees of
correlations. This implementation predicts a single memory for
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tion. To account for the order effect, Blumenfeld et al. (2006) sug-
gested that learning is proportional to the distance between the
experienced stimulus and its closest memory attractor. Thus, expo-
sure to a stimulus that is only slightly different from an existing
memory has little impact on network connectivity. This learning
rule enables continuous recognition of slowly changing objects,
such as with aging friends and family members, and provides
long-term adaptation to drifting environmental parameters. Such
mechanisms, as well as temporal associations between different
object views or between visual cues may contribute to object
appearance and recognition invariance (Haijiang, Saunders, Stone,
& Backus, 2006; Wallis, Backus, Langer, Huebner, & Bulthoff, 2009).9. Perceptual modeling and overﬁtting
When performing a visual task, the observer’s goal is to con-
struct a model of the sampled data that can efﬁciently guide deci-
sions. The problem can be viewed as a statistical modeling
problem, and amounts to describing a set of noisy samples by a
small number of parameters that, by a formal model, can be ﬁtted
to the data and can be used to predict future behavior. Theories of
perception assume that models constructed by the visual system
are based on actual experience, an adaptation state achieved dur-
ing early development; thus, perceptual learning is not expected
as long as the environment’s statistical properties are ﬁxed. The ef-
fects of perceptual learning can be viewed as a perturbation of this
adaptive state by exposure to a newly deﬁned environment, such
as in the case of adaptation to rotation of the visual world (Kohler,
1962). This amounts to re-ﬁtting of the model used by the brain,
and it may possibly, when the stimuli and task used are very nar-
rowly deﬁned, as in most perceptual learning experiments, lead to
over-speciﬁcity or to ‘‘overﬁtting’’. Perceptual overﬁtting is sup-
ported by some rather surprising recent experimental results
showing that session length and the mixing of different stimuli
and tasks affect learning and its speciﬁcity. The account, presented
next, is based on the known fact that sensory systems are not
invariant in space and time, and that internal activity is affected
by a variety of conditions, deterministic or not, such as local adap-
tation to light and contrast. Hence, repeated stimuli do not evoke
the same pattern of neuronal activity during each presentation,
even within an experimental session, and, owing to retinal non-
uniformity, translation of a stimulus is expected to produce differ-
ent patterns of activity. My goal here is not to develop a detailed
theory of perceptual learning that can ﬁt the data, but rather, to
consider a basic principle in statistical modeling, namely, the de-
gree of ﬁtting, i.e., how detailed the model needs to be to be useful.
Stimuli and tasks used in perceptual learning are very simple,
and for a good reason. The goal is to probe neural substrates under-
lying the basic visual process in the visual cortex, and to avoid
highly speciﬁc processes involved in recognizing more complex
objects. However, even within the primary visual cortex these sim-
ple stimuli, of low dimensionality, are processed by a complex net-
work of many neurons connected by thousands of synapses; thus
the neurons operate in high dimensional space. This situation
may easily lead to perceptual overﬁtting. In the case of overﬁtting,
the learning process models spurious properties of stimulus repre-
sentation, possibly accidental noisy variations of the means that
are found most useful for the task at hand. These highly complex
ﬁtted features may or may not be explicitly available to the obser-
ver. Such a detailed modeling of the stimulus is doomed to fail the
task when the stimulus is later presented under a slightly different
condition, or it may be added with new noisy events, or under dif-
ferent adapting conditions. Consider, for example, the task of con-
trast discrimination (Fig. 1f, top). In this task an observerdiscriminates between two contrast levels, C and C +DC, and the
relevant performance measure is the magnitude of DC required
for 75% correct discrimination. The two contrast levels are coded
by neurons within the visual cortex, which increase their response
as a function of contrast. It is therefore reasonable to assume that
the contrast dependence of this internal response, and the trial-to-
trial variance of these responses, deﬁne the limits of performance.
Thus, for the observer it is sufﬁcient to construct a model that con-
siders the relative efﬁciencies of the different neurons available in
contributing to the differential signal, based on experience gained
during training (Dosher & Lu, 1999; Eckstein et al., 2004; Jacobs,
2009; Liu &Weinshall, 2000; Petrov, Dosher, & Lu, 2005). However,
a particular set of weights optimized for one contrast level may fail
for another due to nonlinearities in the transduction process. In
other words, with practice, the observer may ﬁnd some special de-
tails regarding the neuronal response distribution, which carry
information about the speciﬁc contrast that is practiced, but these
details are useless with other contrast levels. Two predictions fol-
low: (1) contrast discrimination learning is selective for contrast if
training is restricted to a single contrast level; and (2) contrast dis-
crimination learning is much reduced, possibly eliminated, when
different contrast levels are interleaved during training. Both pre-
dictions are in agreement with the available experimental results
(Aberg & Herzog, 2009; Adini et al., 2004; Yu et al., 2004). Interest-
ingly, the initial performance level in contrast discrimination is not
affected by the mixing of different contrast levels (contrast uncer-
tainty), as if the visual system is optimized for contrast discrimina-
tion over the complete range of available contrasts (Adini et al.,
2004).
Perceptual overﬁtting can explain speciﬁcity in perceptual
learning as well as reported failures in learning. Accordingly, given
a simple task, the brain learns the peculiarities of the speciﬁc stim-
ulus and the speciﬁcs of its neuronal mapping. The functional anat-
omy of the visual system indicates that simple visual features are
coded by different networks in the visual cortex, such as in the case
of location, orientation, and the eye. These networks may differ in
the details of their construction, and an optimal discriminator
adapted for one displayed feature may not generalize to another
one. Mollon and Danilova (1996) suggested that such brain (and
eye) non-uniformity can explain learning speciﬁcity without
invoking plasticity at the actual low-level network: ‘‘. . .what the
subject may be learning about are the local idiosyncracies of his retinal
image, of his receptor mosaic’’. Consider a readout mechanism by
which the optimal low-level activity pattern for the task is learned.
Each stimulus change requires a readjustment of the readout pro-
cess to ﬁnd the speciﬁc activity pattern most useful for the task
(Petrov et al., 2005). An example of overﬁtting is the use of acci-
dental properties not invariant in space or time. Overﬁtting can
be eliminated by using a richer stimulus set. Indeed, recent studies
show that learning speciﬁcity is reduced under some experimental
conditions. Zhang, Xiao, Klein, Levi, and Yu (2010), using an orien-
tation discrimination task with a Gabor patch as a stimulus, found
location speciﬁcity of orientation learning in agreement with pre-
vious results by Schoups, Vogel, and Orban (Schoups, Vogels, & Or-
ban, 1995). In other words, the effects of training at one location
are not transferred to a second location. However, Zhang et al.
(2010) found that a brief pretest (200 trials) at the second location
before practicing the ﬁrst is sufﬁcient to produce a substantial
amount of transfer. Thus, this seemingly naïve pretest has a pro-
found effect on learning. Similarly, transfer of texture learning
across eyes was found when the eye of transfer was tested before
training (Schoups & Orban, 1996), whereas eye speciﬁcity was
found without such a pretest (Karni & Sagi, 1991) (though stimuli
differed in some important details). These results indicate that dur-
ing the initial phase of learning, perhaps 200 trials, the learning
process captures some general properties of the task (performing
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the peculiarities of the local network activated by the stimulus. In-
deed, better generalization of learning during the ﬁrst session of
learning was found with texture learning, indicating transfer be-
tween eyes (Karni & Sagi, 1993) and across orientations with
masked contrast-discrimination (Jeter et al., 2010). Censor and Sagi
(2009), using the texture-discrimination task, found reduced per-
formance deterioration at untrained retinal locations after practic-
ing a single short session, suggesting global effects of learning (see
also above ‘‘Memory consolidation and reconsolidation’’). Learning
obtained during this initial phase is sufﬁciently general to be useful
for carrying out a similar task performed in a range of different
experimental conditions. Overﬁtting is expected with ﬁne discrim-
inations but not with coarse discriminations, in agreement with
the higher speciﬁcity found for ‘‘difﬁcult’’ tasks relative to ‘‘easy’’
tasks (Ahissar & Hochstein, 1997). Jeter, Dosher, Petrov, and Lu
(2009) showed that the precision of the task affects speciﬁcity of
learning – the learning effect was transferred to new locations
and orientations when tested with coarse orientation discrimina-
tion but not so much when tested with ﬁne orientation discrimina-
tion. Liu and Weinshall (2000) found that a brief test with an easy
discrimination task can facilitate transfer of motion discrimination
learning. It seems that with coarse discrimination the ﬁtting pro-
cess ignores the ﬁne details required for the ﬁner discrimination
tasks and as a result, overﬁtting is avoided. Of course, the result
of this generalized learning should be preserved and consolidated
in order to be protected from interference and to be useful in the
future (see the relevant section on consolidation).
Of particular importance are results pointing to a breakdown
of locality in perceptual learning, since, as noted above, most per-
ceptual tasks, if not all, show location speciﬁc learning, including
tasks considered to involve high level recognition processes (e.g.,
Nazir & O’Regan, 1990). Xiao et al. (2008) developed a novel dou-
ble-training paradigm where two different tasks (Gabor contrast
discrimination and orientation discrimination) were practiced at
two different locations, either simultaneously or at a different
time. Their results showed signiﬁcant transfer of the performance
gained on each task to the location trained with the other, appar-
ently irrelevant, task. This result is in apparent contradiction with
the locality of perceptual learning, but here can be explained by
the perceptual modeling process which is making use of features
shared by all locations and tasks the observer is exposed to dur-
ing training (including pretests!). Hila Harris and I have recently
asked whether learning can be generalized to locations previ-
ously not tested, nor trained. We used a typical texture task (Kar-
ni & Sagi, 1991), but instead of using a single target location, we
introduced location uncertainty, having the target positioned in
one of two possible locations (different quadrants in the visual
ﬁeld, as in Censor & Sagi, 2008; Censor & Sagi, 2009). Learning
curves with the two-locations training overlapped with standard
learning curves obtained with single-location training, however,
while the single-location training resulted in location speciﬁc
learning, to our great surprise there was a complete transfer to
untrained locations for observers trained with two locations
(Harris & Sagi, 2010)! This result clearly shows that even learning
through extended practice (four daily sessions), leading to high
accuracy performance, can be generalized across retinal locations.
The result supports the ‘‘overﬁtting’’ hypothesis according to
which the modeling process, unable to keep track of the two
randomly stimulated locations, produces a common ﬁt to both
locations, thus avoiding the ‘‘peculiarities’’ of each individual
location, which in turn allows for generalization. However,
overﬁtting predicts much less learning with two-location as com-
pared with one location training, since the latter allows adjust-
ments to the peculiarities of the single location (Mollon &
Danilova, 1996).Perceptual learning may show speciﬁcity even after a short
training phase (Karni & Sagi, 1993; Rubin, Nakayama, & Shapley,
1997). Though a challenge to the account presented here, overﬁt-
ting on a short time scale may lead to interesting effects, such as
a failure of learning with long testing sessions. Within a testing
session, stimulus encoding may vary owing to adaptation or neuro-
nal noise. Thus, a learning mechanism that improperly integrates
information obtained over time may fail to generalize to situations
encountered later in the training session, hence failing with addi-
tional trials. Such performance deterioration was observed with
texture discrimination (Censor et al., 2006; Mednick et al., 2005).
The deterioration effect was found to be local, speciﬁc to the
trained target location. Most importantly, a brief learning period,
followed by efﬁcient consolidation, was found to prevent this dete-
rioration (Censor & Sagi, 2008), i.e., a relatively short training ses-
sion followed by sleep prevents deterioration in subsequent
training sessions. This effect was found to transfer to other target
locations (Censor & Sagi, 2009). Thus, very much like the double-
training effects with orientation and location (Zhang et al., 2010),
previously discussed, a brief training period prevents overﬁtting
and enables generalization to different states of sensory adapta-
tion. This is most probably achieved by establishing an efﬁcient
set of weights for the task, or a stimulus-based template. Lu, Liu,
and Dosher (2010) describe a large set of experimental results that
are explained by stimulus-template enhancement. Of particular
interest here is the ﬁnding that practicing with noise-free stimuli
improves performance on noisy stimuli whereas practicing at a
high noise level leads to improved performance only at that spe-
ciﬁc noise level. According to the present account, practicing with
high noise leads to overﬁtting to the speciﬁc stimuli encountered,
whereas without noise an efﬁcient stimulus template is conﬁgured
to provide a generalized ﬁlter that is noise independent.
If all perceptual learning is overﬁtting, how much of the perfor-
mance gain can be explained by it? Consider an extreme case
where the visual system is optimized for the task under standard
conditions so that any additional learning is not expected to im-
prove performance, unless the training set is reduced to a small
size so that overﬁtting can take place. Under such conditions,
learning is expected to disappear when different stimuli are mixed
during the learning process. Indeed, some experimental paradigms
produce interesting results when training is carried out with trials
of different stimuli mixed within a series of trials. Adini et al.
(2004) and Yu et al. (2004), using contrast discrimination-based
tasks, found reduced learning effects (Adini et al., 2004) or none
(Yu et al., 2004) when different contrast levels were randomly
mixed in a single series of trials, as compared with blocked con-
trast (a ﬁxed pedestal). Otto, Herzog, Fahle, and Zhaoping (2006)
found reduced learning with mixed stimuli using the bisection
task, though Parkosadze, Otto, Malania, Kezeli, and Herzog (2008)
demonstrated that signiﬁcant learning occurs with very long train-
ing (18,000 trials). Tartaglia et al. (Tartaglia, Aberg, & Herzog, 2009)
found that interference in mixed training depends on stimulus
overlap. Using a rich stimulus set may reduce the risk of overﬁtting
and thus reduce learning, possibly eliminating learning. However,
this is not always the case. Ahissar and Hochstein (2000), using
an orientation ‘‘pop-out’’ detection task, found strong learning ef-
fects with a target presented in one of many possible retinal loca-
tions, an effect not very different from the effects found with a
single retinal location. Similarly, learning effects with one eye were
found to equal those found with two eyes (Ahissar & Hochstein,
1996; Karni & Sagi, 1991). Yotsumoto, Chang et al. (2009), using
the texture-discrimination task, found similar learning effects
when stimulus properties were ﬁxed as compared with a random
mix of different background and target orientations. These results
prove that extended learning, and its speciﬁcity, when a target is
presented at a single location, or to a single eye, or with a single
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sible that some learning effects under mixed conditions are due to
overﬁtting when the different conditions are clearly marked, such
as with explicit tagging (Zhang et al., 2008) or parameter grouping
(Kuai, Zhang, Klein, Levi, & Yu, 2005), though the efﬁciency of these
methods was found to dependent on the prticulat stimuli used
(Aberg & Herzog, 2009).
Does overﬁtting, where exists, imply any speciﬁc brain imple-
mentation? I do not think so. In fact, it assumes a single process
that samples the sensory information at a very high resolution; it
can be implemented within networks of early vision or as a high-
level shiftable readout of these low-level networks. This account
of the phenomenology described above does not require any corti-
cal hierarchy of receptive ﬁeld sizes, upward or in reverse (Ahissar
& Hochstein, 1996; Nahum, Nelken, & Ahissar, 2010), but the pres-
ence of such a cortical hierarchy is not in conﬂict with it. One inter-
esting possibility is that the cortical hierarchy serves as a
regularization process to reduce overﬁtting, maybe by providing
global constraints on local computations, or by imposing prior
knowledge on the learning process (Censor & Sagi, 2009). However,
the reverse is also possible, by implementing regularization in low-
level networks as constraints on learning, with higher levels intro-
ducing complex, possibly accidental, features. The latter option
predicts, maybe against intuition, less overﬁtting in learning situa-
tions where attention is not available to the trained task (TIPL:
(Sasaki et al., 2010)), or when it is not required for task perfor-
mance. Indeed, results with texture discrimination (Karni & Sagi,
1991; Yotsumoto, Chang et al., 2009) and pop-out (Ahissar, Laiw-
and, & Hochstein, 2001) tasks, mentioned above, do not conform
to the overﬁtting hypothesis. Thus, it is possible that only when
the task allows for a complex or a semantic high-level process to
be involved, such as when a constant target is presented or when
very high accuracy is required, does overﬁtting take place.10. Summary
Maybe the most important conclusion that can be drawn from
the perceptual learning studies of recent years is that understand-
ing the mechanisms of learning within perceptual systems is a
tractable problem. Importantly, perceptual learning offers a struc-
tured methodology to advance the understanding of learning and
memory. The research described here shows that experience with
visual stimuli results in long-term changes in the perception of
these stimuli, pointing to experience-dependent plasticity in the
visual system. More recent experiments demonstrate the depen-
dence of learning on temporal and spatial context, allowing for a
better identiﬁcation of the brain networks underlying learning
and of the rules governing learning. An increasing number of stud-
ies show that under some conditions the learning outcome gener-
alizes to untrained stimuli and tasks. Better generalization is seen
with shorter training sessions, with coarse discriminations, and in
training with two or more stimuli, whereas extensive training with
a ﬁxed stimulus may lead to over-speciﬁcity. These properties of
perceptual learning, generalization, and over-speciﬁcity can be ex-
plained by the statistical properties of the learning process. Stimu-
lus uncertainty (‘‘roving’’) is suggested as a tool to minimize
perceptual overﬁtting. Processes following the acquisition (encod-
ing) stage are thought to operate on the resulting memory traces to
normalize network connectivity in order to avoid local synaptic
saturation, to eliminate spurious memories (overﬁtting), and to
stabilize the resulting outcome against future interference. Speciﬁc
sleep stages are thought to underlie the different stages of the con-
solidation process.
Of particular interest are populations with abnormal visual
development, such as amblyopia, where practice with a limitedset of stimuli can lead to improved vision. These latter results sug-
gest that sensory development extends beyond the traditionally
thought critical period. Extra-sensory functions, such as attention
and reinforcement, were considered critical for perceptual learn-
ing. The high performance level achieved with training, such as
in hyper-acuity and with information-rich stimuli (e.g. textures),
implies that the learning process has access to details of sensory
representation represented only in low-level cortical networks.
Learning within these networks were suggested to follow rules of
associative learning. Studies employing single-cell recording meth-
ods in the monkey as well as fMR-Imaging methods in humans
show practice-dependent modulation of neuronal activity with
the primary visual cortex. However, whether these low-level net-
works are actually modiﬁed is a source of controversy. Most inter-
estingly, it was reported that cortical networks, including sensory
areas exhibit spontaneous plasticity in the absence of stimulations,
suggesting that functional plasticity, i.e. learning, is driven by
external inputs controlling the ongoing cortical plasticity.Acknowledgments
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