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Suppose that X , Y , A and B are Banach spaces such that X is isomorphic to Y ⊕ A and
Y is isomorphic to X ⊕ B . Are X and Y necessarily isomorphic? In this generality, the
answer is no, as proved by W.T. Gowers in 1996. In the present paper, we provide a very
simple necessary and suﬃcient condition on the 10-tuples (k, l,m,n, p,q, r, s,u, v) in N
with p + q + u 3, r + s + v  3, uv  1, (p,q) = (0,0), (r, s) = (0,0) and u = 1 or v = 1
or (p,q) = (1,0) or (r, s) = (0,1), which guarantees that X is isomorphic to Y whenever
these Banach spaces satisfy{
Xu ∼ Xp ⊕ Y q,
Y v ∼ Xr ⊕ Y s and Ak ⊕ Bl ∼ Am ⊕ Bn.
Namely, δ = ±1 or ♦ = 0, gcd(♦, δ(p + q − u)) divides p + q − u and gcd(♦, δ(r + s − v))
divides r + s − v , where δ = k − l − m + n is the characteristic number of the 4-tuple
(k, l,m,n) and ♦ = (p − u)(s − v) − rq is the discriminant of the 6-tuple (p,q, r, s,u, v).
We conjecture that this result is in some sense a maximal extension of the classical
Pełczyn´ski’s decomposition method in Banach spaces: the case (1,0,1,0,2,0,0,2,1,1).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We recall that the Schroeder–Bernstein theorem states that if a set X can be embedded into a set Y and vice versa, then
there is a one-to-one function on X onto Y . This theorem played an important role in the genesis and development of the
set theory. It is then natural to search for some analogous result to this celebrated theorem when we are studying another
branch of mathematics. In particular, in the context of the functional analysis the following question arises naturally: If X
and Y are two Banach spaces and each one is isomorphic to a subspace of the other, then are they necessarily isomorphic
(in short, X ∼ Y )? The answer to this question has long been known to be no. A stronger condition on X and Y would be
that each of them is isomorphic to a complemented subspace of the other, that is, there exist Banach spaces A and B such
that {
X ∼ Y ⊕ A,
Y ∼ X ⊕ B. (1.1)
In 1996, W.T. Gowers [14] solved the so-called Schroeder–Bernstein Problem for Banach spaces by showing that even
under this condition, X and Y need not to be isomorphic, see also [3–8,15]. So in the study of the geometry of Banach
spaces when we have the situation (1.1) we search for additional conditions on X , Y , A and B to yield X ∼ Y , see for
example [10–13]. This area of research originated from the Pełczyn´ski’s works. In fact, in 1960 remarkably he discovered
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known as the Pełczyn´ski’s decomposition method in Banach spaces. It and some of its variations have proved very useful in
different contexts of Banach spaces theory, see for example [2,16,18].
Fixed n ∈ N∗ = {1,2, . . .}, the sum of n copies of a Banach space X , X ⊕ X ⊕ · · · ⊕ X will be denoted by Xn . It is useful
to deﬁne X0 = {0}.
Pełczyn´ski’s decomposition method states that X ∼ Y whenever there exist Banach spaces A and B satisfying (1.1) and
the following Decomposition Scheme holds{
X ∼ X2,
Y ∼ Y 2. (1.2)
We will investigate how one can extend this decomposition method by using three isomorphisms instead of two iso-
morphisms. More speciﬁcally, we will add in some Decomposition Schemes similar to that of (1.2) certain isomorphisms
involving only the Banach spaces A and B from (1.1). Our starting point is the fact that X ∼ Y whenever there exist Banach
spaces A and B satisfying (1.1) and one of the following Decomposition Schemes:{
X ∼ X2,
Y ∼ Y 3 and A ∼ A4,
{
X ∼ X2,
Y ∼ Y 4 and A ∼ A5,
{
X ∼ X3,
Y ∼ Y 3 and A ∼ A6. (1.3)
The usefulness and interest of these decomposition methods rely in the fact that nowadays it is well known, see Remark 3.1,
that for every i ∈ N, i  3, there exists a Banach space Zi satisfying
Zi ∼ Z ii and Zi  Z2i .
So the above decomposition methods are new variations of Pełczyn´ski’s decomposition method to the case where the Banach
spaces Z involved are not necessarily isomorphic to their squares Z2.
The following deﬁnition formalizes the main concept of this paper which was inspired by (1.3).
Deﬁnition 1.1. A 10-tuple (k, l,m,n, p,q, r, s,u, v) in N with p + q + u  3, r + s + v  3, uv  1, (p,q) = (0,0) and (r, s) =
(0,0) is a Schroeder–Bernstein 10-tuple for Banach spaces (in short, SBT) whenever for every Banach spaces X , Y , A and B
satisfying (1.1) and{
Xu ∼ Xp ⊕ Y q,
Y v ∼ Xr ⊕ Y s and Ak ⊕ Bl ∼ Am ⊕ Bn, (1.4)
we conclude that X ∼ Y .
The conditions p + q + u  3, r + s + v  3, uv  1, (p,q) = (0,0) and (r, s) = (0,0) are posed to avoid trivial cases. For
convenience, throughout the paper all 10-tuples have these properties. Moreover, ﬁxed a 10-tuple (k, l,m,n, p,q, r, s,u, v)
in N, we will denote by δ = k − l − m + n the characteristic number of the 4-tuple (k, l,m,n), see [10, p. 21] and by ♦ =
(p − u)(s − v) − rq the discriminant of the 6-tuple (p,q, r, s,u, v), see [9].
According to [10, Proposition 5.6] we see that a 10-tuple is an SBT whenever δ = ±1. Furthermore, [9, Theorem 1.2]
implies that a 10-tuple (1,0,1,0, p,q, r, s,1, v) in N is an SBT whenever ♦ = 0, ♦ divides p + q − u and r + s − v . In
the present paper we unify and extend these results working towards a maximal extension of Pełczyn´ski’s decomposition
method in Banach spaces. Our main result goes as follows:
Theorem 1.2. A 10-tuple (k, l,m,n, p,q, r, s,u, v) in N with u = 1 or v = 1 or (p,q)= (1,0) or (r, s) = (0,1) is an SBT if and only if
δ = ±1 or ♦ = 0, gcd(♦, δ(p + q − u)) divides p + q − u and gcd(♦, δ(r + s − v)) divides r + s − v.
This theorem is an immediate consequence of Propositions 2.5, 3.4 and 3.5. As an application, we obtain the following
characterization of the decomposition methods in Banach spaces similar to those of (1.3).
Corollary 1.3. Let (k, l,m,n) be a 4-tuple in N with characteristic number δ and p, s, v in N with p  2, s + v  3, s 1 and v  1.
For every Banach spaces X, Y , A and B satisfying (1.1) and{
X ∼ Xp,
Y v ∼ Y s and Ak ⊕ Bl ∼ Am ⊕ Bn,
we have that X ∼ Y if and only if (p − 1)(s − v) is coprime with δ.
Observe that Theorem 1.2 can be seen as an extension of Pełczyn´ski’s decomposition method in Banach spaces: the case
(1,0,1,0,2,0,0,1,1). Moreover, it seems a natural but diﬃcult conjecture that Theorem 1.2 is the best possible in the
sense that it characterizes the SBT. To be more precise:
Conjecture 1.4. If a 10-tuple (k, l,m,n, p,q, r, s,u, v) in N is an SBT, then u = 1 or v = 1 or (p,q) = (1,0) or (r, s) = (0,1) or
δ = ±1.
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lary 1.3, the Square-Cube Problem for Banach spaces, see [19, p. 367] and also the Square-Cube Schroeder–Bernstein Problem
for Banach spaces [9, Problem 4.4].
Problem 1.5 (Narrow Square-Cube Schroeder–Bernstein Problem for Banach spaces). Let (k, l,m,n) be a 4-tuple in N with char-
acteristic number δ different from ±1. Give non-isomorphic Banach spaces X and Y so that there exist Banach spaces A
and B satisfying (1.1) and{
X2 ∼ X3,
Y 2 ∼ Y 3 and Ak ⊕ Bl ∼ Am ⊕ Bn.
2. Suﬃcient condition for a 10-tuple inN to be an SBT
The purpose of this section is to prove Proposition 2.5 which provides a suﬃcient condition for a 10-tuple in N to be
an SBT. In order to do this, we need some auxiliary results. Since the characteristic numbers of the 4-tuples (m,n,k, l) and
(k, l,m,n) in N are equal up to sign, without loss of generality, we will only consider 4-tuples in N with non-negative
characteristic numbers.
Proposition 2.1. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N with u = v = 1. If X , Y , A and B are Banach spaces satisfying (1.1)
and (1.4), then
(a) X ∼ X |♦|+1 ,
(b) X ∼ X ⊕ Bδ .
Proof. (a) First of all notice that if Xα ⊕ Y β ∼ Xγ ⊕ Y β for some α, β and γ in N with α  γ , then
X ∼ Xα−γ+1. (2.1)
Indeed, since p + q  2 it follows from (1.1) and the ﬁrst condition of (1.4) that X contains a complemented subspace
isomorphic to its square X2. Hence there exists a Banach space C so that
X ∼ Xα ⊕ Y β ⊕ C .
Consequently,
X ∼ Xγ ⊕ Y β ⊕ C ∼ Xγ ⊕ Y β ⊕ Xα−γ ⊕ C ∼ Xα ⊕ Y β ⊕ C ⊕ Xα−γ ∼ X ⊕ Xα−γ ∼ Xα−γ+1.
We next distinguish three cases: p  1 and s 1; p = 0; s = 0.
Case 1. p  1 and s 1. Adding X p−1 ⊕ Y q to both sides of the ﬁrst condition of (1.4), by induction, we obtain
X ∼ Xi(p−1)+1 ⊕ Y iq, ∀i ∈ N. (2.2)
Analogously, we have
Y ∼ X jr ⊕ Y j(s−1)+1, ∀ j ∈ N. (2.3)
According to (2.2) with i = s − 1, (2.3) with j = q and the ﬁrst condition of (1.1), we deduce
Xrq ⊕ Y q(s−1)+1 ∼ Y ∼ X ⊕ B ∼ X (p−1)(s−1)+1 ⊕ Y q(s−1) ⊕ B ∼ X (p−1)(s−1) ⊕ Y (s−1)q+1. (2.4)
Now there are two subcases: ♦ 0 and ♦ < 0.
Subcase 1.1. ♦ 0. Take α = (p − 1)(s − 1), β = q(s − 1) + 1 and γ = rq. Of course (2.1) combined with (2.4) yields that
X ∼ X (p−1)(s−1)−rq+1 = X♦+1.
Subcase 1.2. ♦ < 0. Take α = rq, β = q(s − 1) + 1 and γ = (p − 1)(s − 1). Again by (2.1) and (2.4),
X ∼ Xrq−(p−1)(s−1)+1 = X−♦+1.
Case 2. p = 0. Therefore ♦ = 1− s − rq < 0 and using the ﬁrst condition of (1.4) in the second one, we have
X ∼ Y q ∼ Xrq ⊕ Y sq ∼ Xrq ⊕ Xs ∼ Xs+rq = X−♦+1.
Case 3. s = 0. Hence ♦ = 1− p − rq < 0 and using the second condition of (1.4) in the ﬁrst one, we infer
X ∼ Xp ⊕ Xrq ∼ Xp+rq = X−♦+1.
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it follows that
Ak ⊕ Bk ∼ Am ⊕ Bn+k−l = Am ⊕ Bm+δ. (2.5)
On the other hand, using the second condition of (1.1) in the ﬁrst one, by induction, we get
X ∼ X ⊕ Ai ⊕ Bi, ∀i ∈ N. (2.6)
Finally, by (2.5) and (2.6) with i = k and i =m, we conclude
X ∼ X ⊕ Ak ⊕ Bk ∼ X ⊕ Am ⊕ Bm ⊕ Bδ ∼ X ⊕ Bδ. 
Proposition 2.2. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N with u = v = 1, ♦ = 0 and δ  2. Suppose that X, Y , A and B are
Banach spaces satisfying (1.1) and (1.4) and gcd(♦, δ(p + q− 1)) divides p + q− 1 and gcd(♦, δ(r + s− 1)) divides r + s− 1. Then
(a) X ∼ X ⊕ Bq,
(b) Y ∼ X ⊕ Bs.
Proof. We will consider the case ♦ > 0. An analogous argument also settles the case ♦ < 0.
(a) Since gcd(♦, δ(p + q − 1)) divides p + q − 1, by the well-known Bezout’s theorem there exist i and j in N such that
i♦ + p + q − 1 = jδ(p + q − 1) or i♦ = p + q − 1+ jδ(p + q − 1).
Case 1. i♦ + p + q − 1 = jδ(p + q − 1). Thus i j  1 and
Bi♦ ⊕ Bp+q−1 ∼ B jδ(p+q−1). (2.7)
Adding X to both sides of (2.7), we obtain
X ⊕ Bi♦ ⊕ Bp+q−1 ∼ B jδ(p+q−1) ⊕ X . (2.8)
By the symmetry of Proposition 2.1(a) and by the second condition of (1.1), we have
Y ∼ Y♦+1 ∼ X♦+1 ⊕ B♦+1 ∼ X ⊕ B♦+1. (2.9)
Adding A to both sides of (2.9), by the ﬁrst condition of (1.1) and (2.6) with i = 1, we see that
X ∼ Y ⊕ A ∼ X ⊕ A ⊕ B ⊕ B♦ ∼ X ⊕ B♦. (2.10)
Moreover, adding B♦ to both sides of (2.10), we infer
X ∼ X ⊕ B♦ ∼ X ⊕ B2♦.
Therefore by induction,
X ∼ X ⊕ Bi♦. (2.11)
Again by induction, it follows from Proposition 2.1(b) that
X ∼ X ⊕ B jδ(p+q−1). (2.12)
Thus applying (2.11) and (2.12) in (2.8), we deduce
X ⊕ Bp+q−1 ∼ X . (2.13)
Now since i♦ = ( jδ − 1)(p + q − 1), an appeal to (2.11) and (2.13) reveals that
X ∼ X ⊕ Bi♦ = X ⊕ B( jδ−1)(p+q−1) ∼ X ⊕ Bp+q−1 ⊕ Bp+q−1 ⊕ · · · ⊕ Bp+q−1 ∼ X jδ−1.
Consequently,
Xi♦ ∼ X ( jδ−1)(p+q−1) ∼ X jδ−1 ⊕ X jδ−1 ⊕ · · · ⊕ X jδ−1 ∼ Xp+q−1. (2.14)
Furthermore, by induction, Proposition 2.1(a) shows that
X ∼ Xi♦+1.
This together with (2.14) implies that
X ∼ Xi♦ ⊕ X ∼ Xp+q−1 ⊕ X ∼ Xp+q. (2.15)
Hence by the ﬁrst condition of (1.4) and the second condition of (1.1), we conclude
X ∼ Xp ⊕ Y q ∼ Xp ⊕ Xq ⊕ Bq ∼ Xp+q ⊕ Bq ∼ X ⊕ Bq.
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Bi♦ ∼ Bp+q−1 ⊕ B jδ(p+q−1). (2.16)
Consequently, adding X to both sides of (2.16),
X ⊕ Bi♦ ∼ Bp+q−1 ⊕ X ⊕ B jδ(p+q−1).
Thus, as in (2.13), again we have
X ∼ X ⊕ Bp+q−1. (2.17)
Since i♦ = ( jδ + 1)(p + q − 1), by (2.11) and (2.17), we obtain
X ∼ X ⊕ B( jδ+1)(p+q−1) ∼ X ⊕ Bp+q−1 ⊕ Bp+q−1 ⊕ · · · ⊕ Bp+q−1 ∼ X jδ+1.
Therefore
Xi♦ ∼ X ( jδ+1)(p+q−1) ∼ X jδ+1 ⊕ X jδ+1 ⊕ · · · ⊕ X jδ+1 ∼ Xp+q−1.
So, as in the proof of Case 1, we deduce that X ∼ X ⊕ Bq .
(b) Since gcd(♦, δ(r + s − 1)) divides r + s − 1, proceeding in a fashion similar to the proof of (2.15), we see that
X ∼ Xr+s.
But now by the second condition of (1.4) and the second condition of (1.1), we get
Y ∼ Xr ⊕ Y s ∼ Xr ⊕ Xs ⊕ Bs ∼ Xr+s ⊕ Bs ∼ X ⊕ Bs. 
The following lemma is the key to the next proposition.
Lemma 2.3. Let A, B,a,b and c be integers such that gcd(aA − bB, cA) divides A and gcd(aA − bB, cB) divides B. Then ia − jb is
coprime with c for some i and j in N.
Proof. Proceeding by contradiction, suppose that gcd(ia − jb) = 1 for every i and j in N. Take d = gcd(a,b). Bezout’s
theorem guarantees the existence of x and y in N such that ax − by = d or ax − by = −d. Therefore gcd(d, c) = 1. Pick p a
prime which divides a, b and c. It follows by hypothesis that p also divides A and B . We write A = pnA rnA and B = pnB rnB ,
where nA,nB ∈ N and p does not divide nA and nB . Hence there are m ∈ N∗ and g ∈ N, with p does not dividing g and
satisfying
aA − bB = pmin{nA ,nB }+m g. (2.18)
Moreover, there are also n ∈ N∗ and h ∈ N, with p does not dividing h and satisfying
cA = pnA+n h. (2.19)
Now, bearing in mind that gcd(aA − bB, cA) divides A, we conclude by (2.18) and (2.19) that nA > nB . In the same way,
from the fact that gcd(aA − bB, cB) divides B , we also deduce that nB > nA , a contradiction which completes the proof. 
Proposition 2.4. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N with u = v = 1 and ♦ = 0. If gcd(♦, δ(p+q−1)) divides p+q−1
and gcd(♦, δ(r + s − 1)) divides r + s − 1, then it is an SBT.
Proof. Let X , Y , A and B be Banach spaces satisfying (1.1) and (1.4). We will prove that X ∼ Y . Observe that if δ = 0, then
by hypothesis ♦ = 0, ♦ divides p + q − 1 and r + s − 1. So by the main result of [9] mentioned in the introduction, X ∼ Y .
Furthermore, if δ = 1, then as we already said in the introduction, [10, Proposition 3.2] implies that X ∼ Y . When δ  2 we
distinguish four cases: s = 0; s = 1; s = 2; s 3.
Case 1. s = 0. By Proposition 2.2(b) we have that Y ∼ X ⊕ Bs . Therefore X ∼ Y .
Case 2. s = 1. Thus ♦ = −rq, r  1 and there are two subcases: q = 1 and q 2.
Subcase 2.1. q = 1. According to Proposition 2.2(a), X ∼ X ⊕ Bq . So by the second condition of (1.1), X ∼ X ⊕ B ∼ Y .
Subcase 2.2. q  2. By hypothesis gcd(−rq, δr) divides r. In particular, q is coprime with δ. An appeal to Bezout’s theorem
produces α and β in N such that αq + 1 = βδ or αq = 1+ βδ.
(a) αq + 1 = βδ. Thus αβ  1 and by Propositions 2.1(b), 2.2(a) and induction, we infer
X ∼ X ⊕ Bβδ and X ∼ X ⊕ Bαq. (2.20)
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X ∼ X ⊕ Bαq ⊕ Bβδ−αq ∼ X ⊕ B ∼ Y .
(b) αq = 1+ βδ. Then again αβ  1 and it follows from (2.20) that
X ∼ X ⊕ Bβδ ⊕ Bαq−βδ ∼ X ⊕ B ∼ Y .
Case 3. s = 2. By using the ﬁrst condition of (1.1), Proposition 2.2(b) and (2.6) with i = 1, we see that
X ∼ Y ⊕ A ∼ X ⊕ A ⊕ B ⊕ Bs−1 ∼ X ⊕ Bs−1. (2.21)
Consequently, X ∼ Y .
Case 4. s 3. There are two subcases: q = 0 and q 1.
Subcase 4.1. q = 0. Hence ♦ = (p − 1)(s − 1), p  2 and gcd((p − 1)(s − 1), δ(p − 1)) divides p − 1. So s − 1 is coprime
with δ. Again Bezout’s theorem ensures the existence of α and β in N such that α(s − 1) + 1 = βδ or α(s − 1) = 1+ βδ.
(a) α(s − 1) + 1 = βδ. Thus αβ  1 and by Proposition 2.1(b), (2.21) and induction, we deduce
X ∼ X ⊕ Bβδ and X ∼ X ⊕ Bα(s−1). (2.22)
Then we have
X ∼ X ⊕ Bα(s−1) ⊕ Bβδ−α(s−1) ∼ X ⊕ B ∼ Y .
(b) α(s − 1) = 1+ βδ. Therefore αβ  1 and it then follows that
X ∼ X ⊕ Bβδ ⊕ Bα(s−1)−βδ ∼ X ⊕ B ∼ Y .
Subcase 4.2. q 1. Observe that ♦ = (s − 1)(p + q − 1) − q(s + r − 1) and take A = p + q − 1, B = s + r − 1, a = s − 1, b = q
and c = δ. By hypothesis and Lemma 2.3, i(s − 1) − jq is coprime with δ for some i and j in N. We distinguish two cases:
i(s − 1) − jq > 0 and i(s − 1) − jq < 0.
Subcase 4.2.1. i(s−1)− jq > 0. So i  1. If j = 0, then s−1 is coprime with δ and proceeding as in the proof of Subcase 4.1,
we conclude that X ∼ Y . Otherwise, j  1 and by Proposition 2.2(a), (2.21) and induction, we obtain
X ∼ X ⊕ B jq and X ∼ X ⊕ Bi(s−1). (2.23)
Accordingly, we have
X ∼ X ⊕ B jq ⊕ Bi(s−1)− jq ∼ X ⊕ Bi(s−1)− jq. (2.24)
Hence if i(s−1)− jq = 1, then X ∼ X ⊕ B ∼ Y . So we may assume that i(s−1)− jq 2. With the help of Bezout’s theorem
select α and β in N such that α(i(s−1)− jq)+1 = βδ or α(i(s−1)− jq) = 1+βδ. In addition, by Proposition 2.1(b), (2.24)
and induction, we deduce
X ∼ X ⊕ Bβδ and X ∼ X ⊕ Bα(i(s−1)− jq). (2.25)
(a) α(i(s − 1) − jq) + 1 = βδ. Thus αβ  1. By (2.25) it follows that
X ∼ Bα(i(s−1)− jq) ⊕ Bβδ−α(i(s−1)− jq) ∼ X ⊕ B ∼ Y .
(b) α(i(s − 1) − jq) = 1+ βδ. So αβ  1 and again by (2.25), we have
X ∼ Bβδ ⊕ Bα(i(s−1)− jq)−βδ ∼ X ⊕ B ∼ Y .
Subcase 4.2.2. i(s− 1)− jq < 0. Thus j  1. If i = 0, then q is coprime with δ and proceeding as in the proof of Subcase 2.2,
we see that X ∼ Y . Otherwise, i  1 and (2.23) implies that
X ∼ X ⊕ Bi(s−1) ⊕ B jq−i(s−1) ∼ X ⊕ B jq−i(s−1).
Therefore, if jq − i(s − 1) = 1, then X ∼ Y . Otherwise, we can suppose that jq − i(s− 1) 2. Yet another appeal to Bezout’s
theorem gives us α and β in N such that α( jq − i(s − 1)) + 1 = βδ or α( jq − i(s − 1)) = 1+ βδ. Proceeding as in the proof
of Subcase 4.2.1, we conclude that X ∼ Y . 
Proposition 2.5. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N with u = 1 and ♦ = 0. If gcd(♦, δ(p + q − 1)) divides p + q − 1
and gcd(♦, δ(r + s − v)) divides r + s − v, then it is an SBT.
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assume that v  2. We will distinguish three cases: s v; s < v , p  1; s < v , p = 0.
Case 1. s v . Since p + q 2, Y contains a complemented subspace isomorphic to Y 2. Let D be a Banach space such that
Y ∼ Y v ⊕ D.
Therefore in view of the ﬁrst condition of (1.4),
Y ∼ Xr ⊕ Y s ⊕ D ∼ Xr ⊕ Y s−v ⊕ Y v ⊕ D ∼ Xr ⊕ Y s−v ⊕ Y ∼ Xr ⊕ Y s−r+1.
Hence{
X ∼ Xp ⊕ Y q,
Y ∼ Xr ⊕ Y s−v+1 and Ak ⊕ Bl ∼ Am ⊕ Bn. (2.26)
Since the discriminant of the 6-tuple (p,q, r, s− v + 1,1,1) is equal to (p − 1)(s− v)− rq = ♦ = 0 and r + (s− v + 1)− 1 =
r + s − v , it follows from (2.26) and Proposition 2.4 that X ∼ Y .
Case 2. s < v , p  1. There are two subcases: r = 0 and r  1.
Subcase 2.1. r = 0. We rewrite (1.4) as follows{
X ∼ Xp ⊕ Y q,
Y s ∼ Y v and Ak ⊕ Bl ∼ Am ⊕ Bn. (2.27)
Notice that the discriminant of the 6-tuple (p,q,0, v,1, s) is equal to (p − 1)(v − s) = −♦. So by hypothesis, (2.27) and
Case 1, X ∼ Y .
Subcase 2.2. r  1. There are two subcases: q 1 and q = 0.
Subcase 2.2.1. q 1. Fix α ∈ N∗ such that α|♦|qr + s > v . By (2.2) with i = α|♦|, we infer
Xr ∼ Xr(α|♦|(p−1)+1) ⊕ Y α|♦|qr .
Then, by (1.4), we get{
X ∼ Xp ⊕ Y q,
Y v ∼ Xr(α|♦|(p−1)+1) ⊕ Y α|♦|qr+s and Ak ⊕ Bl ∼ Am ⊕ Bn. (2.28)
Now observe that the discriminant of the 6-tuple (p,q, r(α|♦|(p − 1) + 1),α|♦|qr + s,1, v) is equal to (p − 1)(α|♦|qr +
s − v) − rq(α|♦|(p − 1) + 1) = (p − 1)(s − v) − rq = ♦. Moreover, since gcd(♦, δ(r + s − v)) divides r + s − v , it is easy to
check that gcd(♦, δ(α|♦|r(p + q − 1) + (s + r − v))) divides α|♦|r(p + q − 1) + (s + r − v). According to (2.28) and Case 1,
X ∼ Y .
Subcase 2.2.2. q = 0. Thus p  2 and adding B to both sides of the ﬁrst condition of (1.4) and also As to both sides of the
second condition of (1.4), we get{
Y ∼ Y ⊕ Xp−1,
Xr+s ∼ Y v−s ⊕ Xs and Bn ⊕ Am ∼ Bl ⊕ Ak. (2.29)
Notice that the discriminant of the 6-tuple (1, p − 1, v − s, s,1, r + s) is equal to (p − 1)(t − s) = −♦. By (2.29) and Sub-
case 2.2.1, X ∼ Y .
Case 3. s < v , p = 0. In this case, ♦ = v − s − rq and the ﬁrst condition of (1.4) implies that X ∼ Y q and Y v ∼ Xr ⊕ Y s .
Consequently, Y v ∼ Y rq ⊕ Y s ∼ Y rq+s . There are two subcases: v  rq + s and v > rq + s.
Subcase 3.1. v  rq + s. Thus by (1.4),{
X ∼ Y q,
Y v ∼ Y rq+s and Ak ⊕ Bl ∼ Am ⊕ Bn. (2.30)
Since the discriminant of the 6-tuple (0,q,0, rq + s,1, v) is equal to −(rq + s − t) = ♦. By (2.30) and Case 1, X ∼ Y .
Subcase 3.2. v > rq + s. It follows from (1.4) that{
X ∼ Y q,
Y rq+s ∼ Y v and Ak ⊕ Bl ∼ Am ⊕ Bn. (2.31)
Notice that the discriminant of the 6-tuple (0,q,0, v,1, rq + s) is equal to −(v − (rq + s)) = −♦. According to (2.31) and
Case 1, X ∼ Y . 
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The main goal of this section is to conclude the proof of Theorem 1.2 by proving Propositions 3.4 and 3.5. Before we
need two lemmas related to some Banach spaces constructed by W.T. Gowers and B. Maurey in 1997.
Remark 3.1. In [15, p. 563] there were constructed Banach spaces Xv , for every v ∈ N, v  2, having the following property:
Xmv ∼ Xnv , with m,n ∈ N, if and only if m is equal to n modulo v .
Lemma 3.2. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N. Suppose that there exist i, j, t ∈ N with t  2 satisfying
(a) t divides i(p − u) + jq;
(b) t divides ir + j(s − v);
(c) t divides δ( j − i);
(d) t does not divide j − i.
Then this 10-tuple is not an SBT.
Proof. Let a ∈ N such that at − j + i > 0 and at − i + j > 0. Since j + (at − j + i) − i = at and i + (at − i + j) − j = at , we
have by the property of Xt mentioned in Remark 3.1 and the conditions (a), (b) and (c) that{
Xit ∼ X jt ⊕ Xat− j+it ,
X jt ∼ Xit ⊕ Xat−i+ jt ,
{
Xiut ∼ Xipt ⊕ X jqt ,
X jvt ∼ Xirt ⊕ X jst , X (at− j+i)kt ⊕ X (at−i+ j)lt ∼ X (at− j+i)mt ⊕ X (at−i+ j)nt .
Furthermore, by the condition (d), we conclude that Xit is not isomorphic to X
j
t . Consequently (k, l,m,n, p,q, r, s,u, v) is
not an SBT. 
Lemma 3.3. Let (k, l,m,n, p,q, r, s,u, v) be a 10-tuple in N with ♦ = 0. Suppose that there exist integers α, β and t with t  2
satisfying
(a) α(s − v) > βq;
(b) β(p − u) > αr;
(c) t divides ♦;
(d) t divides δ(β(p + q − u) − α(s + r − v));
(e) t does not divide β(p + q − u) − α(s + r − v).
Then this 10-tuple is not an SBT.
Proof. Consider the linear system{
i(p − u) + jq = α♦,
ir + j(s − v) = β♦.
The only solution of this system is i = α(s − v) − βq and j = β(p − u) − αr. It follows from (a), (b) and (c) that i > 0,
j > 0 and t divides i(p−u)+ jq and ir+ j(s− v). Moreover, by (d) t divides δ( j− i) = δ(β(p+q−u)−α(s+ r − v)) and by
(e) t does not divide j − i = β(p + q− u)−α(s+ r − v). According to Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT. 
Proposition 3.4. If (k, l,m,n, p,q, r, s,u, v) is a 10-tuple in N with u = 1, ♦ = 0 and δ = ±1, then it is not an SBT.
Proof. We distinguish two cases: δ  2 and δ = 0.
Case 1. δ  2. Take t = δ(p+q−1), i = δ(p+q−1)−q and j = δ(p+q−1)+ p−1. So t  2, i j  1. Observe that ip+ jq− i =
δ(p+q−1)2 = t(p+q−1). Moreover, since ♦ = 0, it follows that ir + sj− jv = δ(p+q−1)(r + s−1) = t(r + s− v). Finally,
(i − j + t)m + ( j − i)n − (i − j + t) − ( j − i)l = δ( j − i) + t(m + k) = δ(p + q − 1) + t(m + k) = t(m + k + 1). Therefore (1.1)
and (1.4) hold. But t does not divide j − i. Hence by Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT.
Case 2. δ = 0. Since p + q 2, there are three cases: p = q = 1; p  2; q 2.
Subcase 2.1. p = q = 1. By the deﬁnition of ♦, r = 0. Take X = X2, Y = X22 and A = B = X2. Since δ = 0, we have m + n −
k − l = 2(n − l). So (1.1) and (1.4) hold. Consequently (k, l,m,n, p,q, r, s,u, v) is not an SBT.
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and since ♦ = 0, pr + (p−1)s = r(p+q). Furthermore, δ = 0 implies that m+ (p+q−1)n−k− (p+q−1)l = (n− l)(p+q).
Therefore (1.1) and (1.4) hold and (k, l,m,n, p,q, r, s,u, v) is not an SBT.
Subcase 2.3. q 2. Take X = Xqp+q , Y = Xq+1p+q , A = Xp+q−1p+q and B = Xp+q . Notice that pq+ (q+ 1)q− q = q(p + q) and since♦ = 0, qr + (q + 1)s − (q + 1)v = (s − 1)(p + q). Moreover, it follows from δ = 0 that (p + q − 1)m + n − (p + q − 1)k =
(m − k)(p + q). Once again (1.1) and (1.4) hold and we conclude that (k, l,m,n, p,q, r, s,u, v) is not an SBT. 
Proposition 3.5. If a 10-tuple (k, l,m,n, p,q, r, s,u, v) in N with ♦ = 0 is an SBT, then gcd(♦, δ(p + q − u)) divides p + q − u and
gcd(♦, δ(r + s − v)) divides r + s − v.
Proof. By symmetry it suﬃces to prove that gcd(♦, δ(p + q − u)) divides p + q − u. Assume that gcd(♦, δ(p + q − u)) does
not divide p + q − u. We will distinguish two cases: ♦ > 0 and ♦ < 0.
Case 1. ♦ > 0. By the deﬁnition of ♦ it follows that p = u. There are two subcases: p > u and p < u.
Subcase 1.1. p > u. Therefore r/(p − u) < (s − v)/q. Fix a ∈ N such that
r
p − u +
1
a(p − u) <
s − v
q
and take α = a(p−u) and β = ar+1. Hence r/(p−u) < β/α < (s− v)/q and β(p+q−u)−α(s+ r− v) = −a♦+ p+q−u.
By Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT.
Subcase 1.2. p < u. Hence (s − v)/q < r/(p − u). Take α = u − p and β = −r − 1. Consequently
β
α
<
s − v
q
and β(p + q − u) − α(s + r − v) = ♦ − (p + q − u). It is enough to apply Lemma 3.2 to see that (k, l,m,n, p,q, r, s,u, v) is
not an SBT.
Case 2. ♦ < 0. There are three subcases: p > u, p < u and p = u.
Subcase 2.1. p > u. Consequently (s − v)/q < r/(p − u). Pick a ∈ N such that
s − v
q
<
r
p − u −
1
a(p − u)
and take α = a(u − p) and β = 1− ar. Thus (s − v)/q < β/α < r/(p − u) and β(p + q − u) − α(s + r − v) = a♦ + p + q − u.
According to Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT.
Subcase 2.2. p < u. So r/(p − u) < (s − v)/q. Take α = p − u and β = r + 1. Then
β
α
<
r
p − u
and β(p + q − u) − α(s + r − v) = −♦ + p + q − u. Again by Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT.
Subcase 2.3. p = u. So ♦ = −rq. Take α = −q and β = v − s − 1. Thus we have β(p + q − u) − α(s + r − v) = −♦ − q. Once
again by Lemma 3.2, (k, l,m,n, p,q, r, s,u, v) is not an SBT. 
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