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Local electric conductive properties of Si nanowire models are investigated by using
two local electric conductivity tensors, ↔σ ext(r ) and ↔σ int(r ), defined in Rigged QED.
It is emphasized that ↔σ int(r ) is defined as the response of electric current to the actual
electric field at a specific point and does not have corresponding macroscopic physical
quantity. For the Si nanowire models, there are regions which show complicated re-
sponse of electric current density to electric field, in particular, opposite and rotational
ones. Local conductivities are considered to be available for the study of a negative
differential resistance (NDR), which may be related to this opposite response. It is
found that ↔σ int(r ) shows quite different pattern from ↔σ ext(r ), local electric conduc-
tivity defined for the external electric field. The effects of impurities are also studied
by using the model including a Ge atom, in terms of the local response to electric
field. It is found that the difference from the pristine model is found mainly around
the Ge atom. Copyright 2012 Author(s). This article is distributed under a Creative
Commons Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4769887]
I. INTRODUCTION
Recently, semiconductor nanowires have gathered much attention since they have unique phys-
ical properties and can be applied in the fields of nano-electronics,1–6 nano-optoelectronics,7 and
nano-photovoltics.8 For instance, semiconductor nanowires are good candidates for next-generation
materials of field effect transistor (FET) devices. Nanowire materials provide high electric con-
ductance due to its ballistic conduction, and their structure is suitable for the suppression of the
short channel effect by, for example, gate-all-around FET. Especially, Si nanowires are the leading
candidate material for post-Moore devices9–13 and have been studied intensively.
For electric conductive properties of nanosize materials, it is important to predict them by
the first principles calculations before the fabrication in laboratories. In fact, many theoretical
and computational studies have been performed for conductivity of nanomaterials. One of the
most well-known approaches is non-equilibrium Green’s function method.14 By using this method,
conductive properties of various nanodevices are analyzed.15–18 These results show qualitatively
sufficient consistency with experimental ones. However, we consider that this global and averaged
conductivity for whole devices is not sufficient for understanding conductive properties of nanosize
materials. For example, analysis by using global conductivity clarifies the effects of impurities only
indirectly. Therefore, we have proposed the analysis by local quantities such as local dielectric
constant tensor,19–23
↔ˆ
 (r ), and local electric conductivity tensors,24–27 ↔ˆσ ext(r ) and ↔ˆσ int(r ), which are
defined in Rigged QED.24, 25 The use of local conductivity tensors enables us to discuss the effects
of impurities or interface, and the position dependence of conductivity efficiently. In addition, local
conductivity tensors help us to investigate the origins of some unusual electric phenomena, such as
negative differential resistance (NDR) effect which been found for semiconductor nanowires28–35
and molecular electronic devices.36–38
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In our previous work,27 we analyzed nanomaterials by only ↔ˆσ ext(r ) which represents the response
to external electric field. In the present work, we show the validity of our analysis which uses both
↔ˆ
σ ext(r) and ↔ˆσ int(r ), following our earlier works about the local quantity analyses.19–27, 39, 40 It is
especially noted that ↔ˆσ int(r ) is defined as the response of the electric current density to the internal
electric field, and hence this does not have the corresponding macroscopic quantity. This quantity
represents how the actual electric field at a specific position drives carriers such as electrons.
This effect can never be analyzed by macroscopic conductivity. By using these two local electric
conductivity tensors, we study electric conductive properties of Si nanowire models. In the present
paper, we consider a pristine Si nanowire model and that which includes a Ge atom as an impurity.
In order to obtain the local electric conductivity tensors, the wave function of conductive elec-
trons should be derived. However, most program codes for the calculations of electronic structures
give us wave functions without net electric current. Hence, we must develop a calculation code
to introduce electric current in a system. In our previous works, we developed a code which uses
self-consistent field (SCF) procedure.26, 27 Effects of the conductive electrons on other ones were
also considered in this code. In this work, we improve the method, based on a perturbation theory.
By using this, we can calculate linear response to external electric field strictly.
This paper is organized as follows. In the next section, we define local electric current density
and two conductivity tensors. In Sec. III, calculation method of our program code and computational
models are summarized. In Sec. IV, we show results of our models in terms of our local electric
conductivity tensors. Section V is devoted to the conclusion.
II. THEORY
A. Definition of the local properties
In this section, we show the definition of the local quantities for the response to the electric field.
These quantities are introduced by Rigged QED.24, 25 We consider that a system (A) is embedded
in an environmental background medium (M). The corresponding scalar potentials for A and M are
given as the regional integrals of charge density,
ˆA0A,M (r ) =
∫
A,M
d3s ρˆ(s)|r − s| . (1)
Here, ρˆ(r ) is the electronic charge density defined as,
ρˆ(r ) ≡ Zee ˆ†(r ) ˆ(r ), (2)
where e is the value of the elementary electric charge and Ze = −1. The electric field ˆE(r ) is given as
the sum of the electric displacement ˆD(r ) from M and the polarization ˆP(r ) of A. These quantities
are defined with the scalar potentials of these regions,
ˆD(r ) = −∇ ˆA0M (r ), (3)
ˆP(r) = 1
4π
∇ ˆA0A (r ), (4)
where the time variation of the vector component of gauge fields is dropped, since only steady states
are treated in this work. As a result, the electric field is given as the following equation,
ˆE(r ) = ˆD(r) − 4π ˆP(r ). (5)
The electric displacement ˆD(r ) from M acts as the external electric field for A. Hence, the polarization
of A is considered to be linear response to ˆD(r ),
ˆP(r ) = ↔ˆα(r ) ˆD(r ), (6)
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where
↔ˆ
α(r ) is the polarizability tensor. The dielectric constant tensor ↔ˆ (r ) is given as,
ˆD(r ) = ↔ˆ (r ) ˆE(r) = 1
1 − 4π ↔ˆα (r )
ˆE(r ). (7)
It is emphasized that ↔ˆα (r) and ↔ˆ (r ) are defined for every local point. There are several ap-
proaches which seems to be similar to our one. For example, Stone et al. have developed distributed
polarizabilities.41–43 This theory is often used for the purpose of inducing efficient intermolecular
potential functions.44, 45 The advantage of our approach is its simple definitions of local quantities.
They are quite similar to the definitions of corresponding macroscopic quantities.
From gauge covariant derivative, the local electric current density ˆj(r ) can be given as,
ˆj(r ) = Zee
2me
[−i ˆ†(r )∇ ˆ(r ) − Zee
c
ˆ†(r ) ˆA(r ) ˆ(r ) + h.c.]. (8)
In our previous work,26 we have shown that the effects of vector potential are negligible for small
current density. Therefore, we ignore the vector potential in this work. Local electric conductivity
tensors
↔ˆ
σ ext(r ) and ↔ˆσ int(r ) are defined as,24, 25
ˆj(r ) = ↔ˆσ ext(r) ˆD(r )
= ↔ˆσ ext(r)↔ˆ (r ) ˆE(r )
= ↔ˆσ int(r) ˆE(r ), (9)
where ˆD(r ) and ˆE(r ) are external and internal electric field, respectively. As mentioned above,
↔ˆ
σ int(r ) represents how the actual electric field at each position drives electric carriers. This effect
cannot be observed in macroscopic points of view. Some of computational works for the ballistic
nanowire FET46, 47 have reported that the I-V characteristics of ballistic nanowires have a linear
region, where the drain current ID is proportional to the drain voltage VD , and a saturation region,
where ID is independent of VD . For the method in the present study, we assume the linear region.
In this study, local electric conductivity tensors are mainly investigated by their eigenvalues and
eigenvectors. We also use the average of the eigenvalues as,




where σ 1, σ 2, and σ 3 are the first, the second, and the third eigenvalue, respectively. Each element
in these tensors is a Hermitian operator and its expected value is real. These tensors, however, are
not symmetric. For example, σˆxy(r ) and σˆyx(r ) may have different expected values. Hence, these
tensors possibly have a pair of conjugate complex eigenvalues as,
σ2 = β + iγ,
σ3 = β − iγ, (β, γ ∈ R). (11)
In such cases, the complex eigenvalues do not have the corresponding eigenvectors in real space.
Instead, we can make two vectors from the complex eigenvectors as,
v+ = 1√
2
(v2 + v3), (12)
v− = 1√
2i
(v2 − v3). (13)
v+ and v− are real vectors and respond to ↔σ (r ) as,
↔
σ v+ = βv+ − γ v−, (14)
↔
σ v− = βv+ + γ v−. (15)
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We call this response of the local quantities as “rotational response”. Rotational responses are also
seen in our previous works.21–23, 27 The local property of rotational response is correctly described




In this study, the response to electric field is calculated by using Coupled Perturbed Hartree-Fock
(CPHF) method.48–50 CPHF method enables us to calculate linear response to external electric field
strictly. In this subsection, the CPHF method used in this study is summarized.
First, the power series expansions of Hamiltonian h and density matrix R are given for the
strength parameter of the perturbation λ as
h(λ) = h(0) + λh(1), (16)
R(λ) = R(0) + λR(1) + · · · . (17)
The corresponding first order Fock matrix hF(1) can be defined as
hF(1) = h(1) + G(R(1)), (18)
where matrix G is the two-electron interaction defined as




([ψpψq |ψrψs] − [ψpψs |ψrψq ]), (19)
where the subscripts p, q, r, s are used for all molecular orbitals (MOs). Then, the first order CPHF
equation is written as
(a − i )R(1)ai = −hF(1)ai , (20)
where  is the zeroth order orbital energy, and the subscripts a and i are used for the virtual and the
occupied MOs, respectively. From Eqs. (18) and (19), it is clear that hF(1) includes only the linear
terms of R(1) with respect to R. Therefore, R(1) can be obtained by solving simultaneous linear
equations. In a similar way, the second order CPHF equation is represented as






pi − hF(1)ap R(1)pi
)
. (21)
B. Electronic structures with electric currents
Calculations of the electronic structures with electric currents are generally difficult. There are
several approaches to deal with these structures. For example, Stuchebrukhov has developed the
formalism of tunneling currents.51–56 This theory is helpful to understand charge transfer systems
in terms of interatomic currents. In this study, we calculate them by imposing some restriction to
general CPHF method. In this subsection, this treatment is explained.
First, it is assumed that electron conduction is ballistic. Then, plane wave is considered as one of
the simplest approximations for the conduction state. Therefore, conduction orbitals are considered
to have the form,
| f (x)(r )〉 = exp(ikx x),
| f (y)(r )〉 = exp(iky y),
| f (z)(r )〉 = exp(ikzz), (22)
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where kx, y, z are the parameters which correspond to the wave number vector. The extension of the
direction perpendicular to momentum is restricted by the extension of virtual MOs of a system. In
other words, | f (x,y,z)(r )〉 are projected onto them as,
|ψ (i)PW〉 = Cnorm
∑
a







C∗μa〈φμ| f (i)(r )〉 (i = x, y, z), (23)
where the subscript μ is used for basis functions φμ, Cμa is the expansion coefficients of the virtual
MOs, and Cnorm is the normalization coefficient. The spreads of the plane waves are suppressed by
this procedure. In this study, |ψ (i)PW〉 is regarded as the perturbation of the Highest Occupied MO
(HOMO) |ψ (1i)HOMO〉. This is given as,
|ψ (i)HOMO〉 = |ψ (0)HOMO〉 + d|ψ (1i)HOMO〉 + · · · (24)
= |ψ (0)HOMO〉 + d|ψ (i)PW〉 + · · · (i = x, y, z), (25)
where d is the perturbation mixing parameter related to the strength of the electric field, and |ψ (0)HOMO〉
is an unperturbed HOMO. |ψ (1i)HOMO〉 is fixed in corresponding CPHF equations, and the perturbation
of the other occupied orbitals are determined as,
(a −  j )R(1)aj = −hF(1)aj , (26)
where the subscript j is used for occupied MOs except for the HOMO. The effect of the fixed
wavefunction is included in R(1)ah and R
(1)
ha , where the subscript h is used for the HOMO. In other
words, the elements of R(1)ah are not variables but constants in Eq. (26), which is different from
Eq. (20).
The first order density matrix is dependent on the phase of | f (x,y,z)(r )〉. Especially, if the phase
changes by π , the sign of the first order density matrix R(1) becomes opposite as,
R(1)(θ + π ) = −R(1)(θ ). (27)
Therefore, the current caused by R(1) also becomes opposite as,
j (1)(r ; θ + π ) = −j (1)(r ; θ ). (28)
If the phase of | f (x,y,z)(r)〉 can be taken arbitrarily and the average current caused by each phase is
regarded as the real current, currents caused by the first order perturbation are equal to zero at all
positions,
j (1)(r ; Ave.(θ )) = 0. (29)
On the other hand, the second order density matrix R(2) does not change for the opposite phase.
Hence in this study, currents caused by R(2) for θ = 0 is treated as the lowest order density matrix.
The lowest order perturbation current is assumed to be derived from it.
j(r ) by our method is strongly dependent on kx, y, z and d. In the present study, we choose the
values of kx, y, z so that the difference between the projection of the plane waves on the virtual MOs
and the original plane waves is relatively small. The value of d can be chosen so that j(r) is consistent
with the macroscopic value obtained by experiments or other theoretical calculations such as the
global current of non-equilibrium Green’s function method. Accordingly, this value changes as the
change of external field. However, the value of d does not change the distribution pattern of j(r ).
Hence we assume d = 1 and discuss the dependence on sites only qualitatively by using this method.
C. Calculation method for local properties
In this subsection, our calculation method for the local quantity tensors is given. First, CPHF
calculations are done by using the perturbation Hamiltonians corresponding to the electric current
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and external electric field,
λx h(1x) = −λx D0 Zeex,
λy h(1y) = −λy D0 Zeey,
λz h(1z) = −λz D0 Zeez, (30)
where x, y, z are the directions of the external electric field, D0 is the unit electric field, and λx, y, z
are the strength parameters of the perturbation. The strength of the external electric field Dx, y, z can
be written as
D j = λ j D0 ( j = x, y, z). (31)
Then, density matrices R(2x,2y,2z) are obtained. Local electric current density j(r ) can be expanded
as
ji (r , λx , λy, λz) = j (0)i (r )
+ λx j (2x)i (r) + λy j (2y)i (r ) + λz j (2z)i (r )
+ · · ·
(i = x, y, z), (32)
where j (2 j)i (r) is caused by R(2). By using this j(r ), each element of
↔
σ (r) is calculated from Eq. (9).
For instance, the value at D(r ) = 0 is calculated as,














(i, j = x, y, z). (33)
Local polarizability tensor, ↔α(r ), can be calculated in a similar way, and then ↔ (r) is obtained from
Eq. (7).
In order to analyze the characteristics of the local quantities in specific regions, spatial averages





α(r )dr , (34)
〈↔ε 〉V = 1
1 − 4π〈↔α〉V
, (35)




σ ext(r )dr , (36)
〈↔σ int〉V = 〈↔σ ext〉V 〈↔ 〉V , (37)
where V indicates the integral region. In the present paper, V is taken as a sphere around a specific
atom. The scheme of the spherical average is shown in FIG. 1. In order to focus on the valence
region of the atom and remove the effects of core electrons, we do not include the core of the sphere
in the integral region. The radius of the core sphere, r0, is taken to be 1 (bohr) for reference. In the
present paper, the spherical average is analyzed as the function of the radius, r.
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FIG. 2. Si nanowire models. Light-gray, green, and white spheres correspond to Si, Ge, and H atoms, respectively. (a) Pristine
model and (b) Ge-substituted model. Thick line in panel (a) corresponds to xz-plane, where some results are shown on this
plane in the following.
D. Computational models
In this subsection, computational models used in this study are shown. It has been reported that
Si nanowires which have 〈110〉 growth direction have smaller electron and hole effective masses
than those which have 〈100〉 or 〈111〉 growth direction.57 Therefore in this work, we use Si nanowire
models which have 〈110〉 growth direction.
In FIG. 2(a), our pristine Si nanowire model is shown. This model consists of eight layers. Each
layer consists of three or four Si atoms. All dangling bonds are terminated with H atoms. Geometry
is fully optimized. We also consider a model shown in FIG. 2(b). From the analysis of this model, we
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FIG. 3. Eigenvalues of ↔σ ext(r ) (a.u.) for the pristine model. Results are shown on the xz-plane. Eigenvalues are sorted in
descending order of their real part. Panels (a), (b), and (c) show the results of the first, second, and third eigenvalues. Panel (d)
shows the average of those three eigenvalues. The solid line segments show the directions of the eigenvectors. The eigenvalues
in the purple (green) contours have positive (negative) complex values.
investigate the effects on the local electric conductivities caused by the change of the electronic and
geometrical structures. For the model (b), the Si atom on site S1 in FIG. 2(a), which makes bonds
with four nearby Si atoms, is substituted by a Ge atom. All atoms are relaxed for the geometrical
optimization calculation. The Model (b) is called the Ge-substituted model below in the present
paper.
Electronic structures without perturbations (external electric field and electric current) are
calculated by using the Hartree-Fock (HF) method, while those with perturbation Hamiltonians are
calculated by CPHF method, as mentioned in this section. We choose the Dunning-Huzinaga double-
zeta basis set with Effective Core Potential (ECP) by Hay and Wadt (LANL2DZ)58–60 as basis set,
and hence Si and Ge atoms in our models have ECP. Gaussian 0961 is used for HF calculations, and
CPHF calculations are done by using our original code. All local physical quantities are calculated at
the vicinity of D(r ) = 0. For the parameters kx, y, z in Eq. (22), they are taken as kx, y, z = 1.0 (bohr−1)
for reference, since the difference between the projection of the plane waves on virtual MOs and the
original plane wave are relatively small for this value.
IV. RESULTS
A. Pristine model
In this subsection, we show the results for the pristine Si nanowire model. Local electric
conductivity tensor for the external electric field, ↔σ ext(r ), on the xz-plane is shown in FIG. 3. We can
find the regions which have negative eigenvalues, around Si atoms, the center axis of the nanowire,
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and the exterior of it. In these regions, D(r ) and j(r) show opposite directions. An important factor
inducing negative eigenvalues is the large off-diagonal elements of ↔σ ext(r ). For example, this is seen
at r = (8, 0, 0), which is at the surface of the nanowire. The value of ↔σ ext(r ) is given as,
↔
σ ext(8, 0, 0) =
⎛
⎝ 0.44 0.00 2.070.00 1.07 0.00
1.93 0.00 3.93
⎞
⎠ (×10−4 a.u.). (38)
It is found that the zx-element is larger than the xx-element. This means that when the external
electric field is applied for the x-direction, the z-component of the current density is larger than the
x-component. In addition, negative eigenvalues are seen in some unimportant regions, e.g., around
the center axis of the nanowire. In these regions, our basis set does not have enough degree of
freedom for the accurate description, and hence we do not discuss those. Negative eigenvalues of
↔
σ ext(r ) may be associated with NDR. It is considered that we can investigate the origin of NDR in
more detail by using ↔σ ext(r ) than conventional global conductivity. In addition, if ↔σ ext(r ) is analyzed
for various voltages, we can also study the dependence of NDR on voltage.
The regions which have complex eigenvalues are seen around Si atoms. As mentioned in
Sec. II, j(r ) responds to D(r) rotationally in these regions. For example, ↔σ ext(r ) at r = (4, 0, 1) is
given as,
↔
σ ext(4, 0, 1) =
⎛
⎝ 2.57 0.00 1.160.00 0.56 0.00
−0.17 0.00 2.04
⎞
⎠ (×10−4 a.u.). (39)
We can find that the signs of xz- and zx-elements are opposite, and the difference of xx- and zz-
element are small. The rotational response is caused by these response properties. In our previous
works, these responses are also seen in the results of ↔σ ext(r ) or ↔ (r ) of HfO2, SiO2, and so on.21–23, 27
Therefore, we consider that these characteristics are often seen in microscopic view.
Local electric conductivity tensor for the internal electric field, ↔σ int(r ), is shown in FIG. 4.
Around Si-Si bonds, the third eigenvalues of ↔σ int(r ) has quite large negative eigenvalues, while
those of ↔σ ext(r ) are positive there. It means that j(r ) responds to D(r ) in the same direction, while
it responds to E(r ) in the opposite direction. From the definition of ↔σ int(r), which is shown in
Eq. (9), it can be speculated that this difference is due to the effect of the local dielectric constant,
↔
 (r ). Therefore it is helpful to analyze ↔ (r ) for the further understanding of the behavior of ↔σ int(r )
in these regions. The results of
↔
 (r ) are shown in FIG. 5. As well as ↔σ int(r ), ↔ (r) has negative
eigenvalues around Si-Si bonds. In these regions, the polarization is significantly large and E(r )
and D(r ) show the opposite directions. If the eigenvalue of ↔σ int(r ) is negative, the change of j(r ) at
the position has the opposite direction to the change of E(r ) for the direction of the corresponding
eigenvector. Regions with negative ↔σ int(r) impede the current.
Next, in order to discuss the site dependence of ↔σ ext(r ) and ↔σ int(r), we show the spherical
average of the local electric conductivity tensors. In FIG. 6, the spherical average of ↔σ ext(r ) around
the three Si atoms on the sites S1, 2, 3 in FIG. 2(a) are shown. We find that the third eigenvalues are
negative or almost zero in the region of 1.0 < r < 2.0 (bohr) for sites S2 and S3. This indicates
that the electric current density j(r) may respond to the external electric field D(r ) for the opposite
direction or hardly respond to it for a specific direction. For the sites S1 and S3, we also find that all
the eigenvalues are more scattered in the region of 1.0 < r < 2.0 (bohr) than those in the region of
r > 2.0 (bohr). This result means that the regions in the vicinities of the Si atoms on the sites S1 and
S3 have relatively anisotropic properties. In order to analyze 〈↔σ ext〉V in more detail, its eigenvalues
and eigenvectors at r = 1.25, 2.00, and 4.00 (bohr) are summarized in TABLE I. We can find that
the third eigenvectors for the sites S2 and S3 are almost correspond to the x-direction.
〈↔σ int〉V around the three Si atoms are shown in FIG. 7. It can easily be found that 〈↔σ int〉V
depends on r more heavily than 〈↔σ ext〉V . Due to this property, we can see the peak positions of the
eigenvalues clearly. In order to discuss the difference between the sites in more detail, the results of
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FIG. 4. Eigenvalues of ↔σ int(r ) (a.u.) for the pristine model. Results are shown on the same plane as FIG. 3 in the same
manner. See the caption of FIG. 3 for the details.
〈↔σ int〉V at r = 2.10 (bohr) (covalent radius of a Si atom62) are summarized in TABLE II. It is found
that the average of the eigenvalues for 〈↔σ int〉V around the Si atom on the site S3 is the largest of the
all sites, followed by the sites S1 and S2. It is also clear that the standard deviation of the eigenvalues
is the smallest for the site S1. This is obviously because the Si atoms on the site S1 have four Si-Si
bonds, and therefore have more isotropic characteristics.
B. Comparison with the Ge-substituted model
In this subsection, we show the results for the Ge-substituted model and compare them with
those for the pristine Si nanowire model. ↔σ ext(r ) of the Ge-substituted model is shown in Fig. 8. The
difference from the results of the pristine model is mainly seen around the substituted atom. The
eigenvalues around the Ge atom are smaller than those around the Si atom on site S1 in the pristine
model. This feature is also seen in the results of ↔σ int(r ), which are shown in Figs. 9.
In FIG. 10, we show the spherical average of ↔σ ext(r ) around the Ge atom in the Ge-substituted
model. The eigenvalues and eigenvectors for three specific r are summarized in TABLE III. We can
find that the difference between the eigenvalues of 〈↔σ ext〉V is relatively moderate in the region of
r <2.5 (bohr), in comparison with the result of the Si atom on the site S1 of the pristine model. In
other words, 〈↔σ ext〉V around the Ge atom is more isotropic than that of the Si atom on the site S1
in the pristine model. We speculate that this result corresponds to the fact that the valence electrons
of a Ge atom are bound to the nucleus more weakly than those of a Si atom: They can move more
freely. For r = 4.00 (bohr), the values become similar to those of the Si atoms. This is because the
effects nearby Si atoms are included in this result.
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FIG. 5. Eigenvalues of ↔ (r ) for the pristine model. Results are shown on the same plane as FIG. 3 in the same manner. See
the caption of FIG. 3 for the details.
FIG. 6. Spherical average of ↔σ ext(r ) (a.u.) around three specific Si atoms on the sites S1,2,3 shown in FIG. 2(a). The gray
regions represent the core regions of the atoms.
FIG. 7. Spherical average of ↔σ int(r ) (a.u.) around the Si atoms. Results are shown in the same manner as FIG. 6.
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TABLE I. Eigenvalues (× 10−4 a.u.) and eigenvectors v = (vx , vy , vz)T of 〈↔σ ext〉V at r = 1.25, 2.00, and 4.00 (bohr) for the
Si atoms in the pristine model.
S1 S2 S3
r first second third first second third first second third
1.25 eigenvalue 3.672 0.614 −1.025 2.911 0.416 0.003 2.126 1.057 −4.978
vx 0.995 0.000 −0.038 −0.255 −0.151 0.961 0.000 0.013 1.000
vy 0.000 1.000 0.000 0.967 −0.066 0.244 1.000 0.000 0.000
vz 0.097 0.000 0.999 −0.018 0.986 0.131 0.000 1.000 0.009
2.00 eigenvalue 1.780 1.292 0.759 2.554 1.466 −0.109 2.112 1.975 0.369
vx 0.996 0.000 0.016 0.030 −0.012 1.000 0.000 0.023 1.000
vy 0.000 1.000 0.000 1.000 −0.009 −0.008 1.000 0.000 0.000
vz 0.085 0.000 1.000 0.008 1.000 0.008 0.000 1.000 0.002
4.00 eigenvalue 3.078 1.946 0.579 2.806 1.702 −0.111 2.599 1.066 0.487
vx −0.001 0.000 0.999 0.001 0.012 1.000 0.005 0.000 1.000
vy 0.000 1.000 0.000 −0.004 1.000 0.021 0.000 1.000 0.000
vz 1.000 0.000 −0.045 1.000 0.006 −0.014 1.000 0.000 0.023
TABLE II. Eigenvalues, their averages, and the standard deviations (SDs) of 〈↔σ int〉V (× 10−4 a.u.) at r = 2.10 (bohr).
first second third average SD
S1 5.49 5.37 2.10 4.32 1.57
S2 9.71 2.82 −0.42 4.04 4.23
S3 11.22 2.95 1.25 5.14 4.35
FIG. 8. Eigenvalues of ↔σ ext(r ) (a.u.) for the Ge-substituted model. Results are shown on the same plane as FIG. 3 in the
same manner. See the caption of FIG. 3 for the details.
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FIG. 9. Eigenvalues of ↔σ int(r ) (a.u.) for the Ge-substituted model. Results are shown on the same plane as FIG. 3 in the
same manner. See the caption of FIG. 3 for the details.
Finally, we show the results of 〈↔σ int〉V for the Ge-substituted model in FIG. 11. The results at r
= 2.27 (bohr) (covalent radius of a Ge atom62) are also summarized in TABLE IV. The second and
the third eigenvalues of 〈↔σ int〉V around the covalent radius are close to each other for the Ge atom
in the Ge-substituted model, while the first and second ones are close to each other for the Si atom
at the site S1 in the pristine model. This result represents a qualitative difference of the Si atom and
the substituted Ge one. In addition, it can be found that both the first eigenvalue and the average of
the eigenvalues at the covalent radius are larger than those the Si atom on the site S1 for the pristine
model. As mentioned above, this reflects the effect of the valence electrons of the Ge atom which
can move more freely than those of the Si atom. It is also found that the standard deviation (SD) of
the eigenvalues is larger than that of the Si atom on the site S1 for the pristine model. Hence it can
be said that 〈↔σ int〉V around the Ge atom is more anisotropic than that of the Si atom on the site S1
in the pristine model. This is the opposite result to that of 〈↔σ ext〉V and clearly reflects the effect of
anisotropic 〈↔ 〉V .
V. CONCLUSION
In this work, we investigate the local response of Si nanowire models to the electric field. For
this purpose, two local electric conductivity tensors, ↔σ ext(r) and ↔σ int(r), which are defined in Rigged
QED, are used. We emphasize that ↔σ int(r ) can be defined as the electric current response to the
internal electric field. ↔σ int(r ) does not have the corresponding macroscopic quantity. ↔σ int(r ) can
represent how the actual electric field at a specific position drives carriers such as electrons. In order
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FIG. 10. Spherical average of ↔σ ext(r ) (a.u.) around the Ge atom in the Ge-substituted model. Results are shown in the same
manner as FIG. 6.
TABLE III. Eigenvalues (×10−4 a.u.) and eigenvectors v = (vx , vy , vz)T of 〈↔σ ext〉V at r = 1.25, 2.00, and 4.00 (bohr) for
the Ge atom in the Ge-substituted model.
Ge
r first second third
1.25 eigenvalue 1.769 1.389 −0.015
vx 0.000 0.991 −0.185
vy 1.000 0.000 0.000
vz 0.000 −0.136 0.983
2.00 eigenvalue 1.809 1.273 1.069
vx 0.000 0.164 0.868
vy 1.000 0.000 0.000
vz 0.000 0.987 0.497
4.00 eigenvalue 3.211 1.857 0.419
vx 0.001 0.000 1.000
vy 0.000 1.000 0.000













FIG. 11. Spherical average of ↔σ int(r ) (a.u.) around the Ge atom in the Ge-substituted model. Results are shown in the same
manner as FIG. 6.
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TABLE IV. Eigenvalues, their average, and their SD of 〈↔σ int〉V (×10−4 a.u.) at r = 2.27 (bohr) for the Ge atom in the
Ge-substituted model.
first second third average SD
8.12 4.30 3.24 5.22 2.09
to investigate the effects of impurities for the local response to electric field, we consider both a
pristine Si nanowire model and Ge-substituted one which include a Ge atom.
For the results of ↔σ ext(r) and ↔σ int(r) of the pristine Si nanowire model, there are the regions
which show complicated response to the electric field, such as rotational one. For ↔σ ext(r ), there
are the regions which show negative eigenvalues around the center axis of the nanowire and the
exterior of it. On the other hand, for ↔σ int(r ), the regions around the Si-Si bonds also show nega-
tive eigenvalues. Spherical average of ↔σ ext(r ) around three specific atoms is also shown. We can
see the site dependence of ↔σ ext(r ) clearly. From the analysis of 〈↔σ int〉V , it is clarified that the differ-
ence among the eigenvalues is the smallest for the site S1. This is because the Si atoms on the site
S1 have four Si-Si bonds, and therefore have more isotropic characteristics.↔
σ ext(r ) and ↔σ int(r ) of the Ge-substituted model show different features from the pristine model.
The difference from the pristine model is seen mainly around the Ge atom, but this is relatively
small. The spherical average of ↔σ ext(r ) and ↔σ int(r ) for the Ge-substituted model is also shown. It
is found that 〈↔σ ext〉V of the substituted Ge atom is more isotropic than that of the corresponding Si
atom in the pristine model, while 〈↔σ int〉V shows the opposite result. In this work, the conductive
state is assumed to be represented as plane waves. To derive a more appropriate conductive state,
we should improve the calculation code to realize conductive electronic states by more suitable
boundary conditions, which is our future task.
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