Abstract. It is known that the conditional probability density function for the general filtering problem can be represented as a path integral. This representation is the basis of a new finite dimensional recursive filter which is applied to bearings only tracking. The filter computes an approximation to the density for the target position conditional on the measurements. The approximation is accurate provided only the most recent measurements are used.
1. Introduction. Bearings-only tracking is an important filtering application which has been extensively studied in recent years. In the simplest formulation a moving target is observed from a sensor which can estimate the angle between the sight line and a reference line fixed relative to the sensor. The sensor is unable to estimate the range of the target. The problem is to design a practical filter which uses the bearing angle measurements and prior knowledge of the target motion to estimate the target position, including the range. In many applications the target motion is planar or near planar; an important example is target tracking from a submarine using passive sonar [9] . The references [2, 3, 4, 6, 7, 8, 9, 11, 12, 20, 22 ] provide a starting point from which the literature on tracking can be explored.
In this paper a new recursive finite-dimensional filter for bearings-only tracking is developed. The target motion and the measurement process are modeled in the usual way using Itô stochastic differential equations (SDEs). The information about the target at time t is summarized by a probability density function x → ρ(t, x) for the state of the target conditional on the measurements obtained in [0, t] . The new filter is obtained by making an approximation to a path integral representation of ρ(t, x), yielding a densityρ(t, x) which is in general non-Gaussian. The approximation method is described in detail only for bearings-only tracking, however it can be applied to a much wider variety of filtering problems.
The filter is used to investigate the properties of two different models for the target motion. In the first model the target motion is the perturbation of a known trajectory by an Ornstein-Uhlenbeck (OU) process. In the second model the target acceleration is a Brownian motion, with the velocity and position obtained by integration. The new filter is implemented for both models. Numerical simulations are carried out to answer the following question: do the measurements contain target range information which is not already contained in the motion model? In the case of the first model the measurements contain little or no range information; in the case of the second model the measurements do contain additional range information, especially if the noise level in the target motion model is high.
In section 2 an overview is given of previous approaches to bearings-only tracking. The formulation of the filtering problem in terms of SDEs is given in section 3, and the path integral representation of ρ(t, x) is described. The new filter is then derived in a general form. The filter is applied to bearings-only tracking in section 4 using the first model for the target motion, and in section 5 using the second model. The results of numerical simulations are reported in section 6. Some concluding remarks are made in section 7.
2. Previous applications of filtering to bearings-only tracking. In the state space approach to bearings-only tracking the target motion is described by a path in a vector space R n of states. The components of the state vector may include position, velocity, or acceleration, depending on the details of the application. The total information available at time t about the state of the target is summarized in a probability density function x → ρ(t, x) which depends on the model for the target motion and the measurements. In most nonlinear cases ρ(t, x) can be obtained exactly only by the numerical solution of a partial differential equation. The cost of computing ρ(t, x) is thus too high for many practical applications in which estimates of the target state must be obtained quickly. Many methods have been developed for computing approximations to ρ(t, x) or for estimating the expectation and covariance of ρ(t, x). The methods can be divided into three types as follows.
1. Approximate ρ(t, x) by a candidate density drawn from a parameterized family of densities; 2. estimate the expectation and covariance of ρ(t, x) using least-squares or maximum likelihood;
3. use Monte Carlo methods to estimate ρ(t, x). The different methods have contrasting advantages and disadvantages.
2.1. Type 1. These methods can give an idea of the global behavior of ρ(t, x), but problems arise if there is no closely matching density within the family of candidate densities. For example, a Gaussian approximation is inaccurate if ρ(t, x) is strongly bimodal. The approximating density can often be found quickly, especially if the family of candidate densities is restricted. Examples of type 1 methods are the Kalman filter and the extended Kalman filter (EKF), in which the candidate densities are Gaussian.
Applications of the EKF to bearings-only tracking can be found in [6, 9, 11, 20, 22] . Many of these references are concerned with deficiencies in the EKF. For example, in [6, 20] the gain of the EKF is modified to prevent the catastrophic underestimation of the covariance of ρ(t, x), to which the EKF is prone. In [22] the EKF is modified further in order to improve performance in the early stages of tracking: the state space is reparameterized, and the measurement function is smoothed. In [11] the EKF is adapted to the tracking of a maneuvering target. A bank of filters is used, with each filter tailored to a subset of the possible maneuvers that the target may undertake. The final estimate of the target state is a weighted sum of the estimates produced by the different filters.
In [4, 5] ρ(t, x) is approximated using methods which involve the solution of a Fokker-Planck partial differential equation. The equation can be solved off-line because it does not involve the measurements.
The methods employed in this paper are of type 1. Their main advantage over many previous approaches is that the family of densities depends on the details of the SDEs used to model the target motion and the measurement process. The family is thus well suited to the task of approximating the optimal conditional density.
Type 2.
The expectation and the covariance together provide a good description of ρ(t, x) if ρ(t, x) is either Gaussian or well localized in the state space. If neither of these conditions hold then the expectation and the covariance contain little information about the global behavior of ρ(t, x). The expectation of ρ(t, x) can be estimated over time by the method of maximum likelihood, in which the sum of the squared errors is minimized. This least squares estimate is often close to the true state, especially if a number of measurements have accumulated [9] . The covariance can be estimated by making a quadratic approximation to the sum of squared errors in the neighborhood of the global minimum.
The drawback of least-squares estimation is that the search for the minimum can be unreliable and computationally expensive. An application of least squares estimation to bearings-only tracking is described in [2] .
2.3. Type 3. Monte Carlo methods are relatively easy to implement, and they give information about the global behavior of ρ(t, x), but the computational cost is high. The results of a Monte Carlo approach to bearings-only tracking are reported in [7, 8] . In each experiment many possible target trajectories are followed in parallel. Each incorporation of a measurement involves a resampling of the current set of possible target positions.
The computational cost of the Monte Carlo method can be reduced by using a discrete subdivision of the state space rather than a collection of independent particles. Subdivision is the basis of the trellis filter [12] in which the possible target trajectories are recorded as paths in the quantized state space. The end point of the most probable path is selected as an estimate of the system state. Low probability paths are deleted in order to avoid an exponential growth in the number of candidate paths.
3. Filtering. The equations governing the evolution of the system state and the measurement process are stated in section 3.1 for the general filtering problem. The path integral representation of the density of the system state conditional on the measurements is described in section 3.2, and in section 3.3 it is specialized to bearings-only tracking. The strategy is to use a bridge process in the path integral representation of ρ(t, x) and to split the bridge process into a deterministic part and a stochastic part. At times just prior to t, the stochastic part is small with a high probability.
General information about stochastic processes and SDEs can be found in [10, 13, 14, 17] . Filtering is discussed in detail in [1, 17, 18] .
3.1. General form of the filter equations. In the SDE approach to filtering the state of the system and the measurement process are described by continuous stochastic processes X, Y in R n , R m , respectively, with an associated probability space (Ω, F t , P ), using the notation in [10] . The evolution of X and Y over time is given by the Itô SDEs
where (B, C)
⊤ is a Brownian motion in R n+m , independent of the initial state X 0 . The function f : [0, ∞)×R n → R n is the drift, σ : [0, ∞)×R n → R n×n is the diffusion, and g : [0, ∞) × R n → R m is the measurement function. The filtering problem is to find the density ρ(t, x) of X t conditional on Y s , 0 ≤ s ≤ t.
The following conditions, taken from [21, Theorem 10.2.2], are sufficient to ensure that (3.1) has a unique weak solution for (X, Y )
⊤ . The functions f , g, σ are measurable and locally bounded, and in addition, for all x ∈ R n , t > 0,
where c t is independent of x and c t < ∞.
In practice the measurement process is discrete rather than continuous, but the path integral representation of ρ(t, x) is readily adapted to discrete measurements.
3.2.
Representation of the optimal conditional density. The filter equations (3.1) are simplified using the Cameron-Martin-Girsanov (CMG) transformation.
where h : [0, ∞) × R n → R n is a locally bounded, measurable function satisfying (3.2) with k = h. Let
and letP be the probability measure defined on Ω by the Radon-Nikodým derivative
The CMG transformation of (3.1) yields
where (B,C)
⊤ is a Brownian motion in R n+m with probability space (Ω, F t ,P ). The advantage of (3.6) over (3.1) is that the SDEs for X and Y are decoupled. It follows from (3.5) and (3.6) that the density ρ(t, x) of X t conditional on the measurements Y s , 0 ≤ s ≤ t, has the path integral representation
where χ is the indicator function. The expectationẼ in (3.7) is with respect to the probability measureP .
The CMG transformation, as summarized by (3.5) and (3.6), is a special case of a result due to Liptser and Shiryayev [14] . Further information about the applications of the CMG transformation to nonlinear filtering can be found in [15, 16] . Path integral representations of ρ(t, x) are discussed in [1] .
If X has an associated bridge process η x t , 0 < t, then the right-hand side of (3.7) can be written in a form which does not involve χ. Let p t (x) be the probability density function for X t underP . It follows from (3.7) that
The bridge process η x t is obtained by conditioning X to be at x at time t > 0. It is easily constructed if X is Gaussian underP . The bridge process also exists if X is a Bessel process or the square of a Bessel process [19] .
3.3. Application to bearings-only tracking. The general formalism for nonlinear filtering, as developed in sections 3.1 and 3.2, is applied to the bearings-only tracking of a target confined to a plane and observed from a sensor located in the same plane. The sensor measures the angle between the line of sight and a line fixed relative to the sensor. Let (x 1 , x 2 ) be the target position in a Cartesian coordinate system with the sensor at the origin. The measurement function g :
and the measurement process Y satisfies the SDE
Large values of λ correspond to accurate measurements. It follows from (3.3), (3.4), and (3.9) that log(M t (X)) = 1 2
The approximationρ(t, x) to ρ(t, x) is obtained using the properties of the bridge process η x t on the right-hand side of (3.8). For simplicity it is assumed that X is Gaussian underP and that the state space is just the space R 2 of target positions,
⊤ . Let (s, t) → Λ s,t be the function defined for t > 0 by
whereC denotes covariance with respect toP . The process η x t is given for t > 0 by η
It follows from (3.13) and (3.14) that η x s,t = N s,t + d s,t . If s is close to t then d s,t ≫ N s,t with a high probability. Let
and let Θ θ t , Ψ t , Ξ t , Υ t be the processes defined for 0 < s ≤ t by
To obtain the new filter, Θ θ t is replaced by the simpler process θ t + Υ t occurring on the right-hand side of (3.17). The calculations are still complicated even after this approximation. To reduce the complexity still further it is assumed that the two components of X in (3.10) are independent, with identical covariance functions. With these assumptions, there exists a function (s, t) → λ s,t such that for 0 ≤ s ≤ t, 0 < t
where I is the 2 × 2 identity matrix. Let e : [0, ∞) → R 2 be the expected value function for X,
and let x ≡ (x 1 , x 2 ) ⊤ = (r cos(θ), r sin(θ)) ⊤ . It follows from (3.14), (3.15) , and (3.18) that for 0 < s ≤ t, 0 < t and 0 < s 1 , s 2 ≤ t,
It follows from the last equation of (3.19) that the Gaussian processes Ψ, Ξ are independent. The expectation and the covariance functions of Υ t arẽ
4. First model. In the first model the target follows a known trajectory subject to an OU perturbation. The aim of the model is to describe cases in which the target attempts to maintain a predetermined trajectory in the presence of random perturbations. The model is described in detail in section 4.1, an expression for ρ(t, x) is obtained in section 4.2, and the approximationρ(t, x) obtained in section 4.3.
4.1. SDE for the target motion. The target motion is t → a t + W t , 0 ≤ t, where t → a t is a C 2 deterministic function of time t and W is an OU process with zero expectation. Let the SDE for W be
⊤ is a Brownian motion in R 2 and α > 0, q > 0 are constants. The stochastic process X modeling the motion of the target in R 2 is
It follows from (4.1) and (4.2) that
It follows from (4.3) and (4.4) that the drift f and the diffusion σ for the target motion are given for x ∈ R n by
where I is the 2 × 2 identity matrix.
Expression for the conditional density. Let the function
⊤ . It follows from (3.3) and (4.5) that
The equations (3.6) reduce to
It follows from (4.7) that X is an OU process with respect to the measureP . The expectation and the covariance functions of X arẽ
The function Φ is used to replace the second integral on the right-hand side of (4.10). An application of the Itô rule yields
It follows from (4.10), (4.11), and (4.12) that
It follows from (3.7), (4.11), (4.13), and (4.14) that
The right-hand side of (4.15) omits terms which contribute to ρ(t, x) only a scale factor independent of x. The CMG transformation has simplified the task of finding a good approximation to ρ(t, x). The original SDE (4.3) for X involves the function t →ȧ t + αa t . After the CMG transformation the SDE (4.8) for X is of the OU type with respect to the measureP .
The continuous measurement process Y is replaced by a discrete process more suited to applications. Let R, Θ be stochastic processes defined such that
Let 0 = t 1 < · · · < t n = t be a set of equally spaced times at which measurements are obtained, t i+1 = t i + ∆t, 1 ≤ i < n with ∆t independent of i. If ∆t is small then the integrals in (4.15) involving the measurement function g can be approximated by finite sums,
Let Z ti be the measurement at time t i , 1 ≤ i ≤ n,
where the G ti are independent Gaussian random variables with expectation zero and standard deviation σ. The weighted sum of squared errors in the measurements Z ti is
On comparing (4.17) with the right-hand side of (4.16) it is apparent that
The terms independent of Θ in (4.16), (4.17) are ignored because they contribute only a scale factor to the conditional density. The representation of ρ(t, x) in the case of discrete measurements is thus
(4.18)
4.3. Approximation to the conditional density. The approximation (3.17) is applied to the representation (4.18) of ρ(t, x). Let p t (x) be the probability density function for X t underP and let η x t be the bridge process for X. It follows from (3.17) and (4.18) that
where the H ti,t are stochastic terms of order N ti,t 3 / d ti,t 3 . It is assumed that the t − t i , 1 ≤ i ≤ n, are small enough to ensure that the H ti,t are negligible. Let K be the n-dimensional random vector defined by
Note that Υ tn,t is omitted from K because the condition t n = t ensures that Υ tn,t = 0. An approximationρ ′ (t, x) to ρ(t, x) is obtained by omitting the terms H ti,t , 1 ≤ i ≤ n, from (4.19) . The exponent in the definition ofρ
It follows from (4.19), (4.20) , and (4.21) that the n × n matrix A, the n-dimensional vector β, and the scalar γ are given by
Let m, C be the expectation and the covariance of K. The expectation in (4.21) is approximated by replacing K by a Gaussian random vector with expectation m and covariance C. The result is the finite-dimensional densitŷ
determined by the statistics m, C. The densityρ(t, x) is unnormalized in that the right-hand side of (4.23) omits terms which are independent of x.
In the next two subsections it is shown that m, C can be evaluated recursively by the numerical solution of a set of linked ordinary differential equations.
Evaluation of m. It follows from (4.20) that
m = Ẽ (Υ t1,t ), . . . ,Ẽ(Υ tn−1,t ), 1 q 2 t 0 v s .Ẽ(η x s,t ) ds ⊤ .
Equations (3.15) and (3.19) yield
It follows from (3.12) and (4.9) that
where I is the 2 × 2 identity matrix. Recall that x = (r cos(θ), r sin(θ)) ⊤ , and let a 0 = (a 1 , a 2 ) ⊤ . It follows from (3.14), (3.15), (3.19) , and (4.9) that for 0 < s ≤ t,
Let κ s,t be defined by κ s,t = sinh(α(t − s)) sinh(αt) (t = 0) (4.27) and note thatẼ(N s,t ) = κ s,t a 0 . The derivative of κ s,t with respect to t is ∂κ s,t ∂t = − αλ s,t sinh(αt) .
It follows from (4.24), (4.26), and (4.27) that the first n − 1 components m i of m are given by
The last component m n of m is obtained as follows:
Let the statistics S 1 (t), S 2 (t) be defined by
The derivatives of S 1 , S 2 are
thus S 1 , S 2 are obtained by solving the linked set (4.30) of ordinary differential equations, with the initial conditions S 1 (0) = S 2 (0) = 0. Once S 1 , S 2 are known, m n is calculated using
Evaluation of C.
It follows from (3.14), (3.15), (3.19) , and (4.8) that for 0 ≤ s 1 , s 2 ≤ t, 0 = t,
It follows from (3.20) and (4.31) that for 1 ≤ i ≤ j ≤ n − 1,
The component C nn is given by
Finally, the components C in , 1 ≤ i ≤ n − 1, of C are obtained, 
Let S 3 , S 4 be the statistics defined by
The statistics S 3 , S 4 are solutions of the equations
The quantities Q in can be calculated from S 3 , S 4 , using (4.34).
In the case of R in , it follows from (4.31), (4.33) that
thus R in can be calculated from S 3 .
5. Second model. In the second model the target acceleration is a Brownian motion, with the position and the velocity obtained by integrating the acceleration. The trajectory of the target is thus twice differentiable, with a continuous second derivative. This is in contrast with the first model, where the target trajectory is not differentiable. The Brownian acceleration model is often adopted in studies of bearings-only tracking [7, 8, 12] .
SDE for the target motion. The target motion is described by a stochastic process
⊤ is the velocity, and (X 3 , X 6 ) ⊤ is the acceleration. The state space is R 6 . Let A, σ be the matrices defined by Then X satisfies the Itô SDE,
where B is a Brownian motion in R 6 . The diffusion matrix σ is not invertible, thus the CMG transformation described in section 3.2 cannot be applied in its full generality. However, it can be applied in the special case f = h, in the notation of section 3.2, to yield
where p t (x) is the probability density function for X t underP and η x t is the bridge process associated with X. The process X underP is still defined by an SDE of the form (5.1).
The dimension of the state space is reduced from six to two by obtaining an explicit expression for the stochastic process ξ ≡ (X 1 , X 4 ) ⊤ in R. Let e t = E(ξ t ), 0 ≤ t. A short calculation yields
where B is a Brownian motion in R 2 such that B 0 = 0. Let x 0 ,ẋ 0 ,ẍ 0 be, respectively, the initial position, velocity, and acceleration of the target. It follows from (5.2) that
The process ξ is Gaussian, with covariance function
5.2.
Approximation to the conditional density. Let q t (x) be the probability density function for ξ t . In the case of discrete measurements Z ti , 1 ≤ i ≤ n, and for 0 ≤ t, the optimal density is
where the H ti,t are stochastic error terms of order N t1,t 3 / d t1,t 3 and the Υ ti,t are defined as in the last equation of (3.15). Let K be the (n − 1)-dimensional random vector defined by
On omitting the small quantities H ti,t , 1 ≤ i ≤ n, from (5.5) the following approximation to ρ(t, x) is obtained:
where the (n − 1) × (n − 1) matrix A, the (n − 1)-dimensional vector β, and the scalar γ are defined by
Let K have expectation m and covariance C. The expectation on the right-hand side of (5.7) is approximated by replacing K by a Gaussian random vector with expectation m and covariance C. The result is the finite-dimensional densitŷ
The densityρ(t, x) is unnormalized in that the right-hand side of (5.8) omits certain terms which are independent of x. The statistics m, C are evaluated using (5.3), (5.4) , and the formulae given in sections 4.4 and 4.5.
6. Experiments. Three sets of experiments are described in sections 6.1, 6.2, and 6.3, respectively. In the first set, sample paths are obtained for the bridge process associated with the OU process in R 2 . The aim is to illustrate the plausibility of the approximation to Θ θ t made in (3.17). The filter described in section 4 is implemented in the second set of experiments, and the filter described in section 5 is implemented in the third set of experiments. The main purpose of the experiments is to address the question: do the measurements contain target range information which is not already contained in the model for the target motion? In the first model the measurements contain little or no additional range information. In the second model they do contain range information, especially at high noise levels. All the simulations are implemented in Mathematica [23] .
6.1. Sample paths of a bridge process. Let η x t be the bridge process associated to the OU process X in R 2 , where
The qualitative behavior of η x t depends on t. If t is small, then η x t is drawn rapidly towards the final value x. If t is large, then there is a large range of times s, 0 ≤ s ≪ t, for which η x t is similar to X. In the range 0 ≪ s ≪ t the random variable η x s,t is approximately Gaussian with expectation zero and covariance (q 2 /(2α))I. If q 2 /(2α) is small, then there is a high probability that η x s,t is close to the origin, 0 ≪ s ≪ t. As s approaches t, η In Figure 6 .1 a sample path of R r t is shown for t = 1. Here, t is small, η x t does not have time to approach the origin, and R r t does not approximate a stationary process. In Figure 6 .2 a sample path of R r t is shown for t = 10. Here, t is large, η 
First model.
In implementation of the first model for the target motion it is assumed that the deterministic part t → a t of the motion, as shown in (4.2), is
The values of α, σ are α = 0.75, σ = π/1024 radians. The parameter α affects the size of the restoring force acting on the random deviation of the target trajectory from the deterministic path t → a t . The parameter σ determines the accuracy of the measurements. The value of σ is chosen with an optical sensor (camera) in mind. It is assumed that the field of view is 90
• , divided into 512 pixels, and that the error in locating the image of the target has a standard deviation of 2 pixels. This corresponds to an angular error with a standard deviation of π/1024 radians. The target trajectory is simulated with a time step of 0.005. Discrete measurements are obtained at regular intervals of size 0.04. The density for the radial distance of the target from the origin is estimated at time t = 2.0 for varying numbers of measurements and for varying choices of the noise level q in the target motion equation (4.3). The n > 0 measurements are obtained at times t 1 < t 2 < · · · < t n , where t i = t − (n − i)0.04, 1 ≤ i ≤ n. To facilitate comparisons between the range estimates for different noise levels q, the experiments are carried out using a fixed sample path of the Brownian motionB appearing in (4.7).
In principle the expression (4.23) forρ(t, x) can be manipulated symbolically. In practice the computational cost is too high, and it is necessary to use a numerical approach. The logarithm of the approximation (4.23) to the conditional density is evaluated at 9 × 9 points in the r, θ plane. The estimated density is obtained as the exponential of an interpolation of the 9 × 9 values of the logarithm. For the densities encountered in these simulations it is more accurate to interpolate the logarithm of the density rather than the density itself. The estimate log(π(t, r)) of the logarithm of the radial densityπ(t, r) is obtained by first evaluating bottom is a plot of the true range as a function of q. As the noise level increases the estimates of the range increase. Figure 6 .6 shows two radial densities computed for a noise level q = 0.5. The rightmost density is obtained using n = 4 measurements. The leftmost density is obtained using no measurements. The true target range is 8.9. It is apparent that the measurements contain little or no range information beyond that already contained in the model for the target motion.
Let m n be the expected value of the target range as a function of the number of measurements n, and let σ n be the standard deviation in the target range. Figure 6 .7 shows m n + σ n , m n , and m n − σ n as functions of n at a fixed noise level q = 0.5. The second line from the bottom is a plot of the true target range. There is little change in m n or σ n as n increases. This observation is compatible with Figure 6 .6, where it is apparent that for n = 4 the measurements have little or no effect on the estimated density for the target range.
In many applications of filtering the true value of the noise level q is unknown. It has to be estimated using prior information about the likely behavior of the target. A common practice is to estimate too high, to avoid an overoptimistic filter output. The effects of overestimating the noise level are illustrated in Figure 6 Figure 6 .8 for n = 4. The second line from the bottom is the graph of the true target range. It is apparent that the target range is systematically overestimated.
6.3. Second model. In the implementation of the second model it is assumed that the expected trajectory t → e t , as defined by (5.3), is The target trajectory is obtained by numerical integration of the Brownian acceleration. The experiments are carried out using a single sample drawn from the Brownian motion t → B t in order to facilitate the comparisons made for different values of q in (5.2). The time step for the generation of B is 0.005. The target trajectory is obtained by integrating the acceleration twice. The noise level σ for the measurements is σ = π/1024 radians, as in section 6.2.
The symbols m q , σ q and m n , σ n are defined as in section 6.2. Figure 6 .9 shows m q + σ q , m q , m q − σ q as functions of q at a fixed number n = 4 of measurements. The second plot from the bottom is the true target range as a function of q. As q increases, the estimate of the target range becomes less accurate. Figure 6 .10 shows two radial densities computed for a noise level q = 1.0. The rightmost density is obtained using n = 4 measurements and the leftmost is obtained using no measurements. The true target range is 7.7. There is a significant difference between the two densities. The expectations and standard deviations of the densities in Figure 6 .10 are shown in Table 6 .1. The columns from left to right are the number of measurements, the expectation and the standard deviation. Additional experiments show that at lower noise levels the measurements have little or no effect on the density for the target range.
The expected motion of the target is directly towards the sensor. There remains the possibility that for other types of expected motion the measurements contain more information about target range. However, preliminary experiments indicate that the entries in Table 6 .1 are typical of a wide variety of target motions. For example, Table  6 .2 shows the expected range and the standard deviation of the range for an expected target motion a t = (10, t) ⊤ , 0 ≤ t, and a noise level q = 1.0. Figure 6 .11 shows graphs of m n + σ n , m n , m n − σ n as functions of the number of measurements n at q = 1.0. The horizontal line is the true target range. It is apparent that m n increases with n, in agreement with Figure 6 .10. The estimated range begins to diverge from the true range for six or more measurements. Numerical estimates made in section 6.4 suggest that this is because the error term H in (5.5) becomes significant at about the time of the seventh measurement. 6.4. Estimation of the magnitude of the error terms. In section 6.3 it is noted that the range estimates in Figure 6 .11 are inaccurate for seven or more measurements. It is suggested that the inaccuracies arise because the error terms H ti,t in (5.5) become large for i ≥ 7. The following estimate of |H ti,t | supports this suggestion.
The process Θ On setting q = 1.0, t = 2.0, δ = 0.23, r = 9 in (6.1) it is seen that the standard deviations of Ψ s,t and Ξ s,t are an order of magnitude less than the maximum of E(Ψ s,t ),Ẽ(Ξ s,t In the absence of measurements the position of the target at time t is modeled by the Gaussian random variable ξ t with expectation and covariance obtained from This suggests the approximations x 1 ≈ r, x 2 ≈ 2 in the last equation of (6.2). On also setting t = 2, δ = 6 × 0.04 = 0.24, it follows that H s,t ≈ 36.8r −4 .
The approximation (5. Let t be the current time and let δ be a time such that measurements obtained before t − δ should be discarded. It is apparent from the above calculations that δ is proportional to σ 1/3 .
7.
Conclusion. The path integral representation of the optimal conditional density is the basis of a new finite-dimensional recursive approximation to the optimal filter. The approximation is accurate provided that only the most recent measurements are employed.
The application of the new filter to bearings-only tracking is developed. Numerical simulations show that for some models of the target motion, useful information about the target range can be extracted from measurements of the bearing angle.
The new filter is applicable to a wide range of nonlinear filtering problems. It is particularly well suited to cases in which the evolution of the system state is straightforward but the measurement function is complicated or strongly nonlinear.
