We report on a timing analysis of a new ∼630 ks XMM-Newton observation of the quasar, PG 1211+143. We find a well-defined X-ray power spectrum with a well-detected bend at ∼7 ×10
INTRODUCTION
Both luminous active galactic nuclei (AGN) and black hole X-ray binaries (XRBs) are thought to be powered by accretion on to black holes (AGN: MBH ∼ 10 6−9 M⊙; XRBs: MBH ∼ 10 M⊙). Both types of system are powerful sources of X-rays which most likely originate close to the black hole itself. The X-ray spectra of unobscured AGN are routinely observed to consist of an array of spectral features. In particular, they are usually dominated by a strong power-law component, thought to be produced when ultraviolet (UV) photons, emitted from an optically thick, geometrically thin accretion disc (Shakura & Sunyaev 1973) , are inverse-Compton scattered by a 'corona' of hot electrons (Haardt & Maraschi 1993) . Additional spectral features typically include a soft excess < 2 keV (Scott, Stewart & Mateos 2012) , a 'Compton reflection' component > 10 keV and emission lines, the strongest of which is often Fe Kα fluorescence at ∼6.4 keV (George & Fabian 1991) .
If the dynamics of the accretion flows around black holes are governed by strong gravity, many fundamental aspects of accretion onto both supermassive black holes and stellar-mass black holes should be the same (i.e. 'scale invariance'). The similarities observed in the X-ray variability of AGN and XRBs through recent observations with, for example, RXTE and XMM-Newton has lent support to the idea of 'black hole unification' (e.g. McHardy et al. 2006; Fender et al. 2007 ).
Of particular interest are frequency-dependent measurements of the variability such as the power spectral density (PSD) ⋆ e-mail: al290@le.ac.uk and X-ray time delays between different energy bands (i.e. 'Xray time lags') 1 which are routinely observed to display similar behaviour but with their frequencies and amplitudes roughly scaled inversely with black hole mass (e.g. Lawrence et al. 1987; Uttley, McHardy & Papadakis 2002; Markowitz et al. 2003; McHardy et al. 2004; McHardy et al. 2006; Arévalo et al. 2008) . Additionally, the rms amplitude of X-ray variability is commonly observed to scale linearly with the flux of the source (i.e. the 'rms-flux relation'). This property of X-ray variability is observed to hold over a wide range of timescales and is common to both AGN and XRBs (e.g. Uttley & McHardy 2001; Gaskell 2004; Uttley et al. 2005 ).
The energy output of Seyfert galaxies typically peaks at ultraviolet (UV) wavelengths. This emission is generally considered to originate from thermal processes in the inner regions of the accretion disc. The UV emission from many AGN is observed to be strongly variable (e.g. Collin 2001), although not as rapidly variable as the X-rays (Mushotzky et al. 1993) . If the regions responsible for X-ray/UV emission are modulated by the local accretion rate, one may expect their variations to be somewhat correlated with the two favoured coupling mechanisms consisting of Compton up-scattering of UV photons to X-rays in a hot corona (e.g. Haardt & Maraschi 1991) and thermal reprocessing in the disc of primary X-rays (Guilbert & Rees 1988; Collier et al. 1998; Cackett et al. 2007 . In both cases, the delays in the variability are governed by the light-crossing time between the two sites.
In order to understand the connection between different emission mechanisms, studies of inter-band correlations are important and UV/X-ray correlations have been seen in a number of AGN (e.g. Nandra 1998 , Cameron et al. 2012 ). In addition, Xray/optical correlations have been observed on longer timescales and are typically discussed in terms of a disc reprocessing model (e.g. Arévalo et al. 2008; Breedt et al. 2009; Arévalo et al. 2009; Breedt et al. 2010; Alston et al. 2013; McHardy et al. 2014; Edelson et al. 2015) .
Here, we apply timing techniques to PG 1211+143, a luminous narrow-line Seyfert galaxy / quasar at a redshift of z = 0.0809 (Marziani et al. 1996) which is optically bright with a strong "Big Blue Bump" and also X-ray bright with a typical X-ray luminosity of ∼10 44 erg s −1 (L bol ∼ 5 × 10 45 erg s −1 ; Pounds et al. 2003) . The source is well-known for its spectral complexity. In particular, it is the archetypal example example of an AGN exhibiting an ultra-fast outflow whose mass flux and energetics may be comparable to the mass accretion rate and bolometric luminosity and so important for galaxy feedback (Pounds et al. 2003; Pounds & Reeves 2009) . Observations with XMM-Newton have shown the outflow to have a sub-relativistic velocity lying in the region of v ∼0.09-0.14c (Pounds et al. 2003; Pounds & Page 2006; Pounds et al. 2015a ). Here, we investigate the power spectrum, the rms spectrum and optical/UV/X-ray correlations through a new ∼630 ks XMM-Newton plus ∼2-month-long Swift campaign of PG 1211+143.
OBSERVATIONS AND DATA REDUCTION

XMM-Newton
PG 1211+143 was observed seven times in 2014 with XMMNewton (Jansen et al. 2001 ) between 2014-06-02 and 2014-07-07. Each observation had a typical duration of ∼100 ks, except for the fifth observation (rev2664) which was shorter (∼55 ks), with a total duration of ∼630 ks. Here, we utilize data from all instruments on-board XMM-Newton, although we only make very brief use of the Reflection Grating Spectrometer (RGS; den Herder et al. 2001 ) -instead, those data are described and presented in Pounds et al. (2015b) and additional companion papers. We processed all raw data using version 14.0 of the XMM-Newton Scientific Analysis Software (SAS 2 ) package, following standard procedures.
EPIC-pn
The bulk of our analysis focuses on data acquired with the European Photon Imaging Cameras (EPIC): the pn and the two Metal-Oxide Semiconductor (MOS) detectors. These were operated in large-window mode (∼94.9 per cent 'livetime' for the pn; ∼99.5 per cent for the MOS) using the medium filter. The background contribution was minimized by extracting source events from 20 arcsec circular regions centred on the source 3 while background events were extracted from much larger rectangular regions 2 http://xmm.esac.esa.int/sas/ 3 Source counts from 40 arcsec circular regions were also extracted but the results were not found to significantly differ from those obtained with smaller regions, albeit with an additional ∼13 per cent increase in count rate and a 400 per cent increase in background counts in the source region. Table 1 . An observation log showing the broad-band durations / exposure times (ks), count rates (ct s −1 ) and observed fluxes (×10 −11 erg cm −2 s −1 ) for the XMM-Newton observations of PG 1211+143 detailed in this paper. The filtered durations refer to the duration of each observation having filtered out background flares while the net exposures refer to the integrated exposure time having accounted for detector 'dead time'. All count rates and fluxes for the EPIC cameras are quoted over 0.2-10 keV and are derived from the filtered datasets (where the count rate = total counts / filtered duration).
away from both the central source and other nearby background sources. The background level was relatively stable for the majority of the observations although some degree of flaring was observed towards the end of rev2659, throughout rev2661 and at the beginning of rev2663 (see Fig. 1 ). To optimise data quality, events during these periods were initially filtered out by creating appropriate good time intervals. This resulted in a total of ∼570 ks of useful EPIC data. Single and double good pixel events (PATTERN 4) were utilized in our pn analysis while triple and quadruple pixel events (PATTERN 12) were additionally used in our MOS analysis. Response matrix files (RMFs) and ancillary response files (ARFs) were generated using the SAS tasks RMFGEN v2.2.1 and ARFGEN v1.90.4, respectively.
The 0.2-10 keV count rate averaged over all 7 orbits (having filtered out background flares) was 3.86 ct s −1 for the EPICpn and 0.80 and 0.89 ct s −1 for the EPIC MOS 1 and 2 cameras, respectively, resulting in a total of ∼3.3×10
6 EPIC counts 4 . The broad-band observed flux (averaged over the three EPIC cameras) was F0.2−10 = 1.08 × 10 −11 erg cm −2 s −1 (F2−10 = 3.71 × 10 −12 erg cm −2 s −1 ), corresponding to an observed luminosity, L0.2−10 = 1.8 × 10 44 erg s −1 (L2−10 = 6.2 × 10 43 erg s −1 ). The observed count rates, net exposure times and broad-band fluxes ob- tained from the individual EPIC observations are provided in Table 1.
OM
XMM-Newton also features the co-aligned Optical Monitor (OM; Mason et al. 2001) , capable of providing simultaneous optical/UV coverage. The OM uses of six primary filters: V (effective wavelength = 5 430Å), B (4 500Å), U (3 440Å), UVW1 (2 910Å), UVM2 (2 310Å) and UVW2 (2 120Å). For each observation we took a series of ∼2 ks OM exposures in "imaging" mode (with a 2 × 2 pixel binning covering a 7' × 7' field of view), cycling through all six filters such that we acquired 1 exposure for each of the V, B, U, UVM2 and UVW2 filters while using the rest of the observation time with the UVW1 filter for simultaneous UV-X-ray monitoring. Most observations resulted in typically ∼40 separate OM exposures, acquiring a total of 262 OM images with a total accumulated exposure of ∼523.8 ks across all 7 observations. An observation log is provided in Table 2 . Since the observations were made in "imaging" mode, we processed the data using the OMICHAIN 5 routine, as part of XMMNewton's SAS. This routine performs all the necessary processing for each exposure, such as flat-fielding, before running a source detection algorithm and computing the positions of each source within the field-of-view. Standard aperture photometry is then applied to obtain count rates for each detected source -these count rates are then corrected for coincidence losses and detector dead time, before a final calibrated source list is produced. The results are discussed in Section 3.4.
Swift
Finally, we also obtained a series of observations with Swift (Gehrels et al. 2004) , as part of a Target of Opportunity (ToO) programme. In total, Swift made 41 observations (typically separated by ∼1 day), each with a typical duration of ∼1.5 ks. These observations began on 2014-06-04 and ended on 2014-08-04 and, hence, overlap with the 7 XMM-Newton observations. We utilized data from Swift's X-ray Telescope (XRT; Burrows et al. 2005 ) and co-aligned Ultra-Violet/Optical Telescope (UVOT; Roming et al. 2005) . The XRT was operating in "photon counting mode" and has a 23' × 23' FOV, providing useful data from 0.2 to 10 keV.
5 http://xmm.esac.esa.int/sas/current/doc/omichain/ The UVOT provides simultaneous UV/optical coverage (1 700-6 500Å) in a 17' × 17' field. Each Swift snapshot typically acquired data from exposures with three UVOT filters: U (central wavelength = 3 465Å; 39 images), UVW1 (2 600Å; 40 images) and UVW2 (1 928Å; 41 images). We note that the XRT was in "anomaly mode" from 2014-06-04 -2014-06-10 6 rendering XRT data acquired during those dates unusable. This resulted in a total of 37 usable XRT observations with a total exposure of ∼47.1 ks.
A visual inspection of the UVOT images reveals that they are steady, with 117 total usable frames split across 41 observations. Each exposure was typically a couple of hundred seconds. Source counts were extracted from PG 1211+143 using the HEASOFT 7 (v.6.16) task UVOTSOURCE, which performs aperture photometry and automatically performs necessary corrections such as coincidence loss and scaled background subtraction using the latest calibration database (CALDB). We used a 5 arcsec source radius and a 25 arcsec background radius from a blank region of sky away from the source. The Swift data are discussed in Section 3.4.2.
RESULTS
In this section we present the results of a detailed timing analysis of PG 1211+143. Custom IDL 8 scripts were used to extract light curves from individual EPIC event files. These were backgroundsubtracted and corrected for exposure losses while also interpolating over short telemetry drop outs where necessary. The EPIC light curve for PG 1211+143 is shown in Fig. 1 with 1 ks time bins in two energy bands: 0.2-2 and 2-10 keV. The count rate is observed to vary by up to a factor of ∼3 over the entire 36-day period, while varying by up to ∼50 per cent within individual observations (on ∼10 ks time-scales). The softer band is observed to be brighter and more highly variable, although the general pattern of variability on long timescales looks similar between the two bands.
A detailed investigation into the spectral properties is undertaken in Pounds et al. (2015a) and Pounds et al. (2015b) and additional forthcoming papers -however, we discuss the broad spectral shape of PG 1211+143 here for comparison with the timing properties. Fig. 2 shows all 7 EPIC-pn spectra obtained in 2014, having divided out the effective area. The spectra were binned using SPECGROUP to match the detector resolution (using bins of approximately 1/3 of the FWHM) with the additional criterion that each bin contain at least 25 source counts in order to make use of standard χ 2 fitting methods. The observation-averaged source flux varies by ∼50 per cent between observations with the bulk of the long-term variability apparently taking place < 2 keV.
To first order, the general shape of the underlying continuum can be decomposed into three primary spectral components: (i) an absorbed intrinsic power law with photon index, Γ ∼ 1.6, which dominates the hard X-ray spectrum; (ii) a component of soft excess to account for the upturn in the soft X-ray continuum (e.g. a blackbody component with temperature, kT ∼ 0.1 keV), and (iii) an unabsorbed soft power-law component of Γ ∼ 2.9, which becomes significant at 2 keV and dominates the soft X-ray spectrum. Superimposed on this broad-band continuum is then an array of discrete features arising from the warm absorber / high-velocity outflow and the Fe K emission profile at ∼6-7 keV (see Pounds et al. 2015a and additional forthcoming papers for further details). The general spectral shape between orbits can largely be accounted for by allowing for different relative normalizations of the three components. In particular, the long-term spectral variability (i.e. between observations on timescales > 1 day) is dominated by changes in the normalization of the soft power-law component. This is illustrated in the upper panel of Fig. 3 , which shows the EPIC-pn 'difference spectrum' of PG 1211+143. Here, the lowest flux observation (rev2659) has been subtracted from the highest flux observation (rev2664). The resultant spectrum takes the form of a steep continuum which can be reasonably well fitted by a power law of photon index Γ = 2.87 ± 0.02 (χ 2 ν = 1125/941). This behavior is largely consistent when measuring the difference spectrum between any two observations. In addition to the difference spectrum, the lower panel of Fig. 3 shows the ratio spectrum. Here, the rev2664 EPIC-pn spectrum has been divided by the rev2659 spectrum. The ratio between the two spectra is close to unity at high energies, consistent with the hard power-law component remaining (on average) steady in flux over time. At lower energies, however, the spectra diverge as the soft component dominates the variability. Curiously, we note the presence of some structure in the ratio spectrum at 0.7 keV, which takes the form of a sharp rise going upwards in energy. This feature likely arises from a component of strongly variable ionized absorption in the X-ray spectrum of PG 1211+143. This is shown in Fig. 4 and is perhaps dominated by the Fe I-XVI unresolved transition array (UTA), which appears to be significantly variable in the observed spectrum on timescales of days and is strongest when the source flux is weakest. Detailed modelling of these spectral features along with the associated spectral variability is provided in a number of companion papers (e.g. Pounds et al. 2015a,b; Lobban et al. 2016) . Finally, we also note that the broad-band optical-UV-X-ray spectral energy distribution (SED) is shown and roughly parametrized in Section 3.4.1. However, we now proceed to investigate the timing properties.
The power spectrum
We firstly investigated the PSD, which provides an estimate of the variability power as a function of temporal frequency. We extracted background-subtracted light curves for all 7 XMM-Newton observations with a timing resolution of ∆t = 100 s, utilizing data from all 3 EPIC cameras (pn + MOS). We then computed simple periodograms (Priestly 1981; Percival & Walden 1993; ) from each orbit in (rms/mean) 2 units (see Fig. 5 ). The long duration of some observations (i.e. ∼100 ks) allows us to estimate the PSD down to frequencies as low as ∼10 −5 Hz, which is approximately a factor of 2 lower than possible with previous archival data for this source (e.g. González-Martín & Vaughan 2012) .
We simultaneously fitted all 7 "raw" unbinned periodograms within XSPEC. For a given model, we found the best-fitting model parameters by minimizing the Whittle likelihood, S, as discussed in Vaughan (2010) and Barret & Vaughan (2012) . We fitted the broadband 0.2-10 keV PSD with two models: (i) a simple power law, and (ii) a bending power law (see González-Martín & Vaughan 2012 for discussion of the models and fitting methods).
Model (i) has three free parameters: the spectral index (α), the power-law normalization and an additive constant of zero slope to account for the Poisson noise at high frequencies. We tied all parameters together between observations except for the normalization of the constant component to allow for varying levels of Poisson noise due to differing count rates between orbits. The single power-law model results in a Whittle fit statistic of S = −62285.6 for 2 788 degrees of freedom (d.o.f.) and has a best-fitting slope of α = 2.52 ± 0.10, dominating at frequencies ν 4 × 10 −4 Hz. We then allowed for the presence of a bend in the power c 2015 RAS, MNRAS 000, 1-14 Figure 2 . The 7 time-averaged EPIC-pn spectra of PG 1211+143 obtained in 2014: rev2652 (black), rev2659 (red), rev2661 (green), rev2663 (blue), rev2664 (cyan), rev2666 (magenta) and rev2670 (grey). In the lower panel, the spectra are "fluxed" and are binned up coarsely for clarity. law by fitting model (ii), which consists of five parameters: the normalization, the low-frequency spectral index (below the bend; α1), the high-frequency slope (α2), the bend frequency (ν b ) and, again, a constant to account for Poisson noise. These XMM-Newton data are somewhat insensitive to the low-frequency slope -however, we find it to be constrained to α1 = 0.9 +0.3 −0.1 , which is consistent with the value of 1 typically found from long-term monitoring campaigns (e.g. Uttley, McHardy & Papadakis 2002 , Markowitz et al. 2003 , McHardy et al. 2006 . The high-frequency slope has a best-fitting value of α2 = 3.5 +0.4 −0.3 , consistent with the average value of 3.08 obtained from a sample of 15 Seyfert galaxies by González-Martín & Vaughan (2012) . The Poisson noise then begins to dominate at frequencies 4 × 10 −4 Hz. The bend occurs at a frequency of ν b = 6.9 +2.4 −1.9 × 10 −5 Hz and the inclusion of this feature improves the fit statistic by ∆S = 37.6 when compared to the single power-law model. Since ∆S behaves approximately as ∆χ 2 , this suggests that the bend is detected with high significance. This fit to the PSD is shown in Fig. 5 and the best-fitting model parameters are provided in Table 3 . Errors are quoted at the 1σ level (i.e. ∆S = 1.0 for one interesting parameter).
We then fitted the above models to PSDs generated in 'soft' (0.2-2 keV) and 'hard' (2-10 keV) energy bands but found no significant energy dependence of the PSD with best-fitting values typically consistent within the uncertainties. The best-fitting val- Figure 5. The 0.2-10 keV PSD of PG 1211+143 in the form of "raw" unbinned periodograms from all 7 EPIC pn+MOS observations: rev2652 (black), rev2659 (red), rev2661 (green), rev2663 (blue), rev2664 (cyan), rev2666 (magenta) and rev2670 (grey). The solid curves show the fitted bending power-law model described in Section 3.1. Table 3 . The best-fitting parameters of the simple power-law and bending power-law models fitted to the PSD of PG 1211+143 in the 0.2-10, 0.2-2 and 2-10 keV energy ranges. The Whittle statistic, S, is quoted for each model, while ∆S refers to the difference between the two models; i.e. the improvement in the fit with the inclusion of the bend. See Section 3.1 for details.
ues are shown in Table 3 . Additionally, we tried fitting the 0.2-2 and 2-10 keV PSDs simultaneously, tying the bend frequency and low-frequency slope between energy bands, while allowing the high-frequency slope to vary. We find that the high-frequency slope is consistent within the errors between the two energy bands: α −5 Hz, respectively. Allowing parameters (α1, ν b , α2) to vary independently between datasets, we are unable to detect any significant differences between orbits.
The rms-flux relation
A common feature of the observed X-ray variability in XRBs, AGN, ultraluminous X-ray sources (ULXs) and cataclysmic variables (CVs) is the 'rms-flux' relation. This is a relationship which shows that the absolute root-mean-square (rms) ampli- tude of variability scales linearly with the X-ray flux of the source, such that sources display more variability when they are brighter (e.g. Uttley & McHardy 2001; Gleissner et al. 2004; Heil & Vaughan 2010) . Here, we investigate the rms-flux behaviour for PG 1211+143. We use the EPIC-pn and EPIC MOS data, binned with a timing resolution, dt = 50 s and split into segments, 5 ks in length. For each segment, we firstly compute the periodogram and the mean count rate. We then calculate the PSD as a function of flux by averaging together the periodograms over 5 count rate bins. We then compute the rms in each bin by taking the square root, having integrated under the average PSD and subtracted the Poisson noise. The rms-flux relation for PG 1211+143 is shown in Fig. 6 across three energy bands: 0.2-10 (broad-band), 0.2-2 and 2-10 keV.
We tested the linearity of the relationship by fitting a straight line to the data across the broad-band 0.2-10 keV energy range. This appears to fit the data well, with a best-fitting slope of 0.034 ± 0.008 (corresponding to 3.4 per cent rms on timescales of 0.1-5 ks) and a y-intercept of 0.004 ± 0.041, consistent with zero. The 95 per cent uncertainty on the linear model is illustrated by the grey dashed lines. These were estimated from the 97.5 and 2.5 per cent rms values for a given flux value from 500 models randomly generated from the parameter distribution (i.e. using the best-fitting values and the covariance matrix). While the positive rms-flux relation is well-detected, it is dominated by the brighter, soft band (0.2-2 keV). The relationship is less clear in the fainter (and, accordingly, less variable) hard band, although still consistent with the best-fitting slope. We did also investigate the rms-flux behaviour within individual orbits. While the positive relation is still largely recovered, the smaller range in flux and far fewer number of segments with which to average over per orbit make the relationship difficult to constrain. Likewise, we largely recover the positive correlation by measuring the rms-flux relation on long timescales by plotting the rms against the flux obtained from each individual observation.
The rms spectrum
Here we show the rms variability amplitude as a function of energy (i.e. the 'rms spectrum') using the combined EPIC-pn+MOS data averaged over all orbits (see and references therein). The rms spectrum was computed by extracting light curves in 28 energy bands approximately equally spaced in log(E) over the 0.2-10 keV energy range using equal-length light curve segments. For each energy band and segment, we then calculated the fractional excess variance (σ 2 xs / mean 2 ) and averaged across each segment. The fractional rms was then calculated by taking the square root of the excess variance and is shown in Fig. 7 over two separate frequency bands: ∼1.4-5 ×10
−5 Hz (∆t = 10 ks; 70 ks segments) and 5-50 ×10 −5 Hz (∆t = 1 ks; 20 ks segments). The fractional rms spectrum has a similar shape across both high and low frequencies in that it is approximately constant > 2 keV while the fractional rms falls slightly at lower energies. However, the amplitude of the rms spectrum is higher over the lower frequency band. We note the sharp drop in variability at ∼6-7 keV which is most likely due to a constant component of emission from Fe K which is not responding to the continuum on the timescales probed here. We also show the fractional long-term 'between-observations' rms spectrum in order to quantify the variability on much longer timescales. This provides us with an alternative way to view the clear spectral variations seen in Fig. 2 with a characteristic "softer when brighter" pattern with much smaller variations in the harder bands. As Fig. 7 shows, on these timescales of days, the variability is much stronger at low energies, peaking at ∼0.8 keV, while dropping off at higher energies. Again, the fractional rms is lowest at ∼6-7 keV where the Fe K emission complex dominates.
Optical and UV monitoring
We begin by discussing data acquired with the OM on-board XMMNewton. As stated in Section 2, we obtained one 2 ks exposure with each of the V, B, U, UVM2 and UVW2 filters per observation while we used the rest of the observing time for UV monitoring with the UVW1 filter. This resulted in a total of 227 OM images with the UVW1 filter. We begin by investigating the within-observation variability across all 7 XMM-Newton observations. We note that there will be a significant contribution by the host galaxy to the observed nuclear light -however, this should remain largely constant.
The UV light curve of PG 1211+143 is shown in Fig. 8 . As no additional timing information is available within each individual 2 ks exposure, we use the minimum possible time bin size: ∆t = 2 ks. Variability in the UV flux is observed over this 5-week period which can be roughly characterised as a gradual increase in flux over the first five observations, peaking in rev2664, before tailing off in the final two observations. Weaker, short-term ('withinobservation') variability is superimposed over this trend 9 . In the case of the UVW1 variability in PG 1211+143, the fractional variability (e.g. ) is Fvar ∼ 1 per cent, while the 0.2-10 keV X-ray variability is much stronger with Fvar ∼ 21.6 per cent. As such, the relative long-term X-ray variability is roughly 20 times greater than the observed UV variability. The total EPIC-pn X-ray light curve is shown overlaid on the UV light curve in Fig. 8 .
We also investigated the long-term "between-observation" optical / UV variability using all six OM filters. For each of the V, B, U, UVM2 and UVW2 filters, we only obtained one 2 ks exposure per observation, where the observations are typically separated by a few days and span a total ∼5-week period. The corrected count rates are given in Table 4 . Note that the UVW1 count rates are the mean values for each observation. From the observed count rates, we can estimate the fractional variability, Fvar, which is typically ∼1-2 per cent in each bandpass. In Fig. 9 , we plot the count rates obtained with each filter versus the X-ray count rate, as a function of time. In order to make a visual comparison, we normalized the count rates to their own mean values and reduced the amplitude of the X-ray variability such that the Fvar values were identical. We propagated the uncertainties accordingly in each case.
We tested for any optical/UV/X-ray correlations between observations with the Pearson correlation coefficient, r, which is a measure of the strength of the linear relationship between two variables. The correlation coefficients for the six OM filters versus the 0.2-10 keV EPIC-pn count rates are: V = 0.114 (p = 0.81), B = −0.352 (p = 0.44), U = 0.498 (p = 0.26), UVW1 = 0.433 (p = 0.33), UVM2 = 0.415 (p = 0.35) and UVW2 = −0.296 (p = 0.52). As such, the optical/UV -X-ray fluxes do not appear to be significantly correlated, although we note that 7 snapshots over a five-week period may not be sufficient to detect a correlation, particularly given the strong short-term variability exhibited by the X-rays.
Finally, we roughly estimated the observed flux in each bandpass using the count-rate-to-flux conversion factors provided by the SAS team 10 . These are calculated in units of ×10 −15 erg cm −2 s −1Å−1 and are listed in Table 4 . Table 4 . The corrected count rates for each of the filters utilized by the OM for each observation. The effective wavelengths of each filter are given in parentheses. The UVW1 filter was used for monitoring -as such, the stated count rates are the mean rates for each observation. The bottom three rows display the mean count rates, fractional variability, Fvar, and the flux estimated over each filter bandpass across all 7 observations.
EPIC-pn
XMM
Optical-X-ray SED
Here, we use the time-averaged OM data to show the broad-band optical-UV-X-ray SED of PG 1211+143. We accounted for the effective area of each filter by using the appropriate canned response matrices 11 . The SED is shown in Fig. 10 . By fitting within XSPEC v12.8.2 (Arnaud 1996) , the rough shape of the time-averaged background-subtracted SED can be very loosely described by a model consisting of the form: RED-DEN × TBABS Gal × TBABS × (BKN2POW + PO). TBABS models absorption by neutral gas and dust (Wilms et al. 2000) , utilizing the photoionization absorption cross-sections of Verner et al. (1996) . The TBABS Gal component accounts for the Galactic hydrogen column, which is fixed at a value of 3.06 × 10 20 cm −2 based on the measurements of Kalberla et al. (2005) at the position of this source and modified to take in account the effect of molecular hydrogen (H2), according to Willingale et al. (2013) . The secondary TBABS component accounts for any additional absorption from cold material beyond the Galactic column (found to be NH ∼ 3 × 10 20 cm −2 ). The REDDEN component accounts for 11 http://xmm2.esac.esa.int/external/xmm_sw_cal/calib/om_files.shtml IR (infrared) / optical / UV extinction (Cardelli, Clayton & Mathis 1989) and was fixed at E(B − V ) = 0.035. Meanwhile, the BKN2POW represents a twice-broken power law while the PO accounts for the hard X-ray continuum. The BKN2POW component has a photon index of Γ1 ∼ 1.5 to account for the optical-UV continuum before breaking first at 0.02 keV (Γ2 ∼ 2.4) and then again at 0.2 keV into a steeper component (Γ3 ∼ 3.9) to account for the soft X-ray excess. Then, the PO component accounts for the hard X-ray continuum (Γ ∼ 1.8), dominating 1 keV. While outlining the general shape of the broad-band SED, the fit is clearly poor, with χ 2 /ν = 302/164 (having allowed a 3 per cent systematic error, mainly for the OM data 12 ). This is largely due to a considerable oversimplification in a modelling a complicated spectrum which also features: (i) a complex continuum heavily modified by signatures of substantial absorption/emission from ionized material < 2 keV, (ii) significant absorption features from highly-ionized Fe at ∼7-8 keV, and (iii) an intricate Fe K emission complex at ∼6-7 keV. Furthermore, the effect of 1.02 Figure 9 . The optical/UV count rates for each of the six OM filters versus the 0.2-10 keV EPIC-pn count rates for each observation. In each case the OM and X-ray count rates have been normalized to their own mean values, while the amplitude of X-ray variability has been reduced such that Fvar is identical for both datasets being compared. significant unmodelled residuals is magnified due the high statistical weight associated with an X-ray spectrum containing ∼2.6 ×10 6 counts. Nevertheless, this is a phenomenological description and the fit with its associated residuals is shown in Fig. 10 . We note that this parametrization is used as the ionizing SED with which we created the custom ionized emission / absorption grids used in (Pounds et al. 2015a,b) , with an ionizing luminosity of ∼3.8 ×10 45 erg s −1 from 1-1 000 Rydberg. Such an approach is an improvement over the more standard method which typically consists of using grids generated with generic SEDs, which may not be appropriate for many sources.
Finally, we also fit the optical-X-ray SED with the physical model, OPTXAGNF (Done et al. 2012) , comprising: (i) a colourtemperature-corrected spectrum from an accretion disc; (ii) thermal Comptonization by optically-thick, low-temperature disc material, and (iii) thermal Comptonization by optically-thin, hightemperature coronal material. The three components are fitted together self-consistently, assuming that they are all powered by the gravitational energy released due to accretion, with components (ii) and (iii) producing the soft X-ray excess 2 keV and harder power-law emission 2 keV, respectively.
We fixed the comoving radial distance of the source at 331 Mpc, the black hole spin to zero and the outer disc radius to 10 5 rg. We constrained the black hole mass to lie in the range 
MBH = 10
7−8 M⊙ (Kaspi et al. 2000; Peterson et al. 2004 ). The normalization was frozen at unity, as per the model requirement, since the flux is determined by the mass, Eddington ratio, spin and distance. We also included two neutral absorbers (one fixed at the Galactic column, one free) and associated reddening [E(B − V ) = 0.035], such that the model was of the form:
Having fitted the model, we find a best-fitting power law slope of Γ = 1.8 with a resulting black hole accretion rate of L/L Edd ∼ 0.53. The black hole mass was MBH ∼ 8 × 10 7 M⊙. The remaining interesting parameters consist of the coronal radius, rcor ∼ 15 rg, the electron temperature and optical depth of the soft Comptonizing material: kTe ∼ 0.8 keV; τ ∼ 5 and the fraction of the power law below rcor which is emitted in the hard Comptonization component, f pl ∼ 0.2. Finally, in addition to the Galactic column of 3.06 × 10 20 cm −2 , the additional neutral absorber requires a column density of ∼2 ×10 20 cm −2 . From the fit we infer a bolometric luminosity of L bol ∼ 6 × 10 45 erg s −1 . The fit is shown in Fig. 11 and, while statistically poor (χ 2 /ν = 352/164), this is due to it being an oversimplification of a highly complex spectrum. In particular, there is a significant contribution to the residuals from the Fe K band and the OM points, where it may be the case that the disc emission component rises more steeply than the OM points predict. An improvement to the fit can be made by allowing the reddening to be a free parameter, which rises to E(B − V ) ∼ 0.09. To compensate, the additional neutral absorber increases in column density from ∼2 ×10 20 to ∼4 ×10 20 cm −2 while the black hole mass increases slightly to MBH ∼ 9 × 10 7 M⊙. The fit improves by ∆χ 2 = 51 to χ 2 /ν = 301/163 and predicts a higher bolometric luminosity of L bol ∼ 9 × 10 45 erg s −1 . The residuals are shown in the lower panel of Fig. 11 . We note that the fit is consistent with the Swift UVOT data in that the best-fitting parameters do not significantly change when the UVOT data are included. We also tried fixing the black hole mass at MBH = 3 × 10 7 M⊙, more consistent with Kaspi et al. (2000) . In this instance, while there was no significant change to the majority of the free parameters, the accretion rate rose to L/L Edd 2 and the inferred bolometric luminosity fell to L bol ∼ 2 × 10 45 erg s −1 . The fit is still statistically poor with χ 2 /ν = 400/165 and, interestingly, worse than the simple broken-power-law-SED fit (see above). This may be because the soft X-rays and optical/UV points (which drive the fit but with uncertain systematics) are less well modelled. Nevertheless, the model provides a useful illustrative account of the optical-X-ray SED. A more detailed broad-band analysis will be presented in a forthcoming paper.
Swift monitoring
The long-term Swift UVOT light curve is shown in Fig. 12 (panels  a and b) . The mean count rates for the U, UVW1 and UVW2 filters are 61.64 ± 0.26, 27.58 ± 0.11 and 24.52 ± 0.10 ct s −1 , respectively. The amplitude of variability is similar to that found with the OM (Section 3.4) with fractional variabilities, Fvar, of ∼0.5, ∼1.2 and ∼2.2 per cent, respectively. Panel d of Fig. 12 shows the three light curves overlaid, having each been normalized to their own mean. The optical/UV variability appears to be weak although somewhat correlated with coincident peaks and troughs in the light curve while the data from the UVW2 filter appear to display the strongest fractional variability. XRT counts were extracted using the online XRT products builder 13 (Evans, Beardmore & Page 2009) , which performs all necessary processing and provides background-subtracted light curves and spectra. The 37 XRT observations vary in count rate by up to a factor of ∼3 over the ∼2-month period (Fvar ∼ 22.3 per cent) with a mean count rate of 0.296 ct s −1 , ranging in observed flux from F0.2−10 ∼ 6 × 10 −12 to F0.2−10 ∼ 1.5 × 10 −11 erg cm −2 s −1 (mean flux, F0.2−10 ∼ 9.6 × 10 −12 erg cm −2 s −1 ). We note that spectral shape of the timeaveraged ∼47.1 ks Swift XRT spectrum is consistent with the XMM-Newton EPIC-pn spectrum (Fig. 2) . The XRT light curve is shown in Fig. 12 (panel c) .
We now test for any correlation between wavelength bands on long timescales. The cross-correlation function (CCF) is perhaps the most standard tool for measuring correlations between two time series (e.g. Box & Jenkins 1976) . However, this requires that the time series be evenly sampled, while the sampling time between our Swift observations is highly uneven. As such, we alleviate this by using the discrete correlation function (DCF; Edelson & Krolik 1988) to estimate the CCF.
We used the mean count rates for each UVOT exposure (typically a few hundred seconds in length), setting it at the middle of each exposure bin. Likewise, we used the mean XRT count rates from all available snapshots and set them at the middle of each exposure bin (typically ∼0.5-1.5 ks in length). While the total duration of the Swift campaign is ∼60 days, fewer pairs contribute to the DCF at longer lags, greatly reducing the certainty on the estimates. As such, we computed the DCFs over the range -20 < lag < +20 days with a time bin size of 2 days, using the UVW2 filter as a reference band, and ensuring that there were at least 10 individual measurements per bin (in practice, there were typically ∼20-40 measurements per bin).
We estimated rough confidence intervals using Bartlett's formula (Bartlett 1955) ; a method which is described in Smith & Vaughan (2007) and operates under the assumption that the data are stationary. This involves computing the product of the two empirical autocorrelation functions (ACFs), using the same time delay bins as the DCF calculation, summed over all lags. The 1σ confidence band on the DCF is then: ± S/N , where S is the total sum of the ACFs and N is the number of pairs in each lag bin. We also computed the 95 per cent confidence region (±1.96σ). The DCFs are shown in Fig. 13 14 , where a positive lag denotes that the data are lagging behind the UVW2 data. It can be seen that there is a significant correlation at zero lag between the U, UVW1 and XRT data with the UVW2 band, which rapidly falls off at longer lags. There are additional peaks in the DCFs but they are largely within the confidence intervals and may exist as an artefact of the DCF binning. We also computed the DCFs with the smallest possible time bin size (i.e. < 1 day) and find a general improvement to the significance of the correlation at zero lag with the U, UVW1 and XRT bands having DCF values (compared to the UVW2 band) of 0.47, 0.59 and 0.34 with corresponding 95 per cent confidence level estimates of 0.31, 0.30 and 0.23, respectively.
Finally, we note the presence of a couple of sharp dips in the UVOT light curve, particularly in the UVW1 and UVW2 bands. These manifest themselves at MJD ∼ 56858 and MJD ∼ 56864 (see Fig. 12 ). Additionally, the UVOT count rate drops significantly over two consecutive pointings at MJD ∼ 56820 (although this coincides with a known drop in X-ray flux in rev2659). Such sharp dips may arise from regions of reduced UVOT detector sensitivity, as discussed by Gelbord et al. (2015) and Edelson et al. (2015) . Having checked the raw UVOT images, we find that the source position during the observation at MJD ∼ 56864 falls into one of the possible 'bad' regions on the UVOT detector identified by Edelson et al. (2015) . While the remaining dips do not fall into such regions, it may be conceivable that other such previously unidentified patches of detector degradation do exist. As such, we tested the robustness of our DCF measurements by recomputing them with the sharp dips removed from our analysis. We find that the zero lag (< 1 day) correlation is still significant with the U, UVW1 and XRT bands having DCF values of 0.50, 0.50 and 0.45, respectively.
14 We note that we do not weight the data by their uncertainties due to arising complications in interpeting the DCF amplitudes (see White & Peterson 1994) . 
DISCUSSION AND CONCLUSIONS
In this paper we have presented the average timing properties of a long ∼630 ks XMM-Newton observation plus ∼5-week Swift monitoring campaign of PG 1211+143. Here, we discuss these results.
The power spectrum
In Section 3.1 we modelled the broad-band 0.2-10 keV PSD of PG 1211+143 and showed that there is a well-detected bend, occurring at ν b = 6.9
+2.4 −1.9 × 10 −5 Hz. This is the first detection of the high-frequency break in the PSD of this source. While previous studies (e.g. De Marco et al. 2011; González-Martín & Vaughan 2012) have analysed the PSD of PG 1211+143, none had sufficient data on a long enough timescale to detect the bend and estimate its characteristic frequency.
Based on simple scaling arguments, a somewhat linear relationship between the PSD bend time-scale and black hole mass might be expected (e.g. Fender et al. 2007) . Indeed, an approximately linear correlation has been reported for a number of AGN (e.g. Uttley, McHardy & Papadakis 2002; Markowitz et al. 2003 
where T b is the break time-scale in days, MBH is the black hole mass in units of M⊙ and A and C are coefficients. Assuming a black hole mass for PG 1211+143 of MBH ∼ 10 7−8 M⊙ (Kaspi et al. 2000; Peterson et al. 2004 ) and values of A = 1.09 and C = −1.70, as derived by González-Martín & Vaughan (2012) from fitting equation 1 to a sample of known Seyferts, this predicts a bend time-scale in the range ν b ∼ 0.2-3 days. Given our observed value of ν b ∼ 0.16 days, this is more consistent with a lower black hole mass estimate (e.g. ∼10 7 M⊙). Additionally, the mass-timescale relation was extended by McHardy et al. (2006) to include a dependence on bolometric luminosity, L bol (also see Körding et al. 2007) . In this instance, equation 1 
The rms variability
PG 1211+143 displays enhanced variability when brighter (see Fig. 6 ). This rms-flux relation is linear in the soft band, consistent with the rapid variability observed in accreting objects over a wide range in mass and luminosities such as XRBs, ULXs, AGN and CVs (e.g. Uttley & McHardy 2001; Gleissner et al. 2004; Heil & Vaughan 2010; Scaringi et al. 2012) . A natural explanation for a linear rms-flux relation is in terms of the propagating fluctuations model, whereby the X-ray source responds to variations in the mass accretion rate, which multiplicatively couple to one another as they propagate inwards to the inner disc (e.g. Uttley et al. 2005) . The X-ray variability of PG 1211+143 may be complicated somewhat by the presence of a variable warm absorber / wind, which imprints significant features in the spectrum. However, given that the rms-flux relation is consistent with that found in XRBs, we suggest that similar intrinsic accretion processes are at work here, albeit scaled according to the higher black hole mass, with the dominant short timescale variations arising from intrinsic process linked to the hard X-ray emitting source.
The rms spectrum
In Fig. 3 .3, we explored the energy dependence of the rms variability, averaged across all orbits. Over the 'within-observation' frequency ranges, the fractional rms is roughly constant with energy; i.e. with, say, the flux at both 0.5 and 8 keV varying by ∼10 per cent rms on timescales of tens of ks. As such, on these timescales, the hard and soft power laws are generally varying with nearly the same fractional amplitude 15 . On longer timescales, however, higher-amplitude variations come into play as the soft band is observed to display enhanced variability with respect to the hard band. Therefore, between observations, the relative strength of the soft and hard power laws is varying with large changes in the normalization of the soft component (i.e. the "soft excess") dominating the variability. This is illustrated in Fig. 3 , where the difference spectrum is observed to be steep and can be fitted with a power law with a photon index of Γ ∼ 2.9. Additionally, this can also be observed in Fig. 2 where the 7 XMM-Newton time-averaged spectra are clearly more variable at low energies, where the soft component dominates. If the steep, variable component of soft excess is due to Comptonization, one possible scenario may involve intrinsic coronal changes in terms of the electron temperature and/or optical depth of the corona, which may be cooler and/or thinner in the lowflux sequences where the soft component is weaker. An alternative suggestion may be that the observed changes in the soft component are linked to variations in the warm absorber / outflow -in particular, we note that the soft component appears to be intrinsically weaker when the soft X-ray warm absorber is strongest (e.g. rev2659; see Fig. 4 ).
Superimposed on these long timescale changes, we also observe additional structure in the fractional rms spectrum at ∼0.7-0.8 keV, which can also be observed in the ratio spectrum (see Fig. 3 ). This additional structure is likely due to complex variations in the ionized absorption imprinted in the observed X-ray spectrum. In particular, significant variations in the observed strength of the Fe UTA at ∼0.8 keV can be seen between orbits (see Fig. 4 ), which may perhaps arise from changes in the column density of a lineof-sight absorbing medium. The details of the ionized absorbing material and its variability are discussed in a number of companion papers (i.e. Pounds et al. 2015a,b; Lobban et al. 2016) . Finally, at ∼6-7 keV, we also observe a characteristic drop in the rms which most likely arises from a quasi-constant component of Fe K emission, such as a narrow core of Fe Kα emission originating in distant material (this component can be observed in the residuals in Figs 10 and 11).
Optical/UV monitoring
In Section 3.4, we investigated the optical/UV properties of PG 1211+143 using data acquired with the OM on-board XMMNewton and ∼2 months of contemporaneous ToO monitoring with Swift. The within-observation UV variability is found to be small (e.g. Fig. 8 ), while the between-observation optical/UV variability is found to be a few per cent (Fvar) on time-scales of ∼days. The XMM-Newton OM versus EPIC-pn data suggest a peak in the optical/UV/X-ray flux around rev2663-2664 -however, we are unable to confirm any significant correlation, given the small number of observations (i.e. 7) and low UV variability amplitude. Nevertheless, by computing the DCFs from the Swift monitoring campaign (Fig. 13) , we find that the optical/UV data are well correlated (> 95 per cent level) with a lag ±1 day (i.e. consistent with zero lag). Meanwhile, there is a suggestion of a marginally significant correlation between the UV and X-ray light curves, again consistent with zero lag ( ±1 day).
Optical/UV variations correlated with X-rays on short timescales have been observed in a number of type-1 Seyferts (e.g. MR 2251-178: Arévalo et al. 2008; Mrk 79: Breedt et al. 2009; NGC 3783: Arévalo et al. 2009; NGC 4051: Breedt et al. 2010 , Alston et al. 2013 NGC 5548: McHardy et al. 2014 , Edelson et al. 2015 where such variations are typically discussed in terms of a disc reprocessing model. Here, the primary X-rays illuminate the accretion disc and are reprocessed, producing UV and optical emission with a time lag, τ , determined by the light travel time to the corresponding emission site. As such, large X-ray fluctuations may result in smaller-amplitude wavelength-dependent time delays where, in the case of an optically thick disc, the longer-wavelength counterparts are delayed with the expected relation: τ ∝ λ 4/3 (e.g. Cackett et al. 2007) . While the bulk of the observed optical/UV luminosity may be "intrinsic" (i.e. due to internal viscous heating), this should remain constant on long time-scales while an additional fraction of observed light may vary due to X-ray reprocessing.
In the case of PG 1211+143, the X-ray luminosity is observed to vary considerably. If these X-rays then illuminate a standard optically thick accretion disc (assuming α ∼ 0.1, H/R ∼ 0.01 and a central compact X-ray source at ∼6 rg above the mid-plane) and assuming a black hole mass of 10 7 M⊙ and L/L Edd ∼ 0.5, the U-band (effective wavelength: 3 440Å) would have an emission-weighted radius of ∼500 rg (see equations 3.20 and 3.21 of Peterson 2007), corresponding to a light-crossing time of ∼0.3 days 16 . As such, X-ray reprocessing would predict an optical/UV/X-ray correlation with no obvious delays, given the resolution of our data. Contrarily, the viscous timescale is on the order of ∼2 ×10 3 years. A reprocessing scenario is consistent with the absolute change in optical / X-ray luminosities where the X-ray variations are a factor of ∼20 larger but are also ∼10-15 times weaker in L. As such, the large variations in the weak X-rays are enough to drive the small variations in the large optical luminosity.
This may be consistent with the analysis of Bachev et al. (2009) who undertook a multi-wavelength monitoring campaign of PG 1211+143 using Swift and ground-based facilities. Similar to our results here, they found only minor optical/UV flux changes relative to the large observed X-ray variations. However, their interband interpolated cross-correlation analysis did suggest the presence of wavelength-dependent time delays, which may indicate that at least some fraction of the X-rays is reprocessed into longerwavelength emission. Given the hint of possible optical/UV/X-ray correlations, we note that PG 1211+143 may be a suitable target for a more comprehensive monitoring campaign with Swift, sampling the source more extensively in time and flux.
