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STUDIES ON THE GARNIER SYSTEM IN TWO VARIABLES
YUSUKE SASANO
Abstract. We study some Hamiltonian structures of the Garnier system in
two variables from the viewpoints of its symmetry and holomorphy properties.
We also give a generalization of Okamoto transformation of the sixth Painleve´
system.
1. Introduction
In this paper, we present a new symmetry of the Garnier system in two variables
t, s with the Hamiltonians H1, H2 (see (11) in Section 3) explicitly given by
S : (q1, p1, q2, p2, t, s)→
(
q1 +
q2p2 + α1
p1
, p1,
p2
p1
,−q2p1, t, t
s
)
.(1)
The transformation S is birational and symplectic, but this system is not invariant
under S.
By using (1), we obtain a new expression of this system explicitly given as follows:
dq1 =
∂H ′1
∂p1
dt+
∂H ′2
∂p1
ds, dp1 = −∂H
′
1
∂q1
dt− ∂H
′
2
∂q1
ds,
dq2 =
∂H ′1
∂p2
dt+
∂H ′2
∂p2
ds, dp2 = −∂H
′
1
∂q2
dt− ∂H
′
2
∂q2
ds,
H ′1 = HV I(q1, p1, t;α1 + α4 + α6,−α1 − α2, α2, α1 + α5, α1 + α3)
+ α2{ (s− 1)q2
(t− 1)(t− s) −
sq1
t(t− s) +
q1q2
t(t− 1)}p2 + α4
(q1 − q2)p1
t− s
+ { 2(s− 1)q1q2
(t− 1)(t− s) −
tq22 + sq
2
1
t(t− s) +
(q21 + t)q2
t(t− 1) }p1p2,
H ′2 = pi(H
′
1) (2α1 + α2 + · · ·+ α6 = 1),
(2)
where the transformation pi is given by
pi : (q1, p1, q2, p2, t, s;α1, α2, . . . , α6)→ (q2, p2, q1, p1, s, t;α1, α4, α3, α2, α5, α6).
(3)
The symbol HV I denotes the Hamiltonian of PV I (see in Section 2). Comparing
with the original ones, the form of each transformed Hamiltonian H ′i (i = 1, 2) is
HV I with new parameters in addition to new interaction term R
′
i (i = 1, 2).
Remark 1.1. On the polynomiality of the transformed Hamiltonian by (1), the
change of time-variables t, s of this transformation is not essential. In fact, for the
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transformation without changing time-variables t, s
S′ : (q1, p1, q2, p2)→
(
q1 +
q2p2 + α1
p1
, p1,
p2
p1
,−q2p1
)
,(4)
we can obtain a polynomial Hamiltonian.
As these results, for (2) we will obtain
(1) Different type of holomorphy conditions from the Garnier system (see Sec-
tion 5).
(2) Different type of invariant cycles from the Garnier system (see Section 8).
(3) New Dynkin diagram (see Figure 1).
(4) New expression of birational symmetries with a natural extension ofOkamoto
transformation (see in Section 10).
(5) Some algebraic solutions including an extension of Umemura’s solution of
PV I (see in Section 11).
We also study the Garnier system in two variables from the viewpoint of its holo-
morphy and symmetry.
This paper is organized as follows. In Section 1, we review the sixth Painleve´
system from the viewpoint of its holomorphy and symmetry. In section 2, we recall
the Hamiltonians of the Garnier system in two variables and find the holomorphy
conditions of this system. In Section 3, we will consider the relation between the
holomorphy conditions with the accessible singularities of this system. In Section
4, we propose some new expressions of this system and generalizations of Okamoto
transformation of the sixth Painleve´ system. In Section 5, we will consider the
relation between the holomorphy conditions with the accessible singularities of each
system given in Section 4. In Section 6, we study some Ba¨cklund transformations
of the Garnier system in two variables. In Section 7, we study some Ba¨cklund
transformations of (2). In the final section, we study some algebraic solutions for
(2) including an extension of Umemura’s solution of PV I .
2. Review of PV I-case
As is well-known, each of the Painleve´ equations PJ (J = V I, V, IV, III, II, I)
is equivalent to a polynomial Hamiltonian system HJ . In 1997, K. Takano et
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al. studied some Hamiltonian structures of Painleve´ systems except for the first
Painleve´ system (see [15]). They showed that each space of initial conditions ofHJ is
obtained by gluing a finite number of copies of C2 via the birational and symplectic
transformations. In each coordinate system, the Hamiltonian is expressed as a
polynomial of the canonical coordinates. Moreover, they showed that by using
these patching data in the phase space of each HJ , each Hamiltonian HJ is uniquely
determined. For example, let us review the case of the sixth Painleve´ system. The
sixth Painleve´ system can be written as the Hamiltonian system
dq
dt
=
∂HV I
∂p
,
dp
dt
= −∂HV I
∂q
,
HV I(q, p, t;α0, α1, α2, α3, α4)
=
1
t(t− 1) [p
2(q − t)(q − 1)q − {(α0 − 1)(q − 1)q + α3(q − t)q
+ α4(q − t)(q − 1)}p+ α2(α1 + α2)(q − t)] (α0 + α1 + 2α2 + α3 + α4 = 1).
(5)
By the work of Okamoto, it is known that the system (5) has the affine Weyl group
symmetry of type D
(1)
4 , whose generators si, i = 0, 1, 2, 3, 4, are given by
s0(q, p, t;α0, α1, . . . , α4)→(q, p− α0
q − t , p, t;−α0, α1, α2 + α0, α3, α4),
s1(q, p, t;α0, α1, . . . , α4)→(q, p, t;α0,−α1, α2 + α1, α3, α4),
s2(q, p, t;α0, α1, . . . , α4)→(q + α2
p
, p, t;α0 + α2, α1 + α2,−α2, α3 + α2, α4 + α2),
s3(q, p, t;α0, α1, . . . , α4)→(q, p− α3
q − 1 , t;α0, α1, α2 + α3,−α3, α4),
s4(q, p, t;α0, α1, . . . , α4)→(q, p− α4
q
, t;α0, α1, α2 + α4, α3,−α4).
(6)
The list (6) should be read as
s0(q) = q, s0(p) = p− α0
q − t , s0(t) = t,
s0(α0) = −α0, s0(α1) = α1, s0(α2) = α2 + α0,
s0(α3) = α3, s0(α4) = α4.
The Hamiltonian HV I (5) is a polynomial in the variables q, p. In this sense we
call the system (5) as a polynomial Hamiltonian system. Consider the following
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birational and symplectic transformations ri, i = 0, 1, 2, 3, 4:
r0 : x0 = −((q − t)p− α0)p, y0 = 1
p
,
r1 : x1 =
1
q
, y1 = −(qp+ α1 + α2)q,
r2 : x2 =
1
q
, y2 = −(qp+ α2)q,
r3 : x3 = −((q − 1)p− α3)p, y3 = 1
p
,
r4 : x4 = −(qp− α4)p, y4 = 1
p
.
(7)
Since the transformations ri are symplectic, the system (5) is transformed into a
Hamiltonian system, whose Hamiltonian may have poles. It is remarkable that
the transformed system becomes again a polynomial Hamiltonian system for any
i = 0, 1, . . . , 4. Furthermore, this holomorphy property uniquely characterizes the
system (5):
Proposition 2.1. Let us consider a polynomial Hamiltonian system with Hamil-
tonian H ∈ C(t)[q, p]. We assume that
(A1) deg(H) = 5 with respect to q, p.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate system ri (j = 0, 1, . . . , 4).
Then such a system coincides with the system (5).
In this paper, we call the conditions ri (j = 0, 1, .., 4) holomorphy conditions
of the sixth Painleve´ system. The space of initial conditions of PV I is covered by
these coordinate systems. Each coordinate system contains a one-parameter family
of meromorphic solutions of this system.
Remark 2.2. If we look for a polynomial Hamiltonian system which admits the
symmetry (6), we have to consider huge polynomial in variables q, p, t, αi. On the
other hand, in the holomorphy requirement (7), we only need to consider polyno-
mials in q, p. This reduces the number of unknown coefficients drastically.
3. Holomorphy condisions of the Garnier system in two variables
Consider a Fuchsian differential equation on P1
d2Y
dZ2
+ P1(Z)
dY
dZ
+ P2(Z)Y = 0(8)
with regular singularities Z = 0, Z = 1, Z = t, Z = s, Z =∞, apparent singularities
Z = q1, Z = q2 and the Riemann scheme
Z = 0 Z = 1 Z = t Z = s Z = q1 Z = q2 Z =∞0 0 0 0 0 0 α1
α6 α5 α3 α4 2 2 α1 + α2

(9)
assuming that the Fuchs relation
2α1 + α2 + · · ·+ α6 = 1(10)
is satisfied. The monodromy preserving deformations of the equation (8) with the
scheme (9) is described as a completely integrable Hamiltonian system. By using
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a transformation (see [18]), we obtain the Garnier system in two variables, which
is equivalent to the Hamiltonian system given by (see [18], cf. [3])
dq1 =
∂H1
∂p1
dt+
∂H2
∂p1
ds, dp1 = −∂H1
∂q1
dt− ∂H2
∂q1
ds,
dq2 =
∂H1
∂p2
dt+
∂H2
∂p2
ds, dp2 = −∂H1
∂q2
dt− ∂H2
∂q2
ds,
H1 = HV I(q1, p1, t;α4 + α6, α2, α1, α5, α3)
+ (2α1 + α2)
q1q2p2
t(t− 1) + α3{
p1
t− s −
(s− 1)p2
(t− s)(t− 1)}q2 + α4
s(p2 − p1)q1
t(t− s)
+ { 2(s− 1)p1p2
(t− s)(t− 1) −
tp21 + sp
2
2
t(t− s) +
(2q1p1 + q2p2)p2
t(t− 1) }q1q2,
H2 = pi(H1),
(11)
where the transformation pi is explicitly given by
pi :(q1, p1, q2, p2, t, s;α1, α2, α3, α4, α5, α6)
→ (q2, p2, q1, p1, s, t;α1, α2, α4, α3, α5, α6).(12)
The symbolHV I is given by (5) in Section 0. We remark that Kimura and Okamoto
introduced polynomial Hamiltonians for the Garnier system (see [3]). After that,
by addition to improve, finally it has been of the form H1, H2 by T. Tsuda (see
[22, 23, 24, 25]).
Here we recall the definition of a symplectic transformation and its properties
(see [15]). Let
ϕ : x = x(X,Y, Z,W, t), y = y(X,Y, Z,W, t), z = z(X,Y, Z,W, t),
w = w(X,Y, Z,W, t), t = t
be a biholomorphic mapping from a domain D in C5 ∋ (X,Y, Z,W, t) into C5 ∋
(x, y, z, w, t). We say that the mapping is symplectic if
dx ∧ dy + dz ∧ dw = dX ∧ dY + dZ ∧ dW,
where t is considered as a constant or a parameter, namely, if, for t = t0, ϕt0 =
ϕ|t=t0 is a symplectic mapping from the t0-section Dt0 of D to ϕ(Dt0). Suppose
that the mapping is symplectic. Then any Hamiltonian system
dx/dt = ∂H/∂y, dy/dt = −∂H/∂x, dz/dt = ∂H/∂w, dw/dt = −∂H/∂z
is transformed to
dX/dt = ∂K/∂Y, dY/dt = −∂K/∂X, dZ/dt = ∂K/∂W, dW/dt = −∂K/∂Z,
where
(A) dx ∧ dy + dz ∧ dw − dH ∧ dt = dX ∧ dY + dZ ∧ dW − dK ∧ dt.
Here t is considered as a variable. By this equation, the function K is determined
by H uniquely modulo functions of t, namely, modulo functions independent of
X,Y, Z and W .
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Theorem 3.1. Let us consider a polynomial Hamiltonian system with Hamiltoni-
ans Hi ∈ C(t, s)[q1, p1, q2, p2] (i = 1, 2). We assume that
(A1) deg(Hi) = 5 with respect to q1, p1, q2, p2.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate ri, i = 1, 2, . . . , 6:
r1 : x1 =
1
q1
, y1 = −q1(q1p1 + q2p2 + α1), z1 = q2
q1
, w1 = q1p2,
r2 : x2 =
1
q1
, y2 = −q1(q1p1 + q2p2 + α1 + α2), z2 = q2
q1
, w2 = q1p2,
r3 : x3 = −p1(q1p1 − α3), y3 = 1
p1
, z3 = q2, w3 = p2,
r4 : x4 = q1, y4 = p1, z4 = −p2(q2p2 − α4), w4 = 1
p2
,
r5 : x5 = −((q1 + q2 − 1)p1 − α5)p1, y5 = 1
p1
, z5 = q2, w5 = p2 − p1,
r6 : x6 = −((q1 + tq2/s− t)p1 − α6)p1, y6 = 1
p1
, z6 = q2, w6 = p2 − tp1
s
.
(13)
Then such a system coincides with the system (11).
We remark that each transformation of each coordinate ri, i = 1, 2, . . . , 6, is
birational and symplectic. These transformations are appeared as the patching
data in the space of initial conditions of the system (11). On the construction of
these transformations ri (i = 1, 2, . . . , 6), we will explain in the next section.
Proposition 3.2. In each coordinate ri, i = 1, 2, . . . , 6, the Hamiltonians Hj1 and
Hj2 on Uj×B are expressed as a polynomial in xj , yj, zj , wj and a rational function
in t and s, and satisfy the following conditions:
dq1 ∧ dp1 + dz ∧ dp2 − dH1 ∧ dt− dH2 ∧ ds
= dxj ∧ dyj + dzj ∧ dwj − dHj1 ∧ dt− dHj2 ∧ ds (j = 1, 2, . . . , 5),
dq1 ∧ dp1 + dq2 ∧ dp2 − d(H1 − (1− q2/s)p1) ∧ dt− d(H2 − (1 − q1/t)p2) ∧ ds
= dx6 ∧ dy6 + dz6 ∧ dw6 − dH61 ∧ dt− dH62 ∧ ds.
(14)
Proof of Theorem 3.1. The polynomialH satisfying (A1) has 126 unknown co-
efficients in C(t, s). At first, resolving the coordinate r1 in the variables q1, p1, q2, p2,
we obtain
q1 = 1/x1, p1 = −(x1y1 + z1w1 + α1)x1, q2 = z1/x1, p2 = w1x1.
(R1)
By R1, we transform H into R1(H), which has poles in only x1. For R1(H), we
only have to determine the unknown coefficients so that they cancel the poles of
R1(H).
For the transformations ri, (i = 2, 3, 4, 5), we can repeat the same way.
We must be careful of the case of the transformation r6. The relation between
the coordinate system (x6, y6, z6, w6) and the coordinate system (q1, p1, q2, p2) is
STUDIES ON THE GARNIER SYSTEM IN TWO VARIABLES 7
given by
dx6 ∧ dy6 + dz6 ∧ dw6
= dq1 ∧ dp1 + dq2 ∧ dp2 + d((1 − q2/s)p1) ∧ dt+ d((1 − q1/t)p2) ∧ ds.
(15)
Resolving the coordinate r6 in the variables q1, p1, q2, p2, we obtain
q1 = t− x6y26 + α6y6 −
tz6
s
, p1 = 1/y6, q2 = z6, p2 = w6 +
t
sy6
.
(R6)
In this case, we must consider the polynomiality for R6(H1 − (1 − q2/s)p1) and
R6(H2 − (1− q1/t)p2), respectively.
In this way, we can obtain the Hamiltonians H1, H2.
4. On some Hamiltonian structures of the system (11)
In this section, we will consider the relation between the holomorphy conditions
rj with the accessible singularities of the system (11). Let us take the compactifi-
cation
(q1, p1, q2, p2, t, s) ∈ C4 ×B2 to ([z0 : z1 : z2 : z3 : z4], t, s) ∈ P4 ×B2
with the natural embedding
(q1, p1, q2, p2) = (z1/z0, z2/z0, z3/z0, z4/z0).
Here B2 = C
2 − {t(t − 1)s(s − 1) = 0}. Fixing the parameters αi, consider the
product P4×B2 and extend the regular vector field on C4×B2 to a rational vector
field v˜ on P4 ×B2. It is easy to see that P4 is covered by five copies of C4:
U0 = C
4 ∋ (q1, p1, q2, p2), Uj = C4 ∋ (Xj , Yj , Zj ,Wj) (j = 1, 2, 3, 4),
via the following rational transformations
1)X1 = 1/q1, Y1 = p1/q1, Z1 = q2/q1, W1 = p2/q1,
2)X2 = q1/q2, Y2 = p1/q2, Z2 = 1/q2, W2 = p2/q2,
3)X3 = q1/p1, Y3 = 1/p1, Z3 = q2/p1, W3 = p2/p1,
4)X4 = q1/p2, Y4 = p1/p2, Z4 = q2/p2, W4 = 1/p2.
(16)
By the following lemma, we will show that each coordinate system (xi, yi, zi, wi)
(i = 1, 2, . . . , 6) can be obtained by successive blowing-up procedures of the acces-
sible singularities in the boundary divisor H(∼= P3) ⊂ P4.
Proposition 4.1. By resolving the following accessible singularities in the boundary
divisor H(∼= P3) ⊂ P4

C1 = {(X1, Y1, Z1,W1)|X1 = Y1 =W1 = 0},
C2 = {(X2, Y2, Z2,W2)|Y2 = Z2 =W2 = 0},
P3 = {(X3, Y3, Z3,W3)|X3 = Y3 = Z3 =W3 = 0},
P4 = {(X4, Y4, Z4,W4)|X4 = Y4 = Z4 =W4 = 0},
P5 = {(X3, Y3, Z3,W3)|X3 = Y3 = Z3 = 0,W3 = 1},
P6 = {(X3, Y3, Z3,W3)|X3 = Y3 = Z3 = 0,W3 = t/s},
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C1 ∪ C2
P3 P4P5 P6
Figure 2. The figure denotes the boundary divisor H in P4. The
dark parts correspond to the accessible singularities of the system
(11).
we can obtain the coordinate systems (xi, yi, zi, wi) (i = 1, 2, . . . , 6). Here C1∪C2 ∼=
P1.
Proof of Proposition 4.1. At first, we give an explicit resolution process for the
accessible singularity C1 ∪ C2 ∼= P1 by giving a convenient coordinate system at
each step.
By the following steps, we can resolve the accessible singularity C1 ∪C2 ∼= P1.
Step 1: We blow up along the curve C1 ∪ C2 ∼= P1:
x
(1)
1 = X1 , y
(1)
1 =
Y1
X1
, z
(1)
1 = Z1 , w
(1)
1 =
W1
X1
,
x
(1)
2 = X2 , y
(1)
2 =
Y2
Z2
, z
(1)
2 = Z2 , w
(1)
2 =
W2
Z2
.
Step 2: We blow up along the curve
{(x(1)1 , y(1)1 , z(1)1 , w(1)1 )|x(1)1 = y(1)1 = w(1)1 = 0} ∪
{(x(1)2 , y(1)2 , z(1)2 , w(1)2 )|y(1)2 = z(1)2 = w(1)2 = 0} ∼= P1:
x
(2)
1 = x
(1)
1 , y
(2)
1 =
y
(1)
1
x
(1)
1
, z
(2)
1 = z
(1)
1 , w
(2)
1 =
w
(1)
1
x
(1)
1
,
x
(2)
2 = x
(1)
2 , y
(2)
2 =
y
(1)
2
z
(1)
2
, z
(2)
2 = z
(1)
2 , w
(2)
2 =
w
(1)
2
z
(1)
2
.
It is easy to see that there are two accessible singularities
S1 ={(x(2)1 , y(2)1 , z(2)1 , w(2)1 )|x(2)1 = y(2)1 + z(2)1 w(2)1 + α1 = 0} ∪
{(x(2)2 , y(2)2 , z(2)2 , w(2)2 )|z(2)2 = w(2)2 + x(2)2 y(2)2 + α1 = 0},
S2 ={(x(2)1 , y(2)1 , z(2)1 , w(2)1 )|x(2)1 = y(2)1 + z(2)1 w(2)1 + α1 + α2 = 0} ∪
{(x(2)2 , y(2)2 , z(2)2 , w(2)2 )|z(2)2 = w(2)2 + x(2)2 y(2)2 + α1 + α2 = 0}.
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Step 3: We blow up along the surface
S1 ={(x(2)1 , y(2)1 , z(2)1 , w(2)1 )|x(2)1 = y(2)1 + z(2)1 w(2)1 + α1 = 0} ∪
{(x(2)2 , y(2)2 , z(2)2 , w(2)2 )|z(2)2 = w(2)2 + x(2)2 y(2)2 + α1 = 0}:
x
(3)
1 = x
(2)
1 , y
(3)
1 =
y
(2)
1 + z
(2)
1 w
(2)
1 + α1
x
(2)
1
, z
(3)
1 = z
(2)
1 , w
(3)
1 = w
(2)
1 ,
x
(3)
2 = x
(2)
2 , y
(3)
2 = y
(2)
2 , z
(3)
2 = z
(2)
2 , w
(3)
2 =
w
(2)
2 + x
(2)
2 y
(2)
2 + α1
z
(2)
2
.
Step 4: We blow up along the surface
S2 ={(x(2)1 , y(2)1 , z(2)1 , w(2)1 )|x(2)1 = y(2)1 + z(2)1 w(2)1 + α1 + α2 = 0} ∪
{(x(2)2 , y(2)2 , z(2)2 , w(2)2 )|z(2)2 = w(2)2 + x(2)2 y(2)2 + α1 + α2 = 0}:
x
(4)
1 = x
(2)
1 , y
(4)
1 =
y
(2)
1 + z
(2)
1 w
(2)
1 + α1 + α2
x
(2)
1
, z
(4)
1 = z
(2)
1 , w
(4)
1 = w
(2)
1 ,
x
(4)
2 = x
(2)
2 , y
(4)
2 = y
(2)
2 , z
(4)
2 = z
(2)
2 , w
(4)
2 =
w
(2)
2 + x
(2)
2 y
(2)
2 + α1 + α2
z
(2)
2
.
We have resolved the accessible singularity C1 ∪C2 ∼= P1.
By choosing new coordinate systems as
(xi, yi, zi, wi) = (x
(i+2)
1 ,−y(i+2)1 , z(i+2)1 , w(i+2)1 ) (i = 1, 2),
we can obtain the coordinate systems (xi, yi, zi, wi) (i = 1, 2) given in Theorem 3.1.
Next, we give an explicit resolution process for the accessible singular point P3
by giving a convenient coordinate system at each step.
By the following steps, we can resolve the accessible singular point P3.
Step 1: We blow up at the point P3:
x
(1)
3 =
X3
Y3
, y
(1)
3 = Y3 , z
(1)
3 =
Z3
Y3
, w
(1)
3 =
W3
Y3
.
Step 2: We blow up along the surface
{(x(1)3 , y(1)3 , z(1)3 , w(1)3 )|x(1)3 = y(1)3 = 0}:
x
(2)
3 =
x
(1)
3
y
(1)
3
, y
(2)
3 = y
(1)
3 , z
(2)
3 = z
(1)
3 , w
(2)
3 = w
(1)
3 .
Step 3: We blow up along the surface
{(x(2)3 , y(2)3 , z(2)3 , w(2)3 )|x(2)3 − α3 = y(2)3 = 0}:
x
(3)
3 =
x
(2)
3 − α3
y
(2)
3
, y
(3)
3 = y
(2)
3 , z
(3)
3 = z
(2)
3 , w
(3)
3 = w
(2)
3 .
We have resolved the accessible singular point P3.
By choosing a new coordinate system as
(x3, y3, z3, w3) = (−x(3)3 , y(3)3 , z(3)3 , w(3)3 ),
we can obtain the coordinate system (x3, y3, z3, w3) given in Theorem 3.1.
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Type (C,C,S) We have
Type (P,S,S) We have
C C
S
P
S S
resolved.
resolved.
Figure 3. This figure denotes resolution process of the accessible
singularities. We denote that P is a point, C is a curve and S is a
surface.
Next, we give an explicit resolution process for the accessible singular point P6
by giving a convenient coordinate system at each step.
By the following steps, we can resolve the accessible singular point P6.
Step 0: We take the coordinate system centered at P6:
x
(0)
6 = X3 , y
(0)
6 = Y3 , z
(0)
6 = Z3 , w
(0)
6 =W3 − t/s.
Step 1: We blow up at the point P6:
x
(1)
6 =
x
(0)
6
y
(0)
6
, y
(1)
6 = y
(0)
6 , z
(1)
6 =
z
(0)
6
y
(0)
6
, w
(1)
6 =
w
(0)
6
y
(0)
6
.
Step 2: We blow up along the surface
{(x(1)6 , y(1)6 , z(1)6 , w(1)6 )|x(1)6 + tz(1)6 /s− t = y(1)6 = 0}:
x
(2)
6 =
x
(1)
6 + tz
(1)
6 /s− t
y
(1)
6
, y
(2)
6 = y
(1)
6 , z
(2)
6 = z
(1)
6 , w
(2)
6 = w
(1)
6 .
Step 3: We blow up along the surface
{(x(2)6 , y(2)6 , z(2)6 , w(2)6 )|x(2)6 − α6 = y(2)6 = 0}:
x
(3)
6 =
x
(2)
6 − α6
y
(2)
6
, y
(3)
6 = y
(2)
6 , z
(3)
6 = z
(2)
6 , w
(3)
6 = w
(2)
6 .
We have resolved the accessible singular point P6.
By choosing a new coordinate system as
(x6, y6, z6, w6) = (−x(3)6 , y(3)6 , z(3)6 , w(3)6 ),
we can obtain the coordinate system (x6, y6, z6, w6) given in Theorem 3.1.
For the cases of P4, P5, the proof is similar.
The proof has thus been completed.
STUDIES ON THE GARNIER SYSTEM IN TWO VARIABLES 11
5. New expression of the system (11)
In the case of holomorphy conditions (xi, yi, zi, wi) (i = 1, 2, . . . , 6), each coordi-
nate system is classified as follows:
Type (C,C,S) (xi, yi, zi, wi) (i = 1, 2)
Type (P,S,S) (xi, yi, zi, wi) (i = 3, 4, 5, 6)
We denote that P is a point, C is a curve and S is a surface (see Figure 2). These
properties suggest the possibility that there suggests a procedure for searching for
other versions with different types of accessible singularities from the system (11).
Now, we consider the following problem.
Problem 5.1. Can we find a polynomial Hamiltonian system with Hamiltonians
Hi ∈ C(t, s)[q1, p1, q2, p2] (i = 1, 2) with different types of accessible singularities
from the system (11)?
To answer this, we construct the polynomial Hamiltonian system (2) with dif-
ferent type of holomorphy conditions of the system (11).
Theorem 5.1. Let us consider a polynomial Hamiltonian system with Hamiltoni-
ans Hi ∈ C(t, s)[q1, p1, q2, p2] (i = 1, 2). We assume that
(A1) deg(Hi) = 5 with respect to q1, p1, q2, p2.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate r′j , j = 1, 2, . . . , 6:
r′1 :x1 =
1
q1
, y1 = −q1(q1p1 + α2), z1 = q2, w1 = p2,
r′2 :x2 =
1
q1
, y2 = −q1(q1p1 + q2p2 − α1), z2 = q2
q1
, w2 = q1p2,
r′3 :x3 = q1, y3 = p1, z3 =
1
q2
, w3 = −(q2p2 + α4)q2,
r′4 :x4 = −(q1p1 + q2p2 − (α1 + α3))p1, y4 =
1
p1
, z4 = q2p1, w4 =
p2
p1
,
r′5 :x5 = −((q1 − 1)p1 + (q2 − 1)p2 − (α1 + α5))p1, y5 =
1
p1
,
z5 = (q2 − 1)p1, w5 = p2
p1
,
r′6 :x6 = −((q1 − t)p1 + (q2 − s)p2 − (α1 + α6))p1, y6 =
1
p1
,
z6 = (q2 − s)p1, w6 = p2
p1
.
(17)
Then such a system coincides with the system (2).
We remark that each transformation of each coordinate r′i (i = 1, 2, . . . , 6) is
birational and symplectic.
Proposition 5.2. On each coordinate r′j , j = 1, 2, . . . , 6, the Hamiltonians H
′
j1
and H ′j2 on Uj × B are expressed as a polynomial in xj , yj , zj, wj and a rational
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function in t and s, and satisfy the following conditions:
dq1 ∧ dp1 + dq2 ∧ dp2 − dH ′1 ∧ dt− dH ′2 ∧ ds
= dxj ∧ dyj + dzj ∧ dwj − dH ′j1 ∧ dt− dH ′j2 ∧ ds (j = 1, 2, . . . , 5),
dq1 ∧ dp1 + dq2 ∧ dp2 − d(H ′1 − p1) ∧ dt− d(H ′2 − p2) ∧ ds
= dx6 ∧ dy6 + dz6 ∧ dw6 − dH ′61 ∧ dt− dH ′62 ∧ ds.
(18)
Proof of Theorem 5.1. For the transformations r′i (i = 1, 2, . . . , 5) we can repeat
the same way given in Theorem 3.1.
We must be careful of the case of the transformation r′6. The relation between
the coordinate system (x6, y6, z6, w6) and the coordinate system (q1, p1, q2, p2) is
given by
dx6 ∧ dy6 + dz6 ∧ dw6
= dq1 ∧ dp1 + dq2 ∧ dp2 + dp1 ∧ dt+ dp2 ∧ ds.(19)
Resolving the coordinate r6 in the variables q1, p1, q2, p2, we obtain
q1 = t− x6y26 − y6z6w6 + (α1 + α6)y6, p1 = 1/y6, q2 = y6z6 + s, p2 = w6/y6.
(R6)
In this case, we must consider the polynomiality for R6(H1− p1) and R6(H2− p2),
respectively.
In this way, we can obtain the Hamiltonians H ′1, H
′
2.
In the case of holomorphy conditions (xi, yi, zi, wi) (i = 1, 2, . . . , 6), each coordi-
nate system is classified as follows:
Type (C,C,S) (xi, yi, zi, wi) (i = 2, 4, 5, 6)
Type (P,S,S) (xi, yi, zi, wi) (i = 1, 3)
Moreover, we show that the system (11) is equivalent to the system (2) by
giving an explicit rational and symplectic transformation. This transformation can
be considered as a generalization of Okamoto-transformation of the sixth Painleve´
system.
Theorem 5.3. By using the rational and symplectic transformation (1), the system
(11) coincides with (2).
Proof of Theorem 5.3 Set
X := q1 +
q2p2 + α1
p1
, Y := p1, Z :=
p2
p1
, W := −q2p1 T := t, S := t
s
.
By resolving in q1, p1, q2, p2, t, s, we obtain
q1 = X +
ZW − α1
Y
, p1 = Y, q2 = −W
Y
, p2 = Y Z, t = T, s =
T
S
.
S˜ :
Applying the transformations in t, s and the transformation of the symplectic 2-
form:
dX ∧ dY + dZ ∧ dW = dq1 ∧ dp1 + dq2 ∧ dp2,
dt = dT,
ds =
1
S
dT − T
S2
dS,
(20)
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we obtain the polynomial Hamiltonians S˜(H1+
1
S
H2), S˜(− TS2H2), which satisfy the
following relations:
S˜(H1 +
1
S
H2) = H
′
1, S˜(−
T
S2
H2) = H
′
2.
This completes the proof.
We also consider the inverse transformation of (1).
Lemma 5.4. The transformation
R : (q1, p1, q2, p2, t, s)→
(
q1 +
q2p2 − α1
p1
, p1,−p2
p1
, q2p1, t,
t
s
)
(21)
satisfy the following relations:
R ◦ S = 1, S ◦R = 1.(22)
Composing such transformations, we can make a Ba¨cklund transformation.
Proposition 5.5. By using the transformations S and
R′ : (q1, p1, q2, p2, t, s)→
(
−p1
p2
, q1p2, q2 +
q1p1 − α1
p2
, p2,
s
t
, s
)
,(23)
we make the Ba¨cklund transformation R′ ◦ S of (11):
R′ ◦ S :(q1, p1, q2, p2, t, s;α1, . . . , α6)→(
1
q2
,−(q1p1 + q2p2 + α1)q2,−q1
q2
,−p1q2, 1
s
,
t
s
;α1, α4, α2, α3, α5, α6
)
.
Proposition 5.6. By using the transformations R and
N : (q1, p1, q2, p2t, s)→ ( p1
q1p1 + q2p2 + α1
,−q1(q1p1 + q2p2 + α1),
p2
q1p1 + q2p2 + α1
,−q2(q1p1 + q2p2 + α1), 1
t
,
1
s
),
we make the Ba¨cklund transformation R ◦N of (2):
R ◦N :(q1, p1, q2, p2, t, s;α1. . . . , α6)→(
1
q1
,−(q1p1 + q2p2 + α1)q1,−q2
q1
,−p2q1, 1
t
,
s
t
;α1, α3, α2, α4, α5, α6
)
.
Now, we consider the following problem.
Problem 5.2. For the system (2), can we find such a S-transformation differ-
ent from the transformation R?
To answer this, we find the following rational and symplectic transformation.
Theorem 5.7. By using the rational and symplectic transformation S1
S1 : (q1, p1, q2, p2, t, s)→
(
q1, p1 +
q2p2 − α1 − α3
q1
,
q2
q1
, p2q1, t,
s
t
)
,
(24)
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degree 5
degree 6
(H1, H2) (H
′
1, H
′
2)
(H ′′1 , H
′′
2 )
S
S1
degree 7
(H ′′′1 , H
′′′
2 )
S2
Figure 4. We note that the degree of each Hi (i = 1, 2) is 5 with
respect to q1, p1, q2, p2.
the system (2) is transformed into the Hamiltonian system
dq1 =
∂H ′′1
∂p1
dt+
∂H ′′2
∂p1
ds, dp1 = −∂H
′′
1
∂q1
dt− ∂H
′′
2
∂q1
ds,
dq2 =
∂H ′′1
∂p2
dt+
∂H ′′2
∂p2
ds, dp2 = −∂H
′′
1
∂q2
dt− ∂H
′′
2
∂q2
ds,
H ′′1 = HV I(q1, p1, t;α1 + α4 + α6, α1 + α2, α3, α1 + α5,−α1 − α3)
− α4
t(ts− 1)q1p1 +
α3(s− 1)
(t− 1)(ts− 1)q2p2 +
s
(ts− 1)p1p2 −
1
t− 1p1q2p2
+
2(s− 1)
(t− 1)(ts− 1)q1p1q2p2 −
q1q2(q1p1 + α3){(ts− 1)p2 − (t− 1)(q2p2 + α4)}
t(t− 1)(ts− 1) ,
H ′′2 = pi(H
′′
1 ),
(25)
where the transformation pi is explicitly given by
pi : (q1, p1, q2, p2, t, s;α1, α2, . . . , α6)
→ (q2, p2, q1, p1, s, t;−α1 − α2 − α3 − α4, α2, α4, α3, 1− α6, 1− α5).
(26)
We note that each degree of each of Hamiltonians H ′′1 , H
′′
2 is 6 with respect to
q1, p1, q2, p2.
We also remark that on the polynomiality of the transformed Hamiltonian by
S1, the change of time-variables t, s of the transformation S1 is not essential.
Proof of Theorem 5.7 Set
X := q1, Y := p1 +
q2p2 − α1 − α3
q1
, Z :=
q2
q1
, W := q1p2 T := t, S :=
s
t
.
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By resolving in q1, p1, q2, p2, t, s, we obtain
q1 = X, p1 = Y − ZW − α1 − α3
X
, q2 = XZ, p2 =
W
X
, t = T, s = TS.
S˜1 :
Applying the transformations in t, s and the transformation of the symplectic 2-
form:
dX ∧ dY + dZ ∧ dW = dq1 ∧ dp1 + dq2 ∧ dp2,
dt = dT,
ds = SdT + TdS,
(27)
we obtain the polynomial Hamiltonians S˜1(H
′
1 + SH
′
2), S˜1(TH
′
2), which satisfy the
following relations:
S˜1(H
′
1 + SH
′
2) = H
′′
1 , S˜1(TH
′
2) = H
′′
2 .
This completes the proof.
Theorem 5.8. Let us consider a polynomial Hamiltonian system with Hamiltoni-
ans Hi ∈ C(t, s)[q1, p1, q2, p2] (i = 1, 2). We assume that
(A1) deg(Hi) = 6 with respect to q1, p1, q2, p2.
(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate r′′j , j = 1, 2, . . . , 6:
r′′1 :x1 = −(q1p1 − q2p2 + α1 + α3)p1, y1 =
1
p1
, z1 =
q2
p1
, w1 = p2p1,
r′′2 :x2 =
1
q1
, y2 = −q1(q1p1 − q2p2 + α1 + α2 + α3), z2 = q2q1, w2 = p2
q1
,
r′′3 :x3 =
1
q1
, y3 = −(p1q1 + α3)q1, z3 = q2, w3 = p2,
r′′4 :x4 = q1, y4 = p1, z4 =
1
q2
, w4 = −(p2q2 + α4)q2,
r′′5 :x5 = −((q1 − 1)p1 + (q2 − 1)p2 − (α1 + α5))p1, y5 =
1
p1
,
z5 = (q2 − 1)p1, w5 = p2
p1
,
r′′6 :x6 = −((q1 − t)p1 + (q2 − s)p2 − (α1 + α6))p1, y6 =
1
p1
,
z6 = (q2 − s)p1, w6 = p2
p1
.
(28)
Then such a system coincides with the system (25).
We remark that each transformation of each coordinate r′′i (i = 1, 2, . . . , 6), is
birational and symplectic.
The difference between the conditions r′i and the conditions r
′′
i is type of acces-
sible singularities. More precisely, we will explain in the next section.
Proposition 5.9. On each coordinate r′′j , j = 1, 2, . . . , 6, each of the Hamiltonians
H ′′j1 and H
′′
j2 on Uj ×B is expressed as a polynomial in xj , yj , zj, wj and a rational
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function in t and s, and satisfy the following conditions:
dq1 ∧ dp1 + dq2 ∧ dp2 − dH ′′1 ∧ dt− dH ′′2 ∧ ds
= dxj ∧ dyj + dzj ∧ dwj − dH ′′j1 ∧ dt− dH ′′j2 ∧ ds (j = 1, 2, . . . , 5),
dq1 ∧ dp1 + dq2 ∧ dp2 − d(H ′′1 − p1) ∧ dt− d(H ′′2 − p2) ∧ ds
= dx6 ∧ dy6 + dz6 ∧ dw6 − dH ′′61 ∧ dt− dH ′′62 ∧ ds.
(29)
We also consider the inverse transformation of S1.
Lemma 5.10. The transformation
R1 : (q1, p1, q2, p2, t, s)→
(
q1, p1 − q2p2 − α1 − α3
q1
, q2q1,
p2
q1
, t, ts
)(30)
satisfy the following relations:
R1 ◦ S1 = 1, S1 ◦R1 = 1.(31)
Now, we also consider the following problem.
Problem 5.3. For the system (25), can we find such a S-transformation differ-
ent from the transformation R1?
To answer this, we find the following rational and symplectic transformation.
Theorem 5.11. By using the rational and symplectic transformation S2
S2 : (q1, p1, q2, p2, t, s)→
(
q1 − q2p2 − α1 − α2 − α3
p1
, p1,
q2
p1
, p2p1
)
,
(32)
the system (25) is transformed into a Hamiltonian system
dq1 =
∂H ′′′1
∂p1
dt+
∂H ′′′2
∂p1
ds, dp1 = −∂H
′′′
1
∂q1
dt− ∂H
′′′
2
∂q1
ds,
dq2 =
∂H ′′′1
∂p2
dt+
∂H ′′′2
∂p2
ds, dp2 = −∂H
′′′
1
∂q2
dt− ∂H
′′′
2
∂q2
ds
(33)
with polynomial Hamiltonians H ′′′1 , H
′′′
2 = pi(H
′′′
1 ), where the transformation pi is
explicitly given by
pi : (q1, p1, q2, p2, t, s;α1, α2, . . . , α6)
→ (− (q1p1 − α2)p1
p2
,
p2
p1
, q2 +
q1p1 − α1 − α2 − α3
p2
, p2,
s, t;−α1 − α2 − α3 − α4, α2, α4, α3, 1− α6, 1− α5).
(34)
We note that each degree of each of Hamiltonians H ′′′1 , H
′′′
2 is 7 with respect to
q1, p1, q2, p2.
Theorem 5.12. Let us consider a polynomial Hamiltonian system with Hamilto-
nians Hi ∈ C(t, s)[q1, p1, q2, p2] (i = 1, 2). We assume that
(A1) deg(Hi) = 7 with respect to q1, p1, q2, p2.
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(A2) This system becomes again a polynomial Hamiltonian system in each coor-
dinate r′′′j , j = 1, 2, . . . , 6:
r′′′1 :x1 =
1
q1
, y1 = −(q1p1 + q2p2 − α1 − α2)q1, z1 = q2
q1
, w1 = p2q1,
r′′′2 :x2 = −(q1p1 − α2)p1, y2 =
1
p1
, z2 = q2, w2 = p2,
r′′′3 :x3 =
1
q1
, y3 = −(q1p1 + q2p2 − α1 − α2 − α3)q1, z3 = q2
q1
, w3 = p2q1,
r′′′4 :x4 = q1, y4 = p1, z4 =
1
q2
, w4 = −(p2q2 + α4)q2,
r′′′5 :x5 = −((q1 − 1)p1 + 2(q2 −
1
2p1
)p2 − (2α1 + α2 + α3 + α5))p1, y5 = 1
p1
,
z5 = (q2p1 − 1)p1, w5 = p2
p21
,
r′′′6 :x6 = −((q1 − t)p1 + 2(q2 −
s
2p1
)p2 − (2α1 + α2 + α3 + α6))p1, y6 = 1
p1
,
z6 = (q2p1 − s)p1, w6 = p2
p21
.
(35)
Then such a system coincides with the system (33).
We remark that each transformation of each coordinate r′′′i (i = 1, 2, . . . , 6), is
birational and symplectic.
Proposition 5.13. On each coordinate r′′′j , j = 1, 2, . . . , 6, each of the Hamilto-
nians H ′′′j1 and H
′′′
j2 on Uj × B is expressed as a polynomial in xj , yj , zj, wj and a
rational function in t and s, and satisfy the following conditions:
dq1 ∧ dp1 + dq2 ∧ dp2 − dH ′′′1 ∧ dt− dH ′′′2 ∧ ds
= dxj ∧ dyj + dzj ∧ dwj − dH ′′′j1 ∧ dt− dH ′′′j2 ∧ ds (j = 1, 2, . . . , 5),
(36)
dq1 ∧ dp1 + dq2 ∧ dp2 − d(H ′′′1 − p1) ∧ dt− d(H ′′′2 − p2/p1) ∧ ds
= dx6 ∧ dy6 + dz6 ∧ dw6 − dH ′′′61 ∧ dt− dH ′′′62 ∧ ds.
(37)
We also consider the inverse transformation of S2.
Lemma 5.14. The transformation
R2 : (q1, p1, q2, p2)→
(
q1 +
q2p2 − α1 − α2 − α3
p1
, p1, q2p1,
p2
p1
)
(38)
satisfy the following relations:
R2 ◦ S2 = 1, S2 ◦R2 = 1.(39)
Problem 5.4. It is still an open question whether we classify such a S-transformat-
ion for each system.
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6. On some Hamiltonian structures of the system (2)
In this section, we will explain the relation between the holomorphy conditions r′j
with the accessible singularities of the system (2). Let us take the compactification
(q1, p1, q2, p2, t, s) ∈ C4 ×B2 to ([z0 : z1 : z2 : z3 : z4], t, s) ∈ P4 ×B2
with the natural embedding
(q1, p1, q2, p2) = (z1/z0, z2/z0, z3/z0, z4/z0).
Here B2 = C
2 − {t(t − 1)s(s − 1) = 0}. Fixing the parameters αi, consider the
product P4×B2 and extend the regular vector field on C4×B2 to a rational vector
field v˜ on P4×B2. It is easy to see that P4 is covered by five copies ofC4 by gluing the
transformations (16). By the following lemma, we will show that each coordinate
system (xi, yi, zi, wi) (i = 1, 2, . . . , 6) can be obtained by successive blowing-up
procedures of the accessible singularities in the boundary divisor H(∼= P3) ⊂ P4.
P1
P3
C2 ∪ C4
C5 ∪ C6
Figure 5. Accessible singularities of the system (2)
Proposition 6.1. By resolving the following accessible singularities in the boundary
divisor H(∼= P3) ⊂ P4

P1 = {(X1, Y1, Z1,W1)|X1 = Y1 = Z1 =W1 = 0},
C2 = {(X1, Y1, Z1,W1)|X1 = Y1 =W1 = 0},
P3 = {(X2, Y2, Z2,W2)|X2 = Y2 = Z2 =W2 = 0},
C4 = {(X2, Y2, Z2,W2)|Y2 = Z2 =W2 = 0},
C5 = {(X3, Y3, Z3,W3)|X3 = Y3 = Z3 = 0},
C6 = {(X4, Y4, Z4,W4)|X4 = Z4 =W4 = 0},
(40)
we can obtain the coordinate systems (xi, yi, zi, wi) (i = 1, 2, . . . , 6). Here C2∪C4 ∼=
P1, C5 ∪ C6 ∼= P1.
Proof of Proposition 6.1. It is sufficient to show that we will resolve the acces-
sible singularity C5 ∪C6 ∼= P1. Other accessible singularities can be resolved as the
same way in Proposition 4.1.
STUDIES ON THE GARNIER SYSTEM IN TWO VARIABLES 19
Step 1: We blow up along the curve C5 ∪ C6 ∼= P1:
x
(1)
1 =
X3
Y3
, y
(1)
1 = Y3 , z
(1)
1 =
Z3
Y3
, w
(1)
1 =W3,
x
(1)
2 =
X4
W4
, y
(1)
2 = Y4 , z
(1)
2 =
Z4
W4
, w
(1)
2 =W4.
It is easy to see that there are three accessible singularities
L1 ={(x(1)1 , y(1)1 , z(1)1 , w(1)1 )|x(1)1 = y(1)1 = z(1)1 = 0} ∪
{(x(1)2 , y(1)2 , z(1)2 , w(1)2 )|x(1)2 = z(1)2 = w(1)2 = 0} ∼= P1,
L2 ={(x(1)1 , y(1)1 , z(1)1 , w(1)1 )|x(1)1 − 1 = y(1)1 = z(1)1 − 1 = 0} ∪
{(x(1)2 , y(1)2 , z(1)2 , w(1)2 )|x(1)2 − 1 = z(1)2 − 1 = w(1)2 = 0} ∼= P1,
L3 ={(x(1)1 , y(1)1 , z(1)1 , w(1)1 )|x(1)1 − t = y(1)1 = z(1)1 − s = 0} ∪
{(x(1)2 , y(1)2 , z(1)2 , w(1)2 )|x(1)2 − t = z(1)2 − s = w(1)2 = 0} ∼= P1.
Step 2: We blow up along the curve L1:
x
(2)
1 =
x
(1)
1
y
(1)
1
, y
(2)
1 = y
(1)
1 , z
(2)
1 =
z
(1)
1
y
(1)
1
, w
(2)
1 = w
(1)
1 ,
x
(2)
2 =
x
(1)
2
w
(1)
2
, y
(2)
2 = y
(1)
2 , z
(2)
2 =
z
(1)
2
w
(1)
2
, w
(2)
2 = w
(1)
2 .
Step 3: We blow up along the surface
S1 ={(x(2)1 , y(2)1 , z(2)1 , w(2)1 )|x(2)1 + z(2)1 w(2)1 − (α1 + α3) = y(2)1 = 0} ∪
{(x(2)2 , y(2)2 , z(2)2 , w(2)2 )|z(2)2 + x(2)2 y(2)2 − (α1 + α3) = w(2)2 = 0}:
x
(3)
1 =
x
(2)
1 + z
(2)
1 w
(2)
1 − (α1 + α3)
y
(2)
1
, y
(3)
1 = y
(2)
1 , z
(3)
1 = z
(2)
1 , w
(3)
1 = w
(2)
1 ,
x
(3)
2 = x
(2)
2 , y
(3)
2 = y
(2)
2 , z
(3)
2 =
z
(2)
2 + x
(2)
2 y
(2)
2 − (α1 + α3)
w
(2)
2
, w
(3)
2 = w
(2)
2 .
We have resolved the accessible singularity L1.
For the remaining accessible singularities, the proof is similar.
The proof has thus been completed.
By the same way, we will explain the relation between the holomorphy conditions
r′′j with the following accessible singularities of the system (25).
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P3
P4
C5 ∪ C6
C1 ∪ C2
C7 ∪ C8
Figure 6. Accessible singularities of the system (25)
Proposition 6.2. By resolving the following accessible singularities in the boundary
divisor H(∼= P3) ⊂ P4

C1 = {(X3, Y3, Z3,W3)|X3 = Y3 = Z3 = 0},
C2 = {(X4, Y4, Z4,W4)|X4 = Z4 =W4 = 0},
P3 = {(X1, Y1, Z1,W1)|X1 = Y1 = Z1 =W1 = 0},
P4 = {(X2, Y2, Z2,W2)|X2 = Y2 = Z2 =W2 = 0},
C5 = {(X1, Y1, Z1,W1)|X1 = Y1 = Z1 = 0},
C6 = {(X4, Y4, Z4,W4)|Y4 = Z4 =W4 = 0},
C7 = {(X2, Y2, Z2,W2)|X2 = Z2 =W2 = 0},
C8 = {(X3, Y3, Z3,W3)|X3 = Y3 =W3 = 0},
(41)
we can obtain the coordinates r′′i (i = 1, 2, . . . , 6). Here C1∪C2 ∼= P1, C5∪C6 ∼= P1
and C7 ∪ C8 ∼= P1.
We remark that the relations between the accessible singularities given by Propo-
sition 6.2 and the coordinates r′′j (j = 1, 2, . . . , 6) are given as follows:
C1 ∪ C2 C1 ∪C2 P3 P4 C5 ∪ C6 C7 ∪C8
r′′5 r
′′
6 r
′′
3 r
′′
4 r
′′
2 r
′′
1
7. Invariant cycles of the system (11)
codimension invariant cycle parameter’s relation
2 f
(1)
1 := p1, f
(2)
1 := p2 α1 = 0
2 f
(1)
2 := p1, f
(2)
2 := p2 α1 = −α2
1 f3 := q1 α3 = 0
1 f4 := q2 α4 = 0
1 f5 := q1 + q2 − 1 α5 = 0
1 f6 := q1 +
tq2
s
− t α6 = 0
The list must be read as follows:
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q1 + q2 − 1
q1 + tq2/s− t
p1
p2
q1
q2
p1
p2
q1
q2 q2 − s
q1 − 1
q2 − 1
q1 − t
Figure 7. The symbol in each circle denotes the invariant cycle
for each system.
Setting α1 = 0, then we see that the system (11) admits a particular solution
expressed in terms of Appell’s hypergeometric function:
p1 = p2 = 0,
dq1 ={−α3(q1 − 1)(q1 − t) + (α4 + α6 − 1)q1(q1 − 1) + α5q1(q1 − t)
t(t− 1)
− α4sq1
t(t− s) +
α3q2
t− s}dt+ {
α2q1q2
s(s− 1) +
α3tq2
s(s− t) −
α4(t− 1)q1
(s− 1)(s− t)}ds,
dq2 ={ α2q1q2
t(t− 1) +
α4sq1
t(t− s) −
α3(s− 1)q2
(t− 1)(t− s)}dt
+ {−α4(q2 − 1)(q2 − s) + (α3 + α6 − 1)q2(q2 − 1) + α5q2(q2 − s)
s(s− 1)
− α3tq2
s(s− t) +
α4q1
s− t}ds.
(42)
This system is invariant under the transformation pi:
pi : (q1, q2, t, s;α2, . . . , α6)→ (q2, q1, s, t;α2, α4, α3, α5, α6).
This case corresponds to the slant part of Type A in Figure 6.
And, setting α3 = 0, then the system (11) admits a particular solution q1 = 0.
Moreover (q2, p2) satisfy the sixth Painleve´ system HV I . And p1 satisfies Riccati
type equations whose coefficients are polynomials (p1, p2), and so on.
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q1 q2p1
p2
q1 q2p1
p2
Type A Type B
P1
P2
P3 P4
P0
Figure 8. This figure denotes the four-dimensional projective
space P4 = C4 ⊔ P3. P4 is covered by five open sets C4 around
the points Pi (i = 0, 1, . . . , 4). We also remark that the fig-
ure spanned by the points Pi (i = 1, 2, . . . , 4) denotes the three-
dimensional projective space P3 = C3 ⊔ P2, and spanned by the
points Pi (i = 0, 1, 2) (resp. Pi (i = 0, 3, 4)) denotes the two-
dimensional projective space P2 = C2 ⊔ P1.
8. Invariant cycles of the system (2)
codimension invariant cycle parameter’s relation
1 f1 := p1 α2 = 0
1 f3 := p2 α4 = 0
2 f
(1)
4 := q1, f
(2)
4 := q2 α3 = −α1
2 f
(1)
5 := q1 − 1, f (2)5 := q2 − 1 α5 = −α1
2 f
(1)
6 := q1 − t, f (2)6 := q2 − s α6 = −α1
2 f
(1)
7 := p1, f
(2)
7 := p2 α1 = 0
Setting α3 = −α1, then we see that the system (2) admits a particular solution
expressed in terms of Appell’s hypergeometric function. This case corresponds to
the slant part of Type B in Figure 6.
9. Ba¨cklund transformations of the system (11)
In this section, we study the symmetry of the Garnier system in two variables.
The transformations pii (i = 2, 3, . . . , 6) have been already obtained by H. Kimura
(see [2]), and the transformations wi, pi1 have been already obtained by T. Tsuda
(see [22, 23, 24, 25].)
Theorem 9.1. (see [2, 22, 23, 24, 25]) The system (11) admits the following trans-
formations as its Ba¨cklund transformations: with the notation (∗) = (q1, p1, q2, p2, t,
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s;α1, α2, . . . , α6),
w1 : (∗)→(q1, p1, q2, p2, t, s;α1 + α2,−α2, α3, α4, α5, α6),
w2 : (∗)→(q1, p1 − α3
q1
, q2, p2, t, s;α1 + α3, α2,−α3, α4, α5, α6),
w3 : (∗)→(q1, p1, q2, p2 − α4
q2
, t, s;α1 + α4, α2, α3,−α4, α5, α6),
w4 : (∗)→(q1, p1 − α5
q1 + q2 − 1 , q2, p2 −
α5
q1 + q2 − 1 , t, s;
α1 + α5, α2, α3, α4,−α5, α6),
w5 : (∗)→(q1, p1 − α6
q1 + tq2/s− t , q2, p2 −
α6t
s(q1 + tq2/s− t) , t, s;
α1 + α6, α2, α3, α4, α5,−α6),
pi1 : (∗)→( p1(q1p1 − α3)
(q1p1 + q2p2 + α1)(q1p1 + q2p2 + α1 + α2)
,
− (q1p1 + q2p2 + α1)(q1p1 + q2p2 + α1 + α2)
p1
,
p2(q2p2 − α4)
(q1p1 + q2p2 + α1)(q1p1 + q2p2 + α1 + α2)
,
− (q1p1 + q2p2 + α1)(q1p1 + q2p2 + α1 + α2)
p2
,
1/t, 1/s;−α1 − α2 − α3 − α4, α2, α3, α4, 1− α6, 1− α5),
pi2 : (∗)→(1− q1 − q2,−p1, q2, p2 − p1, 1− t, (t− 1)s
t− s ;α1, α2, α5, α4, α3, α6),
pi3 : (∗)→(−sq1 − tq2 + ts
(t− 1)s ,−(t− 1)p1,
(t− s)q2
(t− 1)s ,−
(t− 1)(tp1 − sp2)
t− s ,
t
t− 1 ,
t− s
t− 1 ;α1, α2, α6, α4, α5, α3),
pi4 : (∗)→(q1
t
, tp1,
q2
s
, sp2,
1
t
,
1
s
, ;α1, α2, α3, α4, α6, α5),
pi5 : (∗)→(−q1
q2
,−p1q2, 1
q2
− (q2p2 + q1p1 + α1)q2, t
s
,
1
s
;α1, α4, α3, α2, α5, α6),
pi6 : (∗)→(q2, p2, q1, p1, s, t;α1, α2, α4, α3, α5, α6).
(43)
The list (43) should be read as
w1(q1) = q1, w1(p1) = p1, w1(q2) = q2, w1(p2) = p2, w1(t) = t,
w1(α1) = α1 + α2, w1(α2) = −α2, w1(α3) = α3,
w1(α4) = α4, w1(α5) = α5, w1(α6) = α6.
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Lemma 9.2. The transformations described in Theorem 9.1 satisfy the following
relations:
w1
2 = w2
2 = w3
2 = w4
2 = w5
2 = 1, pi1
2 = pi2
2 = pi3
2 = pi4
2 = pi5
2 = pi6
2 = 1,
(w1w2)
2 = (w1w3)
2 = (w1w4)
2 = (w1w5)
2 = (w2w3)
2 = (w2w4)
2
= (w2w5)
2 = (w3w4)
2 = (w3w5)
2 = (w4w5)
2 = 1,
pi1(w1, w2, w3) = (w1, w2, w3)pi1, (w4pi1)
4 = (w5pi1)
4 = 1,
pi2(w1, w2, w3, w4, w5) = (w1, w4, w3, w2, w5)pi2,
pi3(w1, w2, w3, w4, w5) = (w1, w5, w3, w4, w2)pi3,
pi4(w1, w2, w3, w4, w5) = (w1, w2, w3, w5, w4)pi4,
pi5(w1, w2, w3, w4, w5) = (w3, w2, w1, w4, w5)pi5,
pi6(w1, w2, w3, w4, w5) = (w1, w3, w2, w4, w5)pi6.
In [18], T. Suzuki showed that the system (11) has affine Weyl group symmetry
of type B
(1)
5 , whose generators si (i = 0, 1, . . . , 5) are explicitly given as follows:
with the notation (∗) = (q1, p1, q2, p2, t, s; γ0, γ1, γ2, γ3, γ4, γ5),


s0(∗)→( 4p1(q1p1 − γ4 − γ5)
(2q1p1 + 2q2p2 + γ0 − γ3 − 2γ4 − 3γ5)(2q1p1 + 2q2p2 + γ0 + γ3 − γ5) ,
− (2q1p1 + 2q2p2 + γ0 − γ3 − 2γ4 − 3γ5)(2q1p1 + 2q2p2 + γ0 + γ3 − γ5)
4p1
,
4p2(q2p2 − γ5)
(2q1p1 + 2q2p2 + γ0 − γ3 − 2γ4 − 3γ5)(2q1p1 + 2q2p2 + γ0 + γ3 − γ5) ,
− (2q1p1 + 2q2p2 + γ0 − γ3 − 2γ4 − 3γ5)(2q1p1 + 2q2p2 + γ0 + γ3 − γ5)
4p2
,
1
t
,
1
s
;−γ0, γ1, γ2 + γ0, γ3, γ4, γ5),
s1(∗)→(q1
t
, tp1,
q2
s
, sp2,
1
t
,
1
s
; γ0,−γ1, γ2 + γ1, γ3, γ4, γ5),
s2(∗)→( q1
q1 + q2 − 1 ,
(
p1 − (q1p1 + q2p2 + γ0 − γ3 − 2γ4 − 3γ5
2
)
)
(q1 + q2 − 1),
q2
q1 + q2 − 1 ,
(
p2 − (q1p1 + q2p2 + γ0 − γ3 − 2γ4 − 3γ5
2
)
)
(q1 + q2 − 1),
t
t− 1 ,
s
s− 1; γ0 + γ2, γ1 + γ2,−γ2, γ3 + γ2, γ4, γ5),
s3(∗)→( 1
q1
,−(q1p1 + q2p2 + γ0 − γ3 − 2γ4 − 3γ5
2
)q1,−q2
q1
,−q1p2, 1
t
,
s
t
;
γ0, γ1, γ2 + γ3,−γ3, γ4 + γ3, γ5),
s4(∗)→(q2, p2, q1, p1, s, t; γ0, γ1, γ2, γ3 + γ4,−γ4, γ5 + γ4),
s5(∗)→(q1, p1, q2, p2 − γ5
q2
, t, s; γ0, γ1, γ2, γ3, γ4 + 2γ5,−γ5).
(44)
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Here, we give an explicit relation between root parameters γ0, γ1, .., γ5 of type
B
(1)
5 and the parameters α1, α2, .., α6 of the system (11) as follows:
(γ0, γ1, . . . , γ5) = (1− α5 − α6,−α5 + α6,−α2 + α5, α2 − α3, α3 − α4, α4).
(45)
Lemma 9.3. The transformations described in (44) define a representation of the
affine Weyl group of type B
(1)
5 , that is, they satisfy the following relations:
s0
2 = s1
2 = s2
2 = s3
2 = s4
2 = s5
2 = 1,
(s0s1)
2 = (s0s3)
2 = (s0s4)
2 = (s0s5)
2 = (s1s3)
2 = (s1s4)
2 = (s1s5)
2 =
(s2s4)
2 = (s2s5)
2 = (s3s5)
2 = 1,
(s0s2)
3 = (s1s2)
3 = (s2s3)
3 = (s3s4)
3 = 1, (s4s5)
4 = 1.
Proposition 9.4. The affine Weyl group < s0, s1, . . . , s5 > of type B
(1)
5 given in
(44) is equivalent to the group < w1, w2, . . . , w5, pi1, pi2, . . . , pi6 > given in (43).
Proof of Proposition 9.4. We only have to check the correspondence between
s0, s1, . . . , s5 and w1, w2, . . . , w5, pi1, pi2, . . . , pi6.
At first, we will show that
w1, w2, . . . , w5, pi1, pi2, . . . , pi6 ∈ W (B(1)5 ).
The parameter’s relations between αi (i = 1, 2, . . . , 6) and γj (j = 0, 1, . . . , 5) are
given by 

α1 =
1− γ1 − 2γ2 − 3γ3 − 4γ4 − 5γ5
2
,
α2 = γ3 + γ4 + γ5,
α3 = γ4 + γ5,
α4 = γ5,
α5 = γ1 + γ2 + γ3 + γ4 + γ5,
α6 = γ2 + γ3 + γ4 + γ5.
(46)
For each w1, w2, . . . , w5, pi1, pi2, . . . , pi6, we obtain the following relations:

w1 = s3s4s5s4s3,
w2 = s4s5s4,
w3 = s5,
w4 = s3s2s3s4s5s4s3s2s3,
w5 = s1s3s2s3s4s5s4s3s2s3s1,
pi1 = s0,
pi2 = s4s3s4s3s4s2s3,
pi3 = s4s3s4s3s4s2s3s1s4s3s4s3s4s2s3,
pi4 = s1,
pi5 = s4s3s4,
pi6 = s4.
(47)
Next, we will show that
s0, s1, . . . , s5 ∈< w1, w2, . . . , w5, pi1, pi2, . . . , pi6 > .
26 YUSUKE SASANO
The parameter’s relations between γj (j = 0, 1, . . . , 5) and αi (i = 1, 2, . . . , 6) are
given by


γ0 = 1− α5 − α6,
γ1 = −α5 + α6,
γ2 = −α2 + α5,
γ3 = α2 − α3,
γ4 = α3 − α4,
γ5 = α4.
(48)
For each w1, w2, . . . , w5, pi1, pi2, . . . , pi6, we obtain the following relations:

s0 = pi1,
s1 = pi4,
s2 = pi5pi6pi5pi2pi6pi5pi6,
s3 = pi6pi5pi6,
s4 = pi6,
s5 = w3.
(49)
The proof has thus been completed.
10. Ba¨cklund transformations of the system (2)
Theorem 10.1. The system (2) admits the following transformations as its Ba¨ckl-
und transformations: with the notation (∗) = (q1, p1, q2, p2, t, s;α1, α2, . . . , α6),
u1 : (∗)→(q1 + α2
p1
, p1, q2, p2, t, s;α1 + α2,−α2, α3, α4, α5, α6),
u2 : (∗)→(q1, p1, q2 + α4
p2
, p2, t, s;α1 + α4, α2, α3,−α4, α5, α6),
u3 : (∗)→( q1(q1p1 + q2p2 − α1)
(q1p1 + q2p2 − α1 − α3) ,
p1(q1p1 + q2p2 − α1 − α3)
(q1p1 + q2p2 − α1) ,
q2(q1p1 + q2p2 − α1)
(q1p1 + q2p2 − α1 − α3) ,
p2(q1p1 + q2p2 − α1 − α3)
(q1p1 + q2p2 − α1) ,
t, s;α1 + α3, α2,−α3, α4, α5, α6),
u4 : (∗)→( (q1 − 1)q1p1 + (q2 − 1)q1p2 − α1q1 − α5
(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5 ,
{(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5}p1
(q1 − 1)p1 + (q2 − 1)p2 − α1 ,
(q1 − 1)p1q2 + (q2 − 1)q2p2 − α1q2 − α5
(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5 ,
{(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5}p2
(q1 − 1)p1 + (q2 − 1)p2 − α1 ,
t, s;α1 + α5, α2, α3, α4,−α5, α6),
(50)
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u5 : (∗)→( (q1 − t)q1p1 + (q2 − s)q1p2 − α1q1 − α6t
(q1 − t)p1 + (q2 − s)p2 − α1 − α6 ,
{(q1 − t)p1 + (q2 − s)p2 − α1 − α6}p1
(q1 − t)p1 + (q2 − s)p2 − α1 ,
(q1 − t)p1q2 + (q2 − s)q2p2 − α1q2 − α6s
(q1 − t)p1 + (q2 − s)p2 − α1 − α6 ,
{(q1 − t)p1 + (q2 − s)p2 − α1 − α6}p2
(q1 − t)p1 + (q2 − s)p2 − α1 ,
t, s;α1 + α6, α2, α3, α4, α5,−α6),
ϕ1 : (∗)→( 1
q1
,−(q1p1 + α2)q1, 1
q2
,−(q2p2 + α4)q2, 1
t
,
1
s
;
− α1 − α2 − α3 − α4, α2, α3, α4, 1− α6, 1− α5),
ϕ2 : (∗)→(1− q1,−p1, 1− q2,−p2, 1− t, 1− s;α1, α2, α5, α4, α3, α6),
ϕ3 : (∗)→( t− q1
t− 1 ,−(t− 1)p1,
s− q2
s− 1 ,−(s− 1)p2,
t
t− 1 ,
s
s− 1 ;α1, α2, α6, α4, α5, α3),
ϕ4 : (∗)→(q1
t
, tp1,
q2
s
, sp2,
1
t
,
1
s
;α1, α2, α3, α4, α6, α5),
ϕ5 : (∗)→(q2, p2, q1, p1, s, t;α1, α4, α3, α2, α5, α6),
ϕ6 : (∗)→(q1
q2
, p1q2,
1
q2
,−(q2p2 + q1p1 − α1)q2, t
s
,
1
s
;α1, α2, α4, α3, α5, α6),
ϕ7 : (∗)→( t
q1
,− (q1p1 + α2)q1
t
,
s
q2
,− (q2p2 + α4)q2
s
, t, s;
− α1 − α2 − α3 − α4, α2, α3, α4, 1− α5, 1− α6),
ϕ8 : (∗)→( (q1 − 1)t
q1 − t ,−
p1(q1 − t)2 + α2(q1 − t)
t(t− 1) ,
(q2 − 1)s
q2 − s ,−
p2(q2 − s)2 + α4(q2 − s)
s(s− 1) ,
t, s;α1 + α3 + α5 − 1, α2, 1− α3, α4, 1− α5, α6).
Remark 10.2. The transformations u4, u5, ϕ7 and ϕ8 satisfy the following rela-
tions: .
u4 = ϕ2 ◦ s3 ◦ ϕ2, u5 = ϕ3 ◦ s3 ◦ ϕ3,
ϕ7 = ϕ1 ◦ ϕ4, ϕ8 = ϕ3 ◦ ϕ7 ◦ ϕ3.(51)
We note that by the transformations S and R (see Section 4) the relations
between the transformations in Theorem 9.1 and the transformations in Theorem
10.1 are given as follows:
S ◦ wi ◦R = ui (i = 1, 2, . . . , 5),
S ◦ pii ◦R = ϕi (i = 1, 2, . . . , 6).
(52)
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Proposition 10.3. Let us define the following translation operators:
T1 : = ϕ4s4ϕ1s4,
T2 : = s4s5T1ϕ1s4,
T3 : = ϕ2T1ϕ2,
T4 : = ϕ3T1ϕ3,
T5 : = ϕ3s4s5T1ϕ1s4ϕ3,
T6 : = ϕ4s4s5T1ϕ1s4ϕ4,
T7 : = ϕ1s4s5ϕ4,
T8 : = ϕ2s4s5ϕ4ϕ1ϕ2,
T9 : = ϕ3s4s5ϕ4ϕ1ϕ3.
(53)
These translation operators act on parameters as follows:
T1(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (0, 0, 0, 0,−1, 1),
T2(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (−1, 0, 0, 0, 0, 2),
T3(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (0, 0,−1, 0, 0, 1),
T4(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (0, 0, 1, 0,−1, 0),
T5(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (−1, 0, 2, 0, 0, 0),
T6(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (−1, 0, 0, 0, 2, 0),
T7(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (1, 0, 0, 0,−1,−1),
T8(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (−1, 0, 1, 0, 0, 1),
T9(α1, α2, . . . , α6) =(α1, α2, . . . , α6) + (−1, 0, 1, 0, 1, 0).
(54)
11. Algebraic solutions of the system (2)
It is known that one can get an algebraic solution of Painleve´ VI equations by
considering the fixed points with respect to a Ba¨cklund transformation correspond-
ing to a Dynkin automorphism.
For example, consider the Dynkin diagram automorphism
pi13(q, p, t;α0, α1, . . . , α4)→ ( t
q
,− (qp+ α2)q
t
, t;α0, α3, α2, α1, α4).(55)
By this transformation, the fixed solution is derived from
α0 = α3, α1 = α4, q =
t
q
, p = − (qp+ α2)q
t
.(56)
Then we obtain
(q, p) = (±
√
t,∓ α2
2
√
t
).(57)
Masuda showed that by applying the Ba¨cklund transformation (see [4]) defined by
T := pi13s3s2s1,(58)
we can obtain Umemura’s solution with special parameters.
In this section, we consider an extension of these algebraic solutions for the
system (2).
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At first, we consider the Dynkin diagram automorphism ϕ7. By this transfor-
mation, the fixed solution is derived from
α5 = 1− α5, α6 = 1− α6,
q1 =
t
q1
, p1 = − (q1p1 + α2)q1
t
, q2 =
s
q2
, p2 = − (q2p2 + α4)q2
s
.
(59)
Then we obtain
(α1, α2, . . . , α6) =
(
α1, α2, α3, α4,
1
2
,
1
2
)
,
(q1, p1, q2, p2) =
(
±
√
t,∓ α2
2
√
t
,±√s,∓ α4
2
√
s
)(60)
as a seed solution.
Applying the Ba¨cklund transformation defined by
T := ϕ2ϕ1ϕ2u4u2u1,(61)
we can obtain an extended Umemura’s solution with special parameters. Here, the
transformation T is explicitly given as follows:
T (q1, p1, q2, p2, t, s;α1, α2, . . . , α6)→
(
(q1 − 1)q1p21 + (q2 − 1)q1p1p2 − (α1 − α2)q1p1
((q1 − 1)p1 + (q2 − 1)p2 − α1)((q1 − 1)p1 + α2)
+
−α2(p1 + p2) + α2q2p2 − α5p1 − α1α2
((q1 − 1)p1 + (q2 − 1)p2 − α1)((q1 − 1)p1 + α2) ,
− (q1 − 1){(q1 − 1)p1 + (q2 − 1)p2 − α1}{(q1 − 1)p1 + α2}
(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5 ,
q2(q2 − 1)p22 − (α1 − α4)q2p2 − α4(p1 + p2) + α4q1p1
((q1 − 1)p1 + (q2 − 1)p2 − α1)((q2 − 1)p2 + α4)
+
−α1α4 − α5p2 + (q1 − 1)p1q2p2
((q1 − 1)p1 + (q2 − 1)p2 − α1)((q2 − 1)p2 + α4) ,
− (q2 − 1)((q1 − 1)p1 + (q2 − 1)p2 − α1)((q2 − 1)p2 + α4)
(q1 − 1)p1 + (q2 − 1)p2 − α1 − α5 ,
t
t− 1 ,
s
s− 1 ;−α1,−α2, 1− α6,−α4,−α5, 1− α3).
(62)
Next, we consider the Dynkin diagram automorphism ϕ8. By this transforma-
tion, the fixed solution is derived from
α3 = 1− α3, α5 = 1− α5,
q1 =
(q1 − 1)t
(q1 − t) , p1 = −
p1(q1 − t)2 + α2(q1 − t)
t(t− 1) ,
q2 =
(q2 − 1)s
(q2 − s) , p2 = −
p2(q2 − s)2 + α4(q2 − s)
s(s− 1) .
(63)
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Then we obtain
(α1, α2, . . . , α6) =
(
α1, α2, α3, α4,
1
2
,
1
2
)
,
(q1, p1, q2, p2) =
(
t∓
√
t(t− 1),±α2
√
t(t− 1)
2t(t− 1) , s∓
√
s(s− 1),±α4
√
s(s− 1)
2s(s− 1)
)
(64)
as a seed solution.
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