Orthogonal polynomials and cubic transformations  by Marcellán, Francisco & Sansigre, Gabriela
Journal of Computational and Applied Mathematics 49 (1993) 161-168 
North-Holland 
161 
CAM 1428 
Orthogonal polynomials 
and cubic transformations * 
Francisco Marcellh 
Departamento de Matemhticas, Universidad Carlos Ill, Madrid, Spain 
Gabriela Sansigre 
Departamento de Matema’tica Aplicada, Escuela Tehica Superior de Ingenieros Industriales, Madrid, Spain 
Received 17 January 1991 
Revised 20 May 1992 
Abstract 
Marcell& F. and G. Sansigre, Orthogonal polynomials and cubic transformations, Journal of Computational 
and Applied Mathematics 49 (1993) 161-168. 
Starting from a sequence {P,} of orthogonal polynomials with respect to a quasi definite or regular linear 
functional, we construct a new sequence {Q,) of orthogonal polynomials such that Q,,(X) = P,(x3>. The basic 
tool is the three-term recurrence relation which such a family satisfies. As an application we present some 
examples concerning Chebyshev and Hermite polynomials. 
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1. Introduction 
In this paper we study orthogonal polynomial sequences deduced by a cubic transformation 
of a given one. The problem was originally posed by Chihara in 1964 (see [S]). He asked for a 
pair of orthogonal polynomial sets {R,) and {S,) such that R3n(~) = S,(z) where z is a cubic in 
x. A first approach to the solution is given in [l]. Later, Geronimo and Van Assche [6] consider 
a positive measure pO supported on E,, a real bounded interval. They are interested in 
properties of an orthogonal polynomial sequence associated with a measure p, deduced from 
pO via a polynomial mapping. The study of orthogonal polynomials related to ,U is interesting 
from different points of view: Julia sets, fractals, etc. (see [2]). The results obtained in [6] are 
Correspondence to: Prof. F. Marcel&, Departamento de Matemiticas, Escuela Politkcnica Superior, Universidad 
Carlos III, 28913 Legants, Madrid, Spain. 
* Partially supported by Acci6n Integrada Hispano-Portugesa, No. 28 B/91. 
0377-0427/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
SSDI 0377-0427(93)E0055-Q 
162 F. Marcella’n, G. Sansigre / Transformations of orthogonal polynomials 
related to positive measures, therefore only valid for orthogonal polynomials in a standard 
sense. 
We look for the modified polynomials by using the recurrence relation which they will verify 
in case they were orthogonal. The obtained results are then valid for sequences that satisfy a 
three-term recurrence relation, which suppose the natural generalization of orthogonal polyno- 
mials on the real line. Thus, the only restriction we assume on the moment functional is the 
regularity, which, in terms of the moment matrix, means that the principal minors do not 
vanish. 
We generalize the results of [l]. First of all, we do not assume the original sequence to be 
symmetric, that is, the odd moments do not need to vanish. And as said before, the functional 
is regular, but not necessarily positive definite. 
Given a sequence of orthogonal polynomials (P,), necessary and sufficient conditions on the 
recurrence relation parameters for a sequence (Q,} to be orthogonal are given, so that 
QJ x) = P,( x3) holds. Expressions for the remaining polynomials (of index 3n + 1 and 3n + 2) 
are provided. 
Finally, we apply the obtained conditions to Chebyshev and Hermite polynomials and we 
construct some of the recurrence parameters for the new sequences, and we conclude that they 
exist. In a future work (which had not yet been finished) we will get the recurrence parameters 
by using Mathematics. 
2. Transformation QSn(x) = P,(x3) 
Let 17 be the linear space of polynomials with complex coefficients. Let {P,) be a sequence 
of orthogonal polynomials associated with a linear functional 
L:U+C, 
regular, but not necessarily positive definite. This means that the moments may not have an 
integral representation, but the principal minors of the moment matrix do not vanish. 
We look for a sequence of orthogonal polynomials {Q,} such that Q,,(X) = P,(x3>. In other 
words, is there a linear functional f, such that if {Q,} is the sequence associated with it, then 
Q,,(x) = P,(x3)? And what about the polynomials Q3n+l(x) and Q3,+2(x)? 
We solve the problem by looking for a pair of sequences {p,) and {-ym} with ym + 0 for every 
m and such that 
xQ,nW = Q,+,(x) + PmQ,W + rmQm-1(4~ m a 1, 
Q&4 = 1, Q,W =x - Po. 
(1) 
We find the relationship between the parameters in this recurrence relation and the parame- 
ters which appear in the recurrence verified by the polynomials P,(x). Let us assume this 
recurrence relation is 
x&(x) =&+1(x) + b,P,(x) + cJn_l(x>, ?r 2 I, 
PO(X) = I, PI(X) =x -b,. 
(2) 
By writing (2) in x3, 
.9,(x’) =P,+1(x3) + b&(x3) + C,P,_I(X3), n > I, (3) 
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or equivalently, 
x”Q,,(x) = Q 3n+3(4 + bnQ3,(-4 + cnQ3n-3W n 2 1. 
If we consider (1) for m = 3~2, then 
~Q3,(4 = Q3,+,(4 + P3nQsrM + ~3nQ3n-1M ~1 a 1. 
By multiplying in this equation by x and taking into account relation Cl), we obtain 
~‘Q,&> = Q3n+2W +P3n+1123n+d~) + ~3n+iQ3&) 
+ P3n(Q3n+ I(X) + P3nQ3nW + Y3nQ3n- 1(x>> 
+ Y,,(Q,n(x) + P3,-1Q3n-1(4 + Y3n-lQ3n-2(x))* 
By applying, once again, the same argument, 
(4) 
x”Q3,(4 = Q 3n+3(4 + P3n+2Q3n+2@) + Y3n+2Q3n+dX) 
+ (P3n+l + P3n)(Q3n+2(X) + P3n+1&3n+d”) + Y3n+1Q3nW 
+(Y3n+1 +P& +Y3n)(Q 3n+1(4 + P3nQ3,W + Y3nQ3n-d-4) 
+ Y3,#3n +P,,-J(Q3n(4 +P3n-1Q3n-1(4 + Y3n-lQ3n&)) 
+ Y3n-1Y3n(Q3n-1(4 + P3~2Q3n-2(~) + Y3+2Q3~3(~)), (5) 
which is valid for n > 1. Equating in (4) and (5) the expressions for x3Q3,Jx) - Q3,+3(xh we 
get a zero linear combination of the polynomials 
Q3n-3, Q3n-2, 1234, Q3n9 Q3nt1, Q3n+2, 
and, as they are independent, the coefficients are zero. Thus, 
Q3,, _ 3 coefficient: 
c, = Y3nY3n-lY3n-27 n > 1; 
Q3n _* coefficient: 
0 = Y3nY3n-1(P3,, + 03n-1 + P3n-2)~ Iz a ‘; 
Q3,, _ l coefficient: 
0 = Y34Y3n+l +P:,+Y3n+P3nP3n-I+P~~-l+Y3n-1), nal; 
Q3n coefficient: 
(6) 
(7) 
(8) 
6, = Y3n(2P3,j +P3n-1) + Y3r~+l(~P3n +P3n+l) +&I, ’ a ‘; 
Q 3n + 1 coefficient: 
o = Y3n+2 +(P3n+P3n+l)P3n+1+Y3n+1+P~~+Y3n, nal; 
Q 3n + 2 coefficient: 
O=P3n +P3n+l +@3n+2, It a ” 
(9) 
(10) 
(11) 
164 F. Marcell&, G. Sansigre / Transformations of orthogonal polynomials 
Writing Q,(X) =x - p0 and taking into account xQ,(x) = Q1(x) + PoQo(x>, from (5) with 
n = 0 it follows 
x”Q,(x> = Q,( 4 + (P, + PI + PdQ&) + [ ~2 + 0% + PdP, + YI + PiI Qd-4 
+[y1(Po+PJ +Po(Pi+ r,)lQoW 
Identifying with Q3(x) =x3 - b,, we get 
0 =Po+P, +PZ> O=y*+(Po+P,)PI+Y,+Po2, b, = P,” + 2PoY1+ PlYl. 
Hence (9)-(11) are valid for n = 0, provided the initial condition y,, = 0. This condition does 
not restrict the problem because in (1) the sequence {y,l begins in m > 1. 
Equation (6) implies y,, # 0 for all n 2 1. As the regularity condition on L means that the 
parameters c, are different from zero, the new functional associated with IQ,1 is also reguh-. 
And thus, (7) can be expressed as follows: 
0=P3n+P3n-1+P3n-2, nal. 
Replacing y2 by n + 1 in (12), 
0=P3n+3+P3n+2+P3n+lY na07 
and comparing (11) and (13), we get 
P 3n+3 = P3n, n a 0, 
that is, the parameters P3,, are constant. 
Equations (8) and (10) can be rewritten: 
Y3np1 + Y3n + Y3n+l +P;-P3n-lP3n-2=0, nal, 
Y3n+Y3n+l+Y3n+2+P02-P3n+lP3n+2=0~ nao* 
If we consider (15) in it + 1 and compare with (16), we obtain 
Y3n + y3n+1= Y3n+3 + Y3n+47 n 20, 
and therefore the second member in (17) is equal to the first in n + 1, or, equivalently 
Y3n+Y3n+l=Yl, nao* 
If we get Y3,,+2 from (lo), after replacing the values of PO and yl, then 
Y3n+2 = -Yl-Po2-P3n+lPO-P32n+l, n&O* 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
The parameter sequences {y,J and 1@,1 can be obtained through the relations given by (6), 
(9), (12), (la), (18) and (19). One or two initial conditions are needed, besides y. = 0. The 
coefficients of these sequences can be generated recursively with y1 or PO and pl. 
If we consider (9) in n = 0, we have 
Y&30 + PI> = bo -P,“. (20) 
It provides, in a natural way, two different cases. 
(a) 2p, + p1 z 0, for which it is enough to consider either PO and & or PO and y1 as initial 
conditions. 
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(b) 2&, + p1 = 0. In this case it is enough to consider y1 as initial condition. 
(a) From (20), (19) and (12) with it = 0 and (6) with n = 1, we obtain yl, ~2, y3 and &. 
From (18), relation (9) can be rewritten as 
2&y, + Y3nP3n-l + Y3n+lP3n+l +p,” =b (21) 
and from (21) in it = 1, one obtains 
2&y, + y3& + y4P4 + P: = bI, 
and therefore p4 is obtained, because y4 is equal to y1 - y3 and different from zero. Now, we 
can repeat the process again. 
(b) Let us suppose 2&, + PI = 0. 
By applying in turn (ll), (9), (19) and (6), we obtain PO, PI, p2, y2 and y3. The parameters y4 
and p4 are obtained from (18) and (9). 
In this first step parameters &, PI, p2, y2, y3 and y4 have been obtained, provided ~1 is an 
initial condition. 
In the next step the values of p3, p4, &, y5, yg and y7 will be obtained from ~4. And, going 
on, both sequences (y,J and @,I are built up. 
Let us suppose we know the parameters up to y3,, and Psn. The following ones are obtained 
by applying in turn (18), (9), (ll), (16) and (6). 
Summarizing, the following theorem has been proved. 
Theorem 2.1. Let (P,,} be a manic orthogonal polynomial sequence such that 
xPJx) = P,+l(x) + b,P,(x) +c,P,_~(x), n 2 1, 
P”(X) = 1, PI(x) =x -b,. 
If there exist two sequences ( pn)~=o and {y,}~+ such that y. = 0 and the following conditions are 
met : 
P3n=P0, naO, P3n+l+P3n+2= -PO, naoT 
Y3n+Y3n+l=Y17 nao, y3n+2=~3,,+1~3n+2-~~-yl~ naO, 
c, = Y3nY3n-lY3n-27 n 2 1, 
b, = y&Vo +&n-d + ~3n+dWo + P3n+1) + P,“, n 2 0, 
then the polynomials Q, defined by 
xQ,(x) = Q,+,b> +PnQ,N + rnQn-I(X), 12 2 1, 
Q,(x) = 1, Q,(x) =x-PO, 
are a sequence of orthogonal polynomials with the property 
Q,,(x) = Pn(x3), n >/ 0. 
Corollary 2.2. In the conditions of the theorem, the polynomials Qxrr+ 1 and Q3n+2 admit the 
expressions 
Q3,+I(x) = (X2+&x +p; + $‘[P,+I(~~) + (x -P3n+2)y3n+1Pn(X3)1~ 
Q,,+,(x) = (x-p3,+2)-1[1 +y3n+2(x2+~Ox+~~+y~)-1]p~+1(x3) 
+(~2+~~X+~~+~1)-1~3n+l~3n+2pn~x3)~ 
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Proof. First, let us write Q3n+ 1 as a combination of Q3,, and Q3n+3: 
~Q3n+G)=Q3n+z (4 +P3n+lQ3n+1(~)+~3n+lQ3n(~). 
The same equation for 3n + 2 is 
~Q~n+M=Q3n+s (~)+P3n+zQsz+k4 +~3n+zQsn+d4 
from which we get 
Q,,+,(x) = (x -P3n+J1(Q3n+&) + ~sz+zQ~n+dx))~ 
and, substituting (24) in (221, 
(22) 
(23) 
(24) 
xQ3n+l(x) = (x - P3n+J1(Q3rr+d4 + ~3n+2Q3n+dx)) 
+P 3n+lQ3n+dx) + Y~~+IQ&). (25) 
The terms in (25) which multiply Q3n+l are 
x - (x - P3n+2)-1Y3n+? - &n+l* (26) 
Finding, from this last expression, Q3n+l, we observe that the factor of Qxn+3 is the inverse of 
(26) multiplied by (x - &+J1. This product can be written 
[X2-(P3n+l+P3n+2)X+P3n+lP3,1+2-Y3n+21-1r 
where &+, +&n+Z equals -PO and P3n+1P3n+2 - Y3n+2 is Pi? + YI, thence 
Q3n+~(~)=(X2+P~~+P~+~1)-1[P,+~(x3)+(x-~3n+2)Y3n+~Pn(X3)1~ 
as desired. In a similar way, 
and this ends the proof. q 
Remark 2.3. Provided the functional i, associated with {Q,}, is symmetric, then (p,} vanishes 
and {b,} must be the null sequence. That means that L being symmetric is a necessary 
condition for e to be symmetric. Under these conditions, the results are those of El], except for 
the positivity condition on the functionals. 
The above remark is important because f, being symmetric implies ~3,,+2 = -yl, which 
means that L cannot be positive. 
This leads to a partially negative result: there does not exist a pair of orthogonal polynomial 
sets {P,) and {Q,} associated with positive definite symmetric functionals, such that Q,,(x) = 
P,<x”>. 
We also notice that there does not exist an orthogonal sequence {Q,} CL being symmetric or 
not) for which Q3Jx) = Pn(x3) and Q,,+,(x) =xPn(x3). W e make this remark because in the 
unit circle (see [8]) it is shown that both conditions follow simultaneously, as well as the third 
one Q3,, +2( x) = x2P,( x3), and this result can easily be generalized to more general transforma- 
tions, namely, xk for a positive integer k. 
F. Marcel&, G. Sansigre / Transformations of orthogonal polynomials 167 
3. Examples 
Example 3.1. Let us consider the manic orthogonal sequence of Chebyshev polynomials of the 
first kind. They satisfy the recurrence relation 
T,(X) =xT,_i(X) - +T,_,(X), n > 3, 
T*(X) =x2 - +, T,(x) =x, T,(x) = 1. 
According to the notation used in Theorem 2.1, we have 
b,=O, n>o, 1 cl=?> 1 c, = 47 n > 2. 
If we consider as initial conditions PO = 0 and yl, from b, = 0 it follows PI = 0. Recursively, we 
find that the sequence {p,) is the null one. The conditions on the sequence {yn} described in 
the theorem are reduced - in this particular case - to 
Y3n + Y3n+l = 71 = -Y3nt2, 
L=y3ny3n-ly3n-2, na22, 4 += Y3Y2Yl) 
The first elements of {y,) are 
1 2y;+1 
Y*= -Y1, Y3= -2y:’ y4= zy; ’ 
Yl 4Y? + 3YI 
Ys= -Y1, y6= 7Jyf+2’ y7= 4y;+2 - 
It follows that if y1 is chosen positive, then all the elements of the sequence are different from 
zero. 
Example 3.2. In this example we consider the Hermite manic orthogonal sequence. Its 
recurrence relation is 
xH,(x) =H,+,(x) + $H,_,(x), II > 1, 
H,(x) =x7 H,(x) = 1. 
Notice that these polynomials are associated with a symmetric functional, the odd moments 
are zero or, equivalently, H,( -x) = ( - l)“H,(x). 
According to the theorem, the parameter sequences now are 
b,=O, n>o, c, = $2, n>, 1. 
If we consider, as in Example 3.1, the initial conditions PO = 0 and yl, we find, recursively, 
that all parameters p, are zero, and the symmetry of the new functional follows. 
The conditions on the sequence {y,} for this particular situation (with the irrelevant choice of 
Y0 = 0) become 
Y3n + Y3n+l = Yl = -Y3n+2? n 2 O? 
in = Y3nY3n-lY3n-2, nal. 
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The first elements of {y,} are 
+ 1 yo = 0, 
Yl 
+ 07 
2y: 
y3= -1 
2r: ’ 
Y4= zy,2 ’ 
2Yl 2Y,4 + 3Yl 6y: + 3 
ye= - 2y;+l’ y7= 2y;+1 ’ ” = - 4~: + 6y; ’ 
4y; + 12y: + 3 8~;‘+ 12~1 4y; + 2oy;‘+ 15y, 
YlO = 4y;+6y: ’ 
Ylz= - 
4y; + 12y; + 3 ’ Y13 = 4yf+12y;+3 ‘*” ’ 
It is clear that if yl is a positive number, then yo, y3, yg, y9, y12,. . . are all negative and yl, 
. . 
y4, y7, ylo, y13,. . . are posltlve. 
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