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Abstract. In this paper, we present an integrated system for auto-
matically generating and editing face images through face swapping,
attribute-based editing, and random face parts synthesis. The proposed
system is based on a deep neural network that variationally learns the
face and hair regions with large-scale face image datasets. Different from
conventional variational methods, the proposed network represents the
latent spaces individually for faces and hairs. We refer to the proposed
network as region-separative generative adversarial network (RSGAN).
The proposed network independently handles face and hair appearances
in the latent spaces, and then, face swapping is achieved by replacing the
latent-space representations of the faces, and reconstruct the entire face
image with them. This approach in the latent space robustly performs
face swapping even for images which the previous methods result in fail-
ure due to inappropriate fitting or the 3D morphable models. In addition,
the proposed system can further edit face-swapped images with the same
network by manipulating visual attributes or by composing them with
randomly generated face or hair parts.
1 Introduction
Human face is an important symbol to recognize individuals from ancient time to
the present. Drawings of human faces have been used traditionally to record the
human identities of people in authorities. Nowadays, many people enjoy sharing
their daily photographs, which usually includes human faces, in social networking
websites. In these situations, there has been a potential demand for making the
drawings or photographs to be more attractive. As a result of this demand, a
large number of studies for face image analysis [1–4] and manipulation [5–11]
have been introduced in the research communities of computer graphics and
vision.
Face swapping is one of the most important techniques of face image editing
that has a wide range of practical applications such as photomontage [5], virtual
hairstyle fitting [9], privacy protection [6, 12, 13], and data augmentation for
machine learning [14–16]. The traditional face swapping methods firstly detect
face regions in source and target images. The face region of the source image
is embedded into the target image by digital image stitching. To clarify the
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Fig. 1. Results of face swapping and additional visual attribute editing with the pro-
posed system. The face regions of images in the first column are embedded to the
images in the second column. The face-swapped results are illustrated in the third col-
umn, and their appearances are further manipulated by adding visual attributes such
as “blond hair” and “eyeglasses”. RSGAN can obtain these results by passing the two
input images and visual attributes through the network only once.
motivation of our study, we briefly review the previous face-swapping methods
in the following paragraphs.
One of the most popular approaches of face swapping is to use the 3D mor-
phable models (3DMM) [5, 17]. In this class of methods, the face geometries
and their corresponding texture maps are first obtained by fitting 3DMM [1,2].
The texture maps of the source and target images are then swapped with the
estimated UV coordinates. Finally, the replaced face textures are re-rendered
using the estimated lighting condition estimated with the target image. These
approaches with the 3DMM can replace the faces even for those with different
orientations or in the different lighting conditions. However, these methods are
prone to fail the estimations of face geometries or lighting conditions in practice.
The incorrect estimations are usually problematic because people can sensitively
notice even slight mismatches of these geometries and lighting conditions.
In specific applications of face swapping, such as privacy protection and vir-
tual hairstyle fitting, either of the source image or target image can be selected
arbitrarily. For instance, the privacy of the target image can be protected even
though the new face region is extracted from a random image. This has sug-
gested an idea of selecting one of the source and target image from large-scale
image databases [6,9]. The approaches in this class can choose one of two input
images such that a selected image is similar to its counterpart. These approaches
can consequently avoid replacing faces in difficult situations with different face
orientations or different lighting conditions. However, these methods cannot be
used for more general purposes of face swapping between arbitrary input face
images.
A vast body of recent deep learning research has facilitated face swapping
with large-scale image databases. Bao et al. have introduced a face swapping
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demo in their paper of conditional image generation with their proposed neural
network named CVAE-GAN [18]. Their method uses hundreds of images for each
person in the training dataset, and the face identities are learned as the image
conditions. A similar technique is used in a desktop software tool “FakeApp” [19]
that has recently attracted much attention due to its easy-to-use pipeline for
face swapping with deep neural networks (DNN). This tool requires hundreds
of images of the two target people for swapping the faces. However, preparing
such a large number of portrait images for non-celebrities is rather inadvisable.
In contrast to these techniques, Korshunova et al. [13] have applied the neural
style transfer [20] to face swapping by fine-tuning the pre-trained network with
several tens of images of a single person in a source image. Unfortunately, it is
still impractical for most of people to collect many images and to fine-tune the
network for generating a single face-swapped image.
In this paper, we address the above problems using a generative neural net-
work that we refer to as “region-separative generative adversarial network (RS-
GAN).” While a rich body of studies for such deep generative models has already
been introduced, applying it to face swapping is still challenging. In ordinary gen-
erative models, the images or data which a network synthesizes are obtained as
training data. However, it is difficult or even impossible to prepare a dataset
which includes face images both before and after face swapping because the
faces of real people can hardly be swapped without special surgical operations.
We tackle this problem by designing the network to variationally learn different
latent spaces for each of face and hair regions. A generator network used in the
proposed method is trained to synthesize a natural face image from two random
vectors that correspond to latent-space representations of face and hair regions.
In consequence, the generator network can synthesize a face-swapped image from
two latent-space representations calculated from real image samples. The archi-
tecture of RSGAN is illustrated in Fig. 2. This architecture consists of two varia-
tional autoencoders (VAE) and one generative adversarial network (GAN). The
two VAE parts encode face and hair appearances into latent-space representa-
tions, and the GAN part generates a natural face image from the latent-space
representations of faces and hairs. The detailed description of the network and
its training method are introduced in Sec. 3. In addition to face swapping, this
variational learning enables other editing applications, such as visual attribute
editing and random face parts synthesis. To evaluate face swapping results of the
proposed method, we leveraged two metrics of identity preservation and swap
consistency. The identity preservation is evaluated using OpenFace [21], which
is an open-source face feature extractor. The consistency of face swapping is
evaluated by measuring the absolute difference and multi-scale structural simi-
larity (MS-SSIM) [22] between a input image and a resulting image obtained by
swapping faces twice between two input images. The results of applications of
RSGAN and their evaluations are shown in Sec. 4.
Contributions: As a face swapping and editing system, the proposed method
has following advantages over previous methods:
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1. it provides an integrated system for face swapping and additional face ap-
pearance editing;
2. its applications are achieved by training a single DNN, and it does not require
any additional runtime computation such as fine-tuning;
3. it robustly performs high-quality face swapping even for faces with different
face orientations or in different lighting conditions;
2 Related Work
2.1 Face swapping
Face swapping has been studied in a number of research for different pur-
poses, such as photomontage [5], virtual hairstyle fitting [9], privacy protec-
tion [6,12,13] and data augmentation for large-scale machine learning [16]. Sev-
eral studies [7, 12] have replaced only parts of the face, such as eyes, nose, and
mouth between images rather than swapping the whole face between images.
As described in the previous section, one of the traditional approaches for face
swapping is based on 3DMM [5,17]. Fitting 3DMM to a target face obtains face
geometry, texture map and lighting condition approximately [1, 2]. Using the
3DMM, face swapping is achieved by replacing texture maps and re-rendering
the face appearance using the estimated lighting condition. The main drawback
of these 3DMM-based methods is that they require manual alignment of the
3DMM to obtain accurate fitting. To alleviate this problem, Bitouk et al. [6]
proposed automatic face swapping with a large-scale face image database. Their
method first searches a face image with a similar layout to the input image, and
then replace the face regions with boundary-aware image composition. A more
sophisticated approach was recently proposed by Kemelmacher-Shlizerman [9].
She carefully designed a handmade feature vector to face image appearances
and achieved high-quality face swapping. However, these methods by searching
similar images cannot freely select the input images, and are not applicable to
arbitrary face image pairs. Recently, Bao et al. have introduced a face swapping
demo in their paper of CVAE-GAN [18], which is a DNN for conditional image
generation. In their method, the CVAE-GAN is trained to generate face images
of specific people in a training dataset by handling face identities as conditions
for generated images. The CVAE-GAN achieves face swapping by changing the
conditions of face identities of target images. Korshunova et al. applied neural
style transfer, which is another technique of deep learning, to face swapping [13].
Their approach is similar to the original neural style transfer [20] in the sense
that a face identity is handled similarly to an artistic style. The face identity
of a target face is substituted by that of a source face. The common drawback
of these DNN-based models is that users must collect at least dozens of images
to obtain a face-swapped image. While collecting such a number of images is
possible, it is nevertheless impractical for most of people to collect the images
just for their personal photo editing.
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2.2 Face image editing
To enhance the visual attractiveness of face images, various techniques, such
as facial expression transfer [7, 23], attractiveness enhancement [24], face image
relighting [25, 26], have been proposed in the last decades. In traditional face
image editing, underlying 3D face geometries and face parts arrangements are
estimated using face analysis tools, such as active appearance models [27] and 3D
morphable models [1,2]. These underlying information are manipulated in editing
algorithms to improve attractiveness of output images. On the other hand, recent
approaches based on DNNs do not explicitly analyze such information. Typically,
an input image and a user’s edit intention are fed to an end-to-end DNN, and
then, the edit result is directly output from the network. For example, several
DNN models [18, 28–30] based on autoencoders are used to manipulate visual
attributes of faces, in which visual attributes, such as facial expressions and
hair colors, are modified to change face image appearances. In contrast, Brock
et al. [31] proposed an image editing system with the paint-based interface in
which a DNN synthesizes a natural image output following the input image
and paint strokes specified by the users. Several studies for DNN-based image
completion [32, 33] have presented demos of manipulating face appearances by
filling the parts of an input image with the DNN. However, estimating results
of these approaches is rather difficult because they only fill the regions painted
by the users such that completed results plausibly exists in training data.
3 Region-Separative GAN
The main challenge of face swapping with DNNs is the difficulty of preparing
face images before and after face swapping because the face of a real person
cannot be replaced by that of another person without a special surgical opera-
tion. Another possible way to collect such face images is to digitally synthesize
them. However, it is an chicken-and-egg problem because the synthesis of such
face-swapped images is our primary purpose. To overcome this challenge, we
leverage a variational method to represent appearances of facesand hairs. In face
swapping, a face region and a hair region are handled separately in the image
space. The face swapping problem is generalized as a problem of composing any
pair of face and hair images. The purpose of the proposed RSGAN is to achieve
this image composition using latent-space representations of face and hair ap-
pearances. In the proposed method, this purpose is achieved by a DNN shown
in Fig. 2. As shown in this figure, the architecture of RSGAN consists of two
VAEs, which we refer to as separator network, and one GAN, which we refer to
as composer network. In this network, appearances of the face and hair regions
are first encoded into different latent-space representations with the separator
networks. Then, the composer network generates a face image with the obtained
latent-space representations so that the original appearances in the input image
is reconstructed. However, training with only latent-space representations from
real image samples incurs over-fitting. We found that a RSGAN trained in this
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Fig. 2. The network architecture of the proposed RSGAN that comprises three partial
networks, i.e., two separator networks and a composer network. The separator networks
extract latent-space representations zf and zh respectively for face and hair regions of
an input image x. The composer network reconstructs the input face image from the
two latent-space representations. The reconstructed image x′ and input image x are
evaluated by two discriminator networks. The global discriminator Dg distinguishes
whether the images are real or fake, and the patch discriminator Dp distinguishes
whether local patches of the images are real or fake.
way ignores the face representation is the latent space, and synthesizes an im-
age similar to the target image while face swapping. Thus, we also feed random
latent-space representations to the composer network such that they are trained
to synthesize natural face images rather than over-fitting the training data.
Let x be a training image, and c be its corresponding visual attribute vec-
tor. Latent-space representations zxf and zxh of face and hair appearances of x
are obtained by a face encoder FE-xf and a hair encoder FE-xh . Similarly, the
visual attribute c is embedded into latent spaces of the attributes. Latent-space
representations zcf and zch of the face and hair attribute vectors are obtained
by encoders FE-cf and FE-ch . As standard VAEs, these latent-space represen-
tations are sampled from multivariate normal distributions whose averages and
variances are inferred by the encoder networks:
z` = N
(
µ`, σ
2
`
)
,
(
µ`, σ
2
`
)
= FE-`(x, c), ` ∈ {xf , xh, cf , ch},
where µ` and σ
2
` are the average and variance of z` obtained with the encoders.
Decoder networks FD-f and FD-h for face and hair regions reconstruct the ap-
pearances x′f and x
′
h respectively from the corresponding latent-space repre-
sentation. The composer network G generates the reconstructed appearance x′
with the latent-space representations from the encoders. These reconstruction
processes are formulated as:
x′f = FD-f (zxf , zcf ), x
′
h = FD-h(zxh , zch), x
′ = G(zxf , zcf , zxh , zch).
In addition, random variables sampled from a multivariate standard normal
distribution N (0, 1) are used together in the training. Let zˆxf , zˆxh , zˆcf , and zˆch
be the random variables which correspond to zxf , zxh , zcf , and zch , respectively.
We also compute a random face image xˆ′ with these samples:
xˆ′ = G(zˆxf , zˆcf , zˆxh , zˆch).
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The input image x and two generated images x′ and xˆ′ are evaluated by two
discriminator networks Dg and Dp. The global discriminator Dg distinguishes
whether those images are real or fake as in standard GANs [34]. On the other
hand, the patch discriminator Dp, which is originally used in an image-to-image
network [35], distinguishes whether local patches from those images are real or
fake. In addition, we train a classifier network C to estimate the visual attribute
c∗ from the input image x. The classifier network is typically required to edit
an image for which visual attributes are not prepared. In addition, the classifier
network obtains a visual attribute vector whose entries are in between 0 and 1,
whereas visual attribute vectors prepared in many public datasets take discrete
values of 0 or 1. Such intermediate values are advantageous, for example, when
we represent dark brown hair with two visual attribute items “black hair” and
“brown hair”. Accordingly, we use the estimated attributes c∗ rather than c even
when visual attributes are prepared for x.
3.1 Training
In the proposed architecture of RSGAN, three autoencoding processes are per-
formed, each of those reproduces x′f , x
′
h and x
′ from an input image x. Following
standard VAEs, we define three reconstruction loss functions:
Lrec-f = Ex,xf∼Pdata
[‖xf − x′f‖1],
Lrec-h = Ex,xh∼Pdata
[ ‖(1− βMBG) (xh − x′h)‖1 ],
Lrec = Ex∼Pdata
[ ‖(1− βMBG) (x− x′)‖1 ],
where MBG is a background mask which take 0 for foreground pixels and 1
for background pixels, and an operator  denotes per-pixel multiplication. The
background mask MBG is used to train the network to synthesize more detailed
appearances in foreground regions. In our implementation, we used a parameter
β = 0.5 to halve the least square errors in the background. The Kullback Leibler
loss function is also defined as standard VAEs for each of the four encoders:
LKL-` = 1
2
(
µT` µ` +
∑
(σ` − log(σ`)− 1)
)
, ` ∈ {xf , xh, cf , ch}.
The set of separator and composer networks, and the two discriminator networks
are trained adversarially as standard GANs. Adversarial losses are defined as:
Ladv-` =− Ex∼Pdata [logD`(x)]
− Ez∼Pz [log(1−D`(x′))]
− Ez∼Pz [log(1−D`(xˆ′))] , ` ∈ {g, p}.
In addition, the classifier network C is trained to estimate correct visual at-
tributes c∗ which is close to c. We defined a cross entropy loss function LBCE ,
and used it to define a loss function of classifier network LC :
LC = LBCE(c, c∗) := −
∑
i
(ci log c
∗
i + (1− ci) log(1− c∗i )) ,
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(f) Hair reg.
(0, 20, 178, 178)
Fig. 3. The process of generating face and hair region images from portraits in
CelebA [3]. The background mask in (b) is computed with PSPNet [37], which is a
state-of-the-art DNN-based semantic segmentation. Clipping rectangles in (d) for face
and hair regions are computed using blue facial landmarks in (c). To improve the re-
construction quality of face identities, face regions are magnified with larger scale than
hair regions.
where ci denotes the i-th entry of the visual attribute vector c. To preserve
the visual attributes in generated images x′ and xˆ′, we add the following loss
functions to train the composer network:
LGC = LBCE(c, c′) + LBCE(c, cˆ′),
where c′ and cˆ′ are estimated visual attributes of x′ and xˆ′, respectively.
The total loss function for training RSGAN is defined by a weighted sum of
the above loss functions:
L = λrec(Lrec-f + Lrec-h + Lrec)
+ λKL(LKL-xf + LKL-xh + LKL-cf + LKL-ch)
+ λadv-gLadv-g + λadv-pLadv-p
+ λCLC + λGCLGC
We empirically determined the weighting factors as λrec = 4000, λKL = 1,
λadv-g = 20, λadv-p = 30, λC = 1, and λGC = 50. In our experiment, the loss
functions were minimized using ADAM optimizer [36] with an initial learning
rate of 0.0002, β1 = 0.5, and β2 = 0.999. The size of a mini-batch was 50. The
detailed training algorithm is provided in the supplementary materials.
3.2 Dataset
The training of RSGAN requires to sample face image x, face region image
xf , hair region image xh, and background mask MBG from real samples. For
this purpose, we computationally generate face and hair region images with a
large-scale face image dataset, i.e., CelebA [3]. Figure 3 illustrates the process of
dataset generation. The size of original images in CelebA is 178×218 (Fig. 3(a)).
We first estimate the foreground mask using PSPNet [37], which is a state-of-
the-art semantic segmentation method, with the “person” label. The background
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mask is obtained by inverting masked and non-masked pixels in the foreground
mask (Fig. 3(b)). Second, we extract 68 facial landmarks (Fig. 3(c)) with a com-
mon machine learning library, i.e., Dlib [38]. The face region is defined with the
41 landmarks that correspond to eyes, nose, and mouth, which are indicated
with blue circles in Fig. 3(c). We calculate a convex hull of these landmarks
and stretch the hull by 1.3 times and 1.4 times along horizontal and vertical
directions, respectively. The resulting hull is used as a face mask as depicted in
Fig. 3(d). The face and hair regions are extracted with the mask and crop these
regions to be square (Fig. 3(e) and (f)). The face region has its top-left corner
at (30, 70) and its size is 118 × 118. The hair region has its top-left corner at
(0, 20) and its size is 178 × 178. Finally, we resize these cropped images to the
same size. In our experiment, we resize them to 128× 128. Since the face region
is more important to identify a person in the image, we used a higher resolution
for the face region. While processing images in the dataset, we could properly
extract the facial landmarks for 195,361 images out of 202,599 images included
in CelebA. Among these 195,361 images, we used 180,000 images for training
and the other 15,361 images for testing.
3.3 Face swapping with RSGAN
A face-swapped image is computed from two images x1 and x2 with RSGAN. For
each of these images, visual attributes c∗1 and c
∗
2 are first estimated by the classi-
fier. Then, latent-space representations of these variables z1,xf , z1,cf , z2,xh , and
z2,ch are computed by the encoders. Finally, the face-swapped image is generated
by the composer network as x′ = G(z1,xf , z1,cf , z2,xh , z2,ch). This operation of
just feeding two input images to RSGAN usually performs face swapping appro-
priately. However, hair and background regions in an input image are sometimes
not recovered properly with RSGAN. To alleviate this problem, we optionally
perform gradient-domain image stitching for a face-swapped image. In this op-
eration, the face region of a face-swapped image is extracted with a face mask,
which is obtained in the same manner as in the dataset generation. Then, the face
region of the face-swapped image is composed of the target image by a gradient-
domain image composition [39]. In order to distinguish these two approaches,
we denote them as “RSGAN” and “RSGAN-GD”, respectively. Unless other-
wise specified, the results shown in this paper are computed only using RSGAN
without the gradient-domain stitching.
4 Results and Discussion
This section introduces the results of applications using the pre-trained RSGAN.
For these results, we implemented a program using TensorFlow [40] in Python,
and executed it on a computer with an Intel Xeon 3.6 GHz E5-1650 v4 CPU,
NVIDIA GTX TITAN X GPU, and 64 GB RAM. We used 180,000 training
images, and trained the proposed RSGAN network over 120,000 global steps.
The training spent about 50 hours using a single GPU. All the results in this
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Fig. 4. Face swapping results for different face and hair appearances. Two top rows in
this figure represent the original inputs and their reconstructed appearances obtained
by RSGAN. In these results, face regions of the images in each row is replaced by a
face from the image in each column.
paper are generated using test images which are not included in the training
images.
Face swapping: Face-swapping results of the proposed system are illustrated
in Fig. 4. In this figure, the first row illustrates source images, the second row
illustrates reproduced appearances for the source images, and the bottom three
rows illustrate face-swapped results for different target images in the leftmost
column. In each result, we observe that face identities, expressions, shapes of
facial parts, and shading are naturally presented in face-swapped results. Among
these input image pairs, there are a large difference in the facial expression
between Face #7 and Hair #1, a difference in the face orientation between Face
#4 and Hair #2, and a difference in the lighting condition in Face #3 and Hair #1.
Source Target Shlizerman [9] Nirkin+ [17] RSGAN-GD
Fig. 5. Comparisons to the state-of-the-art face swapping methods [9, 17].
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Fig. 6. Results of visual attribute editing using RSGAN. In this figure, the results in
the rows marked with “Total” are obtained adding a new visual attribute both for face
and hair regions. The visual attributes used for these results are indicated in the top.
On the other hand, the results in the rows marked with “Face” are obtained by adding
a new visual attribute only for the face region, and the original visual attributes are
used for the hair region. The results in the rows marked with “Hair” are generated in
the same way.
Even for such input pairs, the proposed method achieves natural face swapping.
In addition, we compared our face-swapping results with the state-of-the-art
methods [9, 17] in Fig. 5. The results are compared for the input images used
in [9] that are searched from a large-scale database such that their layouts are
similar to the source images. While these input images are more favorable for [9],
the results of our RSGAN-GD are compatible to those of [9]. Compared to the
other state-of-the-art method [17], the sizes of facial parts in our results look
more natural in the sense that the proportions of the facial parts to the entire
face sizes are more similar to those in the source images. As reported in the
paper [17], these performance losses are due to their sensitiveness to the quality
of landmark detection and 3DMM fitting, even though their proposed semantic
segmentation is powerful.
Visual attribute editing: To perform face swapping together with visual at-
tribute vectors, the proposed RSGAN embeds visual attribute vectors into the
latent spaces of face and hair visual attributes. As a result, the proposed edit-
ing system enables to manipulate the attributes in only either of face or hair
region. The results of visual attribute editing are illustrated in Fig. 6. This fig-
ure includes two image groups, each of which has three rows. In the first row,
visual attributes indicated on the top is added to both face and hair regions.
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Face source
Hair source
Fig. 7. Results of random face and hair parts generation and composition. We can
sample independent latent-space representations for face and hair appearances, and
combine them with the proposed RSGAN. In the top group, random hair appearances
are combined with the face region of an input image in the left. In the bottom group,
random face appearances are combined with the hair region of an input image.
In the second and third rows, the visual attributes are added to either of the
face or hair region. As shown in this figure, adding visual attributes for only
one of face and hair region do not affect the other region. For example, the hair
colors have not been changed when the attribute “Blond hair” is added to the
face regions. In addition, the attributes such as “Male” and “Aged”, which can
affect both regions, change the appearance of only one region when they are
added to either of two regions. For example, the attribute “Male” is added to
the face regions, only face appearances become masculine while hair appearances
are not changed. In addition, the visual attribute editing can be applied to the
face-swapped images with RSGAN. The results for this application is shown in
Fig. 1. Note that RSGAN can achieve both face swapping and visual attribute
editing by feeding two input images and modified visual attribute vectors to the
network at the same time.
Random face parts synthesis: With the proposed RSGAN, we can generate a
new face image which has an appearance of face or hair in a real image sample,
and an appearance of the counterpart region defined by a random latent-space.
Such random image synthesis is used in privacy protection by changing face
regions randomly, and in data augmentation for face recognition by changing
hair regions randomly. The results for the random image synthesis are shown in
Fig. 7. This figure consists of two group of images in the top and bottom. In each
group, an input image is shown in the left. Its face or hair region is combined
with random hair or face region in the right images. The top group illustrates the
images with random hairs, and the bottom group illustrates those with random
faces. Even though the random face and hair regions cover a significant range of
appearances, the appearances of face and hair in the real inputs are preserved
appropriately in the results.
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Input Recon. GD [39] Nirkin+ [17] RSGAN-GDVAE-GAN [41] ALI [42] α-GAN [43] RSGAN
Fig. 8. Face swapping results of the proposed RSGAN and the other methods compared
in Table 1. In two image groups in the top and bottom, face regions of the two input
images in the leftmost column are replaced.
Table 1. Performance evaluation in identity preservation and swap consistency.
OpenFace Abs. Errors MS-SSIM
Swap Recon. Swap ×2 Recon. Swap ×2
VAE-GAN [41]
Avg. 1.598 0.082 0.112 0.694 0.563
Std. 0.528 0.018 0.024 0.089 0.099
ALI [42]
Avg. 1.687 0.230 0.270 0.338 0.254
Std. 0.489 0.065 0.068 0.133 0.108
α-GAN [43]
Avg. 1.321 0.058 0.099 0.823 0.638
Std. 0.465 0.013 0.026 0.057 0.102
Nirkin et al. [17]
Avg. 0.829 — 0.027 — 0.961
Std. 0.395 — 0.010 — 0.022
RSGAN
Avg. 1.127 0.069 0.093 0.760 0.673
Std. 0.415 0.016 0.020 0.074 0.087
4.1 Experiments
We evaluated the face swapping results of the proposed and other previous meth-
ods using two metrics, i.e., identity preservation and swap consistency. In this
experiment, we compared these two values with previous self-reproducing gen-
erative networks VAE-GAN [41], ALI [42], α-GAN [43] and the state-of-the-art
face swapping method by Nirkin et al. [17]. With the generative networks, we
computed face-swapped results in three steps. First, we compute a face mask
in the same manner as in our dataset synthesis. Second, the face region of the
source image in the mask is copy-and-pasted to the target image such that the
two eye locations are aligned. Finally, the entire image appearance after copy-
and-pasting is repaired by feeding it to self-reproducing networks. The examples
of the face-swapped images made by these algorithms are illustrated in Fig. 8.
We computed the results of different algorithms for 1,000 random image pairs
selected from 15,361 test images. The averages and standard deviations of the
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two metrics are provided in Table 1. In this table, the best score in each column
is indicated with bold characters, and the second-best score is indicated with
italic characters.
The identity preservation in face swapping is evaluated by the squared Eu-
clidean distance between feature vectors of the input and face-swapped images.
The feature vectors are computed with OpenFace [21], which is an open-source
face feature extractor. The measured distances in the third column indicate that
RSGAN outperform the other generative neural networks but it performs worse
than Nirkin et al.’s method. However, the method of Nirkin et al. could perform
face swapping only 81.7% of 1,000 test image pairs used in this experiment be-
cause it often fails to fit the 3DMM to at least one of the two input images.
In contrast, the proposed RSGAN and the other method based on generative
neural networks perform face swapping for all the test images. Therefore, we
consider face swapping by RSGAN is practically useful even though the identity
preservation is slightly worse than the state-of-the-art method of Nirkin et al.
The swap consistency is evaluated with an absolute difference and MS-
SSIM [22] between an input image and a resulting image obtained after swap-
ping the face region twice between two input images. For the previous generative
neural networks and RSGAN, we computed these values also for images recon-
structed by the networks. As shown in Table 1, evaluation results with absolute
errors and MS-SSIM indicate that the method of Nirkin et al. outperforms the
generative neural networks including RSGAN. We consider this is because Nirkin
et al.’s method generates only a face region while face swapping, whereas the
generative neural networks synthesize both the face and hair regions. Therefore,
the scores of absolute differences and MS-SSIM becomes relatively lower for the
method of Nirkin et al. in which the differences in pixel values only occur in the
face regions. In addition, Nirkin et al.’s method is rather unstable for using in
practice as mentioned in the previous paragraph. Consequently, the proposed
method with RSGAN is worth using in practice because it has achieved the best
swap consistency compared to the other generative neural networks as can be
seen in the “Swap ×2” columns.
4.2 Discussion
Variational vs non-variational: For the purpose of visual feature extraction,
many variants of autoencoders have been used [28, 44–46]. Among these ap-
proaches, non-variational approaches are often preferably used when a real im-
age appearance needs to be reproduced in their applications. For example, re-
cent studies [45, 46], which have introduced a similar idea to our study, used
non-variational approaches for image parts extraction [45] and manipulation of
people’s ages in portraits [46]. We have also experimented non-variational one of
the proposed RSGAN in a prototype implementation, and we found that its self-
reproducibility is slightly better than the variational one that is introduced in
this paper. However, considering the wide applicability of the variational one of
RSGAN such as random face parts sampling, we determined that the variational
one is practically more useful than the non-variational one.
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Region memorization with RNN: In image parts synthesis, some of the previ-
ous studies have applied the recurrent neural networks to memorize which parts
are already synthesized or not [44, 45, 47]. Following these studies, we have ex-
perimentally inserted the long-short term memory (LSTM) [48] such that the
outputs from the two image encoder networks are fed to it. However, in our
experiment, we found that this application of the LSTM makes the training
difficult and its convergence slower. The visual qualities of the results in face-
swapping and the other applications are not significantly better than RSGAN
without LSTM. We illustrated the RSGAN architecture with LSTM, and the
results of this network in the supplementary materials.
Limitation: The main drawback of the proposed system is its limited image reso-
lution. In our implementation, the image size of in a training dataset is 128×128.
Therefore, the image editing can be performed only in this resolution. To im-
prove the image resolution, we need to train the network with higher-resolution
images as in CelebA-HQ [49]. In recent studies [33, 49], training with such a
high-resolution image dataset is robustly performed by progressively increasing
the resolutions of input images. This approach can be straightforwardly applied
to the proposed RSGAN as well. Therefore, the limited image resolution of the
proposed system will be evidently resolved.
5 Conclusion
This paper proposed an integrated editing system for face images using a novel
generative neural network that we refer to as RSGAN. The proposed system
achieves high-quality face swapping, which is the main scope of this study, even
for faces with different orientations and in different lighting conditions. Since the
proposed system can encode the appearances of faces and hairs into underlying
latent-space representations, the image appearances can be modified by manip-
ulating the representations in the latent spaces. As a deep learning technique,
the success of the RSGAN architecture and our training method implies that
deep generative models can obtain even a class of images that are not prepared
in a training dataset. We believe that our experimental results provide a key for
generating images which are hardly prepared in a training dataset.
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Algorithm A1 Training pipeline of the proposed RSGAN.
Require: λrec = 4000, λKL = 1, λadv-g = 20, λadv-p = 30, λC = 1.0, and λGC = 50.
1: while Convergence not reached do
2: Step 1. Compute loss functions:
3: Sample a batch (x, xf , xh, c) ∼ Pdata from the real data.
4: zxf ← FE-xf (x, c), zxh ← FE-xh(x, c).
5: Compute the KL losses, LKL-xf and LKL-xh with Eq. 4.
6: zcf ← FE-cf (c), zch ← FE-ch(c).
7: Compute the KL losses, LKL-cf and LKL-ch with Eq. 4.
8: x′f ← FD-f (zxf , zcf ), x′h ← FD-h(zxh , zch).
9: Compute the parts reconstruction losses, Lrec-f and Lrec-h with Eq. 1 and
Eq. 2, respectively.
10: x′ ← G(zxf , zcf , zxh , zch).
11: Compute the reconstruction loss, Lrec with Eq. 3.
12: Sample a batch of random vector zˆxf , zˆxh , zˆcf , and zˆch from the multi-
variate standard normal distribution Pz.
13: xˆ′ ← G(zˆxxf , zˆcf , zˆxh , zˆch).
14: Compute the adversarial losses, Ladv-g and Ladv-p with Eq. 5.
15: Estimate visual attributes c∗, c′ and cˆ′ using the classifier network.
16: Compute the classification loss, LC with Eq. 6.
17: Compute the classification losses for the composer network, LGC with Eq. 7.
18: Step 2. Update network parameters Θ:
19: LG +←− Ladv-g + Ladv-p + λGCLGC
20: ΘFE-xf
+←− −∇ΘFE-xf (λrecLrec-f + λKLLKL-xf + LG)
21: ΘFE-xh
+←− −∇ΘFE-xh (λrecLrec-h + λKLLKL-xh + LG)
22: ΘFE-cf
+←− −∇θFE-cf (λrecLrec-f + λKLLKL-cf + LG)
23: ΘFE-ch
+←− −∇ΘFE-ch (λrecLrec-h + λKLLKL-ch + LG)
24: ΘFD-f
+←− −∇ΘFD-f (λrecLrec-f )
25: ΘFD-h
+←− −∇ΘFD-h (λrecLrec-h)
26: ΘG
+←− −∇ΘG(λrecLrec + Ladv)
27: ΘDg
+←− −∇ΘDg (λadv-gLadv-g)
28: ΘDp
+←− −∇ΘDp (λadv-pLadv-p)
29: ΘC
+←− −∇ΘC (λCLC)
30: end while
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Fig.A1. Additional results for face swapping.
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Fig.A2. Additional results for visual attribute editing.
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Fig.A3. Additional results for random face parts sampling.
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Fig.A4. Additional results for face parts interpolation.
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Fig.A5. The network architecture of RSGAN with LSTM. In this architecture bidi-
rectional LSTM is inserted after the two separator.
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Fig.A6. Comparison of results with and without LSTM. The above image group
illustrates the results of RSGAN without LSTM that is the same one as in Fig. 4. The
bottom group illustrates the results with LSTM.
