We present an implementation of the relativistic quantum-chemical density matrix renormalization group (DMRG) approach based on a matrix-product formalism. Our approach allows us to optimize matrix product state (MPS) wave functions including a variational description of scalar-relativistic effects and spin-orbit coupling from which we can calculate, for example, first-order electric and magnetic properties in a relativistic framework. While complementing our pilot implementation (S. Knecht et al., J. Chem. Phys., 140, 041101 (2014)) this work exploits all features provided by its underlying non-relativistic DMRG implementation based on an matrix product state and operator formalism. We illustrate the capabilities of our relativistic DMRG approach by studying the ground-state magnetization as well as current density of a paramagnetic f 9 dysprosium complex as a function of the active orbital space employed in the MPS wave function optimization.
I. INTRODUCTION
With the advent of the density-matrix renormalization group (DMRG) approach [1] [2] [3] [4] in (non-relativistic) quantum chemistry 5-17 , approximate solutions for a complete-active-space (CAS)-type problem within chemical accuracy became computationally feasible on a routine basis albeit the fact that variational optimization merely involves a polynomial number of parameters. The combination with a self-consistent-field orbital optimization ansatz (DMRG-SCF) [18] [19] [20] [21] [22] makes active orbital spaces accessible that surpass the CASSCF limit by about five to six times. Yet, the construction of a (chemically) meaningful active orbital space poses a fundamental challenge that calls for automation [23] [24] [25] [26] . In contrast to early work on ab initio DMRG 3 , recent efforts on the quantum-chemical DMRG algorithm 4 focused on a variational optimization of a special class of ansatz states called matrix product states (MPSs) 27, 28 in connection with a matrix-product operator (MPO) representation of the quantum-chemical Hamiltonian 17, [29] [30] [31] [32] .
Combining the principles of quantum mechanics 33 and special relativity 34 into relativistic quantum mechanics, Dirac 35 put forward a (one-electron) theory which constitutes the central element of relativistic quantum chemistry 36, 37 . In this framework, deviations in the description of the electron dynamics increase compared to (nonrelativistic) Schrödinger quantum mechanics as one considers electrons moving (in the vicinity of a heavy nucleus)
at velocities close to the speed of light. Consequently, the differences between results of relativistic quantum calculations employing a finite and an infinite speed of light, respectively -which are for the latter case equivalent to results from conventional nonrelativistic calculations based on the Schrödinger equation -can serve as a definition for the chemical concept of "relativistic effects".
The latter are commonly split into kinematic relativistic effects (sometimes also referred to as scalar-relativistic effects) and magnetic effects both of which grow approximately quadratic with the atomic number Z 38 . A scalar-relativistic theory therefore considers only kinematic relativistic effects whereas a fully relativistic theory includes both kinematic relativistic and magnetic effects. Kinematic relativistic effects reflect changes of the nonrelativistic kinetic energy operator while spin-orbit (SO) interaction, which is the dominant magnetic effect (for heavy elements), originates from a coupling of the electron spin to the induced magnetic field resulting from its orbital motion in the field created by the other charged particles, namely the nuclei and remaining electrons 39 . Encounters of relativistic effects are ubiquitous in the chemistry and physics of heavy elements compounds, see for example Refs. 36, 37 and 40 and references therein. Besides kinematic relativistic effects, SO interactions are also expected to strongly influence the chemical bonding and reactivity in heavy-element containing molecular systems 41, 42 . For example, Ruud and co-workers 43 as well as Gaggioli et al. 44 recently highlighted distinguished cases of mercury-and goldcatalyzed reactions where SO coupling effects are driving the main reaction mechanisms by paving the way for catalytic pathways that would otherwise not even have been accessible.
Considering a prototypical molecular, open-shell lanthanide complex, we aim in this work at the calculation of (static) magnetic properties which either require SO-coupled wave functions such as molecular g-factors and electron-nucleus hyperfine coupling, which are central parameters in electron paramagnetic resonance (EPR) spectroscopy 45, 46 , or assume a particular simple form in a relativistic framework, including, for example, the magnetization and current density 37 . We will pay particular attention to the latter two properties since they play a particular role for the eligibility of open-shell lanthanide tags in spin-labeling of protein complexes [47] [48] [49] [50] [51] .
As open-shell electronic structures are often governed by strong electron correlation effects, their computational description calls for a multiconfigurational ansatz 52,53 which usually set out from a spin-free (non-relativistic or scalar-relativistic) formulation. Here, electron correlation is commonly split into a static contribution and a dynamic contribution with the latter often being treated in a subsequent step by (internally-contracted) multi-reference perturbation or configuration interaction theories 52, 53 . Their zeroth-order wave function is typically of CAS-type such as CASSCF or DMRG(-SCF) which are assumed to be able to adequately grasp static electron correlation effects. In this context, additional challenges may be encountered in particular for heavy-element complexes which arise from the large number of (unpaired) valence electrons to be correlated, i.e., the (n − 2)f (n − 1)d ns np manifold of f -elements, as well as the occurrence of near-degeneracies of electronic states.
To arrive at SO-coupled eigenstates in such a spin-free setting, requires then to invoke a so-called two-step SO procedure (see for example Refs. 54-58 for recent developments based on CAS-and DMRG-like formulations). Notably, this procedure relies on an additivity of electron correlation and SO effects or a weak polarization of orbitals due to SO interaction, or both. Moreover, it entails the need to take into account a priori a sufficiently large number of spin-free electronic states for the evaluation of the spin-orbit Hamiltonian matrix elements in order to ensure convergence of the SO-coupled eigenstates. Hence, the predictive potential of such two-step approaches is inevitably limited for a finite set of spin-free states.
By contrast, a genuine relativistic DMRG model, initially proposed for a "traditional" (i.e.
non-MPO based formulation) DMRG model in Ref. 59 and proposed in this work within an efficient MPS/MPO framework of the DMRG algorithm, addresses simultaneously all of the above issues by providing access to large active orbital spaces combined with a variational description of relativistic effects in the orbital basis.
The paper is organized as follows: We first briefly review the concept of representing a wave function and an operator in a matrix-product ansatz, respectively, including a short summary of the variational optimization of an MPS wave function in such a model. In
Section III, a relativistic Hamiltonian framework suitable for a variational description of SO coupling is introduced and a detailed account of its implementation in an MPS/MPO setting of the DMRG ansatz is given. In addition, we illustrate the calculation of first-order molecular properties within our relativistic DMRG model. Subsequently, after providing computational details in Section IV A, we assess in Section IV B the numerical performance of our present implementation with respect to the calculation of absolute energies for the sample molecule thallium hydride. In Section IV C, we demonstrate the applicability of our relativistic MPS/MPO-based DMRG model for the calculation of magnetic properties in a real-space approach at the example of a large Dy(III)-containing molecular complex. Conclusions and an outlook concerning future work based on the presented relativistic DMRG model are summarized in Section V.
II. MATRIX PRODUCT STATES AND MATRIX PRODUCT OPERATORS
We briefly introduce in this section the concepts of expressing a quantum state as an MPS and a (Hermitian) operator as an MPO in a non-or scalar-relativistic framework which will constitute the basis for our genuine relativistic DMRG model -including a variational account of SO coupling -discussed in Section III. Consider an arbitrary state |Ψ in a Hilbert space spanned by (N electrons distributed in) L spatial orbitals that are assumed to be ordered in a favorable fashion 61 on a fictitious one-dimensional lattice. In a traditional (CI-like) ansatz, |Ψ is commonly expressed as a linear superposition of occupation number vectors (ONVs) |k with the expansion coefficients Moreover, the partitioning of the CI coefficients in products of the M k l matrices given in Eq. (3) is not unique, i.e., |Ψ may be expressed (through successive applications of a singular value decomposition) in different ways such as in a left-canonical form
where I is the unit matrix and the A k l matrices are referred to as left-normalized MPS tensors. Similarly, the MPS can be written in right-canonical form
where the B k l matrices are right-normalized, satisfying the condition
The non-uniqueness, which allows us to express an MPS in different forms originates from the existence of a gauge degree of freedom 4 . Considering for a given MPS two adjacent sets of matrices M k l and M k l+1 with matching bond dimensions m, it can be shown 4 that the MPS is invariant with respect to a right (left) multiplication with matrix X of dimension
provided that X is invertible and non-singular.
The gauge freedom may therefore be further exploited to express the MPS of Eq. (3) in mixed-canonical form at sites (orbitals) {l, l + 1}
where the MPS tensors
a l+1 a l+2 } are left-and rightnormalized, respectively, as shown in Eqs. (5) and (7) and M
The mixed-canonical form will be a central element of the two-site DMRG optimization algorithm outlined in Section II C.
B. MPO
Exploiting the matrix-product formulation introduced in the previous section for operators, an N -electron operator W can be expressed in MPO form as
with the incoming and outgoing physical states k l and k l and the virtual indices b l−1 and b l .
Rearranging the summations and changing the order of contraction in Eq. (11) leads to
where the entries of the W 
Hence, Eq. (13) implies that the matrix representation ofã † ↑ l corresponds to a (4 × 4)-dimensional matrix with two non-zero entries equal to one. Likewise, similar considerations hold for the remaining local operators while the matrix representations of the corresponding local, relativistic operators of our relativistic DMRG model will be discussed in Section III B.
For completeness, we conclude this section by considering the action of the local HamiltonianĤ given in MPO form on an MPS state in mixed-canonical form (cf. Eq. (9)) at sites {l, l + 1} which can be written as
with the left and right basis states given by
and
Here, we introduced the left and right boundaries as
as well as the two-site MPO tensor
C. Variational optimization of an MPS
In a variational optimization of |Ψ with the HamiltonianĤ expressed in MPO form, the objective is to minimize the energy expectation value Ψ|Ĥ|Ψ with respect to the entries of the MPS tensors under the constraint that the wave function is normalized, i.e., Ψ|Ψ = 1. To this end, a Lagrangian multiplier λ is introduced to ensure normalization. The optimization of the MPS then corresponds to find the extremum of the Lagrangian
The optimization parameters are the matrices M k l of the MPS. To solve this highly nonlinear optimization problem, the same idea as in the original (non-MPO) DMRG algorithm is adopted: iterating through the lattice and optimizing the entries M a l−1 ,a l+1 (two-site variant) at a time, while keeping all the others fixed. This approach not only greatly simplifies the optimization problem to one of lower complexity but also ensures to find a better approximation to the true ground state in a variational sense.
In the following, we consider the two-site variant (corresponding to treating simultaneously two sites as "active" as indicated by a red color code in Figure 1 ). Taking the derivative with respect to the complex conjugate of M
where we assumed that the left and right boundaries (cf. Eqs. (17) and (18)) were calculated from left-and right-normalized MPS tensors, respectively.
The resulting Eq. (22) can be recast in a matrix eigenvalue equation 4, 27 Hv − λv = 0 ,
with the local Hamiltonian matrix H at sites {l, l + 1} after reshaping given by
and the vector v collecting
Since we are often interested in only a few of the lowest eigenvalues λ, Eq. (23) is best solved by an iterative eigensolver such as the Jacobi-Davidson procedure. For example, having obtained the lowest eigenvalue λ 0 and the corresponding eigenvector v
, the latter can be reshaped back to M
a l a l+1 by a singular value decomposition (discarding the 3m smallest singular values) in order to maintain the desired normalization structure and the dimensionality of the MPS tensors. Given the optimized MPS tensors for sites l and l + 1, the complete algorithm now sweeps sequentially forth and back from left-to-right and rightto-left through the lattice (cf. Figure 1 
where the last three rows on the right-hand side of Eq. (26) i.e.,K
whereK is the time-reversal operator. In addition, we employ in Eq. (26) 
andx
where the sign indices s and s 1 , s 2 in Eqs. (28) and (29) An efficient account of double-group symmetry is a crucial aspect of our relativistic DMRG formulation. In contrast to a spin-free approach, where spin and spatial degrees of freedom can be considered independently, SO coupling introduced through the relativistic molecular Hamiltonian (cf. Eq. (26)), entails a coupling of both degrees of freedom. Hence, rather than having to deal with simple spatial point group symmetry we have to consider the corresponding double groups. In contrast to the single groups, these groups comprise extra irreps originating from an introduction of a rotation 2π about an arbitrary axis 36, 37, 69 .
These additional irreps are commonly referred to as fermion irreps and are spanned by spinors whereas the "regular" ones are called boson irreps spanned, for example, by spinor products and operators. By contrast, for quaternion-valued double groups with NZ=4, all integrals are in general non-zero.
B. Relativistic DMRG within an MPS/MPO framework
In the previous section III A, we briefly introduced a Hamiltonian framework suitable for a relativistic DMRG model. In the following we will elaborate on details of a relativistic DMRG model which exploits an MPS wave function and MPO Hamiltonian representation. The basic concepts are identical to those discussed in Section II for a non-or scalarrelativistic framework. Hence, we will in particular focus on differences that originate from the underlying use of a relativistic Hamiltonian model. We first provide a brief, general introduction to the implementation of (double group) symmetry in our MPS/MPO framework. Subsequently, details concerning the actual implementation of a relativistic DMRG model in our QCMaquis software packages are presented.
Symmetry
As indicated in Section III, exploiting symmetries in a (relativistic) DMRG algorithm is a key element to enhance both accuracy and computational efficiency (see for example also Ref. 31 for the spin-symmetry adaptation of the MPS/MPO representation of wave function and operators in our QCMaquis software package). To illustrate the account of symmetry in our relativistic DMRG model, we consider an operatorQ that commutes with the Hamiltonian of Eq. (26), i.e., Ĥ ,Q = 0 .
Hence, the eigenfunctions |Ψ of the Hamiltonian can always be chosen as eigenfunctions of
Hence, it is a sine qua non in the DMRG optimization algorithm that in each step any local operation transforms the basis according to the group it belongs to such that any element of the basis remains an element of the group after the transformation. To further illustrate this concept, we consider two operatorsQ 1 andQ 2 which both commute withĤ, e.g.,
with the corresponding eigenvalues (in the following denoted as quantum numbers) given bŷ
This allows us to label the eigenstate |Ψ according to the quantum numbers given by Eqs. (34) and (35), respectively,
where j is an integer counting the possible number of realizations for this state with quantum numbers q 1 and q 2 during the DMRG optimization procedure. Assume, for example, in a DMRG sweep starting with the left subsystem composed by only the first site and with the symmetries of the total system defined by the particle number N and a given double group symmetry. Hence,Q 1 =N andQ 2 =Ĝ, whereĜ is any allowed operation of the double group. The quantum numbers are therefore relabeled as q 1 → N and q 2 → g. At each site, the local space has dimension two, with one state corresponding to an empty spinor (labeled <1,0>:1) and the other state corresponding to an occupied spinor (labeled <1,g l >:1), where g l refers to the irreducible representation of the spinor ϕ l on site l. Note that the lattice is entered from the left with the vacuum state |a 0 = <0,0>:1. After optimization of the first two sites, the first site is merged into the left subsystem block consisting of the vacuum state such that the new basis states are given by
The two states defined on the first site are both eigenstates of the symmetry operators and can be labeled accordingly as
Since the state |a 0 is an eigenstate of the symmetry operators, the tensor product will also be an eigenstate. This condition can always be enforced by the following equalitieŝ
where * denotes the group operation. Including the second site into the left subsystem results again in a basis of eigenstates of the symmetry operations,
where, by construction, the states {|a 1 } are eigenstates of the symmetry operators. The new states of the enlarged left block comprising the first two sites are therefore eigenstates ofN andĜ. This procedure can be iterated until the end of the lattice is reached which will lead to a basis set of many-particle states that satisfy the global symmetry constraints.
The above considerations hold for any type of parametrization of the quantum states, hence, also for an MPS wave function representation. To illustrate the latter, we consider a lattice of L spinors and impose as symmetry constraints a total number of particles of N = 4 and the totally symmetric irreducible representation for the target quantum state, i.e., g=0.
Following the procedure outlined above for all sites 4 < l ≤ L all states arising from the tensor product of the left subsystem with the local l-th site basis that would lead at the final site L to N > 4 will be automatically discarded because they do not satisfy our imposed 
Implementation aspects
In this section we discuss selected important aspects of the actual implementation of our relativistic Hamiltonian model within the existing (nonrelativistic) framework of QCMaquis, while further details on the building blocks of QCMaquis can be found in Refs. 30, 31, 60, 73 . Figure 2 illustrates the main classes that constitute the essential building blocks for an MPS wave function optimization based on a given Hamiltonian model within the framework of QCMaquis.
The central objects in QCMaquis are the MPS tensors M k l , introduced in Section II A, which are represented by the class MPS in Figure 2 . By taking into account the symmetry considerations outlined in the previous section, we can associate each MPS tensor a-index (cf. Eq. (3)) with a quantum number (or charge)
such that the MPS tensor M
is characterized by the symmetry constraint Hence, an MPS tensor is labeled by the quantum numbers q l−1 and q l and k l which are also referred to as left, right, and physical index, respectively 60 . The resulting MPS tensor therefore exhibits a block structure with one block matrix for each of the local basis states of k l . For an efficient storage, the physical index is fused in QCMaquis either to the left or right index resulting in a rank-two tensor, i.e., a matrix, as depicted in Figure 3 . The indices are represented by sorted vectors of charge:integer pairs and are therefore uniquely defined with respect to the imposed symmetries. Hence, they constitute a place-holder for the quantum numbers and dimension of the blocks. In the initialization procedure, all possible charges are generated on each bond of the lattice in a first step. To exemplify this procedure, we will in the following assume an active space of two electrons distributed over four spinors, e.g., a lattice of length L = 4, as depicted in Figure 4 . Each site (corresponding to a spinor) is two-dimensional and can either be empty or occupied. The first number in charge represents the particle number and the second the double group irrep as follows from the definition of the left (right) index in Eq. (44) . For simplicity, we further assume C * 1 double group symmetry whose character and multiplication tables can be found in Table I . As can be seen from Table I , the double group C * 1 comprises two irreps Γ 1 and Γ 2 which are symmetric (bosonic irrep) and antisymmetric (fermionic irrep), respectively, and are denoted in the following as 0 an 1. Within this framework, we identify the initial state as the identity charge given by <0,0> and the target state as <2,0> corresponding to a totally symmetric two-particle function. They are placed at left and right end of the lattice as shown in 74 .
of the system which is a key element to determine the actual block dimensions. By traversing the lattice from left to right, we obtain all possible charges at each bond by combining the ingoing charges -corresponding to the outgoing charges on the previous bond -with the local charges originating from the physical index at a given site l. This procedure will determine all possible states, also those which do not satisfy the symmetry constraints, as can be seen from Figure 5 . The integer number associated to a given charge corresponds to the number of possible ways this charge can be realized and therefore determines the size of the associated block matrix in the MPS tensor (assuming that no further truncation in the subsequent MPS wave function optimization occurs). For instance, on bond B 1 <1,1>
can only be realized by combining <0,0> on B 0 with the physical charge <1,1> on site 1. this purpose, we need to perform the same steps as before but now starting from the last bond B 4 with the imposed target symmetry sector <2,0>:1 and traverse the lattice from right to left. Moreover, going backwards necessitates to apply the inverse operations, for example, instead of directly employing the local charges, we first need to invert them before applying them to the ingoing charge. Having calculated all possible charge sectors and their dimensionality in both ways, the final step comprises the identification of all allowed states of the system. This requires to take the minimal subset of the charges identified in going from left-to-right and vice versa: only charges present in both directions are retained and the minimum dimension of each charge equivalent between the two directions is stored. The final result is illustrated in the lower part of Figure 6 . What we have just achieved is the "pedestrian" way to determine all possible intermediate states of the system which satisfy the imposed symmetry constraints both locally and globally. This allows us to illustrate the structure of a left-paired MPS consisting of left-paired MPS tensors (cf. Figure 3) . Leftpairing implies that the right basis of the matrix is equal to the right space while the left basis corresponds to the left and physical indices fused together. The "construction recipe"
for the rank-two tensor at site l, comprising a block-diagonal matrix, can be summarized as follows:
1. The number of blocks in the matrix is equal to the number of charges in the right basis.
2. The number of columns of each block corresponds to the dimension of the charge in the right basis.
3. The number of rows of each block corresponds to the sum of dimensions associated with all charges in the left space which can lead to the outgoing charge of the block. MPO tensors are defined analogously to the MPS ones. To illustrate their structure, we stay with the above example. Every site comprises a two-dimensional space which represents the spinor being either empty or occupied, corresponding to the local states <0,0> and <1,1>, respectively. A creation operator defined in such a basis brings us from an empty spinor to an occupied one and the associated block matrix is a one-dimensional matrix with ingoing charge <0,0> and outgoing charge <1,1>. Similarly, an annihilation operator will swap these charges leading from an occupied state to an empty one. In Figure 7 , we show the five elementary operators defined in the relativistic model associated with the double group C * 1 . The MPO class therefore defines the W l b l−1 b l matrices introduced in Eq. (12) containing the operators acting on each site l as depicted in Figure 7 for the C * 1 double group. Furthermore, in our relativistic model we also take advantage of the efficient MPO tensor-construction scheme discussed in detail for the nonrelativistic model in Ref. 30 . Turning next to the Lattice class shown in Figure 2 , this class collects the type of each site, which, combined with the Model object, define the Hamiltonian and orbital (or spinor) basis. In our relativistic model, we implemented a spinor lattice for the secondquantized Hamiltonian (cf. Eq. (26)) which could in future even allow for working in a Kramers-unrestricted basis. The chosen lattice structure implies that it accommodates both unbarred and barred spinors while time-reversal symmetry is encoded by taking into account the appropriate block structure of the operator matrices (cf. Section III A). Finally, the Sim class shown in Figure 2 constitutes the control center of QCMaquis, keeping, for example, pointers to Lattice and Model classes. The derived classes dmrg sim and dmrg measure drive the MPS optimization (see Section II C) and measurement tasks such as the calculation of reduced density matrices (see Section III C), respectively. Further details concerning the full implementation of all classes illustrated in Figure 2 can be found in Ref. 60 .
C. Molecular properties from relativistic DMRG wave functions
In the present work, we will primarily focus on molecular properties that are of expectation value type for a (Hermitian) one-particle operatorΩ,
where 'tr' denotes the trace of a matrix and the bookkeeping index s = ± indicates the properties ofΩ under time-reversal symmetry, with s = + (s = −) being (anti-)symmetric (anti-symmetric), that is,KΩK
The elements {D s pq } of the Kramers-restricted time-reversal (anti-)symmetric one-particle reduced density matrix (1-RDM) D s can be written in compact form with the help of the Kramers single-replacement operators (cf. Eq. (28)),
which bears resemblance to the elements of a spin-traced 1-RDM in nonrelativistic theory.
In passing, we note that similar expressions can be derived for (symmetrized) one-particle 
In a second step, if required, we construct, a time-reversal symmetric atomic spinor density matrix D + by extracting the imaginary phase from the corresponding time-reversal antisymmetric matrix where the elements of the symmetric matrix (dropping the upper index + from now on) read as 75 ,
The property density calculation in a Kramers-restricted atomic spinor basis then proceeds from the general ansatz 75 , 
and magnetization
these operators read asΩ = iα andΩ = iΣ, respectively. The imaginary phase i is required since both the Dirac α matrices, given here in x, y, z-direction as 
and the corresponding Dirac Σ matrices, given here in x, y, z-direction as 
are time-reversal antisymmetric 36, 37 . Note that other definitions of m exist, originating from a Gordon decomposition of the four-component relativistic charge current density 76-78 , but we follow in the present work the definition of Ref. 75 which states that Σ is the "natural" relativistic analogue for the (nonrelativistic) spin-operator σ, e.g., the Pauli spin matrices, in a four-component relativistic framework.
By virtue of Eq. (50), the first term on the right-hand side of Eq. (51) can be written
where S LX λκ is the atomic spinor overlap distribution
Likewise, similar considerations hold for the second term on the right-hand side of Eq. (51). In Table II we summarize the contributions needed for the evaluation of the property densities considered in this work, namely the current density j and magnetization m. 75 .
IV. NUMERICAL EXAMPLES A. Computational details
To benchmark our relativistic DMRG implementation in QCMaquis, we performed single-point energy calculations for the TlH molecule employing the same computational setup as described in Ref. 59 . A short summary of the computational details is given in the following. Orbitals and integrals in molecular spinor basis were computed with a development version of the DIRAC program package 71 using the four-component Dirac-Coulomb
Hamiltonian and triple-ζ basis sets for Tl (dyall.cv3z) 79, 80 and H (cc-pVTZ) 81 . C * 32v double group symmetry was assumed throughout all calculations for TlH. The active space for the DMRG-CI step comprised 14 electrons -corresponding to the occupied Tl 5d6s6p plus H 1s shells -in 47 Kramers pairs (94 spinors). The DMRG-CI calculations are mainly characterized by two parameters, (i) the number of renormalized states m and (ii) the truncation tolerance δ of the singular value spectrum. For the latter, we employed two different values in all calculations, namely an initial tolerance of δ initial =10 −40 and a final one δ final =10 −9 .
In the first three sweeps of each calculation we log-interpolated the truncation from δ initial to δ final , which was then applied until convergence. Subsequently, the m value was increased after each one of the first ten sweeps and then kept constant until the end of the optimization. To this end, the VISUAL module had been extended to read a one-particle reduced density matrix in molecular spinor basis provided by QCMaquis which was subsequently transformed from molecular to atomic spinor basis to yield the density matrix D (cf. Eq. (50)) that constituted the starting point for the property density calculation. The DMRG-CI wave function optimizations and property density calculations employed a common gauge origin, placed at the center of mass. The visual integration was carried out within the respective planes specified in Section IV C by employing a 12 bohr × 12 bohr grid with the Dy(III) center placed at the (0,0,0) origin and 600 steps along each side corresponding to 600 * 600 = 360000 integration points. Similar to the DMRG-CI setup for TlH, spinors for the MPS optimization were ordered according to orbital energies and pairing Kramers partners. The initial guess for the MPS in the starting sweep was based on random numbers (option init state=default in QCMaquis). The sweep procedure was terminated after converge to 10 −6 Hartree was reached for a given number of renormalized states m.
B. TlH
In order to assess the capabilities of our new four-component DMRG implementation, we compare absolute energies for the electronic Ω = 0 + ground state of the thallium hydride molecule at different Tl-H internuclear distances to our benchmark data provided in Ref. 59 .
Inspection of Table III reveals that the four-component DMRG-CI energy with m = 5000 is, although being below the best variational CI energy (4c-CISDTQ in Table III), still higher than the reference four-component CCSDTQ energy. We recall that DMRG is best suited for static-correlation problems, whereas TlH (close to equilibrium) is dominated by dynamic correlation as discussed on the basis of entanglement measures in Ref. 59 Finally, to achieve convergence in a DMRG-CI calculation usually requires a sufficient 
C. Magnetic properties
In the previous section, we assessed the performance of our relativistic DMRG approach for the calculation of total energies in a small diatomic molecule by comparison to data obtained with our pilot implementation 59 . In this section, we illustrate the potential of our new We therefore chose in this work to study the (charge) current density j and magnetization Turning to streamline plots for the bare Dy 3+ ion in Figure 13 , this picture changes significantly for both the magnetization (right-hand side of Figure 13 ) and, particularly the current density field (left-hand side of Figure 13 ). We find in either case sizable streamline intensities spatially close to the core and valence region of the atomic center as could be with particular atomic centers of the M8mod ligand. 
V. CONCLUSIONS AND OUTLOOK
In this work we presented the formulation and efficient implementation of a genuine relativistic DMRG approach that exploits a matrix-product representation of the Hamiltonian as well as the wave function. To this end, we introduced a Kramers-paired spinor basis as well as double group symmetry into an existing nonrelativistic MPS/MPO-based DMRG algorithm. To demonstrate the suitability of our new relativistic DMRG model towards an unbiased exploration of the chemistry and properties of heavy element complexes, we considered two sample molecular systems. As a first example, we revisited the electron correlation problem in the electronic Ω = 0 + ground state of the diatomic molecule TlH that became a standard test system for new relativistic correlated electronic structure electron approaches. With our relativistic DMRG model we were able to reach near full-CI accuracy for the absolute energy of the electronic ground state close to the equilibrium structure by considering an active orbital space as large as comprising 14 electrons in 94 spinors. Yet, to determine spectroscopic properties to high accuracy requires firstly to take into account dynamical electron correlation effects which can only be described to a certain extent in a DMRG model. Hence, we currently pursue the combination of our relativistic DMRG approach with (i) multireference perturbation theories such as CASPT2 89, 107, 108 and NEVPT2 to serve as paramagnetic tags for biomolecules, making those available to paramagnetic NMR measurements. Consequently, an obvious extension of our expectation-value based property calculation approach for MPS wave functions will be the determination of first-order magnetic properties such as EPR g-tensors and hyperfine A-tensors. In a relativistic (fourcomponent) framework, their calculation can be formulated as simple expectation values of well-defined one-electron operators 111 . Work in this direction is currently in progress.
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