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Emotion eliciting situations are accompanied by changes of multiple variables associated
with subjective, physiological and behavioral responses. The quantification of the overall
simultaneous synchrony of psychophysiological reactions plays a major role in emotion
theories and has received increased attention in recent years. From a psychometric
perspective, the reactions represent multivariate non-stationary intra-individual time
series. In this paper, a new time-frequency based latent variable approach for the
quantification of the synchrony of the responses is presented. The approach is applied
to empirical data, collected during an emotion eliciting situation. The results are compared
with a complementary inter-individual approach of Hsieh et al. (2011). Finally, the proposed
approach is discussed in the context of emotion theories, and possible future applications
and limitations are provided.
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INTRODUCTION
Researchers agree that emotion eliciting situations are accompa-
nied by changes of multiple variables associated with subjective,
physiological and behavioral responses. The reasons for a possible
coupling of the response variables is a topic of ongoing discussion
in various emotion theories. There is no uniform terminology
to describe the simultaneous changes of the response variables.
The term “coherence” is frequently used (e.g., Rosenberg and
Ekman, 1994; Reisenzein, 2000; Mauss et al., 2005; Sze et al., 2010;
Herring et al., 2011; Hsieh et al., 2011; Dan-Glauser and Gross,
2013) to describe the simultaneity of changes in the response
variables. Further terms that are used in the research commu-
nity to describe the interrelation of the responses are “synchro-
nization,” “organization of response systems,” or “concordance,”
Throughout this paper, the terms synchronization and synchrony
are interchangeably used to describe the simultaneous changes
of response variables. This article introduces a new approach
for the quantification of the synchrony of the response variables
that is able to account for non-stationarity. A signal is non-
stationary if its mean and covariance function are time-varying
(Brillinger, 2001). First, different assumptions regarding the func-
tionality of the synchrony concept in different emotion theories
are explained. Subsequently, the new approach, which basically
consists of two steps, is introduced. In a first step, time-frequency
based bivariate coherence measures are derived (Muma et al.,
2010). In a second step, these measures are used in an state space
modeling approach to obtain an overall synchrony measure of the
simultaneous activation of psychophysiological responses. The
approach is then applied to empirical data collected during an
emotion eliciting situation and compared with a complementary
approach of Hsieh et al. (2011). Finally, the proposed approach is
discussed in the context of emotion theories, and possible future
applications and limitations are provided.
ON THE FUNCTIONALITY OF SYNCHRONY OF RESPONSES IN EMOTION
THEORIES
Emotion theories make different assumptions regarding the
functionality of a synchrony of response variables: Basic emo-
tion theories state that different emotions have distinct and
coordinated patterns of physiological responses. According to
basic emotion theories, the specific psychophysiological response
variables are activated simultaneously during an emotional
experience but are less associated with each other during rest
(Tomkins, 1962; Izard, 1977; Ekman, 1992; Levenson, 1994).
A synchronized response is desirable as it prepares the body for
an adequate reaction to a stimulus and leads to an appropriate
reaction to environmental demands (Tomkins, 1962; Izard, 1977;
Ekman, 1992; Levenson, 1994). Different emotional responses
are organized by central mechanisms in the brain, such as the
amygdala (e.g., Whalen et al., 1998; LeDoux, 2000; Murphy
et al., 2003), orbitofrontal cortex (e.g., Hornak, 2003; Murphy
et al., 2003; Goodkind et al., 2012), the insular (e.g., MacLean,
1990; Damasio et al., 2000; Murphy et al., 2003), and other
brain regions (e.g., Ekman, 1992; Panksepp, 2008; Izard et al.,
2011). The synchronized specific responses in time and intensity
have been interpreted as evidence for the existence of a causal
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mechanism (e.g., Kettunen et al., 1998; Levenson, 2003). Further,
emotions can also activate so called ’affect programs’ that include
behavioral and physiological changes, that might be similar for
different individuals (Tomkins, 1962; Ekman and Cordaro, 2011).
For example, fear, anger, or amusement may be accompanied
by a specific reaction pattern in terms of subjective experience,
physiology, and behavior (Ekman, 1992; Murphy et al., 2003;
Levenson, 2011; Panksepp and Watt, 2011).
A different viewpoint is taken by so-called dimensional
approaches that do not classify the emotional experience in dis-
tinctive categories, such as anger or fear. Instead, these approaches
discriminate between different emotional states by introducing
a two-dimensional space that is spanned by valence (plea-
sure/displeasure) and arousal (activated/deactivated) as suffi-
cient means to discriminate between different emotional states
(Russell, 1980, 2003; Barrett and Russell, 1998; Barrett, 2006).
Higher dimensional spaces have been proposed by e.g., Bradley
and Lang (1994) or Fontaine et al. (2007). The assumption that
an event causes an emotion and the emotion causes a synchro-
nized, specific change in cognition, behavior, and physiological
reaction is criticized by Russell (2003). Instead, in the concep-
tual framework of the core affect, the hypothesis is made that
that emotions do not have a common cause. From this perspec-
tive, a synchrony between the responses is not required (see also
Barrett, 2006; Russell, 2009). On grounds of genetic differences,
personal experiences (e.g., Lykken and Tellegen, 1996), respon-
siveness to stimuli, attributions, and other factors, individuals
can respond differently to the same emotion eliciting situation
(Russell, 2003). Hormonal changes, endocrine dysfunction, ill-
ness, satiety and diurnal rhythms can internally influence the
emotional response (Russell, 2003), which results in very spe-
cific patterns of psychophysiological variables on the intra- and
inter-individual level.
A third body of research relies on the concept of appraisal.
Appraisal indicates an evaluation of the situation regarding its
personal significance (Lazarus, 1991) and therefore, in the same
situation there can be a great variation between the emotional
state of individuals (Scherer et al., 2006; Kuppens et al., 2009).
Still, a synchronous response during an emotional episode is
expected (Scherer, 2009). Some of the appraisal theories view
the appraisal of a situation, and not the event itself (as projected
by the basic emotion theory; Russell, 2003), as a causal mecha-
nism responsible for the elicitation of an emotion (e.g., Schachter
and Singer, 1962; LeDoux, 1989; Roseman et al., 1990; Scherer,
1993). Lewis (2005), on the other hand, assumes a recursive, com-
plex relationship between subsystems of the nervous system and
hence, not a linear relationship of one causal mechanism fol-
lowed by a cascade of responses. Grandjean et al. (2008) consider
various feedback loops between the synchronized response of
the peripheral-, motivational-, monitor-, cognitive-, and motor-
system to be responsible for the conscious awareness of an emo-
tion (e.g., Scherer, 1984, 1987, 2009; Fries, 2005). The synchrony
of multiple response variables, however, is considered to be nec-
essary for a conscious emotional experience (Grandjean et al.,
2008). Also, several appraisal approaches support discrete cate-
gories of emotion (e.g., Oatley and Johnson-laird, 1987; Roseman
et al., 1990) while others approve the dimensional perspective
(e.g., Scherer et al., 2006; Kuppens et al., 2012; Wu et al., 2012).
The above approaches are theoretical and the question remains
how to quantify the synchrony of the response variables. The
specific response variables constitute multivariate time series
with time-varying distributions. Additionally, (Dan-Glauser and
Gross, 2013) recently stated that defining a measure of syn-
chrony is a challenging and timely topic in emotion theory. In the
following section, the results concerning the synchrony of periph-
eral physiological response variables during emotion eliciting
situations are reviewed.
THE SYNCHRONY OF PERIPHERAL PHYSIOLOGICAL RESPONSE
VARIABLES DURING EMOTION ELICITING SITUATIONS: A BRIEF
REVIEW OF RESULTS
In early psychological research of emotion and stress, the syn-
chrony of peripheral physiological measures was a major focus
of the analyses (Wenger, 1942; Lacey and Lacey, 1958; Lazarus
et al., 1963; Nesse et al., 1985). For example, the autonomic
response system (ANS) plays an important role during stress
(e.g., Carroll et al., 2009; Bibbey et al., 2013), posttraumatic stress
disorder (e.g., Zucker et al., 2009; Ehlers et al., 2010) or anxiety-
disorders like panic-attacks (e.g., Roth et al., 1988; Meuret et al.,
2011). Information on the temporal interdependences of periph-
eral physiological measures can enhance the understanding of
the underlying functioning of the ANS (Kettunen et al., 1998;
McAssey et al., 2013) and can provide important information
about the psychophysiological processes during an emotional
episode (McAssey et al., 2013). However, it is unclear under which
conditions, and to what exact quantitative extent, a synchronous
physiological reaction occurs (Hsieh et al., 2011; McAssey et al.,
2013). Applying intra-individual time series models, (Kettunen
et al., 1998) reported that the synchronization between electro-
dermal activity and heart rate within an individual is associated
with a higher level of arousal and behavioral activity (see also
Lazarus et al., 1963). In their stochastic network configuration
approach, (Hsieh et al., 2011) found three clusters within an over-
all system that is formed by 15 psychophysiological signals: one
behavioral cluster and two physiological clusters (blood pressure
and cardiovascular parameters). They reported a higher synchro-
nization between the different clusters as the intensity of an
emotional stimuli was measured from a neutral condition, sug-
gesting that there is a higher association during an emotional
experience episode. A higher synchrony was also reported within
each cluster. Based on brain activity analysis, (Costa et al., 2006)
found by using a synchronization index, a higher synchrony of
various EEG channels during emotional film stimuli than dur-
ing neutral film clips. Their results indicate a higher information
exchange during emotional responses (for similar results see also
e.g., Miskovic and Schmidt, 2010).
Numerous studies on psychophysiological correlates of emo-
tional stimuli have been undertaken. However, reactions from
emotion eliciting stimuli are not universal on the inter- and intra-
individual levels. Individuals vary in the intensity and duration
of an emotional episode in terms of subjective experience, phys-
iological and behavioral reactions (e.g., Grandjean et al., 2008;
Kuppens et al., 2009). Thus, physiological response patterns dur-
ing emotion tend to differ between individuals (e.g., Marwitz
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and Stemmler, 1998; Kristjansson et al., 2007). Kristjansson et al.
(2007) applied a two level growth curve model, in which the first
level explains the variance within participants and the second
level the variance between participants. Marwitz and Stemmler
(1998) used correlations and ANOVA to analyze individual
response specificity. The physiological responses were found to
be influenced by the individual appraisal (see Scherer, 2009, for
an overview) , emotion regulation (e.g., Gross and Levenson,
1993, 1997; Dan-Glauser and Gross, 2011), and context specific
attributes (see Cacioppo et al., 1992, for an overview). Dan-
Glauser and Gross (2011), Gross and Levenson (1993), and Gross
and Levenson (1997) used ANOVAs to detect the effect of emo-
tion regulation on physiological data. Dan-Glauser and Gross
(2013) showed in their study, by applying cross-correlations, that
synchrony within the physiological channel decreased, if partici-
pants were instructed to suppress their emotions. Lacey and Lacey
(1958), on the other hand, showed that the physiological response
can also vary within an individual (see also Cacioppo et al.,
1992). As described in the previous section, basic emotion the-
ory, as well as some of the appraisal approaches, suggest a higher
intra-individual synchrony during emotion. Nevertheless, some
responses, e.g., respiratory and cardiovascular measures (respi-
ratory sinus arrhythmia; RSA) are also synchronized in order
to assist biological functions within our body (Yasuma, 2004;
Ben-Tal et al., 2012; Garcia et al., 2013).
In contrast to the large number of studies that examine the
correlates of emotional response systems to emotional stimuli
(Rosenberg and Ekman, 1994; Calvo and Miguel-Tobal, 1998;
Reisenzein, 2000; Bonanno and Keltner, 2004; Mauss et al., 2005;
Sze et al., 2010; Hsieh et al., 2011; Dan-Glauser and Gross, 2013),
there are only a few empirical studies that provide a quanti-
tative measure of synchrony (Wenger, 1942; Lacey and Lacey,
1958; Lazarus et al., 1963; Nesse et al., 1985; Kettunen et al.,
1998). There may be several reasons for this: Firstly, the analysis
of physiological response variables is difficult, since they require
multivariate, nonlinear, and non-stationary analysis methods
(Zong and Chetouani, 2009). Non-stationarity arises when the
joint probability density function (pdf) of the response variables
changes over time (see next section for more details). Most of
the approaches applied so far e.g., cross-correlation, implicitly
rely on the stationarity of the physiological signals, and such an
assumption is not fulfilled in practice (Muma et al., 2010).
Secondly, specifying a model that quantifies a time-varying
synchrony of multiple response variables is not trivial (Dan-
Glauser and Gross, 2013).
Thirdly, not only the psychophysiological responses, but also
the emotions, impose additional challenges and the demand
for sophisticated analytical methods. Emotions have often been
treated as static phenomena, similar for different individuals, and
have been analyzed by using nomothetic approaches, neglect-
ing the intra-individual variability and the dynamic process of
an emotional experience (Kuppens et al., 2009). Inter-individual
analysis of the mean values of physiological responses overlooks
the possible synchronous response within an individual over time.
Therefore, an intra-individual analysis is more appropriate for the
analysis of synchrony (Lazarus et al., 1963; Mauss et al., 2005;
Hsieh et al., 2011). In the following section, a new approach,
which takes the non-stationarity of the data into account, is intro-
duced for analyzing multivariate synchrony of peripheral physio-
logical measures in an individual during an emotional event.
A NEW APPROACH FOR THE QUANTIFICATION OF
SYNCHRONY OF MULTIVARIATE PSYCHOPHYSIOLOGICAL
SIGNALS
In this section, we introduce a new time-frequency based latent
variable approach for the quantification of the synchrony of
peripheral physiological responses, such as the activity of the
heart, respiration, and the electrodermal activity level. The con-
cepts of spectral bivariate coherence and time-frequency bivariate
coherence from a signal processing perspective are first discussed.
These concepts provide the basis for the quantification of syn-
chrony of non-stationary psychophysiological response variables.
Bivariate coherences are used as indicators of a latent state-space
model, which quantifies one latent synchronized variable1.
SPECTRAL BIVARIATE COHERENCE
A frequently used function to examine the linear relation at
frequency f between two signals x(t) and y(t), which are a func-
tion of time t, is the spectral coherence CXY (f ) (Marple, 1987;
Brillinger, 2001), which is defined according to
CXY (f ) = SXY (f )√
SXX(f )SYY (f )
. (1)
Here, SXY (f ), SXX(f ), and SYY (f ) denote the cross-spectrum and
the auto-spectra of x(t) and y(t), respectively. The signals x(t)
and y(t) can, e.g., be two different psychophysiological time series
measurements. In practice, spectra can be estimated, e.g., based
on the periodogram, which is computationally efficient, since it
uses the fast Fourier transform (FFT; Brigham, 2002). The raw
periodogram is not a consistent spectral estimate, since its mean-
squared error does not decrease to zero as the number of samples
used in the computation increases to infinity (Marple, 1987).
Consistent spectral estimates can be obtained, e.g., byWelch’s and
Bartlett’s methods, by approaches that: (i) split the original mea-
surement into K segments, for which the periodogram is com-
puted and (ii) obtain the overall spectral estimate by averaging
over the K periodograms of the segments. Alternatively, consis-
tency can be achieved by the Blackman-Tukey estimator which
performs a smoothing of the periodogram. This is achieved by a
convolution of the periodogram with a spectral window to reduce
the variance. In the time-domain, this operation corresponds to a
multiplication of the sample covariance sequence with a lag win-
dow of smaller size than the data size (Stoica and Moses, 2005).
CXY (f ) displays the consistency-of-phase-relationship
between x(t) and y(t) and provides a frequency selective measure
of the phase coupling between the two signals (Brillinger, 2001).
The values of the magnitude squared coherence |CXY (f )|2 will
always satisfy the relationship 0 ≤ |CXY (f )|2 ≤ 1. Since CXY (f ) is
normalized by the product of the auto-spectra (see Equation 1),
1In this paper a distinction between spectral coherence and synchrony is
made. Spectral coherence is a well defined bivariate measure in the signal
processing literature (Marple, 1987; Brillinger, 2001). The term “synchrony”
defines an underlying latent state of an overall system-wise synchrony.
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it is independent, e.g., of different amplitudes of x(t) and y(t).
If x(t) and y(t) are completely uncorrelated, their coherence will
be zero. If, on the other hand, |CXY (f )|2 = 1 then y(t) can be
fully predicted from x(t) by a linear and time-invariant system
(Marple, 1987). The case |CXY (f )|2 < 1, as described in Bendat
and Piersol (1990), may be either due to: (i) noise entering the
measurements, (ii) a non-linear functional relationship between
the signals, or (iii) further inputs in addition to x(t) contribut-
ing to the output. It should be emphasized, however, that the
above mentioned statements about CXY (f ) are only valid for sec-
ond order stationary signals (Marple, 1987; Bendat and Piersol,
1990; Brillinger, 2001). Second order stationarity implies a con-
stant mean and variance, as well as an autocovariance function
that does not depend on t. To overcome the limitations that arise
from the assumption of stationary signals, coherencemeasures for
non-stationary signals have been developed. These are based on
the wavelet transform (Grinsted et al., 2004) and time-frequency
distribution based methods (White and Boashash, 1990; Matz
and Hlawatch, 2000; Muma et al., 2010; Orini et al., 2011). The
following example illustrates some limitations of classical spectral
coherence analysis and provides motivation for the use of time-
frequency representations. Figure 1 displays the time, frequency,
and joint time-frequency representations of two non-stationary
signals x(t) and y(t).
• x(t) consists of a superposition of a linear frequencymodulated
signal (a signal that consists of a single frequency component
whose instantaneous frequency changes linearly over time;
starting at 1Hz for t = 0 and reaching 2Hz at t = 20 s) and
two sinusoidal signals with frequencies of 3Hz and 4Hz.
• y(t) consists of a superposition of a linear frequencymodulated
signal (an instantaneous frequency starting at 1Hz for t = 0
and reaching 2Hz at t = 20 s) and a sinusoidal signal with a
frequency of 4Hz and of 10 s duration.
The time-frequency representation, like a sheet of music, dis-
plays the frequency content of a signal evolving over time. This
wealth of information is lost when only the frequency domain
is considered, since in the spectrum estimation process, averag-
ing over time is performed. The loss of information is passed on
to the spectral coherence measure CXY (f ). Figure 2 (first panel)
displays the spectral coherence estimate for the above example.
CXY (f ) only indicates that there is a high synchrony between x(t)
and y(t) in the frequency region between 1 and 2Hz, but the
evolution/progression over time is averaged out. Furthermore,
CXY (f ) takes a value of about 0.5 at a frequency of 4Hz, suggest-
ing a moderate coupling between the signals. This average value
neglects the fact that the coherence is nearly equal to one for half
of the time and zero for half of the time. These examples illustrate,
if the signals are non-stationary, i.e., their spectra evolve over
time, that it is important to take the time variation information
into account when establishing measures of coherence.
TIME-FREQUENCY BIVARIATE COHERENCE
The notion of time-frequency (TF) coherence was first defined
by White and Boashash (1990) and then extended by Matz and
Hlawatch (2000). The definition is
CXY (t, f ) = SXY (t, f )√
SXX(t, f )SYY (t, f )
, (2)
where SXY (t, f ), SXX(t, f ) and SYY (t, f ) are the cross and auto
time-frequency distributions of x(t) and y(t), respectively. There
exist some conditions, which are stated in Matz and Hlawatch
(2000), that are necessary forCXY (t, f ) to be well defined and pro-
duces meaningful results. In particular, these conditions guaran-
tee that 0 ≤ |CXY (t, f )|2 ≤ 1, where |CXY (t, f )|2 = 0 for uncorre-
lated signals and |CXY (t, f )|2 = 1 if x(t) and y(t) are related via a
linear time-invariant filter of sufficiently short length compared
to the stationarity width (for details see White and Boashash,
1990).
The time-frequency distribution used in this paper, is the spec-
trogram which satisfies the conditions for CXY (t, f ) to be well
defined and has been suggested for use in TF coherence estima-
tion by White and Boashash (1990). The spectrogram is based
on the short-term Fourier transform (STFT), and is simply a
sequence of FFTs of windowed data segments, where the windows
overlap in time. The spectrogram is defined as the magnitude
square of the elements of the STFT. The spectrogram yields a
time-frequency plot which contains columns of spectral esti-
mates for a specific moment in time. In addition to the choice
of the nature of the time-frequency distributions that underpin
SXX(t, f ), SYY (t, f ) and SXY (t, f ), it is also necessary to perform a
smoothing operation on the distributions, (Matz and Hlawatch,
2000). In this paper, as in Muma et al. (2010), the smoothing is
performed by a 2 dimensional filtering with a Gaussian kernel as
shown in Figure 3. The parameters of the Gaussian kernel define
the time and frequency resolution capability ofCXY (t, f ) and have
been chosen such that both sharp changes in time (time reso-
lution) and individual frequency regions of interest (frequency
resolution) can be resolved. Figure 2 (second panel) illustrates the
resolution capabilities based on the signals displayed in Figure 1.
It can be seen that CXY (t, f ) is able to display the time-varying
coherence of the two non-stationary signals. As discussed ear-
lier, this is not possible with the spectral coherence CXY (f ),
alone. Similarly, time domain methods, that rely on stationarity,
e.g., correlation coefficients, cannot adequately describe the time-
varying relationship between these two exemplary non-stationary
signals. In particular, computing the correlation coefficient relies
on a non time-varying correlation function (i.e., stationarity).
To illustrate the usefulness of time-frequency based methods
for analyzing psychophysiological data, three synchronously mea-
sured signals have been considered: An electrocardiogram (ECG)
signal, a respiratory signal, and a signal measuring the electroder-
mal activity level (EDA). The results are shown in Figure 4. Visual
inspection quickly reveals that the spectra change over time, indi-
cating the non-stationarity of the signals. A more formal testing
for stationarity of some physiological signals, among them ECG
signals and respiratory signals, has been performed in Muma
et al. (2010) using a frequency domain test, suggested by Brcich
and Iskander (2006). The test is able to determine if stationarity
exists at a given frequency region of interest. The test, in general,
rejected the hypothesis of stationarity for ECG and respiratory
signals.
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FIGURE 1 | Example of two non-stationary signals in time, frequency and time-frequency domains.
As can be seen in Figure 4, the power of the signals is not
evenly spread out in the time-frequency plane, but instead is con-
centrated in delineated regions. If only one such region exists,
the signal is referred to as “mono-component,” while if multi-
ple delineated regions exist, the signal is referred to as “multi-
component.” For example, a linear frequency modulated signal is
a mono-component signal. An ECG signal is a multi-component
signal, which consists of the pulse frequency region (varying
between about 1.2 and 1.4Hz for the example shown in Figure 4,
first panel) and its harmonics, which are located in regions given
by integer multiples of the pulse region. The power of the EDA
(Figure 4, second panel) and respiration (Figure 4, third panel)
signals is primarily concentrated in one region, with only a small
amount of power in other regions. Unlike the ECG and respira-
tion signals, the EDA, in general, does not have a cyclic nature,
but contains trends and abrupt changes. Most of its signal power
is concentrated in the lowest frequencies (see Figure 4, second
panel) and forms the delineated region of the EDA in the time-
frequency plane. However, analysis of the EDA data showed that
the EDA signal also contains power in other regions during some
time intervals. For example, frequency domain analysis shows
that both the EDA data of Figure 5 (first panel) and the syn-
chronously measured respiration signal Figure 5 (second panel)
contain power in the region around 0.4Hz. Coherence analysis
can reveal whether this is a coincidence. An interesting question
is if or when this coherence occurs and whether the method of
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FIGURE 2 | Spectral coherence and time-frequency coherence of the simulated non-stationary signals.
coupling depends on an emotional state. The existence of a small
amount of power in higher frequency regions of the EDA signal, is
evident in Figure 6where the element-wise logarithm of the time-
frequency distribution of the EDA signal depicted in Figure 4,
second panel, is shown. For this example, the pulse frequency
region and its harmonics become clearly visible in the EDA sig-
nal. For a thorough analysis of EDA signals, the interested reader
is referred to Lim et al. (1997) .
Figure 7 plots the pairwise coherences (as given by Equation
2) of the three signals. For this example, the coherence between
the ECG and EDA signals (first panel) is “high” in the pulse
frequency region and its harmonics, while it is “low” in the
frequency region that contains most of the EDA signal power.
The coherence between the ECG and respiration signals (second
panel), on the other hand, takes maximal values at the respi-
ration frequency region, is “moderate” at the pulse frequency
region and its harmonics, and “low” elsewhere. The coherence
between the EDA and the respiration signals (third panel) is
low for the respiration and EDA frequency regions and “mod-
erate” elsewhere. Instead of a narrative description of the pair-
wise relationships, we briefly describe a scalar measure which
quantifies this information. For this, the concept of coherences
within delineated regions in the time-frequency plane, as detailed
in Muma et al. (2010), is followed. Figure 8 shows the pulse
and respiration frequency regions. Muma et al. (2010) proposed
an algorithm to detect these regions within the time-frequency
plane. The idea of the algorithm, in brief, is: First, the frequency
of the auto-spectrum that contains maximal energy fmax,0 is
determined for a data segment, in our case, of length 10 s. The
frequency of maximal energy fmax(t) of the non-stationary sig-
nal varies around fmax,0 and can be found by searching near
the maximal value of the periodogram at each time instant. The
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FIGURE 3 | The implementation of the Gaussian smoothing kernel.
Smoothing of the time-frequency distributions is necessary for CXY (t, f ) to
be well defined and produce meaningful results.
delineated regions include all neighboring frequencies for which
the power drops less than 3 decibel compared to fmax(t). By
applying a mask onto CXY (t, f ), which is equal to one within
the detected regions and zero elsewhere (see Figure 8), analysis
is restricted to the regions of interest. Note that, unlike classi-
cal spectrum based heart rate variability (HRV) analysis, (e.g.,
Niskanen et al., 2004; Acharya et al., 2006) and references therein,
fixed frequency bands (VLF, LF, HF), which are set a-priori and
remain constant over time, are not assumed. Our algorithm auto-
matically adapts the frequency region of interest over time to
the data at hand. Based on this, scalar time-varying coherence
measures between two signals, such as, for example, the aver-
age coherence at a frequency region of interest for each time
instant, can be determined. Figure 9 plots the pairwise (bivari-
ate) coherence measure for the three signals in the respective
frequency regions. It is clearly visible from these examples that
a coupling between the signals exists and that the amount of
synchronization varies over time. In the next section, a system-
wise coherence measure based on the pairwise coherences, is
defined.
A LATENT STATE SPACE MODELING APPROACH TO A SYSTEM-WISE
SYNCHRONY MEASURE
In this subsection, the well-known state space modeling approach
(e.g., Durbin and Koopman, 2001) is used to specify an over-
all synchrony measure. The basic idea is to use the multivariate
time series of pair-wise coherence measures within delineated
frequency regions (see previous subsection and Figure 9) and
to specify a measurement model that operationalizes a latent
variable which represents an underlying state of an overall system-
wise synchrony. In addition to the measurement model, a struc-
tural model describes the regression of a state relative to its
previous states.
For a given individual i, the specification of the measurement
and structural model is given in the so-called non-innovation
form (e.g., Gilbert, 1993):
zit = Htξit + Rteit (3)
ξit = Ftξi(t−1) + Gtuit + Qtηit (4)
In the measurement model (Equation 3), we assume that a given
p-dimensional observed variable zit , at time point t, can be
regressed on a q-dimensional (latent) state vector ξit , where eit
is a p-dimensional residual vector (white noise). The variable zit
hereby includes the pair-wise coherence measures in selected fre-
quency regions (delineated regions), whereas ξit represents the
overall synchrony for an individual i at time point t, which is
the variable of interest. The estimation of the pair-wise coherence
measures is described in the previous section.Ht and Rt are time-
varying coefficient matrices, respectively of dimensions (p × q)
and (p × p) that reflect the time-varying relationship between
the latent variable vector ξit and the observed variable vector
zit , and the time-varying relationship between the residual vec-
tor eit and the observed variable vector zit , respectively. In the
structural model (Equation 4), it is assumed that the state vec-
tor ξit can be regressed on a previous state vector ξi(t−1) and
on a m-dimensional covariate vector uit (e.g., an intervention),
where ηit is a q-dimensional latent residual (white noise) vec-
tor. Again, Ft(q × q),Gt(q × m), and Qt(q × q) are time-varying
coefficient matrices. The coefficient matrixHt indicates the time-
dependent strength of the relationship of the state variable ξit and
its indicators/measures.
Predictions of latent states (ξi(t+1)) can be conducted, for
example, by applying the Kalman filter (e.g., Grewal and Andrews,
2001; Shumway and Stoffer, 2006). By using a smoothing algo-
rithm (e.g., Durbin and Koopman, 2001), scores for the latent
variable ξit can be derived for the time series. The model parame-
ters can be, for example, determined via a maximum likelihood
estimator and imposing additional distributional assumptions
(for example, normality of the latent variable ξit). It is not pos-
sible to freely estimate all the parameters in Equations (3) and
(4). In order to have an identified model, the typical additional
restrictions of latent variable modeling (e.g., scaling variables)
are needed (Bollen, 1989). For a given individual i the time-
dependent pattern of the parameters reflects the changing struc-
tural relationship of the individual reactions in the observed
variables over the course of time; specifically, here, the psy-
chophysiological responses (e.g., Marwitz and Stemmler, 1998).
The time series of the resulting latent states ξit represents the
course of the overall system-wise synchrony.
Figure 10 gives an example of a time series of the system-wise
synchrony measure (latent state variable ξit) during an emotional
episode. The first 10 s (100 points) show the synchrony while
a participant was watching a affective neutral picture (barstool:
#7025) of the International Affective Picture System (IAPS; Lang
et al., 2008). During the last 10 s (100 points) the participant
was confronted with a disgust eliciting picture (half ripped-off
finger: #3150). As a descriptive result, it can be seen the over-
all synchrony measure was, on average, higher during the disgust
eliciting picture than during the neutral picture.
APPLICATION OF TWO APPROACHES FOR THE
QUANTIFICATION OF SYNCHRONY USING DATA FROM AN
EMOTION REGULATION STUDY
In this section, we illustrate the application of the proposed mea-
sure of synchrony, and the application of a measure proposed by
Hsieh et al. (2011), to data from a larger emotion regulation study
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FIGURE 4 | Example of ECG, EDA and respiration signals in time, frequency and time-frequency domains.
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where psychophysiological signals were collected while partici-
pants were watching funny film clips. First, a short description
of the larger study, is given. Second, assuming that the induc-
tion of emotions leads to person-specific changes in synchrony of
the psychophysiological signals, the time series of the overall syn-
chrony measure is analyzed by applying the proposed approach.
Third, the results are compared with those obtained by using the
approach for the quantification of the (aggregated) synchrony of
Hsieh et al. (2011).
DESCRIPTION OF THE EMOTION REGULATION STUDY
Participants
The sample of the emotion regulation study consisted of 58
German male undergraduate students of engineering. The mean
age of the overall sample was 23.11 years (SD = 3.72). The proce-
dure was fully explained to participants before written informed
consent was obtained. Participants took part in a lottery where
they could win a portable media player.
Procedure
Participants watched a random sequence of two funny clips (each
10-min long), which were cuts of the German version of the slap-
stick comedy film “You Don’t Mess with the Zohan,” starring
Adam Sandler. In a small pilot-study, ratings of the clips showed
that one film clip was slightly funnier than the other. Blood pres-
sure was measured 5 and 10min after each clip. Physiological
measures were obtained continuously, and self-reported ratings
of experienced amusement were collected for each film clip.
FIGURE 5 | Example of synchronously measured EDA and respiration signals that both contain a cyclic component at the frequency region of
approx. 0.4Hz.
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FIGURE 6 | Element-wise logarithm of the time-frequency distribution of the EDA signal depicted in Figure 4, second panel. For this example, the pulse
frequency region and its harmonics become clearly visible in the EDA signal.
Measures
The data consisted of physiological and subjective responses dur-
ing the film clips. The subjective responses are not considered
here. Physiological measures were continuously sampled with a
frequency of 256Hz. The following signals were obtained using a
BIOPAC MP150 System (Biopac Systems Inc., 2011): ECG, EDA,
and respiration signals. In addition to these continuous signals,
discrete measures of systolic and diastolic blood pressure were
taken every 5min. In this article, analysis was restricted to the
ECG, the EDA, and the respiration signalw.Motion artifacts in the
ECG signals were removed using a method proposed by Strasser
et al. (2012).
APPLICATION OF THE PROPOSED APPROACH FOR THE
QUANTIFICATION OF SYNCHRONY
In order to obtain an overall quantity of the synchrony, the fol-
lowing two step procedure was applied. First, the time-frequency
based pairwise coherence measures were obtained. Using three
signals (here: ECG, EDA, and respiration) results in six pairwise
measures (two measures for each pair of physiological signals;
see for example Figure 9). Figure 11 gives an example of the six
resulting time series for one participant over a period of 120 s.
During the first 60 s, the participant was watching the film clip,
which was rated as moderately funny. During the last 60 s, the
participant was shown the funnier film clip. As can be seen from
Figure 11, some of the pairwise measures are very similar (for
example Series 5 and 6).
Second, the obtained pairwise measures zit = (z1it,
z2it, . . . , z6it)T were indicators of a single overall latent variable
ξit time series of the system-wise synchrony using the state-space
modeling approach as described above (cp. Equation 3). For a
given person i, the measurement variable vector is given as:
zit = (z1it, z2it, . . . , z6it)T = (a1i, a2i, . . . , a6i)T
+ (h1i, h2i, . . . , h6i)Tξit + (e1it, e2it, . . . , e6it)T (5)
where a1i, . . . , a6i represent additional intercepts, h1i, h2i, . . . , h6i
are loadings, and e1it, . . . , e6it ∼ N(0, σe). N(0, σe) is the zero
Gaussian distribution with a standard deviation equal to σe.
The latent variable ξit was assumed to be uni-dimensional (see
Equation 4), reflecting the overall synchrony. For a given person
i, the structural model is given as:
ξit = g1i + f1iξi(t−1) + ηit (6)
where g1i is an intercept, f1i is a regression coefficient, and
ηit ∼ N(0, ση). Figure 12 provides examples of overall synchrony
measures for two participants. Again, during the first 60 s, partic-
ipants were watching a film clip, which was rated as moderately
funny. During the last 60 s the participants were shown a funnier
film clip.
Table 1 presents parameter estimates, standard error estimates,
and confidence intervals for two participants (see Equations 5, 6).
The results between the two participants vary substantially. As can
be seen from Table 1, for participant #1 the loadings h1 and h3 are
not significant and thus the measures z1 and z3 are not reliable
indicators of synchrony. The other indicators (z2, z4, z5, z6) indi-
cate the degree of overall synchrony. In contrast, for participant #2
a different set of indicators (z1, z4, z5, z6) imply an overall level of
synchrony. Furthermore, the sign of the loading of indicator z4 is
different, which means that for participant #1 an increase in the
overall synchrony leads to an increase in the relationship of the
two variables associated with respiration and EDA (h4 = 0.97),
while for participant #2 an increase in the overall synchrony leads
to an decrease in the relationship of the two variables associated
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FIGURE 7 | Example of coherences between ECG, EDA, and respiration
signals in the time-frequency domain. The first panel shows the
coherence between the ECG and EDA signals, the second panel shows the
coherence between the ECG and respiration signals, and the third panel
shows the coherence between the EDA and respiration signals.
with respiration and EDA (h4 = −0.39). These simple examples
show that the patterns of synchrony of the psychophysiological
signals are very person-specific.
APPLICATION OF A COMPLEMENTARY APPROACH FOR THE
QUANTIFICATION OF THE SYNCHRONY PROPOSED BY
HSIEH ET AL. (2011)
To provide a comparison to existing procedures, the recently pro-
posed method by Hsieh et al. (2011) is applied to the dataset.
The method estimates an aggregated system-wise synchrony by
creating a stochastic network, where high connectivity corre-
sponds to high synchrony of the J = 3 signals (here: ECG, EDA,
and respiration signals). First, receiver operating characteristics
(ROC) were obtained. For a random variable X, the ROC dis-
plays the probability of correct detection, i.e., the probability of
correctly accepting the null hypothesis, as a function of x, vs. the
probability of false alarm, i.e., the probability of falsely accepting
the null hypothesis, as a function of x. In our experiment the null
hypothesis (H0) is associated to the time interval with the mod-
erate funny film clip, i.e., the baseline, while the alternative (H1)
is associated with the funnier (emotionally more activating) film
clip. The ROC areaA is defined as the area between the ROC curve
and a diagonal line given by an identity function:
A =
∫ 1
0
(P(H0|H0, x) − c(x))dP(H0|H1, x)
dx
dc(x).
Here, c(x) is a linear function, that maps the interval of x onto the
interval [0, 1], which is equivalent with the diagonal line in this
context. P(H0|H0, x) and P(H0|H1, x) are the probabilities of cor-
rect detection and false alarm given a threshold at x, respectively
(Hsieh et al., 2011). For the signals acquired while the partici-
pants were watching both film clips, in accordance with Hsieh
et al. (2011), are divided into K2 = 12 non overlapping segments.
The ROC areas were then calculated by defining P(H0|H0) as the
probability of deciding for a particular film clip given that the
participants were actually watching this film clip. In this case,
we used the cumulative distribution function (CDF) of the sin-
gle segments, and P(H0|H1) as the probability of deciding for a
particular film clip given that the other film clip was watched.
P(H0|H0) and P(H0|H1) are used to form the CDFs of the baseline
and of the activation phase, respectively.
In the second step, the Spearman rank coefficients of the ROC
areas of 24 non-overlapping blocks were calculated. These were
formed by 12 blocks of 50 s each from the emotionally neutral
phase and 12 blocks of 50 s each from the emotionally eliciting
phases. It should be noted that the acquired signal blocks exhib-
ited a non-stationary character. By calculating the Spearman rank
coefficients of the ROC area sequences of the non-stationary sig-
nal blocks for each individual and signal-pair, a single scalar value
is obtained as an averaged measure of coherence. This scalar does
not take into account any stochastic changes of the signals, and,
hence, it disregards significant information. Applying this proce-
dure to every subject and signal pair, yields a J × J rank coefficient
matrix for each subject and phase. Applying
pˆ(h|j, j ′) = 1
M
max
{
M∑
m= 1
1{ρˆ(m)(j,j′)> h},
M∑
m= 1
1{ρˆ(m)(j,j′)<−h}
}
(7)
from Hsieh et al. (2011) with the critical value h = 0.344 taken
from the Spearman rank distribution table (see Zar, 1972; for n =
24 and α(1) = 0.05), yields a J × J matrix, called the partition
matrix:
pˆ(h) =
⎡
⎣ − 0.3820 0.42700.3820 − 0.3146
0.4270 0.3146 −
⎤
⎦ ,
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FIGURE 8 | Example of coherences within delineated regions, i.e., the pulse and respiration regions, between ECG and respiration signals.
Here the 1st, 2nd, and 3rd rows and columns belong to the ECG,
EDA, and respiratory signals, respectively.
In the third step, a stochastic network was defined, where
the nodes correspond to the ECG, EDA, and respiratory sig-
nals, and the edges were defined by values from the partition
matrix pˆ(h). To introduce randomness, a matrix u was formed
whose entries were generated by the uniform distribution on the
interval [0, 1]. In general, an edge between two nodes j, j′ was
established, if bcon(j, j ′) = p(j, j ′) > u(j, j ′), i.e., if the Boolean
matrix bcon had a “1” entry at (j, j′). If p(j, j′) ≤ u(j, j′), there
was no connection between j and j′ nd the correspondent entry
in the bcon matrix was 0. Each node of the stochastic network is
either activated or inactive. To test for system-wise synchrony, in
the beginning, a node must be selected for activation. After acti-
vation, the node sends a signal, via its edges, to other directly
connected nodes, which then activate their neighboring nodes.
After sending out the signal, the node that was activated in the
first place becomes inactive. This activation, and inactivation,
of nodes was iterated until (i) all nodes became activated, in
which case system-wise synchrony was achieved, or (ii) a sys-
tem state was obtained for which system-wise synchrony was
impossible to achieve. For J nodes, this was done J times, each
time activating a different node at the beginning. In our case
FIGURE 9 | Example of the pairwise coherence measure based on
the concept of delineated regions in the time-frequency plane as
shown in Figure 8. Series 1 & 2 plots the coherence of the ECG
and EDA signals in the pulse region (solid) and EDA region (dashed),
respectively. Series 3 & 4 depict the coherence of the respiration and
EDA signals in the respiration region (solid) and EDA region (dashed).
Series 5 & 6 depict the coherence of the respiration and ECG signals
in the pulse region (solid) and respiration region (dashed).
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of J = 3 nodes, system-wise synchrony could only be achieved
by a fully connected network. Based on a Monte Carlo simu-
lation with 10,000 repetitions, the stochastic network achieved
system-wise synchrony 511 times. Thus, the resulting stochastic
network had a probability of about 5.1% to achieve system-wise
synchrony.
Due to the previous averaging over the subjects, the calculated
probability gives us an expected value for achieving system-wise
coherence for any of the given subjects. It is important to realize
that the result of the simulation is not dependent on an indi-
vidual subject and that the results depend on the assumption of
stationarity.
DISCUSSION
A new approach for the quantification of synchrony of multi-
variate non-stationary psychophysiological signals has been pro-
posed. After calculating bivariate time-frequency based coherence
measures, a state space modeling procedure was applied to obtain
an overall measure of synchrony. The approach gives informa-
tion on the intra-individual level about the course of synchrony
of psychophysiological reactions.
METHODOLOGICAL AND SUBSTANTIVE CONSIDERATIONS
The use of multivariate time series of physiological reac-
tions for the quantification of an overall synchrony has
several methodological and substantive implications. Firstly, the
FIGURE 10 | Example of an overall synchrony measure while a
participant was watching a neutral picture and a disgust eliciting
picture for 10 s each.
approach provides time-sensitive information about the intra-
individual level of synchrony. Thus, it is complementary to
alternative approaches, which give information on cross-subjects
based (aggregated) synchrony. See, for example the approach
proposed by Hsieh et al. (2011)2.
Secondly, the proposed approach also provides information
about the inter-individual difference of the structure of the syn-
chronymeasure. Specifically, the person-specific reaction patterns
of how the physiological signals are related with the (latent vari-
able) synchrony have been quantified. The factor loadings within
the state space approach provide person-specific information on
how the simultaneous activation of two given signals, e.g., ECG
and EDA signals, is determined by an overall synchrony and
whether the same signals are reliable indicators of synchrony
across individuals. As we have seen from the above discussed
empirical example, this is not necessarily the case.
Thirdly, by applying the time-frequency based procedure from
Muma et al. (2010), the proposed approach directly addresses
problems of non-stationarity. In general, non-stationarity is
a challenge in the examination of time series Scharf (1991);
Vaseghi (2008). When a relationship between longitudinal data
has to be quantified, non-stationarity leads to a underestima-
tion of the time-dependent relationship (see examples from
above).
Fourthly, a practical implication of the proposed approach
is that researchers are given a simple two step tool, which is
able to answer foundational research questions from emotion
theory. The (real time) temporal resolution of synchrony of (non-
stationary) measures allows for a person-orientated identification
2On p. 143 of their publication, Hsieh et al. write: “There is a growing body
of psychological literature questioning whether aggregates are useful descrip-
tions of the individual (e.g., Nesselroade andMolenaar, 1999; Molenaar, 2004;
Hamaker et al., 2005). Our ROC curve analyses were conducted at the indi-
vidual level and this information was then compiled in all subsequent analytic
steps. Although perhaps not an optimal approach, our analyses were built
upon individual information.”
FIGURE 11 | Example of six time-frequency based pairwise coherence
measures (series) for one individual watching funny film clips. Series 1:
ECG-EDA coherence (EDA region), Series 2: ECG-EDA coherence (ECG
region), Series 3: RE-ECG coherence (ECG region), Series 4: RE-ECG
coherence (RE region), Series 5: RE-EDA coherence (EDA region), Series 6:
RE-EDA coherence (RE region). During the first 60 s, the participant was
watching a film clip, which was rated as moderately funny. During the last
60 s, the participant was shown a funnier film clip.
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of response systems that have changing distributional charac-
teristics over time (for example respiration rate). By addressing
substantive questions on the intra-individual level the construct
validity of concepts based on psychophysiological data can be
strengthened (Borsboom et al., 2003).
Lastly, there are implications for emotion theory. The pro-
posed approach facilitates assessing whether emotion eliciting
stimuli lead to a stronger synchrony of psychophysiological reac-
tions during positive and negative emotional states. In prin-
ciple, within the time series representation of the state space
model, treatment effects can be specified. With our empirical
data collected from a study on humor we only found weak
FIGURE 12 | Example for two overall synchrony measures for two
participants. During the first 60 s, the participants were watching a film
clip, which was rated as moderately funny. During the last 60 s, the
participants were shown a funnier film clip.
(descriptive) effects between two funny film clips. However,
recent results from other studies on disgust indicate that dif-
ferences between phases can be found. Based on our research,
it is possible to conclude that testing for treatment effects in
a time series is a precise and powerful tool which is in some
cases superior to examining treatment effects with aggregated
data.
LIMITATIONS AND FUTURE DIRECTIONS
The proposed approach provides novel possibilities for analyz-
ing psychophysiological signals, nevertheless it also has some
limitations. Both are briefly discussed: Although being able to
incorporate non-stationary signals, the proposed approach is not
capable of analyzing signals of constant amplitude. For exam-
ple, when subjective data are measured using a potentiometer,
participants can continuously adjust their subjective experience
during emotional stimuli. Unfortunately, participants do not
change their ratings continuously. Between changes in the posi-
tion of the potentiometer, the signals are constant. For such
time intervals, the proposed approach can not be used for
the quantification of synchrony of physiological and subjective
data. Nevertheless, participants have an enduring/varying emo-
tional experience in this period. This general problem, which
also occurs for (retrospective) paper-and-pencil ratings, remains
unsolved. A potential solution could be an extension of the
proposed approach, which operates on a feature space of the
signals. Specifically, instead of looking directly at the bivari-
ate coherence of measured signals, a feature estimation step
Table 1 | Parameter estimates (Est.), standard errors (SE) and 95%-confidence intervals (CI) of the parameter estimates obtained from the
estimated latent state space model approach for the quantification of an overall measure of synchrony.
Participant #1 Participant #2
Est. SE low.CI up.CI Est. SE low.CI up.CI
h1 0.01662 0.11579 −0.22833 0.23201 1.12273 0.12896 0.84300 1.37206
h2 0.31343 0.11463 0.07954 0.53663 −0.28423 0.14358 −0.54200 0.01135
h3 0.23581 0.11447 −0.01626 0.46141 −0.00653 0.15265 −0.29670 0.28018
h4 0.97394 0.09882 0.77685 1.16253 −0.38696 0.14700 −0.65100 −0.05721
h5 1.47662 0.09246 1.26250 1.63411 1.37362 0.12055 1.11320 1.58214
h6 1.53865 0.08974 1.33940 1.69108 1.47724 0.11850 1.21750 1.69180
a1 0.77227 0.07314 0.63287 0.93054 −0.02784 0.08462 −0.16620 0.16572
a2 0.56165 0.07300 0.41896 0.71099 0.79885 0.08541 0.61610 0.94672
a3 0.46500 0.07148 0.32892 0.61555 0.56411 0.09111 0.39330 0.74058
a4 0.04048 0.06548 −0.07622 0.18146 0.94931 0.08880 0.74230 1.10420
a5 −0.45378 0.06359 −0.55925 −0.29915 −0.31729 0.08010 −0.43890 −0.11750
a6 −0.55987 0.06034 −0.65546 −0.42617 −0.44512 0.08180 −0.55910 −0.24040
σe 0.02259 0.00126 0.01987 0.02481 0.02853 0.00160 0.02510 0.03135
f1 0.92437 0.05662 0.73895 0.95801 0.91452 0.05785 0.72670 0.95854
g1 0.04628 0.03439 0.02541 0.15752 0.04996 0.03255 0.02210 0.14888
ση 0.00357 0.00100 0.00189 0.00566 0.00283 0.00097 0.00120 0.00502
ξ0 0.68325 0.09688 0.50251 0.87255 0.79121 0.09453 0.61010 0.99287
During the first 60 s, the participants were watching a film clip, which was rated as moderately funny. During the last 60 s, the participants were shown a funnier
film clip. Confidence intervals were obtained using a (parametric) bootstrap procedure provided by the MARSS package in R-project.
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could be added that extracts psychophysiological features from
the signals (on a higher data level). The bivariate coherence
from the first step may be based on the synchrony of these
features. Enhanced robustness and a higher flexibility would pos-
sibly be the result. Also utilizing the feature space may save
computational resources: Features change more slowly, which
allows for reducing the sampling frequency in the coherence
computation.
An additional limitation of the proposed approach is the
assumed linearity of the bivariate coherences. In future work,
the linear coupling between the signals could be relaxed,
which would reflect a more realistic specification of underlying
processes.
A possible future research direction consists in a detailed
examination of coherence, and overall synchrony patterns, for
specific individuals during specific emotion eliciting situations.
On the one hand, individuals and their emotions could be recog-
nized in applied settings (e.g., man-machine interaction). On the
other hand, basic research questions of emotion theory could be
addressed on a more detailed level. For this, further evaluation
of more psychophysiological signal types in different emotion
eliciting situations will be necessary. For example, the proposed
approach works well in situations, in which emotions are elicited
during a relatively long period of time (here several seconds).
However, it is unclear how the proposed approach performs in
the case of, for example, emotional priming, in which emotions
are elicited for a very short period of time. The applicability
of the proposed approach strongly depends on the responsive-
ness of physiological signals that were chosen for the analysis.
Respiration, ECG, and EDA, for instance, are very slow or inade-
quate for the representation of affective responses in the context
of priming. Therefore, adequate signals such as EEG waves should
be chosen for the analysis.
From a practical perspective, it would be interesting to extend
the use of the proposed approach to applications in the context
of the strongly developing research field of affective computing
(e.g., Picard, 1995, 1997; Scherer, 2010). Computers, which rec-
ognize, interpret, and process emotions could be used not only in
health services, but also in education science, human-computer-
interaction and other applications. Regarding the performance
of the affect detection, the comparison of different algorithms
(in terms of classifiers), would be an important field of research
(Hudlicka, 2003; Kolodyazhniy et al., 2011), which also depends
on the integration of different measured response signals, for
example speech, physiological, and behavioral/mimic measures.
Clearly, response signals differ in the sense that some are more
informative than others, depending on which emotions need to
be separated (e.g., Larsen et al., 2003).
Furthermore, as an important application, biofeedback might
be considered (Thompson and Thompson, 2003). Since biofeed-
back addresses numerous signal types, such as behavior, mus-
cle tone, brainwaves, breath, skin conductance, heart rate,
temperature and pain perception, and many more, an adap-
tation of the proposed approach needs to be conducted in
future research in order to be applicable in different settings
(e.g., LaVaque, 2003; Dawson et al., 2007; Tassinary et al.,
2007).
Finally, although beyond the scope of this article, an interest-
ing field of research has emerged that examines the synchrony of
psychophysiological signals and empathy (Marci and Orr, 2006;
Hulsman et al., 2011; Oliveira-Silva and Gonçalves, 2011; Reed
et al., 2013). In this research, couples of subjects have been
examined with respect to their synchrony of psychophysiolog-
ical responses in the context of empathy (Levenson and Ruef,
1992). Although, the neurobiological mechanisms underlying the
synchronous empathic responses are mostly unclear, an adaption
of the proposed approach might be helpful for further research in
the field. The extension is not straightforward, because the inter-
individual level is added to the current setting. Therefore, it might
be interesting from a psychometric perspective to examine the
synchrony of responses that stem from related but not identical
subjects.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online
at: http://www.frontiersin.org/journal/10.3389/fpsyg.2014.
01507/abstract
REFERENCES
Acharya, U. R., Joseph, K. P., Kannathal, N., Lim, C. M., and Suri, J.
S. (2006) Heart rate variability: a review. Med. Biol. Eng. Comput. 44,
1031–1051.
Brigham, E. O. (2002). The Fast Fourier Transform. New York, NY: Prentice-Hall.
Barrett, L. F. (2006). Are emotions natural kinds? Perspect. Psychol. Sci. 1, 28–58.
doi: 10.1111/j.1745-6916.2006.00003.x
Barrett, L. F., and Russell, J. A. (1998). Independence and bipolarity in the
structure of current affect. J. Pers. Soc. Psychol. 74, 967–984. doi: 10.1037/0022-
3514.74.4.967
Bendat, J., and Piersol, A. (1990). Random Data: Analysis and Measurement
Procedures. New York, NY: John Wiley & Sons, Inc.
Ben-Tal, A., Shamailov, S. S., and Paton, J. F. R. (2012). Evaluating the
physiological significance of respiratory sinus arrhythmia: looking beyond
ventilation-perfusion efficiency. J. Physiol. 590, 1989–2008. doi: 10.1113/jphys-
iol.2011.222422
Bibbey, A., Carroll, D., Roseboom, T. J., Phillips, A. C., and Rooij, S. R. d. (2013).
Personality and physiological reactions to acute psychological stress. Int. J.
Psychophysiol. 90, 28–36. doi: 10.1016/j.ijpsycho.2012.10.018
Biopac Systems Inc. (2011). MP 150 System with AcqKnowledge 4.2. Aero Camino
Goleta, CA.
Bollen, K. A. (1989). Structural Equations With Latent Variables. New York, NY:
Wiley.
Bonanno, G., and Keltner, D. (2004). The coherence of emotion systems: compar-
ing on-line measures of appraisal and facial expressions, and self-report. Cogn.
Emot. 18, 431–444. doi: 10.1080/02699930341000149
Borsboom, D.,Mellenbergh, G. J., and vanHeerden, J. (2003). The theoretical status
of latent variables. Psychol. Rev. 110, 203–218.
Bradley, M. M., and Lang, P. J. (1994). Measuring emotion: the self-assessment
manikin and the semantic differential. J. Behav. Ther. Expe. Psychiatry 25, 49–59.
doi: 10.1016/0005-7916(94)90063-9
Brcich, R., and Iskander, D. (2006). “Testing for stationarity in the frequency
domain using a sphericity statistic,” in Proceedings IEEE International Conference
Acoustics, Speech Signal Processing. 2006 (ICASSP2006), Vol. 3 (Toulouse: IEEE),
464–467.
Brillinger, D. (2001). Time Series: Data Analysis and Theory, Vol. 36. New York, NY:
Society for Industrial Mathematics. doi: 10.1137/1.9780898719246
Cacioppo, J. T., Uchino, B. N., Crites, S. L., Snydersmith,M. A., Smith, G., Berntson,
G. G., et al. (1992). Relationship between facial expressiveness and sympathetic
activation in emotion: a critical review, with emphasis on modeling underlying
mechanisms and individual differences. J. Pers. Soc. Psychol. 62, 110–128. doi:
10.1037/0022-3514.62.1.110
Calvo, M. G., and Miguel-Tobal, J. J. (1998). The anxiety response: concordance
among components.Motiv. Emot. 22, 211–230. doi: 10.1023/A:1022384022641
www.frontiersin.org January 2015 | Volume 5 | Article 1507 | 15
Kelava et al. Synchrony of non-stationary psychophysiological signals
Carroll, D., Lovallo, W. R., and Phillips, A. C. (2009). Are large physiological reac-
tions to acute psychological stress always bad for health? Soc. Pers. Psychol.
Comp. 3, 725–743. doi: 10.1111/j.1751-9004.2009.00205.x
Costa, T., Rognoni, E., and Galati, D. (2006). EEG phase synchronization during
emotional response to positive and negative film stimuli. Neurosci. Lett. 406,
159–164. doi: 10.1016/j.neulet.2006.06.039
Damasio, A. R., Grabowski, T. J., Bechara, A., Damasio, H., Ponto, L. L., Parvizi,
J., et al. (2000). Subcortical and cortical brain activity during the feeling of self-
generated emotions. Nat. Neurosci. 3, 1049–1056. doi: 10.1038/79871
Dan-Glauser, E. S., and Gross, J. J. (2011). The temporal dynamics of two
response-focused forms of emotion regulation: experiential, expressive, and
autonomic consequences. Psychophysiology 48, 1309–1322. doi: 10.1111/j.1469-
8986.2011.01191.x
Dan-Glauser, E. S., and Gross, J. J. (2013). Emotion regulation and emotion
coherence: evidence for strategy-specific effects. Emotion 13, 832–842. doi:
10.1037/a0032672
Dawson, M. E., Schell, A. M., and Filion, D. L. (2007). “The electrodermal system,”
in Handbook of Psychophysiology, eds J. T. Cacioppo, L. G. Tassinary, and G. G.
Berntson (New York, NY: Cambridge University Press), 200–223.
Durbin, J., and Koopman, S. J. (2001). Time Series Analysis by State Space Models.
Oxford: Oxford University Press.
Ehlers, A., Suendermann, O., Boellinghaus, I., Vossbeck-Elsebusch, A., Gamer, M.,
Briddon, E., et al. (2010). Heart rate responses to standardized trauma-related
pictures in acute posttraumatic stress disorder. Int. J. Psychophysiol. 78, 27–34.
doi: 10.1016/j.ijpsycho.2010.04.009
Ekman, P. (1992). An argument for basic emotions. Cogn. Emot. 6, 169–200.
Ekman, P., and Cordaro, D. (2011). What is meant by calling emotions basic. Emot.
Rev. 3, 364–370. doi: 10.1177/1754073911410740
Fontaine, J. R., Scherer, K. R., Roesch, E. B., and Ellsworth, P. C. (2007). The
world of emotions is not two-dimensional. Psychol. Sci. 18, 1050–1057. doi:
10.1111/j.1467-9280.2007.02024.x
Fries, P. (2005). A mechanism for cognitive dynamics: neuronal communi-
cation through neuronal coherence. Trends Cogn. Sci. 9, 474–480. doi:
10.1016/j.tics.2005.08.011
Garcia, A. J., Koschnitzky, J. E., Dashevskiy, T., and Ramirez, J.-M. (2013).
Cardiorespiratory coupling in health and disease. Auton. Neurosci. 175, 26–37.
doi: 10.1016/j.autneu.2013.02.006
Grewal, M. S., and Andrews, A. (2001). Kalman Filtering: Theory and Practice Using
MATLAB. Second Edition. Cambridge: Cambridge University Press.
Gilbert, P. D. (1993). State Space and ARMA Models: An Overview of the Equivalene
(Tech. Rep. No. 94-3). Bank of Canada.
Goodkind, M. S., Sollberger, M., Gyurak, A., Rosen, H. J., Rankin, K. P., Miller, B.,
et al. (2012). Tracking emotional valence: the role of the orbitofrontal cortex.
Hum. Brain Mapp. 33, 753–762. doi: 10.1002/hbm.21251
Grandjean, D., Sander, D., and Scherer, K. R. (2008). Conscious emotional expe-
rience emerges as a function of multilevel, appraisal-driven response synchro-
nization. Conscious. Cogn. 17, 484–495. doi: 10.1016/j.concog.2008.03.019
Grinsted, A., Moore, J., and Jevrejeva, S. (2004). Application of the cross wavelet
transform and wavelet coherence to geophysical time series. Nonlin. Process.
Geophys. 11, 561–566. doi: 10.5194/npg-11-561-2004
Gross, J. J., and Levenson, R. W. (1993). Emotional suppression: physiology,
self-report, and expressive behavior. J. Pers. Soc. Psychol. 64, 970–986. doi:
10.1037/0022-3514.64.6.970
Gross, J. J., and Levenson, R. W. (1997). Hiding feelings: the acute effects of
inhibiting negative and positive emotion. J. Abnorm. Psychol. 106, 95–103. doi:
10.1037/0021-843X.106.1.95
Hamaker, E. L., Dolan, C. V., and Molenaar, P. C. M. (2005). Statistical model-
ing of the individual: rationale and application of multivariate stationary time
series analysis. Multivariate Behav. Res. 40, 207–233. doi: 10.1207/s15327906
mbr4002_3
Herring, D. R., Burleson, M. H., Roberts, N. A., and Devine, M. J. (2011).
Coherent with laughter: subjective experience, behavior, and physiological
responses during amusement and joy. Int. J. Psychophysiol. 79, 211–218. doi:
10.1016/j.ijpsycho.2010.10.007
Hornak, J. (2003). Changes in emotion after circumscribed surgical lesions
of the orbitofrontal and cingulate cortices. Brain 126, 1691–1712. doi:
10.1093/brain/awg168
Hsieh, F., Ferrer, E., Chen, S., Mauss, I., John, O., and Gross, J. (2011).
A network approach for evaluating coherence in multivariate systems: an
application to psychophysiological emotion data. Psychometrika 76, 124–152.
doi: 10.1007/s11336-010-9194-0
Hudlicka, E. (2003). To feel or not to feel: the role of affect in human-
computer interaction. Int. J. Hum. Comput. Stud. 59, 1–32. doi: 10.1016/S1071-
5819(03)00047-8
Hulsman, R. L., Smets, E. M., Karemaker, J. M., and de Haes, H. J. (2011). The
psychophysiology of medical communication. linking two worlds of research.
Patient Educ. Couns. 84, 420–427. doi: 10.1016/j.pec.2011.05.008
Izard, C. E. (1977).Human emotions. Emotions, Personality, and Psychotherapy.New
York, NY: Plenum Press.
Izard, C. E., Woodburn, E. M., Finlon, K. J., Krauthamer-Ewing, E. S., Grossman,
S. R., and Seidenfeld, A. (2011). Emotion knowledge, emotion utilization, and
emotion regulation. Emot. Rev. 3, 44–52. doi: 10.1177/1754073910380972
Kettunen, J., Ravaja, N., Näätänen, P., Keskivaara, P., and Keltikangas-Järvinen, L.
(1998). The synchronization of electrodermal activity and heart rate and its rela-
tionship to energetic arousal: a time series approach. Biol. Psychol. 48, 209–225.
doi: 10.1016/S0301-0511(98)00017-9
Kolodyazhniy, V., Kreibig, S. D., Gross, J. J., Roth, W. T., and Wilhelm, F. H. (2011).
An affective computing approach to physiological emotion specificity: toward
subject-independent and stimulus-independent classification of film-induced
emotions. Psychophysiology 48, 908–922. doi: 10.1111/j.1469-8986.2010.01170.x
Kristjansson, S. D., Kircher, J. C., and Webb, A. K. (2007). Multilevel models
for repeated measures research designs in psychophysiology: an introduction
to growth curve modeling. Psychophysiology 44, 728–736. doi: 10.1111/j.1469-
8986.2007.00544.x
Kuppens, P., Champagne, D., and Tuerlinckx, F. (2012). The dynamic inter-
play between appraisal and core affect in daily life. Front. Psychol. 3:380. doi:
10.3389/fpsyg.2012.00380
Kuppens, P., Stouten, J., and Mesquita, B. (2009). Individual differences in emotion
components and dynamics: introduction to the special issue. Cogn. Emot. 23,
1249–1258. doi: 10.1080/02699930902985605
Lacey, J. I., and Lacey, B. C. (1958). Verification and extension of the principle of
autonomic response-stereotypy. Am. J. Psychol. 71:50. doi: 10.2307/1419197
Lang, P. J., Bradley, M. M., and Cuthbert, B. N. (2008). International Affective
Picture System (IAPS): Affective Ratings of Pictures and Instruction Manual.
Technical Report A-8. (Tech. Rep.) University of Florida, Gainesville, FL.
Larsen, J., Norris, C. J., and Cacioppo, J. T. (2003). Effects of positive and nega-
tive affect on electromyographic activity over zygomaticusmajor and corrugator
supercilii. Psychophysiology 40, 776–785. doi: 10.1111/1469-8986.00078
LaVaque, T. J. (2003). “Neurofeedback, Neurotherapy, and Quantitative EEG,” in
Handbook of Mind-Body Medicine for Primary Care, eds D. Moss, A. McGrady,
and T. Davies (Thousand Oaks, CA: Sage), 123–136.
Lazarus, R. S. (1991). Progress on a cognitive-motivational-relational theory of
emotion. Am. Psychol. 46, 819–834. doi: 10.1037/0003-066X.46.8.819
Lazarus, R. S., Speisman, J. C., and Mordkoff, A. M. (1963). The relationship
between autonomic indicators of psychological stress: heart rate and skin con-
ductance. Psychosom. Med. 25, 19–30. doi: 10.1097/00006842-196301000-00004
LeDoux, J. E. (1989). Cognitive-emotional interactions in the brain. Cogn. Emot. 3,
267–289. doi: 10.1080/02699938908412709
LeDoux, J. E. (2000). Emotion circuits in the brain.Ann. Rev. Neurosci. 23, 155–184.
doi: 10.1146/annurev.neuro.23.1.155
Levenson, R. W. (1994). “Human emotion: a functional view,” in The Nature
of Emotion, Series in Affective Science, ed P. Ekman (New York, NY: Oxford
University Press), 123–126.
Levenson, R. W. (2003). “Autonomic specificity and emotion,” in Handbook of
Affective Sciences, Series in Affective Science, eds R. J. Davidson, K. R. Scherer, and
H. H. Goldsmith (Oxford; New York, NY: Oxford University Press), 212–224.
Levenson, R. W. (2011). Basic emotion questions. Emot. Rev. 3, 379–386. doi:
10.1177/1754073911410743
Levenson, R.W., and Ruef, A.M. (1992). Empathy: a physiological substrate. J. Pers.
Soc. Psychol. 63, 234–246. doi: 10.1037/0022-3514.63.2.234
Lewis, M. D. (2005). Bridging emotion theory and neurobiology through dynamic
systems modeling. Behav. Brain Sci. 28, 169–194. doi: 10.1017/S0140525X
0500004X
Lim, C. L., Rennie, C., Barry, R. J., Bahramali, H., Lazzaro, I., Manor, B., et al.
(1997). Decomposing skin conductance into tonic and phasic components. Int.
J. Psychophysiol. 25, 97–109. doi: 10.1016/S0167-8760(96)00713-1
Lykken, D., and Tellegen, A. (1996). Happiness is a stochastic phenomenon. Psychol.
Sci. 7, 186–189. doi: 10.1111/j.1467-9280.1996.tb00355.x
Frontiers in Psychology | Quantitative Psychology and Measurement January 2015 | Volume 5 | Article 1507 | 16
Kelava et al. Synchrony of non-stationary psychophysiological signals
MacLean, P. D. (1990). The Triune Brain in Evolution: Role in Paleocerebral
Functions. New York, NY: Plenum Publishing.
Marci, C. D., and Orr, S. P. (2006). The effect of emotional distance on psy-
chophysiologic concordance and perceived empathy between patient and inter-
viewer. Appl. Psychophysiol. Biofeedback 31, 115–128. doi: 10.1007/s10484-006-
9008-4
Marple, S. (1987). Digital Spectral Analysis: With Applications. Englewood Cliffs,
NJ: Prentice Hall.
Marwitz, M., and Stemmler, G. (1998). On the status of individual response
specificity. Psychophysiology 35, 1–15. doi: 10.1111/1469-8986.3510001
Matz, G., and Hlawatch, F. (2000). “Time-frequency coherence analysis of non-
stationary random processes,” in Proceedings 10th Workshop Statistical Signal
Array Processing, Vol. 1 (Pocono Manor, PA: IEEE), 554–558.
Mauss, I. B., Levenson, R. W., McCarter, L., Wilhelm, F. H., and Gross, J. J.
(2005). The tie that binds? Coherence among emotional experience, behav-
ior, and autonomic physiology. Emotion 5, 175–190. doi: 10.1037/1528-3542.
5.2.175
McAssey, M. P., Helm, J., Hsieh, F., Sbarra, D. A., and Ferrer, E. (2013).
Methodological advances for detecting physiological synchrony during dyadic
interactions. Methodol. Eur. J. Res. Methods Behav. Soc. Sci. 9, 41–53. doi:
10.1027/1614-2241/a000053
Meuret, A. E., Rosenfield, D., Wilhelm, F. H., Zhou, E., Conrad, A., Ritz, T., et al.
(2011). Do unexpected panic attacks occur spontaneously? Neurodev. Depress.
70, 985–991. doi: 10.1016/j.biopsych.2011.05.027
Miskovic, V., and Schmidt, L. A. (2010). Cross-regional cortical synchro-
nization during affective image viewing. Brain Res. 1362, 102–111. doi:
10.1016/j.brainres.2010.09.102
Molenaar, P. C.M. (2004). Amanifesto on psychology as idiographic science: bring-
ing the person back into scientific psychology - this time forever. Measurement
2, 201–218. doi: 10.1207/s15366359mea0204_1
Muma, M., Iskander, D. R., and Collins, M. J. (2010). The role of cardiopulmonary
signals in the dynamics of the eye’s wavefront abberations. IEEE Trans. Biomed.
Eng. 57, 373–383. doi: 10.1109/TBME.2009.2032531
Murphy, F. C., Nimmo-Smith, I., and Lawrence, A. D. (2003). Functional neu-
roanatomy of emotions: a meta-analysis. Cogn. Affect. Behav. Neurosci. 3,
207–233. doi: 10.3758/CABN.3.3.207
Nesselroade, J. R., andMolenaar, P. C. M. (1999). “Pooling lagged covariance struc-
tures based on short, multivariate time- series for dynamic factor analysis,” in
Statistical Strategies for Small Sample Research, ed R. H. Hoyle (Newbury Park:
Sage), 224–251.
Nesse, R. M., Curtis, G. C., Thyer, B. A., McCann, D. S., Huber-Smith, M. J., and
Knopf, R. F. (1985). Endocrine and cardiovascular responses during phobic anx-
iety. Psychosom. Med. 47, 320–332. doi: 10.1097/00006842-198507000-00002
Niskanen, J. P., Tarvainen, M. P., Ranta-Aho, P. O., and Karjalainen, P. A. (2004).
Software for advanced hrv analysis. Comput. Methods Programs Biomed. 76 ,
73–81.
Oatley, K., and Johnson-laird, P. N. (1987). Towards a cognitive theory of emotions.
Cogn. Emot. 1, 29–50. doi: 10.1080/02699938708408362
Oliveira-Silva, P., and Gonçalves, Ó. F. (2011). Responding empathically: a question
of heart, not a question of skin. Appl. Psychophysiol. Biofeedback 33, 201–207.
doi: 10.1007/s10484-011-9161-2
Orini, M., Bailón, R., Mainardi, L., Laguna, P., and Flandrin, P. (2011).
Characterization of dynamic interactions between cardiovascular signals by
time-frequency coherence. IEEE Trans. Biomed . Eng. 59, 663–673. doi: 10.1109/
TBME.2011.2171959
Panksepp, J. (2008). “The affective brain and core consciousness: how does neural
activity generate emotional feelings?,” in Handbook of Emotions, eds M. Lewis,
J. M. Haviland-Jones, and L. F. Barrett (New York, NY: Guilford Press), 47–67.
Panksepp, J., and Watt, D. (2011). What is basic about basic emotions?
lasting lessons from affective neuroscience. Emot. Rev. 3, 387–396. doi:
10.1177/1754073911410741
Picard, R. W. (1995). Affective Computing. (Tech. Rep. No. 321). MIT.
Picard, R. W. (1997). Affective Computing. Cambridge, MA: MIT Press.
Reed, R. G., Randall, A. K., Post, J. H., and Butler, E. A. (2013). Partner influence
and in-phase versus anti-phase physiological linkage in romantic couples. Int. J.
Psychophysiol. 88, 309–316. doi: 10.1016/j.ijpsycho.2012.08.009
Reisenzein, R. (2000). Exploring the strength of association between the compo-
nents of emotion syndromes: the case of surprise. Cogn. Emot. 14, 1–38. doi:
10.1080/026999300378978
Roseman, I. J., Spindel, M. S., and Jose, P. E. (1990). Appraisals of emotion-eliciting
events: testing a theory of discrete emotions. J. Pers. Soc. Psychol. 59, 899–915.
doi: 10.1037/0022-3514.59.5.899
Rosenberg, E. L., and Ekman, P. (1994). Coherence between expressive
and experiential systems in emotion. Cogn. Emot. 8, 201–229. doi:
10.1080/02699939408408938
Roth, W. T., Telch, M. J., Barr Taylor, C., and Stewart Agras, W. (1988). Autonomic
changes after treatment of agoraphobia with panic attacks. Psychiatry Res. 24,
95–107. doi: 10.1016/0165-1781(88)90145-X
Russell, J. A. (1980). A circumplex model of affect. J. Pers. Soc. Psychol. 39,
1161–1178. doi: 10.1037/h0077714
Russell, J. A. (2003). Core affect and the psychological construction of emotion.
Psychol. Rev. 110, 145–172. doi: 10.1037/0033-295X.110.1.145
Russell, J. A. (2009). Emotion, core affect, and psychological construction. Cogn.
Emot. 23, 1259–1283. doi: 10.1080/02699930902809375
Schachter, S., and Singer, J. (1962). Cognitive, social, and physiological determi-
nants of emotional state. Psychol. Rev. 69, 379–399. doi: 10.1037/h0046234
Scharf, L. L. (1991). Statistical Signal Processing, Vol. 98. Reading, MA: Addison-
Wesley.
Scherer, K. R. (1984). “On the nature and function of emotion: a component
process approach,” in Approaches to Emotion, eds K. R. Scherer and P. Ekman
(Hillsdale, NJ: L. Erlbaum Associates), 293–317.
Scherer, K. R. (1987). Toward a dynamic theory of emotion: the component process
model of affective states. Geneva Stud. Emot. Commun. 1, 1–98.
Scherer, K. R. (1993). Studying the emotion-antecedent appraisal process: an expert
system approach. Cogn. Emot. 7, 325–355. doi: 10.1080/02699939308409192
Scherer, K. R. (2009). The dynamic architecture of emotion: evidence
for the component process model. Cogn. Emot. 23, 1307–1351. doi:
10.1080/02699930902928969
Scherer, K. R., Banziger, T., and Roesch, E. B. (eds.). (2010). A Blueprint for Affective
Computing: A Sourcebook. Oxford: Oxford University Press.
Scherer, K. R., Dan, E., and Flykt, A. (2006). What determines a feeling’s posi-
tion in affective space? A case for appraisal. Cogn. Emot. 20, 92–113. doi:
10.1080/02699930500305016
Shumway, R. H., and Stoffer, D. S. (2006). Time Series Analysis and Its Applications -
With R Examples. New York, NY: Springer.
Stoica, P., and Moses, R. L. (2005). Spectral Analysis of Signals. Upper Saddle River,
NJ: Pearson/Prentice Hall.
Strasser, F., Muma, M., and Zoubir, A. M. (2012). “Motion artifact removal in
ECG signals using multi-resolution thresholding,” in European Signal Processing
Conference (EUSIPCO) 2012 (Bucharest), 899–903.
Sze, J. A., Gyurak, A., Yuan, J. W., and Levenson, R. W. (2010). Coherence between
emotional experience and physiology: does body awareness training have an
impact? Emotion 10, 803–814. doi: 10.1037/a0020146
Tassinary, L. G., Cacioppo, J. T., and Vanman, E. J. (2007). “The skeletomotor sys-
tem: Surface electromyography,” in Handbook of Psychophysiology (3rd Edn.),
eds J. Cacioppo, L. G. Tassinary, and G. G. Berntson (New York, NY : Cambridge
University Press), 163–199.
Thompson, M., and Thompson, L. (2003). The Biofeedback Book: An Introduction
to Basic Concepts in Applied Psychophysiology.Wheat Ridge, CO: Association for
Applied Psychophysiology and Biofeedback.
Tomkins, S. (1962). Affect, Imagery, Consciousms: The Positive Affects, Vol. 1. New
York, NY: Springer.
Vaseghi, S. V. (2008). Advanced Digital Signal Processing and Noise Reduction. New
York, NY: Wiley.
Wenger, M. A. (1942). A study of physiological factors: the autonomic nervous
system and the skeletal musculature. Hum. Biol. 14, 69–84.
Whalen, P. J., Rauch, S. L., Etcoff, N. L., McInerney, S. C., Lee, M. B., and Jenike,
M. A. (1998). Masked presentations of emotional facial expressions modulate
amygdala activity without explicit knowledge. J. Neurosci. 18, 411–418.
White, L., and Boashash, B. (1990). Cross spectral analysis of nonstationary
processes. IEEE Trans. Inf. Theory 36, 830–835. doi: 10.1109/18.53742
Wu, L., Winkler, M. H., Andreatta, M., Hajcak, G., and Pauli, P. (2012). Appraisal
frames of pleasant and unpleasant pictures alter emotional responses as reflected
in self-report and facial electromyographic activity. Int. J. Psychophysiol. 85,
224–229. doi: 10.1016/j.ijpsycho.2012.04.010
Yasuma, F. (2004). Respiratory sinus arrhythmia - why does the heartbeat syn-
chronize with respiratory rhythm? CHEST J. 125:683. doi: 10.1378/chest.
125.2.683
www.frontiersin.org January 2015 | Volume 5 | Article 1507 | 17
Kelava et al. Synchrony of non-stationary psychophysiological signals
Zar, J. H. (1972). Significance testing of the spearman rank correlation coefficient.
J. Am. Stat. Assoc. 67, 578–580. doi: 10.1080/01621459.1972.10481251
Zong, C., and Chetouani, M. (2009). “Hilbert-huang transform based physiolog-
ical signals analysis for emotion recognition,” in The 9th IEEE International
Symposium on Signal Processing and Information Technology (Ajman: IEEE),
334–339.
Zucker, T. L., Samuelson, K. W., Muench, F., Greenberg, M. A., and Gevirtz,
R. N. (2009). The effects of respiratory sinus arrhythmia biofeedback on
heart rate variability and posttraumatic stress disorder symptoms: a pilot
study. Appl. Psychophysiol. Biofeedback 34, 135–143. doi: 10.1007/s10484-
009-9085
Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 01 September 2014; accepted: 06 December 2014; published online: 20
January 2015.
Citation: Kelava A, Muma M, Deja M, Dagdagan JY and Zoubir AM (2015) A
new approach for the quantification of synchrony of multivariate non-stationary psy-
chophysiological variables during emotion eliciting stimuli. Front. Psychol. 5:1507. doi:
10.3389/fpsyg.2014.01507
This article was submitted to Quantitative Psychology and Measurement, a section of
the journal Frontiers in Psychology.
Copyright © 2015 Kelava, Muma, Deja, Dagdagan and Zoubir. This is an open-
access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permit-
ted, provided the original author(s) or licensor are credited and that the original
publication in this journal is cited, in accordance with accepted academic prac-
tice. No use, distribution or reproduction is permitted which does not comply with
these terms.
Frontiers in Psychology | Quantitative Psychology and Measurement January 2015 | Volume 5 | Article 1507 | 18
