As the behavior of a chaotic Chua's circuit is nonstationary and inherently noisy, it is regarded as one of the most challenging applications. One of the fundamental problems in the prediction of the behavior of a chaotic Chua's circuit is to model the circuit with high accuracy. The current paper presents a novel method based on multiple extreme learning machine (ELM) models to learn the chaotic behavior of the four elements canonical Chua's circuit containing a memristor instead of a nonlinear resistor only by using the state variables as the input. In the proposed method four ELM models are used to estimate the state variables of the circuit. ELMs are first trained by using the data spoilt by noise obtained from MATLAB models of a memristor and Chua's circuit. A multistep-ahead prediction is then carried out by the trained ELMs in the autonomous mode. All attractors of the circuit are finally reconstructed by the outputs of the models. The results of the four ELMs are compared to those of multiple linear regressors (MLRs) and support vector machines (SVMs) in terms of scatter plots, power spectral density, training time, prediction time, and some statistical error measures. Extensive numerical simulations results show that the proposed system exhibits a highly accurate multistep iterated prediction consisting of 1104 steps of the chaotic circuit. Consequently, the proposed model can be considered a promising and powerful tool for modeling and predicting the behavior of Chua's circuit with excellent performance, reducing training time, testing time, and practically realization probability.
Introduction
In 1971 Leon Chua proposed a fourth basic passive element named memristor (the contraction of memory resistor) in addition to the three fundamental passive elements (resistor, capacitor, and inductor) in electronic circuit theory [1] . This element has a functional relation between charge and flux. This function may be either a charge-controlled or a flux-controlled one. The memristor's useful relation was realized 37 years later by Stanley Williams and his group at HP Labs [2] . The memristor was produced on a nanometer scale in solid-state with a two-terminal device form. Following this, MATLAB and SPICE models were presented for simulation [3] [4] [5] and more detailed analyses were presented [6, 7] . Many more memristor models were then presented by means of available data relating to the dynamic behavior of many different devices to obtain models behaving like them [8, 9] . They used a lot of devices, macromodels, and emulators with circuit components or MATLAB and SPICE tools [8] [9] [10] . In order to enhance functionality, obtain a more compact structure, and reduce power consumption, a lot of studies have been conducted on memristors for many analogue and digital circuits, including cellular neural networks (CNN) [11] , recurrent neural networks (RNN) [12] , Schmitt triggers, difference amplifiers [13, 14] , ultrawide band receivers [15] , adaptive filters [16] and oscillators [17] , field programmable nanowire interconnect (FPNI) design [18] , field programmable gate array (FPGA) design [19, 20] , and CMOS design [21, 22] .
A memristor can lead to chaotic behavior when connected to a power source or when the Chua diode is replaced with a memristor [3, 4, 23, 24] . In [24] several nonlinear oscillators utilized monotone increasing piecewise-linear memristors with passive characteristics, and in [2] a memristor was used instead of the Chua diode in Chua's circuit. In [3, 4] high frequency chaotic circuits were proposed based on Chua's canonical circuit with active nonlinearity. In [7] an autonomous circuit that uses only a linear passive inductor, a linear passive capacitor, and a memristor was proposed. The chaotic circuits like in [3, 4, 7] are used for applications of secure combination and image encryption [25] . Although there are many other variations of a memristor-based Chua's circuit in the literature used to obtain different chaotic behaviors, the current study aims to learn the behavior of the chaotic circuits in [3, 4] due to the exhibition of chaotic behavior by a smaller number of components than the others [26] . However, the method can also be extended to the other chaotic circuits.
Chaotic behavior in deterministic dynamical systems is an intrinsically nonlinear phenomenon. Since the behavior is extremely dependent on system inputs and small noises in the input variables will grow exponentially quickly, the learning of chaotic behavior is a highly complicated problem to comprehend. If a chaotic behavior is expressed as a time series, the learning problem of chaotic behavior changes into a multistep-ahead prediction problem of the time series. In order to analyze a time series prediction problem, statistical methods such as linear regression and autoregressive integrated moving average models (ARIMA) are used [27] . They are applied for predicting and modeling the time series of such several soft computing techniques as single-layer feed-forward neural networks (SLFNNs) [28] , radial basis functional neural networks (RBFNNs) [29] , support vector machines (SVMs) [30] , Elman recurrent neural networks (ERNNs) [31] , and extreme learning machines (ELMs) [32] . Of all the techniques, the ELM is the most attractive model for the prediction problems in terms of fast learning properties, excellent performance, ease of implementation, and minimal human intervention.
The ELM is a kind of SLFNN. The SLFNNs are capable of approximating a nonlinear function by nonlinear mappings by using input samples [33] . The weights and biases parameters of SLFNNs are usually iteratively adjusted by gradient-based learning algorithms. The SLFNNs are generally very slow due to improper learning steps or may easily converge to local minima; they need a number of iterative learning steps in order to obtain a better learning performance [33] . In order to counter these disadvantages of SLFNNs for the prediction of chaotic time series in the current study, the ELM proposed by Huang et al. [34] [35] [36] is considered. In the ELM the weights of hidden nodes and biases are randomly chosen and output weights are analytically determined [37] . The ELM reaches a good generalization performance extremely fast. The fast training property of ELM makes ELM digitally designable by using FPGA.
A neural state space model and a recurrent least square SVM model behaving like the double scroll attractor in Chua's circuit were presented in [38, 39] , respectively. To alleviate high structural complexity and slow training speed in the SLFNN model of Chua's circuit in [40] a wavelet decomposition method was employed together with SLFNNs. In [41] a wavelet decomposition method and SLFNNs were proposed to classify multiscroll chaotic attractors of Chua's circuit. A memristor including Chua's circuit was modeled by SVMs to generate a framework for secure communication in [42] . All studies need to choose network inputs such as appropriate embedding dimension, time delay, or wavelet coefficients. In [43] Chua's circuit was modeled by the least square SVMs. The state variables were taken as inputs to SVMs without selecting any input parameter. However, the prediction outputs of these models are not considered as the next input to repeat.
Hence, the multistep-ahead prediction error increases when the method in [43] is used.
In the current study a new multiple ELM model is proposed as an efficient regression method to learn the behavior of the memristor-based chaotic circuit in [3, 4] and then to carry out the multistep-ahead prediction of the circuit aiming at improving the efficiency and effectiveness of the prediction accuracy. First, the data in relation to the four variables obtained from the MATLAB model of the memristor-based chaotic circuit in [3, 4] are spoilt by noise to obtain a high modeling accuracy. Without selecting the embedding dimension and the time delay, an input vector consisting of only the four state variables is used to train the ELMs in a simple and fast way. Therefore, the one-step-ahead predictions of the chaotic time series in relation to current, voltages, and flux of the memristor are carried out by the multiple ELMs. The long-term multistep-ahead prediction is then applied by feeding back the outputs of the ELMs to inputs. Finally, the chaotic time series are regenerated and all chaotic attractors of the circuit are reconstructed. The obtained results are compared to those of Multiple Linear Regression (MLR) and SVMs. Comparative extensive results including a scatter plot, power spectral density, and some error measures are illustrated to present the effectiveness of the ELM.
The rest of this paper is organized as follows: in Section 2 the basic architecture of the ELM is shortly introduced; the equations of the memristor-based chaotic circuit are presented in Section 3; in Section 4 the learning procedure for prediction is emphasized; the simulation results are illustrated to demonstrate the performance of the ELMs for learning of the behavior of the chaotic circuit in Section 5; Section 6 concludes this paper.
Extreme learning machine
The ELM proposed by Huang et al. [34] [35] [36] is an SLFNN with H hidden neurons and common activation functions. The architecture of the ELM is shown in Figure 1 Given a set of N arbitrary distinct samples (x i , y i ) where
is an m-dimensional output vector, the inputoutput relation of an ELM with H hidden nodes and activation function s(x) is written in the following form:
where
T ∈ R n is the weight vector connecting the inputs nodes to an i − th hidden node,
is the weight vector connecting an i − th hidden node to output nodes, and b i is a threshold relating to an i − th hidden node.
The ELM formulation can approximate N samples with zero error by satisfying
The output of the ELM can be written as follows:
where S is the hidden layer output matrix of ELM and s is the infinitely differentiable activation function, the number of hidden nodes is chosen as H ≪ N.
Here the learning problem ofŵ i ,b i ,F (i = 1, . . . , H) parameters of an SLFNN is equal to the below equation to solve the primal optimization problem:
Generally the objective function for the optimization problem is expressed as
The parameters are optimized by calculating the negative gradients of the objective function with respect to w i , b i , F i :
The accuracy and learning speed of the gradient based method particularly depend on the learning rate τ . While a small learning rate provides very slow convergence, a larger learning rate exhibits the bad local minima effect. The ELMs are rendered free from these limitations by using the minimum on account of the fact that the minimum norm least-square solution is used. The weight and bias values of ELMs are randomly assigned unlike the SLFNNs. Hence, the parameters of ELM represented by the linear system in Eq. (4) are learned solving a least-square formulation in Eq. (6) . If S is a nonsquare matrix for H ≪ N , a norm least-square solution is
where S * is the Moore-Penrose generalized inverse of matrix S . The smallest training error is achieved by using the following equation:
Therefore, an extremely fast and better generalization performance is obtained than those of traditional SLFNNs for hidden layers with infinitely differentiable activation functions. The final ELM achieves not only the smallest training error but also the smallest generalization error thanks to the smallest norm of output weights similar to SVMs.
The memristor-based Chua's circuit
Muthuswamy and Kokote proposed a four-element Chua's chaotic circuit with a memristor that replaces the nonlinear resistor in 2009 [3, 4] . Figure 2a shows the four-element chaotic Chua's circuit including the memristor. Figure 2b shows a representation by using only the basic circuit elements of the Chua's circuit. In the equationk stands for the effect of op-amp A 1 . The equations for the circuit are described by a set of ordinary differential equations: Figure 2 . The four-element Chua's circuit: (a) with memristor; (b) with only the basic circuit elements, -k represents the effect of op -amp A 1 in (a) [3] .
where i L is the current flowing in the inductor L and V 1 and V 2 are the voltages across the capacitors C 1 and C 2 . The current of the flux-controlled memristor M, i m , is determined by
where φ (t) is the magnetic flux between the memristor terminals and W (φ (t)) and it is termed the memductance.
kL and W (x 4 ), the incremental memductance, has the piecewise-linear characteristic in Figure 3 . the other
The charge is calculated by the indefinite integration In this study the circuit parameters were chosen as
100x10 −9 , and α 3 = 1 83.3x10 −3 as proposed in [3, 4] in order to exhibit double scroll chaotic behavior. When the value of α 1 is decreased or the value of α 2 is increased, the equilibrium point, period-doubling sequences, and spiral and double scroll chaotic attractor behaviors can be observed. Each of them can be employed for modeling some dynamics in nature [26] .
The MATLAB model of memristor in Eq. (13) 
Multistep-ahead prediction and reconstruction of chaotic attractors
A set of nonlinear ordinary differential equations is defined as follows:
where x t ∈ R 4 is the state variables of the circuit and y t ∈ R 1 is the time series relating to the state variable to be predicted. The sampling period is expressed as a suitable one so as to provide easiness for presentation.
In the current paper the four state variables are individually estimated by the four ELMs. The ELMs are trained by using only four inputs without selecting the embedding dimension and the time delay similar to [43] and contrary to the conventional time series prediction methods. The output of each ELM is accepted as a next value of state variables different from [43] . A multistep-ahead prediction is carried out in an autonomous mode by feeding back the outputs of ELMs as input: 16) whereĝ i (.) represents the outputs of evaluated ELMs.
The proposed method, based on multiple ELM models, is iteratively generated in the following steps:
Step 1. Collect the data set in relation to all state variables by using the model of memristor-based Chua's circuit in MATLAB for the time interval between 0 and p 3 .
Step 2. Generate the training, testing, and validation sets by using the portions of the data set corresponding to the time intervals of [0; p], [p 1 ; p 2 ], and [p 2 ; p 3 ], respectively.
Step 3. Train ELM models in relation to each state variable by using the training data spoilt by noise and determine optimal ELM models on the validation set.
Step 4. Apply the optimal ELM models to the testing set feeding back the outputs of ELMs to the inputs.
Step 5. Reobtain the chaotic time series of each state variable and reconstruct the response of the circuit as input and output samples.
The framework of the proposed method is illustrated in Figure 4 . The accuracy of the whole system depends on the performance of each ELM model. A higher modeling error for each ELM model causes a higher accumulation error in the multistep iterated prediction. The reason for applying multiple ELM models in this paper is to obtain a more stable and fast prediction performance thanks to the high modeling performances of ELM models trained independently by using the same training data. The method is simple and easy to apply since the embedding dimension and time delay parameter of the chaotic time series in relation to each state variable are not required to be determined.
Numerical simulation results and discussion
In this study the four ELM models are used to learn the behavior of a memristor-based chaotic circuit in Figure 3 . The ELMs are first trained for estimating x 1 , x 2 , x 3 , and x 4 . The future values of the behavior of the chaotic circuit are predicted. This is known as a one-step-ahead prediction. Next, the iterated multistepahead prediction is carried out by using the previously trained ELMs with the best network architectures. The outputs of ELM models are given as next inputs of ELM models in this case. Finally, the chaotic time series are reobtained and the chaotic attractors are reconstructed.
All experiments were run by using MATLAB on a personal notebook computer with 2.4-GHz Intel(R) Core(TM) 2 Duo processor, 3GB memory, and Windows 7 operation system. For ELM the implementation method described in [34] [35] [36] was employed. Regarding SVM, the LIBSVM implementation method described in [44] was employed. In the simulations a time series consisting of 5521 data was obtained for each state variable.
Sixty percent of all data was used for the training set. Half of the remaining 40% was used for testing and validation. The training set corresponds to 3321 data for 0.0059 s. The validation set corresponds to 1104 data for the time interval between 0.0059 s and 0.0080 s. The testing set corresponds to 1104 data for the time
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Reobtain the chaotic time series and reconstruct chaotic attractors interval between 0.0080 s and 0.01 s. The training set was spoilt by Gaussian noise with a standard deviation of 0.1. The testing set and validation set were not spoilt by noise.
The performance of ELM models depends only on an appropriate setting of the number of hidden neurons, while the selection of three parameters, the regularization parameter C, the precision parameter ε, and the kernel parameter γ , is important to the performance of SVMs [33, 34, 44, 45] . There are no general rules for parameter setting of the SVM. The selection is usually based on trial and error, also called cross validation method, or user's expertise. However, the trial-and-error method is very time consuming. In this paper the radial basis function kernel was used for SVMs and the width parameter of the kernel was set as 0.6, according to γ m ∼ (0.1, 0.5) as in [46] for speeding up the parameter selection stage, where m is the number of input variables. The regularization parameter C and the precision parameter ε were optimized for all combinations of
[44]. In order to find the best network architecture of ELMs, it was easily changed through increasing gradually the number of hidden neurons from 1 to 50 in an interval of 1 because of the fast training and testing speed of ELM in this paper. All data were normalized in [-1 1] range as proposed in [34] [35] [36] . ELMs with sigmoid activation function were used. RMSE values in training, testing, and validation of the four ELMs are given in Figure 4 . The optimal number of hidden neurons of ELMs and the optimal parameters (C , γ, ε) of SVMs were determined by taking their validation performances into consideration. In order to further evaluate the obtained results the following performance statistics such as root mean-squared errors (RMSEs), mean absolute errors (MAE), and correlation coefficient (R) were used:
where y i is the actual value,ȳ is the mean actual value,ŷ i is the predicted value,ŷ is the mean predicted value, and N is the total data number.
MAE is the average of the obsolete difference of the prediction value from the actual values. RMSE is the square root of the mean square error. MAE and RMSE are highly correlated, but significant considerable errors have a large effect on RMSE because of the square of error. In this study we considered both RMSE and MAE in order to gain some insight into the relative distribution of the error. The correlation coefficient measures how well the predicted values are consistent with the actual values. In order to determine the best model, the values converging to unity of R and the small values of RMSE and MAE are searched by the special validation data set.
All simulations were run 10 times. The average results are listed in the tables. Although the ELM usually gives better results for large numbers of hidden neurons [34] [35] [36] , this was not observed in the prediction of time series in this paper. A considerable number of hidden neurons lead to significant errors for prediction. However, a higher number of neurons provides healthier results on the training and validation sets. The results estimating x 3 and x 4 in relation to ELMs are presented in Tables 1 and 2 . The results relating to the other variables can be similarly interpreted and observed from Figure 5 . In these tables all of the results that are up to the lowest validation error for a short and comprehensible presentation are given and the others are dismissed. Table 1 lists the first 26 results relating to the ELM estimating x 3 . The biggest value of R and the lowest values of RMSE and MAE relating to ELM estimating x 3 are 0.9998, 0.0141, and 0.0112 in the validation stage, respectively. In Table 2 , the first 19 results relating to the ELM estimation of x 4 are presented. The biggest value R and the lowest values of RMSE and MAE relating to ELM estimation of x 4 are 0.9999, 0.0132, and 0.0095, respectively. As can be seen from Figure 5 , the best number of hidden neurons for the ELM models in relation to x 1 , x 2 , The reconstructed attractors by ELMs are perfect since the ELM models are trained and validated by the data in the training and validation stages, respectively. The success of the proposed method should be proven especially for the prediction stage. Hence, Figures 8 and 9 illustrate all of the reconstructed attractors by ELMs by using only the prediction stage and those of the original circuit. It is observed that all reconstructed attractors by the outputs of ELM regressors are similar to the original ones. In addition, the graphs of power spectral density for the reconstructed data and original ones are given in Figure 10 in order to verify the effectiveness of the proposed method. These figures show that the power spectral density of ELMs very closely follows the original ones. This means that the proposed system completely behaves like a memristor-based chaotic Chua's circuit. Furthermore, a version using SVMs instead of ELMs in the proposed method and MLRs were used in order to compare the method. Since MLRs are high speed regressors and SVMs have high modeling performance and very low training and testing time [33, 45] , they were used in comparisons. Since SVMs are superior to the other networks such as SLFNNs and RBFNs in the literature, only the SVMs are evaluated in this study. Figures 11 and 12 show that the ELMs and SVMs can be used to learn the behavior of Chua's circuit. However ELMs have a better ability to learn dynamic behavior than SVMs. In Figure 13 it was observed that the R values of MLRs relating to each variable corresponded to 0.5582, 0.8728, 0.1637, and 0.9333, respectively. The results for x 4 and x 2 are relatively acceptable, but the others are far from reasonable characteristics. It can be said that MLRs cannot be preferred to learn the behavior of Chua's circuit on account of their bad prediction performance.
The multistep-ahead prediction results obtained by using MLRs and the best ELM models and SVM models are given in Table 3 in terms of RMSE, MAE, R, and their best parameter values by taking all time intervals into consideration. It can be observed from Table 3 that the SVM shows a good prediction performance with RMSE values in the range of 1.62e -04-1.2422. For ELM models, a high prediction performance with RMSE values in the range of 1.22e -05-1.2087 is obtained.
The training, parameter selection, testing, and prediction times of ELMs, SVMs, and MLRs are presented comparatively in Table 4 . It can be observed from Table 4 that MLRs have only an advantage in the training and testing times. On the other hand, the parameter selection time of SVM is much too long. This period is not appropriate for online applications. It is evident from the results presented in Table 4 that the training times of the four ELM models are 0.0624, 0.0312, 0.0624, and 0.0312 in seconds while the training times of the four SVM regressors are 0.5221, 0.0562, 1.0862, and 1.0731 in seconds. The ELM models run faster than the SVM models. Through these analyses it is obvious that a multiple ELM method is an efficient prediction method in comparison with a multiple SVM method. Consequently, ELM models are more appropriate than SVM models in real-time implementations. Furthermore, since ELM models can be designed by using such processors as FPGA, the memristor-based Chua's circuit can be practically realized too. All the analyses show that the proposed model is an accurate and fast method for the prediction of chaotic behavior of a memristor-based Chua' circuit.
To sum up, it can readily be concluded that the ELM model generally outperforms the excellent SVM model with higher approximation power and lower training and testing times for predicting the behavior of a chaotic circuit.
Conclusions
In the current paper an efficient and fast method for predicting the multistep-ahead behavior of a memristorbased chaotic Chua's circuit by using multiple ELM models was developed. The main aim of the proposed method was to take on the unparalleled features of ELM models (better generalization performance, fast learning speed, simpler and without employing tedious and time-consuming parameter tuning) to model the chaotic circuits and to predict its multistep-ahead behavior.
In this paper the chaotic time series in relation to the circuit variables spoilt by noise are first used for training the four ELM models. A one-step-ahead prediction of the chaotic behavior of the circuit is estimated by the trained ELMs. Next, a 1104-step-ahead prediction is perfectly carried out by feeding back the outputs of ELMs to their inputs for a time interval not known in advance. The chaotic time series are finally reconstructed by the prediction results and all chaotic attractors are reobtained.
The effectiveness of the proposed prediction method is shown by means of scatter plots, power spectral density, RMSE, MAE, R, and the training, testing, and prediction times. Experimental results demonstrated that the proposed method performed significantly well in a multistep-ahead prediction of the chaotic behavior. A comparative study was also conducted on the methods of multiple ELM models, multiple SVM models, and MLRs. The experimental results showed that the multiple ELM method significantly surpassed in performance the multiple SVM method in terms of higher prediction performance, shorter training, parameter learning, and prediction times; it also surpassed MLRs in terms of higher prediction performance.
In addition, it is notable to state that the framework of the multiple ELM method can also be applied to other nonlinear chaotic circuits and the different chaotic time series without determining such parameters as the embedding dimension and the time delay.
FPGAs can be used to obtain the memristor-based chaotic circuit model on account of the fact that an ELM is trained and tested in a short time. Hence, the multiple ELM method is an important step towards modeling real world memristor-based circuits. On the other hand, the other parallel computing systems can be used to speed up the generating process of the circuit model due to the fact that ELM models are trained and tested independently of each other. The next study will be designed in that manner.
