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Abstract
Recent studies measuring the facial expressions of emotion have focused primarily on the perception of frontal face images. As we frequently encounter expressive faces from different viewing angles, having a mechanism which allows invariant expression perception would be advantageous to our social interactions. Although a couple of studies have indicated comparable expression categorization accuracy across viewpoints, it is unknown how perceived expression intensity and associated gaze behaviour change across viewing angles. Differences could arise because diagnostic cues from local facial features for decoding expressions could vary with viewpoints. Here we manipulated orientation of faces (frontal, mid-profile, and profile view) displaying six common facial expressions of emotion, and measured participants’ expression categorization accuracy, perceived expression intensity and associated gaze patterns. In comparison with frontal faces, profile faces slightly reduced identification rates for disgust and sad expressions, but significantly decreased perceived intensity for all tested expressions. Although quantitatively viewpoint had expression-specific influence on the proportion of fixations directed at local facial features, the qualitative gaze distribution within facial features (e.g., the eyes tended to attract the highest proportion of fixations, followed by the nose and then the mouth region) was independent of viewpoint and expression type. Our results suggest that the viewpoint-invariant facial expression processing is categorical perception, which could be linked to a viewpoint-invariant holistic gaze strategy for extracting expressive facial cues.
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Introduction
	Facial expressions of emotion provide crucial visual cues for us to understand other people’s emotional state and intention. The ability to recognize an individual’s expression accurately and quickly, whilst at the same time assessing its intensity, plays a crucial role in our social communication and even survival (e.g., McFarland et al., 2013). Classical studies by Ekman and colleagues have suggested that each of six common facial expressions, such as happy, sad, fear, anger, disgust and surprise, represents one of our typical emotional states, is associated with distinctive pattern of facial muscle movements and is culturally similar (universal) among humans (Ekman & Friesen, 1976; Ekman & Rosenberg, 2005; see also Jack, Blais, Scheepers, Schyns, & Caldara, 2009). Our perception of facial expressions of emotion is therefore likely to be categorical, as we have a finite set of predefined expression classes and this category knowledge influences the perception (Ekman & Rosenberg, 2005). Similar to categorical colour and object perception, expression perception also demonstrates between-category advantage (Goldstone, 1994) with enhanced performance (e.g., accuracy, reaction time, discriminability) for discriminating expressive faces which span the categorical boundary compared to faces which do not cross the boundary (Fugate, 2013). An alternative to the categorical model is the continuous or dimensional model (Russell, 2003) in which each emotion is represented as a feature vector (e.g., pleasure-displeasure) in a multidimensional space given by some characteristics common to all emotions (e.g., arousal and valence). It is relatively easy for this model to justify the perception of less common expressions which share affective information, such as shame and confusion. 
Considering that faces often appear under very different viewing conditions (e.g., brightness, viewing angle, or viewing distance), an invariant face representation in our visual system (within given limits) would be useful for efficient face perception and advantageous to our social interactions. Indeed, several recent psychological studies have demonstrated that varying resolution of face images (up to 10 × 15 pixels in which almost no useful local facial information is left for visual analysis; Du & Martinez, 2011), and manipulating presented face size to mimic viewing distance in typical social interactions (ranging from arm’s length to 5 m; Guo, 2013), or changing face viewpoint from frontal view to profile view (Kleck & Mendolia, 1990; Matsumoto & Hwang, 2011; see also Hess, Adams, & Kleck, 2007; Skowronski, Milner, Wagner, Crouch, & McCanne, 2014) had little impact on expression categorization accuracy for the six common facial expressions, suggesting an invariant facial expression judgment under different viewing conditions.
	These studies, however, only measured expression identification accuracy. It is unclear to what extent the perceived expression intensity is affected by viewing perspectives, such as from different viewing angles or viewpoints. Previous studies have clearly shown that different facial musculature patterns are associated with different facial expressions (Ekman & Freisen, 1976), and different local facial features transmit diagnostic information in recognizing different expressions (e.g., the eyes and mouth contain crucial cues for detecting angry and happy expressions, respectively) (Smith, Cottrell,  Gosselin, & Schyns, 2005; Calvo & Nummenmaa, 2008). As the visible area of these facial musculature patterns and local facial features will vary according to horizontal viewing angles (e.g., frontal face may provide greater opportunity than profile face for detecting the lowering of inner eyebrows associated with angry expression), the perceived expression intensity could be sensitive to viewpoints.  
	Additionally, the expresser’s head position can indicate focus of attention and consequently influence the interpretation of expressions in social context (Hess et al., 2007). For example, in comparison with profile view, we might be more sensitive to an angry face in frontal view because the associated aggression is more direct and consequently has a greater and imminent threat value to the viewer. Indeed, brain imaging studies have observed greater neural responses in amygdala to angry faces directed towards the observer compared with away (Sato, Yoshikawa, Kochiyama, & Matsumura, 2004; N’Diaye, Sander, & Vuilleumier, 2009). Furthermore, given that different expressions could be associated with different functional value (e.g., angry and happy faces could signal threat and approachability, respectively) (Hess et al., 2007; Becker et al., 2011), it is plausible they may show a different degree of vulnerability to viewpoints. 
Taken together, the reported invariant facial expression perception could be due to categorical judgement of emotions, as the perceived facial structure differences across viewpoints may only affect expression intensity judgement rather than expression categorization. Alternatively, if facial expression perception can be accounted for by the continuous model (Russell, 2003) in which the expression intensity is intrinsically defined in the representation of emotion type, then both expression recognition accuracy and perceived expression intensity might be influenced by viewpoints, as expressive cues from local facial features could become ambiguous at some viewing angles (e.g., profile view) for both expression categorization and intensity judgement. This possibility will be systematically examined in this study.
At a close social distance, the faces falling in our visual field are large enough to elicit saccadic eye movements that provide a sensitive and real-time measure of visual processing. Coinciding with our behavioural sensitivity and expertise in processing facial expressions, our gaze pattern could reflect expert cognitive strategies for extracting diagnostic facial information in expression perception. When using full frontal expressive faces as stimuli, recent eye-tracking studies have observed that when categorizing facial expressions, participants tended to adopt a ‘holistic’ viewing strategy to integrate featural information from key internal facial features into a single representation of the whole face (Guo, 2012). Specifically, smaller faces would attract a stronger fixation bias to the central face region (e.g., nose area) to efficiently gather facial cues from surrounding features (e.g., eyes and mouth). For larger faces, if individual facial features were large enough to attract direction gaze, people would scan all key internal facial features (i.e. eyes, nose, and mouth) to extract and integrate expressive featural cues in order to reliably decode facial affects (Guo, 2012, 2013), but looked more often at  local facial regions that are most characteristic for each facial expression, such as mouth in happy faces and eyes in angry faces  (Jack et al., 2009; Eisenbarth & Alpers, 2011; Guo, 2012). It is unclear, however, whether this holistic but also expression-sensitive gaze pattern would also be viewpoint-invariant. If the holistic viewing behaviour is part of generic scanning strategy for general face processing (Guo, 2013), then viewpoint should not qualitatively affect our gaze distribution at key facial features. On the other hand, if the gaze allocation is mainly determined by current available local information (Eisenbarth & Alpers, 2011), then viewpoint-induced changes in visible area of internal facial features should systematically influence the amount of fixations directed at these features. 
In this exploratory eye-tracking study we presented six common facial expressions of emotion (happy, sad, fearful, angry, disgusted, and surprised) at three different viewing angles (frontal, mid-profile, and profile view), and aimed to examine to what extent observers’ expression categorization accuracy, perceived expression intensity, and associated gaze behaviour were affected by varying viewpoints. Built upon previous observation of emotion categorization at different viewing angles and gaze behaviour in processing expressive faces, we hypothesised there would be (1) an evident impact of viewpoint on expression judgement, at least on the perceived expression intensity; (2) an holistic face-viewing gaze distribution at all internal facial features with viewpoint quantitatively modifying the amount of fixations at each feature.  

Materials and methods
Thirty-two undergraduate students (11 male, 21 female), age ranging from 18 to 43 years old with the mean of 19.94 ± 4.34 (Mean ± SD), volunteered to participate in this study. All participants had normal or corrected-to-normal visual acuity. The Ethical Committee in School of Psychology, University of Lincoln approved this study. Written informed consent was obtained from each participant, and all procedures complied with the British Psychological Society Code of Ethics and Conduct and with the World Medical Association Helsinki Declaration as revised in October 2008.
Digitized grey-scale face images were presented through a ViSaGe graphics system (Cambridge Research Systems, UK) and displayed on a non-interlaced gamma-corrected colour monitor (30 cd/m2 background luminance, 100 Hz frame rate, Mitsubishi Diamond Pro 2070SB) with the resolution of 1024 × 768 pixels. At a viewing distance of 57 cm, the monitor subtended a visual angle of 40° × 30°.
Western Caucasian face images were obtained from the Karolinska Directed Emotional Faces CD ROM (Lundqvist, Flykt, & Öhman, 1998). Five male and five female models were carefully chosen to ensure symmetrical distribution of internal facial features (i.e. eyes, nose, and mouth) on both hemifaces, and had no distinctive facial marks (e.g., moles) on each hemiface. Each of these models posed six high-intensity facial expressions (happy, sad, fearful, angry, disgusted, and surprised) at three different horizontal viewing angles: full-face frontal view, a left 45° mid-profile view, and a left profile view (see Fig.1 for examples). As a result, 180 expressive face images (10 models × 6 expressions × 3 viewing angles) were generated for the testing session. Although they may have real-world limitations, and categorization performance for some expressions could be subject to culture influence, these well-controlled face images were chosen for their comparability and universality in transmitting facial expression signals, at least for our observer group (Western Caucasian adults). The faces were processed in Adobe Photoshop to ensure a homogenous grey background, brightness, and face size (369 × 500 pixels, 14.2° × 19.2°). As human vision follows an approximate gamma function, with greater sensitivity to relative luminance differences between darker tones than between lighter ones, these images were gamma corrected to ensure a natural shades appearance as seen by human eyes. During the testing, the face images were displayed once in a random order.
All of our participants were aware of ‘universal’ facial expressions. Before the testing, they were shown a PowerPoint presentation containing one male and one female model posing happiness, sadness, fear, anger, disgust, and surprise (sampled from Pictures of Facial Affect), and were asked to label each facial expression as carefully as possible without time constraint. All of them could recognize these facial expressions or agree with the classification proposed by Ekman and Friesen (1976).
A self-paced task was used to mimic natural viewing condition. During the experiments the participants sat in a chair with their head restrained by a chin-rest, and viewed the display binocularly. To calibrate eye movement signals, a small red fixation point (FP, 0.3° diameter, 15 cd/m2 luminance) was displayed randomly at one of 9 positions (3 × 3 matrix) across the monitor. The distance between adjacent FP positions was 10°. The participant was instructed to follow the FP and maintain fixation for 1 s. After the calibration procedure, the participant pressed the response box to initiate a trial. The trial was started with an FP displayed 10° left or right to the screen centre to minimize central fixation bias (Tatler, 2007). If the participant maintained fixation for 1 s, the FP disappeared and a face image was presented at the screen centre. During the self-paced, free-viewing presentation, the participant was instructed to “categorize this facial expression and rate the perceived expression intensity as accurately and as quickly as possible”, and to respond by pressing a button on the response box (for collecting reaction time data) with the dominant hand followed by a verbal report of the perceived facial expression (6-alternative forced choice: happiness, sadness, fear, anger, disgust, and surprise) and its intensity on a 9-point scale, in which 1 represents ‘not expressive at all’ and 9 represents ‘extremely expressive’. No reinforcement was given during this procedure.
Horizontal and vertical eye positions from the self-reported dominant eye (determined through the Hole-in-Card test or the Dolman method if necessary) were measured using a Video Eyetracker Toolbox with 250 Hz sampling frequency and up to 0.25° accuracy (Cambridge Research Systems, UK). The software developed in Matlab computed horizontal and vertical eye displacement signals as a function of time to determine eye velocity and position. Fixation locations were then extracted from the raw eye-tracking data using velocity (less than 0.2° eye displacement at a velocity of less than 20°/s) and duration (greater than 50 ms) criteria (Guo, Mahmoodi, Robertson, & Young, 2006). 
While determining fixation allocation within key internal facial features (i.e. eyes, nose, and mouth), a consistent criterion was adopted to define boundaries between local facial features for different faces (for details see Guo, Tunnicliffe, & Roebuck, 2010). Specifically, the ‘eye’ region included the eyes, eyelids, and eyebrows; the ‘nose’ or ‘mouth’ region consisted of the main body of the nose (glabella, nasion, tip-defining points, alar-sidewall, and supra-alar crease) or the ‘mouth’ and immediate surrounding area (up to 1°). The division line between the mouth and nose regions was the midline between the upper lip and the bottom of the nose (see Fig. 1 for examples). Each fixation was then characterized by its location among feature regions and its time of onset relative to the start of the trial. The number of fixations directed at each feature was normalized to the total number of fixations sampled in that trial.

Results
Analysis of behavioural responses in expression perception
 	Given humans often show different perceptual sensitivities in recognizing different facial expressions (e.g., Kirouac & Doré, 1985; Palermo & Coltheart 2004; Guo, 2012, 2013), it is plausible that viewpoint may show different degree of impact on perceiving different expressions. This possibility was examined by conducting 3 (viewpoint) × 6 (expression type) repeated-measures analyses of variance (ANOVAs) with expression categorization accuracy, perceived expression intensity and reaction time as the dependent variables. For each ANOVA, Greenhouse–Geisser corrections were applied where sphericity was violated.
For expression categorization accuracy (Fig. 2A and 2D), the analysis revealed significant main effect of viewpoint (F(2,62) = 10.65, p < 0.001, ηp² = 0.26) and expression type (F(2.91,90.18) = 95.26, p < 0.001, ηp² = 0.75), but very weak interaction between viewpoint and expression type (F(10,310) = 1.72, p = 0.08, ηp² = 0.05). Specifically, the overall categorization accuracy was indistinguishable between frontal view and mid-profile view (Bonferroni correction for multiple comparisons, p = 1), but was significantly decreased for faces in profile view (all ps < 0.01). Irrespective of viewpoints, participants showed the highest discrimination accuracy for happy expression, followed by sad, angry and surprise expressions, and then by disgust expression. Fearful faces, on the other hand, induced the lowest discrimination accuracy (all ps < 0.01). Furthermore, although in general profile view was associated with less accurate expression categorization than frontal and mid-profile views, this trend was the most evident for disgust and sad expressions (all ps < 0.05). For other expressions, frontal view and profile view had indistinguishable categorisation accuracy (all ps > 0.05).
	For perceived expression intensity (Fig. 2B and 2E), the analysis also revealed significant main effect of viewpoint (F(2,62) = 13.29, p < 0.001, ηp² = 0.3) and expression type (F(3.09,95.73) = 50.86, p < 0.001, ηp² = 0.62), and interaction effect between viewpoint and expression type (F(10,310) = 1.97, p = 0.04, ηp² = 0.06). Among six tested expressions, disgust and surprise expressions were perceived with the highest intensity, followed by happiness and anger, and then by fear and sadness (all ps < 0.01). Across all the expressions, profile view was perceived less intense than frontal view or mid-profile view (all ps < 0.01). For happy expression, the perceived intensity gradually decreased from frontal view to mid-profile view, and then to profile view (all ps < 0.05). For other expressions, there was no difference in the perceived intensity between frontal and mid-profile views (all ps > 0.05). It seems that viewpoint had more evident impact on perceived expression intensity than on expression categorization accuracy. Profile view reduced the perceived intensity for all the tested expressions, but did not affect categorization accuracy for happy, angry, fear and surprise expressions.
	The reaction time (Fig. 2C and 2F) was further significantly affected by viewpoint (F(1.66,51.4) = 3.65, p = 0.04, ηp² = 0.11) and expression type (F(2.31,71.61) = 50.86, p < 0.001, ηp² = 0.31). Overall, reaction times were generally longer for profile view than frontal or mid-profile view. For individual expressions, happy and fearful faces tended to attract the fastest and the slowest reaction times, respectively (all ps < 0.05). There was little difference in reaction time while processing sadness, anger, disgust and surprise (all ps > 0.05). There was no significant interaction between viewpoint and expression type (F(1.86,57.54) = 0.8, p = 0.45, ηp² = 0.03). 
	To investigate 	whether viewpoint would bias expression categorization to certain type of expressions, full confusion matrices were computed to illustrate which expressions were mistaken for others. For each displayed expression at a given viewpoint, we calculated the percentage of the trials in which the participant categorized the expression using each of the six expression labels (Table 1). Across all the participants, the percentages of labelled expression for each displayed expression were then analysed with 3 (viewpoint) × 6 (expression label) ANOVA combined with a posteriori analysis. Similar as previous observation (Guo, 2012, 2013), fear expression tended to be mislabelled as surprise or sadness; disgust and surprise were often confused with sadness and fear, respectively (all ps < 0.01). Compared to frontal view, profile view of disgust expression was more likely to be mistaken as sad or fearful expression (all ps < 0.01). For other displayed expressions, viewpoint did not show systematic impact on miscategorization bias (all ps > 0.05).

Analysis of gaze patterns in expression perception
We first examined to what extent viewpoint would affect the number of fixations participants needed to categorize different facial expressions, a 3 (viewpoint) × 6 (expression type) ANOVA with averaged number of fixations directed at each face as the dependent variables revealed significant main effect of viewpoint (F(1.52, 47.23) = 8.25, p = 0.002, ηp² = 0.21; Fig. 3A) and expression type (F(3.27, 101.43) = 20.98, p < 0.001, ηp² = 0.4), and significant interaction between viewpoint and expression type (F(6.11, 189.33) = 3.8, p = 0.001,  ηp² = 0.11; Fig. 3C). In agreement with previous research (Guo, 2012, 2013), participants directed the least and the most number of fixations at happy and fearful faces, respectively (all ps < 0.05; Fig. 3C). They allocated an indistinguishable number of fixations in perceiving sad, angry, disgusted, and surprised expressions (all ps > 0.05). Turning a face from frontal view to profile view would reduce number of fixations directed at the faces for half the expressions, notably angry, fearful and disgust (all ps < 0.05). Changing viewpoint for happy, sad and surprised expressions, on the other hand, had no significant impact on fixation numbers.
Previous studies have suggested that the length of individual fixation duration could be associated with the target discriminability or the amount of information needed to be processed from the fixated region (e.g., Hooge & Erkelens, 1998; Guo et al., 2006). The reduced visibility of facial features in profile faces may increase local facial information ambiguity and consequently lead to longer fixation duration. This possibility was examined by a 3 (viewpoint) × 6 (expression type) ANOVA with the average fixation duration across all fixations directed at each face as the dependent variables. The analysis revealed significant main effect of viewpoint (F(1.24, 38.32) = 12.12, p = 0.001, ηp² = 0.28; Fig. 3B) and expression type (F(3.1, 95.97) = 10.1, p < 0.001, ηp² = 0.25), but there was no interaction between viewpoint and  expression type (F(3.97, 123.13) = 1.99,  p = 0.1,  ηp² = 0.06; Fig. 3D). Among the tested expressions, angry and fearful faces attracted longer fixation durations than happy, sad, disgust and surprised faces (all ps < 0.05). But across all the expressions, profile view always attracted longer fixations than front and mid-profile views (all ps < 0.05). To correct for the longer reaction time associated with categorizing expressions in profile view (Fig. 2C), fixation rate (number of fixations per second) was also compared across the viewpoints. In comparison with frontal view (3.27 ± 0.14) and mid-profile view (3.13 ± 0.13), fixation rate was significantly decreased in profile view (2.69 ± 0.15) (One way ANOVA ,  F(2, 62) = 19.94,  p < 0.01,  ηp² =0.39).
It seems that across all the expressions, changing viewpoint from frontal to profile view significantly decreased the number of fixations directed at the expressive faces (Fig. 3A) but increased individual fixation durations (Fig. 3B). Faces with frontal and mid-profile views, on the other hand, attracted indistinguishable number of fixations and fixation durations (all ps > 0.05). We then examined detailed fixation distribution to determine which facial features participants found informative when seeking visual cues for categorizing and rating expressions across different viewpoints. As shown in the example faces in Fig. 4, profile faces attracted a more widely spread fixation distribution than frontal or mid-profile faces. Specifically, the hairline, ear, cheek and chin regions were fixated more frequently when faces were in profile view. Consequently, the proportion of fixations directed at the eyes, nose and mouth regions was significant less in profile face (70% ± 2.1) than in frontal (87% ± 1.3) or mod-profile faces (86% ± 1.21) (one-way ANOVA,  F(1.13, 34.93) = 54.63,  p < 0.01,  ηp² = 0.64). 
In the following gaze pattern analysis, we focused on fixations directed at the eyes, nose and mouth regions as previous studies have demonstrated when exploring either neutral or expressive faces, the vast majority of fixations were allocated at these key internal facial features regardless of task demand (e.g., Althoff & Cohen, 1999; Henderson, Williams, & Falk, 2005; Guo et al., 2010; Guo, Smith, Powell, & Nicholls, 2012; Guo, 2012, 2013). Across all the expressions, a 3 (viewpoint) × 3 (face region) ANOVA with proportion of fixations directed at each facial region as the dependent variables showed a significant main effect of face region (F(1.49, 46.08) = 58.31, p < 0.001, ηp2  = 0.65) and viewpoint (F(1.12, 34.86) = 60.16, p < 0.001, ηp2  = 0.66), and significant interaction between face region and viewpoint (F(1.99, 61.8) = 4.47, p = 0.02, ηp2 = 0.13; Fig. 5A). Regardless of viewpoint, the eyes tended to attract the highest proportion of fixations, followed by the nose and then the mouth region (all ps < 0.05). But quantitatively the proportion of fixations directed at a given facial feature varied with viewpoint. Specifically, the eyes in mid-profile view attracted higher proportion of fixations than in profile view (p < 0.01). The nose region in front view attracted more fixations than in mid-profile view and profile view (all ps < 0.05). The mouth region, on the other hand, attracted the same amount of fixations across different viewpoints (all ps > 0.05). The analysis of viewing time distribution within the eyes, nose and mouth regions showed identical findings as those from fixation distribution analysis (Fig. 5B).
Similar effect of viewpoint on fixation distribution was also evident for individual expressions (Fig. 6). 3 (viewpoint) × 3 (face region) × 6 (expression type) ANOVA revealed significant main effect of viewpoint (F(1.13, 34.99) = 60.31, p < 0.001, ηp2 = 0.66), face region (F(1.49, 46.07) = 58.46, p < 0.001, ηp2 = 0.65) and expression type (F(5, 155) = 5.79, p < 0.001, ηp2 = 0.16), and significant interaction of viewpoint × face region × expression type (F(10.02, 310.48) = 3.46, p < 0.001, ηp2 = 0.1). In disgust expression only, detailed post-hoc comparisons confirmed that the eyes in mid-profile view and in profile view attracted the same proportion of fixations (p = 0.27). For other expressions, the eyes in mid-profile view always drew significantly more fixations than in profile view (all ps < 0.05). For happy and disgust expressions, mid-profile view also led more fixations allocated at the eyes than frontal view (all ps < 0.05). 
Regarding the nose region, turning faces from frontal view to mid-profile and then to profile view monotonically reduced proportion of fixations directed at the nose. This trend was the most evident for sad, disgust and angry expressions (all ps < 0.05). The nose in happy and surprised faces attracted the same amount of fixations from mid-profile and profile views (all ps > 0.05), and the nose in fearful faces drew indistinguishable amount of fixations from frontal and mid-profile views (p =  0.13).
Regarding the mouth region, disgust attracted more fixations in mid-profile view than in either frontal or profile view (all ps < 0.05). However, for the other expressions, viewpoint had no significant influence on the amount of fixations directed at the mouth (all ps > 0.05). Taken together, it seems that viewpoint had expression-specific impact on gaze distribution within eyes, nose and mouth regions.
As the examples shown in Fig.4 and in agreement with earlier findings (Guo, 2012, 2013), the fixation distribution within internal facial features was quantitatively influenced by the viewed expressions as revealed by significant interaction between expression type and face region (F(6.74, 208.93) = 21.39, p < 0.001, ηp2 = 0.65). Specifically, the eyes in happy and disgusted faces were the least viewed, followed by the eyes in sad faces. The eyes in angry, fearful, or surprised faces, on the other hand, were the most frequently viewed facial features (all ps < 0.05). For the nose region, the participants directed more fixations at the nose in disgusted, happy, and sad faces than that in angry, fearful, and surprised faces (all ps < 0.05). As for the mouth region, the mouth in happy, disgusted, and surprised faces attracted higher proportion of fixations than that in sad, angry, and fearful faces (all ps < 0.05). 
Considering that the same facial features across different viewpoints often vary in size (e.g., the eye region is larger in frontal view than in profile view), it could be argued this variance in feature size might determine differences in number of fixations allocated at the same feature across the viewpoints. To control such feature size influence, we normalized fixation distribution data shown in Fig. 5 by local facial feature size.  Specifically, the proportion of the area of a particular facial feature relative to the whole image was subtracted from the proportion of fixations directed at that facial feature in a given trial. Any difference in fixation distribution from zero means that this particular facial feature attracted more or less fixations than predicted by uniform looking strategy (Dahl, Wallraven, Bülthoff, & Logothetis, 2009; Guo et al., 2010). 
The control analysis revealed almost identical findings as those shown in Fig.5. Across all the expressions, a 3 (viewpoint) × 3 (face region) ANOVA with normalised proportion of fixations directed at each facial region as the dependent variables demonstrated significant main effect of face region (F(1.49, 46.08) = 53.85, p < 0.001, ηp2  = 0.64) and viewpoint (F(1.13, 34.86) = 30.33, p < 0.001, ηp2  = 0.5), and significant interaction between face region and viewpoint (F(1.99, 61.8) = 5.36, p = 0.007, ηp2 = 0.15; Fig. 7A). Regardless of viewpoint, the eyes attracted the highest proportion of fixations, followed by the nose and then the mouth region (all ps < 0.05). But quantitatively the proportion of fixations directed at a given facial feature varied with viewpoint. The eyes in mid-profile view, the nose in front view and the mouth in mid-profile view attracted slightly higher proportion of fixations than the same feature in other viewpoints (all ps < 0.05). The analysis of viewing time distribution within the eyes, nose and mouth regions showed identical findings as those from fixation distribution analysis (Fig. 7B). Comparing Fig. 5 with Fig. 7, it is unlikely that the size variance in facial feature across viewpoints could significantly affect fixation distribution in judging facial expressions.

Discussion 
In this study we systematically compared observers’ behavioural performance and associated gaze patterns in perceiving common facial expressions across different viewing angles. Our analysis revealed a significant effect of viewpoint on the perceived facial expression intensity. The individual facial expression in profile view was rated significantly less intense than in frontal view, even for those expressions with indistinguishable recognition rates between frontal and profile views (e.g., happiness, fear, anger, and surprise; Fig. 2). As the expressive cues are mainly contained in the key internal facial features and their surrounding regions (Smith et al., 2005; Calvo & Nummenmaa, 2008), the decreased visibility of these features in profile view could consequently lead to the reduced intensity judgement. 
In comparison with expression intensity judgement, viewpoint had limited impact on expression categorization accuracy. As observed in previous studies (Kleck & Mendolia, 1990; Matsumoto & Hwang, 2011), happy, fearful, angry and surprised expressions had comparable recognition accuracies between frontal, mid-profile and profile views. Unlike those earlier experiments, in this study we observed that sad and disgusted faces showed slightly poorer identification rate in profile view than in frontal view.  With ‘bubbles’ protocol in which participants viewed a face through a set of simultaneously presented, randomly allocated small Gaussian windows across the face, Smith et al. (2005) have observed that local facial regions surrounding the nose and between inner eyebrows transmit diagnostic cues for decoding disgusted and sad expressions. We also noticed that the proportion of fixations directed at the nose region in disgusted face and at the eye region in sad face (in the analysis of fixation allocation eyebrow is often treated as part of eye region due to its close proximity to the eyes and human fovea/parafovea size) was significantly decreased in profile view than in frontal or mid-profile view (Fig. 6). Perhaps the reduced categorization rate for these two expressions in profile faces could be attributed to the reduced visibility of these two local regions (especially inner eyebrow area) in profile face than in frontal face. Recently Skowronski et al. (2014) manipulated presentation time of happy, angry, fearful, sad and neutral faces displayed in frontal, mid-profile and profile views. They observed in self-paced presentation only sad and angry expressions showed slightly decreased detection rate in profile view in comparison with frontal view, but these decreases were enhanced with brief (100 ms) presentation duration. It seems that some expressions (e.g., sad, angry and disgust) are susceptible to viewpoint manipulation. However, even in challenging profile view, identification rates for these expressions are still far above the chance level.
Interestingly, when comparing behavioural performance in judging expression from faces in frontal view and in mid-profile view, across all the tested expressions we did not find any significant difference in expression categorization accuracy, perceived expression intensity and reaction time between these two viewpoints (Fig. 2A, 2B and 2C), suggesting mid-profile view of the face can transmit sufficient expressive cues for expression perception. This finding reinforces the proposal, already suggested by early studies on judging face identity from different viewpoints (e.g., Hancock, Bruce, & Burton, 2000; Liu & Chaudhuri, 2002), that faces in mid-profile view may contain information that results in equal (or in some studies superior) recognition performance as faces in frontal view for assessing a variety of facial cues.
When taking all the viewpoints (frontal, mid-profile, and profile view) into consideration, even our expression categorization accuracy might remain constant across different viewing angles, the perceived intensity of a given expression is vulnerable to the change of viewpoint. It seems that the viewpoint-invariant facial expression perception is likely to be limited in categorical judgement. Although differences in face identification accuracy across viewpoints have been reported when using small familiarized stimulus sets (Hill & Bruce, 1996; Newell, Chiroro, & Valentine, 1999; Lee, Matsumiya, & Wilson, 2006), many previous studies have observed that viewpoint has little effect on categorical judgement of a range of facial cues. For instance, participants often show comparable accuracy in recognizing identity of familiar faces and in judging race or gender of faces from different viewpoints (Hancock et al., 2000; Liu & Chaudhuri, 2002; Bindemann, Scheepers, & Burton, 2009; Sæther, Van Belle, Laeng, Brennen, & Øvervoll, 2009; Brielmann, Bülthof, & Armann, 2014), suggesting the existence of viewpoint-invariant categorical face representation in our brain.
Viewpoint can also modify task-related gaze behaviour. Changing viewing perspective from frontal to profile view would increase individual fixation duration but reduce number of fixations allocated at the face (Fig. 3). As frontal face clearly display all internal facial features and their surround regions, it tends to attract relatively more fixations with shorter duration than other viewpoints.  Profile face, on the other hand, reduces visible face surface area and visibility of facial features. Consequently, participants needed fewer fixations to scan available facial features but longer fixation duration to extract and analyse those relatively ambiguous expressive cues. Furthermore, although increased fixation duration in profile face was evident for all the expressions, decreased number of fixations was only found for anger, fear and disgust expressions, probably because diagnostic cues for these three expressions are partially from  inner eyebrow, nose and their surrounding regions that can not be fully visible in profile faces. Happy, sad and surprised facial cues, on the other hand, are mainly from eyes and/or mouth regions whose visibility is less affected by viewpoints. As a result, participant directed almost equal amount of fixations to these internal facial features in happy, sad and surprised faces displayed in frontal, mid-profile and profile views.
	In contrast to fixation numbers and fixation durations, normalised fixation distribution within facial features was less affected by viewpoints. Irrespective of face orientation and portrayed expression, the eye region tended to attract the highest proportion of fixation, followed by the nose and then the mouth region (Fig. 5 and 6). As the visual appearance of the eye changes dramatically across viewpoints (e.g., in profile view most of its shape is occluded and only one eye is visible), we seem to be highly sensitive towards the facial feature of the eye region, not necessarily its visual appearance. This fixation bias towards the eyes and surrounding region regardless of viewpoint has also been observed in other task demands, such as face race categorization task (Brielmann et al., 2014), gender judgement task (Bindemann et al., 2009; Sæther et al., 2009), face identity match or face recognition task (Stephan & Caine, 2007; Chelnokova & Laeng, 2011), and face free-viewing task (Bindemann et al., 2009). Furthermore, changing location or context of the eye region by inverting or scrambling face configuration (Guo et al., 2003; Guo, 2007) or putting eyes in non-face context (Levy, Foulsham, & Kingstone, 2013) would not diminish the preferential looking bias at the eyes. Perhaps the eyes can serve as a general ‘anchor point’ for processing various facial cues across viewpoints. 
By presenting parts of an expressive face in isolation (e.g., through masking or ‘bubbles’ protocol), previous studies have revealed that participants could rely on individual facial parts to recognize some facial expressions (Smith et al., 2005; Calvo & Nummenmaa, 2008). For instance, the upper and lower half of the face is more informative for labelling fear and happy expressions respectively. Although it may be capable of solely relying on a single diagnostic facial feature to process expressive facial information (e.g., eyes in angry face and mouth in happy face; Smith et al., 2005), our participants rarely judged a facial expression after fixating at only a single characteristic facial region. Instead, they analysed facial cues sampled from the diagnostic region for a portrayed expression (e.g., mouth in happy faces) in conjunction with those from other key features (e.g., eyes and nose in happy faces). This ‘holistic’ viewing strategy for processing large face images in our visual field (scanning all key internal facial features to integrate featural information into a single representation of the whole face) has also been observed when categorizing expressive faces with different face sizes (Guo, 2013) or with different expression intensities (Guo, 2012), or when categorizing face race (Brielmann et al., 2014) or when judging face identity/familiarly across viewpoints (Stephan & Caine, 2007; Chelnokova & Laeng, 2011), suggesting it might be a generic ‘built-in’ scanning strategy in our brain for general face processing. 
	Although the observers’ gaze distribution (or the order of saliency for different facial features) was qualitatively similar across different viewing angles, quantitatively the proportion of fixations directed at local facial features could be influenced by viewpoint; and in some cases this manipulatory effect was expression-specific. For instance, the eyes in mid-profile faces attracted more fixations than that in profile faces for all expressions except for disgust. The eyes however attracted more fixations in frontal view for happy and disgusted faces. Perhaps when the expressive cues from nose and mouth regions are less visible or are more ambiguous in mid-profile or profile view, we tend to rely more on the eye region to judge the others’ emotion. This trend is more evident when viewing disgust and happy expressions, as the nose and mouth regions are critical to transmit diagnostic cues for these two expressions in comparison with other expressions.          
For the nose region, significantly greater gaze allocation was made in frontal view compared to mid-profile and profile views for all the expressions. Additionally more fixations were also directed at the nose in mid-profile face than in profile face for disgust, sad and angry expressions. As the nose region in frontal face was frequently attended when categorizing expressions such as disgust and sadness (Guo, 2012, 2013), it could be argued that as the face is rotated from full frontal view to mid-profile and then to profile view, the facial information from the nose region becomes less visible for processing and judging these expressions, which subsequently led to monotonically decreased fixations. However, as the image centre provides a convenient starting point to ensure rapid access to every point of interest in the image, humans tend to look more frequently at the central part of the image especially at the initial viewing stage (Tatler, 2007). Indeed, the first two fixations in identifying a full frontal face are more likely to be landed at around the centre of the nose that is close to the face image centre (Hsiao & Cottrell, 2008). By monitoring gaze behaviour to frontal, mid-profile and profile faces during a gender categorization and a free-viewing task, Bindemann et al. (2009) observed that independent of face view, participants initially fixated the geometric centre of a face and then looked at specific facial features. Hence it is plausible that this central fixation bias could partly account for the reduced proportion of fixations allocated at the nose region in mid-profile and profile faces. 
	For the mouth region, viewpoint had no clear impact on its fixation allocation for most of the displayed expressions. Only the mouth in mid-profile disgusted face attracted slightly more fixations than that in frontal and profile views, perhaps due to the reduced visibility of the critical nose region in mid-profile view.  
Taken together, our observations indicate that viewpoint has limited impact on facial expression categorization accuracy; it only affects those expressions transmitting dominant diagnostic cues through the inner eyebrow and nose regions. However, the perceived expression intensity is significantly influenced by viewpoint, even for those expressions showing comparable identification performance across face orientations. This suggests that previous reported viewpoint-invariant expression recognition is a categorical perception. The analysis of gaze behaviour further showed that the ‘holistic’ and expression-sensitive gaze pattern in viewing expressive faces has been largely preserved across viewpoints, implying this viewpoint-invariant gaze strategy could be linked to the invariant categorical face representation in our brain.
	It should be noted that this study has used a relatively small set of stimuli with three viewpoints for each of six basic high-intensity facial expressions from ten models, which inevitably had limited variability within each expression category and could induce ceiling effects for some expressions that participants were sensitive to (e.g., happy). Although categorization of these ‘universal’ expressions is not heavily influenced by culture, race, gender and age bias (Bruce & Young, 2012), it remains to be seen to what extent the current findings can be generalized to less universal expressions (e.g., confusion, shame) and mid- or low-intensity expressions which could transmit more ambiguous facial signals and may be susceptible to individual differences from both expresser and perceiver. Furthermore, to minimize the potential gaze distraction to task-irrelevant image regions, this study only presented faces without distinctive facial marks (e.g., moles). It would be interesting to examine whether similar viewpoint-invariant gaze strategy still exists when viewing a large variety of realistic faces with differences in facial mark, identity, race, and age.
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Figure 1


   




Figure 1. Examples of a male face image presented with varying facial expressions (from left to right: happiness, sadness, fear, anger, disgust, and surprise) at 3 different viewpoints (from top to bottom: frontal view, left mid-profile view, left profile view). The faces in the far right column show examples of local facial regions (eyes, nose and mouth) across different viewpoints that were used in the eye-tracking analyses.
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Figure 2. Mean expression categorization accuracy (A and D), perceived expression intensity (B and E) and reaction time (C and F) for expression judgement as a function of viewpoint. Data presented in A, B and C are pooled across all the expressions. Different bar groups in D, E and F represent different facial expressions of emotion. Error bars represent SEM.



Figure 3
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Figure 3. Average number of fixations (A and C) and average fixation duration across all fixations (B and D) directed at the expressive face as a function of viewpoint. Data presented in A and B are pooled across all the expressions. Different bar groups in C and D represent different facial expressions of emotion. Error bars represent SEM.
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Figure 4. Examples of fixation allocation on happy and angry faces presented at different viewpoints. The fixation data (represented by individual dots) was pooled across all the participants when viewing the same face images.
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Figure 5. Proportion of fixations (A) and viewing time (B) allocated at the eyes, nose, and mouth regions while processing facial expressions with varying viewpoints. Error bars represent SEM.
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Figure 6. Proportion of fixations directed at the eyes, nose, and mouth regions when processing different facial expressions with varying viewpoints. Error bars represent SEM.
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Figure 7. Normalized proportion of fixations (A) and viewing time (B) allocated at the eyes, nose, and mouth regions while processing facial expressions with varying viewpoints. The data was normalized by the size of local facial feature. Error bars represent SEM.




Table 1



Table 1. Confusion matrices of happy, sad, angry, fearful, disgusted, and surprised expression categorization (in bold): percentage of participants selecting the expression labels, averaged across the stimulus set and participants. 


Displayed expression	Categorized expression (%)
	viewpoint	happy	sad	angry	fearful	disgusted	surprised
Happy	Frontal 	99	0	0	0	0	1
	Mid-profile	99	0	0	1	0	0
	Profile	96	0	0	0	1	0
Sad	Frontal 	0	94	1	3	2	0
	Mid-profile	0	89	2	7	2	0
	Profile	0	90	2	4	3	0
Angry	Frontal 	0	1	86	3	8	1
	Mid-profile	0	3	88	3	5	2
	Profile	0	3	83	3	8	1
Fearful	Frontal 	3	13	2	52	6	25
	Mid-profile	0	9	1	50	7	32
	Profile	0	17	2	46	12	24
Disgusted	Frontal 	1	13	6	1	80	0
	Mid-profile	1	14	3	2	80	0
	Profile	0	19	6	4	71	0
Surprised	Frontal 	1	3	0	6	0	90
	Mid-profile	0	3	0	6	0	91
	Profile	0	0	0	7	0	93
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