Abstract-This paper studies inner and outer bounds on the degrees of freedom (DoF) region of the multi-antenna two-user Gaussian interference channel with an instantaneous relay (IR) or relay without delay. It is assumed that the two transmitters and the two receivers have M antennas, while the IR receives through N r antennas and transmits through N t antennas. In the proposed achievable scheme, which generalizes a known one for the case M = N r = N t to any (M, N r , N t ), the IR performs memoryless linear operations on its received signal so as to neutralize interference at the receivers, and the beamforming matrices used by the IR and the transmitters are jointly designed. This joint design strictly outperforms known achievable schemes. Two outer bounds are derived. An information theoretic outer bound is obtained by giving the receivers or the IR genie side information, so that the DoF region of the resulting enhanced channel is known; this converse is valid for any type of processing at the IR and shows the optimality of the proposed achievable scheme for some (M, N r , N t ) . A linear processing outer bound is obtained when the IR is restricted to performs linear operations, without any memoryless restriction, on its received signal and shows the optimality of the proposed achievable scheme among all linear processing schemes at the IR. As a result of independent interest, the DoF region of the classical multi-antenna two-user Gaussian interference channel without relay when the channel matrices can have any structure is also derived, which generalized available DoF region results that were derived under certain assumptions on the structure of the channel matrices.
With [21] , the Degrees of Freedom (DoF) region, or rate prelog region in the high SNR regime, first determined in [13] can be recovered. The sum DoF is also known exactly for the K-user MIMO IC with generic channel matrices and is attained by Interference Alignment (IA) [3] . It is known however, that for the fully connected K-user MIMO IC, the sum DoF is not increased by either feedback or by the presence of 'conventional' relays (i.e., nodes whose transmit signal depends strictly causally on their received signal). This negative result has motivated the study of the 2IC with an Instantaneous Relay (IR).
IR's were first introduced in [6] as a model where the signal transmitted by the IR in channel use t can depend on all received signals up to and including that at channel use t. IR's model for example programmable reflectarrays for passive beamforming at millimeter-wave frequencies [12] . The sum DoF of the 2IC with an IR was first studied in [16] , where it was shown that the IR brings a strict increase in the sum DoF compared to a conventional relay.
In this paper we are interested in determining the DoF region region of the MIMO 2IC with an IR. We do so by generalizing the achievable scheme of [16] and, most importantly, by proving converse bounds. Before detailing our contributions, we summarize known results on IR's.
A. Past Works on Instantaneous Relaying
IR's are studied for their benefit to capacity. For a pointto-point channel, the rate achieved with an IR is in general larger than the one achieved with a conventional relay [1] . For the single-antenna 2IC with an IR, outer bounds were derived in [4] and shown to be achievable by amplifyforward relaying in a non-asymptotic way for strong and very strong interference scenarios. In [10] , the uninformed non-cooperative (where the transmitter-receiver pairs are not aware of the existence of an IR) and the informed cooperative K-user IC with an IR were studied. It was shown that the IR improves the achievable rate region and provides better user-fairness in both scenarios compared to the classical IC setting. In [2] general networks with IR's were investigated. Depending on whether the IRs have their own messages or not, two different cut-set bounds were proposed. The bounds were proved to be tight for the causal vector Gaussian two-way relay channel and the causal vector Gaussian relay channel. IR's have been recently shown to be a special case of channels with 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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in-block memory [14] , which generalize classical memoryless networks. From a DoF perspective, Cheng et al. [5] demonstrated a DoF optimal (i.e., achieving the cut-set upper bound) scheme for the two-way IC with K single-antenna users and with a MIMO IR having 2K antennas. An interference aligned neutralization scheme was proposed in [16] for the case where all nodes have the same number of antennas; it was shown to achieve 3/2 sum DoF for the 2IC with an IR and 5/3 sum DoF for two-user X-channel with an IR, as opposed to 1 sum DoF for the 2IC and 4/3 sum DoF for two-user X-channel with a conventional relay (in which case the sum DoF is as if the conventional relay is not present). Our work aims to generalize and extend the results of [16] . IR's have also been considered for three-way channels; for example, a model where three users exchange messages through an IR was studied in [20] , where numerical results were presented for some extension of the Han-Kobayashi scheme [9] .
B. Contributions
In this paper we study the DoF region of the two-user IC with one IR, or 2IC+IR for short in the following. We shall use 'transmitter' to indicate a node in the network with a message to encode and send, and 'receiver' for a node with a desired message to decode. We assume that the two transmitters and the two receivers have M antennas, and that the IR receives through N r antennas and transmits through N t antennas. For such a channel we propose novel inner and outer bounds.
1) Inner Bound: Our achievable scheme is valid for all possible tuples of (M, N r , N t ) and recovers the result in [16] derived for the case N r = N t = M. The achievable scheme is based on: message alignment at the IR, interference neutralization at the receivers, and joint design of beamforming matrices at the transmitters and at the IR. In our scheme, the IR only uses memoryless linear processing on its received signal. The key aspect of our scheme is the joint design of beamforming matrices, compared to [16] where the beamforming vectors at the transmitters were determined first and then those at IR designed in a second stage. As a consequence, our joint design of beamforming matrices enable achieving the same DoF of [16] but with less number of antennas at IR. A detailed discussion is provided in Remark 1.
2) Outer Bound: We provide two converse bounds. We first show that our memoryless linear processing achievable scheme is information theoretical optimal when max {N r , N t } ≥ 2 min {M, N r , N t }. Then we show that our scheme is optimal among all possible linear transmission strategies at the IR, including those that are not memoryless (i.e., use all available channel outputs at the IR). Our information theoretic outer bound (valid for any type of processing at the IR) is derived through a genie argument so as to enhance the original channel to one whose DoF region is known; this bound shows the optimality of our scheme for some (M, N r , N t ). The optimality of our scheme among all linear strategies at the IR is proved by our linear processing outer bound (valid for any linear processing at the IR); this bound is derived by first transforming the 2IC+IR into an equivalent 2IC without relay, then by deriving the DoF region of the classical MIMO 2IC without relay when the channel matrices are not restricted to have any particular structure (which is a result of interest in itself), and finally by cleverly lower bounding the sum of the ranks of matrices which are themselves the sum of dependent matrices.
3) Application: As a practical application of our results, we can show that the achievable scheme in [16] , derived for the case N r = N t = M, is optimal under the restriction of linear operations at the IR, but it is strictly suboptimal if the antennas at the IR can be optimally allocated on either its receiving or transmitting side. In general, if the N r + N t antennas at the IR can be optimally allocated between the transmitting and receiving sides, our memoryless linear scheme at the IR is information theoretically optimal.
C. Paper Organization
The paper is organized as follows. Sec. II introduces the notation convention used in the rest of the paper and the channel model under investigation. Sec. III summarizes the main contributions of the paper. Our DoF inner bound is presented in Sec. IV. Our two converse results are presented in Sec. V (information theoretic converse) and in Sec. VI (converse under linear processing at the IR). Sec. VII concludes the paper. Some proofs may be found in Appendix.
II. CHANNEL MODEL

A. Notation Convention
In the paper we follow the notation convention of [7] . In addition, we use: sans serif fonts for constant parameters (such as power constraint, number of antennas, etc.), regular lowercase letters for scalar variables, regular uppercase letters for vector variables, bold uppercase letters for matrix variables, and bold lowercase letters for blocks within a partition matrix. In general, we use subscripts to index the transmitter and/or the receiver node, and superscripts to indicate the position of a sub-matrix within a larger matrix. For a real-valued a we define [a] + := max{a, 0}. For a matrix M, we use superscript H to indicate its Hermitian transpose, rk(M) to indicate its rank, and span{M} for its column span. We also use Tx and Rx for transmitter and receiver, respectively.
B. Channel Model
We consider the complex-valued Gaussian IC with two transmitter-receiver pairs and one IR shown in Fig.1 . We assume that each transmitter and receiver has M antennas, while the IR has N r antennas for receiving and N t antennas for transmitting. In the rest of the paper, the subscripts 1 and 2 refer to the first and second, respectively, transmitter or receiver, while the subscript 0 is used for the IR. Channel matrices have two subscripts, where the first refers to the receiving node while the second to the transmitting node. The time index is not shown in general so as not to clutter the notation; it is added as a subscript or superscript, when indicating the channel use index is critical. The received signal in a given channel use at the IR is
and the received signals at the receivers are
where X i ∈ C M ×1 is the transmitted signal by transmitter i ∈ [1 : 2] and X 0 ∈ C N t ×1 is the transmitted signal by the IR. The transmitted signals are subject to the power constraint
for some P > 0. The noises Z i , i ∈ [0 : 2], are independent circularly-symmetric complex-valued Gaussian random vectors with zero mean and identity covariance matrix. Each entry of the channel matrices
, are assumed drawn in an i.i.d. fashion from a continuous distribution (i.e., they are generic [3] ) and known to all nodes. Throughout the paper, even when not explicitly restated, we assume that the channel matrices are generic, which implies that they are full rank almost surely.
Transmitter i , i ∈ [1 : 2], has an independent message W i uniformly distributed on [1 : 2 n R i ] for receiver i , where n is the block-length and R i is the rate in bits per channel use. The transmitted codewords are
A rate pair (R 1 , R 2 ) is said to be achievable if there exists a sequence of codes, indexed by the block-length n, such that
The capacity region is the convex closure of all achievable rate pairs.
The capacity region of the 2IC+IR is not known. We make progress towards understanding the fundamental limits of the 2IC+IR by considering the DoF region. The DoF region of the 2IC+IR is defined, following [3] , as
where in (3) the notation (R 1 (P), R 2 (P)) is used to stress the dependence of the achievable rate on the power constraint P in (2). 
Note that in general D (out,lin) may not be achievable. Our main contributions in this paper are as follows.
A. Inner Bound
Memoryless linear strategies at the IR are of practical interest for two reasons: they reduce storage requirements at the IR (because the IR does not use past channel outputs), and they involve simple linear operations. By generalizing the scheme proposed in [16, 
is achievable by using our proposed memoryless linear strategy at the IR. As already mentioned earlier, the region in (6) is based on a joint design of beamforming matrices at the transmitters and at the IR. The sum DoF, and in fact the whole DoF region in (6) , is symmetric in N r and N t , that is, the same DoF region can be achieved by swapping the role of N r with N t . Fig. 2 shows is 2, which corresponds to the sum DoF of two parallel M × M MIMO point-to-point channels; Fig. 2 shows that for certain (N r , N t ) the IR can create two interference-free point-to-point MIMO channels.
B. Information Theoretic Converse
Having derived an achievable region, we are interested in comparing it with an outer bound. Our first outer bound is obtained by giving the receivers and/or the IR genie side information so that the DoF region of the resulting enhanced channel is known. Since this converse is valid for any type of processing at the IR, we refer to it as the 'information theoretic converse' to distinguish it from our next converse where the processing at the IR will be restricted. In Sec. V we show: 
C. Optimality of the Proposed Scheme
Given the practical advantages of memoryless linear strategies at the IR, it is interesting to know whether they are actually optimal. By comparing D (in,lin,mem) 
Proof: The proof is trivial: the condition in (8) guarantees that the term max{N r ,N t } 2 in (6b) is never the minimum so that (6b) and (7b) coincide. The values of N r for which the two sum DoF bounds coincide correspond to the set of (M, N r , N t ) identified in Lemma 1. In particular, Fig. 3c shows a case where the linear memoryless scheme is exactly DoF optimal.
Figs. 3a and 3b show that in general the two bounds do not coincide. For the parameter regime where the two bounds match, the sum DoF curve is flat for max{N r , N t } ≥ 2 min{M, N r , N t }. This indicates that for certain (N r , N t ) increasing the number of antennas at the IR does not necessarily strictly enlarge the DoF region; this phenomenon is sometimes called 'antenna redundancy' [23] . Fig. 3d shows the case N t = N r . We see a gap between the inner and outer bounds of the normalized sum DoF for 0 < N r = N t < 2 M. For the case N t = N r = M analyzed in [16] , and showed by a blue star in Fig. 3d , the gap of the normalized sum DoF attains its maximum value 2 − 1.5 = 0.5
D. Linear Processing Converse
Given that there is a regime under which memoryless linear strategies at the IR are information theoretically optimal, the obvious next question is whether that regime can be enlarged by allowing the IR to perform liner operations that involve all past IR received signals. In Sec. VI we show that the answer is in the negative, that is, restriction to memoryless linear operations at the IR is without loss of optimality within the class of linear strategies at the IR: (in,lin,mem) , that is,
In order to prove Thm. 3, we transform the 2IC+IR into an equivalent classical MIMO 2IC, but with channel matrices that depend on the IR processing matrix. We therefore first determine the DoF region of the fully general classical MIMO 2IC (i.e., without any restrictions on the structure of the channel matrices), which may be of interest in itself (see Thm. 4 in Appendix). We then apply this result to our equivalent classical MIMO 2IC and we cleverly lower bound the sum of the ranks of the matrices that are themselves the sum of channel matrices that depend of the IR processing matrix. The key idea is to partition the channel matrices of the equivalent classical MIMO 2IC and then use rank properties of the Schur complement (more details in Sec. VI).
At this stage we do not know whether D (in,lin,mem) is strictly suboptimal or whether D (out) is loose. Our results show that future efforts should be directed toward possibly improving our information theoretic converse, or improving our achievable scheme by considering non-linear operations at the IR.
E. Application
A practical observation based on D (in,lin,mem) is as follows. Assume a half-duplex IR where each of the total M relay := N r + N t antennas can be configured to either transmit or receive. How many antennas should be used for transmitting in order to obtain the largest possible DoF region if the IR is restricted to use linear strategies? The answer is that it is not optimal to equally split the M relay antennas among the IR transmitting and receiving sides.
Lemma 2: For the Gaussian MIMO two-user interference channel with an instantaneous relay as defined in Sec. II, when the IR can optimally allocate its antennas between receiving and transmitting side the optimal DoF region
Proof: This can be seen as follows. If the M relay total number of antennas at the IR can be optimally allocated then the sum DoF is
This completely solves the 2IC+IR problem for the case when the IR can optimally allocate the M relay := N r + N t antennas between its transmitting and receiving sides. Indeed, for N r = M relay for all (M, M relay ). If M relay is not an integer multiple of three, the optimal sum DoF in (11) is attained by the proposed strategy applied over three channel uses. This concludes the proof. A consequence of Lemma 2 is the following. In [16] the case N r = N t = M was studied and a sum DoF of 3 M /2 was shown to be achievable-see the blue star in Fig. 3d . Having characterized D (out,lin) here, we conclude that 3 M /2 is the largest sum DoF for N r = N t = M. However, the optimal distribution of the total M relay = 2 M antennas at the IR would give the information theoretic optimal sum DoF of 5 M /3.
IV. PROOF OF THM. 1: ACHIEVABILITY
Our achievable scheme is based on memoryless linear strategies at the IR and is a generalization of the scheme developed in [16] for the special case N r = N t = M. The main idea is that, in each transmission, the aim of the IR is to neutralize as many interfering messages as possible at each receiver by jointly designing the beamforming vectors at the transmitters and at the IR. This idea will be made precise in the rest of the section. We start by describing the transmitted and received signals:
• (Transmitters) Let d i ∈ N be the number of independent message streams sent by transmitter i to receiver i , let
Transmitter i , i ∈ [1 : 2], sends
so as to satisfy the power constraint in (2).
• (IR-receiver side) The IR receives
where we let
where G i j ∈ C N r ×1 represents the direction along which the IR receives the j -th message stream of transmitter i ,
• (IR-transmitter side) The IR sends
for some beamforming matrix A ∈ C N t × N r that satisfies the power constraint in (2), and where we let
where T i j ∈ C N t ×1 represents the direction along which the IR sends the j -th message of transmitter i ,
From the expression in (15), we see the s id (the d-th independent message stream for receiver i ) is sent in the direction of V id ∈ C M ×1 by transmitter i (see (12) ) and relayed in the direction of
by the IR (see (14)),
Such expression will be useful in describing how the IR performs interference neutralization for the receivers.
• (Objective) The aim of the IR is to neutralize the interference at the receivers (see (IV)) by choosing, jointly with the transmitters, beamforming vectors that make
for as many messages (indexed by d in (16)) as possible.
The messages that are not neutralized by the IR at a receiver are going to be jointly decoded along with the intended messages. By the definition in (3), the DoF is the normalized rate regardless with of impact of noise in the channel. Therefore the DoF at the receiver can be seen as the number of messages that the receiver can decode, which is equivalent to the interference free space dimension. The goal is thus to determine the largest number of messages that can be neutralized by the IR. The key idea is to jointly optimize the beamforming matrices (V 1 , V 2 , A). We prove Thm. 1 in Sec. IV-B (for N r ≥ N t ) and IV-C (for N r < N r ). Before that, in Sec. IV-A we provide two examples to highlight two different aspects of our achievable strategy. In one example (for N r ≥ N t ) only interference neutralization by the IR performed; in the other example (for N r < N r ), in addition to interference neutralization, also message alignment at the IR is performed. We also provide a discussion on the possible use of interference alignment by the IR at the receivers in Sec. IV-D, where it is concluded that this would not enlarge the achievable DoF region within the proposed 'memoryless linear processing at the IR' framework.
A. Two Examples
Consider the case (M, N r , N t ) = (4, 4, 2) and (M, N r , N t ) = (4, 2, 4). In both cases, we want to show that the DoF region
is achievable. Toward this goal, it suffices to prove the achievability of the corner point
follows by symmetry / swapping the role of the users; the whole DoF region is obtained by time sharing. Therefore, we focus next on showing the achievability of
The main idea of the achievable scheme for the corner point Fig. 4 . In Fig. 4 , the d 1 = M = 4 message streams sent by transmitter 1 are shown as four vectors ending with a circle in the Tx1-box and labeled as s 11 , s 12 , s 13 and s 14 . Similarly, the d 2 = min (M, N t , N r /2) = 2 message streams sent by transmitter 2 are shown as two vectors ending with a square in the Tx2-box and labeled as s 21 and s 22 . These messages are sent in directions that will facilitate interference neutralization at the receivers, as explained next.
We first explain the main ingredients of the scheme. In this example messages are not aligned at the IR. The IR receives N r = 4 linearly independent combinations of d 1 + d 2 = 6 message streams. The IR applies a linear transformation to its received N r = 4 dimensional signal so as to recover 2 min(d 1 Fig. 4 . How such a linear transformation to be used by the IR can be found will be described later. The IR chooses 2 min(d 1 , d 2 ) = 4 beamforming vectors such that two interfering message streams are neutralized at each receiver. In this example, q 21 and q 22 are used to neutralize interfering messages s 21 and s 22 at receiver 1, respectively, and q 11 and q 12 to neutralize s 11 and s 12 at receiver 2, respectively. In Fig. 4 , the neutralized messages in the Rx1-box and in the Rx2-box are shown as dotted lines.
As a result of interference neutralization by the IR, receiver 1 does not suffer from any interference while receiver 2 sees two interfering messages in addition to its two intended messages. The receivers observe a N r = 4 dimensional space, therefore receiver 1 can decode its intended messages s 11 , s 12 , s 13 and s 14 , and receiver 2 can decode its intended messages s 21 and s 22 and the two not-neutralized interfering messages s 13 and s 14 ; recall that s 13 and s 14 appeared in different linear combinations q 11 , q 12 , q 21 and q 22 (see (17) ) obtained at the IR. Thus, all the desired messages at each receiver are successfully decoded.
We next justify mathematically these claims. The received signal at the IR is given in (13b), where the beamforming matrices chosen by the transmitters are V 1 ∈ C 4×4 and V 2 ∈ C 4×2 . As long as the matrix G = H 02 V 2 H 01 V 1 ∈ C 4×6 in (13d) is full rank, it is possible to perform Gaussian elimination and find a full rank matrix U ∈ C 4×4 such that the first four columns of U G ∈ C 4×6 form a diagonal matrix. The existence of such a U will be argued later. After Gaussian elimination we express UY 0 as
where (17) .
The IR and the transmitters would like to choose beamforming matrices (12) ) and
, so as to neutralized as many interfering messages as possible at the receivers, by which we mean that (recall the expression for the received signals in (15)) the IR tries to find 22 . By the generic channel assumption, this implies that the beamforming matrices are independent of the channel matrices H 01 and H 02 . Such independence implies that the matrix G = [H 02 V 2 H 01 V 1 ] ∈ C 4×4 is full rank almost surely. Therefore, the matrix U ∈ C 4×4 with the property needed in (18) is guaranteed to exist almost surely.
By this choice of beamforming matrices, interfering messages s 21 and s 22 can be neutralized at receiver 1, which is therefore interference free and able to decode all four desired messages, namely s 11 , s 12 , s 13 , and s 14 . The interfering messages s 11 and s 12 are similarly neutralized at receiver 2; the remaining interference messages s 13 and s 14 occupy a two dimensional space at receiver 2; since there are four antennas at the receiver 2, two desired messages can be decoded at receiver 2, namely s 21 and s 22 , together with the two unintended messages s 13 and s 14 . Therefore the proposed scheme achieves
2) Case 2 N r = 2 < N t = 4: The main idea of the achievable scheme for the corner point Fig. 5 , where symbols have the same meaning as in Fig. 4 .
In this example messages are aligned at the IR. The beamforming matrices V 1 ∈ C 4×4 and V 2 ∈ C 4×2 are chosen such that the IR can find a full rank matrix U ∈ C 2×2 such that
The existence of such a matrix U will be argued later. Because of message alignment at the IR, one has 
such that the aligned interfering messages are neutralized at both receivers. The joint design of T 2 , V 1 and V 2 so as to achieve alignment at the IR and neutralization at the receivers will be discussed next.
As a result of interference neutralization, receiver 1 does not suffer from any interference while receiver 2 sees two interfering messages in addition to its two intended messages. Decoding now proceeds as in the previous example and all the desired messages at each receiver are successfully decoded.
With message alignment at the IR, interference neutralization of s 1d and s 2d at the non-intended receiver is possible if, for non-zero beamforming vectors V 1d , V 2d , and
First row: interference neutralization at Rx2 Second row: interference neutralization at Rx1
Third row: message alignment at IR.
The null space of the matrix H eq ∈ C 10×12 in (20) has dimension at least 12 − 10 = 2, so indeed at least two messages can be aligned at the IR. From the found (20) is the major difference of our scheme compared to [16] and amounts to a joint design of beamforming vectors between the transmitters and the IR. Given the above construction, the IR now uses the processing matrix A = T 2 (H 02 V 2 ) −1 ∈ C 4×2 and sends X 0 = A Y 0 (see (14b)). The two components of the IR processing matrix A ∈ C 4×2 are the IR beamforming matrix T 2 and the matrix U = (H 02 V 2 ) −1 ∈ C 2×2 that we claimed exists early on. For such a matrix U to exist, we must show that H 02 V 2 ∈ C 2×2 is almost surely full rank. This is the most technical part of this proof. The difficulty stems from the fact that V 2 ∈ C 4×2 depends on H 02 ∈ C 2×4 through the equation in (20) .
The proof is by contradiction. Assume that H 02 V 2 ∈ C 2×2 is rank deficient. If H 02 V 2 is rank deficient, then one of the columns of V 2 ∈ C 4×2 is in the null space of H 02 ∈ C 2×4 . Without loss of generality, assume that V 21 ∈ C 4×1 is in the null space of H 02 ∈ C 2×4 , and therefore (from the "message alignment at IR" equation in (20) ) that V 11 ∈ C 4×1 is in the null space of H 01 ∈ C 2×4 . Note that both H 01 ∈ C 2×4 and H 02 ∈ C 2×4 are full rank almost surely, by the generic assumption on the channel matrices, thus have a null space of dimension 4 − 2 = 2 almost surely.
Therefore, the concatenation of these two vectors as
is from a subspace of dimension 4 within a space of dimension 8. In other words, there exists a full rank matrix
Here O 1 is determined solely by the matrices H 01 and H 02 . Next, from the "interference neutralization at Rx1" and "interference neutralization at Rx2" equations in (20) , we also have that
∈ C 12×1 is in null space of
which has dimension at least 12 − 8 = 4. Therefore, the sub-
∈ C 12×1 , lies in a subspace of dimension at most 4, or in other words, there exists a full rank matrix O 2 ∈ C α×8 with α ≥ 4, such that O 2 V 11 
is satisfied. Notice that O 1 ∈ C 4×8 and O 2 ∈ C α×8 are full rank almost surely and chosen independently, therefore
is also full rank almost surely. However, the condition α ≥ 4 implies 4 + α ≥ 8, which means that the only possible solution for
∈ C 8×1 is the vector 0 ∈ C 8×1 . This is however not a possible solution because it means that the corresponding messages are not sent. This shows that such a nonzero vector
∈ C 8×1 cannot be found under the assumption we made. We therefore showed that U = (H 02 V 2 ) −1 ∈ C 2×2 is a full rank matrix almost surely, that is, the IR processing matrix A is full rank almost surely.
With the found beamforming vectors, the IR can neutralize two interfering messages at each receiver. Since receiver 1 has a four dimensional interference free space and receiver 2 has a two dimensional interference free space, the DoF pair
Compared to the previous example, in this case we have message alignment at the IR. This is possible when the channel matrix H eq ∈ C 10×12 in (20) has a nonzero null space, i.e., when N t > N r .
3) General Intuition: Before proving Thm. 1 in full generality, we want to provide an intuitive argument for the maximum number of messages that can be neutralized at the receivers as unveiled by the previous two examples. This will also intuitively explains the sum DoF bound in (6b). In general, by knowing how many messages were neutralized, the achievable DoF can be obtained as # antennas − (# interferers − # neutralizations), that is, for n i being the number of messages sent from transmitter i and neutralized at the non-intended receiver, we write
We are thus interested in understanding how large the total number of neutralized messages n 1 + n 2 can be.
For Case 1 in Sec. IV-A1, there is no message alignment at the IR. The IR can decode at most N r different linear combinations of the transmitted signals (since it has N r receiving antennas); thus the overall number of neutralized messages is limited by N r . Also, the solution of the equation in (19) can give at most N t linearly independent T 1d and N t linearly independent T 2d (since the rank of H 10 and H 20 is at most N t ); thus 2 N t is another limitation on the number of neutralized messages. For Case 1, N r ≥ N t , the number of neutralized messages is therefore limited by n 1 + n 2 ≤ min {N r , 2 N t } = min {max(N r , N t ), 2 min(N r , N t )}.
For Case 2 in Sec. IV-A2, there is message alignment at the IR. The IR can decode at most N r different aligned pairs of the transmitted signals (since it has N r receiving antennas); thus the overall number of aligned messages that can be neutralized is limited by 2 N r . In Case 2, the channel matrix H eq in (20) has dimension (2 M + N r ) × (2 M + N t ), thus the equation in (20) has at least N t − N r linearly independent solutions. We choose to use only min {M, N t /2, N r } ≤ N r number of antennas at the receiving side of the IR. Moreover, we choose only 2 min {M, N t /2, N r } ≤ N t number of antennas at the transmitting side of the IR. This is to make sure that the choice of beamforming vectors has a corresponding processing matrix A at the IR. Thus, the IR can at least neutralize N t − N r = min {M, N t /2, N r } message pairs simultaneously at each receivers. The total number of neutralized messages for N t > N r is thus limited by min {2 M, N t , 2 N r }.
By putting the two cases together, and consider-
, min(N r , N t ), M , which is precisely the sum DoF bound in (6b). In the next section we show that this sum DoF bound is actually achievable.
B. Achievability for N t ≤ N r (Case 1)
We aim to show that the DoF region D (in,lin,mem) in (6) is achievable. To do so, we need to show that the cor-
Once that done, the achievability of the other corner point (d 1 , d 2 ) = (min{M, N t , N r /2}, M) follows by symmetry. Finally, the whole DoF region is achievable by time sharing among the two corner points.
We assume that N r is an even integer; if not, the same strategy applies over two channel uses.
For the case N t ≤ N r alignment at the IR is not possible because the equation in (20) has no solutions almost surely for generic channel matrices. Let K be defined as
and represent the number of interfering messages at each receiver that are neutralized by the IR. Indeed, the constraint 2 K ≤ N r guarantees that the IR can decode at least 2 K independent linear combinations of the messages (from its N r dimensional received signal), K ≤ N t that neutralization is possible by the IR (see the condition in (19)), and K ≤ M that a certain transformation at the IR is possible (i.e., to find the full rank matrix U for the condition in (18) to hold).
The IR receives Y 0 as in (13b), and decodes 2 K linear combinations of messages. Since V id = 0 ∈ C M ×1 (otherwise the corresponding message is not sent) and H 0i is generic, we have G id = H 0i V id = 0 ∈ C N r ×1 almost surely, for i ∈ [1 : 2], d ∈ [1 : K]. Moreover, the matrix G defined in (13d) is full rank almost surely, so we can find a full rank 
for some choice of T 1i , . . . ,
Next, neutralization of the interference is done separately for each receiver i ∈ [1 : 2] by solving
that is, we seek K column vectors
. Since such a null space has dimension at least N t , and since K ≤ N t , such vectors can be found almost surely. 
are mutually independent almost surely. Moreover, V 1d and V 2d , d ∈ [1 : K], are linearly independent because they belong to two independent null spaces, and thus also G id = H 0i V id , d ∈ [1 : K], are linearly independent (because they are random projections of V id ), which implies that G in (13d) is full rank almost surely.
With K = d 2 interfering messages neutralized at each receiver, receiver 1 becomes interference free, while receiver 2 is left with a K-dimensional interference free space thus it is able to decode K = d 2 messages. This shows the achievability of the DoF pair
) and concludes the proof for this case.
C. Achievability for N t > N r (Case 2)
Again, we aim to show that the DoF region D (in,lin,mem) in (6) is achievable. To do so, it suffices to show that the corner point
We assume that N t is an even integer; if not, the same strategy applies over two channel uses.
In the case N t > N r , the equation in (20) has solutions almost surely so message alignment at the IR is possible. We thus seek to achieve interference neutralization at the receivers for aligned messages.
First let
which are the effective number of antennas used by the IR at its transmitting and receiving sides, respectively. In other words, for our proposed scheme there are N r − N r and N t − N t 'redundant antennas' at the receiving and transmitting sides of IR, respectively. In the following, after dropping the 'redundant antennas', the channel matrices H 10 
K it is also the number of interfering messages that are neutralized at each receiver. The IR receives Y 0 as in (13b) and aims find a full rank U such that
where Because of message alignment, one has T 1d = T 2d =:
, which determines all beamforming vectors at the IR with the exception of 
for some beamforming matrix
The matrix beamforming T 2 and those used at the transmitters are chosen such that the aligned messages are neutralized at the non-intended receivers. This is done by solving ⎡ ⎣ H 20 H 21 0
Thrid row: message alignment at IR (28) for d ∈ [1 : K]. Since the channel matrix H eq in (28) is full rank almost surely (due the generic channel assumption on the channel matrices), its null space has dimen-
This shows that we can indeed find K linear independent beamforming vectors to jointly align messages at the IR and attain interference neutralization. With this, the beamforming matrices
M], are chosen in an i.i.d. fashion from a continuous distribution so as H 11 V 1 is full rank almost surely. Following the ideas developed in Sec. IV-A2, we now prove the existence of IR processing matrix A = T 2 U = T 2 (H 02 V 2 ) −1 ∈ C N t × N r . This proof is a generalization of the proof in Sec. IV-A2.
Note that A is well defined when (H 02 V 2 ) −1 is, i.e., when H 02 V 2 is full rank. We start by assuming that H 02 V 2 is rank deficient and then we show that this assumption leads to a contradiction. Without loss of generality we have that there exist non-zero vectors V 11 and V 21 of dimension M ×1 such that = 0 ∈ C (2 N r +α)×1 must be satisfied.
Next, note that O 1 O 2 ∈ C (2 N r +α)×2 M is full rank almost surely. By the condition α ≥ 2 M − N t , and by the definitions of N r and N t , we have 2 N r +α ≥ 2 N r +2 M − N t = 2 M.
= 0 ∈ C 2 M ×1 almost surely. This is however not possible since the beamforming vectors are always chosen nonzero at the transmitter, otherwise the corresponding messages are not sent. Therefore we reached the contradiction. This shows that H 02 V 2 is full rank almost surely, thus that the described IR processing is possible.
With K = d 2 interfering messages neutralized at each receiver, receiver 1 becomes interference free, while receiver 2 is left with a K-dimensional interference free space thus it is able to decode K = d 2 messages. This shows the achievability of the DoF pair , N t /2, N r }) and concludes the proof for this case.
This concludes the proof on Thm. 1. Remark 1: As mentioned earlier, our achievable scheme is not a straightforward extension of the scheme in [16] .
In [16] ,
the design of the beamforming vectors is a twostage process: firstly, the transmitters determine their beamforming vectors to achieve message alignment at IR, then, the IR determines its own beamforming vectors to do interference neutralization at the receivers. In other words, with a two-stage process, the choice of beamforming vectors at the transmitters may not be the one that makes the task of aligning interference by the IR the most efficient in terms of using the available degrees of freedom on the channel. In our scheme, all the beamforming vectors are determined jointly.
The superiority of the joint design can be seen as follows: with our scheme a DoF pair can be achieved with a smaller number of antennas compared to the scheme in [16] . Note that in our prove for Case 2, the IR does not use all its antennas.
D. Interference Alignment vs. Interference Neutralization
In our proposed scheme, message alignment only occurs at the IR. An interesting question is whether forcing interfering messages to align at the non-intended receiver, as in classical IA, would enlarge the DoF region. Interestingly, for the considered 2IC+IR with memoryless linear processing at the IR, we next argue that IA does not bring an advantage over interference neutralization at the receivers in terms of DoF region.
Consider doing IA at receiver 1. Without loss of generality, assume we are going to align s 21 onto the space spanned by of {s 2d , d ∈ I}, where I is the set of all interfering messages that have not been aligned or neutralized yet. The subspace spanned by {s 2d , d ∈ I} is available for IA. As in the above proof, let V 2d be the beamforming vector for s 2d chosen by transmitter 2, and T 2d be the beamforming vector chosen for s 2d by the IR. IA for s 21 imposes
that is Noting that V 21 , V 22 and {V 2d , d ∈ I} also have to be linearly independent, the linear combinations we choose for V 21 and V 22 must be linearly independent too. This indicates that the number of interfering messages that we can be aligned is limited by the dimension of the null space of the matrix [H 12 H 10 ]. Interestingly, this is the same condition for interference neutralization in (23) . This indicates that every interfering message that can be aligned can as well be neutralized. Therefore, this shows that the constraints that IA at the receivers imposes are ultimately the same as for interference neutralization; so there is no benefit, in terms of enlarging our achievable DoF region, from using IA at the receivers over interference neutralization.
V. PROOF OF THM. 2: INFORMATION THEORETIC CONVERSE
Trivially we can upper bound
from the DoF of the point-to-point M × M MIMO channel. Thus, in order to prove that the region D (out) in (7) is an outer bound, we only need to prove the sum DoF bound in (7b). We do so by giving the receivers and/or the IR genie side information so that the DoF region of the resulting enhanced channel is known.
A. Cognitive IC Bound
If one transmitter and the IR perfectly cooperate and in addition are given the message of the other transmitter, we obtain a two-user cognitive interference channel, with M + N t antennas at the cognitive transmitter, M antennas at the primary transmitter and M antennas at each receiver, whose sum DoF can be evaluated from the capacity to within a constant gap result in [19, Th. 1 with R 3 = 0] (by using the same techniques as for Thm. 4 in Appendix). Therefore, we have
B. Classical IC Bound
By providing the received signal at the IR to both receivers we obtain a MIMO 2IC with M antennas at each transmitter and M + N r antennas at each receiver. In this equivalent MIMO 2IC channel the channel matrices for the direct links are H 11eq := . This is so because the receivers have knowledge of Y 0 and have full knowledge of all channel matrices, so they can compute X 0 and remove it from the equivalent received signal
Thus the DoF region of the resulting MIMO 2IC provides an outer bound to the DoF region of the original 2IC+IR. The channel matrices of the resulting MIMO 2IC without relay are not generic anymore but still full rank. Therefore, the optimal DoF region result for the resulting MIMO 2IC with full rank channel matrices from [13, Th.2] is applicable. By setting M 1 = M 2 = M and N 1 = N 2 = M + N r in [13, Th.2] we find
This concludes the proof of Thm. 2.
VI. PROOF OF THM. 3: LINEAR PROCESSING CONVERSE
At the time of submitting this manuscript, an information theoretic converse to prove the sum DoF optimality of Thm. 1 in the regime not covered by Lemma 1, namely max {N r , N t } < 2 min {M, N r , N t }, was not available. In the rest of this section we show that the DoF region D (in,lin,mem) in Thm. 1 can not be enlarged in the regime max {N r , N t } < 2 min {M, N r , N t } by allowing non-memoryless linear processing at the IR, that is, we want to show that memoryless processing is optimal if the IR is restricted to use linear strategies. Note that no restrictions are imposed on the operations at the transmitters.
The idea of our proof is as follows. Let us focus on memoryless linear processing at the IR to start with in order to fix ideas (memory in the linear processing will be included later). If the IR sends
for some processing matrix A, then the received signals at the receivers are
The channel in (33) is a classical MIMO 2IC with nongeneric and possibly degenerate channel matrices. Therefore the result in [13, Th.2] (for full rank channel matrices) does not hold anymore. In [15, Th.1] the authors studied the DoF of the MIMO 2IC with rank-deficient channel matrices obtained as the product of two low-rank generic matrices; since this is not the structure of the channel matrices for the channel in (33) this result is not applicable either. To the best of our knowledge, the DoF region of the fully general (i.e., without any restrictions on the channel matrices) MIMO 2IC has not been derived in the literature. So the first step of our proof is to determine the DoF region of the fully general MIMO 2IC, which may be of interest in itself; this is done in Thm. 4 in Appendix. From Thm. 4, it is found that the DoF region only depends on the rank of certain matrices obtained by concatenating the original channel matrices. For the channel in (33), this is equivalent to evaluating the rank of the sum of matrices (because all channel matrices are of the form H 
By the Guttman rank additivity formula [8] we have
With this, we are now ready to prove our claim. The outline of the proof is as follows. In Sec. VI-A we present an invertible transformation of the channel outputs at the receivers that preserves capacity. The proof of optimality of our scheme among linear schemes at the IR starts with the memoryless case, and is divided into different cases and analyzed in Sec. VI-B to Sec. VI-D, and summarized in Sec. VI-E. Sec. VI-F extends the result to IR with non-memoryless linear processing and shows the optimality of our scheme among all linear strategies, which completes the proof of Thm. 3.
A. Channel Transformation
In the following proof we are going to use the following convention for a matrix M. M † denotes the pseudo inverse. Null c (M) is defined as a matrix whose columns (i.e., the subscript "c" stands for column) form a basis for the null space of M. Similarly, we let Null r (M) := Null c M T T . When it suffices to choose only some linearly independent vectors from a null space we use Null c:n (M) for the first n columns of Null c (M), and Null r:n (M) for the first n rows of Null r (M).
Here we consider memoryless processing at the IR and transform the 2IC+IR into the classical two-user IC without relay with the same DoF region. Then we apply the DoF region result in Thm. 4 in Appendix to obtain an upper bound of the sum DoF of the original 2IC+IR.
We partition the IR processing matrix as A := a 11 a 12 a 21 a 22 ∈ C N t × N r :
Similarly, for j ∈ [1 : 2], we partition the channel matrices as
and define
Note that some matrices may have dimension zero, in which case we use the following convention. The multiplication of matrices M 1 ∈ C l 1 ×l 2 and M 2 ∈ C l 2 ×l 3 is denoted as M 1 M 2 ∈ C l 1 ×l 3 . When either l 1 = 0 or l 3 = 0, the matrix M 1 M 2 has dimension zero, i.e., it does not exist. When l 1 = 0, l 3 = 0, and l 2 = 0, the matrix M 1 M 2 is defined as the all zero matrix of dimension l 1 × l 3 .
The matrices H j 0 and H 0 j in (38) are full rank square matrices for j ∈ [1 : 2], owing to the fact that all channel matrices are generic and independent by assumption. Hence the invertible transformation
for j ∈ [1 : 2] is without loss of optimality. The transformed channel outputs (neglecting the noise terms) can be written as
where the matrices G i j , (i, j ) ∈ [1 : 2] 2 in (40) are the only ones that depend on IR processing matrix A in (36) and are given by
The transformed channel in (40) is a classical MIMO 2IC, whose DoF region gives the DoF region of our original channel when the IR is restricted to memoryless linear operations. The best linear scheme for our original channel is thus the one that optimizes the sum DoF of the channel in (40) over the choice of A in (36). In Appendix we derive the DoF region of the MIMO 2IC with arbitrary channel matrices. By considering the sum-rate upper bounds in (60c) and in (60d) and by trivially upper bounding the terms '+ rk(H)' with the minimum between the number of rows and the number of columns of the matrix argument H, we have 
By combining the two inequalities in (42) we have 
where the matrices G 12 and G 21 in (44) depend on IR processing matrix A over which we need to optimize. Therefore, we next proceed to lower bound the term in (44) so as to obtain an upper bound for the sum DoF in (43).
Next we analyze different antennas configurations separately.
B. Case
Since rk(A) = rk(− A), we have 
C. Case N r = N t < M In this case in (44) we have
Due to the structure of G 12 and G 12 in (47), the 'trick' used in Sec. VI-B to subtract G 12 from G 12 would give a loose bound on . Thus, we partition the equivalent cross-link channel matrices H i0 H i j H 0 j into sub-matrices according to the size of zero and non-zero sub-matrices of G i j , and use the rank properties of the Schur complement. 
These two matrices are aimed to create zero blocks while preserving the rank of the original matrix. The matrices R and L in (52) are full rank and have the following properties 
Recall that for a matrix M we have rk(M) = rk(RM) = rk(ML) for full rank matrices R and L of appropriate dimensions [11, eq.(0.4.6.b)]. We continue our lower bounding steps from (51) by multiplying all the matrices on the left by L in (52b) and on the right by R in (52a), which preserves the rank, so that 
We can see that 
Therefore we have ≥ 2 M − N r and
The analysis so far for the case N r = N t showed that under memoryless linear processing at the IR one necessarily has
. We next look at the case N r = N t .
E. Case N r = N t
Since increasing the number of antenna at the IR cannot hurt the DoF, we can always add (N t − N r ) + antennas at the IR receiving side, and (N r − N t ) + antennas at the IR transmitting side. With this, the two IR sides have N := max{N r , N t } antennas each. Now this enhanced channel falls into the class analyzed previously, thus we conclude that under linear processing at the IR one necessarily has
The bound in (54), together with the 'information theoretic' outer bound in Thm. 2, namely d 1 +d 2 ≤ M + min{N r , N t , M}, shows that our proposed achievable scheme in Thm. 1 is optimal among all memoryless linear strategies at the IR.
We still need to show that the restriction memoryless strategies is without loss of optimality when the IR is constrained to use linear strategies.
F. Extension to Linear Strategies With Memory at the IR
We consider the IR with memory, which uses n channel extensions of the original channel. We show that our converse proof in the previous subsections is still valid for the extended channel. Thus, our memoryless linear scheme is optimal among all linear strategies at the IR, including the ones with memory.
Over n channel uses, the linear processing matrix A at the IR would be lower triangular because the IR can not use the received signals that it has not received yet. However, since we are interested in upper bounds here, we can provide all received signals during n channel uses to the IR as a genie side information. So the encoding matrix A can be an arbitrary matrix. This allow us to apply the same proof in the previous subsections.
The partition of the encoding matrix A and of the channel coefficient matrices remain the same as in Sec. VI-A, except for H j 0 and H 0 j in ( 
With these definitions, H j 0 and H 0 j in (55) are still full rank square matrices almost surely for j ∈ [1 : 2] . Hence the invertible transformation in (39) is still without loss of optimality. The transformed channel outputs (neglecting the noise terms) can be written as in (40). in (40b). The proof then follows exactly the same steps as in the previous subsections, except that all the channel matrices' dimensions are multiplied by n, which is the number of channel uses. Note that our proof only needs several matrices to be full rank. The non-generic channel matrices do not change the results. Specifically, the proof of cases N r = N t = M and N r = N t < M is exactly the same as in Sec. VI-B and Sec. VI-C, respectively. For the case N r = N t > M, the definitions in (52a) and (52b) must be changed to 
Then, with the new definitions, the proof in Sec. VI-D applies. Thus, the claim in VI-E holds for all linear strategies at the IR with memory.
This completes the proof of Theorem 3.
VII. CONCLUSIONS
In this paper we derived inner and outer bounds for the DoF region of the two-user multi-antenna interference channel with an Instantaneous Relay (IR).
We proposed an achievable scheme that extends a known result to the case where the number of transmit and receive antennas at the IR may be different. The proposed achievable scheme, which uses only memoryless linear operations at the IR, aims to neutralize the largest possible number of interfering messages at each receiver. In our proposed scheme, the transmitters and the IR jointly design beamforming vectors so as messages can be neutralized at the receivers regardless of whether they were received aligned at the IR or not.
We derived two types of converse. With our 'information theoretic converse', which does not restrict the operations at the IR, we showed that the proposed achievable scheme is optimal when either the number of receiving antennas at the IR is at least double the number of transmitting antennas, or viceversa. In the remaining regime, we showed a 'linear converse', namely, that our proposed achievable scheme attains the largest possible DoF region among all linear schemes at the IR, without any restriction on the processing at the transmitters or on the amount of memory used at the IR.
At present, the optimality of our memoryless linear scheme at the IR for all possible number of antennas at the IR is open. The problem we encountered is as follows. When the IR has no restrictions on its processing, its output can be an arbitrary function of its input. This arbitrariness makes it difficult to compare the entropy of the channel output of the IR with other entropy terms arising in the converse.
Should our 'linear converse' not be tight under general IR processing, then linear strategies would be insufficient for this channel in terms of DoF. Therefore, studying nonlinear strategies that strictly outperform our memoryless linear scheme, or finding an 'information theoretic converse' for the open regime are interesting directions for further investigation.
Another future direction is to extend the analysis to more than two user pairs with one IR; preliminary work can be found in [17] . The case of multiple IR's is also interesting; this would lead to a comparison among the case of one IR with multiple antennas (as studied in this paper) to the case of many distributed single antenna IR's.
A more general setting than what considered in this paper is to have arbitrary number of antennas at each node; finding the DoF region of this channel would show the benefit brought by an IR to the most general two-user interference channel in terms of DoF region. 2d 1 +d 2 ≤ rk H 11 H 12 + rkwhere the last inequality follows from Gaussian maximizing the differential entropy and extremal inequality in [18] . This shows the sum DoF bound in (60c), and by swapping the role of the users the one in (60d).
For the bound in (60e), we upper bound (61e) as
