We provide several characterizations of optimal trajectories for the classical Mayer problem in optimal control. For this purpose we study the regularity of directional derivatives of the value function: for instance we show that for smooth control systems the value function V is continuously differentiable along an optimal trajectory z : [to, 11 -+ R" provided V is differentiable at the initial point (to, z(t0)).
Introduction
Consider the optimal control problem minimize g(z(1)) over all solutions of the control system 2' = f ( t , z , u ( t ) ) , u(t) E U (1) satisfying the initial condition 4 0 ) = t o .
We recall that by a simple change of variables the classical Bolza problem in control theory minimize { Cp(z(1)) + 1' ~( t , z ( t ) , u ( t ) ) d t } over the trajectory-control pairs ( z , u ) of (l), (2) may be reduced to the one under consideration. The goal of the optimal control theory is to find necessary and surficient conditions for optimality and to construct optimal trajectories. Several results establishing necessary conditions are available in the form of the maximum principle. We show here that additional information (including sufficient conditions for optimality, optimal design and optimal synthesis) may be obtained from some properties of the value function, which is defined by V(to,zo) = inf(g(z(1)) 1 z is a solution of (1) on [ t o , l ] , to) = xo}
In general, even in very regular situations, the value function is not differentiable. Nevertheless, we prove in this paper that the diffcrentiability of V is preserved along optimal trajectories. More precisely, we show that, if V is differentiable at some point ( t o , 20) and 5 denotes any optimal solution starting from 2 0 at time to, then V is differentiable at (t,T(1)) for every 1 E [lo, 1 1 (see Corollary 5.3).
When the Hamiltonian H is smooth enough and the value function is differentiable at (0, to), then the following necessary and sufficient condition for optimality holds true. Let z(.), p ( . ) solve the Hamilto. The value function may also be used to construct the optimal feedIn fact, the following property holds true: a trajectory f of (1) is optimal for our optimization problem if and only if it is a solution of the differential inclusion
Z' E G ( t , z ) , ~( 0 ) = t o (5)
This fact was observed in [12] . To investigate regularity properties of the set-valued map G, we prove the existence of the directional derivatives of V. For this aim we show that, under very general assumptions on the control system, the value function is semiconcave. As a consequence of the semiconcavity of V, we obtain that the feedback map G is upper semicontinuous and has nonempty compact images. In particular, whenever the feedback map G is single-valued, it is continuous.
Moreover, if the data are convex, then G has convex values and the inclusion (5) fits the well investigated framework of upper semicontinuous convex valued maps. Solving the optimal control problem is equivalent to solving a control system with state constraints:
~_ _~

1
(see [ll] ). The last system is a viability problem and may be approached using many results of viability theory (see [I] , [2] and bibliographies contained therein). We underline that in this case dynamics i) -iii) remain regular. but we have to keep trajectories in the set
Graph(V) according to the relation i v ) .
Some results of the present paper were extended in [5] to infinite dimensional control problems.
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Value function in optimal control
Consider a complete separable metric space U and a continuous function f : [ O , l ] x R " x U -+ R"
We associate with it the control system z ' ( t ) = f ( t , z ( t ) , u ( t ) ) , u(t) E U almost everywhere ( 6 ) An absolutely continuous function x : [to, t l ] + R" is called a trajectory of (6) if there exists a measurable function U : [to,tl] 
Let g : R" + R and (0 E R" be given. We investigate the minimization problem
The dynamic programming approach associates with this problem the value function defined by (8) V(t0,zo) = inf { g(x(1)) I x is a solution of ( 6 ) on [to, 11, x(t0) = xo } Throughout the whole paper we impose the following assumptions
Ilf(t7 xr . ) I 1 5 r(llxll + 1)
It is well known that the value function is nondecreasing along trajectories of ( 6 ) and therefore a trajectory x : [to, 11 -+ R" satisfies
We recall that the directional derivative of a function p : R" -+ R at xo E X in the direction 0 E X (when it exists) is defined by [O,l[xR" andv E ZZf(to,xo,U) , V has the directional derivative at (t0,xo) in the direction ( l , v ) [to, 11. ii) x is a trajectory of the control system (6) defined on the timeinterual [to, 11 and, for every t € [to, 11, V ( t , x ( t ) See (121 for the proof of this result.
Preliminaries on nonsmooth functions
We denote by B the closed unit ball in R" and by B,(xo) the closed ball in R" with radius r and center at X O . Consider an open set R C R" and a function 'p : Q + R. When 'p is not differentiable it is possible to define its gradient taking weaker limits of differential quotients: 
This result may be deduced from [SI Proposition 2.1.11.
ized lower derivative.
locally Lipschitz function and define the set-valued map Q : R" U Rn by
We investigate next the closedness of the level sets of the regular-
Then Q has nonempty closed images and the graph of the map Q is closed.
The proof is straightforward and is omitted.
Definition 3.5 Assume that 'p is Lipschitz at xo E R. We denote by D*'p(xo) the set of all cluster points of gradients 'p'(x,,) , when x , converge to xo and 'p is differentiable at xn.
We say that 'p is semiconcave at xo if there exists a neighborhood of 10 such that the restriction of Q to it is semiconcave. We call the above function w a modulus of semiconcavity of 'p.
Proposition 3.7 Let K be Q convex subset of R" and 'p : R" + R be
In general a Lipschitz function does not have directional derivatives. However for a semi-concave function, the directional derivatives exist and coincide with the regularized lower derivatives. This result was proved in [6] , [7] : Theorem 3.8 Let xo E Rn and 'p : R" -i R be Lipschitz and semiconcave at 20. Then for every 0 E R" the directional derivative ~ ( x o ) exists and is equal to the regularized lower derivative cpO-(xo, 0): We begin this section with a sufficient condition for optimality which involves the superdifferential of the value function.
We associate with the control system (6) the Hamiltonian H :
Under assumption (9), the function H is continuous, locally Lipschitz with respect to ( x , p ) and convex with respect to the third variable. 
ProofDefine the absolutely continuous function +(t) = V ( t , Z ( t ) )
and let t E [0,1] be such that the derivatives @(t) and Z'(t) do exist and (14) holds true. We first observe that (14) implies that
L a + V ( t , Z ( t ) ) ( l , q t ) ) V(t+h,%(t)+hE'(t))-V(tb(t))
= limsUph,O+ I h This yields that 11, is nonincreasing. Since the value function is also nondecreasing along trajectories of the control system ( 6 ) , we deduce that the map t + V ( t , P ( t ) ) is constant. So 5 is optimal. a
The above map p may be constructed using the co-state variable of the Maximum Principle stated below. 
almost everywhere in [0, 1] and the generalized tmnsversality conditions (18) 
(H(t,F(t),p(t)),-p(t)) E D+V(t,F(t)) a.e. in [ O , l ] -p(t) E D:V(t,Z(t)) for every t E [0,1] (19) where D$V(t,Z(t)) denotes the superdifferential of V(t,.) at Z ( t ) .
in [O, 11. We call such function p ( . ) a co-state corresponding to the optimal trajectory z(.).
Remark -In section 5 we provide a sufficient condition for V to be semiconcave.
It can be shown that the conclusion of 
H(F(t),P(t)) -H ( Z ( S ) , P ( S ) )
( P (~) , f ( F ( t ) , E ( S ) ) -M S ) ? i i ( S ) ) ) + (P(t) -P ( s ) ! f ( r ( s ) ,~( s ) ) )
The above argument being symmetric,
IH(Z(t),P(t)) -H(Z(s),P(s))l I o(lt -SI)
Since t + H(Z(t),p(t)) is absolutely continuous, the above inequalitv implies that H(Z(t),p(t)) is constant. 0
When the Hamiltonian H is differentiable with respect to ( x , p ) at (Z(t),p(t)) for all t E [0,1], then Z and the co-state p satisfy the Hamiltonian system ~_ _ _ _ _ - 
EYt) = $&t,~(t),P(t)) { P Y t ) = -g ( t , W , P ( t N
More
v ( 4 s ) E IO, l [ x R " , v (~t , p z ) E D*V(t,z),
I -~t t H ( t , z , -pz) = 0
Moreover, since H(t, 2 , .) is convex,
{ -Pt t H(t,z,-pz) 5 0
In particular, as D + V ( t , z ) C =(D*V(t,z)), inequality in (22) holds for all (pt,pz) E D + V ( t , z ) (in fact, by [9], this inequality is the definition of viscosity subsolution).
The following is an adaptation of [15, Proposition 3.11.
Proposition 4.4 Assume (9) and 1etZ be an optimal solution of problem (8). Then, for almost every 1 E [to, I] ' d (pt,pz) ~-E D+v(t,Z(t)), -pt t H(t,Z(t),-pz) = 0 (23)
We show next that, whenever p(0) = -V,' (O,&,) 
{-p(t)} = D,+V(t,Z(t)) for aU t E [ t o l l ]
This result is an easy consequence of Theorem 4.2 and definition of the superdifferential.
Whenever H happens to be more regular we can prove the following theorem concerning optimal design. For every (to,xo) define
where W is given by W ( z ) = V(t0,z). 
Semiconcavity properties of the value function
We provide a sufficient condition for the semi-concavity of the value function V : [0,1] x R" + R introduced in the first section. Throughout the whole section we assume the following
iv) 3 w : R+ x R+ + R+ such that (11) holds true and
g : R" + R is locally Lipschitz and semiconcave O , l ] . ) I 1 
The proof is rather technical and is omitted.
Proposition 5.2 Assume that the value function is semiconcave at a point (t0,xo)
The proof follows from (21), (13) and Theorem 3.8.
Corollary 5.3 Assume (28), that g is differentiable and that the derivative V,l(to,xo) does exist. Let f be an optimal solution of probleni (8). Then for all t E [to, 11, V is differentiable at ( t , c ( t ) ) and D*V(t,F(t)) = { V ' ( t , f ( t ) ) }
Conversely assume that z : [to, 11 -+ R" is a solution of (6) Usually the value function is not everywhere differentiable. However that is always the case for "convex" problems, as we prove below. 
From our assumptions follows that V ( t 0 , .) is convex.
Optimal feedback
One of the major issues of optimal control theory is to find an "equation" for optimal trajectories. Theorem 2.2 provides an inclusion formulation. However, in general, the set-valued map G is not regular enough to make us able to solve the inclusion (10). The situation is comparable to having an ordinary differential equation with nonsmooth right hand side: it may have solutions, but this solution call not be obtained as, say, limits of Euler curves. This is why we have to investigate regularity properties of G. In this section we show that under the assumptions of Theorem 5.1, the feedback map G is upper semicontinuous provided the sets f ( t , x , U ) are closed.
The results of Sections 3 and 5 imply that under assumptions (28) the feedback map G : [0,1] x R" H R" defined in Section 2 is equal to ((t, I), (1,O) ). Define the set-valued map
From Proposition 3.4 we know that the set Graph (0) 
A typical example of a nonlinear control system with closed convex right-hand side is the affine system: The feedback map G defined above, in general, does not have convex images because the map of directional derivatives is concave.
For this reason, in general, the feedback inclusion (10) is very difficult to investigate. When V happens t o be differentiable and the sets f ( t , x , U) are closed and convex, then for obvious reasons the map G has convex compact images. Proposition 5.6 provides a sufficient condition for the continuous differentiability of V . In this section we provide an alternative approach to optimal trajectories based on viability techniques.
We recall the following characterization of optimal trajectories from [Ill:
Theorem 7.1 Assume (9). Then a solution of the control system (6) defined on the time interval [0,1] is optimal if and only if the function t -+ (t,F(t),V (O,'$o) ) is a solution of the viability problem t' = 1 x'(t) = f ( t , x ( t ) , u ( t ) ) , u ( t ) E U is measurable E G j ( t , z ( t ) , U ) a.e. in [to, 11, x(t0) = zo such that W ( t , E ( t ) ) z W ( l , z ( l ) ) . The proof of the above two results can be deduced using techniques developped in [ll] , [12] .
'(t) = f ( z ( t ) , u ( t ) ) , u ( t ) E U is measurable ( t , z ( t ) , z ( t ) ) E Graph
