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Abstract—Automation in science is increasingly marked by the
use of workﬂow technology. The sharing of workﬂows through
publication mechanisms or repositories supports the veriﬁability,
reproducibility and extensibility of computational experiments.
However, the subsequent discovery of workﬂows remains a
challenge, both from a technological and sociological viewpoint.
We investigate current practices in workﬂow sharing, re-use
and discovery amongst life scientists chieﬂy using the Taverna
workﬂow management system. The study draws on two key
sources: (i) a survey of researchers drawn from 19 research labs
and (ii) an analysis of scientists’ behaviour on the
myExperiment
social network site, designed to encourage workﬂow exchange.
The results reveal a multi-modal approach to workﬂow discovery,
based on a mix of search on the content of the workﬂow and its
situated context. We go on to develop a benchmark speciﬁcally
for the evaluation of workﬂow discovery and to demonstrate it
on two example approaches.
Index Terms—Scientiﬁc Workﬂow, Bioinformatics, myExperi-
ment
I. INTRODUCTION
The process of scientiﬁc research has a crucial social ele-
ment: it involves the sharing and publication of protocols and
experimental procedures so that results can be reproduced and
properly interpreted, and so that others may re-use, repurpose
and extend protocols to support the advancement of science.
Scientiﬁc processes are increasingly being captured as Sci-
entiﬁc Workﬂows, as workﬂow tools are adopted to exploit
computational services and to deal systematically with the
deluge of data generated by new experimental techniques
[DG06] [GDE+07]. An example of such a Scientiﬁc Workﬂow
Management System is Taverna [OGA+05], which has been
widely adopted across a range of disciplines and is particularly
popular in the Life Sciences.
Mechanisms for publishing and sharing scientiﬁc workﬂows
are beginning to emerge on the Web. For Taverna alone,
we found more than 15 repositories, harboring over 500
workﬂows.
However, it is not enough simply to publish workﬂows;
faced with an increasing number of workﬂow systems and
an increasing number of workﬂows, scientists now need assis-
tance in discovering them too.
The myExperiment social web site (www.myexperiment.
org) has been designed to address exactly this problem. More
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than a workﬂow repository, it explicitly sets out to facilitate
workﬂow sharing within scientiﬁc communities and to support
workﬂow discovery and re-use.
To achieve discovery an understanding needs to be devel-
oped regarding the necessary characteristics and behaviour of
a workﬂow discovery system. By examining how scientists
achieve workﬂow discovery, we can better support effective
ﬁnding over a growing body of workﬂows. This paper presents
two main contributions:
1) A study of discovery practice and attitudes. As an impor-
tant step towards achieving this understanding, we have
worked with scientists to identify the prevalent attitudes
to discovery and discovery behaviour. Our user cohort is
drawn from bioinformatics, a domain which makes very
signiﬁcant use of workﬂows. The study draws on two key
sources: (i) a survey of 24 researchers drawn from 19
research labs and (ii) an analysis of scientists’ behaviour
on the myExperiment site. The results reveal a multi-
modal approach to workﬂow discovery, based on a mix
of search on the content of the workﬂow and its situated
context.
2) Benchmarks established for workﬂow discovery tools.
This empirical analysis provides both quantitative out-
comes and valuable insights, constituting an important
step towards providing scientists with a new generation
of tools to support their research.
The rest of the paper is structured as follows: Section II deﬁnes
workﬂows, workﬂow re-use and discovery, and introduces the
differences between search on the content of the workﬂow
versus search using its context. In Section III we present
related work in workﬂow discovery. In Section IV we present
the results of our empirical study of workﬂow discovery
and re-use. Section V presents our benchmarks, designed to
address the perceived lack of effective discovery tools, while
Section VI demonstrates the benchmarks on two example
tools. Section VII concludes and considers future work.
II. DEFINING WORKFLOW DISCOVERY
We introduce the following deﬁnition of workﬂow discov-
ery and extend it to the case of scientiﬁc workﬂows below.
Workﬂow discovery is the process of retrieving
orchestrations of services to satisfy user information
need.
A. Workﬂow discovery is a process
Workﬂow discovery is a process that is manual or auto-
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the individual faced with an increasing number of workﬂows,
but its observation potentially reveals problem-solving patterns
that are useful to automated techniques. Automated workﬂow
discovery requires electronic input to enable the process, such
as textual queries, navigation based on hyperlinks, tag clouds
or even known examples of workﬂows.
B. Satisfy user information need
Our target users are scientists looking for existing workﬂows
that support their research. To be able to satisfy them, we need
to document their information need and to evaluate how well
retrieval techniques fulﬁll it.
In earlier work [WGG+07], we documented user informa-
tion need based on several case studies of scientists recycling
workﬂows created by others. We found it useful to draw a
distinction between workﬂow re-use, where workﬂows and
workﬂow fragments created by one scientist might be used as
is, and the more sophisticated workﬂow repurposing, where
they are used as a starting point by others.
² A user will re-use a workﬂow or workﬂow fragment that
ﬁts their purpose and could be customised with different
parameter settings or data inputs to solve their particular
scientiﬁc problem.
² A user will repurpose a workﬂow or workﬂow fragment
by ﬁnding one that is close enough to be the basis of a
new workﬂow for a different purpose and making small
changes to its structure to ﬁt it to its new purpose.
It is important to realise that the difference between sup-
porting workﬂow re-use and repurposing leads to different re-
quirements for the discovery process. Whereas re-use requires
ﬁnding workﬂows that are similar to a given user query (“Find
a workﬂow that produces protein sequence.”), repurposing
requires ﬁnding both similar workﬂows (“Find a workﬂow able
to replace my faulty workﬂow fragment.”) and complementary
ones (“Find a workﬂow that extends my current annotation
pipeline with a visualisation step.”).
Figure 1 provides an example of repurposing based on two
dataﬂows. It shows the insertion of service c from Workﬂow
2 in between the previously connected services a and b
of Workﬂow 1. In terms of the underlying bioinformatics,
Workﬂow 1 is extended with the Transeq service, which
changes the workﬂow from a pipeline for measuring similarity
of DNA sequences into one that analyses similarity of peptide
sequences.
Observe how Workﬂow 1 provides useful input to locate
Workﬂow 2 in a repository: one can concentrate the search on
those service compositions that acccept service a’s output and
produce service b’s input. Finding compatible insertions is one
type of discovery that supports the repurposing of dataﬂows.
The other types are the discovery of replacements and the
discovery of extensions that append or prepend a workﬂow.
In Section V we develop a benchmark measuring how
life scientists ﬁnd similar and complementary workﬂows.
Section VI evaluates two example automated approaches on
the benchmark by comparing how well they ﬁnd workﬂows.
Fig. 1. Example of an insertion based on two Taverna workﬂows
C. Orchestrations of services
Multiple deﬁnitions of a workﬂow are in use in the scientiﬁc
community [GDE+07][GL05] and in the business community
[GHS95]. What uniﬁes these is the notion that a workﬂow
orchestrates services. What sets them apart are differences in
both workﬂow content and workﬂow context.
1) Workﬂow content: In terms of content, workﬂows vary
on the following dimensions.
a) The kinds of domain and process they represent. For ex-
ample, this paper draws workﬂows from the bioinformatics
domain.
b) The granularity and type of services they orchestrate, e.g.
local Beanshell scripts versus a Web Service that provides
access to the National Grid Service in the U.K.1
c) The workﬂow language they use, e.g. BPEL2 or the Simple
Conceptual Uniﬁed Flow Language (SCUFL) used in the
Taverna system. A workﬂow language relies on one or
more models of computation to govern the interaction
between services in a workﬂow [GBA+07]. Our focus is
on models of computation that follow a dataﬂow paradigm.
Dataﬂow has proven to be a popular paradigm with
scientiﬁc workﬂows that capture transformations on data
[GDE+07].
d) The phase of the workﬂow lifecycle they reﬂect. The
workﬂow lifecycle entails the following phases:
i) During design, while the workﬂow is still being de-
signed.
ii) Post design, pre-enactment, as either a ﬁnished, con-
crete workﬂow where the required resources are
known, or as a ﬁnished yet abstract workﬂow (also
known as a template) whose resources will be decided
dynamically during enactment.
iii) During enactment, when intermediary results come
about.
iv) Post enactment, when all results are available.
1Web site: www.grid-support.ac.uk
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Workﬂow discovery applies to representations capturing
any of these phases. For the purposes of the paper we are
interested in ﬁnished, concrete workﬂows.
2) Workﬂow context: Also in terms of situational context,
there is rich diversity between workﬂows.
a) Their associated objects. One aspect of context is simply
association. Examples include: publications which include
workﬂows; a person who has authored or used workﬂows;
a project that makes workﬂows available from a Web site;
an in vivo experiment recorded in a Laboratory Informa-
tion Management System that launches workﬂows to ﬁnd
conﬁrmation for hypotheses in Web data. Other associated
entities include reviews and discussions on blogs, Wikis
and forums.
b) The way they are used. Some workﬂows are used once, e.g.
to compute the Higgs boson at CERN; others repeatedly
to monitor new submissions to public databases. Some
workﬂows are popular, others are not.
c) Their annotations. Workﬂows might be provided in a
library or repository where they are explicitly annotated to
support discovery. They may have descriptive text, explicit
keywords provided by the author, or tags provided by the
community. Metadata schema or controlled vocabularies
may be in use.
D. Retrieving
As an information retrieval problem, workﬂow discovery ﬁts
inside both a navigation and a search paradigm [BYRN99].
Both paradigms encompass discovery by example. It is clear
that workﬂow discovery is potentially driven from a wide
range of descriptions, including existing workﬂow examples.
We distinguish between content-based, context-based and
multi-modal discovery.
1) Content-based discovery: Each of the items listed above
under workﬂow content are potential drivers for retrieval. We
simply highlight the retrieval of ﬁnished concrete workﬂows
based on the phases of the workﬂow lifecycle. In each phase of
their lifecycle, workﬂows are associated with different types
of information, all of which yield distinct contexts for the
retrieval of concrete workﬂows.
i) During design. The preliminary design of a workﬂow can
guide a workﬂow developer to earlier concrete workﬂows
modelled on a similar design.
ii) Post design, pre-enactment. An abstract workﬂow can
serve as input to ﬁnd a cluster of related concrete work-
ﬂows. Elements of a concrete workﬂow can serve to ﬁnd
related concrete workﬂows. A single service can act as a
basis to retrieve relevant workﬂows. Likewise, a selection
of a subset of services, void of any control ﬂow, can
sufﬁce. Sometimes a workﬂow fragment or the complete
concrete workﬂow will be relevant, including its control
ﬂow. We may also know the provenance of the workﬂow
itself, so that we can ask “Which workﬂows were derived
from this one?” or “Which workﬂows is this workﬂow
based on?”
iii) During enactment. Workﬂow execution provides an im-
portant basis for discovery, and one that distinguishes
workﬂow discovery from discovery of many other digital
artefacts. Partial results of a long-running workﬂow can
direct a workﬂow designer to ﬁnd concrete workﬂows that
can work off these results.
iv) Post enactment. When a workﬂow is executed it uses data
and services and it produces data and execution logs.
So in principle it would be possible to ﬁnd candidate
workﬂows by asking “Which workﬂows have used this
data as input?” or “Which workﬂows have successfully
used this service?”
2) Context-based discovery: Workﬂow can also be discov-
ered based on what they are associated with.
a) Their associated objects. Finding a relevant publication
which includes workﬂows is one example, while another
is ﬁnding a person who has authored or used workﬂows.
Workﬂow discovery then derives from searching for pub-
lications, people or projects. References to workﬂows can
also occur through reviews and discussion on blogs, wikis
and forums.
b) The way they are used. Collaborative ﬁltering techniques
very much apply, e.g. recommendations such as “People
who used this workﬂow also used that workﬂow” or
“people who are similar to you have used these workﬂows”.
c) Their annotations. By collecting knowledge of both the
wider community and specialised curators, we obtain mul-
tiple points of view, which increases chances for serendip-
itous re-use and discovery.
3) Multi-modal discovery: A mixture of content- and
context-based discovery is the third option. We identify two
types of mixture:
1) Mixing discovery techniques, where each technique fo-
cuses on either workﬂow content or context. An example
would be to look up an author and then search her set of
workﬂows for a particular result.
2) Aggregating content and context into compound Scientiﬁc
Research Objects. myExperiment for instance provides
mechanisms for workﬂows to be collected together with
data and other items to form compound Scientiﬁc Re-
search Objects. This grouping mechanism can be likened
to a “shopping cart” or “wish-list” on an Internet shop-
ping site, and enables users to collect items together for
various purposes such as giving to others or archiving.
Hence we have an additional mechanism of association
which can be exploited for workﬂow discovery.
III. RELATED WORK
We relate our work to the current state of the art in discovery
within scientiﬁc workﬂow repositories and survey specialised
techniques for workﬂow discovery that are potentially useful
for such repositories. We also review existing studies into
discovery practice and benchmarking.
A. Discovery support in scientiﬁc workﬂow repositories
We characterise the current situation in ﬁnished concrete
workﬂow discovery in Web workﬂow repositories based on
four academic systems (BioWep, INB, Sigenae and Kepler)3
3Web sites: bioinformatics.istge.it/biowep, www.inab.org/MOWServ, www.
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and two commercial ones (Inforsense and Pipeline Pilot).4
BioWep, INB and Sigenae offer Taverna workﬂows; the other
systems their own type.
All provide basic discovery capabilities, by searching
over workﬂow titles (Pipeline Pilot) or textual descriptions
(BioWep, Sigenae, Kepler, Inforsense). Some systems provide
the possibility to search (Kepler, Inforsense) or browse (INB)
semantic descriptions. All regard a workﬂow as an atomic
entity, focussing on its overall inputs and outputs, and disre-
garding its internal structure. None of these systems supports
ﬁnding workﬂows based on their context or by example.
B. Techniques for discovery of ﬁnished concrete workﬂows
A number of techniques exist in support of the discovery of
ﬁnished concrete workﬂows. Multiple workﬂow languages are
considered, with the scope of each approach being limited to
one language. Different data structures represent workﬂows,
with graphs being a popular option, and different techniques
work over these structures. Only one of the approaches reports
having performed an evaluation with end users.
The Chimera system, [ZWF06] translates workﬂows avail-
able as Virtual Data Language speciﬁcations into untyped
graphs. The system allows to retrieve workﬂows by example,
in that a query graph can be fed into the system in order to
retrieve pipelines extending the one represented by the query
graph.
The VisTrails system [SVK+07] enables querying of
pipelines of specialised visualization modules from the VTK
dataﬂow-based visualization system. It translates the pipelines
into typed graphs and relies on an untyped graph matcher
to offer exact (pattern-based) and approximate search. This
enables retrieval of pipelines by example. Approximate search
is implemented by calculating how one pipeline can be trans-
formed into another and recording the relative ease with which
this can be done between all possible pipeline pairs. Finally,
it supports discovery of complementary workﬂows (cfr. the
example of Fig. 1).
Relying on the representation of a BPEL workﬂow as a
typed graph, Corrales et al. [CGB06] use error-correcting
graph subisomorphism detection. The technique enables them
to calculate an edit distance between graphs and hence to
deﬁne a structural similarity metric for workﬂows.
Bernstein and Klein [BK02] designed a query language (the
Process Query Language) to enable exact structural queries
over an Entity Relationship (ER) diagram. The ER diagram
in question formalises the structure of processes available in
the MIT Process Handbook. Kiefer [KBL+07] translated Pro-
cess Handbook entries into Resource Description Framework
(RDF) graphs and relied on text similarity to retrieve similar
graphs.
A Description Logic based approach is explored by Wroe
and colleagues [WSG+03]. They abstract Taverna workﬂows,
written in the Scuﬂ language, to be a bag of services and
discard all structural relationships between these services. The
workﬂows are represented by concepts in DAML+OIL, a
4Web sites: hub.inforsense.com and www.scitegic.com/products
precursor to OWL, the Web Ontology Language.5 Workﬂows
are represented by concepts that have part-of relationships with
other concepts that in turn describe the constituent services of
a workﬂow. Subsumption reasoning is used to detect whether
the services in one bag subsume the set of services in another.
Finally, Mahleko and Wombacher [MW06] work over work-
ﬂows in the form of RosettaNet Partner Interface Processes.
Their approach tackles the hard computational complexity
the above approaches are typiﬁed by, and proposes the use
of Finite State Machines (FSMs) to obtain fast performance
during matching. The formalisation of a workﬂow into an FSM
can be done with decreasing precision. They evaluated their
work in a parallel study on workﬂow similarity metrics (see
below).
C. Studies of discovery practice and benchmarking
There is little work in the workﬂow literature on building
human benchmarks. Recent work in the area has aimed to
uncover the particular metrics people use for establishing
workﬂow similarity. Bernstein and colleagues [BKBK05] look
for the best semantic similarity measures to rank business
processes from the MIT Process Handbook, based on a process
ontology. The processes are non-executable workﬂows hence
no reuse of workﬂows in a Web services context is envisioned.
The work of Wombacher [Wom06] seeks to elicit the similarity
metrics used by workﬂow researchers when performing the
task of comparing the control ﬂow complexity of workﬂows
described by Finite State Machines (FSMs). Data ﬂow is left
outside the scope. Wombacher also investigates which metrics,
known from workﬂow mining and FSM techniques, are able
to reproduce the human rankings from this task.
In the service discovery literature, most of the papers
presenting techniques ignore how humans go about discovery
and focus instead on a technical evaluation, demonstrating how
expressive a technique is, or how scalable. An exception is
the work by Dong et al. [DHM+04], who built a small human
benchmark based on real Web services to test the performance
of the Woogle tool for Web service search. We know of
two community initiatives to compare Web service discovery
techniques: the Semantic Web Services Challenge and the Web
Service Challenge.6 Both initiatives have limited involvement
from users. In the former, a challenging scenario is put forward
involving fully automated discovery and invocation. In the
latter, techniques are evaluated by a subjective score issued by
the organizers on the system design as well as on performance
and accuracy.
IV. AN EMPIRICAL STUDY OF WORKFLOW DISCOVERY
In order to understand the practice and requirements of
discovery we undertook two investigations: a survey and an
analysis of Web logs of a workﬂow sharing platform. They
provide insight on workﬂow sharing, re-use and discovery.
A. Empirical data sources used in the study
Both the survey and log analysis data are available on-line
from www.myexperiment.org/benchmarks.
5Web site: www.w3.org/TR/owl-features
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Fig. 2. The myExperiment social networking site
1) Survey: From September to November 2007 we ran a
survey published on Keysurvey.com. Twenty four bioinfor-
maticians from 19 research laboratories participated. Of the
24 participants, 19 had built workﬂows before. Seventeen out
of 19 were Taverna users. Survey questions and results are
available on-line.
The survey was designed to document attitude towards
sharing, re-use and discovery of workﬂows in the world of
bioinformatics, where services can be local, private and under
control of the author (e.g. a local database of microarray
results) as well as distributed, public and autonomous (e.g.
the NCBI BLAST analysis service at www.ncbi.nlm.nih.gov/
blast).
2) Web log analysis of myExperiment.org: The myEx-
periment social network site, shown in Fig. 2, is designed
to encourage workﬂow exchange [RGS07]. It is aimed to
be workﬂow system neutral and currently provides support
for Taverna and Triana (www.trianacode.org). myExperiment
shares the Web 2.0 vision of sites such as mySpace or Flickr,
but is set apart by being an exchange platform for scientiﬁc
research objects. The latter brings in speciﬁc requirements in
terms of managing ownership, credit, versioning, Intellectual
Property, sharing incentives, permission policies, aggregation
and provenance.
The site was launched in November 2007 and so far has
received an average of 55 visits per day. Over the period
January–April 2008, it counted 5647 visits coming from 78
countries. myExperiment currently has 751 users who con-
tribute 150 unique workﬂows (excluding workﬂow versions).
We analysed the log ﬁles for the sharing, re-use and
discovery patterns exhibited by users of the site. The log ﬁles
span ﬁve months of activity (December 2007–April 2008). Due
to privacy reasons, we cannot share the actual logs but instead
report summary data for the analysis.
B. Insights into workﬂow sharing
1) Sharing attitude of the survey participants: Survey par-
ticipants were asked about their reservations about sharing
their workﬂows for re-use by others. Two main concerns came
forward:
1) Receiving proper acknowledgements for the work
(36.8%) and
2) The workﬂow doing the job, but not being a piece of
software they are very proud of (31.6%).
Other factors were deemed less important:
² Being scooped (i.e. beat to obtaining results) by their own
doing (15.8%);
² Sharing the data that is obtained from the workﬂows
(15.8%);
² Sharing the data that feeds into the workﬂows (10.5%);
² The brittleness of shared workﬂows, either due to the use
of non re-usable local services or due to the volatility of
remote services (10.5%);
² Being able to share the workﬂow without others being
able to establish how it works exactly (5.3%).
Our conclusion is that participants are open to share quality
workﬂows but want credit for doing so. myExperiment caters
for this attitude in part. It is designed explicitly to provide users
with proper acknowledgements for their work. Mechanisms
for workﬂow attribution, rankings of popular downloads and a
community-based star rating system are available. The scientist
has ﬁne control over visibility and sharing of workﬂows, but
other mechanisms to ease the fear of attracting a reputation as
a poor workﬂow builder, such as “work in progress categories”
or anonymous publishing, are not provided at this time.
2) Sharing attitude of the myExperiment community: Forty
three out of 751 users (6%) share workﬂows on myExperi-
ment. Of a total of 150 unique workﬂows (249 if all versions
are counted), 40% of uploaders (2% percent of all users)
contribute 80% of workﬂows.
The low percentage can be explained in different ways: (i)
the same attitude as survey participants prevails but users have
not yet shared their quality workﬂows or (ii) large user groups
with different attitudes reside on myExperiment. Both options
are plausible. For example, new users to Taverna registering
on myExperiment during training days will only contribute
with time – there is a lag effect. Similarly, the threshold
for publishing may need to be lowered. In terms of (ii), we
speculate there are “novelty-seeking” users with short attention
spans, users dissatisﬁed with the site and users who, putting
it in terms of behaviour exhibited on peer to peer networks,
“leech.” They would remain registered but not contribute.
C. Insights into workﬂow re-use
1) Re-use attitude of the survey participants: Polling partic-
ipants about their concerns for workﬂow re-use, the following
opinions surfaced:
² All respondents believed that in most cases there is not
enough documentation to understand a workﬂow.
² For three quarters of respondents, some of the services in
a workﬂow were (always or at least often) non-reusable
due to the service being local to the original author. The
same sentiment existed with respect to services being
down.
² The majority of respondents believed there is no way of
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² Little under half of the respondents believed that often
there are not enough workﬂows around, so they do not
look for workﬂows.
Community-driven exchange platforms such as myExperi-
ment can go a long way in meeting these concerns, through
community-based annotation (description and tags), a reposi-
tory of software code, workﬂow monitoring mechanisms and
sharing best practice about building re-usable workﬂows.
One surprise ﬁnding, in light of the reported difﬁculty
understanding workﬂows and trusting the analysis, is that of
the 15 participants in the survey reporting re-use, seven had re-
used workﬂows from third parties; other sources were fellow
research group members (four mentions), project collaborators
(four mentions) and a colleague at their institute (two men-
tions). The fact that half of the re-users had adopted workﬂows
from third parties and not from people in their direct circle is
an encouraging result for sites like myExperiment.
A second survey ﬁnding is that, again despite the difﬁculties
understanding and trusting workﬂows, 15 out of the 19 work-
ﬂow authors indicated having re-used workﬂows. The high
level of re-use activity is remarkable. This may be due to the
type of participant that volunteered to participate in the study
– typically workﬂow enthusiasts and experts of Taverna who
possess the skill set for successful re-use and repurposing.
2) Re-use attitude of the myExperiment community: Deter-
mining re-use attitude from the myExperiment logs is difﬁcult.
First, we need to decide on the appropriate metrics. To measure
workﬂow re-use, we use:
1) The amount of attributions made on workﬂows regarding
other workﬂows is a direct indication. So far, 12 attribu-
tions have been made on myExperiment.
2) The number of workﬂow downloads is an indirect indica-
tion. It is reasonable to assume a positive correlation be-
tween workﬂow downloads and the amount of workﬂow
re-use by the downloader. During the measured period,
4216 workﬂows were downloaded. Download trafﬁc from
automated Web crawlers constituted 12%.
Second, the bulk of downloads are due to users who are not
logged in, which makes it impossible to produce an accurate
breakdown of downloads of users over time. For example,
workﬂows may be found through Google or other interfaces
to myExperiment content.
We found that workﬂows published on myExperiment get
downloaded. Eighty two percent of workﬂows are downloaded
ﬁve times or more. This fact supports the earlier speculation
that myExperiment workﬂows are high quality. The most
popular workﬂow, shown in Fig. 2, was downloaded 800 times
(19% of total downloads).
D. Insights into workﬂow discovery
1) Discovery experiences of the survey participants: Ninety
percent of respondents believed there are no effective search
tools to ﬁnd relevant workﬂows. The most quoted discovery
mechanisms, in order of relevance, are: word of mouth,
myExperiment and Google.
2) Discovery on myExperiment: myExperiment provides
basic support for both content and context based discovery.
In terms of content, an overall workﬂows Web page lists
all entries. Detailed descriptions are harvested by analysing
the uploaded workﬂows for textual descriptions and their
constituting services. An internal search engine (SOLR) offers
access to these through text queries. In addition, users add
tags describing workﬂow contents, such as “phenotype” or
“BLAST.”
In terms of context, multiple items are potentially associ-
ated with a myExperiment workﬂow, including user proﬁle
descriptions, public and private groups, ﬁles and attributing
workﬂows. Some users provide tags containing contextual
information, such as their organisation or project.
a) Effectiveness of the techniques: Given that we have
no direct user feedback on the suitability of found workﬂows,
we measure effectiveness through the success of navigation
and search in leading users to downloading workﬂows. We
measured which was the last retrieval action a user undertook
before downloading a workﬂow, where retrieval actions con-
sisted either of choosing a tag, issuing a search, clicking any
user page, any group page or the list of workﬂows.
In total 4216 workﬂow were downloaded. Navigation of
hyperlinks accounts for 56% of the total downloads, with tags
at 30%, internal pages at 20% and incoming links from exter-
nal pages at 6%. Search is responsible for 12% of downloads,
with 6% from the internal search engine and 6% from Google.
The remainder 32% come from direct downloads, of which a
third are from Taverna users loading workﬂows directly into
the workﬂow editor.
In terms of the tag cloud built by our community, we
observe that 83% of tag-based downloads are triggered by 20%
of tags. This conﬁrms the well-known Pareto rule. Conversely,
63% of tags never lead to any workﬂow downloads.
b) Proportion of content-based versus context-based dis-
covery: Given that both content-based and context-based
search are in use, there exists a multi-modal approach to
discovery on myExperiment. We wish to determine the relative
importance of content and context during the retrieval process.
This provides feedback on where to focus effort on discovery
tools in future. The above techniques support both, e.g. the
internal search engine accepts queries about people as well as
biology.
To determine the relative share of content versus context,
we analysed (i) the 280 tags in the tag cloud that lead to
downloads, (ii) 927 textual queries fed to the internal search
engine and (iii) the myExperiment Web pages that lead to
downloads. Detailed ﬁgures are available on-line.
² For the tag cloud, we classiﬁed tags into content cat-
egories (Biology, Bioinformatics, Workﬂow technology,
Other sciences), context categories (People, Organisation,
Project, Event, Place and varia (includes Other and
Unknown topics). It turns out at least 55 % of tags used
for downloading were content based and at least 26 % is
context based (19% were varia).
² For the queries, we could keep the same subcategories
as above for content, context and varia. At least 69 % of
queries were content based and at least 9 % were context
based (22 % were varia).
² Within the myExperiment Web pages, 92 % of downloadsIEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING 7
stemmed from the workﬂow list page, 5% from a user
page and 3% from a group page.
We observe that content-based discovery dominates across
the board but equally there is a role for context-based dis-
covery. In future analysis, investigating the navigation path in
closer detail may reveal more about the interplay of context-
based and content-based discovery.
V. BENCHMARKING WORKFLOW DISCOVERY
The perception of survey participants that no effective dis-
covery tools exist motivates experimentation with novel work-
ﬂow discovery methods. We established earlier that almost no
work exists on evaluating workﬂow discovery techniques. Here
we present our work towards building a set of benchmarks.
To construct a benchmark for workﬂow discovery, one
option was to use empirical data directly from myExperiment.
The major problem with log based approaches is that the
user information need is not explicitly captured. For example,
during the analysis of navigational paths, it is difﬁcult to
determine at which point in the traversed path the scientist
starts to think about her particular discovery problem at hand
and to determine what that problem is.
Instead, we constructed benchmarks derived from controlled
experiments. They are speciﬁc to the case of content-based
discovery of ﬁnished concrete workﬂows, where workﬂows
are searched for by example.
A. Overview
We conducted three small-scale controlled experiments and
one larger one. They rely on a corpus of real-world bioinfor-
matics workﬂows, as generated by domain experts with the
Taverna workbench. The experiments differ widely in their
setup, reﬂecting the different approaches taken for capturing
how re-use occurs, the different conditions under which re-
use occurs and practical constraints involved in running user
experiments. Table I provides an overview of the experiments
according to their experimental setup, participants, materi-
als, procedure and results. We discuss the details below. A
more detailed technical report, the list of participants, the
materials used and benchmark data are available from www.
myexperiment.org/benchmarks.
B. Experimental setup
1) Re-use and discovery tasks measured: In designing
experiments to capture a user’s re-use and discovery behaviour
one has to be selective in what is measured.
In earlier work [GLG06], we attempted in vain to capture
universal metrics that bioinformaticians use to establish simi-
larity between workﬂows (e.g. the number of services shared
and not shared between workﬂows). Such metrics could then
be conﬁdently incorporated in discovery tools to support a
workﬂow by example discovery approach. In hindsight, we
believe that the negative outcome was mostly due to workﬂow
discovery being driven by a concrete information need. People
are known to approach similarity based on multiple cognitive
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TABLE I
OVERVIEW OF THE USER EXPERIMENTS.
approaches [Gol01]. Leaving the purpose for a similarity mea-
surement unspeciﬁed leaves participants with many options to
base similarity assessments on.
The controlled experiments presented here ﬁx the user
information need by giving participants clear re-use and dis-
covery goals. Experiments 2 and 3 aimed to record discovery
behaviour, while experiments 1 and 4 also captured edit
behaviour.
Experiment 1 asked for discovery of workﬂows that do ei-
ther a supertask or a subtask of a provided exemplar workﬂow,
and to select relevant fragments in them.
Experiment 2 set the task as identifying all versions of a
workﬂow authored by the participant within a wider set of his
workﬂows.
Experiment 3 asked for boolean assessments of “useful-
ness.” Useful was deﬁned as meaning that one workﬂow
either (i) provides an alternative to the other, (ii) provides an
extension to it (supertask) or (iii) provides a useful fragment
of it (subtask).
Experiment 4 gave participants practical re-use and repur-
posing tasks. Consider Fig. ?? in the appendix, which shows
one of the twelve exercises shown to participants (shrunk from
its original A1 sized format). The challenge is to to solve the
task stated at the bottom by adapting the workﬂow with the
circled number 1, using drawings on the poster. The particular
task in question is to discover and then edit the workﬂow(-







Fig. 3. Types of workﬂow re-use from the perspective of the author of a set
of workﬂows A.
identiﬁers by simplifying its BLAST output ﬁle. The solution
is provided here in the ﬁgure. Note that we did not inform
participants which edit operation to undertake (in this case,
an extension). After solving the tasks, participants were asked
about the way they had combined the discovery and editing
steps.
2) Re-use directions: We took into account the fact that
workﬂows are re-usable between several parties in several
directions. It is important to make these distinctions because
they are expected to inﬂuence the difﬁculty of a re-use task
and the strategies people use to solve it, e.g. re-use of a set
of workﬂows one is familiar with should be easier.
We distinguish between personal re-use, involving only
workﬂows authored by the re-user, and cross-author re-use,
involving other workﬂows. Figure 3 summarizes the ﬁve pos-
sible ways a user can re-use her own as well as other people’s
workﬂows. Assume she has a number of workﬂow sources
available: her own set of workﬂows A, a set of workﬂows B
created by a second party and a set of workﬂows C created
by a third party.
1) Personal re-use: from A to A (A2A) Re-use of work-
ﬂows from a personal collection, which are either ver-
sions of the workﬂow one is currently working on, or pre-
viously built workﬂows with a different topic altogether.
2) Cross author re-use: from B to A (B2A) Re-use of
workﬂows from someone else’s collection to alter one’s
own current workﬂow.
3) Cross author re-use: from A to B (A2B) Re-use of
workﬂows from one’s own collection to alter a workﬂow
from someone else’s collection.
4) Cross author re-use: from B to B (B2B) Re-use
of workﬂows from someone else’s collection to alter a
workﬂow from that same collection.
5) Cross author re-use: from B to C (B2C) Re-use
of workﬂows from someone else’s collection to alter a
workﬂow from another external collection.
Table I summarises which experiments investigate which re-
use directions. Interestingly, for experiment 4, which direction
is measured in a given re-use exercise is dependent on the
combination of a particular re-use task and the participant in
question. For example, the case where none of the workﬂows
in the exercise are authored by a participant means either B2B
and B2C is being measured. If the original author of one of the
workﬂows is solving that same task, one would be measuring
A2A, A2B or B2A instead.
C. Participants
Between two and 24 bioinformaticians participated in any
given experiment. In experiment 1 participants had no work-
ﬂow experience. In experiments 2 and 3, we used the same two
authors, both of whom had authored over 100 bioinformatics
workﬂows. Experiment 4 drew on the survey participants,
where 19 out of 24 had workﬂow experience.
D. Materials
Workﬂows were chosen according to the function of the re-
use task to be measured (e.g. ﬁnding versions). Conversely, the
characteristics of our workﬂow corpus inﬂuenced the setup of
re-use tasks. For instance, for experiment 4 we invested two
man months in the annotation of workﬂows.
The different experiments showed different amounts of
workﬂow detail to users. In experiments 1 to 3, a workﬂow’s
name was shown as well as the orchestration of its services
rendered as a diagram, showing only those inputs and outputs
actively involved in the orchestration (as in Fig. 1). In experi-
ment 4, more detail was provided with the inclusion of textual
descriptions of the overall workﬂow task and of the services.
In addition, semantic annotation was provided describing the
task, inputs and outputs of the 98 services present in the
18 workﬂows, based on concepts selected from the myGrid
bioinformatics service ontology.7
Workﬂows were presented to participants on paper – A4-
format for experiments 1-3, A1-format for experiment 4.
E. Procedure
Organisation-wise, the ﬁrst experiment piggybacked on a
training day for the Taverna workﬂow editor. The others were
set up independently.
For experiment 4, the exercises were ﬁrst tested in two pilot
studies with two post-doctoral bioinformaticians, leading to
changes in the vocabulary used in the instructions, the curation
and the re-use task descriptions. A third bioinformatician
veriﬁed the validity of what consisted the correct solutions to
the tasks, by creating and testing the corresponding workﬂows
in Taverna for all tasks. For experiments 3 and 4 participant
agreement was calculated based on Kappa measures [SC88].
F. Results
Following our experimental setup, both quantitative and
qualitative results were generated.
1) Quantitative results:
a) A set of content-based benchmarks: The work of
participants translated into a documented set of decisions
made during the workﬂow re-use process. The outcome of
each experiment was judged to be positive only when the
results from the exercises showed a level of agreement between
participants and were conﬁrmed by a bioinformatician as being
sensible. In experiment 1, the combination of inexperience
with workﬂows and poor quality workﬂow descriptions re-
sulted in demotivated participants, who gave up rapidly on
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OVERVIEW OF CONTENT-BASED BENCHMARKS
the task and yielded no useful answers. The three other user
experiments had positive outcomes and produced benchmarks
with different characteristics. They are named after the type
of re-use captured and the number of participants.
Benchmark PR2 (experiment 2) collects similarity assess-
ments made by a workﬂow author about pairs of his own work-
ﬂows. In Benchmark CA2 (experiment 3), a collaborator made
similarity assessments on those same workﬂows. Benchmark
CA24 (experiment 4) contains the assessments made regarding
the relevance of candidate workﬂows to solve speciﬁc tasks.
b) Participant conﬁdence and agreement: All bench-
marks are created by participants who felt conﬁdent while
creating them. For PR2 and CA2, both participants felt
conﬁdent and agreed strongly on the assessments made, as
shown by the Kappa statistic for inter-rater agreement (see
Table II). Agreement was never perfect, though.
The same is true for CA24 (experiment 4). Analysis of
ratings shows participants in general had high conﬁdence
and found the exercises to be of easy to moderate difﬁculty.
Surprisingly, analysis of inter-rater agreement showed that they
did not agree which exercises were easy, moderate or difﬁcult.
Similarly, they did not agree when they had high, medium or
low conﬁdence. An explanation for this apparent paradox is
either that participants come from very different backgrounds
and thus ﬁnd different tasks challenging, or they use a different
internal scale to assess conﬁdence and difﬁculty. Their results
on relevance assessments suggest the latter is true.
On the other hand, participants of CA24 did agree on the
relevance assessments made – a multi-rater Kappa value of
0.666 was obtained. Again agreement was not perfect. For
this benchmark, because the correct answers were ﬁeld-tested,
disagreement on relevance assessments could be measured in
terms of correctness. Contrasting participant relevance assess-
ments with the correct solution shows that they on average
were correct in 83% to 91% of all cases, depending on the
scheme adopted to assess a given answer. The schemes vary
on:
² whether they should count a “maybe” answer as a correct
answer (which leads to better scores) or whether it should
be excluded from the performance measure.
² whether blank answers should count as negative answers
(which leads to better scores, given that the majority of
candidate workﬂows are not relevant to a particular task)
or instead should be excluded.
The main sources of error for participants in CA24 were (i)
incomplete exercises because of a natural “blind spot” in the
exercise material, (ii) incomplete or ambiguous descriptions of
data items, (iii) assumptions made on the required generality
of a solution across species, and (iv) assumptions made on the
admissibility of additional “shim” or glue services which were
not available from any of the presented workﬂows. We also
analysed whether the amount of expertise building workﬂows
or the time taken to complete the exercise showed a correlation
with the level of correctness obtained. Neither factor proved
to be a determinant. This indicates that people with a good
bioinformatics background in general can muster the tasks of
editing workﬂow diagrams and that some people simply work
faster than others.
2) Qualitative results:
a) Bioinformaticians are capable of all types of workﬂow
discovery when the conditions are right: The commonsense
expectation is that participant familiarity with the workﬂow
author, participant motivation and participant expertise cor-
relate positively with valid answers to discovery tasks. This
expectation was conﬁrmed in all experiments.
b) The relative impact of documentation on workﬂow re-
use and discovery was uncovered: Lots of quality workﬂow
documentation is no requirement to achieve good results when
it comes to discovery of one’s own workﬂows or workﬂows by
collaborators, as shown by experiments 2 and 3. Experiment
4 showed that the combination of motivation, expertise and
quality metadata enables discovery from external parties. In
contrast, the combination of inexperience with workﬂows and
poor quality workﬂow descriptions in experiment 1 resulted
in severe demotivation of participants, who gave up rapidly
on the task and produced no valid answers. We hypothesise
that documentation plays a crucial role for successful re-use
either indirectly (to drive motivation) or directly (to inform
the discovery process).
c) Understanding of workﬂow re-use and discovery be-
haviour: Experiment 4 had the ambition to model bioinfor-
matician behaviour, in particular the assessment of relevance
of potential workﬂow candidate solutions and their subsequent
editing. Results show that relevance assessment and editing
are done in two distinct phases. First, participants scan the
whole population of available workﬂows. After this, editing is
done on the workﬂows marked as relevant. It also documents
which sources of information are used in which phase. For
both phases, the workﬂow diagram was the ﬁrst and most
used point of recourse for ﬁnding information, despite its low
detail and ambiguity. This ﬁnding underlines the power of
using a visual medium. Textual workﬂow and service inputs
and outputs were also used eagerly in both phases, but less
so than the diagram. The overall workﬂow description and
workﬂow name were deemed useful for relevance assessment
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VI. EVALUATING AGAINST THE CONTENT-BASED
BENCHMARK
A. Setup
The developed suite of benchmarks captures re-use be-
haviour in data ﬂows. Each scientiﬁc workﬂow system capable
of modelling data ﬂows should be able to re-model the
workﬂows used into its own language, provided equivalent
services are available. It could then test its own discovery
system with respect to the benchmarks. The fact that the
workﬂows are from bioinformatics should not matter, provided
the discovery system in place is domain independent.
To test the benchmark data against real tools, we se-
lected two techniques speciﬁcally developed for Taverna Scuﬂ
workﬂows. Details of Taverna’s workﬂow language are in
[OGA+05]; see Fig. 1 for two examples. The ﬁrst tool is an
existing graph matching based tool [GLG06]. The second tool
is new and consists of an adaptation of the Woogle search
engine for Web services [DHM+04].
Graph matching over Taverna workﬂows Graph matchers
assume graphs of a certain kind as input; in the case of
[GLG06], the graph matcher works over attribute-less graphs
of nodes and directed, attribute-less edges. To produce results,
the graph matcher relies on sub-isomorphism detection over a
graph repository.
The content of a graph impacts the outcome of the matching
process. The translation from workﬂow to graph was done
as follows. The workﬂow’s overall inputs and outputs are
included as named nodes in the graph. The intermediate nodes
are instantiated with the names of the services connecting the
workﬂow’s input and output, while ignoring all information
about intermediary inputs and outputs. The graph’s edges are
deﬁned as the connections between the services.
Text clustering over Taverna workﬂows Workﬂows are
not only software speciﬁcations. They are also documents
which contain natural language. One can therefore apply
information retrieval on workﬂow descriptions. Woogle is a
tool for similarity search for Web services that relies on
standard information retrieval techniques as well as its own
clustering algorithm.
To adapt the tool to workﬂows, we abstract a workﬂow
to be a bag of services. Essentially we establish a lossy
translation of a workﬂow into the format of a Web service. We
wrote a parser to translate Scuﬂ workﬂows into the Woogle
WSDL service input format by regarding each workﬂow as
a WSDL service and each constituent workﬂow service as a
WSDL operation. The technique takes in a collection of Scuﬂ
workﬂows, clusters these in an off-line step, and then, when
given an input workﬂow, produces rankings of workﬂows from
the collection.
In addition to the raw performance of these two techniques,
we also consider the “combination hypothesis” as an additional
technique – the idea that further advances in search technology
will be based on a cross-disciplinary approach. In our context,
we consider the impact of combining the results of the
graph matching and text clustering techniques. We identify
two options: (i) use the intersection of results (when both











Precision 25 65 34 51 44
Recall 25 50 24 17 57
Precision 10 65 35 90 48
Recall 10 21 9 7 25
Precision 5 70 40 83 56
Recall 5 12 6 2 16
TABLE III












Precision 11 - 60 - -
Recall 11 - 74 - -
Precision 5 - 50 - -
Recall 5 - 36 - -
TABLE IV
AVERAGE RECALL AND PRECISION ON CA2.
B. Evaluation results
We test the graph matcher and the text clustering tool on
benchmarks 1 and 2.
Table III summarises the performance of the 2+2 techniques
for personal re-use. It shows the average precision and recall
for performing the versioning tasks. Table IV gives the average
precision and recall for cross-author discovery for the 11
workﬂows used as basis of comparison. It shows performance
with respect to the top x results returned by a given technique
(values in percentage; higher is better).
The ﬁgures bring out the trade-off between precision and
recall, in that an increase in precision means a decrease in
recall. The only exception to this is the performance of the text
clustering, which might be explained by the relative small set
of 21 workﬂows over which the clustering algorithm operated.
The different classes of discovery techniques come with
their own strengths and weaknesses. The text clustering tech-
nique performs well on cross-author discovery, but does poorly
when it comes to versioning. The graph matcher does well in
comparison on the versioning task. When applying the graph
matcher for cross-author discovery, however, no results are
returned in any of the cases. Inspection of results revealed
its lack of a lexical component is to blame. As a result,
the application of the combination hypothesis turns out to be
sensible only in the case of versioning, where both techniques
yield results. The intersection technique has good precision
on the versioning task compared to the other techniques,
but displays a drop in recall, whereas the union technique
displays a converse pattern. We conclude that the combination
hypothesis idea does not improve the quality of search results
overall in our experiment; one has to choose between either
bettering precision or bettering recall.IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING 11
By using the benchmark we have shown that these tech-
niques alone do not approach what humans can achieve or
would expect of the system. Comparing the results of the
techniques and the experts, we found multiple matches which
were only identiﬁed by the experts. These missed matches
relied on expert background knowledge of the biology and
bioinformatics behind the services.
VII. CONCLUSION AND FUTURE WORK
Workﬂows are proving successful in automating scientiﬁc
experiments conducted on the Web. Public repositories are
appearing to enable their re-use and repurposing into new
experiments.
We investigated current practices in workﬂow sharing, re-
use and discovery amongst life scientists chieﬂy using the
Taverna workﬂow management system and the myExperiment
workﬂow exchange platform. In terms of sharing and re-use,
we ﬁnd that (i) an enthusiastic core is willing to share quality
workﬂows but expects credit for doing so. They act as provider
to the wider community; (ii) workﬂows that are shared get re-
used; (iii) workﬂow re-use is perceived as hard but doable.
In terms of discovery, we ﬁnd that (iv) both workﬂow
content and workﬂow context is important in supporting dis-
covery; (ii) the perception is that no effective discovery tools
exist; (iii) a range of specialised techniques exists, unexploited
by the scientiﬁc workﬂow community; (iv) no means are
available to systematically evaluate these.
This paper has demonstrated a methodology for evaluating
workﬂow discovery tools that is not speciﬁc to the particular
science domain nor the choice of workﬂow system. We suc-
cessfully built a benchmark measuring the re-use and discov-
ery behaviour of life scientists. We showcased the evaluation
of two Taverna-based techniques.
Further empirical work can be undertaken to elicit discovery
patterns. Ongoing parallel studies appear to corroborate our
own ﬁndings. More studies can be conducted based on the
benchmarks with tools, potentially from other workﬂow envi-
ronments. Additional benchmarks can be devised, for example
to record how scientists manipulate scientiﬁc research objects
that encapsulate workﬂows and link to other data. In this
respect, myExperiment itself is a powerful instrument for
measuring sharing, re-use and discovery behaviour.
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