INTRODUCTION
Recently, the distributed optimization problem of multi-agent systems has received considerable attention in various areas for its broad application background, such as machine learning, sensor networks, smart grids, and many significant results have been obtained (see [13, 14, 22, 18, 9] ). Resource allocation is one of the important optimization problems (see [7] ). In particular, various distributed algorithms for resource allocation optimization have been discussed in [1, 4, 11, 20] . For example, [1] considered the network utility maximization problem and proposed a fast distributed dual-based gradient method for solving the problem. Furthermore, [23] proposed a class of projected continuous-time distributed algorithms to solve resource allocation optimization problems with local feasibility constraint.
In order to solve this distributed optimization problem, each agent needs to update its protocol by frequently measuring its gradient information and exchanging its state DOI: 10.14736/kyb-2017-5-0747 tion scheme is proposed and the convergence is proved in Section 3, while a simulation example is given in Section 4. Finally, we give some concluding remarks in Section 5.
Notations: R and R n represent the set of real numbers and the set of real ndimensional column vectors, respectively; I n ∈ R n×n is the identity matrix; 1 n (or 0 n ) denotes an n dimensional column vector whose components are all 1 (or 0); for a vector or a matrix X, X T represents its transpose, and · represents the Euclidean norm of a vector or the corresponding induced norm of a matrix; ⊗ denotes the Kronecker product.
PRELIMINARIES AND PROBLEM STATEMENT
In this section, we provide some basic definitions on graph theory used in the paper and introduce our research problem.
Graph theory
A weighted undirected graph G = (V, E, A) consists of a finite vertex set V = {1, . . . , N }, an edge set E ⊆ V × V, and a weighted adjacency matrix A = [a ij ] ∈ R n×n with a ij > 0 if (j, i) ∈ E and a ij = 0 otherwise. An edge (j, i) represents that i, j can obtain each other's information. N i = {j : (j, i) ∈ E} denotes the set of neighbors of agent i. A path 
Problem statement
Consider a network of N agents interacting over an undirected graph G. The objective of this paper is to solve the problem of distributed resource allocation optimization under the network resource constraint through the collaboration of N agents:
where
T ∈ R N m , agent i can decide its local allocation x i ∈ R m , and access the local resource data d i ∈ R m . The total network resource is
, then the optimization problem should satisfy the network resource constraint:
The cost function of agent i, f i : R m → R, and its local resource data d i are only known by itself.
We introduce the following well-known assumptions on the graph G and the local cost functions, respectively. Assumption 2.1. The undirected graph G is connected. Assumption 2.2. For i = 1, . . . , N , the local cost functions f i are differentiable and ω i -strongly convex, that is
furthermore, their gradients are θ i -Lipschitz, that is
where the constants ω i , θ i > 0. 
DISTRIBUTED OPTIMIZATION ALGORITHM
In this section, we provide a distributed optimization algorithm with event-triggered communication and gradient measurement to cooperatively solve the optimization problem stated in (1) under the undirected graph.
To reduce the costs of communication and gradient measurement, the gradient-based event-triggered optimization algorithm is designed for agent i ∈ V as follows, which is a modified version of the algorithm given in [23] :
where x i is the estimation of agent i for the optimal solution of problem (1), y i and z i are the auxiliary variables of agent i.
Without loss of generality, we assume that t 
with the trigger functions given as follows:
The positive parameters α, β i and γ are to be determined later. The measurement errors are defined by
It is easy to see that e Remark 3.1. Obviously, for any agent i, there exist two triggering time sequences {t
, we can get a new time sequence denoted by {t ir } ∞ r=0 , where
Remark 3.2. It is worth mentioning that the conditions (3) and (4) are verified by agent i only based on information of itself and neighboring agents, thus the algorithm (2) is a distributed event-triggered scheme. Besides, we know from (4) that the continuous communication between neighboring agents is avoided.
The algorithm (2) can be rewritten as the following compact forṁ
The following lemma indicates the relationship between the equilibrium point of (6)(or (2)) and the optimal solution of problem (1). Lemma 3.3. Suppose that Assumptions 2.1 and 2.2 hold. If (x * , y * , z * ) is the equilibrium point of (6) , then x * is the optimal solution of problem (1).
P r o o f . Note that e x = e y = e z = 0 N m once the equilibrium of system (6) is achieved. Hence,
Since the undirected graph G is connected, using L1 N = 0 N , we have
Substituting the above inequality into (7) and utilizing 1
which is exactly the optimality condition (KKT) for problem (1) by Theorem 3.34 in [16] . Thus, the conclusion follows.
For (2), we have the following result. (1) is solved by the distributed algorithm (2) with event-triggered scheme (3). Concretely, for any initial conditions
is the optimal solution of problem (1) . Furthermore, the eventtriggered scheme (3) is free of Zeno behavior. P r o o f . For convenience, we show the proof in three steps.
Step 1: The changes of coordinates and the closed-loop system. Let
where (x * , y * , z * ) is the equilibrium point of (6) and
From the initial condition
Then the dynamic equations of x, y and z are given bẏ
where h = h 1 + h 2 with h 1 = ∇F (x + e x ) − ∇F (x) and h 2 = ∇F (x) − ∇F (x * ). Define the following coordinate transformations
where 
Moreover, we obtain
Step 2: The choices of Lyapunov function and relevant parameters.
Construct the Lyapunov function V = V 1 + V 2 , where
with the positive parameters k 1 , k 2 and k 3 are to be determined later. Differentiating (13) along the trajectories of (12) yieldṡ
anḋ
Recalling that h = h 1 + h 2 = ∇F (x + e x ) − ∇F (x) + ∇F (x) − ∇F (x * ) , using Assumption 2.2 and Q = 1, we obtain the following estimation
where ω = min i∈V {ω i } and θ = max i∈V {θ i }.
From Assumption 2.1 and Remark 2.3, we get
In addition, it is obvious that
Using (13) - (18), we havė
It results from the trigger conditions (3) and (4) that
Therefore,
Substituting (20) into (19), we obtaiṅ
Choose the parameters k i , α and β j such that k 1 > k 2 , µ 1 , µ 2 , µ 3 , µ 4 > 0 (which obviously can be done). As a result,V
where µ = min{µ 1 , µ 2 , µ 3 } and
, and thus,
where γ 0 = k1+3k2+2k3 2k1
. This implies that x exponentially converges to x * . Step 3: Analysis of Zeno behavior.
Firstly, we verify that the gradient information measurement is free of Zeno behavior. From (23), we have that x(t)−x * ≤ √ γ 0 e −γt , y(t)−y * ≤ √ γ 0 e −γt and z(t)−z * ≤ √ γ 0 e −γt . Thus, according to (5), (2), and using Assumption 2.2, it follows that for t ∈ t 1 il , t 
The next gradient measurement will not be executed until the first trigger function g i x crosses zero, that is
Accordingly, the following inequality holds
Since e ≥ 1 + for any ∈ R, we have for any agent i Consequently, the Zeno behavior is excluded for any agent i.
Next, we prove that the communication with neighbors is free of Zeno behavior.
Similar to (24), for t ∈ t 2 ik , t 2 i(k+1) , we get
and Following the procedure of (25), we derive that
and
where β 0 = min{β 4 , β 6 }.
We can see that the set t
> 0 is nonempty for any agent i. Hence, the Zeno behavior is avoided.
In the light of Lemma 3.3, we complete the proof of Theorem 3.4. Remark 3.5. Clearly, the result is consistent with the one given in [23] when the communication is continuous-time. The implementation of the proposed algorithm in [23] requires continuous-time communication among the agents, which is useful for analysis, but it is important to notice that communication is only available at discrete instants of time in practical scenarios. The main motivation of our study stems from this observation.
SIMULATION EXAMPLE
In this section, a simulation example is given for illustration.
Consider a network of five agents to minimize F (x) = proved that the proposed algorithm can achieve the exact optimization with exponential convergence rate, and moreover, the given two event-triggered strategies are free of Zeno behavior. Simulation results have been given to demonstrate the effectiveness of the algorithm. Future work may include the design of distributed optimization algorithms with various constraints.
