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Randomness appears both in classical stochastic physics and in quantum mechanics. In this work,
we address a computational scenario of shared randomness processing where quantum sources
manifest clear-cut precedence over the classical counterpart. For proper apprehension of the quantum
advantage we formulate a resource theoretic framework for shared randomness processing. The
advantage is operationally viable as it is manifested in the optimal classical vs quantum payoffs of
a game involving two players. In distributing shared randomness between distant parties, we also
exhibit advantage of quantum channel over its classical counterpart though the classical capacity
of the former is fundamentally constrained by Holevo bound. Surprisingly, the advantage persists
even when the channel has zero quantum capacity and classical capacity much less than unity. The
noisy channel examples also facilitate noise-robust empirical setups to verify the obtained quantum
advantage.
Introduction.– One of the central motives in quantum
information theory is to identify advantageous applica-
tion of the quantum rules in practical tasks. Since advent
of the theory several information protocols [1–9] as well
as computational tasks [10–14] have been recognized
where quantum resources surmount the corresponding
classical counterparts. Shared randomness (SR) being
one such important resource finds a number of useful
applications [15–31]. However, SR between two spatially
separated parties can not be established free of cost. Its
distribution requires communication channel between
them which in standard Shannon theory is considered
as an expensive resource [32]. Naturally the question
arises whether application of quantum rules provides
any advantage in SR processing and/or its distribution.
In this present work we address this question and come
up with an affirmative answer.
For proper apprehension of the quantum advantage,
we formulate a resource theoretic framework to quantify
the resource of SR. The framework is operationally mo-
tivated as it specifies a class of free operations and a
class of free states. While the free operations can not
produce any resource of SR between two spatially separ-
ated parties and hence are allowed to be implemented
at no cost, the free states contain no SR and thus can
be generated with free operations and are allowed to
be used freely. Specification of free operations and free
states straight away identify the resourceful states that
contains SR. We obtain a faithful quantifier of the SR
resources and discuss possible inter-conversion among
the resourceful states under free operations. The state
space of SR with two spatially separated parties hold-
ing a pair of 2-faced classical shared coins (two-2-coin)
is analyzed elaborately. Its quantum analogue, called
two-2-quoin, corresponds to a two-qubit quantum sys-
tem. Under the proposed resource theoretic framework,
every two-2-coin state can be freely obtained from its
quantum version and hence the former can be substi-
tuted by the latter for any SR processing task. Interest-
ingly, we come up with SR processing scenarios where
two-2-quoin becomes advantageous over its classical
counterpart. The advantage is operationally viable as it
is established through a game played between two non-
communicating players. The optimal payoff requires the
players to follow some specific shared strategy. While
the perfect strategy can be obtained from a two-2-quoin
state, strategies with two-2-coin states are always subop-
timal.
In distributing SR between two spatially separated
parties through some communication channel, the afore-
said game also exhibits advantage of quantum channel
over its classical counterpart. This advantage is quite
remarkable since according to a fundamental result by
Holevo [33] the classical capacity of a quantum channel
is upper bounded by the maximum achievable value of
the corresponding classical channel. More surprisingly,
the quantum advantage persists even when the qubit
channel has no quantum capacity [34–36] and classical
capacity [37, 38] is much less than unity. The imperfect
quantum channel examples also facilitate noise robust
empirical setups to verify the quantum advantage.
Resource theory of shared randomness.– The framework
of resource theory provides a novel approach to quantify
different resources in physical theories. In the recent
past it has been successfully applied within the quantum
domain (see [39–50] and references therein). The gen-
eric framework of any resource theory consists of the
following main ingredients: (i) class of non-resources
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Figure 1. [Color on-line] Resource theory of SR processing. By
performing free operations (local stochastic operations) on two-
2-coin states C(2) one can obtain only a proper subset SC(2 7→
d) of two-d-coin state space C(d). Such a transformation can
never increase classical mutual information of the coin state.
For instance, the transformation C1/2(2) 7→ C1/6(6) is not
allowed under free operations, where C1/6(6) := 1/6∑6f=1 ff ∈
C(6).
or free states, (ii) the set of free operations, and (iii)
resource conversion conditions (either necessary or suf-
ficient, sometimes both) that are commonly phrased as
monotones [51].
Free resources: A source of SR is specified
by a bipartite probability distribution P(X ,Y) ≡
{p(x, y) | x ∈ X , y ∈ Y}, where X and Y are the parts
of the shared variable accessible by spatially separated
parties Alice and Bob, respectively. Probability dis-
tributions of the product form P(X ,Y) = P(X )Q(Y)
are considered as free resources/states as each of the
shared variables follows an independent probability dis-
tribution and consequently information of one does not
provide any knowledge about the other. Let FSR denotes
the set of all free states. Unlike the resource theories of
quantum entanglement [41] or quantum coherence [48]
the set FSR does not form a convex set.
In an operational theory an SR resource between Alice
and Bob can be obtained from a shared bipartite system
by performing local measurement on their respective
parts. The state space of such a system, in a convex op-
erational theory, is given by ΩA ⊗ΩB [52], where ΩK be
the marginal state space which is a convex compact sub-
set embedded in some real vector space VK; K ∈ {A, B}
[53–55]. For instance, state space of d-level classical sys-
tem is the d-simplex embedded in Rd−1, whereas for
d-dimensional quantum system it is D(Cd) ⊂ Rd2−1;
D(H) denotes the set of density operators acting on the
Hilbert space H associated with the system. Note that,
for simplexes the choice of tensor product is unique res-
ulting in another higher level simplex which is generally
not the case for other convex sets [56–59].
Free operations: The set of free operations for SR pro-
cessing consists of all possible local product operations
LA ⊗ LB applied by Alice and Bob on their respective
parts of the joint system. For classical systems such op-
erations are most generally described by tensor product
of local stochastic matrices SA ⊗ SB, where SA maps
Alice’s local probability vector P(X ) into a new probab-
ility vector P′(X ′) and SB does the similar on Bob’s part.
Note that cardinality of X and X ′ can be different in
general (see Fig.1). In quantum scenario, the allowed op-
erations are local unitary operations and/or local meas-
urements generally described by a positive operator
valued measure (POVM) [60]. At this point a compar-
ison with the resource theory of quantum entanglement
is worth mentioning. Whereas in entanglement theory
classical communication is considered free, it bears a
cost in the present scenario as it can create a non-product
joint distribution, i.e., a resourceful state, starting from
a product one. In any operational theory if Alice and
Bob initially share a joint state ωAB ∈ ΩA ⊗ΩB of the
product from, i.e., ωAB = ωA⊗ωB, then a free operation
on it always results in a free SR state.
Resource monotones: Once the free states and free
operations are characterized, the next goal is to identify
the condition(s) of convertibility between two resources.
In the case of SR, a necessary condition of state conver-
sion from a distribution P(X ,Y) to another Q(X ′,Y ′)
is given by I(Q) ≤ I(P), where I(P) is the clas-
sical mutual information defined as I(P) := H(X ) +
H(Y) − H(X ,Y), with H(X ) being the Shannon en-
tropy, H(X ) := −∑x∈X p(x) log2 p(x). Importantly,
mutual information turns out to be a faithful resource
quantifier as it takes zero value for every free state while
non-zero for all the resourceful states. In the subsequent
section, however, we will see that it can not sufficiently
characterize the possibility/impossibility of resource
conversions.
Two-2-coin state space.– For an explicit illustration of
the above framework, consider two spatially separated
parties sharing a pair of 2-faced classical coins (two-
2-coin), i.e., X ≡ {head(h), tail(t)} ≡ Y . A generic
state of this system is described by a column vector
C(2) ≡ (p(hh), p(ht), p(th), p(tt))ᵀ ∈ C(2). Here, C(2)
denotes the set of all two-2-coin states. A generic state
C(2) ≡ (x, y, z, 1− x− y− z)ᵀ is isomorphic to the vec-
tor R3 3 V ≡ (x, y, z)ᵀ with x, y, z ≥ 0 & x+ y+ z ≤ 1,
forming a convex subset tetra (T) in the positive octant
(see Fig.2). All the four vertices (0-faces) Chh(2), Cht(2),
Cth(2), and Ctt(2) are free states, where Chh(2) :=
(1, 0, 0, 0)ᵀ and similarly the others. We call the states
Cα(2) := (α, 0, 0, 1− α)ᵀ as α-correlated and sometime
are denoted as Cα(2) ≡ α hh + (1 − α)tt; α ∈ [0, 1].
Whenever α 6∈ {0, 1}, Cα(2) contains SR even though
Figure 2. [Color on-line] Two-2-coin state space C(2). All
the four vertices are the free states. Green (red) line denotes
the α-correlated (α-anti-correlated) edges. The remaining four
edges consist of free states only. Dots in the left [right] figure
denote the states obtained from C1/2(2) [C1/3(2)] by applying
randomly generated local stochastic maps. Action of such
maps on α-correlated (or α-anti-correlated) edge generate the
whole state space C(2) (see Proposition 1 in the Appendix.
they are obtained by convex mixing of two free states.
This implies non-convexity of FSR. At this stage, sim-
ilarity with quantum discord [42] is worth mention-
ing. The zero discordant states, the free resources
there, also form a non-convex set making a resource
theoretic framework difficult [61]. The α-correlated
states live in one of the edges (1-faces) of T and we
call it α-correlated edge and denote it by E[α](2), i.e.
E[α](2) ≡ {Cα(2); α ∈ [0, 1]}. Under free operation this
edge can be transferred into the α-anti-correlated edge
E˜[α](2) ≡ {C˜α(2) := α ht+ (1− α)th; α ∈ [0, 1]}. In fact,
every Cα(2) is connected to the corresponding C˜α(2) by
local permutation, a free operation that keeps the mu-
tual information invariant. The remaining four edges of
T contain only free states. Except these states no other
state residing on any of the four 2-faces of T is free.
However, the volume (3-face) of T contains both free
and resourceful states.
Consider a state C∆(2) := (1/3, 0, 1/3, 1/3)ᵀ resid-
ing on one of the 2-faces of T. The state C∆(2) can be
obtained from C1/2(2) under free operation. The two
possible free operations allowing this transformation are
given by,{(
0 2/3
1 1/3
)
⊗
(
1/3 1
2/3 0
)
;
(
2/3 0
1/3 1
)
⊗
(
1 1/3
0 2/3
)}
.
Under free operations the reverse transformation
C∆(2) 7→ C1/2(2), however, is not possible as the former
has lesser mutual information than the latter. Import-
antly, such a transformation may not be possible even if
the initial state has more mutual information than the tar-
geted one. For instance, none of the states Cα(2) can be
obtained from C1/2(2) whenever α 6∈ {0, 1/2, 1}, though
I(C1/2(2)) ≥ I(Cα(2)), with strict inequality holding for
α ∈ [0, 1/2) ∪ (1/2, 1]. This, in one hand, shows insuffi-
ciency of mutual information to completely characterize
the (im)possibility of state conversions, and on the other
hand it proves non-convexity of the set of states obtained
from a given resource under the free operations. For in-
stance, the subsets of freely obtainable states from each
of C1/2(2) and C1/3(2) are shown in Fig.2.
Two-2-quoin state space.– The quantum analogue of
two-2-coin state, which we call two-2-quoin, denoted by
Q(2), corresponds to the states of a two-qubit quantum
system. The state space is given by Q(2) ≡ D(C2A⊗C2B),
where subsystems A and B are held by Alice and Bob,
respectively. From the two-2-quoin states Alice and
Bob can prepare any states of C(2) by applying local
POVMs on their respective parts of the joint system.
Therefore, the former can always replace the latter for
any SR processing task.
Applying the free operations on the shared coin states
of C(2) Alice and Bob can prepare a subset of the two-d-
coin states C(d), with coin faces for each of the coins de-
noted by f ∈ {1, · · · , d}. LetSC(2 7→ d) denotes the sub-
set of C(d) that are freely simulable (i.e., can be obtained
under allowed free operations) from C(2). Similarly,
SQ(2 7→ d) denotes the subset of C(d) freely simulable
from Q(2). Both these subsets are non-convex, and for
any state C(2 7→ d) ∈ SJ(2 7→ d), with J ∈ {C,Q}, we
have I(C(2 7→ d)) ≤ 1 [33]. The following theorem es-
tablishes quantum advantage in SR processing through
a proper set inclusion relation between these subsets.
Theorem 1. SC(2 7→ d) ⊂ SQ(2 7→ d), for d > 2.
Proof. The proof follows in two steps. First we prove
that any correlation in SC(2 7→ d) also lies in SQ(2 7→
d). For that, please note that a 2−coin state C(2) ≡
(p, q, r, 1− p− q− r)ᵀ can be obtained from a two-qubit
state, ρAB = p|00〉〈00|+ q|01〉〈01|+ r|10〉〈10|+(1− p−
q− r)|11〉〈11| by performing local measurement in com-
putational basis. Furthermore, corresponding to every
2× d stochastic matrix, applieed locally on C(2) there
is a d−outcome POVM acting on the individual qubit
states, which implies SC(2 7→ d) ⊆ SQ(2 7→ d). In
second step we need to show that there exists a correla-
tion in SQ(2 7→ d) that does not belong to SC(2 7→ d).
We will establish the existence of such a correlation and
will also operationally manifest its practical importance
in a game introduced below (see Theorem 3 and The-
orem 4 for more details).
Non-monopolizing social subsidy game.– The game G(n)
involves two employees Alice & Bob working in an or-
ganization and n different restaurants r1, · · · , rn. The
organization have a subsidy rule which says that the
payoff will be defined as $R(n) = $ mini 6=j P(ij) assum-
ing per day expense $1 for each of the employees, where
P(ij) is the probability of Alice visiting ri restaurant and
Bob rj restaurant (see Appendix for details of the game).
Since the reimbursement policy encourages total trade
to be distributed among all the restaurants we call it
’non-monopolizing subsidy’ rule. The employees are
non-communicating and possess no pre-shared random-
ness. However, they may be assisted with some shared
coin state (either classical or quantum) along with the
local strategies belonging to the set of free operations.
Following result bounds their achievable payoff.
Theorem 2. 1n2 ≤ R(n) ≤ 1n(n−1) .
(Proof provided in Appendix) We call a two-d-coin
state ‘not-α-correlated’ and denote it by C 6=α(d) when
p(ff) = 0 & p(ff′) 6= 0, ∀ f, f′ ∈ {1, · · · , d}, & f 6= f′.
The maximum achievable payoff in G(n) is assured
if the employees share the particular not-α-correlated
coin state Ceq6=α(n), where p(ff′) = 1/n(n− 1), ∀ f, f′ ∈
{1, · · · , n}, & f 6= f′. Following is a no-go result regard-
ing the achievability of maximum R(n) using limited
classical resources.
Theorem 3. Given any coin state from C(2) the payoffR(n)
is always suboptimal for n > 2.
The argument goes as follows: first we show that
Cα(2) can freely simulate any state in C(2), and then
show that it can not simulate any C 6=α(n), for n > 2
(detailed proof is presented in Appendix). Next result
shows advantageous use of quantum assistance (i.e. two-
2-quoin state) in the aforesaid game.
Theorem 4. The optimum payoff in R(n) can be obtained
from a coin state in Q(2), for n = 3, 4.
Proof. Let the two-2-quoin state Qsinglet(2) :=
|ψ−〉AB = 1√2 (|01〉AB − |10〉AB) is shared between
the employees. Both of them perform the same
three outcome trine-POVM M ≡ {Πk := 23 |ψk〉 〈ψk|},
where |ψk〉 := cos(k − 1)θ3 |0〉 + sin(k − 1)θ3 |1〉; k ∈
{1, 2, 3}, θ3 = 2pi/3. This strategy leads to the
coin state Ceq6=α(3) yielding the optimum payoff in
G(3). To obtain the optimum payoff in G(4), one has
to consider the measurement with POVM elements
{ 12 |0〉〈0|, 12 |ψk〉〈ψk|} for k ∈ {0, 1, 2}, where |ψk〉 =√
1
3 |0〉 + ei
2kpi
3
√
2
3 |1〉. This measurement is known as
the SIC-POVM [62].
Furthermore, for higher d, note that we can ob-
tain a C 6=α(d) state from Qsinglet(2) by considering
same d outcome POVM M(d) ≡ {Πk := 2d |ψk〉 〈ψk|}
for Alice and Bob, where |ψk〉 := cos(k − 1)θd |0〉 +
sin(k − 1)θd |1〉; k ∈ {1, · · · , d} and θd = 2pi/d. How-
ever, Theorem 3 constrains achievability of such state
from C(2). Finally from a resource theoretic point of
view one should ask which non-classical ingredient is
necessary for advantage over classical coins? Our next
result provides a partial answer to this question.
Theorem 5. Non-zero discord is necessary for advantage
over classical coins in G(n) game for n = 3, 4.
This follows from the observation that, measurement
statistics for any local POVM performed on zero dis-
cordant state can be simulated by the local operations
on the shared classical 2−coin states (see Appendix).
Theorem 5 has important consequence as the introduced
non-monopolizing social subsidy games turn out to be op-
erationally useful for detecting presence of quantum
discord.
Quantum advantage in distributing SR.– Instead of hav-
ing SR resources as assistance let us assume that Alice
and Bob share a communication channel (either classical
or quantum) for establishing SR aiming to achieve better
payoff in G(n). Optimization over the coin state of C(2)
substantiates the maximum achievability of the payoffs
RC(2)max (3) = 1/8 and RC(2)max (4) = 1/15, respectively (ex-
plicit strategies achieving these values are provided in
Appendix); RC(m)max (n) denotes the maximum achievable
payoff in G(n) with a shared coin from C(m). These also
correspond to the maximum achievable payoffs when
they share a perfect binary classical channel [32]. This is
due to the fact that any coin state of C(2) can be exactly
distributed through such a channel. In quantum case, if
they share a perfect qubit channel then the maximum
achievable payoffs can be obtained in G(n), for n = 3, 4.
For that Alice prepares the coin state Qsingle(2) and
sends one part of it to Bob and they follow the protocol
as in Theorem 4. This exhibits advantage of the perfect
qubit channel over its classical counterpart in SR dis-
tribution, albeit the classical capacity of the former is
exactly same as the latter [33]. In the G(4) game if a
C(3) coin state is provided as assistance then maximum
payoff turns out to be RC(3)max (4) = 2/27 (see Appendix).
This indeed establish advantage of qubit channel over a
classical ternary channel of capacity log2 3.
For practical purpose it is, however, too idealistic to
consider a perfect quantum channel. Interestingly, we
find that the quantum advantage persists even when
the qubit channels are noisy. For instance, the qubit
de-phasing channel Λzβ(ρ) := βρ+ (1− β)σzρσz is ad-
vantageous over the classical binary channel for β > 3/4
and β > 7/10 while playing the games G(3) and G(4),
respectively (see Appendix). If we consider the qubit
de-polarizing channel ΛDβ (ρ) := βρ + (1 − β)I/2 the
advantage can be obtained for β > 1/4 and β > 1/5,
respectively (see Appendix). It is important to note
that ΛDβ is an entanglement breaking channel whenever
β ≤ 1/3 [63]. Therefore the channel exhibits advant-
age in SR distribution even when it does not have
any quantum capacity [34–36]. Recall that classical
capacity of qubit de-polarizing channel is given by
χ(ΛDβ ) = 1− H
(
1+β
2
)
[64]. Therefore, this advantage is
tangible even when the classical capacity of a quantum
channel is much less than unity.
Discussion.– In this work we establish advantage of
quantum sources of shared randomness. To this aim we
formulate a bona-find resource theoretic framework for
shared randomness processing. The obtained quantum
advantage is operationally perceivable as it is demon-
strated through a game. We also show precedence of
quantum channel over its classical counterpart in distrib-
uting shared randomness between two distant parties.
Such advantage is quite remarkable due to the well
known no-go result of Holevo [33] that limits the clas-
sical information capacity of a quantum channel and the
recent no-go result by Frenkel-Weiner [65] that limits
the classical information storage capacity in a quantum
system. Surprisingly, the quantum advantage endures
for extreme noisy channels that lag the most prominent
quantum signature, the quantum capacity. The imperfect
channel examples also facilitate noise robust empirical
setup to verify the obtained quantum advantage. The
present work thus reckons an important novel element
in the list of quantum preeminences.
Our work addresses and raises a number of import-
ant questions regarding utility of nonclassical origin of
randomness which will be of interest to the broader
community of quantum foundations and quantum in-
formation. First of all, the class of monotones, com-
pletely characterizing the (im)possibility of conversion
between two shared randomness resources, is still miss-
ing. Advantage of two-2-quoins and noisy qubit chan-
nels in shared randomness processing and its distri-
bution, demonstrated in this work necessitates further
characterization of quantum resources providing such
preeminence. Our work also serves as a stepping stone
towards the rich potentiality of accomplishing quantum
advantage in randomness processing for higher dimen-
sional and multipartite scenarios.
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Non-monopolizing social subsidy game
The game G(n) involves two employees Alice & Bob working in an organization and n different restaurants
r1, · · · , rn. On every working day each of the employees buys beverage from the restaurant chosen at her/his will.
The organization has a reimbursement policy to pay back the beverage bill. For this purpose each day’s bill is
accounted for a long time to calculate the probability P(ij) of Alice visiting ri restaurant and Bob rj restaurant.
Events (ij) where each employee ends up in different restaurants (i 6= j) are considered for reimbursement (payoff).
Now it may be the case that the employees pick their favorite restaurants which happen to be different and become
regular visitors. But this will leave the other restaurants out of business. To circumvent this situation a sub-clause is
added to the subsidy rule which says that the payoff will be defined as $R(n) = $ mini 6=j P(ij) assuming per day
expense $1 for each of the employees.
Proof of Theorem 3:
Proof. The lower bound can be achieved following uniformly randomized local (i.e., uncorrelated) strategy by each
of the employees. For maximal payoff, there are n(n− 1) different cases where the employees’ bills get reimbursed.
Since minimum probability of these events will be considered for reimbursement, the optimal payoff will be achieved
if they choose these cases with equal probability, i.e., with probability 1n(n−1) .
Proof of Theorem 3: Sub-optimality of R(n) with assistance from C(2)
We will first prove following two propositions.
Proposition 1. Under the action of free operations, any coin state of C(2) can be obtained from the α-correlated edge E[α](2),
i.e., E[α](2) freely simulates the state space C(2).
Proof. A state C(2) ∈ C(2) can most generally be expressed as,
C(2) = (x, y, z, 1− x− y− z)ᵀ , (1)
where, 0 ≤ x ≤ 1,
0 ≤ y ≤ 1− x,
0 ≤ z ≤ 1− x− y.
The above expressions tell that the range of y is determined by the value of x, i.e., ∀x ∈ [0, 1] the value of y lies within
[0, 1− x]. Similarly the range of z is specified by x and y. Except specifying the range their values are mutually
random, i.e., the variables fix range of each other but not the exact value. We wish to show that by applying local
stochastic operations on Cα(2) ∈ E[α](2) Alice and Bob can prepare any vector of the form of Eq.(1). A generic
stochastic operation S2 7→2 mapping a two dimensional probability vector into another two dimensional probability
vector is of the form
(
u11 u12
1− u11 1− u12
)
, with u11, u12 ∈ [0, 1]. Applying such operations on Alice’s and Bob’s parts
of the coin Cα(2) we obtain,
S2 7→2A ⊗ S2 7→2B × Cα(2) ≡
(
a11 a12
1− a11 1− a12
)⊗( b11 b12
1− b11 1− b12
)
×

α
0
0
1− α

=

a11b11α+ a12b12(1− α) [:= k1]
a11α+ a12(1− α)− k1 [:= k2]
b11α+ b12(1− α)− k1 [:= k3]
1−∑3i=1 ki
 =

k1
k2
k3
1−∑3i=1 ki
 ≡ K, (2)
where a11, a12, b11, b12 ∈ [0, 1]. Since action of local stochastic matrix SA ⊗SB on Cα(2) always results in a probability
vector, therefore constraints as of Eq.(1) among k1, k2, and k3 are always satisfied. Thus we only need to prove that
k1, k2, and k3 are mutually random. First note that, for every fixed values of a12, b12 ∈ [0, 1] ∃ α, a11, b11 ∈ [0, 1] s.t. k1
takes all values in [0, 1]. Therefore a12 and b12 are mutually random with k1 and with each other. Consequently, k2
and k3 are mutually random with k1 and with each other. This completes the proof.
Proposition 2. None of the coin state C 6=α(n) is freely simulable from E[α](2), whenever n > 2.
Proof. A generic stochastic operation S2 7→n mapping a two dimensional probability vector into an n dimensional
probability vector is of the form
(
u11 u21 · · · 1−∑n−1i=1 ui1
u12 u22 · · · 1−∑n−1i=1 ui2
)ᵀ
, with uij ∈ [0, 1] and ∑n−1i=1 uij ≤ 1. Action of a local
such operation by Alice and Bob on their respective parts of the coin state Cα(2) yields a two-n-coin state,
C(n) = S2 7→nA ⊗ S2 7→nB × Cα(2)
=

a11 a12
a21 a22
· ·
· ·
1−∑n−1i=1 ai1 1−∑n−1i=1 ai2

⊗

b11 b12
b21 b22
· ·
· ·
1−∑n−1i=1 bi1 1−∑n−1i=1 bi2
 ×

α
0
0
1− α
 . (3)
If α ∈ {0, 1}, the initial state is free and hence the final one. Since we want the resulting two-n-coin state to be
C 6=α(n), therefore αai1bi1 + (1− α)ai2bi2 = 0, ∀ i ∈ {1, ..., n}. As α ∈ (0, 1), therefore it further implies that aijbij =
0, ∀ i ∈ {1, ..., n} & ∀ j ∈ {1, 2}. Presence of anti-correlated terms in C 6=α(n) demands, αai1bk1 + (1− α)ai2bk2 6=
0, ∀ i, k ∈ {1, ..., n} & i 6= k. Therefore for every (i, k 6= i) pair ∃ at-least one j ∈ {1, 2} s.t. aijbkj 6= 0 =⇒ aij 6= 0 and
bkj 6= 0. Similarly, for the corresponding reverse pair (k, i 6= k) ∃ at-least one j′ ∈ {1, 2} s.t. akj′bij′ 6= 0 =⇒ akj′ 6= 0
and bij′ 6= 0. Now j and j′ should be different, otherwise a correlated term of the resulting coin state will become
non-vanishing. Since j, j′ ∈ {1, 2}, the requirement j 6= j′ can not be satisfied whenever i, k ∈ {1, ..., n}, with n > 2.
This completes the proof.
Proof of Theorem 3: Contrary to the hypothesis, let us assume that there exist a two-2-coin state Cnwin(2) that
provides perfect success in G(n). Since perfect success of G(n) requires the two-n-coin state Ceq6=α, this implies that
Ceq6=α can be obtained from Cnwin(2) under free operation. Invoking Proposition 1 we thus can say that the state C
eq
6=α
can be obtained freely from E[α](2). This, however, contradicts Proposition 2.
Optimum payoff with restricted classical shared coin
As already discussed, given an assistance from C(n) the perfect payoff can be obtained in G(n). In particular,
the state C 6=α(n) ∈ C(n) fulfills the purpose exactly. However, as evident from Theorem 3, a coin state C(m) may
not provide perfect success in G(n) whenever m < n. At this point one can ask for maximum payoff RC(m)max (n) in
G(n) given an assistance from C(m). This can be casted into following optimization problem. For that first note
RC(m)max (n) C(m) Sm 7→nA Sm 7→nB C(n)
RC(2)max (3) = 18 C1/2(2)
 0 1/21/2 0
1/2 1/2
 1/2 00 1/2
1/2 1/2

p(11) = p(22) = 0;
p(33) = 1/4;
else p(ff′) = 1/8, ∀ f, f′ ∈ {1, 2, 3}.
RC(2)max (4) = 115 C1/2(2)

1/5 1/3
1/5 1/3
2/5 0
1/5 1/3


1/3 1/5
1/3 1/5
0 2/5
1/3 1/5

p(33) = 0;
else p(ff′) = 1/15,
∀ f, f′ ∈ {1, 2, 3, 4}.
RC(3)max (4) = 227 C
eq
6=α(3)

0 2/3 0
0 0 2/3
2/3 0 0
1/3 1/3 1/3


0 2/3 0
0 0 2/3
2/3 0 0
1/3 1/3 1/3

p(11) = p(22) = p(33) = 0;
p(44) = 1/9;
else p(ff′) = 2/27,
∀ f, f′ ∈ {1, 2, 3, 4}.
Table I. Coin states C(m) and the free operations Sm 7→nA ⊗ Sm 7→nB yielding maximum success RC(m)max (n) is not unique in general.
that, given a two-m-coin C(m) ≡ (p(11), · · · , p(1m), · · · , p(mm))ᵀ Alice and Bob can obtain some two-n-coin states
C(n) ≡ (q(11), · · · , q(1n), · · · , q(nn))ᵀ by applying local stochastic maps (free operation), i.e.,
C(n) = Sm 7→nA ⊗ Sm 7→nB · C(m). (4)
We therefore have
RC(m)max (n) = maximizeC(m)∈C(m)
Sm 7→nA ⊗Sm 7→nB
q(i 6= j)
subject to q(i 6= j) ≤ q(i′ 6= j′)
∀ i′, j′ ∈ {1, · · · ,n} & i 6= i′ and/or j 6= j′. (5)
Here Sm 7→nA/B ∈ Sm 7→n, where Sm 7→n denotes the set of all stochastic maps mapping m-dimensional probability vectors
into n-dimensional ones. While calculating RC(2)max (n), Proposition 1 helps us to restrict C(2) ∈ E[α](2). In Table I we
list maximum payoffs for few cases along with the optimal coin states and the free operations.
Proof of Theorem 5
Without loss of any generality a zero-discord two-qubit state shared between Alice and Bob can be written
as, ρAB = p|00〉〈00| + (1− p)|11〉〈11|. Now, to generate a d-outcome shared randomness they perform POVM
{MAi |∑di=1MAi = I} and {MBi |∑di=1MBi = I} locally on their respective subsystems. Evidently, the probability of
clickingMAi ⊗MBj on the state ρAB can be written as,
p(ij) = Tr[(MAi ⊗MBj )] = p 〈0|MAi |0〉 〈0|MBj |0〉+ (1− p) 〈1|MAi |1〉 〈1|MBj |1〉 (6)
Importantly, {MA(B)i }di=1 being the POVM elements, 〈ψ|MA(B)i |ψ〉 ≥ 0, ∀MA(B)i , ∀ |ψ〉 and ∑di=1 〈ψ|MA(B)i |ψ〉 =
1, ∀ |ψ〉. This fact leads us to construct two stochastic matrices S2→dA(B), with the elements,
[S2→dA(B)]kl = 〈l|MA(B)k |l〉 , where l ∈ {0, 1} (7)
Evidently, the action of such S2→dA ⊗ S2→dB on a classical coin Cp(2) ≡ p hh+ (1− p)tt will produce the same
probability statistics as in Eq.(6). Therefore, any d-outcome shared randomness generated from any zero-discord
two-qubit state, can exactly be simulated with a properly chosen 2−coin. Hence, the advantage in any G(n) game
necessitates non-zero discordant state.
Advantage of noisy quantum channels
Noisy quantum processes are most generally describe by completely positive trace preserving maps [60]. Here
we aim to show advantage of such processes in distributing SR between two spatially separated parties. Let Alice
and Bob shares some noisy qudit channel Λ. Alice prepares some two-d-quoin state Q(d) = ρAB ∈ D(CdA ⊗CdB) in
her laboratory and sends the B part to Bob through Λ. They ends up with a two-d-quoin state Q′(d) = I⊗Λ [ρAB],
where I denotes the identity map (i.e. noiseless process) on the A part. After that they obtained classical shared coin
from Q′(d) by applying allowed free operations and use it for their purpose. In the following we show advantage of
few noisy qubit channels in G(n) game.
1. Qubit de-phasing channel: Action of qubit de-phasing channel (de-phasing along z direction) is given by
Λzβ(ρ) := β ρ+ (1− β) σzρσz, (8)
where ρ ∈ D(C2) and σz be the Pauli matrix
(
1 0
0 −1
)
. When Alice sends one part of the coin state Qsinglet(2) to
Bob through this channel the resulting coin state reads as
Qzβ(2) = I2 ⊗Λzβ [Qsinglet(2)] = β |ψ−〉AB 〈ψ−|+ (1− β) |ψ+〉AB 〈ψ+| , (9)
where |ψ±〉AB = 1√2 (|01〉AB ± |10〉AB).
(a) For playing the G(3) game, both Alice and Bob perform the same Trine-POVM M ≡ {Πk := 23 |ψk〉 〈ψk|},
where |ψk〉 := cos(k− 1)θ3 |0〉+ sin(k− 1)θ3 |1〉; k ∈ {1, 2, 3}, θ3 = 2pi/3 and each of them will go to kth restaurant
if her/his kth POVM element clicks. Probabilities that Alice ends up in ith restaurant and Bob in jth one is represented
by the following matrix,
P zβ(3) ≡
p(11) p(12) p(13)p(21) p(22) p(23)
p(31) p(32) p(33)
 =
0 µ µµ (1− β)µ βµ
µ βµ (1− β)µ
 , (10)
where p(ij) = Tr
[(
Πi ⊗Πj
)
.Qzβ(2)
]
and µ = 1/6. Through a classical binary channel the maximum success in G(3)
is 1/8 (see Table I). The ΛDβ channel surpasses this bound whenever β > 3/4.
(b) For playing the G(4) game, both Alice and Bob perform same SIC-POVMM≡
{
Πk := 12 |ψk〉 〈ψk|
}4
k=1
, where
|ψ1〉 = |0〉, |ψj〉 = 1√3 (|0〉+ λj
√
2 |1〉); j ∈ {2, 3, 4}, λ2 = 1,λ3 = (−1+
√
3ι)/2 = λ∗4 . Consequently we have,
P zβ(4) ≡

p(11) p(12) p(13) p(14)
p(21) p(22) p(23) p(24)
p(31) p(32) p(33) p(34)
p(41) p(42) p(43) p(44)
 =

0 3ν 3ν 3ν
3ν ν′ (1+ 2β)ν (1+ 2β)ν
3ν (1+ 2β)ν ν′ (1+ 2β)ν
3ν (1+ 2β)ν (1+ 2β)ν ν′
 , (11)
where ν = 1/36 and ν′ = (1− β)/9. In this case quantum advantage is obtained for more noise, i.e., whenever
β > 7/10 (see Table I).
2. Qubit de-polarizing channel: Action of qubit de-polarizing channel is given by,
ΛDβ (ρ) := βρ+ (1− β)
I
2
. (12)
Fate of the coin state Qsinglet(2) when one part of it evolves under ΛDβ becomes
QDβ (2) = I2 ⊗ΛDβ [Qsinglet(2)] = β |ψ−〉AB 〈ψ−|+ (1− β)
I
2
⊗ I
2
. (13)
(a) Performing Trine-POVM, in this case we obtain,
PDβ (3) =
 η η′ η′η′ η η′
η′ η′ η
 , (14)
where η = (1− β)/9 and η′ = (2+ β)/18. Therefore we have advantage over classical binary channel whenever
β > 1/4.
(b) SIC-POVM yields,
PDβ (4) =

δ δ′ δ′ δ′
δ′ δ δ′ δ′
δ′ δ′ δ δ′
δ′ δ′ δ′ δ
 , (15)
where δ = (1− β)/16 and δ′ = (3+ β)/48. Quantum advantage is there whenever β > 1/5.
