We are interested in stability properties of a single localized structure in a three-component reaction-diffusion system subjected to the time-delayed feedback. We shall show that variation in the product of the delay time and the feedback strength leads to complex dynamical behavior of the system, including formation of target patterns, spontaneous motion, and spontaneous breathing as well as various complex structures, arising from combination of different oscillatory instabilities. In the case of spontaneous motion, we provide a bifurcation analysis of the delayed system and derive an order parameter equation for the position of the localized structure, explicitly describing its temporal evolution in the vicinity of the bifurcation point. This equation is a subject to a nonlinear delay differential equation, which can be transformed to the normal form of the pitchfork drift bifurcation.
I. INTRODUCTION
In the field of nonlinear dynamics, control and engineering of dynamical behavior of spatial-temporal patterns in high-dimensional nonequilibrium systems is one of the key issues of recent research [1, 2] . A variety of different control methods have been developed within the last decade. A particularly quite simple and efficient scheme is time-delayed feedback [3] (also referred to as Pyragas control or timedelay autosynchronization). The method allows a noninvasive stabilization of unstable periodic orbits of dynamical systems and has been also successfully applied to a number of both theoretical and experimental high-dimensional spatially extended systems (see, e.g., [4] [5] [6] [7] [8] [9] ). However, the influence of the time-delayed feedback on the dynamics of complex spatial-temporal patterns is still not understood to a large extent.
Among other patterns, control of dissipative localized structures (single isolated, randomly distributed, or organized in clusters) have been of increasing interest in recent years. Selforganized localized solitary patterns have been found in very different areas of research and turned out to be of particular interest for fundamental studies as well as for applications (see, e.g., [10] [11] [12] and references thereafter). In dissipative systems, they are often referred to as dissipative solitons [10, 11, 13] ; other frequently used terminology includes autosolitons [14] , oscillons [15] , as well as spots, pulses, and spikes [2, 10] .
In particular, traveling pulses and fronts subjected to timedelayed feedback appear in various contexts. The effect of time-delayed feedback, caused by the time interval between successive migrations of biological species, on the modeling of biological range expansions was investigated in [16, 17] by means of one-dimensional hyperbolic reaction-diffusion equations and compared to experimental data. Propagating depolarization waves appearing for both migraine and stroke were studied in detail in [18] [19] [20] . In particular, the onset of pulse propagation in one spatial dimension with control by augmented transmission capability, provided either along nonlocal spatial coupling or by time-delayed feedback, was discussed. The stability of a kink in a reaction-diffusion system * gurevics@uni-muenster.de subjected to time-delayed feedback and a delay-induced bifurcation to moving fronts was investigated in [21] .
In nonlinear optics, a model for the study of localized structures, referred to as cavity solitons, in board area vertical-cavity surface-emitted lasers subjected to time-delayed feedback was proposed in [22, 23] . Properties of two-dimensional cavity solitons by means of the Swift-Hohenberg equation subjected to time-delayed feedback were studied in [24] . It was shown that when the value of the control parameter, defined as a product of the delay time and the feedback strength, exceeds some critical value, a single cavity soliton starts to move in an arbitrary direction. Moreover, an analytical formula for its velocity was derived. Recently, the influence of the delayed feedback on the stability properties of a single localized structure in the Swift-Hohenberg equation was investigated in detail [25] . In particular, it was demonstrated that variation in the same control parameter leads to complex dynamical behavior of the system, including formation of oscillons, soliton rings, or labyrinth patterns. Moreover, a bifurcation analysis of the delayed system was provided and a system of order parameter equations for the position of the localized structure as well as for its shape was derived.
In this paper, we are interested in the influence of the delayed feedback on the stability properties of a single localized structure in a three-component reaction-diffusion system with one activator and two inhibitors. In contrast to the SwiftHohenberg model, mentioned above, the reaction-diffusion system possesses no Lyapunov functional, which makes analytical treatment much more complicated. We demonstrate that the presence of the time-delayed feedback can induce complex spatial-temporal behavior of the localized structures, including the formation of target patterns, spontaneous motion, spontaneous breathing, as well as various complex structures resulting from multimode oscillatory instabilities. We also show that using the product of the delay time and delay strength as a control parameter, one can control the instability type in a straightforward manner. In addition, in the case of spontaneous motion, we derive an order parameter equation for the position of the localized structure. The position obeys a nonlinear delay-differential equation, which can be transformed to the normal form of the pitchfork drift bifurcation.
We start with the three-component reaction-diffusion system, consisting of a FitzHugh-Nagumo core equation for an activating component u = u(r,t), r ∈ R 2 and an inhibiting component v = v(r,t), enhanced by a third equation, describing the dynamics of a second, fast diffusive inhibitor w = w(r,t):
Here, in the polynomial nonlinear function f (u) = λ u − u 3 , the coefficient λ is positive. The diffusion coefficients D u , D v , D w of the corresponding components are positive as well as dimensionless constants, representing the ratios of the characteristic times of both inhibitors v and w with respect to that of the activator. The coefficient κ 1 violates the inversion symmetry and has arbitrary sign. The constants κ 3 and κ 4 are also positive, indicating the inhibiting nature of v and w. Finally, τ denotes the delay time, whereas the positive parameter α is the delay strength. Note that the time-delayed feedback term is introduced in such a way that the corresponding coupling matrix is a unit one. In the absence of the delayed feedback, the system (1) was first introduced in [26, 27] as an extension of the phenomenological model for a planar dc gas-discharge system with high-ohmic semiconductor electrode. Here, the activator u and inhibitor v were interpreted as the current density and voltage drop over the high-ohmic electrode, respectively, whereas the second inhibitor w can be related to the surface charge or other characteristics of the high-ohmic layer [28] . On the other hand, Eq. (1) can be considered as a model system for the investigation of generic features of complex patterns, observed in reaction-diffusion systems, and, e.g., has been already successfully applied to reproduce some of the patterns in the Belousov-Zhabotinsky (BZ) reaction dispersed in a water-in-oil aerosol OT microemulsion [29, 30] . Note that reaction-diffusion systems with three and more components arise in a natural way by the description of various chemical, biological, and physical systems [2, 11, 31] . Especially, three-component reaction-diffusion systems have attracted much attention in recent years. We mention only a three-component Oregonator model, describing photosensitive BZ reaction [32, 33] , a three-component Gray-Scott model of glycolysis [34] , a model for intracellular Ca 2+ [35] , as well as a model of blood clotting [36] or an extended FitzHugh-Nagumo model of Dictyostelium amoebae [37] .
In addition, in contrast to reaction-diffusion systems with two components, three-component systems allow the theoretical investigation of random set of localized structures that can move and interact with each other [12] . Indeed, a two-component analog of the system (1) (i.e., for w = 0) allows solutions in the form of many stationary localized structures in more than one spatial dimension, whereas single moving localized structures can be stabilized by a global feedback term [38] . However, one runs into difficulties if one tries to obtain two or more moving localized structures, as the global feedback does not take account of antisymmetric disturbances [39] . This problem can be easily overcome by introducing of a second inhibiting component, which has to be fast and strongly diffusive and therefore plays the role of a local feedback. In the limit of an infinite diffusion coefficient and for appropriate boundary conditions, the local feedback transforms into the global feedback, making the local feedback approach more general.
II. LINEAR STABILITY ANALYSIS
From now on, we use the general form of the evolution Eq. (1):
where q = q(r,t) = [u(r,t) ,v(r,t) ,w(r,t)] T is a vector function, r ∈ R 2 , and L is a nonlinear operator
Here, E denotes an identity matrix and the diagonal matrix D contains diffusion constants of the components u(r,t) ,v(r,t) ,w(r,t), whereas the vector f[q(r,t)] stands for a nonlinear reaction term. We are interested in stability of a nontrivial stationary solution q 0 (r) of the system (2), which is shown to exist in appropriate parameter range [40] . The stationary solution exists for all values of the delay strength α and satisfies an equation L[q 0 ] = 0. In the simplest case, it is a stationary localized structure with rotational symmetry. In the absence of the delay term, i.e., for α = 0, linear stability of this solution can be analyzed with the aid of the ansatz q(r,t) = q 0 (r) + ϕ(r) e μ t , leading to the linear eigenvalue problem
where the linear operator L (q 0 ) denotes the linearization of the operator L around the stationary solution q 0 , μ is the set of eigenvalues of L (q 0 ), and ϕ(r) are the corresponding eigenfunctions (or modes). As the system (1) features translational invariance with respect to its spatial coordinates, μ = 0 is an eigenvalue of the operator L (q 0 ), corresponding to two independent neutral eigenfunctions, which we refer to as Goldstone modes. They can be identified as the first derivatives of q 0 with respect to r, i.e., ϕ
Notice that continuous spectrum of the operator L (q 0 ) for the system (1) is separated from zero [41] . That is, only a finite number of eigenfunctions ∝ϕ n (r)e inφ , n ∈ Z, belonging to the discrete spectrum, whose eigenvalues are close to zero can become unstable by the change of some control parameter. Moreover, the operator L (q 0 ) for the system (1) is not self-adjoint, i.e., these critical discrete eigenfunctions are usually complex. An example of real parts of the u component of first four critical discrete eigenfunctions with positive n is shown in Fig. 1 . The influence of the eigenfunctions with different n on the radial-symmetrical localized solution q 0 can be understood as follows: the eigenfunction with n = 0, which we refer to as breathing mode [42] , results in the change of the size of the localized structure [ Fig. 1(a) ], the real eigenfunction with n = 1 generates the shift of the solution [ Fig. 1(b) ], whereas n 2 causes different shape deformations of q 0 [Figs. 1(c) and 1(d)]. Now, we assume that the real parts of all eigenvalues of (3) except for μ = 0 are negative. That is, the stationary solution q 0 (r) for α = 0 is stable. 
with L = 1 and periodic boundary conditions.
Since the stationary solution is time independent, it is not affected by the delayed feedback term. However, its stability may change. For α = 0 the linear stability of the system (2) can be determined from the eigenvalue problem
where the eigenvalues λ can be found from the transcendental equation [24, 25] 
as
Here, W m , m ∈ Z is the Lambert W function, defined as the multivalued inverse of the function z → z e z [43] . Notice that spectra of both linear systems (3), (4) for α = 0 and α = 0 possess the same set of eigenfunctions ϕ(r) as the linearization operator L (q 0 ) commutes with the identity coupling matrix E.
The stability of the stationary solution q 0 implies that Re[λ(μ)] < 0 for any eigenvalue μ from the spectrum of L (q 0 ), whereas possible bifurcation points correspond to values of μ, wherein Re[λ(μ)] vanishes. It can be shown that for all real-valued eigenvalues of μ, the stationary solution of the delayed problem remains stable for α max{−μ/2 ,1/τ } [25] . In particular, the neutral eigenvalue μ = 0 yields the bifurcation point α = 1/τ , which corresponds to the onset of spontaneous motion, first observed in the Swift-Hohenberg equation subjected to time-delayed feedback [24] . Indeed, real-valued solutions λ 1,2 of Eq. (5) with μ = 0 are where we introduce a new control parameter a := α τ. That is, the system in the presence of the time-delayed feedback remains neutrally stable. However, the eigenvalue λ 2 is negative for a < 1 and coincides with λ 1 at a = 1. Note that both λ 1,2 correspond to the same neutral eigenfunctions ϕ G r . For the complex values of μ, the corresponding stability condition for a is much more complicated and can not be written in a compact form. However, the desired instability thresholds for critical eigenfunctions, corresponding to different values of μ can be found by means of the following solvability condition:
where x = τ a/Re(μ) ,k ∈ Z. Figure 2 shows a bifurcation diagram, collecting the solutions of Eq. (6), obtained for the first four critical modes and for different values of a and τ . The vertical line a = 1 corresponds to the onset of spontaneous motion, caused by time-delayed feedback, whereas other lines separate instability regions of eigenfunctions with different n. Here, the critical eigenfunction is unstable below the corresponding line. Note that for Im(μ) = 0, Eq. (6) admits nontrivial solutions for a < 1. Hence, complex critical eigenfunctions can become unstable before the spontaneous motion sets in. The obtained bifurcation diagram clearly indicates the influence of the time-delayed feedback on the stability of the stationary localized solution q 0 (r). Here, different instability scenarios, caused by unstable eigenfunctions with different n can be achieved; the selection of the specific instability type strongly depends on the value of the control parameter a and delay time τ . However, the linear stability analysis is not yet complete, as the time delayed feedback can also influence the stability of the homogeneous steady-state solution q h = (u h , v h , w h ) T of the system (2) [25, 44] . Indeed, suppose that the steady-state solution q h is stable in the absence of the timedelayed feedback, i.e., corresponding growth rates are negative for all values of k. functions of the wave number k, i.e., . That is, the time-delayed feedback influences the stability properties of the homogeneous steady-state solution only for small delay times. Note that the instability threshold of the traveling wave bifurcation for different values of a and τ can also be found within the solvability condition (6).
III. DIRECT NUMERICAL SIMULATIONS
As is shown above, solutions of Eq. (6) allow effective control of the instability type. In particular, for rather small delay times, different critical eigenfunctions are unstable simultaneously if one changes control parameters a and τ . In addition, the homogeneous solution can be unstable as well, that is, the dynamical behavior of the system in this parameter region can be very complex. An example of such a complex behavior is illustrated in Fig. 4 , where the time evolution of the localized solution of Eq. (1), calculated for a = 1.05 and τ = 0.2, is presented. Numerical simulations have been performed on the two
with periodic boundary conditions using a pseudospectral method with 512 × 512 grid points, whereas a Runge-Kutta 4 scheme is employed for the time stepping. In this parameter range, apart from unstable spatial eigenfunctions, the traveling wave bifurcation of the homogeneous solution q h takes place [see also Fig. 3(c) ]. Here, the localized initial condition breaks in a periodically repeating sequence in which the center of the pattern oscillates while the individual rings propagate from the center to the boundary, i.e., a target pattern arises. If the delay time τ is increased for a fixed value of the control parameter a, q h becomes stable and only unstable spatial eigenfunctions influence the behavior of the localized structure. This situation is illustrated in Fig. 5 , where numerical solutions of Eq. (1), calculated for four different delay times τ , keeping the value of the control parameter a = 1.05 fixed, are shown. As a > 1, spontaneous motion takes place and impacts on the dynamics of the solution. For delay times, chosen relatively close to the threshold of the traveling wave bifurcation (see Fig. 5 for τ = 1.4), the localized initial pulse starts to move and oscillate because of the breathing mode with n = 0. Here, the real eigenfunction with n = 1 breaks the symmetry, so that the localized structure becomes unsymmetrical, whereas the complex eigenfunction with n = ±2, ±3 with large imaginary parts contributes to the shape deformation. As a result, a new pulse is formed from the right tail of the initial structure. This new pulse is also unstable, i.e., a further pulse is generated from the second one. The newly formed pulses propagate from the center to the domain boundary and finally a complex pattern, consisting of wave segment trains, arises. As τ increases, the mode n = 1 becomes stable and at the same time frequencies, corresponding to complex unstable eigenfunctions, diminish, which provides a way to obtain solutions of Eq. (1) with bounded shape configuration. Such an example is shown in Fig. 5 for τ = 2. 4. Here, all unstable complex eigenfunctions with |n| 3 influence the dynamics of the initial localized structure: It moves with a constant velocity and oscillates with a constant amplitude (n = 0), whereas its shape deforms according to the action of modes n = ±2, ±3. A similar scenario is obtained for τ = 3.4, which value is already above the threshold for n = 3. Here, a resulting localized structure also moves and breathes, whereas the shape deformation is governed only by modes with n = ±2. If one increases the delay time τ further, the modes with n = ±2 become damped too, and the time dynamics is mostly governed by the breathing mode n = 0, i.e., a moving and breathing localized structure arises (see Fig. 5 for τ = 4) . Note that moving and breathing localized structures can be found in reaction-diffusion systems without time-delayed feedback [45] , in contrast to previous stable configurations, where several complex modes with n > 0 are unstable simultaneously.
As the bifurcation diagram indicates (see Fig. 2 ), further increase in τ leads to stabilization of all critical modes with different n and only spontaneous motion of the localized structure, induced by the time-delayed feedback, defines the behavior of the solution. This situation is shown in Fig. 6 , where numerical solution, obtained for a = 1.6 and τ = 12, is presented. Here, the localized structure moves with a constant velocity without pronounced change in its shape (see also [24, 25, 44] , where the case of the delayed-induced spontaneous motion of the localized structures in the Swift-Hohenberg equation was discussed in detail).
IV. ORDER PARAMETER EQUATION
Linear stability analysis supported by direct numerical simulations of Eq. (1) shows that the presence of the timedelayed feedback leads to a complex dynamical behavior of the corresponding solutions, making the full bifurcation analysis of the problem very complicated and practically impossible. A bifurcation analysis of the localized structure in the Swift-Hohenberg equation with the time-delayed feedback was performed in [25] and a system of order parameter equations, explicitly describing the temporal evolution of the localized structure in the vicinity of the bifurcation point was derived. However, for the reaction-diffusion system (1) we are interested in, the spectrum of the linear problem is complex, making mathematical treatment here much more complicated. Nevertheless, one can try to understand at least a rather simple bifurcation scenario, corresponding to the case of spontaneous motion in order to understand how the delay term impacts on the dynamics of the moving localized structure.
An instability of the stationary solution q 0 is characterized by the eigenvalues of the corresponding linear eigenvalue problem. That is, if we are interested in an evolution of a small perturbation w(r,t), so that q = q 0 + w(r,t), it is convenient to perform a normal mode ansatz. In addition, as the system (1) possesses translational symmetry, each solution q(r,t) remains a solution if it is shifted to a different spatial position, given by the constant vector R. That is, e.g., at the bifurcation point a = 1 q(r,t) = q 0 (r − R) + w(r − R, t), where w(x,t) = j ϕ j (r) e λ j t is a sum of all stable modes of the delayed problem and the neutral modes ϕ G r are incorporated into the shifted stationary solution, as an infinitesimal shift corresponds to an addition of the spatial derivative of the solution in the respective direction, i.e., the Goldstone mode. On the other hand, translational symmetry is characterized by its infinitesimal generators g = ∇ and is of the form D(R) = e i R·g [46, 47] . That is, one can rewrite the last equation as q(r,t) = e −R·∇ (q 0 (r) + w(r, t)).
Note that the spontaneous motion is caused only by the neutral Goldstone modes ϕ G r ; all other critical modes are stable. Hence, if we increase the control parameter a, a = 1 + ε, ε 1, and let the time delay τ be in the parameter range, where only delayed-induced drift instability determines the time evolution of the system, the neutral Goldstone modes begin to be active and the vector R, describing the shift of the pattern becomes a slow function of time. That is, we can perform the following ansatz in the vicinity of the bifurcation point a = 1 [25, 46, 47] : w(r, t) ).
From the point of view of group theoretic methods, this symmetry breaking instability induces a motion along the group orbit, given by D[R(t)] q 0 . Here, R(t) induces a drift of the localized solution [47] . Inserting the ansatz (7) into the basic evolution equation (2) we obtain
Here,
contains nonlinear contributions up to third order and delay terms are lumped into
The notation used in N[w(r, t)] is a shorthand notation: In general, quadratic and cubic terms are functionals quadratic and cubic in w(r, t), whereas L (n) (q 0 ) denotes the nth Fréchet derivative with respect to q, calculated at q = q 0 .
In the following, we shall decompose this equation in such a way that we obtain an evolution equation for the shift R(t) as well as an evolution equation for the change of the shape of the localized structure in terms of the deformation w(r, t). An equation for the shift R(t) is obtained by requiring that the shape deformation is orthogonal to the adjoint Goldstone mode ϕ G † r , defined as a neutral eigenfunction of the adjoint linear operator L † (q 0 ). This condition leads to
Here, . . . | . . . denotes the scalar product defined in terms of full spatial integration over the considered domain and we used the expansion
The evolution equation for the shape deformation w(r, t) is obtained by substituting the evolution equation (9) into Eq. (8) . As a consequence, the equation for w(r, t) to the lowest order reads as
As already mentioned above, we suppose that all critical modes except for the neutral ones are stable. That is, as a first approximation we can look for stationary states of the shape deformation, applying the adiabatic approximation ∂w(r, t)/∂t ≈ 0, yielding
Hence, one can calculate the shape deformation w(r, t) as
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Substituting this relation into the evolution equation (9) for the shift R(t), to the lowest order, we obtaiṅ
A nonlinear delay differential equation (12) is an order parameter equation, describing the behavior of the localized structure in the vicinity of the bifurcation point a = 1. Note that nonlinear terms in w(r, t), contained in N[w(r, t)], are higher-order terms, i.e., spontaneous motion to the lowest order occurs without change of the shape of the localized structure. In order to derive the time evolution of the drift velocity V(t) =Ṙ(t) of the moving localized solution near the bifurcation point a = 1, i.e., for a = 1 + ε, ε 1, the following expansion is performed:
as the position R(t) and consequently the velocity V(t) are slowly varying quantities in time in the vicinity of a = 1. Substitution of this relation into order parameter (12) yieldṡ
which can be recognized as a pitchfork normal form of the delayed-induced drift bifurcation [25] and essentially coincides with the normal form of a classical drift bifurcation [11, 48] . Note that Eq. (13) represents a generalization of the normal form of the delayed-induced drift bifurcation, derived in [25] for the Swift-Hohenberg equation, to the case of systems with complex spectra. That is, the corresponding normal form for systems with self-adjoint linearization operators (e.g., for the Swift-Hohenberg equation) can be directly obtained from the system (13) having applied ϕ G † r = ϕ G r . Equation (13) has a trivial stationary solution V = 0, which is stable for a 1. For a > 1, one can also find the nontrivial stable stationary drift velocity
where
. One can see that the drift velocity (14) is a function of the control parameter a and delay time τ and depends on the constant coefficient β. Note that the drift velocity has the same functional dependence on the distance to the bifurcation point and on the shape factor β as the velocity of the moving localized structure if the drift bifurcation takes place [11, 48] and differs from it in the a and τ dependencies. Let us remark here that the stable stationary drift velocity V can be also calculated directly from the order parameter equation (12) . Indeed, looking here for solutions, traveling with the constant velocity V one gets Solving this equation for V , one immediately obtains the same expression (14) for the stationary drift velocity. That is to say that approximation we used to derive the normal form (13) works well in the vicinity of the bifurcation point a = 1.
In order to calculate the constant drift velocity (14) , one needs the explicit expression for the coefficient ϕ G † r . Note that in general the analytical calculation of the eigenfunctions ϕ G † r of the adjoint operator L † (q 0 ) is difficult, but in the case of the reaction-diffusion system (1) it is possible using the relation [49, 50] That is, the coefficient β can be directly calculated from the shape of the stationary localized solution q 0 (r). Now, we are in a good position to calculate the drift velocity of the localized structure given by Eq. (14) and compare the predictions with direct numerical simulations of the system (1). The result of this comparison is shown in Fig. 7 , where the dependence of the velocity V on the delay time τ is calculated both analytically and numerically, keeping the value of a fixed. A dotted line corresponds to the parameter range, where eigenfunctions with different n are unstable (compare with bifurcation diagram, shown in Fig. 2 ).
V. CONCLUSION
In this paper, stability properties of a single localized structure in a three-component reaction-diffusion system subjected to the time-delayed feedback were investigated in detail. It was shown that the presence of the time-delayed term results in nontrivial instabilities of the localized structure, leading to the formation of complex spatial-temporal structures such as target patterns, moving and breathing objects, as well as various structures resulting from multimode oscillatory instabilities. The instability scenarios can be fully analyzed in terms of the spectrum of the linear problem of the reaction-diffusion system without time-delayed feedback and bifurcation diagram, possessing information about instability thresholds can be achieved. The bifurcation diagram indicates that variation in the product of the delay time and delay strength allows the control of the instability type in a straightforward manner.
In addition, a bifurcation scenario, corresponding to the case of spontaneous motion, was investigated in order to understand how the delay term impacts on the dynamics of the moving localized structure. As a result, an order parameter equation for the position of the localized structure was derived, whereas the corresponding evolution equation for the deformation of the shape of the localized structure was excluded adiabatically. The desired order parameter equation is a subject to a nonlinear delay-differential equation, explicitly describing its temporal evolution in the vicinity of the bifurcation point, which can be transformed to the normal form of the pitchfork drift bifurcation.
The information about the system behavior is now contained in the real coefficients of this equation. The latter are the functions of the stationary solution and neutral eigenfunctions and can be directly calculated from the original reactiondiffusion system in question. Comparison of the results with direct numerical simulations of the full system shows that both approaches are in good agreement. To conclude, note that all results are derived in general form and go beyond reaction-diffusion systems. That is, the presented formalism can be applied to a wide class of spatial extended systems with both real and complex spectra.
