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SYMPLECTIC GEOMETRIES ON T ∗G˜, HAMILTONIAN
GROUP ACTIONS AND INTEGRABLE SYSTEMS†
J. Harnad1 and B.A. Kupershmidt2
Abstract
Various Hamiltonian actions of loop groups G˜ and of the algebra diff1 of first or-
der differential operators in one variable are defined on the cotangent bundle T ∗G˜. The
moment maps generating the diff1 actions are shown to factorize through those gener-
ating the loop group actions, thereby defining commuting diagrams of Poisson maps to
the duals of the corresponding centrally extended algebras. The maps are then used to
derive a number of infinite commuting families of Hamiltonian flows that are nonabelian
generalizations of the dispersive water wave hierarchies. As a further application, sets of
pairs of generators of the nonabelian mKdV hierarchies are shown to give a commuting
hierarchy on T ∗G˜ that contain the WZW system as its first element.
Introduction
Integrable 1 + 1-dimensional systems have long been recognized as closely con-
nected with loop algebras (see e.g. [AHP, DS, RS, FNR]). The roˆle played by loop
groups in the Hamiltonian setting is in a sense more fundamental, but also more subtle
[DJMK, SW, RS, W1, W2, H, HK1]. For many integrable systems the under-
lying phase space may be taken as the cotangent bundle T ∗LG of a loop group LG.
However, the symplectic structure is not necessarily the canonical one; it may more
generally be a member of a 1-parameter family obtained by shifting the canonical form
by a multiple of the 2−cocycle on the corresponding loop algebra Lg associated to an
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Ad–invariant metric on g. It is this shift that leads to a phase space structure involving
the centrally extended loop algebra. Reduction of T ∗LG under left or right translations
leads to the space LG/G = {Maps S1 → G}/{constant loops} (a coadjoint orbit in the
dual Lg∧∗ of the centrally extended loop algebra), with the natural symplectic form
related to the 2-cocycle (cf. [PS, H]). By combining such reductions with the moment
maps generating the natural action of diff S1 on LG and Lg, one obtains Poisson maps
relating integrable hierarchies of the KdV and nonabelian mKdV type [Ku2, HK1,
HK2]. In this context, the moment map provides a nonabelian generalization of the
well known Miura map.
In the present work we show, using the moment maps generating certain infinites-
imal Hamiltonian actions of the algebra diff1 of first order differential operators in one
variable on the nonreduced phase space T ∗LG, how some new, nonstandard Lax equa-
tions determining infinite commuting families of flows are derived. These systems are
related to the integrable hierarchy of dispersive water wave (DWW) equations [Ku1]
in a way analogous to the relation between the nonabelian modified KdV and KdV
hierarchies. They will be referred to here as the g-mDWW (g-modified DWW) sys-
tems. The relevant phase space for the latter is the dual (Lg⊕ Lg)∧∗ of the centrally
extended direct sum of two copies of the loop algebra Lg. (Alternatively, nonperiodic,
rapidly decreasing boundary conditions may be allowed, in which case the correspond-
ing groups and algebras will denoted G˜ and g˜, respectively.) A second version, involving
a different Hamiltonian action of diff1 on T
∗LG, leads to systems on the phase space
(Lg∔LgA)
∗ (or (g˜∔ g˜)∧∗), where the subscript A denotes abelianization, and the sum
is semi-direct. These will be referred to as the g-m2DWW (second g-modified DWW)
systems.
The relevant family of symplectic structures on T ∗LG (or T ∗G˜) is defined in
Section 1a. The rest of Section 1 is devoted to a systematic study of the various
Hamiltonian actions of G˜ on T ∗G˜, (g˜⊕ g˜)∧∗ and (g˜∔ g˜A)
∧∗, as well as the that of the
group D1 ⋉D0 corresponding to diff1 . The associated moment maps are derived and
shown to form commuting triplets of Poisson maps into (g˜⊕ g˜)∧∗ (or (g˜∔ g˜A)
∧∗) and
diff ∧∗1 , where diff
∧
1 is a member of a 3-parameter family of central extensions of the
algebra diff1. Using these Poisson maps in a way analogous to the generalized Miura
map, various integrable systems associated with the dispersive water wave hierarchy
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are constructed in Section 2. Since the KdV and nonabelian mKdV hierarchies may be
recovered by restricting every second flow to a certain invariant manifold, the DWW
and g-mDWW systems may be viewed as generalizations of the KdV and nonabelian
mKdV systems, which are more usually defined on the phase spaces (diff S1)∧∗ and
g˜
∧∗ (or Lg∧∗), respectively. The Poisson maps constructed in Section 1 are recast in
Section 2 in the language of differential algebras, Hamiltonian matrices and Hamiltonian
maps. In addition to the DWW, g-mDWW and g-m2DWW hierarchies, we also obtain
integrable hierarchies on T ∗LG via pullbacks under the appropriate Hamiltonian maps.
As a further application of these results, we show that there exists a natural notion
of higher WZW systems associated to pairs of KdV systems that are related to the
separated left and right translational modes of the WZW system.
1. Hamiltonian Group Actions on T ∗G˜
1a. Symplectic Structures on T ∗G˜
Let G be a Lie group with Lie algebra g on which an Ad-invariant scalar product
B : g × g → R is defined. We denote by G˜ the group of smooth maps g : R → G,
with pointwise multiplication, and by g˜ its Lie algebra, consisting similarly of maps
X : R → g. If the periodicity conditions g(σ + 2π) = g(σ), X(σ + 2π) = X(σ) are
added, G˜ and g˜ become the loop group LG and loop algebra Lg, respectively. For the
nonperiodic case we also require g ∈ G˜, X ∈ g˜ to satisfy L2 boundary conditions such
that the integral
〈X, Y 〉 :=
∫
B(X(σ), Y (σ))dσ (1.1)
X, Y ∈ g˜
converge over R, defining an Ad-invariant scalar product on g˜, and the same integral
converge when the pair (X, Y ) is replaced by (g′g−1, h′h−1) for any pair of group
elements g, h ∈ G˜. For Lg the integral in (1.1) is understood as evaluated over a
period.
The scalar product B gives an identification between g and its dual space g∗, while
< , > gives an identification of g˜ as a dense subspace of g˜∗. For our purposes, when
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speaking of g˜∗, we shall really only mean elements in this dense subspace, and hence
the same notation
〈U,X〉 :=
∫
B(U(σ), X(σ))dσ (1.2)
U ∈ g˜∗ , X ∈ g˜
will be used to denote the dual pairing g˜∗ × g˜→ R. The 2-cocycle
c : g˜× g˜→ R
c(X, Y ) := 〈X, Y ′〉 , (1.3)
Y ′ :=
dY
dσ
,
is used to define the centrally extended algebra, denoted g˜∧ (or Lg∧), identified as the
space g˜+ R (respectively Lg+ R), with Lie brackets:
[(X, a), (Y, b)] := ([X, Y ], 〈X, Y ′〉) (1.4)
X, Y ∈ g˜, a, b ∈ R .
The dual space g˜∧∗ is again identified with g˜∗ + R ∼ g˜+ R, with dual pairing
〈(U, a), (X, b)〉 := 〈U,X〉+ ab (1.5)
(U, a) ∈ g˜∧∗, (X, b) ∈ g˜∧ .
Denoting by ad∗X and Ad
∗
g the coadjoint representations of elements X ∈ g˜, g ∈ G˜ in
the algebra and group, respectively, the extended coadjoint representation on g˜∧∗ is
given by the formulae:
âd
∗
(X,a)(U, b) = (ad
∗
XU + bX
′, 0) (1.6a)
Âd
∗
gˆ(U, b) = (Ad
∗
gU + bg
′g−1, b) . (1.6b)
Although the centrally extended group G˜∧ → G˜ with Lie algebra g˜∧ is a nontrivial line
or circle bundle over G˜ (cf. [PS]), its action on g˜∧∗ depends only on the projection of
elements gˆ ∈ G˜∧ to their image g ∈ G˜, as indicated in (1.6b).
From (1.4), (1.5), the Lie Poisson bracket on g˜∧∗ is determined by the formula
{〈 . |(X, a)〉, 〈 . |(Y, b)〉} |(U,e)= 〈U, [X, Y ]〉+ ec(X, Y ) (1.7)
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where 〈 . |(X, a)〉 denotes the linear functional on g˜∧∗ with value 〈(U, e), (X, a)〉 at
(U, e) ∈ g˜∧∗, corresponding to pairing with the element (X, a) ∈ g˜∧.
Now consider the cotangent bundle T ∗G˜, identified through left translations with
the product G˜ × g˜∗. Denoting a typical element by the pair (g ∈ G˜, µ ∈ g˜∗), the
canonical symplectic form on T ∗G˜ may be expressed as
ω0 = −δ〈µ, g
−1δg〉 , (1.8)
where δ denotes the functional differential and g−1δg is the left invariant Maurer-Cartan
form on G˜. In the following, a more general family of symplectic forms will be needed
(cf. [H]), defined by the formula:
ωk := −δ〈µ, g
−1δg〉+
k
2
〈δ(g−1g′)∧, g−1δg〉 , (1.9)
where k is a real parameter. Here, g−1g′ is viewed as the element of g˜ whose value
at σ ∈ S1 is obtained by left translation of the tangent vector g′(σ) ∈ Tg(σ)G to the
identity e ∈ G. It is shown in [H] that ωk is closed and weakly nondegenerate. The
corresponding Poisson brackets are defined by the formulae (cf. FT]):
{f1, f2} = 0 (1.10a)
{f, 〈 . |X〉} |(g,µ) =
∫
δf(gX)dσ (1.10b)
{〈 . |X〉, 〈 . |Y 〉} |(g,µ) = −〈µ+ kg
−1g′, [X, Y ]〉+ kc(X, Y ) ,
(1.10c)
X, Y ∈ g˜
where f, f1, f2 are functionals on G˜×g˜
∗ depending only on the first factor g ∈ G˜, 〈 . |X〉
is the linear form on the second factor corresponding to the algebra element X ∈ g˜ and
the RHS of (1.10b) signifies evaluation of the functional differential δf on the vector
gX ∈ TgG˜ obtained by left translation of X ∈ g˜ ∼ TeG˜ to g ∈ G˜ (i.e. evaluation of the
corresponding left invariant vector field on f). The Poisson brackets (1.10a-c) follow
from the following formula for the Hamiltonian vector field XH of an arbitrary smooth
functional H defined over T ∗G˜:
XH = 〈g
δH
δµ
,
δ
δg
〉+ 〈
[
µ+ kg−1g′,
δH
δµ
]
+ k
(
δH
δµ
)′
−
δH
δg
g,
δ
δµ
〉 (1.10d)
6 J. HARNAD AND B.A. KUPERSHMIDT
(so that XH ⌋ ωk = δ(H) = 〈
δH
δg
, δg〉+
〈
δH
δµ
, δµ
〉
).
1b. Hamiltonian G˜× G˜ Action on T ∗G˜
The canonical lift of the right translation action of G˜ to T ∗G˜ is given by:
Rh−1 : (g, µ) 7−→ (gh
−1, hµh−1) , (1.11)
where the inverse h−1 is used to make this a left action. This action leaves the sym-
plectic form ωk invariant for all k. To lift the left translation action so as to preserve
ωk, it is necessary to modify the usual canonical lift by defining:
Lh : (g, µ) 7−→ (hg, µ+ kg
−1h−1h′g) . (1.12)
Substitution in eq. (1.9) shows that this does leave ωk invariant and composing these
maps shows that (1.12) defines a left action, commuting with the right translation
action (1.11). The following result summarizes the Hamiltonian properties of these
actions.
Proposition 1.1. The R and L actions (1.11), (1.12) are generated in terms of Hamil-
tonian flows by the moment maps:
JL : T ∗G˜ −→ g˜∗
JL : (g, µ) 7−→ gµg−1 (1.13a)
JRk : T
∗G˜ −→ g˜∗
JRk : (g, µ) 7−→ −µ+ kg
−1g′, (1.13b)
respectively. The functions obtained by pairing these maps with elements of g˜ Poisson
commute with each other, but the maps are nonequivariant, having as 2−cocycles kc
and −kc, respectively. Thus, the Hamiltonian generators
JLX := 〈J
L, X〉, JRX := 〈J
R
k , X〉 (1.14)
satisfy the following Poisson bracket relations:
{JLX , J
L
Y } = J
L
[X,Y ] + kc(X, Y ) (1.15a)
{JRX , J
R
Y } = J
R
[X,Y ] − kc(X, Y ) (1.15b)
{JLX , J
R
Y } = 0 . (1.15c)
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Proof. Differentiating the actions (1.11), (1.12) along a 1-parameter subgroup {h(t) =
exp(−tX)}, we find the following representations of g˜ in terms of functional vector
fields on T ∗G˜:
XRX = 〈gX,
δ
δg
〉 − 〈[X, µ],
δ
δµ
〉 (1.16a)
XLX = −〈Xg,
δ
δg
〉 − 〈kg−1X ′g,
δ
δµ
〉 , (1.16b)
where the first terms 〈gX, δ
δg
〉 and 〈Xg, δ
δg
〉 denote, respectively, the left and right
invariant vector fields on the first factor G˜ in T ∗G˜ = G˜ × g˜∗, with value X at the
identity e ∈ G˜, and the second terms, of the form 〈η(g, µ), δ
δµ
〉, denote the vector field
on the second factor g˜∗ having value η(g, µ) ∈ g˜∗ at the point (g, µ). Evaluating the
inner products with ωk gives
XRX ⌋ ωk = δ〈µ− kg
−1g′, X〉 (1.17a)
XLX ⌋ ωk = −δ〈gµg
−1, X〉 , (1.17b)
which shows that eqs. (1.13a,b) give the moment maps generating these actions. To
verify the Poisson bracket relations (1.15a-c), we compute:
{JLX , J
L
Y } = X
L
X(J
L
Y ) = 〈gµg
−1, [X, Y ]〉+ k〈X, Y ′〉
{JRX , J
R
Y } = X
R
X(J
R
Y ) = 〈−µ+ kg
−1g′, [X, Y ]〉 − k〈X, Y ′〉
{JLX , J
R
Y } = X
L
X(J
R
Y ) = 0 . 
Proposition 1.1 implies that the map
JLRk : T
∗G˜ −→ (g˜⊕ g˜)∗
JLRk : (g, µ) 7−→ (gµg
−1,−µ+ kg−1g′) (1.18)
to the dual of the direct sum Lie algebra g˜ ⊕ g˜ is a nonequivariant moment map
generating the product of the left (L) and right (R) translations, the nonequivariance
given by kcLR, where cLR is the 2-cocycle
cLR : (g˜⊕ g˜)× (g˜⊕ g˜) −→ R
cLR((X1, Y1), (X2, Y2)) := 〈X1, X
′
2〉 − 〈Y1, Y
′
2〉 . (1.19)
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The centrally extended algebra (g˜⊕ g˜)∧ associated with this cocycle is identified
as the space g˜+ g˜+ R, with Lie bracket
[(X1, Y1, a1), (X2, Y2, a2)] = ([X1, X2], [Y1, Y2], 〈X1, X
′
2〉 − 〈Y1, Y
′
2〉) . (1.20)
Again, (g˜ ⊕ g˜)∧ is identified as a dense subspace of the dual space (g˜ ⊕ g˜)∧∗ through
the pairing
〈(U, V, a), (X, Y, b)〉 := 〈U,X〉+ 〈V, Y 〉+ ab , (1.21)
(U, V, a) ∈ (g˜⊕ g˜)∧∗, (X, Y, b) ∈ (g˜⊕ g˜)∧.
The extended coadjoint representation on (g˜⊕ g˜)∧∗ is given by the formulae
âd
∗
(X,Y,b)(U, V, a) = (ad
∗
XU + aX
′, ad∗Y V − aY
′, 0) (1.22a)
Âd
∗
(ĝ,h)(U, V, a) = (Ad
∗
gU + ag
′g−1, Ad∗hV − ah
′h−1, a) , (1.22b)
where again, the centrally extended group (G˜×G˜)∧ → G˜×G˜ acts through the projection
of any element (ĝ, h) ∈ (G˜× G˜)∧ to its image (g, h) in G˜× G˜.
From Proposition 1.1 we then have :
Corollary 1.2. The map
JˆLRk : T
∗G˜ −→ (g˜⊕ g˜)∧∗
JˆLRk : (g, µ) 7−→ (gµg
−1,−µ+ kg−1g′, k) (1.23)
is an equivariant moment map with respect to the extended coadjoint action (1.22a,b),
generating the product action L×R of G˜× G˜ on T ∗G˜.
The Lie Poisson bracket on (g˜⊕ g˜)∧∗ is determined by:
{〈 . |(X1, Y1, b1)〉,〈 . |(X2, Y2, b2)〉} |(U,V,a)
= 〈U, [X1, X2]〉+ 〈V, [Y1, Y2]〉+ a(〈X1, X
′
2〉 − 〈Y1, Y
′
2〉)
(1.24)
where 〈 . |(X, Y, b)〉 again denotes the linear functional on (g˜⊕ g˜)∧∗ corresponding to an
element (X, Y, b) ∈ (g˜⊕ g˜)∧. The moment map JˆLRk is thus a Poisson map with respect
to the Poisson brackets (1.10a-c) associated to the noncanonical symplectic form ωk.
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1c. Hamiltonian Action of G˜⋉ g˜A on T
∗G˜
Viewing g˜ as an additive group, denoted g˜A, upon which G˜ acts via the adjoint
representation, we may form the semi-direct product G˜⋉ g˜A, with group multiplication
defined by
(G˜⋉ g˜A)× (G˜⋉ g˜A)→ G˜⋉ g˜A
(g,X)× (h, Y ) := (gh,X + gY g−1) (1.25)
g, h ∈ G˜, X, Y ∈ g˜A .
The corresponding Lie algebra is the semi-direct sum g˜ ∔ g˜A, identified as a vector
space with g˜+ g˜, with Lie bracket
[(X1, Y1), (X2, Y2)] := ([X1, X2], [X1, Y2]− [X2, Y1]) (1.26)
The dual space (g˜∔ g˜A)
∗ is again identified with g˜+ g˜A, with dual pairing
〈(U, V ), (X, Y )〉 := 〈V,X〉+ 〈U, Y 〉 (1.27)
(U, V ) ∈ (g˜∔ g˜A)
∗, (X, Y ) ∈ g˜∔ g˜A .
(Note the reversal of conventions relative to (1.21).) The coadjoint representation of
elements (X, Y ) ∈ g˜∔ g˜A, (g, Y ) ∈ G˜⋉ g˜A in the algebra and group is given by
ad∗(X,Y )(U, V ) = ([X,U ], [X, V ] + [Y, U ]) (1.28a)
Ad∗(g,Y )(U, V ) = (gUg
−1, gV g−1 + [Y, gUg−1]) . (1.28b)
The following action of the additive group g˜A on T
∗G˜ is easily verified to leave
the canonical symplectic form ω0 invariant
AX : (g, µ) 7−→ (g, µ+ (g
−1Xg)′) (1.29)
X ∈ g˜A .
In the remainder of this subsection only the canonical symplectic structure on T ∗G˜ will
be used.
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Lemma 1.3. The g˜A - action (1.29) is Hamiltonian, and is generated by the equivari-
ant moment map JA : T ∗G˜ −→ g∗A defined by the formula
JA = g′g−1 (1.30)
(where the dual pairing (1.2) is applied to g˜A ∼ g˜, g˜
∗
A ∼ g˜
∗.)
Proof. Differentiating (1.29) along a 1-parameter subgroup {−tX} with respect to t
shows that the infinitesimal action is generated by the vector field
XAX = −〈(g
−1Xg)
′
,
δ
δµ
〉 . (1.31)
Taking the inner product with ω0 gives
XAX ⌋ ω0 = −〈g
−1Xg, (g−1δg)
′
〉
= −δ〈X, g′g−1〉 , (1.32)
showing that the flow is generated by the Hamiltonian −JAX , where
JAX := 〈J
A, X〉 . (1.33)
The equivariance follows from the fact that, for any X, Y ∈ g˜A, the functions J
A
X , J
A
Y
depend only on the first factor g in (g, µ) ∈ T ∗G˜, and hence, by (1.10a) they Poisson
commute. 
We may now compose this action with the left translation action (1.12) for k = 0,
Lh : (g, µ) 7−→ (hg, µ) , (1.34)
to obtain an action LA : (G˜ ⋉ gA) × T
∗G˜ −→ T ∗G˜ of the semi-direct product group
G˜⋉ g˜A defined by:
LA(h,X) : (g, µ) 7−→ (hg, µ+ (g
−1h−1Xhg)
′
). (1.35)
It is easily verified that these maps compose correctly to define an action of G˜ ⋉ g˜A
on T ∗G˜ and, by Lemma 1.3 and the fact that the L-action (1.34) is Hamiltonian, the
combined LA-action (1.35) is Hamiltonian as well. However, the resulting moment map
JLA : T ∗G˜ −→ (g˜∔ g˜A)
∗
JLA : (g, µ) 7−→ (JA(g, µ), JL(g, µ))
= (g′g−1, gµg−1) (1.36)
is no longer equivariant, as indicated in the following
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Proposition 1.4. The moment map JLA generating the G˜ ⋉ g˜A action is nonequi-
variant, having as cocycle:
cLA : (g˜∔ g˜A)× (g˜∔ g˜A) −→ R
cLA((X1, Y1), (X2, Y2)) := 〈X1, Y
′
2〉 − 〈X2, Y
′
1〉 . (1.37)
Thus, the Hamiltonian generators
JLA(X,Y ) := 〈gµg
−1, X〉+ 〈g′g−1, Y 〉 (1.38)
X ∈ g˜, Y ∈ g˜A
satisfy the following Poisson bracket relations
{JLA(X1,Y1), J
LA
(X2,Y2)
} = JLA([X1,X2],[X1,Y2]−[X2,Y1]) + 〈X1, Y
′
2〉 − 〈X2, Y
′
1〉 . (1.39)
Proof. Eq. (1.39) reduces to the following relations
{JLX , J
L
Y } = J
L
[X,Y ] (1.40a)
{JLX , J
A
Y } = J
A
[X,Y ] + 〈X, Y
′〉 (1.40b)
{JAX , J
A
Y } = 0 . (1.40c)
Eq. (1.40a) is the particular case of eq. (1.15a) with k = 0, while eq. (1.40c) is implied
by Lemma 1.3. Eq. (1.40b) is verified directly:
{JLX , J
A
Y } = −X
A
Y (J
L
X)
= 〈(g−1Y g)′,
δ
δµ
〉 (〈gµg−1, X〉)
= 〈g′g−1, [X, Y ]〉+ 〈X, Y ′〉,
where eq. (1.31) was used in the second line. 
The non-equivariance of the map JLA : T ∗G˜ → (g˜∔ g˜A)
∗
with respect to the
group action (1.35) may be expressed in finite form as:
JLA ◦ LA(h,X) = Ad
∗
(h,X) ◦ J
LA + CLA(h,X) , (1.41)
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where the group 1-cocycle CLA : G˜⋉ g˜A → (g˜∔ gA)
∗ is defined by the formula:
CLA(h,X) := (h′h−1, X ′ − [h′h−1, X ]) . (1.42)
The cocycle relation
CLA(gh,X + gY g−1) = Ad∗(g,X)C
LA(h, Y ) + CLA(g,X) (1.43)
is verified by applying the Ad∗-action (1.28b) to the definition (1.42).
Using the algebra 2−cocycle cLA given in eq. (1.37), we define the centrally ex-
tended Lie algebra (g˜∔ g˜A)
∧ as the space g˜+ g˜+ R, with Lie bracket
[(X1, Y1, a1), (X2, Y2, a2)] = ([X1, X2], [X1, Y2]− [X2, Y1], 〈X1, Y
′
2〉− 〈X2, Y
′
1〉) . (1.44)
A dense subspace of the dual (g˜∔ g˜A)
∧∗ is again identified with (g˜∔ g˜A)
∧, with typical
elements denoted again (U, V, a). The notational conventions are such that the pairing
of eq. (1.21) is replaced by:
〈(U, V, a), (X, Y, b)〉A := 〈V,X〉+ 〈U, Y 〉+ ab, (1.21A)
(U, V, a) ∈ (g˜⊕ g˜A)
∧∗, (X, Y, b) ∈ (g˜⊕ g˜A)
∧.
The extended coadjoint representation on (g˜∔g˜A)
∧∗ is then given by the formulae:
âd
∗
(X,Y,a)(U, V, b) = ([X,U ] + bX
′, [X, V ] + [Y, U ] + bY ′, 0) (1.45a)
Âd
∗
(ĝ,Y )(U, V, b) = (gUg
−1 + bg′g−1, gV g−1 + [Y, gUg−1] + bY ′ − b[g′g−1, Y ], b) .
(1.45b)
From Proposition 1.4 then follows
Corollary 1.5. The map
JˆLA : T ∗G˜ −→ (g˜⊕ g˜A)
∧∗
JˆLA : (g, µ) 7−→ (g′g−1, gµg−1, 1) (1.46)
is an equivariant moment map with respect to the extended coadjoint action (1.45a,b),
generating the action LA : (G˜⋉ g˜A)× T
∗G˜→ T ∗G˜ defined by (1.35).
The Lie-Poisson bracket on (g˜∔ g˜A)
∧∗ is determined by the formula:
{〈 . |(X1, Y1, b1)〉A, 〈 . |(X2, Y2, b2)〉A |(U,V,a)
= 〈V, [X1, X2]〉+ 〈U, [X1, Y2]− [X2, Y1]〉+ a(〈X1, Y
′
2〉 − 〈X2, Y
′
1〉) .
(1.47)
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The moment map JˆLA is thus a Poisson map with respect to the canonical Poisson
brackets on T ∗G˜ given by setting k = 0 in eqs. (1.10a-c).
1d. Hamiltonian Action of D1 ⋉D0
Let D1 := Diff S
1 (resp. Diff R) be the group of diffeomorphisms of S1 (resp. R)
and D0 := F
×(S1) (resp. F×(R)) the space of smooth non-vanishing functions on S1
(resp. R), viewed as an abelian group under multiplication. Using the natural action
of D1 on D0
σ˜ : D0 → D0
σ˜ : f 7−→ f ◦ σ˜−1 (1.48)
σ˜ ∈ D1 ,
we define the semi-direct product D1 ⋉D0, with group multiplication
(D1 ⋉D0)× (D1 ⋉D0) −→ D1 ⋉D0
(σ˜, f1)× (σ˜2, f˜2) 7−→ (σ˜1 ◦ σ˜2, f1 f2 ◦ σ˜
−1
1 ) (1.49)
σ˜1, σ˜2 ∈ D1, f1, f2 ∈ D0 .
The natural action of D1 ⋉ D0 on the space F of smooth functions on S
1 (resp.
R) is:
(σ˜, f) : F −→ F
(σ˜, f) : h 7−→ f h ◦ σ˜−1. (1.50)
The Lie algebra of D1⋉D0 may be identified with the space diff1 of differential operators
of order ≤ 1, with typical elements α d
dσ
+ β ∈ diff1 denoted by pairs (α, β) ∈ F ⊕ F ,
and the Lie product given by commutation:
[(α1, β1), (α2, β2)] = (α1α
′
2 − α2α
′
1, α1β
′
2 − α2β
′
1) . (1.51)
The dual space diff ∗1 is identified with the space F ⊕F through the dual pairing
diff ∗1 × diff1 → R
〈(v, w), (α, β)〉 := 〈vα〉+ 〈w, β〉 (1.52)
(v, w) ∈ diff ∗1 , (α, β) ∈ diff1 ,
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where the integrals
〈v, α〉 :=
∫
v(σ)α(σ)dσ, 〈w, β〉 :=
∫
w(σ)β(σ)dσ (1.53)
are taken over the appropriate domain (S1 or R), and the functions α, β, u, v ∈ F are
assumed to be integrable as required.
Let
Θ : R× × R× −→ G (1.54a)
Φ : R× × R× −→ G (1.54b)
Θ(a, b) := Θ0(a)Θ1(b), Φ(a, b) := Φ0(a)Φ1(b) (1.54c)
a, b ∈ R×
be a pair of homomorphisms into G from the direct product group R× × R× formed
from two copies of the multiplicative group R× of non-zero reals. The derivatives
Θ∗|(1,1) ∈ Hom(R
2, g), Φ∗|(1,1) ∈ Hom(R
2, g) at the identity element (1, 1) may be
expressed
Θ∗|(1,1)(x, y) = xθ0 + yθ1, Φ∗|(1,1)(x, y) = xφ0 + yφ1 , (1.55)
where the elements θ0, θ1, φ0, φ1 ∈ g satisfy
[θ0, θ1] = 0, [φ0, φ1] = 0 . (1.56)
We define a class of right D1 ⋉D0 actions on T
∗G˜, parametrized by (k,Θ,Φ):
(σ˜, f) : T ∗G˜ −→ T ∗G˜
(σ˜, f) : (g, µ) 7−→ (gˇ, µˇ) (1.57a)
where
gˇ := Θ1(σ˜
′)Θ0(f ◦ σ˜)(g ◦ σ˜)Φ0(f ◦ σ˜)
−1Φ1(σ˜
′)−1 (1.57b)
µˇ := σ˜′Φ1(σ˜
′)Φ0(f ◦ σ˜)(µ ◦ σ˜)Φ0(f ◦ σ˜)
−1Φ1(σ˜
′)−1
+ kσ˜′(f ′ ◦ σ˜)Φ1(σ˜
′)Φ0(f ◦ σ˜)(g ◦ σ˜)
−1θ0(g ◦ σ˜)Φ0(f ◦ σ˜)
−1Φ1(σ˜
′)−1
+ k
σ˜′′
σ˜′
Φ1(σ˜
′)Φ0(f ◦ σ˜)(g ◦ σ˜)
−1θ1(g ◦ σ˜)Φ0(f ◦ σ˜)
−1Φ1(σ˜
′)−1 .
(1.57c)
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Although this action appears complicated at first sight, it is actually very simple when
decomposed as a product of the D0-action:
(1, f) : (g, µ) 7−→ (Θ0(f)gΦ0(f)
−1,Φ0(f)µΦ0(f)
−1+ kf ′Φ0(f)g
−1θ0gΦ0(f)
−1) (1.58)
and the D1-action:
(σ˜, 1) : (g, µ) −→ (gˇ, µˇ) (1.59a)
defined by
gˇ =Θ1(σ˜
′)(g ◦ σ˜)Φ1(σ˜
′)−1 (1.59b)
µˇ =σ˜′Φ1(σ˜
′)(µ ◦ σ˜)Φ1(σ˜
′)−1 + k
σ˜′′
σ˜′
Φ1(σ˜
′)(g ◦ σ˜)−1θ1(g ◦ σ˜)Φ1(σ˜
′)−1
(1.59c)
The D0-action (1.58) is just left translation (1.12) by the element Θ0(f) ∈ G˜
and right translation (1.11) by the element Φ0(f) ∈ G˜. The D1-action (1.59a-c) is the
cotangent bundle lift of the natural right action
σ˜ : G˜ −→ G˜
σ˜ : g 7−→ g ◦ σ˜, (1.60)
composed with a “twisting” by the left translation action (1.12) of Θ1(σ˜
′) ∈ G˜ and
right translation (1.11) by Φ1(σ˜
′) ∈ G˜. It is verified directly that the maps (1.57a-c) do
indeed compose correctly to define a right D1 ⋉ D0 action. Moreover, by considering
the separate maps that are composed to form (1.57a-c), it is easily verified that this
action preserves the symplectic form ωk on T
∗G˜. The infinitesimal action obtained from
(1.57a-c) by differentiating the flow given by the 1−parameter group {exp[−t(α, β)] ⊂
D1 ⋉D0} at t = 0 is represented by the functional vector fields:
XD(α,β) = X
1
α +X
0
β (1.61a)
where
X0β := X
L
βθ0
+XRβφ0 (1.61b)
generates the D0-action (1.58), and
X1α := −〈αg
′,
δ
δg
〉 − 〈(αµ)′,
δ
δµ
〉 +XLα′θ1 +X
R
α′φ1
(1.61c)
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generates the D1-action (1.59a-c). (In the above, we have chosen signs so that the map
(α, β)→ XD(α,β) defines a homomorphism to the Lie algebra of functional vector fields
on T ∗G˜, rather than an anti-homomorphism. This means the flows generate the left
action of D1⋉D0 defined by replacing (σ˜, f) in (1.57a-c) by the inverse (σ˜
−1, (f ◦σ˜)−1)).
The Hamiltonian properties of this action are summarized in the following:
Proposition 1.6. The action (1.57a-c) is Hamiltonian, with the 1-parameter sub-
groups {exp[−t(α, β)]} generated as the flow of the Hamiltonians:
JD(α,β) :=〈J
L, α′θ1〉+ 〈J
R, α′φ1〉
+
1
2k
(〈αJL, JL〉 − 〈αJR, JR〉
+ 〈JL, βθ0〉+ 〈J
R, βφ0〉 . (1.62)
Thus, the map
JD : T ∗G˜ −→ diff ∗1
JD : (g, µ) 7−→ (J0, J1) (1.63a)
defined by
J0 =B(JL, θ0) + B(J
R, φ0) (1.63b)
J1 =− B(JL′, θ1)− B(J
R′, φ1)
+
1
2k
(B(JL, JL)− B(JR, JR)) (1.63c)
is the moment map generating this action. It is nonequivariant, satisfying the Poisson
bracket relations:
{JD(α1,β1), J
D
(α2,β2)
} =JD[α1α′2−α2α′1,α1β′2−α2β′1]
+ k[B(θ0, θ0)− B(φ0, φ0)]〈β1, β
′
2〉
+ k[B(θ1, θ0)− B(φ1, φ0)][〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉]
+ k[B(θ1, θ1)− B(φ1, φ1)]〈α
′
1, α
′′
2〉 . (1.64)
Proof. Let
J1α := 〈J
1, α〉 = JD(α,0) (1.65a)
J0β := 〈J
0, β〉 = JD(0,β) . (1.65b)
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To show that J0 and J1 generate the D0 and D1 actions respectively, we must verify
X1α ⌋ ωk = −δJ
1
α (1.66a)
X0β ⌋ ωk = −δJ
0
β . (1.66b)
J1α and J
0
β may be expressed in terms of the left and right moment maps J
L, JR as:
J1α = J
L
α′θ1
+ JRα′φ1 +
1
2k
(〈αJL, JL〉 − 〈αJR, JR〉) (1.67a)
J0β = J
L
βθ0
+ JRβφ0 . (1.67b)
Eq. (1.66b) is immediate from the form (1.61b) of X0β and eqs. (1.17a,b). Similarly,
using the form (1.61c) of X1α, eq (1.66a) reduces to:
−[〈αg′,
δ
δg
〉+ 〈(αµ)′,
δ
δµ
〉] ⌋ ωk =
1
2k
δ[〈αJL, JL〉 − 〈αJR, JR〉] , (1.68)
which is verified directly. The Poisson brackets (1.64) are equivalent to the relations:
{J1α1 , J
1
α2
} = J(α1α′2−α2α′1〉 + k[B(θ1, θ1)− B(φ1, φ1)]〈α
′
1, α
′
2〉
(1.68a)
{J1α, J
0
β} = J
0
αβ′ + k[B(θ1, θ0)− B(φ1, φ0)]〈α
′, β′〉 (1.68b)
{J0β1 , J
0
β2
} = k[B(θ0, θ0)− B(φ0, φ0)]〈β1, β
′
2〉 . (1.68c)
This is verified using the decompositions (1.63b,c) and the Poisson bracket relations
{JLX , 〈αJ
L, JL〉} = −2kJLαX′ (1.69a)
{JRX , 〈αJ
R, JR〉} = 2kJRαX′ (1.69b)
{〈α1J
L, JL〉, 〈α2J
L, JL〉} = 2k〈(α1α
′
2 − α2α
′
1)J
L, JL〉 (1.69c)
{〈α1J
R, JR〉, 〈α2J
R, JR〉} = −2k〈(α1α
′
2 − α2α
′
1)J
R, JR〉 ,
(1.69d)
which follow from (1.15a,b) and the Leibnitz rule. 
In the Poisson brackets (1.64) we may identify three 2-cocycles for the algebra
diff1
cDi : diff1 × diff1 → R, i = 1, 2, 3
cD1 ((α1, β1), (α2, β2)) := 〈β1, β
′
2〉 (1.70a)
cD2 ((α1, β1), (α2, β2)) := 〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉 (1.70b)
cD3 ((α1, β1), (α2, β2)) := 〈α
′
1, α
′′
2〉 . (1.70c)
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Any combination of these may be used to define central extensions of the algebra. In
particular, define the cocycle:
cD := l1c
D
1 + l2c
D
2 + l3c
D
3 , (1.71)
where
l1 := B(θ0, θ0)− B(φ0, φ0) (1.72a)
l2 := B(θ1, θ0)− B(φ1, φ0) (1.72b)
l3 := B(θ1, θ1)− B(φ1, φ1) . (1.72c)
The centrally extended algebra diff
∧(l1l2l3)
1 associated with this cocycle is identified
with the space diff1 ⊕ R, with Lie brackets
[(α1, β1, a1), (α2, β2, a2)] = (α1α
′
2 − α2α
′
1, α1β
′
2 − α2β
′
1,
l1〈β1, β
′
2〉+ l2(〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉) + l3〈α
′
1, α
′′
2〉)
(1.73)
(α1, β1), (α2, β2) ∈ diff1, a1, a2 ∈ R .
A dense subspace of the dual space diff
∧(l1l2l3)∗
1 is as usual identified with diff1 ⊕ R,
through the pairing:
〈(v, w, a), (α, β, b)〉D := 〈v, α〉+ 〈w, β〉+ ab . (1.74)
The extended coadjoint representation of diff
∧(l1l2l3)
1 on diff
∧(l1l2l3)∗
1 is given by the
formula
âd
∗
(α,β,b)(v, w, a) = (2α
′v + αv′ + wβ′ − al2β
′′ − al3α
′′′, α′w + αw′ + al1β
′ + al2α
′′, 0).
(1.75)
It follows from Proposition 1.6 that we may define an extended, equivariant moment
map from T ∗G˜ to diff
∧(l1l2l3)∗
1 that generates the same D1 ⋉D0 action (1.57a-c).
Corollary 1.7. The map
JˆD : T ∗G˜ −→ diff
∧(l1l2l3)∗
1 ∼ diff
∗
1 ⊕ R
JˆD : (g, µ) 7−→ (JD, k) (1.76)
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is an equivariant moment map with respect to the extended coadjoint action (1.75),
generating the D1 ⋉D0 action (1.57a-c).
The Lie Poisson bracket on diff
∧(l1l2l3)∗
1 is determined by the formula:
{〈 . |(α1, β1, b1)〉D, 〈 . |(α2, β2, b2)〉D} |(v,w,a)
= 〈v, α1α
′
2 − α2α
′
1〉+ 〈w, α1β
′
2 − α2β
′
1〉+ al1〈β1, β
′
2〉
+ al2(〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉) + al3〈α
′
1, α
′′
2〉 , (1.77)
where, as usual, 〈 . |(α, β, b)〉D denotes the linear functional on diff
∧(l1l2l3)∗
1 associated
by dual pairing to the algebra element (α, β, b) ∈ diff
∧(l1l2l3)
1 . The map (1.76) is thus
a Poisson map with respect to the Poisson brackets (1.10a-c) on T ∗G associated to the
symplectic form ωk, and the Lie Poisson brackets (1.77) on diff
∧(l1l2l3)∗
1 .
We mention at this point that for the applications to integrable systems to be
discussed in section 2, a particular case of the D1 ⋉ D0 group action (1.57a-c) will be
considered; namely, when the elements θ0, θ1, φ0, φ1 ∈ g are of the form
θ0 = −2θ1 = −2φ1 =: 2θ, φ0 = 0 . (1.78a)
Hence
l1 = −2l2 = 4B(θ, θ) =: 4l, l3 = 0 , (1.78b)
and the cocycle cD takes the form
cD((α1, β1), (α2, β2)) = l(4〈β1, β
′
2〉 − 2〈α
′
1, β
′
2〉+ 2〈α
′
2, β
′
1〉) . (1.78c)
The Poisson brackets (1.77) thus reduce to (cf. eq. (2.36)):
{〈 . |(α1, β1, b1)〉D, 〈 . |(α2, β2, b2)〉D |(v,w,a)
= 〈v, α1α
′
2 − α2α
′
1〉+ 〈w, α1β
′
2 − α2β
′
1〉+ 4al〈β1, β
′
2〉−2al(〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉) .
(1.79)
Note that for k 6= 0 the maps JD : T ∗G˜ → diff ∗1 , Jˆ
D : T ∗G˜ → diff
∧(l1l2l3)∗
1
defined by eqs. (1.63a-c), (1.76) factor through the map JLR : T ∗G˜ → (g˜⊕ g˜)
∗
or
JˆLR : T ∗G˜ → (g˜⊕ g˜)
∧∗
, suggesting that the D1 ⋉ D0 group action (1.57a-c) also
induces a Hamiltonian action on (g˜⊕ g˜)
∧∗
. This is in fact the case, and the action is
easily computed.
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Proposition 1.8. The moment map JˆLR : T ∗G˜ → (g˜⊕ g˜)
∧∗
is equivariant with re-
spect to the D1 ⋉D0 action (1.57a-c) on T
∗G˜ and the following action on (g˜⊕ g˜)∧∗:
(σ˜, f) : (g⊕ g˜)
∧∗
→ (g˜⊕ g˜)
∧∗
(σ˜, f) : (U, V, a)→ (Uˇ , Vˇ , a) (1.80a)
where
Uˇ =σ˜′Θ1(σ˜
′)Θ0(f ◦ σ˜)(U ◦ σ˜)Θ0(f ◦ σ˜)
−1Θ1(σ˜
′)−1 + a(f ◦ σ˜)′θ0 + a
σ˜′′
σ˜′
θ1
(1.80b)
Vˇ =σ˜′Φ1(σ˜
′)Φ0(f ◦ σ˜)(V ◦ σ˜)Φ0(f ◦ σ˜)
−1Φ1(σ˜
′)−1 − a(f ◦ σ˜)′φ0 − a
σ˜′′
σ˜′
φ1 .
(1.80c)
Proof. This is verified by directly substituting the RHS of eqs. (1.57b,c) into the defi-
nitions (1.13a,b) of JL and JR. 
The Hamiltonian properties of this action are summarized in the following.
Theorem 1.9. For k 6= 0, the moment map JˆD factors into:
JˆD = Jˆd ◦ JˆLR (1.81)
where the map Jˆd : (g˜⊕ g˜)∧∗ −→ diff
∧(l1l2l3)∗
1 , defined by the formulae
Jˆd(U, V, a) = (Jd1, Jd0, a) (1.82a)
Jd1(U, V, a) := −B(U ′, θ1)− B(V
′, φ1) +
1
2a
(B(U, U)− B(V, V ))
(1.82b)
Jd0(U, V, a) := B(U, θ0) + B(V, φ0) (1.82c)
(for a 6= 0) is a Poisson map with respect to the Lie Poisson brackets (1.24) and (1.77)
on (g˜⊕ g˜)∧∗ and diff
∧(l1l2l3)∗
1 . The Hamiltonian flow generated by
Jˆd(α,β,a) := 〈Jˆ
d, (α, β, a)〉D
generates the action (1.80a-c) for the 1-parameter subgroup {exp[−t(α, β, a)]}. Thus,
we have the following commuting diagram of equivariant moment maps:
T ∗G˜
JˆD
−−−−−→ diff
∧(l1l2l3)∗
1
JˆLRց րJˆd
(g˜⊕ g˜)∧∗
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Proof. The factorization property (1.81) is seen directly from eqs. (1.63b,c). The fact
that the map Jˆd is Poisson with respect to the Lie Poisson structures on (g˜⊕ g˜)∧(l1l2l3)∗
and diff ∧∗1 is proved by the identical computation used in proving Proposition 1.6. The
vector fields generating the 1−parameter subgroups acting through (1.80a-c) are easily
computed to be:
Xd1α =− 〈α
′U + α′[θ1, U ] + αU
′ + aα′′θ1,
δ
δU
〉
− 〈α′V + α′[φ1, V ] + αV
′ − aα′′φ1,
δ
δV
〉 (1.83a)
for the D1-action, and
Xd0β = −〈β[θ0, U ] + aβ
′θ0,
δ
δU
〉 − 〈β[φ0, V ]− aβ
′φ0,
δ
δV
〉 (1.83b)
for the D0-action. Using the definition (1.24) of the Lie Poisson bracket on (g˜⊕ g˜)
∧∗,
together with the Leibnitz rule, we find:
Xd1α (〈 . |(X, Y, b)〉) = {Jˆ
d
(α,0,0), 〈 . |(X, Y, b)〉} (1.84a)
Xd0β (〈 . |(X, Y, b)〉) = {Jˆ
d
(0,β,0), 〈 . |(X, Y, b)〉} , (1.84b)
and hence Jˆd is the moment map generating the action (1.80a-c) through Hamiltonian
flows. 
Note that the moment map JD = (J0, J1) defined in eqs. (1.63a-c) may be ex-
pressed in a form that is equally valid whether k vanishes or not:
J0 =B(gµg−1, θ0) + B(−µ+ kg
−1g′, φ0) (1.85a)
J1 =− B((gµg−1)′, θ1)− B(−µ
′ + k(g−1g′)′, φ1)
+ B(gµg−1, g′g−1) +
k
2
B(g′g−1, g′g−1) . (1.85b)
However, for k = 0, these maps do not factor through JˆLR : T ∗G˜→ (g˜⊕ g˜)∧∗. In
the next subsection, two twisted D1⋉D0 actions that are Hamiltonian on T
∗G˜ will be
considered, whose moment maps, while not factoring through JˆLR, do instead factor
through the moment map JˆLA : T ∗G˜→ (g˜⊕ g˜A)
∧∗ of Corollary 1.5. The first is just a
22 J. HARNAD AND B.A. KUPERSHMIDT
special case of the above, with the homomorphism Φ : R××R× → G chosen as trivial,
while the second is a new form of “twisted” D1 ⋉D0-action.
1e. Canonical Symplectic Structure: Factorization Through JˆLA : T ∗G˜→ (g˜∔g˜A)
∧∗
First, consider the k = 0 case of the D1 ⋉D0 action (1.57a-c), with Φ trivial; i.e.
φ0 = φ1 = 0. From eq. (1.85a-b), we see that the moment map J
D = (J0, J1) may be
expressed as
J0 = B(JL, θ0) (1.86a)
J1 = −B(JL
′
, θ1) + B(J
L, JA) , (1.86b)
and thus factors through JˆLA : T ∗G˜→ (g˜⊕ g˜A)
∧∗. The corresponding induced action
on (g˜⊕ g˜A)
∧∗ is easily computed to be:
(σ˜, f) : (U, V, a)→ (Uˇ , Vˇ , a) (1.89a)
where
Uˇ :=σ˜′Θ1(σ˜
′)Θ0(f ◦ σ˜)(U ◦ σ˜)Θ0(f ◦ σ˜)
−1Θ1(σ˜
′)−1 (1.89b)
Vˇ :=σ˜′Θ1(σ˜
′)Θ0(f ◦ σ˜)(V ◦ σ˜)Θ0(f ◦ σ˜)
−1Θ1(σ˜
′)−1
+ σ˜′(
f ′
f
◦ σ˜)θ0 +
σ˜′′
σ˜′
θ1 . (1.89c)
The vector field generating the action of the 1-parameter subgroup {exp[−t(α, β)]} is:
Xda(α,β) = X
d0a
α +X
d1a
β (1.90a)
where
Xd0aβ := −〈β[θ0, V ],
δ
δV
〉 − 〈β[θ0, U ] + β
′θ0,
δ
δU
〉 (1.90b)
Xd1aα := −〈(αV )
′ + α′[θ1, V ],
δ
δU
〉 − 〈(αU)′ + α′[θ1, U ] + α
′′θ1,
δ
δU
〉 .
(1.90c)
The action (1.89a-c) is again Hamiltonian, and generated by the moment map
Jda : (g˜∔ g˜A)
∧∗ −→ diff ∗1
Jda : (U, V, a) −→ (Jd0a , Jd1a) , (1.91a)
HAMILTONIAN GROUP ACTIONS ON T ∗G˜ AND INTEGRABLE SYSTEMS 23
where
Jd0a :=
1
a
B(V, θ0) (1.91b)
Jd1a := −
1
a
B(V ′, θ1) +
1
a
B(U, V ) . (1.91c)
In this case, both the maps JD : T ∗G˜ → diff ∗1 and J
da : (g ∔ g˜A)
∧∗ → diff ∗1 are
equivariant, satisfying:
{JD(α1,β1), J
D
(α2,β2)
} = JD(α1α′2−α2α′1,α1β′2−α2β′1) (1.92)
{Jda(α1,β1), J
da
(α2,β2)
} = Jda(α1α′2−α2α′1,α1β′2−α2β′1)
(1.93)
These are therefore Poisson maps with respect to the Lie Poisson structure on diff ∗1
without central extension. Summarizing, we have:
Proposition 1.10. For k = 0, the moment map JD factors into:
JD = Jda ◦ JˆLA . (1.94)
We thus have the commuting diagram of equivariant moment maps:
T ∗G˜
JD
−−−−−→ diff ∗1
JˆLAց րJda
(g˜∔ g˜A)
∧∗
where JD generates the D1 ⋉ D0 action (1.57a-c), with k = 0, φ0 = φ1 = 0, and J
dA
generates the action (1.89a-c).
Another “twisted” action of D1⋉D0, or rather of the subgroup D1⋉D
+
0 ⊂ D1⋉D0
consisting of {(σ˜, f), f > 0}, may be defined on T ∗G˜, one which is nonequivariant, but
still factors through JˆLA : T ∗G˜→ (g∔ g˜A)
∧∗. Let Θ = (Θ0,Θ1) : R
××R× → G again
be a homomorphism, with derivative at the identity (1, 1) identified, as in eq. (1.55),
with a pair θ0, θ1 ∈ g of commuting elements of g. Define a right action D1 ⋉ D
+
0 :
T ∗G˜→ T ∗G˜ by:
(σ˜, f) : (g, µ) −→ (Θ1(σ˜
′)(g ◦ σ˜), σ˜′(µ ◦ σ˜) + [ln(f ◦ σ˜)(g ◦ σ˜)−1Θ0(g ◦ σ˜)]
′) . (1.95)
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It is easily verified that this does compose correctly to define a right action of D1⋉D
+
0 ,
and that this action leaves invariant the canonical symplectic form ω0 on T
∗G˜. The
infinitesimal action obtained by differentiating the flow of {exp[−t(α, β)]} given by
(1.95) is represented by the vector field
XDA(α,β) := X
1A
α +X
0A
β , (1.96a)
where
X0Aβ := X
A
βθ0
(1.96b)
generates the D+0 action, and
X1Aα := −〈αg
′,
δ
δg
〉 − 〈(αµ)′,
δ
δµ
〉+XLα′θ1 (1.96c)
generates the D1-action. Thus
XDA : diff1 −→ χ(T
∗G˜)
XDA : (α, β) 7−→ XDA(α,β) (1.97)
defines a homomorphism to the Lie algebra χ(T ∗G˜) of functional derivations (vector
fields) on T ∗G˜. The Hamiltonian properties of this action are given in the following
Proposition 1.11. For k = 0, the D1 ⋉D
+
0 -action (1.95) is Hamiltonian, and gener-
ated by the moment map
JDA : T ∗G˜ −→ diff ∗1
JDA : (g, µ) 7−→ (J1A , J0A) , (1.98a)
where
J0A = B(JA, θ0) (1.98b)
J1A = −B(JL
′
, θ1) + B(J
L, JA) . (1.98c)
This map is nonequivariant, satisfying the Poisson bracket relations:
{JDA(α1,β1), J
DA
(α2,β2)
} = JDA(α1α′2−α2α′1,α1β′2−α2β′1)
+ B(θ0, θ1)[〈α
′
1, β
′
2〉 − 〈α
′
2, β
′
1〉] , (1.99)
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where
JDA(α,β) := 〈J
DA , (α, β)〉 = 〈J1A , α〉+ 〈J0A , β〉 . (1.100)
Proof. The equalities
X0Aβ
⌋ ω0 =− δ(J
A
βθ0
) (1.101a)
X1Aα ⌋ ω0 = −δ(J
L
α′θ1
)− δ〈αJL, JA〉 , (1.101b)
which imply the formulae (1.98b,c) for the moment map JDA are directly verified
from the definitions (1.96a,b), (1.8), (1.13a) and (1.30) of X0A , X1A , ω0, J
L and JA,
respectively. The Poisson brackets (1.99) are equivalent to the relations:
{J1Aα1 , J
1A
α2
} = X1Aα1 (J
1A
α2
)
= {JLα′
1
θ1
+ 〈α1J
L, JA〉, Jα′
2
θ1 + 〈α2J
L, JA〉}
= J1A
α1α
′
2
−α2α′1
(1.102a)
{J1Aα , J
0A
β } = −X
0A
β (J
1A
α )
= {JLα′θ1 + 〈αJ
L, JA〉, JAβθ0}
= JAαβ′θ0 + B(θ0, θ1)〈α
′, β′〉 (1.102b)
{J0Aβ1 , J
0A
β2
} = X0Aβ1 (J
0A
β2
)
= {JAβ1θ0 , J
A
β2θ0
} (1.102c)
= 0 ,
where
J1Aα := 〈J
1A , α〉, J0Aβ := 〈J
0A , β〉 . (1.103)
These may be verified either directly from the definitions (1.96b,c), (1.98a,b) of X0Aβ ,
X1Aα , J
0A and J1A , or with the help of the Poisson bracket relations:
{JLα′
1
θ1
, 〈α2J
L, JA〉} = −JLα′′
1
α2θ1
(1.104a)
{〈α1J
L, JA〉, 〈α2J
L, JA〉} = 〈(α1α
′
2 − α2α
′
1)J
L, JA〉 ,
(1.104b)
which follow from eqs. (1.40a-c), together with the Leibnitz rule. 
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Since the cocycle cD2 (eq. (1.70b)) enters in (1.99) we proceed, as usual, defining
the central extension diff
∧(0,−l,0)
1 as in eq. (1.73), with
l1 = l3 = 0, l2 = B(θ1, θ0) =: −l , (1.105)
which gives the extended coadjoint representation
aˆd∗(α,β,b)(v, w, a) = (v
′α + 2vα′ + wβ′ + alβ′′, (wα)′ − alα′′, 0) . (1.106)
We then have
Corollary 1.12. The extended moment map
JˆDA : T ∗G˜ −→ diff
∧(0,−l,0)∗
1
JˆDA : (g, µ) 7−→ (JDA , 1) , (1.107)
which also generates the D1 ⋉ D
+
0 -action (1.95), is equivariant with respect to the
extended coadjoint action (1.106). It is thus a Poisson map with respect to the Lie
Poisson structure determined by the Poisson brackets
{〈 . |(α1, β1, b1)〉D, 〈 . |(α2, β2, b2)〉D}|(v,w,a) =〈v, α1α
′
2 − α2α
′
1〉+ 〈w, α1β
′
2 − α2β
′
1〉
− al(〈α′1, β
′
2〉 − 〈α
′
2, β
′
1〉) .
(1.108)
From formulae (1.98b,c), we see that the moment map JˆDA : T ∗G˜ → diff
∧(0l0)∗
1
factors through JˆLA : T ∗G˜ → (g˜ ∔ g˜A)
∧∗, suggesting again that the D1 ⋉ D
+
0 -action
(1.95) induces a Hamiltonian action on (g˜ ∔ g˜A)
∧∗. This is easily computed, and the
result is summarized as follows. (Eqs. (1.110b,c) for the case θ0 = −θ1 = θ will reappear
as eqs. (2.42a,b) in Section 2.)
Proposition 1.13. The moment map JˆLA : T ∗G˜ → (g ∔ gA)
∧∗ is equivariant with
respect to the D1 ⋉D
+
0 action (1.95) on T
∗G˜ and the following action on (g∔ gA)
∧∗:
(σ˜, f) : (g˜∔ g˜A)
∧∗ −→ (g˜∔ g˜A)
∧∗
(σ˜, f) : (U, V, a) 7−→ (Uˇ , Vˇ , a) , (1.109a)
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where
Uˇ = σ˜Θ1(σ˜
′)(U ◦ σ˜)Θ1(σ˜
′)−1 +
σ˜′′
σ˜′
θ1 (1.109b)
Vˇ = σ˜′Θ1(σ˜
′) [(V ◦ σ˜ + ln(f ◦ σ˜)[θ0, V ◦ σ˜]] Θ1(σ˜
′)−1 +
(f ◦ σ˜)′
f ◦ σ˜
θ0 .
(1.109c)
This action is Hamiltonian, and generated by the equivariant moment map
JˆdA : (g˜∔ g˜A)
∧∗ −→ diff
∧(0,−l,0)∗
1
JˆdA : (U, V, a) 7−→ (Jd1A , Jd0A , 1) , (1.110a)
where
Jd0A := B(U, θ0) (1.110b)
Jα1A :=
1
a
[−B(V ′, θ1) + B(U, V )] . (1.110c)
This is therefore a Poisson map with respect to the Lie Poisson structure determined
by the Poisson brackets (1.108).
Proof. Differentiating along the flow generated by the action (1.109a-c) corresponding
to the 1-parameter group {exp[−t(α, β)]} gives the representation
XdA : diff1 −→ χ((g˜∔ g˜A)
∧∗)
XdA : (α, β) 7−→ XdA(α,β) := X
d1A
α +X
d0A
β (1.111a)
of diff1 by functional derivations (vector fields) on (g∔ gA)
∧∗ defined by:
Xd0Aβ := −〈(β[θ0, U ] + β
′θ0),
δ
δV
〉 (1.111b)
Xd1Aα := −〈(αV )
′ + α′[θ1, V ],
δ
δV
〉 − 〈(αU)′ + α′[θ1, U ] + α
′′θ1,
δ
δU
〉 .
(1.111c)
By explicit evaluation, and use of the Poisson bracket relations (1.40a-c) and the Leib-
nitz rule, we find
{Jd0Aβ , 〈 . |(X, Y, b)〉} = X
d0A
β (〈 . |(X, Y, b)〉) (1.112a)
{Jd1Aα , 〈 . |(X, Y, b)〉} = X
d1A
α (〈 . |(X, Y, b)〉) (1.112b)
{Jd0Aβ1 , J
d0A
β2
} = Xd0Aβ1 (J
d0A
β2
) = 0 (1.112c )
{Jd1Aα , J
d0A
β } = −X
d0A
β (J
d1A
α ) = J
d0A
αβ′ + B(θ0, θ1)〈α
′, β′〉
(1.112d)
{Jd1Aα1 , J
d1A
α2
} = Xd1Aα1 (J
d1A
α2
) = Jd1A(α1α′2−α2α′1)
, (1.112e)
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showing both that JˆdA = (Jd1A , Jd0A , 1) is the moment map generating the action
(1.109a-c), and that it is equivariant, hence preserving the respective Lie Poisson struc-
tures on (g˜∔ g˜A)
∧∗ and diff
∧(0,−l,0)∗
1 defined by eqs. (1.39) and (1.108). 
For the applications to integrable systems to be discussed in Section 2, a particular
case of the D1⋉D
+
0 action (1.109a-c) and moment map (1.110a-c) will be used; namely,
when
θ0 = −θ1 =: θ , (1.113a)
and hence
B(θ, θ) = l . (1.113b)
Finally, combining the results of Propositions 1.11 and 1.13 and Corollary 1.12,
we get:
Theorem 1.14. For k = 0, the moment map JˆDA : T ∗G˜→ diff
∧(0,−l,0)∗
1 factors into
JˆDA = JˆdA ◦ JˆLA, (1.114)
giving the following commuting diagram of equivariant moment maps:
T ∗G˜
JˆDA
−−−−−−→ diff
∧(0,−l,0)∗
1
JˆLAց րJˆd
(g˜∔ g˜A)
∧∗
2. Integrable Systems
2a. Algebraic Language
The preceding section emphasized the symplectic geometry of T ∗G˜ and Lie Poisson
structures. In modern theories of integrable systems in 1 + 1 dimensions, one often
deals with local evolution equations, for which the language of differential algebra is
the most efficient. On a practical level, the translation from functional to algebraic
language consists of replacing:
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1) Functionals by their densities, and integration by parts by equivalence modulo “di-
vergences” for these densities. (The algebraic calculus of variation results thereby.)
2) Symplectic forms and Poisson brackets by a Hamiltonian map H 7→ XH assigning
to any Hamiltonian density H the evolution derivation XH via the rule
(q,t =) XH(q) = B
(
δH
δq
)
, (2.1)
where q is a column–vector of the basic variables (“fields”) chosen in a fixed basis,
with ith component qi;
δH
δq is the column–vector of variational derivatives of H,
and B is a skew symmetric matrix differential operator whose properties guarantee
the Jacobi identity.
In the loop space setting, the most frequently met structure consists of Lie Poisson
brackets associated with centrally extended Lie algebras. This is translated into the
following algebraic construction. Denote by K a differential algebra with derivation
∂. (In Section 1, these were K = C∞(R) or C∞(S1) and ∂ = ∂/∂σ.) Let G = Kn,
n ∈ N∪ {∞}, be a differential Lie algebra consisting of column vectors of dimension n
with entries in K. The commutator in G is of the form:
[X, Y ]k =
∑
ijpr
ckijpr∂
p(Xi)∂
r(Yj) (finite sum ∀ k) , (2.2)
X, Y ∈ G ,
where ckijpr ∈ K are structure elements defining G and Xi ∈ K denotes the i
th com-
ponent of X ∈ Kn. Let Ω be a (generalized) 2–cocycle on G. This means that
Ω : G × G → K is a bilinear skewsymmetric differential operator satisfying
Ω([X, Y ], Z) + Ω([Y, Z], X) + Ω([Z,X ], Y ) ∼ 0 (2.3a)
Ω(X, Y ) ∼ −Ω(Y,X) , (2.3b)
∀ X, Y, Z ∈ G ,
where (·) ∼ 0 means that (·) ∈ Im∂. In the loop algebra setting, one associates with
this data the centrally extended algebra G∧ = G ⊕ R, with Lie bracket
[(X, a), (Y, b)] = ([X, Y ],
∫
Ω(X, Y )dσ), X, Y ∈ G, a, b ∈ R. (2.4)
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In the algebraic approach, one associates to the pair (G,Ω) an affine Hamiltonian matrix
(of differential operators)
B = B(G) + bΩ, (2.5)
where the linear part B(G) (in the basic variables q) of the Hamiltonian matrix B is
defined by the relation
[B(G)(X)]tY ∼ qt[X, Y ] :=
n∑
k=1
qk[X, Y ]k, ∀ X, Y ∈ G . (2.6a)
A q–independent matrix differential operator bΩ is associated to the bilinear form Ω
via the rule
[bΩ(X)]
tY ∼ Ω(X, Y ), ∀ X, Y ∈ G . (2.6b)
One of the basic features of the algebraic Hamiltonian formalism is that there
is a natural one-to-one correspondence, given by the formulae (2.6a,b), between pairs
(G,Ω) and affine Hamiltonian matrices. (The latter encompass more general situations
than the geometric ones, where the Hamiltonian operators are of order zero in ∂. For
example, Lie algebras of differential and pseudodifferential operators have no natural
local description as the infinitesimal form of groups.) The geometric Lie Poisson brack-
ets of the previous section, which express the multiplication rule (2.4) in the language
of linear functionals can be extracted from formula (2.5) via the following computation.
Let X, Y ∈ G, and let H = qtX, F = qtY be linear Hamiltonians. Then
{qtX,qtY } = {H,F} =: XH(F ) ∼
δF
δqt
XH(q) =
δF
δqt
B
(
δH
δq
)
= Y t[B(G) + bΩ](X) ∼ q
t[X, Y ] + Ω(X, Y ) . (2.7)
Remark 2.1. The recipe (2.5), (2.6a,b) handles situations, like that of formula (2.4),
where the centrally extended Lie algebra in question has components of different differ-
ential dimension; X and Y are functions, a and b are numbers. When G is a Lie algebra
over R (or C, etc.) rather than over K, and Ω is a true 2−cocycle, not a generalized
one (i.e. one has an equality sign instead of the ∼ sign in formulae (2.2), (2.3)), then
G∧ ∼ G ⊕ R is again a Lie algebra over R. Treating it as a new Lie algebra, we get
from formulae (2.6a,b) that
B(G∧) =

q a
q B(G) + abΩ 0
a 0t 0
, (2.8))
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where a is the extra coordinate on the R-part of G∧∗ ∼ G∗ ⊕ R. Thus, we can let
a = const. (2.9)
in formula (2.8) and what remains from B(G∧) is our universal formula (2.5) (for a = 1).
Let us consider, as an illustration, the case of the Lie algebra g˜ (or Lg) of the
previous section. Fix a basis in g. Then g˜ = Kn, where n = dimg. Let the Ad–invariant
form B on g be given, in the chosen basis, by a symmetric matrix B:
B(x, y) = ytBx, x, y ∈ g, (2.10)
and let ckij be the structure constants of g in the same basis:
[x, y]k =
∑
jk
ckijxjyi. (2.11)
Then, for both g (over R) and g˜ (over K)
B(g)ij = B(g˜)ij =
∑
kj
ckijqk. (2.12)
Also, since
Ω(X, Y ) = B(∂(X), Y ) = Y tB∂(X), (2.13)
we see that
bΩ = B∂, (2.14)
so that, finally,
Bij =
∑
ckijqk + Bij∂. (2.15)
If an orthonormal basis for g is chosen (with respect to B), we have
Bij = δij , c
k
ij = c
i
jk , (2.16)
so that the equations of motion for a Hamiltonian H are
q˙i =
∑
j
Bij
(
δH
δqj
)
=
∑
jk
ckijqk
δH
δqj
+
(
δH
δqi
)′
= −
[
q,
δH
δq
]
i
+
[(
δH
δq
)′]
i
, (2.17a)
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i.e.
q˙ = (−[q, ] + ∂1)
(
δH
δq
)
. (2.17b)
In other words,
B = −[q, ] + ∂1. (2.18)
If the chosen basis of g is not orthonormal, then one has the familiar form
B( · ) = −ad∗( · )q + B∂ . (2.19)
Finally, we discuss Hamiltonian maps. Suppose B is a Hamiltonian matrix over
the ring Cq = K[q, q
′, . . . ], and let B1 be a Hamiltonian matrix over another ring Cu.
A homomorphism of differential rings (over K)
Φ : Cu → Cq (2.20)
which commutes with ∂ is called a Hamiltonian map if
ΦXH = XΦ(H)Φ , ∀ H ∈ Cu. (2.21)
(This map should be viewed as dual to a Poisson map on the fields q 7→ u which was
the object of study throughout Section 1.) In terms of the Hamiltonian matrices B
and B1, the compatibility condition (2.21) is expressed by the equality
Φ(B1) = D(Φ)BD(Φ)
†, (2.22)
where:
Φ := Φ(u), Φα = Φ(uα) , (2.23)
D(Φ) is the Fre´chet derivative of Φ:
D(Φ)αi =
∑
ℓ
∂Φα
∂q
(ℓ)
i
∂ℓ , (2.24)
and ‘†’ denotes adjoint.
As an example,
2B1 = 2(u∂ + ∂u)− l∂
3 (2.25)
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defines the differential algebraic version of the Virasoro algebra, denoted here Cu (equiv.
(diff S1)∧) associated with the generalized 2−cocycle
Ω(α1, α2) =
l
2
α1∂
3(α2) (2.26)
on the Lie algebra of vector fields on R (or S1).
Consider the ring homomorphism generated by
Φ(u) = θtq′ + qtq (2.27)
from Cu into Cq, where θ is a fixed (constant) vector in g, with the Hamiltonian matrix
B in the ring Cq given by formula (2.18). Then Φ is a Hamiltonian map, since
D(Φ)BD(Φ)† = (θt∂ + 2qt)([−q, ] + ∂1)(−θ∂ + 2q)
= (−∂θt[q, ] + θt∂2 + 2qt∂)(−θ∂ + 2q)
= −θtθ∂3 + 2∂2θtq − 2qtθ∂2 + 4qt∂q
= −θtθ∂3 + 2(θtq′∂ + ∂θtq′) + 2(qtq∂ + ∂qtq)
= Φ(−θtθ∂3 + 2u∂ + 2∂u) = Φ(2B1) , (2.28)
provided
l = θtθ . (2.29)
Thus, the criterion (2.22) is satisfied. (The geometrical significance of the Hamiltonian
map (2.27) in the loop group setting is explained in HK1].)
Remark 2.2. To make contact with the notation of the previous section, we adopt the
convention that boldface letters denote column vectors representing the components of
elements either of g relative to some basis, or of g∗ relative to the dual basis, or elements
of the corresponding loop algebra g˜ or its dual g˜∗. Thus, the elements θ, φ ∈ g are
replaced by the column vectors θ, φ ∈ Rdimg, while the elements U, V ∈ g˜∗ are replaced
by the column vectors U,V ∈ Kdimg.
2b. Dispersive Wave Systems
In Section 1 we derived two families of Poisson maps:
Jˆd : (g˜⊕ g˜)∧∗ −→ diff
∧(l1l2l3)∗
1 , (2.30)
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defined by eqs. (1.82a-c) and
JˆdA : (g˜∔ g˜A)
∧∗ −→ diff
∧(0,−l,0)∗
1 , (2.31)
defined by eqs. (1.91a-c). In the following, we shall consider two special cases of these
maps; for the map (2.30), we take the values for θ0, θ1, φ0, φ1 in eqs. (1.82a-c) as
given by eqs. (1.78a,b), for which (l1l2l3) = (4l,−2l, 0), and denote the corresponding
centrally extended algebra diff ∧1(1) := diff
∧(4l,−2l,0)
1 for brevity. For the map (2.31),
we choose the values for θ0, θ1 in eq. (1.91a-c) as given by eqs. (1.113a) and denote
the centrally extended algebra diff ∧1(0) := diff
∧(0,−l,0)
1 . Thus, the subscript (α) =
(1), (0) distinguishes two different central extensions of the Lie algebra diff1. We first
convert these maps, according to the lexicon of the preceding subsection, into algebraic
Hamiltonian maps and then derive integrable hierarchies on (g˜⊕ g˜)∧∗ and (g˜∔ g˜A)
∧∗
from known integrable hierarchies on diff ∧∗1(α).
When (α) = (1), we have the Lie algebra g˜⊕ g˜ where, choosing normalizations to
correspond to the fluid dynamical conventions in [Ku1], the commutator is X¯1
Y1

,
 X¯2
Y2
 =
 2[X¯1, X¯2]
[Y1, Y2]
 , X¯i, Yi ∈ g˜ , (2.32a)
and the 2−cocycle is
Ω(1, 2) := Ω
 X¯1
Y1
 ,
 X¯2
Y2
 = 2X¯t1X¯ ′2 − 12Y t1Y ′2 (2.32b)
Thus, we are working with the centrally extended algebra (g˜ ⊕ g˜)∧, with Lie bracket
(1.20), under the identifications ( 12X, Y ) = (X¯, Y ) and the 2-cocycle Ω of eq. (2.32b)
is normalized to half cLR of eq. (1.19). To simplify calculations, we choose from now
on an orthonormal basis in g. Denoting the generic basic variable q by U and V
(corresponding to 2U and V in (1.21)), the Hamiltonian matrix (2.5) encoding the
data (2.32a,b) is
B(1) =
−2[U, ] + 2∂1 0
0 −[V, ]− 1
2
∂1
 (2.33)
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This Hamiltonian matrix is thus the algebraic version of the Lie Poisson bracket (1.24)
at a = 1
2
.
For the Lie algebra diff1, we have the commutator β1
α1

,
 β2
α2
 =
 α1β′2 − α2β′1
α1α
′
2 − α
′
1α2
 , βi, αi ∈ K , (2.34)
and the 2-cocycle
Ω(1)(1, 2) = l (2β1β
′
2 + α1β
′′
2 − β1α
′′
2) (2.35)
corresponding to the central extension diff ∧1(1) (cf. eq. (1.78c)). Denoting the generic
basic variable q as h := v and u := w (the standard notation from fluid dynamics), the
corresponding Hamiltonian matrix is
B(1) =
 2l∂ ∂u− l∂2
u∂ + l∂2 h∂ + ∂h
 . (2.36)
This gives the algebraic counterpart of the Lie Poisson bracket (1.79) (at a = 1
2
).
For diff ∧1(0), we have another 2-cocycle on the Lie algebra diff1:
Ω(0)(1, 2) = l (α1β
′′
2 − β1α
′′
2) . (2.37)
The corresponding Hamiltonian matrix on diff ∧∗1(0) is
B(0) =
 0 ∂u− l∂2
u∂ + l∂2 h∂ + ∂h
 . (2.38)
which is the counterpart of the Lie Poisson bracket (1.108) at a = 1.
For the Lie algebra g˜∔ g˜A, we have the commutator (cf. (1.26)) Y1
X1

,
 Y2
X2
 =
 [X1, Y2]− [X2, Y1]
[X1, X2]
 , Xi, Yi ∈ g˜ , (2.39)
and the 2−cocycle (cf. (1.37))
Ω(1, 2) = Y t1X
′
2 +X
t
1Y
′
2 , (2.40)
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so that the corresponding Hamiltonian matrix, in the variables q = (U,V) (which
correspond in this case to the pair (U, V ) in (1.27)), is
B(0) =
 0 −[U, ] + ∂1
−[U, ] + ∂1 −[V, ]
 , (2.41)
which is the algebraic counterpart of the Lie Poisson bracket (1.47) at a = 1.
From Theorem 1.9 of the preceding section, with φ0 = 0, θ0 = −2φ1 = −2θ1 = 2θ,
a = 12 , and θ replaced by the corresponding column vector θ, we have
Proposition 2.1. The map Φ(1) : Cu,h → CU,V, given on the generators u and h by
the formulae
Φ(1)(u) = θ
tU (2.42a)
Φ(1)(h) = θ
t(
1
2
U′ +V)′ +
1
4
UtU−V
t
V , (2.42b)
is a Hamiltonian map with respect to the Hamiltonian matrices B(1) (2.36) and B(1)
(2.33), with l := θtθ.
From Proposition 1.13 of the preceding section, with θ = θ0 = −θ1, we have
Proposition 2.2. The map Φ(0) : Cu,h → CU,V, defined by the formulae
Φ(0)(u) = θ
tU (2.43a)
Φ(0)(h) = θ
tV′ +UtV , (2.43b)
is a Hamiltonian map with respect to the Hamiltonian matrices B(0) (2.37) and B(0)
(2.41), again with l := θtθ .
These results may also be verified directly, of course, by a computation similar to
(2.28). Until the end of this section, θ will be taken to have unit length:
l = θtθ = 1 . (2.44)
In the Hamiltonian structure B(1) (2.36), the following sequence of Hamiltonians
H1 = h, H2 = uh, . . . (2.45a)
Hn :=
1
n
Res (∂ + u+ h∂−1)n , n ∈ N , (2.45b)
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where
Res
(∑
ai∂
i
)
:= a−1 , (2.46)
is known to form a commuting family [Ku1]. The first flow, with H = h, produces the
σ-shift (i.e. q˙ = q′, whatever q is), while the flow of the Hamiltonian
H =
1
2
H2 =
1
2
uh (2.47)
produces the equations of dispersive water waves (DWW)
u˙ = (
1
2
u2 + h−
1
2
u′)′ (2.48a)
h˙ = (uh+
1
2
h′)′ . (2.48b)
When g is one–dimensional, the Hamiltonian map Φ(1) produces an infinite commut-
ing hierarchy of Hamiltonians Φ(1)(Hn), called the modified dispersive water wave
(mDWW) hierarchy (in the variables U, V + 12U). For g arbitrary, we again obtain
an infinite commuting hierarchy, this time with respect to the Hamiltonian structure
(2.33). The first flow, with Hamiltonian
Φ(1)(h) ∼
1
4
UtU−V
t
V , (2.49)
is just the σ-shift, as was to be expected.
Let us compute the equations of motion for the next flow, which we denote g-
mDWW (g-modified dispersive water waves). We have, for any H ∈ Cu,h:
δ
δU
δ
δV
(Φ(1)(H)) = D(Φ(1))†Φ(1)

δ
δu
δ
δh
(H) , (2.50)
where
Φ(1) =
Φ(1)(u)
Φ(1)(h)
 =
 θtU
θt
(
1
2U
′ +V
′
)
+ 14U
tU−V
t
V
 (2.51)
(which is the same as formula (2.42)). Hence,
D(Φ(1))
† =
 θ −12θ∂ + 12U
0 −θ∂ − 2V
 . (2.52)
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Denoting, for brevity,
u˜ := Φ(1)(u) , h˜ := Φ(1)(h) , (2.53)
we then get, for H = uh/2:
δΦ(1)(H)
δU
=
(
1
2
h˜−
1
4
u˜′
)
θ +
1
4
u˜U , (2.54a)
δΦ(1)(H)
δV
= −
1
2
u˜′θ − u˜V . (2.54b)
Applying the Hamiltonian matrix B(1) (2.33) to the vector (2.54a,b), we obtain the
g-mDWW equations of motion:
U˙ =
(
1
2
h˜−
1
4
u˜′
)
[θ,U] +
[
(h˜−
1
2
u˜′)θ +
1
2
u˜U
]′
(2.55a)
V =
1
2
u˜′[V, θ] +
(
1
2
u˜′θ +
1
2
u˜V
)′
. (2.55b)
Similarly, in the Hamiltonian structure B(0) (2.38), the following sequence of
Hamiltonians
H1 = 2h, H2 =
1
2
(uh+ h2), . . . (2.56)
is known to form an infinite commuting family [Ku1]. The first flow, with Hamiltonian
1
2H1 = h, is the σ−shift; the second flow, with Hamiltonian H2 = (uh+ h
2)/2, gives
u˙ =
(
1
2
u2 + uh−
1
2
u′ − h′
)′
(2.57a)
h˙ =
(
uh+
3
2
h2 +
1
2
h′
)′
. (2.57b)
which are the first mDWW equations (in the variables (u+ 2h; h)). (The reader may
check that in these variables one obtains the same system as the {g = R}-case of the
system (2.54a, b) in the variables (U;V+ 12U)). The Hamiltonian map Φ(0) produces an
infinite hierarchy of Hamiltonians Φ(0)(Hn) commuting in the Hamiltonian structure
B(0) (2.41). For the case g = R, this hierarchy is known as the (doubly modified)
m2DWW hierarchy. Supppose now that g is arbitrary. The Hamiltonian
Φ(0)(
1
2
H1) = Φ(0)(h) ∼ U
tV (2.58)
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produces the σ-shift, as expected. To compute the first nontrivial flow, with Hamilton-
ian
Φ(0)(H2) = Φ0[
1
2
(uh+ h2)] , (2.59)
we have:
Φ(0) =
Φ(0)(u)
Φ(0)(h)
 =:
 u˜
h˜
 =
 θtU
θtV′ +UtV
 , (2.60)
(which is the same as (2.43a,b)) so that
D(Φ(0))
† =
 θt 0
Vt Ut + θt∂
† =
 θ V
0 U− θ∂
 . (2.61)
Hence, for any H ∈ Cu,h, δ/δU
δ/δV
Φ(0)(H) =
 θ V
0 U− θ∂
Φ(0)
 δH/δu
δH/δh
 , (2.62)
and for the case H = H2 = (uh+ h
2)/2, we get
δΦ0(H2)
δU
δΦ0(H2)
δV
 =

1
2 h˜θ +
(
1
2 u˜+ h˜
)
V
(
1
2
u˜+ h˜
)
U−
(
1
2
u˜+ h˜
)′
θ
 . (2.63)
Applying the Hamiltonian matrix B(0) (2.41) to the vector (2.63), we get the first
nontrivial flow in the g-m2DWW hierarchy:
U˙ =
(
1
2
u˜+ h˜
)′
[U, θ] +
[(
1
2
u˜+ h˜
)
U−
(
1
2
u˜+ h˜
)′
θ
]′
(2.64a)
V˙ =
1
2
h˜[θ,U] +
(
1
2
u˜+ h˜
)′
[V, θ] +
[
1
2
h˜θ +
(
1
2
u˜+ h˜
)
V
]′
.
(2.64b)
Remark 2.3. There also exists a family of rational Hamiltonian maps (as opposed to
the polynomial ones we have been dealing with so far) from (g ⊕ gA)
∧∗ into diff ∧∗1[γ],
Φ[γ] : Cu,h → CU,V, of the form
Φ[γ](u) = γ
tU− ǫ
N∑
s=1
[
ln(U+V)tθs
]′
(2.65a)
Φ[γ](h) =
1
4
(UtU−VtV) , (2.65b)
40 J. HARNAD AND B.A. KUPERSHMIDT
where θ1, . . . , θN is a family of pairwise commuting constant elements in g, γ is another
constant element in g, γ := γtγ , and
B =
 2∂1 0
0 −4[V, ]− 2∂1
 (2.66a)
B[γ] =
 2γtγ∂ ∂u− ∂2
u∂ + ∂2 h∂ + ∂h
 . (2.66b)
In particular, when γtγ = 1, the Hamiltonian matrix B[1] of eq. (2.66b) is the same as
B(1)in (2.36). Therefore, the set of Hamiltonians {Φ[1](Hn)} forms a new g-mDWW
infinite commuting hierarchy. Similarily, when γtγ = 0, the Hamiltonian matrix B[0]
of (2.66b) is the same as the Hamiltonian matrix B(0) in (2.38). Hence, the set of
Hamiltonians {Φ[0](Hn)} forms a new g-m
2DWW infinite commuting hierarchy. The
geometric nature of the map Φ[γ] defined by eqs. (2.65a,b) is as yet a mystery.
2c. Specializations
The hierarchy of DWW equations
u
h

t
= B(1)
 δHm/δu
δHm/δh
 , m ∈ N , (2.67)
has, for every odd flow m = 1(mod 2), the invariant submanifold defined by u = 0, on
which this hierarchy reduces to the KdV hierarchy
ht =
1
2
∂
(
δH2m+3
δh
)
= (
1
2
∂3 + h∂ + ∂h)
(
δH2m+1
δh
)
, (2.68)
where
Hm := Hm
∣∣
u=0
. (2.69)
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This follows from the following formulae [Ku1]:
δH2m
δh
= 0 (2.70a)
δHm+1
δh
= 2
δHm
δu
∣∣∣∣
u=0
−∂
(
δHm
δh
)
(2.70b)
∂
(
δHm+1
δu
) ∣∣∣∣∣
u=0
= (h∂ + ∂h)
(
δHm
δh
)
+ ∂2
(
δHm
δu
)∣∣∣∣∣
u=0
(2.70c)
∂
(
δHm+2
δh
)
= [2(h∂ + ∂h) + ∂3]
(
δHm
δh
)
(2.70d)
∂
(
δHm+2
δu
) ∣∣∣∣∣
u=0
= [2(h∂ + ∂h) + ∂3]
(
δHm
δu
)∣∣∣∣∣
u=0
+ (h′∂ + ∂h′)
(
δHm
δh
)
(2.70e)u
h

t
= B(1)
 δHm/δu
δHm/δh
 =
 0 ∂
∂ 0
 δHm+1/δu
δHm+1/δh
 .
(2.71)
Thus, when
m = 2n+ 1, n ∈ Z+ , (2.72)
from formulae (2.71), (2.70a), we get
ut
∣∣∣
u=0
= ∂(
δH2n+2
δh
)
∣∣∣
u=0
= 0 , (2.73)
so that {u = 0} is indeed an invariant submanifold. From formulae (2.71) and (2.70b,c),
we obtain
ht
∣∣∣∣∣
u=0
= ∂
(
δH2n+2
δu
)∣∣∣∣∣
u=0
= ∂
1
2
(
δH2n+3
δh
)
=
(
h∂ + ∂h+
1
2
∂3
)(
δH2n+1
δh
)
,
which is eq. (2.68).
Similar results can be derived for the nonabelian integrable systems of the pre-
ceding subsection.
Theorem 2.3. (i) The g-mDWW systemU
V

t
=
−2[U, ] + ∂1 0
0 −[V, ]−
1
2
∂1

 δ/δU
δ/δV
Φ(1)(H2n+1) (2.74)
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has the invariant submanifold defined by
U = 0 , (2.75)
on which it becomes
V,t =
(
−[V, ]−
1
2
∂1
)
δ
δV
(
Φ(1)(H2n+1)
)
. (2.76)
(ii) The map Φ(1) on the submanifold {U = 0}:
Φ(1)(h) := Φ(1)(h)
∣∣
U=0
= θtV
′
−V
t
V (2.77)
is a Hamiltonian map into the second Hamiltonian structure of the KdV hierarchy
(2.68):
ht = (h∂ + ∂h+
1
2
∂3)
(
δH2n+1
δh
)
. (2.78)
Proof. (i) By formulae (2.50) and (2.46),
δΦ(1)(H2n+1)
δU
∣∣∣∣∣
U=0
= θtΦ(1)
(
δH2n+1
δu
−
1
2
∂
(
δH2n+1
δh
))∣∣∣∣∣
u=0
[by (2.70b)] = θtΦ(1)
(
1
2
δH2n+2
δh
)
[by (2.70a)] = θtΦ(1)(0) = 0 . (2.79)
Hence, from (2.74),
Ut
∣∣∣∣∣
U=0
= ∂
(
δΦ(1)(H2n+1)
δU
∣∣∣∣∣
U=0
)
= 0 , (2.80)
so that U = 0 indeed defines an invariant submanifold.
(ii) From formulae (2.50) and (2.52) we have
δΦ(1)(H2n+1)
δV
=
δΦ1(H2n+1)
δV
∣∣∣∣
U=0
= −(θ∂ + 2V)Φ(1)
(
δH2n+1
δh
)
, (2.81)
since lettingU vanish does not interfere with taking variational derivatives with respect
to V. Hence, from the second row of formula (2.74) we conclude that
Vt
∣∣∣∣
U=0
=
(
−[V, ]−
1
2
∂1
)(
δΦ(1)(H2n+1)
δV
)
,
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which is (2.76). Then a computation similar to the one at the end of subsection 2a
shows that
Φ(1)
(
h∂ + ∂h+
1
2
∂3
)
= D
[
Φ(1)(h)
](
−[V, ]−
1
2
∂1
)
{D[Φ(1)(h)]}
† . (2.82)

It follows from Theorem 2.2 that condition (2.75) picks out the flows of eq. (2.76),
which are the g-mKdV flows constructed in [Ku2].
The problem of specialization is slightly different for the g-m2DWW hierarchy,
defined byU
V

t
=
 0 −[U, ] + ∂1
−[U, ] + ∂1 −[V, ]
 δ/δU
δ/δV
Φ(0)(Hm) . (2.83)
To begin with, the hierarchy related to it by the map Φ(0) :u
h

t
=
 0 ∂u− ∂2
u∂ + ∂2 h∂ + ∂h
 δ/δu
δ/δh
 (Hm) (2.84)
has an invariant submanifold defined by
u+ 2h = 0 (2.85)
for all m ≡ 1(mod 2). This follows from the equality
δH2n+1
δh
= 2
δH2n+1
δu
on {u+ 2h = 0} . (2.86)
(see [R]). Fixing n and defining
Xn :=
δH2n+1
δu
∣∣∣∣
u+2h=0
, (2.87)
we obtain from formula (2.62) that on the submanifold defined by
Γ := θt(U+ 2V′) + 2UtV = 0 , (2.88)
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which is the image under the homomorphism Φ(0) (2.43a,b) of the invariant submanifold
determined by u+ 2h = 0, we have
δΦ(0)(H2n+1)
δU
∣∣∣∣
Γ=0
= Xn(θ + 2V) (2.89a)
δΦ(0)(H2n+1)
δV
∣∣∣∣
Γ=0
= 2XnU− 2X
′
nθ . (2.89b)
Hence, on the submanifold defined by Γ = 0, our g-m2DWW system (2.83) becomes
Ut = 2X
′
n[U, θ] + (2XnU− 2X
′
nθ)
′ (2.90a)
Vt = Xn[θ,U] + 2X
′
n[V, θ] + [Xn(θ + 2V)]
′ . (2.90b)
Proposition 2.4. The flow determined by (2.90) leaves the submanifold defined by
Γ = 0 invariant.
Proof. From (2.90a,b), we obtain
Γt = 2XnΓ
′ + 4X ′nΓ . (2.91)

Remark 2.3. The constraint Γ = 0 in (2.88) is differential and cannot be resolved
algebraically, except in the classical case when g = R1 and θ = 1, resulting in the
formula
U = −(1 + 2V )−1V ′ =
[
−
1
2
ln(1 + 2V )
]′
, (2.92)
so that one is dealing with the potential mKdV hierarchy.
2d. Integrable Systems on T ∗G˜
From formula (1.10d) for the vector field XH of the Hamiltonian H(g, µ), the
equations of motion may be expressed as g˙
µ˙
 = Bk
 δHδg
δH
δµ
 , (2.93)
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where the Hamiltonian matrix Bk is
Bk =
 0 Lg∗
−R∗g [µ+ kg
−1g′, . ] + k∂
 , (2.94)
and the notation Lg∗ and R
∗
g signifies left (resp. right) multiplication of the g element
δH
δµ
(resp. the T ∗g G˜ element
δH
δg
) by g. The integrable commuting hierarchies constructed
in the previous subsections generate commuting hierarchies on T ∗G˜ by pulling back
those on diff ∧∗1(α) under the Poisson maps (1.76, 1.108) of Section 1.
For the case (α) = (0), the commuting system of Hamiltonians is generated by
{(JˆLA)∗φ(0)(Hn)}. For n = 1, by formula (2.58), we have Φ(0)(
1
2H1) = Φ(0)(h) ∼ U
tV.
Since, by formula (1.46),
(JˆLA)∗(U) = g′g−1 (2.95a)
(JˆLA)∗(V) = gµg−1 , (2.95b)
we find that
δ
δg
(JˆLA)∗(UtV) = (−µ′ + [µ, g−1g′])g−1 (2.96a)
δ
δµ
(JˆLA)∗(UtV) = g−1g′ , (2.96b)
and the equations of motion (2.93), (2.94) yield g˙
µ˙
 =
 g′
µ′
 , (2.97)
which is just the σ-shift, as expected. For all the other Hamiltonians Hn, we let:
δΦ(0)(Hn) =: a˜
t
nδU+ b˜
t
nδV . (2.98)
Thus, e.g., a˜2 and b˜2 are given by the components of the vector (2.63). Denoting
an := (Jˆ
LA)∗(a˜n), bn := (Jˆ
LA)∗(b˜n) , (2.99)
we find that
δ
δg
(JˆLA)∗Φ(0)(Hn) = g
−1[gµg−1, bn]− (g
−1an)
′ − g−1ang
′g−1
(2.100a)
δ
δµ
(JˆLA)∗Φ(0)(Hn) = g
−1bng , (2.100b)
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so that the equations of motion on T ∗G˜ for the Hamiltonian (JˆLA)∗Φ(0)(Hn) are
g˙ = bng (2.101a)
µ˙ = −(g−1ang)
′ . (2.101b)
Next, consider the case (α) = (1). Here we get the infinite commuting hierarchy
{(JˆLRk )
∗Φ(1)(Hn)}, where Jˆ
LR
k is given by formula (1.23):
(JˆLR)∗(U) = gµg−1 , U :=
1
2
U (2.102a)
(JˆLR)∗(V) = −µ+ kg−1g′ , k =
1
2
. (2.102b)
For the Hamiltonian H1 = h, we have from (2.42b) that Φ(1)(H1) ∼ U
t
U −V
t
V, so
that
δΦ(1)(Hn) =: a˜
t
nδU+ b˜
t
nδV , (2.103)
a˜1 = 2U, b˜1 = −2V . (2.104)
Denoting
ân := (Jˆ
LR)∗(a˜n), b̂n := (Jˆ
LR)∗(b˜n) , (2.105)
from formulae (2.102a,b) we get
δ
δg
(JˆLRk )
∗Φ(1)(Hn) = g
−1[gµg−1, ân]− k(b̂
′
n + [g
−1g′, b̂n])g
−1 ,
(2.106a)
δ
δµ
(JˆLRk )
∗Φ(1)(Hn) = −b̂n + g
−1âng , (2.106b)
and formula (2.93) yields the following Hamiltonian equations on T ∗G˜ for the Hamil-
tonian (JˆLRk )
∗Φ(1)(Hn):
g˙ = âng − gb̂n , (2.107a)
µ˙ = k(g−1âng)
′ + [̂bn, µ] + k[g
−1g′, g−1âng], k =
1
2
.
(2.107b)
In particular for n = 1, substituting formulae (2.104) and (2.102a,b) in (2.107a,b), we
get the σ-shift flow, as expected.
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2e. WZW Model [Wi, FT, H]
For the 3-parameter family of Hamiltonians on T ∗G˜
H =
∫ [
α1〈µ, µ〉+ α2〈α2, g
−1g′〉+ α3〈g
−1g′, g−1g′〉
]
dσ , (2.108)
we have
δH
δg
= −{(2α3g
−1g′ + α2µ)
′ + [g−1g′, α2µ]}g
−1 (2.108a)
δH
δµ
= 2α1µ+ α2g
−1g′ . (2.108b)
The corresponding equations of motion, by formula (2.93), are therefore
g˙ = 2α1gµ+ α2g
′ (2.109a)
µ˙ = {(2α3 + α2k)g
−1g′ + (α2 + 2α1k)µ}
′ + 2α1k[g
−1g′, µ] .
(2.109b)
Eliminating the momentum µ from these equations gives the second order system
1
2α1
(g−1g˙)˙ = (2α3 +
k
2
α2)(g
−1g′)′ +
k
2
[g−1g˙, g−1g′] . (2.111)
Hence, choosing
α1 =
ε
k
, α2 = −ε, α3 =
εk
2
, ε = ±1 , (2.112)
we obtain the standard WZW system [Wi]
(g−1g˙)˙− (g−1g′)′ = ε[g−1g˙, g−1g′] . (2.113)
The Hamiltonian H in (2.108) for these choices of the parameters α1, α2, α3 is:
HWZW =
ε
2k
∫ [
〈µ, µ〉+ 〈−µ+ kg−1g′,−µ+ kg−1g′〉
]
dσ , (2.114)
which by formulae (2.102a,b), with k = 12 and ε = 1, is
(Ĵd)∗
(∫ [
UtU
4
+V
t
V
]
dσ
)
, (2.115)
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i.e., the pull back of the Hamiltonian
ĤWZW =
∫ [
UtU
4
+V
t
V)
]
dσ =
∫ [
(U
t
U+V
t
V
]
dσ (2.116)
from (g˜ ⊕ g˜)∧∗. The corresponding equations of motion on (g˜ ⊕ g˜)∧∗ are, by formula
(2.33), just the usual left and right translational modes
U˙ = U
′
(2.117a)
V˙ = −V
′
. (2.117b)
Since the system (2.117a,b) has integrals of the form
F1(U) + F2(V) , (2.118)
with arbitrary σ-independent Hamiltonians F1 and F2, the WZW system (2.109) has
an infinite number of integrals of the form∫ [
F1(gµg
−1) + F2(−µ+
1
2
g−1g′)
]
dσ . (2.119)
These integrals commute, for distinct pairs (F1, F2) and (F˜1, F˜2), if (F1, F˜1) and (F2, F˜2)
separately do. Thus, we may choose them from any two commuting hierarchies on
g˜
∧∗. There is a distinguished such hierarchy; namely, the nonabelian mKdV hierarchy
[Ku2], obtained by pulling back the KdV integrals under the map Φ of (2.27) with an
arbitrary fixed θ of length 1:
Φ(hn) =: h
θ
n . (2.120)
Hence, we have the doubly infinite commuting system on (g˜ ⊕ g˜)∧∗ consisting of
Hamiltonians of the form {hθ1n (U) + h
θ2
m (V)}. This, in turn, furnishes the KdV-
generated doubly infinite commuting hierarchy of Hamiltonians on T ∗G˜ of the form
{hθ1n (gµg
−1) + hθ2m (−µ+
1
2g
−1g′)}, which include the generator of the left-right trans-
lational flow giving the WZW model as its first element.
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