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Abstract 
For a graph G, let e(G) denote the minimum value of the diameters diamD of D, where 
D runs through all the orientations of G. In this paper, we obtain some results on e(G) for 
complete multipartite graphs G, which extend some known results due to Boesch and Tindell 
[1] and Maurer [4]. 
I. Introduction 
An orientation of a graph G is a digraph obtained from G by assigning to each 
edge in G a direction. An orientation D of G is strong if every two vertices in D are 
mutually reachable in D. A bridge of a connected graph G is an edge of G whose 
removal results in a disconnected subgraph. Robbins' celebrated one-way street heorem 
[6] states that a connected graph has a strong orientation if and only if it contains no 
bridges. Forty years later, the above result for graphs was extended to mixed graphs 
by Boesch and Tindell [1 ]. As another possible way of extending Robbins' theorem, 
Boesch and Tindell [1] further proposed the study of the notion p(G) defined below. 
Let G be a connected graph, and let ~(G)  be the family of all strong orientations 
of G. Denote by diam G and diam D respectively the diameters of G and D, where 
D E ~(G).  Define 
p(G) = min{diamD I D E ~(G)} - diam G. 
The problem of determining p(G) for an arbitrary, connected graph G is very difficult. 
As a matter of fact, Chv~ital and Thomassen [2] showed that the problem of deciding 
whether a graph admits an orientation of diameter two is NP-hard. 
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In this paper, we shall study, instead of p(G), the following essential component of 
p(G): 
e(G) = min{diamD [ D E C~(G)}. 
Given any positive integers n, pl, P2 . . . . .  and Pn, let Kn denote the complete graph 
of order n, and K(pl,P2 ..... p.) the complete n-partite graph having p; vertices in 
the ith partite set for each i = 1,2 . . . . .  n. Thus K. ~- K(pl,p2 ..... p.), where Pl = 
P2 . . . . .  p~ = 1. In [1], Boesch and Tindell proved the following results: 
/2  if n>~3 and n~:4,  
g(Kn ) 3 if n =4;  (1) 
e(K(p,p)) = 3 for each p>~2. (2) 
Result (1) had also been obtained independently by Maurer [4] (see also [5]). The 
general bipartite case was completely settled by Soltes [7]. The result states that 
3 if 2<~p<~q<~(, P..,) (3) 
e(K(p,q)) = \ LP/ZJ 
4 if q> ( [L j ) ,  
where [xJ denotes the greatest integer not exceeding the real x. 
In this paper, we shall proceed one step further to investigate (K(pl, P2 ..... Pn)), 
where n~>3. It is obvious that e(K(pl,p2 ..... p,))~>2. The main results we have 
obtained are as follows : 
e(K(pl,p2 . . . . .  p.))  ~<3 for each n~3;  (4) 
n 
e(K(p,p . . . . .  /3)) =2 for each n~>3 and p~>2; (5) 
r 
e(K(p,p . . . . .  /3,q)) = 2 for all r>>.3, p>~3 and 1 <~q<<.2p; (6) 
and with h " >_-3, if Ei=lPi ,  n 
> ( h - Pi L J) p; 
for some i = 1 ,2 , . . . ,  n, then 
e(K(pl, P2 .. . . .  p.)) = 3. (7) 
2. Notation and terminology 
For a graph G and a digraph D, we denote by V(G) and V(D) their correspond- 
ing vertex sets. The n partite sets of the graph K(pl,p2 ..... Pn) are denoted by 
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Vi, V2 . . . . .  V, so that I : pi, i = 1,2 . . . . .  n. Any digraph in ~(Kn)  is called a 
tournament (of order n) while any digraph in ~(K(pl ,P2 . . . . .  p , ) )  is called an n- 
partite tournament or multipartite tournament ( he case when n = 2 is better known 
as a bipartite tournament). For u, v E V(D), we write 'u ~ v' if  u dominates v (i.e., 
u is adjacent o v). For u E V(D) and A C_ V(D) with u ~ A, 'u ---, A' means that u 
dominates every vertex in A, and 'A ~ u' means that every vertex in A dominates u. 
For v E V(D), let 
O(v)-- {xE V(D) [v -~x} and l ( v )={xE V(D) lx~v}.  
The outdegree s(v) and indegree s-(v) of v are defined by s(v) = [O(v)[ and 
s-(v) : ]l(v)l. A vertex u in D is called a transmitter i f  s-(u) = 0. The subdi- 
graph of D induced by A C_ V(D) is denoted by (A). Following [4] (see also [3]), a 
vertex v in D is called an r-king, where r is a positive integer, if the distance from v 
to any vertex x in D is not exceeding r, i.e., d(v,x)<~r for each x E V(D). The set of 
r-kings in D is denoted by Kr(D). Thus, diam D = r if  and only if r is the smallest 
positive integer such that Kr(D) = V(D). 
3. Complete multipartite graphs 
In this section, we shall establish the inequality (4) and result (7). 
The first part of  result (1) is equivalent to the existence of a tournament T of  order 
n>~3, n =~ 4, such that K2(T) = V(T). In the constructions given in [1,4], such a T 
always contains a vertex v with s(v) = 1. We shall now provide a new construction 
of T of order n~>5, which has the feature that 2~<s(v)~< L~J for each vertex v in T. 
This feature will be used to prove some of our results in the sequel. 
Lemma 1. For each integer n >15, there ex&ts a tournament T of order n such that 
K2(T) = V(T) and 2<~s(v)<~ l J for each v E V(T). 
Proof. First assume that n is odd, and n = 2k + 1, where k t> 2. Let T be a (regular) 
tournament with V(T) = {vl,v2 . . . . .  v~} in which vi ~ vi+j for each i = 1,2 . . . . .  n and 
j = 1,2 . . . . .  k (the subindices i + j  are taken modulo n). Clearly, s(v) = s-(v) = k 
for each v in V(T). An observation due to Landau (see [4]) says that every vertex of  
maximum outdegree in T is in K2(T). It follows immediately that K2(T) = V(T). 
Next assume that n is even, and n = 2k, where k ~> 3. Let T' be a tournament with 
V(T') = {vl, v2 . . . . .  v~} in which 
(v ( r ' ) \{v .})  ~ r, 
v, ~ {Vl,Vk}, and 
V(r ' ) \{v l ,vk ,v .}  ~ v., 
where T is the tournament of order n -  1 defined above. It is obvious that 2<<.s(v)<<.k 
for each v in V(T~). Direct verification shows that K2(T ~) = V(T~). [] 
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Fig. 1. 
In what follows, for simplicity, we shall write Gn for K(pl,P2 . . . . .  pn). Our first 
main result gives a sharp upper bound for e(G,). 
Theorem 1. For each integer n>~3, ~(Gn)~<3. 
Proof. First consider the case when n # 4. By Lemma 1, there exists a tourna- 
ment T of order n such that V(T) = K2(T). (For n = 3, let T be a 3-cycle.) Let 
V(T) = {Vl,V 2 ..... Vn}. We orient G. as follows: For a E Vi and b E Vj, where i # j ,  
orient a ~ b if and only if vi ~ vi in T. Let D be the resulting orientation of G,. 
It follows immediately that for any two vertices x, y in D with x E Vi and y E Vj 
(i # j),  d(x,y) = r in D if and only if d(vi, vj) = r in T. We shall show that each 
vertex u in Vi (i = 1,2 . . . . .  n) is a 3-king in D. Take an arbitrary vertex x in V(D), 
x -f: u. I fx  E V/, J # i, then since d(vi, vj)<~2 in T, we have d(u,x)<~2 in D. Assume 
that x E ~.  Since vi E K2(T), vi ~ vj in T for some j ,& i. Since v/ E Kz(T), 
vj ~ vk --+ vi in T for some k ~ {i,j}. By the construction of  D, u ~ y ~ z 
x in D for all y E Vj and z E Vk. Thus d(u,x)<~3 as required. This shows that 
diam D ~< 3. 
We shall now deal with the case when n = 4. Consider the tournament T of order 4 
of Fig. 1. Let D be the orientation of  G4 with respect o T as defined above. Observe 
that diam T = 3 and each vi lies in some 3-cycle: vi ~ vj --+ vk ~ vi of T. It follows 
from the above argument hat diam D = 3. [] 
We shall now prove the result (7). To this end, we need the following two lemmas. 
Lemma 2 (Sperner's theorem). Let n be a positive integer and let 5P be a collection 
of subsets of { 1,2 . . . . .  n} such that X ~ Y for any two distinct members X, Y in 6~. 
Then I~1 < (L.72j) where equality occurs only if all of the members in 5P have the 
same size. [] 
Lemma 3. Let T be an n-partite tournament with no transmitters, and let u, v E V,. 
for some i= 1,2 . . . . .  n. Then d(u,v)--  2 if and only if O(u) ~ O(v). 
Proof. Assume u,v E Vl. If O(u)C_ O(v), then d(u,v)>i3. This proves the necessity. 
If  O(u) ~ O(v), then there exists z E O(u) such that z E l(v). Thus u ~ z --+ v and 
so d(u, v) = 2. This proves the sufficiency. [] 
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Theorem 2. Let n >~ 3 and pl, p2 .. . . .  p, be positive integers. Denote h = ~i=m pi. I f  
( h - pi ) ./'or some i = 1,2 . . . . .  n, (*) 
Pi > \L (h_  pi)/2J 
then e,(G,) = 3. 
Proof. Suppose that ~(G,) = 2. Then there exists T E ~(G, )  such that Kz(T) = V(T). 
Split V(T) into two parts: Vi and V(T)\Vi, where i = 1,2 . . . . .  n. Let u E Vi. Then 
d(u,x) = 2 for each x E Vi\{u}. By Lemma 3, O(u) 7~ O(x) for each x E Vi\{u}. 
Consider 
~i  = {O(u) lu c v,}. 
Since O(u)C V(T)\Vi and O(u) ~ O(v) for all u,v c Vi, u ¢ v, by Lemma 2, 
pi = i~il ~< ( h-p i  ), 
L(h - pi)/2j 
a contradiction. Thus s(G,) = 3, as desired. [] 
In particular, if p and r are positive integers such that 
P > Lr/2J ' 
r 
,A, 
then s(K(p, ' i ,  1 . . . . .  i')) = 3. Condition (*) in Theorem 2 is sufficient but not necessary 
for s (G~)= 3. For instance, it can be shown that ~(K(2, 1, 1)) = 3 yet the condition 
( , )  fails to hold. 
4. The case when e(G~) = 2 
Theorem 1 says that 2 <~(G,)~< 3. The problem of determining whether a given G, 
is such that ~:(Gn) = 2 or ~(Gn) = 3 is very difficult. Theorem 2 provides a family of 
graphs G, with e(G,) -- 3. In this section, we shall focus on graphs G, with e(G,) = 2. 
For simplicity, we denote by G,(p) the graph K(pl,p2 .. . . .  p~), where pl = 
P2 . . . . .  P, = P. 
Theorem 3. For all integers n>~3 and p>>,2, e(G,(p)) = 2. 
Proof. We first consider the case that n ~ 4. By Lemma 1, there exists a tournament 
T of order n such that K2(T)= V(T). (For n=3,1et  T be a 3-cycle.) Let V(T)= 
{vl,v2 . . . . .  vn}. For each i = 1,2 . . . . .  n, let Vi = {vil,vi2 . . . . .  rip } be the ith partite set 
of G,(p). 
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Fig. 2. 
Case 1. p~>3. Orient G,(p)  as follows: For Vik and Dl E V(G, (p ) ) ,  where i # j ,  
(i) when k = l, orient vik --~ v// if and only if vi --~ t~/ in T; 
(ii) when k # l, orient vtk --~ Dt if and only if v /~ vi in T. 
Let D be the resulting orientation of  G,,(p). We claim that K2(D) = V(D). It suffices 
to show that 1)11 E K2(D) .  Take an arbitrary vertex vik in D. 
(a) Suppose k = 1. Then by the choice of T,d(vi i ,  vil)~<2. 
(b) Suppose k # 1. If vi --* vl in T, then vll ~ vik in D. If vl ~ vi in T, then 
since vi E Kz(T) ,  there exists j ~ {1,i} such that vi --~ v~ ~ vl in T. As p~>3, there 
exists l -= 2,3, . . . ,  p such that l # k. By definition, we have vii --~ vii --~ v~k in D. In 
either case, d( vl l, Vik ) <~ 2. 
This shows that vll C K2(D). 
Case 2. p --- 2. Orient G,(2) as follows: For v~k and vj~ E V(G,(2)), where i # j ,  
(i) when k = 1 = 1 or k # l, orient Vik -~ Vii if and only if vi --~ t~j in T; 
(ii) when k = l = 2, orient vik ~ v// if and only if vi ~ vi in T. 
Let D be the resulting orientation of  G,(2). We first show that vii E K2(D). Take an 
arbitrary vertex V~k in D. 
(a) Suppose k = 1. Since Kz(T) = V(T) ,  d(vl l ,vi l)<~2. 
(b) Suppose k = 2. Assume that i = 1. Since Vl --~ t!/ for some j # 1 in T, we 
have by definition, Vll --~ v/2 --* v12. Assume that i # 1. If vl --~ vi, then vii --* v,2. 
I f  I) i ~ /)1, then as Vl C K2(T), vl ~ v i ~ v~ in T for some j ~ {1,i}. Thus by 
definition, vii ---* vii ~ vi2. In either case, d(vil,vi2)<<.2. 
This shows that vll E Kz(D). Dually, we can show that v12 E K2(D). It thus follows 
that Kz (D)= V(D). 
Finally, we deal with the case when n = 4. Let T be the tournament of Fig. 1 with 
V(T)  = {Vl,V2, V3,V4}. Note that K2(T) = {vl,v2, v3}. Orient G4(p) as follows: For 
Uik and vj, E V(G4(p) ) ,  where i , j  E {1,2,3,4} and i # j ,  
(i) when k = l, orient Vik --* V/l if and only if vi --~ v/ in T; 
(ii) when k # l, orient Vlk ~ V2l, Vlk ~ V4l, v2k ~ V3Z; and for the remaining cases, 
orient Vik ~ vjt if i > j. 
The orientation when p = 2 is shown in Fig. 2. We use the convention that if two 
vertices of  different levels are not joined, then the arc joining the two is from the lower 
vertex to the higher one. 
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We leave it to the reader to verify that each vertex in G4(p)  is a 2-king in the 
resulting orientation of G4(p). [~ 
The result of Theorem 3 includes the case when p = 2. If p>~3, we have much 
better result (6). The latter follows from the following series of lemmas. Note that the 
proof of Theorem 3 forms a basis in the following arguments. All p, q and r in the 
statements given below are integers. 
Lemma 4. Let p>~2 and G = K(p ,p ,p ,p ,q ) ,  where 1 <~q<~p. Then e(G) = 2. 
Proof. We define an orientation of G as follows: First orient K(p,  p, p, p)  such that 
(VI O V20 I:3 tJ V4) ~ D, where D is the resulting orientation of G4(p) as shown in 
the proof of Theorem 3. Next, for each i = I, 2, 3,4 and j --- 1,2 . . . . .  q, 
orient v5/ ---+ vii and Vi\{vi/} ---, vs/. 
Let H be the resulting orientation of G. We claim that K2(H) = V(H). It suffices 
to show that Vll,/.~21,V31,V41,rS! E K2(H). We shall first show that vsl E K2(H). By 
definition, vsi + 1711 ~ Ui/  for i = 2,4 and j = 2,3 . . . . .  p; vsl --' v21 ---' v3i for 
each i = 2,3 . . . . .  p; and vsi --' /.!31 ~ Uli for each i = 2,3 . . . . .  p. It remains to show 
that d(rsl ,vsi) = 2 for each i = 2,3 . . . . .  q. By definition, vsl --+ VII --+ Vsi for each 
i = 2,3 . . . . .  q. Thus d(vsl,vsi) = 2 for each i = 2,3 . . . . .  q and so vs1 E K2(H). 
Next we show that vii E K2(H). It suffices to show that d(vll,vs~)<~2 for each i = 
1,2 . . . . .  q. By definition, vii --, vs~ for each i = 2,3 . . . . .  q. Also since vii + t'22 --' vsl, 
d(vll,r51) = 2. Thus vii E K2(H). Similarly, we have v21,v31,v41 E K2(H). Hence 
K2(H) = V(H). [] 
Lemma 5. Let p >~ 3, r >~ 3 and G 
s(G) = 2. 
F 
A 
= K(p ,p  . . . . .  /3, q), where l<~q<~p. Then 
Proof.  The case when r = 4 follows from Lemma 4. We now consider the case 
r 
when r ¢ 4. We define an orientation of G as follows: Orient K('p, p . . . . .  /3) such 
that (V10  ~ O . . .  O V,.) ~ D, where D is the resulting orientation of G,(p)  as 
shown in the first part of the proof of Theorem 3. Next, for each i = 1,2 . . . . .  r and 
j = 1,2 . . . . .  q, 
orient v,.+l,/ --+ t'!/ and Vi\{ri/} ~ r,.+l,:. 
Let H be the resulting orientation of G. We claim that K2(H) = V(H). It suffices 
to show that rl l ,Vr+l,l E K2(H). We first show that V,-+l,i E K2(H). By definition, 
v,.~l.1 ---+ vn for each i = 1,2 . . . . .  r. Let x E V,\{vn}, 1 <,i<~r. Note that Vn --+ /.!/i 
for some j ¢ i. Thus by definition, t'/1 ---+ x. Hence v,-i,  l ---+ L'jl ---+ X and so 
d(vr+t, l ,x)~<2. Also, by definition, rr~l.1 --~ ~'11 - - -+ t'r+l,/ for each j = 2,3 . . . . .  q. 
Thus d(vr+l.l,t'r+l,j) = 2 for each j = 2,3 . . . . .  r. Hence t'r#l,I E K2(H). 
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Next we show that /)11 ~ K2(H). Note that there exists /)il ~ Vi for some i = 
2,3 . . . . .  r such that vii ~ vii. By definition, vii ---, vn ~ Vr+l,l. Also, by definition, 
vii ~ Vr+l,j for each j = 2,3 . . . . .  q. Thus d(vll,vr+l,/)<~2 for each j -- 1,2 . . . . .  q. 
Hence vii E K2(H). Consequently, K2(H)= V(H). [] 
Lemma 6. Let p>~2 and G = K(p,  p, p, p + q), where 1 <~q <~ p. Then ~(G) = 2. 
Proof. For convinence, we write G = K(p ,p  + q ,p ,p )  instead. Let //2* = {V2,p+l, 
V2,p+2 . . . . .  V2,p+q} C //2. We now define an orientation of G as follows: Orient V(G)\V~ 
such that (V(G) \V~)  ~- D, where D is the resulting orientation of G4(p) as shown in 
the proof of Theorem 3. Next for each i = 1,3,4 and j = l, 2 . . . . .  q, 
orient i)2,p+ j ----+ vij and Vg\{Vij} ~ l)2,p+ j .  
Let H be the resulting orientation of G. We claim that Kz(H) = V(H). It suffices 
to show that Vll,V21,/)31,/)41,/)2,p+ 1 E K2(H).  We first show that V2,p+l E K2(H). By 
definition, pZ,p+ 1 ----+ {/)11,/331,u41}. Note that VZ,p+ 1 ----. /)11 --+ v21. Also by definition, 
we have 
(a) /)2,p+ 1
(b) VZ,p+ 1
(C) V2,p+ 1
(d) V2,p+ 1
v31 ~ Vlj for each j = 2,3 . . . . .  p; 
vlj ~ v2j for each j = 2, 3 . . . . .  p; 
vll --* V2,p+j for each j = 2, 3 . . . . .  q; 
v41 ~ v3j for each j = 2, 3 . . . . .  p; and 
(e) Vz,p+l ~ vii ~ v4/ for each j = 2,3 . . . . .  p. 
Thus VZ,p+ 1E K2(H).  Next we show that vi1, /)21, /)31,1341 E K2(H).  By definition, 
(f) vii --~ V2,p+/ for each j = 2,3 . . . . .  q, and vii ~ v42 --~ V2,p+l; 
(g) v21 --* v41 ~ V2,p+j for each j = 2,3 . . . . .  q, and v21 --~ v32 --~ Vz,p+l; 
(h) /)31 ~ VZ,p+j for each j = 2,3 . . . . .  q, and v31 --~ Vl2 ~ Vz,p+t; and 
(i) v41 ~ V2,p+/ for each j = 2,3 . . . . .  q, and v41 ~ v32 --' V2,p+l. 
It follows from (f)-( i)  that Vll,V21,V31,V41 E Kz(H). Hence K2(H) = V(H). [] 
r 
Lemma 7. Let p>~3, r>.3 and G = K( 'p ,p  . . . . .  ~,p  +q) ,  where l~q<~p. Then 
~(G) = 2. 
Proof. The case when r = 3 follows from Lemma 6. For r~>4, let n = r + 1 and 
V* = {Vn,p+l, Vn,p+2 . . . . .  Vn,p+q} C V~. We define an orientation of G as follows: Firstly 
orient V(G)\V* such that (V(G) \V*)  ~- D, where D is the resulting orientation of 
G,(p)  as shown in the proof of Theorem 3. Let T be the toumament in Theorem 3 
from which D is constructed. By Lemma l, we may assume s(v)~>2 for each v E V(T). 
Now, for each i=  1,2 . . . . .  n -1  and/= 1,2 . . . . .  q, 
orient Vn,p+j ~ vii and Vi\{vij} ~ Vn,p+j. 
Let H be the resulting orientation of G. We claim that Kz(H) = V(H). It suffices to 
show that Vll,V,l,Vn,p+l C K2(H). We first show that V,,p+l C K2(H). By definition, 
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Vn,p+l ---' vii for each i = 1,2 . . . . .  n -  1. Let x E Vi\{vi l},  l~ i~n-  1. By the 
construction of T shown in the proof of Lemma 1, there exists v/i for some j ~ i,n 
such that vii ---, V/l. Thus by definition, vii --+ x. Hence Vn,p+l --, v/1 ---' x. Next we have 
vii ---+ v,l for some i : 1,2 . . . . .  n - 1. Thus V~,p+l ---, vii ~ V,l. Note that v,1 --+ Vkl 
for some k = 1,2 . . . . .  n - 1. Thus by definition, vkt ---' vnj for each j : 2,3 . . . . .  p. 
Hence V,,p+l ~ Vkl ~ Vnj for each j = 2, 3 . . . . .  p. Observe also that by definition, 
Vn,p+l --, VII ---+ Vn,p+j for each j : 2,3 . . . . .  q. Hence Vn,p+l E Kz(H).  
Next we show that v~t E Kz(H).  We have vii --+ V,l for some i = 1,2 . . . . .  n - l .  Thus 
by definition, v,l --+ v~/ for each j = 2, 3 . . . . .  p. In particular, v,1 ---, {vi2, vi3}. Now by 
definition, v,l -~ vi2 ---+ Vn,p+/ for each j = 1,3,4 . . . . .  q; and v,l --+ vi3 ---' 1)n,p+2. Hence 
Vnl E K2(H). 
Finally we show that vll E K2(H). By definition, vii --+ v,,p+j for each j = 2, 3 . . . . .  q. 
By the construction of T in Lemma 1, there exists i ¢ l ,n  such that vii ---+ Vll. By 
definition, vii -+ vi2 -+ V,,p+l. Hence vii E K2(H). The proof is now complete. [] 
Combining Lemmas 5 and 7, we eventually arrive at the following: 
r 
Theorem 4, Let G = K(p ,p  . . . . .  ~,q),  where r>~3 and p>~3. Then ~(G)= 2 jb r  all 
q with 1 <~q<<,2p. 
Given r>~3 and p~>2, let f ( r ,  p )  be the greatest integer such that 
r 
A 
p . . . . .  = 2 
for all q with 1 <.q<~f(r ,p) .  By Theorem 2, we have 
f ( r ,p )<~ [rp/2J ' 
and by Theorem 4, we have for p~>3, f ( r ,  p)>~2p. We conclude the paper by propos- 
ing the following: 
Problem. Given r ~> 3 and p/> 2, determine the value of f ( r ,  p). 
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