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RÉSUMÉ
Tel que prédit par la loi de Moore, le nombre de transistors sur une même puce
augmente à un rythme effréné. Les concepteurs de systèmes embarqués tentent de profiter
de ces possibilités en produisant des systèmes de plus en plus complexes, réalisant un plus
grand nombre de fonctionnalités.
Toutefois, les méthodologies de conception des systèmes embarqués, ainsi que les
outils supportant ces méthodologies, ne permettent pas d’utiliser efficacement toute la
puissance potentielle des puces d’aujourd’hui. En effet, ces méthodologies ne répondent
plus aux besoins en termes de rapidité et de qualité de conception.
Une méthodologie de conception différente et un outil supportant cette méthodologie
sont proposés ici. Cette méthodologie permet la conception rapide et sans erreur d’un
prototype d’un système embarqué.
Cette méthodologie offre la possibilité au concepteur de créer un système embarqué à
partir de différents langages de programmation de haut niveau. Une seule et même
description du système est raffinée automatiquement en parties logicielles et matérielles
pour obtenir un prototype du système à implémenter sur l’architecture ciblée. Cette
approche est possible grâce aux outils de développement utilisés.
Mots clés Système embarqué, compilation, prototypage rapide, méthodologie de
conception, cadre d’application .NET, CASM.
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SUMMARY
Just as Moore’s Law predicts, the number of transistor on a chip increases incredibly
quickly. Embedded systems designers are trying to use this to their advantage by
producing systems more and more complex and implementing a greater number of
functionalities.
UnfortunateÏy, design methodologies for embedded systems, and the tools supporting
these methodologies, cannot cope with this increased cornplexity and so, cannot use
efficiently the full potential the technology provides. Precisely, current methodologies do
not answer the needs in terrns ofspeed and quality of designs.
A different methodology for ernbedded systems design is proposed here. This
methodology allows a fast and error-free design of an embedded system prototype.
The methodology lets a designer create an ernbedded system from a large number of
different high-level programming languages. Only one system specification is given to the
tool, which automatically transfonns it and refines it to generate the software and the
hardware parts. The hardware and the software are implernented on the target architecture
to produce a prototype of the system. This approach is possible because of the
development tools used.
Keywords: Embedded systems, compilation, rapid prototyping, design methodology,
.NET framework, CASM.
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1 Introduction
De nos jours, partout autour de nous, des systèmes numériques sont discrètement
présents. Qu’ils se trouvent dans les appareils électroménagers, dans des véhicules ou dans
des objets simples comme une montre ou un réveille-matin, ils sont désonnais
indispensables dans notre quotidien. Même si ces systèmes, appelés systèmes embarqués,
sont souvent peu remarqués et que leur impact est sous-estimé, ils ont un volume de
marché environ 100 fois plus grand que celui des ordinateurs de bureau [75].
Les systèmes embarqués sont caractérisés par des propriétés particulières [75]:
• Ils sont des sous-systèmes de traitement d’information des systèmes dans lesquels
ils sont incorporés.
• Ils procurent des fonctionnalités spécifiques et hautement spécialisées de
traitement d’in fonnation ati système.
• Ils sont réactifs, c’est-à-dire qu’ils interagissent avec leur environnement, souvent
de manière continue et à une vitesse imposée par l’environnement.
• Ils sont généralement composés de parties logicielles et de parties matérielles
spécialisées pour répondre à un certain nombre de contraintes non fonctionnelles;
• Ils ne sont généralement pas visibles ou directement accessibles à l’utilisateur,
même s’ils sont sotivent utilisés pour augmenter la facilité d’utilisation du système
dont ils font partie.
Comme décrit plus haut dans la quatrième caractéristique, de nombreuses contraintes
non fonctionnelles ont de fortes influences sur leur conception. Par exemple, un système
embarqué doit avoir une basse consommation d’énergie pour servir dans des systèmes
portables alimentés pas des batteries ou des accumulateurs. Le temps d’exécution du
système doit être court puisque ces systèmes sont souvent utilisés dans des
environnements temps-réel. La fiabilité, la robustesse et la sécurité sont nécessaires à un
tel système auquel une certaine autonomie est demandée et dont le redémarrage peut être
impossible lorsqu’utilisé comme outil dans certains domaines, comme l’aérospatial ou la
médecine par exemple. Finalement, le coût du système embarqué doit être le plus bas
possible. Toutes ces contraintes rendent la conception des systèmes embarqués complexe
et difficile.
2La Figure 1 montre un système embarqué dans son environnement. Un système
embarqué j nteragit avec s on environnement à I ‘aide d e c apteurs e t s enseurs o u p ar d es
interfaces de communication. Comme il est possible de constater sur la figure, un système
embarqué peut contenir d’autres systèmes embarqués.
La loi de Moore prédit que la capacité de transistors des puces double a chaque 18
mois. Dûe à cette croissance, la complexité des systèmes embarqués est inévitablement de
plus en plus grande. En conjuguant cela avec les contraintes du monde des systèmes
embarqués énoncées plus haut, la conception de tels systèmes devient une affaire
complexe et ardue. Les méthodes de conception actuelles ne permettent pas de combler
l’écart entre les possibilités technologiques et les possibilités que permettent les outils de
conception. Ainsi, pour faciliter la conception, les systèmes embarqtiés sont sotivent
constitués en très grande partie de logiciel s’exécutant sur un ou des microprocesseurs
génériques et de très peu de matériel réalisant des fonctionnalités spécialisées à grande
vitesse. Cette tendance est d’autant plus encouragée par le fait qu’une majorité des
concepteurs de systèmes embarqués sont peu familiers avec les outils de conception de
matériel et aussi parce que le cycle de développement du logiciel est plus court [76]. Les
systèmes embarqués conçus avec cette approche sont souvent composés de
microprocesseurs trop gros et peu performants, ayant potentiellement des coûts de
Figure 1 : Système embarqué et son environnement [75]
3production élevés. De plus, l’utilisation de matériel pour la réalisation de fonctionnalités
spécialisées amène un grand nombre de problèmes. Par exemple, les méthodologies et les
outils de conception du logiciel et du matériel sont très différents, amenant une conception
indépendante des deux p arties pour un même système. Des possibilités d’optimisations
sont alors perdues et l’intégration devient difficile. Aussi, le problème de partitionnement
logiciel/matériel devient trop long à résoudre automatiquement pour des systèmes
complexes. Quoi qu’il en soit, les équipes de conception sont généralement composées de
grand nombre de spécialistes de différents domaines pour répondre à tous les besoins.
Afin de résoudre tous ces problèmes, de nouvelles méthodologies et outils de
conception doivent être développés qui permettent une plus grande productivité à un
moindre coût. L’un des principaux buts est l’augmentation des niveaux d’abstraction de la
conception pour permettre la manipulation d’une plus grande quantité d’information sans
avoir à se soucier des détails. D’une part, de nouveaux modèles de conception à un haut
niveau d’abstraction doivent être recherchés. D’autre part, de nouveaux outils doivent être
développés pour supporter ces abstractions lors de la modélisation, de la vérification et de
l’implémentation des systèmes et offrir des transformations automatiques d’un niveau
d’abstraction donné vers les niveaux plus bas [62]. Des outils doivent aussi donner lieu à
un passage automatique et sans erreur d’une étape de conception vers une autre.
Finalement, les méthodologies et les outils doivent permettre un développement facile des
parties matérielles, tout en proposant une approche unifiée à la conception du matériel et
du logiciel.
1.1 Objectifs
Nos recherches se concentrent sur le développement de nouvelles méthodes et outils
de conception pour les systèmes embarqués. Plus particulièrement, nous voulons explorer
la faisabilité d’un outil permettant une conception unifiée et efficace des systèmes
embarqués à partir d’un haut niveau d’abstraction, de la modélisation à l’implémentation.
Des transformations automatiques d’une étape de la conception vers la suivante doivent
être réalisées par l’outil et la spécification du système doit être faite à un niveau
d’abstraction assez haut pour ne pas avoir à se soucier des détails d’implémentation, en
4plus de permettre à un développeur peu expérimenté en matériel de réaliser la conception
du système.
1.2 Contributions
Nous avons développé le prototype d’un outil, appelé compilateur CIL, qui permet
une conception automatisée, de la modélisation à l’implémentation, à partir de divers
langages de programmation de haut niveau supportés par le cadre d’application .NET. En
utilisant une forme intermédiaire commune aux langages d’entrée, issue d’un standard
ISO et ECMA, l’outil génère automatiquement un exécutable pour la partie logicielle du
système et un modèle de niveau Register Transfer Level (RTL) synthétisable pour la partie
matérielle. Des techniques de compilation classiques sont titilisées pour la génération de la
partie logicielle, alors que l’utilisation d’un nouveau langage de description de matériel de
niveau intermédiaire est utilisée pour le passage de la spécification de haut niveau au
niveau RTL pour la partie matérielle. Le tout est intégré à un système contenant un coeur
de processeur logiciel et est synthétisé sur FPGA. Notre outil est réalisé à l’aide du
langage C# du cadre d’applications .NET. La plateforme ciblée est un FPGA Virtex II Pro
de Xilinx.
L’outil développé n’est pas un outil complet, mais petit être utilisé comme base potir
d’autres recherches dans le domaine. Ainsi, le compilateur ne supporte pas l’ensemble du
langage d’entrée. Le but de notre travail est plus d’investiguer les méthodologies de
conception complètes à un haut niveau d’abstraction que la conception d’un outil complet
et robuste. L’utilisation d’applications simples illustre la faisabilité, l’efficacité et l’intérêt
de la méthodologie et de l’outil développé.
1.3 Plan du document
La deuxième section constate la situation actuelle de la conception des systèmes
embarqués et la problématique reliée à cette situation. Nous présentons plus en détail le
flot de conception classique de systèmes embarqués logiciel/rnatériel. Nous présentons
5aussi l’état de l’art du domaine, en exposant des techniques et des outils existants qui
tentent de résoudrent les problèmes liés à l’approche actuelle de conception.
La troisième section décrit les outils utilisés dans nos recherches pour le
développement de systèmes embarqués. Nous présentons le cadre d’application .NET et
ses particularités, le langage de description de matériel de niveau intermédiaire CASM, le
processeur Microblaze et le Embedded Developrnent Kit de Xilinx, qui sont utilisés pour
la conception et l’implémentation du système final.
La quatrième section présente le flot de conception de systèmes embarqués à l’aide de
notre outil. Les avantages de l’approche utilisée sont aussi décrits.
La cinquième section décrit les détails d’implémentation de l’outil. Le fonctionnement
interne de l’outil est donné, comme les traitements effectués, les algorithmes et les
représentations des données utilisés.
La sixième section donne des exemples d’utilisation de l’outil pour la conception de
systèmes. Une première application est utilisée afin d’illustrer les étapes exécutées par
l’outil pour réaliser le prototype d’un système. Une deuxième application est utilisée afin
d’obtenir des mesures de perfornances.
Finalement, la huitième section résume l’ensemble du travail effectué et propose des
améliorations possibles pour le futur ainsi que certaines solutions alternatives à des
problèmes de la réalisation de l’outil.
2 Conception des systèmes embarqués : situation et
problématique
Les méthodes de conceptions actuelles des systèmes embarqués découlent d’une
évolution des méthodologies de conception de deux mondes qui étaient relativement
distincts jusqu’à tout récemment le monde du logiciel et le monde du matériel. Dans ces
deux mondes, les techniques utilisées actuellement résultent d’élévations des niveaux
d’abstraction des informations à manipuler. Cela a permis de concevoir des systèmes de
plus en plus complexes et performants.
Dans cette section, nous retraçons brièvement l’historique de la conception logicielle
et de la conception matérielle pour voir d’où provient la situation actuelle de la conception
des systèmes embarqués. Par la suite, nous présentons en détail le flot de conception
classique des systèmes embarqués utilisé aujourd’hui, en mentionnant les problèmes
importants de cette approche. Finalement, nous faisons un survol des nouveaux outils et
techniques qui tentent d’apporter des améliorations au flot de conception classique.
2.1 Le logiciel
La conception du logiciel est l’activité qui consiste à créer du code exécutable qui
réalise les fonctionnalités désirées. Nous présentons ici un bref aperçu de l’évolution des
techniques et outils utilisés dans le but de produire de façon rapide et efficace ce code (tiré
de [4,5]).
2.1.1 Langages de bas niveau
Traditionnellement, le logiciel est une suite d’instructions encodées qui sont
déchiffrées et exécutées par une unité centrale de traitement.
Lorsque les premiers processeurs génériques sont apparus dans les années 40, les
programmes étaient codés bit par bit en langage machine. Même si cette façon de faire
permettait un contrôle total sur la machine, le codage utilisé était inintelligible pour
l’humain. Les programmes prenaient alors une éternité à écrire, étaient remplis d’erreurs
difficiles à corriger et devraient être complètement réécris si l’architecture sur laqtielle on
7l’exécutait devait changer. Vers 1955, les premiers langages d’assemblage sont apparus.
Ceux-ci sont une représentation textuelle symboliques du langage machine utilisé. Même
si la lisibilité des programmes était grandement améliorée et que la productivité se voyait
augmentée, beaucoup de choses devaient être écrites pour faire peu de choses et le
programmeur devait toujours être conscient des caractéristiques physiques de la machine
hôte. Le langage machine et le langage d’assemblage sont des tangages de bcts niveau,
signifiant qu’il faut s’occuper autant des détails de la machine que du calcul à effectuer.
2.1.2 Langages de haut niveau
À la fin des années 50 sont apparus les premiers tangages cÏe haut nivecuc. À la base de
ceux-ci se trouvent les compilateurs. Le premier compilateur fut développé par une équipe
de IBM dirigée par John Backus. Cet outil permettait une transformation automatique
d’un programme FORTRAN en un programme équivalent en langage machine. Par la
suite, durant les années 60 et au début des années 70, de nombreuses techniques furent
développées et de nombreux autres compilateurs furent créés pour un grand nombre de
langages, comme Algol, Pascal, Simula ou Lisp.
De cette époque à aujourd’hui, de nombreux langages et leurs compilateurs sont
apparus. Des exemples dignes de mention sont les langages C, utilisé pour l’écriture dct
système d’exploitation UNIX dans les laboratoires Dell, C++, une évolution du C en y
incorporant des concepts de la programmation orienté-objet, et Java, une version épurée,
sécuritaire et portable de C++. Le langage Java représente aussi une classe différente de
langage puisqu’un programme écrit en Java est compilé en un langage intermédiaire de
bas niveau, 1 e bytecocle de lava. C e 1 angage d e bas n iveau est e nsutite e xécuté sur u ne
machine virtuelle commune à toutes les architectures d’ordinateurs. Ainsi, un programme
écrit en lava peut être exécuté sur n’importe quelle architecttire sans avoir à être
recompilé; seule la machine virtuelle doit être portée sur toutes les architectures ciblées.
La caractéristique principale des langages de programmation de haut niveau est le
niveau d’abstraction élevé qu’ils permettent. Ils permettent de décrire des concepts et des
algorithmes sans avoir à se soucier des détails d’implémentation, qui sont cachés par le
langage et traités par le compilateuir du langage. Il est toutefois important de noter qu’un
langage de haut niveau d’aujourd’hui pourrait être de bas niveau par rapport à un langage
8de demain. Aussi, certains langages peuvent être de haut niveau pour certains aspects,
alors qu’ils sont de plus bas niveau pour d’autre. Le degré d’abstraction reste une mesure
relative.
2.2 Le matériel
La conception de matériel, ou plus précisément de circuits numériques, est une activité
qui a suivi un cours semblable à celui de la conception de logiciel, dans le sens que les
recherches effectuées dans ce domaine ont donné place à l’élévation du niveau
d’abstraction des méthodologies et des outils poctr permettre la conception de systèmes de
pius en plus complexes. Nous présentons l’évolution des méthodes et des outils.
2.2.1 Niveau physique
Au départ, lorsque les dispositifs électroniques étaient composés de tubes, tout était
conçu et fabriqué à la main. Il était donc extrêmement laborietix de construire des
systèmes complexes, d’autant plus que la technologie ne le permettait pas, vu la taille des
dispositifs à t ubes. P ar exemple, I e p remier o rdinateur é lectronique r eprogrammable, 1 e
ENIAC, conçu en 1946, occupait une surface de 167 m2 et pesait près de 30 tonnes [6]!
2.2.2 Niveau des portes logiques
Les circuits intégrés (CI) sont venus remplacés les tubes dans les années 50. Les
premiers circuits intégrés, appelés SSI pour Small-Scale Integration, ne contenaient
qu’une dizaine de transistors sur une même puce. À cette époque, les circuits étaient
encore conçus à la main et les transistors, résistances et condensateurs étaient agencés au
besoin. Au cours des années 60, les MSI (Medium-Scale Integration) apparurent et
permettaient d’avoir une centaine de transistors, donc un système plus complexe, pour un
prix légèrement supérieur aux 551. À cette époque, les systèmes numériques étaient alors
conçus au niveau des portes logiques, alors que chaque porte était composée des éléments
de base formant un circuit (i.e. transistors, résistances, etc.). Il était plus facile pour les
concepteurs de concevoir des circuits puisque le niveau d’abstraction commençait déjà à
être plus élevé et seule une connaissance de la logique booléenne était nécessaire.
92.2.3 Niveau Register Transfer Level (RTL)
Avec l’apparition des LSI (Large-Scale Integration), au milieu des années 70, et des
VLSI (Very Large-Scale Integration) au début des années $0, un circuit pouvait alors
contenir de quelques milliers à plusieurs centaines de milliers de transistors. Cependant, ce
très grand nombre de transistors rendait la conception manuelle des circuits presque
impossible. C’est à ce moment qtie les concepteurs de circuits ont commencé à utiliser le
niveau RTL, où un circuit est décrit par des composants réalisant des fonctionnalités et les
interconnexions entre ces composants. Par exemple, un circuit serait composé de registres,
d’unités arithmétiques et logiques et de multiplexeurs connectés entre elles.
Des outils rendant possible la conception à ce niveau furent développés. À cette
époque, pour tenter de s’adresser au problème de la conception de matériel, le
Département de la Défense des États-Unis décide de développer un langage de
documentation des circuits le VHDL. L’idée de «simuler» cette documentation est vite
apparue, permettant alors de vérifier les propriétés du circuit. À la même époqtie, le
langage Verilog était développé chez Automated hitegrated Design Systems, en ayant
comme but la simulation des circuits. D’autres outils permirent ensuite
d’automatiquement prendre une description au niveau RTL d’un circuit écrit dans un
langage de description de matériel (HDL ou Hardware Description Language) comme
VHDL ou Verilog et de la transfomer en une description au niveau des portes logiques.
La productivité se voyait augmentée grâce à ces techniques automatisées.
2.2.4 Haut niveau
Suivant toujours inexorablement la loi de Moore, la densité des circuits continuait à
augmenter à un rythme effarant, permettant des systèmes de plus en plus complexes. Les
outils se devaient de suivre ce rythme. De nouveaux langages de description de matériel
ont été développés, offrant encore un plus grand niveau d’abstraction. Citons par exemple
SystemC [7] et SystemVenlog [I], qui sont utilisés aujourd’hui pour des descriptions au
niveau système. D’autres recherches ont tenté de développer de nouveaux langages pour la
description de matériel avec une syntaxe très proche de langages de programmation déjà
populaires, notamment le C. Handel-C [9], HardwareC [69], SpecC [il] et Transmogrifier
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C [56] sont de tels langages. Le langage VHDL a aussi évolué pour permettre la synthèse
d’une description comportementale des circuits [13].
2.2.5 Les Field-Programmable Gate Array (FPGA)
Un FPGA contient un ensemble de composants logiques et d’interconnexions
programmables. En configurant ces ressources, il est possible de reproduire les
fonctionnalités de base des portes logiques élémentaires. En combinant un grand nombre
de portes, il est possible d’implémenter des fonctionnalités complexes, comme des
décodeurs ou des fonctions mathématiques. Les HDL sont utilisés pour décrire les
fonctionnalités d’un système numérique, qui est transformé et utilisé pour configurer le
FGPA en très peu de temps.
Depuis leur apparition au milieu des années 80, les FPGA ont révolutionné le monde
de la conception de systèmes. Alors qu’auparavant, un système devant être implémenté
sur un ASIC pouvait coûter une somme astronomique à réaliser et que le prototypage était
ainsi presque impossible, les FPGA permettent de réaliser des circuits rapidement et de
tester leur implémentation physique. Une fois que le design est validé, une implémentation
est généralement réalisée à l’aide d’une technologie fixe et plus rapide. Les FPGA peuvent
aussi être utilisés pour réaliser des circuits dont les fonctionnalités peuvent être modifiées
dynamiquement, en reconfigurant les composants logiques au cours de l’exécution. Des
systèmes très flexibles peuvent ainsi être réalisés.
2.3 Conception de systèmes embarqués
Le développement des systèmes embarqués, qui sont composés d’une partie logicielle
et d’une partie matérielle, est en quelque sorte la rencontre des mondes de la conception
logicielle et matérielle. Nous décrivons le flot classique de développement et nous
énonçons les désavantages de cette approche.
2.3.1 Flot de développement
La conception de systèmes logiciel/matériel se décompose en pltisieurs étapes
successives la inodétiscition (ou spécification), la vértficcttion et l’implémentation. La
modélisation d’un système embarqué consiste à conceptualiser et raffiner les
11
spécifications afin d’obtenir des modèles pour le logiciel et le matériel. La vérification est
l’étape qui doit donner au concepteur l’assurance que le système fonctionne tel que prévu.
L’implémentation est la réalisation physique du matériel (par la synthèse) et du logiciel
(par la compilation) [4$].
La Figure 2 illustre en détail le flot classique de développement.
La conception commence avec une description à un haut niveau d’abstraction pour
s’affranchir de nombreux détails de réalisation. À ce niveau d’abstraction, on s’intéresse à
la fonctionnalité, indépendamment de l’implémentation finale, ce qui correspond à la
conception système. On recherche des algorithmes et des représentations de données les
plus adéquates. Généralement, 1 a spécification de h aut niveau est réalisée à 1 ‘aide d ‘un
langage de haut niveau comme C ou C++, qui permettent aussi une validation des
fonctionnalités rapide grâce à leur vitesse d’exécution.
Spécification système
Architecture du Spécification des interfaces
système (protocoles comportements
matérielle
Modèle RTL
du matériel
Figure 2: Flot classique idéal de conception logiciel / matériel
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L’étape suivante consiste à trouver une architecture efficace. C’est l’exploration
d’architectures qui détermine la réalisation logicielle ou matérielle de tous les composants.
Grossièrement, les composants qui nécessitent des performances élevées sont réalisés en
matériel, alors que ceux nécessitant de la flexibilité sont réalisés en logiciel. On choisit
aussi dans cette étape les composants physiques (processeur, DSP, etc.) qui exécutent les
parties logicielles, ainsi que l’architecture mémoire, la gestion des entrées / sorties, etc. À
la fin de cette étape, on obtient les spécifications de tous les composants matériels et
logiciels.
Les étapes suivantes sont la conception du matériel, du logiciel et des interfaces
composées elles aussi de parties matérielles et logicielles. Idéalement, il faudrait réutiliser
des composants existants pour gagner du temps, par rapport à une conception complète de
tout le système. Pour les composants matériels qui n’existent pas déjà, la conception peut
suivre le flot traditionnel de conception avec les différentes étapes de synthèse
(comportementale, logique et finalement physique) [70]. Le logiciel est implémenté en
couches pour séparer les différentes fonctionnalités. Au plus bas niveau, des pilotes ou des
interfaces logicielles (Hctrclwctre A bstractioii Lctyer) permettent d’accéder aux ressources
matérielles. Au dessus, le système d’exploitation gère l’exécution des différentes tâches de
l’application, ainsi que les entrées / sorties. Enfin, le code de l’application s’exécute à
travers ce système d’exploitation. Une phase traditionnelle de compilation, d’édition de
liens et de chargement permet d’obtenir le code exécutable sur les processeurs cibles.
Puis, c’est la phase d’intégration logiciel / matériel. Il s’agit, d’une part, de vérifier que
le logiciel s’exécute correctement sur les composants programmables, mais aussi, d’autre
part, que les échanges d’information entre les composants sont corrects. Pour ces échanges
d’informations, des composants d ‘interface (adaptateurs de communication) sont p lacés
entre les composants et le réseau de communication ayant pour effet d’adapter les
différents protocoles et le type de données. Entre un processeur et un réseau de
communication, ces adaptateurs de communication peuvent être complexes avec une
partie logicielle (pilotes du processeur) et une partie matérielle (composants d’interface).
Finalement, la phase de synthèse pemet d’implémenter physiqtiement l’architecture et
le logiciel sur la plateforme cible, soit un FPGA ou un ASIC (Apptication Specfic
Integrcttecl Circuit).
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2.3.2 Inconvénients de l’approche classique
Cette approche classique amène tin grand nombre de problèmes, que nous expliquons
ici
Des flots de conception séparés pour le logiciel et le matériel demandent des
spécialistes des deux domaines. Généralement, la formation d’un programmeur
logiciel ne lui permet pas d’accomplir adéquatement les tâches d’un concepteur de
matériel, et inversement. De plus, la séparation des flots peut provoquer une
intégration difficile des deux parties si certaines spécifications d’un côté ou de
l’autre ont changé en cours de développement. Finalement, la communication entre
les deux groupes peut s’avérer difficile et provoquer des erreurs lors de la
conception.
• La phase de partitionnement est généralement réalisée avant la conception du
logiciel et du matériel et leur intégration. Une fois le partitionnement fait,
l’architecture reste généralement figée. Cela peut amener un partitionnement sous-
optimal qui peut demander beaucoup de ressources à corriger (nouvelle itération
des flots de conception du logiciel et matériel, nouvelle phase d’intégration, etc.)
• La conception de matériel est généralement une étape plus longue que la
conception du logiciel pour la même fonctionnalité à implémenter. Les outils de
développement de matériel sont généralement d’un plus bas niveau d’abstraction
que pour le logiciel. Pour cette raison, dans certains systèmes embarqués, la
majorité des fonctionnalités sont réalisées en logiciel, afin de réduire le temps,
donc le coût, du développement.
• Une fois que la spécification fonctionnelle de haut niveau est produite, elle doit
être raffinée par les flots de conception du logiciel et du matériel. Cela ajoute des
étapes supplémentaires qu’il serait utile d’éviter, en produisant un raffinement
automatique à partir du modèle de haut niveau. Le temps de conception se verrait
grandement réduit.
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2.4 État de l’art
De nombreux travaux ont été effectués dans le domaine des systèmes embarqués afin
de faciliter leur conception.
Différents projets industriels proposent des outils de conception de systèmes
embarqués pour différentes étapes. Des outils de Synopsys [16] sont disponibles
principalement pour la vérification et l’analyse des modèles, mais aussi pour
l’implémentation de ces modèles sur le matériel. D’autre part, Mentor Graphies [17],
Xilinx [18] et Altera [19] proposent des outils pour faciliter les flots de conception du
logiciel et dtt matériel, mais aucun outil ne permet un flot de développement unifié. Les
outils de ces compagnies ne s’appliquent généralement qu’à une étape ou une dimension
du flot de conception, comme la modélisation ou la vérification, ou le flot logiciel ou
matériel. Une méthodologie alternative est utilisée par l’outil commercial XPRES
Compiler de Tensilica [20]. À partir d’une application C/C++, un processeur Xtensa est
automatiquement personnalisé afin de pouvoir exécuter l’application plus rapidement. Des
fonctionnalités réalisées en matériel sont ajoutées au processeur pour accélérer
l’application.
D’importants projets universitaires tentent aussi de proposer des solutions au
problème, mais, encore une fois, ne réalisent pas un flot automatisé de la modélisation à
l’implémentation. Le projet Ptolemy [21] de l’Université de Californie à Berkeley
s’intéresse principalement à la modélisation et à la simulation des systèmes embarqués,
donc à la partie supérieure dti flot de développement classique. Des outils permettent une
modélisation de systèmes basés sur différents modèles de calculs, comme les machines à
états finis, les événements discrets, le temps continu, etc. Le projet BRASS [22], aussi de
l’Université de Califomie à Berkeley, effecttie des recherches principalement dans la
partie inférieure du flot de développement, puisque l’un des buts principal du projet est
l’amélioration des architectures reconfigurables et de la synthèse pour celles-ci.
D’autres travaux, tentent comme nous de réaliser un flot complet de spécification à
partir de langages de haut niveau, suivi d’une génération automatique ou semi
automatique du logiciel et du matériel.
Un effort visant à spécifier un système dans un seul et même langage est présenté dans
[63]. Dans cet article, les auteurs explorent la possibilité d’utiliser le langage Java comme
langage de haut-niveau pour la spécification fonctionnelle du système. Ils expliquent que
les langages utilisés traditionnellement pour la cette étape de la conception, notamment C
et C++, ne disposent généralement pas de moyens pour identifier la concurrence et
permettent des références indirectes à la mémoire, rendant l’analyse de ces programmes
difficile. Ils démontrent aussi que les langages comme VHDL ou Verilog ne sont pas des
alternatives valides, puisqu’ils ne disposent pas de constructions d’assez haut niveau pour
exprimer les concepts logiciels. Le langage Java, quant à lui, est indépendant de
l’architecture, permet d’exprimer explicitement la concurrence et est relativement rapide.
Ils démontrent ensuite comment l’analyse d’une spécification écrite en Java est effectuée,
à l’aide de techniques de compilation classiques, afin de faciliter l’étape de
partitionnement logiciel / matériel. Toutefois, cette recherche n’est qu’un point de départ
puisque la synthèse vers le matériel n’est pas réalisée à partir de la spécification de haut
niveau. Aucune antre publication n’indique l’état du projet.
Dans [42], une approche semblable est utilisée, alors que Java est le langage de
spécification de haut-niveau. Ils expliquent que les langages de programmation de haut-
niveau comme Java sont des langages plus expressifs et de niveau d’abstraction plus haut,
amenant un cycle de développement rapide. L’outil développé, dénommé Galadriel,
perniet la spécification, le partitionnement logiciel / matériel automatique et la synthèse en
VHDL de niveau RTL des composants matériels. L’architecture visée est un processeur
générique qui exécute le logiciel, connecté à une plateforme reconfigurable pour
l’implémentation du matériel. Seules les parties de contrôle des fonctionnalités en matériel
doivent être synthétisées, puisque les blocs réalisant les opérations du chemin de données
sont déjà pré-synthétisés et n’ont qu’à être implémentés sur le matériel. Selon les auteurs,
cette recherche est différente des autres du fait que l’outil n’utilise pas des techniques de
partage des ressources, mais plutôt une duplication des unités fonctionnelles, qui, selon
eux, est plus efficace pour les technologies reconfigurables.
Les auteurs de [60] proposent une autre approche basée sur le langage Java. Dans leur
cas, le chemin de données et la partie de contrôle doivent être générés en code VHDL de
niveau RTL. Leur outil vise une architecture composée d’un processeur JOP (Java
Optimized Processor), qui exécute le bvtecocÏe Java directement, et de logique
reconfigurable pour permettre l’implémentation d’accélérateurs matériels.
16
Dans [58], les auteurs proposent un outil qui permet la synthèse d’un système logiciel /
matériel, décrit en C, pour la puce NAPA 1000, composée d’un processeur RISC et de
logique reconfigurable. À l’aide de directives pragnias dans la spécification du système, le
concepteur peut décider d’affecter les calculs au processeur générique, pour être exécuté
en logiciel, ou à la logique reconfigurable, pour être exécuté en matériel. La synthèse des
deux parties est ensuite réalisée automatiquement.
Les auteurs de [91] proposent une approche un peu différente de la précédente, même
si le système est encore spécifié en C. Dans ce cas-ci, un FPGA est utilisé comme une
unité fonctionnelle reconfigurable plutôt que comme un co-processeur. Ces deux cas sont
différents. Dans le premier, de courtes opérations peu complexes sont réalisées en matériel
et la communication des données entre le processeur et le matériel spécialisé est très
rapide. Un exemple est l’implémentation en matériel d’une fonction d’addition de deux
registres. Dans le deuxième cas, les calculs réalisés en matériel sont plus généralement
plus complexes, donc p lus 1 ongs, e t 1 a c ommunication des données e ntre 1 e processeur
principal et le coprocesseur est généralement de plusieurs cycles. Par exemple, il est
possible d’accéder à la mémoire et de modifier le flot de contrôle. Dans ce contexte, une
boucle p ourrait être i mplémentée e n m atériel. A vec c et o util, I es o pérations p renant u n
grand nombre de données en entrée et une seule donnée de sortie sont celles qui seront
réalisées en matériel. Ce type d’opération est identifié automatiquement. Un gain de
performance important est obtenu si les opérations identifiées sont exécutées souvent.
Afin de permettre un grand nombre d’opérations, le FPGA peut être reconfiguré durant
l’exécution pour exécuter d’ autres opérations en matériel.
Dans [41], les auteurs proposent un compilateur C qui cible l’architecture GARP [62],
constituée d’un processeur MIPS et de logiqtie reconfigurable fortement couplés, issu du
projet BRASS. Le compilateur permet de détecter les boucles et de les implémenter sur la
logique reconfigurable, alors que le reste des traitements est effectué sur le processeur
MIPS. Un peu comme dans le projet précédent, l’otitil permet différentes configurations
de la logique reconfigurable qui sont chargées dynamiquement selon les calculs à
effectuer.
L’environnement de compilation Nimble [71] est un outil, basé sur une version
préliminaire du compilateur GARP, qui permet un reciblage de la génération de code pour
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différentes architectures composées d’un processeur couplé à de la logique reconfigurable.
Un langage de description d’architecture est utilisé pour spécifier la plateforme ciblée. Du
code C est examiné par l’outil pour déterminer, à l’aide d’algorithmes de partitionnement
spatiaux et temporels, quelles boucles devront être implémentées en matériel sur la
logique reconfigurable de l’architecture et à quel moment. Des outils de synthèse
permettent ensuite la génération de suites de bits pour la configuration de la logique
reconfigurable et de la mémoire du processeur.
Une autre approche dynamique est expliquée dans [72]. Une architecture composée
d’un processeur Microblaze, de logique reconfigurable et de profileurs permet d’obtenir
des informations sur l’exécution du programme en cours. À partir d’une version
uniquement logicielle d’une application, les profileurs permettent au système de prendre
des décisions par rapport à l’architecture. Par exemple, une partie du programme exécutée
souvent en logiciel peut automatiquement migrer vers la logique reconfigurable pour en
accélérer l’exécution et réduire la consommation d’énergie. Des accélérations importantes
sont obtenues à l’aide de cette technique. De plus, le partitionnement logiciel/matériel est
fait de façon complètement transparente par rapport à l’usager.
Finalement, dans [76], les auteurs mettent de l’avant une méthodoLogie de conception
un peu différente, mais toujours en partant de langages de programmation de haut niveau.
L’ architecture m atérielle y isée e st e ncore u n ru icroprocesseur générique e onnecté à d es
unités de logique reconfigurable (les RED). Une spécification d’un système comporte trois
parties : les critères de conception, qui sont les algorithmes à utiliser potir l’exploration de
l’espace de conception; la description de l’architecture, en spécifiant le nombre et le type
d’unités fonctionnelles; la spécification comportementale qui décrit le comportement du
système en utilisant un langage de programmation de haut niveau supporté par le
compilateur GCC. Une première version du système est exécutée et profilée. À partir des
résultats obtenus et à l’aide d’outils de visualisation, l’utilisateur peut choisir de déplacer
certaines parties du système sur les blocs reconfigurables afin d’accélérer leur exécution.
Les changements aux systèmes sont ensuite faits automatiquement selon les choix.
2.5 Analyse
Les travaux présentés dans la section précédente tentent tous de faciliter la conception
des systèmes embarqués. Les deux caractéristiques principales qui s’en dégagent sont
l’automatisation d’une partie du flot de conception et l’utilisation de langages de haut
niveau potir la spécification des systèmes. Notre méthodologie et notre outil possède ces
deux caractéristiques le compilateur développé automatise une grande partie du flot de
développement et un langage de haut niveau est utilisé afin de fournir une spécification
comportementale d’un système donné.
Ce qui différencie le travail accomplit par rapport aux recherches existantes sont
principalement le langage de haut niveau utilisé pour la spécification des systèmes et les
outils de développement utilisés. D’une part, la spécification d’un système est réalisée à
l’aide d ‘un des n ombreux langages d e h aut niveau supportés p ar I e e adre d ‘application
.NET. Ceux-ci sont compilés en un langage de niveau intermédiaire commun qui est le
langage source du compilateur. Ainsi, la réalisation d’un système est accomplit à partir
d’un grand nombre de langages différents. D’autre part, les outils utilisés pour le
développement de l’otitil facilitent l’implémentation de celui-ci et de certains traitements
et analyses qu’il effectue. Ces outils de développement sont décrits dans la section
Suivante.
3 Outils de développement utilisés
Dans c e chapitre s ont présentés 1 es c oncepts et notions qui s ont importants dans I a
compréhension de l’outil et de la méthodologie développés. En premier lieu, nous
expliquons le cadre d’applications .NET, utilisée pour le développement de logiciels, et le
langage CIL, qui est le langage source de notre outil. Ensuite, nous présentons le langage
CASM, qui est un nouveau langage de description de matériel (HDL ou Hardware
Description Language) de niveau intermédiaire, donc d’un niveau plus haut que bien des
HDLs classiques comme VHDL ou Vefflog, et qui permet une forme intermédiaire entre
un langage de haut niveau, comme C# ou Java, et les HDLs précédemment mentionnés.
C’est ce langage qui sert à la conception du matériel dans notre outil. Finalement, nous
décrivons le Microblaze, c’est-à-dire le processeur reconfigurable utilisé comme
d’exécution des applications compilées par l’outil, et les outils de développement des
systèmes utilisant ce processeur.
3.1 Le cadre d’applications .NET
Le cadre d’applications .NET de Microsoft est un environnement de développement
axé sur l’interaction de composants logiciels distribués. Afin de faciliter le développement
rapide de ces composants, .NET permet aux programmeurs l’utilisation d’un grand
nombre de langages sources provenant de différents modèles de programmation, allant de
la programmation orienté-objet à la programmation fonctionnelle. Des mécanismes sont
mis en oeuvre afin de faciliter la communication des composants écrits dans ces différents
langages. Des exemples des langages supportés sont C#, C++ géré, Java, Visual Basic
.Net, Ada, Cobol, Eiffel, Perl, Scheme, et plusieurs autres. De plus, une riche bibliothèque
de classes est disponible et permet d’augmenter la productivité du programmeur en
fournissant de nombreux services tels que des structures de données, des mécanismes de
communications ou l’introspection de programmes. .NET repose sur une spécification, le
Cominon Language Infrastructure, qui définit les mécanismes permettant la mise en
oeuvre des fonctionnalités de l’environnement, et une implémentation de cette
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spécification, comme le Common Lctngucige Runtime. Les explications données dans cette
section sont tirées de [29].
3.1.1 Spécification du Common Language Infrastructure (CLI)
L’environnement .NET est à la base défini par une spécification, le CLI, qui fut
standardisé en décembre 2001 par 1’ECMA et en avril 2003 par l’ISO [29]. Le CLI est
principalement une spécification du code exécutable et de l’environnement d ‘exécution
(machine virtuelle) qui exécute ce code. En spécifiant ces règles, le CLI permet de
favoriser la communication entre applications ainsi que la réutilisation de composants
logiciels écrits dans différents langages de programmation, sans qu’un programmeur ait à
se soucier des caractéristiques spécifiques de chaque langage.
Le CLI est composé principalement du Virtitctt Execution System, le système qui gère
l’exécution des programmes écrits pour le CLI; du Common Type Svstein, un ensemble de
types de données supportés par le CLI, permettant l’implémentation de la plupart des
types de données de la majorité des langages de programmation; des inétaclonnées, une
description des types de données dci Common Type System et des types de données
définis par les utilisateurs, disponibles lors de l’exécution d’ctn progranuiie; des cittributs,
un mécanisme permettant d’enrichir les métadonnées et de fournir un plus grand nombre
d’informations sur les types, dans des contextes particuliers; du Coinnion Intermedilcite
Lctngitage, un langage proche de l’assembleur qui est exécuté par le Virtual Execution
System et vers lequel toutes les application écrites en n’importe quel langage sont
compilées.
Ces concepts ainsi que d’autres dignes de mention sont présentés dans les sections
suivantes.
Virtual Execution System (VES)
Le VES est responsable de la gestion et de l’exécution d’applications écrites pour le
CLI. Il procure les services nécessaires à la vérification et à l’exécution du code, à la
gestion des données, à l’utilisation des métadonnées pour connecter des composants
générés séparément durant l’exécution, etc. Il contient des caractéristiques de multiples
langages de programmation servant à supporter principalement un paradigme orienté-
objet, mais aussi d’autres paradigmes comme la programmation fonctionnelle. Dans le
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rôle qu’il joue à l’intérieur du CLI, le VES est comparable à la machine virtuelle de Java
(JVM) [26] dans la spécification de Java.
Le VES est basé sur un modèle de machine à pile. Ce modèle de machine est plus
général que celui des machines à registres (comme la majorité des processeurs généraux
contemporains), ptiisqtle celui-ci n’est pas lié à une architecture particulière (toute
machine possédant une mémoire peut implémenter un modèle de machine à pile). Il
permet normalement d’exprimer les programmes de façon élégante et compacte et permet
une plus grande portabilité. Dans ce modèle, les données résident en mémoire et peuvent
être transférées sur la pile; les opérandes transférés sur la pile sont consommés lors des
opérations; ces opérations produisent potentiellement de nouvelles opérandes qui sont
ajoutés au dessus de la pile. Les instructions du Common Intemiediate Language sont
exécutées sur cette machine à pile virtuelle.
Le VES contrôle de multiples fils d’exécution concurrents lors de l’exécution d’tm
programme. Chaque fil d’exécution est considéré comme un enchaînement d’états de
méthode. L’ensemble des fils d’exécution est appelé l’étctt gÏobctÏ de la machine.
Un état de méthode décrit l’environnement dans lequel une méthode s’exécute. On
pourrait comparer ce concept aux blocs d’activation en terminologie de compilation
conventionnelle. Un état de méthode est composé
• D’un pointeur d’instructions. Ce pointeur indique l’instruction suivante à être
exécuté.
• De la pile d’exécution. La pile est toujours vide lors de l’entrée dans une méthode.
Son contenu est toujours local à la méthode courante et son contenu est préservé
lors d’appels à d’autres méthodes. Les éléments contenus sur la pile d’exécution
sont d’une longueur de 32 ou 64 bits, ce qui impose une restriction sur les types de
données qu’il est possible d’empiler. Par exemple, un objet ne peut être stocké sur
la pile, mais la référence à cet objet peut l’être.
• D’un ensemble de variables locales. Les variables locales sont de n’importe quel
type de données, mais une variable locale donnée est d’un type déterminé.
• D’un ensemble d’arguments. Tout comme les variables locales, les arguments
peuvent être de n’importe quel type, mais un argument donné a toujours un type
déterminé.
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. D’un descripteur de retour. Il forme le lien dynamique, c’est-à-dire une référence à
la méthode appelante de la méthode courante.
Common Type System (CTS)
Le CTS est un ensemble de types de données qui supporte les types et les opérations
de la majorité des langages de programmation et permet ainsi l’implémentation de la
Tel qu’illustré sur la Figure 3, les types du CTS sont divisés en 2 sous-types les types
valeur et les types reférence. Les types valeur sont définis par l’espace de stockage qu’ils
occupent et par la signification de la séquence de bits qui les représente. Ces types sont
utilisés pour représenter des types simples comme les nombre entiers ou les nombre en
virgule flottante. Les types référence sont une séquence de bits qui décrivent un
emplacement. Il existe 4 types principaux de types référence: les objets, les interfaces, les
plupart des langages.
Figure 3 : Le Common Type System
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pointeurs et les types prédéfinis. De nouveaux types référence peuvent être introduits dans
le CTS par un utilisateur, lorsque des classes, des interfaces, etc. sont définis.
Les types valeur peuvent être transformés en types référence en subissant une
opération dite d’emboîtement. Une fois emboîté, un type valeur est traité en tout sens
comme un type référence et est représenté comme un type référence contenant une copie
de la valeur du type original. Pour les types références correspondant aux types valeurs,
une opération de déboîtement est possible, le re-transformant en type valeur. Cette
opération est inexistante pour les types références ne correspondant pas aux types valeurs.
Métadonnées
Afin de décrire et de référencer les types du CTS, ainsi que d’introduire de nouveaux
types dans le CTS, les métadonnées sont utilisées. Celle-ci donnent des informations sur
les donnée (ou des données sur tes données) et permettent au VES de comprendre
comment utiliser les types décrits et ce qu’ils représentent. Les métadonnées sont stockées
de manière à être indépendantes des langages de programmation. Elles sont alors utilisées
comme un moyen d’échange des données entre des outils manipulant des programmes
(compilateur, dévermineur, etc.) ainsi qt’entre ces outils et l’environnement d’exécution
du programme. Elles permettent aussi aux programmeurs d’ajouter des attributs dans leur
codes, qui seront caractérisés par des métadonnées dans le contexte courant (classe,
méthode, etc.). Les métadonnées sont accessibles lors de l’exécution d’un programme, ce
qui a pour effet que celui-ci peut récolter de l’information sur sa structure et sur les types
utilisés. Ce mécanisme est l’introspection. De plus, les métadonnées sont à la base de
1’ interopérabilité des langages dans l’environnement d’exécution. Des types complexes
définis dans un langage quelconque sont utilisables par un autre composant écrit dans un
autre langage, puisque les types se décrivent eux-mêmes; les langages utilisant ces types
ont alors toute l’information nécessaire pour savoir comment se servir de ceux-ci.
Attributs
Dans le code s ource de haut niveau, il est p ossible pour I e p rogrammeur d ‘annoter
certaines structures à l’aide des attributs. Ces attributs ont pour utilité de définir des
métadonnées sur la structure à laquelle ils sont attachés. Des attributs prédéfinis existent,
mais le programmeur a la possibilité de définir ses propres attributs qui sont ensuite être
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interprétés comme bon lui semble; les attributs peuvent aussi être totalement ignorés. Les
structures qui peuvent être annotées comprennent les classes, les méthodes, les champs et
la valetir de retour d’une méthode.
Common Intermediate Language (CIL)
Le CIL est le langage employé par la machine virtuelle du CLI. Il est comparable au
bytecode de Java [26]. C’est un langage orienté-objet de bas niveau, indépendant de la
plateforme sur lequel il s’exécute et indépendant des langages de programmation. La
machine virtuelle est à base de pile, c’est-à-dire qu’elle ne possède qu’une mémoire pour y
stocker les données et une pile où y effectuer des opérations. Les instructions du CIL sont
donc définies par la transition de l’état de la pile, le traitement effectué sur les opérandes
et les erreurs qui petivent survenir lors de l’exécution de l’instruction (i.e. les exceptions
pouvant être lancées).
L’ensemble des types de données sur lequel opère le CIL, dits les types CIL de base
(énumérés dans le Tableau I), est tin sous-ensemble restreint du CTS.
Type Sous-type Description
bool Valeur Entier de 8 bits; valeur de O égal faux; toute autre
valeur égal vrai.
int8 Valeur Entier de 8 bits; version signée ou non signée.
intl6 Valeur Entier de 16 bits; version signée ou non signée.
int32 Valeur Entier de 32 bits; version signée ou non signée.
int64 Valeur Entier de 64 bits; version signée ou non signée.
native int Valeur Entier de taille propre à l’implémentation.
float32 Valeur Flottant simple précision.
float64 Valeur Flottant double précision.
o Référence Référence à un objet, sans distinction sur le type
étant référencé; aucune opération arithmétique
permise.
native unsigned Référence Pointeur non géré; pointeur C/C++ traditionnel;
int code non vérifiable.
& Référence Pointetir géré; référence à une variable locale, un
argument, un champ, etc.; pas équivalent à une
référence; code vérifiable.
Tableau I : Types de données du CIL
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Jumelé aux métadonnées et au CIS, le CIL rend le CLI capable d’accepter un grand
nombre de langages de h aut niveau. En e ffet, un langage de haut niveau respectant les
normes établies par le CLI est compilé en CIL; les types prédéfinis sont supportés par le
CTS; les métadonnées ont la capacité de décrire les nouveaux types définis, la façon de les
utiliser et de les compiler en code natif et ce, indépendamment du langage source.
Gestion automatique de la mémoire
Dans le CLI, la gestion de la mémoire n’est pas la responsabilité du programmeur. La
récupération automatique de la mémoire est réalisée par un ramasse-miettes, géré par le
VES. La récupération de la mémoire est déclenchée lorsqu’il n’y a plus de mémoire
disponible pour l’allocation dynamique d’un objet.
Assemblage et exécutables portables
Un assemblage est l’unité logique de base de déploiement de code dans le CLI. Vu de
l’extérieur, un assemblage est une collection de services et de types réutilisables par
d’autres assemblages. Vu de l’intérieur, un assemblage est composé
• D’un manifeste qui décrit l’assemblage lui-même, c’est-à-dire les types définis, les
fichiers composant l’assemblage, les ressources utilisées et les autres assemblages
référencés. La responsabilité du manifeste consiste à rendre l’assemblage atito
descriptif.
• Des métadonnées des types de l’assemblage.
• Du code CIL qui implémente les types de l’assemblage.
• Des ressources utilisées par l’assemblage, tels des images ou d’autres types de
fichier.
L’environnement d’exécution sert à charger dynamiquement les assemblages lors de
l’exécution d’un programme, donnant ainsi accès à de nouveaux types et services définis
dans ces assemblages. Il est aussi possible de créer dynamiquement des assemblages.
Un module est une unité logique qui compose une partie d’un assemblage. La relation
entre assemblages et modules est simple un assemblage est composé d’un ou de plusieurs
modules. Un module est stocké dans un exécutable portable (Portable ExecutabÏe ou PE),
qui est le format de fichier exécutable supporté par le CLI.
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Sécurité
Des algorithmes ayant pour but de sécuriser l’environnement d’exécution sont définis
dans le CIL. Plus particulièrement, deux types de test sont définis t la validation et la
vértficcttion. La validation vise à asstirer l’intégrité des métadonnées et du CIL contenus
dans un fichier par rapport aux normes définies dans le CLI. La vérification garantit
que l’exécution d’un programme ne touchera pas de zones de mémoire à l’extérieur de
l’espace qui lui est alloué. Des règles sont imposées sur les séquences d’instruction CIL
garantissant ainsi un accès contrôlé à la mémoire.
Les tests de validation et de vérification permettent conjointement de garantir qu’un
programme en état d’exécution ne puisse atteindre aucune ressource pour laquelle il ne
possède pas l’accès. Le CLI ne spécifie pas quand ces tests doivent être faits, ni leur
comportement dans le cas d’un échec de la vérification.
Code géré
Dans le CLI, deux types de codes existent t le code géré et le code non géré. Le code
géré est le code qui est pris en charge par le VES et qui utilise les services. Afin d’être
géré, le code doit fournir des informations à l’environnement d’exécution, sous la forme
de métadonnées. De la même façon, les données d’un programme sont gérées ou non. Des
données gérées sont allouées et prises en charge par l’environnement d’exécution,
contrairement aux données non gérées qui sont la responsabilité du programmeur. Des
exemples concrets de code et de données gérés sont C# ou Visual Basic .Net, alors que
C++ produit du code et des données non gérées (même si certains mécanismes permettent
de produire du code géré en C++). De plus, certains mécanismes de communication
rendent le code géré et le code non géré capables d’interagir ensemble. Ces mécanismes
sont à la base de l’interopérabilité des langages et permettent, par exemple, à des
applications en code natif de conrnulniquer et d’interagir avec des applications s’exécutant
dans l’environnement d’exécution de .NET.
3.1.2 Common Language Runtime (CLR)
Le CLR est une implémentation commerciale de l’environnement d’exécution virtuel
(machine virtuelle) défini dans la spécification du CLI. C’est l’environnement dans lequel
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s’exécutent les programmes écrits en CIL et décrits dans les assemblages. Le CLR doit donc
implémenter sur une plateforme particulière le modèle de machine à pile du CLI et les
services fournis par l’environnement d’exécution. Dans le cas du CLR, contrairement à
l’implémentation de la machine virtuelle de Java originale, les instructions CIL ne sont pas
interprétées, mal bel et bien compilées dynamiquement lors de l’exécution (comme dans
l’implémentation HotSpot de Java [24]).
Plusieurs services sont offerts par le CLR, notamment
• La gestion du code (chargement, compilation dynamique et exécution)
• L’accès aux métadonnées
• La gestion automatique de la mémoire
• La gestion de la sécurité
• La gestion des exceptions
• Le support pour les services actx développeurs (dévermineur, profilage, etc.)
Un grand nombre de classes prédéfinies est disponible pour permettre aux utilisateurs
d’ajouter des fonctionnalités importantes à leurs programmes sans avoir à les concevoir eux-
mêmes. Grâce aux mécanismes d’interopérabilités des langages, ces classes sont utilisables à
partir de n’importe lequel des langages se confonriant aux non;es du CLI, donc qui est
supporté par la plateforme .NET. Parmi les fonctionnalités de bases, on retrouve:
• L’accès aux types prédéfinis et à l’environnement d’exécution.
• Des structures de données de base et les mécanismes pour en créer de nouvelles.
• Divers mécanismes d’entrées / sorties.
• La création dynamique de code.
• La gestion de fils d’exécution concurrents.
• L’accès aux métadonnées.
D’autres implémentations du CLI ont été réalisées, notamment ROTOR [15], Mono [14]
et DotGNU [10].
3.1.3 Flot de compilation et d’exécution avec .NET
Dû à l’utilisation du CIL comme langage intermédiaire entre les langages de haut
niveau et le langage machine, la compilation et l’exécution de programmes sous .NET est
quelque p eu p articulière p ar r apport à u ne e ompilation t raditionnelle avec d es Ï angages
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comme C. La Figure 4 montre le flot de développement d’une application dans cet
environnement.
Programme sotirce en langage
supporté par .NET
(C#, Visual Basic .NET. etc.)
Environnement
d’exécution NET
_________________
Exécution
Figure 4 : Flot de développement avec .net
Un programme est au départ écrit dans un langage de haut niveau supporté par la
platefonne .NET, tel C#, Visual Basic ou Scheme. Un compilateur dti langage source
conforme aux normes du CLI, tel le compilateur du CLR dans le cas de C# par exemple,
transforme ce programme en un assemblage. Certaines optimisations peuvent être
effectuées à ce moment, tel l’élimination du code mort ou certaines optimisations de
contrôle de flot. L’exécutable ou la librairie créée ainsi contient le CIL et les métadonnées.
Lors du lancement du programme, le CLR prend en charge l’exécution. L’assemblage
est chargé en mémoire. Trois types de compilation dynamique sont alors possibles
• Pré juste-à-temps La totalité du code CIL est compilée en code natif d’un seul
coup. L’exéctition de ce code, une fois la phase de compilation terminée, est assez
rapide. Cependant, comme le code n’a pas accès à un grand nombre d’informations
CILet
métadonnées
Compilation (assemblage)
Librairies
de classes
Exécution
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sur l’exécution, un plus grand nombre d’indirections en mémoire sont nécessaires.
L’efficacité du code généré est sous-optimale;
• Juste-à-temps économe: Le code est compilé très rapidement, mais le code natif
produit n’est pas très optimisé;
• Juste-à-temps stctndarcÏ: Une méthode est compilée en code natif lors de son
premier appel. Le code natif est conservé dans un cache et lors d’appels
subséquents à cette méthode, le code natif généré est réutilisé. Le temps de
compilation est relativement long, mais le code prodtiit est hautement optimisé et
seules les méthodes utilisées sont compilées.
Il est important de noter que comme dans tous les systèmes de compilation
dynamique, le temps de compilation doit être amorti sur le temps d’exécution du
programme pour que les gains de performance soient notables.
3.1.4 Mécanisme de réflexion
Les métadonnées sont utilisées pour donner des informations sur les données d’un
programme. Il est possible de les consulter statiquement (avant l’exécution du
programme) ou dynamiquement (lors de l’exécution) pour obtenir de l’information
relative aux types définis et utilisés dans ce programme. Ce mécanisme d’introspection,
nommé refiexion, permet de grandement faciliter la compilation de programmes écrits en
CIL puisque les assemblages n’ont pas à être examinés et analysés afin de retrouver les
types définis dans ceux-ci; toutes les informations nécessaires sont disponibles grâce aux
librairies donnant accès à la réflexion. Les phases d’analyses traditionnelles de la partie
frontale du compilateur sont donc grandement simplifiées. Plus précisément, les
fonctionnalités de réflexions importantes pour la compilation sont les suivantes
• Assembly.Load Permet de charger en mémoire un assemblage afin de
l’examiner.
• GetModules : Retourne les modules associés à un assemblage.
• GetTypes : Retourne un tableau des types définis dans l’assemblage. Les types
sont des objets Type. Sur ces types, de nombreux détails peuvent être obtenus:
o Name
o FuliName
o Namespace
30
o IsClass
o Islnterface
o IsAbstract
o IsCOt1Object
o IsEnum
o IsSealed
O IsPublic.
GetMethods t À partir d’un type, permet d’obtenir les méthodes définies dans ce
type sous la forme d’objets Methodlnfo. Sur les méthodes, il est possible d’obtenir
les informations suivantes
o Name
o IsPrivate
o IsPublic
o IsStatic
o IsConstructor
o ReturnType
o GetParameters
O Invoke.
• GetConstructors t A partir d’un type, permet d’obtenir les constructeurs définis
dans ce type sous la forme d’objets de type Constructorlnfo. Les constntcteurs
sont un type particulier de méthodes, mais les informations supplémentaires que
l’on obtient sont à peu près les mêmes que pour les méthodes.
• GetFields À partir d’un type, permet d’obtenir les champs de ce type sous la
forme d’objets de type Fieldlnfo. Sur ces champs, on obtient
o Name
o FieldType
o IsPubiic
o IsPrivate
o IsStatic
o GetValue
O SetValue.
Pour la compilation, un élément important reste impossible à obtenir directement par
les fonctionnalités de réflexion de .NET : le code source des méthodes en CIL. Il en est
ainsi pour des raisons de sécurité et de protection des propriétés intellectuelles. Le code est
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stocké dans l’exécutable portable du module correspondant, sous un format binaire.
Cependant, un grand nombre d’outils développés par la communauté sont disponibles sur
l’Internet afin de lire et de charger le code des méthodes en mémoire [23].
3.2 Le langage CASM
3.2.1 Les langages de description de matériel
Les langages de description de matériel rendent possible la conception de nouvelles
architectures p our 1 es t echnologies r econfigurables. T ypiquement, u n système e st décrit
dans un langage comme VHDL ou Verilog, validé à l’aide d’outils de simulation puis
synthétisé sur un FPGA.
Le problème de ces langages est leur bas niveau d’abstraction. Un système numérique
est généralement décrit par des circuits élémentaires connectés entre eux. À ce niveau, il
devient rapidement difficile de gérer la complexité d’un système. De nombreux efforts ont
été mis en oeuvre pour augmenter le niveau d’abstraction des langages de description de
matériel. Beaucoup de travaux ont été réalisés à partir du langage C, tels Handel-C,
HardwareC et Transmogrifier C. Par contre, les langages comme C ont une richesse
sémantique qui rend difficile la preuve formelle d’un système correct. Une autre approche
consiste à modéliser un système à un niveau encore plus élevé. SystemC et SystemVerilog
sont des langages qui supportent une telle modélisation. Cependant, une fois le système
validé, il est difficile d’obtenir une description RTL du système qui est synthétisable.
3.2.2 CASM
Le langage CASM (Channel-Based Algortihmic State Machines) [46] est un nouveau
langage permettant l’expression d’un algorithne à un haut niveau d’abstraction, un peu de
la même manière qu’avec la synthèse comportementale [13]. Lors de l’implémentation
d’un algorithme, un programmeur est intéressé par les calculs et les traitements effectués
par l’algorithme; pas par la façon dont il est implémenté. CASM répond à cette attente,
puisqu’il est basé sur le concept de machines algorithmique à états (AÏgoritlunic Stctte
Machine, ASM) [27]. Un ASM est décrit par un graphe dirigé, où les noeuds représentent
des é tats, d es o pérations o u d es e onditions d éterminant I es p rochaines opérations o u 1 e
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prochain état. La Figure 5 montre un exemple de l’ASM pour l’algorithme du plus grand
commun diviseur d ‘ Euclid (PGCD).
NO
Un circuit séquentiel est décrit par un ou plusieurs ASM. La façon dont est
implémenté Y’ASM ne fait pas partie de la description. Avec CASM, un ASM est décrit de
•façon textuelle, en spécifiant les entrées, les sorties, les états et les opérations à l’intérieur
des états, et est synthétisé automatiquement sur un FPGA à l’aide du compilateur CASM
et d’outils de synthèse classiques. Le langage est de plus haut niveau que les HDL
classique comme VHDL ou Verilog, mais reste de plus bas niveau que SystemC ou
SystemVerilog, par exemple.
Un des buts de CASM est d’être utilisé comme langage de niveau intermédiaire entre
des langages de haut niveau comme Java ou C# et les langages de description de matériel,
ce qui facilite la synthèse automatique d’algorithmes écrits à un haut niveau. Des
constructions additionnelles sont nécessaires pour enrichir le concept d’ASM afin de
supporter certaines constructions des langages de haut niveau. Ainsi, le passage d’une
description d’un système à partir d’un langage de haut niveau vers CASM sera réalisée
Figure 5 : ASM du PGCD d’Euclide
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relativement facilement et le passage automatique de CASM vers du VHDL synthétisable
s’effectue automatiquement.
3.2.3 Concepts et caractéristiques de CASM
Le langage CASM permet de décrire un ASM qui réalise un algorithme de calcul, à un
haut niveau d’abstraction. La description d’un ASM est précise au niveau des cycles. De
plus, certaines constructions de plus haut niveau possèdent l’avantage de réduire l’écart
entre les langages de haut et de bas niveau. Le langage joue le même rôle que la synthèse
comportementale dans le cycle de développement de systèmes, mais rend possible
l’implémentation d’autres concepts, comme la récursivité, ou l’automatisation de certaines
tâches, comme la synchronisation automatique des communications entre éléments.
Voici les principales caractéristiques de CASM
Étctts Les états d’un ASM contiennent les opérations à exécuter et les conditions
définissant d ans q uel état 1 a m achine s e r etrouve prochainement. Un état d étermine 1 es
opérations à effectuer et ce, parallèlement. Un transfert d’un état à un autre se fait à l’aide
d’un goto, en spécifiant l’état suivant. Le premier état de la description d ‘un ASM est
l’état de départ. Dans une description graphique d’un ASM, les noeuds représentent les
états, alors que les arcs représentent les transferts d’un état à un autre.
Données Un algorithme effectue des opérations sur des données. Des canaux
d’entrée/sortie sont utilisés pour les données arrivant à et provenant d’un ASM. Des
données locales à un ASM et même à un état peuvent être utilisées et sont représentées par
des composants comme des registres. De plus, il est possible d’accéder à une valeur
passée d’une donnée.
Appel d’état : Dans un ASM classique, un état ne peut pas être appelé explicitement et
un état de retour ne peut pas être spécifié, puisque l’ASM ne peut se souvenir de son
exécution. Cela est possible en CASM. Un état peut être appelé en spécifiant l’état de
retour une fois que les traitements dans l’état appelé sont terminés. Cela donne place à
l’implémentation des appels de fonction des langages de haut niveau et la récursivité.
Connexions et transferts: Les connexions et les transferts sont les différents modes de
transmission de données. Une connexion, définie syntaxiquement par le symbole =,
permet la transmission d’une donnée à chaque cycle d’horloge pour la durée de l’état,
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d’une source vers un puit si ce dernier est prêt à recevoir la donnée. Un transfert, défini
par :=, oblige la transmission d’une et d’une seule donnée de la source vers le puit durant
un état. Si le puit n’est pas prêt à recevoir la donnée transmise, l’ASM reste dans l’état
courant aussi longtemps que la donnée n’a pas été transmise.
Synchronisation implicite : La synchronisation des transferts de données est
importante dans les systèmes numériques. CASM se prête à l’abstraction de cette notion
en implémentant des protocoles permettant la synchronisation automatique des transferts
de d onnées, a utant p our 1 es e ntrées et 1 es s orties q ue p our 1 es transferts d es données à
l’intérieur d’un état et d’un état à un autre. Trois protocoles sont disponibles
• Pleine synchronisation (full synchronized). L’émetteur et le récepteur doivent être
prêts pour que le transfert de la donnée soit fait. L e transfert n’est effectué que
lorsque les deux entités concernées sont prêtes.
• Demi-synchronisation (halfsynchronized). L’émetteur transmet la donnée lorsqu’il
est prêt. Si le récepteur n’est pas prêt, la donnée est perdue.
• Aucune synchronisation.
La réalisation des opérations de transfert et de connexion repose sur les protocoles de
synchronisation prédéfinis. Dans un système multi-horloge, des adaptateurs sont
automatiquement générés pour synchroniser le transfert des données.
Structures précÏeflnies : Certaine structures de données communes sont implémentées
par 1 e 1 angage. D es exemples de s tnictures d isponibles s ont 1 es q ueues, 1 es p iles e t 1 es
mémoires.
Modèle U ne d escription C ASM e st u n e nsemble d e r essources c onnectées p ar d es
canaux synchronisés qui réalisent les transactions. Le comportement d’une ressource est
décrit par un ASM. La hiérarchie est supportée, ce qui signifie qu’un ASM peut en
instancier un autre pour réaliser certaines fonctionnalités.
Sémantique: Une description CASM comporte des canaux implicites pour la
réinitialisation de l’ASM et pour l’horloge. Le canal de réinitialisation remet un ASM à
son état de départ et initialise les composants à leur valeur par défaut. Lors d’un
événement sur le signal de l’horloge, les étapes suivantes sont exécutées
Ï. Les expressions conditionnelles sont évaluées et les transactions concernées sont
activées.
35
2. Les r-valeurs (expression de droite d’une affectation) sont évaluées en parallèle;
3. Si toutes les transactions sont complétées dans le cycle courant, le saut au
prochain état est activé.
4. L’attente du prochain cycle d’horloge.
Ce qu’il est important de retenir est que toutes les opérations d’un état sont exécutées
en parallèle et que le saut à l’état suivant n’est exécuté que si toutes les transactions
relatives aux opérations de l’état courant ont étés complétées.
3.3 Le processeur Microblaze
Le processeur Microblaze [28] est la cible pour laquelle le code CIL réalisé en logiciel
est compilé. Nous décrivons son architecture et les caractéristiques importantes.
3.3.1 Architecture
Le processeur Microblaze est un coeur de processeur logiciel (softcore processor) de
Xilinx, synthétisable sur FPGA et optimisé pour ceux-ci. Les caractéristiques principales
du processeur sont les suivantes
• Un jeu d’instructions de type RISC.
• 32 registres généraux.
• Des instructions de 32-bit, à trois opérandes et deux modes d’adressage.
• Un pipeline à trois étages (étapes de recherche, décodage et exécution d’une
instruction).
• Une séparation des mémoires de données et d’instructions.
La Figure 6 illustre l’architecture du Microblaze.
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3.3.2 Configurabilité et extensibilité
La nattire logicielle du processeur Microblaze donne picisieurs avantages et parmi
ceux-ci, la configurctbiÏité et l’exte,isihiÏité. Ces deux caractéristiques sont inexistantes
dans un système où l’implémentation du processeur est matérielle et qui, en, conséquence,
a une configuration fixe et immuable.
La configtwahiÏité permet à l’utilisateur de choisir la configuration d’un système
Microblaze lors de la conception d’un système utilisant le processeur. Il est possible
d’ajouter et d’enlever des composants du système afin de créer un système sur mesure par
rapport aux besoins.
L’extensibilité est la possibilité qu’a l’utilisateur de concevoir des nouveaux
composants matériels qui sont alors ajoutées au système Microblaze. Des mécanismes de
connexion sont prévus afin de faciliter la communication entre les composants existants et
les nouveaux composants. Parmi ces mécanismes, on retrouve l’interface Fast Simplex
Link (fSL) qui offre une communication rapide et presque directe entre le processeur et
un module matériel. Plus précisément, l’interface FSL est composée d’un canal
unidirectionnel allant du fichier de registres au module matériel et d’un autre canal allant
du module matériel vers le fichier de registres. Les canaux disposent d’une queue de
données, dans laquelle sont stockées les données lors des transferts. Les transferts sur ces
canaux sont de type bloquant ou non bloquant. Une seule instruction assembleur est
Figure 6 : Architecture du Mïcroblaze
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nécessaire afin de transférer une donnée d’un registre vers le canal FSL, et vice-versa. En
utilisant cette interface, la communication avec les modules matériels devient
extrêmement simple.
D’autres mécanismes de communication avec les périphériques peuvent être utilisés,
comme divers bus. Toutefois, la communication devient plus complexe puisque les
périphériques doivent généralement implémenter le protocole de communication utilisé
par ce canal.
3.3.3 Outils de développement
Un grand nombre d’outils sont disponibles afin de faciliter le développement de
systèmes complets utilisant le Microblaze. Le Embedded Developrnent Kit (EDK) [2] de
Xilinx sert à concevoir l’architecture d’un système utilisant ce processeur à l’aide d’une
interface graphique. L’utilisateur choisit d’ajouter ou d’enlever certains périphériques,
spécifie le type de connexion à utiliser pour les nouveaux périphériques, choisit la taille de
la mémoire sur la puce, choisit si le processeur utilise une mémoire cache, etc. Bref, il est
possible, grâce au EDK, de bâtir facilement une architecture complète sur mesure pour les
besoins courants. De plus, il est aussi possible de choisir si le système utilise un système
d’exploitation et si oui, lequel. Un outil associé au EDK, permet de compiler des
programmes écrits en C ou en assembleur, qui sont exécutés par le système conçu. Cet
outil, MB-GCC, est une version de GCC [3] adapté au Microblaze. Le EDK donne accès
aux librairies standard de C, qui sont liées à l’exécutable, mais aussi à un grand nombre
d’autres librairies offrant l’utilisation d’un système de fichier, la connexion à l’Internet et
à d’autres usages.
La Figure 7 décrit le flot de développement de systèmes à l’aide du EDK. D’un côté,
le système est spécifié et synthétisé au moyen des outils. Des périphériques prédéfinis ou
conçus par l’usager peuvent être ajoutés. De l’autre côté, les programmes exécutés par le
système sont conçus et sont compilés par les outils du EDK. Le tout est implémenté sur le
FPGA.
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Figure 7 : Développement de système avec EDK
4 Flot de conception logiciel / matériel basé sur notre
compilateur
L’outil que nous avons développé, le compilateur CIL, tente d’apporter une
contribution au problème de la conception de systèmes rnatériel/logiciel en proposant une
méthodologie différente. Dans cette section, nous débutons par décrire les caractéristiques
recherchées par notre flot de conception. Nous expliquons ensuite la façon dont le
compilateur déve] oppé répond aux attentes énoncées. Finalement, nous décrivons
brièvement le travail de développement nécessaire à l’implémentation du compilateur.
4.1 Caractéristiques désirées d’un flot de conception
Le flot de conception que nous proposons doit combler certaines lacunes du flot de
conception traditionnel des systèmes embarqués. Le flot doit répondre aux besoins
suivant
Spécificcition à tin haut niveau cl ‘ctbstraction : Nous désirons un flot où la spécification
d’un système embarqué est effectuée à un haut niveau d’abstraction. Par exemple, le
niveau d’abstraction des langages de programmation comme C est probablement d’un trop
bas niveau. Des langages d’un niveau comparable à C++ ou Java sont de meilleurs
candidats, comme dans [42, 63, 76]. Une spécification à un tel niveau d’abstraction permet
l’utilisation des constructions de haut niveau du langage (comme les classes) et des
mécanismes comme la gestion automatique de la mémoire, accélérant ainsi la conception
du système.
Automatisation cl ‘étapes de ta conception : Il est important que les étapes du flot de
conception où des erreurs sont fréquemment introduites, notamment le raffinement manuel
de la spécification, soient automatisées. De cette façon, les erreurs sont éliminées et le
cycle de conception est grandement accéléré.
Unification de la conception logicielle et matérielle: La séparation de la conception
des parties logicielle et matérielle d’un système embarqué nécessite des spécialistes de ces
deux mondes de la conception. Toutefois, dans un flot où la conception du logiciel et la
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conception du matériel est unifiée, la connaissance d’un seul et même langage de
spécification est nécessaire.
Nous présentons dans la section suivante notre compilateur basé sur les outils exposés
dans la section 0. Celui-ci supporte un flot de conception répondant aux trois critères
énoncés plus haut. L’outil permet une conception rapide, simple et sans erreur d’un
système embarqué, de la spécification à l’implémentation.
4.2 Proposition d’un flot de conception à l’aide du compilateur
À l’aide de notre outil, le flot de développement classique se voit modifié les étapes
de synthèse du logiciel, du matériel et des interfaces sont regroupées dans le même outil
(Figure 8).
Spécification comportementale
(langage .NET)
et partitionnernent (auribtits)
Compilateur
.NEIJ
CIL
Automatisé
- —4 Partitionnemenf
tjpgiciel/matériel ‘
énératioii’ -‘3énération eT iénérati’
et synthèse synthèse des et synthèse
-\jogicielle,Z interfaces matérielle
Exécutable
Intégration et
implémentation
Matériel
Figure $ : ModifIcation du flot de conception classique avec l’outil
En utilisant notre compilateur, un système entier est spécifié à l’aide d’un langage de
haut niveau. Les parties logicielles et matérielles sont identifiées et l’outil génère
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automatiquement les programmes destinés au processeur, les modèles RTL pour le
matériel et les interfaces entre les deux parties. L’implémentation des fonctionnalités du
système est alors grandement simplifiée et accélérée, ce qui amène aussi un prototypage
rapide dti système. Nous discutons plus en détail de la façon d’utiliser l’outil dans les
sections suivantes.
4.2.1 Flot de développement d’applications
Un système développé avec le compilateur CIL utilise, en partie, le même flot de
développement qu’une application conçue avec l’environnement de développement .NET.
Il faut débuter par écrire un ensemble de fichiers source dans un langage supporté par la
plateforme. Afin de pouvoir définir le partitionnement logiciel/matériel de l’application, il
faut référencer l’espace de nom FctrtitionAttributes, qui définit deux attributs, soit
Soflwctre et Hctrdwctre. Plus de détails quant au partitionnernent sont donnés plus loin dans
cette section. Cette application est la description fonctionnelle du système logiciel /
matériel. À l’aide d’un compilateur conforme aux normes définies dans le CLI, le
programme source est compilé et le CIL et les métadonnées sont générés. Le tout est
stocké dans un exécutable portable, sous forme de fichier .exe ou clii.
C’est ici que le flot de compilation et d’exécution du programme diffère du flot de
.NET et que notre compilateur CIL entre en jeu (Figure 9). Le compilateur est un fichier
exécutable lancé à partir d’un incitatif de commandes. Comme argument, on doit spécifier
le nom de l’exécutable portable à compiler. Le langage d’entrée supporté par le
compilateur est le CIL contenu dans l’exécutable portable. Il faut mentionner qu’il est
possible de spécifier sur la ligne de commande quelles parties du système nous voulons
générer le logiciel, le matériel, ou les deux.
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Figure 9 : Flot de développement d’applications basé sur notre compilateur
Le flot de génération du logiciel donne comme résultat un fichier contenant du code
assembleur Microblaze et les données associées à ce code. À l’aide du compilateur MB
GCC, disponible avec le EDK de Xilinx, le fichier est compilé en un programme
exécutable qui est exécuté par le processeur Microblaze.
Le flot de génération du matériel produit un ou plusieurs fichiers contenant les ASM
construits. Ces fichiers sont donnés en entrée au compilateur de CASM, produisant
plusieurs fichiers VHDL synthétisables qui réalisent les fonctionnalités des ASM. Le code
VHDL est intégré au système construit à l’aide du EDK. Ce système est principalement
constitué d’un processeur Microblaze pour l’exécution du logiciel et d’autres
périphériques qu’un utilisateur peut ajouter. Les interfaces entre les parties logicielles et
matérielles, quasi inexistantes grâce aux spécificités du processeur Microblaze, sont aussi
générées automatiquement.
Le système entier est synthétisé et peut alors être téléchargé sur le FPGA.
Comme nous l’avons mentionné précédemment, l’outil n’accepte pas l’ensemble du
CIL en entrée, mais seulement un sous-ensemble. Les multiples raisons de cette limitation
sont expliquées plus loin, dans la section 5.1.
A,
‘f-)
Partitionnement
Le partitionnement est effectué au niveau des méthodes. Celles-ci sont annotées, à
l’aide d’attributs, comme étant soit logicielles, soit matérielles. Selon les options données
au compilateur CIL lors de son lancement, les informations de partitionnement sont
considérées o u n on. P ar d éfaut, t outes 1 es rn éthodes s ont i dentifiées c omme Ï ogicielles.
Ajouter un attribut identifiant une méthode comme logicielle devient redondant.
Le problème d’un partitionnement logiciel / matériel optimal n’est pas traité ici. En
effet, l’outil suppose qu’une exploration architecturale a déjà été réalisée.
Étant donné qtie le sous-ensemble du CIL supporté par la compilation matérielle est
encore plus réduit que pour celle logicielle, certaines méthodes ne peuvent être
considérées dans le partitionnement.
4.2.2 Avantages de l’approche proposée
Le flot que nous proposons répo±id ux attentes énoncées dans la section 4.1 et
comporte ainsi des avantages par rapport au flot de conception classique des systèmes
embarqués. Nous démontrons ici que l’outil possède bel et bien les caractéristiques
désirées et nous expliquons les avantages de notre outil, autant du côté de la méthodologie
que du côté de l’implémentation.
Caractéristiques désirées
Spécfication à un haut nivecm d ‘ctbstraction Les langages supportés par le cadre
d’application .NET sont d’un haut niveau d’abstraction. Par exemple, le langage C#
possède un grand nombre de caractéristiques semblables à C++ et à Java. De plus, seul le
comportement du système est spécifié à l’aide du langage de programmation. Aucun détail
d’implémentation (à part le partitionnement logiciel/matériel) n’est requis.
Automatisation ci ‘étapes de la conception Le raffinement des parties logicielle et
matérielle est effectuée automatiquement par le compilateur pour créer, à partir du
logiciel, un exécutable, et, à partir du matériel, des modules VHDL de niveau RTL à
implémenter. De plus, les interfaces entre le logiciel et le matériel sont générés
automatiquement. Le passage de la spécification à l’implémentation est donc très rapide et
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les erreurs introduites lors du raffinement et lors de la conception des interfaces sont
éliminées.
Unflcation de lct conception logicielle et matérielle: Étant donné que, à partir de la
spécification comportementale du système, le raffinement des modèles du logiciel et du
matériel est acitomatisé, ces deux parties de la conception sont unifiées aux yeux du
concepteur. Il n’est pas nécessaire de concevoir séparément les deux parties. De plus, le
concepteur d’un système n’a besoin de connaître qu’un seul langage supporté par le cadre
d’applications .NET pour réaliser le système en entier.
Avantages de la méthodologie
Outre les avantages découlant des caractéristiques désirées du flot, divers avantages
méthodologiques résultent du flot de conception proposé. Par exemple
• Puisque la synthèse du système est effectuée automatiquement à partir de la
spécification de haut niveau, le coût du changement du partitionnernent
logiciel/matériel est moindre par rapport au flot classique. Il ne suffit que de
changer les attributs des méthodes concernées et l’outil re-génère automatiquement
le système à implémenter.
• L’utilisation d’un langage source de niveau intennédiaire, c’est-à-dire le CIL,
apporte beaucoup. Comme celui-ci est indépendant du langage de haut niveau
utilisé pour concevoir le système à la base, un concepteur peut utiliser le langage
supporté de son choix.
Avantages de l’implémentation
Il est important de souligner les avantages d’implémentation du compilateur qu’amène
le choix des outils de développement
• La partie frontale du compilateur est grandement simplifiée par rapport à un
compilateur traditionnel. Premièrement, il ne faut pas écrire d’analyseur lexical et
syntaxique pour chaque langage supporté, puisque ces phases sont réalisées par les
compilateurs de langage source vers le CIL. Deuxièmement, le traitement des
erreurs lors de ces deux analyses est inexistant dans notre compilateur puisque cela
est déjà fait par le compilatetir du langage source qui génère le CIL. Grâce à cela,
on peut supposer que tous les programmes écrits en CIL sont valides
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syntaxiquernent (ils peuvent tout de même être invalides sémantiquement).
finalement, les analyses sur l’arbre syntaxique sont aussi déjà faites.
• Durant tout le processus de compilation, le code est supposé valide
syntaxiquement et grammaticalement, puisque les erreurs ont été détectées par le
compilateur générant le CIL. Donc, tous les efforts de programmation du
compilateur sont dirigés vers la production et l’optimisation du code généré, et non
pas vers la gestion des erreurs.
• Certaines optimisations peuvent être accomplies lors de la compilation du langage
source vers le CIL, comme l’optimisation du flot de contrôle ou l’élimination
d’expressions redondantes. Il n’est donc plus nécessaire de réaliser ces
optimisations dans le compilateur du CIL.
• Grâce à la réflexion, la création d’une représentation interne du programme en
mémoire est t rès simple. En g énéral, il est s eulernent n écessaire d ‘invoquer u ne
méthode particulière qui donne l’information utile. La lecture du CIL est aussi
simple grâce aux nombreux outils développés.
• Le langage CASM permet une conception facile et efficace des parties matérielles.
Son niveau d’abstraction moyen permet un passage élégant d’un langage de haut
niveau à du code VHDL de niveau R TL. D e p lus, il n ‘est pas n écessaire de se
soucier du sous-ensemble synthétisable du langage lors de la conception du
matériel, puisque la totalité du langage CASM est synthétisable, contrairement au
VHDL. Le langage supporte aussi les architectures mutli-horloges.
4.2.3 Implémentation
La réalisation du compilateur nécessite l’implémentation de divers traitements réalisés
dans les flots commun, logiciel et matériel. Les traitements du flot commun réalisent les
fonctionnalités de la partie frontale d’un compilateur, mais la façon dont ceux-ci sont
effectués est différent des méthodes classiques (c’est-à-dire l’analyse lexicale, l’analyse
syntaxique, etc.). Les traitements et les analyses du flot logiciel sont responsables de la
création de l’exécutable et les traitements du flot matériel créent les parties matérielles du
système. Dans les deux cas, des techniques traditionnelles de compilation sont utilisées.
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La section suivante décrit les traitements effectués dans les flots commun, logiciel et
matériel du compilateur. Les algorithmes et les structures de données nécessaires sont
aussi —.
5 Analyses, traitements et implémentation du compilateur
Afin de générer le code assembleur Microblaze du programme exécutable et le code
CASM pour les modules matériels à partir du CIL, de nombreuses analyses et
optimisations sont nécessaires. Ces traitements sont expliqués ici avec la description des
algorithmes utilisés et des structures de données nécessaires.
Les traitements faits par le compilateur, démontrés dans la Figure 10, sont classés en
trois groupes le flot commun, le flot logiciel et le flot matériel. Le flot logiciel inclut les
analyses nécessaires à l’obtention du code Microblaze. Le flot matériel est constitué des
traitements faits pour la génération du code CASM. Le flot commun regroupe les
traitements communs aux flots logiciel et matériel, qui sont réalisés avant les deux autres
flots et qui leur sont nécessaire afin que ces derniers puissent être exécutés.
Code assembleur
Microbtaze
Compilateur:
CIL
VHDL
synthétisable
Figure 10 : Flot commun, logiciel et matériel
L’objectif du projet étant de démontrer la faisabilité et de développer un premier
prototype, seul un sous-ensemble du langage CIL est actuellement supporté. Le sous-
CIL
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ensemble comprend les principaux types de données les plus utilisés, les concepts du
langage source les pius courants et les instructions CIL implémentant ceux-ci.
5.1 Sous-ensemble du CIL supporté
Nous décrivons ici les concepts des langages de haut niveau et les types de données
qui sont supportés.
5.1.1 Environnement d’exécution vs CIL
Il est important de bien comprendre la différence entre le CIL et l’environnement
d’exécution : les instructions CIL sont exécutées par l’environnement d’exécution, mais
les deux sont des entités bien distinctes. Toutefois, un certain nombre de propriétés et de
fonctionnalités du langage sont possibles grâce aux services de l’environnement
d’exécution, comme la gestion des fils d’exécution par exemple. De plus, un très grand
nombre de ces fonctionnalités sont accessibles par les classes prédéfinies de
l’environnement .NET. Il est donc difficile de donner accès à ces fonctionnalités si une
implémentation des classes prédéfinies n’est pas disponible.
Comme les classes prédéfinies sont elles-mêmes en CIL, il est possible de croire qu’un
compilateur supportant l’ensemble du CIL compile ces classes et ce, pour l’architecture
désirée. La réalité n’est pas aussi simple les classes prédéfinies référencient beaucoup de
fonctions écrites en code natif ou des fonctions du système d’exploitation. Donc, pour
pouvoir accéder aux classes, il faudrait que l’environnement pour lequel la compilation est
effectuée dispose de tous les mécanismes nécessaires. Or, même si le Microblaze possède
un environnement de programmation relativement riche, il est évident qu’il ne peut se
comparer aux systèmes d’exploitation modernes comme Windows ou Linux.
L’association de fonctionnalités de l’environnement source vers l’environnement cible
pourrait être le sujet d’une autre recherche.
Notre outil tente d’implémenter, au mieux de ses capacités, le plus grand nombre
d’instructions CIL possibles et non pas l’environnement d’exécution. Cependant, les
fonctionnalités disponibles sont grandement réduites à cause des classes prédfinies qui ne
sont pas disponibles. Cela forme tout de même une bonne base pour réaliser la
construction d’un environnement d’exécution complet du CLI. De plus, des applications
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complètes peuvent tout de même être développées avec Je compilateur dans son état
actuel.
5.1.2 Sous-ensemble supporté
Les sous-ensembles supportés pour les méthodes implémentées en logiciel et en
matériel ne sont pas les mêmes : les méthodes matérielles ne supportent qu’un sous-
ensemble du CIL supporté par les méthodes logicielles, qui elles-mêmes ne supportent
qu’un sous-ensemble des instructions CIL.
Pour les méthodes logicielles, les concepts, les types de données ou les types
d’instructions qui sont supportés sont les suivants
• Les opérations arithmétiques et logiques.
• Les structures de contrôle.
• Les types booléens, entiers, chaînes de caractères, les objets et les tableaux à une
dimension.
• La définition de nouveaux types (classes et structures).
• L’héritage.
• La création dynamique de données.
5.1.3 Caractéristiques, concepts et instructions non supportés
Nous énumérons ici les caractéristiques et concepts des programmes source qui ne
sont pas supportés. Ces éléments sont regroupés en cinq catégories distinctes, incluant une
catégorie pour les méthodes matérielles.
Instructions non implémentées
Certaines instructions du CIL n’ont pas été implémentées, ce qui empêche l’utilisation
de certaines constructions dans les programmes qui se servent de ces instructions une fois
compilées en CIL. Les instructions non implémentées et les constructions interdites sont
• Les instructions CIL d’accès indirect aux données, ce qui empêche le passage de
paramètres par référence pour les types valeurs.
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• Des instructions de manipulation de la mémoire. Ces instructions sont utilisées
principalement par l’environnement d’exécution. Les programmes sources ne sont
pas réellement limités par ce manque.
• Certaine variations d’instructions CIL de base, comme par exemple les opérations
arithmétiques avec détection de débordement.
• Les exceptions. Le CIL définit des instructions de gestion d’exceptions, mais elles
ne sont pas implémentées. Toutefois, l’implémentation de ces instructions ne
signifie pas automatiquement que le mécanisme d’exception est supporté; il faut
aussi implémenter les fonctionnalités internes permettant la gestion des exceptions.
Les instructions qui ne sont pas supportées rendent difficile la conception de certaines
applications traitées par le compilateur CIL. Les instructions d’accès indirect aux données
empêchent le passage de paramètres par référence, utilisé entre autres pour l’obtention de
plus d’une valeur de retour dans les méthodes. Même si ce style de programmation n’est
pas toujours recommandé et peut souvent être évité, certaines applications le requièrent.
Quant aux exceptions, elles ne limitent pas à proprement dit les applications possibles à
traiter par le compilateur, mais empêchent l’utilisation de mécanismes élégants de gestion
des erreurs.
Types de données
Certains types de données de base ne sont pas supportés tout comme les instructions
utilisant ces types.
• Les nombres en virgule flottante. L’architecture du Microblaze ne supporte pas les
nombres en virgule flottante. Cette architecture est cependant plus complexe dans
les plus récentes versions du processeur et possède des ressources dédiées pour
rendre possible l’utilisation de ces types. Employer une nouvelle version du
Microblaze ou approximer les nombres en virgule flottante avec des nombres en
virgule fixe sont des solutions possibles.
• Les interfaces ne sont pas implémentées, mais cela ne serait pas très difficile à
réaliser.
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Classes prédéfinies
L’accès aux classes prédéfinies du cadre d’application .NET est impossible à partir de
programmes compilés par notre outil. D’une part, il serait impossible de les compiler étant
donné qu’une partie du C IL n’est pas supporté. D ‘autre part, dans l’implémentation du
CLR, certaines des méthodes de ces classes sont implémentées en code natif ou font appel
à l’API du système d’exploitation. Notre outil n’est pas capable de traiter ces
informations. Pour pouvoir utiliser ces classes, deux solutions sont à envisager
implémenter ni anuellement 1 es fonctionnalités d es e lasses, p our I e M icroblaze (en C e t
compilé avec MB-GCC, ou à l’aide d’tin langage supporté par .NET et compilés par notre
outil), ou implémenter l’ensemble des instructions CIL. Toutefois, dans les deux cas, le
problème du code natif n’est pas réglé. En fait, la meilleure solution, mais aussi la plus
complexe, est l’implémentation de toutes les fonctionnalités du CLR.
L’ inaccessibilité aux classes prédéfinies empêche l’utilisation d ‘un certain nombre
de fonctionnalités qui sont implémentées à l’aide de ces classes.
• Les délégués. Dans le CLI, un délégué représente une référence vers une méthode
et permet les procédures de rappel (cctttback).
• Les programmes à multiples fils d’exécution (threacÏs). Les fonctionnalités des
threads sont définies par les classes prédéfinies de .NET. Pour les utiliser, il
faudrait pouvoir utiliser les classes prédéfinies.
• Les tableaux multidimensionnels. Dans le CIL, la création de tableaux
multidimensionnels se fait à l’aide des classes prédéfinies du CLI, contrairement
aux tableaux unidimensionnels qui sont créés à l’aide d’une seule instruction CIL.
Environnement d’exécution
L’environnement d’exécution dans lequel s’exécutent les programmes .NET offre un
grand nombre de fonctionnalités. Toutefois, comme il a été mentionné précédemment,
notre intérêt n’est pas l’implémentation de cet environnement. Voici les éléments qui ne
sont pas supportés
• L’interaction avec le code non géré. Les accès de plateforme (Phivoke) permettent
d’appeler des fonctions non gérées qui se trouvent dans des DLL. Cette opération
requiert des services complexes qtli ne sont pas implémentés par le compilateur.
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• Les mécanismes de sécurité. Le CLI prévoit des algorithmes de vérification et de
validation qui peuvent être lancés à l’exécution. Ces algorithmes ne sont pas
implémentés car ils font partie de l’environnement d’exécution de .NET.
• L’accès aux métadonnées durant l’exécution. Les tables qui contiennent les
métadonnées à l’exécution ne sont pas implémentées. Ainsi, les instructions CIL
accédant aux métadonnées ne sont pas implémentées.
• La récupération automatique de la mémoire. En fait, la gestion automatique de la
mémoire n’est que partiellement implémentée. L’allocation dynamique de la
mémoire est possible, mais la récupération est impossible puisqu’aucun algorithme
de ramasse-miettes n’est pas implémenté. Une discussion plus approfondie sur ce
sujet se retrouve dans la section 5.3.1.
Méthodes en matériel
En ce qui concerne les méthodes matérielles, seules les opérations arithmétiques et les
structures de contrôle sont actuellement possibles sur des types de données booléens et
entiers. La création de tableaux ou objets locaux à la méthode matérielle est permise, mais
le passage de ces objets en paramètres ou comme valeur de retour est impossible,
puisqu’aucun mécanisme de gestion et de synchronisation de la mémoire entre le
processeur et les ASM n’est implémenté. Donc, les modules matériels ont comme
principale fonctionnalité d’implémenter des calculs arithmétiques. Cependant, comme il
est discuté plus loin, d’autres fonctionnalités des ASM pourraient être implémentées.
Aussi, les méthodes implémentées en matériel ne peuvent pas être virtuelles ; le lieu
d’appel doit être déterminé statiquement. Il serait intéressant d’ajouter un support
d’exécution se prêtant à l’appel de méthodes matérielles virtuelles où plusieurs versions
du module matériel sont implémentées.
5.2 Flot commun
Les traitements faits par le flot commun peuvent être comparés aux traitements faits
par la partie frontale d’un compilateur. C’est ici que le code source (le CIL dans notre cas)
est lu et chargé en mémoire, qu’une représentation du programme est créée et que la
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représentation intermédiaire du code est générée. Suite à ces traitements, les flots logiciel
et matériel sont lancés en utilisant les résultats du flot commun, principalement la
représentation du programme en mémoire et la représentation intermédiaire du code.
Les traitements, montrés sur la Figure 11, sont décrits dans l’ordre dans lequel ils sont
effectués.
CIL
(Création de la structure du
programme en mémoire et
lecture du CIL
ération du GFC du CIL
Génération de la
représentation
intermédiaire
Représentation
4 intermédiaire
Figure 11 : Phases flot commun
5.2.1 Création de la structure du programme et lecture du CIL
Dans cette étape, nous voulons représenter le programme sous une forme qui est
utilisée par le compilateur. Il faut trouver quels sont les nouveaux types définis dans le
programme source (les classes, les structures, etc.) et les membres de ces nouveaux types
(les champs et les méthodes), ainsi que le code des méthodes. Comme il a déjà été
mentionné plus haut, la création de la structure du programme en mémoire est grandement
simplifiée grâce à la réflexion fournie par la plateforme .NET.
Utilisation de la réflexion
L’assemblage correspondant au programme source est chargé en mémoire en
invoquant la méthode Assemhly.Load avec en argument le nom du fichier d’entrée donné
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en argument lors du lancement du compilateur. Tous les modules utilisés dans
l’assemblage sont obtenus avec la méthode GetModules et sont placés dans une liste.
L’accès aux champs, aux méthodes et au code des méthodes est fait à partir des
modules. En parcourant séquentiellement la liste des modules de l’assemblage, on obtient
les types, de type Type, définis dans cet assemblage par l’invocation sur le module courant
de la méthode GetTypes. La réflexion permet encore une fois de faciliter les choses pour
trouver la structure des types définis, en invoquant sur un type donné les méthodes
GetF±elds, GetMethods et GetConstructor qui retournent respectivement des tableaux
d’objets de type Fieldlnfo, Methodlnfo et Constructorlnfo. Ces objets décrivent
évidemment les champs, les méthodes et les constructeurs du type courant et fournissent
l’accès aux fonctionnalités de réflexion sur ces structures. Les classes T1ethodInf o et
Constructorlnfo sont des sous-classes de Nethod3ase. Toutes ces informations
obtenues relatives aux types sont stockées dans une instance de la classe Classlnfo, qui
est la stntcture de base dans le compilateur conservant l’information des types. Tous les
objets Classlnfo sont mis dans une liste qui est le résultat de ce traitement. Cette liste
reste l’élément de base de la majorité des traitements du compilateur.
De nombreuses informations nécessaires aux traitements subséquents sont obtenues par réflexion.
Cependant, dans la plupart des cas, de nouvelles informations sont ajoutées. À cet effet, de nouvelles
classes ont été définies qui contiennent, d’une part, les objets obtenus par la rétlexion et, d’autre part,
les informations qui seront éventuellement collectées lors d’étapes suivantes. Le
Tableau II décrit l’association logique entre les types retournés par la réflexion de
.NET et les nouvelles classes définies dans le compilateur. Deux types associés décrivent
le même type d’éléments, mais les objets du compilateur amène la description de plus
d’information et d’une meilleure façon pour nos besoins.
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Élément Type .NET Obtenu par Type du compilateur CIL
décrit réflexion avec
Type (classe) Type GetTypes Classlnfo
Méthode r1etliodlnf o GetMethods InternalMethodlnfo
(sous-type de
MethodEase)
Constructeur Constructorlnfo GetConstructors InternalConstructorlnfo
(sous-type de
MethodEase)
Champ Fieldlnfo GetFields Fieldlnfo
Instruction n.d. n.d. ILlnstruct ion
CIL
Tableau 11: Association entre les types .NET et les classes du compilateur
Classln fo
La classe Classlnfo est utilisée dans le compilateur pour représenter les types définis
dans les modules du programme. Ceux-ci sont créés en spécifiant les méthodes, les
constructeurs, les champs et le type de .NET auquel ils sont associés. De nombreuses
autres informations sont ajoutées à ces objets dans les étapes ultérieures des flots du
compilateur.
Intern aiStructure
La classe Internaistructure et ses deux sous-classes, InternalMethodlnfo et
InternalConstructorlnfo, décrivent les méthodes ou les constructeurs d’un type par le
compilateur.
Lors de la création d’un objet Classlnfo, des objets de type InternaiStructure
sont aussi créés afin de contenir les objets Methodlnf o ou Constructorlnfo obtenus par
la réflexion. Ces objets sont enrichis de données additionnelles au fur et à mesure des
traitements effectués. Pour l’instant, seul l’objet de type Methodlnfo ou de type
Cons tructorlnfo, selon le cas, la liste des types des arguments et des variables locales de
la méthode (obtenus par réflexion) et le code CIL (voir plus bas) sont spécifiés.
Fieldlnfo
Les objets de type Fieldlnfo sont les objets tels qu’obtenus par réflexion et décrivent
les champs d’un type. Ils sont utilisés tels quels dans le compilateur car toutes les
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informations nécessaires sont contenues dans ces objets et aucune information ne sera
ajoutée à leur description.
Lecture du CIL
La lecttire du CIL s’effectue lors de la création des objets de type
InternaiStructure. À l’aide d’un outil disponible sur l’Internet sous forme de fichier
.dll, le ilRectcÏer [12], il est possible de lire le CIL des méthodes et des constructeurs. Il
suffit de préciser l’objet Methodlnf o ou Constructorlnfo dont on veut lire le code. Une
liste des instructions CIL est retournée.
De la même façon que pour les méthodes et les constructeurs, les objets décrivant les
instructions CIL telles qu’obtenues par le ilRecicÏer ne contiennent pas toutes les
informations qui sont nécessaires dans le futur. Ces instructions sont donc contenues dans
des objets de type ILlnstruction, qui contiennent plus de données et donnent accès à
plus de traitements à effectuer par rapport aux instructions. Un objet ILlnstruction est
défini par les données suivantes
• L’instruction originale obtenue par iÏRectcÏer.
• Son déplacement par rapport au début de la méthode.
• Son code d’opération (opcode).
• Son opérande, s’il y a lieu.
• Une étiquette, calculée à partir du déplacement.
• Dans le cas d’un branchement, l’instruction à laquelle le branchement est effectué.
La liste des instructions CIL, sous fome d’objets ILlnstruction, est conservée dans
l’objet InternaiStructure.
Hiérarchie
Jusqu’à maintenant, tous les objets Class Info sont des descriptions indépendantes des
types, sans égard aux relations d’héritage qui existent entre les objets. Il est possible
d’obtenir la super-classe d’un type donné avec la réflexion, mais on obtient un objet Type
et non un objet Classlnfo, comme il serait désirable. Il faut alors parcourir un à un les
objets de la liste des Classlnfo et, pour chaque objet donné, parcourir la liste à nouveau
afin de trouver le super-type en comparant le Type contenu dans le Classlnfo avec le
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Type de la super-classe donné par la réflexion. Si il y a correspondance, un lien entre les
deux Classlnfo est établi, où la sous-classe référencie la super-classe et la super-classe
ajoute la sous-classe à une liste.
Une fois que la structure hiérarchique des types est établie, il est possible de définir
quelles méthodes sont virtuelles et une représentation interne de la table d’appels virtuels
de la classe est bâti. Une méthode est virtuelle si une autre version de cette méthode existe
dans une super-classe ou dans une sous-classe. Avec la réflexion, il est possible d’obtenir
les propriétés IsVirtual et Isstract, qui sont vraies si les méthodes sont définies
comme abstract ou virtual dans le langage source. Cependant, une méthode définie
comme virtual p ourrait nej amais être redéfinie dans une sous-classe (et ne nécessite
donc pas une indirection par la table d’appels virtuels), alors que la propriété reste vraie.
Deux méthodes de la classe Classlnfo permettent de détecter quelles méthodes sont bel
et bien virtuelles Isoverriding et IsOverriden, qtn déterminent respectivement si une
méthode redéfinie une méthode d’une super-classe et si une méthode est redéfini dans une
sous-classe. À l’aide de ces deux méthodes, il y a moyen de trouver quelles sont les
méthodes purement virtuelles (nécessitant une indirection par la table d’appels virtuels).
Un ordre est alors défini parmi les méthodes de la classe qui représente la position relative
des méthodes dans la table d’appels virtuels. Ces informations détectent aussi si une
instruction CIL d’appel virtuel de méthode fait appel à une méthode purement virtuelle ou
non. Il est donc possible d’optimiser certains appels, qui n’ont pas à utiliser l’indirection
de la table d’appels virtuels.
Partitionnement
Durant cette étape, les attributs de partitionnement des méthodes sont pris en compte
en invoquant la méthode GetCustomAttributes s urles objets de type Methodlnfo OU
Cons tructorlnfo obtenus par réflexion. Cette méthode retourne les attributs
personnalisés définis sur cette structure. Dans notre cas, il s’agit des attributs de
partitionnement, PartitionAttribute. Software OU PartitionAttr±bute.Hardware.
Comme il est mentionné plus hatit, si aucun attribut personnalisé n’est défini, on suppose
que la structure est implémentée en logiciel.
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À l’aide de ces attributs, les méthodes et constructeurs logiciels ou matériels sont
stockés à l’intérieur de listes distinctes dans les objets de type Classlnfo. Ainsi, lors de la
séparation des flots de compilation (logiciel et matériel), les traitements sont faits sur les
structures respectives. De plus, chaque méthode implémentée en matériel se voit attribué
un canal FSL par lequel la communication des données entre les registres et le module
matériel est réalisée. Ptiisque huit canaux sont disponibles, un maximum de huit méthodes
peut être implémenté matériellement.
Les résultats de cette étape sont une liste des types définis dans l’assemblage traité, les
relations d’héritages entre ces types et les champs et méthodes qui les composent. De plus,
les méthodes d’une classe sont divisées selon leur cible de compilation, soit le logiciel ou
le matériel.
5.2.2 Graphe de flot de contrôle du CIL
Dans un compilateur, le graphe de flot de contrôle (GFC) décrit statiquement les
chemins possibles du flot de contrôle lors de l’exécution d’une méthode. Cette structure
est nécessaire pour les analyses de contrôle de flot, qui donnent lieu plusieurs
optimisations [77].
Un GFC est typiquement composé des éléments suivants
• Un ensemble de blocs de base (BB). Un BB est une série d’instructions qui est
toujours exécutée séquentiellement, c’est-à-dire que le flot de contrôle entre
toujours par la première instruction du bloc et sort toujours par la dernière.
• Un ensemble d’arcs dirigés. Les arcs relient les blocs entre eux, de telle sorte
qu’un arc va d’un BB vers un autre pour indiquer que le flot de contrôle peut
passer de l’un à l’autre. Un degré sortant d’un BB supérieur à 1 signifie que le
contrôle peut passer à un bloc parmi plusieurs. Cela représente généralement des
structures de contrôle comme if-then-else ou switch, ou des boucles while
ou for. Un degré entrant supérieur 1 démontre une jonction du flot de contrôle à
partir de plusieurs blocs. Une telle structure des arcs représente en général le code
à la suite d’une structure de contrôle.
• Un BB source, représentant l’entrée du flot de contrôle dans la méthode.
• Un BB arrivée, représentant la sortie du flot de contrôle dans la méthode.
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Parmi les optimisations et analyses conventionnelles utilisant le GfC, mentionnons la
détection du code mort, qui élimine le code d’un BB inatteignable, et la détection des
boucles en recherchant les cycles dans le graphe.
Le graphe de flot de contrôle de chaque méthode est nécessaire dans notre compilateur
puisque de nombreuses opérations utilisent les BB comme structure élémentaire. Dans le
flot commun, le graphe de flot de contrôle est utilisé potir obtenir la représentation
intermédiaire à partir de laquelle les flots logiciel et matériel effectueront leurs
traitements. Cependant, il faut noter que des optimisations du flot de contrôle ne sont pas
introduites par le compilateur de CIL, puisque nous supposons que celles-ci ont déjà été
appliquées par le compilateur du langage source de haut niveau générant le CIL.
Décrivons maintenant les algorithmes et les structures utilisés pour la création du GFC
et de sa représentation.
Création des blocs de base
La première étape pour la construction du GFC est la création des blocs de base.
L’algorithme suivant, tiré de [31] est utilisé
Créa tion blocs de base
Entrée Séquence d’instructions CIL d’une méthode.
Sortie : Une liste des blocs de base.
Algorithme
1. Trouver les chefs fun chef est la première instruction
d’un bloc de base)
a. La première instruction de la méthode est un chef;
b. Toute instruction étant la cible d’un branchement
est un chef;
c. Toute instruction suivant immédiatement un
branchement est un chef.
2. Un bloc de base inclut toutes les instructions entre deux
chefs, y compris le premier chef mais non le deuxième.
Algorithme 1: Création des blocs de base
Pour l’implémentation de cet algorithme, un parcours séquentiel des instructions est
effectué afin de trouver les chefs, qui sont ajoutés à une liste. Un deuxième parcours de la
liste des instructions est nécessaire pour créer la structure interne du BE à partir de la liste
de toutes les instructions contenues entre deux chefs.
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BasicBlock
Les BB sont représentés par des objets de type Bas±cBlock et plus particulièrement
des objets de type ILEas±c3lock (sous-classe de Bas icBlock) pour les BB créés à partir
du CIL. La classe Bas ±cBlock hérite elle-même de la classe Node, qui est la structure de
donnée de base représentant un noeud d’tin graphe. Les objets de type IL3asicBlock
contiennent les champs IR et IRDependenceGrapli. Le premier champ contient la
représentation intermédiaire du code de ce BB, alors que le second est utilisé plus tard
pour ajouter des informations sur la représentation intermédiaire du bloc.
Construction du GFC
La construction du GFC est accomplie en reliant les blocs de base entre eux pour
exprimer le flot de contrôle possible d’une méthode. Encore une fois, l’algorithme utilisé
est inspiré de [31]. Potir chaque bloc de base, tin parcours de la liste des blocs est effectué
afin de déten;riner les liens entre les blocs. Un arc est nécessaire entre deux blocs si
I. Il y a un branchement conditionnel ou inconditionnel à partir de la dernière
instruction d’un BB à la première instruction d’trn autre;
2. Un BB suit un autre BB dans Ta séquence d’instructions CIL et la dernière
instruction du BB précédent l’autre n’est pas un branchement inconditionnel.
Les liens entre les blocs de base sont conservés par des listes de prédécesseurs et de
successeurs dans les objets de type Node.
Une fois que les BB sont créés et liés, une structure de données de type ILFiowarapli
est créée à son tour afin de représenter le GfC de la méthode courante. L’objet de type
ILFlowGraph est stocké dans l’objet de type Internaistructure représentant la méthode
courante.
ILFlowGraph
Un objet ILFlowGraph contient principalement une référence à l’objet de type
InternaiStructure représentant la méthode, une liste des BB composant le graphe et
des références aux premier et dernier blocs dtt graphe (la source et l’arrivée).
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5.2.3 La représentation intermédiaïre (RI)
Le CIL se veut une représentation intermédiaire du code de haut niveau. Il est d’un
niveau relativement bas, ressemble à du code assembleur et est indépendant des
architectures. Cependant, pour les traitements que notre compilateur doit effectuer, cette
représentation intermédiaire n’est pas idéale
• Le CIL utilise un modèle de machine à pile. Le code assembleur Microblaze
généré pourrait utiliser cette structure à pile, mais le code généré serait loin d’être
optimal. En effet, dans un tel modèle, les accès à la mémoire sont fréquents
ptiisque les données utilisées « disparaissent » de la pile une fois consommées.
Une représentation plus proche de l’architecture à registres du Microblaze doit être
utilisée afin de produire du code de meilleure qualité.
• Le CIL est séquentiel. Un code séquentiel est moins proche d’un circuit logique
dans lequel les opérations se déroulent en parallèle, si possible. Il faudrait donc
utiliser une représentation qui expose mieux le parallélisme entre les instructions
afin de faciliter la compilation dans le flot matériel et générer des circuits de
meilleure qualité.
La RI est le résultat dcL flot commun et est utilisée par les flots logiciel et matériel.
Représentation de la RI
Les deux caractéristiques principales de la RI cherchent à combler les deux lacunes
mentionnées plus haut.
La RI est représentée par une forêt d’arbres, dont les feuilles sont des noeuds
représentant les données des instructions, dont les noeuds internes sont les instructions à
effectuer sur ces données et dont les arcs représentent le flot des doimées entre les noeuds.
Cette représentation orientée par le flot de données est pïus proche du matériel et exposè
un parallélisme entre les instructions, alors que des noeuds de l’arbre provenant de
branches différentes peuvent être exécutés parallèlement. Dans le reste du texte, nous
utiliserons de façon interchangeable noeud RI ou instruction RI pour caractériser un noeud
del’arbredelaRl.
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Les noeuds internes de la RI sont caractérisés par un registre dans lequel le résultat de
l’opération est produit. La façon dont les registres sont alloués est exposée plus loin
(section 5.3.3).
Les noeuds de la RI sont représentés par des objets de type IRNode. Les objets IRNode
sont caractérisés principalement par le registre résultant, qui est le registre contenant le
résultat de l’opération, et une liste d’opérandes de type IRNode, qui sont les opérandes
utilisés par l’opération courante.
De nombreuses classes héritant de la classe IRNode sont définies pour représenter les
différents types d’opérations et de noeuds de la RI, tel que décrit par la Figure 12. Les
principaux noeuds de la RI sont illustrés sur la figure, mais il en existe d’autres.
Intuitivement, les noeuds sont divisés en deux groupes les noeuds produisant des valeurs
(noeuds value) et ceux n’en produisant pas (les autres). Les objets représentant les
opérations produisant des valeurs sont caractérisés par un champ décrivant le type de la
valeur produite. Les types possibles sont le sous-ensemble des types CIL supportés par
notre compilateur. Des noeuds représentant des modifications au contrôle de flot des
instructions sont divisés en deux types, soit les sauts conditionnels et les sauts
inconditionnels.
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La création de la représentation interne est faite en utilisant les 33 comme unité de
traitement élémentaire, c’est-à-dire que chaque bloc de base est représenté par une forêt
d’arbres et que les instructions RI d’un bloc ne sont pas reliées aux autres BB.
Algorithme
La transformation d’une représentation à pile vers une machine à registre est décrite
dans [51]. Une technique similaire est utilisée. L’idée de l’algorithme est de simuler les
effets des instructions du code CIL, en représentation de machine à pile, alors que les
registres sont alloués du même coup.
Dans le compilateur, une pile est utilisée (que nous appelons pile interne) afin de
simuler l’effet de l’exécution des instructions. Les instructions CIL des blocs de base sont
analysées séquentiellernent. Lorsqu’une instruction CIL dont la fonction est de charger un
opérande sur la pile d’exécution est traitée, le compilateur empile un noeud de la RI sur la
pile interne auquel on affecte un registre. Ce registre correspond au registre dans lequel le
résultat de l’opération est stocké dans une architecture à registres. Le type du noeud empilé
dépend du type d’opération effectuée par l’instruction CIL. Lorsqu’on retrouve une
opération CIL dont la fonction est de réaliser une opération consommant des opérandes
Figure 12 : Types de noeuds de la représentation intermédiaire
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sur la pile d’exécution, les noeuds correspondants sont dépilés de la pile interne. Un noeud
RI correspondant à l’instruction CIL est créé, ayant comme opérandes les noeuds dépilés.
Si l’opération produit un résultat sur la pile, alors le noeud créé est empilé sur la pile
d’exécution et un registre résultant lui est assigné. Des instructions subséquentes qui
utilisent comme opérande le résultat de cette instruction CIL auront alors comme
opérande, dans la RI, le noeud RI produit. Certaines instructions CIL, tel le stockage des
variables locales ou des al-guments, consomment des éléments de la pile, mais ne
produisent aucun résultat. Dans ce cas, ce noeud devient la racine de l’arbre de la
représentation intermédiaire d’une partie du BB. Les différents arbres créés par un même
bloc de base sont stockés ensemble dans un noeud spécial de la RI qui contient la séquence
des arbres.
Un exemple est donné dans laFigure 13. Dans cet exemple, les instructions CIL à
convertir en RI sont données à la gauche de la figure, où l’instruction du haut est la
première. Ce bout de code réalise un calcul du type ct = ï
— ‘
+ z), où ï, y et z sont des
arguments et ct une variable locale d’une méthode. Le code CIL correspondant charge sur
la pile les trois arguments, additionne les deuxième et troisième arguments, soustrait ce
résultat intermédiaire au premier argument de la méthode et, enfin, affecte le résultat du
calcul à la variable locale, celle ayant l’index zéro en l’occurrence. Au centre de la figure,
les transitions de la pile d’exécution sont illustrées selon les instructions qui sont traitées.
Finalement, à droite, on retrouve l’arbre de la représentation intermédiaire qui est créé et
les noeuds correspondant aux opérations réalisées. Des flèches allant des transitions de la
pile vers les noeuds de la RI montrent où se retrouvent les éléments de la pile dans l’arbre.
ldarg. 1
________
ldarg .2
ldarg .3
D est important de m entionner q ue puisque 1 es opérandes U ‘un n oetid de 1 a RI s ont
conservées dans ce noeud selon l’ordre dans lequel ils sont produits sur la pile, il est
possible de reconstruire une représentation séquentielle des instructions RI qui correspond
à l’ordre des instructions CIL d’un BB. Il suffit de faire une traversée postfixée en
profondeur des arbres de la RI du BB.
Registres symboliques
Il n’a toujours pas été mentionné comment les registres résultants instructions RI (i.e.
le registre dans lequel le résultat d’un noeud RI est stocké) sont affectés. Généralement,
dans 1 es c ompilateurs, I ‘allocation d es r egistres est u ne o ptimisation j mportante e t b ien
connue [771•
Dans le cas présent, afin de garder une indépendance face à l’architecture visée, les
registres alloués ne sont pas des registres réels d’une architecture donnée (le Microblaze
dans notre cas). Des registres symboliques sont utilisés. On suppose un ensemble infini de
registres symboliques, permettant de faire abstraction de l’architecture réelle visée. Un
nouveau registre symbolique est créé pour chaque instruction RI générée (ou presque; voir
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Flot des
instructions
I
ARG.3
ARG.2
ARG.1
#12
Transition ARG.1
de la pile
add
sub
sti oc. O
[#12]
Figure 13 Exemple transformation CIL vers RI
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pins bas) nécessitant un registre pour accueillir le résultat de l’opération effectuée.
L’association des registres symboliques à des registres physiques est accomplie plus tard
par le compilateur, lorsque l’abstraction de l’architecture cible n’est plus possible.
Pour certains noeuds RI, il n’y a pas de nouveau registre symbolique créé à chaque
fois. Ces noeuds sont ceux qtli sont générés par les instructions CIL effectuant des
opérations de chargement et de stockage des variables locales et des arguments de la
méthode. Un registre symbolique prédéfini est utilisé pour chaque variable locale et
argument. Les instructions RI concernées utilisent toujours le registre symbolique
prédéfini e orrespondant. C e rn écanisme y ise à o ptimiser 1 e e ode é ventuellement g énéré
par le compilateur en réduisant le nombre d’accès mémoire, puisque ces deux types de
variables sont vivants pour toute l’exécution de la méthode.
Une solution alternative possible consiste à traduire naïvement les instructions CIL.
Selon le modèle de machine à pile des instructions CIL, les instructions de chargement et
de stockage des variables locales et des arguments effectuent un transfert de la mémoire à
la pile, ou vice-versa. À chaque utilisation d’une variable locale ou d’un argument, un tel
transfert est effectué. S’il y avait traduction directe entre le CIL et les instructions RI, le
résultat contenu dans le registre symbolique résultant associé à une telle instruction CIL
serait produit ou stocké en mémoire. Évidemment, cette solution est loin d’être optimale.
Une autre solution possible est de ne stocker les variables concernées en mémoire qu’à la
fin du 55. Ainsi, lors de la première utilisation de la variable dans un 33 suivant, celle-ci
se trouve automatiquement en mémoire, alors qu’elle est dans un registre symboliqtie dans
les utilisations subséquentes. Cependant, des accès mémoire inutiles sont encore une fois
introduits.
La solution utilisée associe un même registre symbolique à une variable locale ou à un
argument donné, qui est utilisé uniformément par tous les accès à cette variable.
Puisqu’un registre symbolique est associé aux variables ayant une utilité durant toute
la méthode, on constate qu’un registre symbolique est créé uniquement en vue d’accueillir
des variables temporaires, qui sont les résultats intermédiaires des calculs effectués sur la
pile.
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Résolution de la pile
Il est utile de s’interroger sur ce qui arrive lorsque la pile d’exécution ne possède pas
le même contenu à la fin de différents BB ayant le même successeur, c’est-à-dire où il y a
jonction du contrôle de flot. En effet, l’algorithme de génération de la RI, tel que décrit ici,
n’est pas en mesure de faire face à ce problème. Cependant, la spécification dti CLI
prévoit c ertaines n-i esures q ui é vitent d e faire face à ce p roblème. C ela a p our e ffet d e
simplifier la génération de code natif pour les compilateurs, en obligeant le CIL à se
conformer à certaines règles [29]. Ces règles concernent l’étctt de Ïct pile, qui est le nombre
et le type des éléments de la pile à un moment donné. L’algorithme de vérification du CLI
permet de vérifier si le CIL d’une méthode respecte bien les règles. Particulièrement
• L’état de la pile à tout point du programme doit être identique pour tous les flots de
contrôle. Par exemple, une boucle exécutée un nombre de fois inconnu et poussant
un nouvel élément sur la pile à chaque itération est interdite.
• Il doit être possible, avec une passe sur un flot d’instructions CIL d’une méthode,
de d éterniiner 1 ‘état d e 1 a p ile pour c haque i nstruction. P ar e xemple, si la p asse
d’analyse alTive à une instruction CIL x qui suit immédiatement une instruction de
branchement inconditionnel et que x n’est pas la cible d’une instruction de
branchement précédente, il est impossible de déterminer l’état de la pile à x. La
spécification requiert une pile vide dans ce cas. Une instruction y qui suit x ne
pourrait donc pas être un branchement à x, où la pile n’est pas vide à la suite de
l’exécution y.
Grâce aux règles du CLI, le problème potentiel mentionné ne survient pas. Si par contre ce
problème devait être traité, il faudrait implémenter un algorithme de cohérence de la pile
d’exécution qui s’occupe de réorganiser le contenu de la pile lors de la jonction du flot de
contrôle.
Type des noeuds RI
Pour les noeuds qui produisent une valeur, un type de donnée leur est assigné. Ce type
est un type partictilier supporté par le CLI et représente le type de la valeur produite. Pour
déterminer le type d’un noeud, une méthode qui retourne le type de la valeur produite est
utilisée, qui considère les opérandes et l’opération du noeud. La méthode implémente les
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tables de référence du CLI qui donnent les conversions de valeurs et le type résultant
d’une opération donnée.
5.3 Flot logiciel
Le flot logiciel est responsable de la génération du code assembleur Microblaze à
partir duquel est généré l’exécutable final, utilisé par le processeur. Ce flot est la première
moitié de la partie dorsale du compilateur. Il utilise en entrée les objets de type Classlnfo
et la RI créés dans le flot commun. Seules les méthodes annotées en logiciel sont
considérées par le flot logiciel. La sortie est un fichier texte contenant le code et les
données de la partie logicielle du programme source. Ce fichier est assemblé et lié par le
compilateur MB-GCC de Xilinx.
Dans cette section, nous décrivons les analyses et les traitements réalisés par le flot
logiciel ainsi que les structures de données utilisées. Les phases sont décrites dans l’ordre
chronologique dans lequel elles sont exécutées par le compilateur. La Figure 14 montre
l’enchaînement des phases du flot logiciel.
Représentation
4, intermédiaire
Génération du code
l assembleur Microblaze J
(ération et analyse dïifl
GFC du code assembleur J
Optimisation du code
4...[ Allocation des registre
Fïgure 14 : Phases du flot logiciel
Il faut noter que, dans le flot logiciel, aucune optimisation n’est appliquée à partir de la
RI. On suppose que la majorité des optimisations de haut niveau ont déjà été effectuées
r
Optimisation du code
Fichiers de code
assembleur
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par le compilateur du langage source. Donc, les optimisations devront être faites
principalement sur un langage de plus bas niveau, tel le code assembleur qui sera généré
par le flot logiciel.
5.3.1 Génération de code assembleur
La première phase du flot commun consiste à générer le code assembleur Microblaze.
Le code généré est manipulé et modifié par la majorité des phases subséquentes du flot
logiciel.
Algorithme
La génération de code se déroule à partir de la représentation intermédiaire de chaque
BB d’une méthode. Les blocs sont parcourus un à un et le code généré est stocké dans une
liste d’instructions conservée dans le bloc de base correspondant.
L’Algorithme 1 est utilisé. Celui-ci parcourt la structure arborescente de la RI et
génère le code au passage. Voici le pseudo-code de l’algorithme utilisé
Généra ti on code assembi eur
Entrée : RI d’un bloc de base
Sortie Liste d’instructions assembleur Microblaze
Algorithme
1. Soit L une liste vide qui contient le code
2. Pour chaque racine RL.acine dans la séquence d’arbres de la
RI
a. Soit R’courant le noeud courant, où Rlcourant = Rlracine
b. Pour chaque opérande Rloperanue de Rlcourant
i. Générer le code de Rloperanue et l’ajouter dans L
C. Générer le code de Rlcourant et 1’ ajouter dans L
Algorithme 2 : Génération de code assembleur à partir de la représentation intermédiaire
L’algorithme génère récursivement le code pour les opérandes d’tin noeud RI et ensuite
pour le noeud lui-même. Tel que mentionné dans la description de la RI, le parcours
postfixé en profondeur des arbres de la RI conserve l’ordre des instructions par rapport au
CIL d’origine. Ainsi, le code d’un noeud RI correspondant à une instruction CIL donnée
est toujours généré avant le code pour n’importe quelle instruction CIL subséquente dans
l’ordre des instructions CIL de la méthode.
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Dans l’algorithme, il n’est pas mentionné comment le code est généré pour un noeud
donné. Une correspondance est établie entre une instruction de la RI et une séquence
d’instructions assembleur. Les registres sources et cibles de la séquence de code
assembleur sont donnés respectivement par les registres résultants des opérandes et le
registre résultant du noeud RI.
Un exemple de production de code à partir d’un arbre de la RI d’un BB (on utilise le
même arbre que celui produit dans l’explication de la production de la RI à la Figure 13)
est donné à la Figure 15. Le code est toujours généré pour les opérandes d’un noeud avant
le noeud lui-même. Donc, le premier noeud pour lequel le code est produit est l’argument
i, à gauche dans l’arbre. Toutefois, aucun code n’est produit pour ce noeud, puisqu’une
donnée comme un argument correspond directement avec un registre. La même chose se
produit à l’étape 2, alors que les arguments 2 et 3 ne produisent pas de code. Ensuite, le
code est généré pour l’opération d’addition, utilisant comme opérandes les arguments 2 et
3 (qui correspondent à des registres). À l’étape 4, le code assembleur est généré pour
l’opération de soustraction, en utilisant l’argument 1 et le résultat de l’opération d’addition
(contenu dans le registre symbolique #12) comme opérandes. Finalement, le code de
l’affectation est produit, alors que le résultat de la soustraction est transféré dans le registre
correspondant à la variable locale 0, qui est le registre résultant de ce noeud.
1 Liste d’instructions
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2.
ARC 3
y
Liste d’instructions
ARG 3
Liste d’ instructions
add #r12, $arg.2, $arg.3
Liste d’instructions
add #r12, $arg.2, $arg.3
sub #r13, $arg.1, #r12
3.
4.
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5. Liste d’instructions
add #r12, $arg.2, $arg.3
sub fr13, $arg.1, fr12
addi #loc.O, #r13, O
Pitisieurs particularités du code assembleur à générer doivent être mentionnées.
Un noeud RI correspond généralement à plus d’une instruction en code
assembleur. D ans c ertains c as, c omme 1 a c réation d ‘un t ableau p ar exemple, 1 a
génération de code petit introduire de nouvelles instructions de branchement. Dans
ce cas, le GFC créé à partir du CIL n’est plus représentatif du flot de contrôle du
programme. Le GFC doit par contre être réutilisé dans d’autres analyses. Il faudra
donc modifier le GFC pour tenir compte des branchements.
Toutes les instructions qui sont des cibles potentielles de branchements sont
identifiées par des étiquettes. Principalement, le point d’entrée d’un bloc de base
est identifié par une étiquette correspondant à la première instruction du bloc. Les
instructions de branchement utilisent comme cible l’étiquette de l’instruction
ciblée. Ces étiquettes sont transformées en déplacement réel par l’assembleur de
MB-GCC.
• Le point d’entrée d’une méthode est identifié de façon unique par une étiquette
qui est générée à partir de la signature de la méthode. Un appel non virtuel à une
méthode est tin branchement à cette étiquette.
• Les appels virtuels des méthodes sont résolus de façon classique à l’aide des
tables d’appels virtuels (vtable). L’adresse d’une méthode virtuelle est stockée à
un déplacement doimé dans la table d’appels virtuels d’une classe. L’appel d’une
Figure 15 : Génération de code à partir de la représentation intermédiaire
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telle méthode consiste à rechercher l’adresse de la méthode correspondante dans
la table, puis à effectuer un branchement à cette adresse.
• L’appel d’une méthode implémentée en matériel génère des instructions qui
transfèrent les arguments de la méthode par le canal FSL assigné à cette méthode,
ainsi que l’instruction qui récupère la donnée de retour. Une seule instruction est
nécessaire pour le transfert d’une donnée de 32 bits du canal vers le module
matériel ou vice-versa. Un tel appel de méthode génère au minimum n + I
instrtictions, où n est le nombre d’arguments de la méthode et l’instruction
supplémentaire est la récupération de la valeur de retour.
• À l’étape de génération de code assembleur, les registres utilisés par les
instructions sont les registres symboliques. Ces registres doivent être associés à
des registres physiques durant une phase d’allocation des registres. Puisque les
registres physiques utilisés dans la méthode ne sont pas connus, la sauvegarde des
registres à l’entrée de la méthode et avant les appels de fonction n’est pas réalisée
à ce moment, mais après l’allocation des registres. Une sauvegarde des registres
symboliques aurait pu s’effectuer en utilisant les registres symboliques, mais des
instructions redondantes seraient générées lorsque deux registres symboliques se
voient attribuer le même registre physique.
• Toutes les références à des déplacements par rapport au bloc d’activation de la
méthode courante (voir plus loin) sont des déplacements symboliques, c’est-à-dire
que le déplacement réel n’est pas encore connu. Une explication détaillée est
donnée plus loin.
La liste des instructions de code assembleur généré est stockée dans l’objet
représentant le 33. Le code généré de tous les BB d’une méthode est «recollé » dans une
liste pour obtenir une nouvelle version séquentielle complète du code. Cette liste sera
utilisée afin de construire un nouveau GFC correspondant au code assembleur Microblaze,
en utilisant les mêmes algorithmes que décrits précédemment pour la construction du GFC
à partir du CIL. Le GfC généré est représenté par un objet de type NBFloworaph et réalise
les mêmes fonctionnalités que le GFC du code CIL. Des BB de type MBBas±c3lock, une
sous-classe de BasicBlock, composent ce graphe et sont analogues aux BB du GFC du
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CIL. Le graphe contenant le code assembleur est le résultat principal de la génération de
code.
Il est é vident q ue c ette façon de faire p our reconstruire I e G FC n ‘est p as optimale,
mais elle est simple. Il aurait été possible d’analyser le code assembleur Microblaze
généré à partir des BB du CIL, de diviser les BB dans les cas où cela est nécessaire et
d’établir de nouveaux liens entre les blocs. De cette façon, aucun traitement ne serait
effectué pour les Bfl où cela s’avère inutile.
Représentation des instructions assemblen r Microblaze
Les instructions assembleur Microblaze (nous utiliserons uniquement instruction
Microbtaze) sont représentées par les objets de type MBInstrucion. Ces objets
contiennent (entre autres) des champs pour le stockage des informations suivantes
• L’étiquette de l’instrtiction.
• Le code opérationnel de l’instruction.
• Le registre source et les deux registres opérandes.
• Un commentaire, qui aide à la compréhension du code généré.
• Une référence à la méthode d’où l’instruction provient.
• Un numéro, permettant d’ordonner les instructions potir différents besoins.
Des méthodes de la classe permettent au compilateur d’obtenir toutes sortes
d’informations à propos de l’instruction, telles de quel type d’instruction il s’agit
(opération arithmétique, branchement, etc.), obtenir la cible d’un branchement, ou savoir
si l’instruction utilise ou redéfinit la valeur contenue dans un registre donné.
Stratégies de stockage
Comme dans les compilateurs traditionnels, la mémoire est divisée en deux parties : la
pile et le tas. La pile sert au stockage des données relatives aux fonctions ou méthodes,
alors que le tas est utilisé pour la création dynamique de données. La Figure 16 montre la
technique traditionnelle de la division de la mémoire. La plage mémoire disponible pour la
pile débute typiquement à l’adresse la plus élevée et l’allocation se fait vers les adresses
plus petites; le tas débute à l’adresse la plus petite et l’allocation se fait vers les adresses
plus grandes (ce qui n’est toutefois pas totalement vrai, car certaines structures allouées
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dynamiquement ne sont plus vivantes à certain moment et la mémoire qu’elles utilisent est
réclamée).
Adresse
maximale
Méthode 1 Donnees pour
les méthodes
Méthode n
Objet n
___________________
Objets créés
Objet 1 dynamiquement
Adresse O
Figure 16 : Utilisation de la mémoire pour la pile et le tas
Notre compilateur utilise la mémoire de cette façon, même si la gestion du tas est quelque
peu simplifiée.
Support d’exécution — blocs d’activation
Un bloc d’activation est utilisé pour stocker en mémoire les informations relatives à
une méthode [31]. Un bloc est créé séquentiellement sur la pile en mémoire à la suite d’un
appel, afin supporter les appels imbriqués et récursifs des méthodes. Un pointeur de pile
indique l’adresse du dernier bloc de mémoire de la pile (donc la plus petite adresse).
Dans notre compilateur, les blocs d’activation sont utilisés pour contenir les arguments
de 1 a méthode, I es y ariables I ocales, 1 ‘adresse de r etotir dc 1 a ni éthode appelante e t I es
différentes données sauvegardées, comme les registres sauvegardés lors d’appels de
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méthodes ou les registres déversés (spiÏÏecf) en mémoire lors de l’allocation de registres.
La Figure 17 montre la structure d’un bloc d’activation en mémoire.
Sauvegarde des
registres
Sauvegardes
d’arguments
Sauvegardes
temporaires
Variables locales
Arguments pour les
méthodes appelées
Adresse de retour
Figure 17 Bloc d’activation
Les blocs d’activation respectent la convention d’appel de C qu’utilise le compilateur
MB-GCC [28]. De cette façon, le code généré par le compilateur est capable d’interagir
avec les fonctions C offertes au Microblaze.
Comme il a été mentionné précédemment, toutes les instructions utilisant la mémoire
d’un bloc d’activation utilisent des déplacements symboliques par rapport au début du
bloc. Ces déplacements sont remplacés en déplacements réels dans les phases finales du
flot logiciel. L ‘utilisation des déplacements symboliques est nécessaire puisque la taille
exacte du bloc d’activation n’est pas encore connue. En effet, à cet instant, il est
impossible de déterminer le nombre de certains types d’éléments contenus dans le bloc
(par type d’élément, nous entendons ici des variables locales, des registres sauvegardés,
etc. et pas un type de donnée). Par exemple, comme il est mentionné plus haut, les
registres sauvegardés ne sont pas connus.
Les déplacements symboliques sont identifiés de façon unique par des noms
particuliers et un indice représentant un élément donné dans le groupe. Dans certains cas,
la fonctionnalité réalisée par un type d’éléments est très proche d’un autre type. Certain
types d’éléments dans le bloc d’activation sont différenciés seulement pour simplifier des
traitements. Les types sont répertoriés dans le Tableau III. L’indice d’un élément indique
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un élément particulier. Par exemple, la première variable locale de la méthode sera définie
par %loc . i et le premier argument par %arg. 1.
Type d’élément Déplacement symbolique Utilisé pour
(où x est l’indice de l’élément)
Variable locale %loc . X Variable locale de la méthode
Argument %arg . x Argument d’une méthode
appelée
Sauvegarde temporaire %tempsave .x Déversement en mémoire
d’un registre
Sauvegarde de registre %save .x Sauvegarde de registre avant
appel de méthode
Sauvegarde d’argument %args ave . X Sauvegarde d’argument avant
appel de méthode
Tableau III : Types de déplacements symboliques
Structure des objets en mémoire
Les instances des classes, les objets, sont stockés sur le tas. Ils doivent contenir les
valeurs associées aux champs de l’instance donnée et une identification permettant de
déterminer la classe dont ils sont issus.
Un objet en mémoire est composé de la façon suivante, comme il est montré sur la
Figure 18 (où la structure d’un objet est donnée à gauche et la structure d’un tableau à
droite)
• Un en-tête de deux mots mémoire. Le premier mot contient une référence à la table
d’appels virtuels de la classe de l’objet. La table d’appels virtuels est contenue
dans la section des données du programme et est structurée ainsi : la première
entrée est une référence à la table d’appels virtuels de la super-classe et les entrées
suivantes sont les adresses des méthodes virtuelles de la classe. Un test de type
dynamique sur un objet utilise l’adresse de la table d’appels virtuels. Le deuxième
mot de l’en-tête de l’objet est inutilisé, sauf pour les tableaux, où le nombre
d’éléments qu’il contient y est stocké. Pour implémenter entièrement les
fonctiormalités de l’environnement d’exécution (comme le ramasse-miettes), l’en
tête de l’objet devra être modifié. Le changement de la structure de l’en-tête
pourrait être effectué aisément dans les sources du compilateur, si nécessaire.
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Les champs de l’objet ou les données du tableau. Les premiers champs sont les
champs de la super-classe la plus haute dans la hiérarchie, alors que les derniers
sont ceux de la classe de l’objet courant.
Champ n Donnée n
Champ I Donnée 1
[Vide] Taille du tableau
Pointeur vers la table Pointeur vers la table
d’appels virtuels d’appels virtuels
Figure 18 Structure des objets et des tableaux en mémoire
Support d’exécution — Gestion dynamique de la mémoire
Certaines instructions créent dynamiquement des objets en mémoire, sur le tas, comme
un tableau ou une instance d’une classe. Selon le langage sotirce utilisé, la réclamation des
blocs de mémoires utilisés par un objet qui n’est plus vivant est effecttiée de façon
explicite ou implicite. Dans les langages C et C++, la réclamation est explicite. Dans un
tel cas, le programmeur a la responsabilité de réclamer manuellement la mémoire avec le
mot clé f ree, par exemple. Les langages Java et C# utilisent une réclamation implicite,
c’est-à-dire que le programmeur ne peut réclamer manuellement des blocs de mémoire. La
récupération est accomplie par un ramasse-miettes qui parcourt la mémoire et réclame les
blocs utilisés par des objets morts. Généralement, les objets encore vivants sont ensuite
déplacés au début du tas afin de permettre de nouvelles allocations de mémoire.
L’activation du ramasse-miettes est lancée dans différentes circonstances, comme lorsqu’il
n’y a plus de mémoire disponible.
Dans l’environnement d’exécution du CLI, la gestion dynamique de la mémoire est
automatique (avec un ramasse-miettes) et n’est pas explicitée par des instructions dans le
CIL. Dans notre compilateur, cette gestion est fortement simplifiée. Comme pour la pile,
un pointeur indique le début de la zone de mémoire du tas. L’allocation dynamique d’un
objet est effectuée à partir de l’adresse indiquée par le pointeur. Celui-ci est incrémenté
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d’une valeur correspondant à la taille de l’objet. La réclamation des blocs de mémoire n’a
jamais cours. En conséqunce, le tas ne cesse de croître à la suite de la création dynamique
d’objets, jusqu’à potentiellement rejoindre la pile. Des tests sont effectués lors de
l’allocation dynamique d’objets et lors d’appels de méthodes afin de vérifier que la pile
n’écrase pas le tas ou vice-versa. Si un tel cas survient, l’exécution dti programme est
terminée.
Deux raisons sont à la base de ce choix d’implémentation
• Les services de gestion de mémoire sont fourni par l’environnement d’exécution
du CIL, le CLI, et pas par le langage lui-même. L’implémentation de la
sémantique du langage ne nécessite pas de ramasse-miettes.
• Les routines C de gestion de mémoire du Microblaze sont incomplètes.
L’allocation de mémoire par malloc est effecutée à l’aide de la même stratégie que
nous utilisons, alors que la routine de réclamation, fiee, ne fait ubsolttment rien!
En effet, cette routine n’est tout simplement pas implémentée. De nombreuses
explications justifient probablement cela, mais mentionnons principalement le peu
d’allocations dynamiques dans les applications typiques des systèmes embarqués.
Bien sûr, rien n’empêche la possibilité d’éventueLlement ajouter le support nécessaire
pour la gestion automatique de la mémoire. De nombreux algorithmes sont connus [66];
certains sont même spécialisés pour les systèmes embarqués [36]. Pour l’instant, certains
programmes ne peuvent être exécutés (lorsqu’il y a de nombreux objets créés
dynamiquement), mai s ils ne sont généralement pas représentatifs d’applications typiques
pour ce genre de système.
Support d’exécution — Fonctions C
Ptiisqtie le compilateur respecte la convention d’appel de C et l’interface binaire
d’application (Application Binan’ Inteiface ou ABI), le code généré est apte à interagir
avec les fonctions C de l’environnement d’exécution du Microblaze.
Ainsi, certaines méthodes des classes prédéfinies de .NET peuvent être associées à des
fonctions C prédéfinies. Par exemple, la méthode d’impression de données sur la console,
Console.Write ou Console.Wr±teLine, est associée aux fonctions C print ou putnum
du Microblaze, qui sont des versions réduites de printf, respectivement pour
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l’impression d’une chaîne de caractères et pour celle d’un nombre. Ces méthodes sont
pour l’instant les seules qui sont implémentées par les fonctions C, puisqu’elles sont utiles
pour le déverminage des applications créées.
Toutefois, certains problèmes surviennent: la représentation d’une donnée sous .NET
et en C n’est pas nécessairement la même. Par e xemple, une chaîne de e aractères sous
.NET est considérée comme un objet alors que ce n’est qu’un simple tableau en C. Ainsi,
la fonction print de C ne pourra accepter directement l’objet qui représente la chaîne de
caractères, puisqu’un objet contient un en-tête avant les cases du tableau de caractères.
Dans cet exemple, afin de pouvoir titiliser les chaînes de caractères de .NET avec les
fonctions C, il faudrait peut-être modifier la représentation de ces données ou exécuter un
pré-traitement sur ces données afin d’extraire la partie représentant seulement le tableau
de caractères.
Donc, l’association des méthodes de .NET avec des fonctions prédéfinies de C offre de
plus grandes fonctionnalités, mais dans certains cas, des problèmes comme ceux énumérés
apparaissent et il faut trouver des moyens de les contourner ou de les résoudre.
5.3.2 Optimisation du code assembleur
Une fois le code assembleur généré et après l’allocation des registres, des phases
d’optimisations peuvent être réalisées afin d’augmenter la qualité dti code [77]. Des
optimisations du code à l’mtérieur des blocs de base sont possibles, dont, principalement,
l’ordonnancement des instructions. Des optimisations entre les blocs de base peuvent aussi
être réalisées, comme le déroulement de boucle.
Cependant, notre compilateur n’effectue pas de telles optimisations. Le but du
compilateur est d’obtenir en premier lieu du code fonctionnel. En conséquence, la priorité
est mise sur la production du code, et non sur son optimisation. Toutefois, rien n’empêche
que des phases d’optimisations soient ajoutées dans la structure du compilateur.
5.3.3 Allocation des registres
Comme il a été mentionné auparavant, les registres utilisés par les instructions
Microblaze sont des registres symboliques. La phase d’allocation des registres associe aux
registres symboliques des registres physiques de l’architecture visée, c’est-à-dire le
processeur Microblaze dans notre cas. De nombreux algorithmes d’allocation des registres
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sont connus. La performance de l’algorithme employé joue souvent un rôle important dans
la qualité du code produit. Différentes méthodes sont utilisées t les méthodes locales aux
33 produisent du code de moins bonne qualité, alors que les méthodes locales à une
méthode (intra procédurale) donnent généralement des résultats bien supérieurs. Des
techniques permettent aussi une allocation inter procédurale. Un algorithme d’allocation
performant produit du code où les données qui servent le plus souvent sont conservées
autant que possible dans les registres, ce qui a pour effet de réduire les accès à la mémoire.
Le temps d’exécution de l’algorithme peut aussi être un facteur important. L’algorithme le
plus utilisé dans les compilateurs statiques, de type intra procédurale, est l’allocation par
coloriage de graphe [43].
Dans notre cas, l’algorithme choisi est une version modifiée du balayage linéaire
(tinectr-scctn) [79] avec deuxième chance (second-chance binpacking) [88]. C’est une
technique locale aux méthodes (intra procédurale), typiquement utilisée dans les
compilateurs dynamiques vu la rapidité d’exécution de l’algorithme.
La justification de ce choix d’algorithme, par rapport au coloriage de graphe est
claire : l’implémentation est simple, et un résultat de bonne qualité est obtenu.
L’implémentation rapide de cet algorithme a permis d’obtenir un prototype fonctionnel
plus rapidement. Cependant, il est évident que l’utilisation de l’algorithme par coloriage
de graphe serait importante pour obtenir du code de meilleure qualité.
Dans les sections suivantes, les concepts, l’algorithme et les modifications de
l’allocation de registres par balayage linéaire sont expliqués.
Intervalles de vie
Les décisions d’allocation des registres sont prises à partir des intervalles de vie. Un
intervalle de vie est défini par la première instruction à partir de laquelle une variable est
utilisée, jusqu’à la dernière utilisation. Dans le cas présent, les variables sont les registres
symboliques auxquels les registres physiques seront alloués. Les notions de première et de
dernière utilisation supposent un ordre par rapport aux instructions. Cet ordre est calculé à
partir de différentes traversées du GFC, comme en profondeur d’abord, mais aussi selon
l’ordre textuel du code par rapport au programme original. L’approximation faite par les
intervalles, qui e st 1 a principale e ause d es m oins b onnes p erformances du e ode g énéré,
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consiste à ne pas tenir compte des trous dans les intervalles de vie d’une variable. En effet,
entre deux utilisations de celle-ci, la variable pourrait ne plus être vivante.
Algorithme
L’algorithme de balayage linéaire est rapide puisque les décisions d’allocation sont
faites en une seule passe sur le code. À chaque instruction dans la représentation linéaire
du GFC, les intervalles de vie cictifs, c’est-à-dire ceux dont la fin est plus loin que
l’instruction courante, sont considérés. S’il y un nombre plus petit d’intervalles actifs que
de registres disponibles, alors tous tes intervalles peuvent résider dans les registres. Par
contre, si à un point donné, il y a plus d’intervalles que de registres, un ou plusieurs
intervalles devront être débordés en mémoire, c’est-à-dire qu’un emplacement en mémoire
doit leur être assigné, d’où ils seront utilisés. Les décisions établissant quels intervalles
doivent être débordés en mémoire sont basées sur différentes heuristiques, discutées en
profondeur dans [87].
Implémentation
L’implémentation de l’algorithme d’allocation des registres est inspirée d’une version
plus performante du balayage linéaire, le balayage linéaire avec deuxième chance [$8].
Dans cet algorithme, un intervalle de vie peut se voir attribuer un registre différent dans
lequel résider lorsqu’il est utilisé après avoir été déversé en mémoire, d’où le nom de
deuxième chance. En conséquence, un intervalle peut résider dans un registre donné à tin
moment et dans un autre à un autre moment. De plus, un intervalle est gardé dans un
registre tant que ce registre n’est pas utilisé pour stocker un autre intervalle. À la suite de
l’allocation, une phase de résolution est nécessaire, afin de régler des conflits
d’emplacement des intervalles aux frontières des BB. En effet, cet algorithme ne modélise
pas le flot de contrôle du programme. La phase de résolution est aussi expliquée dans
l’article décrivant l’algorithme et une version simplifiée, qui répond aux besoins de notre
algorithme, a été implémentée pour notre compilateur.
Dans notre cas, la représentation linéaire du code est réalisée en traversant le GFC en
profondeur d’abord. Il serait utile d’expérimenter d’autres linéarisations à l’aide de
différentes traversées puis d’examiner la qualité de l’allocation de registres. Une phase qui
collecte les durées de vie, selon l’algorithme décrit dans [31], est effectuée pour connaître
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la prochaine utilisation et la vivacité d’une variable à chaque instruction. Ces informations
permettent de calculer les intervalles de vie, principalement lorsque le contrôle de flot
effectue des retours en arrière.
Les intervalles de vie n ‘ont p as de d euxièrne chance d ‘allocation u n intervalle est
associé à un registre physique pour l’entièreté de sa durée. Cependant, contrairement au
balayage linéaire classique, où un intervalle réside soit en mémoire, soit dans un registre,
toits les intervalles se voient attribuer un registre au débtit de l’intervalle de vie. Un
intervalle réside dans son registre jusqu’à ce qu’un autre registre symbolique dont
l’intervalle est vivant soit utilisé et ait le même registre physique associé. Dans ce cas,
l’intervalle résidant actuellement dans le registre physique est stocké temporairement en
mémoire, jusqu’à sa prochaine utilisation.
L’attribtition d’un registre à un intervalle est déterminée ainsi : si des registres sont
disponibles pour l’allocation, un registre physique est choisi au hasard et ce registre est
attribué à l’intervalle. Sinon, le registre contenant l’intervalle vivant se tenninant le plus
tard est attribué; on espère que l’utilisation de la variable décrite par l’intervalle est
utilisée le plus loin possible à partir du moment courant et que la vie de l’intervalle
courant se trouve dans un « trou » de l’intervalle de vie se terminant le plus tard. Cette
heuristique a été choisie parmi d’autres possibles.
Des mesures particulières doivent être prises lorsque les detix opérandes d’une
opération utilisent le même registre un des deux opérandes se voit attribuer un autre
registre pour cette instruction seulement.
Pour réaliser cet algorithme, différentes informations doivent être conservées
• L’association des intervalles et des registres symboliques.
• L’emplacement actuel des intervalles, c’est-à-dire dans tin registre ou en mémoire.
• L’emplacement de stockage temporaire d’un intervalle lorsqu’il doit résider en
mémoire. Cet emplacement est décrit par un déplacement symbolique sur la pile,
tel que décrit dans la section 5.3.1. Un nouvel emplacement est généré pour chaque
intervalle.
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Résolutions des conflits
Tout comme dans l’algorithme de balayage linéaire avec deuxième chance, des
conflits d’emplacement à la frontière des BB surviennent. Ces conflits sont attribuables à
la nature linéaire de l’algorithme d’allocation, qui ne tient pas compte du flot de contrôle.
Un exemple d’un tel conflit est décrit dans la Figtire 19.
X
La disposition des BB de cet exemple pourrait représenter une structure ifthen-eÏse.
L’allocation de registres commence par le bloc 1. Dans ce bloc, un registre ri est alloué à
l’intervalle de la variable x, qui est rencontrée pour la première fois (donc l’intervalle
débute sa vie), alors que nous supposons que les variables b et c ont déjà un registre qui
leur est alloué, des registres r2 et r3 respectivement. L’allocation traite ensuite le bloc 2.
L’intervalle de y débute ici et on doit lui associer un registre. Un registre r4, qui ne
contient pas d’intervalle, lui est alloué. Supposons, pour les besoins de l’exemple, que le
bloc 3 est le suivant dans l’ordre d’allocation. L’intervalle de la variable z débute dans ce
bloc. Par contre, supposons qu’aucun registre physique n’est libre, alors un registre
contenant déjà un intervalle doit lui être alloué. Supposons que l’heuristique choisisse
d’allotier le registre ri, contenant x, à z. L’intervalle de x doit alors être stocké en mémoire
temporairement jusqu’à sa prochaine utilisation. Lors de la jonction du flot de contrôle des
X dans dans un registre x dans dans un registre
Figure 19 : Conflit d’allocation de registre
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blocs 2 et 3, l’allocation ne dispose pas d’informations cohérentes pour le bloc 2, le
registre r] contient x, alors qtte ce registre contient z pour le bloc 3 et x se trouve en
mémoire. Alors, l’allocateur ne sait pas qtloi faire dans le bloc 4.
Pour solutionner ce problème, une structure garde l’emplacement des intervalles au
début et à la fin des blocs et une phase de résolution analogue aux noeuds phi de la forme
SSA [39], est exécutée. Le contenu des registres qui sont incohérents est stocké en
mémoire à la fin des blocs de base et est rechargé lorsqu’un intervalle est utilisé dans le
bloc où le flot de contrôle est joint.
Sauvegarde des registres
Une fois l’allocation terminée, on connaît exactement quels registres physiques sont
utilisés dans une méthode. Grâce à cette information, des instructions sont ajoutées dans le
but de sauvegarder les registres à l’entrée des méthodes, pour les registres dont la
responsabilité tient de l’appelé (callee-save), ou au site d’appel d’une méthode, pour les
registres dont la responsabilité tient de l’appeleur (caÏÏer-save). Des instructions de
chargement des registres sont aussi ajoutées à la fin dans l’épilogue d’une méthode et au
retour de l’appel d’une méthode, ayant pour effet de recharger le contexte d’avant l’appel.
5.3.4 Résolutions des déplacements symboliques
Afin d’obtenir le code exécutable final, une valeur réelle doit être attribuée aux
déplacements symboliques qui représentent un déplacement par rapport au pointeur de la
pile dans le bloc d’activation. Cette valeur dépend du nombre d’éléments dans le bloc
d’activations, comme les variables locales, les arguments des méthodes, les sauvegardes
de registres, etc. Pour un élément donné, un déplacement est calculé en fonction du
«rang» de l’élément courant dans le groupe d’éléments du même type (par exemple, le
ème
registre sauvegardé) et du nombre total d’éléments sauvegardés sur la pile. Le calcul
du nombre d’éléments sur la pile est accompli en parcourant le code des BB. Dans une
structure de données associée à chaque type d’éléments, les références à un déplacement
pour ce type sont regroupées. Le nombre de différentes références d’un type donne le
nombre d’éléments pour ce groupe.
Afin d’obtenir une meilleure allocation de la mémoire de la pile, une analyse
concernant l’utilisation de la mémoire peut être réalisée. Cette analyse a pour but
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d’attribuer des cases mémoire de la pile aux déplacements symboliques qui ne sont pas
vivants en mémoire en même temps.
5.3.5 Génération du fichier
L’étape finale du flot logiciel consiste à générer le fichier résultant du flot. Le code
assembleur des méthodes est écrit dans un fichier, suivi des données du programme. Ces
données sont les champs statiques des classes, récupérés à l’aide de la réflexion et
accessibles par les objets de type Classlnfo. Des tables de sauts, nécessaires à
l’implémentation des instructions switch et les tables d’appels virtuels sont aussi écrites.
Ce fichier est ensuite utilisé comme programme source par MB-GCC de Xilinx, afin
de l’assembler et de le lier (assemble and Ïink) en vue d’obtenir le fichier exécutable du
programme.
5.4 Flot matériel
À partir de la RI créée par le flot commun, le flot matériel est responsable de générer
des ASM qui implémentent les méthodes identifiées en matériel.
Le but principal à atteindre lors de la transformation des méthodes en ASM est
d’obtenir le plus grand parallélisme possible afin de calculer le résultat de la méthode en
un petit nombre de cycles. En effet, pour qu’un ASM soit utile au système, il faut, d’une
part, que le calcul soit obtenu plus rapidement que s’il était implémenté en logiciel, et,
d’autre part, profiter du temps de calcul utilisé par le module matériel pour effectuer
d’autres o pérations e n 1 ogiciel. C ette d ernière condition p eut être r éalisée I ‘aide d ‘un
ordonnancement des instnictions : les instructions qui de lancent l’exécution du matériel
sont exécutées dès que les arguments de la méthode sont disponibles; le résultat est
récupéré le plus tard possible par rapport au lancement de l’exécution matérielle (sans
pour autant retarder une utilisation de ce résultat par une autre instruction). Par contre,
comme il a été mentionné précédemment, une phase d’ordonnancement des instructions
n’est pas implémentée, mais serait nécessaire pour obtenir du code de meilleure qualité.
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Le résultat du flot matériel est un ensemble de fichiers qui décrivent tes méthodes
matérielles en CASM. Le compilateur CASM est utilisé pour convertir le code en VHDL,
qui sera alors intégré au système final, synthétisé par les outils de Xilinx.
Les traitements effectués par le flot matériel sont illustrés par la figure 20 et sont
décrits plus en détail dans cette section.
Création de l’interface FSL
Code CASM
( Compilation avec ifl
compilateur CASM J
fichiers de code
+ VHDL synthétisable
Figure 20 : Phases du flot matériel
5.4.1 Génération de la structure de base des ASM
La première étape du flot matériel consiste à générer le squelette de la structure des
ASM, c’est-à-dire d’identifier les entrées, la sortie et les variables locales. Les états et le
code des états d’un ASM sont générés plus tard.
Les entrées d’un ASM sont définies à partir des types de données des arguments de la
méthode implémentée. Le nombre de bits d’une entrée donnée est déterminé par le
nombre de bits utilisé par le Microblaze pour représenter le type de l’argument. Par
exemple, un argument de type short, c’est-à-dire un entier de 16 bits, est représenté par
un vecteur signé de 16 bits dans l’ASM, alors qu’un entier de type uint, c’est-à-dire un
entier non signé de 32 bits, est représenté par un vecteur non signé de 32 bits. La taille de
la sortie est définie de la même manière, soit en utilisant le type de la valeur de retour de
la méthode. Le protocole de communication auquel on a recours pour les entrées/sorties
est toujours fil synchronized, afin d’être conforme au protocole de communication du
Représentation
intermédiaire
Génération de code CASM
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canal FSL. Ce protocole est le même que celui utilisé par les ASM complètement
synchronisés.
Deux ensembles de variables locales sont utilisées par un ASM : les variables locales
qui correspondent atix variables locales de la méthode et celles qui correspondent aux
entrées de l’ASM. Pour le premier ensemble, le type d’une variable locale de l’ASM est
déterminé par le type de la variable locale de la méthode. Par exemple, un registre signé
de 32 bits est utilisé pour représenter un entier de 32 bits. Pour le deuxième ensemble, le
type de la variable locale est directement donné par le type de l’entrée. Par exemple, tin
vecteur non signé de 32 bits donne tin registre non signé de même taille. Ce deuxième
ensemble de variables locales s’impose si on veut utiliser les données d’entrée d’un ASM
une fois l’entrée reçue, elle est transférée dans la variable locale correspondante et devient
manipulable.
5.4.2 Affectation des instructions aux états
Les états d’un ASM doivent être créés et les instructions RI doivent être assignées aux
états. Il faut, comme il a été mentionné plus haut, maximiser le parallélisme en réalisant le
plus d’opérations possibles dans un même état. À cette fin, un ordonnancement des
instructions RI est effectué. Celui-ci tente d’affecter le plus d’instructions possibles à un
état. Les BB constituent l’unité de base de la phase d’ordonnancement, c’est-à-dire que les
instructions RI d’un seul bloc sont considérées pour la création des états (ce qui signifie
qu’un ASM contiendra au moins autant d’états que le nombre de BB du GFC). Les
contraintes par rapport au nombre d’instructions pouvant être ordonnancées dans un même
état proviennent des dépendances entre les instructions. Ces dépendances prennent trois
formes
• Dépendance de contrôle: une instruction RI de branchement doit être effectuée en
même temps ou après les instructions précédant ce branchement.
• Dépendance de données : les opérandes d’une opération sont produits par une autre
instruction. Dans un tel cas, l’instruction RI utilisant la donnée comme opérande
ne peut être exécutée qu’après l’instruction productrice de la donnée.
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Dépendance de mémoire l’ordre d’accès à la mémoire sur une même donnée doit
être conservé pour assurer la consistance des données. Toutefois, comme les ASM
n’ont pas accès à la mémoire, il n’y a pas lieu de tenir compte de cette contrainte.
Il est donc nécessaire d’identifier ces dépendances pour ordonnancer les instructions RI
dans les états d’un ASM.
Graphe de dépendance
Un graphe de dépendance exprime les dépendances entre les instructions. Un arc d’une
instruction vers une autre représente un ordre entre ces deux instructions l’instruction à la
queue de l’arc doit être exécutée avant celle à la tête.
Le graphe de dépendance est créé à partir de la représentation linéaire de la RI et est
réalisé à l’aide de l’algorithme décrit dans [77]. La réalisation du graphe est simple, dû au
sous-ensemble d u C IL su pporté p ar 1 es rn éthodes m atérielles. P ar e xemple, il n ‘est p as
nécessaire de faire des analyses poussées en ce qui concerne les ambiguïtés des accès
mémoire.
Ordonnancement et génération des états
À la suite de la création du graphe de dépendances, l’ordonnancement des instructions
se produit. Les algorithmes le plus tôt possible (ASAP, de As Soon As Possible) et le pttts
tard possible (ALAP, de As Lute As Possible) sont implémentés. L’algorithme ASAP
ordonnance une instruction dès que ses prédécesseurs dans le graphe de dépendance ont
été ordonnancés. À l’inverse, dans ALAP, les instructions n’ayant pius de successeurs
sont ordonnancées en «premier ». L’ordonnancement est par la suite inversé pour obtenir
un ordonnancement à partir des premières instructions. Ces algorithmes donnent des
résultats généralement corrects, mais pas optimaux. D’autres algorithmes plus complexes
doivent être implémentés.
Certains noeuds de la RI contiennent des résultats intermédiaires provenant de
certaines opérations. Par exemple, en CIL, une addition de plus de deux éléments doit
produire un résultat intermédiaire sur la pile qui est consommé en étant additionné avec
les éléments suivants. Dans l’ordonnancement, ces noeuds intermédiaires ne sont pas
considérés, sinon un grand nombre d’instructions utilisant un petit nombre d’opérandes
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(au maximum deux) seraient effectuées. Seule l’opération complète produisant le résultat
final est ordonnancée.
L’ordonnancement des instntctions d’un BB produit une liste d’étapes où chaque étape
contient une liste d’instructions à exécuter. Pour chaque étape, un état de l’ASM est créé
et les instructions RI de cette étape lui sont assignées. Ces instructions, une fois traduites
en code CASM, formeront le code de cet état.
5.4.3 Génération de code
Les instructions RI d’un état doivent être transformées en code CASM. L’algorithme
de génération de code est semblable à celui utilisé pour générer le code Microblaze, alors
que le code des opérandes est généré avant le code du noeud courant. Cependant, une
distinction importante à faire entre les deux algorithmes provient de la structure du code
CASM par rapport à l’assembleur les instructions du code assembleur utilisent deux
opérandes, alors que les instructions en code CASM se rapprochent beaucoup plus d’un
langage de haut niveau e t utilisent un nombre arbitraire d’opérandes. Par exemple, une
branche de l’arbre de la RI représentant une addition de plusieurs données générerait
plusieurs instruction en assembleur, alors que le résultat temporaire de l’addition de deux
éléments est stocké dans un registre temporaire, puis utilisé comme opérande d’une autre
instruction d’addition et ainsi de suite. La même opération en CASM est réalisée en une
seule instruction qui additionne tous les éléments en même temps.
Le choix des instructions CASM est généralement trivial, puisque le langage contient
des constructions et une syntaxe de haut niveau qui permettent une traduction presque
directe.
Il faut souligner quelques éléments importants de cette phase
• Une instruction RI de branchement inconditionnel génère un saut au premier état
du 33 qui est la cible du branchement.
• Une instruction RI de branchement conditionnel génère une structure de type if
then-else. Des sauts aux premiers états des 33 cibles sont générés dans le then
et le else. Afin d’obtenir un code de meilleure qualité, il faudrait, si possible, que
le code des B3 cibles soient intégrés dans le corps du then et du else.
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• Même si des structures de type wh±le sont supportées par le langage CASM, elLes
ne sont pas utilisées. Les boucles sont réalisées avec les stntctures if-then-else
et les sauts aux états.
• Pour les états supplémentaires générés lors de l’ordonnancement, des sauts
deviennent nécessaires pour passer de l’un à l’atitre.
• Lors d’une affectation, si le type de la partie de gauche n’est pas le même que le
type de la partie de droite, une conversion explicite est appliquée. Par exemple,
une expression additionnant des entiers non signés donne un résultat non signé. Si
le résultat de cette expression est assigné à une variable locale signée, le résultat
est d’abord converti.
5.4.4 Interface FSL
À la suite de la génération de code, la structure des ASM est complète et la
fonctionnalité de la méthode est implémentée. Cependant, le mécanisme permettant la
communication des données du processeur vers un ASM et vice-versa n’est toujours pas
réalisé. Ce mécanisme permet à un ASM de recevoir des données par le canal FSL qui lui
est assigné et de renvoyer la donnée produite par le calcul.
Grâce au langage CASM, la génération de l’interface FSL est simple, ce qui est
principalement dû au fait que le protocole de communication utilisé par un canal FSL est
le même que celui utilisé par le protocole fitÏÏ synchronized de CASM (à un signal près,
qui ne doit qu’être inversé). Ainsi, toutes les poignées de main (handsÏiake) effectuées
entre le module matériel et le canal FSL sont déjà implémentées. Il ne faut qu’ajouter un
nombre donné d’états à un ASM. Ces états sont responsables dc recevoir un à un les
arguments de la méthode et de les affecter aux variables locales correspondantes. Un état
est nécessaire pour chaque argument puisque les arguments sont transférés
séquentiellement sur le canal FSL à travers la queue réalisant le pont entre le Microblaze
et le module matériel. Ils sont donc récupérés séquentiellement par le module matériel. Un
dernier état est nécessaire pour transférer le résultat d’une méthode, contenu dans une
variable locale, vers le signal de sortie de l’ASM.
La Figure 21 illustre un exemple d’ASM implémentant l’algorithme du plus grand
commun diviseur (PGCD) d’Euclide. À gauche, les premiers états et le dernier composent
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l’interface fSL, alors que les états du centre, montrés plus en détail à la droite de la figure,
réalisent les calculs.
(‘ Réception
du premier
_argument
t
Finalement, un module VHDL doit être généré, qui p ermet d ‘enrober (wrapper) u n
ASM et de l’intégrer dans le système final. Ce module définit des paramètres nécessaires
au sy stème (comme 1 e nombre d ‘arguments p assés au ni odule matériel) e t transmet les
signaux d’entrée et de sortie entre le bus FSL et l’ASM. Un ASM est instancié dans ce
module.
Figure 21: Structure de I’ASM du PGCD d’Euclide
6 Expériences, manipulations et résultats
Dans cette section, nous présentons deux exemples d’applications d’ expérimentation
ayant recours à notre outil. Dans un premier cas, une application naïve démontre les
traitements réalisés par le compilateur. La deuxième application se veut une adaptation
d’une application réelle, utilisée pour obtenir des mesures en rapport au code du logiciel et
du matériel générés par l’outil.
Comme il a déjà été mentionné, le compilateur est dans un état de prototype et le but à
atteindre lors des expériences consiste à obtenir un outil fonctionnel qui permet de valider
la méthodologie de conception proposée. Cela signifie que peu d’importance est accordée
aux performances de celui-ci, comme par exemple le temps nécessaire à la compilation
d’un système ou la qualité du code assembleur généré. De telles mesures sont totitefois
prises en considération et aident à cibler les problèmes potentiels pour les générations
futures de l’outil.
6.1 Première étude de cas
6.1.1 Description de l’application
La première application traitée est simple et sert à démontrer les capacités du
compilateur et comment les traitements sont réalisés. Nous avons écrit une application en
C# qui fait usage de différents mécanismes proposés par le langage, comme l’héritage, la
création des objets, les appels de méthode virtuels, etc. Ces mécanismes sont utilisés
naïvement, voir même inutilement dans certains cas, mais sont nécessaires pour notre
démonstration.
L’application réalise un tri par insertion d’un tableau d’objets de différentes classes.
La relation d’ordre entre les objets, nécessaire pour déterminer si un objet est plus petit ou
plus grand qu’un autre, est établie à l’aide d’une méthode qui calcule une valeur entière
pour chaque objet. Cette valeur entière est obtenue à partir de la valeur des champs d’un
objet.
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L’application est composée de trois classes. La première classe, de type BaseType,
sert stiper-classe aux deux autres. Les deux sous-classes, de types SubTypeA et SubTypes,
ont une relation directe d’héritage avec leur super-classe, c’est-à-dire qu’elles mêmes ne
sont pas des super-classes. Les objets des trois classes sont créés en spécifiant deux
valeurs entières, qui sont affectées aux champs des objets. Une méthode virtuelle, réalisant
une fonctionnalité d’impression d’un message, est définie dans la super-classe et est
redéfinie dans les deux sous-classes. Ainsi, le comportement de cette méthode est différent
selon le type de l’objet qui l’appelle. Dans la super-classe, on retrouve aussi une méthode
qui, à partir des deux entiers spécifiés lors de la création des objets, calctile une valetir
identifiant un objet. Cette méthode est employée dans une acitre méthode qui a pour but de
comparer deux objets celui dont la valeur donné par la méthode d’identification est la
plus grande est considéré comme l’objet le plus grand. L’ordre entre les objets est ainsi
établi. La méthode Main est responsable des traitements à effectuer dans l’application. Elle
se charge d’appeler une méthode qui créée un tableau de 32 éléments du types de la super
classe. Dans les 32 cases du tableau, des objets de l’un des trois types sont créés avec des
valeurs aléatoires (les valeurs sont préalablement générées, puisque la génération de
nombres aléatoires est produite par une classe de la librairie de .NET). Une fois le tableau
initialisé, une méthode exécute un tri par insertion sur les éléments du tableau en utilisant
la méthode de comparaison définie dans la super-classe. Le résultat final des traitements
est le tableau d’objets ordonnés. Une méthode imprime le contenu du tableau sur la
console.
Afin de mieux illustrer le fonctionnement du compilateur, nous donnons dans ce qui
suit des exemples où la méthode qui calcule la valeur pour chaque objet est implémentée
en logiciel et en matériel.
Le code de l’application en C# est domé dans l’annexe 1.
6.1.2 Description pas à pas des traitements
Nous expliquons et illustrons ici les étapes des traitements effectués sur le code pour
obtenir le système logiciel/matériel final, en donnant comme exemple la même méthode
qui est transformé en logiciel et en matériel.
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Traitements du flot commun
Au départ, le programme original est compilé en code CIL par le compilateur de .NET.
Ci-dessous se trouve le code de la méthode Identity qui calcule la valeur identifiant
l’objet selon les deux paramètres qui lui sont donnés (ce sont toujours les deux champs de
l’objet).
public int Identitytint b, int xp)
int num = 1;
if (b == O)
return O;
else if(xp == O)
return 1;
else
for(int ± = O; ± < xp; i++)
num *— b;
return num;
Code 1: Code C# de la méthode Ident±ty
Cette méthode implémente naïvement la fonction d’exponentiation où le premier
argument est la base et le second l’exposant (un exposant négatif n’est toutefois pas traité
par la méthode, puisque cela retourne un nombre fractionnaire qui n’est pas implémenté
dans notre outil). Le code CIL correspondant est donné dans le Code 2
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.method public h±debys±g instance ±nt32
Identity(int32 b,
int32 xp) cil managed
// Code sie 38 (0x26)
.maxstack 2
.locals mit ([ai ±nt32 num,
[1] ±nt32 i,
[2] ±nt32 CS$00000003$00000000)
IL 0000: ldc.±4.1
IL 0001: stloc.0
IL 0002: ldarg.l
IL 0003: brtrue.s IL 0009
IL 0005 t
IL 0006 t
IL 0007 t
IL 0009:
IL000a t
IL000c t
IL000d t
IL 000e t
IL 0010 t
IL 0011 t
IL 0012 t
IL 0014 t
IL 0015 t
IL 0016 t
IL 0017 t
IL 0018 t
IL 0019 t
ILOOla t
ILOO1b t
ILOOlc t
ILOOldt
IL 001e t
IL 0020
IL_002 1 t
IL 0022 t
IL 0024 t
IL 0025 t
} // end of
ldc. ±4 . O
stioc .2
br.s IL_0024
ldarg. 2
brtrue.s IL_0010
ldc. ±4 . 1
stloc .2
br.s IL 0024
ldc. ±4 . O
stloc.1
br.s ILOOlc
ldloc. O
ldarg. 1
mu 1
stioc .0
ldloc . 1
ldc . ±4 . 1
add
stloc. 1
ldloc. 1
ldarg.2
blt.s IL 0014
ldloc. O
stloc .2
br.s IL_0024
ldloc . 2
ret
method BaseTypet tldent±ty
Code 2 Code CIL de la méthode Ident±ty
Les instructions débutant par un « . » sont des pseudo-opérations et ne font pas partie
du code exécutable. Ainsi, le nom et la signature de la méthode sont indiqués par la
pseudo-opération . method à la première ligne; la profondeur maximale de la pile est
indiquée par .maxstack à la 6ême ligne; les variables locales de la méthode sont indiquées
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par . locals à la ligne. La troisième variable locale (qui a l’indice 2) est utilisée pour
contenir la valeur de retour.
Dans le code, toutes les instructions sont identifiées uniquement par une étiquette qui
conespond au déplacement d’une instruction par rapport à la première. Les cibles des
branchements sont indiquées par l’étiquette de la cible.
À l’aide de la réflexion, la structure du programme est lue et une représentation interne
est créée. Le code CIL de chaque méthode est lu et stocké dans une liste d’instructions. À
partir de cette liste, le GFC doit être généré à l’aide des techniques expliquées
précédemment. Le GFC de la méthode Identity est donné sur la Figure 22.
9$
ENIR\
IL 0000 : lclc.i1.l
IL 0001 t stloc,O
IL 0002 t ldam.1
0003 t bitnie.s IL 0009
//
/ 110009 : IcIai.2
/ noooa t bilrue.s IL 0010
/
___
__
___
__
f 25 26
IL000c t ldc.ii.1 IL 0010 t Idci3.0
IL 000 cl: t1oc.% 110011 : siloci
IL 000e br.s IL 0023 IL 0012 t br 11 001 c
23 28
110005 t lclc.i4 .0 11001 c t klloc. I
110006 t t1oc.2 1L001 cl t ldal%.2
110007 t bi.s 110024 11001e t blt.s IL 0014
27
110013 : lcfloc.0
IL 0015 t lfC9rc.1
11. 0016 t mol
—
IL 0020 t Idlloc.0
11 001 t stloc.0
—
11 0021 t stloc2
\ 110022 t br.s 11.0024
ILOOla : add
ILOOlb t stloc.I
Ï,
30
110023 tlcUoc.2
110025 t ret
HMT
Figure 22 : Graphe de flot de contrôle de la méthode Ident±ty
La génération de la RI est accomplie à partir des instructions contenues dans chaque
bloc de base. La Figure 23 donne un exemple de transformation de code CIL du bloc de
base #27 en RI. À la première étape, deux opérandes, la variable locale d’index o et
l’argument d’index 1, sont empilés sur la pile. Ces opérandes sont dépilés à la deuxième
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étape, lorsque l’opération de multiplication est traitée. À la troisième étape, une opération
de stockage (qui correspond à une affectation) est traitée. Cette opération prend l’élément
du dessus de la pile, c’est-à-dire le résultat de la multiplication, et l’affecte à la variable
locale d’index O. Cette instruction ne laisse rien sur la pile, ce qui veut dire qu’un nouvel
arbre doit être créé. Un arbre semblable au premier est créé dans la quatrième étape, mais
avec une addition. L’arbre complet de la RI de ce bloc de base est donné à la cinquième
étape.
1. IL_0014: ldloc.0
IL_0015: ldarg.1
2. IL_0016: mul
3. IL_0017: stloc.0
4. IL_0018: ldloc.1
IL_0019: ldc.i4.1
ILOOla: add
ILOOlb: stloc.1
LOC.0 ARG.1
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5.
La RI du code de la méthode est prête à être utilisée par les flots logiciel ou matériel.
Flot logiciel
À partir de la RI générée dans le flot commun, mie méthode identifiée comme
logicielle est traitée par le flot logiciel avec pour effet de générer le code assembleur
Microblaze correspondant. La Figure 24 illustre ce flot à l’aide de la méthode Ident±ty.
La première étape consiste à générer le code à partir des instructions RI. La Figure 24
montre le processus de génération du code du bloc de base #27, où le code des opérandes
d’un noeud est toujours généré avant le code du noeud même. À la première étape, le noeud
visité en premier est l’opération affectation. Puisqu’il possède des opérandes, celles-ci
sont visitées avant de générer le code pour le noeud courant. Il en est de même pour
l’opération d’addition. Le premier opérande visité est la variable locale d’index 0.
Toutefois, aucun code n’est généré. Même chose à l’étape 2, où aucun code n’est généré
pour l’argument d’index 1. À l’étape 3, une instniction de multiplication est générée,
prenant comme argument les registres symboliques correspondant à ses opérandes. À la
quatrième étape, le code est généré pour l’affectation. L’instruction ajoutée consiste à
transférer le résultat de la multiplication dans le registre symbolique qui correspond à la
variable locale d’index 0. L’étape 5 génère le code pour l’autre sous-arbre de la RI de ce
bloc de base.
Figure 23 : Transformation en représentation intermédiaire du code CIL d’uii bloc de base de la
méthode Identity
Liste d’instructions
Liste d’instructions
Liste d’instructions
mul #r30, #LOC.O, $ARG.1
Liste d’instructions
mul #r30, #LOC.O, $ARG.1
add #LOC.O, $rO, #r30
1.
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2.
3.
4.
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5. Liste d’instructions
mul #r30, #LOC.O, $ARC.1
add #LOC.O, $rO, r3O
addi #r32, #LOC.1, 1
add #LOC.1, $rO, #r32
figure 24 : Génération de code assembleur à partir de la représentation intermédiaire d’un bloc de
base de la méthode Ident±ty
Le code assembleur généré est ensuite reconstitué en une représentation linéaire
correspondant à l’ordre du code CIL original (Code 3). À partir de celui-ci, un nouveau
GFC est généré, semblable à celui du CIL.
ObjectSort.BaseType. InL32IdentityInt32Int32
# entering method 1nt32 Ident±ty(1nt32, 1nt32)
swi $returnadress, $sp, %return.adr
addi $zp, $sp, -$stackFrameSpace
cmpu $TR1, $hp, $sp
biti $TR1, .nomemory
ObjectSort.BaseType.Int32ldent±tyInt32Int32 .1L0014
mul #r30, #LOC.O, $ARG.1
add #LOC.O, $rO, #r30
add± #r32, #LOC.l, 1
add #LOC.l, $rO, #r32
ObjectSort.BaseType.Int32ldentitylnt32lnt32 .1L0024
add $return value, #LOC.2, $rO
# exiting method 1nt32 Identity(1nt32, 1nt32)
addi $sp, $sp, $stackFrarneSpace
iwi $returnadress, $sp, %return. adr
rtsd $returnadress, 8
or $rO, $rO, $rO
Code 3 Code assembleur de la méthode Ident±ty après la génération de code
On constate aussi que le code assembleur est loin d’être complet à cette étape. Seules
les instructions ont été sélectionnées. Il faut encore allouer aux registres symboliques les
registres physiques et résoudre les déplacements de la pile (en gras dans la figure).
Certaines instructions ont été ajoutées pour le prologue et l’épilogtie de la méthode (en
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italique dans Ta figure). La partie de code du centre (entre les deux ellipses) est le code du
bloc de base #27.
L’allocation des registres est l’étape suivante. L’algorithme calcule les intervalles de
vie des registres symboliques et leur alloue un registre physique. Une fois que les registres
sont alloués, le code assembleur est le suivant:
1nt32 Identity(1nt32, 1nt32)
ObjectSort.BaseType. Int32ldent±tyInt32Int32 1
# entering method 1nt32 Identity(1nt32, 1nt32)
swi r15, ri, %return.adr
addi ri, ri, -$stackFrameSpace
swi r22, ri, save.i4
swi r29, ri, %save.13
swi r28, ri, %save.12
swi r3i, ri, %save.ii
cmpu ri ri9, ri
biti ri .00memory
ObjectSort.BaseType.Int32ldentitylnt32lnt32.1L0014
miii r3i, r28, r6
add r28, rO, r31
addi r31, r22, 1
add r22, rO, r31
ObjectSort.BaseType. 1nt32 Identitylnt32 1nt32 .1L0024
add r3, r29, rO
* exiting metliod 1nt32 Identityflnt32, 1nt32)
iwi r3i, ri, lsave.ii
iwi r28, ri, save.i2
iwi r29, ri, %save.i3
iwi r22, ri, *save.14
addi ri, ri, $stackFrameSpace
iwi r15, ri, %return.adr
rtsd ri5, 8
or rO, rO, rO
Code 4 : Code assembleur de la méthode Ident±ty après l’allocation des registres
Les registres symboliques ont été remplacés par des registres physiques (en gras dans
la figure) et les instructions de sauvegarde et de chargement des registres ont été ajoutées
au début et à la fin du code de la méthode (en italique dans la figure).
La dernière étape consiste à finalement remplacer les déplacements symboliques sur la
pile par des déplacements réels. Le Code 5 est le code de la méthode après cette étape.
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1nt32 Identity(1nt32, 1nt32)
ObjectSort.BaseType. Int32ldentitylnt32lnt32
# entering method 1nt32 Identity(1nt32, 1nt32)
swi r15, ri, O
addi ri, ri, -20
swi r22, ri, 16
swi r29, ri, 12
swi r28, ri, 8
swi r3i, ri, 4
cmpu ru, r19, ri
bit± ni, .nomemory
ObjectSort.BaseType.Int32ldentitylnt32lnt32 .1L0014
mul r31, r28, r6
add r28, rO, r31
addi r31, r22, 1
add r22, rO, r31
ObjectSort.BaseType. 1nt32 Ident±tylnt32 1nt32 .1L0024
add r3, r29, rO
iwi r31, ri, 4
iwi r28, ri, 8
iwi r29, ri, 12
iwi r22, ri, 16
addi ri, ri, 20
iwi ni5, ri, O
rt:sd ri5, 8
or rO, rO, nO
Code 5 t Code assembleur de la méthode Identity après la résolution des déptacements
symboliques
Le code est maintenant complet et est prêt à être transformé en exécutable par
l’assembleur de MB-GCC.
Flot matériel
Le flot matériel doit générer les ASMs pour les méthodes identifiées comme
matérielles. Notis retraçons ici le cheminement des traitements effectués sur la méthode
Identity qui est transformée en ASM.
En premier lieu, le flot matériel trouve les dépendances entre les noeuds de la RI pour
pouvoir, par la suite, ordonnancer les instnictions. La Figure 25 représente le graphe de
dépendance des instructions de la RI du BB #27 de la méthode Identity. Dans ce cas, il
n’y a aucune dépendance entre les noeuds à part les relations entre une instruction et ses
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opérandes. De même, aucune dépendance n’existe entre les deux sous-arbres de la RI, ce
qui signifie que les deux opérations d’affectation peuvent être réalisées en parallèle.
En second lieu, la structure de base de I’ASM correspondant à la méthode doit être
construite. Il faut identifier les entrées, la sortie et les variables locales. Ensuite, les états
de I’ASM doivent être générés et les instructions de la RI doivent être assignés à ces états.
Un état d e b ase est généré p our e haque b loc de b ase e t d es é tats s upplémentaires s ont
générés pour chaque étape de l’ordonnancement des instructions de la RI. La figure 26
montre le processus d’ordonnancement à l’aide d’un algorithme ALAP. À la première
étape, tous les noeuds n’ayant pas de prédécesseurs (dans le graphe de dépendances) sont
soumis comme candidats. Dans ce cas-ci, les quatre données utilisées en entrée au calcul
sont candidates. Toutefois, comme aucun de ces noeuds ne produit de résultat (en fait,
aucun code n’est généré pour ces noeuds), ils ne peuvent être ordonnancés. Leurs
descendants (dans le graphe de dépendance) sont alors soumis comme candidats. À l’étape
2, les opérations d’addition et de multiplication sont candidates. Cependant, encore une
fois, ces noeuds ne peuvent être ordonnancés puisque le résultat de l’opération ne serait pas
consommé. Leurs enfants deviennent donc candidats. finalement à l’étape 3, les deux
opérations d’affectation sont considérées. Ces deux opérations sont ordonnancées,
puisqu’elles produisent du code qui réalise l’affectation du membre de droite au membre
de g auche, I equel est r eprésenté p ar u ne y ariable 1 ocale. L’ordonnancement final de c e
+
figure 25 Graphe de dépendance des noeuds de la représentation intermédiaire d’un bloc de base de
la méthode Ident±ty
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bloc de base contient donc les deux affectations exécutées en parallèle dans la même
étape. Un état de l’ASM est formé à partir de chaque étape d’ordonnancement. Dans cet
exemple, un seul état est généré.
1.
2.
LOC.1 1
O3
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3
LOC. O ARG. 1 LOC. 1 1
_]
[LOC.O] [LOC.1]
auen
Figure 26 Ordonnancement ALAP de la représentation intermédiaire d’un bloc de base de la
méthode Ident±ty
Le code CASM est obtenu presque directement à partir de la RI. En ce qui concerne le
bloc #27, le code généré correspond tout simplement à deux affectations, avec comme
membre de gauche la variable cible et comme membre de droite les opérations produisant
le résultat, soit la multiplication et l’addition.
Par la suite, il reste à générer les états servant à la communication avec le canal fSL,
qui se chargent de recevoir les arguments et de renvoyer la valeur de retour. Le code de
l’ASM résultant est donné ci-dessous. Le code entier de l’ASM est donné dans l’annexe 2.
10$
signed input argfsldatainO{protocol=fs”} [321;
signed output arg fsl data Dut O{protocol=”fs’} [321;
asm Int32ldentitylnt32lnt32 {
signed register local LOC 0 [321
signed register local LOC 1 [321
signed register localLOC2 [321
unsigned register local ARG 0 [321
signed register local ARG 1 [321
signed register localARG2 [321
signed register locaiARG3 [321
FSI INTERFACE START:
local ARG 0 : = funs igned) arg fsl data in 0;
goto FSLINTERFACESTARTO;
FSLINTERFACESTARTO:
localARGi 2= arg fsl data in 0;
goto FSLINTERFACESTART1;
FSLINTERFACESTART1:
localARG2 := arg fsl data in 0;
goto n8 0;
ni 0:
if( local ARG2 != O
goto fl30;
else
goto n20;
end;
n2 0:
n3 0:
locaiLOCi := (0);
goto n50;
n4 O:
local LOC O := (t local LOC Q * local ARC 1 ));
localLOC1 := (( localLOCi + 1 ));
goto n50;
n5 0:
if ( iocaiLOCi < iocaiARG2
goto n40;
else
goto n60;
end;
n6 0:
n7 0:
n8 0:
n8 1:
nO O:
FSL INTERFACE END:
argfsldataouto := f local ARG 3);
goto FSL INTERFACE START;
Code 6 : Code CASM de la méthode Identity
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Les états ayant comme préfixe FSL INTERFACE (en gras) sont responsables de la
réception des arguments et de l’envoi du résultat produit. Le coeur du calcul est effectué
dans l’état n4_O (en italique), alors que les opérations d’addition et de multiplication sont
effectuées en parallèle.
L’ASM est compilé par le compilateur CASM. Les modules VHDL générés sont
ajoutés au système, synthétisés et ensuite téléchargés sur la plateforme.
6.1.3 Expériences et résultats
À partir de l’application naïve de tri du tableau d’objets, nous avons testé les deux
différentes configurations du système avec la méthode Ident±ty en logiciel ou en
matériel. Un système de base est utilisé pour réaliser les expériences, auquel sont ajoutés
des modules matériels générés à partir des différentes méthodes compilées en ASM. Ce
système de base est constitué du processeur Microblaze, du module qui gère les
entrées/sorties (UART), d’un compteur qui pennet de calculer le temps d’exécution (en
cycles) et des interconnexions entre les composants.
Nous avons mesuré le temps d’exécution de l’application (en cycles d’horloge).
Notons que le temps d’exécution obtenu ne tient pas compte du temps requis pour
initialiser le tableau d’objets ou pour l’impression de divers messages sur la console. Seul
le temps nécessaire pour exécuter l’algorithme de tri est compté. Les résultats sont
montrés dans le Tableau IV.
Temps Temps Portes Nombre relatif
En matériel d’exécution relatif logiques de portes
Système de base avec
Ident±ty en logiciel 241 952 1 2 179 064 1
Système de base avec
identityeflmatériel 159140 0,6577 2199900 1,0096
Tableau IV : Comparaison des temps d’exécution pour différentes configuratîons du système de
l’application test 1
Même si cet exemple n’est pas très significatif et n’est utilisé que pour illustrer les
transformations du compilateur, un gain de performance important est obtenu entre le
système exécutant l’application seulement en logiciel et le système où la méthode
Ident±ty est en matériel. En fait, dans le deuxième cas, l’application ne prend que 65%
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du temps pour s’exécuter par rapport au temps requis pour le premier cas. Cela s’explique
de plusieurs manières.
Premièrement, les deux étapes du calcul qui requièrent des opérations arithmétiques
sont réalisées en parallèle en matériel et. Ensuite, la méthode Identity est appelée très
souvent dans l’application de tri, ce qui fait qu’une amélioration sensible est détectée.
Finalement, le transfert d’arguments entre le processeur et la méthode en matériel est très
rapide, du fait que seulement trois arguments doivent être transférés. En conséquence, le
temps requis a u t ransfert est n égligeable p ar r apport au t emps d e calcul. T otitefois, I es
valeurs utilisées comme champs des objets à trier (à partir desquels la méthode Identity
effectue son calcul) ont une influence sur les résultats. En effet, la méthode Ident±ty est
constituée d’une boucle qui s’exécute un nombre de fois égal à l’un des deux champs des
objets; un nombre de petite taille entraîne un faible nombre d’itérations de la boucle. Si la
méthode est réalisée en matériel et que le nombre d’itérations de la boucle de la méthode
Identity est généralement bas, le temps supplémentaire requis pour le transfert des
arguments peut égaler ou même excéder le temps gagné en réalisant le calcul à l’aide du
matériel spécialisé.
6.2 Deuxième étude de cas
6.2.1 Description de l’application originale et des modifications
La seconde application choisie est écrite originellement en C. Elle est utilisée pour la
détection des contours dans une image. Les images présentées à la Figure 27 et à la Figure
28 sont des exemples d’images d’entrée et de sortie du programme de détection de
contour.
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Figure 27: Image avant la détection de contours
La structure de l’application est décrite dans la figure 29. Elle comporte trois parties
principales la lecture de l’image, les calculs permettant la détection des contours et la
création de l’image résultante qui est composée des contours de l’image originale.
L’application originale est traduite en C# en vue d’être compilée par notre outil et elle
est modifiée quelque peu afin d’être utilisée dans un système Microblaze. Seules les
portions réalisant la lecture et l’écriture de l’image ont été modifiées. Le code réalisant les
fonctionnalités principales de l’application, c’est-à-dire la détection de contours, n’a pas
été altérée.
Les codes C et C# sont donnés dans les annexes 3 et 4 respectivement.
Figure 2$ : Image après la détection de contours
Figure 29 : Structure de l’application test 2
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Lecture d’une image
L’application détecte les contours d’images de type PGM (Portable Gray Map) [25].
Dans l’application originale en C, une image résidant sur le disque dur est lue et stockée
en mémoire vive. Chaque point de l’image, identifié par une valeur de O à 255, est
conservé dans un tableau.
Dans l’application traduite en C#, les fonctions d’entrée/sorties sont réalisées à l’aide
des fonctions prédéfinies de .NET. Comme celles-ci ne sont pas disponibles sur le système
Microblaze et ne sont pas compilables par l’outil, cette portion du programme doit être
modifiée. Ainsi, une méthode initialise un tableau contenant les valeurs des points de
l’image. Les valeurs sont écrites directement dans l’application.
Calculs de détection de contours
Le traitement principal de l’application se déroule dans cette étape. Des calculs sont
effectués sur le tableau contenant les valeurs des points de l’image originale afin d’extraire
et d’ajuster les valeurs correspondant aux contours. Aucun changement n’a été effectué
lors de la traduction de l’application originale en C vers celle en C#.
La détection des contours est réalisée à l’aide de 5 boucles successives qui effectuent
des transformations sur l’image originale (illustré sur la Figure 30). Les deux premières
boucles appliquent du flou gaussien en effectuant la moyenne d’un point donné et de ses
voisins immédiats verticaux (dans la première boucle) et horizontaux (dans la seconde).
La troisième boucle extrait les contours en calculant la différence absolue maximale entre
un point de l’image et ses huit voisins immédiats. L’image obtenue après cette étape est
complètement noire, à l’exception des contours qui sont plus pâles. La quatrième boucle
inverse la valeur des points de l’image pour que les contours soient plus foncés que le
reste de I ‘image. Finalement, I a e inquième b oucle s ature I es points d es contours e n 1 es
noircissant ou blanchissant complètement, et détecte les points racines, c’est-à-dire les
points de l’image qui correspondent au «centre» d’un contour. La détection de ces points
est effectuée en considérant un point et ses huit voisins immédiats; si le point considéré est
le plus foncé du groupe, celui-ci est blanchi complètement.
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Figure 30 Étapes des calculs de la détection des contours
La Figure 31 représente un exemple de l’évolution d’une image traitée par
l’application. L’image de gauche est l’image de départ et celle de droite est l’image finale,
alors que les images entre les deux sont les images intermédiaires obtenues après chacune
des boucles.
Écriture d’une image
Une fois l’image finale obtenue, c’est-à-dire lorsque la valeur de tous les points de
l’image résultante est stockée dans le tableau final, il faut écrire celle-ci sur le disque. La
nouvelle image obtentie, encore de type PGM. ne contient que les contours de l’image
originale.
Dans l’application modifiée en C#, encore une fois, les méthodes permettant l’écriture
sur le disque proviennent des librairies prédéfinies de .NET et ne sont donc pas utilisable
dans le contexte actuel. Cependant, les fonctions d’affichage sur la console sont autorisées
par le compilateur et les valeurs des points de l’image finale sont imprimées sur la
console.
Figure 31 : Évolution d’une image après chaque boucle
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6.2.2 Expériences et résultats
Afin de garantir la validité de la traduction de l’application de départ en C#, nous
avons effectué des tests avec l’application originale en C, puis les mêmes avec
l’application en C# dans l’environnement de développement de .NET. Une fois que les
résultats obtenus dans les deux cas furent les mêmes, nous sommes passé à l’exécution de
l’application sur la plateforme Microblaze.
Comme pour le premier exemple d’application, le système de base (processeur
Microblaze, UART, compteur et interconnexions) est utilisé auquel les modules matériels
lui sont ajoutés. Dans l’application modifiée, quatre méthodes étaient candidates à
l’implémentation en matériel. Ces quatre méthodes sont celles qui réalisent le flou
gaussien, l’inversion, la détection des racines et une méthode de maximum utilisée par la
méthode d’extraction des contours. Cette dernière méthode n’a pu être implémentée en
matériel ptiisqu’elle fait appel à la méthode de valeur absolue (un appel de méthode n’est
pas permis à l’intérieur d’un ASM, même si le CASM le supporte). Les quatre méthodes
implémentées en matériel sont appelées méthode 1, méthode 2, méthode 3 et méthode 4
respectivement. Les différentes configurations des systèmes utilisées sont les suivantes
• Le système de base et tout le reste en logiciel;
• Le système de base, la méthode 1 en matériel et le reste en logiciel;
• Le système de base, la méthode 2 en matériel et le reste en logiciel;
• Le système de base, la méthode 3 en matériel et le reste en logiciel;
• Le système de base, la méthode 4 en matériel et le reste en logiciel;
• Le système de base, les méthodes 1 et 2 en matériel et les méthodes 3 et 4 en
logiciel;
• Le système de base et les méthodes 1 à 4 en matériel.
Nous n’avons pas testé toutes les configurations possibles du système puisque
seulement quelques tests sont nécessaires à l’obtention d’un nombre suffisant de mesures
requis pour l’analyse de nos résultats. Le Tableau V donne le nombre de portes logiques
approximatives nécessaires à I’ implémentation des différentes configurations du système.
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Nombre de Nombre relatif de
En matériel portes logiques Différence portes logiques
Système de base 2179064 0 1,0000
Système de base et méthode 1 2219462 40398 1,01 85
Système de base et méthode 2 2184251 5187 1,0024
Système de base et méthode 3 2193672 14608 1,0067
Système de base et méthode 4 2195239 16175 1,0074
Système de base, méthode 1 et 2 2224408 45344 1,0208
Système de base, méthode 1, 2, 3 et 4 2254793 75729 1,0348
Tableau V : Nombre de portes logiques des différents systèmes
Pour les différentes configurations du système, nous avons testé deux tailles d’images
différentes, soit une image de 64 points (8 par 8) et une image de 144 points (12 par 12).
Cinq images différentes ont été testées et les valeurs des points de ces images ont été
préalablement générées aléatoirement.
Le problème avec des tailles d’images pius grandes réside dans le fait que le
programme et ]es données ne peuvent être contenus dans la mémoire du Microblaze avec
la configuration actuelle. Afin de remédier à ce problème, nous pourrions utiliser de la
mémoire hors de la puce.
Le Tableau VI et le Tableau VII donnent le temps requis (en cycles) pour l’exécution
de l’application de détection de contours, avec les images de 64 et 144 points. Les temps
donnés dans ces deux tableaux sont la moyenne des temps des cinq images générées
aléatoirement. Il est important de mentionner que le temps d’exécution exclut le temps
nécessaire à la création et à l’initialisation des tableaux utilisés et le temps utilisé à la
présentation des résultats sur la console. Le temps n’inclut que l’exécution des 5 boucles.
De cette façon, il est possible d’observer avec plus de justesse la variation de temps de
l’algorithme due à l’implémentation des méthodes en matériel, puisque les temps
constants au début et à la fin sont exclus.
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Temps d’exécution Temps d’exécution moyen
En matériel moyen relatif
Systeme de base 48253 1,0000
Systeme de base et méthode 1 45913 0,9515
Système de base et méthode 2 48028 0,9953
Système de base et méthode 3 48225 0,9994
Système de base et méthode 4 47684 0,9882
Système de base, méthodes 1 et 2 45688 0,9468
Système de base, méthodes 1, 2, 3 et 4 45092 0,9345
Tableau VI Temps d’exécution de l’application de détection de contours avec une image de
dimension $ x $
Temps d’exécution Temps d’exécution moyen
En matériel moyen relatif
Systeme de base 211455 1,0000
Systeme de base et méthode 1 204395 0,9666
Système de base et méthode 2 210230 0,9942
Système de base et méthode 3 210722 0,9965
Système de base et méthode 4 208390 0,9855
Système de base, méthodes 1 et 2 203209 0,9610
Système de base, méthodes 1, 2, 3 et 4 199406 0,9430
Tableau vii t Temps d’exécution de l’application de détection de contours avec une image de
dimension 12 x 12
Les résultats fournis dans les tableaux révèlent que le temps d’exécution n’augmente
pas de façon linéaire avec le nombre de points de l’image. Comme les boucles effectuant
les traitements sont en fait deux boucles imbriquées qui itèrent sur les deux dimensions de
l’image, il est nonnal que l’augmentation du temps d’exécution soit quadratique. Dans ce
cas, c’est a peu près le comportement observé, puisqu’une image composée d’un peu plus
du double du nombre de points s’exécute en un temps a peu près quatre fois plus grand.
6.2.3 Analyse des résultats
En examinant les résultats, il est possible de constater une augmentation du nombre de
portes logiques nécessaires l’implémentation des méthodes en matériel. Pour chacune des
méthodes, l’augmentation du nombre de portes logiques est de moins de 2% du total des
portes utilisées par le système de base. En fait, l’implémentation de toutes les méthodes
candidates n’augmente le nombre de porte que de 3.5% par rapport au système de base.
De plus, le temps d’exécution est toujotirs plus petit avec l’implémentation des
méthodes en matériel. En comparant chacune des méthodes individuellement, on constate
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que l’implémentation en matériel de la première méthode amène la plus grande
amélioration. Ce résultat est tout à fait normal puisque cette méthode est appelée à
l’intérieur de deux des cinq boucles de l’algorithme. Lorsque totites les méthodes sont
implémentées en matériel, on peut observer une accélération de près de 7% du temps
d’exécution par rapport à l’application en logiciel seulement.
Il faut aussi remarquer que l’amélioration du temps d’exécution du système lorsque la
méthode 1 est implémentée en matériel est moins grande lors du traitement de l’image de
144 points par rapport à l’image de 64 points. Cette différence se répercute dans toutes les
configurations où la méthode 1 est implémentée en matériel. Il est un peu difficile
d’expliquer ce résultat. Même si le temps d’exécution de l’application dépend des
données, les résultats sont la moyenne du temps d’exécution avec cinq images différentes.
Une hypothèse possible pour explique cela est l’utilisation d’outils de synthèse
automatique, qui nous empêche de comprendre complètement la manière dont le système
est généré et de quelle façon il est composé. Des optimisations sont certainement faites par
les outils de synthèse de façon tout à fait transparente pour l’usager. Il est difficile pour
l’usager d’explorer toute l’architecture du système généré afin d’expliquer exactement
tous les comportements.
Il est encourageant de voir de tels résultats lorsqu’on se souvient de l’objectif du
projet, c’est-à-dire de produire un outil fonctionnel. Malgré tout, des gains de
performances sont observés. Avec de meilleurs algorithmes et analyses du compilateur,
nous sommes confiants que de bien meilleurs résultats seraient être obtenus.
6.3 Contraintes par rapport au choix d’applications pour les tests
Les contraintes du compilateur (sous-ensemble du CIL supporté, implémentation
incomplète de l’environnement d’exécution et l’absence des classes prédéfinies de .NET)
réduisent le nombre d’applications pouvant être choisies pour l’obtention de résultats.
Toutefois, dans le cas présent, les deux applications utilisées pour les tests, bien qu’elles
soient assez simples, permettent d’illustrer la méthodologie proposée. Des tests avec des
applications plus complexes sont nécessaires pour l’obtention de résultats probablement
pltis significatifs et permettant une meilleur analyse des performances de l’outil.
7 Conclusion et perspectives
7.1 Synthèse du travail effectué
La conception efficace et sans erreur des systèmes embarqués est un problème
complexe et difficile à traiter. La nature même des systèmes embarqués entraîne de
nombreuses contraintes lors de leur conception, telles une faible consommation d’énergie
ou de mémoire, une petite taille physique, une garantie d’exécution en temps réel, etc. De
plus, la loi de Moore prédit que ces systèmes deviendront de plus en pitis complexes
puisqu’un plus grand nombre de composants seront éventuellement intégrés dans un
même circuit. Cependant, l’évolution des méthodes et des outils de conception est
incapable de suivre la tendance imposée par cette augmentation de la complexité.
De nombreuses recherches tentent d’augmenter le niveau d’abstraction auquel les
outils et les méthodes de conception des systèmes embarqués se situent afin de donner
place à une conception efficace. Le compilateur proposé dans ce texte s’avère un tel effort.
Avec cet outil, le comportement d’un système est spécifié à l’aide de langages de
programmation de haut niveau d’abstraction (les langages supportés par le cadre
d’application .NET). Des morceaux de code sont annotés et informent l’outil du
partitionnernent logiciel/matériel du système. Le compilateur transforme ensuite
automatiquement cette description comportementale de haut niveau en une description du
logiciel et du matériel qui s’implémente sur une plateforme FPGA. Un processeur à coeur
logiciel, le Microblaze, est responsable de l’exécution du logiciel, alors que le matériel est
réalisé à l’aide des blocs de logique reconfigurable de la plateforme.
Les résultats obtenus sur deux applications démontrent la faisabilité de notre approche.
Dans ce contexte, l’implémentation de l’outil conduit à l’obtention des prototypes
fonctionnels, par rapport celle d’un système qui, à la suite de nombreuses optimisations,
devient hautement performant. Les algorithmes utilisés pour la transformation
automatique de la description de haut niveau du système vers une description à
implémenter sont classiques. Un grand nombre d’algorithmes produisant des résultats plus
performants auraient avantage à être utilisés. Malgré tout, l’implémentation matérielle de
certaines portions des applications de test ont amené des améliorations à la vitesse
d’exécution et ce, à des coûts négligeables quant au nombre de portes logiques
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supplémentaires. Cela démontre qu’il est possible d’améliorer l’outil afin d’obtenir de
meilleurs résultats.
La méthodologie de conception des systèmes embarqués présentée ici, q ui unifie et
automatise les flots de conception du logiciel et du matériel à partir d’une seule et même
description de haut niveau d’un système, est la même que celle réalisée par certains outils
présentés dans la littérature. Toutefois, le compilateur développé ici se démarque de ces
travaux par certaines caractéristiques. Premièrement, les outils de développement utilisés
sont différents. Le cadre d’application .NET et son langage phare, C#, sont utilisés pour
l’implémentation du compilateur et le langage CASM est utilisé pour la création des
parties ni atérielles d u s ystème e rnbarqué. D euxièmement, une d escription d ‘un système
embarqué est réalisée à l’aide d’un grand nombre de langages de programmation. En fait,
comme le langage d’entrée du compilateur est une forme intermédiaire commune à tous
les langages supportés par le cadre d’applications .NET, tout langage supporté par .NET
est aussi supporté par le compilateur. Au meilleur de nos connaissances, aucune partie
dorsale d’un compilateur ne génère du code assembleur pour le processeur Microblaze et
des composants matériels à connecter à ce processeur à partir du langage intermédiaire de
.NET.
De n ombreux a vantages m éthodologiques d écoulent d e 1 a r éalisation d e n otre o util.
L’unification des flots de conception du logiciel et du matériel aux yeux du concepteur
permet à une seule et même personne de réaliser un système, sans qu’il lui soit nécessaire
de posséder des qualifications relatives aux mondes de conception, logiciel et matériel. De
plus, l’outil offre une méthode de prototypage rapide du système tout en garantissant une
transformation sans erreurs d’une étape de la conception vers une autre. Finalement,
puisque l’outil supporte un grand nombre de langages de programmation différents, un
concepteur utilise le langage de son choix pour concevoir un système.
D’autres avantages sont plutôt de nature à faciliter l’implémentation de l’outil lui
même. En effet, les mécanismes de .NET, soit l’environnement dans lequel le compilateur
est réalisé, permettent un développement rapide et offre des dispositifs, notamment la
réflexion, qui facilitent la compilation de programmes sources par l’outil. Aussi, le
langage CASM possède une syntaxe et une sémantique d’assez haut niveau aptes à alléger
la tâche de la transformation d’une description d’un programme de haut niveau vers une
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description RTL du matériel. Un passage direct de la description de haut niveau vers une
description de niveau RTL est bien pius complexe à réaliser, en plus de rendre difficile la
production de code optimal.
Le compilateur réalisé n’est encore qu’un prototype et ne supporte pas toutes les
fonctionnalités nécessaires à la compilation de n’importe quels types d’applications. Des
contraintes relatives à l’utilisation des types de données ou des constructions du langage
de haut niveau limitent l’ensemble des applications pouvant être implémentées par le
compilateur sur un FPGA. De plus, l’environnement d’exécution de .NET est très riche et
la totalité de ses fonctionnalités n’ont pas été implémentées. Un aperçu des avenues de
recherche possibles sont discutées dans la section suivante.
Même si au stade actuel, notre méthodologie, supportée par notre outil, démontre que
le développement de systèmes embarqués peut être facilité, notre recherche est un point de
départ dans l’exploration des méthodes avancées nécessaires au développement de
systèmes embarqués complexes. On peut penser à des outils qui, en utilisant des langages
de programmation à la fine pointe de la technologie en entrée, réalisent toutes les étapes
de la conception, du raffinement à l’implémentation, en passant par la vérification aux
divers niveaux. Ainsi, il sera possible d’exploiter pleinement les possibilités offertes par
l’inexorable avancement de la technologie afin concevoir les systèmes embarqués de
demain.
7.2 Perspectives
Le compilateur réalisé n’implémente pas toutes les instructions du CIL et toutes les
fonctionnalités du CLI. Le code source écrit dans un langage de haut niveau est limité par
ces carences, malgré qu’il est tout de même possible d’écrire des applications relativement
complètes, mais probablement pas assez complexes. Le manque principal se trouve du
côté de 1 ‘environnement d ‘exécution, alors que certaines fonctionnalités importantes de
l’environnement d’exécution virtuel du CLI ne sont pas implémentées. De plus, même si
l’outil n’accepte qu’un sous-ensemble du CIL pour fonctionner sur la plateforme cible, il
serait tout de même utile d’optimiser le code généré.
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Dans cette section, nous décrivons plus en détail les fonctionnalités nécessaires et/ou
importantes à implémenter dans le compilateur, soit pour obtenir une meilleure couverture
de l’ensemble du CIL, soit pour obtenir du code de meilleure qualité. Nous discutons aussi
des améliorations à effectuer à l’architecture du système pour permettre une meilletir
utilisation des méthodes matérielles.
7.2.1 Extensions
Environnement d’exécution
Les fonctionnalités qui ne sont pas implémentées ont déjà été mentionnées dans la
section 5.1.2. Certaines de ces fonctionnalités peuvent être implémentées facilement et ne
nécessitent qu’un travail de développement. Toutefois, à nos yeux, les principales
fonctionnalités manquantes sont l’accès aux classes prédéfinies, la récupération de la
mémoire automatique, la gestion des exceptions, les multiples fils d’exécution et l’accès
aux métadonnées à l’exécution.
Accès aux classes préclefinies : Un très grand nombre de fonctionnalités de la
plateforme .NET est implémenté par les classes prédéfinies. Un programmeur utilisant
notre compilateur ne peut utiliser ces classes, ce qui limite beaucoup les traitements
possibles par les programmes écrits.
L’implémentation de toutes les classes prédéfinies pour le Microblaze demande un
travail colossal. Il est fortement probable qu’un certain nombre de ces classe ne puisse être
implémenté, vti le manque de fonctionnalité du Microblaze et des FPGA par rapport à un
processeur plus complexe, tel celui d’une station de travail conventionnelle. Un sous-
ensemble de classes importantes pourrait être choisit.
Gestion des exceptions : Le mécanisme d’exception permet une gestion élégante des
erreurs. Ce mécanisme est bâtit à l’intérieur du CIL, comme en témoignent les instructions
particulières qui font affaire aux exceptions. Il est possible d’écrire des programmes
sources sans les exceptions, mais certains programmes qui doivent être robustes
s’appuient sur ces mécanismes pour obtenir une exécution qui ne se termine pas de façon
inopinée lors d’erreurs.
Ramasse-miettes Les techniques de récupération de la mémoire est un sujet assez
connu et effervescent. De nombreux algorithmes ont été développés pour toute sorte de
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contextes, comme les systèmes avec peu de mémoire ou ceux dont la consommation
d’énergie doit être limitée. L’absence d’un ramasse-miettes ne contraint pas un utilisateur
à ne pas utiliser certaines fonctionnalités d’un langage de haut niveau. Toutefois, un
programme sémantiquement correct à la compilation risque de se terminer
accidentellement en raison d’un manque de mémoire.
Fils d ‘exécution D es 1 angages d e h aut n iveau su pportés p ar NET, c omme C # p ar
exemple, prévoient des structures syntaxiques qui expriment la concurrence dans un
programme à l’aide de fils d’exécution. Toutefois, l’implémentation de cette syntaxe est
généralement accomplie par les classes prédéfinies de la plateforme. Il est donc difficile
de réaliser les fonctionnalités de parallélisme en implémentant uniquement les instructions
CIL. Comme dans la plupart des cas, l’obtention d’un environnement d’exécution plus
complet requiert la compilation des classes prédéfinies de .NET, ou une approximation
des fonctionnalités à l’aide des fonctions C fournies par le Microblaze. Ces fonctions, qui
font partie de l’APT du Xilkernel, servent à gérer des threads POSIX.
Accès aux inétacionnées : Les métadonnées sont des éléments particuliers et
intéressants du C IL. E 11es o ffrent de 1 ‘infonnation s ur I es d olmées autant s tatiquernent,
lors de la compilation, que dynamiquement, durant l’exéccttion d’un programme. L’accès
dynamique aux métadonnées deviendrait possible avec l’implémentation des tables qui les
contiennent, de telle sorte que soient décrites les méthodes, les champs, etc. des types
définis dans l’assemblage compilé. L’implémentation des tables permettrait
l’implémentation d’un certain nombre d’instructions CIL qui utilisent les métadonnées
durant l’exécution.
Amélioration des ASM et de l’architecture
Évidemment, il serait intéressant d’étendre le sous-ensemble du CIL supporté par les
ASM. De cette manière, un plus grand nombre de fonctionnalités pourraient être
implémentées et donc accélérées.
Accès à Ici mémoire: L’amélioration la plus utile à réaliser consiste à permettre aux
ASM d’accéder à la mémoire. De cette façon, un grand nombre d’instruction CIL
additionnelles peuvent être implémentées. Principalement, on pense à la manipulation
d’objets et de tableaux. Pour ce faire, il faudrait modifier l’architecture du système pour
123
permettre la communication entre la mémoire et les ASM. Il faudrait aussi implémenter un
protocole de partage des données : une donnée manipulée par un ASM à un moment
donné ne doit pas être modifiée par le logiciel au même moment si on veut éviter les
incohérences. Différentes possibilités sont envisageables. Par exemple, un ASM pourrait
avoir une mémoire locale dans laquelle sont transférées les données nécessaires. Pendant
ce temps, ces données ne seraient plus accessibles au processeur. Une autre option est
d’utiliser un canal DMA (Direct Memory Access) permettant aux ASM de communiquer
directement avec la mémoire du processeur. Dans tous les cas, des protocoles de
synchronisation devraient être implémentés.
Appels de méthodes : Une autre fonctionnalité intéressante à implémenter en matériel
est l’appel de méthodes. Un ASM pourrait par exemple utiliser un autre ASM
correspondant à une autre méthode. Comme la récursivité est possible avec le langage
CASM, on peut aussi imaginer un ASM qui s’appelle lui-même. Il serait aussi utile de
réaliser les appels virtuels en matériel afin d’accélérer la résolution de ceux-ci.
Optimisation du code
Dans le but d’obtenir de meilleures performances du compilateur, des optimisations du
code assembleur se révèlent nécessaires. De nombreuses optimisations s’avèrent
possibles, notamment:
• L’incorporation de méthodes, afin de diminuer le temps d’appel de certaines
méthodes, mais au coût d’une pression additionnelle sur les registres et d’une
augmentation de la taille du code.
• L’optimisation du code lors d’appels des méthodes feuilles, c’est-à-dire celles qui
ne contiennent aucun appel à d’autres méthodes. Cette optimisation a pour effet
d’éliminer une partie du code reliée au prologue et à l’épilogue de l’appel.
• Le déroulement de boucle, qui diminue le temps d’exécution utilisé pour
l’ajustement des indexes de la boucle et pour les branchements. Encore une fois, le
prix à payer est une augmentation de la taille du code.
• L’optimisation avec fenêtre, qui remplace des séquences particulières de code par
une séquence plus courte ou qui s’exécute plus rapidement.
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7.2.2 Travaux futurs
Notre outil propose une alternative au flot de développement classique des systèmes
embarqués. Même s’il automatise un grand nombre d’éléments, certaines étapes de la
conception ne sont pas supportées par l’outil, notamment le partitioirnement logiciel I
matériel et la validation du système. Des travaux dans ces deux domaines seraient des
avenues de recherche pour le futur.
Partitionnement logiciel / matériel
L’étape de partitionnement recherche l’architecture optimale du système. Dans notre
outil, nous supposons que le partitionnement du système a déjà été effectué. Il serait
toutefois intéressant d’intégrer des outils réalisant un partitionnernent automatique ou, du
moins, semi-automatique du système. Dans ce cas, l’outil fournirait des métriques potir un
certain partitionnement et l’utilisateur choisirait ensuite le partitionnement désiré, tel que
décrit dans [76]. Cependant, l’obtention de mesures significatives s’avère un processus
difficile. Une mesure statique d’tin partitionnernent donné est généralement
approximative, alors que le temps et la fréquence d’exécution des instructions sont
approximées. Il est évident qu’une telle évaluation n’est pas exacte puisqu’elle ne
représente pas le caractère dynamique du système. Une autre possibilité consiste à utiliser
un système qui simule et évalue un partitionnement donné afin d’en retirer des valeurs
réelles. De là, il est possible de comparer les valetirs de diverses simulations. Cette
méthode demande néanmoins un cycle partitionnement-simulation-évaluation qui doit être
répété plusieurs fois. Ce cycle est susceptible de demander beaucoup de temps.
Simulation et validation du système
Afin de répondre à plusieurs besoins, dont celui du partitionnement logiciel / matériel
énoncé plus haut, il serait utile de valider le système une fois que le raffinement des
spécifications logicielles et matérielles ont été réalisées. Ces spécifications pourraient être
transformées en un modèle ESys.NET, qui validerait le système à l’aide du système de
vérification semi-formel. Une intégration très proche du simulateur et de notre
compilateur pourrait être obtenue, comme les deux outils sont réalisés à l’aide du cadre
d’application .NET.
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ANNEXE 1
Le code de l’application utilisée dans la démonstration pas à pas des traitements est
donné ici.
using System;
namespace ObjectSort
class BaseType
protected string message;
protected int base num, exp num;
/// <summary>
/// Constructor of the base type.
/ // </summary>
7/7 <param name=”i”>The first value</param>
/// <param name=”j>The second value</param>
public BaseType(int i, int j)
message = “I am an object of type \“BaseType\”’;
base_num =
exp num
=
j
/7/ <summary>
/7/ Output method. Prints a string on the console.
/7/ </summary>
public void Qutput()
Console.Write (message);
Console.Write(’ with id ‘);
Console. WriteLine
this.Identity(this.BaseNum, th±s.ExpNum))
public int BaseNum
get { return base num;
public int ExpNum
get { return exp num;
/7/ <summary>
/7/ Compares the current object with another BaseType
/7/ object.
7/7 </summary>
/7/ <param name=”o”>
/7/ An object to compare the current object to.
/7/ </param>
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/// <returns>
/// 1 if the current object is greater.
/// -1 if the current object is lower.
/// O if equal.
/1/ </returns>
public int CompareTo(BaseType o)
int o base = o.BaseNum, oxp = o.ExpNum;
int this base = this.BaseNum, thisxp = this.ExpNum;
int oid = o.Identity(o base, oxp);
int this id = Identity(this base, thisxp)
if (o id > this±d)
return 1;
else if (o_id < thisid)
return -1;
return O;
/ // <summary>
/1/ The identity metliod. Computes a value based on the
/// parameters given. In this case, computes b xp.
/1/ </summary>
/1/ <param name=”b”>The base</param>
/1/ <param name=”xp”>The exponent</param>
/ // <returns>Vxp</returns>
[PartitionAttributes .HardwareJ
public int Identity(int b, int xp)
int num = 1;
if(b == O)
return O;
else if(xp == O)
return 1;
else
for(int i = O; i < xp; i++)
num *= b;
return num;
/1/ <summary>
/1/ Main method.
/ // </summary>
public static void Main()
int length = 32;
BaseType [J array = new BaseType [lengthl
InitArray (array);
Console .WriteLinef”ARRAY BEFORE SORTING:”);
PrintArray (array);
//Console.WriteLine(””)
SortArray (array)
Console.WriteLine(”ARRAY AFTER SORTING:”);
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PrintArray (array)
/ /1 <summary>
/1/ Sorts the array, according to the value given by the
/1/ Identity method.
/1/ </summary>
/ // <param name= array’ ></param>
private static void SortArray(BaseType[] array)
forfint i = 0; 1 < array.Length; i++)
{
BaseType currentObj = array[il;
fortint j = i + 1; j < array.Length; j++)
{
BaseType candidateObj = array[jJ
if(cand±dateObj .CompareTo(currentObj) > 0)
}
/ // <summary>
/1/ Initialize the array with “random” values.
/ // </summary>
/1/ <param name=”array”>The array to ±nitialize</param>
private static void InitArray(BaseType[J array)
array[0] = new SubTypeA(2, 7)
array[l] = new SubTypes(3, 6);
array[2] = new SubTypeB(1, 6);
array[31 = new BaseType(-3, 5);
array[41 = new SubTypeAfl2, 2);
array[51 = new SubTypeB(-4, 10);
array[6] = new SubTypeA(3, 3);
array[7] = new BaseType(6, 2);
array[8] = new SubTypeB(12, 4);
array[91 = new SubTypeB(-3, 7);
array[101 = new BaseType(-17, 2);
array[llJ = new SubTypeBf4, 1);
array[121 = new BaseTypeto, 0);
array[131 = new BaseType(-72, 3);
array[141 = new BaseTypet5, 6);
array[15] = new SubTypeA(2, 12);
array{16] new SubTypeB(-ll, 3);
array[17] = new SubType3(0, 23);
array[18] = new SubTypeA(43, 0);
array[191 = new SubType3(5, 8);
array[201 = new SubTypeA(-54, 1);
array[21] = new BaseType(11, 5);
array[22] = new SubTypeB(3, 4);
array[23] = new BaseType(3, 9);
array{24] = new BaseType(9, 3);
array[25] = new SubTypeA(-3, 9);
array[26] = new SubTypes(1, 1);
array[271 = new SubTypeA(-14, 2);
array[281 = new SubTypeB(4, 4);
array[291 = new BaseType(7, 4);
array[301 = new SubTypeB(-3, 1);
array[311 = new SubTypeB(-l5, 3);
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BaseType temp = currentObj;
array[iJ = candidateObj;
array[jJ = currentObj;
currentObj = cand±dateObj;
/// <summary>
/// Prints the contents an array.
/// </summary>
/1/ <param name=”array”>
/// The array to print the contents
/// </param>
private static void PrintArray(BaseType[] array)
for(±nt ± = O; ± < array.Length; i÷+)
Console. Write (±)
Console. Write t’: “)
array[iJ .Output()
class SubTypeA : BaseType
/7/ <summary>
/1/ Constructor of a subclass of BaseType
/// </summary>
/// <param name=”±”>The first value</param>
/// <param name=”j”>Tlie second value</param>
public SubTypeA(int i, int j) : base(i,j)
message = “I am an object of type \“SubTypeA\””;
class SubTypeB : BaseType
7/! <summary>
/// Constructor of a subclass of BaseType
/// </summary>
/// <param name=”i”>The first value</param>
/// <param name=”j”>The second value</param>
public SuliTypeB(int i, int j) : base(±,j)
message = “I am an object of type \“SubTypeB\””;
ANNEXE 2
Le code CASM de 1’ASM de la méthode Identity est donné ici.
signed input argfsldatainO{protocol=”fs’} [321;
signed output argfsldataoutO{protocol=’fs’} [32];
asm Int32ldentitylnt32lnt32 {
signed register local LOC 0 [321
signed register localLOCi [32]
signed register local LOC2 [32]
unsigned register local ARG 0 [321
signed register local ARC 1 [321
signed register localARG2 [321
signed register localARG3 [321
FSLINTERFACESTART:
local ARG O = (uns igned) arg fsi data in O;
goto FSLINTERFACESTARTO;
FSLINTERFACESTARTO:
localARGl := arg fsi data in O;
goto FSLINTERFACESTART1;
FSLINTERFACESTART1:
localARG2 arg fsl data in O;
goto n80;
ni O:
if( local ARG2 O
goto n30;
else
goto n20;
end;
n2 O:
locaiLOC2 := fi)
goto n7O;
n3 O:
locaiLOCi := (O)
goto n50;
n4 O:
local LOCO := (f local LOCO * local ARG1 H;
localLOCi : = (f locaiLOCi + 1 ))
goto n50;
n5 O:
if( locaiLOCi < iocaiARG2
goto n40;
else
goto n60;
xx
end;
n6 O:
localLOC2 2= (localL000);
goto n70;
n7 O:
locaiARG3 2= (localLOC2);
goto FSL INTERFACE END;
n8 O:
local LOC 0 := (1)
goto n8i;
nO 1:
±f( local ARG1 != O
goto ni_O;
else
goto nOO;
end;
no O:
localLOC2 := (O)
goto n70;
FSL INTERFACE END:
argfsldataoutO 2= (localARG3);
goto FSL INTERFACE START;
ANNEXE 3
Le code C de l’application originale de détection de contours est donné ici.
#include <stdio.h>
#include <math.h>
#include <time.h>
#include <stdlib.h>
#include <string.h>
#include <stdarg.h>
#define N 400
#define M 640
#define INNAI1E “400 640 IN.pgm”
#define OUTNAME “400 640 native .pgm”
int getint(FILE *fp) /* adapted from “XV” source code */
int c, i, firstchar, garbage;
7* note: if it sees a ‘‘ character, ail characters from there to end
of
une are appended to the comment string */
/* skip forward to start of next number */
c getc(fp);
wh±le (1)
/* eat comments */
if fc==’’)
7* if we’re at a comment, read to end of une *7
char cmt[256J, *sp;
sp = cmt; firstchar 1;
while (1)
c=getc (fp)
if (firstchar && c == ‘ ‘) firstchar = 0; 7* iop off 1 sp after
*7
else
if (c == ‘\n’ c == EOF) break;
if f(sp-cmt)<250) *p++ = C;
*p
=
=
if (c==ECF) return 0;
if (c>=’O’ && c<=’9’) break; /* we’ve found what we were looking
for *7
7* see if we are getting garbage (non-whitespace) *7
if (c!=’ ‘ && c!=’\t’ && cl=’\r’ && c!=’\n’ && c!=’,’) garbage=l;
c = getc(fp);
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/ * we’re at the start of a number, continue until we hit a non-number
i = O;
while (1)
j = (j*]) + (c - ‘O’);
c = getc(fp);
if (c==EOF) return j;
if (c<’O’ II c>’9’) break;
return i;
void openfile (char *filename, FILE** finput)
int xO, y0;
char header[255];
jf ((*finputfopenffilename, “rb”) )==NULL) {
fprintf(stderr,”Unable to open file %s for reading\n”,filename);
exit(-1)
fscanf(*finput, “%s”,header)
if (strcmp(header, “P2”) !=O)
fprintf(stderr,”\nFile %s is flot a valid ascii .pgm file (type
P2) \n”
filename)
exit(-1)
xO=getint (*finput)
yO=getint (*finput)
if t (xO =N) (yO t =M)
fprintf(stderr,”Image dimensions do flot match: %ix%i expected\n”, N,
M);
exit(-1)
getint(*finput); /* read and throw away the range info */
void readimage(char* filename, int image[MJ [N])
long int inint;
FILE* f input;
int i,j;
finput=NIJLL;
openfile (filename, &finput);
for (j=0; j<M; ++j)
for (i=0; i<N; ++i) t
if (fscanf(finput, “%i”, &inint)==EOF) f
fprintf (stderr, “Premature EOF\n”)
exit(-1)
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else {
//±f (k+÷ % 2000 == 0)
//printf(”reading a pixel\n”);
image [j] [±1= (int) inint;
fclose (finput)
void writeimage(char* filename, int image[M] [NI)
FILE* f output;
int i,j;
if ((foutput=fopen(filename, “wb”) )==NULL)
fprintf(stderr,”Unable to open file %s for writing\n’,filename);
exit(-l)
fprintf(foutput, “p2\n’)
fprintf(foutput, H%d %d\n”,N,M)
fprintf(foutput, II%d\nU,255)
for (j=0; j<M; ++j)
for (i=0; i<N; ÷+i)
fprintf(foutput, ‘%3d “,image[j] [ii);
if (i%32=31) fprintf (foutput, ‘\n”)
if (N%32 !=0) fprintf (foutput, “\n”)
fclose (foutput)
int max(int number, ..)
int maximum = 0;
int value;
int i;
valist argp;
va_start (argp, nun±er)
for (i=O; i<number; i++)
if ((value = vaarg(argp, int)) > maximum)
maximum = value;
vaend(argp);
return maximum;
int mal(int x, int y, int z) {
return (66*x + 99*y + 68*z) / (2*68 + 99)
int ma2(int x, int y, int z, int 1, int m, int o, int p, int q, int r)
return max(8, abs(x-r) , abs(y-r), abs(z-r) , abs(l-r) , abs(m-r), abs(o
r), abs(p-r), abs(q-r));
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int ma3 (int x) {
return 255
- X;
int ma4(int x, int y, int z, ±nt 1, int m, int o, int p, int q, int r)
if (x > r y > r j z > r 1 > r m > r o > r P > r j q >
r)
return 0;
return 255;
int IN [M] [N]
int OUT [M] [N];
int Tem [M] [N]
int Gim [M] [N]
int Cim [M] [N]
int Tem2 [M] [N]
int main(int aryc, char* argv[])
int i, j;
read image (INNAME, IN);
for(i = 0; i < M - 10; i = i + 10)
for(j = 0; j < N - 64; j = j + 64)
printf(”%3d\n”, IN[i] [j]);
for(i=0; i<M; i++)
for(j=0; j<N; j++)
Tem[i] [j] = 0
Gim[i] [j] = 0;
Cim[i] [j] = 0
Tem2[i] [j] = 0
OUT[i] [j] = 0;
for (i=2; i<M-1; i++)
for (j=1; j<N; j++)
Tem[i] [j] = mal(IN[i-1] [j], IN[i] [j], IN[i+1] [j]);
for (i=2; i<M-1; i++)
for (j=2; j<N-1; j++)
Gim[i] [j] = mal(Tem[i] [j-1], Tem[i] [j], Tem[i] [j+1]);
for (i=3; i<M-2; i++)
for (j=3; jcN-2; j++)
Cim[i] [j] = ma2 (G im[i+1] [j+1] , Gim[i+1] [j], Gim[i+1] [j-1],
G_im[i] [j+1] , G_im[i] [j-1],
Gim[i-1] [j+1] , Gim[i-1] [j], Gim[i-1] [j-1],
Gim[i] [j]);
for (i=3; i<M-2; i++)
for (j=3; j<N-2; j++)
Tem2 [1] [j] = ma3 (C ±m[±1 [j]);
for (1=4; i<M-3; ±÷+)
for (j=4; j<N-3; j++)
OUT[i] [j] = ma4 (Tem2 [1+11 [j+1] , Tem2 [1+1] [j], Tem2 [1+1] [j-11,
Tem2 [±1 [j +1] , Tem2 [il [j -11
Tem2 [i-11 [j+11 , Tem2 [1-11 [j] Tem2 [i-11 [j-1],
Tem2 [1] [j]);
wr±te image (OUTNAME, OUT);
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ANNEXE 4
Le code C# de l’application de détection de contour est donné ici.
using System;
using System.IO;
namespace ContourDetection
/ /7 <summary>
/7/ Contour detection algorithm.
1/! The values of the image points are hardcoded.
/ // </summary>
public class ContourDetection
// Dimensions of the image
private int M, N;
public ContourDetection(int n, int m)
M = m;
N = n;
public int[] Readlmageo)
int [1 image new int [getM * getNl
/
* The values of the image points are hardcoded
* in this method. They are flot sliown tiare for
* better readability.
return image;
public void Writelmage(int[J image)
for(int i = O; i < (getM * getN) ; i++)
if fi % 8 == 7)
PrintLine (image [ii);
eisa
Print (image [il)
private void Printfint num)
}
Console.Write(’
‘I)
Console. Write (num);
private void PrintLine(int num)
}
Console.Write(” “)
Console.WriteLine (num)
public int mal(int x, int y, int z)
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return (68*x + 99*y + 68*z) * (2*68 + 99)
public int ma2(int x, int y, int z, int 1, int m,
p, int q, int r)
return max(Math.Abs(x-r), Math.Abs(y-r),
Math.Abs(z-r), Matli.Abs(l-r), Math.Abs(m-r),
r4ath.Abs(o-r), Math.Abs(p-r), Math.Abs(q-r));
if (x > r y >
o> r p
return O;
return 255;
int vmax =
if (v_max b)
if (v_max c)
if (v_max < d)
if (y max < e)
if (v_max < f)
if (v_max < g)
if (v_max < h)
return v_max;
vmax = b;
v_max = c;
v_max =
v_max = e;
v_max = f;
v_max = g;
v_max = h;
public int getElem(int i, int j)
return (i * this.getN) + j;
int o, int
public int ma3(int x)
return 255 - x;
[PartitionAttributes .HardwareJ
public int ma4(int x, int y, int z, int 1, int m, int o, int
p, int q, int r)
private int max(int a,
int g, int h)
r z > r > r 1 m > r j
> r q > r)
int b, int c, int d, int e, int f,
}
}
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public int getM
get { return M;
public int getN
get { return N;
public static vo±d Maint)
Console.Wr±teLine(’Entering main...);
ContourDetection detect = new ContourDetection(8, 8);
int m = detect.getM;
int n = detect.getN;
Console.WriteL±ne(’Reading image...’);
int[] IN = detect.Readlmagef);
int[J Tem = new int[detect.getM * detect.getNl;
intEl Gim = new int[detect.getM * detect.getN];
int[j Cim = new int[detect.getM * detect.getN];
int[] Tem2 = new int[detect.getM * detect.getN];
int[J OUT = new int[detect.getM * detect.getNl;
/1 Premiere boucle
for (int i=2; i<m-1; i+÷)
for tint j=l; j<n; j+÷)
Tem[detect.getElem(i,j)] = detect.mal(
INtdetect.getElem(i-1,j)1
IN [detect . getElem (i, j)]
IN[detect.getElem(i÷l,jH
// Deuxieme boucle
for (int i=2; i<m-l; i++)
for tint j=2; j<n-l; j+÷)
Gim[detect.getElem(i,j)1 = detect.mal(
Tem[detect.getElem(i,j-l)J
Tem [detect . getElem (i, j) I
Tem(detect.getElem(i,j+l)]);
// Troisieme boucle
for (int i=3; izm-2; i÷+)
for tint j=3; j<n-2; j++)
Cim[detect.getElem(i,j)l = detect.ma2(
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}
}
Gim[detect.getElem(i+1,j÷1)J
Gim[detect.getElem(i+1,j)J
Gim[detect.getElemfi÷1,j-1)1,
Gim [detect getElem (i, +1)1
G±m[detect.getElem(i,j-1)1
Gim[detect.getElem(i-1,j+1)],
Gim[detect.getElem(i-l,j)]
Gim[detect.getElem(±-1,j-1)J,
Gim[detect.getElem(±,j)J)
// Quatrieme boucle
for tint i=3; i<m-2; ±++)
for tint j=3; j<n-2; j++)
Tem2 [detect getElem(i, j) I =
detect.ma3 (C im[detect.getElem(i,j)I)
// Cinquieme boucle
for (int i=4; ±<m-3; i÷+)
for (int j=4; j<n-3; j++)
OUT[detect.getElem(±,j)] = detect.ma4(
Tem2 [detect.getElem(i÷1,j+l)J
Tem2 [detect.getElemfi+l,j)J
Tem2 [detect.getElem(±+l,j -1)],
Tem2 [detect.getElem(i,j÷l)J
Tem2[detect.getElemti,j-l)],
Tem2[detect.getElemfi-1,j+1)J,
Tem2 [detect getElem fi-1, j)]
Tem2[detectgetElem(i-l,j-l)],
Tem2 [detect.getElemfi,j)J)
Console.WriteLine(Writing image...’)
detect . Writelmage (Cim)
}
