INTRODUCTION.
Wireless LAN (wLAN) technologies such as WiFi or Bluetooth have become popular in many countries. The market is rapidly growing up and the number and size of wLAN's increase. Therefore, the need for an efficient design of them becomes a central problem. Automatic transmitter placement provides cost savings when compared to the traditional human process of site planning. The performance of a wLAN is strongly influenced by the access point's characteristics. That's why the amount of them, their location and their emission power have to be determined with care during the planning stage of the network. The planning problem can be exposed in different ways according to the optimisation goals that have been chosen. The traditional approach is to compute a coverage map that satisfies a simple constraint on the signal level based on a minimum threshold. Some more elaborated models introduce constraints of quality of service (as throughput or interference level) on the receiver locations. The evaluation of a solution (an access point configuration) relies on a propagation simulation that computes a coverage map. This simulation is often an expensive computational operation. The goal of the optimisation algorithm is to determine a solution that satisfies to the coverage constraints with a minimum number of propagation simulations. We propose a deterministic algorithm that relies on the multi-resolution Fourier Domain ParFlow (FDPF) propagation model proposed by Gorce et al (1) . The originality of this algorithm is to exploit the multiresolution specificity of the FDPF method in order to reduce the computation cost of propagation simulations. Its aim is to find out an access point distribution that provides a homogeneous coverage. We work on a two dimensional building floor representation and the variables are the x-axis and yaxis coordinates of the transmitters (access points). We consider that the number of sources to plan and their emission power is fixed. In the next part of this paper, a short overview of the planing problem is provided. In the third part, we define the problem we work on and the characteristics of the FDPF propagation model. In the fourth part, details about our deterministic algorithm are provided and in the fifth part, results are given. We end this paper by a short discussion and enlargement on our work.
THE PLANNING PROBLEM
Several optimisation schemes may be defined depending on the goal of the design phase. Thus, coverage, interference, Quality of Service, warranted bit-rate can be combined to evaluate an access point configuration. For example, Sherali et al (2) proposed to work on coverage by minimising a sum of the weighted pathlosses on a set of receiver positions. In a recent paper, Verstak et al (3) optimises the average signal power shortfall and the average estimated bit error rate shortfall from a given threshold. It is important to notice that the evaluation function f relative to the planning problem is a non convex discontinuous one. Moreover, if N S represents the number of access points (AP's) we want to plan and if there are N p possible AP's positions on the building floor, the search space has a dimension of N p Ns . Solving the planning problem is thus a hard task and a standard steepest descent algorithm cannot succeed in finding the solution that minimises f. Different kind of optimisation algorithms have already been applied in the literature: in (2) three algorithms are compared, including Quasi-Newton, Conjugated Gradient Search and Hooke's and Jeeve's method. Knowing that a single function evaluation is an expensive action, gradient based algorithms are not suited for resolving our problem. Therefore, direct search methods have often been applied such as the Simplex Method proposed by Fortune et al (4) or a pattern search called DIRECT in (3) . Simulated annealing and Taboo search methods are proposed by Kamenetsky and Unbehaun (5). The convergence for those algorithms is in general slow and really depends on the starting solution.
MODEL FORMULATION.
The Optimisation Scheme.
The search space is defined by the access points coordinates and the goal of our method is to obtain a homogeneous coverage. Therefore, the proposed criterion is defined by the use of the statistical variance of the coverage map. The criterion aims to penalise a solution having a high variance of received power. However, only sites where the received power is lower than the mean value are taken into account. The criterion is the following:
Here N p is the number of test points, which is lower or equal to the number of pixels. P i is the received power at the i th receiving point and P m is the mean received power averaged over the test receiving points.
The FDPF propagation model.
In the deterministic optimisation algorithm described in the next section, we exploit the features of the FDPF propagation model. This model is detailed by Gorce et al. (1) in the jointly presented paper. The time-domain ParFlow approach simulates the field radiated by a source located somewhere on a 2D regular discrete grid. In this method the electric field is settled in 5 components, the flows which are driven by local transmission line matrices (TLM) derived from the Maxwell's equations. When the problem is formulated in the Fourier domain, the computation of the electric field radiated by a source located somewhere in the 2D plan is performed by solving the following global equation:
where F(v) S(v) and Ω stand respectively for the vector containing all the flows, i.e. 5 flows per pixel, the source vector, and the global scattering 5-band matrix. This linear system may be solved in a multi-resolution approach by gathering cells as illustrated in Figure 1 . A source is propagated up to the top of the pyramid and then down to the desired receiving block. It is possible to stop the downward propagation at any level of the pyramid and to get a mean signal power for in each block. The finer the final resolution is, the smaller the blocks are and the longer the computation lasts. If the downward propagation is stopped at a level such as each block is homogeneous in material (air, concrete …), the average signal power has a physical sense. For a building floor of size 73 x 20 meters, the propagation to the finest level with a discrete grid unit of 0.1 meter lasts 79 s. The simulated source frequency receiver source is 500 MHz (not equal to the real frequency for computation efficiency) and the AP emission power is 10 dBm. The propagation to a level made of homogeneous blocks having size equal or bigger than 4 square meters lasts about 2 seconds. The two coverage maps obtained are presented in Figure 2 .
Figure 2 : Coverage at fine level (left) and at Homogeneous blocks level (right). The colorbar is graduated in dBm.
The information available at the homogeneous level is sufficient to evaluate a coverage map with a reduced coverage computation time. We have chosen to exploit this feature of the propagation method to develop a deterministic research algorithm.
THE DETERMINISTIC ALGORITHM
The algorithm is split into two stages: an exploratory stage and a local optimisation one. The aim of the first stage is to find a set of interesting initial solutions for the second stage by exploring in a combinatorial way the search space. The second stage is applied for each selected solution and allows to this solution to evolve in a limited neighbourhood.
The Exploratory Stage.
In this stage, the solution space is explored by selecting a finite set of access point configurations, taking advantage of the multi-resolution structure of the FDPF simulations. Therefore, the building floor is divided into homogeneous blocks, according to the pyramid structure, and such as all free-space blocks are bigger than a certain surface area. The mean power P n is evaluated for each block. Since the blocks may have different sizes, the criteria is weighted by a coefficient proportional to the block size α α α α n . α α α α n represents the ratio of the surface area of the block B n over the total floor surface area. The equation (1) is then modified leading to:
where N b is the number of significant blocks. A test source is placed in the middle of each homogeneous block. It may be assumed that discontinuities of the evaluation function f occur mainly when a source is moved through a wall. We consider that when a source is moved within the same room, the function f is varying slowly. That's why we assume that a source placed in the centre of a homogeneous block is representative at first sight of the influence of a source placed somewhere else in the same block. If N S represents the number of sources to plan in the building, the number of possible configurations is equal to the number of combinations N S among N B .
Computing the coverage map for each combination by making C propagation simulations is too expensive and time consuming. The number of simulations needed to get the whole set of configuration evaluations is minimised if it is assumed that the coverage of a set of N S access points is given by selecting the best covering source for each block. So the coverage map obtained by N S sources is given by the formula:
where P n (k) stands for the mean power given by the source numbered k on the block numbered n. This assumption is realistic if the occupation rate of the radio channel is small enough (i.e. interferences are not taken into account). By this way, the C access point configurations are computed with N b propagation simulations. The N b simulations are made at the homogeneous block level. When the C coverage maps are computed, they are evaluated with the criteria defined by equation (3) . At each criteria evaluation, the B best configurations are stored. At the end of this stage, the algorithm has selected in a set of C configurations the B best ones. As we work on the homogeneous blocks level, the B solutions that are found are stable. It means that if a source is moved within its block, the variation of f is small. We have thus localised the B best solutions over a reduced search space of size N b Ns . The B selected solutions are now used as starting solutions for the next stage.
The Optimisation Stage.
The optimisation stage works on a reduced search space defined by the homogeneous block areas containing the sources of the starting solution. In this algorithm, at each iteration, an access point is moved in order to strengthen the signal power in the least covered block B w . The move of an access point is limited by the bounds of its block. When the least covered block B w is selected, there are two choices that have to be made: which source do we have to move and in which way do we have to do it? It is obvious, knowing the indoor channel behaviour that bringing the nearest source closer to the least block will not ensure an improvement of the signal power in it. We rather propose an original use of the property of reciprocity in the electromagnetic waves propagation to answer both questions. This property state that two waves, the former propagating from a point A to a point B, and the later from B to A, take the same path and the received signal strength is the same in both cases. The result is that the signal level first measured at B with a transmitter at point A is the same than the signal level measured at point A with a transmitter placed in B. This property is illustrated by the two coverage maps of Figure 3 .
Figure 3 Illustration of the Reciprocity in propagation
Once the block B w is selected, we compute a test coverage map by placing a test source S T in this worst block. To find out the exact test source position, the downward propagation is ended to the minimum block level. Then, the test coverage is simulated at the homogeneous blocks level. Thereafter, the whole information needed to find out the best source to move and the way this source has to be moved is gathered. Indeed, if an access point is placed at a position where the test coverage map has a high signal power, owing to the reciprocity property, the same high signal power should be received where the test source is placed. According to that, we choose to move the source that receives the higher signal level from the test source. By this way, the selected source S* is the most probable one that can improve the signal power at the test source place, i.e. in the worst homogeneous block B w . Thereafter, a new position for this selected source S* has to be determined. To increase the signal power in the least homogeneous block, S* is moved to a place where the test source S T has a good coverage. As S* is bound to stay in its block, the new position is constrained to belong to the homogeneous block containing S*. This local optimisation stage is applied to the B solutions given by the exploratory stage. 
RESULTS.
We applied our deterministic algorithm on the building floor map of the CITI laboratory, presented in Fig. 2 . The propagation simulation parameters are the same than those presented in part III. We divided the map into homogeneous blocks bigger than 2 x 2 meters. The test computer is a bi-processor 800 Mhz with 1.24 Go memory. The homogeneous blocks distribution with the potential sources positions is given in Fig. 4 -a.
The Exploratory Stage.
We chose to select the 6 best solutions in the set of possible access point's configurations at the end of the exploratory stage. The best distribution found at the end of the optimisation stage is displayed in Fig 4-b. (a) (b) (c) Figure 4 
: the test environment is split into blocks according to (a). The exploratory stage solution is displayed in (b) and the final solution in (c).
This exploratory stage lasted 124 s. The propagation simulation for the set of 56 sources at homogeneous level lasted 114 s. and the computation of the evaluation for each of the 26235 source combinations lasted 9s. Table 1 gives the 6 best configurations with their criteria. As a reference, the worst solution has a criteria value higher than 20. The access points are here labelled by numbering them on Figure 4 (a) on columns from top to bottom and from left to right. It is interesting to notice that the source 19 is always selected, what is close to reality as it is in the middle of the main corridor.
The Optimisation Stage
We applied the optimisation stage to the 6 best solutions selected by the exploratory stage. The algorithm is continued until a local minimum is reached. In other words, it stops if the selected source is already at the best position for the present coverage weakness. With our test layout, an improvement was found for the first, the second and the fifth configurations, but it was the first solution that provided the best configuration (cf. Figure 4(c) ). There was a decrease of 30% of the evaluation function with a final value of 0.229 at the fourth iteration. Here, an iteration lasted about 5s.
DISCUSSION
The exploratory stage gives really good starting solutions that are interesting to exploit. The optimisation stage has to be enhanced by owing to the source to move out of its block if there is not a wall between its block and the neighbour block. The criteria can thus still evolve in a continuous way, but the algorithm is able to explore a bigger solution set. The final solution computed is stable. It means that during the deployment phase, if the AP can't be exactly placed at the computed position, the coverage will not be too different from the predicted one. The use of the FDPF propagation method has shown its advantages. Indeed, the computation times are short and the solutions obtained are interesting ones although the building floor is quite a big test environment.
