In this paper, we propose a scheme to accelerate the Probabilistic Latent Semantic Indexing (PLSI), which is an automated document indexing method based on a statistical latent semantic model, exploiting the high parallelism of Graphics Processing Unit (GPU). Our proposal is composed of three techniques: the first one is to accelerate the Expectation-Maximization (EM) computation by applying GPU matrix-vector multiplication; the second one uses the same principles as the first method, but deals with the sparseness of co-occurrence of words and documents; and the third one is to use the concurrent kernel execution, which is available on NVIDIA Fermi architecture, in order to speed up the process. We compare the performance of the proposed scheme with the non-parallelized implementation. The results show that our method could be more than 100 times faster than the CPU-based implementation in our environment. By dealing with the sparseness of the data, we could not only process more documents and words using GPU, but we could also keep more data on the device memory so that we can avoid massive data copy transfer between the host and the device susceptible to reduce the execution performance.
Introduction
The importance of text analysis is increasing in many applications including computational sciences, due to the growing needs of information retrieval and text mining from large text databases. In such processes, the automated } ,..., , { . If we suppose that the terms are chosen independently of the documents for each hidden class, the probability form of this model can be expressed as
A standardized way to solve (1) is maximizing the log likelihood function as expressed in Equation (2) (2) where n(d, w) is the number of occurrence of the word w in the document d. A standard procedure to solve this problem is the Expectation Maximization (EM) algorithm [3] . The EM is an iterative method composed of two steps. While the values of the log likelihood are estimated in the Expectation (E) step based on the values of the parameters in (1), these parameters are updated in the maximization (M) step. The EM stops when a predefined condition is reached. In the case of PLSI, the E step defines the probability a word in a particular document is explained by the hidden class z, and the M step updates the probabilities. Equations (3) shows the E step and equations (4) to (6) show the M step. In real applications, tempered EM is used to avoid over fitting.
(E):
Related Work
Many researchers are now interested in GPU because of its attractive performance benefit. One of the most famous among them is physical simulation on GPU, such as fluid dynamics and water condensation [6] . In the area of signal and image processing, many works has been presented, such as segmentation [7] , image thresholding [8] . GPU has been successfully applied to problems in databases and data mining. Bakkum et al. propose a method to accelerate SQL queries using CUDA [9] . Zhan et al. accelerate text mining using CUDA [10] . Govindaraju et al. propose a framework called GPUTeraSort, which is to provide a fast sorting mechanism large databases using CUDA [11] .
However, we found that few works exploit GPU for text analysis. This is due to the fact that processing text data using GPU faces some technical challenges. One major challenge is that text data are in many cases voluminous, while the available memory on GPU is quite limited. Wu et al. present one of the related works in this category. They propose to cluster large data point using CUDA [12] . Many other research works can be found in the survey on GPU by Owens et al. [5] .
Parallel Latent Semantic Analysis using GPU
Cavanagh et al. proposed to accelerate LSA using GPU [13] . Their idea is to speed up the most time-consuming part of LSA, which is the singular value decomposition (SVD), by parallelization using GPU. Specifically, they use the Lanczos algorithm because of its efficiency. Also, they use CUBLAS, which is a GPU version of the famous numerical computation library called Basic Linear Algebra (BLAS) [14] . As a result, they can process big matrices such as 4000-by-4000 in seconds. Our work is different from this work, because our target is PLSI. In addition, their algorithm assumes that the number of latent classes is divisible by 16, which is not flexible when we apply it to reallife applications. Our approach, on the other hand, can deal with any number of latent classes; also the underlying indexing model is different.
Parallel and Distributed Latent Semantic Indexing
Regarding research works on parallelizing PLSI, to the best of our knowledge, there have been only few works. In [3] Wan et al. attempt to cope with the drawbacks of PLSI, that is, it considerably consumes computing resources in terms of both execution time and internal memory. Specifically, their approach is based on a former work by Hong et al. [15] , which proposes a shared-memory parallelization using OpenMP. Wang et al., in addition, combine distributed memory parallelization using MPI. They also consider the sparseness of the co-occurrence of terms and documents and retouch the EM algorithm in order to save memory for computation. Our work is different from those approaches, because we exploit GPU for speeding up PLSI.
Parallelization of PLSI on GPU
As mentioned earlier, processing text data on GPU poses several technical challenges: 1) how to make the best use of GPU facilities to speed up EM algorithm and 2) how to deal with large text dataset in the limited memory on GPU. This section presents our proposed scheme for executing PLSI using GPU.
Accelerating EM Algorithm using Matrix-vector Multiplications
One of the features of GPU is that it is able to execute SIMD operations, such as vector multiplication, very efficiently with high parallelism. For this reason, it is crucial to make the best use of such mechanisms in our PLSI implementation to achieve better performance. In fact, in this work, we reorganize the EM algorithm to make use of the vector multiplication operation. This is desirable in the sense that we can use off-the-shelf numerical computation packages, such as CUBLAS [14] , in the implementation.
The pseudo-code of the proposed scheme is shown in Figure 1 . Our proposed scheme is based on the following observations. When we look into the EM algorithm, we notice that we can categorize the components in the formula into the following two groups; the components which depend on iterations and the components which depend on latent classes. In the first group, the components remain unchanged during iteration and are shared by all latent classes. In the other group, in contrast, the components vary depending on the latent classes. According to this analysis, we separate the computations and combine some steps of the EM algorithm for efficiency on both time and memory space. We also implement the equations at the matrix and vector level so that the computations can be done more efficiently.
In the following discussion, we introduce some matrix notation of the terms in the above formulas:
] is a K-by-D matrix, and P(w|z) = [c kj ] is a K-by-W matrix. Also, suppose that the (x, y) element of matrix M is referred to as M x, y . Then, in Equation (1),Γ(d x , w y ) is computed by:
where M T is the transpose of matrix M. The denominator Γ(d,w) is common for all latent classes in each iteration, and is denoted as a D-by-W matrix.
In the meantime, the numerator varies according to the class for any
. It is computed according to Equation (8) , where P(z k ) is the probability of the latent class k, and P(d|z k ) and P(w|z k ) are vectors of size D and W representing the probability of d and w under class z, respectively. These vectors can easily be extracted from [b ki ] and [c kj ]: Finally, E step can be computed from the denominator Γ and the numerator Ψ. As can be seen from Equations (4), (5), and (6), and Figure 2 as well, we successfully cut down inherent computation by multiplying each pair (d i ,w j ) with its occurrence n(d i ,w j ) when computing the final step of the expectation, because the probability calculated in Equation (1) is never used alone but always multiplied with the occurrence n(d i ,w j ). Equation (9) gives the E step for a given class m and Figure 2 shows the final image of the result. Fig. 2 . The final step of expectation multiplied by the word occurrence.
As for the details of our implementation, we exploit parallel array reduction method. Belloch [16] has proposed a method of parallel array reduction method optimized for CUDA, and an implementation is publicly available as a library named CUDPP [18] . We use this library to implement the M step. Specifically, we use it in the following way: 1) using whole matrix reduction in order to normalize the probabilities; 2) using the row multi scan to compute the probabilities of documents; and 3) using row multi scan to transpose the expectation matrix in order to compute the probabilities of words.
Having computed the expectations, the next step is the maximization step. The process is relatively easy and can be implemented efficiently using GPU, because no loop is required. One thread is dedicated to update the probability of one document, while another thread is used to update the probability of one word. These are done in parallel for each latent class 
Exploiting the Data Sparseness
As shown in Figure 2 , we need to refer to the co-occurrence matrix of term and document, [n(d, w)], by which we can obtain the occurrence of word w in d. However, in practical, this type of matrix is a quite sparse. Table 1 shows the statistics from the well-known training sets that we used in our experiments. Because the total memory size of GPU is strictly limited, it is crucial to exploit sparse matrix representation techniques to deal with large document dataset. There are many kinds of such approaches [19] for GPU. We adopt the Compressed Sparse Row (CSR) format for its simplicity and memory efficiency. CSR stores column indices and nonzero values in arrays as indices and data. It stores row information as pointer, named ptr. Taking a D-by-W matrix, for example, ptr is of D+1 length and indices and data are of the number of nonzero elements in the matrix. Figure 3 illustrates an example of CSR representation of a simple matrix. For the space limitation, we do not show how we implemented it on GPU. We actually store only nonzero elements in CSR, which is inspired by the scalar representation in [19] . 
Optimization on Fermi Architecture
As shown in Figure 1 , we can separate the class-dependent components from the class-independent components in the modified EM implementation. When having a closer look at the class-dependent part, we observe that the computation of expectations and updates concerning a class do not interfere that regarding other classes. Here is a chance for further optimization. As the recently released NVIDIA Fermi architecture offers the possibility to execute multiple kernels concurrently, we are able to do the process in parallel according to the number of latent classes. In order to avoid global memory being overwritten, we design the system so that each kernel has its own working space. Actually, this is not memory efficient, and therefore limits its application to dataset of modest size. Coping with this problem is a part of our future work.
Experiments
We conducted a number of experiments in order to prove the effectiveness of our method. Specifically, we compare the CPU-based implementation with the GPU version.
Dataset
We use both synthetic and real world data. We used the CRAN, MED, and CISI training set, which are publicly available [21] from Cornell University. We apply standardized stemming and stop-word elimination to the training set in order to reduce noise. The dataset specifications, such as number of documents and numbers of words, are summarized in Table 1 .
We also generate synthetic data to test the proposed scheme under controlled environments; we fix the number of documents and words per document, while we change the percentage of nonzero elements in the documents. We also change the number of latent classes to see the impact.
Experimental Environment
The hardware specification for the CPU version of our implementation is as follows: Intel Quad-core Xeon E5620 processors with 6.4GT/s (Intel QuickPath Interconnect) and 8MB shared cache. We use C++ (GCC 4.4.1) to implement the algorithms. The operating system is CentOS 5.4 and the GPU is Tesla C2050. It is Fermi architecture with 3GB memory, 14 multiprocessors, and 32 cores per processor. It is connected by PCIe, whose speed is 144GB/s.
Experimental Results

Synthetic Data.
Using synthetic data, we conduct two different experiments. First, we test the impact of the sparseness against the execution time with varying the number of non-zero elements in the occurrence matrix. We fix the number of latent classes to 32, the occurrence matrix is of size 1000-by-5000, and the number of concurrent kernels is 16. In Figure 4 (a), we observe that the number nonzero elements affect the execution time.
In the second experiment, we measure the execution time varying the number of concurrent kernels. NVIDIA allows at most 16 kernels to be executed concurrently. We show how parallelizing the class execution through concurrent kernel execution is advantageous in terms of performance. We fixed the latent class to 32, the occurrence matrix is of size 1000-by-5000, and the ratio of non-zero elements to 1%. Figure 4 (b) shows the overall execution time. As it can be seen, the execution time decreases as the number of concurrent kernels increases. However, the performance saturates when the number of concurrent kernels is 8. 
Real World Data
We execute both CPU and GPU version of PLSI varying the number of latent classes from 8 to 50. The execution times, all in milliseconds, are summarized in Tables 2, 3 , and 4. Figure 5 shows the speed up of GPU version over the CPU version. Observe that GPU version is considerably faster than CPU version. As for the concurrent kernel execution, due to the inefficient global-memory utilization, we cannot execute two or more kernels concurrently for Med and CISI dataset (Tables 2 and 3) . That is why the performance is slightly worse than non-concurrent version due to some overhead to monitor the status of concurrent kernels. However, with CRAN dataset, we can execute 4 kernels concurrently, thereby obtaining even better performance than non-concurrent GPU version. 
Conclusion and Future Work
In this paper we showed a scheme of parallelizing PLSI for the execution using GPU. Our implementation, which uses the matrix-vector implementation of EM, is more efficient both in memory and execution time. In the next we showed how to use a data structure for sparse matrix representation in GPU. Concurrent execution of multiple kernels is a feature available only in NVIDIA Fermi architecture, and we also mentioned how to make use of the feature. Experimental evaluation showed that our GPU-based implementation is faster than CPU-based implementation in the 1 to 2 orders of magnitude.
In the near future, we plan to deal with the memory utilization problem to accommodate more concurrent kernels, as well as to be able to handle huge datasets. We also plan to execute the folding-in operations to make a full and complete application of the parallel PLSI on GPGPU.
