Extension Theorems for Various Weight Functions over Frobenius Bimodules by Gluesing-Luerssen, Heide & Pllaha, Tefjol
ar
X
iv
:1
61
1.
01
14
1v
2 
 [c
s.I
T]
  1
0 N
ov
 20
16
Extension Theorems for Various Weight Functions
over Frobenius Bimodules
Heide Gluesing-Luerssen∗ and Tefjol Pllaha∗
March 15, 2018
Abstract: In this paper we study codes where the alphabet is a finite Frobenius bimodule
over a finite ring. We discuss the extension property for various weight functions. Employing an
entirely character-theoretic approach and a duality theory for partitions on Frobenius bimodules
we derive alternative proofs for the facts that the Hamming weight and the homogeneous weight
satisfy the extension property. We also use the same techniques to derive the extension property
for other weights, such as the Rosenbloom-Tsfasman weight.
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1 Introduction
We discuss the extension property in the sense of MacWilliams for weight-preserving maps. The
extension property can be described most generally as follows: given a substructure (a code) C of
some Mn, where M is a finite ring or module, and a homomorphism f : C −→ Mn that preserves
a certain weight function, such as the Hamming weight or some other property, does this map
extend to a map on the entire space Mn that still preserves the given weight or property? For the
Hamming weight this question has been settled in the affirmative for fields by MacWilliams [15],
for finite Frobenius rings by Wood [20, 21] and for finite Frobenius bimodules over a finite ring
by Greferath et al. [9]. In each of these cases the Hamming weight-preserving map is given by a
monomial transformation. In addition, some other weight functions have been investigated in the
above-mentioned literature as well and according extension results have been established. In [1]
Barra et al. consider finite Frobenius rings and use a different approach, called the local-global
principle, in order to provide further cases where maps with a particular pointwise (local) property
can be extended while preserving said property. A main tool is the notion of partitions of the
ambient space and their character-theoretic dual.
In this paper we focus on finite Frobenius bimodules, M , over a finite ring, R, and lend some
tools from [1] in order to discuss the extension property for various weight functions. This allows us
to consolidate the above-mentioned results into a unified framework that is solely based on character
theory. In addition, we discuss some other weight functions that satisfy the extension property. Our
∗HGL was partially supported by the National Science Foundation Grant DMS-1210061 and by the grant #422479
from the Simons Foundation. HGL and TP are with the Department of Mathematics, University of Kentucky,
Lexington KY 40506-0027, USA; {heide.gl, tefjol.pllaha}@uky.edu.
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main tools are partitions on Mn and their character-theoretic duals, which are partitions on Rn.
Special emphasis is put on orbit partitions induced by group actions on Mn. Their dual partitions
turn out to be the orbit partitions on Rn of the ‘transposed group action’. We will then use this
duality in two different ways. Firstly, for certain weights the weight-preserving maps give rise to
pointwise expressions in terms of an associated matrix group. If the group is nicely structured,
character sums allow us to turn this into a uniform matrix from that group representing the map,
thus establishing the extendability of the map. For other types of weights, such as the Hamming
weight, this approach does not work as the associated matrix group, i.e., monomial matrices, is not
suitably structured. Instead we make use of the fact that any weight-preserving map preserves the
associated weight partition and, again with the aid of character sums and the duality theory for
partitions, we obtain the desired uniform matrix.
The paper is organized as follows. In Section 2 we derive basic properties of finite Frobenius
bimodules over finite rings solely based on a character-theoretic approach. In particular, we derive
the well-known double annihilator properties. Section 3 is devoted to partitions onMn, whereM is
a Frobenius bimodule over a finite ring. We introduce a character-theoretic dualization of such par-
titions. A special case is given by orbit partitions induced by group actions. In Section 4 we turn to
the extension property for various weight functions. Using the dualization technique for partitions,
we derive the well-known extension property for the Hamming weight and the homogeneous weight.
With the same technique we also establish the extension property for the Rosenbloom-Tsfasman
weight and some other weight-like functions. In Remark 4.21 we summarize how the techniques
may be used to discuss the extension property for other weights such as the big class of poset
weights. With the methods developed thus far, this turns out to be entirely analogous to [1] where
the same question has been studied for codes over finite Frobenius rings. Finally, in the last section
we establish the extension property for the Rosenbloom-Tsfasman weight applied to F-linear maps
of F-subspaces of some Fˆn, where Fˆ is a field extension of F. Even though Fˆ is not a Frobenius
bimodule over F, this case can be dealt with using the methods developed in this paper.
2 Finite Frobenius Rings and Bimodules
In this section we derive the basic properties of finite Frobenius bimodules over finite rings. These
properties are well-known (see, for instance, [9] by Greferath et al. and [22] by Wood) but we will
give a different, purely character-theoretic approach and establish the results without resorting to
quasi-Frobenius bimodules.
We begin with the character group of a finite abelian group. Let A be a finite abelian group.
Its character group is defined as the set Â := Hom(A,C∗) of all group homomorphisms from A
to C∗ endowed with addition (χ1 + χ2)(a) = χ1(a)χ2(a) for all χi ∈ Â and a ∈ A. Then Â is an
abelian group. Its zero element is ε ∈ Â given by ε(a) = 1 for all a ∈ A. Elements of Â are called
characters and ε is the principal character of A. We list some basic properties of the character
group. They are well-known and/or can easily be verified.
Remark 2.1. Let A be a finite abelian group.
(1) A is isomorphic to Â (though not naturally so) and hence |A| = |Â|.
(2) Â1 × Â2 ∼= Â1 ×A2 for any finite abelian groups A1 and A2. The isomorphism is facilitated by
(χ1, χ2)(a1, a2) := χ1(a1)χ2(a2).
(3) A and Â are naturally isomorphic via the map ζA : a 7−→ eva, where eva : Â −→ C
∗, χ 7−→ χ(a)
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denotes the evaluation map.
(4)
∑
a∈A ε(a) = |A| and
∑
a∈A χ(a) = 0 for χ ∈ Â \ {ε}.
(5) Distinct characters of A are linearly independent in the C-vector space of maps from A to C.
(6) Let χ1, . . . , χN and χ
′
1, . . . , χ
′
M be characters of A. If
∑N
i=1 χi =
∑M
i=1 χ
′
i as maps from A to C,
then the multisets {{χ1, . . . , χN}} and {{χ
′
1, . . . , χ
′
M}} coincide, see [1, Prop. 3.1].
(7) Let B ≤ A and C ≤ Â be subgroups of A and Â, respectively. Their dual groups are defined as
B◦ := {χ ∈ Â | B ⊆ kerχ} and C◦ := {a ∈ A | a ∈ kerχ for all χ ∈ C}, where for χ ∈ Â we set
kerχ = {x ∈ A | χ(x) = 1}. Clearly, B◦ and C◦ are subgroups of Â and A, respectively. Then
(i) B◦ ∼= Â/B, thus |B◦| = |A|/|B|.
(ii) If B ⊆ kerχ for all χ ∈ Â, then B = {0}.
(iii) (B◦)◦ = B and (C◦)◦ = C.
From now on let R be a finite ring with identity. Consider the character group R̂ of the abelian
group (R,+). Then R̂ is an (R,R)-bimodule with the left and right scalar multiplication
(r ·χ)(a) = χ(ar) and (χ·r)(a) = χ(ra) for all χ ∈ R̂ and a, r ∈ R. (2.1)
Remark 2.1(3) yields R̂ ∼= R as (R,R)-bimodules. Furthermore, the dual groups from Remark 2.1(7)
of left (resp. right) submodules are right (resp. left) submodules.
Proposition 2.2. Let R be any finite ring with identity and r ∈ R such that rR̂ = {ε} or R̂r = {ε}.
Then r = 0. In other words, RR̂ and R̂R are faithful.
Proof. Without loss of generality assume rR̂ = {ε}. Then 1 = (rχ)(s) = χ(sr) for all χ ∈ R̂ and
s ∈ R. Thus Rr ⊆ kerχ for all χ ∈ R̂. Remark 2.1(7)(ii) concludes the proof.
The isomorphism in Proposition 2.4 below will be crucial for dealing with Frobenius bimodules.
It tells us that all left-linear maps on R̂ are given by right multiplication with a ring element. For
this reason we will identify the rings R and End(RR̂). The result appears also in [9, Thm. 2.4]. For
the sake self-containedness we provide an elementary proof. First a convention.
Remark 2.3. Let RM be a left R-module. We will adopt the convention that multiplication
in the endomorphism ring S := End(RM) is defined as f ·g := g ◦ f , where the latter means
(g ◦ f)(v) = g(f(v)) for v ∈ M . We will not adhere to the convention of using right operators for
left linear maps because of possible confusion when composing left and right linear maps. Thus,
composition of maps will always mean (g◦f)(v) = g(f(v)), and multiplication in the endomorphism
ring reverses the order. This turns M into a right S-module via v ·f := f(v).
Proposition 2.4. For any finite ring R with identity the map
Θ : R −→ End(RR̂), r 7−→
{
Θ(r) : RR̂ −→ RR̂
χ 7−→ χr
}
is an isomorphism of rings and of right R-modules. By symmetry, R ∼= End(R̂R) as rings and left
R-modules. As a consequence, the bimodule RR̂R is balanced in the sense of [9, Sec. 1].
Proof. First of all, it is clear that the map χ 7→ χr is indeed in End(RR̂). One also easily verifies
that Θ is a ring homomorphism as well as right R-linear. Injectivity of Θ is immediate from
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Proposition 2.2. For surjectivity we make use of the evaluation character on R̂; see Remark 2.1(3).
Note that for any r ∈ R we have ev1 ◦Θ(r) = evr. Thus Remark 2.1(3) implies R̂ = {ev1 ◦Θ(r) |
r ∈ R}. Let now f ∈ End(RR̂). Then ev1 ◦ f ∈ R̂, and hence ev1 ◦ f = ev1 ◦Θ(r) for some r ∈ R.
This means
(
f(χ)
)
(1) = (χr)(1) for all χ ∈ R̂. Applying this to the characters sχ for any s ∈ R
and using the left linearity of f and the left module structure of R̂ we obtain
(
f(χ)
)
(s) = (χr)(s)
for all s ∈ R. Therefore f(χ) = χr, which in turn yields f = Θ(r), as desired.
Recall that R is a Frobenius ring if Rsoc(RR) ∼= R(R/rad(R)), where soc(RR) denotes the socle
of the left R-module R and rad(R) is the Jacobson radical of R. Honold [11, Thm. 2] showed that
the existence of a left isomorphism implies a right analogue. It follows from Lamprecht [14] (see
also Hirano [10, Th. 1], Honold [11, p. 409], and Wood [21, Th. 3.10]) that the Frobenius property
of finite rings can also be characterized via the character module. Since this is all we need in this
paper, we will use this as our definition of finite Frobenius rings.
Definition 2.5. A finite ring R with identity is called Frobenius if RR ∼= RR̂, that is, if there exists
χ ∈ R̂ such that the map r 7→ rχ is an isomorphism of left R-modules. In this case χ is called a
generating character of R. Stated differently, R is Frobenius with generating character χ iff RR̂ is
a free R-module with basis {χ}.
The same references as above also show that {χ} is a basis of RR̂ if and only if {χ} is a basis
of R̂R. As a consequence, RR ∼= RR̂⇐⇒ RR ∼= R̂R and there is no need of specifying the sidedness
in the definition of Frobenius and generating characters.
Examples of finite Frobenius rings are finite fields, integer residue rings ZN := Z/NZ, finite
chain rings as well as matrix rings Rn×n and finite group rings R[G] over Frobenius rings R. Direct
products of finite Frobenius rings are Frobenius. A simple example of a non-Frobenius ring is the
(commutative) ring R = F2[x, y]/(x
2, y2, xy), see [3, Ex. 3.2].
We now turn to modules. Let M be a finite left R-module. Its underlying abelian group
(M,+) gives rise to the character group M̂ , which is endowed with a right R-module structure via
(χ·r)(v) = χ(rv) for all χ ∈ M̂ , r ∈ R, v ∈ M . Similarly, for a right R-module M the character
group M̂ carries a left R-module structure via (r ·χ)(v) = χ(vr). As for rings, we have for any
module RM the canonical isomorphism
ζM : RM 7−→ RM̂ via v 7−→
{
evv : M̂ −→ C
∗
χ 7−→ χ(v)
(2.2)
and analogously for right modules.
The following result, going back to Bass’ Theorem, will be crucial at several instances.
Theorem 2.6 ([21, Prop. 5.1]). Let R be any finite ring with identity and M a finite left R-module.
Let v,w ∈M be such that Rw = Rv. Then there exists a unit α ∈ R∗ such that w = αv.
Let now M be an (R,R)-bimodule. As with Frobenius rings, the following definition of Frobe-
nius bimodules differs from the usual one in the literature, see for instance [9]. It does, however,
also appear in [22, Sec. 5.2]. In particular, the definition below will not explicitly resort to quasi-
Frobenius bimodules. We will see later that the following definition is indeed equivalent to the one
given in [9, Def. 2.16].
4
Definition 2.7. Let R be any finite ring with identity and M a finite (R,R)-bimodule. Then M
is called a Frobenius bimodule if RM ∼= RR̂ and MR ∼= R̂R.
Clearly, a finite ring R is a Frobenius (R,R)-bimodule if and only if it is a Frobenius ring.
Moreover, RR̂R is a Frobenius bimodule for any finite ring R. Recalling that RR̂R ∼= RRR for
any finite ring R we conclude that if R is not a Frobenius ring then RMR being Frobenius does
not imply that RM̂R is Frobenius. In general the condition of M being a Frobenius bimodule is
quite restrictive because it implies that |M | = |R̂| = |R|. In particular, a vector space over a finite
field F is a Frobenius bimodule over F iff it is one-dimensional. One should note that a Frobenius
bimodule need not be isomorphic to R̂ as an (R,R)-bimodule.
In order to discuss some properties of the structure of Frobenius bimodules we start with the
following consideration.
Remark 2.8. Let R be a finite ring with identity and RM be a finite left R-module. Suppose
there exists an isomorphism λ : RM −→ RR̂. Then one easily verifies that the induced map
RR −→ M̂R, r 7−→ ζR(r) ◦ λ = evr ◦ λ, where ζR : RR −→ R̂R is as in (2.2),
is an isomorphism of right R-modules. As a consequence, the module M̂R is free of rank 1. Any
basis vector of M̂R is called a right generating character of M . The above shows that the right
generating characters of M are given by ζR(u) ◦ λ = evu ◦ λ where u ∈ R
∗. Analogous results are
true for right R-modules. Thus, all of the above shows that a finite Frobenius bimodule RMR has
a left generating character and a right generating character. It is a consequence of Theorem 2.6
(and can also easily be verified using the above) that if χ and χ′ are right (resp. left) generating
characters of M , then there exists a unit u ∈ R∗ such that χ′ = χu (resp. χ′ = uχ).
In the following theorem we list some basic facts about generating characters of Frobenius
bimodules. Recall the kernel of a character from Remark 2.1(7). The equivalences can be found in
[22, Lem. 5.2, Lem. 5.3, Cor. 5.1]. The last part follows easily from (iii).
Theorem 2.9. Let RMR be a Frobenius bimodule and let χ ∈ M̂ . The following are equivalent.
(i) χ is a left generating character of M , i.e., RM̂ = Rχ.
(ii) χ is a right generating character of M , i.e., M̂R = χR.
(iii)kerχ contains no nonzero left submodule of M .
(iv) kerχ contains no nonzero right submodule of M .
Furthermore, if χ is a generating character of M and V is any left R-module then the map
Hom(RV ,RM) −→ V̂ , g 7−→ χ ◦ g is an injective group homomorphism.
Now we can fix particular isomorphisms. From now one let M = RMR be a finite Frobenius
bimodule with generating character χ over the finite ring R. Then one easily verifies that the maps
βl : RM −→ RR̂, v 7−→ χ(•v) and βr :MR −→ R̂R, v 7−→ χ(v• ) (2.3)
as well as
αl : RR −→ RM̂, r 7−→ χ(•r) = rχ and αr : RR −→ M̂R, r 7−→ χ(r•) = χr (2.4)
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are isomorphisms (as common, • stands for the argument of the character in question). In fact,
these pairs of isomorphisms mutually induce each other in the sense of Remark 2.8. Precisely,
αr(r) = ζR(r) ◦ βl, αl(r) = ζR(r) ◦ βr for all r ∈ R, (2.5)
βr(v) = ζM (v) ◦ αl, βl(v) = ζM (v) ◦ αr for all v ∈M. (2.6)
We also need to consider M as a right module over its endomorphism ring S := End(RM), see
Remark 2.3. Using the isomorphism Θ from Proposition 2.4 one straightforwardly verifies that the
map
τ : R −→ S, r 7−→ βl
−1 ◦Θ(r) ◦ βl (2.7)
is a ring isomorphism. Let us consider the endomorphism τ(r) = βl
−1 ◦ Θ(r) ◦ βl ∈ S for a given
r ∈ R. The definition of the maps involved yields that for v ∈M the image v˜ := τ(r)(v) is (uniquely
defined) such that χ(• v˜) = χ(r•v) as characters in R̂. In addition to the isomorphism τ we also
have the natural ring homomorphism
σ : R −→ S, r 7−→
{
σ(r) : RM −→ RM
v 7−→ vr
(2.8)
Using MR ∼= R̂R and Proposition 2.2 we conclude that σ is injective and thus bijective because
|R| = |S| thanks to Proposition 2.4. In other words, every left R-linear map on M is given by right
multiplication by some r ∈ R. As a consequence, the endomorphism ring S = End(RM) may be
written in the two ways
S = {τ(r) | r ∈ R} = {σ(r) | r ∈ R}. (2.9)
We will need these two descriptions of S when proving the double annihilator properties later in
this section.
It is interesting to note the relation between the isomorphisms τ and σ. Since χ is a left and
right generating character of M there exists for every r ∈ R a unique element r˜ ∈ R such that
rχ = χr˜. This gives rise to the map g : R −→ R, r 7−→ g(r), where g(r) is such that rχ = χg(r).
One easily verifies that g is a ring automorphism and σ = τ ◦ g.
Symmetrically to the above, every right R-module M is an (S′, R)-bimodule where S′ =
End(MR), and Proposition 2.4 yields that for a Frobenius bimodule RMR we have
End(RM) ∼= R ∼= End(MR) as rings.
In particular, RMR is balanced in the sense of [9, Sec. 1].
As a consequence of (2.9), any subset K ⊆M satisfies
K is a submodule of MR ⇐⇒ K is a submodule of MS . (2.10)
Now we are ready to formulate and prove the double annihilator properties of Frobenius bi-
modules. For any bimodule RMS and subsets K ⊆ M, I ⊆ R, J ⊆ S we define the following
annihilators
⊥K := {r ∈ R | rK = 0}, K⊥ := {s ∈ S | Ks = 0},
I⊥ := {v ∈M | Iv = 0}, ⊥J := {v ∈M | vJ = 0}.
}
(2.11)
Clearly, ⊥K, ⊥J are submodules of RR and RM , respectively, while K
⊥, I⊥ are submodules of SS
and MS , respectively.
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Proposition 2.10. Let RMR be a Frobenius bimodule and S := End(RM). Then for the bimodule
RMS we have the double annihilator properties
(⊥K)⊥ = K for all K ⊆MS ,
⊥(K⊥) = K for all K ⊆ RM
⊥(I⊥) = I for all I ⊆ RR, (
⊥J)⊥ = J for all J ⊆ SS .
This proposition along with [9, Thm. 2.1(e)(ii), Prop. 2.17] shows that our definition of Frobe-
nius bimodule is equivalent to the one given in [9, Sec. 2].
Proof. Let us first consider first the case where M = R̂. By Proposition 2.4 we can naturally
identify R and S and thus RMS = RMR. One easily verifies, see also [11, p. 409], that
K⊥ = K◦ for all K ⊆ RR̂,
⊥K = K◦ for all K ⊆ R̂R, (2.12)
I⊥ = I◦ for all I ⊆ RR,
⊥J = J◦ for all J ⊆ RR, (2.13)
where ◦ refers to the dual groups as in Remark 2.1(7). Now the double annihilator properties
follow from Remark 2.1(7)(iii).
Let now RMR be an arbitrary Frobenius bimodule with the left and right isomorphisms βl
and βr as in (2.3). We also have the ring isomorphism τ as in (2.7). Thus, S = {τ(r) | r ∈ R}. We
will only prove the very first identity as this is the only one that will be needed later in the paper.
The others are proven in a similar manner.
Let K ⊆MS . Set L := βl(K) ⊆ R̂. We want to show that L ⊆ R̂R. This is not a priori clear as βl is
not right linear in general. Consider for any r ∈ R the endomorphism τ(r) = βl
−1 ◦Θ(r)◦βl. Then
for v ∈ K we have τ(r)(v) = βl
−1(βl(v)r)), thus βl(v)r = βl
(
τ(r)(v)
)
. The right S-module structure
of K implies that with v ∈ K we also have v ·τ(r) = τ(r)(v) ∈ K and therefore βl
(
τ(r)(v)
)
∈ L.
Hence βl(v)r ∈ L for any v ∈ K and r ∈ R, and this establishes that L is a submodule of R̂R.
For the rest of the proof we use the notation I⊥M and I⊥R̂ in order to distinguish between the
annihilators of an ideal I ⊆ RR in M and in R̂. Then left linearity and injectivity of βl implies
βl(I
⊥M ) = I⊥R̂ for any I ⊆ RR. By the same properties we have
⊥K = ⊥L. Now the special case
M = R̂ gives us (⊥L)⊥R̂ = L and thus we compute∣∣(⊥K)⊥M ∣∣ = ∣∣βl((⊥K)⊥M )∣∣ = ∣∣βl((⊥L)⊥M )∣∣ = ∣∣(⊥L)⊥R̂∣∣ = |L| = |K|.
Together with the obvious containment K ⊆ (⊥K)⊥ we obtain the desired identity.
The equivalence in (2.10) along with the fact that for K ⊆ M the double annihilator (⊥K)⊥
does not involve any right module structure of M yields the following consequence.
Corollary 2.11. For any Frobenius bimodule RMR and any K ⊆MR we have (
⊥K)⊥ = K.
3 Dualizations of Partitions of Finite Frobenius Bimodules
In this section we derive a character-theoretic dualization of partitions of Frobenius bimodules.
This generalizes the results in [8] where partitions of Rn with R a Frobenius ring were considered.
Let us first set up some general notation. Let P = (Pk)
K
k=1 be a partition of a finite set X, i.e.,
X is the disjoint union of the subsets P1, . . . , PK . The sets Pk are called blocks, and |P| = K is the
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number of blocks of P (assuming all blocks are nonempty). A partition P is called finer than the
partition Q if every block of P is contained in some block of Q. In this case we write P ≤ Q, and
it follows that |Q| ≤ |P|. Two partitions P, Q of X are called identical if P ≤ Q and Q ≤ P. We
will denote by ∼P the equivalence relation induced by the partition P.
We now turn to modules V n where RVR is a bimodule over the finite ring R. Then clearly
V n := {(v1, . . . , vn) | vi ∈ V } is an (R,R)-bimodule in the natural way. We will consider v ∈ V
n as
a row vector and otherwise write vT. From Remark 2.1(2) we obtain an (R,R)-bilinear isomorphism
V̂ n ∼= V̂ n via (χ1, . . . , χn)(v1, . . . , vn) :=
n∏
i=1
χi(vi), (3.1)
and we will simply identify these modules. In particular, R̂n = R̂n. For matrices A ∈ Rn×m and
B ∈ Rm×n, where m ∈ N, and for v ∈ V n we have vA, (BvT)T ∈ V m in the obvious way. This gives
rise to the following group actions. Its orbits will play a crucial role later on.
Definition 3.1. Let U be a subgroup of GLn(R). Then U induces a right and left group action
on V n via
V n × U −→ V n, (v, U) 7−→ vU and U × V n −→ V n, (U, v) 7−→ (UvT)T.
Denote by PV n,U and PV n,U⊤ the respective orbit partitions on V
n.
From now on, let R be a finite ring and RMR be a finite Frobenius bimodule with generating
character χ. Note that |Mn| = |M̂n| = |Rn| = |R̂n|. Let 〈 • , • 〉 denote both the standard dot
productsMn×Rn −→M, 〈v, r〉 := vrT =
∑n
i=1 viri and R
n×Mn −→M, 〈r, v〉 := rvT =
∑n
i=1 rivi.
Thanks to Proposition 2.2 these bilinear forms are non-degenerate. One easily verifies that the maps
βl, βr, αl, αr from (2.3), (2.4) generalize to the isomorphisms
βl : R(M
n) −→ R(R̂
n), v 7−→ χ(〈 • , v〉) and βr : (M
n)R −→ (R̂
n)R, v 7−→ χ(〈v, • 〉) (3.2)
αl : R(R
n) −→ R(M̂
n), r 7−→ χ(〈 • , r〉) and αr : (R
n)R −→ (M̂
n)R, r 7−→ χ(〈r, • 〉) (3.3)
Note that
αl(r)(v) = χ(〈v, r〉) = χ(
∑n
i=1 viri) =
n∏
i=1
(riχ)(vi)
and thus with the identification (3.1) we obtain the isomorphism
αl : R(R
n) −→ R(M̂
n), r 7−→ (r1χ, . . . , rnχ) (3.4)
and similarly
αr : R(R
n) −→ R(M̂
n), r 7−→ (χr1, . . . , χrn) (3.5)
In the same way we have βl(v) = (χ(•v1), . . . , χ(•vn)) for all v ∈ R
n and similarly for βr.
The isomorphisms in (3.2) and (3.3) satisfy the simple relations
αl(r)(v) = βr(v)(r) and αr(r)(v) = βl(v)(r) for all r ∈ R
n, v ∈Mn; (3.6)
see also (2.5). These isomorphisms will be crucial for developing a duality theory for partitions.
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Definition 3.2. Let A be a finite abelian group and P = (Pk)
K
k=1 be a partition of A. The dual
partition of P, denoted by P̂ , is the partition of Â defined via the equivalence relation
ψ ∼P̂ ψ
′ ⇐⇒
∑
a∈Pk
ψ(a) =
∑
a∈Pk
ψ′(a) for all k = 1, . . . ,K.
We call P reflexive if P = P̂ (where we identify A and Â).
Remark 3.3. It is well-known (see [8, Thm. 2.4] and [12, Fact V.2]) that |P| ≤ |P̂| and P̂ ≤ P.
Furthermore, |P| = |P̂| ⇐⇒ P = P̂ .
We turn now to partitions ofMn and Rn. Using the bilinear forms above we can define specific
left and right dual partitions in Rn and Mn, respectively.
Definition 3.4. For a partition P = (Pk)
K
k=1 of R
n the χ-left dual and χ-right dual partitions are
the partitions of Mn defined via
v∼
P̂
[χ,l]v′ ⇐⇒
∑
r∈Pk
χ(〈r, v〉) =
∑
r∈Pk
χ(〈r, v′〉) for all k = 1, . . . ,K,
and
v∼
P̂
[χ,r]v′ ⇐⇒
∑
r∈Pk
χ(〈v, r〉) =
∑
r∈Pk
χ(〈v′, r〉) for all k = 1, . . . ,K.
Similarly, for a partition Q = (Qk)
L
k=1 of M
n the χ-left dual and χ-right dual partitions are the
partitions of Rn defined by the equivalence relations
r∼
Q̂
[χ,l] r′ ⇐⇒
∑
v∈Qk
χ(〈v, r〉) =
∑
v∈Qk
χ(〈v, r′〉) for all k = 1, . . . , L,
and
r∼
Q̂
[χ,r]r′ ⇐⇒
∑
v∈Qk
χ(〈r, v〉) =
∑
v∈Qk
χ(〈r′, v〉) for all k = 1, . . . , L.
The so defined dual partitions do indeed depend on the choice of the generating character χ. But
this can easily be described. Suppose χ′ is another generating character of M . Then χ′ = uχ = χu˜
for some units u, u˜ ∈ R∗, see Remark 2.8. As a consequence, χ′(〈r, v〉) = χ(〈r, vu〉) and therefore
for any partition P of Rn we have v∼
P̂ [χ
′,l]v
′ ⇐⇒ vu∼
P̂ [χ,l]
v′u and thus P̂ [χ
′,l]u = P̂ [χ,l], where the
latter means that each block is right multiplied by u. In the same way u˜P̂ [χ
′,r] = P̂ [χ,r]. Analogous
relations hold true for the duals of partitions of Mn.
Remark 3.5.
(a) For a partition P of Rn we have P̂
[χ,l]
:= βl
−1(P̂) and P̂
[χ,r]
:= βr
−1(P̂).
(b) For a partition Q of Mn we have Q̂
[χ,l]
:= αl
−1(Q̂) and Q̂
[χ,r]
:= αr
−1(Q̂).
As a consequence, |P̂
[χ,l]
| = |P̂
[χ,r]
| = |P̂| ≥ |P| for each partition P of Rn or Mn.
The Hamming weight gives rise to a particularly nice partition.
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Example 3.6. On Rn and Mn consider the Hamming weight wtH(v1, . . . , vn) = |{i | vi 6= 0}|
(for a character-module this reads as wtH(ψ1, . . . , ψn) = |{i | ψi 6= ε}|). This gives rise to the
Hamming partition PMn,Ham = (Pi)
n
i=0, where Pi = {v ∈ M
n | wtH(v) = i}. Then ̂PMn,Ham
[χ,l]
=
̂PMn,Ham
[χ,r]
= PRn,Ham, the Hamming partition on R
n. This follows from the well-known group-
theoretic case, see e.g., [8, Ex. 2.3(c)], along with the fact that αl and αr are Hamming-weight-
preserving isomorphisms as can be seen from (3.4) and (3.5). Now, ̂PRn,Ham
[χ,l]
= ̂PRn,Ham
[χ,r]
=
PMn,Ham follows from reflexivity of the Hamming partition, which in turn is a trivial consequence
of Remark 3.3.
Remark 3.5 allows us to prove the following analogue of [1, Prop. 4.4].
Theorem 3.7. Let P be any partition of Rn or Mn. Then
̂̂
P
[χ,l]
[χ,r]
= P̂ =
̂̂
P
[χ,r]
[χ,l]
,
where P̂ is the bidual in the sense of Definition 3.2. As a consequence,
P is reflexive⇐⇒ P =
̂̂
P
[χ,l]
[χ,r]
⇐⇒ P =
̂̂
P
[χ,r]
[χ,l]
.
Proof. Let P be a partition of Mn. Set Q = (Qk)
N
k=1 = P̂
[χ,l]
and R = Q̂
[χ,r]
= βr
−1(Q̂). Let
v, v′ ∈Mn. With (3.6) we compute
v∼Rv
′ ⇐⇒ βr(v) ∼Q̂ βr(v
′)
⇐⇒
∑
r∈Qk
βr(v)(r) =
∑
r∈Qk
βr(v
′)(r) for all k = 1, . . . , N
⇐⇒
∑
r∈Qk
αl(r)(v) =
∑
r∈Qk
αl(r)(v
′) for all k = 1, . . . , N
⇐⇒
∑
Ψ∈αl(Qk)
Ψ(v) =
∑
Ψ∈αl(Qk)
Ψ(v′) for all k = 1, . . . , N
⇐⇒ v∼
α̂l(Q)
v′
⇐⇒ v∼
P̂
v′.
This establishes
̂̂
P
[χ,l]
[χ,r]
= P̂ . The other one as well as those for partitions of Rn are shown in the
same way. The rest follows.
For the orbit partitions of group actions (see Definition 3.1) the above leads to the following
relations.
Lemma 3.8. Let U be a subgroup of GLn(R). Then
(a) PRn,U ≤ P̂Mn,UT
[χ,r]
and PRn,UT ≤ P̂Mn,U
[χ,l]
.
(b) PMn,U ≤ P̂Rn,UT
[χ,r]
and PMn,UT ≤ P̂Rn,U
[χ,l]
.
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Proof. For brevity set P := PRn,U , Q := PMn,UT . Let r, r
′ ∈ Rn such that r∼Pr
′, thus r′ = rU
for some U ∈ U . Then for any v ∈Mn we have 〈r′, v〉 = 〈rU, v〉 = 〈r, (UvT)T〉. Let Q be any block
of Q. Then the closedness of Q under the left action of U yields∑
v∈Q
χ(〈r′, v〉) =
∑
v∈Q
χ(〈r, (UvT)T〉) =
∑
v∈Q
χ(〈r, v〉).
This shows r∼Q̂[χ,r]r
′, as desired. The other relations are shown in the same way.
Now we obtain
Theorem 3.9. Let U be a subgroup of GLn(R). Then
PRn, U = P̂Mn,UT
[χ,r]
, PRn,UT = P̂Mn,U
[χ,l]
, PMn,U = P̂Rn,UT
[χ,r]
, PMn,UT = P̂Rn,U
[χ,l]
.
As a consequence, all these partitions are reflexive. Moreover, the right (resp. left) group action
of U on Rn and the left (resp. right) action of U on Mn lead to the same number of orbits.
Proof. Combining Remark 3.5 and Lemma 3.8 we obtain
|PRn, U | ≥ |P̂Mn,UT
[χ,r]
| ≥ |PMn,UT | ≥ |PRn, U |.
Thus we have equality everywhere, and again with Lemma 3.8 we arrive at the first identity. The
others are shown in the same way.
Example 3.10. Let R = F2[x, y]/(x
2, y2, xy), which is a commutative non-Frobenius ring, and let
M be the Frobenius bimodule M = R̂. Furthermore, let
U =
{(
1 r
0 u
) ∣∣∣∣ r ∈ R, u ∈ R∗}.
Then one can show that both, PR2,U and PM2,UT , consist of 17 orbits whereas PR2,UT and PM2,U
consist of 20 orbits. This shows that for non-Frobenius rings the right and left action of U do not
lead in general to the same number of orbits (see also [1, Sec. 4]). Using reflexivity of all partitions
involved, the just mentioned cardinalities are compliant with the previous theorem.
We make use of the last result in the following technical lemma which will be crucial in the
next section.
Lemma 3.11. Let C ⊆ RM
n and let U be a subgroup of GLn(R). Assume f : C −→ M
n is a left
linear map such that for all x ∈ C there exists a matrix Ux ∈ U such that f(x) = xUx. Then, for
all r ∈ Rn there exists a matrix Ar ∈ U such that 〈f(x), r〉 = xArr
T for all x ∈ C.
Proof. Let P be a block of PRn,UT = P̂Mn,U
[χ,l]
. Then for all x ∈ C∑
r∈P
χ(〈f(x), r〉) =
∑
r∈P
χ(〈xUx, r〉) =
∑
r∈P
χ(〈x, (Uxr
T)T〉) =
∑
r∈P
χ(〈x, r〉),
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where the last step follows from the invariance of P under the left action of U . As a consequence,∑
r∈P
χ(〈f(• ), r〉) =
∑
r∈P
χ(〈• , r〉)
and each side of the identity is a sum of elements in the character group Ĉ. Fix r ∈ Rn and
assume that r is contained in the block P of PRn,UT . Remark 2.1(6) implies that the character
χ(〈f(• ), r〉) must appear on the right hand side of the above identity. In other words, there
exists r′ ∈ P i.e., r′ = (Arr
T)T for some Ar ∈ U , such that χ(〈f(• ), r〉) = χ(〈• , r
′〉). With the
aid of Theorem 2.9 we conclude that 〈f(•), r〉 = 〈• , r′〉 as maps in Hom(RC,RM). This implies
〈f(x), r〉 = 〈x, (Arr
T)T〉 = xArr
T, as desired.
4 MacWilliams Extension Theorem for Frobenius Bimodules
In this section we establish MacWilliams Extension Theorem for codes over Frobenius bimodules
with respect to various weight functions.
Throughout, let R be any finite ring and RM be a finite module. A map wt : M −→ C
satisfying wt(0) = 0 is called a weight function on M . Note that a weight function on M can
naturally be extended to a weight function on Mn via
wt(v1, . . . , vn) :=
n∑
i=1
wt(vi) for all (v1, . . . , vn) ∈M
n. (4.1)
Example 4.1. The Hamming weight with respect to the alphabetM is defined as the weight function
onMn, where n ∈ N, given by wtH(v1, . . . , vn) := |{i | vi 6= 0}|. It may be regarded as the extension
of the trivial weight wt(v) = δv,0 for v ∈ M , where δ denotes the Kronecker delta function. The
latter itself is the Hamming weight on M with respect to the alphabet M .
There are, of course, also weight functions on Mn that do not arise as such an extension. One
such weight is the Rosenbloom-Tsfasman weight, which is a special case of general poset weights;
see also Remark 4.21(d). This weight has been introduced by Rosenbloom and Tsfasman in [18]
and plays a specific role for matrix codes; see for instance [19] for the relevance of the Rosenbloom-
Tsfasman weight for detecting matrix codes with large Hamming distance.
Definition 4.2. The Rosenbloom-Tsfasman weight (RT-weight) of a vector v = (v1, . . . , vn) ∈M
n
is defined as
wtRT(v) =
{
0, v = 0,
max{i | vi 6= 0}, otherwise.
An important role in ring-linear coding is played by the homogeneous weight.
Definition 4.3. A weight function ω :M −→ C on a finite module RM is called (normalized left)
homogeneous if
(i) ω(v) = ω(w) for all v, w ∈M such that Rv = Rw.
(ii)
∑
w∈Rv ω(w) = |Rv| for all v 6= 0.
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In [9, Thm. 4.4] Greferath et al. establish the existence and uniqueness of the homogeneous
weight on arbitrary finite modules. For finite Frobenius bimodules a very useful formula for the
homogeneous weight has been established by Wood [23, Prop. 9]. It is a straightforward general-
ization of [11, p. 412] by Honold, where the same result was derived for finite Frobenius rings. The
proof follows from observing that
∑
α∈R∗ αχ =
∑
α∈R∗ χα is the sum of all generating characters
of M and by verifying (i) and (ii) of Definition 4.3.
Theorem 4.4. Let RMR be a finite Frobenius bimodule with generating character χ. Then the
homogeneous weight on M is given by
ω(v) = 1−
1
|R∗|
∑
α∈R∗
χ(vα) = 1−
1
|R∗|
∑
α∈R∗
χ(αv) for all v ∈M.
Of course, the homogeneous weight depends highly on the module structure. This is shown in
the first example.
Example 4.5. (a) [7, Ex. 3.4(b)] Consider the Frobenius ring R = Z2×Z2. Then the homogeneous
weight on R is given by ω(0, 0) = 0 = ω(1, 1) and ω(0, 1) = ω(1, 0) = 2. In particular, there
are nonzero elements with zero weight. Since {0} is a block of the dual of any partition [8,
Rem. 2.2(a)] this implies that the induced partition Phom = (Pi)i=0,2, where Pi = {r ∈ R |
ω(r) = i} is not reflexive. On the other hand, the homogeneous weight on the Z2-module
M = Z22 (which is of course not a Frobenius bimodule) is easily seen to be given by ωˆ(v) = 2
for all v ∈ M\{(0, 0)}. Finally, if we take the homogeneous weight on the ring Z2, which is
simply the Hamming weight, and extend it to M as in (4.1), we obtain ω˜(1, 0) = ω˜(0, 1) = 1
and ω˜(1, 1) = 2.
(b) Let R be the non-Frobenius ring R = F2[x, y]/〈x
2, xy, y2〉 = {a+bx+cy | a, b, c ∈ F2} computing
modulo 〈x2, xy, y2〉. Its group of units is R∗ = {1, 1+x, 1+y, 1+x+y}. Consider the Frobenius
bimodule M := R̂. We compute M = span F2{χ1, χ2, χ3}, where
χ1(x) = χ1(y) = 1, χ1(1) = −1,
χ2(1) = χ2(y) = 1, χ2(x) = −1,
χ3(1) = χ3(x) = 1, χ3(y) = −1.
This determines the remaining values of these and all other characters in M . Using Remark 2.8
we obtain the generating character ψ of M defined as ψ(χ) = χ(1). Now Theorem 4.4 yields
the homogeneous weight ω(χ) = 1− 14(χ(1) + χ(1 + x) + χ(1 + y) + χ(1 + x+ y)), thus
ω(ε) = 0, ω(χ1) = 2, ω(χ) = 1 for all χ ∈M \ {ε, χ1}.
This is also obtained by observing that
Rχ1 = {ε, χ1} and Rχ = {ε, χ, χ1, χ+ χ1} for all χ ∈M \ {ε, χ1}.
We now turn to weight-preserving maps.
Definition 4.6. Let RM be any finite module. A submodule of R(M
n) is called a code over the
alphabet M of length n.
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Definition 4.7. Let wt be a weight function on the finite module RM and let C ⊆ RM
n be a code
over M of length n. A linear map f : C −→Mn is called wt-preserving if wt(v) = wt(f(v)) for all
v ∈ C. If f is also injective it is called an wt-isometry.
Note that if the weight function satisfies wt(x) = 0⇐⇒ x = 0, then any R-linear wt-preserving
map from C to Mn is a wt-isometry. In particular, any R-linear Hamming-weight preserving map
or RT-weight preserving map is an isometry for the respective weight.
From now on let M be finite Frobenius bimodule with generating character χ over the finite
ring R. Then the above isometries on RM
n can easily be described. Recall from (2.8) that R ∼= S :=
End(RM) naturally. As a consequence, we have an induced group isomorphism R
∗ ∼= Aut(RM).
Furthermore, one obtains straightforwardly the ring isomorphism
Mn(R) ∼= End(RM
n), A 7−→
{
RM
n −→ RM
n
v 7−→ vA
(4.2)
where Mn(R) denotes the ring of n × n-matrices with entries in R. As a consequence we obtain
GLn(R) ∼= Aut(RM
n).
Denote the group of invertible lower triangular matrices as
LTn(R) := {A ∈ GLn(R) | A is lower triangular}. (4.3)
Furthermore, we define the group of monomial matrices over R as
Monn(R) := {A ∈ GLn(R) | A has exactly one nonzero entry in each row and column}.
Note that by invertibility the nonzero elements in A are units. We also define, for a subgroup
U ≤ GLn(R), the group of U -monomial matrices as
MonU ,n(R) := {A ∈Monn(R) | the nonzero entries of A are in U}.
Proposition 4.8. Let f ∈ End(RM
n) and A ∈ Mn(R) be such that f(v) = vA for all v ∈M
n.
(a) f is a wtH-isometry iff A ∈ Monn(R).
(b) f is a wtRT-isometry iff A ∈ LTn(R).
Proof. In both cases the ‘if-part’ is clear. For the ‘only-if part’ note first that in both cases f is an
isometry because both weights are zero only for the zero vector. Thus A ∈ GLn(R).
(a) Consider the restrictions of f to the submodules pii(M
n) = {(0, . . . , 0, v, 0, . . . , 0) | v ∈ M},
where the nonzero element is at the ith position. These restrictions induce isomorphisms from
pii(M
n) to some pij(M
n), which in turn implies that Aij ∈ R
∗ whereas all other entries in the ith
row of A are zero. Using once more the bijectivity of f we conclude that also each column of A
has only one nonzero entry.
(b) In this case the result follows by considering consecutively the restrictions to the submodules
pii(M
n) for i = 1, . . . , n.
We now turn to the MacWilliams extension property. The following definition deviates from
other uses in the literature in the sense that the length of the codes is fixed through the module V .
This is necessary so that we can also deal with weights that do not arise as the extension of a
weight on the alphabet as in (4.1), such as the RT-weight.
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Definition 4.9. Let wt be a weight function on a module RV . Then wt satisfies the MacWilliams
extension property if for any code C ⊆ RV each wt-preserving linear map f : C −→ V can be
extended to a wt-preserving linear map on V .
The above definition covers various cases just for the Hamming weight alone. For example,
if V = Mn is endowed with the Hamming weight with respect to the alphabet M , the above is
the classical MacWilliams extension property (for module alphabets). If, however, we consider the
Hamming weight on V with respect to the alphabet V , then the weight-preserving maps are exactly
the injective maps and the extension property asks for extending injective maps on submodules to
injective maps on the entire module. This last case can easily be dealt with.
Proposition 4.10. Let C be a submodule of RM
n. Then any injective map f : C −→Mn extends
to an automorphism on Mn.
Using the fact that any Frobenius bimodule M is injective [9, Thm. 2.1], and thus so is Mn,
the result follows easily from [22, Prop. 5.1] by Wood which in turn is based on the case for codes
over finite rings in [4, Prop. 3.2] by Dinh/Lo´pez-Permouth and uses the properties of the socle
of a pseudo-injective module. Since our exposition is fully character-theoretic we wish to add an
alternative proof. It is based on the double-annihilator property that we derived in Corollary 2.11.
Before doing so, we present the following simple lemma. It will be useful for several situations
later on. Recall that for a ring S we denote its group of units by S∗.
Lemma 4.11. Let MR be any finite module. Let C, C
′ ⊆ Mn and f : C −→ C′ a bijective map.
Suppose there exists a subring S of the matrix ring Mn(R) with the property
(i) for all v ∈ C there exists a matrix Av ∈ S such that f(v) = vAv,
(ii) for all w ∈ C′ there exists a matrix Bw ∈ S such that f
−1(w) = wBw.
Then there exists for every v ∈ C a matrix Cv ∈ S
∗ such that f(v) = vCv.
Proof. Let f(v) = w. Then by assumption w = vAv and v = wBw, and therefore the right
S-modules wS and vS coincide. Now the statement follows from Theorem 2.6.
Now we provide an alternative proof of Proposition 4.10.
Proof of Proposition 4.10 (following the local-global principle of [1]). Let f : C −→ Mn be an
injective linear map.
1) Let f(x) = y for x = (x1, . . . , xn), y = (y1, . . . , yn). Set I := x1R+ . . .+ xnR, J := y1R+ . . .+
ynR ⊆MR. Then injectivity of f implies
⊥I = ⊥J and thus I = J thanks to Corollary 2.11.
2) Let again f(x) = y. Then by 1) yj ∈
∑n
i=1 xiR and xj ∈
∑n
i=1 yiR for all j. This leads to
matrices Ax, By ∈ S :=Mn(R) such that y = xAx and f
−1(y) = yBy for all x ∈ C and y ∈ f(C) .
Now Lemma 4.11 yields matrices Ax ∈ S
∗ = GLn(R) such that f(x) = xAx for all x ∈ C.
3) Lemma 3.11 implies the existence of matrices Ai ∈ GLn(R) such that 〈f(x), ei〉 = xAiei
T for all
i = 1, . . . , n. Set A := (A1e1
T, . . . , Anen
T) ∈ S. Then by construction f(x) = xA for all x ∈ C.
In the same way we obtain a matrix B ∈ S such that f−1(y) = yB for all y ∈ f(C). Let now
v1, . . . , vk ∈M
n be generators of RC. Consider M
k×n, the set of all matrices with entries in M . It
is a right S-module in the obvious way. Let G ∈Mk×n be the matrix whose rows are v1, . . . , vk and
set GA = G′. Then by the above G′B = G. Thus the right S-modules GS and G′S coincide, and
thanks to Theorem 2.6 there exists a matrix U ∈ S∗ = GLn(R) such that GU = G
′. This finally
shows that f(x) = xU for all x ∈ C. Thus f extends to an automorphism on Mn. ✷
15
We now return to the general situation of Definition 4.9. We first show that the RT-weight
satisfies the extension property on RM
n. The following is the main step in doing so.
Theorem 4.12. Let n ∈ N and let C ⊆ RM
n be a code and f : C −→Mn a linear wtRT-preserving
map. Then for all v ∈ C there exists a matrix Av ∈ LTn(R) such that f(v) = vAv.
Proof. Let v = (v1, . . . , vn) ∈ C and set f(v) = u = (u1, . . . , un). Fix j ∈ {1, . . . , n}. Then
Vj := vjR+ · · ·+ vnR is a submodule of MR. This allows us to make use of the double annihilator
property. Recall the notation from (2.11). Note that if r ∈ ⊥Vj then wtRT(rv) < j. As f is a linear
wtRT-preserving map we conclude
wtRT(ru) = wtRT(rf(v)) = wtRT(f(rv)) = wtRT(rv) < j.
This implies in particular that ruj = 0 and all of this shows that
⊥Vj ⊆
⊥(ujR). Thus Corollary 2.11
yields
ujR = (
⊥(ujR))
⊥
⊆ (⊥Vj)
⊥
= Vj.
As a consequence, uj =
∑n
i=j viaij for some aij ∈ R. Setting aij = 0 for i < j we obtain a lower
triangular matrix Av = (aij) such that u = f(v) = vAv. We know that any linear wtRT-preserving
map is injective and thus f induces a wtRT-isometry between C and C
′ := f(C). Using the same
argument as above for f−1, we observe that (i) and (ii) of Lemma 4.11 are satisfied, and the lemma
thus tells us that we may assume that Av is invertible for each v ∈ C.
The matrices produced in Theorem 4.12 are local matrices as they depend on v. In the next step
we collect this local information and create a global matrix that describes the given RT-isometry.
This will allow us to extend the isometry to a map on the entire module Mn.
Theorem 4.13. Let n ∈ N and C ⊆ RM
n be a code and f : C −→ Mn be an RT-isometry. Then
there exists a matrix A ∈ LTn(R) such that f(v) = vA for all v ∈ C and thus f extends to the
RT-isometry v 7−→ vA on Mn.
Proof. By Theorem 4.12, for all v ∈ C there exists Av ∈ LTn(R) such that f(v) = vAv . Let
{e1, . . . , en} be the standard basis for RR
n. Then Lemma 3.11 implies that for each i = 1, . . . , n
there exists Ai ∈ LTn(R) such that 〈f(v), ei〉 = vAie
⊤
i for all v ∈ C. Define the matrix A =
(A1e
⊤
1 , . . . , Ane
⊤
n ). Then A is clearly lower triangular and invertible because each Ai is. Further-
more, by construction f(v) = vA for all v ∈ C. Clearly the map f extends to the RT-isometry
v 7−→ vA on Mn.
In the next part we focus on the extension theorem for the Hamming weight and some other
weights. In order to cover several cases together we formulate the following result. Recall from
Definition 3.4 that for a partition of Mn the χ-left dual is a partition of Rn. As before, we denote
by ei the standard basis vectors of R
n.
Theorem 4.14. Let P be a reflexive partition of RM
n and let C ⊆ RM
n be a code. Suppose
f : C −→Mn is a linear map that preserves the partition, that is,
v∼Pf(v) for all v ∈ C. (4.4)
Assume further that S ⊆ R \ {0} is a subset such that the set Q := {sei | s ∈ S, i = 1, . . . , n} is a
block of the dual partition P̂
[χ,l]
. Then
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(a) If S is a subgroup of R∗ there exists a matrix A ∈ MonS,n(R) such that f(v) = vA for all v ∈ C.
(b) If R∗S := {αs | α ∈ R∗, s ∈ S} = S and 1 ∈ S there exists a matrix A ∈ Monn(R) such that
f(v) = vA for all v ∈ C.
Note that the requirement in (b) implies that R∗ ⊆ S.
Proof. The group Hom(RC,RM) of left R-linear maps is a right R-module via (gr)(v) = g(v)r for
all r ∈ R and v ∈ C. Denote by f1, . . . , fn the coordinate functions of f and by pi1, . . . , pin the
projections of Mn onto its components. Then fi, pii ∈ Hom(RC,RM).
We have to show that there exists a permutation τ ∈ Sn and s1, . . . , sn ∈ R
∗ such that
fi = piτ(i)si, and where si ∈ S if S is a subgroup of R
∗.
Since Q is a block of P̂
[χ,l]
and P is reflexive, (4.4) along with Theorem 3.7 tells us that∑
y∈Q
χ(〈f(v), y〉) =
∑
y∈Q
χ(〈v, y〉) for all v ∈ C.
Hence ∑
y∈Q
χ(〈f(•), y〉) =
∑
y∈Q
χ(〈• , y〉) (4.5)
as sums of characters on C. By Remark 2.1(6) the character χ(〈f(• ), e1〉) must appear on the
right hand side of (4.5). Hence there exists some s1 ∈ S and some τ(1) ∈ {1, . . . , n} such
that χ(〈f(• ), e1〉) = χ(〈• , s1eτ(1)〉). Now Theorem 2.9 implies that the linear maps 〈f(• ), e1〉 and
〈• , s1eτ(1)〉 coincide on C. This means f1 = piτ(1)s1.
It remains to show for this step that we may choose s1 in R
∗. In the case (a) where S is a
subgroup of R∗, this is clearly the case for s1. For the case (b) we argue as follows. Consider
the submodules f1R, . . . , fnR,pi1R, . . . , pinR of the right module Hom(RC,RM). Without loss of
generality we may assume that f1R is maximal among all these submodules, that is, it is not
properly contained in any of these submodules (the situation is indeed symmetric in fi and pii
because the latter are the coordinate functions of the identity map on C). Now the identity f1 =
piτ(1)s1 with s1 ∈ S along with maximality of f1 implies f1R = piτ(1)R and Theorem 2.6 yields the
existence of some unit u1 ∈ R
∗ such that f1 = piτ(1)u1. Hence in both cases we arrived at
f1 = piτ(1)s1, where s1 ∈ R
∗, and where s1 ∈ S if S is a subgroup of R
∗. (4.6)
Now we return to (4.5). The set Q is the disjoint union of the subsets Qi = {sei |∈ S}, i = 1, . . . , n.
Moreover, ∑
y∈Q1
χ(〈f(• ), y〉) =
∑
s∈S
χ(〈f(•), se1〉) =
∑
s∈S
χ(〈f(• ), e1〉s) =
∑
s∈S
χ(〈• , s1eτ(1)〉s)
=
∑
s∈S
χ(〈• , s1seτ(1)〉) =
∑
y∈Qτ(1)
χ(〈• , y〉),
where the very last step follows from the identity S = s1S, which is true in both cases for the set S
and by the choice of s1 as in (4.6).
As a consequence, the identity (4.5) may be reduced to∑
y∈Q\Q1
χ(〈f(•), y〉) =
∑
y∈Q\Qτ(1)
χ(〈• , y〉). (4.7)
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Now we repeat the argument with the character χ(〈f(•), e2〉) appearing on the left hand side
of (4.7). It must also appear on the right hand side and as above we obtain
f2 = piτ(2)s2, where s2 ∈ R
∗, and s2 ∈ S if S is a subgroup of R
∗.
Clearly, τ(2) 6= τ(1). Proceeding in this manner we arrive at the desired result.
Now we obtain the extension property for the Hamming weight. This has also been established
earlier by Greferath et al. [9, Thm. 4.15].
Theorem 4.15. The Hamming weight on Mn satisfies the MacWilliams extension property for all
n ∈ N. In other words, for every code C ⊆ RM
n and every Hamming-weight preserving linear map
RC −→ RM
n there exists a monomial matrix A ∈ Monn(R) such that f(v) = vA for all v ∈ C.
Proof. The Hamming partition PHam on M
n is reflexive and its left χ-dual is again the Hamming
partition; see Example 3.6. Consider the set S = R \ {0}. Then the set Q of Theorem 4.14 is
exactly the set of vectors of Hamming weight 1 and thus a block of P̂Ham
[χ,l]
. Moreover, S satisfies
Condition (b) of Theorem 4.14 and, since every Hamming-weight preserving map clearly preserves
PHam in the sense of (4.4), the result follows.
We now turn to symmetrized weight compositions in the following sense. Recall that Aut(RM) ∼=
R∗ in the natural way; see (4.2).
Definition 4.16. Let G ≤ R∗ be a subgroup of R∗ and denote by M/G the orbit space of the
action v 7−→ vu. For a vector v = (v1, . . . , vn) ∈M
n and m ∈M/G define
swcm(v) = |{i : vi ∈ m}|.
The symmetrized weight composition (with respect to G) of a vector v ∈Mn is defined as swcG(v) :=(
swcm(v)
)
m∈M/G
. It encodes the number of entries of v that are contained in each of the orbits.
Observe that swcG is a refinement of the Hamming weight: if swcG(v) = swcG(w) for some
v,w ∈ Mn, then wtH(v) = wtH(w), and thus the partition induced by swcG is finer than the
Hamming weight partition. As a special case swc{1}(v) is the complete weight of v, i.e., it counts
the number of entries equal to a given module element; see [16, p. 142].
We consider now linear maps that preserve the symmetrized weight composition. Using The-
orem 4.14 we can establish the extension theorem for such maps. It implies in particular that
these maps are given by monomial matrices. The following result has been proven in a different
manner by ElGarem et al. [6, Thm. 13] and also appears in [22, Thm. 8.1] by Wood, where it was
established with the aid of averaging characters.
Theorem 4.17. Let C ⊆ RM
n and f : RC −→ RM
n be a linear map and let G ≤ R∗ be a subgroup.
Suppose f preserves the symmetrized weight composition, i.e., swcG
(
f(v)
)
= swcG(v) for all v ∈ C.
Then there exists a matrix A ∈ MonG,n(R) such that f(v) = vA for all v ∈ C. As a consequence,
the swcG-preserving maps on M
n are given by G-monomial maps.
Proof. Let U = MonG,n(R) ≤ GLn(R) and consider the partition P = PMn,U on M
n. The
assumption on f implies that f(v)∼Pv for all v ∈ C. Furthermore, by Theorem 3.9 this partition
is reflexive and P̂
[χ,l]
= PRn,UT . This shows that Q := {αei | i = 1, . . . , n, α ∈ G} is a block of
P̂
[χ,l]
. Now Theorem 4.14(a) concludes the proof.
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Remark 4.18. In this context the reader may wonder about subgroups U ⊆ GLn(R) and its
orbits in Mn. What can be said about linear maps preserving these orbits? Suppose C ⊆ RM
n and
f : C −→Mn is a linear map such that
v∼PMn,U f(v) for all v ∈ C.
This translates into the property: for all v ∈ C there exists a matrix Uv ∈ U such that f(v) = vUv .
However, the latter does not necessarily imply that there exists a global matrix U ∈ U such that
f(v) = vU for all v ∈ C. An example for the case where M is a finite field is given in [1, Ex. 2.6].
In [1] the authors discuss which subgroups of GLn(R) satisfy such a ‘local-global property’ for maps
on Rn, where R is a Frobenius ring. See also Remark 4.21(b) for a special case where the extension
property does hold true.
The methods employed above may also be used to prove the extension theorem for the ho-
mogeneous weight on Mn; see Definition 4.3 and (4.1). The following result appears also in [9,
Thm. 4.15] by Greferath et al. We provide an alternative, and much shorter, proof which makes use
of the character-based formula for the homogeneous weight derived in Theorem 4.4. Recall from
Example 4.5(a) that the partition induced by the homogeneous weight is in general not reflexive.
Therefore, a direct application of Theorem 4.14 is not possible. But, as we will see, we can derive
an identity that allows us to continue in the same manner as in the proof of that theorem.
Theorem 4.19. Let C ⊆ RM
n and f : RC −→ RM
n an ω-preserving map, where ω is the homo-
geneous weight on M extended additively to Mn. Then there exists some matrix A ∈ Monn(R)
such that f(v) = vA for all v ∈ C. In particular, f extends to a ω-preserving map on Mn. As
a consequence, a linear map f : C −→ Mn preserves the homogeneous weight iff it preserves the
Hamming weight.
Proof. First of all, by the very definition of the homogeneous weight on Mn it is clear that for
every A ∈ Monn(R) the map v 7−→ vA is ω-preserving. This shows the last two statements of
the theorem. Next, define Q = {αei | α ∈ R
∗, i = 1, . . . , n}. From Theorem 4.4 we obtain
ω(v1, . . . , vn) = n−
1
|R∗|
∑n
i=1
∑
α∈R∗ χ(viα) = n−
1
|R∗|
∑
y∈Q χ(〈v, y〉). Thus f is ω-preserving iff∑
y∈Q
χ(〈f(• ), y〉) =
∑
y∈Q
χ(〈• , y〉).
But the latter is exactly (4.5) for the subgroup S = R∗. Proceeding as in the proof of Theorem 4.14
we arrive at the desired matrix A ∈ Monn(R) such that f(v) = vA for all v ∈ C.
One should also note that by the above result, any linear ω-preserving map f : C −→ Mn is
injective. This is not a priori clear because nonzero vectors in Mn may have zero homogeneous
weight, see Example 4.5(a), and thus could be in the kernel of f .
Finally, we discuss a weight function that does not satisfy in general the extension property.
Remark 4.20. Let N ⊆ RM be a submodule and for v ∈M
n define the N -weight
wtN(v) = |{i | vi ∈ N}|.
Thus, wtN counts the number of entries in the submodule N . For which N does wtN satisfy the
extension property? We have two extreme cases. Firstly, if N = {0}, then wtN(v) = n − wtH(v),
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and thus wtN satisfies the extension property by Theorem 4.15. Next, if N =M , then wtN(v) = n
for all v ∈Mn and the extension property simply requires that any linear map C −→Mn extends
to a linear map on Mn. This is indeed the case by injectivity of the module Mn. However, for
nontrivial choices of N the weight does in general not satisfy the extension property. This is most
easily seen by choosing C = Nn. Then of course the zero map C −→ R2 is wtN-preserving and does
not extend as such. But even an injective wtN-preserving map does not extend in general. We
provide an example. Let M = R := Z24 and N = (6) = {0, 6, 12, 18}. Consider the map
f : R2 −→ R2, (x, y) 7−→ (x, y)
(
2 1
3 1
)
.
Since the rightmost matrix is in GL2(R) this is even an isomorphism. The map is not wtN-preserving
because, for instance, f(3, 0) = (6, 3). Choose C = {(0, y) | y ∈ (2)}. Then f |C : C −→ R
2 is clearly
wtN-preserving and injective. Suppose now that fˆ : R
2 −→ R2 is a wtN-preserving extension of
f |C . Then by linearity there exists a matrix A :=
(
a b
c d
)
∈ M2(R) such that fˆ(x, y) = (x, y)A.
Using fˆ |C = f |C, one concludes that c ∈ {3, 15}, and d ∈ {1, 13}. But then one can easily verify
that for each such choice of A the resulting map is not wtN-preserving on R
2.
We close the section with the following overview of further cases where the extension property
can be established with the methods developed in this paper. We refer to [1] for details in the case
where M = R is a Frobenius ring.
Remark 4.21.
(a) Let f : C −→ Mn be a support-preserving linear map, that is, supp(x) = supp(f(x)) for all
x ∈ C, and where supp(x) is defined in the obvious way. Then f extends to a support-preserving
map onMn and these maps are given by right multiplication with a diagonal matrix in GLn(R).
This is shown similarly to Theorem 4.13, see also [1, Thm. 6.3].
(b) For i = 1, . . . , n let Gi be a subgroup of R
∗ and let Pi := PM,Gi be the orbit partition of M
induced by Gi in the sense of Definition 3.1 (for n = 1). Let f : C −→M
n be a linear map such
that for any x = (x1, . . . , xn) ∈ C and f(x) = (y1, . . . , yn) we have xi∼Piyi for i = 1, . . . , n.
That is, f preserves the Gi-orbit in each coordinate. Then f extends to an automorphism onM
n
with the same preserving property, and f is given by right multiplication with a diagonal matrix
in GLn(R) where the ith diagonal entry is from Gi. This can be shown similar to the proof of
Theorem 4.13 along with the fact that f is support-preserving, see (a), and Lemma 3.11.
(c) SupposeMn =Mn1×· · ·×Mnt and eachMni is endowed with a weight function wti that satisfies
the extension property and such that wti(x) = 0⇔ x = 0 for all x ∈M
ni . Let f : C −→Mn be
a linear map such that (wt1(x1), . . . ,wtt(xt)) = (wt1(f1(x)), . . . ,wtt(ft(x))) for all (x1, . . . , xt) ∈
C and where fi is the ith coordinate map of f . Then f extends to an automorphism onM
n with
the same weight-list-preserving property. This follows straightforwardly as in [1, Rem. 6.8].
(d) Finally, the notion of poset weights [2, 13, 17] can be naturally extended to codes over module
alphabets, and it follows that a poset weight satisfies the extension property if and only if the
poset is hierarchical. This can be established – with some straightforward modifications – as
in [1, Sec. 7], where it was shown for Frobenius ring alphabets. This result generalizes both
Theorem 4.13 and Theorem 4.15. See also the next section for a similar, but much simpler,
situation.
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5 The RT-Weight for Sublinear Maps
In [22, Thm. 5.2] Wood proved that the Hamming weight satisfies the extension property on a
module alphabet if and only if the module is pseudo-injective and has a cyclic socle. This means
in particular that the extension property fails in the simple case where the alphabet is a proper
field extension Fqr over a field Fq (thus r > 1) because, clearly, the socle of the F-vector space Fqr
is not cyclic. A nice simple example of a non-extendable Fq-linear wtH-preserving map was found
by Dyshko [5, Ex. 5]. (However, in the same paper the author showed that the extension property
does hold for codes in Fnqr if n < q.)
In this section we will show that, different from the Hamming weight, the RT-weight does
satisfy the extension property for Fq-subspaces C of F
n
qr and Fq-linear maps f : C −→ F
n
qr and
any length n. Precisely, we consider a field extension Fˆ := Fqr of F := Fq and endow Fˆ
n with the
RT-weight from Definition 4.2. Moreover, we consider F-linear maps on Fˆn or F-linear subspaces
thereof and call such maps sublinear. Note that Fˆ is not an (F,F)-Frobenius bimodule. However,
the methods derived earlier can be utilized to prove the following result.
Theorem 5.1. Let C ⊆ Fˆn be an F-subspace of Fˆn and let f : C −→ Fˆn be an F-linear map that
preserves the RT-weight on Fˆn. Then f extends to an RT-weight-preserving F-linear map on Fˆn.
We need some preparation. Let φ : Fˆ −→ Fr be any F-isomorphism. Then Fˆn is isomorphic
as an F-vector space to (Fr)n = Frn via (x1, . . . , xn) 7−→ (φ(x1), . . . , φ(xn)), and we call this
isomorphism again φ. We denote the RT-weight (see Definition 4.2) on (Fr)n by wtRT,r(v1, . . . , vn).
Then clearly wtRT,r(v1, . . . , vn) = wtRT(φ
−1(v1), . . . , φ
−1(vn)) for all vi ∈ F
r. Moreover, for every
linear map f : C −→ Fˆn, where C ⊆ Fˆn, we have that f is wtRT-preserving iff f
′ := φ ◦ f ◦ φ−1 :
φ(C) −→ Frn is wtRT,r-preserving. Define R as the matrix ring R = Mr(F). We will make use of
the ring LTn(R) defined in (4.3), which in this case is thus the ring of all invertible lower triangular
block matrices (which thus have matrices from GLr(F) on their diagonal).
Now we can prove the following preliminary result.
Proposition 5.2. Let f : Fˆn −→ Fˆn be an F-linear map that preserves the RT-weight on Fˆn.
Define f ′ := φ ◦ f ◦ φ−1 : Frn −→ Frn. Then f ′ is wtRT,r-preserving and there exists a matrix
A ∈ LTn(R) such that f(v) = vA for all v ∈ F
rn.
Proof. Clearly f ′ is wtRT,r-preserving. For the existence of a matrix A we follow the proof of
Proposition 4.8. Consider the restrictions of f ′ to the subspaces τi(F
rn) = {(v1, . . . , vi, 0, . . . , 0) |
vj ∈ F
r}. Then f ′ induces wtRT,r-preserving automorphisms of τi(F
rn). Proceeding consecutively
for i = 1, . . . , n and using that the isomorphisms of Fr are given by GLr(F) yields the desired
result.
Note that the above result does not mean that the map f : Fˆn −→ Fˆn is given by right
multiplication with a lower triangular matrix with entries in Fˆ. This is simply due to the fact that
GL2(F2) 6∼= F
∗
4.
Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Set C′ := φ(C) and f ′ := φ ◦ f ◦ φ−1 : C′ −→ Frn. Then f ′ is clearly F-linear
and wtRT,r-preserving. It suffices to show that f
′ extends to a wtRT,r-preserving linear map on F
rn.
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We induct on n. Let n = 1. In this case the wtRT,r-preserving property simply means injectivity.
Since the map f ′ can clearly be extended to an isomorphism on Fr the case n = 1 is established.
Consider now the general case. Set Ĉ = {(v1, . . . , vn−1) | (v1, . . . vn−1, 0) ∈ C
′} ⊆ Fr(n−1). Note
that if f ′(v1, . . . , vn−1, vn) = (w1, . . . , wn−1, wn) then vn = 0 if and only if wn = 0. This implies
that the map f̂ : Ĉ −→ Fr(n−1), (v1, . . . , vn−1) 7−→ (w1, . . . , wn−1), where (w1, . . . , wn−1) is such
that f ′(v1, . . . vn−1, 0) = (w1, . . . wn−1, 0), is a wtRT,r-isometry. By induction there exists a matrix
A′ =

A11 0 · · · 0
A21 A22 · · · 0
...
. . .
. . .
...
An−1,1 · · · An−1,n−2 An−1,n−1
 ∈ LTn−1(R)
such that f̂(v) = vA′ for all v ∈ Ĉ. This yields
f ′(v1, . . . , vn−1, 0) = ((v1, . . . , vn−1)A
′, 0) for all (v1, . . . , vn−1, 0) ∈ C
′. (5.1)
Let pin be the projection on the n-th coordinate. Then the map f
′
n : pin(C
′) −→ Fr given by
vn 7−→ pin(f
′(v1, . . . , vn)), where (v1, . . . , vn) is any vector in C
′ with last component vn, is well
defined and an isometry. The base case provides us with a matrix An,n ∈ GLr(F) such that
f ′n(vn) = vnAn,n.
Our next step is to find for every v ∈ C′ a matrix Av ∈ LTn(R) such that f
′(v) = vAv. In
order to do so, fix v = (v1, . . . , vn) ∈ C
′ such that vn 6= 0 and set f
′(v) = (w1, . . . , wn). Then we
can clearly find matrices An,j,v ∈Mr(F) such that
wj −
n−1∑
i=j
viAij = vnAn,j,v for j = 1, . . . , n− 1.
Setting An,j,0 = 0 ∈ Mr(F) we obtain matrices
Av =

A11 0 · · · 0
...
. . .
. . .
...
An−1,1 · · · An−1,n−1 0
An,1,v · · · An,n−1,v Ann
 ∈ LTn(R) for all v ∈ C
which, by construction, satisfy f ′(v) = vAv for all v ∈ C
′.
It remains to find a global matrix A ∈ LTn(R) such that f
′(v) = vA for all v ∈ C′. This is indeed
possible because the matrices on the diagonal do not depend on v. Set A′′ := diag(A11, . . . , Ann) ∈
GLn(R) and consider the map f˜ : C
′ −→ Frn, v 7−→ vAv(A
′′)−1, which is clearly wtRT,r-preserving.
It suffices to show that f˜ extends to a wtRT,r-preserving map on F
rn. Since the diagonal blocks
of Av(A
′′)−1 are identity matrices, this matrix is actually in LTrn(F) and thus f˜ is even wtRT-
preserving on C ⊆ Frn. By Theorem 4.13 the map extends to a wtRT-preserving linear map on F
rn.
Since such a map is clearly also wtRT,r-preserving, the proof is complete. ✷
The same procedure as above may also be used to establish the extension property for certain
poset weights and sublinear maps. This results in generalizations of [1, Thms. 7.4 and 7.6] to
sublinear maps.
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