. That version concentrates on the anonymization aspects of the model. In our new version we slightly extend our model and show how it applies to (homogeneous) clustering of individuals, that is, to homogeneous team formation. Indeed, we now claim that the models and ideas better fit with these applications than with the previous data anonymization motivation. Apart from full proofs omitted in the extended abstract and also adapting our old ideas to the new extended model, the current article also contains a new and easier proof of NP-hardness, a new proof for showing that polynomial-time data reduction in term of so-called polynomial-size problem kernels is unlikely to exist with respect to certain parameterizations, and a new algorithm for the (still NP-hard) special case ignoring costs. Many of the new findings are part of the diploma thesis [18] Abstract Homogeneous team formation is the task of grouping individuals into teams, each of which consists of members who fulfill the same set of prespecified properties. In this theoretical work, we propose, motivate, and analyze a combinatorial model where, given a matrix over a finite alphabet whose rows correspond to individuals and columns correspond to attributes of individuals, the user specifies lower and upper bounds on team sizes as well as combinations of attributes that have to be homogeneous (that is, identical) for all members of the corresponding teams. Furthermore, the user can define a cost for assigning any individual to a certain team. We show that some special cases of our new model lead to NP-hard problems while others allow for (fixed-parameter) tractability results. For example, the problem is already NP-hard even if (i) there are no lower and upper bounds on the team sizes, (ii) all costs are zero, and (iii) the matrix has only two columns. In contrast, the problem becomes fixed-parameter tractable for the combined parameter "number of possible teams" and "number of different individuals", the latter being upper-bounded by the number of rows.
Introduction
The task of forming teams arises in different research areas with different models and optimization criteria. One line of approaches is to search for an allocation of individuals to teams such that the overall expertise per team is maximized [2, 6, 32, 33] . These approaches differ among themselves in their models of measuring and handling expertise and in the ways in which they find the solution. Another line of approaches [20, 22] is to form teams containing members that cover a prespecified set of skills while minimizing the communication costs indicated by the social network of the team members. Both models have in common that the resulting teams tend to be heterogeneous. To form homogeneous teams, different approaches have to be followed. Note that advantages and disadvantages of homogeneous versus heterogeneous teams are controversially discussed (e.g. [1, 3, 31] ) but not in scope of this work.
Notably, the concept of homogeneity in teams is similar to the concept of k-anonymity in privacy-preserving data publishing [16] . An n × m-matrix M over a fixed alphabet is said to be k-anonymous if for every row r in M there are at least k − 1 further rows in M that are identical with r. The intuitive idea which motivates this notion for data privacy is as follows: Suppose each row in M contains data about a distinct person. Even if the table does not contain data-such as names, addresses, or dates of birth-which is usually slotted under "identifying information", it is possible-as has been remarkably illustrated using US Census data [29] -that rows can be associated with specific individuals by observing unique combinations of their attributes. If the matrix M is k-anonymous then, since there are no unique rows in M, one cannot associate a specific individual to one row of data M [27, 28, 30] . Complete homogeneity (when one cannot distinguish two rows) implies perfect anonymity of the individuals; in this case the corresponding matrix with n rows is n-anonymous. In this work, we will show how to use and extend concepts from data anonymization to compute homogeneous teams.
The following team formation task is central to our work. Given a set of individuals (e.g. employees, students, workshop participants) with several known attributes (e.g. abilities, interests, locations, qualifications, fitness level), the goal is to partition them into homogeneous groups (e.g. projects, exercise groups, social events). Being homogeneous means to agree on a certain subset of attributes which may differ from group to group depending on the respective grouping purpose. For example, for one project it may be necessary that all employees work in the same city and have the same native language. Another project can only be realized if the employees use the same operating system and are experts for the same database management system. One social event (e.g. hiking) is only worth to be done when all participants have a comparable fitness level and agree on the destination. Another event (e.g. movie) requires that the participants agree on the type of movie and on the preferred language. Clearly, it could be the case that a group of certain type may have multiple instances (e.g. one has two hiking guides and three rooms with movie projectors).
The Basic Model The attributes of the individuals are stored row-wise in an n × m-matrix M over a finite alphabet Σ. The homogeneity constraints are expressed by a p × m-matrix P over a binary alphabet { , }, where p denotes the total number of allowed teams. That is, each team is represented by a pattern vector { , } m , where means that homogeneity is required for the corresponding attribute and means that individuals in the group may have different values for the corresponding attribute. A mapping from input rows of M to pattern vectors of P is consistent if all rows that are mapped to the same pattern vector agree at the -positions. One arrives at the following basic decision problem.
BASIC HOMOGENEOUS TEAM FORMATION

Input:
A matrix M ∈ Σ n×m and a homogeneity pattern P ∈ { , } p×m .
Question: Is there a consistent mapping ϕ from input rows of M to pattern vectors of P ?
Example 1 Figure 1 depicts the assignment of students to project teams. Consider seven students who have to apply for implementation projects that are to be realized in teams. The corresponding professor provides two sorts of projects with at most two suitable supervisors each. Projects of the first sort comprise two implementations for which knowledge of some high-level programming language and an LP-solver is required. To work together on such a project the students must agree on the programming language as well as the LP-solver. Projects of the second sort consist of two different software implementations for a traffic monitoring system. The students are asked to test their implementations and to present their results in a collaborative talk. For testing in a real-world scenario the students should live in the same city. Clearly, for realizing the implementation and the talk they also have to agree on the programming language and the style of the slides. A solution respecting Starting from this basic problem variant we also study more general versions. Particularly, we allow the user to specify a lower and an upper bound for the size of each team. Furthermore, we will also extend the model such that the user may fix some costs for assigning an individual to a team and ask for solutions not exceeding some prespecified cost bound. A formal definition of the extended model follows in Sect. 2.
Relation to k-Anonymity and Related Work
The well-studied problem of making a matrix k-anonymous by suppressing a minimum number of entries, that is, by replacing a minimum number of matrix entries with the -symbol, is closely related to homogeneous team formation. Each group of at least k identical rows can be seen as homogeneous team. Our full model can be seen as extension of this concept (see Sect. 2). We also provide a cost measure similarly to counting the number of suppressions and allow for specifying bounds on the team sizes similar to the degree k of anonymity. Additionally, we allow for specifying homogeneity patterns expressing which combination of attributes have to be identical, thus incorporating user guidance.
For k ≥ 3 it is NP-hard to make a given matrix k-anonymous by suppressing a minimum number of entries [7, 23] . However, it was shown that homogeneity in the input as well as in the solution has a (positive) effect on the computational complexity of the problem [10, 11] . For example, the problem becomes fixed-parameter tractable for the parameter "number of different input rows" or for the parameter combination "number of different output row types" and "number of suppressions" [10] .
Our research is also related to the work of Aggarwal et al. [4] who proposed a new model of data anonymization based on clustering. While they develop several polynomial-time approximation algorithms, their basic modeling idea is-roughlyto cluster the rows of the input matrix and then to publish the "cluster centers"; importantly, it is required that each cluster contains at least k rows, and this corresponds to the k-anonymity concept.
In companion work [11] , the pattern concept also has been studied for anonymization purposes, including positive experimental findings.
We are not aware of any combinatorial models for homogeneous team formation in the literature.
Our Contributions
We formally define a simple combinatorial model of userspecified homogeneous team formation using some concepts of k-anonymity. We show that the central problem BASIC HOMOGENEOUS TEAM FORMATION is NPcomplete even when there are no constraints on the team sizes and the matrix alphabet Σ is binary. We also show that the problem is NP-complete for matrices containing just two columns. On the positive side, we show that HOMOGENEOUS TEAM FORMATION is fixed-parameter tractable (FPT) 1 for the parameter t (the number of different kinds of matrix rows). Since t is a lower bound for n (the number of matrix rows) this implies fixed-parameter tractability for the parameter n. Moreover, it can be solved in polynomial time for a constant number p of given pattern vectors-in other words, HOMOGENEOUS TEAM FORMATION is contained in the parameterized complexity class XP for the parameter p. Membership in XP also holds for the parameter s, the cost bound. Since several of our findings indicate computational hardness, this motivates investigations in the spirit of multivariate algorithmics [14, 25] , that is, the study of combined parameters. Here, we have the following: HOMOGE-NEOUS TEAM FORMATION is fixed-parameter tractable for the combined parameters (m, |Σ|) and (s, p) (due to upper bound arguments using t) whereas the parameterized complexity status (fixed-parameter tractability vs W[1]-hardness) is open for the combined parameter (m, p). We also show that the problem is unlikely to have polynomial-size problem kernels for the combined parameter (m, p, |Σ|), excluding hope for efficient data reduction in terms of this parameter combination. See Table 1 for a list of our results with respect to several parameterizations.
Organization of the Paper
In the next section we formally introduce the new model and the notation which we use in the paper. In Sect. 3 we show that even very restricted cases of the problem are NP-hard. Furthermore, we show an "impossibility result" concerning efficient and effective data reduction. In Sect. 4 we show fixedparameter tractability for several parameterizations of the problem. We conclude in Sect. 5 with a discussion of directions for future research.
Preliminaries and the Full Model
As mentioned in the introduction, the BASIC HOMOGENEOUS TEAM FORMATION problem allows the user to specify, for each possible team, the combination of attributes which have to be homogeneous for that team. For most of our results we consider an extended model where the user is not only allowed to specify the homogeneity pattern for each possible team but also to specify lower and upper bounds on the team sizes. Furthermore, assigning individuals to teams may cause some costs; for instance, each team member may require a workstation. To model such constraints we allow the user to specify a cost for each possible team. Recall that each team is represented by a pattern vector p which is a row of the homogeneity pattern P , and that the team consists of all the individuals (rows from matrix M) which are mapped to p by a consistent mapping. So we take the cost of assigning an individual to a team, and associate this cost with the pattern vector which represents the team. We now formally define a model that captures all this. To this end, it is helpful to interpret a matrix simply as a multiset of rows: Definition 1 Let M ∈ Σ n×m be a matrix over a finite alphabet Σ . Then R(M) is the multiset of all the rows in M.
The heart of our homogeneous team formation model lies in a function that "consistently" maps input matrix rows to some given pattern vectors. 2 This is described in the following definition, where we use v[i] and x[i] to refer to the ith entry in the vector v and the row x, respectively. Definition 2 Let Σ be a finite alphabet, let M ∈ Σ n×m , and P ∈ { , } p×m be two matrices. A function ϕ :
As mentioned above, we let the user specify the cost of each pattern vector. Formally, this is expressed by a cost function c : R(P ) → N. Then the cost of a mapping is defined as follows.
Definition 3
Let M ∈ Σ n×m and P ∈ { , } p×m be two matrices and let ϕ : R(M) → R(P ) be a mapping from the rows of M to the pattern vectors of
The bounds of the team sizes are expressed by functions l, u : R(P ) → N.
Definition 4
Let Σ be a finite alphabet, let M ∈ Σ n×m , and P ∈ { , } p×m be two matrices and let l, u :
Finally, we are ready to define the central computational problem (formulated in its decision version) of this work.
HOMOGENEOUS TEAM FORMATION
Input:
A matrix M ∈ Σ n×m , a homogeneity pattern P ∈ { , } p×m , three functions l, u, c : R(P ) → N, and a cost bound s ∈ N. Question: Is there a consistent mapping ϕ : R(M) → R(P ) that fulfills the size constraints l and u and has cost at most s?
Note that BASIC HOMOGENEOUS TEAM FORMATION is a special case of HOMO-GENEOUS TEAM FORMATION where l = 1 , u = n , c = 0 , and s = 0, where a denotes the constant function that maps all rows to the value a.
We use the following notation in the rest of the paper. A consistent mapping ϕ (see Definition 2) plays a central role in the definition of HOMOGENEOUS TEAM FORMATION. We often talk about it implicitly when we say that a row is mapped to a pattern vector. Moreover, we speak about assigning a -symbol of a pattern vector v to a symbol a ∈ Σ; this means that every row mapped to v has an a at the position of this -symbol.
Parameterized Complexity Our algorithmic results mostly rely on concepts of parameterized complexity analysis [13, 15, 24] . The fundamental idea herein is, given a computationally hard problem L, to identify a parameter k (typically a positive integer or a tuple of positive integers) for L and to determine whether a size-x input instance of L can be solved in A core tool in the development of fixed-parameter algorithms is polynomial-time preprocessing by data reduction [8, 17, 21] . Here, the goal is to transform a given problem instance I with parameter k in polynomial time into an equivalent instance I with parameter k ≤ k such that the size of I is upper-bounded by some function g only depending on k. If this is the case, then we call I a (problem) kernel of size g(k). It is well-known that every fixed-parameter tractable problem has a problem kernel; however, in general the corresponding function g(k) is only exponentially bounded. Thus, it is a central question to decide whether such a problem has a problem kernel of size g(k) polynomial in k.
Intractability Results
In this section, we show that BASIC HOMOGENEOUS TEAM FORMATION is NPcomplete even in very restricted cases. Note that all intractability results for BASIC HOMOGENEOUS TEAM FORMATION imply intractability results for the more general HOMOGENEOUS TEAM FORMATION. Membership in NP is easy to see: Guessing a mapping ϕ of the rows from M to pattern vectors from P , it is easy to verify in polynomial time that ϕ is consistent, fulfills the size constraints, and has cost at most s. In the following, we provide a polynomial-time many-one reduction from the NP-complete CONSTRAINED BIPARTITE VERTEX COVER problem [19] to show NP-hardness for BASIC HOMOGENEOUS TEAM FORMATION with m = 2.
Before doing the reduction we show how to get rid of non-binary alphabets. The structural properties of HOMOGENEOUS TEAM FORMATION (and its special case BASIC HOMOGENEOUS TEAM FORMATION) allow us to replace any alphabet with a binary alphabet.
Lemma 1 Let I = (M, P , l, u, c, s) be an instance of HOMOGENEOUS TEAM FOR-MATION with M ∈ Σ n×m . Then there is a polynomial-time algorithm that computes an equivalent instance
Proof For I = (M, P , l, u, c, s), construct I = (M , P , l, u, c, s) as follows. Assign to each symbol in Σ a unique integer from {0, 1, . . . , |Σ| − 1}. Each column of M will be replaced with log |Σ| columns. The corresponding columns are used to binary encode (filling up with zeros on the left) the identifier of the original symbol. The pattern vectors from P are extended analogously: Each -(respectively -) symbol is replaced by log |Σ| many consecutive -(respectively -) symbols. The size constraint functions u and l and the cost function c remain unchanged for the extended pattern vectors. Observe that the new instance is equivalent to the original one: Let ϕ map the rows r 1 , . . . , r n of M to the pattern vectors v 1 , . . . , v p of P and, correspondingly, let ϕ map the rows r 1 , . . . , r n of M to the pattern vectors v 1 , . . . , v p of P such that ϕ(r i ) = v j ⇐⇒ ϕ (r i ) = v j . Then it is easy to see that ϕ is a solution for I if and only if ϕ is a solution for I . Now we present our NP-completeness result.
Theorem 1 BASIC HOMOGENEOUS TEAM FORMATION is NP-complete, even if the number m of columns is two.
Proof We provide a polynomial-time many-to-one reduction from the NP-complete CONSTRAINED BIPARTITE VERTEX COVER [19] problem. A vertex cover of a graph G = (V , E) is a set S ⊆ V of vertices such that for every {u, v} ∈ E it holds that u ∈ S or v ∈ S.
CONSTRAINED BIPARTITE VERTEX COVER
Input:
A bipartite graph G = (L R, E) and two positive integers k and k r . Question: Is there a vertex cover S ⊆ L R with |S ∩ L| ≤ k and |S ∩ R| ≤ k r ?
For an instance (G, k , k r ) of CONSTRAINED BIPARTITE VERTEX COVER we construct an equivalent instance (M, P ) of BASIC HOMOGENEOUS TEAM FORMATION as follows. First, for each edge {u, v} ∈ E add a two-column row u v to the input matrix M. Second, add k pattern vectors P = {p 1 "⇒": Let S be a vertex cover with |S ∩ L| ≤ k and |S ∩ R| ≤ k r . Thus, there exist two total injective functions f : |S ∩ L| → P and f r : |S ∩ R| → P r . Now, we construct a solution mapping ϕ. For each edge {u, v} ∈ E with u ∈ S ∩ L set ϕ( u v ) = f (u) and for each edge {u, v} ∈ E with v ∈ S ∩ R and u / ∈ S ∩ L set ϕ( u v ) = f r (v) . Since S is a vertex cover, by construction, each row is consistently assigned to exactly one pattern vector.
"⇐": Let ϕ be a solution for the instance (M, P ). For a row u v with ϕ( u v ) ∈ P r , we call v not suppressed and, correspondingly, we call u not suppressed if ϕ( u v ) ∈ P . Let S = {v 1 , . . . , v q } be the elements that are not suppressed in the mapped rows. By construction it holds that q ≤ k + k r . Observe that S is a vertex cover for G: Every row is assigned to a pattern vector and, hence, every edge in G is covered. Since there are k pattern vectors of type ( , ), it holds that |S ∩ L| ≤ k . Analogously, it holds that |S ∩ R| ≤ k r .
Combining Lemma 1 with Theorem 1 gives NP-completeness for the binary case.
Corollary 1 Even if the alphabet Σ is binary, BASIC HOMOGENEOUS TEAM FOR-MATION is NP-complete.
As we will show later, BASIC HOMOGENEOUS TEAM FORMATION is fixedparameter tractable with respect to the combined parameter (m, |Σ|); however, now we show that it is unlikely that BASIC HOMOGENEOUS TEAM FORMATION admits a polynomial-size problem kernel with respect to the combined parameter (m, p) and binary alphabet, directly implying the same non-existence result with respect to (m, p, |Σ|) and (m, |Σ|) .
Bodlaender et al. [9] introduced a refined concept of parameterized reduction that allows to transfer "non-existence results" for polynomial-size problem kernels to other problems. It is defined as follows.
Definition 5 [9] Let P and Q be two parameterized problems over Σ * × N. We say that P is polynomial time and parameter reducible to Q, written P ≤ P tp Q, if there exists a polynomial-time computable function f : Σ * × N → Σ * × N and a polynomial p, such that for all (x, k) ∈ Σ * × N:
The function f is called polynomial time and parameter transformation.
Bodlaender et al. [9] showed that, for two parameterized problems P and Q whose unparameterized versions are NP-complete, if P ≤ P tp Q, then a polynomial problem kernel for Q implies a polynomial problem kernel for P .
Using this type of parameterized reduction, we show the following: Proof We give a polynomial-time and parameter transformation from the SET SPLIT-TING problem.
SET SPLITTING
Input:
A set family F = {F 1 , . . . , F |F | } over a universe U = {u 1 , . . . , u |U | }.
Question: Does there exists a subset X ⊆ U such that each set in F contains both an element from X and from U \ X?
Cygan et al. [12] showed that SET SPLITTING parameterized by |U | does not admit a problem kernel of size |U | O(1) unless an unexpected complexity-theoretic collapse occurs, namely coNP ⊆ NP/poly.
Given an instance (F, U) of SET SPLITTING, construct an instance (M, P ) of BASIC HOMOGENEOUS TEAM FORMATION as follows. We create a matrix M with m = |U | columns, each column corresponding to one element in U . For each set F ∈ F we add 2m + 2 rows to the initially empty input matrix. In what follows, let d i be a dummy symbol: We claim that X := {u j : v[j ] = 1} is a solution for (F, U). To see this, consider an arbitrary set F ∈ F . Since there are m + 1 dummy symbols in M and only m pattern vectors in P , we can assume without loss of generality that the dummy symbol d 1 is not contained in vector v. Hence, the row r F 1 is mapped to a pattern vector such that its -symbol is assigned to 1. Thus, by construction of X, it follows that F ∩ X = ∅. Analogously, the row r F 1 is mapped to a pattern vector such that its -symbol is assigned to 0. Thus, F ∩ (U \ X) = ∅. This proves the correctness of our reduction. Note that in this reduction the alphabet size is |U | + 3. By applying Lemma 1, we get an equivalent instance with |Σ| = 2 and the number of columns is |U | log |U |. Thus, the statement of the theorem follows.
Tractable Cases
In the previous section, we showed computational intractability results for various special cases of BASIC HOMOGENEOUS TEAM FORMATION. Now, we complement these hardness results by presenting some relevant tractable cases. To this end, we consider several parameterizations of HOMOGENEOUS TEAM FORMATION. Since HOMOGENEOUS TEAM FORMATION allows the user to specify pattern vectors to influence the homogeneity structure of the solution, the number of pattern vectors p appears to be one of the most natural problem-specific parameters. There are instances with a small amount of pattern vectors, for instance, when the user wants to form a small number of teams.
We start with a general observation on the solution structure of HOMOGENEOUS TEAM FORMATION instances. To this end, we introduce the concept of row types. A row type is a string from Σ m . We say that a set of rows in the matrix has a certain row type if the rows in the set are all are identical.
A General Scheme in our Algorithms
Most tractability results in this section are based on a general algorithmic scheme which we will introduce first. The central point is that HOMOGENEOUS TEAM FORMATION is polynomial-time solvable if some additional information about its solution, called hint in the following, is known. Thus, our algorithms consist of two phases.
Hint computation (using fixed-parameter algorithms). 2. Polynomial-time hint checking.
The intuition behind our algorithmic approach is the following. In the first phase, one determines a hint for the solution and calls the second phase. The second phase checks whether there is a solution which respects the given hint. If no such solution exists, then the first phase will generate another hint. The decisive point is to find a realization of the first phase which generates, for all yes-instances, at least one "correct" hint, that is, a hint which leads to a solution.
More precisely, we have the following.
Hint computation
Input:
A matrix M ∈ Σ n×m and a pattern mask P ∈ { , } p×m .
Task:
Compute a "hint" function h : R(P ) → R(M) ∪ {∅} which maps each pattern vector either to a row of the input matrix M or to ∅.
The hint gives information about the solution ϕ: For each pattern vector, one either fixes that it is not used in the solution, that is, it is mapped to ∅, or one fixes one row from the input matrix which is mapped to the pattern vector in the solution. A hint function h is correct if there is a solution ϕ of the BASIC HOMOGENEOUS TEAM FORMATION instance (M, P ) such that ∀x ∈ R(P ):
The second phase efficiently computes a solution that respects the hint whenever there is such a solution. We use the term preimage type to denote those row types which can safely be mapped to a specific pattern vector in the context of a hint.
Definition 6
Let (M n×m , P ) be an instance of BASIC HOMOGENEOUS TEAM FOR-MATION, and let h : R(P ) → R(M) be a hint function. We say that a row type r of M is a preimage type of a pattern vector v of P if rows from r can potentially be mapped to v while respecting the hint h. More precisely, row type r is a preimage type of pattern vector v if there is a row x of M such that if h(v) = x, then for all 1 ≤ i ≤ m it holds that
Polynomial-time hint checking
Input:
A matrix M ∈ Σ n×m , a pattern mask P ∈ { , } p×m , a hint function h : R(P ) → R(M) ∪ {∅}, three functions l, u, c : R(P ) → N, and a cost bound s ∈ N.
Task:
Compute a consistent function ϕ mapping the rows of M to the pattern vectors of P with cost at most s, fulfilling the size constraints l and u, and respecting the hint h, or answer "no" if there is no such mapping.
In Phase 2, we have the following situation. Suppose that there are t input row types, and a solution uses p ≤ p pattern vectors; these are the vectors which the hint function h does not map to ∅. In the following we represent the set of input row types by T in := {1, . . . , t} and the set of pattern vectors used in the solution by T out := {1, . . . , p }. Let κ : T in × T out → {0, 1} be the function expressing whether an input row type is a preimage type of a pattern vector. The size constraints are expressed by the integers α i and β i with i ∈ T out , where α i = l(ρ i ) and β i = u(ρ i ) with ρ x denoting the xth pattern vector used in the solution. Furthermore, let ω i with i ∈ T out denote the cost c(i) of the ith pattern vector and let n j with j ∈ T in denote the number of rows in the j th input row type. A consistent mapping g that fulfills the size constraints l and u, has cost at most s, and respects the preimage types corresponds to a solution of a slight modification 3 of the ROW ASSIGNMENT [10] problem. It is defined as follows.
ROW ASSIGNMENT *
Input:
Nonnegative 
Let us see why ROW ASSIGNMENT * correctly captures the Polynomial-time hint checking problem. We interpret g(i, j ) = in the former problem to mean that the function ϕ of the latter problem maps exactly rows of input type i to pattern vector j . Inequality (1) ensures that for each pattern vector v ∈ P , only rows from its preimage types are mapped to v. Inequality (2) ensures that the mapping fulfills the size constraints l and u of Polynomial-time hint checking. Equation (3) states that all rows of each input type are mapped to some pattern vector; this ensures that each input row is mapped to a pattern vector. Inequality (4) ensures that the costs of the mapping are at most s.
The following lemma shows that ROW ASSIGNMENT * can be solved in polynomial time. The proof is similar to the original proof showing that ROW ASSIGNMENT is polynomial-time solvable [10, Lemma 2].
Lemma 2 There is an algorithm that solves ROW ASSIGNMENT * in time O(tp · log(t + p)(tp + (t + p) log(t + p))).
Proof We reduce ROW ASSIGNMENT * to the CAPACITATED MINIMUM COST FLOW problem, which is defined as follows [26] :
CAPACITATED MINIMUM COST FLOW
Input:
A network (directed graph) D = (V , A) with demands d : V → Z on the nodes, costs c : V × V → N, and capacities δ :
Find a function f which minimizes (u,v)∈A c(u, v) · f (u, v) and satisfies:
We first describe the construction of the network with demands, costs, and capacities. For each n i , 1 ≤ i ≤ t, add a node v i with demand −n i (that is, a supply of n i ) and for each 1 ≤ j ≤ p add a node u j with demand α j . If κ(i, j ) = 1, then add an arc (v i , u j ) with cost ω j and capacity ∞. Finally, add a sink z with demand ( n i − α i ) and the arcs (u j , z) with cost zero and capacity β j − α j . See Fig. 2 for an example of the construction. The CAPACITATED MINIMUM COST FLOW problem is solvable in O(|A| · log(|V |)(|A| + |V | · log(|V |))) time in a network (directed graph) D = (V , A) [26] . Since our constructed network has O(t + p) nodes and O(t · p) arcs, we can solve our CAPACITATED MINIMUM COST FLOW-instance in O(tp · log(t + p)(tp + (t + p) log(t + p))) time.
It remains to prove that the ROW ASSIGNMENT * -instance is a yes-instance if and only if the constructed network has a minimum cost flow of cost at most s.
"⇒": Assume that g is a function fulfilling constraints (1) to (4). Then define a flow f as follows: (3) and (2), we get that the Fig. 2 Example of the constructed network with t = 5 and p = 4. The pair (x, y) on each arc denotes costs x and capacity y. The number next to each node denotes its demand flow f fulfills the demands on the nodes. Since g fulfills (4) and the cost of each arc (u j , z), 1 ≤ j ≤ p, is zero, flow f has cost of at most s.
"⇐": Assume that f is a flow with cost of at most s. All costs, constraints, and demands are integer-valued, and hence, due to the Integrality Property [5] of network flow problems, there exists an optimal flow with integer values. Then set (3) and (2) due to the demands on the nodes of the network and the capacities of the ingoing arcs of z. Since n i ≤ n for all 1 ≤ i ≤ t, also (1) is fulfilled. Note that f has cost at most s and, hence, g fulfills (4).
Computing function κ as needed in ROW ASSIGNMENT * takes O(p · t · m) time and as preprocessing we have to compute the input row types in O(n · m) time (by constructing a trie on the rows [10] ). We obtain the following lemma.
Lemma 3 Phase 2 can be solved in
Next, we describe several fixed-parameter algorithms for Phase 1 of the above described algorithmic scheme. The respective algorithms differ in the varying parameters that are used.
Parameters p and t We first study whether HOMOGENEOUS TEAM FORMATION is still intractable (that is, NP-hard) when the number p of pattern vectors, that is, the number of possible teams, is a constant. Combining with p the parameter t denoting the number of input row types, we show that HOMOGENEOUS TEAM FOR-MATION is fixed-parameter tractable with respect to the combined parameter (p, t). To this end, we use a brute-force realization of the hint computation in Phase 1. The corresponding algorithm (consisting of both phases) can also be interpreted as an XP-algorithm for HOMOGENEOUS TEAM FORMATION parameterized by p, that is, HOMOGENEOUS TEAM FORMATION is polynomial-time solvable for constantly many pattern vectors.
Theorem 3 There is an algorithm solving HOMOGENEOUS TEAM FORMATION
Proof The parameterized hint computation works in two steps as follows.
1. For each pattern vector v, determine whether it is used in the solution, that is, determine whether v occurs in the image of the mapping. 2. For each pattern vector v that is used in the solution, guess one of the rows which are mapped to v in the solution.
We realize both steps by branching over all possibilities.
Step 1 can be realized by branching on 2 p possibilities. In
Step 2, we have to consider up to t p possibilities. Since we consider all possibilities, one clearly finds a correct hint function for every yes-instance.
Theorem 3 shows fixed-parameter tractability for HOMOGENEOUS TEAM FOR-MATION with respect to the combined parameter (t, p). Next, we develop a fixedparameter algorithm for the individual parameter t when there are no upper bounds on the team sizes. This is mainly a classification result because its current running time is impractical. Furthermore, it seems reasonable to assume that the number of possible teams can be bounded by a function in the number of different individuals in most realistic instances. Then, however, one would always prefer the algorithm from Theorem 3.
We begin with an important observation on the solution mappings which holds when there are no upper bounds on the team sizes. The following lemma says that without loss of generality one may assume that there is an optimal solution that uses at most t pattern vectors. Proof Let ϕ be a consistent mapping fulfilling the size constraint l and having cost at most s. If the image of ϕ has at most t elements, then there is nothing to prove. So let the image of ϕ contain more than t elements, that is, ϕ uses more than t pattern vectors. We now describe an operation that reduces the number of pattern vectors used by ϕ without increasing its cost.
Lemma 4 Let
We call a pattern vector v used by ϕ redistributable if, for each row r mapped to v, there is another pattern vector v used by ϕ such that c(v ) ≤ c(v) and mapping r to v instead of v does not violate the consistency of the mapping. Observe that if a pattern vector used by ϕ is redistributable, then we can eliminate this row type from the image of ϕ by "moving" each of its rows to a different, at most as expensive pattern vector, while preserving the lower bound condition on pattern vectors from the image of ϕ. This operation reduces the number of pattern vectors used by ϕ without increasing the cost. As long as there are redistributable pattern vectors left, we repeatedly eliminate pattern vectors from the image of the mapping in this manner. Let ϕ denote the mapping which results from exhaustive application of this procedure to ϕ. Now, we analyze the properties of the modified mapping ϕ . Clearly, its image contains only pattern vectors that are not redistributable. Consider any pattern vector v in the image of ϕ. Since v is not redistributable, there exists a row r mapped to v such that no row that has the same row type as r can be consistently mapped to another pattern vector from the image of ϕ with at most the same cost. In this sense, v is the "cheapest possible" pattern vector for at least one row type. Hence, every pattern vector which is used by ϕ is the cheapest possible pattern vector for some row. Since there are only t row types, at most t pattern vectors can be the "cheapest possible" pattern vector for any row. Hence, the image of ϕ contains at most t pattern vectors.
Theorem 4 If there are no upper bounds on the team sizes, then HOMOGENEOUS
Proof To show fixed-parameter tractability for the single parameter t, we need a more refined realization of the hint computation phase. Clearly, whenever p ≤ t, we use the brute-force realization from Theorem 3 without any modification. The corresponding running time is O(t t · 2 t · (t 4 · log t + t 2 · m) + n · m). For p > t, we slightly modify the Step 1 in the algorithm behind Theorem 3.
Recall that in Step 1 one determines a set P ⊆ P of pattern vectors that are used in the solution. Due to Lemma 4 we know that without loss of generality |P | ≤ t. In Theorem 3 we simply try all size-at-most-t subsets of P . Here, we show that for guessing we only have to take into account a relatively small subset P * ⊆ P with |P * | ≤ g(t) and g being a function which only depends on t.
Consider a pattern vector v of the unknown P . In Phase 2 of the algorithm (polynomial-time solving by the help of the hint), we determine the preimage types, that is, the set of input row types that may contain rows that are mapped to v in the solution. Assume that the preimage types for all pattern vectors from P are fixed. To determine which concrete pattern vector corresponds to a set of preimage types, we only have to take into account the t cheapest compatible pattern vectors, where compatible means that all rows of these preimage types coincide at the -symbol positions. By definition, there exist at most 2 t different sets of preimage types. Thus, keeping for each set of preimage types the t cheapest pattern vectors and removing the rest results in a set P * of size 2 t · t.
Summarizing, when p > t, we realize Step 1 by computing P * as described above and branch on all subsets P ⊆ P * of size at most t. This can be done in O
Step 2 in the algorithm behind Theorem 3 remains unchanged, that is, for pattern vector v ∈ P we guess one row from M which is mapped to v in the solution. Altogether, we solve HOMOGENEOUS TEAM FORMATION in O(t t · (2 t 2 t t ) · (t 2 · m + t 4 log t) + n · m) time. Clearly, since t ≤ n, our result also holds for the parameter n.
For Theorem 3 we described an XP-algorithm with respect to the parameter p, that is, an algorithm with polynomial running time for constant values of p. We leave it open whether there also exists an algorithm where the degree of the polynomial is independent of p, that is, whether HOMOGENEOUS TEAM FORMATION is fixedparameter tractable for parameter p. 4 However, at least for the special case with s ≥ n · max v∈R(P ) c (v) , that is, effectively the costs are unbounded, we can show fixedparameter tractability.
Theorem 5 If there are no upper bounds on the team sizes and no cost bound, then
The ordering of the pattern vectors in π is correct: Observe that since ϕ uses a minimal number of pattern vectors, it holds that for each pattern vector p i ∈ P there is at least one row which cannot be mapped to any other pattern vector from P . Hence, every pattern vector from P has some position in π . Now, apply "Greedy hint construction" with the ordering of the pattern vectors given by π to obtain the hint function h. Consider p i , the ith pattern vector in π . By construction of π , row h(p i ) was the first row in the matrix in the ith iteration of the construction procedure for π . Thus, by Step (a), ϕ(h(p i )) = p i . Furthermore, "Greedy hint construction" terminates after |P | iterations which means that ∀y ∈ P \ P : h(y) = ∅ and, hence, the hint is correct.
This completes the proof of the theorem.
Corollaries for Further (Combined) Parameters As corollaries of Theorems 3 and 4 we show fixed-parameter tractability for some natural parameter combinations. All results rely on the fact that one can bound the number t of input row types from above by a function only depending on the respective combined parameter. In particular, |Σ| m and n are both upper bounds for the number t of input row types. This yields the following corollary. Observe that n is not the input size in this problem, and can indeed be much smaller than the total input size: hence it is not trivially the case that the problem with parameter n is fixed-parameter tractable.
Corollary 2 HOMOGENEOUS TEAM FORMATION is fixed-parameter tractable with respect to the combined parameter (|Σ|, m). If there are no upper bounds on the team sizes, then HOMOGENEOUS TEAM FORMATION is fixed-parameter tractable with respect to the parameter n.
For the next two corollaries we require the following rather technical restriction on the cost function. The pattern vectors without -symbols are the only pattern vectors that have cost zero, or, equivalently, all pattern vectors containing at least one -symbol have cost at least one.
Corollary 3 If the cost function c : R(P ) → N fulfills the requirement that (c(v) = 0) ⇒ (v = m ), then HOMOGENEOUS TEAM FORMATION is fixed-parameter tractable with respect to the combined parameter (p, s).
Proof Subsequently, we call rows that are mapped to pattern vectors v with cost at least one, that is, c(v) ≥ 1, costly rows and their corresponding row types costly row types. Analogously, rows that are mapped to pattern vectors with cost zero are called costless rows and row types that only contain costless rows are called costless row types. Clearly, every input row type is costly or costless. Note that costly row types may also contain some costless rows. There are at most s costly rows and, hence, at most s costly row types. Since the pattern vectors with cost zero contain no -symbol, two costless rows from different input row types cannot be mapped to the same pattern vector. Furthermore, the number of pattern vectors without -symbols is at most p. Hence, the number of costless row types is also at most p. Thus, in a yesinstance the number t of input row types is at most s + p. Applying Theorem 3 yields fixed-parameter tractability. possibilities, the pattern vectors that contain -symbols which are used in the solution. Then, guess the mapping between at most s rows and at most s pattern vectors and check whether it is consistent and k-anonymous. In the last step, the costless rows are greedily mapped to pattern vectors without -symbols.
Conclusion
We introduced a natural and simple combinatorial model for homogeneous team formation and provided a first theoretical analysis. Our model allows to specify the homogeneity structure as well as lower and upper bounds on the team sizes. Finally, it remains to complement our purely theoretical investigations with empirical studies concerning the practical usefulness of our newly proposed model. In particular, how practical are our algorithms, and to what extent can or should these be replaced by efficient and effective heuristics? Are there further practically relevant parameterizations to be exploited in a practical application?
