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ABSTRACT
Wireless resource virtualization (WRV) is currently emerging as a key technology to overcome the major challenges fac-
ing the mobile network operators (MNOs) such as reducing the capital, minimizing the operating expenses, improving the
quality of service, and satisfying the growing demand for mobile services. Achieving such conflicting objectives simultane-
ously requires a highly efficient utilization of the available resources including the network infrastructure and the reserved
spectrum. In this paper, the most dominant WRV frameworks are discussed where different levels of network infrastructure
and spectrum resources are shared between multiple MNOs. Moreover, we summarize the major benefits and most press-
ing business challenges of deploying WRV. We further highlight the technical challenges and requirements for abstraction
and sharing of spectrum resources in next generation networks. In addition, we provide guidelines for implementing com-
prehensive solutions that are able to abstract and share the spectrum resources in next generation network. The paper also
presents an efficient algorithm for base station virtualization in long-term evolution (LTE) networks to share the wire-
less resources between MNOs who apply different scheduling polices. The proposed algorithm maintains a high-level of
isolation and offers throughput performance gain. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION
In the last decade, the demand for mobile data services has
experienced a substantial growth that provoked the mobile
network operators (MNOs) to search for novel solutions
to satisfy the surging demand while increasing the aver-
age revenue per user. Mobile data traffic forecasts provided
by companies such as Cisco estimated 11-fold increase
in the global mobile data traffic between 2013 and 2018
[1]. Thus, MNOs need to stretch the capacity of their
mobile networks into a new horizon to satisfy the expected
demand. As the revenues generated do not commensu-
rate with the traffic growth, operators should increase
their capacity while being extremely cautious with their
investment. They must efficiently utilize the scarce and
highly expensive wireless resources. For example, in 2011,
the Federal Communications Commission held Auction
92 in order to sell spectrum licenses in the 700 MHz
band. The seven winners paid $19.8bn for 16 licenses. On
the other hand, recent spectrum utilization measurements
have shown that wireless resources are underutilized
in many cases, which urge the call for action to cre-
ate innovative solutions for the problem of underutilized
wireless resources.
Wireless resource virtualization (WRV) is gaining a
remarkable interest by the industry as a promising solu-
tion to address the problems of spectrum scarcity and
resources utilization inefficiency. WRV enables network
operators to create multiple logical networks on a single
physical substrate, thus yielding better efficiency in terms
of energy consumption and hardware utilization as shown
in Figure 1, where a single base station (BS) is shared
among three MNOs. Sharing BS hardware components as
well as spectrum resources are of great interest to MNOs.
A recent study from ABI Research [2] shows that a world-
wide active infrastructure sharing over a period of 5 years
can save up to $60bn in capital expenditure (CAPEX) and
operating expenditure (OPEX).
While virtualization of wireless networks has recently
received an increased attention, the concept of virtualiza-
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Figure 1. Base station (BS) virtualization.
tion is not new. For example, memory virtualization was
introduced in 1956. The main idea is to make the appli-
cation see a contiguous memory space while the actual
situation behind-the-scene is that the memory is frag-
mented and spread across multiple primary and secondary
physical memory storages. The concept has then been
extended into datacenters where servers share a pool of
memory to overcome limitations of physical local mem-
ory. Since then, virtualization has evolved remarkably over
the past 2 decades for wired networks. Using network vir-
tualization, software such as VMWARE NSX can be used
to spin a network as easy as spinning virtual machines.
Virtual networks can be saved, deleted, or restored. All
network services are turned into software that uses the
physical resources as an Internet Protocol (IP) backplane.
The network is managed by hypervisors spread across the
datacenters.
Although general concepts of network virtualization can
be applied regardless of the network type, solutions from
wired networks cannot be directly applied to wireless net-
works. The main reason is that all links in wired networks
are reliable, physically isolated from each other, and have a
constant bandwidth. Hence, the physical layer can often be
ignored without major impact on the network performance.
The same approach cannot be applied to wireless net-
works because of the dynamic nature of wireless channels.
Wireless links are less reliable, suffer from interference,
and have a fluctuating capacity depending on the channel
quality. Therefore, the physical layer of wireless networks
profoundly affects the network performance and should be
taken into consideration during the virtualization process.
Furthermore, the resources allocation process in wireless
networks faces additional challenges as a result of the
dynamic nature of the wireless channel, wireless network
topologies, mobility of users, and fast variation of Quality
of Service (QoS) requirements of on-the-go applications.
These challenges mandate the presence of a hypervisor that
is capable of monitoring the resources allocation to dif-
ferent networks, coping with the rapid variations of the
wireless channel and users’ demands, and assuring the
adherence to the sharing agreement between the MNOs.
The major contributions of the paper are summarized
as follows:
 This work classifies the main benefits of WRV. In
addition, it provides an overview of existing WRV
techniques and classifies them based on their depth
of sharing.
 The paper discusses the challenges in virtualiz-
ing next generation networks. Moreover, it provides
guidelines for implementing comprehensive solutions
that are able to share the wireless resources in a
multiple radio access technology (multi-RAT) hetero-
geneous network (HetNet).
 A solution for BS virtualization in long-term evolu-
tion (LTE) networks to share the wireless resources
between MNOs is proposed. The solution maintains
a high-level of isolation between MNOs and offers
throughput performance gain. It also acknowledges
the varying nature of the wireless channel and makes
sure that the resource blocks (RBs) are sent to the
best receptors.
The remaining part of the paper is organized as follows:
Sections 2 and 3 discuss the main benefits and chal-
lenges of adopting WRV. In Section 4, possible solutions
for WRV are investigated. Section 5 discusses solutions
for virtualizing next generation radio access networks. In
Section 6, we propose and evaluate an efficient solution for
BS virtualization in LTE systems, and Section 7 concludes
the paper.
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2. MAIN BENEFITS OF WIRELESS
RESOURCE VIRTUALIZATION
Wireless resource virtualization offers pivotal benefits to
the wireless market as well as the environment. The
main benefits of WRV can be divided into three groups
as follows.
2.1. Economic sharing of investment and
cost reduction
The most immediate benefit of WRV is the considerable
reduction of the CAPEX and OPEX. By consolidating
their equipments and spectrum licenses, MNOs are able to
enhance their network coverage and to alleviate the capital
investment needed for launching new services, which mini-
mizes the time-to-market of new innovations. For example,
an MNO does not have to solely own a certain band
through expensive and uncertain bedding systems. It needs
simply to get into a sharing agreement with an existing
MNO who owns the required band.
When multiple network operators jointly construct a
network, hardware equipment such as antennas, cooling
systems, and towers can be shared, which reduces the oper-
ational costs and power consumption. Moreover, resources
sharing overcomes the capital shortage related to new
infrastructure investments, resulting in shorter network
deployment periods and expedited time-to-market process.
Additionally, WRV enables the incorporation of spectrum
pooling techniques to improve the spectrum utilization
and increase the total network capacity [3]. Therefore, a
great economic potential is created for reaping the bene-
fits of the growing wireless market, and it enables business
innovation in mobile services and applications.
2.2. Collaborative business models
Governments assign spectrum licenses through competi-
tive mechanisms such as spectrum auctions or competitive
tender, which is commonly referred to as beauty contests.
Because the spectrum available for transmission is limited,
a small number of MNOs are usually dominating the wire-
less market, which increases the cost of services provided
to the end users. Wireless virtualization enables the cre-
ation of a virtual MNO that purchases the spectrum usage
rights from an MNO and provides wireless services to the
end customers under its own brand name. Virtual MNO is a
new business model that enables fair competition that ben-
efits the end customers. Furthermore, it improves resource
utilization by selling underutilized network capacity.
2.3. Environmental benefits
Energy consumption in wireless networks is a growing
concern for MNOs because of the increasing energy prices
and the environmental consequences. The information and
communication technology industry currently consumes
about 3% of the global energy and emits 2% of the global
Carbon dioxide (CO2) [4]. Such numbers may rise sharply
if each new MNO has to install new infrastructure for each
new network.
While many works focus on virtualizing the core net-
work [5], a significant portion of the energy consumed
by cellular networks is used by the radio access network
(RAN) subsystem. Thus, WRV can increase the energy
efficiency of cellular networks because sharing equipment
and sites between multiple MNOs reduces the number of
new access nodes required by new market players or by
existing operators who want to extend the coverage of
their networks. Therefore, the energy consumed and the
expansion of the wireless communications sector will not
be growing at the same rates. Or the current MNOs can
utilize the WRV to reduce the current energy consump-
tion and the CO2 emissions, which promotes the green
radio communication. Recently, energy consumption has
become a key element in designing wireless systems and
building green networks. Although most previous work has
focused on power consumption at the user equipment (UE)
end to extend the mobile battery life, more recent efforts
have been concentrated on the wireless network energy
consumption because of its economic and environmental
benefits [6].




In spite of the potential benefits and cost savings of WRV,
two main operational and business challenges prevent
widespread deployment of WRV:
3.1. The risk of market share loss and
anti-competitive practices
While WRV facilitates network deployment, accelerates
the penetration of start-up operators, and boosts the market
competition, it exposes the well-established large opera-
tors, to the risk of market share loss. The large operators
hope to achieve cost savings through infrastructure-sharing
with competitors. However, it raises the fear that relaxing
the requirements for new players to enter the mobile market
may dilute their market shares. Consequently, large net-
work operators will attempt to outline the WRV process to
empower themselves to control the market and reduce the
success chances of smaller operators.
3.2. Independence of services with radio
access network-sharing
The operators’ ability to control the network entities is
essential for innovation and provision of new services.
While WRV consolidates hardware and resources of multi-
ple MNOs, it limits the operators’ independence and slows
down services deployment because other operators might
be influenced by particular decisions. Therefore, deducing
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Figure 2. Scope of virtualization.
new strategies to enable the deployment of particular
services for some operators in the context of WRV is
still required and remains a challenging aspect for the
WRV process.
4. SCOPE OF VIRTUALIZATION
AND THE DEPTH OF SHARING
Wireless resource sharing can be achieved at different lev-
els. Two main scopes can characterize the depth of sharing,
namely, passive sharing and active sharing, as seen in
Figure 2.
4.1. Passive sharing
In passive sharing, operators share passive infrastructure
entities such as radio masts and towers, power supply, air
conditioning sites, and building premises. Passive sharing
has become popular since 2000 because it reduces initial
investment and saves operating costs. Because no active
operational coordination between operators is required,
passive sharing is straightforward to apply, which makes
it the most widespread sharing scope, particularly in low-
density areas. For example, 40% of Orange sites in the rural
areas of France are subject to passive sharing. Another
example of passive sharing is the agreement between Voda-
fone and Telefonica in 2009 where they announced a
wide-ranging agreement to share mobile networks’ infras-
tructure in the UK, Spain, Ireland, and Germany to cope
with the demand for mobile broadband data services and
to save millions of pounds in costs [7]. However, the
limitation of passive sharing is that no network capacity
improvement is expected.
4.2. Active sharing
In active sharing, network active elements are included
such as electronic infrastructure, transceivers, antennas,
spectrum, and fiber optic networks. Furthermore, the shar-
ing can be extended to reach core network components
such as Mobility Management Entity. Active infrastruc-
ture sharing provides more savings in CAPEX and OPEX
as compared with passive sharing. Therefore, it is receiv-
ing a proliferating attention by wireless operators and
standards development organizations. The Third Genera-
tion Partnership Project LTE standard supports two active
sharing configurations as depicted in Figure 3, Multi-
Operator Core Network and Gateway Core Network. In
Multi-Operator Core Network configuration, each MNO
has its own core network. However, Gateway Core Net-
work extends the sharing to the core network, where MNOs
can also share the Mobility Management Entity of the core
network, which enables additional cost savings but reduces
the level of isolation and dependency between MNOs.
Each core network operator is identified by a distinguished
Public Land Mobile Network Identification (PLMN-ID).
Shared cells broadcast the PLMN-IDs of the MNOs that
share the network. Each UE accesses the shared network
by selecting one of available PLMN-IDs. Active sharing
can be achieved at different levels. Deeper level of shar-
ing results in higher CAPEX and OPEX reduction, but
increases the deployment complexity and limits the oper-
ators freedom to manage and operate the network. Active
sharing solutions can be classified into two groups based
on the level of sharing, which are outlined in the following
two subsections.
(1) Gateway-level solution The work reported in [2]
proposes a gateway-level solution that enables mul-
tiple MNOs to share one single physical BS without
modifying its medium access control (MAC) sched-
ulers. The main advantage of such solution is the
facilitation of immediate deployment of RAN shar-
ing because no major modifications are required to
existing BSs. However, the resource allocation deci-
sions are invisible to the gateway, which degrades
the performance of the sharing process. In such
solutions, the virtualization happens by reshaping
the traffic at the gateway level. For the downlink,
the gateway controls the number of packets sent
to the BS for each operator. While sending the
traffic to the BS, the gateway considers sharing
requirements such as efficient resource utilization
and isolation between different operators. For the
uplink, controlling the resource allocation is not
straightforward because the traffic is generated by
the end users, which cannot be directly controlled
by the gateway. This can be solved by creating a
feedback channel between the BS and the gateway.
The gateway sets an upper-bound for the average
data rate for each data flow. The gateway con-
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Figure 3. Long-term evolution sharing configuration options. UE, user equipment; PLMN-ID, Public Land Mobile Network Identifica-
tion.
trols the uplink sharing by tuning the flows’ upper
bound values.
(2) MAC-level solution Virtualizing an LTE BS at the
MAC level is tackled in [3] where full control of the
internal scheduler of the BS is accessible. The main
motivation is to provide the most efficient sharing
of the wireless resources between users who belong
to different MNOs. The scheduler considers vari-
ous perspectives while assigning the recourses to
users such as the quality variation of the wireless
channel, satisfying the MNOs’ service-level agree-
ments (SLAs), efficient utilization of the wireless
resources, providing tight isolation between MNOs
who are sharing the same physical substrate, and
enabling MNOs to implement their own custom
scheduling policies that fit their service require-
ments and business models. This solution gives the
maximum efficiency of resource utilization as the
resource allocation decisions are fully controlled at
the BS level. Another LTE air interface virtualiza-
tion scheme is proposed in [8], where a hypervisor
is added on top of the physical resources. This
hypervisor is responsible of virtualizing the evolved
Node-B (eNB) into a number of virtual eNBs that
are then used by different MNOs. It was shown
that the capacity gains can be achieved by sharing
the spectrum resources between different MNOs.
More practical scenarios are studied in [9] where
MNOs share multiple eNBs, with the sharing pro-
cess managed by the hypervisor. Enhancements
such as load balancing and safety margins were
investigated. A flow-level virtualization scheme of
wireless resources on BSs in Worldwide Interoper-
ability for Microwave Access network was proposed
and evaluated in [10]. The BS radio resources are
sliced between different flow groups, and the solu-
tion of [10] enables customized flow scheduling per
slice, where each slice can be treated as a virtual
MNO that supports a set of flows.
(3) Orthogonal versus non-orthogonal sharing The
authors of [11] distinguish between two main shar-
ing models:
Orthogonal sharing: multiple operators share their
spectrum without introducing mutual interference. There-
fore, a radio block is assigned only to one operator in any
given time slot. Sharing can be (i) full: where the MNOs
aggregate and share their entire spectra or (b) partial: where
MNOs prefer to have sole ownership on a certain band in
order to satisfy QoS guarantees for their customers. The
authors of [11] show that the overall theoretical through-
put gain of orthogonal sharing is about 12%. Although it is
not a substantial gain, it comes almost at no cost. It is just
a matter of taking advantage of the asymmetry of the loads
between the MNOs. Orthogonal sharing might require BS
with extra capabilities to be able to accommodate a larger
spectrum and a high-data backbone connection in order to
convey the increased traffic.
Non-orthogonal sharing: in this scenario, a frequency
band can be allocated simultaneously to two operators.
This model offers much higher spectrum efficiency gains,
yet it increases the complexity of the system because
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interference reduction or cancellation techniques should
be incorporated. The enablers to manage the interference
between different BSs to improve the overall system per-
formance are discussed in [11]. The main enabler is called
transmit beamforming where a BS with multiple anten-
nas can steer the transmission power towards a certain
destination using the appropriate scaling of the transmitted
signal in each antenna. Hence, interference is managed by
spatial separation rather than time or frequency separation
as in time division multiple access (TDMA) or frequency
division multiple access (FDMA). In order to take advan-
tage of beamforming, the MNOs have to exchange channel
state information via an appropriate feedback interface.
5. VIRTUALIZATION IN NEXT
GENERATION RADIO
ACCESS NETWORK
A key enabler of next generation network such as 5G
is the integration of multiple RATs including 4G, 3G
(Universal Mobile Telecommunications System (UMTS),
and High-Speed Packet Access (HSPA)), General Packet
Radio Service (GPRS) and Enhanced Data rates for Global
Evolution (EDGE) and Wi-Fi. Multi-RAT network perfor-
mance can be improved by smartly utilizing the wireless
resources available among each RAT [12].
HetNets have emerged as a new network planning drift.
It is expected to play a vital role to improve the over-
all customer experience. It is currently considered as a
promising solution to satisfy the growing demand for
broadband wireless access networks. HetNets consist of
a mix of technologies, frequencies, cell sizes, and net-
work architectures to enhance capacity and coverage of
wireless networks. Virtualizing the RAN into a number of
virtual RANs is determined by the procedure by which the
resources are scheduled, controlled, and shared between
users who belong to different operators across such multi-
RAT HetNets. The resource scheduler should be able to
individually virtualize both uplink and downlink resources
while maintain QoS and sharing requirements. For exam-
ple, as macrocells transmit at high power-levels, UEs can
be connected to a macrocell in the downlink. However,
the transmit power of UEs is limited to a small-size bat-
tery. Hence, connecting the UEs to a picocell in the uplink
enables the UE to transmit at much lower power levels
because of the short distance between the UE and the BS.
A comprehensive solution for virtualizing next gener-
ation RANs should consider both intra-BS and inter-BS
scheduling as illustrated in Figure 4 where a BS can be of
any size and applies any RAT.
The intra-BS scheduling aims at virtualizing a BS into
a number of virtual BSs, each of which can be used
by a different MNO. Solutions for resource allocation in
wireless system have been extensively investigated in the
literature [13]. However, these solutions consider only allo-
cating resources to users belonging to the same operator.
Sharing the resources between multiple operators adds
an extra dimension to the allocation problem, which is
scheduling the resources across MNOs who have different
QoS requirements in addition to scheduling the resources
between users.
In general, there are two main approaches to solve the
intra-BS problem. The first approach allows the direct
application of the schedulers that already exist in the
literature by dividing the allocation problem into two
subproblems. The first subproblem is concerned with
dividing the resources between MNOs based on the traffic
load and the sharing agreement. Then, MNOs are allowed
to allocate wireless resource within their share using tradi-
tional schedulers. This solution requires a fair and accurate
tool to estimate the traffic load of each operator. What
differentiates this solution from the static sharing (SS) sce-
nario is that the number of resources assigned to each
MNO changes periodically based on the traffic load and
the sharing agreement. As the resources are divided across
MNOs regardless of the users channel conditions, and prior
to scheduling the resources to the users, the multi-operator
gain is not perfectly utilized. However, a high level of iso-
lation between MNOs is maintained. An example of this
solution is given in [9].
The second approach considers the intra-BS resource
allocation as one problem to fully utilize the multi-operator
gain. The scheduler should consider various perspectives
such as wireless channel quality, satisfying the MNOs’
SLA, maintaining QoS requirements, providing tight iso-
lation between MNOs, and enabling MNOs to implement
the scheduling policies that fit their service requirements
and business models. This solution compromises isolation
between MNOs in favor of efficient usage of resources.
An example of this solution is presented in [6], where the
problem is presented as a utility-based allocation problem.
The inter-BS scheduler addresses effective scheduling
of wireless resources pertaining to multiple eNBs that
are shared between multiple MNOs. The inter-BS solu-
tion adds another dimension to the optimization problem
that should consider the entire system of users, individual
BSs, and the aggregated performance of all BSs. Orthog-
onal and non-orthogonal configurations can be used while
distributing the resources across BSs. Orthogonal sharing
assigns exclusive frequency bands to each cell sector. How-
Figure 4. Scheduling tasks that should be considered for NGN vir-
tualization. NGN, next generation network; WRV, wireless res-
ource virtualization; BS, base station; MNOs, network operators.
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ever, non-orthogonal sharing allows neighbor sectors to
share the same frequency bands. Non-orthogonal sharing
necessitates the coordination between neighbored cells in
order to reduce intercell interference. For example, LTE
uses fractional frequency reuse approaches to control inter-
cell interference of the cell edge users. With fractional
frequency reuse, users are assigned different parts of the
wireless resources based on their location in the cell. Users
who are close to the center of the cell are subject to
low-intercell interference from neighbored cells and are
allowed to use the entire frequency band (frequency reuse
factor of one). However, users at cell edges are subject to
high-intercell interference. Exclusive frequency bands that
are not used in adjacent cells are assigned to cell-edge users
to reduce the intercell interference.
As inter-BS requires communication and coordination
between different BSs, Cloud-RAN (C-RAN) is a promis-
ing enabler for inter-BS scheduling problem. C-RAN is
an emerging platform that creates centralized processing
pool or “cloud”of RANs [14]. The key concept of C-RAN
is to separate the remote radio units from the process-
ing function unit of BSs. BS processing functions and
resources are delegated to base-band unit (BBU) pool that
is implemented on ”inexpensive” real-time cloud in remote
datacenters. In opposition to traditional RAN where BSs
are sized based on the expected peak load, C-RAN makes
it feasible to select the dimensions of single cells based on
average figures. During peak hours, the required process-
ing power can be pooled and assigned on-demand basis.
Typically, the BS average load is quite low compared with
the peak load and varies across different areas. For exam-
ple, the peak loads in residential areas occur during the
night time, whereas peak loads in central office areas occur
during work hours. Therefore, centralizing the processing
power in BBUs results in a better utilization of the process-
ing resources and requires fewer BBUs as compared with
the traditional RAN architecture. C-RAN provides a mul-
titude of benefits to MNOs such as the significant CAPEX
and OPEX savings, green infrastructure, and easier traffic
load balancing.
6. PROPOSED SOLUTION FOR
VIRTUALIZING EVOLVED NODE-B IN
LONG-TERM EVOLUTION SYSTEM
In this section, we propose a solution for virtualizing an
eNB that serves users of two different operators. The RBs
of both MNOs are pooled at the eNB. We assume that
MNO1 has the license for a spectrum band that consists
of RBs numbers 1, 2, 3, . . . , M1, while MNO2 has the
license of a spectrum band that contains the RBs num-
bers M1 C 1, M1 C 2, M1 C 3, ..., M. The focus here is
to provide a solution that allows operators to efficiently
share the resources with a high level of independence.
We divide the resource scheduler task into two steps as
depicted in Figure 5. In the first step, the operators are
fully independent, no sharing is applied, and each oper-
ator has full control over its resources. Each operator is
free to apply any scheduling policy that fits its business
model and SLA. In the literature, various scheduling poli-
cies are presented. For example, naive schedulers such as
round robin (RR), QoS-aware schedulers such as priority
set scheduler, channel-aware schedulers such as the propor-
tional fair (PF) and maximum throughput (MT), channel-
and queue-aware schedulers such as the modified largest
weighted delay first, exponential PF, EXP rule, and LOG
rule [13].
In the second step of the resource scheduling pro-
cess, the allocation decisions of the first step are further
processed by performing two main processes as follows:
Figure 5. Evolved Node-B virtualization architecture. MNO, network operator; RB, resource block.
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First, considering that MNO1 is the operator with low
traffic, the unused RBs of MNO1 are assigned to users
of MNO2 according to the scheduling policy of MNO2.
In fact, the event of having unused RBs is more likely
to happen in the uplink transmission because of the lim-
ited transmit power in the mobile devices. In LTE systems,
the transmission power is equally divided between the
assigned RBs to a user. As more RBs are assigned to a user,
the transmit power per RB decreases, which may reduce
the received signal-to-noise (SNR). Therefore, assigning
more RBs for a user in the uplink does not always increase
the transmission rate of the user.
Second, because wireless channels are subject to mul-
tipath fading and Doppler spread, the channels are time-
varying and frequency selective. Therefore, the quality of
a particular RB will be seen different by different. Accord-
ingly, users of MNO1 can exchange RBs of MNO2 if they
are of better quality for them and vice versa. Consequently,
the scheduler provides the maximum resource utilization
while keeping the operators independent.
6.1. Evaluation
We evaluate the performance of the considered system
using a MATLAB system-level simulation. The block
resources are shared based on SS and dynamic sharing
(DS) polices. The SS scenario is a passive sharing where
each MNO individually allocates its own RBs to its users
based on its scheduling policy. Users who belong to MNO1
cannot be assigned RBs that belong to MNO2 spectrum
band and vice versa. For the DS, any RB at the eNB can
be allocated to any user. It is assumed that MNO1 applies
PF scheduling and serves 20 users. The first 10 users num-
bered 1, 2, ..., 10 are far from the cell center and have
an average SNR of 10 dB. Users 11,: : : , 20 are closer to
the cell center and experience an average SNR of 20 dB.
For MNO2, the scheduling policies and number of users
who subscribed to the network are different from those
of MNO1 to cover more scenarios. A backlogged traffic
model is considered where users always have packets to
transmit. Each user is assumed to have a non guaranteed bit
rate bearer with an aggregate maximum bit rate of 1 Mbps.
Figure 6 compares the performance of SS with the DS
in terms of throughput. MNO2 is assumed to apply MT
Figure 6. Performance evaluation of the proposed WRV. MNO1 applies PF scheduling while MNO2 applies MT scheduling. Users
number 1:10 belong to MNO1 and receive an average SNR of 5 dB. Users number 11:20 belong to MNO1 and receive an average SNR
of 10 dB. Users number 21:30 belong to MNO2 and receive an average SNR of 10 dB.
Figure 7. Performance evaluation of the proposed WRV. MNO1 applies PF scheduling while MNO1 applies RR scheduling. Users
number 1:10 belong to MNO1 and receive an average SNR of 5 dB. Users number 11:20 belong to MNO1 and receive an average
SNR of 10 dB. Users number 21:30 belong to MNO2 and receive an average SNR of 5 dB. Users number 31:40 belong to MNO2 and
receive an average SNR of 10 dB.
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scheduling and serves 10 users who receive an average
SNR of 10 dB. In case of SS, all users receive less than
aggregate maximum bit rate, users 1 to 10 receive on
average 0.75 Mbps whereas users 11 to 20 receive on
average 0.87 Mbps as a result of better SNR. Users 21
to 30 belong to MNO2, and they receive throughput of
0.94 Mbps. In case of DS, both MNO1 and MNO2 users’
throughput improves.
To further evaluate the proposed virtualization scheme,
the scheduling policy of MNO2 is changed to RR, and
the number of users is doubled. A comparison of SS and
DS scenarios is presented in Figure 7. In DS scenario, the
throughput of every user is improved compared with SS
scenario. It is worth noting that PF scheduling policy con-
siders the channel quality while allocating the resources.
However, RR divides each RB into different time slots
that are allocated equally between users regardless of their
channel quality. Therefore, MNO1’s users achieve higher
throughput than MNO2 users as shown in Figure 7.
7. CONCLUSION
In this paper, we demonstrate the concepts and benefits of
the WRV. In addition, scope and depth of WRV are tack-
led with different solutions. The obtained results revealed
that deep resource sharing enhances the resources uti-
lization efficiency. However, the network becomes more
complex, and the isolation between the operators shar-
ing the same network decreases. Moreover, we discuss
the design requirements to virtualize the next genera-
tion RANs, which include HetNets with multiple radio
access technologies. Furthermore, we propose a solution
that virtualizes an eNB in an LTE system between users of
multiple mobile operators. The RBs are assigned to users
based on their conditions such that it maximizes the sys-
tem overall gain. In addition, a full isolation is maintained
between operators so that each operator obtains at least
the same resources as in the SS scenario. The proposed
solution can be easily integrated in a more comprehensive
solution that considers the inter-BS scheduling as well as
the virtualization of other parts of the mobile network. The
system performance is evaluated using MATLAB, and the
results show performance improvement while full isolation
is maintained between operators.
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