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This work is concerned with the numerical treatment of the system of three-dimensional
frequency-domain (or time-harmonic) Maxwell equations using a high order hybridizable dis-
continuous Galerkin (HDG) approximation method combined to domain decomposition (DD)
based hybrid iterative-direct parallel solution strategies. The proposed HDG method preserves
the advantages of classical DG methods previously introduced for the time-domain Maxwell
equations, in particular in terms of accuracy and flexibility with regards to the discretization
of complex geometrical features, while keeping the computational efficiency at the level of the
reference edge element based finite element formulation widely adopted for the considered
PDE system. We study in details the computational performances of the resulting DD solvers
in particular in terms of scalability metrics by considering both a model test problem and more
realistic large-scale simulations performed on high performance computing systems consisting of
networkedmulticore nodes.
1 INTRODUCTION
When dealing with the simulation of the propagation of time-harmonic electromagnetic waves in heterogeneous media, the finite
element (FE)method based on so-called edge element basis expansions 1 is most often themethod of choice. Indeed, the FEmethod
is nowadays implemented in major electromagnetics commercial simulation software such as HFSS1 or COMSOLMultiphysics2 to
cite a few. In the recent years, Discontinuous Galerkin (DG)methods have ben extensively studied for the numerical solution of the
time-domainMaxwell equations. Thanks to the discontinuity of the approximation, this kind ofmethods hasmany advantages, such
as adaptivity to complex geometries through the use of unstructured possibly non-conforming meshes, easily obtained high order
accuracy, hp-adaptivity and improved parallel efficiency.
For thenumerical treatment of the frequency-domainMaxwell equations, classicalDGmethods can alsobe considered 2- 3. How-




to a large sparse and indefinite linear system of equations coupling all the degrees of freedom of the unknown physical fields. As
a consequence, the number of globally coupled DG degrees of freedom is much greater than the number required by conforming
finite elementmethods for the same accuracy. Different attempts have beenmade in the recent past to improve the efficiency ofDG
methods applied to steady-like problems and one promising strategy has been proposed byCockburn et al. 4 in the formof so-called
hybridizable discontinuous Galerkin (HDG) formulations.
HDGmethods introduce an additional hybrid variable on the faces of the elements, on which the definition of the local (element-
wise) solutions is based. A so-called conservativity condition is imposed on the numerical trace, whose definition involved the hybrid
variable, at the interface between neighboring elements 4,5,6. As a result, HDG methods produce a linear system in terms of the
DOFs of the additional hybrid variable only. In this way, the number of globally coupled DOFs is reduced. The local values of the
electromagnetic fields can be obtained by solving local problems element-by-element.
In the follow-up of these seminal works, most of the recent contributions on HDGmethods for the frequency-domain Maxwell
equations are concerned with theoretical questions. A theoretical assesmment of a HDG method for the three-dimensional time-
harmonicMaxwell in the caseof highwavenumber is realized in 7. Theauthorsprove that theHDGmethod is absolutely stable for all
wave numbers in the sense that nomesh constraint is required for the stability. In 8 the authors present and analyze a HDGmethod
for the time-harmonic Maxwell equations in curl-curl form, in which the divergence-free condition is enforced on the electric field.
The proposed HDG method is shown to be absolutely stable for the indefinite time-harmonic Maxwell equations with high wave
numbers.
The goal of this paper is to report on further developments of the HDG method proposed in 9 aiming at improving its accu-
racy and scalability for the simulation of large-scale three-dimensional problems. As such, this paper does not present some new
HDG formulation or theoretical results on the formulation initially proposed in 9, and is rather meant to offer an updated picture of
the development of this method towards its adoption for large scale simulations. Section 2 defines the considered boundary value
problem for the three-dimensiobal time-harmonic Maxwell equations and introduces some notations. Section 3 presents the prin-
ciples and general formulation of the HDGmethod. The implementation of the HDGmethod is the subject of section 4. Though the
HDG method results in a smaller linear system than the one associated with a classical upwind flux-based DG method, the size of
this system is often too large to be solved by a sparse direct solver as soon as one consider realistic three-dimensional problems. In
addition, for very large-scale propagation problems, exploiting a multi-processor system is a mandatory path to reduce the time to
solution and have access to the requiredmemory capacity. In section 5, we briefly discuss about the solution strategies thatwe have
considered in this work, in particular the PDE-based and algebraic domain decomposition solvers that have been initially developed
in other contexts. Numerical examples are given in section 6 with two objectives in mind: first, using a simple (model) problem, the
proposed DD-HDG solution strategy is validated and its convergence properties are assessed; second, by considering more com-
plex problems, we study the overall efficiency of the DD-HDG solution strategy. Finally, we draw some conclusions and state future
works in section 7.
2 PROBLEMSTATEMENTANDNOTATIONS
2.1 Boundary value problem
The system of 3d time-harmonicMaxwell equations is considered iωεrE− curl H = −J, inΩ,iωµrH + curl E = 0, inΩ, (1)
where i is the imaginary unit, ω is the angular frequency, εr and µr are the relative permittivity and permeability,E andH are the
electric andmagneticfields,J is a knowncurrent source. Theboundaryof the computational domainΩ is∂Ω = Γm∪Γa (Γm∩Γa = ∅)
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onwhich we impose the following boundary conditions n×E = 0, on Γm,n×E + n× (n×H) = n×Einc + n× (n×Hinc) = ginc, on Γa, (2)
wheren is the outward unit normal vector and (Einc,Hinc) is a given incident electromagnetic wave. The boundary condition on Γm
indicates a metallic boundary condition (also called perfect electric conductor condition), while the second relation on Γa states a
Silver-Müller condition (first order absorbing boundary condition). For sake of simplicity, we omit the volume source termJ in what
follows but it can be straightforwardly added.
2.2 Notations
We consider a simplicial mesh Th consisting of tetrahedral element K of the computational domain Ω. We denote by F Ih the union
of all interior interfaces of Th, by FBh the union of all boundary interfaces of Th, and by Fh = F Ih ∪ Fbh . Note that ∂Th is the set
of all triangular faces forming the boundary ∂K, for all elementsK of Th. Consequently, an interior face shared by two neighboring
elements appears twice in this set ∂Th, while it appears once in the setFh. For an interface F = K+ ∩K− ∈ F Ih , letv± be the trace




(v+ + v−), and JvKF = n+ × v+ + n− × v−,
wheren± is the outward unit normal vector toK±. For a boundary face F ∈ ∂K+ ∩ ∂Ω these expressions aremodified as
{v}F = v
+, and JvKF = n+ × v+.
Now we introduce the discontinuous finite element spaces and some basic operations on these spaces for later use. Let Pp(D)






]3 |v Ke ∈ [Ppe (Ke)]3 , ∀Ke ∈ Th} . (3)
Note that this approximation space is common to DG and HDGmethods. It represents the space where we seek an approximation












, (η · n)
Ff
= 0, ∀Ff ∈ Fh
}
. (4)
This space is specific to the HDGmethod, it represents the approximation space for traces (particularly for the hybrid variable that
wewill define in the following). For two vectorial functionsu etv in [L2(D)]3, we denote (u,v)D = ∫D u · v dxwhereD is a domain
















γt(v) = −n× (n× v) , γn(v) = n (n · v) ,
where γt(v) and γn(v) denote the tangential and normal components ofv on a face of unit normaln, andv = γt(v) + γn(v).
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3 PRINCIPLES ANDGENERAL FORMULATIONOF THEHDGMETHOD
As in a classical DGmethodwe seek an approximation of the electromagnetic field solution of (1), denoted by (Eh,Hh), in the space
Vh ×Vh such that for allK in Th  (iωεrEh,v)K − (curl Hh,v)K = 0, ∀v ∈ Vh,(iωµrHh,v)K + (curl Eh,v)K = 0, ∀v ∈ Vh. (5)
Numerical traces Êh and Ĥh are introduced by applying appropriate Green’s formulas





= 0, ∀v ∈ Vh,





= 0, ∀v ∈ Vh.
(6)
The key to define a DGmethod lies in the definition of the numerical traces. It enables to weakly enforce the continuity conditions
between neighboring elements and thus ensures the consistency of themethod. In a classical DGmethodwe couple the local traces
of the electromagnetic fieldEh andHh between the neighboring elements
Êh = {Eh}+ αHJHhK and Ĥh = {Hh}+ αEJEhK, (7)
whereαH andαE are positive penalty parameters. To approximate the electromagnetic field (Eh,Hh) for an elementK of themesh
Th we need the value of the field of each neighboring element ofK, i.e., we need all degrees of freedomof the neighboring elements.




whereNeK is the dimension of the space Ppe (Ke), i.e.,NeK = (pe + 1)(pe + 2)(pe + 3)/6.
The aim of the HDGmethod is to reduce substantially the number of the globally coupled degrees of freedom. The key to define
the HDG method lies in the definition of an hybrid variable which represents an additional unknown on on each face of Fh. A so-
called conservativity condition is imposed on the numerical trace, whose definition involved the hybrid variable, at the interface
between neighboring elements. As result, theHDGmethod leads to a linear system in terms of the degrees of freedomof the hybrid
variable only. In this way, the number of globally coupled degrees of freedom is reduced. The local values of the electromagnetic
fields can be obtained by solving local problems element-by-element. For the proposed HDG method (formulated in next section)




whereNfF is the dimension of the space Ppf (Ff), i.e.,NfF = (pf + 1)(pf + 2)/2.
Remark 1. Assuming the interpolation degrees are pe = pf = p, ∀Ke ∈ Th, ∀Ff ∈ Fh, the number of globally coupled degrees of
freedom is then
DGM : (p + 1)(p + 2)(p + 3)|Th|,
HDGM : (p + 1)(p + 2)|Fh|.
For a simplicial mesh |Fh| ≈ 2|Th|, the ratio of the globally coupled degrees of freedom is roughly 2/(p + 3) for HDGmethod over
DGmethod.
Nowweare interested in the formulation of theHDGmethod. First note thatn×v = n×γt(v), thus the system (6) is equivalent
to 





= 0, ∀v ∈ Vh,





= 0, ∀v ∈ Vh.
(8)
We introduce the hybrid variableΛh defined by
Λh := γt(Ĥh), ∀F ∈ Fh. (9)
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In the HDGmethodwewant to formulate the local fields inK through (8) assuming thatΛh is known on all faces of an elementK. In
order to achieve this, we consider a numerical trace γt(Êh) of the form
γt(Êh) = γt(Eh) + τ
Kn× (Λh − γt(Hh)) on ∂K, (10)
where τK is a local stabilization parameter. We note that the definition of the numerical trace Λh is directly linked to one of the
jump conditions that apply to the electric and magnetic field at a material interface. Indeed, one of these conditions states that the
tangential component of the magnetic field is continuous, which is exactly what will be obtained from the definition of the hybrid
variable. Besides, the numerical trace γt(Êh) is defined in terms of the tangential components of the local electric and magnetic
fields inK so that to ensure that the tangential component of themagnetic fieldmatches the continuous value given by the traceΛh
at convergence.
Remark 2. Once the hybrid variableΛh is obtained on all the faces of an elementK the electromagnetic field inside this element can
be solved through the associated local linear system (8) using the numerical traces defined by (9) and (10).
Remark 3. It can be shown 9 that the numerical traces (9) and (10) can be expressed in a form similar to the one of the definition
of the classical DG numerical traces (7). In particular, if we take τ uniformly equal to 1, the HDG numerical traces coincide with
the upwind flux-based DG formulation. In oher words, the HDG numerical traces implicitly introduce artificial dissipation in the
scheme therefore preventing the appearance of spurious solutions albeit the fully discrete schememakes use of scalar polynomials
to expand the electric andmagnetic fields as will be seen in the sequel.
Adding all contributions of (8) over all elements andenforcing the continuity of the tangential component of Êh, we can formulate
the following problem:
find (Eh,Hh,Λh) ∈ Vh ×Vh ×Mh such that
(iωεrEh,v)Th − (Hh, curl v)Th
+ 〈Λh,n× v〉∂Th = 0, ∀v ∈ Vh,

















where the last equation is called the conservativity condition, with which we ask the tangential component of Êh to be weakly
continuous across any interfaces between neighboring elements.With the definition of γt(Êh)we employ again a Green formula in
the second equation of (11) to obtain the following problem: find (Eh,Hh,Λh) ∈ Vh ×Vh ×Mh such that
(iωεrEh,v)Th − (Hh, curl v)Th
+ 〈Λh,n× v〉∂Th = 0, ∀v ∈ Vh,
(iωµrHh,v)Th + (curl Eh,v)Th
+ 〈τn× (Hh − Λh) ,n× v〉∂Th = 0, ∀v ∈ Vh,








Note that we have used
n× γt(v) = n× v andn× (n× γt(v)) = −γt(v),
to obtain (12).
In summary we can decomposed the HDGmethod in two steps:
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1. A conservativity condition (third equation of (12)) is imposed on the numerical trace, whose definition involved the hybrid
variable at the interface between neighboring elements. As result we obtain a global linear system in terms of the degrees of
freedom of the hybrid variable;
2. Once the degrees of freedomof the hybrid variable are known, the local values of the electromagnetic fields can be obtained
by solving local linear systems element-by-element from the first and the second equation of (12).
4 IMPLEMENTATIONOF THEHDGMETHOD
In this section we outline the main steps in the formulation of the discrete HDG method. In short, there ar two main ingredients:
(1) matrix formulations of local solvers to approximate the local values (i.e., the degrees of freedom) of the electromagnetic fields
element-by-element; (2) a matrix formulation of the global solver to approximate the values of the numerical trace, i.e., the degrees
of freedom of the hybrid variable, on each face ofFh.
4.1 Preliminaries
First we introduce some notations and definitions for later use. We denote the restriction of the electromagnetic field on an















]T. As in a classical DGmethod for each elementKe we seek an approximation of the components













j (x) (ξ ∈ {x, y, z}) , (13)
whereEeξ [j],Heξ [j] represent thedegrees of freedomof the electromagneticfield inKe andNeK is the dimensionof the spacePpe (Ke).
Similarly for a face Ff inFh we denoteΛh Ff = Λf : Ff −→ C3 andwe set
Λf (x) = Λfu (x) u
f + Λfw (x) w
f , (14)
whereuf andwf are coordinate axis (not necessarily orthogonal).We seek an approximation ofΛfu andΛfw by a linear combination

















j (x) , (15)
where Λfu [j], Λfw [j] are the degrees of freedom of the components ofΛf associated with the face Ff , andNfF is the dimension of the
space Ppf (Ff).
Remark 4. In practice, we setuf = uf/‖uf‖2 andwf = wf/‖wf‖2 withuf = nf2− nf1 andwf = nf3− nf1, where nf1, nf2 and nf3 are the
three nodes of the face Ff . Since the outward normal n can be computed through uf ×wf we can easily show that (n ·Λfh) Ff = 0in accordance with the definition of the spaceMh given by (4).
We denote by νe the set of indices of the elements which are neighbors of Ke (having an interface in common). Thus for each
element of themeshKei ∈ Th (i ∈ {1, · · · , |Th|) we associate |νei | faces, denoted ∂Klei ∈ ∂Th, defined by
∂Klei = Kei ∩Kej , l ∈ {1, · · · , |νei |}, j ∈ νei .
As it will be useful later, let us define an index mapping function (local to global), denoted by σ, graphically depicted in Fig. 1 and
defined as follow  ∀Ff ∈ F
I
h such that Ff = ∂Kle ∩ ∂Kkg, σ(e, l) = σ(g, k) = f,










σ(e, 1) = f
Ff
σ(g, 3) = f
Ke
Ke
σ(e, 1) = f
Ff











FIGURE 1 Diagram (2D) demonstrating the use of the index mapping function (local to global) σ described in the text (conforming
case on left / non-conforming case on right).
4.2 Discretization of local problems










































































































Then, using (13) - (14) and the basis functions of the spaceVh as test functions in the first and the second equation of the system























whereAe matrix of size 6NeK × 6NeK, while Eeξ ,Heξ andΛσ(e,l)ζ are the column vectors of degrees of freedom
Eeξ =
[






, ξ ∈ {x, y, z},
Heξ =
[






, ξ ∈ {x, y, z},
Λσ(e,l)ν =
[






, ν ∈ {u,w}.
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4.3 Global discretization for the hybrid variable
In this section we discretize the third equation of (12), i.e., the conservativity condition, to obtain a global linear system in terms of
the degrees of freedom of the hybrid variable Λh. Let Ff ∈ F Ih an internal face shared by the elementsKe andKg with local indices l
and k, respectively, i.e., f = σ(e, l) = σ(g, k). The conservativity condition for Ff and for all η ∈Mh can bewritten as
〈n×Eh,η〉∂Kle − τ
(e,l) 〈n× (n×Hh),η〉∂Kle − τ
(e,l) 〈Λh,η〉∂Kle +
〈n×Eh,η〉∂Kkg − τ
(g,k) 〈n× (n×Hh),η〉∂Kkg − τ
(g,k) 〈Λh,η〉∂Kkg = 0.
(17)
For a boundary face Ff ∈ Γa such that Ff ∈ ∂Kle ∩ Γa, the conservativity condition for all η ∈Mh is given by
〈n×Eh,η〉∂Kle − τ








































































































































Note that we have used the following equality for the second equation of (19), ∀F ∈ Fh







Furthermore, η ∈Mh thenwe have (η · n) F = 0 and
〈−n× (n×Hh),η〉F = 〈Hh,η〉F , ∀F ∈ Fh, ∀η ∈Mh.
The efficiency of the HDG implementation arises from obtaining an element-wise matrix system to construct a global system for
the trace space degrees of freedom. Let Λf = [Λfu,Λfw]T denote the column vector of degrees of freedom on the face Ff ∈ Fh, of
size 2NfF. We define the global trace vector of degrees of freedom, denoted by Λ, as the concatenation of these vectors for all faces
Ff inFh. The discretization of (17) and (18) eventually leads to the following linear system for the global traceΛ
KΛ = g. (20)
where:

















Ge − Be [Ae]−1 Ce
)
AeHDG,
• g the column vector
|Fh|∑
f=1





In the above expressions we have used the trace spreading operatorAHDG which spreads or scatters the unique trace space values












Furthermore we organize this matrix by elements such that
AHDG =
[





where the action ofAeHDG is to copy global trace space information into local (elemental) storage. Then for each element Ke ∈ Th












Λσ(e,1), · · · ,Λσ(e,|νe|)
]T
.
Remark 5. Let us assume that the interpolation degrees are pe = pf = p, ∀Ke ∈ Th, ∀Ff ∈ Fh. Then, when considering a
continuous finite element (CFE) formulation based on Nedelec’s first family of face/edge elements in a simplex (tetrahedron) for
solving the three-dimensional frequency-domainMaxwell equations 10, the total number of globally coupled degrees of freedom is
p(p + 2)(p + 3)
2
|Th|. The corresponding number for theHDGmethod is (p + 1)(p + 2)|Fh|. Since for a simplicial mesh |Fh| ≈ 2|Th|,
the ratio of the globally coupled degrees of freedom is roughly 4(p + 1)
p(p + 3)
for theHDGmethod over the FEmethod.We thus see that
for p = 1, we obtain that the HDGmethod requires two timemore globally coupled degrees of freedom than CFE, while for p > 2,
this number is lower for the HDGmethod.
5 SOLUTION STRATEGIES
For solving the sparse linear system (20) for the degrees of freedom of the hybrid variable Λ, we adopt and compare in this study
three strategies:
• A parallel LU factorization tailored for sparse matrices. Two sparse direct solvers have been considered: MUMPS (MUlti-
frontalMassively Parallel Sparse direct Solver) 11 and PaStiX (Parallel SparsematriX package) 12. Both of theses solvers offer
a hybridMPI-thread parallel implementation;
• An algebraic hybrid iterative-direct solver whose design is based on domain decomposition principles: MaPHyS (Massively
Parallel Hybrid Solver) 13;
• A PDE-based Schwarz algorithm based on transmission conditions at subdomain interfaces that are compliant with the
intrinsic characteristics of the system ofMaxwell equations 2- 9.
We refer to the above-mentioned references for more detail about these solution strategies and we briefly summarize below the
main principles
and features of the two domain decomposition based solvers into the two next subsections.
5.1 TheMaPHyS solver
The solutionof large sparse linear systems is a critical operation formanynumerical simulations. To copewith thehierarchical design
of modern supercomputer architectures, hybrid solvers based on algebraic domain decomposition methods have been proposed.
Among them, approaches consisting of solving the (local) problem on the interior of the subdomains with a sparse direct method
and the (global) problem on their interface with a preconditioned iterative method applied to the related Schur Complement have
shown an attractive potential as they can combine both the robustness of directmethods and the lowmemory footprint of iterative
methods. MaPHyS 13 is a parallel linear solver implementing this idea.
One of the drawbacks of such a hybrid method is the number of iterations to convergence for the iterative part that increases
with the total number of subdomains. This numerical scalability issue with domain decomposition solvers is very well known (see 14
9
for example). To tackle this issue, MaPHyS proposes two solutions. The first one is an algebraic coarse grid correction mechanism
for symmetric positive definite systems allowing to keep constant the number of iterations to convergence when the number of
subdomains is increased. However it cannot be exploited here in its current design because the matrix operator of the HDG hybrid
variable system does not have the required mathematical property. Further investigation in that direction is required and is the
subject of an on going work. The second solution, which is employable for this study, is to exploit two levels of parallelism (MPI
parallelism between the subdomains and thread parallelismwithin each subdomain). This allows to limit the overall number of sub-
domains when addressing a large number of cores, enabling to limit the number of required iterations to reach convergence (see 15
for more details).
Themain advantageof theMaPHyS solver is that it is a black-boxnumerical tool and, as such, it can theoretically be applied to any
matrix system independently of the nature of the underlying PDEmodel. However, themainweakness of its approach is its possible
lack of numerical efficiency; in a PDE framework the preconditioner can be interpreted as the solution of a Dirichlet problem on a
larger domain (i.e., at the boundary of the neighboring domains); It is appropriated for PDEwith a smooth decay of the kernel but it
is far from optimal from our the PDE characteristics point of view. Devising a robust (and scalable) algebraic domain decomposition
solver is still considered as a challenging research topic by the numerical linear algebra community.
5.2 The continuous Schwarz algorithm
Alternatively to a purely algebraic approach such as the one adopted in MaPHyS, one can design a Schwarz algorithm at the con-
tinuous PDE level, which is then discretized using one of several possible finite element schemes including DG-type schemes. In 2
we proposed such an approach in the form of a Schwarz algorithm where Després type conditions 16 are imposed at the interfaces
between neighboring subdomains. These conditions actually translate into a continuity condition for the incoming characteristic
variables in the case of the first-orderMaxwell system.
To simplify the presentation we assume a two-subdomain decomposition of the domain Ω into overlapping or non-overlapping
subdomains Ω1 and Ω2. We set Γ1,2 = ∂Ω1 ∩ Ω2 and Γ2,1 = ∂Ω2 ∩ Ω1. By ni,j (i, j ∈ {1, 2}), we denote the outward unit normal
vector to the interface Γi,j. The classical Schwarz algorithm in this setting is an iterative method where the (n + 1)-th iterate is
defined from the n-th iterate by solving the subdomain problems
iωεrE
(1),n+1 − curl H(1),n+1 = −J inΩ1,
iωµrH
(1),n+1 + curl E(1),n+1 = 0 inΩ1,
Bn1,2 (E
(1),n+1,H(1),n+1) = Bn1,2 (E
(2),n,H(2),n),
+ Boundary conditions on ∂Ω1 ∩ ∂Ω,
iωεrE
(2),n+1 − curl H(2),n+1 = −J inΩ2,
iωµrH
(2),n+1 + curl E(2),n+1 = 0 inΩ2,
Bn2,1 (E
(2),n+1,H(2),n+1) = Bn2,1 (E
(1),n,H(1),n),
+ Boundary conditions on ∂Ω2 ∩ ∂Ω,
(21)
where (E(i),n,H(i),n) denotes the electromagnetic field in the subdomain Ωi and this local electromagnetic field should converge
towards the true electromagnetic field inΩi as n goes to infinity.Moreover,Bn denotes the transmission operatorwhich, in the case












being the impedance. The transmission conditions (22) are adapted to the characteristics of the system ofMaxwell
equations. In particular, they insure that the subdomain problems in the Schwarz algorithm are well-posed. Higher order optimized
conditions have been proposed and studied in 17, which are aiming to mitigate the effect of a reduction of the space discretiza-
tion step on the convergence of the algorithm. However, these conditions do not deal with the dependence of the convergence on
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the number of subdomains. This approach has been adapted to the HDG discretization framework in 9 but its implementation and
numerical evaluation was limited to the case of a first order interpolation of the components of the electromagnetic field. In the
present work, we have extended this PDE-based domain decomposition (DD) approach to an arbitrary high order HDG discretiza-
tion method. We recall here the main features of the DD-HDG hybrid iterative-direct parallel solution strategy and refer to 9 for
further details.
























































denotes thematrix assembled onΩl for l in {1, 2}. The subscript g indicates that the degrees of freedom for faces are on Γ1,2, while
the subscript i refer to degrees of freedom attached to internal faces inΩ1 orΩ2 but not on Γ1,2. Following the lines of the work 18,
we introduceA(1) andA(2) that are matrices such thatA(1) + A(2) is invertible. Then, there is only one pair of Lagrangemultipliers






























































Σ(1) + Σ(2) − (A(1) + A(2))Λ(1)h,g = Σ
(1) + Σ(2) − (A(1) + A(2))Λ(2)h,g = 0,
(24)
is equivalent to problem (23). From (23), we are led to solve the following linear system for the interface variablesΣ(1) andΣ(2)(
I I− A(12)(S(2) + A(2))−1


























ig and c(`)h,g = b(`)h,g −K(`)gi (K(`)ii )−1b(`)h,i, ` ∈ {1, 2}. (26)
In the present case, thematrixA(`) is assembled by computing the following term
(A(`))i,j = −Z
(`)
r 〈ηj ,ηi〉Γ1,2 ,
where (ηi)i is a basis ofMph restricted to Γ1,2. Thus A(1) + A(2) is invertible if and only if Z(1)r + Z(2)r 6= 0, which is obviously the
case here. The interface system (25) is then solved by a BiCGStab(`) Krylov subspace method without applying a preconditioner,
while the inverse of the subdomain operators Kii in (26) are computed using the MUMPS or PaStiX sparse direct solvers (see 9
for algorithmic aspects). In practice, we have never experienced a convergence failure when solving the interface system with an
unpreconditioned BiCGStab(`) Krylov subspacemethod.
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6 RESULTS
6.1 Computing platforms and simulation parameters
For the numerical simulations reported belowwe have used the following computing systems:
• The Plafrim cluster at Inria Bordeaux - Sud-Ouest. Each node of this system is equippedwith an Intel E5-2680 running at 2.5
GHz, with 24 cores on each node and 128 GB RAM per node. The interconnection network is an InfiniBand QDR TrueScale
40 GB/s switch.
• TheOccigen Bull/Atos cluster at CINES. Each node of this system is equippedwith an Intel E5-2690 running at 2.6GHz, with
24 cores on each node and 64GB or 128GBRAMper node.











where (Λ(i)h,g)k denotes the vector of degrees of freedom of Λ located on the part of the boundary of subdomainΩi which is shared
with neighboring subdomains, resulting from the k-th iteration of the domain decomposition solver.Moreover, the targeted conver-
gence threshold is computed as η = hpM+2m with hm theminimum length of an edge of themesh andPM themaximum interpolation
degree since in the general case the interpolation degree is defined locally within each cell and face of themesh.
6.2 Planewave propagation in vacuum
We first consider a (model) problem consisting in the propagation of a plane wave in vacuum. This problem, which has no physical
relevance, has been chosen because of its simplicity, especially in viewof performing a large number of simulations to assess various
parameters such as the problem size by adjusting the resolution of the mesh and the interpolation order in the HDG formulation,
and the parallelizationmodes (MPI only versusMPIwithmultithreading). Indeed, the computational domain is chosen to be the unit
cube Ω = [0, 1]3 and the Silver-Müller absorbing boundary condition is imposed on ∂Ω. The electromagnetic parameters εr and
µr are set to be 1.0 everywhere. The frequency of the incident plane wave is set to f = 600 MHz, then the angular frequency is

















where the wave number is kx = ω√ε1µ1. We denote by c1 = 1/√ε1µ1 the wave propagation speed in vacuum, the wavelength in
vacuum is then λ1 = c1/f ' 0.50. Finally, the penalty parameter τ is set to be 1.0 everywhere.
We first investigate the numerical convergence order of theHDG-Plmethods (l = 1, 2, 3 and 4), as away to validate its computer
implementation. For that purpose, a series of regular tetrahedral meshes are employed, which divide the unit cube into (nx − 1) ×
(ny−1)×(nz−1) cubes,wherenx,ny andnz are thenumberof grid points on theedgesof theunit cube; theneach cube is divided into
six tetrahedrons. Tab. 1 gives the characteristics of themeshes employed for numerical tests, denoted byM1,M2,M3 andM4,while
Tab. 2 gives the corresponding numbers of degrees of freedom (DoF) of the discrete global and trace systems. Tab. 2 summarizes the
L2-norm error and convergence behaviors of the HDG-Pl methods. We observe that the numerical convergence orders for bothE
andH are optimal, i.e., the HDG-Pl methods converge with order l + 1 in the L2-norm.
We now investigate the multithreading performance in combination with the MPI-based parallelization. For that purpose we
considermeshM4 that we divide in 8 to 32 subdomains. On theMPI parallelism side, one subdomain is mapped to oneMPI process
3. Thenwe also vary the number of threads per process from1 to 12. This allows us to take performancemeasurements on a desired
3Subsequently, in this study, subdomain, MPI process and process terms are completely equivalent
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TABLE 1 Plane wave propagation in vacuum: characteristics on uniform tetrahedral meshes used for numerical convergence
analysis.
(nx, ny, nz) # vertices # elements # faces h
M1 (13, 7, 7) 637 2, 692 5, 544 0.2500
M2 (17, 9, 9) 1, 377 6, 144 12, 928 0.1875
M3 (21, 11, 11) 2, 541 12, 000 25, 000 0.1500
M4 (25, 13, 13) 4, 225 20, 736 42, 912 0.1250
TABLE 2 Plane wave propagation in vacuum: number of degrees of freedom (DoF) of the discrete global and trace systems.





#core (where # denotes number of) with different (#thread,#process) configurations, with the relation #core= #thread× #process.
We present performance results obtained for the following solutions strategies:
• MUMPS as global sparse direct solver;
• MaPHySwith eitherMUMPS or PaStiX as a subdomain solver;
• PDE-based Schwarz algorithm accelerated by a BiCGStab(`) Krylov subspace method with ` = 6 and MUMPS as a
subdomain solver.
Simulations are run on the Plafrim cluster. Performance results are given in Figs. 2 and 3 for a strong scalability analysis of the
various solution strategies.We evaluate different (#thread,#process) configurations. In all cases, the PDE-based Schwarz algorithm
gives the lowest time to solution as it is clearly observed in Fig. 3 on which we plot the elapsed time for the best (#thread,#process)
for a given total number of cores. In general, the MaPHyS algebraic domain decomposition solver scales almost ideally (the ideal
speedup is given by the dashed line in Fig. 3). Regarding the solution based on a global sparse direct solver, namely MUMPS, we
observe that the efficiency of the parallelization decreases as the number of cores increases. This is due to the granularity that
becomes too fine to take benefit of the direct solver’s solution strategy. However, it is somewhat competitive with MaPHyS from
the time to solution point view, for the highest interpolation orders.We also observe that, for a given total number of cores, the best
(#thread,#process) configuration is not the same for all the solution strategies.
6.3 Scattering of a planewave by an aircraft
We now consider a more realistic application in the form of the scattering of plane wave by an aircrfat geometry. We start by con-
sidering a moderate size problem in order to evaluate the influence of the interpolation order on the accuracy of the HDG solution
13
TABLE 3 Plane wave propagation in vacuum: numerical convergence analysis.
‖E−Eh‖2 ‖H−Hh‖2
P1 Error Order Error Order
M1 7.10 e−02 − 7.20 e−02 −
M2 4.27 e−02 1.8 4.29 e−02 1.8
M3 2.85 e−02 1.8 2.85 e−02 1.8
M4 2.03 e−02 1.9 2.03 e−02 1.9
‖E−Eh‖2 ‖H−Hh‖2
P2 Error Order Error Order
M1 6.78 e−03 − 6.83 e−03 −
M2 2.90 e−03 2.9 2.91 e−03 3.0
M3 1.49 e−03 3.0 1.50 e−03 3.0
M4 8.68 e−04 3.0 8.69 e−04 3.0
‖E−Eh‖2 ‖H−Hh‖2
P3 Error Order Error Order
M1 3.89 e−04 − 3.94 e−04 −
M2 1.24 e−04 4.0 1.25 e−04 4.0
M3 5.09 e−05 4.0 5.13 e−05 4.0
M4 2.46 e−05 4.0 2.47 e−05 4.0
‖E−Eh‖2 ‖H−Hh‖2
P4 Error Order Error Order
M1 2.05 e−05 − 2.07 e−05 −
M2 4.89 e−06 5.0 4.94 e−06 5.0
M3 1.61 e−06 5.0 1.62 e−06 5.0
M4 6.48 e−07 5.0 6.52 e−07 5.0




































































































 Execution times, interpolation P4
FIGURE 2 Plane wave propagation in vacuum: Strong scalability analysis of simulations run on the Plafrim cluster. On each plot,
the various figures correspond to different configuration of subdomain partitioning (MPI parallelization) and threads within each
subdomain.
for a given frequency of the incident plane wave. We also include a first assessment of the strong scalability when considering the
MaPHyS solver on one hand, and the PDE-based Schwarz solver on the other hand. In a second step,we consider amore challenging
setting anddemonstrate the capabilities of theHDGmethod combinedwith thePDE-basedSchwarz solver for simulating a problem











































































































































 Best execution times, interpolation P4
FIGURE 3 Plane wave propagation in vacuum: Strong scalability analysis of simulations run on the Plafrim cluster. On each plot,
the various figures correspond to different configuration of subdomain partitioning (MPI parallelization) and threads within each
subdomain.Herewe showthebest configurations in termsof numberof subdomains andnumberof threads for a given total number
of cores.
6.3.1 Acuracy assessment with a uniform interpolation order
For this series of numerical experiments, the computational domain is defined as the volume between the surface of a single aircraft
and an artificial external boundary onwhich the absorbing boundary condition is applied (see Eq. (2)). The correspondingmesh con-
sists of 1,645,874 elements and 3,521,251 faces. The frequency of the incident plane wave is fixed to 600 MHz. In Fig. 4 we show
physical solutions obtained with the HDG-P` method for increasing values of the polynomial interpolation order `. A converged
solution is obtained when using a third order approximation of the electromagnetic field components (for this particular mesh res-
olution). We observe here one advantage of increasing the interpolation order when the underlying mesh is relatively coarse. We
however note that taking full benefit of higher order interpolation would also require an appropriate treatment of curved bound-
aries as it has been demonstrated in 5 for a similar HDG method in the two-dimensional case, or in 19 in the framework of a DG
method for the three-dimensional time-domainMaxwell equations. Such an accurate handling of curved geometries in the present
HDG setting will be the subject of a future work. The size, in terms of numbers of DoF, for the discrete hybrid variable and electro-
magnetic field components are summarized in Tab. 4 for several polynomial interpolation orders in the HDG method. We present
results of simulations performed using MPI parallelization mode only (combined MPI and multithreaded parallel execution mode
will be considered in the future for larger problem sizes). These simulations have been performed on the Occigen system. Perfor-
mance figures (strong scalability analysis) are given in Tabs 6 and 7.We observe that the PDE-based Schwarz algorithm is the most
efficient, and is scalable despite the increase of the number of iterations to convergencewhen increasing the number of subdomains
15
for a givenHDG-Ppmethod. In thepresent context, theMaPHyS solver does not achieve the targeted accuracy threshold for thedis-
crete HDG system based on second and third (not shown here) order polynomial interpolation. This is the main cause of scalability
degradation between 768 and 1536 cores with the HDG-P1 method.
TABLE 4 Scattering of a plane wave by the Lockheed F-104 Starfighter: number of degrees of freedom (DoF) of the discrete global
and trace systems.




FIGURE 4 Scattering of a plane wave by the Lockheed F-104 Starfighter: contour line of |E| for the HDG-P1 (top left), HDG-P2 (top
right) and HDG-P3 (bottom)methods.
6.3.2 Strong scaling for a large problem
In order to further evaluate the strong scalability of the HDGmethod combined with the PDE-based Schwarz solver, we now con-
sider a more challenging problem that consists in the scattering of a plane wave by a squadron of four Lockheed F-104 Starfighter.
The constructed tetrahedral mesh contains 8,539,215 elements and 18,045,563. The frequency of the incident plane wave is agian
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fixed to 600 MHz. In Fig. 5 we show contour line of |E| for the HDG-P3 method. Simulations have been performed on the Occi-
gen system. Strong scalability results are summarized in Tab. 8. Unfortunately, we have not been able to perform a simulation with
6144 cores when using the HDG-P2 and HDG-P3 methods, in order to have a more complete picture of the parallel performances.
When considering the HDG-P1 method, the total problem size is not sufficient to obtain an optimal speedup when doubling the
number of cores. In addition, the PDE-based Schwarz algorithm converges in a few iterations and the increase from2 to 3 iterations
is also impacting the achievable speedup. The situation is much better when increasing the interpolation order. A slight superlin-
ear speedup is obtained for the simulations based on the HDG-P2 method, which can be attributed to the fact that as the number
of cores, i.e., subdomains, is increased, the size and computational cost of the local L and U factors decrease non-linearly there-
fore resulting in a superlinear acceleration of the subdomain solves. Finally, we note that when using the HDG-P3 method, the
corresponding one billion size problem is solved in less that 4mn on 3072 cores.
TABLE 5 Scattering of a plane wave by by a squadron of Lockheed F-104 Starfighter: number of degrees of freedom (DoF) of the
discrete global and trace systems.




TABLE 6 Scattering of a plane wave by the Lockheed F-104 Starfighter: strong scalability analysis, Schwarz algorithm with PaStiX
as a local solver.
HDGmethod # cores # iter Fact. Time Sol. Time Wall time Speedup
HDG-P1 384 3 2.6 sec 3.7 sec 6.8 sec 1.00
- 768 4 0.8 sec 2.3 sec 3.4 sec 2.00
HDG-P2 384 10 16.7 sec 40.5 sec 58.7 sec 1.00
- 768 12 5.1 sec 21.5 sec 27.1 sec 2.15
HDG-P3 768 23 18.8 sec 102.1 sec 122.6 sec 1.00
1536 26 5.1 sec 52.0 sec 58.7 sec 2.10
6.4 Electromagnetic wave propagation in head tissues
Nowadays, numerical modeling is increasingly used and progressively becoming a mandatory path for the study of the interac-
tion of electromagnetic fields with biological tissues. This is for instance the case for the evaluation of the distribution of the SAR
17
TABLE 7 Scattering of a plane wave by the Lockheed F-104 Starfighter: strong scalability analysis, MaPHyS solver with PaStiX as a
local solver.
HDGmethod # cores # iter Fact. Time Prec. Time Sol. Time Wall time Speedup
HDG-P1 384 93 26.3 sec 23.5 sec 21.5 sec 73.4 sec 1.00
- 768 194 7.2 sec 8.1 sec 18.6 sec 34.7 sec 2.10
- 1536 374 2.3 sec 2.5 sec 18.1 sec 23.5 sec 3.15
HDG-P2 768 5000 53.1 sec 55.2 sec 2353.0 sec 2463.0 sec 1.00
- 1536 5000 13.9 sec 16.4 sec 1393.0 sec 1426.0 sec 1.75
TABLE 8 Scattering of a planewave by a squadron of the Lockheed F-104 Starfighter: strong scalability analysis, Schwarz algorithm
with PaStiX as a local solver.
HDGmethod # cores # iter Fact. Time Sol. Time Wall time Speedup
HDG-P1 1536 2 4.4 sec 3.8 sec 9.0 sec 1.00
- 3072 3 1.7 sec 3.1 sec 5.1 sec 1.75
HDG-P2 1536 14 30.0 sec 85.0 sec 115.0 sec 1.00
- 3072 15 8.9 sec 40.0 sec 49.9 sec 2.30
HDG-P3 3072 28 34.0 sec 185.1 sec 221.6 sec 1.00
(SpecificAbsorptionRate)which is ameasureof the rate atwhich electric energy is absorbedby the tissueswhenexposed to a radio-
frequency electromagnetic field. The SAR is defined as the power absorbed permass of tissue and has units of watts per kilogram. It
is usually averaged either over the whole body, or over a small sample volume (typically 1g or 10g of tissue). Such SAR calculations
are at the basis of numerical dosimetry studies of the exposure of human tissues tomicrowave radiations fromwireless communica-
tion systems 20- 21- 22. These studies are useful for assessing the possible thermal effects (temperature rise in tissues resulting from
electric energy dissipation) as well as for compliance testing to regulatory limits. Despite the high complexity both in terms of het-
erogeneity and geometrical features of tissues, the great majority of numerical dosimetry studies have been conducted using the
FD (Finite Difference) method. In this method, the whole computational domain is discretized using a structured (Cartesian) grid.
Due to the possible straightforward implementation of the algorithm and the availability of computational power, FD is currently
the leadingmethod for numerical assessment of human exposure to electromagneticwaves. However, the rather difficult departure
from the commonly used Cartesian grid and cell size limitations regarding the discretization of very detailed structures of human
tissues are often recognized as the main weaknesses of the method in this application context. The use of heterogenous model of
human tissues based on unstructured meshes is particularly appealing since they allow for an accurate discretization of interfaces
between different biological media, which are the localization of electromagnetic field discontinuities.
To illustrate this alternative modeling numerical dosimetry approach, we consider here a problem which is concerned with the
simulationof theexposureof geometricalmodels of head tissues to anelectromagneticwaveemittedbya localized source.Head tis-
sues are segmented and the interfaces of a selected number of tissues (namely, the skin, the skull, theCSF -Cerebro Spinal Fluid and
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FIGURE 5 Scattering of a plane wave by a squadron of Lockheed F-104 Starfighter: contour line of |E| for the HDG-P3 method.
the brain) are triangulated. Then, these surfacemeshes are used as inputs for the generation of volumemeshes. Note that the exte-
rior of the head must also be meshed, up to a certain distance from the skin. The computational domain is here artificially bounded
by a sphere on which the Silver-Müller condition is imposed. In the present case, the constructed geometrical model involves four
tissues (skin, skull, CSF, brain) andweconsider twoglobal tetrahedralmeshes: a coarsemesh (M1)with366, 208 tetrahedra,725, 136
triangular faces and a finemesh (M2) with 1, 853, 832 tetrahedra, 3, 911, 256 triangular faces, see Fig. 6 and Tab. 9. The electromag-
netic parameters of the tissues are summarized in Tab. 10 where the values of the relative electrical permittivity correspond to a
frequency f = 1800MHz and have been obtained from a special purpose online database. A dipolar type source is localized near
the right ear of the head yielding a current of the form
Jz = z0δ(x− xs), (28)
where z0 is the free space intinsic impedance, δ is Dirac delta function and xs = (−0.100, 0.025, −0.015) the localization point of
the source.
FIGURE 6 Exposure of head tissues to a localized source radiation: coarse/fine tetrahedral meshes (left/right).
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# Elements # Faces hmin (m) hmax (m) hmax/hmin
Coarsemesh (M1) 366, 208 733, 856 4.05e−4 4.54e−2 112
Finemesh (M2) 1, 853, 832 3, 713, 424 1.59e−3 2.48e−2 15
TABLE 9 Exposure of head tissues to a localized source radiation: characteristics of coarse and fine tetrahedral meshes.
Vacuum Skin Skull CSF Brain
ε 1.00 38.66 11.60 68.25 43.88
σ (S·m−1) 0.00 1.18 0.27 2.28 0.97
λ (mm) 166.67 26.79 48.90 20.16 25.14
ρ 1.00 1, 100.00 1, 200.00 1, 000.00 1, 050.00
TABLE 10 Exposure of head tissues to a localized source radiation: electromagnetic parameters of head tissues and vacuum.
6.4.1 SAR computations
The number of degrees of freedom for the electromagnetic (EM) andΛ fields for a uniformP1 interpolation order are summarized in
Tab. 11 for bothmeshes. The corresponding figures for a uniform P2 interpolation order are given in Tab. 12. Fig 7 show the contour
lines of the local SAR normalized by themaximal local SAR (in logarithmic scale) obtained with the HDG-P1 method. Fig reffig:SAR-
P2 show the contour lines of the local SAR normalized by the maximal local SAR (in logarithmic scale) obtained with the HDG-P2
method. Note that the scale is the same for all pictures in Figs 7 and 8.
# Elements # Faces # DoFs EM #DoFsΛ
Coarsemesh (M1) 366, 208 733, 856 8, 788, 992 4, 804, 110
Finemesh (M2) 1, 853, 832 3, 713, 424 44, 491, 968 23, 467, 536
TABLE 11 Exposure of head tissues to a localized source radiation: number of degrees of freedom for the electromagnetic (EM) and
Λ fields - HDG-P1 method.
6.4.2 Acuracy and performance assessment with a non-uniform interpolation order
In section 6.4.1, we have used a uniform interpolation order P1 or P2 in the simulations. Now, we illustrate the potential computa-
tional savings resulting from the use of a locally defined interpolation order. The strategy considered here is a first step towards the
exploitation of p-adpativity relying on an a posteriori error estimator. Instead, we adopt here a very simple accuracy criterion. We
could fix a minimum, maximum and average number of points per wavelength to decide upon the appropriate value of the interpo-
lation order to be used in the simulation for a given unstructured tetrahedral mesh, as a function of hmin and hmax, but this would not
be very relevant because of the great disparity of size in themesh fromone element to another. For instance, in the coarsemesh the
ratio hmax/hmin is too high to exploit such a strategy, see Tab. 9. However, our implementation of the HDG method is able to work
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FIGURE 7 Exposure of head tissues to a localized source radiation: contour lines of the local SAR normalized by the maximal local
SAR (logarithmic scale) on skin, skull and brain for the coarsemesh (top) and the finemesh (bottom) - HDG-P1 results.
# Elements # Faces # DoFs EM #DoFsΛ
Coarsemesh (M1) 366, 208 733, 856 21, 972, 480 9, 608, 220
Finemesh (M2) 1, 853, 832 3, 713, 424 111, 229, 920 46, 935, 072
TABLE 12 Exposure of head tissues to a localized source radiation: number degrees of freedom for the electromagnetic (EM) andΛ
fields - HDG-P2 method.
FIGURE 8 Exposure of head tissues to a localized source radiation: contour lines of the local SAR normalized by the maximal local
SAR (logarithmic scale) on skin, skull and brain for the coarsemesh (top) and the finemesh (bottom) - HDG-P2 results.
with a non-uniform (i.e., element-wise) interpolation order. This allows us to fix a minimum number of points per wavelength and
adapt locally the interpolation order. This yields a discretization strategy that we refer to as HDG-Plocal method.
We present numerical results obtained for the HDG-Plocal method. We adopt an order distribution that allows us to obtain a
minimum of 9 points per wavelength whatever the mesh under consideration. Note that the minimum of 9 points per wavelength
has been fixed arbitrarily. The algorithm used for the order distribution in practice is described in Algo. 14. Once the interpolation
order is fixed for each tetrahedron, the interpolation order for a triangular face is defined as the maximum between the orders
in each element attached to this face. The interpolation order in the elements defines the number of degrees of freedom for the
electromagnetic field while the interpolation order on faces define the number of degrees of freedom for the hybrid variableΛ. The
22
resulting order distribution, for a minimum of 9 points per wavelength, and the associated numbers of degrees of freedom for the
electromagnetic andΛ fields are summarized in Tabi. 15 for bothmeshes.
All the simulations discussed in this sectionhavebeenperformedon theOccigen systemusing thePDE-basedSchwarz algorithm.
Peformance results for the HDG-P2 and HDG-Pploc methods using meshM2 are summarized in Tab. 13. These results clearly show
the advantage of using a locally adapted inerpolation order strategy in terms of reduction of the overall wall clock time.
TABLE 13 Exposure of head tissues to a localized source radiation:: strong scalability analysis, Schwarz algorithm with PaStiX as a
local solver.
HDGmethod # cores # iter Fact. Time Sol. Time Wall time Speedup
HDG-P2 384 52 21.1 sec 255.6 sec 278.4 sec 1.00
- 768 65 6.5 sec 142.4 sec 149.6 sec 1.85
- 1536 78 2.5 sec 79.2 sec 82.4 sec 3.40
HDG-Pploc 192 42 51.0 sec 288.1 sec 341.0 sec 1.00
384 54 13.7 sec 159.6 sec 174.1 sec 1.95
- 768 60 4.5 sec 84.7 sec 89.6 sec 3.80
- 1536 74 1.6 sec 52.0 sec 53.9 sec 6.35
Fig. 9 summarizes the obtained results for HDG-P1, HDG-P2 and HDG-Plocal (9 points per wavelength) methods by representing
the contour lines of the local SAR normalized by the maximal local SAR in selected planes for each method and mesh, on a single
figure. We can observe that the results obtained for the uniform interpolation order P1 and the local interpolation orders for a
minimum number of 9 points per wavelength are very close. Despite the fact that the minimum number of points per wavelength is
9 in both case, i.e., for the coarse and finemeshes, the results obtained for the coarsemesh seems to be slightly different from those
obtained for the coarse mesh. This is due to the fact that the coarse mesh does not describe the geometrical model of head tissues
with sufficient accuracy compared to the finemesh. Note that this behavior seems in line with the order distribution, see Tab. 15.
7 CONCLUSION
In this paper, we have given an up-to-date picture of the development of a recently introduced hybridized DG formulation further
adpated to the solution of the system of 3d time-harmonicMaxwell equations.We have presented results from realistic 3d simula-
tions illustrating the capabilities of the proposed high orderDD-HDG solver.We are currentlyworking on several topics to enhance
the capabilities of the proposedmethodology. One of them is concernedwith the possibility to adapt locally the interpolation order
in the HDG method, based on an a posterori error estimator. Improving the numerical scalability and overall performance of the
MaPHyS algebraic domain decomposition solver is also one of our main objectives in the short-term. Indeed, the current imple-
mentation of the Schwarz preconditioner in MaPHyS assumes classical Dirichlet-type interface conditions that are not adapted
to matrix operators resulting from the discretization of the Maxwell equations. We thus consider the possibility of extending the
MaPHyS approach by leveraging user-supplied discrete interface operators well suited to the underlying physical problem (i.e., in
the present case, HDG-compliant forms of (22)). Besides, a detailed assessment of the combinedMPI+thread parallelism will allow
to better characterize the best usage configurations for the MaPHyS algebraic solver, especially when simulating more realistic
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! Variables and arrays definitions
iCell : current cell
nCell : total number of cells
c0 : speed of light in vacuum (m/s)
eps(1:nCell) : relative permittivity of the current cell
mu(1:nCell) : relative permeability of the current cell
freq : frequency (Hz)
distMax(1:nCell) : max. distance between two vertices of the current cell
ptsEdge(1:4) : number of points per edge as function of interpolation order
(ptsEdge(1)=2, ptsEdge(2)=3, ptsEdge(3)=4 and ptsEdge(4)=5)




doLoop : DO k=1,4






TABLE 14 Exposure of head tissues to a localized source radiation: interpolation order distribution algorithm for the HDG-Plocal
method.
# Elements # Faces # DoFs EM #DoFsΛ
Coarsemesh (M1) 366, 208 733, 856 18, 010, 230 7, 537, 090
P1 238, 975 (65%) 462, 235 (63%) 5, 735, 400 2, 773, 410
P2 54, 525 (15%) 95, 390 (13%) 3, 271, 500 1, 144, 680
P3 69, 615 (19%) 166, 793 (23%) 8, 353, 800 3, 335, 860
P4 3, 093 (1%) 9, 438 (1%) 649, 530 283, 140
Finemesh (M2) 1, 853, 832 3, 713, 424 49, 312, 008 24, 352, 518
P1 1, 720, 087 (93%) 3, 368, 875 (91%) 41, 282, 088 20, 213, 250
P2 133, 658 (7%) 344, 289 (9%) 8, 019, 480 4, 131, 468
P3 87 (0%) 260 (0%) 10, 440 7, 800
P4 0 (0%) 0 (0%) 0 0
TABLE 15 Exposure of head tissues to a localized source radiation: inerpolation order distribution for the HDG-Plocal method with
aminimum of 9 points per wavelength.
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FIGURE 9 Exposure of head tissues to a localized source radiation: contour lines of the local SAR normalized by the maximal local
SAR (logarithmic scale) in selected planes for the coarsemesh (top) and the finemesh (bottom) - From left to rightHDG-P1, HDG-P2
andHDG-Plocal results.
problems such as the second problem considered here. Finally, a weak scalability analysis will allow to assess the largest problems
that can be solvedwith the proposedmethodology.
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