Using inductive reasoning this paper develops a framework for the Structural Equation Modeling based context sensitive Data Fusion of technology indicators in order to produce Technology Forecasting output metrics. Data Fusion is a formal framework that defines tools, as well as the application of these tools, for the unification of data originating from diverse sources. Context sensitive Data Fusion techniques refine the generated knowledge using the characteristics of exogenous context related variables, which in the proposed framework entails non-technology related metrics. Structural Equation Modeling, which is a statistical technique capable of evaluating complex hierarchical dependencies between latent and observed constructs, has been shown to be effective in implementing context sensitive Data Fusion. For illustrative purposes an example model instantiation of the proposed framework is constructed for the case of the National Research and Education Network technology domain using knowledge gained through action research in the South African National Research Network, hypotheses from peer-reviewed literature and insights from the Trans-European Research and Education Network Association's annual compendiums for National Research and Education Network infrastructure and services trends. This example model instantiation hypothesizes that a National Research and Education Network's infrastructure and advanced services capabilities are positively related to one another, as well as to the contextual influence it experiences through government control. Also, positive relationships are hypothesized between a National Research and Education Network's infrastructure and advanced services capabilities and its usage, which is defined as the technology forecasting output metric of interest for this example. Data from the 2011 Trans-European Research and Education Network Association compendium is used in the Partial Least Square regression analysis of the example model instantiation, which confirms all hypothesized relationships, except the postulation that a National Research and Education Network's infrastructure and advanced services capabilities are positively related. This latter finding is explained 3 by observing the prevalence of technology leapfrogging in the National Research and Education Network global community.
5 regression techniques is their explicit assumption that all dependent and independent variables are directly observable [13] . This assumption implies that all variables' values can be directly obtained from real-world sampling experiments [13] . As such, any variables that cannot be directly observed need to be considered unobservable and have to be excluded from first generation regression models [13] . However, such unobservable variables, commonly referred to as latent constructs, are supported by SEM. Steinberg postulated that SEM is ideally suited to implement context sensitive DF [12] [15] .
Not only does SEM support the complex structural models used in situation state estimation (as is required in TF), it also allows for non-linear and non-Gaussian factors and cyclical dependencies amongst model variables that can be either latent or directly observable [12] .
According to Sohn and Moon [16] most TF techniques rarely take into account the structural relationships amongst technology indicators and TF output metrics. SEM, however, provides an advantage over these limited TF techniques by allowing for the modeling of complex hierarchical relationships between technology indicators and TF outputs metrics. Sohn and Moon [16] have shown that SEM, which can be viewed as a generalization of factor and path analysis methods such as Bayesian Networks [12] , can successfully implementing TF of the Technology Commercialization Success Index (TCSI) TF output metric.
An NREN is a specialized broadband network connectivity and service provider that explicitly caters for the needs of the research and education communities of a country [18] . In some instances, NRENs also service the needs of other public sector entities, such as hospitals, municipalities and libraries.
Typically, one NREN is present per country (for example SANReN [19] in South Africa and the Joint Academic Network (JANET) in the United Kingdom), although separate NREN entities could potentially exist to service distinct in-country research and education sectors or geographic areas, for example the Energy Sciences Network (ESnet) and Kansas Research and Education Network (KanREN) in the United States [18] . NREN's are built primarily on fiber optic cabling infrastructure and provide researchers, educators and students with unparalleled connectivity speeds and advanced 6 services at a fraction of the price of commercial network providers [18] . These networks are currently experiencing rapid technology driven changes, resulting in evolving business models, innovative infrastructure solutions and service offerings, as well as increased international collaboration [20] [18] .
The objectives of this paper are twofold: Firstly, the paper builds on the work of Steinberg [12] [15] , as well as Sohn and Moon [16] , by proposing a framework for the SEM based DF of technology indicators in order to produce TF output metrics. The proposed framework is an evolved and improved version of the framework first proposed in [17] . Secondly, application of the proposed framework is illustrated by through the use of a model instantiation example in the NREN technology domain. The proposed NREN example model instantiation was constructed using insights gained through action research in the South African National Research Network (SANReN) [19] , insights from Trans-European Research and Education Network Association's (TERENA) NREN compendium for 2012 on global NREN infrastructure and services trends [18] , as well as hypotheses and postulations in peer-reviewed literature. It is important to view the example NREN model instantiation presented in this paper as a mere illustrative example of the use of the proposed framework, not as a definitive platform for TF in the NREN domain.
The paper is structured as follows: Firstly, a theory review is presented on the use of SEM for context sensitive DF and the use of SEM in TF, as well as taxonomy of technology indicators and forecasting output metrics. An evolved version of the framework for SEM based DF for TF proposed by Staphorst, Pretorius and Pretorius in [17] is then developed through inductive reasoning. The example NREN model instantiation of the framework is then presented, including the definition of a number of research propositions relevant to this example model instantiation. This is followed by a quantitative evaluation of the example model instantiation using cross-sectional data extracted from TERENA's NREN compendiums for 2011 [20] , including an evaluation of the research propositions defined for the example model instantiation. Lastly, the paper presents an evaluation of the reliability and the validity of the example NREN model instantiation. 7 
Theory and Framework Development
Steinberg postulated that SEM is one potential statistical tool that lends itself naturally to implement DF, with the added benefit that it allows for the inclusion of context sensitivity during the solving of DF inferencing problems [12] [15] [16] . Sohn and Moon showed in [16] that SEM can be used as a regression technique to evaluate a multi-layered hierarchal model through progressive aggregations and refinements of input technology indicator data in order to produce a reliable statistical estimate of a TF output metric [17] . In the following subsections it will be shown that, through inductive reasoning, Soon and Moon's [16] use of SEM for TF and Steinberg's use of SEM to implement context sensitive DF [12] can be combined to develop a framework for SEM based DF for TF. This was first proposed by Staphorst, Pretorius and Pretorius in [17] .
Structural Equation Modeling for Context Sensitive Data Fusion
Within SEM theory distinction is made between exogenous and endogenous latent constructs, with the former being variables that are not explained by the internal interrelationships embodied by the model and therefore always act as independent variables [13] . Due to its generality, SEM terminology does not refer to regression analysis' dependent and independent variables, but rather only to exogenous constructs, which are independent variables that are not functions of any relationship in the model, as well as endogenous constructs, which are either dependent or independent variables that are explained by the relationships with other dependent and/or independent variables present in the model.
With reference to the indicators measured as proxies to represent latent constructs, such latent constructs can be classified as follows [13] : A latent construct with reflective indicators is one in which all measured indicator proxies, also commonly referred to as factors, are expected to have high correlations to the latent construct, as well as other potential reflective indicators, Therefore it will have the ability to represent the variance in the unobserved variable sufficiently. In contrast, latent constructs with formative indicators are those that are represented by a weighted combination of 8 indicators that are not highly correlated to either the latent construct itself, or the other formative indicators included in the weighted combination. The formative indicators of a latent construct can therefore be seen as representing different dimensions of this construct.
Although Jöreskog in 1973 [14] originally proposed that the parameters of a SEM model be estimated using covariance based techniques, of which the LISREL program that was developed by Jöreskog in 1975 is arguably the most popular, variance based techniques, also commonly referred to as component based techniques, have also gained popularity [13] . Partial Least Squares (PLS), which was first introduced by Wold [21] as Non-linear Iterative Partial Least Squares (NIPALS), is one such variance based technique [13] . While covariance based techniques attempt to minimize the difference between the sample covariance values and those predicted by the regression model, which is equivalent to estimating the model parameters such that the covariance matrix of the observed measurements is reproduced, PLS regression, which is also sometimes referred to Projections to Latent Structures, focuses on maximizing the variance of the dependent variables explained by the independent variables [13] .
It is common practice in SEM to represent models using path diagrams that depict the exogenous and endogenous constructs, the path coefficients of interconnections between these constructs, reflective and formative indicators, as well as the loadings of these indicators on constructs [17] . Graphically any SEM path diagram can be condensed into layered groupings of constructs, as is shown in Fig. 1 [17] . While the groupings and layering of these groupings can be done based on any arbitrary set of criteria, this paper's proposed of use of SEM to implement context sensitive DF for TF warrants distinct groupings of exogenous and endogenous constructs, representing context and technology related constructs, respectively. Furthermore, it is proposed that the layering of the groupings is performed in such a manner that context and technology related constructs of a similar nature or complexity occupy the same DF layer. 9
Fig. 1: Grouping and Layering of Constructs in a SEM Path Diagram
Recall that DF is essentially a framework for the multi-layered refinement of estimates of problem variables from multiple measurements, either directly or indirectly observable [12] . The Joint Directors of Laboratories' Data Fusion Group (JDL/DFG) recognized that, in a military environment, DF entails the progressive aggregation and refinement of sensor data in order to produce quality tactical knowledge [12] . In an attempt to standardize the structure of the multi-layered DF process across all possible military applications and implementations, the JDL/DFG defined the following six levels of processing [12] : Level 0 involves signal/feature/subject assessment, level 1 involves object assessment, level 2 involves situation assessment, level 3 involves impact assessment, level 4 involves process refinement and level 5 involves user refinement.
While these JDL/DFG DF level definitions are not appropriate for the use of DF in TF, the concept of multi-layered progressive aggregation and refinement of measurement indicator data is core to this paper's proposed framework. Hence, Fig. 2 depicts a more generalized context sensitive DF framework that supports N levels of aggregation, with N an integer that represents the user of the framework's required number of levels of aggregation and refinement. Applicable context related information can be incorporated into the aggregation and refinement process at any of the N levels of DF processing.
By noting that SEM is capable of the simultaneous modeling of relationships among multiple dependent and independent constructs, Steinberg [12] postulated that SEM is one potential statistical tool that lends itself naturally to implement DF. Moreover, based on the following argumentation Steinberg [12] showed that SEM allows for the inclusion of context sensitivity during the solving of DF inferencing problems: Firstly, Steinberg [12] defined a situation, or a context, as a set of relationships, where a relationship can be viewed as a specific instantiated relation. In general, context is used in DF inferencing problems in order to refine ambiguous estimates, explain available data and constraint processing during data acquisition, cueing or fusion [12] . Next, Steinberg harmonized DF and SEM terminology by noting that DF problem variables are in fact SEM endogenous constructs, context variables can be viewed as SEM exogenous constructs and classic DF sensor measurements are the reflective and formative indicators present in SEM.
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Fig. 2: Generalized Framework for Context Sensitive DF
Technology Indicators and Forecasting Output Metrics
According to Porter and Cunningham [22] technology indicators employ empirical information to estimate technology characteristics that affect technological advance and successful commercialization. Watts and Porter [23] state that technology indicators are empirical measures stemming from models of technological innovation and progression, such as the S-curve. Nyberg and Palmgren [4] expands on these definitions by describing technological indicators as those indices or statistical data that allow for the direct characterization of characteristics of technology throughout their life cycles in order to allow decision makers to take strategic actions. Such indicators can in general be divided into three major categories based on their intended function: input indicators, byput 12 indicators and output indicators [4] [24] . Grupp [24] states that input indicators are variables related to drivers of technological progress, byput indicators are variables that are related to sub-phenomena of the technological progress and output indicators are variables related to the qualitative, quantitative or value-rated progress in process or product development [4] .
As depicted in Fig. 3 input, byput and output technology indicators can be grouped based on similar characteristics or complexity. Furthermore, complex relationships can exist between input, byput and output technology indicators. For the purposes of this paper it is assumed that input technology indicators drive technology processes at Level 0, byput technology indicators indicate sub-phenomena between Level x-1 and Level x for x = 1, 2, 3,…, N-1, and output technology indicators indicate product or process related progress at Level x for x = 1, 2, 3,…, N-1.
Fig. 3: Relationships between Input, Byput and Output Technology Indicators
A wide variety of sources exist that can be used to harvest technology indicators, ranging from patent databases and scientific publications [22] , through to the rumor mill and financial market indicators [4] . In monitoring and mining these potential sources of technical indicators, bibliometrics have 13 emerged as one of the most popular set of quantitative techniques [4] . Bibliometrics uses counts of citations, publications or patents to produce indicators of technological progress in a specific technology domain [4] .
Various frameworks have been proposed for the systematic categorization of technology indicators. In [4] Nyberg and Palmgren presents a succinct summary of the frameworks proposed by Watts and
Porter [23] , Grupp [24] and Chang [26] , which is repeated here: The Watts and Porter [23] framework consists of the following three categories:
• Technology Life Cycle Status Indicators: Based primarily on the S-curve, these metrics determine the level of progress of a technological development along its life cycle, as well as the growth rate of the technology [4] .
• Innovation Context Receptivity Indicators: These indicators gauge the sufficiency of supporting technology, as well as the development of standards and regulations surrounding the technology under investigation [4] .
• Market Prospect Indicators: The potential commercial payoffs of the technology are considered by this type of indicator. Of specific importance with these indicators are factors such as technology application areas, intellectual property and market competitiveness [4] .
Although Grupp was the instigator of the general function based classification of technology indicators into input, byput and output indicators [24] , he originally referred to these three types of indicators based on the stage in the technology's life cycle at which the measurement was performed:
• Resource Indicators: This input indicator type measures the various possible expenditures on research, development and innovation [4] .
• Research and Development (R&D) Results
Indicators: This is the output indicator type, which measures qualitative, quantitative, or value rated advances in production processes or products [4] .
• Progress Indicators: Indicators of this type, for example the technometric indicator [24] that measures the number of features or product specifications, are byput metrics that measures sub-phenomena of the technological progress [4] .
The Technology Indicator Ontology (TIO) proposed by Chang [26] divides technology indicators into the following two broad groupings, each with a number of sub-groups:
• Technology Development Indicators: This broad grouping includes measures that track the development, change, progress and trend of a technology from a technological perspective [4] .
• Market Development Indicators: This broad grouping includes all indicators related to the market development and potential application areas of the technology, including sales, investment and industrial applications [4] .
The proposed framework for SEM based DF for TF allows for the use of any of the above stated types of technology indicators as latent or formative indicators for endogenous and exogenous constructs in the model. More specifically, input technology indicators are used with exogenous constructs.
Conversely, bypass and output indicators are used for endogenous constructs. The TF output metrics, which will be used by decision makers to drive strategic action, consist of output metrics related to endogenous constructs in the SEM model. External environment related indicators contributing to exogenous constructs that realize context sensitivity in the DF process could also include technology indicators. For example, Sohn and Moon [16] used the Technology Commercialization Success Index (TCSI) metric, which is an example of a market prospect indicator in the framework proposed by Watts and Porter [23] , as the primary TF output metric for their SEM model.
Proposed Framework for SEM Based DF for TF
Sohn and Moon showed in [16] that SEM can be used as an effective regression technique to evaluate a multi-layered hierarchal model through progressive aggregations and refinements of input technology indicator data in order to produce a reliable statistical estimate of the TCSI TF output metric. By extending Soon and Moon's [16] use of SEM for TF through Steinberg's use of SEM to implement context sensitive DF [12] , this paper proposes the framework depicted in Fig In this framework multi-layered aggregation and refinement of technology and context related information is accomplished by the processing performed at DF Levels 0 through N-1, where N is user selected. The number of levels N will be determined not only by the complexity of the technology domain under consideration, but also by time and cost constraints. Also, potential diminishing returns resulting from additional levels of aggregation and refinement will also be determining factors in defining N. [24] and context related indicators [12] are used as inputs to technology related endogenous constructs and context related exogenous constructs, respectively. Note that the use of bi-directional interconnections between indicators and constructs, as well as between multiple constructs, is based on the SEM path diagram conventions defined in [25] . This illustrates that positive or negative correlation can exist between constructs, as well as the fact that indicators can be either reflective or formative in nature.
Input technology indicators [4]
To gain insight into the functioning of this framework, consider the aggregation and refinement that occur in progressing from DF Level 0 to DF Level 1: Regression analysis outputs generated for the technology related exogenous constructs at DF Level 0 contribute formatively or reflectively to technology related endogenous constructs at DF Level 1. Regression analysis outputs for the context related exogenous constructs of DF Level 0 contribute to context related exogenous and technology related endogenous constructs at DF Level 1. The regression analysis results produced at DF Level 1 for context related exogenous constructs can also contribute to technology related endogenous constructs at this same level. Technology indicators for the technology related constructs at DF Level 1 could potentially be selected as the TF output metrics, or could simply be byput technology [4] [24] indicators if additional DF levels are required for further aggregation and refinement. The aggregation and refinement achieved by moving from DF Level x-1 to DF Level x, for x = 1, 2, 3,…, N-1, follows a similar interconnection structure as the progression from DF Level 0 to DF Level 1, with the exception that now constructs at DF Level x-1 contribute to constructs at DF Level x.
Fig. 4: Proposed Framework for SEM Based DF for TF
Construction and Utilization of a Model Instantiation of the Framework
Constructing a model instantiation of Fig. 4 's proposed framework for SEM based DF for TF (referred to as SEM model building in the remainder of this study), involves firstly defining an appropriate set of technology related endogenous constructs and context related exogenous constructs, with relevant technology and context related measurement indicators, respectively, which reflects the fundamental characteristics of the technology domain under investigation. This is then followed by defining a set of hypothesized relationships between these constructs, emanating from theory, action research, colloquial knowledge or speculation. The last stage in the SEM model building exercise involves using empirical data, captured for the each of the technology and context related measurement indicators, in a PLS regression analysis [37] in order to determine the significance (including indicator loadings) of these measurement indicators, as well as the significance (including the path coefficients) of the defined set of hypothesized relationships.
Exploratory research efforts that make use of SEM frequently terminate at this final stage of SEM model building, as the research objectives for such studies typically involve testing the significance of the hypothesized relationships in the model instantiation [37] . In the case of the proposed framework for SEM based DF for TF, such hypothesis testing could prove especially useful in determining the impact of changing contextual factors, such as technology policy decisions, on the technology related endogenous constructs defined for the technology domain under investigation. As such, the proposed framework effectively provides one with a capability to forecast the relational influence between technology related endogenous constructs and context related exogenous constructs.
A model instantiation of the proposed framework, constructed using the SEM model building process described above, can also be used to forecast TF output metrics through a process best referred to as SEM post-processing [37] . This process involves populating the structural equations defined by the SEM model instantiation with the known context and input/byput technology indicator data from a single metric measurement snapshot and solving these equations to determine the unknown TF output metrics by calculating their associated output technology indicator values. The NREN model instantiation example detailed in the following subsections, constructed using the model building process described in Section 2.4, was created using insights captured in TERENA's NREN compendium for 2012 [18] , knowledge gained through action research [28] performed by the authors during their involvement with the management and operations of SANReN [19], as well as hypotheses presented and tested in peer-reviewed literature. It is an improved version of the example NREN model instantiation originally proposed and analyzed in [27] . Note that the use of this example NREN model instantiation to performed TF in this study, presented as part of the analysis results discussed in Section 4, was limited to forecasting the relational influence between technology related endogenous constructs and context related exogenous constructs. Forecasting of TF output metrics using SEM post-processing of the example NREN model instantiation will be considered during future research. driven governance through to no government driven governance [18] [25] . The range of institutions that the NREN is mandated to connect can vary from only type of institutions, such as universities, to a suite of various types of institutions, such as research organizations, universities, schools, etc. [18] .
Constructing an Example NREN Model Instantiation of the Framework
Overview of the Example NREN Model Instantiation
A positive relation between Government Influence over the NREN (ξ 1 ) and NREN Infrastructure Capacity (η 1 ) is postulated and represented by the path coefficient γ 1 . This relation was derived from the notion that government intervention is required at various points in the NREN value chain, such as infrastructure funding, policy definition, regulation, etc. in order to ensure that an NREN successful matures in terms of the connectivity and advanced services that it provides [32] [33] .
It is important to note that additional context related measurement indicators and constructs from the political, economic, sociological, legal and environmental domains can be added to a model instantiation such as this example NREN model instantiation in order to potential improve the model's ability to forecast output technology metrics. However, given that this example NREN model instantiation was tested using the data available from the 2011 TERENA NREN compendium, the context related measurement indicators were limited to those associated with the Government Influence over the NREN (ξ 1 ) construct. Capability (η 2 ) is represented by the path coefficient β 1 . This relationship emanates from the postulation in [33] that an NREN requires an advanced infrastructure capability in order to be able to deliver a portfolio of advanced services.
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While no exogenous context related construct is defined for data fusion Level 1, it is postulated that the Level 0's Government Influence over the NREN (ξ 1 ) is positively related to the NREN's ability to deliver advanced services [18] . This relationship is captured in the SEM model of Fig. 5 by means of path coefficients γ 2 . The postulated relationship is based on the reasoning in [32] [33] that government intervention is required at various points in the NREN value chain in order to ensure that an NREN successful matures in terms of the advanced services portfolio that it provides. Level 2 in the example model instantiation focuses on the utilization of the NREN, which is frequently used as a proxy to measure the impact that an NREN creates in its beneficiary communities [18] [19], as well as the Return of Investment (ROI) of the funders of the NREN [34] . A single context related exogenous construct, entitled NREN Core Traffic Level (η 3 ), which represents the bandwidth usage in the core network of the NREN, is used to represent the utilization of the NREN [18] [20]. This construct is directly measure by means of the reflective measurement indicator NREN Core Traffic Level (Y 4 ), with indicator loading λ y4 . This measurement indicator is also the technology forecasting output metric for the example NREN model instantiation.
Postulated positive relationships between NREN Infrastructure Capability (η 1 ) and NREN Core Traffic
Level (Y 4 ), as well as between NREN Advanced Services Capability (η 2 ) and NREN Core Traffic Level (Y 4 ), are represented by path coefficients β 2 and β 3 , respectively. The positive relationship between infrastructure capability and network utilization (i.e. core network traffic level) is supported in [31] . In [32] [33] it is postulated that the maturity of the advanced service portfolio is a driver in the utilization of broadband networks, thereby justifying the positive relationship between the advanced services capability and network utilization.
Research Propositions for the Example NREN Model Instantiation
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The postulated relationships between constructs in Fig. 5 's example NREN model instantiation give rise to the set of research propositions below, which are evaluated in Section 4.3. These research propositions' association with the various paths defined in the example NREN model instantiation is detailed in Fig. 5 , as well as Table 3 .
• Research Proposition H1: The NREN's infrastructure capability is positively related to the level of government influence over the NREN. This hypothesis stems from notion that government influence is required in order to ensure that an NREN is successful in maturing its infrastructure capability [32] [33] .
• Research Proposition H2: The advanced services capability of the NREN is positively related to the NREN's infrastructure capability. This hypothesis is supported by the postulation in [33] that an NREN requires an advanced infrastructure capability in order to be able to deliver a portfolio of advanced services.
• Research Proposition H3: The advanced services capability of the NREN is positively related to the level of government influence over the NREN. This hypothesis stems from notion that government influence is required in order to ensure that an NREN is successful in maturing its advanced services portfolio [32] [33] .
• Research Proposition H4: The level of core network traffic in the NREN is positively related to the infrastructure capability of the NREN, as postulated in [31] . 
Analysis Results for the Example NREN Model Instantiation
NREN Governance Mode (X 1 )
Extracted from the online profiles of the respondent NRENs of the 2011 compendium [20] using following the scaling:
• The NREN is a government agency or part of a ministry = 3
• Government appoints at least half of the NREN's governing body = 2
• Indirect relationship between the NREN and government = 1 Total number of positive answers to the following questions in In this study the SmartPLS [36] freeware software package was employed to realize the example NREN model instantiation of Fig. 5 and calculate all loadings and path coefficients through PLS regression. SmartPLS was configured to normalize all indicator data, as a variety of scaling approaches and ranges was used by TERENA in collecting the original data. SmartPLS was also used to evaluate the reliability and validity test criteria defined in [17] with the results discussed in Section 4.2. Note that only 28 NRENs provided all of the survey inputs in order to calculate the indicator inputs according to Table 1 . Hence missing data was flagged and SmartPLS configured to use a mean replacement algorithm to compensate for this [36] .
Measurement Indicator and Path Coefficient Results
The reporting of the PLS regression results for the example NREN model instantiation, presented in the following subsections, was based on the reporting standard defined by Vinzi, Chin, Henseler and Wang [37] . According to this reporting standard, the PLS regression results for the measurement portion of the SEM path diagram, consisting of the loadings for all of the measurement indicators in the model, are reported first, followed by the PLS regression results for the structural portion of the SEM path diagram, consisting of the path coefficients for all interrelationships between constructs.
Measurement Portion SEM Regression Results
The indicator loadings for the measurement portion of the example NREN model instantiation, determined using SmartPLS [36] , are listed in Table 2 . Although these loadings were not used directly 26 in order to evaluate the research propositions stated in Section 3.2, a detailed investigation thereof was crucial in order to determine those reflective indicators that did not comply with the minimum Indicator Reliability level of 0.4 (see Section 4.2.1). π y2 = 0.737
NREN Advanced Services Capability (η 2 )
Reflective NREN Advanced Services Capability
NREN Core Traffic Level (η 3 )
Reflective NREN Core Traffic Level (Y 5 ) λ y4 = 1.0
Structural Portion SEM Regression Results
The path coefficients for the structural portion of the example NREN model instantiation, which were determined using SmartPLS [36] , are listed in 
Reliability and Validity Analysis for the Example NREN Model Instantiation
Similar to the reporting standard for SEM indicator loading and path coefficient results Vinzi, Chin, Henseler and Wang [37] suggest that the reporting of reliability and validity test results first considers the measurement portion, which include Indicator Reliability, Construct Reliability and Convergent
Validity [17] . This is then followed by the structural portion, which includes Coefficients of Determination, Path Coefficient Significance and Predictive Validity [17] . The reasoning behind this approach is that a lack in confidence in the accuracy and representivity of the measurement indicators in a model instantiation negates the need to test the reliability and validity of the structural portion [37] .
Measurement Portion Reliability and Validity Results
This subsection details the reliability and validity test results, determined using SmartPLS [36] , for the measurement portion of the SEM for the example NREN model instantiation, based on the metrics defined in [37] and detailed in [25] . Table 4 presents the Indicator Reliability judgment [25] , Construct
Reliability [25] and Convergent Validity [25] test results. The Indicator Reliability test [25] , which gives an indication of the level of variance in the measurement indicator that can be explained by its associated latent construct [25] , revealed that none 29 of the reflective indicators exhibited a loadings less than 0.4 during a first-run PLS regression SEM analysis. As a result, no reflective indicators had to be removed and all subsequent SEM analyses could be performed on the model instantiation as is. All formative indicators were retained regardless of their loadings, since the concept of Indicator Reliability is not applicable to formative indicators. This is because these indicators can exhibit low correlation with their associated latent constructs, but still contribute significantly to their overall variance [37] .
Construct Reliability [25] , which considers whether the set of reflective indicators associated with a latent construct jointly measure it adequately [37] , employs both the classic Cronbach's Alpha metric [37] and the more contemporary Composite Reliability measure [38] . This study's final judgment on the adequacy of a set of reflective indicators to measure their related latent construct was based on the requirement that the Composite Reliability measure needs to exceed a minimum level of 0.6 [37] . As is clear from Table 4 the only latent construct with reflective indicators present in the model was Government Influence over the NREN (ξ 1 ), which complied with this requirement for Composite
Reliability [38] .
Convergent Validity considers the correlation between responses obtained by maximally different methods of measuring the same construct [37] . It is determined through the Average Variance Extracted (AVE) metric [25] [38] , which measures the variance of each latent construct's reflective indicators (as captured by the construct itself) relative to the total measured variance. Measured against the study's elected threshold value of 0.5 for this metric [25] , it can be concluded from Table   4 's results that the reflective indicators of the only latent construct Government Influence over the NREN (ξ 1 ) exhibited a sufficient AVE level, indicating that for this construct the majority of the total variance measured was due to indicator variance and not due to measurement error.
Discriminant Validity for the measurement portion of a SEM model considers the level of dissimilarity in the measurements obtained by the measurement tool for different constructs [37] . A necessary 30 condition to achieve Discriminant Validity requires that the shared variance between a latent construct and its indicators (determined by taking the square root of it AVE) exceeds the shared variance between this latent construct and any other latent constructs. Since the example NREN model instantiation only had one latent construct with reflective indicators, namely Government Influence over the NREN (ξ 1 ), this test was unnecessary.
Structural Portion Reliability and Validity Results
The results for the reliability and validity tests for the structural portion of example NREN model instantiation, based on the metrics defined in [37] and detailed in [25] , are presented in this subsection. As with covariance based multiple regression techniques, the quality of the structural portion of a model instantiation can be investigated by means of a bootstrapping procedure [37] in order to determine the significance levels of the path coefficients. The significance of path coefficients (also sometimes referred to as Goodness-of-Fit) can be tested via asymptotic t-statistics. From Table 5 's Path Coefficient Significance test results, obtained using SmartPLS's bootstrapping function [36] configured to generate 500 sets of subsamples from the 61 cases in the original sample, the only path that exhibited a p-value larger than the maximum acceptable significance level of α = 0.10 was NREN Infrastructure Capability (η 1 ) → NREN Advanced Services Capability (η 2 ). Hence, this path was deemed insignificant. The Coefficients of Determination (R 2 ) reflect the share of an endogenous construct's variance explained by related endogenous or exogenous constructs [37] . The test results given in Table 6 32 revealed that the interrelationships between the endogenous latent constructs and their related constructs produced explained variances exceeding the minimum level of 0.1 [25] . Also, interrelationships with the NREN Advanced Services Capability (η 2 ) endogenous latent construct were deemed to be strong, since the R 2 for this construct exceeded 0.7 [25] . Interrelationships with the NREN Core Traffic Level (η 3 ) endogenous latent construct were viewed as weak, since the R 2 for this construct was lower than 0.3 [25] .
In order to determine the Predictive Validity of a model instantiation the Stone-Geisser (referred to as Q 2 ) non-parametric test is performed [25] [37] based on a blindfolding procedure [39] . The model instantiation is considered to have Predictive Validity if Q 2 > 0 [37] . The Stone-Geisser test criterion can take on two distinct forms, depending on the type of prediction that is investigated: The first form, which is geared at determining the Predictive Validity of the measurement portion (although usually calculated during the structural portion's validity evaluation), is referred to as the Cross-validated Communality [37] and is denoted by H 2 . Cross-validated Communality measures the ability of the model instantiation to predict the observable endogenous constructs from their own latent construct scores [37] . The second form, which evaluates the Predictive Validity of the structural portion, is referred to as Cross-validated Redundancy [37] . This metric, denoted by F 2 , measures the model instantiation's ability to predict the observable endogenous constructs using latent constructs that predict the block of data in question [37] . 
Evaluation and Discussion of the Framework Outputs for the Example NREN Model
Instantiation
Using the calculated path coefficients in Table 3 and the path coefficient significance test results in • Research Proposition H4: The postulated relationship between NREN Infrastructure Capability (η 1 ) and NREN Core Traffic Level (η 3 ) was not rejected since the path coefficient β 2 = 0.289 was judged to be significant at the maximum allowed significance level of α = 0.10.
Therefore, the postulated relationship in [31] that an NREN's infrastructure capability is positively related to its usage is supported. This finding correlates with the notion that enhancing NREN infrastructure will lead to improved usage [18] [33] .
• Research Proposition H5: This research proposition was not rejected, since the path coefficient β 3 = 0.187 support the direction of the hypothesized relationship between NREN Advanced Services Capability (η 2 ) and NREN Core Traffic Level (η 3 ). Also, this path was deemed significant at the maximum allowed significance level of α = 0.10, thereby supporting the notion in [32] [33] that an NREN's advanced services capability is positively related to the usage of the NREN. This finding correlates with the notion that, by providing the beneficiaries of an NREN with a portfolio of advanced services to fully utilize the infrastructure available, the usage of an NREN will increase [18] [33] .
In summary, the data available from the 2011 TERENA NREN compendium supported all of the postulated relationships in the example NREN model instantiation, with the exception of the postulation that an NREN's advanced services capability is related to its infrastructure capability. This latter result emanated from technology leapfrogging that is prevalent in the NREN community.
Furthermore, both the selected input and byput selected metrics, as well as the context related metrics, contributed successfully to the forecasting of the output technology metric measuring the usage of the NREN. The same was also true of the structural relationships defined throughout the three DF levels of the example NREN model instantiation.
Conclusions
Applying inductive reasoning to the work of Sohn and Moon [16] , as well as Steinberg [12] [15], the paper derived a framework for SEM based DF for TF. Unlike most TF approaches, the proposed framework not only caters for complex and hierarchical structural relationships between technology indicators and TF output metrics, but also allows for non-linear and non-Gaussian factors and cyclical dependencies amongst model variables, which can be either latent or directly observable [16] .
An example model instantiation of the proposed framework was presented for the NREN technology domain. This example model instantiation was created using knowledge gained through action research in SANReN [28] , data captured by TERENA in its yearly NREN compendium series [18] [20], as well as hypotheses presented in peer-reviewed literature. The example model instantiation, which consisted of 3 DF levels, suggested that an NREN's infrastructure capability (defined at DF level 0) and advanced services capability (defined at DF level 1) were both positively related to the government influence over the NREN, which was regarded as a contextual influence. Furthermore, the model postulated that an NREN's infrastructure capability was positively related to its advanced services capability and that both the infrastructure and services capabilities were positively related to the usage of the NREN (defined at DF level 2), which was chosen as the technology forecasting output metric of the example model instantiation.
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Data from the 2011 TERENA compendium was also used to perform a PLS regression in order to determine the path coefficients and indicator loadings in the example NREN model instantiation. From the PLS regression results obtained for the example NREN model instantiation it can be concluded that all of the selected technology indicators were able to adequately measure their respective technology related model constructs. Furthermore, the TERENA data substantiated all hypothesized relationships in the example NREN model instantiation, except the postulation that an NREN's infrastructure capability is positively related to its advanced services capability. This last finding can be explained by the high prevalence of technology leapfrogging [35] in the global NREN community [18] , since developing NRENs are rapidly implementing extensive advanced services portfolios (with the assistance of their more advanced NREN peers), while their infrastructure capability is still somewhat nascent. Lastly, a reliability and validity evaluation of the example NREN model instantiation using the 2011 TERENA compendium data highlighted that both the measurement and the structural portions of the model were capable of contributing adequately to the forecasting of the technology forecasting output metric that measured the usage of an NREN.
Future research activities that will be undertaken include an evaluation of the strengths and weaknesses of the proposed framework for SEM based DF for TF, comparing the proposed framework to various popular TF techniques currently receiving attention from the technology management research community, as well as improving the model instantiation for the NREN technology domain.
Strengths that will be explored include the ability of the proposed framework for SEM based DF for TF to utilize contextual information in order to improve its forecasting capability. Weaknesses that will be evaluated include the potential negative impact that poorly defined structural configurations in SEM models have on their resultant Goodness-of-Fit [37] .
Improving the model for the NREN technology domain will entail a two-phase process, with the first phase involving a qualitative study [39] that will attempt to identify improved endogenous and 37 exogenous model constructs, technology indicators, as well as interactions between the various indicators and constructs. The unit of analysis [39] for this envisioned qualitative phase will be a single NREN, while the population will be all NRENs in existence worldwide at the time of the study.
Data collection will be accomplished through the Delphi method [29] using a panel of experts comprising the senior technical managers at leading NRENs from the global community. Analysis of the qualitative data collected through various rounds of engagements with the panel of experts will start with narrative inquiry by means of a process of theme extraction [25] . This will then be followed by performing a frequency analysis on the extracted themes in order to produce a final set of importance ranked indicators, constructs and interconnections from which the improved NREN model instantiation will be constructed [25] . Testing the reliability and validity of the collected qualitative data will be accomplished by means of theory triangulation [25] , as well as data triangulation [25] using as baseline published technology indicators from secondary data sources, such as TERENA's NREN compendium series.
The second phase will be quantitative in nature and will aim to determine, using PLS regression analysis, the indicator loadings and path coefficients of the NREN model constructed during the qualitative first phase. As with the qualitative phase the population will be all NRENs in existence at that point in time, with the unit of analysis being a single NREN [39] . While the data available from the TERENA NREN compendium series will be used as far as possible to populated technology and context related measurement indicators, any additional qualitative data required will be obtained using an online survey consisting of close-ended questions with Likert scaling [39] , targeted a sample of senior technical managers at the NRENs in the population, selected through a process of convenience sampling [39] .
