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We show that the solid phase between the 1/5 and 2/9 fractional quantum Hall states arises
from an extremely delicate interplay between type-1 and type-2 composite fermion crystals, clearly
demonstrating its nontrivial, strongly correlated character. We also compute the phase diagram
of various crystals occurring over a wide range of filling factors, and demonstrate that the elastic
constants exhibit non-monotonic behavior as a function of the filling factor, possibly leading to
distinctive experimental signatures that can help mark the phase boundaries separating different
kinds of crystals.
PACS numbers: 73.43.-f, 71.10.Pm
A Wigner crystal [1] (WC) is expected to form when
the interaction energy of electrons dominates their ki-
netic energy. One way to accomplish this is to force
all electrons in two dimensions into the lowest Landau
level (LL) by applying a large magnetic field [2]. The
insulating phase at filling factors ν < 1/6 has been inter-
preted in terms of such a crystal [3–11], although a defini-
tive observation of the crystalline order is so far lacking.
Remarkably, an insulating phase also appears between
the fractional-quantum-Hall-effect [12] (FQHE) liquids at
ν = 2/9 and 1/5 [3–5]. The facts that this insulator has
persisted even as the sample mobility has risen ten-fold,
and that it is flanked by two FQHE liquids, suggest that
the insulating behavior is probably caused by pinning of
a crystal rather than individual carrier freeze-out. While
a qualitative scenario for the re-entrant behavior can be
constructed in terms of cusps in the energy of the liquid
state [3], this behavior so far has not been explained by a
quantitative theoretical calculation. We show in this pa-
per that this insulating state results from an extremely
subtle competition between the crystal and liquid states.
Our results support the interpretation of this insulator as
a pinned crystal, while also demonstrating its non-trivial
nature as a crystal of composite fermions (CFs). We also
consider the phase diagram of the crystal phase in a wider
range of filling factors, calculate the elastic constants and
predict their non-monotonic behavior as a function of ν.
Numerous theoretical studies have considered the crys-
tal phase [6, 13–17, 19–27]. Maki and Zotos [13] (MZ)
considered an uncorrelated Hartree-Fock WC of electrons
in the lowest LL and evaluated its elastic properties. Lam
and Girvin [14] (LG) considered a correlated WC, the en-
ergy of which has been compared [14, 28] with those of
1/m [29] and n/(2pn+ 1) FQHE states [30] (m odd inte-
ger; n, p integers), which shows a level crossing transition
at ν ≈ 1/6. Beginning with Yi and Fertig [6], a number of
studies considered crystals of composite fermions [19, 22–
24, 26, 27]. In particular, Chang et al. [24] demonstrated
that the CF crystals (CFCs) accurately capture the cor-
relations in the crystal phase.
For the questions addressed in this work, we need the
energies of both the crystal and the FQHE states as a
continuous function of ν. For this purpose, we will con-
sider two types of CFCs. Denoting composite fermions
carrying 2p vortices by 2pCFs, these are: (i) “Type-1
2pCFC” refers to a state in which all 2pCFs form a crystal.
When pinned by disorder, this state will exhibit insulat-
ing behavior with divergent longitudinal resistance. (ii)
The term “type-2 2pCFC” refers to a state in which the
excess CF particles or holes [31] relative to a FQHE liquid
form a crystal. A type-2 CFC rides on the background
of a FQHE liquid. In the presence of some disorder that
pins the type-2 CFC, this state exhibits quantized Hall
resistance and dissipationless transport. Type-2 CFCs,
which can be likened to a pinned Abrikosov vortex lattice
in a type-2 superconductors, are unobservable in trans-
port experiments, but can be detected in microwave res-
onance experiments [33] or by direct measurement of the
spatial density profile (shown below for some cases).
We will consider N electrons on the surface of a
sphere exposed to a total flux 2Q in units of hc/e.
This geometry [34] is convenient for its lack of bound-
aries and obviates the complications requiring the in-
troduction of “ghost charges” [6]. We will denote the
electron coordinates on the sphere as r j = (θj , φj),
j = 1, · · ·N , and the crystal sites by Rl = (γl, δl),
with l = 1, · · ·Nc, where Nc is the number of lattice
sites. It is also convenient to define the spinor variables
(u, v) = (cos(θ/2)eiφ/2, sin(θ/2)e−iφ/2) and (U, V ) =
(cos(γ/2)eiδ/2, sin(γ/2)e−iδ/2). A problem with this ge-
ometry is that it is not possible to tile the surface of a
sphere with a crystal without introducing defects. We
place the crystal wave packet centers at the locations
that minimize the energy of charged point particles on
the surface of a sphere. Finding these locations, widely
known as the Thomson problem [35], has been accom-
plished previously by a number of researchers using pow-
erful numerical techniques [36]. The Thomson crystal is
locally a triangular WC, and the fraction of defects van-
ishes as Nc →∞.
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2We construct explicit wave functions as follows. The
system of electrons at 2Q maps into a system of compos-
ite fermions at 2Q∗ = 2Q− 2p(N − 1) [30]. We first con-
struct Φtype-K-MZ2Q∗,{R} , namely the type-K uncorrelated “MZ
crystal” at 2Q∗ in which Nc particles are located at the
Thomson positions {R1, · · · ,RNc}. We then obtain the
type-K 2pCFC according to the mapping:
Ψtype-K-CFC2Q,{R} = PLLL
∏
j<k
(ujvk − vjuk)2pΦtype-K-MZ2Q∗,{R} (1)
where the Jastrow factor
∏N
j<k=1(ujvk−vjuk)2p attaches
2p vortices to electrons and PLLL is the lowest LL pro-
jection operator, which will be evaluated by the Jain-
Kamilla method [28]. Under this mapping, electrons, LLs
and MZ crystals get converted into CFs, ΛLs and CFCs,
respectively. For the type-1 2pCFC, we have Nc = N and
the allowed 2p values are such that N < 2Q∗ + 1; here
Φtype-1-MZ2Q∗,{R} = Det φ
2Q∗
Rl
(r j) = Det (U
∗
l uj+V
∗
l vj)
2Q∗ (2)
where φ2Q
∗
R (r) = (U
∗u+ V ∗v)2Q
∗
is the maximally local-
ized wave packet in the lowest LL. For the type-2 2pCFC,
there are two possibilities. For certain values of 2Q∗ we
have n ≥ 1 filled LLs and Nc particles in the (n + 1)th
partially filled LL. For convenience of illustration, let us
take n = 1, which corresponds to the FQHE state in the
range 2/(4p+ 1) > ν > 1/(2p+ 1). The wave function of
the MZ crystal is given by:
Φtype-2-MZ2Q∗,{R} =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
YQ∗Q∗−Q∗(r1) . . . YQ∗Q∗−Q∗(rN)
...
. . .
...
YQ∗Q∗Q∗(r1) . . . YQ∗Q∗Q∗(rN)
O†φ2(Q∗+1)R1 (r1) . . . O†φ
2(Q∗+1)
R1
(rN)
...
. . .
...
O†φ2(Q∗+1)RNc (r1) . . . O†φ
2(Q∗+1)
RNc
(rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3)
where YQQm(r) ∝ (−1)Q−mvQ−muQ+m are the lowest
LL monopole harmonics [31], Nc = N − (2Q∗ + 1),
and O† = v∗ ∂∂u − u∗ ∂∂v is the LL raising operator
in the spherical geometry [38] (which also lowers the
monopole strength by one unit). For ν < 1/(2p + 1),
we form a crystal of Nc = 2Q
∗ + 1 − N CF-holes in
the background of one filled Λ level. Here the MZ crys-
tal is obtained by taking the filled LL wave function∏2Q∗+1
j<k=1(ujvk − vjuk) and replacing the Nc coordinates
(uj , vj) with j = N +1, · · · , 2Q∗+1 by the Thomson po-
sitions (Ul, Vl). PLLL is not required for either the type-2
CF-hole crystal or the type-1 CFC.
Figure 1 shows the electron density profiles for various
possible crystals for a filling factor slightly larger than
1/5: (a) type-1 MZ crystal, (b) type-1 2CFC, and (c-d)
type-2 4CFC. Correlations in the type-1 2CFC result in
a slight delocalization of the electrons at the lattice sites
as compared to the MZ crystal (compare Figs. 1a and
FIG. 1. Density profiles for some type-1 and type-2 CF
crystals on the surface of a sphere. All systems contain N =
96 particles. The parameters are: (a) MZ crystal and (b)
type-1 2CFC for 2Q = 433 at ν = 0.2188; (c) type-2 4CFC
for Nc = 42 and 2Q = 433 at ν = 0.2188; (d) type-2
4CFC
for Nc = 24 and 2Q = 451 at ν = 0.2103. The filling factor
in this region is determined using the interpolation relation
ν = (N+2)/(2Q+15), which correctly reproduces the known
finite size “shifts” in 2Q at ν = 1/5 and ν = 2/9. The density
is plotted in units of ρ0 = N/4piR
2. While comparing different
plots, note that the radius of the sphere is R =
√
Q in units
of the magnetic length.
1b). The type-2 CFC looks remarkably different. An
isolated CF in the second Λ level is known to have the
shape of a ring [31]. A “ring crystal” is clearly seen in
Fig. 1(d) where the composite fermions in the second ΛL
are far from one another. The lattice spacing decreases
with increasing filling factor, and the rings begin to over-
lap producing a complex interference pattern as seen in
Fig. 1(c), in which the density maximum occurs on the
line joining adjacent sites producing a “bond crystal.”
Even more intricate density profiles can occur for type-2
CFCs in higher ΛLs.
Figure 2 shows the energies, obtained via standard
Metropolis Monte Carlo techniques [31], for several type-
1 and type-2 CFCs (the latter labeled FQHE) for 96 par-
ticles as a function of ν. A re-entrant insulating phase
appears in a filling factor range between the 1/5 and 2/9
FQHE states, where the type-1 CFC beats the FQHE
state (supporting a type-2 CFC) by an energy of 0.0005
e2/` per particle. To put this in perspective, we re-
call that the theoretical excitation gaps at 1/3 and 1/5
are ∼0.1 e2/` and ∼0.025 e2/`, respectively. The MZ
crystal does not produce the re-entrant crystal phase; in
spite of apparently small differences in the density pro-
files, the energy of the MZ crystal is higher by ∼ 0.006
3FIG. 2. Upper panels: Energy per particle as a function
of filling factor for various type-1 and type-2 CFC states.
The latter are labeled FQHE. All energies are quoted relative
to a reference energy Efit = −0.782133ν1/2 + 0.2623ν3/2 +
0.18ν5/2 − 15.1e−2.07/ν , which has a form similar to that in
Ref. [14] but with coefficients modified to display the energy
differences between the competing states more clearly. Lower
panels: Shear modulii of type-1 crystals of composite fermions
with 2p vortices. The shear modulus of the MZ crystal, given
by the solid black line, is shown for reference. The shear mod-
ulus of the 2pCFC is indicated by a solid line in the regime
where it is the ground state, and by a dashed line otherwise.
The regions 0 < ν < 1/6 and 1/6 < ν < 4/17 are shown in
separate panels because different filling factor scales are used
for them.
e2/` per particle than the energy of the type-1 CFC at
ν ≈ 1/5. The energy of the LG crystal is 0.00214 e2/`
above the 1/5 FQHE state and 0.00305 e2/` above the
2/9 FQHE state (using the thermodynamic limits from
Refs. [14, 28].), and will also not capture the insulating
crystal phase between 1/5 and 2/9. The understanding
of the insulating phase between 1/5 and 2/9 as the 2CF
crystal leads to the intuitively pleasing picture in which
the 4CFs of the nearby liquid states shed two of their
vortices to establish a crystal, while retaining energet-
ically favorable correlations through the remaining two
vortices.
It has recently been demonstrated [7] that the den-
sity distribution of the electrons can be accessed through
NMR measurements, because the Knight shift is propor-
tional to the local electron density. As shown in the
Supplemental Materials (SM) [37], the type-1 and type-
2 CFCs have remarkably different density distributions,
which may allow NMR to identify the phase boundaries
in the region 1/5 < ν < 2/9.
We have also studied the competition between the liq-
uid and the crystal phases at lower fillings, where we con-
sider type-1 2pCFCs with different choices of 2p to deter-
mine which produces the lowest energy. As ν is lowered
below 1/5, a series of type-1 2pCFCs with increasing vor-
ticity occurs. No FQHE state supporting a type-2 CFC
appears for ν < 1/6. (We cannot rule out FQHE states
with fillings n6n−1 in the range 1/5 > ν > 1/6, not studied
here due to complications associated with reverse flux at-
tachment [39].) The phase boundaries practically remain
unchanged for N > 32 (see SM), and thus represent the
thermodynamic limit. We have also studied the effect
of finite thickness, which does not change the phase dia-
gram appreciably. Using the model of Ref. [40], we have
considered quantum well structures with the well widths
ranging from 20 to 80 nm and the electron density rang-
ing from 1.0 × 1010 to 1.5 × 1011 cm−2, and found that
even though the energy per particle decreases by up to
10% for the largest densities and widths considered, the
phase boundaries are little changed.
To formulate the low-energy dynamics of type-1 CFCs,
we begin by modeling the CFC as a collection of charged
point particles that interact through an effective interac-
tion V (Rjk) with Rjk = |Rj − Rk|, but are otherwise
classical. The dynamical matrix Φαβ(k), where α, β de-
note spatial directions, is given by [13]:
Φαβ(k) =
∑
j
[1− cos(k ·Rj)] ∂
2V (Rj)
∂Rj,α∂Rj,β
'
[ν
k
+ (CL − Ct)
]
kαkβ + δαβC
tk2 (4)
where Rj = |Rj |. In the above, the second line is ob-
tained in the k → 0 limit under the explicit assumption
of the C6 symmetry. Between the two elastic parame-
ters, CL and Ct, the shear modulus Ct is of special im-
portance because it determines the low-energy behavior
of the magnetophonon mode and its becoming negative
signals an instability of the crystal. As shown in the SM,
for the hexagonal lattice it can be obtained directly from
the energy per particle of the crystal by the following
equation:
CtCF =
1
2
ν2
∂2
∂ν2
(ECF − EMZ) + CtMZ (5)
where EMZ is defined as the energy of a hexagonal crystal
of classical particles interacting with the MZ interaction
4VMZ =
√
pi
4
I0(R
2/8)
cosh(R2/8) , and the derivatives with respect
to ν are to be evaluated at fixed B (i.e. fixed `). The
derivation of this relation relies on the assumptions that
the dynamics of the crystal can be described in the har-
monic approximation and that the total energy can be
approximated as a sum of two-body interactions. The
latter approximation becomes unreliable as the system
approaches ν∗ = 1, or ν = 1/(2p + 1), where the crys-
tal wave function actually merges into a FQHE liquid
(this is analogous to the fact that at ν = 1 the MZ wave
function describes the ν = 1 liquid state). However, for
the MZ wave function, this assumption is quite accurate
for ν < 1/2 (see SM), and by analogy, we expect it to be
accurate for 2pCFC for up to ν∗ < 1/2, or ν < 1/(2p+2).
The lower panel of Fig. 2 shows the shear modulus of
the 2pCFCs as a function of filling factor. As noted above,
the shear modulus for 2pCFC close to ν = 1/(2p + 1) is
quantitatively unreliable due to the importance of the
three and higher body terms in the effective interaction
that have been neglected above. Fortunately, in the phys-
ically relevant regions, we have ν∗ < 1/2, and therefore
we believe that CtCF shown by the solid lines is accurate;
the only exception is for 4CFC for which the CtCF for
ν > 1/6 is not quantitatively reliable. The shear modu-
lus exhibits, unlike for the MZ or LG crystal, a series of
discontinuities at the phase boundaries, which serve as a
possible way of measuring the phase diagram.
Transport [3–5] and photoluminescence [41–43] exper-
iments have probed the temperature dependence of the
insulating phase. The melting of the crystal is of interest,
and two possibilities can result in remarkably different
experimental manifestations. The Kosterlitz-Thouless
(KT) [44, 45] melting temperature is given by [13]:
kBTKT/(e
2/`) = (2pi
√
3)−1(CtCF/C
t
classical)0.09775ν
1/2,
where Ctclassical = 0.09775ν
1/2. Another possibility is
that of melting into the FQHE liquid, considered by
Price et al.[46], the transition temperature TM for which
is determined by the competition of the free energies of
the crystal and liquid states [37]. The resulting tran-
sition temperatures are shown in Fig. 3. We find that
at ν = 1/7 (and also lower fillings) the transition oc-
curs into a FQHE liquid, whereas for the crystal between
1/5 < ν < 2/9 the melting is governed by the KT physics;
the difference arises because of much larger roton gap at
1/5. The inset shows the phase boundary as a function
of the filling in the range 1/5 < ν < 2/9. Note that,
for a narrow range of ν, the FQHE state freezes into a
type-1 CFC with increasing temperature and then melts
back into the FQHE state; the possibility of a similar
re-entrant transition was noted previously in Ref. [46] at
ν = 1/3 and 1/5 at certain values of LL mixing.
Chitra et al. [47, 48] have developed an elastic model
which predicts the pinning frequency of the classical WC.
Using the shear moduli of the type-1 2pCFCs, we find
non-trivial quantum corrections to the classical pinning
FIG. 3. Melting temperature of the CF crystal at ν = 1/7 and
ν = 0.213 as determined by the Kosterlitz-Thouless mecha-
nism (solid lines) and a first order transition into a FQHE
liquid [46] (dotted lines). The inset shows the phase diagram
in the filling factor range 1/5 ≤ ν ≤ 2/9 for B = 25 T.
frequencies. The magnetic field dependence of the pin-
ning frequency has two forms depending on the length
scale of disorder, rf : ωp ∝ ν/CtCF for rf > `, and
ωp ∝ (ν2CtCF)−1 for rf < `, assuming constant density.
Clearly, the discontinuity of the CtCF at the phase bound-
aries will translate into a discontinuity in ωp.
Several features of our calculation are consistent with
experimental observations. The range of the re-entrant
crystal in Fig. 2, 0.207 < ν < 0.218, agrees with the
region where activated behavior has been observed [3].
No type-1 2pCFC appears for ν > 2/9, consistent with
an absence of an insulator here in high quality samples.
The observation of FQHE-like structure at very low fill-
ings (such as 1/7 and 1/9) observed in Ref. [5] at some-
what elevated temperatures is consistent with a melting
of the crystal into a FQHE state. The frequency de-
pendent conductivity measured in microwave absorption
experiments shows resonances between 1/5 and 2/9 [11],
which continue in the insulator below 1/5 until ν = 0.18.
It is tempting to attribute these features to the 2CFC
on either side of the 1/5 state. A qualitative change in
the behavior and a decreasing pinning frequency below
ν = 0.18 may indicate a transition into a 4CFC, although
further work will be needed for a conclusive statement.
We note that unlike for MZ or LG crystals, the pinning
frequency of the CFC is predicted to have a complicated
dependence on ν and can sometimes decrease with in-
creasing ν in the regime rf > `; such behaviors have been
seen in lower mobility samples [6, 7]. The transition tem-
peratures obtained above are generally higher than those
estimated from experiments (although a clean transition
has not yet been observed). We also note that we have
not considered disorder and LL mixing, which will affect
the phase boundaries and melting temperatures.
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6Supplementary Material for “Competing Crystal Phases in the Lowest Landau Level”
S1: Free energies of the crystal and liquid states
The free energy of the type-1 2pCFC at small temperatures is given by [1]:
FCFC = ECFC − 0.701
(
Ctclassical
CtCF
2a0
νe2/
)4/3
(kBT )
7/3
(6)
where ECFC is the T = 0 energy per particle of the CFC and a0 is the lattice spacing. The free energy of the FQHE
liquid is given by [1]:
FFQHE = EFQHE − (2pimR`2)1/2 kR`
ν
(kBT )
3/2e−∆R/kBT (7)
where EFQHE is the T = 0 energy per particle of the FQHE state with a type-2 4CFC, where it is assumed that the
temperature is sufficiently small that only the magnetoroton [2] part of the dispersion is relevant; ∆R and mR are the
energy and mass of the magnetoroton, and kR is the wave vector at the energy minimum. In our calculation of the
temperature where the 2CF crystal melts into a FQHE state at ν = 0.213, we have assumed that the type-2 CFC is
pinned and the lowest energy excitations are the magnetorotons of the 1/5 state. The parameters ∆R, mR and kR are
obtained by performing fits to the CF exciton dispersion in the vicinity of the lowest energy magnetoroton as shown
in Fig. 4. For the crystal states at ν = 1/5 and 1/7, we have CtCF/C
t
classical ≈ 1.2.
S2: System size dependence of energies
In Fig. 5 we show the energies of type-1 2pCFCs as a function of the system size. For clarity, we mark the phase
boundaries between the crystals with a thin vertical line and the filling factor of the transition. This figure shows
that the type-1 2pCFC phase boundaries are well converged for system sizes greater than 32 particles.
Fig. 6 shows the energy difference between the type-1 2CFC and the FQHE state with a type-2 4CFC in the filling
factor range 1/5 ≤ ν ≤ 2/9 for three different system sizes. (The typical error in the energy difference from Metropolis
sampling is ∼ 3 × 10−5e2/`.) This shows that the results for 96 particles accurately represent the thermodynamic
limit.
S3: Calculating the Shear Modulus of the 2pCF crystals
In this section we first show how the shear modulus can be obtained from the filling factor dependence of the energy
per particle of the hexagonal lattice, under the assumptions that the dynamics of the crystal can be described in the
harmonic approximation and that the total energy can be written as a sum of two-body interactions. The derivation
proceeds along two steps. In the first step, we show how to calculate the shear modulus from the dynamical matrix.
In the second step, we show that the second derivative of the energy per particle with respect to the filling factor is
proportional to the shear modulus. We then provide details of our procedure for obtaining the shear modulus from
our finite system results for which the energy is known only at discrete values of ν.
In what follows, we will set the magnetic length ` = 1. The variation in filling factor ν should be thought of in
terms of a change in density while keeping the magnetic field B constant. The hexagonal lattice sites are located at
Rn,m =
√
4pi√
3ν
(
n+
m
2
,
√
3
2
m
)
. (8)
The dynamical matrix, Φαβ(k), of the classical 2D hexagonal system exposed to a perpendicular magnetic field is
given by[4, 5]:
Φαβ(k) =
∑
R 6=0
(1− cos(k ·R)) ∂
2V (R)
∂Rα∂Rβ
=
(ν
k
+ CL − Ct
)
kαkβ + C
tk2δαβ +O(k
3) (9)
7where the far right hand side of Eq. (9) gives the small k limit, R = |R|, CL and Ct are the elastic constants which
characterize the hexagonal lattice and Ct is the shear modulus. One can extract the shear modulus directly from the
lattice sum in Eq. (9):
Φxx((0, ky)) =
∑
R 6=0
(1− cos(kyRy)) ∂
2V (R)
∂Rx∂Rx
= k2yC
t (10)
The long range interaction between 2pCFCs is Coulombic, while their short-range behavior gives rise to interesting
elastic properties. In order to capture their short range behavior and to eliminate convergence issues, we define
V ′ ≡ V − VMZ:
CtCF =
1
k2y
Rupp∑
R 6=0
(1− cos(kyRy)) ∂
2V ′(R)
∂Rx∂Rx
+ CtMZ (11)
where Rupp is chosen to evaluate the sum to arbitrary accuracy, and VMZ is the MZ interaction given by[5]
VMZ(R) =
√
pi
4
I0(R
2/8)
cosh(R2/8)
(12)
which is the Coulomb energy of two properly antisymmetrized gaussian wave packets in the lowest Landau level at
distance R. Next, we expand cos(kyRy) in a Taylor series around ky = 0 and then take the limit ky → 0:
CtCF =
1
2
Rupp∑
R 6=0
(Ry)
2 ∂
2V ′(R)
∂Rx∂Rx
+ CtMZ (13)
Using the following identities (which rely on the hexagonal symmetry of the lattice):
∂2
∂R2x
=
(Ry)
2
R3
∂
∂R
+
(Rx)
2
R2
∂2
∂R2
(14)
∑
R 6=0
(Ry)
4f(R) =
9
24
∑
R 6=0
R4f(R) (15)
∑
R 6=0
(Ry)
2(Rx)
2f(R) =
3
24
∑
R 6=0
R4f(R) (16)
we can rewrite Eq. (13) as:
CtCF =
1
16
∑
R 6=0
(
3R
∂V ′
∂R
+R2
∂2V ′
∂R2
)
+ CtMZ (17)
This completes the first step.
We now show explicitly how to calculate the shear modulus from the energy per particle. We note the following
identities (when applied on a function of R):
∂
∂ν
=
∂R
∂ν
∂
∂R
= − 1
2ν
R
∂
∂R
(18)
∂2
∂ν2
=
1
ν2
(
3
4
R
∂
∂R
+
1
4
R2
∂2
∂R2
)
(19)
where we have used that R ∼ ν−1/2. Applying Eq. (19) to the energy per particle, we arrive at the final result:
1
2
ν2
∂2
∂ν2
(ECF − EMZ) + CtMZ =
1
4
ν2
∂2
∂ν2
∑
R 6=0
V (R)′ + CtMZ = C
t
CF (20)
8Here, EMZ is defined as the energy of a hexagonal crystal of classical particles interacting with the MZ interaction
VMZ.
This relation can be explicitly verified for the shear modulus of a hexagonal lattice of classical particles. The classical
energy per particle for the 2d planar hexagonal lattice[4, 5] is given by E = −0.782133ν1/2, the shear modulus is
given by Ctclassical = 0.0978ν
1/2 and the two are related by:
1
2
ν2
∂2
∂ν2
(
−0.782133ν1/2
)
= 0.0978ν1/2 (21)
We have also tested that the energies obtained by MZ[5] in which they assume two-body interaction, and confirmed
that Eq. (20) exactly reproduces the shear modulus.
We next come to the issue of extracting the shear modulus from the discrete data points available to us from our
finite system studies. For this purpose, we fit a smooth analytical curve to the energy per particle and calculate the
shear modulus using Eq. (20). We show our smooth analytical fits to the 2pCFC energy relative to the Maki-Zotos
energy EMZ and their corresponding shear moduli for N = 128 particles in Fig. 7. Here, the energy EMZ is given by
the total energy of 128 classical particles located at the Thomson minima on the sphere that interact through the
Maki-Zotos two-body interaction VMZ. The black curve in the right column panels of Fig. 7 is the shear modulus
calculated from the strictly two-body Maki-Zotos interaction and is included for reference.
To fit the CF energy, we use the functional form for the curves:
f2pi (ν) =
m2p+i∑
j=0
aj2p,iν
3/2+j
 e−ν2 (22)
where aj2p,i are found using a Least Squares fitting routine in Mathematica and i is the fit number: i = 1, 2, 3 or 4.
The lines in Fig. 7 are drawn using these fit functions. In each fit function, referred to as ‘Fit i’ in Fig. 7, the degree
of the polynomial is given by m2p + i. The value of m2p is chosen separately for each crystal to give the best fit
result. We perform fits of varying degree in order to check the consistency of our results, and take as our final result
the average of four fits (given by the solid purple line in the right column panels of Fig. 7). The weak oscillations in
the shear modulus calculations are a result of the high degree of the polynomial fit. We note that the oscillations in
the shear modulus fits are much smaller than the large overall structure that we observe near the transitions between
2pCFCs, implying that the latter is not an artifact of the fitting procedure. We have performed fits over the entire
filling factor range that each 2pCFC exists, but have only shown the fits and their corresponding shear modulus for
ν∗ < 1/2 (or ν < 12p+2 ).
As a benchmark, in Fig. 7b we compare our calculated shear modulus for the 0CFC, which is a Slater determinant of
otherwise uncorrelated electron wave packets, with that obtained previously by MZ. The two curves are very similar,
but not identical. The difference arises because while the 0CFC is a fully antisymmetrized wave function, the MZ
calculation imposes only pairwise antisymmetry, which is a good approximation only for small ν. We believe that the
shear modulus obtained in our calculation is more reliable. Interestingly, while Maki-Zotos results shows an instability
of the crystal for ν ≈ 0.45, where the shear modulus becomes negative, our calculation eliminates that instability.
Of course, both are subject to the approximation that neglects three and higher body terms in the effective model
mapping it into a crystal of classical particles. For other values of 2p, both the modified interaction between composite
fermions and the antisymmetrization contribute to the deviation from the MZ shear modulus. Given that the distance
between the neighboring lattice sites is large compared to the magnetic length, we expect that the assumption that
the interaction is dominated by 2-body terms is accurate for ν∗ < 1/2 or ν < 1/(2p + 2). However, as ν∗ begins
to approach unity, this approximation clearly breaks down (at ν∗ = 1 we do not even have a crystal, but a liquid).
Fortunately, the physically relevant regions (i.e. where the shear modulus is shown by solid lines) correspond to
ν∗ < 1/2, with the exception of the filling factor 1/6 < ν < 1/5.
S4: Density distribution of CF crystals
Recently, Muraki and collaborators [7] have found that the spectral line shape of the NMR spectra contains infor-
mation about the electron density distribution, because the Knight shift is proportional to the local electron density.
We plot in Fig. 8 the normalized probability of the CFC density as a function of density evaluated for a system
with 96 particles. These density distributions are obtained at ν = 0.215 for type-1 crystals with 2p = 0 and 2, and
the type-2 crystal in the background of the 1/5 FQHE state. From these plots it is clear that while the density
9distributions of the two type-1 CFCs are quite similar, they both qualitatively differ from the type-2 CFC, and it may
be possible to identify the phase boundaries separating the type-1 and type-2 CFCs in the region 1/5 < ν < 2/9 by
NMR measurements using the analysis of Ref. [7]; in particular, an abrupt change in the dominant Knight shift is
predicted at the phase transition.
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FIG. 4. Fits to the CF exciton dispersion at ν = 1/5 (top panel) and 1/7 (bottom panel) near its minimum energy. The blue
dots are the energies extracted from Ref. [3] and the dashed red lines are a least squares fit whose equation is shown in each
panel.
10
(a) N=32. (b) N=48.
(c) N=64. (d) N=96.
FIG. 5. Energy per particle of the type-1 2pCFCs for 2p = 0, 2, 4, 6, 8 and 10 for several different system sizes. Energies are
quoted relative to Efit = −0.782133ν1/2 + 0.2623ν3/2 + 0.18ν5/2 − 15.1e−2.07/ν . The colored dots mark the actual data points
and the lines, which are guides for the eyes, are spline interpolations. The thin vertical lines mark the phase boundaries between
the type-1 CFCs. We have evaluated a higher density of data points in the filling factor regions with more rapid variations of
energy.
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FIG. 6. Plots of the energy difference of the type-1 2CFC and the FQHE state supporting a type-2 4CFC in the filling factor
range 1/5 ≤ ν ≤ 2/9 for three different system sizes. The uncertainty in the data points is 3× 10−5.
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FIG. 7. Panels in the left column show the energies per particle of the 2pCFCs relative to the Maki-Zotos energy and the lines
show the smooth analytical fits made to the data (for details, see text). The panels in the right column show the shear moduli
calculated from the smooth analytical fits (dashed curves); the solid purple curve is the average from the four fits shown. The
shear modulus calculated using the two-body Maki-Zotos interaction, shown by solid black line, is included for reference. All
energies are calculated for a system with N = 128 particles.
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