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Re´sume´
Les syste`mes cyber-physiques connecte´s et ambiants
entourent l’utilisateur humain de services mis a` sa
disposition. Ces services, plus ou moins complexes,
doivent eˆtre le plus possible adapte´s a` ses pre´fe´rences
et a` la situation courante. Nous proposons de les
construire automatiquement et a` la vole´e par com-
position de services plus e´le´mentaires pre´sents sur le
moment dans l’environnement, ceci sans expression
pre´alable des besoins de l’utilisateur. Pour cela, avec
la forte variabilite´ dynamique de l’environnement am-
biant et des besoins, ce dernier doit eˆtre sollicite´
mais a minima. Afin de produire les connaissances
ne´cessaires a` la composition automatique et en l’ab-
sence de donne´es initiales, nous de´finissons une solu-
tion d’apprentissage en ligne par renforcement a` hori-
zon infini. Cette solution apprend incre´mentalement de
l’utilisateur et pour l’utilisateur. Elle est de´centralise´e
au sein d’un syste`me multi-agent charge´ de l’adminis-
tration et de la composition des services.
Mots-cle´s : apprentissage en ligne, apprentis-
sage par renforcement, feedback utilisateur, ser-
vices logiciels, composition de services, syste`me
multi-agent, intelligence ambiante
1 Introduction
Les syste`mes ambiants et mobiles sont compose´s
d’appareils fixes ou mobiles relie´s par un ou plusieurs
re´seaux de communication. Ces appareils he´bergent
des composants logiciels qui fournissent des services et
qui peuvent, eux-meˆmes, reque´rir d’autres services. Ces
composants sont des briques logicielles qui peuvent eˆtre
assemble´es en connectant des services requis a` des ser-
vices fournis pour composer des applications plus com-
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plexes [Som16]. Par exemple, l’assemblage d’un com-
posant d’interaction non de´die´ pre´sent dans un smart-
phone (e.g., un curseur, un bouton ou un composant de
reconnaissance vocale), d’un adaptateur et d’une lampe
connecte´e peut permettre de re´aliser une application
permettant a` un utilisateur de controˆler l’e´clairage am-
biant.
Les composants (mate´riels et logiciels) sont en
ge´ne´ral multi-proprie´taires et ge´re´s de manie`re
inde´pendante : ils sont de´veloppe´s, installe´s et ac-
tive´s inde´pendamment les uns des autres. En raison
de la mobilite´ des appareils et des utilisateurs, ils
peuvent apparaˆıtre ou disparaˆıtre selon une dynamique
impre´visible, confe´rant aux syste`mes ambiants et mo-
biles un caracte`re ouvert et instable. A cela s’ajoute le
nombre souvent important de composants, source de
difficulte´s lors du passage a` l’e´chelle. Dans ce contexte,
les assemblages de composants sont difficiles a` conce-
voir, a` entretenir et a` adapter.
Plonge´ au sein de ces syste`mes, l’utilisateur humain
peut utiliser les services qui sont a` sa disposition. L’in-
telligence ambiante [Wei91, CAJ09, Sad11] vise a` lui
offrir un environnement personnalise´, adapte´ a` la si-
tuation, c’est-a`-dire a` lui fournir les bons services au
bon moment, en anticipant ses besoins qui eux-meˆmes
peuvent e´voluer. Pour cela, l’utilisateur peut eˆtre sol-
licite´ mais dans une limite raisonnable [BS03].
Notre projet a pour objectif de concevoir et de
re´aliser un syste`me qui assemble dynamiquement et
automatiquement les composants logiciels afin de
construire des applications “composites” adapte´es a`
l’environnement ambiant et a` l’utilisateur, c’est-a`-dire
ope´rationnelles, utiles et utilisables [Cou13]. Notre ap-
proche rompt avec le traditionnel mode top-down pour
le de´veloppement d’applications : la re´alisation d’un
assemblage n’est pas guide´e par les besoins expli-
cites de l’utilisateur ni par des plans d’assemblage
pre´de´finis ; au contraire, les application composites sont
construites a` la vole´e en mode bottom-up a` partir des
services pre´sents sur le moment dans l’environnement
ambiant. Ainsi, les applications e´mergent de l’envi-
ronnement, en tirant profit des opportunite´s. Dans ce
cadre, l’utilisateur ne demande pas un service ou une
application : les applications e´mergentes lui sont four-
nies en mode push 1.
Notre solution repose sur un middleware, appele´ mo-
teur de composition, qui de´tecte pe´riodiquement les
composants pre´sents dans l’environnement ambiant,
conc¸oit des assemblages de composants de manie`re op-
portuniste et les propose a` l’utilisateur. En l’absence
de besoin explicite´ a priori, le moteur apprend les
pre´fe´rences de l’utilisateur en fonction de la situation.
Dans ce travail, nous avons de´veloppe´ une solution
base´e sur l’apprentissage automatique pour construire
et adapter dynamiquement un environnement ambiant
en fonction de l’utilisateur. L’objectif de cet article est
de pre´senter les principes de cet apprentissage et de
leur mise en œuvre.
L’article est organise´ comme suit. L’architecture du
syste`me incluant le moteur de composition et l’utili-
sateur est pre´sente´e dans la section 2. Dans la section
3, notre proble´matique d’apprentissage est analyse´e en
termes de motivations, d’objectifs et de donne´es. Cette
section se conclut par la de´finition du type d’appren-
tissage, a` savoir en ligne et par renforcement. Les prin-
cipes de notre solution d’apprentissage sont ensuite ex-
pose´s dans la section 4. La section 5 re´sume l’e´tat de
l’art en matie`re d’apprentissage pour la composition
logicielle automatique et positionne notre proposition
de solution. En conclusion, dans la section 6, le lecteur
trouvera un bref re´sume´ de la contribution, un point
d’avancement sur le de´veloppement de la solution et
une discussion sur les proble`mes ouverts et la suite de
ce travail.
2 Architecture du syste`me de
composition
Afin de re´pondre a` l’exigence d’automatisation de la
composition opportuniste de composants logiciels, nous
avons de´fini une architecture logicielle du syste`me de
composition [YTAA18]. Cette section en pre´sente les
grandes lignes et la figure 1 en donne une vue simplifie´e.
Au cœur du syste`me, le moteur OCE (Opportunistic
Composition Engine) a pour fonction de concevoir pour
l’utilisateur des applications composites en assemblant
1. Un exemple de cas d’utilisation est de´veloppe´ dans
[YTAA18].
Figure 1 – Vue simplifie´e de l’architecture
des composants me´tiers et des composants d’interac-
tion disponibles. Pour cela, il perc¸oit les composants et
leurs services pre´sents dans l’environnement ambiant,
puis choisit d’e´tablir des connexions entre des services
requis et des services fournis faisant ainsi e´merger les
applications.
OCE propose a` l’utilisateur les applications
e´mergentes et c’est l’utilisateur qui de´cide in fine de
leur de´ploiement : il peut accepter ou rejeter une ap-
plication propose´e ou encore la modifier [KTAB18]. Ce
point est particulie`rement important dans le domaine
de l’interaction homme-machine pour lequel le controˆle
par l’utilisateur de son environnement d’interaction est
fondamental [BS03]. Apre`s acceptation, l’application
e´mergente est de´ploye´e automatiquement.
Afin de solliciter l’utilisateur a minima, le syste`me de
composition doit eˆtre le plus autonome possible. Notre
solution se conforme aux principes de l’informatique
autonome et au mode`le MAPE-K (Monitor, Analyse,
Plan, Execute - Knowledge) [KC03] : de manie`re cy-
clique, OCE observe l’environnement ambiant, l’ana-
lyse et planifie des assemblages en se basant sur des
connaissances. Dans le mode`le MAPE-K, la phase
d’exe´cution a pour fonction de re´aliser ce qui a e´te´
pre´alablement planifie´. Ici, l’application e´mergente est
pre´sente´e a` l’utilisateur sous la forme d’un assemblage
de composants avant d’eˆtre (e´ventuellement) de´ploye´e.
Les actions que l’utilisateur effectue en re´ponse a` cette
pre´sentation sont sources de feedback et permettent a`
OCE de faire e´voluer ses connaissances par apprentis-
sage (voir les sections suivantes).
Comme, fondamentalement, l’environnement am-
biant est distribue´ et les composants mate´riels et lo-
giciels sont administre´s par diffe´rentes autorite´s, nous
avons choisi de concevoir le moteur sous la forme d’un
syste`me multi-agent (SMA) dans lequel chaque ser-
vice d’un composant est “administre´” par un agent.
De manie`re ge´ne´rale, les agents sont des entite´s au-
tonomes qui coope`rent afin d’atteindre un but com-
mun [Fer99]. Ceux du moteur OCE ont pour roˆle
d’e´tablir des connexions (ou des de´connexions) entre
les services qu’ils administrent. Pour cela, ils e´changent
des messages dans le cadre du protocole d’interaction
ARSA (Advertise, Reply, Select, Agree) [YTAA18] :
un agent annonce le service (fourni ou requis) qu’il
administre dans le but de trouver un service parte-
naire avec qui se connecter, re´pond a` des annonces
s’il est inte´resse´ par une connexion, se´lectionne une
ou des offres de connexion parmi les re´ponses rec¸ues
et accepte la se´lection par un autre agent. Ce pro-
tocole supporte la coope´ration entre agents dans un
contexte asynchrone, dynamique et ouvert. Les agents
continuent de coope´rer meˆme si un agent disparaˆıt (en
cas de de´sactivation du service administre´ ou de panne)
ou si un message n’arrive pas a` son destinataire.
3 Apprendre : pourquoi, quoi, a`
partir de quoi et comment ?
La fonction du moteur OCE est de concevoir des as-
semblages de composants logiciels qui re´alisent des ap-
plications e´mergentes pertinentes, puis de les proposer
a` l’utilisateur et enfin de les de´ployer suivant les retours
de l’utilisateur. Pour cela, le moteur doit prendre des
de´cisions de connexion entre services dans l’objectif de
satisfaire l’utilisateur.
Plusieurs e´le´ments contraignent ces prises de
de´cision :
— la dynamique et l’impre´visibilite´ de l’environne-
ment ambiant,
— le nombre de composants qui peut s’ave´rer im-
portant,
— la dynamique et la variabilite´ des besoins de l’uti-
lisateur,
— la ne´cessite´ de solliciter a minima l’utilisateur.
Pour prendre des de´cisions pertinentes, le moteur a
besoin de connaissances qui, dans ce contexte, doivent
eˆtre apprises automatiquement.
Dans cette section, nous analysons pourquoi le mo-
teur OCE doit apprendre, ce qu’il doit apprendre et
quelles sont les donne´es d’apprentissage.
3.1 Pourquoi apprendre ?
De par la dynamique et l’impre´visibilite´ de l’environ-
nement ambiant, la combinatoire ge´ne´re´e par le nombre
important de composants ainsi que la dynamique et la
variabilite´ de ses propres besoins, l’utilisateur n’est pas
en mesure d’exprimer a priori, explicitement et d’une
manie`re exhaustive ses besoins et ses pre´fe´rences ni de
les traduire en plans d’assemblages dans les diffe´rents
situations qu’il peut rencontrer.
Par conse´quent, OCE ne peut se baser ni sur des be-
soins de l’utilisateur explicite´s a priori ni sur des re`gles
d’assemblage pre´de´finies. OCE doit donc apprendre et
ce, a` partir de l’expe´rience.
3.2 Apprendre quoi ?
Le moteur OCE doit construire les connaissances
ne´cessaires pour pouvoir proposer des applications per-
tinentes a` l’utilisateur. Il doit apprendre ce que celui-ci
pre´fe`re quand certains composants sont pre´sents dans
l’environnement ambiant. Base´es sur ces pre´fe´rences a`
un moment donne´, ces connaissances seront exploite´es
pour prendre de futures de´cisions dans des situations
identiques ou similaires. Par exemple, OCE peut ap-
prendre que l’utilisateur pre´fe`re controˆler l’e´clairage
ambiant au moyen du curseur embarque´ sur son smart-
phone plutoˆt qu’avec l’interrupteur mural connecte´.
3.3 A` partir de quoi apprendre ?
Si le moteur ne peut pas disposer initialement d’un
ensemble de donne´es d’apprentissage, en revanche, des
donne´es peuvent eˆtre observe´es au fil de l’utilisation du
syste`me pour servir de base aux de´cisions futures.
Nous distinguons plusieurs sources possibles :
1. L’utilisateur e´tant pre´sent dans la boucle de
controˆle, il est possible d’observer et d’exploi-
ter ses retours sur l’application e´mergente pro-
pose´e (acceptation, modification ou rejet) sans
le surcharger. Par exemple, en cas de modifica-
tion par l’utilisateur du controˆle de l’e´clairage
ambiant, OCE peut faire e´voluer ses pre´fe´rences
de connexion entre services (le curseur du smart-
phone plutoˆt que l’interrupteur).
2. Pour modifier l’assemblage de composants pro-
pose´, l’utilisateur dispose d’un e´diteur qui
lui permet de manipuler les composants et
leurs connexions [KTAB18]. En instrumentant
l’e´diteur, il serait possible d’observer certaines
actions de l’utilisateur (par exemple, pousser un
composant en dehors de la feneˆtre d’e´dition) et
d’en extraire un feedback comple´mentaire.
3. Au prix d’un effort supple´mentaire, l’utilisa-
teur pourrait explicitement donner un feedback
plus riche sur l’application propose´e, avant son
de´ploiement ou apre`s son utilisation.
4. Apre`s de´ploiement, l’application peut aussi eˆtre
observe´e (utilisation des composants partici-
pants, des services ou des connexions. . .) afin
d’extraire automatiquement une appre´ciation
qualitative de son utilisation.
5. En interne au SMA, il est e´galement envisageable
d’extraire des informations de feedback a` partir
des interactions entre les agents (par exemple,
en cas d’e´changes soutenus entre deux agents, on
pourrait favoriser la connexion entre leurs ser-
vices respectifs).
A` ce stade de notre travail, nous avons choisi d’ex-
ploiter la premie`re source de donne´es qui traduit les
pre´fe´rences de l’utilisateur en fonction des composants
pre´sents dans l’environnement ambiant. Ainsi, le mo-
teur apprend des interactions avec l’utilisateur sans le
surcharger. Nous faisons l’hypothe`se que meˆme si l’uti-
lisateur ne peut pas expliciter a priori ses besoins, il
est capable de re´agir sur le moment a` la proposition
d’une application construite automatiquement. Il est
alors possible de capturer cette re´action sous la forme
de feedback et d’en extraire de la connaissance utile a`
des prises de de´cision futures.
3.4 Comment apprendre ?
L’absence de donne´es initiales et de solutions
connues rend impossible un apprentissage supervise´ ou
non supervise´. De plus, la dynamique de l’environne-
ment, avec les services qui apparaissent et disparaissent
de manie`re impre´visible, rend tre`s difficile voire impos-
sible la construction d’un mode`le statique de pre´diction
ou de classification. Pour ces raisons, nous proposons
un apprentissage par adaptation progressive permet-
tant au moteur OCE d’apprendre en continu en ex-
ploitant les informations de feedback que l’utilisateur
fournit ite´rativement. C’est un apprentissage en ligne,
par renforcement et a` horizon infini. Ce type de solu-
tion permet a` un syste`me de s’adapter sur le long terme
en interagissant avec son environnement [Boe14].
L’objet de l’apprentissage est ici de contribuer a`
de´terminer une action. Les agents d’OCE raisonnent en
s’appuyant sur des connaissances construites et mises a`
jour en ligne, de manie`re incre´mentale, au fur et a` me-
sure de l’expe´rience et au gre´ des interactions avec l’uti-
lisateur et des e´ventuelles e´volutions de ses pre´fe´rences.
Selon le mode`le de l’apprentissage en ligne [CMB18],
les agents font une “pre´diction” (l’assemblage) et l’en-
vironnement (ici l’utilisateur) apporte une re´ponse. Ce-
pendant, le retour donne´ ici par l’utilisateur n’a pas
le caracte`re d’exactitude de la re´ponse de l’environne-
ment dans le mode`le de l’apprentissage en ligne. Pour
cette raison, nous hybridons les principes de l’appren-
tissage en ligne avec ceux de l’apprentissage par renfor-
cement [CMB18] : la re´ponse de l’utilisateur permet de
renforcer les connaissances des agents, et les de´cisions a`
l’ite´ration t s’appuient sur les connaissances cumule´es
lors des ite´rations pre´ce´dentes.
Enfin, conside´rant la dynamique, a` la fois de l’en-
vironnement ambiant et de l’utilisateur, cet apprentis-
sage doit eˆtre en plus a` horizon infini [CMB18], ce qui
n’exclut pas des phases de stabilisation des connais-
sances.
Notons en comple´ment que cette approche n’exclut
pas non plus la possibilite´ d’exploiter des connaissances
connues a priori (par exemple, des re`gles ge´ne´rales
d’assemblage de composants me´tiers, des re`gles d’ergo-
nomie d’assemblage de composants d’interaction) qui
pourraient eˆtre fournies initialement et ainsi acce´le´rer
le processus d’acquisition des connaissances.
4 Principes de la solution
Le moteur OCE est un syste`me multi-agent dans
lequel chaque agent administre un service d’un com-
posant. Dans le cadre de l’architecture pre´sente´e en
section 2, OCE ope`re dans un cycle, appele´ cycle mo-
teur. Les agents eux-meˆmes fonctionnent de manie`re
cyclique : dans un cycle classique, appele´ cycle agent,
un agent perc¸oit, puis de´cide et enfin agit. Plusieurs
cycles agent s’effectuent ainsi dans un cycle moteur : les
agents perc¸oivent les messages rec¸us, de´cident et effec-
tuent les actions conforme´ment au protocole ARSA. En
fin de cycle moteur, apre`s pre´sentation d’un assemblage
a` l’utilisateur, le moteur OCE re´cupe`re le feedback de
l’utilisateur pour apprendre. Il peut ensuite sonder une
nouvelle fois l’environnement ambiant et de´marrer un
nouveau cycle avec les connaissances des agents mises a`
jour. Cette me´thode se rapproche du raisonnement par
cas [AP94] base´ sur la re´utilisation de cas ante´rieurs et
de solutions apprises pre´ce´demment ayant permis de
re´soudre un proble`me semblable au proble`me courant.
Dans un premier temps, nous pre´sentons ce que fait
un agent dans un cycle agent, en particulier comment il
exploite ses connaissances. Puis, nous expliquons com-
ment chaque agent construit et fait e´voluer ses connais-
sances par apprentissage, et nous discutons ce mode
d’apprentissage.
4.1 Cycle de vie d’un agent : de la per-
ception a` l’action
Pour de´cider de l’action a` effectuer, un agent
construit une repre´sentation de la situation courante
(4.1.1) dans la phase de perception. Il compare en-
suite cette situation a` des situations de re´fe´rence qu’il
a de´ja` rencontre´es (4.1.2) pour pouvoir l’e´valuer (4.1.3)
et choisir l’agent (et donc l’action) a` qui il re´pond
(4.1.4), dans la phase de de´cision. Enfin, il effectue l’ac-
tion (4.1.5).
4.1.1 Construction de la situation courante
On appelle situation courante Sit pour un agent
Ai la situation dans laquelle se trouve Ai dans le
cycle moteur courant : elle est compose´e de l’ensemble
des agents services perc¸us par Ai dans l’environne-
ment et compatibles avec lui du point de vue de la
composition 2. Cette situation est construite par Ai,
incre´mentalement dans un cycle moteur, a` partir des
messages qu’il rec¸oit. C’est a` l’e´tape de perception
qu’est cre´e´e puis actualise´e la situation courante de
l’agent Ai conforme´ment a` l’algorithme 1.
La situation courante Sit est forme´e d’un ensemble
des couples de la forme (Aj , T ype Message) ou` :
- Aj est l’identifiant de l’agent e´metteur du mes-
sage,
- Type Message est le type de message envoye´
dans le cadre du protocole ARSA c’est-a`-dire Ad-
vertise, Reply, Select ou Agree.
Algorithme 1 Perception d’un agent Ai
1: Re´cupe´rer le lot de messages rec¸us
2: pour chaque message rec¸u faire
3: Extraire le couple (Aj , T ype Message)
4: si service(Ai) et service(Aj) sont compatibles
alors
5: Actualiser la situation courante : Sit ← S
i
t ∪
{(Aj , T ype Message)}
6: fin si
7: fin pour
La situation courante est ensuite rapproche´e des si-
tuations de re´fe´rence qu’a de´ja` rencontre´es l’agent.
4.1.2 Rapprochement avec les situations de
re´fe´rence
On appelle situation de re´fe´rence pour un agent Ai
une situation identifie´e lors d’un pre´ce´dent cycle mo-
teur. Un agent dispose ainsi d’un ensemble de situa-
tions de re´fe´rence qui constituent sa me´moire, note´
Ref i. Nous verrons plus loin comment cette connais-
sance est construite et maintenue par apprentissage.
A l’instar d’une situation courante, une situation de
re´fe´rence est compose´e d’un ensemble d’agents services
2. Deux services sont dits compatibles si l’un est un service
fourni SF et l’autre est un service requis SR, et si SF rend le
service SR (SR ⊂ SF ).
perc¸u par l’agent dans l’environnement a` un moment
donne´, agents compatibles avec lui du point de vue de
la composition
Une situation de re´fe´rence de Ai est forme´e d’un en-
semble de couples de la forme (Aj , Scoreij), ou` :
- Aj est l’identifiant de l’agent e´metteur du mes-
sage,
- Scoreij est une valeur nume´rique qui repre´sente
pour Ai l’inte´reˆt d’une connexion avec le service
administre´ par Aj .
La phase de rapprochement a pour objectif d’iden-
tifier la situation courante parmi les situations de
re´fe´rence ou, a` de´faut, de se´lectionner les situations de
re´fe´rence “similaires” a` la situation courante. Le rap-
prochement s’effectue sur la base des identifiants des
agents pre´sents dans les situations, en faisant abstrac-
tion des types de messages et des scores.
Il est re´alise´ par la fonction Calculer Similarite´
qui construit un sous-ensemble avec les situations
de re´fe´rence dont le degre´ de similarite´ avec Sit est
supe´rieur a` un seuil ξ 3. Le sous-ensemble est re´duit
a` Sit si cette situation est connue (elle fait de´ja` par-
tie des situations de re´fe´rence) ; il est vide si aucune
situation similaire n’a e´te´ trouve´e.
E´tant donne´ l’ensemble Ref i des situations de
re´fe´rence de l’agent Ai et un seuil ξ, la fonction
Calculer Similarite´ est de´finie de l’ensemble des si-
tuations courantes pour Ai, Siti, vers un ensemble
de couples compose´s d’une situation de re´fe´rence et
d’un degre´ de similarite´ (1) : a` la situation courante
rencontre´e a` l’instant t, Sit , est associe´ l’ensemble des
couples forme´s par une situation de re´fe´rence SRik et
son degre´ de similarite´ dk avec S
i
t , dans le cas ou` dk
est supe´rieur ou e´gal au seuil ξ.
Calculer Similarite´ : Siti → P(Ref i × R)
Sit 7→ {(SR
i
k, dk)}k≤|Refi| et dk ≥ ξ
(1)
La fonction Calculer Similarite´ peut implanter un
algorithme de clustering pour regrouper les situa-
tions de re´fe´rence en classes. Ceci permet d’exe´cuter
l’ope´ration de rapprochement plus rapidement 4 : il suf-
fira a` l’agent de comparer la situation courante aux
repre´sentantes dans chacune des classes.
3. Pour donner une ide´e, le degre´ de similarite´ entre deux
situations peut eˆtre calcule´ sur la base la proportion d’agents en
commun.
4. En particulier dans le cas des environnements ambiants ou`
le nombre de situations de re´fe´rence peut eˆtre important.
4.1.3 Marquage de la situation courante
La phase de marquage permet d’enrichir la situa-
tion courante a` l’aide des situations de re´fe´rence qui
ont e´te´ se´lectionne´es dans la phase pre´ce´dente, en at-
tribuant un score aux agents de la situation courante.
A l’issue de ce marquage, l’agent Ai pourra e´tablir un
classement pre´fe´rentiel des agents Aj de la situation
courante et en se´lectionner un auquel re´pondre.
Le marquage est re´alise´ par la fonction Mar-
quer Situation qui attribue les scores a` partir des situa-
tions retourne´es par la fonction Calculer Similarite´. Si
la situation courante Sit est connue, la fonction Calcu-
ler Similarite´ a renvoye´ la situation de re´fe´rence cor-
respondante et les valeurs des scores sont reproduites
a` l’identique par la fonction Marquer Situation. Sinon,
la fonction Marquer Situation calcule le score Scoreij
de chaque agent Aj de Sit
5. Si l’un des agents de la
situation courante n’apparaˆıt pas dans les situations
de re´fe´rence (c’est le cas lors de l’apparition d’un ser-
vice nouveau dans l’environnement ambiant), un score
arbitraire lui est attribue´. Le choix de la valeur de ce
score permet de favoriser la prise en compte de la nou-
veaute´ 6. Ce choix appartient a` l’agent Ai. Il ge`re ce
choix et le fait varier en fonction de ce qu’il a appris
sur la sensibilite´ a` la nouveaute´ de l’utilisateur. Dans
le cas ou` aucune situation de re´fe´rence similaire n’a e´te´
trouve´e, les scores sont initialise´s avec une valeur arbi-
traire. Comme pre´ce´demment, le choix de cette valeur
initiale appartient a` l’agent Ai.
4.1.4 Choix de l’agent
Dans cette phase, l’agent Ai se´lectionne un agent Aj
de la situation courante (Ai re´pondra alors au message
de Aj).
Cette ope´ration est effectue´e par la fonction Choi-
sir Agent qui prend en parame`tre la situation courante
marque´e et renvoie l’agent qui maxime un crite`re d’op-
timisation. Pour cela, plusieurs strate´gies sont possibles
base´es sur les scores ou le type de message (dans l’ordre
Agree, Select, Reply, Advertise) ou une combinaison de
ces deux crite`res.
L’algorithme 2 synthe´tise le comportement de l’agent
lors de l’e´tape de de´cision.
5. Ce calcul peut eˆtre la moyenne des scores de Aj dans les
situations de re´fe´rence se´lectionne´es, ponde´re´e par les degre´s de
similarite´.
6. Par exemple, en choisissant une valeur supe´rieure aux
scores des autres agents de la situation.
Algorithme 2 De´cision d’un agent Ai
1: Sit Similairesit ←
Calculer Similarite´(Sit)
2: Situation Marque´eit ←
Marquer Situation(Sit , Sit Similaires
i
t)
3: Aj ← Choisir Agent(Situation Marque´eit)
4.1.5 Re´alisation de l’action
Dans cette e´tape, l’agent Ai donne suite au mes-
sage de l’agent Aj choisi a` l’e´tape pre´ce´dente. Le type
de message a` envoyer suit, dans le cadre du protocole
ARSA, celui de Aj . Ainsi, un agent continue a` coope´rer
avec les autres agents jusqu’au traitement d’un message
de type Agree. Dans ce cas, il accepte la connexion avec
le service ge´re´ par Aj et se met en attente d’un feedback
sur sa de´cision. L’algorithme 3 de´crit le comportement
de Ai dans la phase d’action.
Algorithme 3 Comportement d’un agent service
1: selon (Type Message)
2: cas Advertize :
3: envoyer un message Reply a` Aj ;
4: cas Reply :
5: envoyer un message Select a` Aj ;
6: cas Select :
7: envoyer un message Agree a` Aj ;
8: cas Agree :
9: re´aliser la connexion avec Aj ;
10: se mettre en attente d’un feedback ;
11: fin selon
4.2 Apprentissage a` base de feedback
utilisateur
Au cours des diffe´rents cycles agent (perception-
de´cision-action), l’agent exploite ses connaissances.
L’apprentissage de ces dernie`res s’effectue hors cycle
agent, lorsque le cycle moteur arrive a` son terme et
que le feedback de l’utilisateur est renvoye´ au moteur
OCE. Ce feedback porte sur l’ensemble de l’assemblage
propose´. Il est re´percute´ sur les agents qui composent
l’assemblage. Chacun de ces agents Ai construit alors
une nouvelle situation de re´fe´rence a` partir de sa si-
tuation courante marque´e. Pour cela, Ai calcule une
valeur de renforcement du score de chaque agent Ak
de la situation courante, note´e ri
Ak
. Le calcul des ri
Ak
utilise une variable β > 0, dont le choix appartient a`
Ai.
Trois cas sont possibles :
1. L’utilisateur a accepte´ l’assemblage dans son
inte´gralite´. La de´cision prise par tout agent Ai
de l’assemblage de choisir son partenaire Aj est
bonifie´e :
ri
Aj
= β
ri
Ak
= 0, ∀Ak ∈ Sit t.q. k 6= j.
2. L’utilisateur a rejete´ l’assemblage dans son
inte´gralite´. La de´cision prise par tout agent Ai
de l’assemblage de choisir Aj est pe´nalise´e :
ri
Aj
= −β
ri
Ak
= 0, ∀Ak ∈ Sit t.q. k 6= j.
3. L’utilisateur a modifie´ l’assemblage. S’il a
de´connecte´ (manuellement, en utilisant l’e´diteur
a` sa disposition, cf. section 3.3) le service ge´re´ par
un agent Ai du service ge´re´ par un agent Aj et re-
connecte´ le premier au service ge´re´ par un agent
Ah, on bonifie cette connexion et on pe´nalise celle
propose´e par le moteur :
ri
Ah
= (Scoreij − Score
i
h) + β
ri
Aj
= −β
ri
Ak
= 0, ∀Ak ∈ Sit t.q. k 6= h et k 6= j.
Les autres connexions de l’assemblage propose´
sont traite´es comme une acceptation (cas 1) si
elles ne sont pas modifie´es ou comme un rejet
(cas 2) si elle sont supprime´es.
Pour calculer le score Scoreik des agents A
k figurant
dans la situation courante Sit , l’agent A
i utilise la for-
mule (2), inspire´e de celle des algorithmes de bandit,
dans laquelle Scoreik est la valeur du score de l’agent
Ak et α ∈ [0, 1] est le facteur d’apprentissage :
Scoreik = Score
i
k + α(r
i
Ak − Score
i
k) (2)
Dans le contexte dynamique et d’impre´visibilite´ de
notre proble`me, il est difficile pour un agent de se
projeter sur les prochaines situations de connexion et
donc de de´terminer l’importance des re´compenses fu-
tures. Aussi, a` ce stade de notre travail, nous faisons
l’hypothe`se que l’action choisie n’a pas d’effet sur les
re´compenses futures. Dans le cas contraire, il faudrait
revenir a` la formule plus comple`te du Q-Learning avec
un facteur d’actualisation non nul.
Dans la formule, (1 − α)Scoreik repre´sente la part
d’information que l’agent Ai garde de son expe´rience
passe´e et α ri
Ak
celle qu’il apprend dans le cycle cou-
rant. On peut noter que le score des agents non re-
tenus dans l’assemblage diminue syste´matiquement.
Pour l’agent se´lectionne´ Aj , en fonction de la valeur de
β, le score peut aussi diminuer mais dans une moindre
proportion ; la position de Aj est donc renforce´e par
rapport aux agents non retenus.
Une fois la situation de re´fe´rence construite, l’agent
Ai la stocke dans sa base de connaissances, Ref i. Dans
le cas ou` cette situation est de´ja` dans Ref i (cas ou` la
situation courante correspondait a` une situation de´ja`
connue), Ai se contente de mettre a` jour les scores.
4.3 Discussion
Le but de l’apprentissage d’OCE est de maximiser
la satisfaction de l’utilisateur. Dans notre solution, les
crite`res de satisfaction n’ont pas a` eˆtre de´finis expli-
citement : OCE se base sur le feedback de l’utilisa-
teur (qui accepte, refuse ou modifie un assemblage) et
non sur l’e´valuation de crite`res de qualite´ pre´de´finis. Ce
type de solution confe`re a` OCE un caracte`re ge´ne´rique
(quel que soit l’utilisateur) et e´volutif (l’utilisateur
peut e´voluer et ses crite`res de satisfaction aussi).
L’apprentissage ne porte pas sur l’algorithme de
de´cision d’un agent (hors la part d’exploration
inhe´rente a` l’apprentissage par renforcement, un agent
cherche toujours a` se connecter avec le “meilleur”
agent). Il porte sur la construction et l’adaptation des
connaissances qui ame`nent l’agent a` ame´liorer ses pro-
positions. Ainsi, l’assemblage propose´ par OCE pour
une situation de´ja` rencontre´e pourra diffe´rer de celui
qu’il avait propose´ auparavant parce qu’entre temps il
a appris certaines pre´fe´rences de l’utilisateur.
Dans le processus de composition d’un assemblage,
les donne´es remontent des agents et l’assemblage
e´merge des propositions locales de connexions. Ce
comportement est caracte´ristique des syste`mes multi-
agents, dans lesquels la fonction du syste`me n’est ex-
plicitement de´finie dans aucun des agents mais e´merge
de leurs interactions. De la meˆme fac¸on, l’apprentis-
sage est distribue´ entre les agents. C’est l’agent qui
apprend localement en re´visant ses connaissances sur
ses connexions locales, en ajoutant ou en modifiant des
situations de re´fe´rence voire en oubliant certaines situa-
tions (par exemple celles qui sont trop anciennes). Ces
situations repre´sentent la vision locale de l’agent sur les
organisations possibles au sein du syste`me multi-agent.
L’apprentissage est donc ici un apprentissage concur-
rent dans lequel chaque agent est un apprenant auto-
nome influence´ par l’environnement [Boe14]. On peut
toutefois se demander si la vision purement locale est
suffisante. Les agents ne pourraient-ils pas coope´rer
davantage et e´changer, par exemple, des situations
de re´fe´rence pour une cohe´rence plus forte de leurs
de´cisions ? Dans le meˆme ordre d’ide´e, les agents qui
ge`rent les services d’un meˆme composant “hoˆte” ga-
gneraient probablement a` se coordonner (par exemple,
il peut eˆtre inutile d’annoncer un service fourni par un
composant tant que les services requis par le meˆme
composant hoˆte ne sont pas satisfaits). Ainsi, avec
des agents qui apprendraient sur d’autres agents, on
s’orienterait vers un apprentissage multi-agent [AS18].
Il faut cependant noter la contribution de l’utilisateur a`
la cohe´rence de la de´cision globale : il e´value et controˆle
les de´cisions d’OCE et son feedback est distribue´ aux
agents. Transforme´ en connaissance, ce feedback global
cadre les de´cisions des agents et donne une cohe´rence
globale a` l’agre´gation des de´cisions individuelles.
5 Travaux connexes
Fondamentalement, les composants logiciels et les
services sont des unite´s logicielles de´veloppe´es et
de´ploye´es dans le but d’eˆtre re´utilise´es et com-
pose´es. L’automatisation de la composition est une
proble´matique largement traite´e dans la litte´rature, en
particulier pour ce qui concerne les services Web.
Pour F. Morh [Mor16], le proble`me de la composi-
tion automatique des services se divise en deux grandes
classes selon que la “structure” de la composition est
connue au pre´alable ou non. Dans le premier cas, il
s’agit de trouver a` l’exe´cution les diffe´rents services qui
vont permettre de re´aliser un mode`le donne´ (plan de
composition, workflow de services. . .) en l’adaptant au
mieux a` la situation. Par exemple, MUSIC [RBD+09]
permet une adaptation contextuelle de la composition
en se basant sur un mode`le : les plans sont se´lectionne´s
au moment de l’exe´cution afin de maximiser un crite`re
de qualite´. Dans le deuxie`me cas, on cre´e de nouveaux
services qui satisfont des pre´-conditions et des post-
conditions, ou des besoins explicite´s en amont. Dans
tous les cas, la composition s’effectue en mode top-down
(a` l’inverse de notre approche bottom-up), a` partir de
mode`les pre´de´finis ou de buts explicites.
Dans [SVV11], les auteurs pre´sentent un e´tat de l’art
sur la composition de services en intelligence ambiante.
Les solutions pre´sente´es reposent sur la formulation
(sous diffe´rentes formes) d’un but a` atteindre. Dans
certains cas, l’utilisateur peut eˆtre implique´ et choisir
une solution de composition parmi diffe´rentes compo-
sitions possibles qui lui sont pre´sente´es, comme c’est
le cas dans notre architecture. Il n’est cependant pas
pre´sente´ de syste`me de composition qui repose sur l’ap-
prentissage et, par conse´quent, de contribution de l’uti-
lisateur a` un processus d’apprentissage.
Dans [RFP17], les auteurs proposent une solution
a` base d’apprentissage pour l’adaptation en ligne et
en continu de syste`mes logiciels a` composants. A` par-
tir d’un but explicite et d’un ensemble de configura-
l’optimisation dynamique de la composition, Wang
et al. [WWH+16] e´tendent le travail expose´ dans
[WZZ+10] et proposent un framework multi-agent col-
laboratif ou` les agents apprennent par renforcement
en utilisant l’algorithme Q-Learning. Ici, le partage
d’expe´rience entre les agents ame´liore leur efficacite´
et leur vitesse d’apprentissage. Dans [LSL+14], les au-
teurs proposent une approche collaborative base´e sur
un algorithme d’apprentissage par renforcement appele´
“Learning automata”, pour adapter la composition de
services Web et maintenir une QoS satisfaisante de la
composition. Y. Charif et N. Sabouret utilisent eux
aussi un protocole de coordination entre agents pour la
chore´graphie dynamique de services : un agent dialogue
a` l’aide de requeˆtes et utilise un historique des conver-
sations en guise de me´moire [CS09]. Ces approches
coope´ratives sont inte´ressantes et rejoignent nos pers-
pectives discute´es en section 4.3.
6 Conclusion
Pour construire des applications ambiantes par as-
semblage automatique et dynamique de services logi-
tions connues qui satisfont ce but, il s’agit de trou-
ver la meilleure selon des crite`res extrafonctionnels et 
non de faire e´merger une fonctionnalite´ comme nous
le proposons. L’adaptation n’est pas programme´e mais 
apprise par renforcement a` partir d’expe´rimentations 
sur les diffe´rentes configurations possibles. L’utilisateur 
est sollicite´ pour expe´rimenter mais pas pour donner 
un feedback explicite. Pour cela, les applications sont 
instrumente´es et c’est l’environnement d’exe´cution qui
ge´ne`re les donne´es de feedback (du type de celles men-
tionne´es dans le point 4 de la section 3.3).
Les travaux base´s sur l’apprentissage pour automa-
tiser la composition prennent le plus souvent la qua-
lite´ de service (QoS ) comme crite`re (par exemple,
[KAA+19]). Dans ce cadre, Wang et al. proposent une 
composition auto-adaptative de services Web en envi-
ronnement dynamique afin de maximiser la QoS glo-
bale de la composition offerte a` l’utilisateur [WZZ+10]. 
Pour cela, en s’inspirant de [CXRM09, DGAV05], ils 
mode´lisent la structure d’une composition de service 
sous la forme d’un processus de de´cision markovien 
contenant plusieurs workflows, la politique optimale 
pour le choix du meilleur workflow e´tant base´e sur un 
algorithme de Q-Learning. La QoS n’est actuellement 
pas prise en compte dans notre solution ; ce pourrait
eˆtre un e´le´ment de nature a` enrichir la de´cision, obtenu 
par observation ou via le feedback de l’utilisateur.
Pour traiter l’e´volutivite´, le passage a` l’e´chelle et
ciels, notre approche se de´marque des solutions exis-
tantes en faisant e´merger les applications de l’environ-
nement ambiant en mode bottom-up, sans expression
pre´alable des besoins ni mode`le d’assemblage pre´de´fini.
Afin de satisfaire au mieux l’utilisateur tout en limi-
tant sa contribution dans un contexte de forte dyna-
mique et d’impre´visibilite´, cette e´mergence doit eˆtre
controˆle´e. Pour cela, notre “moteur de composition”
apprend en ligne, par renforcement et a` horizon in-
fini. C’est un syste`me multi-agent dans lequel chaque
agent ge`re un service (fourni ou requis). Les agents
interagissent et coope`rent dans le cadre du protocole
ARSA. Ils apprennent individuellement et en concur-
rence : chacun construit, a` partir des messages qu’il
rec¸oit, sa repre´sentation locale de l’e´tat du monde qui
l’entoure. Il identifie ainsi la situation courante et la
rapproche de situations rencontre´es par le passe´, ces
dernie`res ayant e´te´ value´es a` partir de donne´es de feed-
back de l’utilisateur. Le rapprochement entre situations
permet a` l’agent de prendre des de´cisions de connexion
pertinentes pour le service qu’il administre. En outre, le
protocole ARSA et le rapprochement de situations per-
mettent d’inte´grer des services nouveaux et inconnus
qui apparaissent soudainement dans l’environnement.
L’architecture fonctionnelle de notre syste`me et le
protocole ARSA ont e´te´ imple´mente´s. Un prototype
d’e´diteur pour l’interaction avec l’utilisateur a e´te´
de´veloppe´ par ailleurs [KTAB18]. Avant de mettre
en œuvre la solution d’apprentissage, il convient de
finaliser la de´finition des diffe´rentes fonctions (cal-
cul de similarite´, marquage de situation, choix de
l’agent) et les parame`tres d’apprentissage. Nous pour-
rons alors conduire diffe´rentes expe´rimentations, por-
tant sur diffe´rents cas d’utilisation identifie´s, afin
d’e´valuer et de calibrer la solution.
Quelques questions restent ouvertes. D’une part,
le temps d’apprentissage ne´cessaire pour que le mo-
teur propose a` l’utilisateur des applications utiles et
utilisables pourrait s’ave´rer important. Une solution
brie`vement expose´e en fin de section 3.4 pourrait
consister a` incorporer des re`gles me´tier ou des re`gles
d’ergonomie au niveau des agents, possiblement sous
la forme de situations de re´fe´rence pre´de´finies, afin
d’acce´le´rer l’acquisition des connaissances. Par ailleurs,
notre solution d’apprentissage se base sur un feedback
utilisateur capture´ en phase de pre´sentation de l’ap-
plication. D’autres sources de donne´es d’apprentissage
sont a` envisager (cf. section 3.3). Dans tous les cas,
un e´quilibre doit eˆtre respecte´ entre, d’un coˆte´, la qua-
lite´ et la quantite´ du feedback et de l’autre, la nature
et la fre´quence de la sollicitation de l’utilisateur. La
pre´cision de la valuation des situations a` partir de ce
feedback ainsi que le rapprochement de situations sont
d’autres points critiques pour la qualite´ de la de´cision.
D’autre part, la formule (2), inspire´e de celle du
Q-Learning, ne prend pas en compte le facteur d’ac-
tualisation γ (cf. section 4.2). Cette question doit eˆtre
e´tudie´e plus pre´cise´ment sur la base de cas concrets afin
de de´terminer en quoi le choix d’une “action” pourrait
influer sur les futures re´compenses. Si tel e´tait le cas,
nous devrions re´introduire le facteur d’actualisation.
Enfin, comme nous l’avons indique´ en section 4.3,
notre apprentissage est essentiellement individuel,
sans e´change d’information ni coordination entre les
agents apprenants. L’introduction dans le syste`me de
me´canismes ade´quats devrait aussi ame´liorer la qualite´
de l’apprentissage, donc de la de´cision au niveau de
l’ensemble des agents, et par conse´quent la qualite´ de
l’assemblage global propose´ a` l’utilisateur.
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