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ABSTRACT
An analysis of water level time series from 20 tide gauges in Southeast Asia finds that diurnal and semidiurnal
astronomical tides exhibit strong seasonal variability of both amplitude and phase, which is not caused by known
modulations of the astronomical tide-generating forces. Instead, it is found that the tidal properties are coherent
with the western North Pacific monsoon index (WNPMI), indicating that monsoonal mechanisms are the likely
cause. The studydomain includes theMalacca Strait,Gulf of Thailand, the southern SouthChinaSea, and JavaSea.
The character of the geography and the tidal variability is different in each of these subregions. A new barotropic
regional tide model is developed that incorporates the coupling between geostrophic currents, wind-driven
(Ekman) currents, and tidal currents in the bottomboundary layer in order to examine the influence of these factors
on tides. The dynamics thus preserve the frictional nonlinearities while neglecting advective nonlinearities and
baroclinic tides, approximations that should be valid on the wide and shallow continental shelves in the study
region. Themodel perturbation approach uses the climatological seasonal variability of wind stress and geostrophic
currents, which are prescribed singly and in combination in the model, to explain the observed tidal variability.
Results are most successful in the southern Gulf of Thailand and near Singapore, where it is found that the
combined effect of geostrophic and Ekman currents shows increased skill in reproducing the tidal variability than
individual models. Ambiguous results at other locations suggest more localized processes such as river runoff.
1. Introduction
Tides exhibit variability onmultiple time scales due to
changes in physical properties of the ocean and coastal
morphology not attributed to astronomical variations.
The tidal contribution to total water level is typically
significant compared to other processes, such as wind-
driven setup, so knowledge of tidal variability is im-
portant to understanding and predicting water level
extremes and flooding (Devlin et al. 2017a). Previous
work examining yearly and decadal tidal variability has
found a significant correlation between mean sea level
(MSL) fluctuations and tidal variability at many sites in
the Pacific (Devlin et al. 2014, 2017b). In the course of
examining these data it was found that the seasonal
variability is often larger than the interannual and de-
cadal tidal variability. Hence, the present study specifi-
cally examines tidal seasonality, which refers to the
annual variability of tidal amplitudes and phases during
different months of the year not attributed to predict-
able variations in the astronomical tide-generating
force, in order to gain better insight into the processes
leading to the overall variability.
The variation in the tides as prescribed by gravita-
tional forcing is small; for example, there is a predicted
variation of 0.7% for M2 (Hartmann and Wenzel 1995).
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Yet, there are many tide gauge records worldwide that
show a seasonal modification in tidal properties (Corkan
1934). Nonastronomical tidal seasonality may be in-
duced by many factors. The interaction of nontidal and
tidal currents can alter frictional damping of the tides
(Hunter 1975); this may lead to tidal seasonality
through, for example, changes in river discharge (Godin
1985, 1991; Guo et al. 2015). Tidal seasonality also can
be attributed to other nonlinear interactions arising di-
rectly from nontidal changes in water depth, such as
occurs during meteorologically driven storm surges
(Cartwright and Amin 1986). Another factor is seasonal
change in stratification on the continental shelf, which
can change the vertical profile of eddy viscosity and, in
turn, the vertical current profile (Müller 2012). In Arctic
regions and in the SouthernOcean, sea ice dynamics and
underice friction can be a significant influence on the
seasonality of tidal components (St-Laurent et al. 2008).
Regionally, tides have been found to have a significant
seasonality in the North Sea (Pugh and Vassie 1976), at-
tributed to nonlinear surge–tide interaction, which can
modify the M2 amplitude by up to 6% (e.g., at Cuxhaven,
Germany; Leeuwenburgh et al. 1999;Huess andAndersen
2001). Additionally, in the North Sea region, the vertical
profiles ofM2 currents vary seasonally, owing to changes in
stratification (Howarth 1998; van Haren 2000). Foreman
et al. (1995) documented seasonal variability of M2 at
Victoria, Canada, suggesting that river flow or seasonal
stratificationmight be the reason.Annual variability ofM2
has also been documented globally using satellite altimetry
(Müller et al. 2012).
Kang et al. (1995) described seasonal variations inM2 of
up to 4% of the mean tide near Korea, based on monthly
harmonic analyses in February and August. This was at-
tributed to a generalized ‘‘interacting effect,’’ such as me-
teorological factors or seasonal variations in the strengths
of the Kuroshio and the Tsushima Current. More recent
modeling studies have found that seasonal stratification
can have a pronounced effect on tides, including current
shear, frictional dissipation, and barotropic energy flux,
which explain the complicated seasonal variability ob-
served in the Yellow Sea (Kang et al. 1998, 2002).
The purpose of the present study is to examine tidal
seasonality at 20 gauges in Southeast Asia, a region
dominated by the influence of the Asian monsoon
(Wyrtki 1961; Li and Wang 2005). The monsoon causes
spatially variable and seasonal changes in winds, rainfall,
ocean surface circulation, stratification, and water mass
transport, all of which may in turn affect the tides. As
will be shown, below, time series of tidal variability show
strong semiannual coherence and moderate annual co-
herence to the western North Pacific monsoon index
(WNPMI; Wang and Fan 1999) in most of the study
domain, suggesting that monsoon-related mechanisms
may be a causative factor of tidal seasonality.
The tidal seasonality observed in this region exhibits a
superposition of semiannual and annual harmonics, with
considerable spatial differences in magnitude and phase.
Because the seasonality is generally a robust feature of the
tides in this region, it seems both worthwhile and feasible
to investigate its causes in detail. Our approach involves
using a barotropic tide model coupled to a simplified rep-
resentationof the three-dimensional dynamics, inwhich the
(nontidal) climatological geostrophic and wind-driven flow
are frictionally coupled to the tides, but the baroclinic tidal
dynamics are neglected.Amonthly climatology of sea level
and wind stress is prescribed, using data available from a
variety of independent sources, and tidal responses are
computedwith themodel and comparedwith observations.
As already mentioned, the model does not include the
baroclinic tide, which is known to be important to tidal
dynamics in the northern South China Sea (SCS; Jan et al.
2007, 2008). The justification for this omission is simply that
the sites considered here are all in shallow water where the
surface expression of the internal tide is likely very small.
The approach also permits higher resolution to be used, in a
larger domain, thanwould be possible if a prognostic three-
dimensional baroclinic model were used, and it avoids the
need to couple the three-dimensional circulation, stratifi-
cation, and water level to the surrounding seas. Present
efforts to resolve the coupled tidal, wind-driven, and ther-
mohaline circulations (Arbic et al. 2010) are not accurate
enough todrawquantitative conclusions aboutmechanisms
at the spatial scales of the present study.
The rest of this article reports on the approach out-
lined above. First, the observations of tidal seasonality
are reported, and these are compared with the monsoon
index. Then, the tide model is introduced, including the
turbulence submodel, which couples the barotropic tides
and nontidal motions. Results of the model and com-
parisons with the observations are then presented. Last,
the results are discussed in terms of the evidence for
particular physical mechanisms of tidal seasonality in
the region, and further research questions are indicated.
2. Observations of tidal seasonality in the waters of
Southeast Asia
The locations of the 20 tide gauges used in the study
are shown in Figs. 1 and 2 and detailed in Table 1. The
gauges are in locations of varying oceanographic and
meteorological conditions, and it is useful to define four
subregions as follows. The first subregion is the Malacca
Strait (MS) on the west side of the Malay Peninsula,
including Singapore, where eight gauges are located.
The second subregion is the east side of the Malay
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Peninsula and the western coast of the Gulf of Thailand
(GOT), with six gauges. The third subregion is the
western part of the SCS, with four gauges located in
Vietnam and Borneo (Malaysia). The fourth subregion
is the Java Sea (JS), with two gauges. The hourly sea
level records for these sites were obtained from the ar-
chive at the University of Hawai‘i Sea Level Center
(UHSLC; https://uhslc.soest.hawaii.edu/).
The Southeast Asian waters provide the main equa-
torial connection between the Pacific and Indian Ocean,
contain complex bathymetry and sills, and exhibit varied
tides. Both the diurnal and semidiurnal tides enter the
SCS from the Pacific through the Luzon Strait, gener-
ating significant baroclinic energy (Jan et al. 2007, 2008).
The amplitude of the semidiurnal constituents are
damped as they enter the SCS, though the diurnal con-
stituents are amplified (Zu et al. 2008; Fang et al. 1999).
The incoming tidal waves travel through the deepwaters
of SCS, slow at the shallow Sunda Shelf, and then split
into two branches at the coast of the Malay Peninsula,
one flowing northward into the GOT and forming am-
phidromic systems, the other flowing southward into the
JS. An atypical clockwiseM2 amphidromic system exists
in the GOT, which is due to the near-resonant geometry
and topography of the region (Yanagi and Takao 1998).
To remove seasonal variability associated with the pre-
dictable astronomical tide, tidal seasonality is expressed in
terms of tidal admittances, which are the complex ratios of
the harmonic constants of the observed tide versus the
equilibrium tide (Devlin et al. 2014). Harmonic analysis of
the hourly sea level observationsZobs(t) is performed using
the R_T_Tide package (Pawlowicz et al. 2002; Leffler and
Jay 2009). Then, the equilibrium tide is computed from the
equilibrium tidal potential V, expressed as a sea surface
height,Zpot(t)5 V/g, where g is the acceleration of gravity
(Cartwright andTayler 1971; Cartwright andEdden 1973),
and this is harmonically analyzed using samples at exactly
the same locations and times as the observations. Monthly
analyses are used to compute time series of admittance
amplitude A(t) and phase F(t):
A(t)5
A
obs
A
pot
, and F(t)5F
obs
(t)2F
pot
(t) , (1)
where (Aobs, Fobs) and (Apot, Fpot) denote the observed
and equilibrium amplitude and phase, respectively.
Admittance time series are found for two semidiurnal
lunar tides (M2 and S2) and two diurnal lunisolar tides
(K1 and O1), which can be stably resolved from monthly
time series. The use of an admittance largely eliminates
the predictable seasonal variability due to unresolved
frequencies (e.g., the effects of P1 and K2 on K1 and S2)
and allows the examination of factors not involving as-
tronomy, such as seasonal climatic variability.
To highlight the seasonal variability of the monthly
MSL and tidal admittance, the time series are projected
onto mean, annual, and semiannual cycles by regression
onto the functional form:
F(t)5 a
0
1 a
1
sin(v
a
t)1 b
1
cos(v
a
t)1 a
2
sin(v
s
t)
1 b
2
cos(v
s
t) , (2)
where a0 is the mean, (a1, b1) are the coefficients of
annual variability, and (a2, b2) are the coefficients of
FIG. 1. Map of Southeast Asia, showing the depths (m) of the
major ocean basins and tide gauge locations. The region in the
green square is enlarged in Fig. 2.
FIG. 2. Close-up map of the region in the green square in Fig. 1,
showing the Strait of Singapore and nearby tide gauges.
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semiannual variability, with va 5 2p/(1 year) and vs 5
2va. The amplitudes of the annual and semiannual
harmonics are defined as Ma 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 1 b
2
1
p
, and Ms 5ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a22 1 b
2
2
p
, respectively. Tables 2 and 3 show these
modulations of the M2 and K1 tides, respectively, and
Tables S1 and S2 in the supplementalmaterial showO1 and
S2, respectively. Examples of tidal seasonality are shown in
Figs. 3 and 4 at a representative station in each subregion.
Figure 3 shows the variability atLumut,Malaysia, in theMS
for M2 (Fig. 3a) and K1 (Fig. 3c) and at Sedili, Malaysia, in
the southern GOT for M2 (Fig. 3b) and K1 (Fig. 3d).
Figure 4 shows the variability at Vung Tau, Vietnam, in the
TABLE 1. Tide gauges used in this study. Locations are shown in Figs. 1 and 2.
Station Country Latitude Longitude Start year End year Location
MS
Ko Taphao Noi Thailand 7.828N 98.428E 1985 2014 Bay
Langkawi Malaysia 6.878N 99.678E 1985 2014 Island
Penang Malaysia 5.428N 100.358E 1984 2014 Island
Lumut Malaysia 4.238N 100.628E 1984 2014 Coastal
Kelang Malaysia 3.058N 101.378E 1983 2014 Coastal
Keling Malaysia 2.228N 102.158E 1984 2014 Coastal
Kukup Malaysia 1.338N 103.458E 1985 2014 Island
Tanjong Pagar Singapore 1.478N 103.848E 1984 2014 Harbor
GOT
Sedili Malaysia 1.948N 104.128E 1986 2014 Bay
Tioman Malaysia 2.88N 104.148E 1985 2014 Island
Kuantan Malaysia 3.988N 104.448E 1983 2014 Coastal
Cendering Malaysia 5.278N 103.188E 1984 2014 Coastal
Getting Malaysia 6.238N 102.118E 1986 2014 Coastal
Ko Lak Thailand 11.88N 99.828E 1985 2014 Coastal
SCS
Vung Tau Vietnam 10.348N 107.078E 1986 2002 Estuary
Bintulu Malaysia 3.268N 113.068E 1992 2014 Coastal
Kota Kinabulu Malaysia 5.988N 116.078E 1987 2014 Coastal
Sandakan Malaysia 5.828N 118.088E 1993 2014 Coastal
JS
Jakarta Indonesia 6.178S 106.678E 1984 2004 Coastal
Surabaya Indonesia 7.228S 112.738E 1984 2004 Bay
TABLE 2. The M2 amplitude (amp; mm) and phase-fitting (ph; 8) harmonics. Mean values of tides are shown (a0), along with annual
harmonics (Ma 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 1 b
2
1
p
) and semiannual harmonics (Ms 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a22 1b
2
2
p
), with the associated root-mean-square errors.
Station a0 (amp) Ma (amp) Ms (amp) RMSE (amp) a0 (ph) Ma (ph) Ms (ph) RMSE (ph)
Ko Taphao Noi 784.0 3.5 0.5 16.8 263.6 0.2 0.3 2.0
Langkawi 802.8 3.1 3.0 10.7 242.4 0.2 0.7 0.9
Penang 613.6 2.6 8.8 12.8 26.5 0.5 0.7 1.0
Lumut 740.9 2.7 3.4 9.7 82.7 0.6 0.3 0.8
Kelang 1368.0 6.6 5.7 20.1 126.8 0.4 0.7 0.9
Keling 607.9 4.9 8.8 9.7 200.6 0.9 0.1 1.4
Kukup 932.5 1.2 16.0 14.3 261.1 0.8 0.6 0.9
Tanjong Pagar 792.5 24.1 9.0 11.4 260.4 0.2 0.8 1.5
Sedili 552.1 12.7 19.8 14.5 292.2 4.4 0.8 1.3
Tioman 588.6 16.6 22.2 16.3 2111.1 3.4 0.9 1.2
Kuantan 522.3 19.7 21.9 15.2 2124.3 2.2 0.9 1.4
Cendering 295.6 7.8 10.3 8.9 2146.9 3.1 0.7 1.5
Getting 162.0 6.0 8.0 11.7 2131.9 3.2 0.4 6.1
Ko Lak 63.2 1.4 5.4 7.6 135.0 4.8 2.2 14.4
Vung Tau 766.4 35.4 22.6 23.5 49.4 0.5 2.2 5.6
Bintulu 189.4 9.4 3.3 8.1 47.5 2.0 1.8 2.4
Kota Kinabulu 233.8 3.7 0.8 4.3 240.5 0.6 0.4 1.3
Sandakan 415.1 0.8 4.3 12.7 238.4 1.3 1.3 5.8
Jakarta 62.4 3.5 1.5 8.9 23.2 27.7 8.3 28.5
Surabaya 344.2 7.0 8.3 17.1 219.3 1.6 0.5 6.5
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SCS for M2 (Fig. 4a) and K1 (Fig. 4c) and at Surabaya, In-
donesia, in the JS for M2 (Fig. 4b) and K1 (Fig. 4d). The
amplitude anomaly is displayed in dimensional units (mm)
bymultiplying the admittance by themean amplitude of the
equilibrium tide and subtracting the mean.
Seasonal variability in the southern part of the GOT is
generally larger than the other regions of the study domain
for semidiurnal amplitudes (Figs. 3b,d). TheM2 amplitudes
exhibit nearly equal semiannual and annual magnitudes
and phase variability of 58 or more (not shown). The K1
amplitudes exhibit a more varied mix of annual and semi-
annual magnitudes, but the phase variability is generally
mild or nonexistent. In theMS the variability of the diurnal
tides is larger than that of the semidiurnal tides. The K1
variability generally shows a pulselike pattern of mixed
annual and semiannual behavior,with very steep transitions
occurring aroundAugust/September and aroundFebruary/
March at most gauges (Figs. 3a,c). The O1 amplitudes vary
semiannually by as much as 25mm (which is nearly 50% of
the mean tide), and O1 phases also have large semiannual
variations, up to 408. In the SCS the seasonal variability is
typically small (10mm or less), except at Vung Tau, where
seasonal variability is large (200mm or more) and annual
and semiannual harmonics are comparable. In the JS the
M2 variability is weak but still identifiable. In contrast, the
K1 seasonality is large at both JS gauges. Phase variations
are generally small and insignificant in the JS.
The connection of the observed tidal amplitudes to the
monsoon (represented by the WNPMI) is highlighted in
Fig. 5. Figure 5a shows a 10-yr (1990–2000) time series of
M2 amplitude at Sedili (blue line) along with theWNPMI
(green line). Themonsoon index has a clear annual cycle.
The tidal amplitudes, as was seen in Figs. 3 and 4, have
more pronounced semiannual behavior, with positive but
unequal peaks during the maximum positive and negative
phases of the monsoon index. This yields a correlation be-
tween the tidal amplitudes and themonsoon at both annual
and semiannual frequencies, with the semiannual correla-
tions typically stronger than the annual. This is demon-
strated by the coherence of M2 admittance with the
WNPMI, shown in Fig. 5c. The coherence values at all
stations are mapped in Fig. 5b (semiannual) and Fig. 5d
(annual). The semiannual coherence of M2 with the
WNPMI is largest in the southern GOT and SCS and
moderate in the MS and the JS. The annual coherence M2
with the WNPMI is weak or moderate at all sites. Co-
herence values for all stations andanalyzed tides are listed in
Tables S3 and S4 for the annual and semiannual coherence
of tidal amplitudes and Tables S5 and S6 for tidal phases.
The above highlights the main characteristics of tidal
seasonality at the sites studied. The variability is corre-
lated with a large-scale meteorological process, the
monsoon, but there are a range of seasonal mechanisms
associated with the monsoon that might cause the vari-
ability. The large-scale correlations of the variability
throughout the region indicate that it is not likely related
to the baroclinic internal tide, which is spatially coherent
over very small distances. Also, the magnitudes of the
tidal changes, which are on the scale of centimeters of
sea surface height, cannot easily be supported by in-
ternal tides, at least not within the shallow GOT, JS,
and MS. For example, in the 60-m mean depth of the
GOT, because of the relatively small surface-to-bottom
temperature difference, a 1-cm steric height anomaly
TABLE 3. As in Table 2, but for K1.
Station a0 (amp) Ma (amp) Ms (amp) RMSE (amp) a0 (ph) Ma (ph) Ms (ph) RMSE (ph)
Ko Taphao Noi 136.6 9.6 4.0 6.4 236.8 4.3 2.0 3.0
Langkawi 176.2 12.2 5.6 7.6 228.3 5.4 1.7 2.8
Penang 208.6 19.4 5.6 10.0 222.6 7.2 1.1 3.0
Lumut 228.0 17.3 12.8 13.3 212.2 8.4 2.5 3.6
Kelang 202.1 24.7 15.5 16.9 6.5 11.8 4.3 5.6
Keling 103.5 33.8 14.0 16.8 2224.5 21.7 9.8 14.0
Kukup 273.2 19.8 11.5 13.6 2213.6 9.3 3.9 2.9
Tanjong Pagar 319.9 7.6 16.4 13.3 95.8 5.7 3.0 3.2
Sedili 374 10.0 12.9 13.0 30.1 2.8 0.9 2.2
Tioman 488.3 9.9 14.5 12.3 7.2 1.1 1.4 2.0
Kuantan 561.7 12.8 19.9 12.5 23.8 0.5 1.4 1.9
Cendering 522.6 12.7 21.8 12.2 214.3 0.4 1.5 2.0
Getting 262.5 15.5 19.2 14.4 223.6 1.6 2.5 4.0
Ko Lak 530.1 9.6 24.1 21.0 2199.0 0.9 0.8 3.2
Vung Tau 615.5 20.0 18.0 17.2 244.5 1.6 1.5 3.8
Bintulu 434.7 7.5 8.7 19.5 247.7 1.9 1.5 1.7
Kota Kinabulu 371.7 2.1 10.4 7.2 250.2 1.0 1.8 1.2
Sandakan 368.1 6.3 7.0 9.3 237.3 2.7 0.4 1.6
Jakarta 268.1 20.8 16.2 11.6 238.4 3.8 1.4 4.7
Surabaya 485.7 14.2 22.0 14.6 138.7 1.9 0.6 3.3
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would correspond to internal isotherm displacements
equal to or exceeding the full water column depth
(Yanagi et al. 2001). Instead, we seek other mechanisms
for the tidal seasonality.
3. A model for barotropic tides coupled to nontidal
stratification and currents
It is hypothesized that frictional interactions between
the barotropic tides and nontidal processes are responsible
for the observed tidal seasonality. In this section a nu-
merical model is developed to test this hypothesis. The
model consists of an approximation to the horizontal mo-
mentum equations describing the nontidal ocean currents
driven by wind stress and barotropic pressure gradients
that are coupled to barotropic tides via the bottom stress.
The seasonal cycles of wind stress and barotropic pressure
gradient, as estimated from observation-based climatol-
ogies, are then applied both individually and in combina-
tion with the model to determine their influence on tides.
The nonlinearity of the turbulent stresses makes the
dynamics nontrivial, and it necessitates an iterative scheme
to couple the tidal and subtidal flow fields.
More precisely, the horizontal momentum balance of
the model is given by
›u
›t
1 f k̂3 u52g=

h1
ð0
z
rg/r
0
ds1 ~V/g

1
›
›z

n
›u
›z

, (3)
where u5 (u, y) is the horizontal current vector; a function
of latitude u, longitude f, depth z, and time t; f5 2V sinu
is the Coriolis parameter, where V is the rotation rate of
Earth;h is the elevation of thewater surface, relative to the
undisturbed depthH; r is the seawater density and r0 is its
mean value; and n is the vertical component of the tur-
bulent viscosity. The k̂ indicates the unit vector in the
vertical direction. The ~V is a modified form of the equi-
librium astronomical tidal potential, which equalsV plus a
correction for tidal self-attraction and solid-Earth loading,
following Egbert and Erofeeva (2002). Boundary conditions
FIG. 3. Examples of observed tidal variability at representative tide gauges. Seasonality of (a) M2 and (c) K1
admittance amplitude at Lumut in the MS. Seasonality of (b) M2 and (d) K1 at Sedili, in the GOT. Dots show the
admittance anomaly that is obtained from each monthly admittance minus the annual mean admittance. The red
line shows the annual and semiannual fit to the seasonality [Eq. (2)]. Dimensional units (mm) are obtained by
multiplying the nondimensional admittance anomaly by the annual mean of the equilibrium tidal amplitude.
1174 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 48
on u are no slip at the bottom, u 5 0 on z 5 2H, and
prescribed stress at the ocean surface given by n›u/›z5 tw,
where tw is the wind stress vector divided by r0. Thus, the
hydrostatic and Boussinesq approximations have been
made, and the advective nonlinearities are neglected; the
remaining nonlinearity in the model is in the specification
of n, which shall be described below.
The total current is assumed to be the sum of a baro-
tropic tidal component u1, which is time variable, and
a subtidal (steady) component u2, which is diagnosed
from a prescribed pressure gradient and wind stress.
Substituting u5 u11 u2 into Eq. (3), it is straightforward
to obtain the following:
›u
1
›t
1 f k̂3 u
1
52g=

h
1
1
ð0
z
r
1
g/r
0
ds1 ~V/g

1
›
›z

n
›u
1
›z

1 f k̂3 u
2
2 g=

h
2
1
ð0
z
r
2
g/r
0
ds

1
›
›z

n
›u
2
›z

.
(4)
Note that the turbulent viscosity is a function of both the
tidal and subtidal fields: n 5 n(r1, r2, u1, u2). Next,
neglect the baroclinic tide (i.e., assume the gradient of
the r1 term is negligible compared to the gradient of the
h1 term):
›u
1
›t
1 f k̂3u
1
52g=(h
1
1 ~V/g)1
›
›z

n
›u
1
›z

1 f k̂3 u
2
2 g=

h
2
1
ð0
z
r
2
g/r
0
ds

1
›
›z

n
›u
2
›z

. (5)
The turbulent viscosity is given by a Prandtl mixing-
length model, n5 ‘2›juj/›z, where the mixing length ‘
is a function of the shear and stratification according to a
modified law-of-the-wall relation. The nominal law-of-
the-wall mixing length is given by
‘* 52kz(11 z/H) , (6)
where the von Kármán constant is k 5 0.41, which de-
scribes the structure of the turbulence in unstrati-
fied levels near the ocean bottom and the surface
(Hinze 1975); note that ‘* is positive for z 2 [2H, 0].
Stratification limits the maximum mixing length to the
FIG. 4. As in Fig. 3, but for Vung Tau, in the SCS, and Surabaya, in the JS.
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Ozmidov scale, ‘o 5 («N23)
1/2, which is expressed in
terms of the dissipation rate, «5 n(›juj/›z)2, and the
buoyancy frequency N. The nominal mixing length is
then altered to give a value corresponding to the mod-
ified law of the wall (Perlin et al. 2005):
‘** 5
‘*
11 ‘*/‘
o
, (7)
which smoothly interpolates between ‘** 5 ‘* and ‘** 5 ‘o
in the limits ‘* / 0 and ‘* /‘, respectively. Finally, out-
side the boundary layer, the above mixing length is further
modified by the stratification and shear according to
‘5
‘**
(11aRi)2
, (8)
where the gradient Richardson number is given by
Ri5N2(›juj/›z)22 and a is a constant. As summarized
recently by Forryan et al. (2013), a variety of functions
have been proposed to model the Richardson-number
dependence of shear-driven stratified mixing. The nu-
meric constant used in Eq. (8), a 5 4.7, is borrowed
from a model of stratified turbulence used in numerical
weather prediction (Louis 1979); it is essentially identi-
cal to the value used in ocean models (Pacanowski and
Philander 1981; Yu and Schopf 1997).
To proceed, note that the dynamics of u1 and u2 can be
separated:
›u
1
›t
1 f​ k̂3 u
1
52g=(h
1
1 ~V/g)1
›
›z

n
›u
1
›z

, and
(9)
f​ k̂3 u
2
52g=

h
2
1
ð0
z
r
2
g/r
0
ds

1
›
›z

n
›u
2
›z

, (10)
which shows how, at this level of approximation, the
tidal and subtidal dynamics are coupled only through n.
FIG. 5. Connections of tidal amplitudes to the monsoon index (WNPMI). (a) A 10-yr (1990–2000) time series of
M2 amplitude at Sedili (blue) alongwith theWNPMI (green). The (b) semiannual and (d) annual correlations ofM2
amplitudes with theWNPMI at all stations are mapped. The color of the dots indicates the correlation value found
at the annual frequency band; light blue is a correlation of 0–0.25, dark blue is 0.25–0.50, green is 0.5–0.75, and red is
greater than 0.75. (c) The correlation of M2 admittance with the WNPMI is shown, giving the calculated correla-
tions with pronounced peaks at the annual and semiannual frequency bands.
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Next, vertically integrate Eq. (9) from z52H to z5 h,
assuming zero stress at the water surface and neglect
small nonlinearities proportional to the product u1h1 to
obtain (Egbert et al. 1994; Egbert and Erofeeva 2002)
›U
1
›t
1 f k̂3U
1
52gH=(h
1
1 ~V/g)2 t
b
. (11)
Note that tb 5 n›u1/›z at z 5 2H. Equation (10) is
solved with no-slip boundary conditions at the bottom,
u2 5 0, and prescribed wind stress at the ocean surface,
tw 5 n›u2/›z.
At this point, the strong assumption is made that the
turbulent viscosity n can be determined independently
of the tidal current. In practice, the subtidal momentum
in Eq. (10) is solved iteratively by prescribing the forcing
fields (h2, r2, tw) and an initial guess of n. Subsequent
iterates update ‘ and n using the u2 field calculated,
keeping h2, r2, and tw fixed.
The stress of the subtidal flow adds to the bottom
stress experienced by the tidal flow. Let the tidal flow be
represented as the sum of tides at a finite and discrete set
of frequencies {vi} for i 5 1, . . . , N:
u
1
5 
N
i51
u(i) . (12)
As analyzed in Snyder et al. (1979), when the velocity field
consists of a nontidal flowplus a sumof tidal flows at distinct
frequencies, the linearized quadratic bottom stress experi-
enced by a particular tidal component can be represented as
t
(i)
b 5Cd(r0 1 r1uf 1 r2u
2
f 1 . . . )u
(i) , (13)
where Cd is a constant drag coefficient term, and uf is a
scalar friction velocity, given by
u
f
5
"
ju
2
j2 1
N
i51
ju(i)j2
#1/2
. (14)
For any particular set of tidal frequencies and ampli-
tudes, the coefficients rj in Eq. (13) can be found from an
asymptotic expansion, but since there is considerable
uncertainty in the numeric value ofCd, the rj coefficients
are best thought of as adjustable parameters, where the
main couplings among the tides are described by the first
few terms in the expansion (Snyder et al. 1979).
FIG. 6. Seasonal fields of geostrophic velocity ug variability (m s
21), assimilated from AVISO. Four months are
shown: (a) January, (b) April, (c) July, and (d) October.
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This simplification of the bottom drag is used tomodel
the tidal flows in the present case. For each tidal fre-
quency vi the tide model is given by Eq. (11) combined
with the stress model of Eq. (13):
›U(i)
›t
1 f k̂3U(i) 52gH=[h(i) 1 ~V(i)/g]2C
d
u
f
U(i)/H ,
(15)
and the continuity equation, given by
›h(i)
›t
1= U(i) 5 0: (16)
Note that each tidal frequency is coupled through the
friction velocity uf, so, in practice, the solution of Eqs.
(15) and (16) is iterative; an initial guess for uf is speci-
fied (uf5 1ms
21), then theU(i) fields are computed, and
these are used to compute uf with Eq. (14), and the it-
eration continues. Typically three to seven iterations are
needed to obtain convergence within a few percent, and
seven iterations are used in all experiments here. The
numerical implementation is built as a modification to
the tidal solver in the Oregon State University Tidal
Inversion Software (OTIS; Egbert et al. 1994; Egbert
and Erofeeva 2002).
The model described above was implemented in a
domain bounded by 158S and 158N, 908 and 1208E,
using a resolution of 1/308, with sea-floor topography
H obtained from the Digital Bathymetric Data Base
(DBDB2) (D.-S. Ko 2010, personal communication).
Tidal elevations at open boundaries were taken from the
global TPXO data-assimilating tide model (Egbert and
Erofeeva 2002), which are very accurate in the deep
ocean (Stammer et al. 2014). To isolate the influence of
domain size and boundaries on the tidal solutions, the
tide model was calibrated against the observed mean
tides for the case u2 5 0. Optimal values of Cd 5 2 3
1023, r0 5 0, and r1 5 0.5 were found, which correspond
to a minimum root-mean-square error (rmse) of 0.08m.
Experiments were performed to identify ri for i. 2, but
optimizing these higher-order terms led to very little
reduction in the rmse, so ri 5 0 is used for i . 2. The
northern boundary of the model domain passes through
the deep middle basin of the SCS where the TPXO
FIG. 7. Seasonal fields of Ekman velocity ue variability (m s
21), calculated using data assimilated from ECMWF.
Four months are shown: (a) January, (b) April, (c) July, and (d) October.
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boundary conditions are very accurate. Experiments with
larger computational domains found that the solutions
were insensitive to the precise locations of the open
boundaries, so long as they were located in deep water.
Examples of the unperturbed calibration solutions are not
shown here but are provided in the supplemental material
as Figs. S1–S4 for M2, S2, K1, and O1, respectively.
The numerical model for the subtidal flow, Eq. (10), is
solved on the same horizontal grid as the tide model, but
it uses a high-resolution (1m) grid in the vertical. The
high-resolution vertical grid is necessary to resolve the
bottom boundary layer and variability of n throughout
the water column.
4. Data sources for the subtidal currents
As already mentioned, the subtidal currents di-
agnosed from Eq. (10) are forced by the barotropic
pressure gradient2g=h2, the surface wind stress tw, and
the baroclinic pressure gradient

2=
Ð
r2g/ro dz

, though
only the first two of these are given focus in this study.
The data used to compute each of these quantities is
described in this section.
The barotropic pressure gradient is computed from
maps of sea surface height provided by Archiving, Val-
idation, and Interpretation of Satellite Oceanographic
Data (AVISO; http://www.aviso.altimetry.fr/duacs/).
These maps, which combine data from multiple satellite
altimeters, provide estimates of the absolute dynamic
topography (i.e., sea level relative to the marine geoid)
at weekly time resolution and 1/48 spatial resolution
(Dibarboure et al. 2011; DUACS/AVISO team 2014).
This spatial resolution is much coarser than the model
grid, so the maps are extrapolated to the coastline, as
necessary, using a relaxation technique to solve =2h2 5 0
on these nodes. These data have been averaged during
the 1992–2015 period to form a climatology of monthly
mean sea level h2. Figure 6 shows the current fields
FIG. 8. Time series of all relevant seasonal variability in physical properties at four locations in the model domain: Vung Tau in the SCS;
Jakarta in the JS; Sedili in theGOT; and Lumut in theMS. (top) Ekman velocity ue variability, and (bottom) geostrophic velocity ug. Note
that different vertical scales are used.
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obtained from the climatology to illustrate the main
features of the barotropic seasonal circulation. These
currents are essentially in geostrophic balance except for
very near the equator where f / 0 and bottom friction
enters the dynamical balance. The seemingly discon-
nected region at 58 N and 58 S is due to the processing
done by AVISO, in which geostrophic current velocities
are computed in a 58 band across the equator, using
second-derivative methods based on Lagerloef et al.
(1999), in which altimetry-based geostrophic currents
were calibrated against in situ drifter observations, done
to ensure continuity with classical geostrophy.
Thewind-driven Ekman component of u2 is computed
from weekly wind stress data provided by ERA-Interim
(Dee et al. 2011), which is averaged inmonthly windows,
and the speed of the surface Ekman current is shown in
Fig. 7. It can be seen that Ekman currents are of sig-
nificant magnitude during monsoon periods (January
and July) and relatively unimportant at other times.
Note that although the above forcing components are
specified separately, the subtidal currents are coupled
through the vertical turbulent viscosity. Away from the
equator, though, the viscous term is a small part of the
term balance, and the currents essentially just add line-
arly. Close to the equator, within about 18, the currents
are strongly influenced by friction, but here the validity
of the model is doubtful since the nonlinear terms in-
volving relative vorticity and the horizontal eddy fluxes
are likely to be significant. Fortunately, the equatorial
strip involves such a small fraction of the domain that its
influence on the tides is negligible. Hence, the compo-
nents of u2 can essentially be considered as decoupled in
the present application.
Although the barotropic and baroclinic pressure gra-
dients have been referred to separately, they are not
unambiguously separable since the observed sea surface
height h2 is the combined result of the baroclinic and
barotropic pressure at the ocean surface. Henceforth,
FIG. 9. Modeled adjustments of the M2 tidal amplitudes due to the seasonal changes in geostrophic velocity
ug (mm) in (a) January, (b) April, (c) July, and (d) October. We display the difference field as red showing positive
departures from the annual average at that location, blue indicating negative departures from the annual average,
and white regions showing insignificant of near-zero change from the average; see the color-bar scale to indicate the
magnitude of significance.
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the barotropic and baroclinic components of the sub-
tidal current shall be lumped together and referred to as
the geostrophic current ug since it is nearly in geo-
strophic balance. This should be justifiable in our shal-
low water domain, which likely has a very small
baroclinic pressure gradient over most of the study area.
The subtidal current driven by the wind stress shall be
referred to as the Ekman current ue.
To highlight the differences in the basic patterns of
seasonal variability within each subregion, the monthly
values of ug and ue are shown at a representative subset
of tide gauge locations in Fig. 8. Values of the fields are
shown for stations within each subregion: Vung Tau in
the SCS (first column), Jakarta in the JS (second col-
umn), Sedili in the GOT (third column), and Lumut in
the MS (last column). The variability of ug is annual in
the JS and GOT; both regions have extended minima
during November to March, with a maximum during
August in the JS and in May in the GOT. However, the
magnitude of ug in the JS is about twice that of theGOT.
In the SCS and within theMS, geostrophic velocities are
of the same magnitude and mainly semiannual, with a
greater maximum in December/January and a lesser
maximum in June/July. Both the SCS and the MS have
weak minima in spring and fall months. The variability
of ue is mixed but mainly semiannual in the SCS, the JS,
and the GOT, with larger maxima in December/January
and lesser maxima in June or July. Only within theMS is
this pattern different, being of small magnitude and
mainly annual, with a maximum from June to August
and lower values seen at most other times. During April
and October, when the monsoon winds have subsided,
ue is negligible at most locations.
5. Can tidal seasonality be explained by frictional
coupling of tides and subtidal currents?
The influence of seasonal variability of the subtidal
currents on the tides has been examined by solving Eqs.
(10), (15), and (16), which include the mixing length
model [Eqs. (6)–(8)] and the bottom stress model [Eqs.
(13) and (14)], given the monthly climatologies of
FIG. 10. As in Fig. 9, but for modeled adjustments of the K1 tidal amplitudes due to the seasonal changes in
geostrophic velocity ug.
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subtidal forcings described in section 4. The influences
of the geostrophic and Ekman currents ug and ue are
examined separately and in combination. For all model
results, the yearly averaged model tide is subtracted
from the monthly tide to produce a monthly anomaly.
Twelve monthly results are produced for each of the
four modeled constituents and for each of the mecha-
nisms investigated (ug and ue). In the figures, four
months are shown (January, April, July, andOctober) to
have a convenient representation of the seasonal mon-
soon and transition periods.
Figure 9 shows the M2 amplitude anomaly caused by
the geostrophic velocity ug. In the eastern SCS, there are
slightly lowered amplitudes in January, April, and
October, but near theMekong in the western SCS, there
are increased tidal amplitudes at these times and low-
ered amplitudes in July. In the GOT, maximum positive
amplitude departures are observed in April and maxi-
mum negative departures are in July. The behavior of
tidal amplitudes in the MS are mixed, with a steep and
reversing gradient within a narrow geographical area.
The maximum changes are seen near the tip of the
Malay Peninsula. The northern JS near the southern
coast of Borneo shows strong positive fluctuations in
April and negative fluctuations in October; un-
fortunately, there are no tide gauges in this area to val-
idate the model here.
Figure 10 shows the K1 amplitude anomaly caused by
ug. Changes in the diurnal tide are weakly semiannual in
the majority of the GOT, with greater changes in the
northern and southern parts of the Gulf. In the northern
MS, amplitude changes are positive in January and
negative at other times; in the southern MS, the pattern
is reversed. The northwestern and eastern JS show
broad areas of strong seasonal change, with strong
maxima in April and October. Plots for S2 and O1 are
provided in the supplemental material (Figs. S5 and S6).
Figure 11 shows the response of M2 to the Ekman
velocity ue. Ekman forcing is only relevant during times
of persistent winds (i.e., during the northeast monsoon
in winter and the southwest monsoon in summer);
therefore, any modifications to the tidal amplitudes are
FIG. 11. As in Fig. 9, but for modeled adjustments of the M2 tidal amplitudes due to the seasonal changes in Ekman
velocity ue.
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only apparent during January and July. The spatial
pattern is nearly identical in both windy seasons, with
negative adjustments in the GOT and in the northwest
and eastern JS and positive adjustments in the western
SCS and central JS. Figure 12 shows the K1 changes
caused by ue. Again, significant adjustments are found
only in January and July, and the entire shallow water
region undergoes negative amplitude adjustments from
annual averages, with the exception of the tip of the
Malay Peninsula, which has a slight positive adjustment.
Plots for S2 and O1 are provided in the supplemental
material (Figs. S7 and S8).
We now compare the tide model perturbations (av-
eraged over a window of 3-by-3 grid cells nearest to the
geographical location of each tide gauge) to the ob-
served variability at each individual gauge. This is per-
formed first for the ug and ue processes separately and
then for their combination (ug1 ue). We first show plots
of the model responses at representative stations in each
subregion as compared to the observed data and the
fitted line as provided by Eq. (2), an expansion of that
shown in Figs. 3 and 4. For ease of viewing, the three
individual model results are plotted in one figure, and
the four combinations of model responses are plotted
in a separate figure. Figure 13 shows the M2 and K1
amplitude variability at Lumut and Sedili in the MS and
GOT, respectively, for ug and ue, both individually and
for the combination of both processes. The observedM2
seasonality at Lumut (Fig. 13a) is quite small, as are the
model responses, but the combined model recreates
some of the observations. The K1 seasonality is more
significant (Fig. 13c), with a steep transition in the latter
half of the year, and the combined model comes closest
to recreating the observations. At Sedili, the M2 and K1
seasonalities (Figs. 13b,d) are partially reconstructed by
each of the individual models, but for both cases, a
better fit is provided by the combined model.
Figure 14 shows the results of the individual and
combined processes at Vung Tau in the SCS and at
Surabaya in the JS. The M2 seasonality at Vung Tau
(Fig. 14a) is moderate recreated by each of the indi-
vidual models as well as the combined model, though
none of them find a perfect fit; in particular, the peak in
the second half of the year is not captured adequately,
FIG. 12. As in Fig. 9, but for modeled adjustments of the K1 tidal amplitudes due to the seasonal changes in Ekman
velocity ue.
MAY 2018 DEVL IN ET AL . 1183
with the model responses being delayed from the ob-
served variability. The K1 model responses are mainly
small and fail to capture the strong peak occurring later in
the year. Both of these mismatches are likely due to river
effects of the Mekong River, whose dynamics are not
sufficiently resolved in our model. Finally, in Figs. 14b,d,
we show the variability at Surabaya, which is less suc-
cessful in the model, particularly for K1, where the strong
observed semiannual behavior is not recreated well.
Next, to determine the skill of the models in recreat-
ing the observed tidal variability, linear regression sta-
tistics are calculated between the complex amplitudes of
detrended observed variability and the detrendedmodel
responses. There are 12 calculations of amplitude and
phase for each model at each location, one for each
month. The in-phase and quadrature parts of Z(t) are
separated and combined into a single dataset of 24
values for each observed constituentZobs(t) and for each
model response Zmod(t). A robust linear regression is
then applied between the observed variability and each
of the three model results, with the resultant quantities
denoted tidal reconstruction factors (TRFs), in di-
mensionless units, given by
TRF5
Z
obs
(t)
Z
mod
(t)
.
TRF values and the associated error bounds express how
well each model recreates the observed variability. A
value of 1.0 would indicate a perfect correspondence,
values greater than 1.0 indicating that the model over-
estimates the observed variability, and values from 0 to
1.0 indicating that themodel underestimates the observed
variability. Negative TRF values indicate that the model
response is inverted from that of the observed variability,
with a value of 21.0 indicating perfect inversion. Com-
parisons are made in each of the seven model combina-
tions for each tidal constituent at each gauge. Tables 4
and 5 report the M2 and K1 TRF values and errors (95%
confidence intervals). Positive TRF values greater than
FIG. 13.Model responses compared to observed tidal variability (mm) at regional representative tide gauges. The
seasonality of the (a) M2 and (c) K1 admittance amplitude in the MS at Lumut. The (b) M2 and (d) K1 admittance
amplitude in the Gulf of Thailand at Sedili. In all plots, the raw observed data is shown as black scatter points,
binned by the day of year and detrended from themean tidal amplitude. The fitting algorithm of Eq. (2) is shown as
a solid red line. The Ekman velocity ue response (blue), the geostrophic velocity ug response (light blue), and the
combined model of ue 1 ug (green) are also shown.
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0.1 and having a signal-to-noise ratio (SNR) greater than
2.0 are in bold text in the tables, and negative (inverted)
TRF are italicized. TRFs for S2 and O1 are reported in
Tables S7 and S8 in the supplemental material. In addi-
tion to the tables, maps are provided that show the cal-
culated TRF for each model run at each tide gauge;
Fig. 15 shows the M2 TRFs, and Fig. 16 shows K1 TRFs.
The TRF values for M2 (Table 4; Fig. 15) in the MS
show that three of eight stations were fit by the combi-
nation of Ekman and geostrophic velocities, though
overestimated by a factor of 1.25 to 1.93. The Ekman
contribution is very small in the strait, hence the in-
significant results for the Ekman forcing alone. The
geostrophic model result for Singapore is notable, with a
TRF of 11.33; it recreates quite well the strong annual
cycle in the M2 amplitudes observed there. In the GOT,
all models fit most gauges to some extent, but the com-
bined model was generally a better fit. In the northern
GOT at Ko Lak, Thailand, the Ekman forcing alone was
the best fit, with a TRF value of 0.65. In the central
GOT, responses are significant but somewhat weaker. In
the SCS, only Ekman forcing gave a good fit of M2
seasonality at Vung Tau and Bintulu, Malaysia. There
is a good recreation at Surabaya for the combined
velocity models. Very large model responses are ob-
served at Vung Tau, and the Ekman response yielded a
TRF value of 0.75 with a small relative error.
The K1 TRFs (Table 5; Fig. 16) in the northernMS are
weak for the geostrophic model response. As was seen
for M2, the Ekman response is mainly negligible here.
Moderately accurate positive reconstructions are found
at Sedili and Tioman, Malaysia, for the Ekman model
response and at Genting, Malaysia, for the combined
velocity model outputs. In the SCS, Vung Tau’s large K1
tidal variability is not well explained by anymodel output
combination (which, as mentioned above, might be
modified by the Mekong River), and elsewhere in the
SCS and the JS, model responses are negligible with the
exception of Bintulu, which has moderate negative re-
sponses in most models. Finally, in the JS, weak positive
reconstructions are seen in the combined velocity results.
In summary, theM2 models can recreate the observed
tidal variability at 14 of 20 tide gauges (Fig. 15), with
TRF values running from 0.25 through 2.66 (Table 4).
The K1 models recreate the observed variability at 11
gauges (Fig. 16) with TRFs ranging from 0.11 to 0.73
(Table 5). For S2, nine gauges are adequately recreated,
with TRF values running from 0.24 to 1.90. Finally, for O1,
FIG. 14. As in Fig. 13, but for (a),(c) Vung Tau in the SCS and (b),(d) Surabaya in the JS.
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10 gauges were recreated, with TRFs of 0.14 to 0.49.
Overall, the best explanations for the observed seasonal
variability of diurnal and semidiurnal tides are found by the
combination ofEkmanand geostrophic currents (11 forM2,
8 for S2, 8 for K1, and 9 for O1). Tidal variability is better
explained in the GOT than in the other subregions, with all
gauges in the GOT being significantly recreated for M2
models andhalf ofGOTgauges forK1. TheEkmanvelocity
model responses were limited to specific locations and only
had anoticeable effect duringwinter and summermonsoon,
when winds were strong. In the narrow MS, the effect of
Ekman forcing is virtually nonexistent for all constituents.
6. Discussion
The results in section 5 have indicated partial success
in explaining the tidal seasonality in terms of frictional
interactions of the tides and subtidal flows. But the
model describing these interactions contains some sig-
nificant limitations, both in the dynamics and in the
forcing, which should be considered.
One key issue is uncertainty in the ocean bottom
topographyH, a field that occurs in both the dynamics
and the mixing length model. During the course of
model implementation estimates of H from ETOPO1
(Amante and Eakins 2009) and the General Bathymetric
Chart of the Oceans (GEBCO; Tani et al. 2011) were
compared with DBDB2, and significant differences in to-
pographywerenoted in theMSandJS.While these different
topographies could lead to different tidal solutions, it was
hoped that the anomaly admittances reported in section 5
would be less sensitive than the absolute admittances.
Another factor to consider is the mismatch in reso-
lution between the dynamical model and the forcing
climatologies. All sources of climatic data used have a
much coarser resolution than the model bathymetry
(1/48 or 1/88 vs 1/308). Each of these climatological fields
were interpolated to the native model resolution, but
these fields may not be representative near the coasts.
This is particularly true in the MS, which is very shallow
and narrow, in some places only 1/28 wide.
Another reason for model mismatch with observed be-
havior might be due to unmodeled processes. Because the
tide model is barotropic, the internal tide and baroclinic
river effects are not represented. Vung Tau is near the
mouth of the Mekong River, and it is hypothesized that
seasonal discharge explains tidal seasonality there, which
was largely unexplained by our models. The representa-
tion of bottom friction with the quasi-linear bottom stress,
the use of a spatially constant drag coefficient Cd, and the
mixing length model are also sources of error. Examina-
tion of these processes would require a finer-resolution,
fully three-dimensional model and is beyond the scope of
this study. Finally, storminess is another factor not con-
sidered that may have an effect on tidal variability.
Storminess may drive fluctuations of water levels on a
daily scale or modulate the bottom stress via surface
TABLE 4. M2 model responses. Values shown indicate the slope
relation between the complex observed tidal seasonality and the
complex model responses, denoted TRFs, in dimensionless units.
TRFs are shown the individual and combined model response,
along with the associated errors of the slope determinations.
Statistically significant trends are defined as those where the SNR is
greater than 2.0. Bold numbers indicate statistically significant
model reconstructions, and italicized numbers indicate significant
but inverted model reconstructions.
Station ue ug ue 1 ug
Ko Taphao Noi 20.30 6 0.13 2.34 6 0.87 1.93 6 0.81
Langkawi 0.10 6 0.05 20.10 6 0.44 0.01 6 0.40
Penang 20.01 6 0.01 0.28 6 0.37 0.35 6 0.36
Lumut 20.06 6 0.03 1.50 6 0.34 1.42 6 0.32
Kelang 20.08 6 0.04 21.57 6 0.29 21.72 6 0.28
Keling 0.01 6 0.02 0.57 6 0.34 0.54 6 0.33
Kukup 20.11 6 0.07 21.18 6 1.07 21.13 6 1.01
Singapore 20.03 6 0.04 1.33 6 0.16 1.28 6 0.17
Sedili 0.12 6 0.03 0.49 6 0.06 0.56 6 0.07
Tioman 0.26 6 0.00 0.40 6 0.05 0.62 6 0.08
Kuantan 0.26 6 0.06 0.20 6 0.07 0.38 6 0.07
Cendering 0.36 6 0.08 0.02 6 0.09 0.36 6 0.06
Getting 0.28 6 0.09 0.12 6 0.10 0.39 6 0.15
Ko Lak 0.65 6 0.14 1.22 6 0.33 1.75 6 0.36
Vung Tau 0.75 6 0.09 0.29 6 0.27 0.63 6 0.19
Bintulu 0.25 6 0.07 0.28 6 0.33 0.53 6 0.34
Kota Kinabalu 20.09 6 0.03 0.09 6 0.06 0.01 6 0.08
Sandakan 0.01 6 0.01 0.01 6 0.01 0.01 6 0.01
Jakarta 20.44 6 0.17 20.48 6 0.23 21.18 6 0.58
Surabaya 20.46 6 0.11 1.26 6 0.57 1.09 6 0.35
TABLE 5. As in Table 4, but for K1.
Station ue ug ue 1 ug
Ko Taphao Noi 0.01 6 0.01 0.09 6 0.02 0.01 6 0.02
Langkawi 0.01 6 0.01 0.12 6 0.03 0.15 6 0.04
Penang 0.06 6 0.02 0.37 6 0.12 0.46 6 0.14
Lumut 0.04 6 0.01 0.45 6 0.13 0.46 6 0.10
Kelang 20.02 6 0.02 20.16 6 0.03 20.22 6 0.05
Keling 0.02 6 0.03 0.18 6 0.18 0.28 6 0.26
Kukup 20.17 6 0.06 20.01 6 0.06 20.22 6 0.09
Singapore 0.12 6 0.02 0.05 6 0.03 0.11 6 0.02
Sedili 0.33 6 0.04 0.22 6 0.07 0.28 6 0.07
Tioman 0.18 6 0.04 20.17 6 0.07 0.12 6 0.16
Kuantan 0.02 6 0.02 0.03 6 0.05 0.25 6 0.06
Cendering 0.02 6 0.03 0.04 6 0.04 0.03 6 0.05
Getting 0.06 6 0.02 0.11 6 0.01 0.15 6 0.02
Ko Lak 0.03 6 0.04 0.05 6 0.03 0.01 6 0.06
Vung Tau 20.11 6 0.03 0.16 6 0.04 0.01 6 0.10
Bintulu 20.11 6 0.02 0.04 6 0.04 20.20 6 0.05
Kota Kinabalu 0.03 6 0.01 0.01 6 0.01 0.03 6 0.01
Sandakan 0.01 6 0.01 0.01 6 0.01 0.01 6 0.01
Jakarta 0.01 6 0.02 0.10 6 0.03 0.11 6 0.04
Surabaya 0.06 6 0.01 0.09 6 0.02 0.15 6 0.02
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waves, contributing to tidal seasonality (Bromirski et al.
2011). As to the question of why the semidiurnal model
responded better than diurnal models, a definitive answer
is not yet known, but it may be indirectly due to the res-
onant dynamics that amplify the diurnal constituents and
dampen the semidiurnal constituents in the SCS and sur-
rounding waters (Yanagi and Takao 1998) or could be
related to nonlinear interaction between constituents, such
as a resonant triad interaction between M2, K1, and O1,
which was observed in the Solomon Sea by Devlin et al.
(2014), since all of these constituents are of near-equal
magnitude in our study domain. Part of the answer could
also lie in how different tidal frequencies respond to river
runoff, which is significant in this region during monsoon
season and is not resolved by our model.
7. Conclusions
Diurnal and semidiurnal tidal amplitudes and phases
exhibit a high degree of seasonality in the seas of
Southeast Asia. The magnitude of M2 tidal variability
is about twice that of S2, and K1 is about twice that of
O1. The majority of the observed tidal variability is co-
herent with the western North Pacific monsoon index
(WNPMI) in the annual frequency band, with strong
correlations in the majority of the MS and all of the
GOT, moderate correlations in the SCS, and weak
correlations in the JS.
A model for the frictional interaction of subtidal
currents with the tides was developed that utilized
monthly climatologies of wind stress and water surface
elevations. The model indicated that the wind-driven
Ekman transport is important only during monsoon
seasons in shallow regions and is negligible in narrow
passages such as the MS. Based on the regressions of
observed versus modeled tidal variability at the 20 sites,
it was found that 14 were at least partially explained for
M2, 9 for S2, 11 for K1, and 10 for O1. The best com-
parisons in general were produced by the combination
of geostrophic and Ekman currents.
The model–data correlations were ubiquitously larger
in shallow water than in deep ocean locations. The best
FIG. 15. TRFs of M2 model responses compared to observed seasonality. Shades of red indicate positive TRFs of
ranges of 0.1–0.25, 0.25–0.50, 0.50–1.00, and greater than 1.00, with darker reds indicating the largermagnitude TRF
values. Shades of blue show inverted (negative) TRF responses, with the same ranges as the positive TRFs and
darker blues indicating larger magnitude TRFs. (top) Individual model responses: (a) ue and (b) ug. (c) The
combinedmodel response of ue1 ug. (bottom right) The legend shows the correspondence of colored dots to TRFs.
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model reconstructions for all constituents were in the
GOT, with the semidiurnal models performing better
than diurnal models. Tidal variability in the SCS and JS
is generally small, and the model agreement was better
for semidiurnal than diurnal seasonality. The exception
to this was Vung Tau, which exhibits large tidal sea-
sonality unexplained the model, thought to be due to
Mekong River discharge not captured in the model.
Results in the MS are mixed and less reliable, with some
constituents at some gauges being well explained and
others not, particularly the K1 amplitudes and phases,
owing to possibly unreliable data in this shallow
narrow region.
Overall, this study showed that even though tidal
seasonality is spatially and temporally complex, a sim-
plified model of frictional coupling can explain much of
the variability. The hypothesis of monsoonal dynamics
being the causative factor is supported, as areas where
the tidal variability was strongly correlated to the
WNPMI were regions where the models had the most
success in reconstructing the observed variability. Fur-
ther work to improve this study includes the utilization
of a higher-resolution, fully three-dimensional baro-
clinic model that could include riverine and internal tide
mechanisms, in addition to future studies applying sim-
ilar methods to other monsoon-affected regions, such
as India.
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