Abstract. This paper presents a new simulation methodology for quantitative risk analysis of large multi-currency portfolios. The model discretizes the multivariate distribution of market variables into a limited number of scenarios. This results in a high degree of computational e ciency when there are many sources of risk and numerical accuracy dictates a large Monte Carlo sample. Both market and credit risk are incorporated. The model has broad applications in ÿnancial risk management, including value at risk. Numerical examples are provided to illustrate some of its practical applications.
Introduction
In recent years, value-at-risk (VaR) has been considered as one of the best market risk measures by banks and other ÿnancial institutions. VaR is deÿned as the expected loss from an adverse market movement with a speciÿed probability over a period of time. For each ÿnancial institution, a certain amount of capital must be set aside so that the probability that the institution will not * The Scenario Simulation model has been successfully developed and applied to monitor risk exposures and calculate VaR and credit reserves at Sakura Global Capital and its AAA derivative vehicle, Sakura Prime. We would like to thank Reza Bahar and Mark Gold from S&P, Jeremy Gluck from Moody's, Joseph Snaller from CapMac, and the referee for their valuable comments on the model. We are grateful to many of our colleagues at SGC, especially Mahadeo Nadkarni and Siyun Wang, for their contributions and assistance. Manuscript received: February 1996; ÿnal revision received: June 1996 survive adverse market conditions remains very small. In December 1995, the Bank for International Settlement (BIS) ÿnalized its rules for allocating the capital to market risk, allowing banks to use their internal model to measure the market risk exposure, expressed in terms of value-at-risk. 1 There are several commonly applied methods to calculate VaR. One simplest method is "delta approximation". It uses variance-covariance matrix of market variables and the portfolio's sensitivities with each of the market variables (delta) to approximate the potential loss of the portfolio value. This method critically depends on two dubious assumptions: the normality assumption of portfolio value, and the linearity assumption of the relationship between transactions' prices and market variables.
In general, however, ÿnancial transactions, derivatives in particular, have non-linear price characteristics. Thus, Monte Carlo simulation is a more appropriate method to estimate their market exposures. A common implementation is based on the joint lognormality assumption of market variables to generate a large number of market scenarios using their historical variance-covariance matrix. Then, transactions values for each scenario are calculated and aggregated. From the obtained distribution of the portfolio value, VaR can be easily estimated. The di culty with the Monte Carlo approach is its computational burden. In order to obtain a reliable estimation, the sample size has to be large. In the case of large multi-currency portfolios, the required huge sample size often makes the approach impractical. Choosing a smaller sample size would result in a distorted distribution, defeating the purpose of adopting the Monte Carlo approach. The Scenario Simulation model described in this paper is a new approach to estimate VaR. The model approximates a multidimensional lognormal distribution of interest rates and exchange rates by a multinomial distribution of key factors. While it allows very large samples, the number of portfolio evaluations is limited. As a result, a great computational e ciency has been obtained in comparison with conventional Monte Carlo methods. In addition to the efÿciency, it is our view that the Scenario Simulation model ÿts the needs of risk management better than conventional Monte Carlo method. In the next two sections, we describe the basic assumptions and mathematical models of the scenario simulation model under the single currency yield curve setting. In Sect. 4, the model is extended into a multi-currency setting. We also describe how to incorporate other market risk variables such as volatility and basis risk.
The concept of value-at-risk is not restricted to the market risk. For the risk management of a ÿnancial institution, it is important to examine not only the market risk of the portfolio, but also its overall risk exposures. Section 5 discusses the model's application in estimating a portfolio's overall risk proÿle of joint market risk, counterparty default and country risk events. Section 6 applies the model to analyze the risk proÿle of a multi-currency swap portfolio. Section 7 concludes the paper.
Yield curve modelling
We make the following assumptions: a1. A yield curve is described by a vector of key zero coupon rates: {r 1 ; : : : ; r i ; : : : ; r n } (1) a2. Each key rate is lognormally distributed:
where z i (t) ∼ N(0; √ t); i = 1; : : : ; n. Equivalently, we have
Note in (3) u i (t) depends on the expectation hypothesis. For example, we can assume that
where F i (t) is the corresponding forward rate. Another possibility is to choose
so that the expected value of r i (t) equals the forward rate. a3. z i (t); i = 1; : : : ; n, are correlated in the following way:
i; j =1; : : : ; n. Thus we shall have a n×n correlation matrix R = {@ ij ; i; j =1; : : : ; n}.
Based on assumptions (a1) ∼ (a3), the distribution of yield curves at a future time t is determined. To simulate the distribution, one method is to apply the Monte Carlo method, which can be brie y described as follows. First, a set of random numbers {z 1 ; : : : ; z n } is selected according to their joint distribution. By applying Eq. (3), we can generate one future yield curve {r 1 (t); : : : ; r n (t)}. In order to simulate the distribution, a large number of future yield curve have to be generated.
Suppose that 12 key rates are used to describe the yield curve. In other words, the yield curve model has 12 factors. For each random variable z i to have three possible values, the total number of future curves we need would be 3 12 = 531; 441, about half a million. If each random variable takes ÿve outcomes, the total number would be increased to above 200 million! Of course, Monte Carlo simulation does not require all the permutations. A smaller number of trials would be su cient in order to obtain reasonable value of moments and expectations such as mean and variance. Even then, the required number of trials will still be very large, especially in the case of multi-currency portfolio where the correlations among currencies and currency yield curves are usually low. Obviously, even with a large sample, the coverage of all "extreme" cases is not guaranteed in the Monte Carlo method.
Fortunately, to simulate the future yield curve movements, we do not have to use the "brute-force" Monte Carlo method. It has been documented that yield curve movements can be largely explained by two or three factors.
3 These studies show that the three factors can be interpreted as shift, twist, and butter y (bend) of yield curves. The principal component analysis is one of the common methods to extract these key factors from yield curve movement data. Table  1 is an example of principal component analysis which shows the cumulative percentage of variations explained by the ÿrst ÿve principal components of yield curves of Germany, Japan and United States.
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It can be seen that the ÿrst three principal components can explain about 93 -95% of the variations. The principal component analysis can be preformed to either the covariance matrix or the correlation matrix. When the volatilities of all key interest rates are of the same order of magnitude, the results from the two methods are very similar. For simplicity, we shall use the second method in our discussion.
Suppose R = {@ ij } i; j=1;:::;n is the correlation matrix of the n key rates {r 1 ; : : : ; r n }. Let the j-th eigenvector of R be deÿned as R j = (R ij ; : : : ; R nj ) T (6) From the deÿnition of the eigenvector, we have
where [ j is the j-th eigenvalue. Since R is a symmetric non-negative deÿnite matrix [ j = 0, j = 1; : : : ; n; and the eigenvectors are orthogonal to each other. We normalize all R j such that 8) then R 1 is called the ÿrst principal component, R 2 is the second principal component, and R j is the j-th principal component. As we discussed above, the empirical analysis of the historical yield curve data demonstrates that all but the ÿrst three principal components are small in magnitude. Now, deÿne the principal factors dw j by
R kj dz k j = 1; : : : ; n (9a) Then, it is easy to see that
R ij dw j i = 1; : : : ; n (9b) and dw k ; dw j = 0 (k = j); and dw k · dw k = dt: 
The residual should be very small. Based on this approximation, Eq. (2) can be rewritten as
where T ij = A i R ij ; i = 1; : : : ; n; j = 1; 2; 3:
Similarly, in the integrated form, Eq. (3) becomes
The dimensionality of the problem is thus reduced from n to 3. Note also, w i ; i = 1; 2; 3, are now independent random variables.
Scenario simulation model
Equation (11) is a three-factor yield curve model. To simulate the future yield curve movements, we can apply the Monte Carlo method. Say we select 100 possible outcome for each random variable w i ; i = 1; 2; 3. The total number of possible yield curve at one future point in time will be 10 6 . This generates an adequate distribution of the future yield curves, but it requires a large number of portfolio evaluations. The question is how to reduce the computational burden further, while achieving the objective of obtaining a satisfactory representation of the distribution of a portfolio's risk exposure.
Suppose W is a random variable with distribution P(w). In the Monte Carlo method, hundreds of possible w are selected to simulate the random variable W , and each w has the same probability. The number of w's which fall in range between w A and w B is proportional to the probability P(w A ¡ w 5 w B ). For the risk simulation, we can select a state w k which represents the region (w A ; w B ], and assign the probability of the region to that state (scenario). Thus a limited number of states can be selected. With appropriately assigned probabilities, these states (scenarios) provide a good representation of the distribution.
It is well known that the multinomial distribution constitutes a good approximation to a multinormal distribution. 6 If m + 1 states (ordered from 0 to m) are selected, the probability of state i of a binomial distribution can be expressed as The furthest state is 2.45 standard deviations away from the center. The distance between the two adjacent states is 0.82 standard deviations. This method allows us to discretize the three factor yield curve model (11) . We can select, say, seven states for the ÿrst factor, ÿve states for the second factor, and three states for the third factor. The states (w 1 = i; w 2 = j; w 3 = k) constitutes a scenario. Thus the total number of scenarios in the above setting is 7 × 5 × 3 = 105. 7 Since these factors are independent, their joint probability is simply the products of the three marginal probabilities as given by Eq. (12) .
Comparison with traditional Monte Carlo simulation
The potential exposure of a security (or a portfolio) can be described by its price distribution at a horizon date. The Scenario Simulation model has been applied to calculate the potential exposures of derivative securities. The ÿrst three examples in Table 2a shows the simulation results for interest rate swaps in three di erent currencies: German Mark, Japanese Yen, and U.S. dollar. All three swaps are of 10 year maturity, and with one billion notional amount in their original currencies. The other two examples are both in dollars. One is a 4.75 year 3-month Libor oor with strike of 5%. The other is a 5-year receiver's swaption into a ÿve-year swap (5×5 swaption). In all calculations we use the swap curves as of 6=30=1995. The historical volatilities and correlation matrices are from JPM RiskMetrics monthly data as of 5=30=1995. The results from the Scenario Simulation model are compared with Monte Carlo simulation with 20,000 trials using the same input data. These examples demonstrate that the Scenario Simulation model with a modest number of scenarios, generates exposure estimation very similar to that of Monte Carlo simulation. If we use three factors and 105 scenarios, the differences in mean and standard deviations of the 30-day horizon values are less than 1% for DEM and USD swaps. In all other examples, the di erences are less than 2%. 8 The computational e ciency, on the other hand, was increased dramatically. Table 2a illustrates another di erence between Monte Carlo simulation and Scenario Simulation. As we discussed above, in Monte Carlo, each trial is selected randomly (according to a given distribution), thus one has little control over the maximum and minimum values of the simulation outcomes. For example, when simulating the 30-day horizon value of the JPY swap, the maximum value (138,345) was reached within the ÿrst 13,000 trials, while the minimum (−100; 311) was reached within the ÿrst 3,000 trials. In contrast, we can have a much better control over these extreme values in the Scenario Simulation. The range between the maximum and minimum increases with the number of factors and number of scenarios in each factor. This is a desirable feature which allows risk managers to conduct "what if " analyses under a more controllable environment.
After obtaining the distribution of a transaction's horizon value, the valueat-risk for a given conÿdence level can be easily calculated. Table 2b shows that in calculating VaR, the results from the Scenario Simulation method and the Monte Carlo method are very similar. To calculate VaR of a portfolio containing all three swaps, an extension of the model into a multi-currency setting is required, which will be discussed later in the paper.
Mean reversion of interest rates
In the above discussion, yield curves are assumed to follow lognormal distribution as expressed in Eq. (2). It produces reasonable results when simulating derivative transaction's price distribution over a short period of time. The assumption's deÿciency becomes apparent, however, when the model is extended to estimate potential exposures over a long time horizon. Based on the assumption of geometric Brownian motion, the interest rate variance is increasing over time by the factor t, where t is the time to a horizon date. For example, the Japanese three-year interest rate monthly volatility in June-July of 1995 was extremely high, at around 18% (annualized volatility of 62%). The geometric Brownian motion model implies that, at 10-year horizon, the standard deviation of 3-year interest rate would become 18% × √ (10 × 12) = 197:2%. If the 3-year forward rate is 3.86%, one standard deviation away from the forward rate would be 3:86 × exp(1:972) = 28%, two standard deviation away would be 3:86 × exp(2 × 1:972) = 199%, and three standard deviation away would be as high as 1,431%.
A more reasonable model of describing the evolution of yield curve over a long period of time should incorporate mean reversion of interest rates. In -Table 3 . The e ects of mean reversion factor k Assumptions: A = 18% (monthly); 5-year forward 3-year rate= 4.17%; 10-year forward 3-year rate = 3.86% stead of assuming that each key rate follows a geometric Brownian motion, we assume that
where k = 0, and B i (t) is a Brownian motion. z i (t) is called OresteinUhlenbeck process. 9 If k = 0; dz i = dB i , (13) reduces to the same equation as (2). If k ¿ 0, then the distribution of z i (t) is no longer N (0; √ t). Rather, its distribution is N 0;
1 − e −2kt 2k (14) It can be seen that at a given time t; z i is normally distributed, equivalently, r i (t) is lognormally distributed. Therefore, all previous analyses of the Scenario Simulation model hold without modiÿcation. In particular, the principal factors w i (t) deÿned in Eq. (9a) are also Orestein-Uhlenbeck processes with the same mean reversion parameter k. Over time, the mean reversion factor k reduces the variance of w i (t). But, since w i (t) is still normal, it can be discretized by the same method as before. Table 3 uses the aforementioned example of Japanese interest rates to demonstrate the e ect of the mean reversion factor k. It seems that a mean reversion factor of 0:30 ∼ 0:50 is warranted for this very volatile case. If k is 0.50, the standard deviation of 3-year interest rate would be reduced by about half for a 5-year horizon, and by 2/3 for a 10-year horizon. This results in much more reasonable simulated interest rates, even though they are still quite high.
An interesting issue is how to select the mean reversion factor k for each currency yield curve. Empirical estimation based on historical data is one possible method. Another more practical approach is to select k such that the mean reversion will be "kicked in" only if volatilities are much higher than the historical norms for that currency yield curve.
Joint probability model of Scenario Simulation
For a single currency, the principal factors of the yield curve are independent, and their joint probability density is simply the product of the individual densities. This furnishes the mean, standard deviation, histogram, and percentiles of future portfolio value for each currency. However, in order to aggregate the portfolios and obtain similar statistics for the U.S. dollar value of the total portfolio, we need a discrete joint probability model for the totality of the principal factors of all countries as well as all the exchange rates.
One approach would be to perform the principal component factorization of the international economy, i.e., of the combined correlation matrix of all key rates and exchange rates, and choose a su ciently high number of factors (say 10) that explain most of the total variation. Then, the principal factors are independent and the joint probability is again a simple product. However, these principal factors are di cult to interpret intuitively. Moreover, this approach breaks the symmetry and stratiÿcation of the single currency models, which carry important information for risk management, and dramatically increases computational time.
We seek an approach that is consistent with the single currency model in the sense that the marginal distribution for each currency's yield curve has the same scenarios (with the same probabilities) as those constructed for that currency separately. To this end, we deÿne a discretization of the multivariate normal distribution such that each coordinate is discretized into a binomial distribution exactly as in the one-dimensional case. To our knowledge, this construction has not appeared in the literature before. We will show that the multivariate discretization converges with probability one to the original multivariate normal variate. Further, we will describe a procedure for Monte Carlo simulation of the discrete distribution.
To proceed, for each integer m ¿ 0, we deÿne an increasing sequence numbers of a i by a 0 = −∞, a m+1 = ∞, and the relations, By construction the function B (m) is so designed that if Z is a normally distributed random variable with mean zero and variance 1, then B (m) (Z) is binomially distributed with m + 1 state.
If X is a k-dimensional normal variate with correlation matrix Q, X = (X 1 ; : : : ; X k ) ∼ N (0; Q); each X i having mean zero and variance 1, we deÿne its discretization to be the multivariate discrete variate
Note, each coordinate of B is binomially distributed and equals the discretization of the corresponding component of X. It is in this sense that we say this discretization preserves the stratiÿcation.
From this deÿnition, we see that it is easy to generate random samples of the multidimensional discrete variate B. We simply generate a multivariate N (0; Q) normal deviate x = (x 1 ; : : : ; x k ), then simply ÿnd between which a i and a i+1 each x j lies, and thus form (B (m) (x 1 ); : : : ; B (m) (x k )). The joint probability density of B is clearly given by
where
is the multivariate normal density function of X . We now show that the standardized B (m) converges to X with probability one. In particular, it follows that the correlation matrix of B (m) approaches Q for large m. But even for small values m, it is close enough to Q for practical purposes.
Deÿne
Since the mean of the binomial distribution is m=2 and its variance is m=4, the standardized B (m) equals (R (m) (X 1 ); : : : ; R (m) (X k )). We claim that for each number z, R (m) (z) approaches z. Then it follows at once that each R (m) (X i ) approaches X i with probability one, and with this, that (R (m) (X 1 ); : : : ; R (m) (X k )) approaches (X 1 ; : : : ; X k ) with probability one. To show R (m) (z) approaches z, let and F denote respectively the normal and binomial cumulative distribution functions, and set i = B (m) (z). Then R (m) (z) = (2i − m)= √ m, and it follows from the deMoivre-Laplace theorem that F(i) ∼ (R (m) (z)). 10 But by Eq. (15), (a i ) = F(i). Hence, (a i ) ∼ (R (m) (z)). But, z lies between a i and a i+1 , and a i+1 − a i → 0, implying a i → z, and so (a i ) → (z). Thus (R (m) (z)) → (z), which implies R (m) (z) → z, as claimed.
We mention in passing that the above technique can also be used to deÿne a multivariate version of any continuous distribution F. Indeed, if Z is normal N (0; 1), then F −1 ( (Z)) has distribution function equal F. The multivariate version can be deÿned as (F −1 ( (X 1 )); : : : ; F −1 ( (X k ))), where X is N (0; Q) as before.
The distribution of a multi-currency portfolio
Consider a portfolio containing interest-rate instruments in several currencies. We wish to determine the distribution of the portfolio value at a given horizon date. We take the US dollar (USD) as the base currency. Transactions denominated in other currencies are to be converted into USD and aggregated.
We assume that key interest rates of all countries are jointly lognormally distributed, and perform a principal component decomposition of each and discretize them as discussed before. In addition, we assume a joint lognormal distribution with all exchange rates. Each exchange rate X = X(t) is lognormally distributed as
Axwx(t) ; (18) where f(t) is the forward exchange rate for the horizon t. As before, we can incorporate mean reversion if appropriate, or choose the mean, rather than median, of X (t) to be f(t).
We discretize w x (t), and with it X (t), by a binomial variate as before. If, for example, seven states are used to describe X , combining with the assumed 105 yield curve scenarios, we have 105 × 7 = 735 USD equivalent scenarios for that currency. If the exchange rate X and interest rates are uncorrelated, the 735 joint probabilities are simply given by prob (X = x; YCV = y) = prob (X = x) · prob (YCV = y):
(Above, YCV stands for yield curve.) The two items on the right hand side are computed by the binomial probabilities of Eq. (12) . In general, in case of nonzero correlations, we can use the joint probability formula given in equation (17) .
Assume there are a total of k currencies, including USD. Then, there will be a total of 105 × 735 k−1 scenarios. Equation (17) again provides the probability of each state. The calculation of the portfolio mean and variance, however, does not require all these states. Let V i = the i-th currency portfolio value; X i = the exchange rate of the i-th currency:
Thus, the total value of the multi-currency portfolio is equal to
The computation of expected value only requires joint probabilities of X i and V i . To calculate the variance, by deÿnition, we have
The above equation indicates that joint probabilities of {X i ; X j ; V i ; V j } are required to calculate E[V 2 ]. Generally, this is a non-trivial computation. However, if it is assumed that exchange rates and interest are uncorrelated and, yields of di erent countries are correlated only through, say, their ÿrst principal factors, then the above expression factors into expectations of several bivariate distributions, which can be easily computed using Eq. (17) .
In some applications, it is plausible to assume that, for a diversiÿed portfolio, V is normally distributed, so that the risk exposure can be determined just by the expected value E[V ] and the variance Var [V ] . In general, however, the normality assumption of portfolio value V is not plausible. For example, the portfolio may contain a disproportionate number of options, or, skewness may result from truncations brought by considerations of counterparty default. In this case, we need the entire distribution which requires all possible states. If the number of currencies k equals 2 or 3, this may well be computationally manageable. But, for k = 6 for instance, the number of scenarios (105×735 k−1 ) is more than 10 16 , i.e., 10,000 trillion. We therefore use Eq. (16) to Monte Carlo simulate the discrete distribution.
In this regard, it cannot be over-emphasized that our approach to simulation fundamentally di ers from the usual Monte Carlo approach applied in risk management. The usual approach does not employ stratiÿed discretization as in our theory. If N is the number of Monte Carlo trials, it generates N yield curves and exchange rates for each currency. This means that each transaction must be evaluated in N states. For the computation to be feasible with a large portfolio, then of necessity N must be rather small. On the other hand, the high dimensionality of the problem dictates a large N for an adequately accurate sample.
By contrast, in our approach each transaction (like an interest-rate swap or a swaption) is only calculated in the 105 scenarios of the corresponding currency yield curve. Transactions in each currency i are then simply aggregated for each of the 105 scenarios, yielding V i . At this stage, N joint scenarios are randomly generated using Eq. (16) . Then, all that needs be done is the addition in Eq. (19) for each of the N samples.
In short, our approach requires only 105 evaluation of each transaction regardless of the number trials N . For this reason, even for very large portfolios, we can comfortably take N to be as large as, say, a million, and thereby achieve stable and accurate results. We should also mention that the scenario simulation methodology does take account of rare events and tails of the distribution. For example, although the single currency yield curve has only 105 scenarios, some of them occur with a probability of 0.024%, well below the 1% threshold commonly considered as the probability of a rare event. These low probabilities compound for joint scenarios.
Further details of model implementation
Although by no means required, certain reasonable assumptions can be made to further exploit the symmetries of the model and increase its computational e ciency. Namely, we assume: a4. Exchange rates and interest rates are uncorrelated. In fact, the historical correlations of interest rates and exchange rates are generally low, and empirical evidence suggests that their signs are often unstable and depend on the time period and the length of the sample period.
a5. The ÿrst principal factor of one country's yield curve can be correlated with the ÿrst principal factor of another country, and the second principal factors can be correlated, and so on, but the ÿrst principal factors are not correlated with the second or third principal factors, etc. We argue that it seems unlikely that, say, parallel shift and yield curve twist within the same country be independent, yet across di erent countries be dependent. The data for the ÿve major currency yield curves in Table 4 show that the correlation between interest rate levels (ÿrst principal factor) accounts for most of correlation between yield curve of di erent countries. 11 Coupled with the fact that the ÿrst principal components have the largest magnitude and contribute greatest to the variance, it seems that assumption (a5) is very innocuous. Table 5 shows the correlation matrix and volatilities of the four exchange rates.
By enriching the structure of the model, these assumptions actually increase the complexity of programming. But the result is well worth it in terms of gained e ciency. The primary beneÿt is that the problem basically reduces from one of dimensionality 4k, as it were, to 4 problems, each with dimensionality k. Thus, we deal with the k × k correlation matrix of the ÿrst factors, and those of the second and third factors, and the (k − 1) × (k − 1) correlation matrix of exchange rates. This reduces by a factor of 4 certain calculations needed to form a 4k-dimensional random vector. It also enables use of antithetical symmetry for each of the four groups, e ectively reducing the total number of random vector generations by a factor of 16. The Scenario Simulation model can also be extended to cover other market risks, such as volatility or basis spread. Consider for example the risk associated to caps, oors and swaptions as a result of a change in the overall level of implied volatilities employed for the valuation of these options. 12 Let us denote dv i as the change in the level of implied volatility for currency i; i = 1; : : : ; k: For currency i, we can introduce dv i as the fourth independent factor, assuming for example it takes three values, 0; +1% and −1% with probabilities 1/2, 1/4 and 1/4 respectively. Then, there will be a total of 105 * 3 =405 joint yieldcurve/implied-volatility scenarios for each currency, with given probabilities. Thus, securities that depend on volatility have to be evaluated 405 times, while 105 evaluations still su ces for swaps or cross-currency swaps. The joint international distribution of yield-curve/implied-volatility is discretized and MonteCarlo sampled as before, one million times. Moreover, we can incorporate given correlations between implied volatility factors dv i of di erent currencies i, in the same manner as we have allowed for correlation between exchange rates, or between the ÿrst principal factors, etc. In short, implied volatility simply enters as another factor for each currency.
For the Monte Carlo sampling of the scenarios, we use L'Ecuyer algorithm for uniform (0,1) deviates, supplemented by "shu ing". By combining two linear congruential generators, it results in a very long period, as desired for this problem, and induces practically no serial correlation. From two or more uniform deviates, we generate a single Gaussian deviate, using the Box-Muller method combined with acceptance/rejection within the unit disk. To generate a k-dimensional N (0; Q) deviate, we ÿrst generate k i.i.d Gaussian deviates, put them in a k-vector Y , and pre-multiply Y by some matrix A satisfying AA t = Q:
13 For the choice of A, we can take the principal component factorization of Q, the symmetric square root of Q, or the Cholesky factor of Q. We choose the latter, because A is then a triangular matrix and multiplying it by a vector can be made more e cient. Finally, we invoke the discretization function B (m) ; i.e., form B (m) (AY ). The entire sequence is generated by a single seed.
14 It is instructive to point out what happens if, instead of ÿrst multiplying Y by the Cholesky factor A and then descretizing, we ÿrst discretize and then multiply by A. In the latter case, the resulting deviate A(B (m) (Y )) will have correlation matrix exactly Q. However, the stratiÿcation is destroyed: whereas each component of B (m) (AY ) has only m + 1 states, each component of A(B (m) (Y )) has in general m k states. So, we revert to the case of the usual Monte Carlo where an extortionate number of portfolio valuations is required. Another technique known as rank correlation also preserves the stratiÿcation. But, we regard our approach to be more appropriate and theoretically complete.
Example of simulation on a ÿve currency portfolio
As an example, we construct a portfolio with ÿve interest rate swaps in ÿve di erent currencies. For simplicity, the tensor is 10 years, and the pay and receive frequencies are semi-annual for all swaps in the portfolio. The total portfolio value as of the valuation date (9/15/1995 We ran the Scenario Simulation model for this ÿve currency portfolio to estimate the portfolio value distribution for a 30-day horizon. The historical volatility and correlation information of the yield curve and exchange rates are based on 9/15/1995 JPM RiskMetrics monthly data.
The simulation takes two steps. First, we simulate each transaction in its own currency within the framework of single currency Scenario Simulation In the second step, we perform Monte Carlo to simulate the distribution of the portfolio's horizon value. The simulation results are shown in Table 6 . Clearly, the sample statistics become quite stable with one million trials. Comparing the histogram of the simulated potential horizon values to the normal distribution with the same mean and standard deviation, it can be seen that the sample distribution is well behaved and has a fatter tail (Fig. 1) .
Even though the number of trials in our example is signiÿcantly larger than that in the usual Monte Carlo simulation applied in risk management, our approach does not take too much computation time due to the e ciency of the methodology as well as its implementations. In fact, running on a Sun SPARC Station 20, the second step takes 54; 96; 140 and 180 seconds to complete one, two, three and four million trials, respectively.
Estimating credit exposures with Scenario Simulation model
The credit exposure re ects the potential loss one transacting party may incur if its counterparty defaults. The credit risk is related to but di erent from the market risk. When a counterparty defaults, all transactions with that counterparty will be terminated, and the transactions' value by the end of the termination period is called the termination value (or replacement value).
For a given market scenario s, let V (s) be the net potential termination value of a counterparty's portfolio at the end of one period. If p(s) is the probability of the market scenario, then the distribution of the termination value can be described by (V (s); p(s); s = 1; : : : ; n)
where n is the total number of market scenarios. If the counterparty defaults, the transacting party will su er a loss only if the transactions with the counterparty have net gains. Otherwise, the credit loss would be zero. Thus, the distribution of the potential credit loss amount with respect to the counterparty is In order to apply the Scenario Simulation model to estimate the credit exposure, additional assumptions are required. We assume: a 6. The default incident of a counterparty is independent of the market variables by which a market scenario is deÿned, and it is also independent of other counterparties. This is a strong assumption as adverse market conditions and ÿnancial situations of related counterparties inevitably a ect counterparties' economic well being. However, it is a convenient assumption because not only it simpliÿes the analysis considerably, but there is hardly any data available to deduct their correlations. a 7. The default probability of a counterparty is solely determined by its credit ratings. a 8. The loss ratio (0 ¡ L 5 1) of a defaulting party is assumed to be one. Though this assumption is for simplicity and by no means necessary, it results in a more conservative estimation of credit risk as empirical evidence shows that, depending on the seniority of a transaction, the actual loss amount can be a fraction of total default amount. 15 Assume q is a counterparty's marginal default probability for one period. Several one period credit risk measures can be readily calculated using the Scenario Simulation model. For example, the expected credit loss for the period can be deÿned as
One can also deÿne the maximum average credit loss with probability as follows:
D could be interpreted as the average credit loss among a group of counterparties with the same ratings under certain unfavorable market conditions. Even though the economic meaning is not as clear, D can be used for some practical applications such as credit risk control and allocation. These one period average credit exposure measures can be easily extended to measure credit exposures in a multiperiod setting. 16 In many risk management applications, however, the above average credit exposure measurement is inadequate. Instead, we need to model default incidents directly in the Scenario Simulation model. Let d j be the default random variable for counterparty j:
d j = 1 counterparty j defaults with probability q j = 0 no default; probability 1 − q j ; j = 1; : : : ; J:
Recall we use k binomial random variables to describe one market scenario (see Eq. (17)). At each trial, we randomly generate a market scenario s = (i 1 ; i 2 ; : : : ; i k ), and J independent Bernoulli random variables d j (j = 1; : : : ; J ) according to their respective default probabilities. Thus the joint market and default scenario becomes For counterparty j, if netting is enforceable, the scenario value with respect to the counterparty can be obtained by aggregating all transactions with the counterparty. Assume there are g = 1; : : : ; G transactions with counterparty j and let V j (s) be the scenario value without default. Then,
where V j; g is the market value of transaction g with counterparty j. The joint scenario value becomes
Equation (22) means that if d j = 0, i.e., no default, then the joint scenario value is equal to the market value at scenario s :
It is easy to see that if the counterparty does not default, the joint scenario value V j (s * ) is simply the summation of all transactions' market values. If the counterparty defaults, none of the transaction gains with respect to the counterparty can be used to o set the losses with the same counterparty, i.e., V j (s * ) = g min[V j; g (s); 0]. The portfolio value V p at the joint scenario s * is
Using the Monte Carlo method with a large number of joint scenarios, we can simulate the distribution of the termination values of each counterparty as well as the whole portfolio, taking into account both market risk and credit risk.
We can also incorporate the country risk event (e.g., a country defaults or it imposes foreign exchange control) into the Scenario Simulation model. When such a risk event happens in a country, we assume that all counterparties in that country default simultaneously and the transacting party's exposure is the netted amount of these counterparties. 
Joint exposure distribution of a swap portfolio
We construct a swap sample portfolio to illustrate the methodology. The portfolio consists of 305 interest rate swaps and cross currency swaps with 71 counterparties. The credit ratings of all counterparties are investment grade.
These transactions are in ÿve di erent currencies and the total notional amount is $11.8 billion, among which 16% is cross currency swaps. The average remaining tenor is 2.5 years. The basis statistics of the portfolio are listed below: The Scenario Simulation model uses JPM RiskMetrics monthly data as of 10/20/1995. The simulation is to calculate the potential exposure 30 days from 11/10/1995, the valuation date. The total number of trials is one million.
For illustration purposes, we apply the following extremely stressed onemonth default probabilities: for AAA, 1.3524%; Aa /AA, 1.7294%; A /A, 2.6866%; and Baa/BBB, 5.3596%. 18 The simulation results are shown in Table  7 and Figs. 2 -4.
It is interesting to observe that while the market exposure of the swap portfolio (Fig. 2) looks like "bell-shaped" or approximately normally distributed, the joint distribution of market risk and credit risk shown in Fig.3 is noticeably skewed because of the possibilities of counterparty defaults. Figure 4 shows that there is a possibility of very large losses due to counterparty default. But for diversiÿed portfolios and counterparties, the probability of these losses is very small.
In this example, if the market risk is the only concern, the portfolio's 30-day VaR would be $34 mm at 99% conÿdence level. On the other hand, the potential loss due to counterparty default is $55 mm at the same conÿ-dence level. Such a large potential credit loss is a result of using exaggerated default probabilities. However, the probability that in 30-days, the "true" potential loss due to adverse market movements and /or counterparty default exceeds $66 mm is less than 1%. In other words, VaR calculated by the joint distribution is not the simple summation of the potential market loss and the default loss, and it is perhaps a better measure of portfolio's overall risk. 
Concluding remarks
The Scenario Simulation model provides a rigorous yet practical framework for quantitative analysis of multi-currency portfolio risk. The model is highly e cient computationally, and can be applied to a wide range of risk management tasks such as estimation of portfolio market risk and credit exposure, and calculation of value-at-risk for a ÿnancial institution. The basic idea is to discretize the multivariate distribution of market variables into a manageable number of scenarios, e.g., 105 yield curve scenarios for each currency. When there are several currencies, we can take a large Monte Carlo sample, e.g., of size one million, to achieve numerical stability; yet, we only have to evaluate each transaction in the portfolio 105 times.
