We prove several integral identities for Green's function of the polyharmonic operator (−∆) p , p ∈ N under the Navier boundary conditions. As an application, we prove the nondegeneracy of the critical point of the Robin function associated to the Green function on some symmetric domains.
In the following, we fix p ∈ N and let G = G(x, y) denote the Green function of (−∆) 
, N = 2p, (1.2) and σ N = here ν is the unit normal vector to ∂B r (0). Finally, let R(y) = H(y, y) denote the Robin function of the Green function of (−∆) p with the Navier boundary condition.
In this paper, we prove the nondegeneracy of critical points of the Robin function on some symmetric domains. More precisely, let Ω be a smooth bounded domain in R N , N ≥ 2p, which is symmetric with respect to hyperplanes {x i = 0} and convex in x i -directions for i = 1, · · · , N . This kind of domains are sometimes called Gidas-Ni-Nirenberg domains (GNN domains for short) after the famous paper [6] . We will prove the Hessian matrix of the Robin function associated to the Green function of (−∆) p under the Navier boundary condition computed at the origin is diagonal and all diagonal elements are strictly positive. For the second order case (p = 1), this result was former proved by M. Grossi [7] . Basically our strategy of the proof is to follow his argument faithfully. However, in the course of the proof, we need to generalize some integral identities relating boundary integrations of the Green function to the Robin function, which, in turn, originate from the paper by Brezis and Peletier [1] .
As for the second order case, it is known that the Robin function of −∆ with the Dirichlet boundary condition is strictly convex and has a unique nondegenerate critical point (global minimum point) on a bounded convex domain. This important fact was first proved by Caffarelli-Friedman [2] when N = 2, and later extended to N ≥ 3 by Cardaliaguet-Tahraoui [3] . Whether the same result holds true for the Robin function of (−∆) p with the Navier boundary condition is completely open. We hope the theorem mentioned above could shed light on this subject. This paper is organized as follows. In §2, we recall some well-known facts on the Green function of (−∆) p under the Navier boundary conditions. §3 will be devoted to the proof of integral identities mentioned above, and we hope that this part would be useful in itself for some readers. In §4, we will prove the nondegeneracy of the critical point of the Robin function on GNN domains. C will denote various constants from line to line until otherwise stated.
Preliminaries.
In this section, we recall some elementary facts that are useful later. First, we recall Green's 2nd identity
which holds for smooth f, g.
In the following, we set
Note that G p−1 is the Green function of −∆ under the Dirichlet boundary condition. By using these symbols, the well-known Green's representation formula for the unique solution to the linear problem
where f and g j are smooth functions, can be written as follows:
for y ∈ Ω. Also we need a version of Pohozaev identity for the polyharmonic equation
(Ω) (2.4) without boundary conditions.
(Ω) to (2.4) , where
More general version is known, see [8] , [9] and so on. We show a proof of the above lemma in order to make this paper self-contained. Proof. By Green's 2nd identity (2.1) with f = u, g = (x · ∇u), we have
Note also that
which is easily shown by induction. Thus,
where we have used (2.4) and the formula u(x·∇f
On the other hand,
Combining all together, we have
which implies the lemma.
3 Integral identities for Green's function of (−∆) p with the Navier boundary conditions.
In this section, we will prove some identities for the Green function of (−∆) p under the Navier boundary conditions. Part of these formulas were former proved by Brezis and Peletier [1] when p = 1, N > 2, Ren and Wei [10] when p = 1, N = 2, Chou and Geng [4] when p = 2, N > 4, and Takahashi [11] when p = 2, N = 4.
Theorem 3.1 For any y ∈ Ω, we have
Here ν = ν(x) is the outer unit normal at x ∈ ∂Ω.
Proof. First we prove (3.1). We may assume y = 0 and choose r > 0 small such that B r := B r (0) ⊂⊂ Ω. We apply the Pohozaev identity (2.5) in Lemma 2.1 to
Thus we obtain
where
On the other hand, inputting G(
First, we easily see that
where in this formula, we agree the convention that
holds for l = 0, 1, 2, · · · . Note that, by the formula (1.3), we have
Therefore by (3.8) and (3.9), the integrand of
Since we easily check that
for any p ∈ N, we obtain that p k=1 I 1,k = 0. For I 2,k , by (3.9) we see that
Also when k = p,
Similarly, we have
Combining these, we obtain
On the other hand, when k = 1,
as r → 0, here we have used (3.10). Combining these, we obtain that
as r → 0. Returning to (3.6), (3.7) with these estimates, we obtain
, which leads to (3.1) when N > 2p. Next, we prove (3.2) when N = 2p. We treat the case when p ≥ 2 only, since the formula for p = 1 (N = 2):
holds for any y ∈ Ω similarly. Now, Γ(r) = −C p log r where C p is defined as (1.2), therefore, we have on
for l = 1, 2, · · · , p. Note that ∆ p Γ(r) = 0. Just as before, we have (3.5), (3.6), (3.7), and
On the other hand, since
we see
Again we check that 2(p − 1)B p−1 σ 2p = (−1)
by (1.3). Thus we have
for k ∈ {2, 3, · · · , p}, we easily check that I 2,k = o(1) as r → 0 just as before for k ∈ {2, 3, · · · , p}. For I 2,1 , we see
as r → 0 when p ≥ 2. Thus we have
as r → 0. Returning to (3.6), (3.7), we obtain
which ends the proof of (3.2). To prove (3.3), we apply Green's 2nd identity (2.
which leads to
(3.12)
(3.13) On the other hand, inputting G(
Again, we see that
Now, we treat the case N > 2p. In this case, since ∆
for l = 0, 1, 2, · · · on ∂B r , here e i = ∇x i and we have used ν i (x) =
x i r on ∂B r for i = 1, 2, · · · , N . By (3.8) and (3.15), we have
here we have used ∂Br ν i (x)ds x = 0. As for the estimate of J 2,k , as in the proof of (3.1), we see
Thus we have
As for the estimate of J 3,k , we see
where we have used
Also by Taylor expansion, we have
we obtain that
as r → 0. Thus, by (3.10), we have
Returning to (3.13), (3.14) with the above estimates, we have
where we have used that
we have (3.3) when N > 2p.
Next, we prove (3.3) when N = 2p. The argument is almost the same as before, so we should be brief. Again we only treat the case p ≥ 2, since the formula was proved in [10] when p = 1. Recall Γ(r) = −C p log r and ∆
for l = 1, 2, · · · , on ∂B r , here B l is defined in (3.11) . Note that B l = 0 for l ≥ p. Thus if we put
and we agree the convention thatB 0 = −C p , we have
for l = 0, 1, 2, · · · , on ∂B r . By using (3.11) and (3.16), we obtain, as before,
. Thus returning to (3.13), (3.14), we obtain (3.3) when N = 2p.
Finally, we prove (3.4). Differentiating (3.3) with respect to y j , we obtain See [6] . Note that a GNN domain need not be convex.
In this section we prove the following theorem, which extends the result obtained by Grossi [7] when p = 1 to the general case p ∈ N. 
holds true.
We proceed as in [7] . First, we prepare some lemmas. In the following, let us denote
Lemma 4.2
Assume Ω is symmetric with respect to the hyperplane {x 1 = 0} and set Ω 0 = Ω ∩ {x 1 = 0}. Then for any y 0 ∈ Ω 0 , we have
Proof. By Lemma 2.1 of [7] , we know that G p−1 (x, y 0 ) is even with respect to x 1 -variable. Let us fix any φ ∈ C ∞ 0 (Ω). By (2.2), −∆G p−2 (x, y 0 ) = G p−1 (x, y 0 ) for x ∈ Ω. Since Ω is symmetric with respect to the plane {x 1 = 0} and y 0 ∈ Ω 0 , we also have −∆G p−1 ( (−x 1 , x ) , y 0 ) = G p−1 ( (−x 1 , x ) , y 0 ), thus −∆G p−1 ( (−x 1 , x ) , y 0 ) = G p−1 (x, y 0 ) for x ∈ Ω, since G p−1 (x, y 0 ) is even with respect to x 1 .
Multiplying φ to these equations, we get 
