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Abstract
We overview the entire renormalization theory, both perturbative and
non-perturbative, by the method of the exact renormalization group (ERG).
We emphasize particularly on the perturbative application of the ERG to
the φ4 theory and QED in the 4 dimensional euclidean space.
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2
1 Introduction
The subject of the following series of lectures is the exact renormalization group
(ERG), also known as the Wilsonian renormalization group. Ken Wilson in-
vented it in the early 70’s to understand the physics behind renormalization
of quantum field theory. Quantum field theory had seen phenomenal success
in its applications to QED via renormalization. But many, if not most, people
felt uneasy about renormalization. It was quite common to regard renormaliza-
tion as a clever mathematical trick to hide what is not understood under the
rug. Not many had even imagined there was physics behind the procedure of
renormalization.
To understand the physics of renormalization, Wilson introduced RG flows in
the space of theories. Using such important notions as criticality, fixed points,
and relevant and marginal parameters, the continuum limit is defined as the
RG trajectories flowing out of a UV fixed point. The continuum limit can be
constructed by using an almost critical theory by using the scale dimensions of
relevant parameters. All this has been explained in the classic review article of
Wilson and Kogut [1], especially in sect. 12.
In the following lectures, our emphasis is on the perturbative applications of
ERG. Only in the last part, we discuss the non-perturbative aspects of ERG.
Even there the emphasis is on the relation of Wilson’s original ERG differential
equation to Polchinski’s which can be applied much more easily to perturbation
theory.
The lectures are organized into four parts. In the first part we review the
application of ERG to the most relevant aspects of perturbative renormalization
theory using the φ4 theory for concreteness: We derive Polchinski’s version of
the ERG differential equation that describes the cutoff dependence of the Wilson
action.[2] We then show how to incorporate perturbative renormalizability as
asymptotic behaviors of the action as the cutoff is raised toward infinity. We
show how to determine the cutoff action by solving the ERG differential equation
under the asymptotic conditions. Using composite operators as an essential tool,
we use ERG to derive the RG equations of the parameters of the theory, and to
show universality.
In the second and third parts, we show how a momentum cutoff can be
consistent with gauge symmetry. In the second part we take a bottom-to-up
approach to construct a cutoff action of QED: we first construct an action that
reproduces the Ward identities of the correlation functions, and then introduce
Faddeev-Popov ghosts to introduce a BRST invariant action. We finally in-
troduce sources that generate BRST transformations to build a fully BRST
invariant formalism with nilpotent BRST transformations. The discussions of
YM theories in the third part are relatively brief. We outline a construction
of a fully BRST invariant cutoff action with sources. The sources are neces-
sary to show the possibility of satisfying BRST invariance. Once the possibility
is known, practical calculations can be done without the sources. Part of the
new results contained in the second and third parts of the lectures have been
obtained in collaboration with Y. Igarashi and K. Itoh.
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Finally, in the last part we discuss the non-perturbative aspects of ERG. In
the first subsection we give a non-perturbative derivation of a general class of
ERG differential equations. We then relate Wilson’s original ERG differential
equation to Polchinski’s explicitly via an integral formula. The two sets of ERG
differential equations are completely equivalent. We then show how to modify
Polchinski’s ERG differential equation to accommodate anomalous dimensions.
We end the last part by going back to perturbation theory, computing the
critical exponents of the Wilson-Fisher fixed point using ERG.
Best efforts have been made to make the lectures as self-contained as possible.
The reader is warned, though, that my style may be somewhat idiosyncratic;
the ERG is a rich field, and it can accommodate widely varying viewpoints. The
aim of the following lectures is to give a coherent overview of the applications
of ERG to renormalization theory, but not to give a balanced review of the field
of ERG. For the latter and also for further references, consultation with the
existing reviews [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] is strongly recommended. The
other references I cite are kept minimal except for the inclusion of refs.[17, 18]
which happen to be relevant to my current research interest.
2 The Exact Renormalization Group (ERG)
2.1 Notation
We consider a real scalar theory in D-dimensional euclidean space. The scalar
field is given by
φ(r) =
∫
p
φ(p) eipr
(∫
p
≡
∫
dDp
(2π)D
)
where
pr ≡
D∑
µ=1
pµrµ
Given an action S[φ], we define the correlation functions by
〈φ(p1) · · ·φ(pn)〉S · (2π)
Dδ(D)(p1 + · · ·+ pn) ≡
∫
[dφ]φ(p1) · · ·φ(pn) eS[φ]∫
[dφ] eS[φ]
Note that the weight of the functional integral is eS , not e−S . For the higher-
point functions n > 2, we usually consider only the connected part:
〈φ(p1) · · ·φ(pn)〉
n>2
=⇒ 〈φ(p1) · · ·φ(pn)〉
connected
We consider a real scalar theory whose propagator is given by
K(p/Λ)
p2 +m2
4
where K(p) is a positive decreasing function of p2 with the property that
K(p)
{
= 1 (p2 < 1)
→ 0 (p2 →∞)
K
p20 p201 1
1 ∆
Figure 1: The cutoff function K and its derivative ∆
The propagation of the momentum modes with p2 > Λ2 is suppressed suf-
ficiently strongly so that the loop integrals for each Feynman diagram (to be
introduced shortly) become well defined, i.e., free of UV divergences. For
later conveniences, we also define the logarithmic derivative
∆(p) ≡ −2p2
dK(p2)
dp2
which vanishes for p2 < 1, and is positive for p2 > 1 with a peak near p2 = 1.
For example, we can take
K(p) ≡
{
1 (p2 < 1)
1− e
− 1
(p2−1)n (p2 > 1)
so that
∆(p) =
{
0 (p2 < 1)
2np2
(p2−1)n+1 e
− 1
(p2−1)n (p2 > 1)
Here, n is a big enough integer. For D = 4, the worst divergence is quadratic,
so n = 2 suffices.
Let us suppose that the action is given by
S[φ] = Sfree[φ] + Sint[φ]
where the free action
Sfree[φ] ≡ −
1
2
∫
p
φ(p)φ(−p)
p2 +m2
K(p/Λ)
defines the propagator given above, and the interaction part is given by
Sint[φ] ≡
∞∑
n=1
1
(2n)!
∫
p1,···,p2n
φ(p1) · · ·φ(p2n)V2n(p1, · · · , p2n)·(2π)
Dδ(D)(p1+· · ·+p2n)
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We have assumed the Z2 invariance for simplicity.
1 We assume that the vertex
V2n is local: For our purposes we only need to assume that V2n can be expanded
in powers of small momenta. We denote the 2n-point vertex graphically by a
blob: The perturbative expansion of a correlation function is given by the sum
Figure 2: A blob represents a 2n-point vertex V2n.
over Feynman diagrams with propagators and vertices.
For example, the diagrams in Fig. 3 contribute to the two-point function:
and those in Fig. 4 contribute to the four-point function.
V V2 4 V 2 V 2
Figure 3: These contribute to the two-point function.
V
4
V
4
V
4
V
2
V 6V 4
Figure 4: These contribute to the four-point function.
2.2 Derivation of the Polchinski ERG differential equation
We solve the following problem: we decrease the momentum cutoff Λ infinitesi-
mally to Λe−∆t.
Λ −→ Λe−∆t
We wish to compensate the change by appropriate changes in the vertices so
that the new propagator and vertices give the same correlation functions.
Λ
V2n
equivalent
⇔ Λe
−∆t
V′2n
1We also assume that the symmetry is not broken spontaneously. Hence, we will only
consider even-point correlation functions.
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To solve this problem, we consider an arbitrary Feynman diagram, and clas-
sify the propagators into the three types:2
1. those connecting two different vertices (type A)
2. those connecting a single vertex (type B)
3. those attaching an external line to a vertex (type C)
pi
type A type B type C
Figure 5: The three types of propagators
The original propagator is related to the new propagator as follows:
K(p/Λ)
p2 +m2
=
K(p/(Λe−∆t))
p2 +m2
+∆t
∆(p/Λ)
p2 +m2
We consider a Feynman graph with the original propagators and vertices. Then,
we replace each propagator by the sum on the right-hand side. At first order in
∆t, we get a collection of Feynman diagrams in which one of the propagators is
replaced by
∆t
∆(p/Λ)
p2 +m2
If the propagator is either type A or B, we can interpret it as a correction to
the relevant vertex. (Fig. 6) Hence, the type A and B propagators modify the
2n-point vertex to
V2n(p1, · · · , p2n) =⇒ V
′
2n(p1, · · · , p2n) ≡ V2n(p1, · · · , p2n)
+∆t
∑
partitions
V2k(pi1 , · · · , pi2k−1 , q)
∆(q/Λ)
q2 +m2︸ ︷︷ ︸
type A
V2(n+1−k)(−q, pi2k , · · · , pi2n)
+∆t
1
2
∫
q
∆(q/Λ)
q2 +m2︸ ︷︷ ︸
type B
V2(n+1)(q,−q, p1, · · · , p2n)
where the momentum q of the type A propagator is fixed as
q ≡ −
(
pi1 + · · ·+ pi2k−1
)
= pi2k + · · ·+ pi2n
but the momentum q of the type B propagator must be integrated over. Since
2There is actually one exception to this classification: the free propagator contributing to
the two-point function. We will take care of this later.
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2k 2n-2k 2n
A
B
Figure 6: Type A and B propagators modify the vertex V2n.
∆(q/Λ) is non-vanishing only for q2 > Λ2, we can consider the change of the
vertices as local, i.e., in coordinate space the change takes place over a distance
of order 1/Λ.
The change in the type C propagators can be corrected simply by the mul-
tiplicative factor
K(pi/Λ)
K(pi/(Λe−∆t))
= 1 +∆t
∆(pi/Λ)
K(pi/Λ)
for each external line.
Using the modified vertices, we define a new action by
S′[φ] = S[φ] + δS[φ]
≡ −
1
2
∫
p
φ(p)φ(−p)
p2 +m2
K(p/(Λe−∆t))
+
∞∑
n=1
1
(2n)!
∫
p1,···,p2n
V ′2n(p1, · · · , p2n) · (2π)
Dδ(D)(p1 + · · ·+ p2n)
The diagrammatic analysis above implies
〈φ(p1) · · ·φ(p2n)〉S =
2n∏
i=1
K(pi/Λ)
K(pi/(Λe−∆t))
· 〈φ(p1) · · ·φ(p2n)〉S′
Hence,
〈φ(p1) · · ·φ(p2n)〉S−〈φ(p1) · · ·φ(p2n)〉S+δS = ∆t
2n∑
i=1
∆(pi/Λ)
K(pi/Λ)
·〈φ(p1) · · ·φ(p2n)〉S
In fact the above relation is valid only for 2n ≥ 4. For the two-point function,
the first term in its perturbative expansion is the free propagator. It cannot be
classified into any of the three types.
〈φ(p)φ(−p)〉S = +diagrams with at least one vertex
Hence, it is the difference
〈φ(p)φ(−p)〉S −
K(p/Λ)
p2 +m2
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which contains only the propagators of the three types. Therefore, we obtain
〈φ(p)φ(−p)〉S−
K(p/Λ)
p2 +m2
=
K(p/Λ)2
K(p/(Λe−∆t))2
·
(
〈φ(p)φ(−p)〉S′ −
K(p/(Λe−∆t))
p2 +m2
)
We can rewrite this as
〈φ(p)φ(−p)〉S − 〈φ(p)φ(−p)〉S+δS
= ∆t
[
2
∆(p/Λ)
K(p/Λ)
· 〈φ(p)φ(−p)〉S −
∆(p/Λ)
K(p/Λ)
K(p/Λ)
p2 +m2
]
The expression of the new action S′ = S + δS, which is equivalent to the
original action S, is easy to understand graphically, but quite complicated to
write down as a formula. By using a functional notation, δSint (the interaction
part of δS) can be expressed quite simply:
δSint = ∆t
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δSint
δφ(q)
δSint
δφ(−q)
+
δ2Sint
δφ(q)δφ(−q)
}
HW#1: Convince yourself this is the same as the equation we have obtained
using Feynman graphs.
Writing the original S as S(Λ) and S′ as S(Λe−∆t), we obtain
δSint = ∆t ·
(
−Λ
∂
∂Λ
)
Sint
Hence, Sint(Λ) satisfies the following differential equation:
−Λ
∂Sint(Λ)
∂Λ
=
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δSint
δφ(q)
δSint
δφ(−q)
+
δ2Sint
δφ(q)δφ(−q)
}
This was first derived by Polchinksi.[2] The transformation from S(Λ) to S(Λe−t),
where t > 0, is called an exact renormalization group (ERG) transforma-
tion: it is exact since we have not introduced any approximation.
Using
δSfree = Sfree(Λe
−∆t)− Sfree(Λ)
= −
1
2
∫
p
φ(p)φ(−p)
(
p2 +m2
)( 1
K(p/(Λe−∆t))
−
1
K(p/Λ)
)
= −∆t
1
2
∫
p
φ(p)φ(−p)
(
p2 +m2
) ∆(p/Λ)
K(p/Λ)2
further, we can rewrite the Polchinski differential equation for the entire action
as follows:
−Λ ∂∂ΛS(Λ) =
∫
q
∆(q/Λ)
q2+m2
[
q2+m2
K(q/Λ)φ(q)
δS(Λ)
δφ(q)
+ 12
{
δS(Λ)
δφ(q)
δS(Λ)
δφ(−q) +
δ2S(Λ)
δφ(q)δφ(−q)
}]
9
HW#2: Derive this from Polchinski’s. Alternatively, derive Polchinski’s from
this. (You need to ignore an infinite constant independent of φ. An additive
constant to S does not affect physics.)
To summarize, the correlation functions satisfy the following ERG differen-
tial equations:
−Λ
∂
∂Λ
〈φ(p)φ(−p)〉S =
〈
φ(p)φ(−p)
(
−Λ
∂S
∂Λ
)〉connected
S
= −2
∆(p/Λ)
K(p/Λ)
〈φ(p)φ(−p)〉S +
∆(p/Λ)
p2 +m2
−Λ
∂
∂Λ
〈φ(p1) · · ·φ(p2n)〉 =
〈
φ(p1) · · ·φ(p2n)
(
−Λ
∂S
∂Λ
)〉connected
S
= −
2n∑
i=1
∆(pi/Λ)
K(pi/Λ)
· 〈φ(p1) · · ·φ(p2n)〉S
2.3 Physical understanding of ERG
To gain physical (or intuitive) understanding of ERG, let us forget about UV
divergences or any other difficulties our theory might face with, for the time
being.
The standard propagator can be expressed as the sum:
1
p2 +m2
=
K(p/Λ)
p2 +m2
+
1−K(p/Λ)
p2 +m2
The first term on the right is the cutoff propagator for the low momentum
modes. The second term is the propagator for the high momentum modes.
Given a Feynman diagram with the standard propagators and elementary
vertices, we substitute the above sum into each propagator. The substitution
generates multiple diagrams in which some propagators are the low-momentum
propagators, and the rest are high-momentum propagators. Then, we pay atten-
tion to those parts of the Feynman diagram connected only by high-momentum
propagators. The entire diagram has these connected parts connected further
by low-momentum propagators. (Fig. 7) Suppose a connected part has 2n ex-
K
K K
K
Figure 7: Each blob contains only high-momentum propagators inside.
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high momentum
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Figure 8: V2n(Λ) consists of graphs whose internal lines carry only high momenta
above Λ.
ternal lines. Then, the connected part can be interpreted as a contribution to
the vertices V2n(Λ) of the cutoff theory S(Λ). (Fig. 8) Thus, we put all the
short-distance physics (shorter than the length 1Λ) into the vertices.
Now, the problem is the potential UV divergence of the diagrams with the
high-momentum propagators. For example, the 1st order contribution to V2 is
given by
?
= −
λ
2
∫
q
1−K(q/Λ)
q2 +m2
which is quadratically divergent since K(q/Λ)→ 0 as q2 → ∞. We will define
the diagram, not by the naive loop integral, but as a finite solution to the ERG
differential equation. It is the role of ERG to make sense out of the naively UV
divergent Feynman diagrams.
2.4 Perturbative renormalizability
Polchinski introduced his differential equation in order to simplify the proof of
perturbative renormalizability of the φ4 theory in D = 4. We will not follow his
proof, but merely sketch his ideas here. We start from a bare action defined at
a large momentum scale Λ:
SΛ(Λ) = −
1
2
∫
p
φ(p)φ(−p)
p2 +m2
K(p/Λ)
−
1
2
∫
p
φ(p)φ(−p)
(
∆z0 · p
2 +∆m20
)
−
λ0
4!
∫
p1+p2+p3+p4=0
φ(p1) · · ·φ(p4)
We then reduce the cutoff Λ to an arbitrary but fixed finite momentum scale µ
to obtain an equivalent action SΛ(µ). Here we have added a suffix Λ to remind
ourselves that we started from the scale Λ. We wish to introduce appropriate
Λ dependence to the bare parameters
∆z0(Λ), ∆m
2
0(Λ), λ0(Λ)
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Λ
larger
fixed µ
lim S (    )Λ µ8
Λ
S (    )
Λ
Λ
S(   ) =µ
µ
larger
Figure 9: Renormalizability amounts to the existence of limΛ→∞ SΛ(µ).
such that the continuum limit
S¯(µ) = lim
Λ→∞
SΛ(µ)
exists. (Fig. 9) This is perturbative renormalizability since we prove this,
order by order in a coupling constant λ. Polchinski has proven this using his
differential equation.
Why is this renormalizability? ERG guarantees that the correlation func-
tions we compute with S¯(µ) is the same as those with the bare action SΛ(Λ). In
the limit Λ→∞, the theory is defined all the way up to the zero distance scale,
and the correlation functions are independent of Λ. This is what we usually call
renormalizability.
Typically, the bare parameters have the following Λ dependence:
∆m20(Λ) = Λ
2 · g
(
m2
µ2 , ln
Λ
µ , λ
)
+m2 · zm
(
m2
µ2 , ln
Λ
µ , λ
)
∆z0(Λ) = z
(
m2
µ2 , ln
Λ
µ , λ
)
λ0(Λ) = zλ
(
m2
µ2 , ln
Λ
µ , λ
)
At each order of λ, the coefficient functions are finite degree polynomials of ln Λµ .
The so-calledmass independent scheme is distinguished by the absence of the
dependence on m
2
µ2 in the coefficient functions. Hence, in a mass independent
scheme, we find
∆m20(Λ) = Λ
2 · g
(
ln Λµ , λ
)
+m2 · zm
(
ln Λµ , λ
)
∆z0(Λ) = z
(
ln Λµ , λ
)
λ0(Λ) = zλ
(
ln Λµ , λ
)
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2.5 Direct determination of the renormalized theory
We now make a crucial observation. The action S¯(µ), which defines the renor-
malized theory or the continuum limit, satisfies the ERG differential equation
of Polchinski with respect to µ:
−µ∂S¯(µ)∂µ =
∫
q
∆(q/µ)
q2+m2
[
q2+m2
K(q/µ)φ(q)
δS¯
δφ(q)
+ 12
{
δS¯
δφ(q)
δS¯
δφ(−q) +
δ2S¯
δφ(q)δφ(−q)
}]
Hence, we should be able to determine S¯(µ) directly without starting from SΛ(Λ)
by solving the differential equation. But as is the case with any differential
equation, we need what amounts to an initial condition. We cannot use S¯(Λ) =
SΛ(Λ), because SΛ(Λ) will not lie on the ERG trajectory of S¯(Λ). Instead we
adopt the following:
1. V2n(Λ; p1, · · · , p2n) vanishes as Λ→∞ for 2n ≥ 6
2. V2 satisfies the asymptotic condition
V2(Λ; p,−p)
Λ→∞
−→ Λ2a2(m
2/µ2, ln Λ/µ;λ)
+m2b2(m
2/µ2, ln Λ/µ;λ) + p2c2(m
2/µ2, lnΛ/µ;λ)
and the conditions at Λ = µ, where µ is fixed but arbitrary:{
V2(µ; 0, 0) = 0
∂
∂p2V2(µ, p,−p)
∣∣∣
p2=0
= 0
3. V4 satisfies the asymptotic condition
V4(Λ; p1, · · · , p4)
Λ→∞
−→ a4(m
2/µ2, ln Λ/µ;λ)
and the condition at Λ = µ:
V4(µ; 0, · · · , 0) = −λ
The asymptotic conditions are crucial for renormalizability. The two conditions
on V2 have to do with mass and wave function renormalization, and the condition
on V4 normalizes the coupling λ.
The above scheme is not mass independent. For mass independence, we can
alternatively adopt the following conditions:
1. V2n(Λ; p1, · · · , p2n) vanishes as Λ→∞ for 2n ≥ 6
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2. V2 satisfies the asymptotic condition
V2(Λ; p,−p)
Λ→∞
−→ Λ2a2(lnΛ/µ;λ) +m
2b2(lnΛ/µ;λ) + p
2c2(lnΛ/µ;λ)
and the conditions at Λ = µ:
∂
∂m2V2(µ; 0, 0)
∣∣∣
m2=0
= 0
∂
∂p2V2(µ; p,−p)
∣∣∣
m2=p2=0
= 0
which implies
b2(0;λ) = c2(0;λ) = 0
3. V4 satisfies the asymptotic condition
V4(Λ; p1, · · · , p4)
Λ→∞
−→ a4(lnΛ/µ;λ)
and the condition at Λ = µ:
V4(µ; 0, · · · , 0)
∣∣∣
m2=0
= −λ
which implies
a4(0;λ) = 0
Note the absence of m2 dependence in the coefficient functions a2, b2, c2, and
a4.
Hence, to show renormalizability of φ4 theory in D = 4, we must show that
given m2, λ, and an arbitrary scale µ, the solution S¯(Λ) of the Polchinski differ-
ential equation is determined uniquely. This was done for the mass independent
scheme in [14].3
2.6 Simple examples
Let us compute the vertices for D = 4 to see how the conditions introduced
above determine the vertices uniquely.
First order in λ
The four-point vertex is given by
V
(0)
4 (p1, · · · , p4) = −λ
This is the starting point of perturbative calculations.
The two-point vertex V
(1)
2 (Λ) satisfies the differential equation
−Λ
∂V
(1)
2 (Λ)
∂Λ
=
1
2
∫
q
∆(q/Λ)
q2 +m2
V
(0)
4 (q,−q, p,−p) = −λ
1
2
∫
q
∆(q/Λ)
q2 +m2
This can be expressed diagrammatically as
3From now on, we only consider S¯, and omit the bar.
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where we use the notation
=
∆(q/Λ)
q2 +m2
We can compute the right-hand side further as
= −λ
1
2
∫
q
∆(q/Λ)
(
1
q2
−
m2
q4
+
m4
q4(q2 +m2)
)
= −λ
1
2
(
Λ2
∫
q
∆(q)
q2
−m2
∫
q
∆(q)
q4
+m4
∫
q
∆(q/Λ)
1
q4(q2 +m2)
)
Integrating this over Λ, we obtain
V
(1)
2 (Λ) =
= −
λ
2
(
−
Λ2
2
∫
q
∆(q)
q2
+m2 ln
Λ
µ
∫
q
∆(q)
q4
+m4
∫
q
1−K(q/Λ)
q4(q2 +m2)
+
µ2
2
∫
q
∆(q)
q2
−m4
∫
q
1−K(q/µ)
q4(q2 +m2)
)
which satisfies the condition
V
(1)
2 (Λ = µ) = 0
Alternatively, in the mass independent scheme, we obtain
V
(1)
2 (Λ) = −
λ
2
(
−
Λ2
2
∫
q
∆(q)
q2
+m2 ln
Λ
µ
∫
q
∆(q)
q4
+m4
∫
q
1−K(q/Λ)
q4(q2 +m2)
)
which has the simple asymptotic behavior
V
(1)
2 (Λ)→ −
λ
2
(
−
Λ2
2
∫
q
∆(q)
q2
+m2 ln
Λ
µ
∫
q
∆(q)
q4
)
Second order in λ
The ERG differential equation for the six-point vertex is given diagrammatically
as
−Λ
∂
∂Λ
V
(0)
6 (Λ; p1, · · · , p6) =
1
2
4
5
63
+2 permutations
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Solving this, we obtain
V
(0)
6 (Λ; p1, · · · , p6) =
1
2
4
5
63
+2 permutations
= λ2
(
1−K((p1 + p2 + p3)/Λ)
(p1 + p2 + p3)2 +m2
+ 2 permutations
)
This vanishes as Λ→∞.
At one-loop the four-point vertex satisfies the ERG differential equation:
−Λ
∂
∂Λ
V
(1)
4 (Λ; p1, · · · , p4) =
4∑
i=1
(
i
+
i
)
+
1
2
3
4
+2 permutations
The first part on the right-hand side can be integrated to
(−λ)
4∑
i=1
1−K(pi/Λ)
p2i +m
2
· V
(1)
2 (Λ)
The first graph on the second part gives
λ2
∫
q
1−K((q + p1 + p2)/Λ)
(q + p1 + p2)2 +m2
∆(q/Λ)
q2 +m2
= λ2
∫
q
[
(1−K(q/Λ))∆(q/Λ)
q4
+
1−K((q + p1 + p2)/Λ)
(q + p1 + p2)2 +m2
∆(q/Λ)
q2 +m2
−
(1−K(q/Λ))∆(q/Λ)
q4
]
The first integral on the right gives a constant∫
q
∆(q) (1−K(q))
q4
The remaining integral can be integrated over Λ to give a finite result:
1
2
∫
q
[
1−K((q + p1 + p2)/Λ)
(q + p1 + p2)2 +m2
1−K(q/Λ)
q2 +m2
−
(1−K(q/Λ))2
q4
]
Hence, we obtain
1
2
3
4
= −λ2 ln
Λ
µ
∫
q
∆(q) (1−K(q))
q4
+
λ2
2
∫
q
[
1−K((q + p1 + p2)/Λ)
(q + p1 + p2)2 +m2
1−K(q/Λ)
q2 +m2
−
(1−K(q/Λ))2
q4
]
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where we have adopted the mass independence. This has the asymptotic prop-
erty
1
2
3
4
Λ→∞
−→ −λ2 ln
Λ
µ
∫
q
∆(q) (1−K(q))
q4
HW#3: Evaluate the one-loop four-point vertex using the condition
V4(µ; 0, · · · , 0) = −λ
instead of the mass independence. You will see that the asymptotic behavior
acquires m2 dependence.
Integrals
In general the integrals involving the cutoff function K depend on the choice of
K. Certain integrals are universal, however. Let us first consider
I(n) ≡
∫
q
∆(q)
K(q)n
q4
in D = 4. This is integrable, since the integrand vanishes exponentially as
q2 →∞, and also vanishes for 0 < q2 < 1. Since
∆(q) = −2q2
dK(q)
dq2
we obtain
∆(q)K(q)n =
1
n+ 1
(−2q2)
dK(q)n+1
dq2
Hence,
In =
2π2
(2π)4
1
n+ 1
∫ ∞
0
q2dq2
2
−2q2
q4
dK(q)n+1
dq2
=
1
(4π)2
2
n+ 1
[
−K(q)n+1
]∞
0︸ ︷︷ ︸
=1
=
1
(4π)2
2
n+ 1
Next we consider
J(n) ≡
∫
q
∆(q) (1−K(q))n
q4
in D = 4, where n is a non-negative integer. Using the binomial expansion, we
obtain
J(n) =
n∑
i=0
(−)i
(
n
i
)
I(i) =
2
(4π)2
n∑
i=0
(−)i
1
i+ 1
(
n
i
)
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=
2
(4π)2
1
n+ 1
n∑
i=0
(−)i
(
n+ 1
i+ 1
)
︸ ︷︷ ︸
=1
=
1
(4π)2
2
n+ 1
Using this result, we can write down the one-loop vertices in the mass inde-
pendent scheme as follows:
= −
λ
2
(
−
Λ2
2
∫
q
∆(q)
q2
+m2 ln
Λ
µ
2
(4π)2
+m4
∫
q
1−K(q/Λ)
q4(q2 +m2)
)
1
2
3
4
=
λ2
(4π)2
ln
Λ
µ
+
λ2
2
∫
q
[
1−K((q + p1 + p2)/Λ)
(q + p1 + p2)2 +m2
1−K(q/Λ)
q2 +m2
−
(1−K(q/Λ))2
q4
]
This implies 
b2(ln Λ/µ, λ) = −
λ
(4π)2 ln
Λ
µ + · · ·
c2(lnΛ/µ, λ) = O
(
λ2
)
a4(lnΛ/µ, λ) =
3λ2
(4π)2 ln
Λ
µ + · · ·
2.7 The continuum limit in terms of a cutoff theory
Before diving into more detailed analysis of ERG, let us take a moment to reflect
on what ERG gives us. In deriving ERG, we have made sure that the entire
physics is kept untouched when we lower the cutoff Λ. No matter what Λ we
use, we can always compute the same correlation functions. Let us give this
statement a more concrete expression.
We recall that the two actions S(Λ) and S(Λ′) on the same ERG trajectory
are related as follows:{
〈φ(p)φ(−p)〉S(Λ) −
K(p/Λ)
p2+m2 =
K(p/Λ)2
K(p/Λ′)2
(
〈φ(p)φ(−p)〉S(Λ′) −
K(p/Λ′)
p2+m2
)
〈φ(p1) · · ·φ(p2n)〉S(Λ) =
∏2n
i=1
K(pi/Λ)
K(pi/Λ′)
· 〈φ(p1) · · ·φ(p2n)〉S(Λ′)
This can be rewritten as{
1
K(p/Λ)2 〈φ(p)φ(−p)〉S(Λ) +
1−1/K(p/Λ)
p2+m2 =
1
K(p/Λ′)2 〈φ(p)φ(−p)〉S(Λ′) +
1−1/K(p/Λ′)
p2+m2∏2n
i=1
1
K(pi/Λ)
· 〈φ(p1) · · ·φ(p2n)〉S(Λ) =
∏2n
i=1
1
K(pi/Λ′)
· 〈φ(p1) · · ·φ(p2n)〉S(Λ′)
If the action corresponds to a continuum limit, we can take Λ→∞. Hence, the
correlation functions in the continuum limit can be obtained from the action
S(Λ) with a finite cutoff:{
〈φ(p)φ(−p)〉∞ =
1
K(p/Λ)2 〈φ(p)φ(−p)〉S(Λ) +
1−1/K(p/Λ)
p2+m2
〈φ(p1) · · ·φ(p2n)〉∞ =
∏2n
i=1
1
K(pi/Λ)
· 〈φ(p1) · · ·φ(p2n)〉S(Λ)
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Here the left-hand sides are the correlation functions calculated with S(Λ→∞).
The right-hand sides are independent of Λ. It is surprising that the continuum
physics can be obtained from an action with a finite cutoff, but we must accept
it. There is a trade off, though. Our action S(Λ) has an infinite number of
interaction terms, and is highly complicated.
The above observation has a surprising consequence. If we expect the pres-
ence of a symmetry in the continuum limit, whether it is global or local, it
should be present in the cutoff theory, too. Hence, for example, we expect to
be able to construct gauge theories using a finite cutoff. We will discuss QED
in some details, and sketch the construction of YM theories, both using a finite
cutoff.
2.8 ERG for the 1PI Γ[Φ]
This subsection is a digression from the main flow of the lectures. You can skip
this part if you like. In the literature4 the ERG differential equation for Sint
is sometimes written for its 1PI part Γint. Roughly speaking, Sint consists of
Feynman diagrams with elementary vertices and high-momentum propagators.
These Feynman graphs are not necessarily 1PI, as we have seen in the case
of V
(1)
4 in the previous subsection. We wish to introduce 1PI vertices Γint so
that Sint is obtained as the tree diagrams with high-momentum propagators
and vertices Γint. The purpose of this subsection is to introduce Γint and ERG
differential equation it satisfies. We will be sketchy since we will not discuss
Γint in the remainder of the lectures.
Let us consider
Γ[φ] ≡ −
1
2
∫
p
φ(p)φ(−p)
p2 +m2
1−K(p/Λ)
+ Γint[φ]
We define its Legendre transform by
W [J ] ≡ Γ[φ] +
∫
p
φ(−p)J(p)
where φ is determined in terms of J as
δΓ[φ]
δφ(−p)
+ J(p) = 0
This can be rewritten as
φ(p) =
1−K(p/Λ)
p2 +m2
(
J(p) +
δΓint[φ]
δφ(−p)
)
In order for Γint to give the 1PI part of Sint, we must demand that
W [J ] =
1
2
∫
p
J(p)J(−p)
1−K(p/Λ)
p2 +m2
+ Sint
[
1−K(p/Λ)
p2 +m2
J(p)
]
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Figure 10: Γint is the 1PI part of Sint.
(Fig. 10) By substituting
J(p) =
p2 +m2
1−K(p/Λ)
φ(p)
we obtain
W
[
p2 +m2
1−K(p/Λ)
φ(p)
]
=
1
2
∫
p
φ(p)φ(−p)
p2 +m2
1−K(p/Λ)
+ Sint[φ]
On the other hand, from the definition of the Legendre transform, we obtain
W
[
p2 +m2
1−K(p/Λ)
φ(p)
]
= Γ[Φ] +
∫
p
Φ(p)
p2 +m2
1−K(p/Λ)
φ(−p)
where
φ(p) = Φ(p)−
1−K(p/Λ)
p2 +m2
δΓint[Φ]
δΦ(−p)
Hence, we obtain the following relation between Γint[Φ] and Sint[φ]:
−
1
2
∫
p
Φ(p)Φ(−p)
p2 +m2
1−K(p/Λ)
+ Γint[Φ]
=
1
2
∫
p
φ(p)φ(−p)
p2 +m2
1−K(p/Λ)
+ Sint[φ]−
∫
p
φ(p)
p2 +m2
1−K(p/Λ)
Φ(−p)
It is a simple algebra to rewrite this as
Γint[Φ] =
1
2
∫
p
(φ(p) − Φ(p)) (φ(−p)− Φ(−p))
p2 +m2
1−K(p/Λ)
+ Sint[φ]
Now, we can reverse the direction, and obtain Γ by Legendre transforming
W :
Γ[Φ] =W [J ]−
∫
p
Φ(−p)J(p)
4For example, see [13].
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where
Φ(p) =
δW [J ]
δJ(−p)
By the substitution J(p) = p
2+m2
1−K(p/Λ) φ(p), this gives
Φ(p) = φ(p) +
1−K(p/Λ)
p2 +m2
δSint[φ]
δφ(−p)
Comparing this with the relation between φ and Φ obtained above, we obtain
δΓint[Φ]
δΦ(−p)
=
δSint[φ]
δφ(−p)
Now that we have an explicit relation between Γint and Sint, we can de-
rive the ERG differential equation of Γint from that of Sint. The derivation is
straightforward, and we only state the result:
−Λ
∂
∂Λ
Γint[Φ] =
1
2
∫
q
∆(q/Λ)
q2 +m2
δ2Sint[φ]
δφ(−q)δφ(q)
By differentiating the relation obtained above between the first order functional
derivatives of Γint and Sint, we obtain
δ2Sint
δφ(q)δφ(−q)
=
∫
p
δΦ(p)
δφ(q)
δ2Γint[Φ]
δΦ(p)δΦ(−q)
where δΦ(p)δφ(q) is the inverse of
δφ(q)
δΦ(p)
= (2π)4δ(4)(p− q)−
1−K(q/Λ)
q2 +m2
δ2Γint[Φ]
δΦ(p)δΦ(−q)
Hence, it is given by the geometric series
δΦ(p)
δφ(q)
= (2π)4δ(4)(p− q) +
1−K(p/Λ)
p2 +m2
δ2Γint[Φ]
δΦ(−p)δΦ(q)
+
∫
r
1−K(p/Λ)
p2 +m2
δ2Γint[Φ]
δΦ(−p)δΦ(r)
1−K(r/Λ)
r2 +m2
δ2Γint
δΦ(−r)δΦ(q)
+ · · ·
Therefore, we obtain
δ2Sint
δφ(q)δφ(−q)
=
δ2Γint
δΦ(q)δΦ(−q)
+
∫
r
δ2Γint
δΦ(q)δΦ(−r)
1−K(r/Λ)
r2 +m2
δ2Γint
δΦ(r)δΦ(−q)
+ · · ·
Thus, we can express this ERG equation graphically as
−Λ
∂
∂Λ
= + + + ...
This final result is actually easier to obtain diagrammatically.
HW#4: From the above diagrammatic ERG equation for Γint, derive the ERG
equation for Sint diagrammatically.
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2.9 Composite operators
The purpose of this subsection is to introduce composite operators which play
crucial roles in understanding some important properties of ERG such as its
relation to beta functions and anomalous dimensions. We take D = 4 for
concreteness.
We call
O(p) ≡
∞∑
n=1
1
(2n)!
∫
p1,···,p2n
φ(p1) · · ·φ(p2n)O2n(Λ; p1, · · · , p2n)
×(2π)4δ(4)(p1 + · · ·+ p2n − p)
a composite operator 5 if it satisfies the ERG differential equation
−Λ
∂
∂Λ
O(p) = D · O(p)
where D is the differential operator
D ≡
∫
q
∆(q/Λ)
q2 +m2
(
δSint
δφ(−q)
δ
δφ(−q)
+
1
2
δ2
δφ(q)δφ(−q)
)
We call O an operator of dimension d, if it satisfies the asymptotic conditions
O2n≥d+2(Λ; p1, · · · , p2n)
Λ→∞
−→ 0
Hence, an operator of dimension 2 has O2n≥4 → 0, and that of dimension 4 has
O2n≥6 → 0.
It is easy to understand where the above definition of composite operators
comes from. Let us consider a modified action
S′(Λ) ≡ S(Λ) +
∫
p
ǫ(−p)O(p)
where ǫ is an infinitesimal source. The definition guarantees that S′ satisfies
the Polchinski differential equation if S satisfies it.
HW#5: Show that the ERG differential equation for the composite operator
O can be rewritten as
−Λ
∂
∂Λ
O =
∫
q
∆(q/Λ)
q2 +m2
(
q2 +m2
K(q/Λ)
φ(q)
δ
δφ(q)
+
δS
δφ(−q)
δ
δφ(q)
+
1
2
δ2
δφ(q)δφ(−q)
)
O
Let us recall the following Λ dependence of the correlation functions:
〈φ(p)φ(−p)〉S(Λ) −
K(p/Λ)
p2+m2 =
K(p/Λ)2
K(p/Λ′)2
(
〈φ(p)φ(−p)〉S(Λ′) −
K(p/Λ′)
p2+m2
)
〈φ(p1) · · ·φ(p2n)〉S(Λ) =
∏2n
i=1
K(pi/Λ)
K(pi/Λ′)
· 〈φ(p1) · · ·φ(p2n)〉S(Λ′) (n > 1)
5Here we assume O is even in φ. We can also define O odd in φ. For example, δSint
δφ(−p)
considered below is odd in φ.
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Substituting S′ into S and taking the part proportional to ǫ(−p), we obtain
〈φ(p1) · · ·φ(p2n)O(p)〉S(Λ) =
2n∏
i=1
K(pi/Λ)
K(pi/Λ′)
· 〈φ(p1) · · ·φ(p2n)O(p)〉S(Λ′)
for any n ≥ 1. Equivalently, this gives
〈φ(p1) · · ·φ(p2n)O(p)〉∞ =
2n∏
i=1
1
K(pi/Λ)
· 〈φ(p1) · · ·φ(p2n)O(p)〉S(Λ)
We can actually reverse the direction, and use either of the above two relations
as the defining property of a composite operator.
The simplest example of a composite operator is O(p) ≡ δSintδφ(−p) . To show
this, we simply differentiate the ERG differential equation
−Λ
∂
∂Λ
Sint =
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δSint
δφ(q)
δSint
δφ(−q)
+
δ2Sint
δφ(q)δφ(−q)
}
with respect to φ(−p). The asymptotic behavior of Sint (in the mass independent
scheme) translates into the following asymptotic behavior of δSintδφ(−p) :
O1(p) −→ a2(ln Λ/µ, λ) +m2b2(lnΛ/µ, λ) + p2c2(lnΛ/µ, λ)
O3(p1, p2, p3) −→ a4(ln Λ/µ, λ)
On≥5(p1, · · · , pn) −→ 0
Hence, δSintδφ(−p) is dimension 3. Since
δSint
δφ(−p) is a composite operator, the corre-
lation functions〈
δSint
δφ(−p)
φ(p1) · · ·φ(p2n−1)
〉
∞
=
〈
δSint
δφ(−p)
φ(p1) · · ·φ(p2n−1)
〉
S(Λ)
·
2n−1∏
i=1
1
K(pi/Λ)
are independent of Λ.
Another example is
Φ(p) ≡ φ(p) +
1−K(p/Λ)
p2 +m2
δSint
δφ(−p)
which corresponds to an elementary field φ(p). To show this, we can again take
the Λ derivative of Φ:
−Λ
∂Φ(p)
∂Λ
=
∆(p/Λ)
p2 +m2
δSint
δφ(−p)
+D ·
1−K(p/Λ)
p2 +m2
δSint
δφ(−p)
Since
D · φ(p) =
∆(p/Λ)
p2 +m2
δSint
δφ(−p)
we obtain
−Λ
∂Φ(p)
∂Λ
= D · Φ(p)
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HW#5: Show that
K(p/Λ)
δS
δφ(−p)
= −(p2 +m2)Φ(p) +
δSint
δφ(−p)
and hence it is a composite operator.
This is an operator corresponding to the equation of motion. Since
δ
δφ(−p)
(
φ(p1) · · ·φ(pn)e
S
)
=
δS
δφ(−p)
φ(p1) · · ·φ(pn)e
S
+
n∑
i=1
(2π)4δ(4)(p− pi)φ(p1) · · · φ̂(pi) · · ·φ(pn)e
S
is a total derivative, its functional integral vanishes. Hence, integrating over φ,
we obtain 〈
δS
δφ(−p)
φ(−p)
〉
S(Λ)
= −1
and for n > 1 〈
δS
δφ(−p)
φ(p1) · · ·φ(pn)
〉
S(Λ)
= 0
if we take the connected part. Thus, in the continuum limit the equations of
motion are given by
〈
K(p/Λ) δSδφ(−p)φ(−p)
〉
∞
= −1〈
K(p/Λ) δSδφ(−p)φ(p1) · · ·φ(p2n−1)
〉
∞
= 0 (n > 1)
2.10 Composite operators given in terms of the action
As for the action itself, the ERG differential equation of a composite operator
does not determine the operator uniquely. We must supply appropriate asymp-
totic conditions. For later conveniences, we consider dimension 2 and 4 scalar
composite operators. We adopt the mass independent scheme for simplicity.
Dimension 2 operator
There is a unique dimension 2 operator O of zero momentum, specified by the
following asymptotic conditions6:{
O2(Λ; p,−p) −→ a2(lnΛ/µ;λ)
O2n≥4(Λ; p1, · · · , p2n) −→ 0
where
a2(0;λ) = 1
We call this operator
[
1
2φ
2
]
.
6This a2 is not the same as the a2 that gives the asymptotic behavior of the vertex V2.
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Dimension 4 operators
Dimension 4 operators O of zero momentum are specified by the following
asymptotic conditions:
O2(Λ; p,−p) −→ Λ2a2(ln Λ/µ;λ) +m2b2(lnΛ/µ;λ) + p2c2(lnΛ/µ;λ)
O4(Λ; p1, · · · , p4) −→ a4(ln Λ/µ;λ)
O2n≥6(Λ; p1, · · · , p2n) −→ 0
There are two linearly independent operators:
1.
[
1
4!φ
4
]
, satisfying
a4(0;λ) = 1, b2(0;λ) = c2(0;λ) = 0
2.
[
1
2 (∂µφ)
2
]
, satisfying
c2(0;λ) = 1, b2(0;λ) = a4(0;λ) = 0
We can regard m2
[
1
2φ
2
]
as the third dimension 4 operator satisfying
b2(0;λ) = 1, c2(0;λ) = a4(0;λ) = 0
Composite operators given in terms of S
The purpose of the remaining part of this subsection is to show that the three
dimension 4 scalar operators
m2
[
1
2
φ2
]
,
[
1
2
(∂µφ)
2
]
,
[
1
4!
φ4
]
are obtained in terms of the action S.
As a preparation, we consider the following:{
O1[f ] ≡
∫
p
f(p)φ(p) δSδφ(p)
O2[C] ≡
∫
p C(p
2)12
{
δS
δφ(p)
δS
δφ(−p) +
δ2S
δφ(p)δφ(−p)
}
Neither of them is a composite operator by itself, but their correlation functions
can be easily computed.
1. O1[f ] — Except for an inessential additive constant7, O1[f ] is a total
derivative
O1[f ]e
S =
∫
p
f(p)
δ
δφ(p)
(
φ(p)eS
)
Hence, multiplying this by φ(p1) · · ·φ(p2n) and integrating over φ by parts,
we obtain
〈O1[f ]φ(p1) · · ·φ(p2n)〉S = −
(
2n∑
i=1
f(pi)
)
· 〈φ(p1) · · ·φ(p2n)〉S
7The additive constant does not contribute to the connected part.
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2. O2[C] — This is also a total derivative:
O2[C]e
S =
∫
p
C(p2)
1
2
δ2
δφ(p)δφ(−p)
eS
Again, integrating over φ by parts, we obtain{
〈O2[C]φ(p)φ(−p)〉S = C(p
2)
〈O2[C]φ(p1) · · ·φ(p2n)〉S = 0 (n > 1)
It is interesting to note that the right-hand side of the Polchinski differential
ERG equation is written as∫
q
∆(q/Λ)
q2 +m2
[
q2 +m2
K(q/Λ)
φ(q)
δS
δφ(q)
+
1
2
{
δS
δφ(q)
δS
δφ(−q)
+
δ2S
δφ(q)δφ(−q)
}]
= O1[f ] +O2[C]
where {
f(q) = ∆(q/Λ)K(q/Λ)
C(q2) = ∆(q/Λ)q2+m2
Hence, we reproduce{
−Λ ∂∂Λ 〈φ(p)φ(−p)〉S =
∆(p/Λ)
p2+m2 − 2
∆(p/Λ)
K(p/Λ) 〈φ(p)φ(−p)〉S
−Λ ∂∂Λ 〈φ(p1) · · ·φ(p2n)〉S = −
∑2n
i=1
∆(pi/Λ)
K(pi/Λ)
· 〈φ(p1) · · ·φ(p2n)〉S
With the above preparation, we can construct three special operatorsOm,Oλ,
and N .
1. Om that generates the change of correlation functions with respect to
m2 — by differentiating the correlation functions with respect to m2, we
obtain
−∂m2 〈φ(p1) · · ·φ(p2n)〉S = 〈(−∂m2S)φ(p1) · · ·φ(p2n)〉S (n ≥ 1)
Hence, for n > 1, we obtain
−∂m2 〈φ(p1) · · ·φ(p2n)〉∞ = 〈(−∂m2S)φ(p1) · · ·φ(p2n)〉S
2n∏
i=1
1
K(pi/Λ)
The case n = 1 needs extra care. Since
〈φ(p)φ(−p)〉∞ =
1− 1/K(p/Λ)
p2 +m2
+
1
K(p/Λ)2
〈φ(p)φ(−p)〉S
we obtain
−∂m2 〈φ(p)φ(−p)〉∞ =
1− 1/K(p/Λ)
(p2 +m2)2
+
1
K(p/Λ)2
〈(−∂m2S)φ(p)φ(−p)〉S
=
{
−
K(p/Λ) (1−K(p/Λ))
(p2 +m2)2
+ 〈(−∂m2S)φ(p)φ(−p)〉S
}
1
K(p/Λ)2
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Thus, we obtain
−∂m2 〈φ(p1) · · ·φ(p2n)〉∞ = 〈Omφ(p1) · · ·φ(p2n)〉∞ (n ≥ 1)
for the composite operator
Om ≡ O2[C]− ∂m2S
where
C(p2) ≡ −
K(p/Λ) (1−K(p/Λ))
(p2 +m2)2
2. Oλ that generates the change with respect to λ — by differentiating the
correlation functions with respect to λ, we obtain
−∂λ 〈φ(p1) · · ·φ(p2n)〉S = 〈(−∂λS)φ(p1) · · ·φ(p2n)〉S (n ≥ 1)
Hence,
Oλ ≡ −∂λS
is a composite operator.
3. N that generates the change of normalization of φ— we wish to construct
a composite operator N that counts the number of fields:
〈Nφ(p1) · · ·φ(p2n)〉∞ = 2n 〈φ(p1) · · ·φ(p2n)〉∞ (n ≥ 1)
The starting point is O1[f ], where f = −1, which satisfies
〈O1[−1]φ(p1) · · ·φ(p2n)〉S = 2n 〈φ(p1) · · ·φ(p2n)〉S (n ≥ 1)
Again, the case n = 1 needs extra care. Since
2 〈φ(p)φ(−p)〉∞ = 2
(
−
K(p/Λ) (1−K(p/Λ))
p2 +m2
+ 〈φ(p)φ(−p)〉S
)
1
K(p/Λ)2
we obtain
N = O2[C] +O1[−1]
where
C(p2) = −2
K(p/Λ) (1−K(p/Λ))
p2 +m2
To summarize, we have constructed three dimension 4 composite operators
Om,Oλ,N with the following properties:
〈Omφ(p1) · · ·φ(p2n)〉∞ = −∂m2 〈φ(p1) · · ·φ(p2n)〉∞
〈Oλφ(p1) · · ·φ(p2n)〉∞ = −∂λ 〈φ(p1) · · ·φ(p2n)〉∞
〈Nφ(p1) · · ·φ(p2n)〉∞ = 2n 〈φ(p1) · · ·φ(p2n)〉∞
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where these operators are given in terms of the action as
Om ≡ −∂m2S −
∫
q
K(q/Λ)(1−K(q/Λ))
(q2+m2)2
1
2
{
δS
δφ(q)
δS
δφ(−q) +
δ2S
δφ(q)δφ(−q)
}
Oλ ≡ −∂λS
N ≡ −
∫
q
φ(q) δSδφ(q) −
∫
q
K(q/Λ)(1−K(q/Λ))
q2+m2
{
δS
δφ(q)
δS
δφ(−q) +
δ2S
δφ(q)δφ(−q)
}
These operators are obtained as linear combinations of
[
φ2
2
]
,
[
φ4
4!
]
, and[
1
2 (∂µφ)
2
]
. To see this, we must examine the asymptotic behaviors as Λ→∞.
We first introduce the following notation8:
V4(Λ; q,−q, 0, 0) −→ a4(lnΛ/µ; q/Λ) +
m2
Λ2 b4(ln Λ/µ; q/Λ) + · · ·
V6(Λ; q,−q, 0, · · · , 0) −→
1
Λ2 a6(lnΛ/µ; q/Λ) + · · ·
Then, using the mass independent scheme, it is straightforward to derive the
following results9:
Om = xm
[
1
2φ
2
]
Oλ =
[
1
4!φ
4
]
N = xNm2
[
1
2φ
2
]
+ yN
[
1
4!φ
4
]
+ zN
[
1
2 (∂µφ)
2
]
where 
xm = 1−
1
2
∫
q
K(q)(1−K(q))
q4 a4(0; q)
xN = 2 +
∫
q
K(q)(1−K(q))
(
− b4(0;q)q2 +
a4(0;q)
q4
)
yN = −4λ−
∫
q
K(q)(1−K(q))
q2 a6(0; q)
zN = 2−
∫
q
K(q)(1−K(q))
q2 c4(0; q)
where c4 is defined by
1
Λ2
c4(lnλ/µ; q/Λ) ≡
∂
∂p2
V4(Λ; p,−p, q,−q)
∣∣∣
m2=p2=0
where the angular average over qµ is taken.
To conclude this subsection, we invert the relation of Om,Oλ,N to the mass
independent composite operators to obtain[
1
2φ
2
]
= 1xmOm[
1
4!φ
4
]
= Oλ[
1
2 (∂µφ)
2
]
= 1zN
(
N − xNxmOm − yNOλ
)
8These are expansions in powers of 1
Λ2
9It is “straightforward” but some work is required.
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2.11 Beta functions and anomalous dimensions
To be concrete, we adopt the mass independent scheme to define the action
S(Λ;m2, λ;µ). The action depends on three parameters: m2, λ, and µ. Here, µ
is an arbitrary momentum scale that we have used to specify a unique solution
to the ERG differential equation. We can physically interpret m2 and λ as the
mass and interaction parameters of the theory defined at the scale µ.
Let us suppose we change the scale µ. In order to keep the physics (or
equivalently correlation functions) intact, we must changem2 and λ accordingly.
This change is the conventional RG transformation of the running parameters
m2 and λ.
We first observe that
Ψ ≡ −µ
∂
∂µ
S(Λ;m2, λ;µ)
is a composite operator; for µ 6= µ′ both S(Λ;m2, λ;µ) and S(Λ;m2, λ;µ′) satisfy
the same ERG differential equation. From its asymptotic behaviors, we find Ψ
a dimension 4 operator, and hence it is given as a linear combination of m2Om,
Oλ, and N . To determine the coefficients, we must examine the asymptotic
behaviors of Ψ in details.
We first recall the asymptotic behavior of Sint(Λ):{
V2(Λ; p,−p) −→ Λ2a2(ln Λ/µ, λ) +m2b2(lnΛ/µ, λ) + p2c2(lnΛ/µ, λ)
V4(Λ; p1, · · · , p4) −→ a4(ln Λ/µ, λ)
Hence, the asymptotic behavior of Ψ(Λ) is given by{
Ψ2(Λ; p,−p) −→ Λ
2a˙2(lnΛ/µ, λ) +m
2b˙2(lnΛ/µ, λ) + p
2c˙2(lnΛ/µ, λ)
Ψ4(Λ; p1, · · · , p4) −→ a˙4(ln Λ/µ, λ)
where we have defined
a˙2(lnΛ/µ, λ) ≡ −µ
∂
∂µa2(ln Λ/µ, λ) = Λ
∂
∂Λa2(lnΛ/µ, λ)
b˙2(lnΛ/µ, λ) ≡ −µ
∂
∂µb2(lnΛ/µ, λ) = Λ
∂
∂Λb2(ln Λ/µ, λ)
c˙2(lnΛ/µ, λ) ≡ −µ
∂
∂µc2(ln Λ/µ, λ) = Λ
∂
∂Λc2(lnΛ/µ, λ)
a˙4(lnΛ/µ, λ) ≡ −µ
∂
∂µa4(ln Λ/µ, λ) = Λ
∂
∂Λa4(lnΛ/µ, λ)
We denote the values of these at Λ = µ using the same notation as follows:
a˙2(λ) ≡ a˙2(0, λ), b˙2(λ) ≡ b˙2(0, λ), · · ·
Then, comparing the asymptotic behaviors of Ψ with those of
[
1
2φ
2
]
,
[
1
4!φ
4
]
,
and
[
1
2 (∂µφ)
2
]
, we obtain
Ψ = b˙2m
2
[
1
2
φ2
]
+ c˙2
[
1
2
(∂µφ)
2
]
+ a˙4
[
1
4!
φ4
]
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We can rewrite this using Om,Oλ, and N as
Ψ =
b˙2
xm
m2Om + a˙4Oλ +
c˙2
zN
(
N −
xN
xm
m2Om − yNOλ
)
=
1
xm
(
b˙2 −
xN
zN
c˙2
)
m2Om +
(
a˙4 −
yN
zN
c˙2
)
Oλ +
c˙2
zN
N
Finally, by defining the following functions of λ
βm(λ) ≡
1
xm
(
b˙2 −
xN
zN
c˙2
)
β(λ) ≡ a˙4 −
yN
zN
c˙2
γ(λ) ≡ c˙2zN
we obtain
Ψ = βmm
2Om + βOλ + γN
This implies
−µ
∂
∂µ
〈φ(p1) · · ·φ(p2n)〉∞ = 〈Ψφ(p1) · · ·φ(p2n)〉∞
=
(
−βmm
2∂m2 − β∂λ + 2nγ
)
〈φ(p1) · · ·φ(p2n)〉∞
Hence, we obtain the standard RG equation10(
−µ
∂
∂µ
+ βmm
2∂m2 + β∂λ − 2nγ
)
〈φ(p1) · · ·φ(p2n)〉∞ = 0
This result was obtained in [15].
One-loop calculations
At one-loop, we have
b˙2 = −
λ
(4π)2
, c˙2 = 0, a˙4 =
3λ2
(4π)2
and to the lowest order
xm = 1, xN = 2, yN = −4λ, zN = 2
Hence, we obtain the familiar results:
βm = −
λ
(4π)2
, β =
3λ2
(4π)2
, γ = 0
HW#6: Check this result.
10Our β, βm, γ have the opposite sign convention than the one usually used.
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2.12 Universality
Universality is an important concept in renormalization theory. To construct
a continuum limit, there are always more than one way. The independence of the
continuum limit on the particular method of construction is called universality.
For example, if we use a lattice to construct a continuum theory, the limit should
not depend on what kind of lattice, whether square or cubic, we use.
In the following we examine universality in two restricted contexts. First,
we wish to show that the continuum limit (i.e., the correlation functions with
the suffix ∞) does not depend on the asymptotic conditions we use to select a
particular solution of the ERG differential equation. Second, we wish to show
that the continuum limit does not depend on the choice of a cutoff function K.
Scheme dependence
Given the ERG differential equation
−Λ
∂
∂Λ
S(Λ) =
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δS
δφ(q)
δS
δφ(−q)
+
δ2S
δφ(q)δφ(−q)
}
the solution which corresponds to a renormalized theory has the following
asymptotic behaviors for large Λ:
V2(Λ; p,−p) −→ Λ
2a2(m
2/µ2, ln Λ/µ, λ)
+m2b2(m
2/µ2, ln Λ/µ, λ) + p2c2(m
2/µ2, ln Λ/µ, λ)
V4(Λ; p1, · · · , p4) −→ a4(m2/µ2, ln Λ/µ, λ)
V2n≥6(Λ; p1, · · · , p2n) −→ 0
The Λ independent part of the coefficients b2, c2, a4 are not determined by the
differential equation, and it must be fixed by convention. We have particu-
larly favored the mass independent scheme in which all the coefficient functions
a2, b2, c2, a4 are free of
m2
µ2 , and
b2 = c2 = 0, a4 = −λ
at Λ = µ.
Now, what happens if we change the convention for b2, c2, a4? That would
modify the action S into S + δS which satisfies the same ERG differential
equation. Now, an infinitesimal change of S is given by a composite operator
δm2Om +
δz
2
N + δλOλ
Hence, any infinitesimal change of the convention can be compensated by in-
finitesimal changes in m2, λ, and the normalization of the field φ. Thus, we have
nothing to lose by adopting a particular convention such as the mass indepen-
dent scheme.
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Dependence on the choice of K
In our discussions so far, we have always kept a choice of the cutoff function
K(p). Does physics depend on the choice of K?
Let SK+δK(Λ;m
2, λ;µ) be the solution of the ERG equation in the mass
independent scheme using the cutoff function
K + δK
infinitesimally different from K.
HW#7: Show that
S′(Λ) ≡ SK+δK(Λ;m
2, λ;µ) +O1[f ] +O2[C]
where {
f(q) ≡ δK(q/Λ)K(q/Λ)
C(q2) ≡ δK(q/Λ)q2+m2
satisfies the same ERG equation as SK(Λ;m
2, λ;µ). Alternatively, show that{
〈φ(p)φ(−p)〉S′(Λ)
1
K(p/Λ)2 +
1−1/K(p/Λ)
p2+m2
〈φ(p1) · · ·φ(p2n)〉S′(Λ)
∏2n
i=1
1
K(pi/Λ)
are Λ-independent.
This implies that the difference between SK+δK + O1 + O2 and SK is a
dimension 4 composite operator, and we should be able to write
SK+δK(Λ;m
2, λ;µ)+O1[f ]+O2[C] = SK(Λ;m
2, λ;µ)+δλOλ+δm
2Om+
δz
2
N
in terms of some infinitesimal constants δλ, δm2, and δz.
Let us recall the definitions of Om,Oλ, and N :
Om ≡ −∂m2S −
∫
q
K(q/Λ)(1−K(q/Λ))
(q2+m2)2
1
2
{
δS
δφ(q)
δS
δφ(−q) +
δ2S
δφ(q)δφ(−q)
}
Oλ ≡ −∂λS
N ≡ −
∫
q
φ(q) δSδφ(q) −
∫
q
K(q/Λ)(1−K(q/Λ))
q2+m2
{
δS
δφ(q)
δS
δφ(−q) +
δ2S
δφ(q)δφ(−q)
}
Substituting this into the above, we obtain
SK+δK(Λ;m
2 + δm2, λ+ δλ;µ) = SK(Λ;m
2, λ;µ)−O1[g]−O2[D]
where {
g(q) ≡ δK(q/Λ)K(q/Λ) +
1
2δz
D(q2) ≡ δK(q/Λ)q2+m2 +
K(q/Λ)(1−K(q/Λ)
q2+m2
(
δz + δm
2
q2+m2
)
Recalling 〈O1[g]φ(p1) · · ·φ(p2n)〉S = −
∑2n
i=1 g(pi) 〈φ(p1) · · ·φ(p2n)〉S
〈O2[D]φ(p)φ(−p)〉S = D(p
2)
〈O2[D]φ(p1) · · ·φ(p2n)〉S = 0 (n ≥ 2)
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we obtain
〈φ(p)φ(−p)〉SK+δK(Λ;m2+δm2,λ+δλ;µ)
= 〈φ(p)φ(−p)〉SK(Λ;m2,λ;µ) ·
(
1 + δz +
2δK(p/Λ)
K(p/Λ)
)
−
δK(p/Λ)
p2 +m2
−
K(p/Λ)(1−K(p/Λ))
p2 +m2
(
δz +
δm2
p2 +m2
)
〈φ(p1) · · ·φ(p2n)〉SK+δK(Λ;m2+δm2,λ+δλ;µ)
= 〈φ(p1) · · ·φ(p2n)〉SK(Λ;m2,λ;µ) ·
(
1 + nδz +
2n∑
i=1
δK(pi/Λ)
K(pi/Λ)
)
(n > 1)
The extra terms for the two-point function is just what we need to get the
following results for the Λ independent correlation functions:
〈φ(p1) · · ·φ(p2n)〉
K+δK
m2+δm2,λ+δλ;µ = (1 + nδz) 〈φ(p1) · · ·φ(p2n)〉
K
m2,λ;µ (n ≥ 1)
where we have written m2, λ;µ instead of ∞ to denote the Λ independent cor-
relation functions. Thus, an infinitesimal change of the cutoff function K can
be compensated by infinitesimal changes of m2, λ, and the normalization of φ.
HW#8: Derive the final results. (straightforward but as complicated as HW#7)
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3 Application to QED
As we have discussed in subsect. 2.7, the correlation functions in the continuum
limit Λ → ∞ can be computed using the action S(Λ) with a finite Λ. Hence,
if the continuum limit has any symmetry, it must be there also in S(Λ). As a
concrete example, we study QED, the theory of photons and electrons, which
has the U(1) gauge symmetry.
3.1 Perturbative construction
To construct QED, we need a real vector field Aµ for the photon and spinor
fields ψ and ψ¯ for the electron/positron. The free part of the action is given by
Sfree = −
1
2
∫
k
Aµ(k)Aν(−k)
k2δµν −
(
1− 1ξ
)
kµkν
K(k/Λ)
−
∫
p
ψ¯(−p)
p/ + im
K(p/Λ)
ψ(p)
so that the free propagators are given by 〈Aµ(k)Aν(−k)〉Sfree =
K(k/Λ)
k2
(
δµν − (1− ξ)
kµkν
k2
)
〈
ψ(p)ψ¯(−p)
〉
Sfree
= K(p/Λ)
p/+im
= K(p/Λ)p2+m2
(
p/− im
)
ξ is the gauge fixing parameter, and m is the electron mass.
The ERG differential equation for Sint is obtained by generalizing that for
the scalar theory as follows:
−Λ
∂
∂Λ
Sint(Λ)
=
∫
k
∆(k/Λ)
k2
(
δµν − (1− ξ)
kµkν
k2
)
1
2
{
δSint
δAµ(k)
δSint
δAν(−k)
+
δ2Sint
δAµ(k)δAν(−k)
}
−
∫
q
Tr
∆(q/Λ)
q/ + im
{ −→
δ
δψ¯(−q)
Sint · Sint
←−
δ
δψ(q)
+
−→
δ
δψ¯(−q)
Sint
←−
δ
δψ(q)
}
where the minus sign for the second integral is due to the Fermi statistics, and
the trace is for the spinor indices.
To solve the ERG differential equation, we must supply asymptotic condi-
tions for renormalizability. For example, we can take
δSint
δAµ(k)δAν(−k)
∣∣∣
0
→ δµν
{
Λ2a2(lnΛ/µ) +m
2b2(ln Λ/µ) + k
2c2(lnΛ/µ)
}
+kµkνd2(lnΛ/µ)
−→
δ
δψ¯(−p)
Sint
←−
δ
δψ(p)
∣∣∣
0
→ p/ af (lnΛ/µ) + im bf(lnΛ/µ)
−→
δ
δψ¯(−(p+k))
δSint
δAµ(k)
←−
δ
δψ(p)
∣∣∣
0
→ a3(ln Λ/µ)γµ
δ4Sint
δAµ(k1)···δAδ(k4)
∣∣∣
0
→ a4(ln Λ/µ) (δαβδγδ + δαγδβδ + δαδδβγ)
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where
∣∣∣
0
means evaluation at vanishing fields, and we choose the coefficient
functions to be independent of m for mass independence.11
The Λ independent parts of the coefficients, except for a2, are not fixed by
the ERG differential equation, and we must fix them by convention. We can
take
c2(0) = 0
since this is a normalization condition on Aµ. Likewise we can take
af (0) = 0
as a normalization of ψ. By normalizing m, we can take
bf (0) = 0
Now, in addition, we could also take a3(0) = e, where e is the coupling
constant, but we do not. We would rather introduce e through the Ward iden-
tities. We will show, in the remainder of this section, that a3(0) and the other
coefficients b2(0), d2(0), a4(0) are all determined by the Ward identities.
3.2 Ward identities
Our starting point is the Ward identities in the continuum limit. For the photon
two-point function, the Ward identity is
1
ξ
kµ 〈Aµ(−k)Aν(k)〉∞ =
kν
k2
For the higher-point functions, the identities are given by
1
ξ
kµ
〈
Aµ(−k)Aµ1(k1) · · ·AµM (kM )ψ(p1) · · ·ψ(pN )ψ¯(−q1) · · · ψ¯(−qN )
〉
∞
=
e
k2
N∑
i=1
{
〈· · ·ψ(pi − k) · · ·〉∞ −
〈
· · · ψ¯(−qi − k) · · ·
〉
∞
}
where either M ≥ 2 or N ≥ 1. Note that through these Ward identities, the
coupling constant e is introduced into the theory.
The idea is simple. We want to transcribe the Ward identities of the Λ-
independent correlation functions for the Λ-dependent correlation functions that
are given directly by the cutoff action S(Λ). Once we do this, it will not be hard
to construct the corresponding invariance of the cutoff action.
11We have assumed the γ5 invariance of the theory. Namely, under ψ → γ5ψ, ψ¯ → −ψ¯γ5,
the theory is invariant if we change m to −m at the same time. This γ5 invariance excludes
a term linear in Λ in the two-point fermionic vertex.
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Photon two-point function
Let us first examine the Ward identity for the photon two-point function. Since
〈Aµ(−k)Aν(k)〉∞ =
1− 1/K(k/Λ)
k2
(
δµν − (1− ξ)
kµkν
k2
)
+〈Aµ(−k)Aν(k)〉S
1
K(k/Λ)2
the Ward identity gives
1
ξ
kµ 〈Aµ(−k)Aν(k)〉S = K(k/Λ)
kν
k2
Now, the equation of motion〈
δS
δAµ(k)
Aν(k)
〉
S
= −δµν
gives
−
1
K(k/Λ)
(
k2δµα −
(
1−
1
ξ
)
kµkα
)
〈Aα(−k)Aν(k)〉S+
〈
δSint
δAµ(k)
Aν(k)
〉
S
= −δµν
Hence, multiplying by kµ, we obtain
−
1
ξ
k2
K(k/Λ)
kµ 〈Aµ(−k)Aν(k)〉S + kµ
〈
δSint
δAµ(k)
Aν(k)
〉
S
= −kν
Thus, the Ward identity gives
kµ
〈
δSint
δAµ(k)
Aν(k)
〉
S
= 0
This is equivalent to the Ward identity we started from.
Higher-point functions
We next consider the Ward identities for the higher-point functions. We first
rewrite the left-hand side using the equation of motion, which gives〈
δS
δAµ(k)
Aµ1(k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
S
= 0
Multiplying this by kµ and substituting S = Sfree + Sint, we can rewrite this as
1
ξ
k2
K(k/Λ)
kµ
〈
Aµ(−k)Aµ1(k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
S
= kµ
〈
δSint
δAµ(k)
Aµ1(k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
S
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Since
Jµ(−k) ≡
δSint
δAµ(k)
is a composite operator corresponding to the charge current, we can rewrite the
Ward identities as
kµ
〈
Jµ(−k)Aµ1(k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
∞
= e
∑N
i=1
{
〈· · ·ψ(pi − k) · · ·〉∞ −
〈
· · · ψ¯(−qi − k) · · ·
〉
∞
}
It is easy to see that the Ward identity for the photon two-point function can
be included as a special case M = 1, N = 0 of the above identities.
Operator equation
We wish to express the Ward identities as an operator equation
kµJµ(−k) = Φ(−k)
where we define the composite operator Φ(−k) by the right-hand side of the
Ward identities as〈
Φ(−k)Aµ1(k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
∞
≡ e
N∑
i=1
{
〈· · ·ψ(pi − k) · · ·〉∞ −
〈
· · · ψ¯(−qi − k) · · ·
〉
∞
}
for any M ≥ 0 and N ≥ 0. Φ(−k) is a composite operator that converts{
ψ(pi) −→ eψ(pi − k)
ψ¯(−qi) −→ −eψ¯(−qi − k)
As a preparation, we go back to the simpler scalar theory and construct an
analogous operator that generates a shift of momentum:
〈Φ(−k)φ(p1) · · ·φ(p2n)〉∞ =
2n∑
i=1
〈· · ·φ(pi − k) · · ·〉∞
For n > 1, this gives
〈Φ(−k)φ(p1) · · ·φ(p2n)〉S =
2n∑
i=1
K(pi/Λ)
K((pi − k)/Λ)
〈· · ·φ(pi − k) · · ·〉S
Hence, an operator analogous to O1[f ] will do:
Φ(−k)
?
= −
∫
q
K(q/Λ)
K((q − k)/Λ)
φ(q − k)
δS
δφ(q)
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But this is not quite correct, since for n = 1, we must obtain
〈Φ(−k)φ(p+ k)φ(−p)〉S
=
K((p+ k)/Λ)
K(p/Λ)
〈φ(p)φ(−p)〉S +
K(p/Λ)
K((p+ k)/Λ)
〈φ(p+ k)φ(−p− k)〉S
−K((p+ k)/Λ)
1−K(p/Λ)
p2 +m2
−K(p/Λ)
1−K((p+ k)/Λ)
(p+ k)2 +m2
To generate the extra terms, we need to add an operator analogous to O2[C]:
Φ(−k) = −
∫
q
K(q/Λ)
K((q − k)/Λ)
φ(q − k)
δS
δφ(q)
−
∫
q
K((q + k)/Λ)
1−K(q/Λ)
q2 +m2
δ2S
δφ(−q)δφ(q + k)
HW#9: Check the final result.
Generalizing this result to QED, we define a type 1 operator
O1(−k) ≡ e
∫
q
[
−S
←−
δ
δψ(q)
K(q/Λ)
K((q − k)/Λ)
ψ(q − k) +
K(q/Λ)
K((q + k)/Λ)
ψ¯(−q − k)
−→
δ
δψ¯(−q)
S
]
and a type 2 operator
O2(−k) ≡ e
∫
q
TrU(−q−k, q)
{ −→
δ
δψ¯(−q)
S · S
←−
δ
δψ(q + k)
+
−→
δ
δψ¯(−q)
S
←−
δ
δψ(q + k)
}
where
U(−q − k, q) ≡ K((q + k)/Λ)
1−K(q/Λ)
q/ + im
−
1−K((q + k)/Λ)
q/ + k/ + im
K(q/Λ)
We then define
Φ(−k) ≡ O1(−k) +O2(−k)
This gives the desired relation〈
Φ(−k)Aµ1 (k1) · · ·ψ(p1) · · · ψ¯(−q1) · · ·
〉
∞
= e
N∑
i=1
{
〈· · ·ψ(pi − k) · · ·〉∞ −
〈
· · · ψ¯(−qi − k) · · ·
〉
∞
}
HW#10: Check this.
To summarize, we have found that the Ward identities of QED can be ex-
pressed as a single operator equation as
kµJµ(−k) = Φ(−k)
This form of the Ward identity was first derived in [16].
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3.3 Perturbative construction
We wish to show that the Ward identity can be satisfied by choosing appropriate
values of the remaining four parameters: b2, d2, a3, and a4.
The asymptotic behavior of kµJµ is easily obtained from that of the action
Sint(Λ):
kµδJµ(−k)
δAν(−k)
∣∣∣
0
= kν
(
Λ2a2(lnΛ/µ) +m
2b2(ln Λ/µ) + k
2(c2 + d2)(ln Λ/µ)
)
−→
δ
δψ¯(−(p+k))
kµJµ(−k)
←−
δ
δψ(p)
∣∣∣
0
= k/a3(ln Λ/µ)
kµδ
3Jµ(−k)
δAα(k1)δAβ(k2)δAγ(k3)
∣∣∣
0
= (kαδβγ + kβδγα + kγδαβ) a4(lnΛ/µ)
On the other hand, the composite operator Φ(−k) is a dimension 4 scalar op-
erator of momentum −k, vanishing at k = 0.
Hence, its asymptotic behavior must have the same form as above12:
δΦ(−k)
δAν(−k)
∣∣∣
0
= kν
(
Λ2a¯2(ln Λ/µ) +m
2b¯2(lnΛ/µ) + k
2d¯2(lnΛ/µ)
)
−→
δ
δψ¯(−(p+k))
Φ(−k)
←−
δ
δψ(p)
∣∣∣
0
= k/a¯3(lnΛ/µ)
Φ(−k)
δAα(k1)δAβ(k2)δAγ(k3)
∣∣∣
0
= (kαδβγ + kβδγα + kγδαβ) a¯4(lnΛ/µ)
The two composite operators kµJµ and Φ are the same if and only if they have
the same asymptotic behaviors. Hence, the Ward identity is equivalent to the
following equations: 
b2(0) = b¯2(0)
d2(0) = d¯2(0)
a3(0) = a¯3(0)
a4(0) = a¯4(0)
where we have used the convention c2(0) = 0.
Now, Φ is constructed in terms of S(Λ). Hence, we obtain
δΦ(−k)
δAν(−k)
∣∣∣
0
=
∫
q TrU(−q − k, q)
−→
δ
δψ¯(−q)
δS
δAν(−k)
←−
δ
δψ(q+k)
∣∣∣
0−→
δ
δψ¯(−(p+k))
Φ(−k)
←−
δ
δψ(p)
∣∣∣
0
= e (1− af (ln Λ/µ))k/
+
∫
q
−→
δ
δψ¯(−(p+k))
Tr
[
U(−q − k, q)
−→
δ
δψ¯(−q)
S
←−
δ
δψ(q+k)
] ←−
δ
δψ(p)
∣∣∣
0
δ2Φ(−k)
δAα(k1)δAβ(k2)δAγ(k3)
∣∣∣
0
=
∫
q
TrU(−q − k, q)
−→
δ
δψ¯(−q)
δ3S
δAα(k1)δAβ(k2)δAγ(k3)
←−
δ
δψ(q+k)
∣∣∣
0
12Here we are assuming what amounts to the CP invariance. We exclude the asymptotic
behavior
δ2Φ(−k)
δAα(k1)δAβ(k2)
∣∣∣
0
∝ ǫαβγδk1,γk2,δ
In chiral U(1) gauge theory this must vanish automatically. This is the anomaly cancellation
condition.
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We note af (0) = 0 by convention. Everything on the right-hand side has an
extra loop integral. Hence, if we know S up to l-loop level, we can determine
the right-hand side up to (l + 1)-loop. Thus, by imposing the Ward identities,
we can determine the coefficients b2(0), d2(0), a3(0), a4(0) at (l + 1)-loop level
by knowing S up to l-loop. Therefore, we can construct the action iteratively
with the help of the Ward identities.
One-loop calculations
At tree level, we obtain
b2(0) = d2(0) = a4(0) = 0, a3(0) = e
We now compute b2(0), d2(0) at one-loop. We find
δΦ
δAν(−k)
∣∣∣
0
= e2
∫
q
Tr γνU(−q − k, q)
Changing the integration variable as
q −→ Λq
we obtain
δΦ
δAν(−k)
∣∣∣
0
= e2Λ2
∫
q
Tr γν ·
{
K
(
q +
k
Λ
)
1−K(q)
q/ + im/Λ
−
1−K
(
q + kΛ
)
q/ + k//Λ + im/Λ
K(q)
}
→ e2kν
[
−2Λ2
∫
q
1
q2
∆(q) (1−K(q)) +
(
m2 +
k2
3
)∫
q
∆(q)
(q2)2
]
where we have expanded the integral in powers of m/Λ and kµ/Λ. Using∫
q
∆(q)K(q)n
(q2)2
=
1
(4π)2
2
n+ 1
(see subsect. 2.6), we obtain
b2(0) =
2e2
(4π)2
, d2(0) =
2e2
3(4π)2
Incidentally, the dominant photon mass term is given by
Λ2a2 = −2Λ
2
∫
q
∆(q)(1 −K(q))
q2
corresponding to a large positive squared mass. Both a2 and b2 are non-
vanishing, and the photon has mass terms in the action. But the mass terms
are fixed by the gauge symmetry.
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Next we consider a3(0) at one-loop:
−→
δ
δψ¯(−(p+ k))
Φ(−k)
←−
δ
δψ(p)
∣∣∣
0
− e(1− af (ln Λ/µ))k/
= −e2
∫
q
γµU(−q − k, q)γν
×
1−K((q − p)/Λ)
(q − p)2
(
δµν − (1− ξ)
(q − p)µ(q − p)ν
(q − p)2
)
→ −e3k/
∫
q
1
(q2)2
{
ξK(q) (1−K(q))2 +
3− ξ
4
(1−K(q))∆(q)
}
where we have rescaled the integration variables, and expanded the integral in
powers of kµ/Λ, pµ/Λ. Hence,
a3(0)− e = −e
3
(
ξ
∫
q
1
(q2)2
K(q)(1−K(q))2 +
3− ξ
4(4π)2
)
Finally, we compute a4(0):
δ3Φ(−k)
δAα(k1)δAβ(k2)δAγ(k3)
∣∣∣∣∣
0
= e3
∫
q
TrU(−q − k, q)
×
{
γγ
1−K ((q − k3)/Λ)
q/− k/3 + im
γβ
1−K ((q − k2 − k3)/Λ)
q/− k/2 − k/3 + im
γα + (5 permutations)
}
→ 2e4 (kαδβγ + kβδγα + kγδαβ)
∫
q
∆(q/Λ)
(q2)2
(1−K(q/Λ))2
Hence, we obtain
a4(0) =
4
3
e4
(4π)2
3.4 BRST invariance
As a preparation for YM theories, we wish to formulate the Ward identity as
BRST invariance. For this purpose we introduce ghost and antighost fields c, c¯.
These are free, and we modify the action by adding the free ghost kinetic term:
S¯(Λ) ≡ S(Λ)−
∫
k
c¯(−k)c(k)
k2
K(k/Λ)
Our Ward identity is given by
kµJµ(−k)− Φ(−k) = 0
We multiply this by c(k) and integrate over k to obtain∫
k
ǫc(k) (kµJµ(−k)− Φ(−k)) = 0
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where ǫ is an arbitrary Grassmann constant.
We first observe∫
k
ǫc(k)kµJµ(−k) =
∫
k
ǫc(k)kµ
δSint
δAµ(k)
=
∫
k
ǫc(k)kµ
(
δS¯
δAµ(k)
+
1
ξ
kµkν
K(k/Λ)
Aν(k)
)
=
∫
k
(
ǫkµc(k)
δS¯
δAµ(k)
−
1
ξ
ǫkµAµ(k)
−→
δ S¯
δc¯(−k)
)
Hence, this is the infinitesimal change of the action S¯ under the following change
of variables: 
δǫAµ(k) ≡ kµǫc(k)
δǫc(k) ≡ 0
δǫc¯(−k) ≡ −
1
ξkµAµ(−k)ǫ
We next observe that Φ can be written as
Φ(−k) = e
∫
q
[
S
←−
δ
δψ(q)
(
−
K(q/Λ)
K((q − k)/Λ)
ψ(q − k)−K(q/Λ)
1−K((q − k)/Λ)
q/ − k/ + im
−→
δ
δψ¯(−(q + k))
S
)
+
(
K(q/Λ)
K((q + k)/Λ)
ψ¯(−q − k) + S
←−
δ
δψ(q + k)
1−K((q + k)/Λ)
q/ + k/ + im
K(q/Λ)
) −→
δ
δψ¯(−q)
S
+TrK(q/Λ)
1−K((q − k)/Λ)
q/ − k/ + im
−→
δ
δψ¯(−(q + k))
S
←−
δ
δψ(q)
−Tr
1−K((q + k)/Λ)
q/ + k/ + im
K(q/Λ)
−→
δ
δψ¯(−q)
S
←−
δ
δψ(q + k)
]
= e
∫
q
K(q/Λ)
[
−S
←−
δ
δψ(q)
Ψ(q − k) + Ψ¯(−q − k)
−→
δ
δψ¯(−q)
S
]
+e
∫
q
K(q/Λ)Tr
[
Ψ(q − k)
←−
δ
δψ(q)
−
−→
δ
δψ¯(−q)
Ψ¯(−q − k)
]
where 
Ψ(p) ≡ ψ(p) + 1−K(p/Λ)
p/+im
−→
δ
δψ¯(−p)
Sint
Ψ¯(−p) ≡ ψ¯(−p) + Sint
←−
δ
δψ(p)
1−K(p/Λ)
p/+im
are the composite operators corresponding to ψ(p), ψ¯(−p), respectively.
HW#11: Check the derivation.
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Hence, we obtain
−
∫
k
ǫc(k)Φ(−k) =
∫
p
[
S
←−
δ
δψ(q)
δǫψ(q) + δǫψ¯(−q)
−→
δ
δψ¯(−q)
S
]
−
∫
q
Tr
[
δǫψ(q)
←−
δ
δψ(q)
+
−→
δ
δψ¯(−q)
δǫψ¯(−q)
]
where we define {
δǫψ(p) ≡ eK(p/Λ)
∫
k ǫc(k)Ψ(p− k)
δǫψ¯(−p) ≡ −eK(p/Λ)
∫
k ǫc(k)Ψ¯(−p− k)
Thus, altogether, the Ward identity can be written as the BRST invariance
δǫS¯ −
∫
q
Tr
[
δǫψ(q)
←−
δ
δψ(q)
+
−→
δ
δψ¯(−q)
δǫψ¯(−q)
]
= 0
where δǫS¯ is the infinitesimal change of the action S¯ under the BRST transfor-
mation that is given by
δǫAµ(k) = kµǫc(k)
δǫc(k) = 0
δǫc¯(−k) = −
1
ξ ǫkµAµ(−k)
δǫψ(p) = K(p/Λ) · e
∫
k ǫc(k)Ψ(p− k)
δǫψ¯(−p) = K(p/Λ) · (−e)
∫
k
ǫc(k)Ψ¯(−p− k)
Note that the second term of the BRST invariance is the jacobian of the BRST
transformation. Hence, we can interpret the BRST invariance as the “quantum”
invariance of S¯ under the BRST transformation. By adopting the notation
∆ǫS¯ ≡ −
∫
q
Tr
[
δǫψ(q)
←−
δ
δψ(q)
+
−→
δ
δψ¯(−q)
δǫψ¯(−q)
]
the “quantum” BRST invariance of the action is written as
δǫS¯ +∆ǫS¯ = 0
The above BRST transformation of the fields has two problems:
1. it is not nilpotent (For example, δǫδǫψ 6= 0.)
2. asymmetry — the transformation of ψ, ψ¯ is given by the cutoff function
times a composite operator, but that of either Aµ or c¯ is not.
The first problem is not so serious for QED, but nilpotency is more important
for YM theories; it assures the possibility of satisfying the BRST invariance
by adjusting available parameters. To obtain nilpotency, we need to introduce
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external sources that generate BRST transformation. We will discuss it in the
next subsection.
The second problem can be solved. We modify the BRST transformation of
Aµ, c¯ as follows: {
δ′ǫAµ(k) = K(k/Λ)kµǫc(k)
δ′ǫc¯(−k) = K(k/Λ)
−1
ξ ǫkµAµ(−k)
where
Aµ(k) ≡ Aµ(−k) +
1−K(k/Λ)
k2
(
δµν −
kµkν
k2
(1− ξ)
)
δSint
δAν(−k)
is the composite operator corresponding toAµ(−k). Since c, c¯ are non-interacting,
c is already a composite operator.13
The action is invariant under the new transformation if it is also invariant
under the difference of the two transformations:{
δ′′ǫAµ(k) ≡ (δ
′
ǫ − δǫ)Aµ(−k) = (K(k/Λ)− 1) kµǫc(k)
δ′′ǫ c¯(−k) ≡ (δ
′
ǫ − δǫ)c¯(−k) = ǫ
−1
ξ kµ (K(k/Λ)Aµ(−k)−Aµ(−k))
Since
kµAµ(−k) = kµAµ(−k) + ξ
1 −K(k/Λ)
k2
kµ
δSint
δAµ(k)
we find
1
ξ
kµ (K(k/Λ)Aµ(−k)−Aµ(−k))
= K(k/Λ) (1−K(k/Λ))
(
−
1
K(k/Λ)
1
ξ
kµAµ(−k) +
1
k2
kµ
δSint
δAµ(k)
)
= K(k/Λ) (1−K(k/Λ))
1
k2
kµ
δS¯
δAµ(k)
Hence, we find{
δ′′ǫAµ(k) = (K(k/Λ)− 1) kµǫc(k)
δ′′ǫ c¯(−k) = (K(k/Λ)− 1)K(k/Λ)ǫ
1
k2 kµ
δS¯
δAµ(k)
It is easy to check the invariance of S¯ under this:
δ′′S¯ =
∫
k
(
δ′′ǫAµ(k)
δS¯
δAµ(k)
+ δ′′ǫ c¯(−k)
−→
δ
δc¯(−k)
S¯
)
=
∫
k
(K(k/Λ)− 1)
(
kµǫc(k)
δS¯
δAµ(k)
+K(k/Λ)ǫ
kµ
k2
δS¯
δAµ(k)
(−)
k2
K(k/Λ)
c(k)
)
= 0
13The composite operator corresponding to c is c+ 1−K
k2
−→
δ
δc¯
Sint = c.
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Thus, the action S¯ is quantum invariant under the following new BRST
transformation14:
δǫAµ(k) = K(k/Λ) · kµǫc(k)
δǫc¯(−k) = K(k/Λ) ·
−1
ξ ǫkµAµ(−k)
δǫψ(p) = K(p/Λ) · e
∫
k ǫc(k)Ψ(p− k)
δǫψ¯(−p) = K(p/Λ) · (−e)
∫
k
ǫc(k)Ψ¯(−p− k)
3.5 BRST with external sources
The most elegant way of formulating BRST invariance uses external sources
that generate the BRST transformation. It is Becchi who first introduced the
BRST invariance of the cutoff action in the presence of external sources.[3] Let
A∗µ(−k) be the fermionic source that generates the BRST transformation of
Aµ(k). Likewise, let us introduce the bosonic sources c¯
∗, ψ∗, and ψ¯∗. The
purpose of this subsection is to show that the BRST invariance of QED can be
formulated in the following form:
e−S
∫
p
K(p/Λ)
( −→
δ
δA∗µ(−p)
δ
δAµ(p)
+
δ
δc¯∗(p)
−→
δ
δc¯(−p)
+
δ
δψ∗a(−p)
−→
δ
δψa(p)
+
δ
δψ¯∗a(p)
−→
δ
δψ¯a(−p)
)
eS
=
∫
k
K(k/Λ)
[ −→
δ
δA∗µ(−k)
S ·
δS
δAµ(k)
+
δS
δc¯∗(k)
−→
δ
δc¯(−k)
S
]
−
∫
q
K(q/Λ)Tr
[
δS
δψ∗(−q)
· S
←−
δ
δψ(q)
+
δ
δψ∗(−q)
S
←−
δ
δψ(q)
]
+
∫
q
K(q/Λ)Tr
[ −→
δ
δψ¯(−p)
S ·
δS
δψ¯∗(q)
+
−→
δ
δψ¯(−q)
δS
δψ¯∗(q)
]
= 0
where S is the action with external sources. The meaning of this equation is
clear. The BRST transformation of the fields is given by functional derivatives
with respect to external sources:
δǫAµ(k) = ǫK(k/Λ)
−→
δ
δA∗µ(−k)
S
δǫc¯(−k) = ǫK(k/Λ)
δ
δc¯∗(k)S
δǫψ(q) = ǫK(q/Λ)
δ
δψ∗(−q)S
δǫψ¯(−q) = ǫK(q/Λ)
δ
δψ¯∗(q)
S
14The jacobian of δǫAµ, δǫc¯ is 1.
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At the vanishing sources, we must find
−→
δ
δA∗µ(−k)
S = kµc(k)
δ
δc¯∗(k)S = −
1
ξkµAµ(−k)
δ
δψ∗(−q)S = e
∫
k c(k)Ψ(q − k)
δ
δψ¯∗(q)
S = −e
∫
k c(k)Ψ¯(−q − k)
In this subsection we wish to understand the general structure of the BRST
transformation generated by sources; especially we would like to introduce a
BRST transformation δQ that is nilpotent. In the next subsection, we will
construct S explicitly in terms of S¯ without sources that we have already con-
structed.
In order to understand the main properties of the system, it is best to treat
the simplest possible system with the same structure. So, instead of QED, we
consider the theory of a scalar field φ in the presence of an external fermionic
source φ∗. Let S[φ, φ∗] be a cutoff action satisfying the Polchinski ERG differ-
ential equation
−Λ
∂
∂Λ
S =
∫
q
∆(q/Λ)
q2 +m2
(
q2 +m2
K(q/Λ)
φ(q)
δS
δφ(−q)
+
1
2
{
δS
δφ(q)
δS
δφ(−q)
+
δ2S
δφ(q)δφ(−q)
})
Note that the external source is a purely classical source that does not partici-
pate in the ERG equation. Differentiating the equation with respect to φ∗, we
find that
−→
δ
δφ∗(−p)S is a composite operator. We also recall that K(p/Λ)
δS
δφ(−p)
is a composite operator.
Now, as a preparation, we wish to show
1. If O is a composite operator, so is
A ≡ K(q/Λ)
(
O
δS
δφ(−q)
+
δO
δφ(−q)
)
= e−SK(q/Λ)
δ
δφ(−q)
(
OeS
)
2. If O is a composite operator, so is
B ≡
−→
δ
δφ∗(−p)
O +
−→
δ
δφ∗(−p)
S · O = e−S
−→
δ
δφ∗(−p)
(
OeS
)
(Proof) Let us consider the Λ derivative of A:
−Λ
∂
∂Λ
(
K(q/Λ)
(
O
δS
δφ(−q)
+
δO
δφ(−q)
))
= DO ·K(q/Λ)
δS
δφ(−q)
+O ·K(q/Λ)D
δS
δφ(−q)
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+K(q/Λ)
δ
δφ(−q)
DO −∆(q/Λ)
δ
δφ(−q)
O
= D
(
OK(q/Λ)
δS
δφ(−q)
)
−
∫
r
∆(r/Λ)
r2 +m2
δ
δφ(r)
O ·K(q/Λ)
δ2S
δφ(−r)δφ(−q)
+K(q/Λ)
δ
δφ(−q)
DO −∆(q/Λ)
δ
δφ(−q)
O
= D
(
OK(q/Λ)
δS
δφ(−q)
)
−
∫
r
∆(r/Λ)
r2 +m2
δ
δφ(r)
O ·K(q/Λ)
δ2Sint
δφ(−r)δφ(−q)
+K(q/Λ)
δ
δφ(−q)
DO
Since
δ
δφ(−q)
DO = D
δ
δφ(−q)
O +
∫
r
∆(r/Λ)
r2 +m2
δ2Sint
δφ(−r)δφ(−q)
δ
δφ(r)
O
we obtain
−Λ
∂
∂Λ
A = DA
Hence, A is a composite operator.
We next consider B:
−Λ
∂
∂Λ
( −→
δ
δφ∗(−p)
O +
−→
δ
δφ∗(−p)
S · O
)
=
−→
δ
δφ∗(−p)
(DO) +D
−→
δ
δφ∗(−p)
S · O +
−→
δ
δφ∗(−p)
S · DO
= D
−→
δ
δφ∗(−p)
O +
∫
q
∆(q/Λ)
q2 +m2
−→
δ
δφ∗(−p)
δSint
δφ(−q)
·
δ
δφ(q)
O
+D
( −→
δ
δφ∗(−p)
S · O
)
−
∫
q
∆(q/Λ)
q2 +m2
−→
δ
δφ∗(−p)
δSint
δφ(−q)
·
δ
δφ(q)
O
= DB
Hence, B is a composite operator. Q.E.D.
HW#12: Alternatively you can show
〈A(q)φ(p1) · · ·φ(p2n)〉∞ = −
2n∑
i=1
(2π)4δ(4)(pi + q)
〈
· · · φ̂(pi)O · · ·
〉
∞
〈B(p)φ(p1) · · ·φ(p2n)〉∞ =
−→
δ
δφ∗(−p)
〈O φ(p1) · · ·φ(p2n)〉∞
This shows A and B are composite.
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Nilpotent δQ
Now, let us apply what we have found. Given a composite operator O,
X(p) ≡ K(p/Λ)e−S
δ
δφ(−p)
(
eSO
)
= K(p/Λ)
(
δS
δφ(−p)
O +
δO
δφ(−p)
)
is also a composite operator according to 1. Applying 2 to X , we obtain
Y (p) ≡ e−S
−→
δ
δφ∗(p)
(
eSX
)
=
−→
δ
δφ∗(p)
X(p) +
−→
δ
δφ∗(p)
S ·X(p)
is also a composite operator. We find
Y (p) = K(p/Λ)e−S
−→
δ
δφ∗(p)
δ
δφ(−p)
(
eSO
)
= K(p/Λ)
[( −→
δ
δφ∗(p)
S ·
δS
δφ(−p)
+
−→
δ
δφ∗(p)
δS
δφ(−p)
)
O
+
δS
δφ(−p)
·
−→
δ
δφ∗(p)
O +
−→
δ
δφ∗(p)
S ·
δO
δφ(−p)
+
−→
δ
δφ∗(p)
δO
δφ(−p)
]
Since
K(p/Λ)
δS
δφ(−p)
is a composite operator, we find that
K(p/Λ)
( −→
δ
δφ∗(p)
δS
δφ(−p)
+
−→
δ
δφ∗(−p)
S ·
δS
δφ(−p)
)
is also a composite operator, according to 2. (Alternatively, apply 1 to the
composite operator
−→
δ
δφ∗(p)S.) Thus, it is consistent with ERG to assume that
its integral over p vanishes:
Σ[φ, φ∗] ≡
∫
p
K(p/Λ)
( −→
δ
δφ∗(p)
δS
δφ(−p)
+
−→
δ
δφ∗(p)
S ·
δS
δφ(−p)
)
= 0
This is BRST invariance. If this equation is satisfied at a particular Λ, the ERG
differential equation guarantees that it is satisfied at an arbitrary Λ. Becchi’s
BRST invariance has precisely this form.
Assuming that the above BRST invariance is satisfied, we define
δQO ≡
∫
p
Y (p)
=
∫
p
K(p/Λ)
[
δS
δφ(−p)
·
−→
δ
δφ∗(p)
O +
−→
δ
δφ∗(p)
S ·
δO
δφ(−p)
+
−→
δ
δφ∗(p)
δO
δφ(−p)
]
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Hence, given a composite operator O, δQO defines a composite operator. We
define δQ by the above, even for O which is not a composite operator. It is
straightforward to show that δQ is nilpotent:
δQδQ = 0 assuming Σ = 0
as long as the BRST invariance holds.
HW#13: Show the nilpotency. (Σ = 0 is necessary.)
Suppose Σ 6= 0 so that δQ is not necessarily nilpotent. We still get an
algebraic constraint on Σ:
δQΣ[φ, φ
∗] = 0 without assuming Σ = 0
HW#14: Derive this.
Now, Becchi’s BRST invariance can be interpreted as the invariance (includ-
ing the functional measure) of S under the infinitesimal field transformation:
δφ(p) ≡ δQφ(p) = K(p/Λ) ·
−→
δ
δφ∗(−p)
S︸ ︷︷ ︸
composite operator
The nilpotency δ2Q = 0, guaranteed by the BRST invariance, implies
δQ(δφ(p)) = 0
HW#15: Calculate this explicitly and show that Σ = 0 is necessary for the
equality.
Let us now consider generalizing the above results for a theory with many
fields φi either bosonic or fermionic. Let φ
∗
i be the corresponding source with
the opposite statistics. The BRST invariance of the action is given by
Σ[φ, φ∗] ≡ e−S
∫
q
∑
i
−→
δ
δφ∗i (−q)
−→
δ
δφi(q)
eS = 0
Since
Y (p) = e−SK(p/Λ)
∑
i
−→
δ
δφ∗i (−p)
−→
δ
δφi(p)
(
eSO
)
we arrive at the definition of δQ given by
δQO ≡
∫
p
K(p/Λ)
( −→
δ
δφ∗i (−p)
S ·
−→
δ
δφi(p)
O +
−→
δ
δφi(p)
S ·
−→
δ
δφ∗i (−p)
O
+
−→
δ
δφ∗i (−p)
−→
δ
δφi(p)
O
)
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Especially, we obtain
δQφi(p) = K(p/Λ)
−→
δ
δφ∗i (−p)
S
so that the BRST invariance is written as the quantum invariance of the action
under the BRST transformation:
Σ[φ, φ∗] ≡
∫
q
(
δQφi(q) ·
−→
δ
δφi(q)
S +
−→
δ
δφi(q)
δQφi(q)
)
= 0
Finally, in the case of QED, the BRST invariance has been already given at
the beginning of this subsection. We have used
−→
δ
δA∗µ(−k)
δS
δAµ(k)
= 0,
δ
δc¯∗(k)
−→
δ
δc¯(−k)
S = 0
which we will verify in the next subsection. δQ is defined as follows:
δQO ≡
∫
q
K(q/Λ)
[
δS
δAµ(−q)
·
−→
δ
δA∗µ(q)
O +
−→
δ
δA∗µ(q)
S ·
δ
δAµ(−q)
O +
−→
δ
δA∗µ(q)
δO
δAµ(−q)
+
−→
δ
δc¯(−q)
S ·
δ
δc¯∗(q)
O +
δS
δc¯∗(q)
−→
δ
δc¯(−q)
O +
δ
δc¯∗(k)
−→
δ
δc¯(−k)
O
−(−)FTr
(
δO
δψ∗(−q)
S
←−
δ
δψ(q)
+O
←−
δ
δψ(q)
δS
δψ∗(−q)
+
δO
δψ∗(−q)
←−
δ
δψ(q)
)
+Tr
( −→
δ
δψ¯(−q)
S · O
←−
δ
δψ¯∗(q)
+
−→
δ
δψ¯(−q)
O · S
←−
δ
δψ¯∗(q)
+
−→
δ
δψ¯(−q)
O
←−
δ
δψ¯∗(q)
)]
where (−)F = ±1 depending on whether O is bosonic or fermionic. δQ is
nilpotent if S is BRST invariant.
3.6 Explicit construction of S in terms of S¯
The purpose of this subsection is to construct the BRST invariant action S in
the presence of external sources explicitly in terms of the BRST invariant action
S¯ without sources. Since we must find
−→
δ
δA∗µ(−k)
S = kµc(k)
δ
δc¯∗(k)S = −
1
ξkµAµ(−k)
δ
δψ∗(−q)S = e
∫
k
c(k)Ψ(q − k)
δ
δψ¯∗(q)
S = −e
∫
k
c(k)Ψ¯(−q − k)
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at the vanishing sources, we obtain
S − S¯ ≃
∫
k
[
A∗µ(−k)kµc(k) + c¯
∗(k)
−1
ξ
kµAµ(−k)
]
+e
∫
q,k
[
ψ∗(−q)c(k)Ψ(q − k)− c(k)Ψ¯(−q − k)ψ¯∗(q)
]
to first order in external sources. The question is how to add terms higher order
in external sources so that S satisfies both ERG and BRST invariance.
As a preparation we consider a simpler problem. Suppose we have an action
of a scalar field φ that satisfies the ERG differential equation:
−Λ
∂S
∂Λ
=
∫
q
∆(q/Λ)
q2 +m2
[
q2 +m2
K(q/Λ)
φ(q)
δS
δφ(q)
+
1
2
{
δS
δφ(q)
δS
δφ(−q)
+
δ2S
δφ(q)δφ(−q)
}]
We wish to introduce an external source J(−q) that couples to the scalar field
φ(q). Since δSδJ(−q) at J = 0 is a composite operator with respect to S, we find
that the action S[φ, J ] in the presence of the source is given by
S[φ, J ]− S[φ, 0]︸ ︷︷ ︸
=S[φ]
≃
∫
q
J(−q)Φ(q)
to first order in J , where Φ is the composite operator
Φ(q) ≡ φ(q) +
1−K(q/Λ)
q2 +m2
δSint
δφ(−q)
in the absence of J . It is not hard to guess the full source dependence of S[φ, J ]:
S[φ, J ] = Sfree[φ] +
∫
q
J(−q)φ(q) +
1
2
∫
q
J(−q)
1−K(q/Λ)
q2 +m2
J(q)
+Sint
[
φ(q)→ φ(q) + J(q)
1−K(q/Λ)
q2 +m2
]
To first order in J , this reproduces S[φ, J ] given above.
Let us verify that S[φ, J ] satisfies the ERG differential equation. We obtain
−Λ
∂
∂Λ
(S[φ, J ]− Sfree[φ])
=
1
2
∫
q
J(−q)
∆(q/Λ)
q2 +m2
J(q) +
∫
q
J(q)
∆(q/Λ)
q2 +m2
δSint
δφ(q)
+
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δSint
δφ(q)
δSint
δφ(−q)
+
δ2Sint
δφ(q)δφ(−q)
}
Since {
δ
δφ(q) (S[φ, J ]− Sfree[φ]) = J(−q) +
δSint
δφ(q)
δ2
δφ(q)δφ(−q) (S[φ, J ]− Sfree[φ]) =
δ2Sint
δφ(q)δφ(−q)
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we obtain
−Λ
∂Sint[φ, J ]
∂Λ
=
∫
q
∆(q/Λ)
q2 +m2
1
2
{
δSint[φ, J ]
δφ(q)
δSint[φ, J ]
δφ(−q)
+
δ2Sint[φ, J ]
δφ(q)δφ(−q)
}
where
Sint[φ, J ] ≡ S[φ, J ]− Sfree[φ]
Thus, S[φ, J ] satisfies the ERG differential equation.
The external source J(q) is a dimension 3 parameter of the theory, which
happens to be momentum dependent. Hence, J enters into the asymptotic
behavior of the action only for the one-point vertex:
δSint[φ, J ]
δφ(−q)
∣∣∣
0
→ J(q)
Thus, the ERG differential equation determines the J-dependence of the action
unambiguously. In terms of Feynman graphs,
∫
q
J(−q)φ(q) gives a one-point
vertex
J(-q)
q
This vertex can be connected to another vertex only through a high-momentum
propagator (1−K(q/Λ))/(q2+m2). Multiple one-point vertices can be connected
to an original vertex. Hence, a typical vertex in the presence of sources looks
like the left figure below.
J J
J J
The only exception is two one-point vertices connected to each other by a high-
momentum propagator. (the right figure above)
Now, let us apply the above result to QED. We first tabulate the fields and
their external sources:
ext. source coupled field dimensions of the source
kµA
∗
µ(−k) c(k) 3
− 1ξkµc¯
∗(k) Aµ(−k) 3
e
∫
k ψ
∗(−q − k)c(k) ψ(q) 5/2
e
∫
k
c(k)ψ¯∗(q − k) ψ¯(−q) 5/2
where we treat the free field c as an external field. Then, the full action that
satisfies the ERG differential equation in the presence of the external sources is
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given by
S = S¯free +
∫
k
[
kµA
∗
µ(−k)c(k) +
−1
ξ
kµc¯
∗(k)Aµ(−k)
]
+e
∫
q,k
[
ψ∗(−q − k)c(k)ψ(q) + ψ¯(−q)c(k)ψ¯∗(q − k)
]
−
1
2ξ
∫
k
(1−K(k/Λ)) c¯∗(−k)c¯∗(k)
+e2
∫
q,k,l
ψ∗(−q − k)c(k)
1−K(q/Λ)
q/ + im
c(l)ψ¯∗(q − l)
+Sint
[
Aµ(k)→ Aµ(k)−
1−K(k/Λ)
k2
kµc¯
∗(k),
ψ(q)→ ψ(q) +
1−K(q/Λ)
q/ + im
e
∫
k
c(k)ψ¯∗(q − k),
ψ¯(−q)→ ψ¯(−q) + e
∫
k
ψ∗(−q − k)c(k)
1−K(q/Λ)
q/ + im
]
We note −→
δ
δA∗µ(−k)
S = kµc(k),
−→
δ
δc¯(−k)
S = −k2c(k)
Hence, ∫
k
K(k/Λ)
−→
δ
δA∗µ(−k)
δS
δAµ(k)
=
∫
k
K(k/Λ)
δ
δc¯∗(k)
−→
δ
δc¯(−k)
S = 0
The antifield dependence of the action for QED was first derived in [17], but
their result corresponds to a different choice of the cutoff dependence of the
external sources. The above expression has been obtained independently in
[18], where its equivalence with the action of [17] has also been shown.
HW#16: Verify the BRST invariance Σ = 0 explicitly using the above action.
(straightforward but tedious)
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4 Application to YM theories
We now consider YM theories. We first set our notations straight. We denote
the gauge fields as Aaµ and the Faddeev-Popov ghosts by c
a, c¯a. We keep the
gauge group general. In terms of the totally antisymmetric structure constant
fabc, the covariant derivatives are given by{
F aµν ≡ ∂µA
a
ν − ∂νA
a
µ − gf
abcAbµA
c
ν
(Dµc)
a ≡ ∂µca − gfabcAbµc
c
Hence, for the Fourier transforms, we obtain{
F aµν(k) = ikµA
a
ν(k)− ikνA
a
µ(k)− gf
abc
∫
lA
b
µ(k − l)A
c
ν(l)
(Dµc)
a(k) = ikµc
a(k)− gfabc
∫
l
Abµ(k − l)c
c(l)
The classical action
Sclassical ≡
∫
d4x
[
−
1
4
F aµνF
a
µν −
1
2ξ
(
∂µA
a
µ
)2
− ∂µc¯
a (Dµc)
a
+Aa∗µ
1
i
(Dµc)
a
+ c¯a∗
1
ξ
1
i
∂µA
a
µ + c
a∗ g
2i
fabccbcc
]
has the BRST invariance for which the cutoff function is taken as 1. The classical
BRST transformation is given by
δǫA
a
µ = ǫ
−→
δ
δAa∗µ
Sclassical = ǫ
1
i (Dµc)
a
δǫc¯
a = ǫ δδc¯a∗Sclassical =
1
ξ ǫ
1
i ∂ ·A
a
δǫc
a = ǫ δδca∗Sclassical = ǫ
1
2igf
abccbcc
4.1 YM theories without sources
We first summarize the characteristic properties of the YM theories in the ab-
sence of sources. The correlation functions in the continuum limit satisfy two
important relations:
1. Ward identities
1
ξ
kµ
〈
Aaµ(−k)A
a1
ν1 (k1) · · ·A
an
νn (kn)
〉
∞
=
n∑
i=1
〈
Aa1ν1 (k1) · · ·
1
i
(Dνic)
ai (ki) · · ·A
an
νn (kn)c¯
a(−k)
〉
∞
where Dµc is the composite operator for the covariant derivative.
(na¨ıve proof) We apply the BRST transformation to〈
Aa1ν1 (k1) · · ·A
an
νn (kn)c¯
a(−k)
〉
∞
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Since the action is invariant, we obtain
n∑
i=1
〈
Aa1ν1 (k1) · · ·
1
i
(Dνic)
ai(ki) · · · c¯
a(−k)
〉
∞
+
〈
Aa1ν1 (k1) · · ·A
an
νn (kn)
1
ξ
(−kµ)A
a
µ(−k)
〉
∞
= 0
2. The ghost equations of motion — The covariant derivative Dµc must
satisfy{
kµ
〈
1
i (Dµc)
a
(k)c¯b(−k)
〉
∞
= δab
kµ
〈
1
i (Dµc)
a
(k)Aa1ν1 (k1) · · ·A
an−1
νn−1 (kn−1)c¯
an(kn)
〉
∞
= 0 (n > 1)
(na¨ıve proof) Since
−→
δ
δc¯a(−k)
S = −kµ
1
i
(Dµc)
a(k)
we obtain the above equations of motion.
4.2 YM theories with sources
The cutoff action is given in the familiar form:
S = Sfree + Sint
where the free action is given by
Sfree = −
∫
k
1
2
Aaµ(k)A
a
ν(−k)
k2δµν −
(
1− 1ξ
)
kµkν
K(k/Λ)
+ c¯a(−k)ca(k)
k2
K(k/Λ)

Both the Ward identities and ghost equations of motion come from the
invariance of the action S:
1. BRST invariance
Σ ≡
∫
k
K(k/Λ)
[ −→
δ
δAa∗µ (−k)
S ·
δS
δAaµ(k)
+
−→
δ
δAa∗µ (−k)
δS
δAaµ(k)
+
δS
δc¯a∗(k)
−→
δ
δc¯a(−k)
S +
δ
δc¯a∗(k)
−→
δ
δc¯a(−k)
S
−
δS
δca∗(−k)
· S
←−
δ
δca(k)
−
δS
δca∗(−k)
←−
δ
δca(k)
]
= 0
This is the “quantum” invariance of the action under the BRST transfor-
mation: 
δǫA
a
µ(k) = K(k/Λ)ǫ
−→
δ
δAa∗µ (−k)
S
δǫc¯
a(−k) = K(k/Λ)ǫ δSδc¯a∗(k)
δǫc
a(k) = K(k/Λ)ǫ δSδca∗(−k)
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At the vanishing sources, we obtain
−→
δ
δAa∗µ (−k)
S = 1i [(Dµc)
a] = kµCa(k) + [Aµc]
a
(k)
δS
δc¯a∗(k) = −
1
ξkµA
a
µ(−k)
δS
δca∗(−k) = [cc]
a
(k)
where [Aµc]
a
is the composite operator corresponding to
igfabcAbµc
c
and [cc] corresponds to
g
2i
fabccbcc
Ca and Aaµ are the composite operators corresponding to the elementary
fields ca, Aaµ: Ca(k) ≡ ca(k) +
1−K(k/Λ)
k2
−→
δ
δc¯a(−k)Sint
Aaµ(k) ≡ A
a
µ(k) +
1−K(k/Λ)
k2
(
δµν − (1− ξ)
kµkν
k2
)
δSint
δAaν(−k)
2. The ghost equation of motion
kµ
−→
δ
δAa∗µ (−k)
S = −K(k/Λ)
−→
δ
δc¯a(−k)
S
This is an equality between two composite operators.
The ghost equation implies that the dependence of S on Aa∗µ and c¯
a is only
through the linear combination
Aa∗µ (−k)−
1
K(k/Λ)
kµc¯
a(−k)
Using this we can simplify the BRST invariance as follows:
Σ ≡
∫
k
K(k/Λ)
[ −→
δ
δAa∗µ (−k)
S ·
(
δS
δAaµ(k)
−
1
K(k/Λ)
kµ
δS
δc¯a∗(k)
)
+
−→
δ
δAa∗µ (−k)
(
δS
δAaµ(k)
−
1
K(k/Λ)
kµ
δS
δc¯a∗(k)
)
−
δS
δca∗(−k)
· S
←−
δ
δca(k)
−
δS
δca∗(−k)
←−
δ
δca(k)
]
= 0
As in QED, the source − 1ξkµc¯
a∗(k) couples to the elementary field Aaµ(−k).
Hence, the dependence of the action on c¯a∗ is obtained as a shift of Aaµ, and the
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action can be written as
S = −
1
2
∫
k
Aaµ(k)A
a
ν(−k)
k2δµν −
(
1− 1ξ
)
kµkν
K(k/Λ)
+
∫
k
(
Aa∗µ (−k)−
1
K(k/Λ)
kµc¯
a(−k)
)
kµc
a(k)
−
1
ξ
∫
k
kµc¯
a∗(k)Aaµ(−k)−
1
2ξ
∫
k
(1−K(k/Λ)) c¯a∗(−k)c¯a∗(k)
+Sint
[
Aaµ(k)−
1−K(k/Λ)
k2
kµc¯
a∗(k), Aa∗µ (−k)−
1
K(k/Λ)
kµc¯
a(−k),
ca(k), ca∗(−k)
]
Therefore, we obtain
kµ
δS
δc¯a∗(k)
∣∣∣
c¯∗=0
= −
1
ξ
kµkνA
a
ν(−k)−
1−K(k/Λ)
k2
kµkν
δSint
δAaν(k)
∣∣∣
c¯∗=0
kµ
δS
δAaµ(k)
∣∣∣
c¯∗=0
= −
1
ξ
1
K(k/Λ)
k2kνA
a
ν(−k) + kµ
δSint
δAaµ(k)
∣∣∣
c¯∗=0
Hence, we find
kµ
δS
δc¯a∗(k)
∣∣∣
c¯∗=0
= −
1−K(k/Λ)
k2
kµkν
δS
δAaν(k)
∣∣∣
c¯∗=0
−
1
ξ
1
K(k/Λ)
kµkνA
a
ν(−k)
Thus, we obtain
δS
δAaµ(k)
∣∣∣
c¯∗=0
−
1
K(k/Λ)
kµ
δS
δc¯a∗(k)
∣∣∣
c¯∗=0
=
(
δµν +
1−K(k/Λ)
K(k/Λ)
kµkν
k2
)
δS
δAaν(k)
∣∣∣
c¯∗=0
+
1
ξ
1
K(k/Λ)2
kµkνA
a
ν(−k)
=
(
δµν +
1−K(k/Λ)
K(k/Λ)
kµkν
k2
)
δ
δAaν(k)
(
S +
1
2ξ
∫
k
kµkν
K(k/Λ)
Aaµ(k)A
a
ν(−k)
) ∣∣∣
c¯∗=0
Therefore, taking c¯ = 0 and c¯∗ = 0, the BRST invariance gives
Σ ≡
∫
k
K(k/Λ)
[ −→
δ
δAa∗µ (−k)
S ′ · Pµν(k)
δS ′
δAaν(k)
+
−→
δ
δAa∗µ (−k)
Pµν(k)
δS ′
δAaν(k)
−
δS ′
δca∗(−k)
· S ′
←−
δ
δca(k)
−
δS ′
δca∗(−k)
←−
δ
δca(k)
]
= 0
where we have defined
Pµν(k) ≡ δµν +
1−K(k/Λ)
K(k/Λ)
kµkν
k2
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and
S ′ ≡ Sc¯∗=0 +
1
2ξ
∫
k
kµkν
K(k/Λ)
Aaµ(k)A
a
ν(−k)
= −
1
2
∫
k
Aaµ(k)A
a
ν(−k)
k2δµν − kµkν
K(k/Λ)
+
∫
k
Aa∗µ (−k)kµc
a(k)
+Sint
[
Aaµ(k), A
a∗
µ (−k), c
a(k), ca∗(−k)
]
Once we obtain S ′, we can construct S for the non-vanishing c¯, c¯∗, since we
know how the action S depends on c¯ and c¯∗. We will write S ′ as S from now
on.
Our task is now to obtain S that satisfies the BRST invariance given above.
From now on, we only have Aaµ, A
a∗
µ and c
a, ca∗ as fields and sources. Let us
define δQ by
δQ ≡
∫
k
K(k/Λ)
[
Pµν(k)
δS
δAaν(k)
·
−→
δ
δAa∗µ (k)
+
−→
δ
δAa∗µ (k)
S · Pµν(k)
δ
δAaν(k)
+
−→
δ
δAa∗µ (k)
Pµν(k)
δ
δAaν(k)
−S
←−
δ
δca(k)
·
δ
δca∗(−k)
+
δS
δca∗(−k)
·
−→
δ
δca(k)
+
δ
δca∗(−k)
−→
δ
δca(k)
]
= 0
This is nilpotent under the assumption Σ = 0.
HW#17: Show this is the case. (Hint: In general δQ defined by
δQO ≡ e
−S
∫
q
fij(q)
∑
i
−→
δ
δφi(q)
−→
δ
δφ∗j (−q)
(
eSO
)
is nilpotent if it is fermionic.)
By the definition of δQ and Σ, we obtain the algebraic constraint:
δQΣ ≡
∫
k
K(k/Λ)
[
Pµν(k)
δS
δAaν(k)
·
−→
δ
δAa∗µ (k)
Σ
+
−→
δ
δAa∗µ (k)
S · Pµν(k)
δ
δAaν(k)
Σ +
−→
δ
δAa∗µ (k)
Pµν(k)Σ
δ
δAaν(k)
−S
←−
δ
δca(k)
·
δΣ
δca∗(−k)
−
δS
δca∗(−k)
· Σ
←−
δ
δca(k)
−
δ
δca∗(−k)
Σ
←−
δ
δca(k)
]
= 0
Now, our task is to construct the loop expansion
S =
∞∑
l=0
Sl
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Assuming that the BRST invariance holds up to (l − 1)-loop:
Σ0 = · · · = Σl−1 = 0
we wish to construct Sl by fine tuning the parameters of the theory so that
Σl = 0
is satisfied. The question is if we have enough parameters to satisfy this condi-
tion. To answer this, we need the help of the algebraic constraint (δQΣ)l = 0.
At l-loop, the algebraic constraint gives
(δQΣ)l ≡
∫
k
K(k/Λ)
[
Pµν(k)
δS0
δAaν(k)
·
−→
δ
δAa∗µ (−k)
Σl
+
−→
δ
δAa∗µ (−k)
S0 · Pµν(k)
δΣl
δAaν(k)
−S0
←−
δ
δca(k)
·
δΣl
δca∗(−k)
−
δS0
δca∗(−k)
· Σl
←−
δ
δca(k)
]
= 0
We note that the second order differentials in the integrand do not contribute
since Σl−1 = 0. (If Σl−1 6= 0, it would have contributed to (δQΣ)l, since the
integral over q gives an extra loop.) Clearly, the algebraic constraint restricts
the possible form of Σl.
As a preparation, let us tabulate the basic properties of the fields15:
field statistics dimension ghost number
Aaµ b 1 0
ca f 1 1
Aa∗µ f 2 −1
ca∗ b 2 −2
From now on, we examine the case of SU(2) for which the structure constant is
the totally antisymmetric tensor:
fabc = ǫabc
Now, let us look at the asymptotic behavior of Sl at a large cutoff. Using
the coordinate space notation for convenience, the asymptotic behavior of Sl is
given by
Sl →
∫
d4x
[
a1
1
2
(∂µA
a
ν)
2 + a2
1
2
(∂µA
a
µ)
2 + a3gǫ
abc∂µA
a
νA
b
µA
c
ν
+a4
g2
4
AaµA
a
µA
b
νA
b
ν + a5
g2
4
AaµA
a
νA
b
µA
b
ν
+a6A
a∗
µ ∂µc
a + a7gǫ
abcAa∗µ A
b
µc
c + a8
g
2
ǫabcca∗cbcc
]
15We do not need to consider c¯a, since the dependence on c¯a is determined by that on A∗µ.
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where we have ignored the terms proportional to Λ2 since they are completely
determined by the ERG differential equation. The eight coefficients a1, · · · , a8
are functions of lnΛ/µ whose values at Λ = µ are free to choose. The above Sl
is the most general bosonic expression with zero ghost number. Especially, for
l = 0, we choose the following asymptotic form
S0 →
∫
d4x
[
1
2
(∂µA
a
ν)
2 −
1
2
(∂µA
a
µ)
2
+gǫabc∂µA
a
νA
b
µA
c
ν +
g2
4
(
AaµA
a
µA
b
νA
b
ν −A
a
µA
a
νA
b
µA
b
ν
)
+Aa∗µ
1
i
(
∂µc
a − gǫabcAbµc
c
)
+ ca∗
g
2i
ǫabccbcc
]
as the starting point of the perturbative construction.
We next consider the asymptotic behavior of Σl. This is a dimension 5
operator with ghost number 1. There are eleven terms:
Σl →
∫
d4x
[
s1c
a∂2∂µA
a
µ + s2gǫ
abcca∂2Abµ ·A
c
µ + s3gǫ
abcca∂µ∂νA
b
ν ·A
c
µ
+s4g
2ca∂µA
a
µ · A
b
νA
b
ν + s5g
2ca∂µA
a
ν · A
b
µA
b
ν + s6g
2caAaµ∂νA
b
νA
b
µ
+s7g
2caAaµ∂νA
b
µA
b
ν + s8g
2caAaµ∂µA
b
νA
b
ν
+s9gǫ
abccacb∂µA
c∗
µ + s10gǫ
abc∂µc
acbAc∗µ + s11g
2cacbAa∗µ A
a
µ
]
At first sight we may not be able to make this vanish using only eight parameters.
But the eleven parameters are not all independent, since (δQΣ)l must vanish.
Looking at the asymptotic behavior of (δQΣ)l, we obtain
(δQΣ)l →
∫
d4x
[ (
δS0
δAaµ
− i∂µ
δS0
δc¯a∗
) −→
δ
δAa∗µ
Σl +
−→
δ
δAa∗µ
S0 ·
(
δ
δAaµ
− i∂µ
δ
δc¯a∗
)
Σl
−S0
←−
δ
δca
δΣl
δca∗
−
δS0
δca∗
· Σl
←−
δ
δca
]
= 0
This constrains the s parameters. Becchi has shown the possibility of satisfying
the BRST invariance in his Parma lectures.[3] I hope to provide more details in
an updated version of the present notes. ;-)
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Appendix: Introduction of auxiliary fields Ba
Instead of using the gauge fixing term
−
1
2ξ
∫
k
Aaµ(k)A
a
ν(−k)
1
K(k/Λ)
kµkν
we can gauge fix the theory using auxiliary fields Ba coupled to 1ξkµA
a
µ. B
a do
not transform under the BRST, and we do not introduce their antifields. The
full action can now be written in the following form:
S = −
1
2
∫
k
Aaµ(k)A
a
ν(−k)
1
K(k/Λ)
(
k2δµν − kµkν
)
+
∫
k
1
K(k/Λ)
Ba(−k)kµA
a
µ(k)−
ξ
2
∫
k
1
K(k/Λ)
Ba(−k)Ba(k)
+
∫
k
(
Aa∗µ (−k)−
1
K(k/Λ)
kµc¯
a(−k)
)
kµc
a(k) +
∫
k
c¯a∗(k)Ba(−k)
+Sint
[
Aaµ(k)−
1−K(k/Λ)
k2
kµc¯
a∗(k), Aa∗µ (−k)−
1
K(k/Λ)
kµc¯
a(−k),
ca(k), ca∗(−k)
]
Substituting this into the BRST invariance Σ = 0 (Σ is defined the same way
as before since there is no antifield for B), and setting c¯ = c¯∗ = B = 0, we find
that S satisfies the same BRST invariance as S ′ that we have obtained without
using B. Thus, there is nothing to gain or lose by introducing the auxiliary
fields.
61
5 Non-perturbative aspects of the Wilson ERG
So far our discussions of ERG have been restricted to perturbation theory. Actu-
ally, Ken Wilson introduced ERG16 to define the continuum limits in quantum
field theory non-perturbatively. In this final part of the lectures we wish to
discuss the non-perturbative aspects of the ERG.17 We will first introduce a
general framework for ERG differential equations to relate Wilson’s ERG dif-
ferential equation to Polchinski’s. We then apply ERG to define the non-trivial
continuum limit of the scalar theory in D = 3.
5.1 Generalized diffusion equation
We consider a real scalar theory in D dimensional euclidean space. Given an
action S[φ], we construct a new action St[φ] by the following integral transfor-
mation:
exp [St[φ]]
≡
∫
[dφ′] exp
[
−
1
2
∫
p
(At(p)φ(p)−Bt(p)φ
′(p)) (At(p)φ(−p)−Bt(p)φ
′(−p)) + S[φ′]
]
=
∫
[dφ′] exp
[
−
1
2
∫
p
At(p)
2
(
φ(p)−
Bt(p)
At(p)
φ′(p)
)(
φ(−p)−
Bt(p)
At(p)
φ′(−p)
)
+ S[φ′]
]
where we assume both At and Bt are functions of p
2. The physical meaning of
this transformation is clear: φ(p) is diffused around
Bt(p)
At(p)
φ′(p)
with the width 1At(p) . The distribution of φ
′ is given in terms of the weight
eS[φ
′]. This is analogous to the solution of the diffusion equation
∂tP (t, x) = D∂
2
xP (t, x)
for the distribution function P (t, x) in the coordinate space at time t. The
solution is given by the integral formula
P (t, x) =
√
4Dt
π
∫ ∞
−∞
dy exp
[
−
1
4Dt
(x− y)2
]
P (0, y)
We now wish to derive the differential equation for St[φ] analogous to the
above diffusion equation. For this, we change variables to rewrite
exp [St[φ]]
=
∫
[dφ′] exp
[
−
1
2
∫
p
φ′(p)φ′(−p) + S
[
1
Bt(p)
φ′(p) +
At(p)
Bt(p)
φ(p)
]]
16He called it simply RG.
17We will review the materials explained in sects. 11 and 12 of the Wilson-Kogut lecture
notes.[1]
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Differentiating this with respect to t, we obtain
∂tSt[φ] exp[St[φ]]
=
∫
p
∫
[dφ′] exp
[
−
1
2
∫
p
φ′(p)φ′(−p)
](
∂t
1
Bt(p)
· φ′(p) + ∂t
At(p)
Bt(p)
φ(p)
)
×
Bt(p)
At(p)
δ
δφ(p)
exp
[
S
[
1
Bt(p)
φ′(p) +
At(p)
Bt(p)
φ(p)
]]
=
∫
p
Bt(p)
At(p)
∂t
1
Bt(p)
·
δ
δφ(p)
∫
[dφ′]φ′(p) exp
[
−
1
2
∫
p
φ′(p)φ′(−p) + S
]
+
∫
p
∂t ln
At(p)
Bt(p)
· φ(p)
δSt[φ]
δφ(p)
exp [St[φ]]
Since∫
[dφ′]
δ
δφ′(−p)
exp
[
−
1
2
∫
p
φ′(p)φ′(−p) + S
[
1
Bt(p)
φ′(p) +
At(p)
Bt(p)
φ(p)
]]
= 0
we obtain∫
[dφ′]φ′(p) exp
[
−
1
2
∫
p
φ′φ′ + S
]
=
1
At(p)
δSt[φ]
δφ(−p)
exp [St[φ]]
Hence, we obtain
∂tSt[φ] =
∫
p
[
Bt(p)
At(p)2
∂t
1
Bt(p)
·
{
δSt[φ]
δφ(p)
δSt[φ]
δφ(−p)
+
δ2St[φ]
δφ(p)δφ(−p)
}
+∂t ln
At(p)
Bt(p)
· φ(p)
δSt[φ]
δφ(p)
]
Defining{
Ft(p) ≡ ∂t ln
At(p)
Bt(p)
Gt(p) ≡ 2
Bt(p)
At(p)2
∂t
1
Bt(p)
= −2
{
−∂t ln
At(p)
Bt(p)
+ ∂tAt(p)At(p)
}
1
At(p)2
we can write
∂tSt =
∫
p
[
Ft(p) · φ(p)
δSt
δφ(p)
+Gt(p) ·
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}]
This has the familiar form of the ERG differential equation.
We now define the generating functionals of connected correlation functions: e
W [J] =
∫
[dφ] exp
[
S[φ] + i
∫
p
J(p)φ(−p)
]
eWt[J] =
∫
[dφ] exp
[
St[φ] + i
∫
p J(p)φ(−p)
]
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We can compute Wt[J ] in terms of W [J ] as follows:
eWt[J] =
∫
[dφ]e
i
∫
p
J(p)φ(−p)
∫
[dφ′] exp
[
−
1
2
∫
p
(At(p)φ(p) −Bt(p)φ
′(p)) (At(p)φ(−p) −Bt(p)φ
′(−p)) + S[φ′]
]
=
∫
[dφ]
∫
[dφ′] exp
[
i
∫
p
J(p)
At(p)
(At(p)φ(−p)−Bt(p)φ
′(−p))
−
1
2
∫
p
(At(p)φ(p) −Bt(p)φ
′(p)) (At(p)φ(−p)−Bt(p)φ
′(−p))
+S[φ′] + i
∫
p
J(p)
Bt(p)
At(p)
φ′(−p)
]
=
∫
[dφ] exp
[
−
1
2
∫
p
φ(p)φ(−p) + i
∫
p
J(p)
At(p)
φ(−p)
]
×
∫
[dφ′] exp
[
S[φ′] + i
∫
p
J(p)
Bt(p)
At(p)
φ′(−p)
]
= exp
[
−
1
2
∫
p
1
At(p)2
J(p)J(−p) +W
[
Bt(p)
At(p)
J(p)
]]
This implies{
〈φ(p)φ(−p)〉St =
1
At(p)2
+ Bt(p)
2
At(p)2
〈φ(p)φ(−p)〉S
〈φ(p1) · · ·φ(pn)〉
connected
St
=
∏n
i=1
Bt(pi)
At(pi)
· 〈φ(p1) · · ·φ(pn)〉
conn.
S (n > 1)
In all the examples we will discuss below, we choose
Ft(p) ≡ ∂t ln
At(p)
Bt(p)
=
∆(pet)
K(pet)
−
η(t)
2
where Λ = µe−t is the cutoff scale, and we have chosen µ = 1 for convenience.
Hence,
At(p)
Bt(p)
=
K(p)
K(pet)
exp
[
−
1
2
∫ t
0
dt′ η(t′)
]
Note we have chosen
A0(p)
B0(p)
= 1
For
S0 = S
we must also choose
1
A0(p)
= 0
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With our choice for Ft(p), we obtain
Gt(p) = −2 {−Ft(p) + ∂t lnAt(p)}
1
At(p)2
= −2
{
−
∆(pet)
K(pet)
+
η
2
+ ∂t lnAt(p)
}
1
At(p)2
= −2∂t ln
(
At(p)e
∫
t η
2
K(pet)
K(p)
)
1
At(p)2
Hence, defining
A¯t(p) ≡ At(p)e
∫
t η
2
K(pet)
K(p)
we obtain
Gt(p) = −2e
∫
t
ηK(pe
t)2
K(p)2
∂t ln A¯t(p)
A¯t(p)2
Hence,
∂t
1
A¯t(p)2
= e−
∫
t
η K(p)
2
K(pet)2
Gt(p)
Let us now look at two examples of Gt(p) and calculate the corresponding
At(p).
Example 1 (Wilson)
We choose
Gt(p) = 2e
2t
(
∆(pet)
K(pet)
+ 1−
1
2
η(t)
)
This gives
∂t
1
A¯t(p)2
= 2e2t−
∫
t
η K(p)
2
K(pet)2
(
∆(pet)
K(pet)
+ 1−
η
2
)
= ∂t
(
e2t−
∫
t
η K(p)
2
K(pet)2
)
Hence, we obtain
1
A¯t(p)2
= e2t−
∫
t
η K(p)
2
K(pet)2
− 1
using the initial condition 1/A0 = 0. Thus, we obtain
1
At(p)2
= e2t −
K(pet)2
K(p)2
e
∫
t
0
η
This implies 〈φ(p)φ(−p)〉St − e2t = e
∫
t
0
η K(pet)2
K(p)2 (〈φ(p)φ(−p)〉S − 1)
〈φ(p1) · · ·φ(p2n)〉St = e
n
∫
t
0
η ∏2n
i=1
K(pie
t)
K(pi)
· 〈φ(p1) · · ·φ(p2n)〉S
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This is the original choice of Wilson discussed in sect. 11 of [1]. In this
choice, the two-point function behaves as
〈φ(p)φ(−p)〉St
t→∞
−→ e2t
Example 2 (Polchinski)
We choose
Gt(p) =
1
p2 +m2(t)
{
∆(pet)−
(
η(t) +
bm(t)
p2 +m2(t)
)
K(pet)
(
1−K(pet)
)}
where
bm(t) ≡
dm2(t)
dt
This gives the Polchinski ERG differential equation if η = 0 and m2 is t-
independent.
Let us find the corresponding At(p). We find
∂t
1
A¯t(p)2
= e−
∫
t
η K(p)
2
K(pet)2
×
1
p2 +m2(t)
{
∆(pet)−
(
η(t) +
bm(t)
p2 +m2(t)
)
K(pet)
(
1−K(pet)
)}
= K(p)2∂t
 e−∫ t η
p2 +m2(t)
(
1
K(pet)
− 1
)
Hence,
1
A¯t(p)2
= K(p)2
 e−∫ t η
p2 +m2(t)
(
1
K(pet)
− 1
)
−
1
p2 +m2(0)
(
1
K(p)
− 1
)
Thus, we obtain
1
At(p)2
= K(pet)2
 1p2 +m2(t)
(
1
K(pet)
− 1
)
−
e
∫
t
0
η
p2 +m2(0)
(
1
K(p)
− 1
)
Hence, we obtain
〈φ(p)φ(−p)〉St −
1
p2 +m2(t)
K(pet)
(
1−K(pet)
)
= e
∫
t
0
η K(pe
t)2
K(p)2
(
〈φ(p)φ(−p)〉S −
1
p2 +m2(0)
K(p)(1−K(p))
)
and
〈φ(p1) · · ·φ(p2n)〉St = e
n
∫
t
0
η
2n∏
i=1
K(pie
t)
K(pi)
· 〈φ(p1) · · ·φ(p2n)〉S
66
With this choice of Gt(p), we obtain the characteristic asymptotic behavior
〈φ(p)φ(−p)〉St
t→∞
−→
K(pet)
p2 +m2(t)
Before concluding this subsection, let us consider the relation between two
different formalisms of ERG: one given by At, Bt and another given by Ct, Dt.
Let
exp[St[φ]]
≡
∫
[dφ′] exp
[
−
1
2
(At(p)φ(p) −Btφ
′(p))(At(p)φ(−p) −Bt(p)φ
′(−p)) + S[φ′]
]
exp[S′t[φ]]
≡
∫
[dφ′] exp
[
−
1
2
(Ct(p)φ(p)−Dtφ
′(p))(Ct(p)φ(−p) −Dt(p)φ
′(−p)) + S[φ′]
]
We wish to derive the relation between St and S
′
t. To derive the relation, we
recall the following results on the generating functional: e
Wt[J] = exp
[
W
[
Bt(p)
At(p)
J(p)
]
− 12
∫
p
1
At(p)2
J(p)J(−p)
]
eW
′
t [J] = exp
[
W
[
Dt(p)
Ct(p)
J(p)
]
− 12
∫
p
1
Ct(p)2
J(p)J(−p)
]
Hence, we obtain
eW
′
t [J] = exp
[
Wt
[
AtDt
BtCt
J
]
−
1
2
∫
p
J(p)J(−p)
1
Ct(p)2
(
1−
Dt(p)
2
Bt(p)2
)]
This implies
eS
′
t[φ] =
∫
[dφ′] exp
[
St[φ
′]
−
1
2
∫
p
1
1
Ct(p)2
− 1At(p)2Rt(p)
2
(φ(p) −Rt(p)φ
′(p)) (φ(−p)−Rt(p)φ
′(−p))
]
where
Rt(p) ≡
At(p)Dt(p)
Bt(p)Ct(p)
Let us apply this result to the two examples given above. The first example
is given by  1At(p)2 = e2t −
K(pet)2
K(p)2 e
∫
t
0
dt′ηW (t
′)
At(p)
Bt(p)
= K(p)K(pet)e
− 12
∫
t
0
dt′ηW (t
′)
and the second by
1
Ct(p)2
= K(pet)2
{
1
p2+m2(t)
(
1
K(pet) − 1
)
− e
∫
t
0
ηP
p2+m2(0)
(
1
K(p) − 1
)}
Ct(p)
Dt(p)
= K(p)K(pet)e
− 12
∫
t
0
dt′ηP (t
′)
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Thus, we obtain
Rt(p) = e
1
2
∫
t
0
dt′ (ηP (t′)−ηW (t′))
5.2 Modification of the Polchinski ERG equation
The second example introduced in the previous subsection suggests a possibility
of generalizing the Polchinski ERG differential equation:
∂tSt =
∫
p
∆(pet)
p2 +m2
(
p2 +m2
K(pet)
φ(p)
δSt
δφ(p)
+
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
})
for which m2 is a constant, and η vanishes.
Suppose we have a solution St(m
2) of the above ERG differential equation.
We then modify it infinitesimally by
δSt =
δz
2
N − δm2
∫
p
K(pet)(1−K(pet))
(p2 +m2)2
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}
where
N ≡ −
∫
p
(
φ(p)
δSt
δφ(p)
+ 2
K(pet)(1−K(pet))
p2 +m2
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
})
is the composite operator changing the normalization of the field, and the op-
erator proportional to δm2 is a type 2 operator changing only the two-point
function.
The modified action St + δSt is no longer a solution of the ERG differential
equation, but it is a solution of the ERG differential equation for the modified
squared mass m2 + δm2. Moreover, the t-independent correlation functions are
the same up to normalization of φ.
HW#18: Show that
1
K(pet)2
〈φ(p)φ(−p)〉St+δSt +
1− 1/K(pet)
p2 +m2 + δm2
= (1 + δz)
(
1
K(pet)2
〈φ(p)φ(−p)〉St +
1− 1/K(pet)
p2 +m2
)
2n∏
i=1
1
K(piet)
· 〈φ(p1) · · ·φ(p2n)〉St+δSt
= (1 + nδz)
2n∏
i=1
1
K(piet)
· 〈φ(p1) · · ·φ(p2n)〉St
This proves what is stated in the above paragraph.
We now choose an arbitrary functions m2(t′). Let St(m
2(t′)) be solutions of
the Polchinski ERG differential equation for a fixed squared mass m2(t′). As we
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t  increasing
m (t’)
m (t’+   t’)
2
2 δ
S  (m (t))t
S  (m (t’))t 2
2
Figure 11: Physically equivalent Polchinski ERG flows with different values of
the squared mass parameter. St(m
2(t)) crosses each trajectory at a single point.
compare St(m
2(t′)) and St(m
2(t′ + δt′)), we can arrange the solutions so that
∂t′St(m
2(t′)) =
η(t′)
2
N (t′)
−
dm2(t′)
dt′
∫
p
K(pet)(1 −K(pet))
(p2 +m2(t′))2
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}
where N (t′) is the N operator constructed with St(m
2(t′)), and η(t′) is an
arbitrary function.
Finally, if we look at the t-dependence of St(m
2(t)), where t and t′ are set
equal, we obtain the differential equation of the second example in the previous
subsection.
5.3 Renormalization conditions
In this subsection we introduce criteria to choose the t-dependence of the squared
mass m2(t) and the anomalous dimension η(t). The criteria, which amount to
renormalization conditions, are by no means unique. Let us begin with what is
the easiest to understand physically.
1st version
We adopt the following two conditions{
V2(t; 0, 0) = 0
∂
∂p2V2(t; p,−p)
∣∣∣
p2=0
= 0
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The second condition is a condition on the normalization of φ. Applying the
above conditions on the ERG differential equation
∂tSt =
∫
p
[(
∆(pet)
K(pet)
−
η
2
)
φ(p)
δSt
δφ(p)
+
(
∆(pet)
p2 +m2(t)
−
(
η +
bm(t)
p2 +m2(t)
)
K(pet)(1−K(pet))
p2 +m2(t)
)
×
1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}]
we obtain
−bm(t)− η(t)m
2(t) =
1
2
∫
q
1
q2 +m2(t)
{
∆(qet)
−K(qet)(1 −K(qet))
(
η(t) +
bm(t)
q2 +m2(t)
)}
V4(t; q,−q, 0, 0)
−η(t) =
1
2
∂
∂p2
∫
q
1
q2 +m2(t)
{
∆(qet)−K(qet)(1 −K(qet))
(
η(t) +
bm(t)
q2 +m2
)}
×V4(t; q,−q, p,−p)
∣∣∣
p2=0
Thus, we can determine bm(t) and η(t) in terms of the four-point vertex.
2nd version
We introduce a version that is more analogous to the Wilsonian ERG differential
equation which has no squared mass parameter. We set to zero the squared mass
appearing in the differential equation:
m2(t) = 0
Then, the ERG differential equation becomes
∂tSt =
∫
p
[(
∆(pet)
K(pet)
−
η(t)
2
)
φ(p)
δSt
δφ(p)
+
1
p2
(
∆(pet)− η(t)K(pet)(1−K(pet))
) 1
2
{
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}]
We adopt the normalization condition:
∂
∂p2
V2(t; p,−p)
∣∣∣
p2=0
= 0
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This determines η(t) as
η(t) ≡
− ∂∂p2
∫
q
∆(qet)
q2 V4(t; q,−q, p,−p)
∣∣∣
p2=0
1− ∂∂p2
∫
q
K(qet)(1−K(qet))
q2 V4(t; q,−q, p,−p)
∣∣∣
p2=0
,
Wilson ERG
The Wilson ERG differential equation is given by
∂tSt =
∫
p
[{(
∆(pet)
K(pet)
−
η(t)
2
)
φ(p)
}
δS(t)
δφ(p)
+
(
∆(pet)
K(pet)
+ 1−
η(t)
2
){
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
}]
We denote the functional derivatives of the action as
u2n(t; p1, · · · , p2n)(2π)
Dδ(D)(p1 + · · ·+ p2n) ≡
δ2nSt
δφ(p1) · · ·φ(p2n)
∣∣∣
φ=0
Then, we adopt the normalization condition
∂
∂p2
u2(t; p,−p)
∣∣∣
p2=0
= −1
Applying this to the ERG equation, we obtain
1
2
η(t) =
2u2(t; 0, 0)−
1
2
∂
∂p2
∫
q
(
∆(qet)
K(qet) + 1
)
u4(t; q,−q, p,−p)
∣∣∣
p2=0
1 + 2u2(t; 0, 0)−
1
2
∂
∂p2
∫
q
u4(t; q,−q, p,−p)
∣∣∣
p2=0
This depends on both the two- and four-point vertices.
5.4 Rescaling of space
Now, in non-perturbative applications of the ERG, it is the fixed points of the
ERG transformation which play the most important roles. A fixed point is an
action S[φ] that does not transform. To define a continuum limit, we need a
fixed point. We also need to know the critical exponents characterizing the fixed
point.
The ERG transformations we have formulated so far have no fixed point for
an obvious reason. The cutoff of the action decreases along the ERG trajectory.
For ERG to have fixed points, we must introduce rescaling of space (or momen-
tum) so that the cutoff is fixed under ERG. The purpose of this subsection is
to understand how rescaling modifies the ERG differential equations.
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The necessary rescaling does not depend on interactions, and it is enough to
study the massless free theory:
St = −
1
2
∫
p
φ(p)φ(−p)
p2
K(pet)
which has a cutoff e−t. In order to fix the cutoff at 1, we must measure the
momentum p in units of the cutoff. Hence, we must change p to
p′ ≡
p
e−t
= pet
Substituting this into St, we obtain
St = −
1
2
∫
p′
e−(D+2)tφ(p′e−t)φ(−p′e−t)
p′
2
K(p′)
We now define
φ′(p′) ≡ e−
D+2
2 tφ(p′e−t)
so that
St = −
1
2
∫
p′
φ′(p′)φ′(−p′)
p′
2
K(p′)
becomes independent of t.
We now consider a generic theory:
St =
∑
n
1
(2n)!
∫
p1,···,p2n
φ(p1) · · ·φ(p2n)u2n(t; p1, · · · , p2n)
·(2π)Dδ(D)(p1 + · · ·+ p2n)
Using φ′ instead of φ, we obtain
St =
∑
n
1
(2n)!
∫
p1,···,p2n
en(D+2)tφ′(p1e
t) · · ·φ′(p2ne
t)u2n(t; p1, · · · , p2n)
·(2π)Dδ(D)(p1 + · · ·+ p2n)
Hence, regarding St as a functional of φ
′, we obtain
∂tSt =
∫
p′
{
p′µ
∂φ′(p′)
∂p′µ
+
D + 2
2
φ′(p′)
}
δSt
δφ′(p′)
This is the modification due to rescaling.
We now note
δ
δφ′(p′)
= e−
D−2
2 t
δ
δφ(p′e−t)
HW#19: Derive this result. (Hint: Apply the above to φ′(q′) = e−
D+2
2 tφ(q′e−t).)
72
Hence, the rescaling of space and field modifies the ERG differential equation
to
∂tSt =
∫
p′
[{
p′µ
∂φ′(p′)
∂p′µ
+
(
D + 2
2
+ F ′t (p
′)
)
φ′(p′)
}
δSt
δφ′(p′)
+G′t(p
′)
1
2
{
δSt
δφ′(p′)
δSt
δφ′(−p′)
+
δ2St
δφ′(p′)δφ′(−p′)
}]
where
F ′t (p
′) ≡ Ft(p
′e−t) =
∆(p′)
K(p′)
−
η(t)
2
and
G′t(p
′) ≡ e−2tGt(p
′e−t)
Example 1 (Wilson)
G′t(p) = 2
(
∆(p)
K(p)
+ 1−
1
2
η(t)
)
Example 2 (Polchinski)
G′t(p) =
1
p2 + e2tm2(t)
{
∆(p)−
(
η(t) +
bm(t)
p2 + e2tm2(t)
)
K(p)(1−K(p))
}
where
d
dt
(
e2tm2(t)
)
= (2 + bm(t)) e
2tm2(t)
From now, we call e2tm2(t) as m2(t). We will also omit the primes from φ′ and
F ′t , G
′
t.
HW#20: Given
St[φ] =
∞∑
n=1
1
(2n)!
∫
p1,···,p2n
φ(p1) · · ·φ(p2n)V2n(t; p1, · · · , p2n)
×(2π)Dδ(D)(p1 + · · ·+ p2n)
before rescaling, derive
S′t[φ
′]︸ ︷︷ ︸
≡St[φ]
=
∞∑
n=1
1
(2n)!
∫
p1,···,p2n
φ′(p1) · · ·φ
′(p2n)V
′
2n(t; p1, · · · , p2n)
×(2π)Dδ(D)(p1 + · · ·+ p2n)
where
V ′2n(t; p1, · · · , p2n) = e
y2ntV2n(t; p1e
−t, · · · , p2ne
−t)
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and
y2n ≡ D − n(D − 2)
HW#21: Show that in the Polchinski formalism V2 and V4 satisfy the following
ERG differential equations:
∂tV2(t; p,−p) = η(p
2 +m2) + bm +
(
2− η + 2u(p)− 2p2
∂
∂p2
)
V2(t; p,−p)
+V2
(∆−Ku)(p)
p2 +m2
V2 +
1
2
∫
q
(∆−Ku)(q)
q2 +m2
V4(t; q,−q, p,−p)
∂tV4(t; p1, · · · , p4) =
(
(4−D)− 2η +
4∑
i=1
(
u(pi)− piµ
∂
∂piµ
))
V4
+V4
4∑
i=1
(∆−Ku)(pi)
p2i +m
2
V2(pi) +
1
2
∫
q
(∆−Ku)(q)
q2 +m2
V6(t; q,−q, p1, · · · , p4)
where
u(t; p) ≡ (1−K(p))
(
η(t) +
bm(t)
p2 +m2(t)
)
5.5 The Wilson-Fisher fixed point for D = 3
For D = 4, the only fixed point of the ERG is the massless free theory. We will
construct the fixed point explicitly for any D in the appendix at the end of this
section. For D = 3, there is a non-trivial fixed point, discovered by Wilson and
Fisher.
As the initial action at t = 0, let us consider
S0 ≡ −
1
2
∫
p
φ(p)φ(−p)
p2 +m20
K(p)
−
λ0
4!
∫
p1,p2,p3
φ(p1)φ(p2)φ(p3)φ(−p1 − p2 − p3)
For a fixed λ0 > 0, we consider starting the ERG trajectories with various values
ofm20. For a generic choice ofm
2
0, the theory is massive, and the ERG trajectory
leads to an infinitely massive theory with no correlations since the physical mass
increases exponentially along the ERG trajectory. However, for a specific value
of m20 = m
2
cr(λ0), the theory is massless, and the ERG trajectory goes into the
Wilson-Fisher fixed point as t → ∞. For m20 > m
2
cr(λ0), the theory has Z2
invariance, but it is broken spontaneously for m20 < m
2
cr(λ0).
In the modified Polchinski ERG, we have a running squared mass m2(t)
whose initial value is given by m2(0) = m20. We expect that
m2(t)
t→∞
−→ m2∗
for m20 = m
2
cr(λ0). Here m
2∗ is the squared mass parameter of the fixed point
action.
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Figure 12: At criticalitym20 = m
2
cr(λ0), the ERG trajectory leads to the Wilson-
Fisher fixed point.
5.6 Perturbative determination of critical exponents
We finally discuss a perturbative construction of the Wilson-Fisher fixed point.
Especially we wish to compute the anomalous dimensions (critical exponents)
of the squared mass and φ using perturbation theory.
For perturbation theory, the modified Polchinski ERG differential equation
is the most convenient.18
∂tSt =
∫
p
{
pµ
∂φ(p)
∂pµ
+
(
D + 2
2
−
η(t)
2
+
∆(p)
K(p)
)
φ(p)
}
δSt
δφ(p)
+
∫
p
1
p2 +m2(t)
{
∆(p)−
(
η(t) +
bm(t)
p2 +m2(t)
)
K(p) (1−K(p))
}
×
1
2
(
δSt
δφ(p)
δSt
δφ(−p)
+
δ2St
δφ(p)δφ(−p)
)
where m2(t) satisfies
d
dt
m2(t) = 2m2(t) + bm(t)
The two normalization conditions V2(m
2; p,−p)
∣∣∣
p2=0
= 0
∂
∂p2V2(m
2; p,−p)
∣∣∣
p2=0
= 0
determine bm(t) and η(t) as follows:
−bm(t)− η(t)m
2(t)
=
1
2
∫
q
1
q2 +m2(t)
{
∆(q)−K(q)(1−K(q))
(
η(t) +
bm(t)
q2 +m2(t)
)}
18Our scheme is not mass independent. There is a mass independent variation, and perhaps
that is the simplest for perturbation theory.
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×V4(t; q,−q, 0, 0)
−η(t) =
1
2
∂
∂p2
∫
q
1
q2 +m2(t)
{
∆(q)−K(q)(1−K(q))
(
η(t) +
bm(t)
q2 +m2
)}
×V4(t; q,−q, p,−p)
∣∣∣
p2=0
Under the above ERG flow, the correlation functions obtain the following
simple t-dependence:
1
K(pet)2
(〈
φ(pet)φ(−pet)
〉
S(t)
−
K(pet)
p2e2t +m2(t)
)
+
1
p2e2t +m2(t)
= exp
[
−2t+
∫ t
dt′ η(t′)
]
〈φ(p)φ(−p)〉︸ ︷︷ ︸
t-independent
n>2∏
i=1
1
K(piet)
·
〈
φ(p1e
t) · · ·φ(pne
t)
〉
S(t)
= exp
[
t
(
D − n
D + 2
2
)
+
n
2
∫ t
dt′ η(t′)
]
· 〈φ(p1) · · ·φ(pn)〉︸ ︷︷ ︸
t-independent
This is valid for any D, and we take D = 3 here.
We wish to find the infrared (IR) fixed point using perturbation theory. It
is convenient (and perhaps essential) to impose the UV renormalizability of the
theory so that the theory can be characterized by only two parameters. If we
solve the ERG differential equation using an initial condition such as given in
the previous section, we need to keep track of every aspect of the action. It
would be inconvenient for perturbative calculations.
The scalar theory in D = 3 is a truly renormalizable theory, and UV renor-
malizability amounts to the asymptotic condition
St
t→−∞
−→ S∗G ≡ −
1
2
∫
p
φ(p)φ(−p)
p2
K(p)
where S∗G is the gaussian fixed point theory, corresponding to the free massless
theory.
The UV renormalizability familiar to us is formulated in terms of the ac-
tion before rescaling of space: the six- and higher-point vertices should vanish
asymptotically as t→ −∞. Hence, using the result of HW#20, we obtain
e(n−3)tV2n(t; p1e
t, · · · , p2ne
t)
t→−∞
−→ 0
for 2n ≥ 6.
We can now parameterize the theory with m2(t) and the running coupling
constant
λ(t) ≡ −V4(t; 0, 0, 0, 0)
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These two parameters specify the UV asymptotic behavior of the action unam-
biguously, and hence the entire action is specified. Thus, we can write
St = S(m
2(t), λ(t))
The ERG differential equation gives
dλ(t)
dt
= λ(t) + β(t)
where β(t) is defined by
−β(t)− 2λ(t) · η(t)
=
1
2
∫
q
1
q2 +m2(t)
{
∆(q)−K(q)(1 −K(q))
(
η(t) +
bm(t)
q2 +m2(t)
)}
×V6(t; q,−q, 0, 0, 0, 0)
Since the action is completely characterized by the two parametersm2(t), λ(t),
the ERG differential equation reduces to the two ordinary differential equa-
tions19: {
dm2
dt = 2m
2 + bm(m
2, λ)
dλ
dt = λ+ β(m
2, λ)
The fixed point (m2∗, λ∗) is determined by the two conditions:{
2m2∗ + bm(m
2∗, λ∗) = 0
λ∗ + β(m2∗, λ∗) = 0
To get the anomalous dimension of the squared mass, we linearize the RG
m
2
λ
(     ,     )λ∗m *2
Figure 13: ERG flows in the two-dimensional parameter space
equations:
d
dt
(
m2 −m2∗
)
=
(
2 + ∂bm(m
2,λ)
∂m2
∣∣∣∗) (m2 −m2∗) + +∂bm(m2,λ)∂λ ∣∣∣∗(λ− λ∗)
d
dt (λ− λ
∗) = ∂β(m
2,λ)
∂m2
∣∣∣∗(m2 −m2∗) + ∂β(m2,λ)∂λ ∣∣∣∗(λ− λ∗)
19In a mass independent scheme, we will have bm(m2, λ) = m2βm(λ), and β depends only
on λ.
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This has two eigenvalues, one positive, and the other negative. The positive
eigenvalue, 2 + β∗m, gives the scale dimension of the relevant parameter (conju-
gate to something like φ2), and the negative eigenvalue gives that of the least
irrelevant parameter (conjugate to φ4). We call β∗m the anomalous dimension
of the squared mass parameter.
Let us now calculate bm, η, β, which are all functions of m
2, λ. At 1-loop, we
obtain 
bm(m
2, λ) = λ2
∫
q
∆(q)
q2+m2
β(m2, λ) = −3λ2
∫
q
∆(q)(1−K(q))
(q2+m2)2
η(m2, λ) = 0
Hence, the RG equations of the parameters become{
dm2
dt = 2m
2 + λ2
∫
q
∆(q)
q2+m2
dλ
dt = λ− 3λ
2
∫
q
∆(q)(1−K(q))
(q2+m2)2
This implies
m2∗ = O(λ)
Hence, near the fixed point we can approximate the RG equations further as{
dm2
dt =
(
2− λ2
∫
q
∆(q)
q4
)
m2 + λ2
∫
q
∆(q)
q2
dλ
dt = λ− 3λ
2
∫
q
∆(q)(1−K(q))
q4
Thus, we obtain  λ
∗ = 1
3
∫
q
∆(q)(1−K(q))
q4
m2∗ = −λ
∗
4
∫
q
∆(q)
q2
and the anomalous dimension of the squared mass is given by
β∗m = −
λ∗
2
∫
q
∆(q)
q4
The fixed point values λ∗,m2∗ have no physical meaning, and they depend
on the choice of the cutoff function K. However, the anomalous dimension β∗m
is independent of the choice, and we can prove the independence by using an
argument analogous to the one given in subsect. 2.12 for universality. Never-
theless, at any finite order, the perturbative result depends on K. To calculate
β∗m, we make the simplest choice
K(q)→ θ(1− q2)
Then, we obtain
∆(q) ≡ −2q2
d
dq2
K(q) = 2δ(q2 − 1)
Thus, ∫
q
∆(q)
q4
=
1
(2π)2
∫ ∞
0
qdq2
1
q4
2δ(q2 − 1) =
1
2π2
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Since
∆(q)K(q)n = −2q2
d
dq2
K(q)n+1
n+ 1
we obtain ∫
q
∆(q)K(q)n
q4
=
1
n+ 1
·
1
2π2
Thus, we obtain
β∗m = −λ
∗
∫
q
∆(q)(1 −K(q))
q4
= −
1
3
This is the same as what we get from the ǫ expansions at the first order.
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Appendix: The gaussian fixed point
In this appendix we would like to construct the gaussian fixed point explic-
itly using three formalisms: Polchinski with m2, Polchinski with m2 = 0, and
Wilson. In all the formalisms, we look for a solution of the respective ERG dif-
ferential equation corresponding to the free massive theory. The gaussian fixed
point is the massless limit.
Polchinski with m2
We look for a solution quadratic in fields:
S(t,m2) =
1
2
∫
p
φ(p)φ(−p)
(
−
p2 +m2(t)
K(p)
+ V2(t; p,−p)
)
In the absence of quartic interaction terms, both bm and η vanish, and we obtain
m2(t) = m2e2t
where m2 is a constant. The vertex V2 satisfies the two conditions: V2(t,m
2; p,−p)
∣∣∣
p2=0
= 0
∂
∂p2V2(t,m
2; p,−p)
∣∣∣
p2=0
= 0
and the ERG differential equation
∂
∂t
V2(t,m
2; p,−p) =
(
2− 2p2
∂
∂p2
)
V2(t,m
2; p,−p)+
∆(p)
p2 +m2e2t
V2(t,m
2; p,−p)2
The general solution is given by
V2(t,m
2; p,−p) = −
e2t
1
p4e−4tf(pe−t) +
1−K(p)
p2e−2t+m2
where f(p) is an arbitrary function regular at p2 = 0.
For any m2 ≥ 0, we obtain
lim
t→∞
V2(t; p,−p) = 0
so that the action is asymptotically given by the free action
S(t,m2)
t≫1
−→ −
1
2
∫
p
φ(p)φ(−p)
p2 +m2e2t
K(p)
The critical point is given by m2 = 0, which gives the fixed point action:
lim
t→∞
S(t, 0) = S∗G ≡ −
1
2
∫
p
φ(p)φ(−p)
p2
K(p)
The continuum limit is obtained as
Sfree(m¯
2) = lim
t→∞
S(t,m2 = m¯2e−2t) = −
1
2
∫
p
φ(p)φ(−p)
p2 + m¯2
K(p)
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Polchinski with m2 = 0
We assume that the action is quadratic in fields:
St =
1
2
∫
p
φ(p)φ(−p)
(
−
p2
K(p)
+ V2(t; p,−p)
)
where the vertex V2 satisfies the condition
∂
∂p2
V2(t; p,−p)
∣∣∣
p2=0
= 0
and the ERG differential equation
∂
∂t
V2(t; p,−p) =
(
2− 2p2
∂
∂p2
)
V2(t; p,−p) +
∆(p)
p2
V2(t; p,−p)
2
The general solution is given by
V2(t; p,−p) = −
1
1
e2t(m2+p4e−4tf(pe−t)) +
1−K(p)
p2
where m2 ≥ 0 is an arbitrary constant, and f(p) is an arbitrary function of p2
regular at p2 = 0.
m2 = 0 is the critical point:
lim
t→∞
V2(t; p,−p)
∣∣∣
m2=0
= 0
so that the fixed point action is given by the same action as for the Polchinski
with m2:
S∗G = −
1
2
∫
p
φ(p)φ(−p)
p2
K(p)
The massive free theory is obtained as the continuum limit:
lim
t→∞
V2(t; p,−p)
∣∣∣
m2=m¯2e−2t
= −
p2m¯2
p2 + m¯2(1 −K(p))
The action of the theory is given by
SP (m¯
2) ≡ −
1
2
∫
p
φ(p)φ(−p)
p2 + m¯2
K(p)
p2
p2 + m¯2(1 −K(p))
The cutoff-independent correlation function is obtained as
1
p2
+
1
K(p)2
(
〈φ(p)φ(−p)〉S(m¯2) −
K(p)
p2
)
=
1
p2 + m¯2
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Wilson
Let us assume a quadratic action:
St =
1
2
∫
p
φ(p)φ(−p)u(t; p,−p)
In the Wilsonian case the anomalous dimension depends on both the quadratic
and quartic terms. Hence, it may not vanish even for the quadratic theory.
Hence, the ERG differential equation of Wilson gives
∂tu2(t; p,−p) =
(
2− 2p2
∂
∂p2
+ 2
∆(p)
K(p)
− η(t)
)
u2(t; p,−p)
+2
(
∆(p)
K(p)
+ 1−
1
2
η(t)
)
u2(t; p,−p)
2
Given the initial condition
u2(0; p,−p) = −ω(p) = −
(
ω(0) + p2 + · · ·
)
the solution is given by
u2(t; p,−p) = −
e2tω(pe−t)
e2tω(pe−t) + e
∫
t
0
dt′ η(t′) K(p)2
K(pe−t)2 (1− ω(pe
−t))
where
e
∫
t
0
dt′ η(t′)
=
1
2 (1− ω(0))2
{
1− 2e2tω(0) (1− ω(0)) +
√
1− 4e2tω(0) (1− ω(0))
}
The solution is valid for any t > 0 if ω(0) = 0. For ω(0) > 0, however, the above
solution is valid only for t > 0 that satisfies
4e2tω(0) (1− ω(0)) < 1
At the critical point ω(0) = 0, we obtain
lim
t→∞
u2(t; p,−p) = −
p2
p2 +K(p)2
corresponding to the fixed point action:
S∗G = −
1
2
∫
p
φ(p)φ(−p)
p2
p2 +K(p)2
Physically this is the same Gaussian fixed point as in the Polchinski with or
without m2, but the concrete form depends on the formalism. To obtain the
massive continuum limit we choose the t-dependent initial condition
ω(0) = m¯2e−2t
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so that
lim
t→∞
u2(t; p,−p) = −
p2 + m¯2
p2 + m¯2 +K(p)2z(m¯2)
where
z(m¯2) ≡
1
2
(
1− 2m¯2 +
√
1− 4m¯2
)
Obviously, we must restrict m¯2 to
4m¯2 < 1
With the continuum limit action
SW (m¯
2) = −
1
2
∫
p
φ(p)φ(−p)
p2 + m¯2
p2 + m¯2 +K(p)2z(m¯2)
the cutoff independent correlation function is obtained as
1
K(p)2
(
〈φ(p)φ(−p)〉S(m¯2) − 1
)
=
z(m¯2)
p2 + m¯2
We get a mass dependent field normalization in this case.
The above continuum limit action SW can be obtained from the continuum
action SP of the Polchinski formalism with m
2 = 0 as follows:
eSW [φ] =
∫
[dφ′] exp
[
SP [φ
′]
−
1
2
∫
p
A(p)2
(
φ(p) −
B(p)
A(p)
φ′(p)
)(
φ(−p)−
B(p)
A(p)
φ′(−p)
)]
where {
1
A(p)2 = 1− z(m¯
2)K(p)(1−K(p))p2
B(p)2
A(p)2 = z(m¯
2)
83
Acknowledgment
I would like to thank Drs. L. Akant and K. U¨lker for giving me an opportunity
to present the lectures in a stimulating environment. I also thank Bekir Can
Lu¨tfu¨og˘lu for much help, and Dr. H. Gies for a list of review articles.
References
[1] Wilson K G, Kogut J 1974 Phys. Rept. 12 75
[2] Polchinski J 1984 Nucl. Phys. B231 269
[3] Becchi C 1991 arXiv:hep-th/9607188
[4] Morris T R 1998 Prog. Theor. Phys. Suppl. 131 395
[5] Litim D F, Pawlowski J M 1999 The Exact Renormalization Group, Eds.
Krasnitz et al (World Scientific) 168
[6] Aoki K, 2000 Int. J. Mod. Phys. B 14 1249
[7] Bagnuls C, Bervillier C 2001 Phys. Rept. 348 91
[8] Berges J, Tetradis N, Wetterich C 2002 Phys. Rept. 363 223
[9] Polonyi J 2004 Central Eur. J. Phys. 1 1
[10] Pawlowski J M 2005 arXiv:hep-th/0512261
[11] Gies H 2006 arXiv:hep-ph/0611146
[12] Delamotte B 2007 arXiv:cond-mat/0702365
[13] Morris T R 1994 J. Phys. A9 2411
[14] Sonoda H 2003 Phys. Rev. D67 065011
[15] Sonoda H 2007 J. Phys. A40 5733-5750
[16] Sonoda H 2007 J. Phys. A40 9675–9690
[17] Igarashi Y, Itoh K, Sonoda H 2007 Prog. Theor. Phys. 118 121–134
[18] Higashi T, Itou E, Kugo T 2007 arXiv:0709.1522
84
