Keywords: Linear guessing number Undirected graph Network coding This paper investigates linear guessing number introduced by Riis in connection with the network coding theory. This paper establishes properties of linear guessing number on undirected graphs. In particular, lower and upper bounds for linear guessing number are established. Finally, linear guessing numbers of product graphs are investigated.
Introduction
This paper investigates (linear) guessing numbers of graphs introduced by Riis [11, 13] in studying network coding theory which was initiated between 1999 to 2001 [1, 9, 15] and circuit complexity.
Graphs investigated in this paper are simple, that is, finite, undirected, loopless and without double edges. Suppose G is a graph with vertex set V (G) = {v 0 , v 1 , . . . , v n−1 } and edge set E(G). The neighborhood of a vertex v is N (v) = {u: (u, v) ∈ E(G)}, and the degree of v is d(v) = |N (v)|. We will use C n (resp. P n ) to denote a cycle (resp. path) of order n. If n = 2, we will denote C 2 = P 2 . For general terminology on graphs, please see the book by Bollobás [3] . Let S be a finite (alphabet) set with s 2 elements. A configuration on a graph G over S is a mapping c from V (G) to S which can be identified by an n-tuple c = (c 0 , c 1 , . . . , c n−1 ) ∈ S n , where c i = c(v i ) for 0 i n − 1. Denote the set of all s n configurations on G by C = C (G, s). A protocol P on G over S is a mapping
where for each i (0 i n − 1), f i is locally defined by
Given a protocol P = (f i ) i∈{0,1,...,n−1} on G, let Fix(P) := c ∈ C : P(c) = c be the set of configurations fixed by P whose elements are called the fixed points of P.
Definition 1.1. The guessing number g(G, s) of a graph G over S, with s 2 elements, is defined by g(G, s) = max
P log s Fix(P) , (1.1) where P runs through all protocols on G over S. The linear guessing number g (G, s) of G over finite field F s is defined by (1.1) with the modification that P = (f 0 , f 1 , . . . , f n−1 ) runs through all linear protocols which means that all f i are linear mappings.
It is obvious from Definition 1.1 that g(G, s) g (G, s) when S is a finite field 
is the number c i (0 i n − 1). For a fixed global strategy (protocol) P = (f 0 , f 1 , . . . , f n−1 ), the players win if all players guess their right numbers correctly which means that c ∈ Fix(P). Therefor the winning probability of P is
For an optimal global strategy P, the winning probability has the largest value
For a network N , Riis raised an information flow problem (N, s) which is equivalent to a specific and important (multiple unicast) case of the general network coding problem discussed in [1, 9, 15] . He showed that the information flow problem (N, s) for a network N with n input/output nodes can be solved if and only if g(D, s) n, where D = D(N ) is a digraph (or undirected graph) related to the network N in certain way. The readers are referred to [10] for the detail. The guessing number of a graph is also closely related to the communication complexity theory (see [10] ).
The guessing number of a digraph D has been described in terms of the independent number of the "guessing graph" G(D) of D [7] and graph entropy [12] . Several bounds of g(D, s) and g (D, s) on digraphs have been found by using entropy inequalities [4, 12] , coding theory [4] and in terms of classical parameters in graph theory [4, 6] . The exact values of g(D, s) and g (D, s) have been determined for several classes of digraphs and certain alphabet set S [4, 6, 13, 10, 12] . Several open problems have been raised [4, 6, 10, 14] . In [4] , properties of guessing number of undirected graph were investigated and some upper and lower bounds were given. This paper establishes properties of linear guessing number on undirected graphs. In Section 2, a formula for calculating linear guessing number is obtained. Using this, lower and upper bounds of linear guessing numbers terms of other graph parameters are established. In Section 3, linear guessing numbers of product graphs are investigated.
Properties of linear guessing number
Suppose G is a graph with vertex set V (G) = {v 0 , v 1 , . . . , v n−1 }. The adjacency matrix of G is the matrix A(G) = (a ij ), where a ij = 1 if (v i , v j ) ∈ E and a ij = 0 otherwise. A clique cover of G is a partition of V (G) into vertex disjoint cliques. The clique cover number cp(G) of G is the minimum cardinality of a clique cover of G. It is then the case that cp(G) = χ(G c ), the chromatic number of the complement G c of G. Also, α(G) denotes the maximum size of an independent set in G.
The following result gives a formula for linear guessing number of a graph. Its proof is the same as that of Theorem 4.3 in [14] .
Lemma 2.1. If A = A(G) is the adjacent matrix of a graph G of n vertices, then for any finite field
where I n is the n × n identity matrix, rank F s M is the rank of the matrix M over F s , and for two n × n matrices A = (a ij ) and B = (b ij ) over F s the covering relation B A means that b ij = 0 implies a ij = 0 for 0 i, j n − 1.
The following bounds for guessing number were given in [4] . [4] .) For every graph G of n vertices and any S of size s 2,
Lemma 2.2. (See
The same bounds are also valid for linear guessing numbers as shown below.
Lemma 2.3. For every graph G of n vertices and any finite field
where
Thus, for any matrix B A(G), the rank of I n + B over F s is at least t. By Lemma 2.1, every induced subgraphs H of G, where ω(G) is the clique number of G. Lovász [8] showed that a graph is perfect if and only if its complement is perfect. This means that for a perfect graph 
In 2006, Chudnovsky et al. [5] showed that a graph G is perfect if and only if neither G nor its complement contains an induced odd cycle of length at least five. So we will consider the odd cycle C 2k+1 . Note that g(C 3 , s) = g (C 3 , s) = 2 as C 3 is a clique. In [4] , Christofides showed the following result by entropy inequalities. Lemmas 2.5 and 2.3 together with the facts that g (G, s) g(G, s) and that a linear guessing number is an integer lead to the following result.
Corollary 2.6. For any positive integer k 2 and any
The union of two disjoint graphs H 1 and H 2 is the graph
. By the same argument as in [7] or [14] for digraph, we have the following result. 
In [14] , the following property of (linear) guessing number was proved for digraph. It is not difficult to check that the result holds for undirected graphs. 
Lemma 2.8. (See [14].) For any induced subgraph H of G and any
On the other hand, f n−2 (x 0 , x 1 , . . . , x n−3 , a) = f n−2 (x 0 , x 1 , . . . , x n−3 ) = x n−2 since f n−2 is a local mapping and G has no loop. Thus
Hence x ∈ Fix(P) for any a ∈ S which implies |Fix(P)| s|Fix(P)|. So g(G, s) log s |Fix(P)| 1 + g(G − v, s).
If we assume all f i are linear in
The following theorem follows from Lemmas 2.8 and 2.9.
Theorem 2.10. Suppose S is of size s 2 and G is a graph containing vertices u and v with uv ∈ E(G). If N (u) ⊆ N (v), then g(G, s) = g(G − v, s) + 1 and g (G, s)
Theorem 2.10 can be used to calculate some non-perfect graphs. For instance, let G be the graph obtained by identifying a vertex labeled v of a complete graph K n with n 2 and a vertex labeled v of an odd cycle C 2k+1 with k 1. By Corollary 2.4, Lemma 2.7 and Theorem 2.10,
Product graphs
This section investigates linear guessing numbers of three types of products of two disjoint graphs.
The strong product of two graphs H 1 and H 2 is the graph H 1 H 2 with vertex set V (H 1 ) × V (H 2 ) and edge set
The Kronecker product of matrices A = (a ij ) m×n and B p×q is the mp × nq matrix The adjacent matrix of the strong product of graphs H 1 and H 2 is given by
where h i = |V (H i )| for i = 1, 2. By the same argument as in the proof in [7] (Proposition 12), we have the following result for undirected graphs. 
if n is even and
On the other hand, by Theorem 3.1,
The corollary then follows. 2
Next we consider the lexicographic product of two graphs. The lexicographic product of G and H is the graph G · H with vertex set
and edge set
By the definition of lexicographic product, G H is a subgraph of G · H. Hence we have the following result by Lemma 2.7(2). 
Consequently, we have the following result. 
Now we consider the upper bound of guessing number of
Lemma 3.5. For any graphs H 1 and H 2 and any S of size s 2, s) . 
Proof. The lemma can be proved by using the same argument as that of Lemma 3.5.
Here we give another proof by using Lemma 2.1.
where A is a t × t matrix which has the following form
Thus for any B A(G),
By Lemma 2.1,
The lemma the follows from Lemma 2. 
Finally, we consider linear guessing number of the vertex-sum of two graphs. For two graphs G 1 and G 2 with a vertex labeled v on each of them, the vertex-sum of G 1 and G 2 at v is the graph G 1 ⊕ v G 2 obtained from G 1 and G 2 by identifying the vertices labeled v. s) and
By Lemma 2.8, we have the following upper bound for the guessing number of
We will use rank(M ) for rank F s (M ) in the following proof. By Lemmas 3.9 and 3.10, 
