Our aim in this paper is to deal with growth properties at infinity for modified Poisson integrals (of fractional power) in the half space of R n . We also discuss weighted boundary limits for the modified Poisson integrals.
Introduction and statement of results.
Let R n (n 2) denote the n-dimensional Euclidean space with points x = (x 1 , . . . , x n−1 , x n ). Let D = {x = (x 1 , . . . , x n−1 , x n ) ∈ R n ; x n > 0} , whose boundary is usually identified with R n−1 .
For λ > 0 and x ∈ R n , consider the kernel function
The Poisson integral is defined by
where f is a locally integrable function on R n−1 and α n = 2/(nσ n ) with σ n = π n/2 /Γ(1 + n/2) being the volume of the unit n-ball. The Poisson integrals are used to solve the Dirichlet problem in the half space D. Further, Sjögren ([15] and [16] ), Rönning [11] and Brundin [3] treated fractional Poisson integrals with respect to the fractional power of the Poisson kernel
{α n x n K n (x − y)} θ f (y)dy; (1.2) if n = 2, then it defines a solution of the hyperbolic Laplacian −n dy < ∞ (1.3) (see [2] and [5] ). In this paper, we consider functions f satisfying R n−1 |f (y)| p (1 + |y|) −γ dy < ∞ (1.4) for 1 p < ∞ and a real number γ. To obtain the Dirichlet solution for the boundary data f , as in [13, 14] and [19] , we use the following modified kernel function defined by
when |y| 1 for a nonnegative integer m and a point x = (x 1 , . . . , x n ), where j = (j 1 , . . . , j n ) is a multiindex with length |j|
In the papers mentioned above, it is expressed by use of Gegenbauer polynomials ( [18] ). Write
Recently Siegel- Talvila 
Our first aim in this paper is to establish the following theorem (cf. [ 
If f is a measurable function on R n−1 satisfying (1.4), then 
Next we are concerned with minimally fine limits at infinity for U λ,m f , as an extension of Lelong-Ferrand [7] . For related results, we refer the reader to the papers by Aikawa [1] , Essén-Jackson [4] , Miyamoto-Yoshida [8] and the first author [9] . For this purpose, consider the kernel function
To evaluate the size of exceptional sets, for a set E ⊂ D and an open set G ⊂ R n−1 , we consider the capacity
where the infimum is taken over all nonnegative measurable functions g such that g = 0 outside G and
where
Theorem 2 (cf. Aikawa [1] and the first author [9] ). Let p, λ and γ be as in Theorem 1. If f is a measurable function on R n−1 satisfying (1.4) and β 1, then there exists a set E ⊂ D such that E is (k β,λ , p)-thin at infinity and lim
It is well-known that the Poisson integral U n,0 f = P [f ] has nontangential boundary limits f at almost all boundary points. Our final goal is to show that U λ,m f has weighted boundary limits. For this purpose, we discuss the existence of boundary limits for
,
For a nonnegative function h on the interval
In the unit disc, this result was proved for λ = 1 by Sjögren [15] and [16] , Rönning [11] and Brundin [3] .
Proof of Theorem 1.
Throughout this paper, let M denote various constants independent of the variables in question.
First we note the following properties for the kernel functions K λ,m (x, y):
. , m, and
when |y| 1.
In our discussions, the following estimates for the kernel functions K λ,m are fundamental (see [6, (
Proof of Theorem 1. We prove only the case p > 1; the proof of the case p = 1 is similar. For fixed x ∈ D, |x| > 2, we write
where B(x, r) denotes the open ball centered at x with radius r > 0, and
First note that
so that we obtain by Lemma 2 (3) and Hölder's inequality
, where 1/p + 1/p = 1. This proves the lemma.
By Lemma 3, we have
so that we obtain by Lemma 2 (1) and Hölder's inequality
The remaining case can be proved similarly.
For r > 1, we have
If |x| > 2r and m < n − λ − (n − γ − 1)/p, then
Moreover, we have by Lemma 4 
Finally, by Lemma 2 (2) and Hölder's inequality, we obtain
Hence we have 
Proof. We show only (iii). For r > 2 and x ∈ B(0, r) ∩ D, we write
In view of Lemma 2 (3), we find 
for every ξ ∈ R n−1 ∩ B(0, r) (see [17] ), so that (iii) follows.
Proof of Theorem 2.
As in the Proof of Theorem 1 we write
By (2.1) we see that 
Note that by Lemma 2 (2)
In view of (1.4), we can find a sequence {a i } of positive numbers such that lim i→∞ a i = ∞ and
Clearly, lim
Thus the proof of Theorem 2 is completed. 
To show this, take a positive number δ such that n−λ−β < δ < (n−1)/p. Letting e j = (2 j , 0, . . . , 0) and r j = 2 j−1 , we consider
where χ E denotes the characteristic function of E. Then
This proves (3.1). Thus f has all the required conditions.
Proof of Theorem 3.
Recall
For a proof of Theorem 3, we need some lemmas.
Lemma 5. Consider the function
Proof. We give a proof only when λ > n − 1, because the case λ = n − 1 can be treated similarly. In this case, let x = (x , x n ) ∈ D, ξ ∈ G and note that
which proves the required case.
For fixed ξ ∈ G and g ∈ L p (G), write
where x ∈ D and r = |x − ξ|.
Proof. Since −λp + n − 1 < 0, we have by Hölder's inequality
, which implies the required inequality.
Note that almost every ξ ∈ G has this property. Note that
By Lemmas 5 and 6, we have for a.e. ξ ∈ R n−1 .
