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Efﬁcient shelf-space allocation can provide retailers with a competitive edge. While there has been little studyon this subject, there is great interest in improving product allocation in the retail industry. This paper
examines a practicable linear allocation model for optimizing shelf-space allocation. It extends the model to
address other requirements such as product groupings and nonlinear proﬁt functions. Besides providing a
network ﬂow solution, we put forward a strategy that combines a strong local search with a metaheuristic
approach to space allocation. This strategy is ﬂexible and efﬁcient, as it can address both linear and nonlinear
problems of realistic size while achieving near-optimal solutions through easily implemented algorithms in
reasonable timescales. It offers retailers opportunities for more efﬁcient and proﬁtable shelf management, as
well as higher-quality planograms.
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1. Introduction
In the highly competitive retail industry, one of the
keys to gaining an edge is an efﬁcient shelf alloca-
tion system where shelf space is often the retailer’s
scarcest resource. As the number of brand lines con-
tinually increases, allocating products to the super-
market shelf in the best possible arrangement poses
challenges to the retailer. Within the retail indus-
try, user interest in shelf-space allocation is found to
be very high. A recent search of the ABI/INFORM
database resulted in over 500 references and numer-
ous recent articles in practitioner journals such as
Advertising Age, Supermarket Business, Beverage World,
and Electronic Business.
Chen et al. (1999) emphasize the importance of
store space allocation decisions: “In the face of a
deluge of new products and the substantial proﬁt
opportunities available through slotting allowances,
researchers have powerful incentives to make this
decision correctly” (p. 216). Indeed, there have been
a number of studies on the effects of space on sales,
and others that document the positive impact of space
allocation on product performance. These include the
works of Cairns (1963), Frank and Massy (1970),
Curhan (1973), Corstjens and Doyle (1981), Bultez and
Naert (1988), Borin et al. (1994), Urban (1998), and
Desmet and Renaudin (1998). With a well-designed
shelf allocation system, retailers can improve inven-
tory return on investment as well as raise consumer
satisfaction by reducing the likelihood of products
being out of stock. More signiﬁcantly, the retailer can
improve the ﬁnancial performance of the store and
increase proﬁt margins while reducing manpower
costs (Buttle 1984, Fanscher 1991, Yang and Chen
1999, Yang 2001). While retailers are continually chal-
lenged to display new products for the best returns,
how space is used impacts on store operating costs
due to procurement, carrying, reshelving, and out-of-
stock costs (Zufryden 1986, Drèze et al. 1994). Efﬁcient
space management can also allow for better brand
exposure, which can encourage impulse buying and
boost incremental sales (Levy and Weitz 1995, Walters
and Bommer 1996) while providing an effective tool
for retailers to implement mixed strategies that com-
bine low cost with differentiation (Helms et al. 1992,
Yang and Chen 1999).
Well-managed shelf-space planning provides the
basis for making category-speciﬁc merchandising
decisions where the traditional space management
tool employed is a planogram, which provides a
117
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shelf layout of products and a workable method by
which merchandising plans can be communicated
efﬁciently. Retailers, together with merchandisers,
focus on developing effective visual merchandising
plans to maximize proﬁts on a store-by-store basis.
With effective planogramming, derived from efﬁcient
shelf allocation algorithms, it is possible to leverage
every inch of selling space available and to capital-
ize on available data to meet ﬁnancial targets (Zufry-
den 1986, Drèze et al. 1994, Borin et al. 1994, Yang
2001). Due to the problem’s complexity, only rela-
tively simple heuristic rules have been developed and
are available for retailers to plan product-to-shelf allo-
cation (Zufryden 1986, Yang 2001). PC-based systems
now available, such as Appollo (IRI) and Spaceman
(Nielsen), allocate space using turnover and gross
proﬁt margins as their criteria and handling and
inventory cost as constraints. These are not effective
as global optimization tools (Desmet and Renaudin
1998) and are largely used for planogram account-
ing to reduce time spent on manual manipulation of
shelves (Drèze et al. 1994, Yang 2001). In the U.K.,
Galaxi, developed by Space Solutions and used in one
of its largest supermarket chains, Tesco, does not pro-
vide optimization of shelf space and operates mainly
by a manual drag-and-drop procedure, i.e., drag a
product line and drop it onto a shelf (Bai 2003).
The objectives of this paper are to present realistic
retail shelf allocation optimization models and to offer
efﬁcient algorithms that are operationally viable. To
achieve these goals, we develop models that are prac-
ticable and easily managed, and solution techniques
that can deal with industry-size problems within rea-
sonable timescales. Our starting point is with recent
research on this problem by Yang and Chen (1999)
and Yang (2001), who used a simpliﬁed alternative
of the well-known Corstjens and Doyle (1981) model.
We ﬁrst develop a network ﬂow solution approach to
the problem and then, using many-to-many neighbor-
hood moves, employ a strategy of combining a strong
local search with metaheuristics. We then apply these
techniques to more complex models that address
product groupings and nonlinear proﬁt functions.
We summarize related and previous work in §2 and
provide formulations of the linear shelf-space allo-
cation, product grouping, and nonlinear proﬁt func-
tion models in §3. A discussion of the most recent
solution approach and its limitations is given in §4.
The remainder of the paper begins with a descrip-
tion of an improved and generally applicable many-
to-many neighborhood search technique that is given
in §5. We then develop a network model to obtain
upper bounds in §6 and a network ﬂow solution in §7.
Metaheuristics, including Tabu Search and a hybrid
of Squeaky-Wheel Optimization, are developed in §8.
Experimental results and comparisons are given in §9,
and §10 provides conclusions to this work.
2. Related and Previous Work
A recent survey by Yang and Chen (1999) high-
lights the lack of academic work on this subject.
Only 12 references were cited, of which 5 date to
the seventies. Further, we ﬁnd no deﬁnitive shelf
allocation model(s) and, consequently, no benchmarks
are available.
Models have been developed in the past 40 years
to address the various objectives associated with
product-to-shelf allocation. In a very early work,
Cairns (1963) proposed a graphical solution to the
problem of allocating shelf space to two products to
maximize proﬁts while taking space elasticity into
account. More recently, space optimization models
were developed by Anderson and Amota (1974),
Anderson (1979), and Hansen and Heinsbroek (1979).
Anderson and Amota (1974) proposed a model that
considered optimal brand selection and display area
allocation, given a proﬁle of consumer brand prefer-
ences. In his work, Anderson (1979) used the rela-
tionship between a product’s share of space and its
market share to decide space allocation, and provided
an integrated theory of proﬁt maximization of display
space. The model by Hansen and Heinsbroek (1979)
took into account space elasticity and requires a min-
imum shelf allocation for each product. Cross-space
inﬂuences were factored in, as were out-of-stock and
replenishment costs, and “near-optimal” solutions are
obtained using a Lagrange multiplier approach.
Corstjens and Doyle (1981) developed a geometric
programming model where both product and cross-
space elasticities were considered and where proﬁt
maximization was the objective. The model highlights
sales-space elasticities that gauge the sales response
of a given product to the space allocated to another,
and was the ﬁrst space allocation model to incorpo-
rate such interdependencies. Costs were modeled as
functions of inventory investment and handling, and
constraints included store size and upper and lower
bounds on space of each category, as well as avail-
ability constraints. Their model was solved using a
branch-and-bound technique developed by Grochet
and Smeers (1979) and was an important landmark
in the development of useful space allocation models.
Space allocation was found to be dependent on prod-
uct proﬁtability, demand space elasticity, and product
cross elasticity. Corstjens and Dolye (1983) extended
the static model to a dynamic one that allows for the
anticipation of changing customer tastes and chang-
ing product growth and life cycles that could moti-
vate retailers to allocate more space to new products
and to divest from declining ones. Zufryden (1986)
proposed a model that takes into account space elas-
ticity, cost of sales, and demand-related marketing
variables, but neglected cross elasticity between prod-
ucts while ﬁxing nonspace marketing variables. A
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dynamic programming approach to the model was
presented. The work of Bultez and Naert (1988), Borin
et al. (1994), and Borin and Farris (1995) builds on
the work of Corstjens and Dolye and extends model-
ing cross elasticities in product category management
models. Bultez and Naert’s Shelf Allocation for Retail-
ers’ Proﬁt (SHARP) model is similar to the Corstjens
and Dolye (1981) model and optimized space alloca-
tion within a product category, taking into account
interdependencies within product groups and across
groups. They used marginal analysis and a search
heuristic to derive solutions. In Bultez et al. (1989),
space elasticities were estimated using a symmet-
ric attraction model and later an asymmetric attrac-
tion model. The model is restricted to linear cases
because the marginal analysis used is not practical for
nonlinear models. Borin et al. (1994) addressed prod-
uct assortment and space allocation in a constrained
optimization problem for which a heuristic solution
approach was employed, with the study concluding
that ignoring out of stock and product assortment
effects leads to suboptimality. More recently, Desmet
and Renaudin (1998) used the Corstjens and Dolye
model framework in an empirical study of product
category sales reponsiveness to allocated shelf space
where the model is based on a demand function link-
ing the share of sales to the share of space allocated
to the product category. The results obtained sug-
gest that space elasticities increase with the impulse-
buying rate of the product category.
In a large-scale experimental study on shelf man-
agement, Drèze et al. (1994) concluded that the posi-
tion of a product on the shelf is far more important
to determining sales than the number of facings allo-
cated to the product, as long as a minimum thresh-
old to avoid out of stocks was maintained. Other
recent studies involving space allocation include the
works of Urban (1998), who studied the integration of
inventory control models, product assortment mod-
els, and shelf-space allocation models; and Campo
et al. (2000), who investigated the impact of location
factors and derived optimal space allocation rules for
different location proﬁles.
Yang and Chen (1999) and Yang (2001) developed
a model based on the nonlinear model of Corstjens
and Dolye (1981). However, because the latter is
difﬁcult to apply in realistic situations, Yang and
Chen proposed a simpliﬁed yet practicable alternative
model in the form of a linear multiknapsack integer
program.
In shelf-space allocation studies, we have found
that a number of researchers used mathematical pro-
gramming techniques for the models they studied
(Hansen and Heinsbroek 1979, Corstjens and Dolye
1981, Zufryden 1986, Drèze et al. 1994, Yang and
Chen 1999, Campo et al. 2000, Yang 2001), while
others employed statistical analysis (Anderson 1979,
Walters and Bommer 1996). In Zufryden (1986), sim-
ulation techniques were used to generate required
parameters. Less often, heuristics have been used.
Borin et al. (1994), Borin and Farris (1995), Urban
(1998), and Yang (2001) developed heuristic solutions
to their models. Borin et al. used a heuristic pro-
cedure based on simulated annealing; Urban, in an
inventory-theoretic approach to shelf-space allocation,
used a greedy heuristic and a genetic algorithm for
the solution of an integrated problem, whereas Yang
applied adjustment heuristics, which we discuss in §4.
3. Model Formulations
3.1. Background
Corstjens and Dolye (1981, 1983) and Zufryden (1986)
gave comprehensive models for shelf allocation that
were managerially useful and are well known to
researchers in the ﬁeld. In the Corstjens and Dolye
models, product space elasticities and cross elastici-
ties are considered within a total proﬁt objective func-
tion estimated by product demands and costs in the
form of polynomials. The basic constraints were: store
shelf capacities, product availability, lower and upper-
bound constraints on products, and nonnegativity
constraints. These models are well integrated and
have been used and referenced by many researchers
(Zufryden 1986, Bultez and Naert 1988, Borin et al.
1994, Borin and Faris 1995, Drèze et al. 1994, Desmert
and Renaudin 1998, Urban 1998, Campo et al. 2000,
Yang and Chen 1999, Yang 2001).
The models of Corstjens and Dolye and of Zufryden
are complex and have practical limitations (Yang
2001). Both present nonlinear or multiplicative proﬁt
functions. On the other hand, we ﬁnd technical sim-
pliﬁcations that make retail application unrealistic.
For example, in Corstjens and Dolye (1981) there is no
provision for the requirement for integer-valued num-
ber of displayed products, and in Zufryden (1986)
product areas are taken to be multiples of shelf area
grid “slot” values. Further, these models do not pro-
vide for the location factors emphasized by Drèze
et al. (1994).
In view of these limitations, Yang and Chen (1999)
proposed a simpliﬁed integer programming model
based on the model developed by Corstjens and
Dolye. For ease of reference and continuity, we use
the notation provided by Yang and Chen (1999) in
describing the model.
3.2. The Corstjens and Dolye Model
We assume there are m shelves with length Tk for each
shelf k and that the length of the facing of a given
product i displayed on any of these shelves is ai for
i = 1    n. Let Li and Ui be the lower and upper
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facings bounds for product i, respectively, and Ai be
its total availability. Let xik be the number of facings
of product i on shelf k. The demand function can then
be given by
Qikxik= ixikik
n∏
j=1 j =i
x
ij
j
L∏
t=1
y
ti
ti 
where i, ik, ij , ti are parameters, where i is a
scaling constant, ik is the space elasticity of product i
on shelf k, ij is the cross elasticity between product i
and j , and ti is the elasticity of product i relative to a
market variable, t for t = 1    L. Here, xj =
∑m
k=1 xjk
is the total facings of product j and yti is the value
of the tth marketing variable w.r.t. to i. In Corstjens
and Dolye (1981), using survey data on ﬁve product
groups and the demand equation ﬁtted by regression
analysis, the authors found ik to be predominantly
positive and to range between −001 and 019.
We can write the gross cost, cixi of product i as
cixi= i
∑m
k=1Qikxik
i , where i is a sales volume
elasticity associated with the variable cost of prod-
uct i and i is constant for product i If we assume
that the gross margin of product i is linear to its unit
margin, gi, we can then express a total proﬁt function,
P , by
P =
n∑
i=1
gi
( m∑
k=1
Qikxik
)
−
n∑
i=1
cixi
which we maximize subject to the constraints
n∑
i=1
aixik ≤ Tk for k= 1    m (1)
Li ≤
m∑
k=1
xik ≤Ui for i= 1    n (2)
m∑
k=1
Qikxik≤Ai for i= 1    n (3)
xik ∈ 012    for i= 1    n and k= 1    m
(4)
3.3. The Yang and Chen Model
Yang and Chen (1999) made simpliﬁcations to the
model of Corstjens and Dolye (1981). First, the need
for inequality (3) is removed by assuming that retailers
can prevent out-of-stock occurrences with good logis-
tics. Second, in the absence of an estimation for i,
the sales volume elasticity, they made the assumption
that the proﬁt of any product is linear with respect to
a range of facings for which it is displayed by con-
trolling the lower and upper bounds for that product.
Hence, by letting pik be the per-facing proﬁt of product
i on shelf k, we can rewrite the proﬁt objective to be
P =
n∑
i=1
m∑
k=1
pikxik
which we maximize subject to constraints (1), (2),
and (4).
Although researchers such as Bultez and Naert
(1988) and Drèze et al. (1994) have found that
marginal returns to space ﬁrst increase and then
decrease in an S-shaped curve, we can justify the
linearity assumption for the proﬁt function here by
the fact that retailers would want to operate on the
linear (or approximately linear) and more strongly
increasing part of the curve. This can be implemented
by using appropriate lower and upper bounds for
facings.
This integer programming multiknapsack problem
model is applicable because there are many inte-
ger programming packages available. Yang and Chen
(1999) describe a multistage approach using this
model, in view of the fact that products are commonly
Broken down into departments, categories, and items.
We shall refer to this model as the Shelf-Space
Allocation Problem (SSAP) in this work.
3.4. Product Groupings and Nonlinear Models
We study two useful extensions to the linear model.
The ﬁrst deals with product associations, while the
second deals with nonlinear proﬁt functions.
3.4.1. Product Groupings. This extension addres-
ses the merchandising strategy of having products
or product categories placed together or apart as
arises, for example, from market basket analysis in
which tendencies of customers to purchase prod-
ucts together is investigated, and from which “cross-
selling” (cold medicines with Kleenex, beer, and dia-
pers) and “afﬁnity positioning” (coffee with coffee
makers) strategies can be better determined (Anony-
mous 1995, 1997, 1998). To model this, assuming n
products and m shelves, we represent cross-product
afﬁnity by an n×n matrix,  , where each value !ij ∈
 is assigned by the manager and is predetermined.
In our experiments, we used this cross-product afﬁn-
ity matrix in such a way that if a facings of product i
and b facings of product j are put on the same shelf,
an additional proﬁt deﬁned to be !ij × mina b is
realized. The additional proﬁt value can be deﬁned
differently if required, and this expression was chosen
as an example of how such a proﬁt can be imple-
mented. From this, the extended objective is to maxi-
mize the sum of the original proﬁt and the additional
proﬁt (or penalty); i.e.,
P1 = P +
n−1∑
i=1
n∑
j=i+1
!ijyij 
where P is the original proﬁt function, !ij ∈  , and
yij =
∑m
k=1 minxik xjk, subject to constraints (1), (2),
and (4).
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Here, for a given product pair i j, the value yij is
the sum of minxik xjk for all shelves k. When there
are more facings of product i and j placed together
on the same shelf, the additional beneﬁt achieved is
higher (or lower, in case !ij is negative). For exam-
ple, given two products and three shelves, if we
place two facings of Product 1 and four facings of
Product 2 on Shelf 1, three facings of Product 1 and
one facing of Product 2 on Shelf 2, and zero fac-
ings of Product 1 and ﬁve facings of Product 2 on
Shelf 3, then y12 will equal min24 + min31 +
min05 = 2 + 1 + 0. This y12 value is multiplied
by the coefﬁcient !12 to obtain the additional proﬁt
gained in placing Products 1 and 2 together on the
same shelves. Because placing product i together with
product j is equivalent to placing product j with prod-
uct i, only the values of yij when i < j are needed. In
our example, we need only compute y12, not y21.
3.4.2. Nonlinear Proﬁt Functions. This extension
addresses the many situations where proﬁt functions
that arise are nonlinear, as, for example, in the case
where the proﬁt function follows an S-shaped proﬁle
discussed in §3.3. Indeed, the model of Corstjens and
Dolye (1981) given here is nonlinear in its objective
with a nonlinear product resource constraint (con-
straint (3)). In Zufryden (1986), we ﬁnd a similar
nonlinear product constraint and in Urban (1998) the
objective is to maximize a nonlinear demand func-
tion of the allocated space. In Bookbinder and Zarour
(2001), a direct product proﬁtability is integrated into
shelf optimization where the objective is a sum of
nonlinear demand and cost functions. For nonlinear
proﬁt functions that arise, many are multiplicative as,
for example, in the Corstjens and Dolye (1981) model.
As a simple example of a nonlinear proﬁt function,
the function 5 · x1/2ik gives a proﬁt of 5 units when one
facing of product i is placed on shelf k, while placing
two facings achieves 707 units of proﬁt. We note that
this function is an example of the top of an S-shaped
curve where the derivative is decreasing. In general,
we seek to maximize proﬁt functions of the form
P2 =
n∑
i=1
m∑
k=1
F i kxik
where F is a nonlinear function, subject to constraints
(1), (2), and (4).
4. Yang’s Heuristics
Yang (2001) developed a heuristic algorithm com-
monly applied to knapsack problems to solve the
SSAP. The proﬁt of each item per displayed length on
a particular shelf is treated as a weight, and the rank-
ing order of weight is used as a priority index in the
process of space allocation. The algorithm consists of
three phases. First, a preparatory phase checks for the
feasibility of a particular problem and builds a set of
priority indexes. Second, an allocation phase allocates
available space to items one by one following a prior-
ity. This phase is further divided into two subphases,
which assure that the lower and upper-bound con-
straints for the number of facings of a product are not
violated. Third, in a termination phase, the objective
value of the ﬁnal solution is calculated.
Further, an adjustment phase consisting of three
adjustment methods is adopted to improve solutions.
Adjustment 1 attempts to improve a solution by
swapping one facing for a pair of products allocated
on the same shelf. Adjustment 2 interchanges one fac-
ing for a pair of products allocated on two shelves.
Adjustment 3 is an extension of Adjustment 2, which
attempts to allocate shelf space still available after
interchanging facings between two products on two
shelves.
The algorithm is then improved by using an adjust-
ment phase, with different combinations of adjust-
ment methods, after the allocation phase.
4.1. Limitations of Yang’s Heuristics
Using a self-deﬁned set of testing data, Yang (2001)
claimed the mean proﬁt of solutions after the
allocation phase to be 98.2% of the optimal mean
proﬁt. After using the adjustment phase, the average
proﬁt ratio of the solutions obtained by his improved
heuristic to optimal solutions was 99.6%. The test
data given by Yang, however, was limited. There was
only one group of test data. The total available shelf
space was generally more than enough to allocate
all of the products in the upper bound. That is, the
lower and upper bound had no impact on the result-
ing feasible solution. Also, the test data scales were
limited, where, for example, a range of 0–3 units for
product-facings bounds was used, which had little
impact on optimal solutions obtained. In the data,
all shelves were assumed to have the same lengths
and all products had the same lower and upper
bounds. Further, it is not possible to determine how
the heuristics perform with the small problem sizes
used, and how CPU time is affected when the three
adjustment methods are added was not described.
There were limitations in the heuristic. For example,
in the allocation phase, to satisfy the lower bound
for all products, the algorithm can allocate a product
to a shelf for which there may be far better proﬁt
if stocked with other products. Indeed, this is why
Yang’s (2001) algorithm requires an adjustment phase.
However, the adjustment phase itself may not be suf-
ﬁcient to allocate higher-priority products to their pre-
ferred shelves because if the length of the facings
of products varied widely, which is often the case,
then the three adjustments used could hardly make
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improvements. For example, if product j occupies
shelf k, which is the shelf designated for product i,
and the facing of j is 20, while that for i is 400, then
all three adjustments fail to make any improvement.
However, in this case, it would certainly be possible
to interchange 20 units of product j with 1 unit of
product i for more proﬁt.
5. New Neighborhood Moves
To address some of their shortcomings, we extend the
three adjustment methods to multiple-facings adjust-
ments of products. These many-to-many moves are a
natural extension of the adjustment methods and are
better suited to achieve product allocation to shelves.
We describe these new neighborhood moves:
Multishift Move. This move attempts to improve
the solution by swapping multiple facings for a pair
of products allocated on the same shelf. Figure 1
illustrates this move: Shift (remove) two out of three
pieces of Product B out, and shift ﬁve pieces of
Product E in if all constraints are fulﬁlled, for a proﬁt
increase of $5.
Multiexchange Move. This move interchanges mul-
tiple facings for a pair of products allocated on two
shelves. Figure 2 shows two pieces of Product B on
Shelf 1 interchanged with ﬁve pieces of Product E
on Shelf 2 for an additional proﬁt of $25+ $2− $20−
$5= $2, if all constraints are fulﬁlled.
Multiadd and Exchange Move. This move is an exten-
sion of the second move. The key point here is that
after interchanging a number of facings between two
products on two shelves, there may be enough shelf
space left over to be reallocated to other products. Fig-
ure 3 illustrates this when two pieces of Product B on
Shelf 1 are exchanged with ﬁve pieces of Product E
Figure 1 Multishift Move
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on Shelf 2, and there is still space left on Shelf 1 for
one unit of Product F. The total proﬁt increases after
this operation.
The detailed description and veriﬁcation of these
moves are straightforward, and hence omitted here.
All three moves ascertain whether the proﬁt after
the move is greater than before. However, in using
these moves in our algorithms, we look for increases
in residual space after the moves are made even if
proﬁt remains unchanged.
5.1. Improved Yang’s Heuristics with New
Neighborhood Moves
For the purpose of evaluation, we replaced Yang’s
adjustment moves with the new neighborhood
moves and applied these to the algorithm given by
Yang. There are six combinations of orderings in
total, and performance testing of these showed
that the (Multiexchange)-(Multiadd and Exchange)-
(Multishift) combination option has the highest per-
formance increase. Experimental performance using
these new moves is provided in §9, where they are
compared with the other algorithms.
6. Upper Bounds for the SSAP
In this section, we provide a method to obtain upper
bounds for the problem. As the SSAP is NP-hard
(Yang 2001), we ﬁrst make the simplifying assump-
tion that all products are of unit length. We call this
form of the SSAP the Unit-Length Shelf-Space Allo-
cation Problem (ULSSAP) and show that the ULSSAP
can be transformed into an equivalent Minimum Cost
Flow Problem (MCFP).
The MCFP is deﬁned on a digraph with node and
directed arc sets. Each arc is associated with a cost
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Figure 2 Multiexchange Move
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and capacity. The ﬂow through each edge is nonneg-
ative and not more than its capacity. Each node, x,
is associated with a demand or supply value f x
that should be equal to the net ﬂow at the node for
any valid ﬂow. The MCFP is to ﬁnd such a valid
ﬂow on the network for which total cost is mini-
mized (Ahuja et al. 1993) subject to ﬂow bound con-
straints. Orlin (1988) has provided a fast polynomial
time algorithm to solve the MCFP with time complex-
ity Om lognm + n logn, where n is the number
of nodes and m is the number of arcs in the digraph.
Here, we show that the ULSSAP can also be solved
Figure 3 Multiadd and Exchange Move
Shelf 1 ProductA Product BProductAProductA ProductC
$10 $10
Product B
Multi- Add & Exchange Operator
Product D
$5
Shelf 2 ProdE ProdEProdEProdE ProdE
$5 $5
$5$5
$1 $1 $1$1$1
Shelf 1 ProductA
Product B
Product
A
Product
A ProductC
Product BProduct DShelf 2
Prod
E
Prod
E
Prod
E
Prod
E
Prod
E
$1$1
$5$5$5 $5$5
F
Unallocated
Product
F
$5
with polynomial time complexity via a transforma-
tion into a MCFP.
To achieve this, we implement three transforma-
tions. First, we transform the ULSSAP into a MCFP
with directed arcs associated with lower and upper
bounds, where the upper bound is taken as its capac-
ity. Second, we transform the MCFP with lower
bound into a MCFP without lower bound. Third, we
transform the MCFP into a Minimum Cost Maximum
Flow Problem (MCMFP) to ﬁnd a maximum ﬂow, F ,
such that for any other maximum ﬂow, F ′, the cost of
ﬂow F is less than or equal to the cost of ﬂow F ′.
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Table 1 Product Properties and Proﬁts
Lower Upper Proﬁt Proﬁt
Product Length bound bound Shelf 1 Shelf 2
1 1 3 5 3 4
2 1 2 7 4 2
3 1 1 5 5 2
We use a simple example to illustrate the transfor-
mation steps of a ULSSAP into an equivalent MCFP.
Assume we have two shelves and three products. The
capacities for Shelves 1 and 2 are 6 and 8, respectively.
Product properties and proﬁts are given in Table 1.
6.1. Transformation Phase I
The purpose here is to transform the ULSSAP into
a MCFP with a lower bound. For a ULSSAP with
m shelves and n products, a graph of m+n+2 nodes
is created such that Node 1 to node n represent Prod-
uct 1 to n, respectively (product nodes), and such
that node n + 1 to node m + n represent Shelf 1 to
m, respectively (shelf nodes). For the remaining two
nodes, Node 0 is the source node and node m+n+1 is
the destination node of the network ﬂow. The demand
or supply values f x of all nodes x are set to 0.
From the source node to each product node k, with
1 ≤ k ≤ n, an arc from 0 to k 0 k, is created with
lower bound Lower(k) and capacity Upper(k), and the
cost is set to 0.
From each product node to each shelf node, there
is an arc without lower and upper bounds. The cost
of the arc is the negative of the corresponding proﬁt;
i.e., for an arc from a node representing product i to
a node representing shelf j , the cost of the arc is the
negative of the proﬁt achieved by placing one item
of product i into shelf j , that is, −pij . Finally, from
each shelf node to the destination node, an arc with
cost 0 is established. The capacity of the arc is the
corresponding shelf capacity; i.e., for an arc from a
shelf node representing the shelf j to the destination
node, the capacity of the node is Capacity(j).
Figure 4 illustrates the network after Transforma-
tion Phase I for the given example of two products
and three shelves. In this ﬁgure, each (LU) label adja-
cent to an arc indicates that L and U are the lower
and upper bound, respectively. An X next to an arc
indicates that the cost of the arc is X. With this label-
ing, the default value for L is 0, for U it is inﬁnity,
and for X it is 0.
6.2. Transformation Phases II and III
After Transformation Phase I, to transform the MCFP
with lower bound into a MCFP without lower bound
and then into the MCMFP, we follow standard steps
as given by Ahuja et al. (1993), for example. Figure 5
illustrates the ﬁnal network for the given example of
two products and three shelves.
Figure 4 Network After Transformation Phase I
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The ULSSAP is transformed into a MCMF from the
source node S to the destination node T . If the ﬂow
amount of the maximum ﬂow is less than the sum of
the lower bounds of all products, then the ULSSAP
has no solution; that is, there is insufﬁcient shelf space
to satisfy all the lower-bound constraints. As long
as there is sufﬁcient shelf space, the cost obtained
from the MCMFP is the negative of the optimal proﬁt
value that is achievable from the ULSSAP.
For the example we have given here, using the
MCMF model, we ﬁnd a maximum proﬁt (upper
bound) of 55.
6.3. Proof of Correctness
For any instance of the ULSSAP, the transformed net-
work model captures all the constraints. The capacity
constraint is given by the edge capacity of the arc
from a shelf node to the destination node. The total
amount of ﬂow from all product nodes into a shelf
node is the same as that from the shelf node into the
destination node. Because the ﬂow through an arc is
not allowed to exceed the capacity of the arc, the total
occupied length of a given shelf cannot exceed the
capacity of the shelf.
Figure 5 Final Network
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The lower and upper-bound constraints are cap-
tured by the corresponding lower and upper bounds
of the arc from the source node to the product node.
As the only incoming arc for a product node is from
the source node, and all outgoing arcs are from the
product node to all the shelf nodes, the amount of
ﬂow through the incoming arc is the total length
occupied by that product. Further, as the amount of
ﬂow through each incoming arc is not less than the
lower bound and not more than the upper bound, the
lower and upper-bound constraints for the product
are satisﬁed.
The maximum proﬁt constraint is satisﬁed by the
fact that the MCFP generates a network ﬂow that
produces maximum total cost and at the same time
satisﬁes the capacity constraint and the lower and
upper-bound constraints. As the cost for the MCFP is
minimal and negative, its negative is the maximum
proﬁt for the ULSSAP.
Lastly, if no solution exists for the ULSSAP, the
MCMF model would give a maximum ﬂow value less
than the sum of lower-bound values of all the prod-
ucts and infeasibility would be identiﬁed. This com-
pletes the proof of correctness of the representation of
the ULSSAP by the MCFP.
6.4. Catering for Additional Constraints
Besides the capacity and bound constraints, the net-
work ﬂow model given here is easily extended for the
ULSSAP to handle other types of constraints related
to lower or upper bounds. One possible constraint
type could limit the amount of a product allocated
onto a shelf. For example, we may require that at least
three and at most ﬁve items of Product 1 are placed on
Shelf 2. This constraint could be catered for by setting
correct lower and upper bounds for arcs from prod-
uct to shelf nodes. The network model thus has the
advantage of being able to cater for this and similar
constraints arising in shelf allocation.
7. Network Flow Model
We have shown that a network ﬂow model can be
used to solve the ULSSAP to achieve maximum proﬁt.
For the general SSAP, products are of variable lengths,
and because the problem is NP-hard, we do not
expect that the polynomial-time MCFP will be sufﬁ-
cient to solve it directly.
7.1. Adaptation of the ULSSAP for
Nonunit Lengths
We transform the SSAP into a network ﬂow model,
using its ULSSAP as a transition step. This trans-
formation is similar to that employed to transform
the ULSSAP. The difference here is in the ﬁrst trans-
formation phase. For arcs from the source node to
product nodes, the lower and upper bounds are no
longer the corresponding lower and upper bounds
of the products. For the arc from the source node
to a product node representing product k, the lower
bound is (Length(k)× Lower(k)) and the upper bound
is (Length(k) × Upper(k)). For an arc from a product
node representing product i to a shelf node represent-
ing shelf j , the cost is −pij divided by Length(i).
We illustrate with the example given above, with
three products and two shelves. When the lengths are
changed to 1, 2, 1 for Products 1, 2, and 3, respectively,
the resulting network graph is shown in Figure 6.
7.2. Integrality Satisfaction
Although integral, solutions for the ULSSAP may not
be integral solutions for the SSAP. For example, for
a product of length 8, the ﬂow model may allocate
12 unit-length spaces of it to a shelf which comprises
of 15 product items. This forces fractions of product
items to be allocated onto shelves. For each allocation,
the fractional part is truncated. For example, if prod-
uct i is allocated shelf space L on shelf j , after trunca-
tion, product i would have space L−remLLength(i),
where rema b is the remainder when a is divided
by b. The fractional space remLLength(i) is added
to the free space of shelf j . After truncation, the
capacity and upper-bound constraints will not be vio-
lated, although the lower-bound constraint can be.
For example, if product k has lower bound Lower(k)=
3 and length Length(k)= 4 and it is allocated to three
shelves with space allocations of 5, 6, and 2, then
although the total allocated space of 13 =5+ 6+ 2
exceeds the lower-bound requirement of 12 =3× 4,
after truncation the remaining space is 4, 4, and 0, and
the lower-bound constraint for product k cannot be
satisﬁed.
To resolve the lower-bound violation for product k,
the following procedure is used. From the source to
the sink, we attempt to ﬁnd a least-cost path to aug-
ment the ﬂow for product k until its lower bound is
reached. If this is not possible, a maximum cost path
from sink to source is located via edges representing
products above their lower-bound requirements. Flow
Figure 6 Network After Transformation Phase I with Variable Product
Lengths
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is reduced along this maximum cost path without vio-
lating the lower-bound requirement of any product,
and the procedure is repeated to augment product k.
This is done until a feasible solution is found or no
backﬂow from sink to source can be found. In the
latter case, the algorithm will return a failure, as no
feasible solution can be found.
If there is a feasible solution, a similar procedure is
applied. Here, we choose the product and shelf com-
bination that provides highest proﬁt per unit length.
We will attempt to increase the placement of the prod-
uct on that shelf by one. This is repeated until no
improvement is possible.
We provide experimental results of the network
ﬂow method and comparisons with other algorithms
in §9.
8. Metaheuristics
While no one approach can address every problem
that arises, we seek to develop techniques that can
be applied to a range of problems. As we know, the
SSAP is linear and already NP-hard in complexity.
This suggests the development of heuristics for this
and other more intractable problems. Speciﬁcally, in
the next part of this study, we develop artiﬁcial intel-
ligence techniques that have not been applied to shelf
allocation problems. These include Tabu Search (TS)
and Squeaky-Wheel Optimization (SWO). Although
other hybrids were developed and tested, their per-
formance was no better than that of TS and SWO, to
which we limit our discussion here. We ﬁrst apply
the heuristics developed to the (linear) SSAP and then
extend their application to the product grouping and
nonlinear models.
8.1. Tabu Search
The iterative TS metaheuristic was developed by
Glover (Glover and Laguna 1997). Its strategy is to
avoid being trapped in cycles by forbidding moves
which take the solution, in successive iterations, to
points in the solution space already visited. To avoid
retracing steps, the method records recent moves in
Tabu lists (Tabu Memory) which forces the search to
explore new areas of the search space. At the point of
initialization the solution space is checked in a pro-
cess of “diversiﬁcation,” but as candidate locations
and local optima are found, the search becomes more
focused in a process of “intensiﬁcation.” In effect, TS
is basically deterministic, although probabilistic ele-
ments can be augmented to it as we do here.
For the SSAP, we ﬁrst obtained an initial solution
using the original heuristic without adjustments, and
then applied TS strategies, including the following:
Elite Candidate List. Careful and intelligent organi-
zation in choosing a candidate list is the key when
faced with the SSAP’s huge search space. We select
a candidate list for iterations by selecting the best K
(elite) nodes within each iteration and, in the next run,
evaluate these K best nodes to select the K best nodes
among the K×K candidate nodes to be the next start-
ing nodes. There are always K nodes evaluated in an
iteration.
Probabilistic Evaluation. To avoid local optima, eval-
uations are translated into probabilities of selection.
The evaluation function for selecting candidate nodes
combines a satisfaction factor that is used to tune
search directions together with a random factor.
Given a list of candidate nodes, the nodes are sorted
by decreasing proﬁt value. The selection process starts
from a node with the highest proﬁt value and selects
the node with a random probability. The process goes
on until K nodes have been selected. The reason for
having the random factor is to ensure that the best
K nodes are not always selected so as to avoid local
optima.
Tabu Reactive Strategy. This strategy is aimed at pre-
venting repetition. For the SSAP, we disallow repeat
exchanges whenever an exchange/shift/add has been
applied to products and shelves.
Restarting with Elite Solutions. Whenever there are
insufﬁcient suitable K candidates selected for cur-
rent iteration, we restart. Restarting can be done with
the K elite nodes either from the previous iteration or
from preceding iterations. Restarting can effectively
help prevent searches from repeating.
Referent-Domain Optimization Strategy. This is a
learning strategy: Products selected often during
search are given increased weights.
An outline of the TS algorithm follows:
TABU_SEARCH
Run original allocation heuristic to get an
initial solution
Update the Elite List to contain the initial solution
while (current iteration<max iteration) 
for each current node of the Elite List 
for each products i, j and shelves k, l of
current node 
Exchange:
evaluate (all possible exchanges)
remove Tabu active nodes
return best K nodes with exchanges
Shift:
evaluate (all possible shifts)
remove Tabu active nodes
return best K nodes with shift performed
Add:
evaluate (all possible products that can be added)
remove Tabu active nodes
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return best K nodes with add performed 
select the best K nodes for current node 
Update Elite List to contain best K chosen from
all nodes
if (Elite List contains less than K nodes)
Restart

Experimental results for the TS approach, together
with comparisons with other approaches studied, are
provided in §9.
8.2. Squeaky-Wheel Optimization
In SWO, introduced by Joslin and Clements (1999), a
construction algorithm ﬁrst processes each element of
a solution in an order that is determined by priori-
ties assigned to each element based on certain crite-
ria. The solution is then examined to determine which
elements are positioned disadvantageously. These ele-
ments are deemed to “squeak” because they con-
tribute negatively to the objective function of the solu-
tion. These “trouble” elements are then advanced to
the front in the ordered priority list so that the con-
struction algorithm handles them earlier when the
next solution is constructed. This process of construct-
ing, analyzing, and reordering is repeated, produc-
ing a variety of candidate solutions to the problem
at hand. In favorable situations, near-optimal or even
optimal solutions can be found with this procedure.
The basic approach in SWO is to form a Construct-
Analyze-Prioritize three-component cycle. The “con-
structor” uses priorities assigned to construct a solu-
tion, employing a greedy algorithm. The “analyzer”
assigns a numerical value as a “blame” factor to each
element that has contributed to the shortcomings in
the solution constructed in the previous step. The
“prioritizer” then modiﬁes the priority list accord-
ing to the blame factor assigned for each element, by
moving elements with greater blames to the front of
the list. We propose an enhanced ﬁve-phase algorithm
for the SSAP that is a hybrid developed by combin-
ing the SWO technique with local search heuristics.
Because the greedy heuristic by itself may not gener-
ate good solutions, SWO ﬁne-tunes the solutions and
reorders the priority list so that “trouble” elements
can be handled earlier. This process can be viewed
as jumping between two search spaces: the solution
and prioritization spaces, where a small change in
prioritization space can result in a large transforma-
tion in the solution space. This allows SWO to ﬁnd
good solutions rapidly. However, there are also many
deterministic limitations that need to be considered
carefully in designing such an algorithm (Joslin and
Clements 1999).
We designed the new ﬁve-phase SWO with Local
Search (SWOL) to overcome possible limitations. Two
new main components are added to the core SWO
Figure 7 The Five-Phase SWO with Local Search
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cycle: a “special constructor” that is only used for
generating the initial solution, and a “local search
adjuster” that serves to enhance constructed solu-
tions. This extended ﬁve-phase cycle is illustrated in
Figure 7.
Initialization. Although SWO ﬁnds solutions rap-
idly, it does not guarantee the feasibility of solutions
generated. For the SSAP with multiple constraints, the
constructed solution tends to violate several hard con-
straints. To obtain feasibility of solutions, it is impor-
tant that the initial solution be feasible. Therefore, a
good initial solution is important.
Blame-Factor Design. The effectiveness of the blame
factor is key to the success of SWOL. We have found
that using a satisfaction factor is appropriate. A sat-
isfaction factor can be described as a subjective value
of how satisfactory the current allocation of a product
and a shelf is when compared with its most favorable
allocation.
To control the scalability of construction so that fea-
sible solutions are constructed, other dynamic values,
including the allocation number and an infeasibil-
ity penalty, are combined with the satisfaction factor.
These are described in greater detail in the next sec-
tion. We also attempt to control the effect misassigned
blame has on the quality of solutions. Due to the
way initial solutions are constructed, it is possible for
the lower bound of solutions to be violated. When-
ever this happens, we have an indication that, in the
current solution, the blame values assigned for some
products are too low to fulﬁll its lower-bound require-
ment. To remedy this situation, we assign additional
blame value to these elements so as to force realloca-
tion in the next iteration.
Local Search. SWO effectively avoids local optima
traps by moving between the two search spaces.
Although this characteristic of making large moves is
an advantage of SWO, it is also a limitation, causing
SWO to be poor at making small tuning moves in
the solution space. To improve on this, we combined
SWOL to explore neighborhoods of good solutions.
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Another reason for employing local search is that
in certain situations, some elements should be han-
dled badly (given lower priorities) to achieve a good
overall solution. SWO alone is unable to achieve good
solutions under such situations because high blame
is assigned to these elements, leading the search fur-
ther from optimal because the constructor will han-
dle them ﬁrst. By performing local search before the
analysis component, these elements are made to keep
their low priorities.
Furthermore, the adoption of adjustments in local
search will allow the constructor to avoid taking
excessive time in evaluating unnecessary alternatives
if the previous conﬁguration already possesses the
characteristics of a good solution.
8.2.1. Implementation. Initial Constructor. We use
Yang’s (2001) initial heuristic to get the initial feasi-
ble solution. This allocation algorithm consists of two
steps. The algorithm ﬁrst checks whether total avail-
able shelf space is large enough to allocate products
in the minimum amounts required. The ﬁrst round
of allocation aims to fulﬁll the minimum number of
allocations required for each product (referred to as
lower-bound constraints), starting with the product
having the greatest unit proﬁt, pik/ai, to the product
with the lowest. The second round uses a greedy
algorithm to allocate each type of product until its
maximum allocation is reached, starting from the one
having the greatest unit proﬁt to the product with the
lowest. A feasible solution is then obtained. The initial
constructor can also use a network ﬂow solution.
Analyzer. We experimented with various methods
of assigning blame. The blame factors that result in
achieving near-optimal value performance comprise
a satisfaction factor, an allocation number, and an
infeasibility penalty. Satisfaction factors are assigned
in such a way that a poorly allocated product in
current iteration is very likely to be blamed highly
so as to get a better allocation in the next iteration.
In the implementation, each product i is associated
with a shelf bestK where it achieves highest proﬁt. If
product i is placed on shelf k, the satisfaction factor
pibestK− pik/ai is assigned. The allocation number is
the current number of facings for product i on shelf k.
It is used to ensure that the solution constructed will
not be far away from infeasibility because the start-
ing point (initial solution) is feasible. Each subsequent
reallocation will not change the total allocation for
each product among all shelves; it will only change
the distribution among shelves. Thus, the allocation
number guides the next SWOL iteration in allocating
the number of facings of the product. However, when
the allocation is changed, it is possible that the result-
ing solution becomes infeasible. When this happens,
an additional allocation number is added to these
“exceptional” products with high blame value so as
to ensure they can be reallocated with more facings in
the next iteration. For pik ranging from 200 to 7,000,
the infeasibility penalty was set to be 105.
Prioritizer. The prioritizer builds an object to record
all information from combined evaluation for each
nonzero placing. Next, it assigns allocation numbers
for each blame factor recorded in this object, together
with information on the current product or shelf and
the ideal product or shelf. It then goes on to construct
the priority list using the object by sorting the prod-
ucts in order of blame value from highest to lowest.
For products with zero-value blame factors, a ran-
dom order will be assigned so that they will be allo-
cated differently for subsequent iterations. A restart
is applied whenever solutions are detected to form
cycles within the solution space.
Constructor. The constructor builds a sequence of
allocations based on the priority list guided by the
prioritizer. The constructor takes an object one at a
time from the beginning to the end of the priority list.
There are many different options involved in alloca-
tion. The best option tested was chosen.
Local Search. This can be the greedy starting algo-
rithm with the three proposed adjustment moves.
9. Experimental Results and Analysis
9.1. SSAP
For problems of small size, an optimal proﬁt value Po
is obtained from exhaustive enumeration, where To is
the actual time taken to compute this proﬁt. For prob-
lems of large size, a proﬁt upper-bound value Pub is
obtained from the network ﬂow model, where Tub is
the time taken to compute this upper bound. For per-
formance comparisons, the upper bound is treated as
optimal although any such upper bound is likely to be
higher than the actual optimal value. The actual proﬁt
obtained and time taken by a heuristic are denoted by
Ph and Th, respectively.
Simulated problems were generated to test the per-
formance of the adjustment neighborhood moves and
the other algorithms. To have accurate and complete
performance comparisons between the two sets of
adjustment methods, new parameter sets are simu-
lated. In total, there are ﬁve sets of parameters gener-
ated: mn: the ordered pair of shelves and products;
Tk: the length of the shelf k; Li: the lower bound for
the amount of facings of product i; 0i: the upper and
lower bound difference for the total facings of prod-
uct i; and ai: the length per facing of product i.
To ensure that our samples were general enough,
we used a random generator for the parameter
sets, within a set range, with a normal distribution.
Moreover, to see how selection of parameter ranges
can affect solution performance, different ranges are
tested for each parameter set.
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Table 2 Parameter Values and Ranges for Large Problems
Parameter Value Range
mn 510 530 550 5100 1030 1050,
10100 3050 30100 [9 values]
ai Random1 A A= 5103050100300 [6 values]
Li Random0 L L= 0103050100 [5 values]

i Random0 
 
= 103050100300 [5 values]
Tk RandomTl/4 Tu Tl =
∑
i Li · ai/m Tu =
∑
i Li +
i  · ai/m
In experimentation with Yang’s (2001) results, we
implemented his original heuristic (Original Heuris-
tic) without adjustments and then ran the ﬁrst two
phases (Preparation and Allocation) of his algorithm,
before applying 1 his adjustment methods (Yang’s
Adjustments) and 2 our neighborhood moves (New
Neighborhood Moves). The remaining algorithms
implemented are as described in the preceding
sections: network ﬂow, TS, and the ﬁve-phase SWOL.
We present the results for large problems ﬁrst because
they are more signiﬁcant.
9.1.1. Results for Large Problems with Limited
Shelf Space. To evaluate the performance of all the
algorithms when the number of shelves and products
is large and the shelf spaces are limited, we choose
the parameter sets to be as shown in Table 2.
For problems of large size, Tl and Tu values are cho-
sen as Tl =
∑
i Li · ai/m and Tu =
∑
iLi + 0i · ai/m,
respectively, which are the total shelf length required
to allocate all products with the amount equal to their
lower bounds or upper bounds, respectively. Thus,
the total shelf space is generally sufﬁcient to allocate
all products and satisfy the lower-bound constraint,
but not enough (limited) to allocate all the products to
reach the upper bounds. The proﬁt pik has a uniform
distribution between 0 and 10.
For each the nine mn pairs, 6 · 5 · 5 · 1= 150 test
cases were run (see Table 2), giving a total of 1350
test cases. Proﬁt and time analysis for large prob-
lems are given in Table 3. The results for the nine
mn pairs are shown in Table 4. From the results
given in Tables 3 and 4, the new neighborhood moves
heuristic, the network ﬂow approach, and the ﬁve-
phase SWOL all outperform the original heuristic and
Yang’s adjustments. The ﬁve-phase SWOL obtains the
Table 4 Detailed Proﬁt Analysis for Algorithms for Large Problems
Algorithm\mn 510 530 550 5100 1030 1050 10100 3050 30100
Original heuristic 9509 9647 9696 9715 9640 9687 9731 9673 9768
Yang’s adjustments 9580 9702 9746 9778 9683 9725 9779 9718 9800
New neighborhood 9828 9904 9931 9949 9857 9891 9927 9837 9893
moves
Tabu search 9762 9748 9734 9736 9668 9710 9736 9676 9769
Network ﬂow 9891 9968 9981 9991 9925 9957 9979 9880 9929
Five-phase SWOL 9934 9977 9979 9987 9942 9954 9967 9899 9941
Best performance 5-p SWOL 5-p SWOL Network Network 5-p SWOL Network Network 5-p SWOL 5-p SWOL
Table 3 Proﬁt and Time Analysis for Large Problems (Time in
Milliseconds, 10−3s)
Average Average Average Average
Ph (Ph/Pub) (%) Th (Th/Tub)
Original heuristic 2403057 9674 198 004
Yang’s heuristic 2411434 9724 4888 004
New neighborhood 2445856 9891 42181 015
moves
Tabu search 2407813 9726 2646649 35094
Five-phase SWOL 2456715 9952 2951272 8760
Network ﬂow 2460330 9946 4240279 10
(Average Pub) (Average Tub)
best performance ratio of 99.52% with an average Th
of 2951272 milliseconds, well within reasonable lim-
its.
Parameter Testing. Experiments were conducted for
different parameter sets: A, L, and 0. In all of these,
our new neighborhood moves, network ﬂow, and
ﬁve-phase SWOL heuristics perform much better than
Yang’s method, while the TS, the weakest of the new
algorithms, does slightly better than Yang’s (2001)
method. We provide an analysis for the parameter L
below for large problems in Figure 8.
Performance for changes in the other parameters, A
and 0, were similar to performance for changes in L.
9.1.2. Results for Small Problems. Similar test-
ing was carried out for instances when the number
of shelves and products is small. In this case, for m
ranging from 2 to 6 and n from 2 to 10, an exhaustive
enumeration algorithm was used to compute actual
optimal proﬁts (Po). A total of 800 test cases were
used. In these, Yang’s (2001) heuristics fared better,
with an average Ph/Po of 97.86%. All new heuris-
tics performed better than Yang’s, with the ﬁve-phase
SWOL again achieving the best results with an aver-
age Ph/Po of 99.16%. Yang’s method obtained an aver-
age for Th/To of 0.87, while the ﬁve-phase SWOL
obtained an average of 48.55 with an average Th of
106.59 milliseconds. Details are given in Table 5.
9.2. Product Groupings and Nonlinear
Proﬁt Functions
The techniques developed for the linear case were
adapted to deal with these models. Speciﬁcally, we
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Figure 8 Performance of Algorithms When the Value of L Changes
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adapted the TS and the ﬁve-phase SWOL heuristics,
which were found to be suitable for these problems
and gave good results.
9.2.1. Results for Product Groupings. We adapted
our TS and the ﬁve-phase SWOL heuristics to deal
with this model by modifying the cost evaluation
functions for each operation they performed. Exper-
iments were conducted with parameters set as in
Table 2, where mn = 510 530 5100
1030 10100 3050 30100; A = 103050;
L = 01020; and 0 = 1020. In all, 126 test cases
were run with pik uniformly distributed between 200
and 7000 and !ij uniformly distributed over −200
and 200. Results were compared against the best
proﬁt, Pmax, obtained for both methods. The ﬁve-
phase SWOL performed best again, with an aver-
age Ph/Pmax value of 99.85% and an average Th of
101723 milliseconds.
9.2.2. Results for Nonlinear Proﬁt Functions. We
adapted the TS and ﬁve-phase SWOL heuristics to
address this class of nonlinear problems through
Table 5 Proﬁt and Time Analysis for Small Problems (Time in
Milliseconds, 10−3s)
Average Average Average Average
Ph (Ph/Po) % Th (Th/To)
Original heuristic 5246 9584 122 084
Yang’s heuristic 5362 9786 129 087
New neighborhood 5400 9848 135 090
moves
Tabu search 5358 9773 532485 368433
Network ﬂow 5293 9641 306 162
Five-phase SWOL 5444 9916 10659 4855
Exact enumeration 5479 100 846350 10
(Average Po) (Average To)
modifying cost evaluation functions for each oper-
ation performed by removing the linear assump-
tion. For our experiments, we tested polynomials and
found that the heuristics were able to handle these
well, giving good results in reasonable times. For
example, taking F = cij · x3/2ij , where the coefﬁcient cij
has a uniform distribution between 200 and 7000,
and the product-shelf range and parameters are those
for the 126 test cases for product groupings, we com-
pared proﬁts against the best proﬁt instance, Pmax,
obtained for both methods and all instances. The ﬁve-
phase SWOL performed best again, with an aver-
age Ph/Pmax value of 99.97% and an average Th of
3772 milliseconds.
All experiments were run on a Pentium 4, 2.5 GHz
PC with 512 Mb of RAM.
10. Conclusion
In this paper, we explored the potential of cer-
tain metaheuristics and their hybrids for solving a
basic shelf allocation problem originally proposed
by Corstjens and Dolye (1981, 1983) and recently
simpliﬁed by Yang and Chen (1999). In our study,
we developed exact upper bounds though a network
model which we used to determine the efﬁciency of
each technique. Also, we developed a network ﬂow
model for the SSAP that gave good results and could
be exploited for its network structure.
As a starting point of our study, we developed
neighborhood moves which could possibly ﬁnd appli-
cation in a wider range of shelf allocation problems,
as they are easily applied. We found these “many-
to-many” moves to be well suited for this problem,
having worked well in improving Yang’s basic hill-
climbing algorithm signiﬁcantly. These new neighbor-
hood moves were important in the development of
techniques given here and provided the good initial
solutions crucial to achieving high-quality solutions.
The potential myriad of constraints and compet-
ing objectives in shelf allocation problems, emanating
from the prerogative needs of the retailing industry
and the need to improve on current results, moti-
vated the exploration of various AI techniques in this
work. Speciﬁcally, a number of metaheuristics and
hybrids were studied. These included TS and SWO.
To exploit these, we used the strategy of combining
a strong local search technique with a metaheuristic,
and experimentation has shown that this hybridiza-
tion strategy worked better than if we used only
a metaheuristic. Indeed, the strategy of embedding
a local search within an extended ﬁve-phase SWOL
metaheuristic worked extremely well for the problem
at hand. As a step towards addressing more com-
plex models and for testing the techniques developed,
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we were able to apply some of the heuristics devel-
oped here to product grouping and nonlinear models,
where they continued to work well.
Near-optimal results are important to shelf allo-
cation and even more so when product-shelf num-
bers are low. In practical applications, including that
of producing planograms, algorithms must consis-
tently provide near-optimal or optimal solutions for
all ranges considered. The implementation of the
ﬁve-phase SWOL is signiﬁcant in that it provides
near-optimal solutions for low-number product-shelf
ranges while giving consistently good results in all
ranges tested, for the linear as well as the nonlinear
problems studied within reasonable timescales.
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