Abstract. We generalise the work of Sarnak-Tsimerman to twisted sums of Kloosterman sums and thus give evidence towards the twisted Linnik-Selberg Conjecture.
Introduction
The study of Kloosterman sums S(m, n; c) = a mod(c) (a,c)=1 e ma + na c , where e(z) = e 2πiz and aa ≡ 1 mod(c),
is interesting for a variety of reasons. One of these reasons is their connection to the spectral theory of automorphic forms. In particular the sign changes of S(m, n; c), for c varying in the arithmetic progression c ≡ 0 mod(s), are related to the Selberg conjecture about the smallest positive eigenvalue of the Laplacian on the space Γ 0 (s) \ H. Concretely we have that the smallest positive eigenvalue λ s 1 ≥ 1 4 if and only if the following conjecture holds (see [13, Theorem 16.9] ).
Conjecture 1 (Smooth Linnik in AP)
. Let m, s ∈ N, g ∈ C 3 (R + , R In this paper however, we are interested in the sharp cut-off variant of the above conjecture. The first non-trivial progress towards this conjecture was made by Kuznetsov [17] , who managed to prove (1.1) by exploiting the Kuznetsov trace formula (see Proposition 6) , which was established in the same paper. The bound (1.1) is still the best known bound to date and the Kuznetsov trace formula has become a very powerful tool in a variety of contexts. In their paper [22] Sarnak-Tsimerman have made the dependence on m, n in (1.1) explicit and moreover achieved a non-trivial bound in the harder 'Selberg' range (C ≤ |mn|). Their result has further been generalised to the arithmetic progressions c ≡ 0 mod(s) by Ganguly-Sengupta [10] , and to c ≡ a mod(r) with (a, r) = 1 by BlomerMilićević [1] . Recently Kiral-Young [16] have indicated a simple approach which allows one to incorporate both congruence conditions c ≡ 0 mod(s) and c ≡ a mod(r) simultaneously (assuming (r, as) = 1).
Motivated by an application to the efficiency of a certain universal set of quantum gates, Browning-Kumaraswamy-Steiner [3] have proposed the following twisted version of the Linnik-Selberg conjecture.
Conjecture 2 (Twisted Linnik-Selberg). Let B, C ≥ 1 and let m, n ∈ Z be non-zero. Let s ∈ N and let a ∈ Z/sZ. Then for any α ∈ [−B, B] we have c≡a mod (s) c≤C 1 c S(m, n; c)e 2 √ mn c α ≪ ǫ,s,B (|mn|C) ǫ , for any ǫ > 0.
In this paper we are concerned with establishing some progress towards this conjecture. Before we state our results we shall introduce some simplifying notation: F G means |F | ≤ K ǫ (Cmns(1 + |α|)) ǫ G for some positive constant K ǫ , depending on ǫ, and every ǫ > 0. Theorem 1. Let C ≥ 1, α ∈ R, s ∈ N and m, n ∈ Z with mn > 0, s ≪ min{(mn) s , where Y t is the Bessel function of the second kind of order t, θ is the best known progress towards the Ramanujan-Selberg conjecture, and the summation t h is over all exceptional eigenfunctions h with eigenvalue 1 4 + t 2 h of the Laplacian for the manifold Γ 0 (s) \ H, where ρ h (n) denotes its n-th L 2 -normalised Fourier coefficient.
A few remarks are in order about this theorem. First we should remark that one has θ ≤ 7 64 by the work of Kim-Sarnak [15] . Next we observe the appearance of a main term, which is contrary to [10] . Indeed, the latter has an erroneous treatment of the exceptional spectrum a . One may further analyse the main term by making use of asymptotics of the Bessel function of the second kind Y t (y) for y → 0. However the reader familiar with Bessel functions may know that these asymptotics behave quite differently for t = 0 and t > 0 and therefore it would generate uniformity issues in the parameter s. One may also bound the main term altogether. In this case one gets the following corollary.
a The compact domain to which they apply the mean value theorem of calculus varies and this may not be circumvented, since if the exceptional spectrum is non-empty then the function they consider has a pole at 0. + min (mn)
1 4 (mn, s) 1 4 s .
As far as the restrictions go in Theorem 1, they are not very limiting. Indeed if s ≥ C 1 2 , then the Weil bound, which gives the bound s −1+ǫ C 1 2 +ǫ , is more than sufficient, and if
2 then one is automatically in the easier Linnik range and for instance the holomorphic contribution is negligible. One may also consider mn < 0, which would lead one to analyse different Bessel transforms, or incorporate the further restriction c ≡ a mod(r) with (a, r) = 1. However, for the latter, an analogue to Proposition 9 for the group Γ 0 (s) ∩ Γ 1 (r) has to be derived. In fact the associated Kloosterman sums for this group admit further cancellation, thus leading to stronger results in terms of the parameter r. Investigations of this sort shall be considered by the author in future work.
For |α| < 1 one may improve Theorem 1 slightly, thereby recovering the results of [22] and [10] .
Theorem 3. Let C ≥ 1, α ∈ R with |α| < 1, s ∈ N and m, n ∈ Z with mn > 0, s ≪ min{(mn) 
(1 − |α|)
−ǫ C (1 − |α|) 
The main goal in [3] was to show that it is possible to improve Sardari's work on covering exponents for S 3 [21] under the assumption that Conjecture 2 holds. It is unfortunate that the derived upper bounds in Theorem 1 and 3 are not strong enough to offer any unconditional improvement. The reason behind this is that in the application one is very deep in the Selberg range, for which the trivial bound is still the best known bound. Discussions on exactly why the Selberg range poses great difficulties can be found in [22] .
Finally, we would like to point out a little gem that is hidden inside Theorem 1.
+ǫ + max{|l|, |m|, |n|} 23 64 +ǫ .
This has as a consequence that either there is cancellation in the sign or very often the inner exponential sum is much smaller than √ c. 
Holomorphic and Maass Forms
In this section we set up some notation and recall necessary facts about holomorphic and Maass forms.
Let H be the upper half-plane and let SL 2 (R) act on it by Möbius transformations:
We consider the following congruence subgroup
For a given cusp a of Γ 0 (s) we fix a matrix σ a ∈ SL 2 (R), such that σ a ∞ = a and if Γ a denotes the stabilizer of a then σ −1 a Γ a σ a = Γ ∞ , where Γ ∞ = {±T n |n ∈ Z} is the stabilizer at ∞ and T = 1 1 0 1 . Such a matrix is called a scaling matrix for the cusp a.
The space of cuspidal Maass forms consists of the real-analytic square integrable eigenfunctions of the Laplacian on the space L 2 (Γ 0 (s) \ H) with respect to the inner product
Such a Maass form h possesses a Fourier expansion of the shape
where W a,b is the Whittaker function, z = x + iy, and
) is the eigenvalue with respect to the Laplacian. A theory of Hecke operators as well as Atkin-Lehner theory can be developed for this space. In particular for a newform h we have
where λ h (n) is the eigenvalue with respect to the n-th Hecke operator, which furthermore satisfies λ h (n) ≪ ǫ n θ+ǫ , where θ = We shall require a special basis of this space which has been worked out in [2] b . For a Maass newform of level r|s define the arithmetic functions
where χ 0 is the trivial character modulo r, and the multiplicative function µ h (c) is defined by the equation
Then an orthonormal basis of Maass forms of level s is given by
We furthermore need a bound on the size of the Fourier coefficient of an element of the above basis. We have
where we have made use of (2.2) and λ h (n) ≪ ǫ n θ+ǫ . Since h is new of level r, but normalised with respect to the inner product of level s (2.1) we further have
, due to Hoffstein and Lockhart [11] . Other Maass forms which are important in our discussion are the Eisenstein series associated to a cusp c. They are defined for Re(τ ) > 1 as
and admit a meromorphic extension to the whole complex plane. They also admit a Fourier expansion of the same shape, which at the point τ = 1 2 + it we write as E c (z,
ϕ c (n, t)W 0,it (4π|n|y)e(nx).
b Corrections can be found at http://www.uni-math.gwdg.de/blomer/corrections.pdf For holomorphic forms the situation is quite analogous. A holomorphic cusp form of weight k ∈ N of level s is a holomorphic function h : H → C that satisfies j(γ, z) −k h(γz) = h(z) for all γ ∈ Γ 0 (s) and is square integrable with respect to the inner product
They admit a Fourier expansion of the shape
and there is a theory of Hecke and Atkin-Lehner operators. For h a newform we have
where λ h (n) is the eigenvalue of the n-th Hecke operator, which furthermore satisfies the bound
+ǫ due to Deligne [4] , [5] and Deligne-Serre [6] . Analogous to the Maass case we have a nice orthonormal basis of the space S k (s) of holomorphic cusp forms of level s and weight k:
We furthermore need a bound on the size of the Fourier coefficients of an element of the above basis. We have (2.8)
where we have made use of the Deligne bound as well as (2.2). We further have the bound
when h is new of level r, but normalised with respect to (2.6); see for example [18, pp. 41,42 ].
Proof of the Theorem
We shall prove a dyadic version of Theorem 1 from which we shall then deduce Theorem 1.
Theorem 5. Let α ∈ R, s ∈ N and m, n ∈ Z with mn > 0 and (m, n, s) = 1. Assume s ≪ min{(mn)
s .
For |α| < 1 we can do slightly better:
We follow the argument in [22] and [10] , and replace the sharp cut off with a smooth cut off and then use Kuznetsov's trace formula. We shall require the following version of the Kuznetsov trace formula.
Proposition 6 (Kuznetsov's trace formula). Let s ∈ N and m, n ∈ Z be two integers with mn > 0. Then for any C 3 -class function f with compact support in ]0, ∞) one has
where
Here h is a sum over an orthonormal basis of Maass forms with respect to the group Γ 0 (s) and the Bessel transforms are given by
where J t (y)is the Bessel function of the first kind of order t.
Proof. See [20] or [7] .
From now on let f (x) = e iαx g(x) with g smooth real-valued bump function satisfying the following properties
is a parameter to be chosen at a later point. Note that we have Supp g ⊆ [
We now wish to compare the smooth sum
with the sharp cut off in Theorem 5. By making use of the Weil bound for the Kloosterman sum we find that their difference is bounded by
Now we apply Kuznetsov (see Proposition 6) to the smooth sum (3.1). This leads to the expression
We shall deal with each of these terms separately. In what follows we shall use many estimates on the Bessel transforms of f , which we shall summarise here, but postpone their proof until Section 4.
Lemma 7. Let f be as in the beginning of Section 3. Then we have
where log + (x) = max{0, log(x)}. For t ≥ 8 we have
t , (3.5)
where 1l I is the characteristic function of the interval I. Finally when |t| ≥ 1 and either
One should mention that similar estimates have been derived previously by Jutila [14] , for a slightly different class of functions and ranges.
3.1. The Continuous Spectrum. The goal of this section is to prove the following bound on the continuous contribution
For this endeavour we need the following lemma.
Lemma 8. Let s = s ⋆ s 2 with s ⋆ square-free and let m, n positive integers. We have
Proof. This is part of [1, Lemma 1] .
Substituting this inequality into (3.11) yields the bound
We split the integral up into three parts
For I 1 we use (3.3) and arrive at
For I 2 we use (3.3) again and arrive at
1.
For I 3 we use (3.9) and arrive at
This concludes the proof of (3.11).
3.2. The Holomorphic Spectrum. The goal of this section is to prove the following inequality (3.12) H s (m, n; f ) 1 + X.
In order to prove this inequality we choose our orthonormal basis as in (2.7). Then
where we have made use of (2.8), (2.9), and dim S k (r) ≪ rk . The latter sum we split up into k ≤ 9 and k > 9. Using (3.3) we find k≡0 mod(2) 9≥k>0
We also find k≡0 mod(2) k>9
Using (3.5) we find
k ≪ ǫ 1.
Using (3.6) we find
Using (3.7) we find
Using (3.8) we find
The claim (3.12) now follows.
3.3. The Non-Holomorphic Spectrum. In this section we shall prove the following two estimates s and for |α| < 1 also (3.14)
(1 − |α|) s .
We shall require the following proposition.
Proposition 9. Let A ≥ 1 and n ∈ N. Then we have for the group Γ 0 (s)
Proof. Let us first prove (3.13). We split the summation over t h in M s (m, n; f ) into various ranges I 1 , . . . , I 4 which are treated individually. They are
The first way to treat the range I 1 is to choose the basis (2.3) and use (2.4) as well as (2.5): .
A second way to treat the range I 1 is to apply the Cauchy-Schwarz inequality in conjunction with Proposition 9 and (3.3):
.
The range I 2 we treat in exactly the same manner and we arrive at the inequalities (3.17) .
The range I 3 we further split into dyadic ranges
Again we can estimate (3.19)
and (3.20)
s , However this time we use (3.9) and (3.10) to deal with the transform. We have (3.21) sup , for l > log 2 (max{1, X s , + min (mn) s , for a sufficiently small δ > 0. For the contribution from I 4 we first note that we have |t h | ≤ θ for t h ∈ I 4 by [15] . We first insert (3.4) and further find (3.24)
Combining the minimum of (3.15) and (3.16), the minimum of (3.17) and (3.18), (3.22), (3.23) with (3.24) gives (3.13).
Let us now turn our attention to (3.14) . This time we split up into the intervals
By making use of (3.3) we find that the contribution from I 1 is bounded by s .
As before we split up I 2 into dyadic ranges I 2 (l) = [2 l , 2 l+1 ], l ≥ 0 and use
which follows from (3.9) and (3.10). Thus we find that the contribution from I 2 is bounded by (3.26)
(1 − |α|) .24) gives (3.14).
Putting things together.
In order to show Theorem 5 we add up all the inequalities (3.2), (3.11), (3.12), (3.13) respectively (3.14), and make the choice T = O(s .
For the remaining range (1 + |α| 
uniformly for t ≤ θ and hence we have
This proves Theorem 1. In order to prove Corollary 2 we need to show
when C ≥ √ mn. This follows from the two estimates
Theorem 3 is proved analogously.
Transform estimates
In this section we prove the claimed upper bounds in Lemma 7 on the transforms of f . Since all the estimates are very different in nature we split them up into multiple lemmata. We generally follow the arguments of [22] and [7] , but tweak them to account for our introduced twist. First we shall need two preliminary lemmata, which will be used frequently.
Lemma 10. Let F, G ∈ C([A, B], C) with G having a continuous derivative. Then
Proof. We integrate by parts and find
from which the first statement is trivially deduced.
Lemma 11. Let G, H ∈ C 1 ([A, B], C) and assume G has a zero and H ′ has at most K zeros. Then we have
, where a is a zero of G. Furthermore we have (GH)
H ∞ by splitting up the integral into intervals on which H ′ has a constant sign.
Lemma 12. Let f be as in the beginning of Section 3 and |α| ≤ 1 then we have
Proof. We follow the proof of Lemma 7.1 in [7] and Proposition 5 in [22] . To prove the first statement we use the Bessel representation
Integration by parts yields
Thus we find
Now clearly f (t) ≪ 1. For X ≥ 1 we can do better though. We have | sin ξ + α| ≥ || sin ξ| − |α||, thus we may assume ξ ∈ [0, 
. Now we just have to note that
Lemma 13. Let f be as in the beginning of Section 3 and |α| ≥ 1 then we have
Proof. As before we find f (t) ≪ 1 and for X ≥ 1 we have
We also require some more refined estimates. For this we consider the different regions of the J-Bessel function. Lemma 14. Let f as in the beginning of Section 3 and |α| ≤ 1. Then we have for t ≥ 8
t ,
where 1l I is the characteristic function of the interval I.
Proof. We require some uniform estimates on the J-Bessel functions of real order. For small argument we have exponential decay
where F (0, x) = log
The left hand side follows from the fact that the first zero of the Bessel function of order t is > t and the right hand side follows from [24, pp. 252-255] . We will also make use of Langer's formulas see [9, pp. 30,89] . The first formula is
where w = x 2 t 2 − 1 and z = t(w − arctan(w)). The second one is
where w = 1 − x 2 t 2 and z = t(artanh(w) − w).
And finally for the transitional range |x − t| ≤ t The first inequality follows directly from (4.2)
t · X X .
Note that if X ≤ 
t .
For the range t − t 
We are left to deal with the range t + t 1 3 ≤ y. We make a change of variable y → ty and we are left to estimate
J t (ty)e iαty g(ty) dy y .
We make use of (4.3) and find z ≫ 1 in this range of y. By making use of Langer's formula (4.3) we introduce an error of the size
which is sufficient. Since z ≫ 1 we are able to make use of the classical estimates (4.7)
Inserting (4.7) into (4.6) introduces another error of the size
where w = y 2 − 1 and z = t(w − arctan(w)). We have z ≫ t min{w 3 , w} and thus we are able to estimate the above as
g(ty)
(y 2 − 1) dy + t
where we have made use of Lemmata 10 and 11 with F (y) = y(y 2 − 1)
and G(y) = g(ty) respectively F (y) = y 
We would like to integrate t(±ω ′ (y) + α)e it(±ω(y)+αy) by parts, but for the sign '− sign(α)' and y 0 = (1 − α 2 ) We have
We have that R ′ (x) is decreasing and positive and hence R(x) is increasing with a zero at y 0 . Furthermore we have R ′′ (x) is increasing and negative. We conclude
For the second factor we have
we find that the contribution from I 3 is at most
We claim that −R(x)(x 2 − 1) 1 4 increases first and then decreases in [1, y 0 ]. For this it suffices to prove that its derivative has exactly one zero in that interval and is positive at 1 + ǫ. Note that since our function is zero at the endpoints we have by Rolle's Theorem that there is at least a zero of the derivative. The derivative is 3αx 2 − 3x(x 2 − 1)
, which is clearly positive at 1 + ǫ. Assume now that we have two zeros y 1 , y 2 in [1, y 0 ]. They both satisfy the equation
Now by Vieta's formula we have
and thus a contradiction. With this information we conclude that if α ≥ Kt
, for some large constant K, we have that the contribution from I 1 is at most
Further more we estimate the integral over I 2 trivially and get the bound
, which we are allowed for K large enough we get that (4.8) is bounded by
We are left to deal with the case α ≍ t we find that in this case one also has a bound of t −1 for I 2 , I 3 . This proves the first half of (4.1).
Let us assume now that α ≥ 2 √ 2 3 such that α is close to 1 and y 0 ≥ 3. Assume 2X/t ≤ y 0 2 , in this case the integral over I 2 and I 3 are 0, furthermore we have
, thus the contribution from I 1 is bounded by
Similarly for 1 3 X/t ≥ 2y 0 we have that the integral over I 1 and I 2 are 0, and furthermore min x∈[2y 0 ,∞) x∈
, hence the contribution from I 3 is bounded by giving a contribution of
Lemma 16. Let f be as in the beginning of Section 3 and |α| ≤ 1 then we have
Proof. We follow the proof of Lemma 7.1 in [7] and Proposition 5 in [22] . To prove the first inequality we use the equation
We have by partial integration
Hence it suffices to bound the latter integral. It is bounded by
For X ≥ 1 this is bounded by
and for X ≤ 1 it is bounded by ≪ ǫ 1 + | log(X)|. The first inequality follows immediately.
The final two inequalities require some more work. Note that f (t) is even in t, thus we can restrict ourselves to t ≥ 1. We make the substitution x → 2tx in the definition of f (t)
and use the uniform asymptotic expansion of the function G iν (νs) from [8] pages 1009-1010 with n = 0.
here ω(x) = 1 + x 2 + log x 1 + √ 1 + x 2 and the error terms satisfy , |1 − |α|| X t 3 2 Therefore the integral (4.9) is bounded by 1 + min X |t| 3 2 , ||α| 2 − 1| −2 X |t|
Proof. We follow the proof of the previous lemma which leads us to estimate:
Set cosh(ϕ) = |α| and note that we have e ϕ ≍ |α| and log(|α|) ≤ ϕ ≤ 1 + log(|α|) for |α| ≥ 1. This leads to f (t) ≪ Thus it suffices to bound the latter integral. We split up the region of integration into three parts I 1 , I 2 and I 3 , where we restrict ourselves to |ξ − ϕ| ≥ 1, |ξ − ϕ| ≤ 1 ∧ ξ + ϕ ≥ 1 and |ξ − ϕ| ≤ 1 ∧ ξ + ϕ ≤ 1, respectively. For X ≥ 1 we have dy.
The integral from 1 to 
