Abstract. The purpose of the present paper is two-fold. The first is to describe the space of continuous functionals for the Smirnov space E p (U), p ≥ 1, when U is a simply connected, bounded domain with Ahlfors regular boundary in terms of functions which are analytic in the complement U c (or dual complement) and have a prescribed boundary behavior on ∂U. As an application of the above results, we give a precise description of the space of continuous functionals acting on the space N H p M (U), p ≥ 1 of holomorphic functions representable by Carleman's formula. Similar results are proven for topological products of bounded simply connected domains with Ahlfors regular boundaries.
Introduction
In Section 2, we describe (E p (Ω)) , p ≥ 1, which is the space of continuous functionals for the Smirnov space E p (Ω), p ≥ 1, ( [13] ), whenever Ω is a bounded, simply connected domain with Ahlfors regular boundary. Recall that a curve γ in C is called Ahlfors-regular if l(γ ∩ K(b, r)) ≤ Cr, where K(b, r) is a disk of radius r, centered at b ∈ C, and l denotes the length of the curve γ ∩ K(b, r). The constant C is independent of the center b and radius r.
We prove that the space (E p (Ω)) equals the space of holomorphic functions in (Ω) c , with some boundary conditions. More specifically, we show that one of the key tools here is the Sokhotski-Plemelj formulas.
We remark here that the topological complement (or exterior) Ω * = (Ω) c ⊂ C is the dual complement for the compact Ω for the case n = 1. For domains in C n , n > 1, the exterior does not play an analogous role to the case n = 1. But for some class of domains, containing the convex ones, the place of exterior in the function theory of a set E ⊂ C n is taken by the set E * , ( [8] ) of all complex hyper-planes which do not intersect the set E. Let us denote by H(D) the space of holomorphic functions in D, equipped with the natural topology. It was proven in ( [2] , [14] ) that (H(D)) = H(D * ). In a forthcoming article, the authors are planning to prove similar results for Hardy-Smirnov spaces in C n with suitable applications. In Section 3, we recapitulate the facts known about the spaces of holomorphic functions representable by Carleman's formula and point out that these spaces are projective limits of the spaces {E p (Ω τ n )} τ n , p ≥ 1. Thus, applying Theorems 2.4 and 2.6, we are led to duality results contained in Theorems 3.5 and 3.7.
In Section 4, we study the Smirnov spaces E p (Ω), whereΩ is an open neighborhood of infinity and give, for p > 1, an alternative, but not equivalent, description of the duality results in Section 2. This is motivated by the fact that there are no Sokhotski-Plemelj formulas for L p -functions on the distinguished boundary of the topological products of domains. The last section (Section 5) is devoted to the duality result of a Smirnov space of a topological product, by using an equivalent, but different description of the dual space to the case n = 1.
Computing (E
Let Ω be a bounded, simply connected domain with Ahlfors regular boundary ∂Ω and φ : D −→ Ω be the corresponding conformal map. We have the following lemma.
Lemma 2.1. Let the domain Ω be as above, then for every f ∈ E p (Ω) p ≥ 1 one has that
Proof. Recall that since ∂Ω is an Ahlfors regular curve, Ω is a Smirnov domain, [19] . This implies that there exists a sequence of polynomials {p n } n that approximates f in L p -norm for p ≥ 1. Hence, for every p ≥ 1 and 0 < ρ < 1, we have that
It is straightforward to see that lim
In order to complete the proof of the second part of the lemma, one observes that the first claim of the lemma implies that the norms satisfy the inequality f •(φ•(ρφ −1 )) p < M, 0 < ρ ≤ 1 for some constant M , where f •(φ•(ρφ −1 (ζ))) = f (φ(ρφ −1 (ζ))), and hence the inequality
is valid ( [16] ). Taking the limit ρ −→ 1 − we obtain the desired result. 
and thus every functional F ∈ (E p (Ω)) is described by the action of a unique function h ∈ A q 0 (Ω c ) as
Proof. We begin by observing that since E p (Ω) is a closed subspace of L p (∂Ω), The Riesz Theorem implies that every not-identically zero F ∈ (E p (Ω)) is represented by an element g ∈ L q (∂Ω) and its action on a polynomial p(z) is the following
c . Thus, the action of the continuous functional g in (2.3) on polynomials can be described by the action of the continuous functional described by the exterior Cauchy type integral
c is a holomorphic function and and vanishes at infinity. Furthermore, since ∂Ω is Ahlfors regular, the boundary values −C The problem is that for ρ > 1, the curve γ ρ = φ(ρφ −1 (ζ)), ζ ∈ ∂D may not be defined and thus the equality
fails to hold. On the other hand, the value of the integral in the right hand-side of (2.4) is independent of γ. The question is if it coincides with the value (2.6) taking into account the identity
where C * int,g (ζ) is the boundary value of the Cauchy type integral from the interior of the domain belonging to the space L q (∂Ω). We will prove that
It is enough to prove (2.8) for polynomials since in domains with Ahlfors regular boundary every element f ∈ E p (Ω) can be approximated by polynomials in L p norm. Thus, for 0 < ρ < 1 close enough to 1, we have
Taking the limit as ρ −→ 1 − , the first integral tends to zero. The second integral also tends to zero after using Hölder's inequality and Lemma 2.1. Thus (2.8) is valid. Then (2.3), (2.7) and (2.8) imply that
Furthermore, (2.8) implies that the angular boundary value C * int,g (ζ), which is a function belonging to the space L q (∂Ω), of the interior Cauchy integral
for all n ∈ N. This implies
for all z ∈ Ω c . The last equality at the boundary ∂Ω implies that
or, equivalently the condition of the Definition 2.3: 
Proof. The proof follows the steps in the proof Theorem 2.3. We observe that the Riesz Theorem implies that every not-identically zero F ∈ E 1 (Ω) is represented by an element g ∈ L ∞ (∂Ω), and its action on a polynomial p(z) is described by integrals (2.3) or (2.4) over an Ahlfors regular curve γ ∈ (Ω) c . Thus, the action of the continuous functional g in (2.3) on polynomials can be described by the action of the analytic functional defined by the exterior Cauchy type integral
is holomorphic in (Ω) c and vanishes at infinity. Furthermore, the boundary values −C where C * int,g (ζ) is the angular boundary value of the interior Cauchy integral
. Actually, for ρ < 1, we have from Lemma 2.1 that
Thus, in the particular case when p(φ(ζ)) = φ n (ζ), one has, from uniform approximation by polynomials p m of the continuous function φ n over the set ∂D, that (2.14)
and hence, we deduce 
This means that
). Combining this with (2.12), we have that
that is, a product of two functions from L 1 (∂D) belongs again to L 1 (∂D). We remark that there exists no k ∈ N such that ∂D 
The second limit on the right-hand side exists and defines a functional that vanishes identically on E 1 (Ω). Thus, for g ∈ L ∞ (Ω), the functional defined by
dζ, where the singular integral on the right hand-side is understood as the limit from the exterior of the unit disk. Since φ ∈ H 1 (D), we have that the coefficient of
is a boundary value of the exterior Cauchy integral
w−z dw. This completes the proof of the theorem.
Duality for holomorphic functions represented by Carleman's formulas in U ⊂ C
We begin by recalling briefly what a Carleman integral representation formula for holomorphic functions is.
Let U ⊂ C be a bounded, simply connected domain whose rectifiable boundary ∂U contains an Ahlfors-regular arc M , whose Lebesgue measure (length) satisfies the inequality 0 < l(M ) < l(∂U). Let us assume for the moment that f ∈ E p (U), p ≥ 1, and that the harmonic function u(x, y), (x, y) ∈ U is the solution to the Dirichlet problem
The Poisson-Green integral formula extends the function u harmonically inside the domain U to the above mentioned function u. Thus one obtains the holomorphic function
whereṽ(z) is the conjugate harmonic function ofũ(z), satisfying the following relations i) |e φ(z) | = e almost everywhere, when z ∈ M and ii) |e φ(z) | = 1 almost everywhere, when z ∈ ∂U \ M . We remark that 1 < |e φ(z) | < e, whenever z ∈ U. In general, every function ϕ ∈ E ∞ (U), satisfying the properties i) and ii) above, is called a quenching function off the arc (set) M . While solving the Dirichlet problem shows us that quenching functions always exist, one can also find them ad-hoc. Thus, for every function f ∈ E p (U), 1 ≤ p < ∞, and a quenching function 
where ϕ(ζ) = e φ(ζ) . The formula (3.3) is the Carleman integral representation formula supported by the arc M . Actually, when f ∈ E p (U), 1 ≤ p < ∞, for the derivation of the formula (3.3) it was enough for M to be just a measurable subset of the boundary ∂U, with Lebesgue measure satisfying 0 < l(M ) < l(∂U). It is in the opposite direction that we have to require M ⊂ ∂U to be an Ahlforsregular arc. To be more specific, let U be bounded, simply connected, domain with rectifiable boundary and M ⊂ ∂U be an Alhfors-regular arc, whose Lebesgue measure satisfies 0 < l(M ) < l(∂U). Let f be a function holomorphic in U, whose angular boundary values on M , denoted also by f , belong to the space
Assume that such a function f satisfies the equality (3.3), for some quenching function φ attached to the arc M . Then the question is: what is the class of such functions? For general domains and measurable sets M the answer is not known, since the problem is not conformally invariant, but for a number of cases described in [5] , [6] , [7] , [11] , [12] , [18] we have the precise description for this class of function. Before formulating the above known results, we introduce some notation. Let ϕ be the quenching function off the Ahlfors-regular arc M ⊂ ∂U. For every positive τ > 1, define the domain
It is obvious that the sets ∂U τ ∩ ∂U = M τ ⊂ M are non-empty and that the equality M τ = M is not excluded. Also one notices that U τ 1 ⊂ U τ 2 , whenever τ 1 > τ 2 . Furthermore, for any sequence of positive numbers {τ n }, τ n > 1, strictly decreasing to 1, we form the exhausting sequence of the domains
This sequence of domains is called exhaustion of the domain D attached to the set M . This exhaustion is, in some sense, subordinated to the quenching function ϕ off the set M , because lim
What is not known in general and is crucial for the proof of the above results, is exactly when the arc ∂U τ \M τ is Ahlfors-regular arc, or equivalently, when the level curve of the quenching function {|ϕ(ζ)| = τ } is an Ahlfors-regular curve. All known examples are to be found in [5] , [6] , [7] , [11] , [12] , [18] . Let f be function holomorphic in a bounded, simply connected domain, whose boundary ∂U contains an Ahlforsregular open arc M . Assume that f has angular boundary values a.e, denoted also by f , on the open arc M and satisfy the property f ∈ L p (M ), 1 ≤ p < ∞. Assume, furthermore, that the quenching function ϕ off the set M defines an Ahlfors regular exhausting sequence {U τ n } of the domain U. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms every n = 1, 2, . . . ,, using a Cauchy integral formula, it is easy to show that
On the other hand, if (3.5) is valid point-wise, for any 1 ≤ p < ∞, then one has that f ∈ E p ((U τ ), for every 1 < τ < ρ. The proof of the last claim is more complicated. In the case 1 < p < ∞, it is proved using the continuity of the Cauchy operator over the Ahlfors-regular curves. In the case p = 1, the proof is more intricate and in all cases known to us (see [5] , [6] , [7] , [11] , [12] , [18] 
where {U τ n } is an Ahlfors-regular exhaustion of U, attached to the arc M and subordinated to a quenching function ϕ off the set M . 
Using Definition 3.1, it is shown below that the space N H p M (U) is the projective limit of the normed spaces {E p (U τ n ), · p,τ n }, where the norms are defined by
Actually, in order to simplify our constructions, we will consider the spaces E p (U τ n ), n ∈ N , equipped with the equivalent norms
The construction of projective limits of locally convex vector spaces introduces for every τ n > 0, and for everyp ≥ 1, the restriction maps
The maps r τ n are linear and for every f ∈ N H p M (D), f ≡ 0 one has that r τ n (f ) = 0. Thus, the family
is a projective system. For such a projective system, we introduce the countable system of norms (semi-norms):
where E({τ n }) is the countable set of all finite subsets of {τ n }. This system induces the projective topology on the space N H p M (U), ( [15] ). This topology is the coarsest 
we deduce that the projective topology is described also by the metric
for every 1 ≤ p < ∞, since it defines a topology coarser than S. The metric ϕ makes (N H p M (U), ϕ) a F rèchet space for every 1 ≤ p < ∞. All of the above are summarized in the following
We recall a known theorem about the dual of countably normed spaces [15] which states that
where the union on the right hand-side means the vector space generated by finite linear combinations of elements from E P (U τ n ) , n = 1, 2 . . . , . 
where, as usual, Proof. Theorem 2.4 and relation (2.2) imply the equality (3.9). In order to prove the uniqueness we assume that two functions
Then there exists an index n 0 so that both functions h 1 , h 2 are holomorphic in (U τ n 0 )
c and vanish at infinity. Then the kernel f (ζ) = 
The uniqueness theorem for angular boundary values implies that h 1 = h 2 . (3.10) and the representation of the type (2.2) for every functional is unique.
Proof. Theorem 2.6 and the relation (2.11) imply the equality (3.10). The uniqueness follows as in the previous theorem. 
Smirnov spaces E p (Ω) for open neighborhoods of infinity

If Ω is a bounded, simply connected domain, containing the origin, then Ω =Ĉ \ (Ω) is an open neighborhood of infinity in the one
(4.1) φ(ζ) = ζ + a 1 ζ + · · · + a n ζ n + . . . .
Thus, if one denotes by
We remark that μ extends to the boundary of the unit disk as a homeomorphism too. Next we have the following definition, taking into account that a complement in (Ĉ) of bounded Smirnov domain is not necessarily an unbounded Smirnov domain. The basic example ofΩ is the complement of the closed unit disc. In this case φ is the identity map and thus φ ( License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms f so that f (φ(j(z)) holomorphic in the unit disk D. In particular, such a function has a Laurent expansion in a neighborhood of ∞ ∈Ω:
However, if γ is a simple, close curve inΩ containing ∞ in its in interior and f is holomorphic function inΩ, then the equality γ f (w)dw = 0,
This means that f (φ(j(z)) can be expressed locally, in a neighborhood of z = 0 as
is an outer function. This leads to the following definition of holomorphic functions inΩ, whenΩ is a Smirnov domain in the sense of the above definition. Therefore, in this setting, we say that f (ζ) ∈ E p (Ω) if and only if f ∈ H ∞ (Ω) and
where H p (D), p ≥ 1, denotes the usual Hardy space in the unit disc. Furthermore, it follows directly from the definition of f (ζ) ∈ E p (Ω) that f (∞) = 0 and thus
Next, for p > 1, we consider the space
Proposition 4.1. Let Ω be a bounded simply connected domain containing the origin. If ∂Ω is a rectifiable Jordan curve then 
Hence,
where the norms f p , 
is valid.
Proof. The proof follows along the lines suggested in [19] . For every f ∈ L p (∂Ω), p > 1, one considers the Cauchy type integrals
Their angular boundary functions F *
Since the curve ∂Ω = ∂Ω is regular, the Calderon operators C Ω :
Furthermore, if R Ω (∂Ω) denotes the rational functions inΩ vanishing at ∞ with poles in Ω and RΩ(∂Ω) denotes the rational functions in Ω with poles inΩ, then it is easy to show that the set R(∂Ω) = RΩ(∂Ω) ∪ R Ω (∂Ω) is dense in L p (∂Ω) for p > 1. The key point in the proof of this claim is the continuity of the Calderon operators. Furthermore, ker C Ω = H p (Ω) and ker CΩ = H p (Ω). For any f ∈ R(∂Ω) one has 
Now, we observe that if f ∈ H p (Ω), then there exists a sequence of elements
CΩf n and hence we deduce that H p (Ω) = E p (Ω), whenever p > 1. Furthermore, the equality H p (Ω) = E p (Ω) (since the bounded domain Ω is Smirnov) implies (4.5).
The final fact needed is the content of the following proposition. Proof. Let us assume that the function φ (
where G is an outer function and S is an inner function. We define the function
where μ is defined by (4.2). We claim that F (μ(z))(φ )
Remark 4.3. The above results imply therefore that in the case the domain Ω containing the origin has an Ahlfors regular boundary, then the complement of its closureΩ is a Smirnov domain containing infinity.
The next corollary directly follows. 
Furthermore, one can use the result of Proposition 4.1 and the results of Section 3 to prove the following theorem. 
Proof. The first part follows directly from the relation (4.5). The second part follows along the lines of section Section 3, by noting that one is required to shift the domains Ω τ n , in order to allow to treat cases of domains that do not contain the origin.
We conclude this section by pointing out that the spaces E p (Ω) and the space A p 0 (Ω c ) are different (but isometric), since their description involves the boundary behavior of conformal mappings of complementary domains.
The duality of Smirnov spaces
E p (D 1 × D 2 ) over
the product of Smirnov domains
For reasons of simplicity, in the present section we will state and prove some results for the spaces 1 2π
, then the non-tangential boundary value of the function f , denoted also by f , exists almost everywhere on T 2 and furthermore this boundary value satisfies the equality f (ζ 1 , ζ 2 ) = lim
where z i belong to the triangular domain in D with vertex at the point
by the Fubini Theorem. Also, the radial limit lim
This observation leads to the next lemma (first proven for bounded, complete Reinhardt domains in [1] , see also [4] License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
Proof. Restricting f to the one dimensional disc α z 0 ∩ D 2 when z 0 = (z 01 , z 02 ) ∈ T 2 and applying the classical Smirnov Theorem, we deduce that 
Proof. The proof is direct modifications of arguments to be found in ( [13] ).
Consider now the product domain D 1 × D 2 , where D i , i = 1, 2, are bounded, simply connected domains, whose boundaries ∂D i , i = 1, 2, are Smirnov curves. For the rest of the paper we will call them Smirnov domains. Let {S n,m = l 1n × l 2m } be a sequence of (orientable) surfaces in C 2 of real dimension 2, where l 1n and l 1m are closed, Smirnov curves for i = 1, 2 and n, m ∈ N. We say that S n,m −→ ∂D 1 × ∂D 2 , whenever n + m −→ ∞ if and only if for every compact
, where Int(l ij ) denotes the bounded component of C \ l ij for i = 1, 2, whenever j = n or j = m. Now we are ready to introduce the Smirnov space 
Denote by S r 1 ,r 2 smooth the surface
Proof. Let φ n,m = (φ 1n , φ 2m ) be a sequence of mappings, where φ ij : D −→ Int(l ij ), φ ij (0) = 0, φ ij (0) > 0 are the conformal mappings from the Riemann Mapping Theorem for i = 1, 2, and for n, m ∈ N. We observe that the determinant of the complex Jacobian of the mapping φ n,m = (φ 1n , φ 2m ) is equal to φ 1n φ 2m and that this determinant has singularities on the surface T 2 = ∂D × ∂D on a set of 
The relations above imply that
Taking the iterated limits with respect to n and m (see (5.4)), we have
This concludes the proof of the proposition.
As a direct consequence, we have the following Corollary 5.4. The following are equivalent:
and its angular boundary value function, denoted also by f , is defined almost everywhere in
Thus 2) of the above corollary implies the existence of angular and radial limits. The latter are computed by We now turn to an application of Theorem 5.2, by describing the dual of the space of holomorphic functions defined in a product of Smirnov domains, which are representable by Carleman's integral formula, supported on l 1 × l 2 ⊂ ∂D 1 × ∂D 2 . In [6] we proved the existence of Carleman's formula, supported on a subset of Shilov boundary for the case p > 1. In particular, we proved that the space N H p l 1 ×l 2 (D 1 × D 2 ) of holomorphic functions representable by Carleman's formula from their values on the surface l 1 × l 2 is essentially characterized as one being a projective limit of suitable sub-domains (which are topological products of the corresponding one dimensional sub-domains). In this context, we have the following corollary. for every j = 1, 2 and for every 1 < τ n < ρ. Then, for 1 < p < ∞, we have that
