Multicategory angle-based large-margin classification by Zhang, Chong & Liu, Yufeng
Multicategory angle-based large-margin classification
Chong Zhang and Yufeng Liu
Department of Statistics and Operations Research, University of North Carolina, Chapel Hill, 
North Carolina 27599, U.S.A.
Chong Zhang: chongz@live.unc.edu; Yufeng Liu: yfliu@email.unc.edu
Summary
Large-margin classifiers are popular methods for classification. Among existing simultaneous 
multicategory large-margin classifiers, a common approach is to learn k different functions for a k-
class problem with a sum-to-zero constraint. Such a formulation can be inefficient. We propose a 
new multicategory angle-based large-margin classification framework. The proposed angle-based 
classifiers consider a simplex-based prediction rule without the sum-to-zero constraint, and enjoy 
more efficient computation. Many binary large-margin classifiers can be naturally generalized for 
multicategory problems through the angle-based framework. Theoretical and numerical studies 
demonstrate the usefulness of the angle-based methods.
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1. Introduction
Classification is an important supervised learning technique with numerous applications. 
Given a training dataset with subjects having both covariates and class labels, the goal is to 
build a classifier that predicts the label for a new subject. Existing techniques for 
classification include Fisher linear discriminant analysis, logistic regression, support vector 
machines and boosting; see Hastie et al. (2009).
Large-margin classifiers in machine learning have attracted a lot of attention in recent years. 
Typically a large-margin classification method can be written in the regularization 
framework of loss plus penalty. The loss term measures the goodness of fit of the resulting 
classifier, and the penalty term controls model complexity and helps to prevent overfitting. 
Many existing binary classification methods belong to the large-margin classification 
framework, such as adaboost (Freund & Schapire, 1997), penalized logistic regression (Lin 
et al., 2000), import vector machines (Zhu & Hastie, 2005), support vector machines (Boser 
et al., 1992), ψ-learning (Shen et al., 2003), and large-margin unified machines (Liu et al., 
2011).
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Although binary large-margin classifiers are popular, extensions are needed for 
multicategory problems. One simple approach is to deal with a multicategory classification 
problem via a sequence of binary classifiers. Both the one-versus-one and one-versus-rest 
approaches are sequential binary methods, which are invariant with respect to the order of 
the class labels. These methods can be suboptimal in certain situations. For example, the 
one-versus-rest support vector machine method can be inconsistent when there is no 
dominating class (Lee et al., 2004; Liu & Yuan, 2011). Hence, it is desirable to study 
frameworks that consider all classes simultaneously for multicategory classification 
problems.
For a simultaneous classification problem with k > 2 classes, a common approach in the 
literature is to map the covariates to a classification function vector with length k. In this 
framework, one associates each class with a coordinate in the function vector. The 
prediction rule assigns the class label to the category that corresponds to the maximum 
element within the function vector. A sum-to-zero constraint on the function vector is 
commonly used to reduce the parameter space as well as to obtain desirable theoretical 
properties. Many proposed methods follow this framework. See, for example, Vapnik 
(1998), Crammer & Singer (2001), Lee et al. (2004), Zhu & Hastie (2005), Liu & Shen 
(2006), Zhu et al. (2009) and Liu & Yuan (2011). However, as binary large-margin 
classifiers estimate a single function to perform classification using its sign, for a k-class 
problem, it should be sufficient to consider a (k − 1)-dimensional classification function 
space. Therefore, existing simultaneous classifiers with the sum-to-zero constraint can be 
inefficient. The corresponding computation is more involved as well. Apart from 
inefficiency, the geometric interpretation of maximum separation for binary support vector 
machines is well understood, while the extension to multicategory support vector machines 
is much less clear.
To overcome these difficulties, we propose a new multicategory angle-based large-margin 
classification technique that not only provides a natural generalization of binary large-
margin methods, but also overcomes the disadvantages of the existing methods mentioned 
above. In particular, we consider a k-vertex simplex structure in an Euclidean space, whose 
dimension is k − 1, one less than the number of categories (Hill & Doucet, 2007; Lange & 
Wu, 2008). Our notation of a k-vertex simplex is centred at the origin with equal pairwise 
distances among the vertices. The classification function vector maps the covariates of a 
given instance to the Euclidean space wherein the simplex lies. In the (k − 1)-dimensional 
space, each vertex of the simplex represents one class and is a (k − 1)-dimensional vector. 
The prediction rule assigns the given instance to the category whose corresponding vertex 
vector has the smallest angle with respect to the mapped classification function vector. The 
details of class label representations using a simplex and the prediction rule are introduced 
in § 2.
Compared to the regular simultaneous multicategory classification methods, the angle-based 
method has several attractive properties. First, the geometric interpretation of the least angle 
prediction rule is very easy to understand through our newly defined classification regions. 
See Fig. 1(a) in § 2. The corresponding functional margin can be directly generalized from 
the binary to the multicategory case. See Chapter 6 of Cristianini & Shawe-Taylor (2000) 
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for the definition of functional margin. The minimizers of the new multicategory large-
margin unified machines using the angle-based structure help us to better understand the 
transition behaviours from soft to hard classifiers (Wahba, 2002; Liu et al., 2011). Second, 
our angle-based method enjoys a lower computational cost than the regular procedure with 
the sum-to-zero constraint, as we implicitly transfer the constraint onto our newly defined 
functional margins. Furthermore, we show that the angle-based method has many desirable 
theoretical properties. In particular, we provide some theoretical insights on the advantages 
of our angle-based method in § 3·5. Despite the sum-to-zero constraint, using k classification 
functions instead of k − 1 can introduce extra variability in the estimated classifier. This can 
reduce the classification performance of the regular simultaneous classifiers. In linear 
learning problems with high dimensional predictors, this extra variability can be large. 
Consequently, the angle-based methods can significantly outperform the regular 
simultaneous methods. We confirm this insight numerically by comparing our angle-based 
methods with some existing simultaneous multicategory classifiers. We also show that the 
numerical performance of our angle-based method is competitive for nonlinear problems 
using kernel learning.
2. Methodology
2·1. Binary large-margin classifiers
Suppose we are given a training dataset, {(x1, y1), …, (xn, yn)}, obtained from an unknown 
underlying distribution P(x, y). In classification problems, one important goal is to find a 
classifier so that the corresponding misclassification rate is minimized. Our focus in this 
paper is on large-margin classifiers. We first review binary large-margin classifiers in this 
section, and then introduce the new angle-based methodology for multicategory problems in 
§ 2·2.
For simplicity, we first discuss binary problems, with y ∈ {1, −1}. In that case, we have a 
single classification function f with sign (f) as the corresponding prediction rule. 
Specifically, for an instance with covariates x, the predicted class is ŷ = 1 if f(x) ≥ 0, and ŷ 
= −1 otherwise. Correct classification occurs if and only if yf(x) > 0. This quantity yf(x) is 
known as the functional margin. Given the classification function f, the theoretical 0–1 loss 
can be expressed as L{yf(x)} = I[y ⧧ sign{f(x)}], where I(·) is the indicator function. Because 
L is discontinuous and nonconvex, direct minimization of the total empirical 0–1 loss is 
difficult. To overcome this challenge, a common approach is to use a surrogate convex loss 
function in place of L. Let ℓ(·) be a convex upper bound of L. A large-margin classifier 
solves the minimization problem min. , or alternatively min. 
, subject to J(f) ≤ s, where F is the functional space of interest, J(f) 
is the penalty term on f to control its complexity and consequently prevent the resulting 
classifier from overfitting, and λ, s are tuning parameters that balance the goodness of fit and 
the penalty terms.
The use of the loss ℓ circumvents the difficulty of minimizing the 0–1 loss L. In the 
literature, many binary classification methods use a nonincreasing ℓ to encourage a large 
functional margin yf(x). For example, the support vector machine uses the hinge loss ℓ(yf) = 
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(1 − yf)+ (Vapnik, 1998;Wahba, 1999), logistic regression uses the deviance loss ℓ(yf) = 
log{1 + exp(−yf)} (Lin et al., 2000; Zhu & Hastie, 2005), boosting approximately uses the 
exponential loss ℓ(yf) = exp(−yf) (Freund & Schapire, 1997), and the large-margin unified 
machine uses the large-margin unified loss function (Liu et al., 2011). See the 
Supplementary Material for details. This family provides a convenient platform for studying 
the transition behaviour from soft to hard binary classifiers (Wahba, 2002). When c = 0, the 
large-margin unified machine loss is a typical soft classifier, and when c → ∞, the large-
margin unified machine loss becomes the hinge loss in the standard support vector machine, 
which is a typical hard classifier.
2·2. Multicategory angle-based large-margin classifiers
Multicategory problems are prevalent in practice. In that case, it is desirable to extend binary 
large-margin classifiers to multicategory versions.
For multicategory problems, let Y ∈ {1, …, k}, where k > 2 is the number of classes. The 
regular simultaneous procedure maps x to f(x) ∈ ℝk, and the corresponding prediction rule is 
ŷ = argmaxj fj(x), where fj is the jth element of f. A sum-to-zero constraint on f is typically 
imposed, and many statistical properties such as Fisher consistency can be derived. This 
constraint is commonly used in the literature, see for example, Lee et al. (2004), Wang & 
Shen (2007), Zhu et al. (2009), Liu & Yuan (2011), and Zhang & Liu (2013). However, 
since only one function is needed for binary classification, it should be sufficient to use k − 1 
functions for k-class problems. Hence, to construct k functions and remove the redundancy 
by the sum-to-zero constraint can be inefficient. Furthermore, the corresponding 
optimization problem can be more challenging as well. See the discussion in § 4 for more 
details. The angle-based method we introduce next overcomes the difficulties mentioned 
above. We give some geometric explanations on how angle-based classifiers work for 
multicategory classification problems. Without the sum-to-zero constraint, the 
computational speed of our angle-based methods can be significantly faster than the regular 
methods.
To begin with, we define a specific simplex in a (k − 1)-dimensional space, as studied in 
Lange & Wu (2008). We propose large-margin classifiers using the simplex coding, while 
the classifiers introduced in Lange & Wu (2008) and Wu & Wu (2012) are regression-based 
methods. In this setting, a simplex is defined as a k-regular polyhedron in a (k − 1)-
dimensional Euclidean space. For example, when k =3, the simplex is an equilateral triangle 
in ℝ2, and when k = 4, it is a regular tetrahedron in ℝ3. For a multicategory classification 
problem with k classes, define W as the collection of k vectors in ℝk−1 with elements
where ζ is a vector with length k − 1 and each element 1, and ej is a vector in ℝk−1 such that 
its every element is 0, except the jth element is 1. One can check that W = {W1, …, Wk} 
forms a simplex with k vertices in the (k − 1)-dimensional space. The centre of W is at the 
origin, and each Wj has Euclidean norm 1.
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The set {W1, …, Wk} defines k directions in ℝk−1, and the angles between any two 
directions are equal. Every vector in ℝk−1 generates k different angles with respect to {W1, 
…, Wk}. Assume that the angles are in [0, π]. Let Wj represent class j. For a fitted f̂, our 
method is to map x to f̂(x) ∈ ℝk−1, and predict ŷ to be the class whose corresponding angle 
is the smallest. In particular, we let ŷ = argminj ∠(Wj, f̂), where ∠(·, ·) denotes the angle 
between two vectors. Based on the prediction rule, we can split the space ℝk−1 into k disjoint 
classification regions, whose definition is given below, together with a boundary set.
Definition 1—A classification region with respect to class j, Cj (j = 1, …, k), is the subset 
of ℝk−1, such that if f̂ ∈ Cj, then ŷ = j.
The classification regions are closely connected to the prediction rule. In Fig. 1(a) we plot 
the classification regions for the angle-based method with k = 3. For a given vector f ∈ ℝk−1, 
∠(Wj, f) is smallest if and only if the projection of f on Wj is the largest for j =1, …, k. In 
other words, ∠(Wj, f) being smallest is equivalent to 〈f, Wj〉 > 〈f, Wl〉, for l ⧧ j, where 
 is the inner product of vectors x1, x2, and xT is the transpose of x. Moreover, 
the smaller ∠(Wj, f) is, the larger 〈f, Wj〉 is. Therefore, for any binary large-margin loss 
function ℓ(·), we propose to solve the following optimization for the angle-based classifier
(1)
By duality with convex ℓ and J, (1) is equivalent to the optimization problem
(2)
subject to J(f) ≤ s. Our prediction rule is now equivalent to ŷ = argmaxj 〈f̂(x), Wj〉. The value 
〈f(x), Wy〉, which is equivalent to the projected length of f(x) on Wy, can be viewed as a 
generalized functional margin of (x, y), and ℓ{〈f(x), Wy〉} measures the loss of assigning the 
label y to x, in terms of the inner product between f(x) and Wy. From this perspective, the 
loss function in (1) and (2) encourages ∠{Wyi, f(xi)} to be as small as possible, or 
equivalently, it encourages the projection of f(xi) on Wyi to be as large as possible. Notice 
that , which means we implicitly transfer the sum-to-zero constraint on the 
classification function vector f in the regular simultaneous multicategory classification to our 
new functional margins 〈Wj, f〉. Hence, without an explicit constraint on the classification 
function f, we reduce the computational burden of the optimization problem. As we will see 
in § § 5 and 6, it is much more efficient to compute the angle-based classification solution 
than the regular multicategory classifiers with k functions.
The representation of the multicategory class label using the simplex structure was used in 
the literature previously. Some special cases with certain loss functions have been studied in 
the literature using the simplex class coding, such as the ε-insensitive loss (Lange & Wu, 
2008; Wu & Wu, 2012), boosting (Saberian & Vasconcelos, 2011) and support vector 
machines (Hill & Doucet, 2007). Our method is more general and covers general large-
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margin classifiers. The methods proposed by Saberian & Vasconcelos (2011) and Hill & 
Doucet (2007) can be viewed as special cases of the angle-based structure.
3. Statistical properties
3·1. Fisher consistency and theoretical minimizer
Fisher consistency is also known as classification calibration (Bartlett et al., 2006; Tewari & 
Bartlett, 2007), or infinite sample consistency (Zhang, 2004a). Intuitively, when the 
functional space F is large enough and we have infinitely many samples, the prediction rule 
for a Fisher consistent large-margin classifier should yield the minimum misclassification 
rate. It is a fundamental requirement of a classification loss function.
Define the class conditional probabilities Pj = pr(Y = j | X = x) (j = 1, …, k). Under our 
angle-based prediction rule, Fisher consistency requires that for a given x such that Py > Pj (j 
⧧ y) for some y ∈ {1,…, k}, the vector f*(x) that minimizes E[ℓ{〈f(X), WY〉} | X = x] satisfies 
that y = argmaxj 〈f*(x), Wj〉 and such an argmax is unique. In other words, Fisher 
consistency requires that f* ∈ Cy, where f* is the theoretical minimizer. Next we show that 
the angle-based method is Fisher consistent if the loss ℓ has a negative derivative function.
Theorem 1—The angle-based classification loss function ℓ in (1) and (2) is Fisher 
consistent if the derivative ℓ′ exists and ℓ′(x) < 0 for all x.
The logistic loss, the exponential loss, and the large-margin unified machine family with c < 
∞ meet the conditions of Theorem 1, and thus are all Fisher consistent. For the support 
vector machine, the hinge loss is not differentiable and hence does not satisfy the condition 
of Theorem 1. As the large-margin unified machine family includes the hinge loss as a 
special case with c → ∞, we show that the multicategory angle-based support vector 
machine is not Fisher consistent, by studying the theoretical minimizer f* of the entire large-
margin unified machine family. The next theorem gives the explicit expression of f* in terms 
of Pj (j = 1, …, k).
Theorem 2—Consider the angle-based method with ℓ in the large-margin unified machine 
family. Assume that P1 > ⋯ > Pk > 0. The theoretical minimizer f* satisfies
for a ∈ (0, ∞) and c ∈ [0, ∞]. Hence 
. For a = ∞ and c ∈ [0, 
+∞], we have that
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In this case, .
For any fixed (P1, …, Pk) in Theorem 2 and a < ∞, we have 〈W1, f*〉 − 〈W2, f*〉 = 
a{(P1/Pk)1/(a+1) − (P2/Pk)1/(a+1)}/(c + 1). As c increases, the difference in the functional 
margins 〈W1, f*〉 − 〈W2, f*〉 decreases, and consequently the difference between ∠(W1, f*) 
and ∠(W2, f*) decreases. Hence, one can verify that as c increases, the theoretical minimizer 
f* stays in C1 and moves closer to the boundary separating different classification regions. 
When c → ∞ with ℓ the hinge loss, the theoretical minimizer f* satisfies 〈Wj, f*〉 = 1 (j = 1, 
…, k − 1) and 〈Wk, f*〉 = −k + 1. Therefore, f* is on the boundary set, and consequently the 
multicategory angle-based support vector machine is not Fisher consistent. See Fig. 1(b) for 
an illustration. The situation is similar with a → ∞. To overcome this difficulty, we propose 
to approximate the hinge loss with a large-margin unified machine loss function with large 
c. Under the angle-based structure, we call this large-margin unified machine loss with a 
large but finite c the approximate support vector machine loss. By Theorem 2, the angle-
based support vector machine using the approximate support vector machine loss is Fisher 
consistent.
In Theorem 2 we assume that P1 > ⋯ > Pk > 0 only for simplicity of expression. When Pi 
and Pi+1 are the same, the theoretical minimizer is not unique. When Pk = 0, f* is 
unbounded. We discuss this further in the Supplementary Material.
3·2. Class conditional probability estimation
Recall the definition of class conditional probability Pj (j = 1, …, k) in § 3·1. In practice, 
after we build the classifier, it is important to estimate Pj accordingly (Wang et al., 2008; 
Wu et al., 2010). In this section, we explore the relationship between the theoretical 
minimizer f* and the probability Pj. In practice, after obtaining the solution f̂ to (1) or (2), 
one can replace f* by f̂ to estimate Pj, as in the next theorem.
Theorem 3—In the angle-based classification structure, suppose the loss function ℓ is 
differentiable. For a given class conditional probability vector (P1, …, Pk) and its 
corresponding theoretical minimizer f*, the class probabilities can be expressed as 
.
From Theorem 3, given the fitted f̂, the estimated probabilities are 
. If ℓ has a negative derivative ℓ′, 
as in Theorem 1, one can verify that the estimated class conditional probabilities are proper, 
in the sense that 0 ≤ P̂j ≤ 1 (j = 1, …, k) and .
In binary classification problems, it is known that the support vector machine does not 
provide class conditional probability estimation (Wang et al., 2008), because the hinge loss 
is not differentiable at 1. Liu et al. (2011) showed that when c → ∞, pr(Y = 1 | X = x) is a 
step function, and thus cannot provide specific class conditional probability information.
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In the multicategory case, probability estimation becomes more involved because we have a 
classification function vector instead of a single classification function. The probability 
estimation formula derived from Theorem 3 depends on f̂ only through the derivative 
function ℓ′. For i ⧧ j, P̂i = P̂j if ℓ′ (〈Wi, f̂〉) = ℓ′(〈Wj, f̂〉). For the large-margin unified machine 
loss, ℓ′(u) = −1 for u ≤ c/(1 + c). Thus, if f̂ satisfies that 〈Wi, f̂〉 ≤ c/(1 + c) and 〈Wj, f̂〉 ≤ c/(1 
+ c), then the estimated class conditional probabilities for classes i and j are the same. As c 
→ ∞, c/(1 + c) → 1, and the estimated probabilities are all 1/k for f̂ with a norm small 
enough. For i ⧧ j, when 〈Wj, f̂〉 is large and 〈Wi, f̂〉 is small, we have Pĵ = 1 and P̂i = 0. We 
show this phenomenon in Fig. 2 with k = 3. We see that in the multicategory angle-based 
large-margin unified machine case, as c increases, the probability function becomes closer to 
a step function and thus the accuracy of probability estimation deteriorates. Our angle-based 
support vector machine defined in § 3·1 provides some probability information, while the 
angle-based classifier with the hinge loss does not, due to its nondifferentiability.
3·3. Asymptotic results
In this section, we extend the notations of excess ℓ-risk and excess risk used by Bartlett et al. 
(2006) from the binary to the multicategory case, and study their convergence rates as the 
sample size n → ∞. We focus on linear learning with a diverging number of covariates p, 
under the form (2). The penalty J(f) we consider is the linear combination of the L1 and L2 
penalties, similar to the elastic net penalty (Zou & Hastie, 2005). For simplicity, we assume 
that the intercepts are included in J(f) by adding a variable to x whose value is always 1. In 
this case, we can write , where β1, …, βk−1 are 
vectors of length p ≥ 2 that include the intercepts. Here ‖·‖1 and ‖·‖2 are the regular L1 norm 
and L2 norm of a vector, and the parameter α ∈ [0, 1] controls the relative proportion of the 
L1 and L2 penalties.
The L1 penalty is well known for its variable selection property, and we show that the 
convergence rates of the excess ℓ-risk for α > 0 and α = 0 are different. In particular, we 
show that when α > 0, we have convergence provided p = o{exp(n)}, and when α = 0, the 
convergence requires that p = o(n). Furthermore, we study the convergence rate of β̂j to its 
best value, under the uniform metric. We then study the convergence rate of the excess risk 
using a conversion condition. Because we introduce some assumptions for the theory, we 
give an illustrative example in the Supplementary Material, where the assumptions are 
verified and the convergence rates are obtained.
For the remainder of § 3, we assume that the number of covariates including the intercept is 
p = pn, and the penalty is J(f) ≤ s = sn, where both pn and sn may depend on n. We assume 
that each coordinate x(l) ∈ [0, 1] (l = 1, …, pn), and the loss function ℓ is Lipschitz with the 
Lipschitz constant 1. A function ℓ(·) is said to be Lipschitz with constant γ if for any x1 and 
x2 in its domain, |ℓ(x1) − ℓ(x2)| ≤ γ ‖x1 − x2‖, where ‖x1 − x2‖ is some fixed norm in the 
domain of ℓ. Our theory can be analogously extended to other bounded domains and 
Lipschitz functions with different Lipschitz constants. Because pn may become unbounded 
as n → ∞, we assume that the underlying distribution P(X, Y) is defined on ([0, 1]∞ × {1, 
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…, k}, σ∞([0, 1]∞) × 2{1,…,k}) with σ∞ ([0, 1]∞) being the σ-field generated by the open 
balls introduced by the uniform metric .
Before stating our theory, we first introduce some notation and definitions. For linear 
learning, we have that . The intercepts are 
included in the βj s, as discussed above. Let 
, and let F(pn) = ∪0≤sn<∞ F(pn, sn) be the full pn-dimensional model. Suppose 
 is the empirical minimizer of the 
optimization problem (2), and f(pn) = arginff ∈ F(pn) E[ℓ{〈WY, f(x)〉}] represents the best 
model under the full pn-dimensional model. Here f(pn) may not belong to F(pn).
Let eℓ(f, f(pn)) = E{ℓ(〈WY, f〉)} − E{ℓ(〈WY, f(pn)〉)}. We call eℓ(f, f(pn)) the excess ℓ-risk, and 
name e(f, f(pn)) = E{L(Y, f)} − E{L(Y, f(pn))} the excess risk, where L is the 0–1 loss. Hence 
E{L(Y, f)} is the generalization error of f. Our main result is as follows.
Theorem 4—Assume τn = {log(pn)/n}1/2 → 0 as n → ∞. If α > 0, then 
, almost surely under P. If α = 0, then 
, almost surely under P. Here dn = 
inff ∈F(pn,sn) eℓ(f, f
(pn)) is the approximation error between F(pn, sn) and F(pn).
In Theorem 4, the balance between the approximation error and estimation error is 
represented by dn and sn. In particular, as sn increases, the function class F(pn, sn) becomes 
larger, the approximation error dn decreases and the estimation error increases. In this view, 
the best tradeoff takes place when  for α > 0, and 
for α = 0. If the model depends on finitely many predictors, we have a simpler version of 
Theorem 4.
Assumption 1: There exists a finite s*, such that f(pn) ∈ F(pn, s*) for all pn.
Under Assumption 1, dn is strictly zero for large enough n and sn, leading to Corollary 1.
Corollary 1: When Assumption 1 is met, we have sn = s* for all large n. Consequently, if α > 
0, then , almost surely under P. If α = 0, then 
, almost surely under P.
There are important differences between the cases α > 0 and α = 0. For the former case, the 
convergence of  requires that τn = {log(pn)/n}1/2 converges, or in other words, pn 
grows no faster than exp(n). In the pure L2 penalty case where α = 0, the convergence of 
 requires that pn = o(n), which is a much stronger assumption on the 
divergence speed of pn. Theorem 4 and Corollary 1 shed some light on the effectiveness of 
the L1 penalty when the true model contains many noise covariates.
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We have established the convergence rate for the excess ℓ-risk. As we focus on linear 
learning, the convergence rates for the estimated parameters β̂1, …, β̂k−1 are of interest as 
well. Next, we explore the convergence rate for B̂ − B(pn), where B = (β1, …, βk−1) is a pn by 
k − 1 matrix whose columns are the parameters, B̂ = (β̂1, …, β̂k−1) is the estimated parameter 
matrix, and  is the matrix whose columns represent the best 
parameters under the full pn-dimensional model. In this section we assume that pn depends 
on n and can go to infinity, hence we study the convergence rate with respect to the uniform 
metric, d(B1, B2) = supi,j{(B1)i,j − (B2)i,j}, where Bi,j is the (i, j) element of the matrix B. 
First we introduce an assumption that is valid for many applications. For this assumption, 
the notation X does not include the intercept term.
Assumption 2: The marginal distribution of X is absolutely continuous with respect to the 
Lebesgue measure on [0, 1]∞.
Under Assumption 2, we study the convergence rate of d(B̂, B(pn)) in the next theorem.
Theorem 5—Suppose ℓ is differentiable and convex, and Assumption 2 holds. We have (a) 
if the theoretical minimizer f* ∈ F(pn) for some pn, then  for 
α > 0 and  for α = 0, almost surely under P, (b) if f* ∉ 
F(∞), and Assumption 1 holds, then  for α > 0 and 
 for α = 0, almost surely under P.
Theorem 5 indicates that the convergence rate of B̂ to B(pn) depends on whether the function 
class F is large enough. In practice, the situation that f* ∈ F(pn) for some pn rarely happens, 
and the convergence rate of B̂ to B(pn) is the same as the excess ℓ-risk for most of the cases, 
if the true model is indeed sparse. We give an illustrative example in the Supplementary 
Material, where f* ∈ F(3), and the convergence rate of B̂ to B(pn) is slower than that of the 
excess ℓ-risk.
We have studied the convergence rate of the excess ℓ-risk. In practice, the convergence rate 
of excess risk is of interest if the classification accuracy of a given model converges to the 
best possible accuracy. In other words, we are interested in the consistency and convergence 
rate of the excess risk. Next, we establish a relationship between eℓ(f̂, f(pn)) and |e(f̂, f(pn))|, 
where e(f̂, f(pn)) is the difference between the misclassification rate of f̂ and f(pn). The 
technique of studying the excess risk using excess ℓ-risk in the binary case was previously 
studied in Zhang (2004b) and Bartlett et al. (2006). Define the L2 metric on F as 
. The following conversion assumption controls 
the behaviours of the excess ℓ-risk and the excess risk in a small neighbourhood of f(pn), 
introduced by the L2 metric. It was previously used in Wang & Shen (2007) and Shen & 
Wang (2007).
Assumption 3: There exist constants γ1 ≥ 1 and γ2 > 0 such that for all small ε > 0,
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where ξ1(pn) and ξ2(pn) may depend on pn.
Corollary 2: Under Assumption 3, assume that τn → 0 as n → ∞. Then 
, almost surely under P if α > 0, and 
, almost surely under P if α = 0. 
Moreover, suppose Assumption 1 is also met, then if α > 0, then 
, almost surely under P. If α = 0, then 
, almost surely under P.
In the Supplementary Material, we give an example in which Assumptions 1, 2 and 3 are 
satisfied, and γ1, γ2 can be calculated explicitly.
3·4. Finite sample error bound
We use the surrogate loss ℓ as an upper bound of the 0–1 loss to make the optimization 
problem trackable, and the corresponding theoretical analysis is easier to deal with. We saw 
that Assumption 3 builds a relationship between the excess ℓ-risk and the excess risk, and 
furthermore that one can establish the convergence rate of the excess risk by that of the 
excess ℓ-risk. In this section, we study the finite sample bound on the expectation of the ℓ-
risk given f̂, E{ℓ(〈WY, f̂〉)}, which can be regarded as a bound on the misclassification rate of 
f̂.
Theorem 6—The solution f̂ to (2) satisfies that, with probability at least 1 − δ,
where
with A1 = 6{log(2/δ)/n}1/2 and A2 = 4n−1/4[log{(e + 2epnk − 2epn)n−1/2}]1/2.
Theorem 6 gives an upper bound on E{ℓ(〈WY, f̂〉)} that depends only on n, sn, pn, α and the 
training sample, so it is directly computable from the data and the model we choose.
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Remark 1: When solving the optimization (1), to calculate the result in Theorem 6, one may 
replace sn/α by  if α > 0 and replace pnsn by  if α = 0.
3·5. Comparison to existing methods with k classification functions
In this section, we provide some theoretical insight on the comparison between our angle-
based method and regular multicategory large-margin classifiers using k classification 
functions with the sum-to-zero constraint. We show that if the true signal in linear learning 
is sparse, then our angle-based method can enjoy a smaller estimation error, with the 
approximation error fixed at zero. Consequently, our method can give more accurate 
prediction.
We focus on comparing the complexity of functional classes of the corresponding 
optimization problems. To illustrate the idea, we use the method in Lee et al. (2004) as an 
example of the regular simultaneous methods. The proofs and conclusions are analogous for 
many other simultaneous classifiers. To begin with, we introduce some notation. Let t(pn, 
sn) = sn/α if α > 0 and (pnsn)1/2 if α = 0. Recall the definition of F(pn, sn) in § 3·3. For our 
angle-based method, let f(pn,sn) = argminf ∈ F(pn,sn) E{ℓ(〈f, WY〉)}. Define hf(·) = {2t(pn, 
sn)}−1 {ℓ(〈f, W․〉) − ℓ(〈f(pn,sn), W․〉)}, and let H̄ = {hf : f ∈ F(pn, sn)}. For the multicategory 
support vector machine of Lee et al. (2004), define 
with the sum-to-zero constraint. Let , where L̄ is the 
multicategory support vector machine loss used by Lee et al. (2004). Analogously define 
, and H̄L = {hL, f : f ∈ G(pn, sn)}. The next 
proposition provides the comparison between H̄ and H̄L in terms of their uniform covering 
numbers N(ε, ·). More details about uniform covering numbers are provided in the 
Supplementary Material.
Proposition 1—For positive ε small enough, log{N(ε, H ̄)} is bounded above by (2/ε2) 
log[e + e{2pn(k − 1)}ε2] + log(k − 1), and log{N(ε, HL̄)} is bounded above by (2/ε2) log{e + 
e(2pnk)ε2} + log(k).
From Proposition 1 and its proof, we can conclude that for fixed α, the upper bound of N(ε, 
H ̄) of the angle-based methods is smaller than that of N(ε, H̄L) with k functions, because our 
angle-based classifiers use only k − 1 classification functions. In the Supplementary 
Material, we give an example where the upper bound of N(ε, H̄L) is almost tight. 
Furthermore, assume the true classification signal depends only on a finite number of 
predictors. In order to have the approximation error dn = 0, one can verify that our angle-
based method requires a smaller sn compared to the multicategory support vector machines 
in Lee et al. (2004). As a result, for a classification problem with sparse signal, our angle-
based method can have a functional class smaller than that of Lee et al. (2004). 
Consequently, the angle-based method can have a smaller estimation error, which can lead 
to a better classification performance. See the proof of Theorem 4 in the Supplementary 
Material for more details on how the covering number affects the estimation error. 
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Intuitively, the regular simultaneous classifiers with k functions can introduce extra 
variability in the estimated classifier, which can reduce the corresponding classification 
performance. Our angle-based method with k − 1 functions circumvents this difficulty and is 
more efficient.
As a remark, we point out that from Proposition 1, the difference of the uniform covering 
numbers becomes larger as the dimensionality pn increases. This suggests that the difference 
in classification performance between our angle-based methods and the regular 
multicategory large-margin classifiers can be large for high dimensional problems. We 
confirm this finding in § 5. In particular, we observe that for a classification problem with 
fixed and sparse signal, the difference in classification performance increases when the 
dimensionality increases.
4. Computational algorithms and tuning procedures
For a convex surrogate loss ℓ and a convex penalty term J(f), (1) and (2) are convex 
problems and can be solved by many standard optimization tools (Boyd & Vandenberghe, 
2004). For instance, with the squared loss ℓ(u)=(1 − u)2 and the L2 penalty, there exist 
explicit solutions for the problem (1), or one can obtain its equivalent solution by solving the 
Karush–Kuhn–Tucker conditions generated from (2). If one applies the generalized hinge 
loss with a reject option (Bartlett & Wegkamp, 2008) and the L1 penalty, then linear 
programming can be used to solve (2). In this section, we demonstrate how to implement (1) 
using the large-margin unified machine loss with finite c and the L2 penalty, by the 
coordinate descent algorithm (Friedman et al., 2010).
For simplicity we assume the intercepts are included in the parameters, as in § 3·3. Let the 
estimated parameters at the mth step be . For clarification, the 
notation B̂(m) is different from B(pn) defined in § 3·3. At the (m + 1)th step, let 
, where  is the qth element 
of  and  is defined in a similar way. Then Wi,j(z) is a function of z ∈ ℝ. 
Furthermore, define 
 for i = 1, …, n, j = 
1, …, k − 1 and l = 1, …, p. Set
(5)
The optimization (5) is a one-dimensional problem, and so can be solved efficiently. We 
update all the elements in  until convergence.
We summarize the above coordinate descent algorithm in Algorithm 1.
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Step 1. Initialize the algorithm with β̂j = (0, …, 0)T, for all j = 1, …, k − 1.
Step 2.
For the mth loop, with the solution  given, update the elements of β̂1 sequentially. After 
β̂1 has been updated, update β̂2, …, β̂k − 1 in the same manner.
Step 3. Repeat Step 2 until convergence.
For the regular classifiers with the sum-to-zero constraint, one can remove the constraint and 
reparameterize one function as the negative sum of others. This can be computationally 
inefficient compared to the angle-based method. We take the coordinate descent algorithm 
as an example. Without loss of generality we assume that fk is reparameterized. To update a 
parameter in f1, one needs to involve all the terms that depend on f1 and fk to calculate the 
next updated value. This can be much slower than the angle-based method, which requires 
only the terms that depend on f1. For other optimization tools, such as the linear or quadratic 
programming for the simultaneous support vector machines (Lee et al., 2004;Wang & Shen, 
2007; Liu & Yuan, 2011), reparameterizing can be even slower than having the sum-to-zero 
constraint in the optimization. Therefore, our angle-based method can be much faster.
In practice, a proper choice of the tuning parameter λ or s is crucial for the accuracy of our 
classifier. Different tuning parameters correspond to different prediction models. There are 
various tuning techniques in the literature. Here, we briefly discuss the crossvalidation 
procedure, which is commonly used in practice. For the crossvalidation approach, one 
partitions the training dataset into q subsets of observations whose sizes are roughly the 
same. Each time a single subset of observations is used for tuning, and the remaining q − 1 
subsets are used for training. One repeats the process q times when all observations have 
been used for tuning, and the q prediction results are combined to select the best tuning 
parameter.
5. Simulation examples
In this section, we use five simulated examples to explore the performance of our angle-
based method. For each example, we apply penalized logistic regression, the support vector 
machine approximated by a large-margin unified machine with large c, and the tuned large-
margin unified machine (Liu et al., 2011). We also implement other existing methods with 
the sum-to-zero constraint, including several multicategory support vector machine 
formulations (Vapnik, 1998; Crammer & Singer, 2001; Lee et al., 2004) and the penalized 
logistic regression proposed by Zhu & Hastie (2005). We show that our angle-based 
classifiers can give more accurate classification, and their computational cost can be 
significantly smaller than these alternative methods.
In the first four simulated examples, we generate datasets whose signal depends linearly on a 
few covariates, and we add additional covariates that are pure noise variables. The total 
dimensions are set to be 10, 50, 100 and 200, and we observe the pattern of change in 
classification performance. For the fifth example, we perform Gaussian kernel learning. 
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Instead of letting the dimensionality grow, we fix the dimension of this example and let the 
number of observations increase.
For classification performance, we compare the test error rates and probability estimation 
using the mean absolute error, E(|p − p̂|), on a test set of size 105. By Theorem 3, our angle-
based approximate support vector machine can provide class conditional probability 
estimation. Within one replication, the model is built on a training dataset, and the optimal 
tuning parameter is chosen by minimizing the classification error rate over an independent 
tuning set with a grid search. For all the classifiers including our angle-based methods and 
the existing ones, we choose the L2 penalty as the regularization term J(f). Through 1000 
replicates, we record the total computational time for training a model, tuning it on 30 
different values of tuning parameters, and making prediction on the test set. We report the 
average time in seconds as a measurement of speed. All simulations are done using R (R 
Development Core Team, 2014), on a 2·80 GHz Intel processor. We report the simulation 
setting and results of Examples 2 to 5 in the Supplementary Material.
Example 1
We generate a three-class dataset, where pr(Y = j) = 1/3, and (X | Y = j) ~ N(μj, σ2I2) (j = 1, 
2, 3). Here μjs are equally distributed on the unit circle, and σ is chosen such that the Bayes 
error is 0·1. The noise covariates are independent and identically distributed as N(0, 0·5). 
Both the training and tuning datasets are of size 100.
Table 1 reports the behaviours of the classifiers. The angle-based classifiers have smaller 
error rates overall, while the tuned angle-based large-margin unified machine works best. 
For the four linear learning examples, the difference in classification accuracy between 
angle-based methods and the regular classifiers is small when the dimension is low. When 
the dimension gets higher, the difference becomes larger. This is consistent with the 
theoretical insights provided in § 3·5. For the kernel learning example, the angle-based 
classifiers are also very competitive. For all the examples, the computational costs of the 
angle-based methods are significantly less than those of the other methods. In terms of 
probability estimation, the approaches of Vapnik (1998), Crammer & Singer (2001) and Lee 
et al. (2004) do not provide class conditional probability information. In contrast, our angle-
based methods can estimate class conditional probabilities, and yield more accurate results 
than the penalized logistic classifier.
6. Real data examples
In this section, we demonstrate the performance of our angle-based classifiers via three 
datasets, CNAE-9, Semeion Handwritten Digit and Vehicle from the University of 
California Irvine machine learning repository website, and a recent Glioblastoma 
Multiforme Cancer gene expression dataset. See the Supplementary Material for more 
information on the Glioblastoma Multiforme Cancer data. To select the best tuning 
parameter, we split each dataset into six groups of observations whose sizes are roughly the 
same, choose one group as the testing data, and perform 5-fold crossvalidations on the 
remaining observations. We perform linear learning on the CNAE-9, Semeion Handwritten 
Digit and Glioblastoma data, and we use second-order polynomial kernel learning for the 
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Vehicle data. To reduce the computational cost in the Glioblastoma dataset, we choose 1000 
genes with the largest median absolute deviation values based on the training sample within 
each replication.
The results are reported in Table 2. The classification accuracy of our angle-based methods 
is better than that of the other methods, and the angle-based tuned large-margin unified 
machine loss works the best overall. Furthermore, the computational time for the angle-
based methods is considerably shorter, consistent with the simulation results.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Illustration for the angle-based classification with k = 3. (a) The classification regions for k = 
3. The mapped observation f̂ is predicted as class 1, because θ1 < θ2 < θ3, where θj (j = 1, 2, 
3) are shown in the figure. Observe that ℝ2 is naturally divided into three classification 
regions, together with the classification boundaries. (b) The plot of f* with P = (0·55, 0·25, 
0·2) and a = 1. Observe that f* moves along the dotted line as c changes from 0 to ∞. For c 
< ∞, f* remains in C1, and hence the angle-based large-margin unified machine is Fisher 
consistent. When c → ∞, f* is on the boundary, and consequently the angle-based support 
vector machine with hinge loss is not Fisher consistent.
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Visualization of the relationship between  and P1, with k = 3, a = 1, and c ∈ {0, 1, 5} 
and c → ∞. As c increases, the function becomes closer to a step function, with more 
probability information lost.
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Algorithm 1
Step 1. Initialize the algorithm with β̂j = (0, …, 0)T, for all j = 1, …, k − 1.
Step 2.
For the mth loop, with the solution  given, update the elements of β̂1 sequentially. After β1̂ has been updated, 
update β̂2, …, β̂k − 1 in the same manner.
Step 3. Repeat Step 2 until convergence.
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