Abstract
Introduction
The level of integration capabilities achievable today, thanks to Moore's Law, enable transistor counts in excess of hundreds of millions. Due to increased design complexity, utilization of sequential or functional test patterns as a primary way of achieving high structural fault coverage is almost completely abandoned. Consequently, near full scan methodologies have become the primary method of achieving high structural coverage due to the ease of implementation and high fault coverage level attainment.
As integration capabilities keep increasing with no sign of any slowdown, test pattern generation for scan-based designs has been able to keep up with dramatic transistor counts. However, the corresponding increase in test sizes has been pushing test costs up due to both the increase in test application time and the need for higher cost ATEs with high pins counts and high memory bandwidth. Various methodologies have been proposed to reduce both test data volume and test application time. The main trend in reducing both test application time and test data volumes has been the utilization of compression schemes in conjunction with on chip test pattern decompression hardware.
While various compression methodologies, including run-length coding, frequency-directed coding, and LFSRbased reseeding methodologies have been proposed, commercially only a subset of such schemes have found applicability. Commonly, test application and test data volume reduction in commercially viable schemes is attained by basically utilizing a higher number of internal scan chains driven through a smaller number of external scan chains. A decompression network between the external and internal scan chains, based on a simple interconnect, a linear XOR-based network, or an LFSR based approach, maps the external scan chain inputs to the internal scan chain inputs. The increase in the number of internal scan chains, with a much smaller increase in test pattern counts, results in both reduced test application times and test data volume.
While higher internal scan chain counts deliver significant benefits, additional constraints imposed by the decompression network may cause certain faults to become redundant. Alternative access mechanisms have been proposed to preserve the fault coverage levels of the decompression scheme. We propose in this work a methodology for the generation of the decompression network that causes no faults to become redundant, and hence necessitates no costly alternative access mechanisms to the scan chains.
In this work, an initial test pattern set is employed for the determination of the decompression network. While the ratio of the internal to external scan chain counts determines the compression ratios, achieving high compression at the cost of a sacrifice in compaction levels results in higher test data volume and application times. Therefore, we investigate a methodology that aims at achieving both high compression and compaction levels.
Section 2 provides a summary of the previous work in this area. Section 3 outlines the decompression architecture assumed and the test pattern generation algorithm employed in this work. Section 4 provides the detailed description of how the deterministic decompression network is created by employing a set of test patterns. While section 5 provides experimental results, section 6 summarizes the significance of the results achieved in this work.
Previous Work
A number of schemes have been proposed for test data volume reduction of scan-based deterministic test by improving the effectiveness of test compaction [1, 3, 8, 16] and compression schemes [2, 5, 9, 11, 12, 13, 18, 19] . While both compaction and compression schemes aim at reducing test data volume, the way that they attack the problem of test data volume reduction differs. While compaction schemes aim at reducing the number of test patterns by increasing the number of faults detected by each vector, compression schemes aim at reducing the number of bits required to represent each test vector.
Both compaction and compression schemes have been widely researched. Since in this work we propose a compression scheme that aims at reducing the test data volume for scan-based deterministic patterns, we provide a summary of the previous research in this area.
The scan vector compression schemes proposed so far either operate on a given test set or interact with the test generation algorithm to better utilize unspecified bits in the test cubes. Compression schemes that operate on a set of test vectors utilize various coding schemes such as run-length coding [12] and statistical coding [11, 5] , or employ a synthesized combinational circuit [18] . While compression of the original test vectors provides some level of test volume reduction, a number of these schemes also try to compress the difference between the successive vectors to improve compression efficiency [12, 11, 5] . Such schemes operate directly on test vectors and therefore necessitate no modifications to the test pattern generation process. A set of alternative compression schemes, on the other hand, work in conjunction with test pattern generation. Such schemes include driving multiple scan chains with the same inputs [9] and driving internal scan chain inputs through an XORbased decompression network [2] , a ring generator [17] , or an LFSR based decompression hardware [13] .
Touba and McCluskey proposed the use of a transformation circuitry from a sequence of pseudo-random patterns to a set of deterministic patterns [20] . While the proposed scheme provides high fault coverage with a relatively small number of patterns in a BIST environment, subsequent research has proposed the use of a transformation circuitry for input width reduction [6, 4, 10] , hence enabling utilization of pseudo-exhaustive testing. Even though the latter schemes result in higher number of patterns, their hardware overhead is significantly smaller than that of the former scheme. Width reduction for BIST has been achieved by merging directly and inversely compatible inputs [6] , by merging decoder(d)-compatible inputs [4] , and finally by merging Combinational(C)-compatible inputs [10] . While d-compatible inputs constrain all vectors to have no more than one '1', C-compatibility necessitates that an input can be driven by a combinational function of other inputs.
Unified Compaction & Compression
In this section, we briefly describe the proposed onchip decompression hardware, its effect on test application time and test data volume, and the unified compaction/compression algorithm employed in this work.
Test application time and test data volume is affected by a number of parameters, such as the number of patterns, È , the number of scan chains, Ë, the number of scan cells, AE , and the scan frequency, . Test application time, , and test data volume, Î , can be determined by the following equations if the scan chains are assumed to be perfectly balanced.
Let's assume that through a decompression hardware, the number of internal scan chains is increased to Ë and the number of test patterns increases slightly to È . Figure 1 depicts a possible implementation of the decompression scheme, in which the Ë bit data provided by the tester is decompressed to generate Ë bit data to the internal scan chains at every clock cycle.
In this case, the new test data volume and test application time can be calculated by the following equations.
The percentage reduction due to compression in test application time and test data volume can be computed aś ... Figure 2 depicts the unified compaction/compression algorithm employed in this work. The algorithm is an augmented version of the one used in [2] . The algorithm starts with a seed test cube and merges compatible test cubes to the seed. In case a test cube is not compatible, a fail counter, , is increased and another test cube is generated. If the test cube is compatible, it is temporarily merged with the seed test cube and the resultant test cube is checked for compressibility. If it is not compressible, the fail count is increased. The algorithm performs fault simulation when the fail count exceeds a predetermined limit, Ä, and continues by generating a new seed test cube. The fail counter is added in this work in order to reduce the number of test cubes that need to be generated and hence reduces the time complexity of the algorithm.
Problem Definition
We start our description of the proposed method by defining the variables utilized in describing the decompression hardware determination problem. The variables that are already defined in the previous section are used in these definitions with no modification. The decompression network defined by needs to ensure that the = ´Á µ assignment does not result in any redundant faults. While infinitely many solutions may exist to this problem, we in this work utilize a solution that is based on a given set of initial test cubes. If the initial set of test cubes can be generated by the decompression hardware, defined by , the decompression hardware will not result in any redundant faults, provided that the initial test cube set detects all irredundant faults.
Under this assumption, the problem can be reduced to the following. The equation ´Ô µ = ´Á´Ô µµ is solvable for Á´Ô µ. A further simplification of the problem may be achieved, if the set of functions is limited to the set of linear functions defined by the XOR gates. In this case, the equations can be formulated as the following matrix multiplication.
wherein Ë Ë is matrix whose elements are composed of 0's and 1's, the multiplication operation is replaced by a logical AND operation and the addition operation is replaced by an XOR operation. Furthermore, we partition the problem into two subproblems.
Given the set of initial test cubes, ´Ô µ, partition the internal scan inputs, , into compatibility sets.
Given the compatibility sets, create a decompression network that satisfies certain properties. The properties that need to be satisfied depend on the compatibility definition.
We will initially utilize the compatibility condition that is traditionally utilized in test cube compaction. The two internal scan chain inputs are compatible, if ´Ô µ and ´Ô µ are identical or at least one of the two is unspecified for all Ô . By checking the compatibility between all pairs of the internal scan chain inputs, we can create a compatibility graph, and the minimum number of cliques in this graph defines the number of compatibility sets while the vertices involved in a clique constitute the elements of the compatibility sets. Equivalently, the chromatic number of the incompatibility (conflict) graph provides the number of compatibility sets. We, subsequently, formally define this problem.
Definition: We define a conflict graph with Ë nodes, each node corresponding to an internal scan chain, ´Î µ, with an edge between the nodes Î and Î if and To better illustrate the formulation outlined in this section, we utilize an imaginary compatibility graph for Ë ½¼ in figure 3 . The chromatic number of this conflict graph provides the number of compatibility sets, while the sets of inputs with the same color correspond to the sets of compatible inputs. While the graph coloring problem is known to be NP-complete, simple heuristics [7] that provide near minimal color counts exist. The compatibility sets for the conflict graph of figure 3 are also provided on the figure. It can be trivially observed that the conflict graph has a chromatic number of .
Subsequent to the identification of the compatibility sets, the condition that needs to be satisfied by in terms of the compatibility sets needs to be identified. Let Ë denote the compatibility sets of a conflict graph, wherein ranges between ½ and , the chromatic number, and let Ë ´ µ denote the elements of the compatibility sets. As the internal scan chain inputs in distinct compatibility groups may need to have distinct values for a given´Ô µ pair, the rows of the matrix Ë Ë corresponding to the internal scan chains in distinct compatibility groups needs to be linearly independent. The condition imposed on the decompression network can be shown to be equivalent to the condition that the set of outputs Ë ½´ µ Ë ¾´ µ ¡ ¡ ¡ Ë ´Þµ be linearly independent for all possible ¡ ¡ ¡ Þ combinations. While this condition has direct correlation with the definition of the conflict graph, the compatibility definition utilized in the derivation of the conflict graph imposes one more condition.
Internal scan chain inputs that fall into the same compatibility set may be required to have the same value for some´Ô µ pair. Therefore, the decompression hardware, or the set of functions F, needs to assign all inputs in the same compatibility set to the same value as F is independent of the´Ô µ pair. Under these conditions, the decompression network degenerates into an interconnect-based network. Such an implementation is similar to the Parallel Serial Full Scan (PSFS) implementation discussed in [9] . The decompression network corresponding to the conflict graph in figure 3 is depicted in figure 4 . While such an interconnect-based decompression network is capable of compressing test cubes, the assignment of multiple internal scan chain inputs to a single external input reduces the compaction capability significantly. For example, if two test cubes to be compacted have conflicting specified values in internal input positions ½ and ½¼ or and as shown in figure 5 , they cannot be compacted,. While such a deterministic decompression hardware guarantees that all the test cubes are encodable, hence introducing no redundant faults, the repetition of the inputs introduces high levels of linear dependencies to the decompression network. The introduced linear dependencies, though they do not generate any redundant faults, reduce the compaction efficiency of the proposed compression algorithm significantly, resulting in a higher number of test patterns, as confirmed by the results provided in section 5. We examine the possibility, consequently, of an alternative solution that does not result in such a high number of linearly dependent input combinations.
The traditional compatibility condition is a "relaxed" condition in that two specified inputs are assumed to be compatible if they have the same value. Due to this condition, the compatible inputs in the compatibility sets need to be exactly the same, restricting the decompression network to be nothing but an interconnect-based network.
If a decompression network is to allow higher levels of compaction with a possible reduction in compression ratio, we must be able to set the scan chain inputs in a compatibility group to distinct values. However, doing so should result in no violation in the linear independence condition mentioned before.
In order for the elements of a compatibility set to be set independently, at most one of the elements of a compatibility set should be specified. If two internal scan chains are assumed to be incompatible whenever they require a specified value for some´Ô µ pair, only one of the elements in the compatibility sets will require a specified value. With only a slight modification to the compatibility definition, Figure 5 . Compaction Example the previous solution can be used to attain the compatibility sets. However, in this case, the chromatic color of the conflict graph will be higher due to a stricter compatibility definition. With the modified definition of compatibility, the only condition that remains to be satisfied in the second part of the problem is the linear independence condition.
Let Ë 's be sorted according to their cardinality. We are going to prove that a network that is constructed in the following way is capable of satisfying the linear independence condition. The elements of Ë ½ are connected to Á ½ , Á ½¨Á¾ ,
We are going to prove by contradiction that the linear independence condition is satisfied by this hardware. Let , wherein Ë 's are sorted in descending order in terms of their cardinality. While this constraint would not be consistently satisfied by a set of compatibility sets generated through graph coloring, the color assignment to the nodes of the incompatibility graph can be modified so as to satisfy the condition. In case the condition cannot be satisfied through color modifications, the chromatic number of the graph needs to be increased until the condition is satisfied. Figure 6 shows the augmented compatibility classes, corresponding input assignment and the equations for the decompression network attained from the conflict graph in figure 3. Utilization of additional terms, as in the 2-input network, reduces the possibility of linear dependencies, and therefore increases compaction efficiency of the algorithm. A 3-input network can similarly be generated to improve compaction efficiency even further. In case of a 3-input deterministic network, the constraints on the sizes of compatibility sets need to be augmented. The following section provides compression results for both interconnect-based and XOR-based deterministic compression networks. 
Experimental Results
The compression algorithm depicted in figure 2 is implemented in C and interfaced with Atalanta [14] for test pattern generation and with Hope [15] for fault simulation. The algorithm for determination of the decompression network is also implemented in C. Table 1 provides the test pattern count attained for the largest ISCAS89 benchmark circuits. The number of scan cells and internal scan chains are given in columns two and three, respectively. Column four provides the number of patterns required when compaction alone is performed. Columns five and six provide the number of external scan chains required and the number of patterns for the interconnect-based decompression network. While column seven provides the number of external scan chains required for the XOR-based decompression network, the remaining 3 columns provide the number of patterns for 2, 3, and 4-input XOR-based decompression networks.
The results provided in table 1 indicate that while an interconnect-based decompression network necessitates a smaller number of external scan chains and hence results in higher compression ratios, the XOR-based decompression network with lower compression ratios in general outperforms it due to high compaction efficiency. An interconnect-based decompression network is superior only for s35932, which is highly random pattern testable. Table 2 provides the test application time in terms of the number of cycles and test data volume calculated by equations 1 through 4 for the compaction only case and for the best compression case, which is indicated in boldface in table 1. The results in columns 6 and 7 indicate that reductions in exess of 80% in both test time and test data volume are achievable by the proposed deterministic decompression hardware with no coverage loss whatsoever. Table 3 provides a comparison of the test data volumes to the previous work. We provide a comparison to Broadcast scan [9] , FDR coding [5] , and Scan Chain Concealment (SCC) based on an XOR network [2] . The best test data volume achieved by any of the previous work is indicated in boldface. The results for the proposed scheme are given in column 5. While the final column provides the improvement over the best test volume for each circuit, the final row summarizes the average of the improvements to each prior technique individually, indicating that the proposed scheme outperforms all previously proposed compression schemes even in comparison to the best results in each benchmark and certainly dramatically in individual comparisons.
Conclusion
A decompression hardware generation scheme for linear decompression network based test pattern compression is proposed in this work. We investigate the problem of generating a decompression hardware capable of ensuring no fault coverage loss starting from a set of test cubes that detect all faults of interest in the circuit.
An efficient methodology for the determination of a decompression network is outlined. The traditional compatibility definition results in very small external scan chain counts. Nonetheless, the modified compatibility definition delivers decompression networks with higher compaction efficiency, achieving smaller test data volume and test application times.
The experimental results outlined in this work indicate that a compression algorithm with concurrent application of compaction and compression is superior to compression schemes that perform compaction and compression serially. The deterministic nature of the decompression hardware furthermore eliminates the need for alternative access mechanisms that are usually required to handle redundant faults introduced due to the decompression network.
