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Resumo
A tecnologia de navegação em veículos autônomos consiste em uma aplicação de inteligên-
cia artificial ainda em aberto, e tem sido significantemente explorada pela indústria au-
tomobilística e tecnológica nos últimos anos devido ao potencial impacto que tal ino-
vação trará ao cotidiano humano. A partir dessa motivação, este trabalho propõe uma
metodologia baseada em redes neurais convolucionais (CNN) multicanais capazes de pre-
ver o ângulo de direção de um veículo, tendo como única entrada imagens capturadas por
uma câmera acoplada na região frontal do veículo. São propostas cinco arquiteturas de
redes convolucionais: de 1 canal, 2 canais e 3 canais na etapa de convolução. A partir dos
testes realizados utilizando uma base de imagens públicas são apresentadas comparações
quantitativas entre os modelos propostos.
Palavras-chave: redes neurais convolucionais, multicanal, visão computacional, apren-
dizado de máquina, veículos autônomos
v
Abstract
The navigation technology in autonomous vehicles is an artificial intelligence application
which remains unsolved and has been significantly explored by the automotive and tech-
nological industries in the last years due to the potential impact that such innovation will
bring in the near future. Based on this motivation, this work proposes a methodology
grounded on multichannel convolutional neural networks (CNN) capable of predicting
the steering angle of an autonomous vehicle, having as only input images captured by a
camera attached to the vehicle’s frontal area. It is proposed five convolutional network
architectures: 1-channel, 2-channel and 3-channel in the convolution step. Based on the
performed tests using a public image dataset, it is presented a quantitative comparison
between the proposed models.
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Em 1885, o inventor Karl Benz construiu o primeiro veículo equipado com um motor de
combustão interna a entrar em produção, sendo um marco significante para o início da
indústria automobilística. Desde então, os carros se tornaram elementos cada vez mais
importantes para a era contemporânea, tendo causado um impacto relevante no cotidiano
humano e na economia mundial. Por exemplo, é reportado que um total de 94.976.569
veículos foram produzidos em 2016, sendo o Brasil responsável pela produção de 2.156.356
[3].
Ao longo de mais de um século de indústria automobilística, os automóveis têm evo-
luído tecnologicamente de maneira expressiva. No entanto, uma característica tem se
mantido a mesma: o controle do veículo é responsabilidade de um agente humano.
Um automóvel autônomo é definido como um veículo capaz de compreender o ambiente
ao seu redor e de se auto-navegar [4]. A ideia de navegação autônoma não é nova, dado que
sistemas de piloto automático têm sido implementados em aviões e navios desde a primeira
metade do século XX. No entanto, até a escrita deste manuscrito, carros completamente
autônomos ainda não são uma realidade para a população em geral. Isso se deve ao fato de
que a navegação em regiões urbanas apresenta uma série de desafios ainda em aberto na
área de inteligência artificial e visão de máquina, como: detecção de objetos (e.g. demais
veículos, pedestres, ciclistas, animais), estimação de ações, e decisão em situações críticas.
Os primeiros avanços significativos no desenvolvimento de um veículo autônomo ocor-
reram aproximadamente durante a década de 1980, quando pesquisadores da Universidade
de Carnegie Mellon (Pensilvânia, EUA) criaram uma série de veículos autônomos chama-
dos Navlab [5]. Em 1995, um desses carros realizou uma viagem de 5.000 quilômetros em
estradas dos Estados Unidos, navegando de forma autônoma por 98,2% do tempo.
1
Recentemente, o desenvolvimento de veículos autônomos também tem ganho mais
atenção da indústria. Por exemplo, o veículo vencedor na competição de corrida de carros
autônomos titulada “DARPA Grand Challenge” em 2005 foi construído por uma equipe
da Universidade de Stanford (Califórnia, EUA) em cooperação com um laboratório de
pesquisa da empresa automobilística Volkswagen [6].
Na década de 2010, a indústria tem focado no desenvolvimento de carros autônomos
para o consumidor final. Isso se deve principalmente aos avanços na tecnologia de sensores
(e.g. LIDAR) [7], de processamento (e.g. GPU) [8], e também à pesquisa ativa na área
de aprendizado de máquina (e.g. redes neurais artificiais profundas) [9].
(a) Benz Patent-Motorwagen: O veículo cri-
ado por Karl Benz em 1885.
(b) Um carro autônomo de testes produzido
pela Waymo1 em 2017. 2
Figura 1.1: Um século de inovações na indústria automobilística.
1.2 Definição do problema
De acordo com a Organização Mundial da Saúde (OMS) [10], é estimado que 1,25 milhões
de pessoas morreram em 2013 em decorrência de acidentes automobilísticos e estima-se
que 20 a 50 milhões de pessoas sofreram danos físicos não fatais. Além disso, de acordo
com um estudo feito pelo governo estadounidense [11], 94% dos acidentes de trânsito fatais
nos Estados Unidos envolvem o erro humano. Com base nisso, é possível que o uso de
veículos autônomos desenvolvidos sobre um rigoroso protocolo de controle de qualidade
tenham o potencial de reduzir o número de acidentes de forma significante. Por exemplo,
o tempo de reação e decisão de um sistema autônomo em situações críticas pode ser
consideravelmente menor do que o de um ser humano. Além disso, automóveis podem se
comunicar entre si de forma a evitar conflitos em ações tomadas.
1http://waymo.com
2Adaptado de commoms.wikimedia.org sob licença CC BY-SA 4.0.
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De acordo com um estudo conduzido pelo Laboratório Nacional de Energia Renovável
dos Estados Unidos [12], é possível que o advento de veículos autônomos reduza o consumo
de combustíveis em até 90%. Iniciativas de compartilhamento de carros (ridesharing)
poderiam reduzir o congestionamento nas ruas, potencialmente decaindo a emissão de
gases poluentes na atmosfera. Adicionalmente, automóveis autônomos poderiam realizar
rotas mais eficientes sob o ponto de vista energético.
Portanto, é justificável o argumento de que veículos autônomos podem trazer benefícios
à sociedade. Por este motivo, diversas empresas automobilísticas e de tecnologia têm
explorado este desafio nos últimos anos. Por exemplo, a companhia Tesla3 possui um
sistema embarcado em seus carros capaz de controlar velocidade, freio, aceleração e direção
do veículo, sob a atenção completa do motorista.
Com base nisso, o problema abordado neste trabalho consiste no desenvolvimento de
um sistema capaz de controlar a direção de um automóvel terrestre de maneira precisa.
1.3 Objetivos do projeto
A visão é um sentido essencial para motoristas tomarem decisões de direção de um au-
tomóvel. De forma a suprir essa necessidade, veículos autônomos são equipados com um
conjunto de sensores que permitem a extração de informações sobre os objetos ao seu
redor, como é o caso de câmeras que ficam instaladas em diferentes partes do carro, per-
mitindo que o sistema de navegação interprete os pixels de entrada e produza os comandos
de controle apropriados.
Nos últimos anos, com o advento do aprendizado profundo na área de inteligência ar-
tificial, as redes neurais convolucionais (CNN) têm se apresentado como uma interessante
abordagem capaz de extrair informações de imagens digitais. Além disso, com os recentes
avanços nas arquiteturas de unidade de processamento gráfico (GPU), o treinamento de
redes neurais profundas se tornou factível.
Com isso, o objetivo geral deste trabalho consiste na construção de modelos basea-
dos em redes neurais convolucionais multicanais que sejam capazes de estimar
o ângulo de direção de um veículo dado um conjunto de imagens da sua vista
frontal.
A partir do objetivo geral, são definidos os objetivos específicos do trabalho: i) apresen-
tar uma arquitetura de rede neural convolucional capaz de estimar o ângulo de direção do
veículo, ii) apresentar variações da arquitetura original com múltiplos canais de entrada,
iii) avaliar a eficácia do método proposto, considerando as suas variações.
3http://tesla.com
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1.4 Apresentação do manuscrito
No Capítulo 2 é apresentada uma revisão sobre os fundamentos de aprendizado de má-
quina, sendo introduzidos os diferentes tipos de aprendizado, algoritmos, e conceitos teó-
ricos que são essenciais para a compreensão deste trabalho.
Já no Capítulo 3 é introduzido o conceito de redes neurais artificiais e como elas são
capazes de “aprender” a partir de exemplos. No mesmo capítulo, é abordada a teoria
acerca das redes neurais convolucionais (CNN) e a sua aplicabilidade no contexto de
extração de características em imagens.
Para o Capítulo 4 é descrita a metodologia proposta para estimação do controle de
direção de um veículo utilizando redes neurais convolucionais com múltiplos canais de
entrada. No capítulo 5 são descritos os testes realizados e as respectivas análises qualita-
tivas e quantitativas. Por fim, o capítulo 6 apresenta uma conclusão sobre a importância




Este capítulo tem como objetivo a apresentação de tópicos teóricos fundamentais da área
de aprendizado de máquina para uma compreensão efetiva da metodologia e dos resultados
apresentados neste trabalho.
2.1 Definição
O Aprendizado de Máquina, também referenciado como Machine Learning, é uma dis-
ciplina que estuda algoritmos capazes de aprender a partir de dados, sendo uma área
multidisciplinar que se relaciona com inteligência artificial, probabilidade e estatística,
teoria da complexidade computacional, teoria de controle, teoria da informação, filosofia,
psicologia, neurobiologia, e outras áreas [13].
De acordo com [13], considera-se que um programa de computador aprende a partir
da experiência E com respeito a uma classe de tarefas T e uma medida de performance
P, se a sua performance em tarefas de T, medido por P, aperfeiçoa com a experiência E.
De forma a deixar essa definição mais clara, observemos um exemplo de um programa
que tem por objetivo estimar as condições meteorológicas de uma cidade. Uma possibili-
dade de atribuição para as variáveis E, P, T seria:
• Experiência (E): uma base de dados históricos meteorológicos da região, obtidos em
diferentes épocas de cada ano.
• Performance (P): a proporção de exemplos estimados com sucesso (i.e. acurácia).
• Tarefa (T ): estimar se a região estará ensolarada, chuvosa, ou nevosa.
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2.1.1 Problemas para Machine Learning
Como visto no exemplo da seção anterior, o aprendizado de máquina pode ser utilizado
para resolver diversos problemas práticos. De forma geral, tarefas que se enquadram
nos tipos de problemas abaixo podem ser potencialmente exploradas através de Machine
Learning, de acordo com apresentado em [14]:
1. Classificação: classificar a entrada dentre as k categorias existentes. Em tarefas
de classificação, um algoritmo de aprendizado de máquina pode exercer o papel
da função f : Rn −→ {1, ..., k}. Neste caso, a saída da função é a categoria esti-
mada do dado de entrada. Outra função que pode ser produzida por um algoritmo
de classificação é uma de distribuição de probabilidade para as classes existentes.
Um exemplo de problema de classificação é o de reconhecimento de objetos dada
uma imagem de entrada, como é apresentado em [15], que faz uso de redes neurais
convolucionais.
2. Regressão: é um tipo de problema no qual o algoritmo de aprendizado de máquina
deve dar como saída um valor numérico, produzindo uma função f : Rn −→ R.
Portanto, a saída de um problema de regressão é contínua, diferente dos problemas
de classificação. Um exemplo de tarefa de regressão é a de estimar o valor de um
imóvel dada a sua área e localização.
3. Transcrição: consiste na geração de uma descrição em formato textual sobre o dado
de entrada. Um exemplo para esse problema é o de descrever o conteúdo de uma
imagem com frases em inglês, como proposto em [16].
4. Tradução Automática: dada uma entrada estruturada em uma certa linguagem, um
algoritmo de aprendizado de máquina que resolve o problema de tradução auto-
mática deve traduzir este dado para outra linguagem. Um exemplo comum é o de
tradução textual de idiomas, como é o caso do sistema de tradução proposto em
[17], que utiliza redes neurais recorrentes (RNNs).
5. Detecção de Anomalias: consiste em classificar em um conjunto de dados aqueles que
são mais atípicos. O trabalho apresentado em [18] usa algoritmos de aprendizado
de máquina para detectar anomalias mecânicas que são difíceis de serem estimadas,
com base em dados extraídos por sensores.
6. Síntese de Dados: o objetivo é produzir novos exemplos similares aos dados de en-
trada. Isso pode ser útil, por exemplo, para a geração de novos dados de treinamento
para demais algoritmos de aprendizado de máquina. O trabalho [19] usa Generative
Adversarial Networks (GANs) para sintetizar imagens que se assemelham com os
dados de treinamento.
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Elencado os principais problemas a serem resolvidos a partir do uso de Aprendizado
de Máquinas, nas Seções seguintes serão apresentados os principais problemas que foram
empregados na metodologia proposta e/ou que fornecem subsídios teóricos sobre o método
adotado.
2.2 Paradigmas de aprendizado
Os principais paradigmas de aprendizado, de acordo com [14], são:
2.2.1 Aprendizado supervisionado
No contexto de aprendizado supervisionado, o agente recebe como entrada uma base
de dados tal que cada exemplo descrito por um vetor x possui um valor ou um rótulo
associado y. A partir disso, um algoritmo de aprendizado supervisionado deve ser capaz
de estimar y dado um x, estimando, por exemplo, a distribuição de probabilidade p(y |x).
Problemas de regressão e classificação são geralmente explorados através do apren-
dizado supervisionado. Considere, por exemplo, o problema para classificar se o animal
presente em uma imagem consiste em um cachorro ou um gato. Neste caso, o algoritmo de
aprendizado supervisionado recebe um conjunto de imagens denominado por X e um con-
junto de rótulos denominado y, tal que a i-ésima imagem X(i) possui um rótulo associado
y(i) ∈ {Cachorro, Gato}.
Regressão Linear e Redes Neurais Artificiais são exemplos de técnicas que podem ser
aplicadas no contexto de aprendizado supervisionado, e serão vistas com detalhes nas
seções 2.3 e 3.1, respectivamente.
2.2.2 Aprendizado não-supervisionado
No aprendizado não-supervisionado, o agente recebe bases de dados sem rótulo ou valor
associado. Com isso, um algoritmo de aprendizado não-supervisionado necessita encontrar
alguma estrutura na base de dados de entrada, sem receber feedback durante o processo
de aprendizado. Portanto, um agente observa cada exemplo x da base de dados e tenta
aprender a distribuição de probabilidade p(x).
Um exemplo de aprendizado não-supervisionado é o de clusterização de dados de
acordo com um conjunto de características. Um exemplo de algoritmo utilizado para




Existem problemas que podem ser resolvidos com uma união entre as ideias por trás do
aprendizado supervisionado e não-supervisionado. Por exemplo, podem existir situações
nas quais a base de dados contém rótulos em somente uma fração das entradas. Também
é possível que os dados de entrada possuam ruídos que impossibilitem um aprendizado
puramente supervisionado.
2.2.4 Aprendizado por reforço
O aprendizado por reforço se caracteriza pela interação do agente com o ambiente. Para
cada decisão realizada, o ambiente responde com uma recompensa ou uma punição. A
partir desse sistema de feedback, o agente deve convergir para uma configuração tal que a
ocorrência de recompensas seja maximizada. Um exemplo de utilização dessa abordagem
de aprendizado é o uso de redes neurais profundas para a criação de um agente capaz de
aprender o complexo jogo de tabuleiro Go [21].
2.3 Regressão Linear
2.3.1 Definição
De acordo com [14], a Regressão linear é um método capaz de aprender uma função
linear para estimar um escalar y dado um vetor x ∈ Rn de entrada. No ponto de vista
de aprendizado de máquina, a regressão linear apresenta conceitos importantes para a
compreensão de técnicas mais avançadas.
Um modelo de regressão linear requer um processo de treinamento prévio para que os
parâmetros θ ∈ Rn da função linear sejam ajustados a partir de um determinado conjunto
de dados X(train) ∈ Rn×m, que contém m exemplos de n dimensões cada. Além disso, a
base de dados tem para todo exemplo i um valor “alvo” y(train)i ∈ R.
Com os parâmetros θ aprendidos, é esperado que o modelo seja capaz de estimar
novas entradas não presentes no conjunto de treinamento. A partir disso, a hipótese de
um modelo de regressão linear hθ(x) para uma entrada x ∈ Rn é descrita por:
hθ(x) = θ>x (2.1)
Como exemplo, considere uma base de dados univariável, tal que a única variável
corresponde ao número de pessoas que habitam uma determinada cidade. Além disso,
considere que também é dado para cada exemplo o lucro de uma específica rede de res-
taurantes na determinada cidade. A partir desse conjunto de dados, é possível que um
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Figura 2.1: Gráfico de dispersão e a reta ajustada pelo algoritmo de regressão linear.
modelo de regressão linear seja capaz de estimar o lucro y que a rede de restaurantes
teria se começasse a operar em uma cidade de x habitantes. A Figura 2.1 apresenta os
resultados de um modelo treinado sobre uma base de dados fictícia, onde cada ponto azul
corresponde a um exemplo de treinamento e a reta vermelha representa a função ajustada.
2.3.2 Função de Custo
Funções de custo são comumente utilizadas para medir a performance de um modelo de
aprendizado de máquina sobre uma determinada base de dados. No contexto de regressão
linear, uma função de custo J : Rn → R pode ser baseada no erro quadrático médio das





Tal que X ∈ Rn×m corresponde a uma base de dados com m exemplos de n dimensões,
y ∈ Rm ao vetor de valores “alvo” para cada exemplo do conjunto, e θ aos parâmetros
aprendidos pelo modelo.
A partir disso, o objetivo de otimização do algoritmo de regressão linear é encontrar
um conjunto de parâmetros ótimo θ∗ que minimize a função de custo J :
θ∗ = arg min
θ∈Rn
J(θ) (2.3)
Um algoritmo iterativo conhecido como método da descida de gradiente é capaz de
determinar um θ∗ ótimo encontrando o mínimo local da função de custo J . No contexto de
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regressão linear, a aplicação do método da descida de gradiente corresponde ao processo
de treinamento.
2.4 Método da Descida de Gradiente
2.4.1 Definição
Seguindo o apresentado por [14], o método da descida de gradiente é um algoritmo de
otimização utilizado para minimizar uma função diferenciável f(x) baseado em seu gra-
diente ∇xf , que é definido como um vetor de derivadas parciais tal que cada elemento
corresponde a uma dimensão do domínio da função. Por exemplo, suponha uma função













O gradiente de uma função J(θ) corresponde à direção que os parâmetros devem mudar
para J(θ) sofrer um pequeno acréscimo. Como o objetivo é de minimização, usamos a
direção negativa dada por ∇θJ . Portanto, atualizamos os parâmetros θ usando:
θ = θ − α∇θJ(θ) (2.5)
Tal que α corresponde à taxa de aprendizado, sendo um escalar positivo que deter-
mina o tamanho de cada “passo” realizado pelo algoritmo. Quanto menor a taxa de
aprendizado, mais iterações serão necessárias para atingir o mínimo local. No entanto,
um α muito alto pode causar divergência. Portanto, um α pode ser escolhido usando
busca binária e selecionando aquele valor que possui melhor performance em tempo de
treinamento e que não tem problemas de convergência. Uma outra estratégia é o uso de
um α dinâmico, utilizando “passos” mais altos nas primeiras iterações (i.e. mais longe do
ponto ótimo), e o diminuindo com o passar do tempo.
As iterações do método da descida de gradiente podem ser visualizadas no exemplo
fictício apresentado na Figura 2.2, que consiste em um gráfico de superfície de uma função
J : R2 :→ R. Cada seta representa a transição dos parâmetros θ após cada iteração do
método da descida de gradiente. O ponto amarelo se refere ao custo com os pesos iniciais.
A cada iteração do método, os parâmetros se ajustam de forma a diminuir o valor da
função. O método é interrompido quando o mínimo local, representado pelo ponto verde,
é atingido.
O método da descida de gradiente pode ser lido em pseudocódigo em Algoritmo 1.
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Figura 2.2: Visualização do método da descida de gradiente para encontrar o mínimo
local de uma função de custo J(θ1, θ2).
Algoritmo 1 Método da Descida de Gradiente
1: procedimento Gradient_Descent
2: Entrada: um conjuto de parâmetros iniciais θ e uma taxa de aprendizado α.
3: repita
4: θj ← θj − α ∂∂θj J(θ) (atualização simultânea para j = 1, 2, ..., n).
5: até convergir à um mínimo local.
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2.4.2 Variações do Método da Descida de Gradiente
Considere a função de otimização J(θ) apresentada para o algoritmo de regressão linear








(hθ(xi)− yi) · x(i)j (2.6)
Como é visto em Algoritmo 1, ∂
∂θj
J(θ) precisa ser computado em cada iteração do
método da descida de gradiente clássico. Com base nisso, observa-se em 2.6 a presença de
um somatório que passa por todos os m exemplos do conjunto de dados de entrada. Em
outras palavras, o método da descida de gradiente clássico requer o processamento de toda
a base de dados de treinamento para a realização de um único ajuste aos parâmetros θ.
Portanto, essa metodologia pode não ser praticável em extensos conjuntos de dados, pois
é possível que o método demore muito tempo para encontrar o mínimo local da função a
ser otimizada.
A partir dessa ideia, introduzimos duas variações do método da descida de gradiente
que possibilitam o treinamento usando grandes conjunto de dados.
Método da Descida de Gradiente Estocástico
O método da descida de gradiente estocástico utiliza somente 1 exemplo em cada iteração
do algoritmo, fazendo com que os parâmetros sejam ajustados a cada novo exemplo. Isso
traz benefícios em relação ao método da descida de gradiente clássico pois a convergência
ao mínimo local será potencialmente mais rápida.
No entanto, como os parâmetros são atualizados a cada novo exemplo, podem ocorrer
atualizações de parâmetros que não contribuem para a convergência ao mínimo local. Isso
se deve ao fato de que podem existir exemplos (e.g. outliers) que introduzem ruído ao
sistema.
O Algoritmo 2 apresenta o método da descida de gradiente estocástico em formato de
pseudocódigo usando a função de custo descrita pela Equação 2.2 e seu gradiente presente
na Equação 2.6.
Método da Descida de Gradiente em Mini Lotes
A ideia do método da descida de gradiente em mini lotes é utilizar b exemplos em cada
iteração do algoritmo, tal que 1 < b < m. Nessa variação os parâmetros são atualizados
com mais frequência do que no método da descida de gradiente clássico, potencialmente
reduzindo o tempo para convergência ao mínimo local. Além disso, o problema que ocorre
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Algoritmo 2 Método da Descida de Gradiente Estocástico
1: procedimento Stochastic_Gradient_Descent
2: Entrada: um conjunto de parâmetros iniciais θ e uma taxa de aprendizado α.
3: Reordene aleatoriamente os exemplos de treinamento.
4: repita
5: para i ← 1 até m faça
6: θj ← θj − α(hθ(xi)− yi) · x(i)j (atualização simultânea para j = 1, 2, ..., n).
7: fim para
8: até convergir a um mínimo local.
no método da descida de gradiente estocástico de um exemplo contribuir com ruído na
atualização dos parâmetros tende a diminuir, já que não é considerado somente 1 exemplo
em cada iteração do algoritmo.
Adicionalmente, é possível que a computação de cada iteração seja paralelizada entre
até b núcleos de processamento, já que tais cálculos são independentes. Um ponto negativo
é que b se torna mais um hiperparâmetro a ser considerado, e que pode precisar ser
ajustado para diferentes tipos de treinamento.
2.5 Sobre-ajuste e sub-ajuste
De acordo com [14], o que separa machine learning de um problema de otimização é a
necessidade de que técnicas de aprendizado de máquina sejam capazes de treinar modelos
que generalizam para exemplos que nunca foram processados anteriormente. Ou seja,
não é suficiente que um modelo apresente boa performance na base de dados utilizada na
etapa de treinamento. Sejam X(train) e X(test) os conjuntos de dados de treinamento e de
teste, respectivamente, tal que:
X(train) ∩X(test) = ∅ (2.7)
Além disso, é considerado em [14] como erro de treinamento e erro de teste o valor
dado por uma função de custo J(θ) sobre X(train) e X(test), respectivamente. Portanto,
para efeitos de generalização de um modelo de aprendizado, é importante que ambos os
erros de treinamento e de teste sejam decaídos e estejam próximos entre si.
Caso o erro de treinamento sofra decréscimo e a sua diferença com o erro de teste
continue alta, então identificamos um problema chamado sobre-ajuste. Em outras pa-
lavras, sobre-ajuste é causado por uma hipótese hθ(x) que possui bons resultados para
o conjunto de dados de treinamento mas não é capaz de generalizar para exemplos não
vistos anteriormente. Isso pode ser consequência da utilização de uma pequena base de
dados de treinamento ou pelo uso excessivo de características.
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Caso um modelo de aprendizado não seja capaz de tornar o erro de treinamento baixo
o suficiente, observamos a ocorrência do problema denominado sub-ajuste. Ou seja, o
modelo não foi capaz de capturar a relação entre os dados de treinamento X(train) com
os seus respectivos valores “alvo” y(train). Isso é geralmente causado por um modelo e/ou
base de dados de treinamento muito simples (e.g. uso de poucas características). Uma
opção para minimizar a ocorrência de sub-ajuste consiste na utilização de características
polinomiais para que o modelo seja capaz de aprender uma hipótese mais complexa.
Por exemplo, na regressão linear podemos tentar realizar o ajuste de pontos usando um
polinômio de maior ordem.
É possível visualizar nas Figuras 2.3 e 2.5 a ocorrência de sub-ajuste e sobre-ajuste
em um problema de regressão linear de uma única característica x.
Figura 2.3: Sub-ajuste
(função de 1o grau)
Figura 2.4: Ajuste aceitável
(função de 4o grau)
Figura 2.5: Sobre-ajuste
(função de 15o grau)
No 1o exemplo (Figura 2.3), é observado que uma função de 1o grau não é capaz de
ajustar os dados de treinamento de maneira aceitável, pois os pontos não estão distribuídos
de forma linear. Portanto, o erro de treinamento será alto, indicando a ocorrência de sub-
ajuste.
No 2o exemplo (Figura 2.5), foi utilizado um polinômio de 15o grau, sendo uma função
exageradamente complexa para ajustar os dados de treinamento, o que pode levar a um
alto erro de teste. Por exemplo, é provável que o decréscimo abrupto em y observado no
começo do gráfico não contribua para exemplos de teste tal que x ≈ 0, 05.
Enquanto isso, a Figura 2.4 mostra a curva de ajuste usando um polinômio de 4o grau
que apresentou um bom ajuste para os dados de treinamento e que pode ser capaz de ge-
neralizar para novos exemplos, potencialmente tendo um erro de teste inferior comparado
aos outros dois modelos.
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Regularização
Seja h uma função de hipótese que mapeia uma entrada x para um valor alvo y. De
acordo com [22], o objetivo de otimização de um algoritmo de aprendizado de máquina é
encontrar uma função h∗ tal que:
h∗ = arg min
h∈H
L(h) (2.8)
Tal que L(h) corresponde a uma função de custo, como é o caso da função de erro
quadrático médio apresentada na Equação 2.2.
Regularização corresponde ao uso de uma função R : H → R para penalização da
função de custo. Com isso, o novo objetivo de otimização é dado por:
h∗ = arg min
h∈H
L(h) + λR(h) (2.9)
Onde λ corresponde a um escalar positivo denotado por hiperparâmetro de regulari-
zação. A regularização é considerada como uma medida de complexidade da função de
otimização. Portanto, soluções complexas tendem a ser penalizadas, minimizando a possí-
vel ocorrência de sobre-ajuste. Vale ressaltar que a escolha do λ é de grande importância,
pois um valor muito alto pode causar sub-ajuste, já que a função de custo L irá perder
relevância para o objetivo de otimização.
Na regressão linear, uma função de regularização comumente utilizada é a soma dos
quadrados dos pesos. Isso evita que certos pesos tenham uma influência desproporcional
no cálculo da hipótese. Com isso, o objetivo de otimização de regressão linear pode ser
reescrito como:













Modelos lineares de aprendizado de máquina geralmente não funcionam bem com hipó-
teses não-lineares, que são cruciais para a solução de problemas do mundo real. Por
exemplo, suponha que queremos utilizar o algoritmo de regressão linear para aprender
uma hipótese hθ(x) não-linear. Para obter resultados satisfatórios, teríamos que adici-
onar características não-lineares, como x1x2, x1x3, ...x1xn. Isso implica em um aumento
considerável no número de características, tornando impraticável aplicar modelos linea-
res para a solução de problemas que envolvam muitas dimensões (e.g. classificação de
imagens e vídeos). Para estas e outras situações que a não-linearidade do problema a
se classificar seja uma questão preponderante, faz-se o uso de Redes Neurais Artificiais
(RNAs). A seguir, maiores detalhes sobre estas redes são apresentados.
3.1 Redes Neurais Artificiais Clássicas
Uma rede neural artificial (RNA), de acordo com [22] é um modelo de aprendizado capaz
de representar funções não-lineares. Essa seção tem como objetivo explicar redes neurais
artificiais alimentadas para frente, que são representadas por um grafo acíclico dirigido
(DAG). Esse tipo de RNA possui uma grande relevância na área de aprendizado profundo,
como é o caso de redes neurais convolucionais, que serão discutidas na seção 3.2.1.
De acordo com a neurociência [23], neurônios são células do sistema nervoso essen-
ciais para o processo de aprendizado em animais. Neurônios recebem impulsos elétricos
provenientes de outros neurônios através de estruturas conhecidas como dendritos. Cada
neurônio possui um membro chamado axônio, que é responsável por emitir sinais para
demais neurônios. Um modelo simplificado de um neurônio pode ser visto na Figura 3.1a.
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3.1.1 Neurônio
(a) Representação gráfica de um neurônio biológico. 1
(b) Representação de um neurônio de uma RNA.
Figura 3.1: Comparação entre um neurônio biológico e um neurônio artificial.
Com base nessa estrutura biológica, um modelo inicial de neurônio artificial foi proposto
em 1943 por McCulloch e Pitts [24]. Um neurônio artificial (também conhecido como
unidade) pode ser representado por um vértice que contém um conjunto de arestas de
entrada. Cada aresta j de um vértice i possui um peso denotado por θ(i)j , que é multi-
plicado pelo valor de saída aj de um outro neurônio. Com isso, a unidade i computa a







Em seguida, a unidade precisa decidir o seu nível de ativação a partir da combinação
linear ini. Em outras palavras, determinar o grau de “excitação” do neurônio. Para isso,
é computado f(ini), tal que f é a função de ativação da unidade, que será discutida em
mais detalhes na seção 3.1.2. Finalmente, o valor de saída da unidade i é dado por:









A saída da unidade é então propagada como entrada em demais neurônios. A Figura
3.1b apresenta uma representação gráfica de um neurônio artificial.
3.1.2 Função de Ativação
Uma função de ativação é definida por τ : R→ R. De maneira geral, funções não-lineares
são utilizadas de forma com que uma rede neural artificial seja capaz de representar
modelos não-lineares. As funções comumente utilizadas na literatura são:
Sigmóide
A função sigmóide é dada por:
σ(x) = 11 + e−x (3.3)
Como pode ser visto no gráfico da Figura 3.2a, a função tem como saída um número
real dado pelo intervalo [0, 1]. A sigmóide é geralmente utilizada para regressão logística,
como é o caso de problemas de classificação. Por exemplo, considere uma RNA capaz de
classificar se uma dada imagem contém uma face humana, e que todos os neurônios da
rede usem a função sigmóide como função de ativação. Com isso, o resultado da unidade
de saída é a probabilidade de uma face estar contida na imagem.
Tangente Hiperbólica
A função de tangente hiperbólica, visualizada pelo gráfico da Figura 3.2b, tem como saída
um número real que pertence ao intervalo [−1, 1]. É uma função que se relaciona com a
sigmóide pela seguinte igualdade:
tanh(x) = 2σ(2x)− 1 (3.4)
Função Linear Retificada (ReLU)
A função de ativação linear retificada aplica um limiar sobre a sua entrada, sendo definida
por:
Ψ(x) = max(0, x) (3.5)
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Apesar de Ψ ser uma função não-linear, sua computação é bastante eficiente pois não




0 x < 0
1 x > 0
(3.6)
Com isso, métodos de otimização baseados no gradiente podem ser otimizados se
fizerem o uso da função linear retificada. Por esta razão, é uma função que tem sido
frequentemente utilizada em redes neurais profundas.
(a) Sigmóide (b) Tangente Hiperbólica (c) Função Linear Retificada
Figura 3.2: Exemplos de função de ativação.
3.1.3 Redes neurais artificiais de única camada
Uma rede neural artificial de única camada (também chamada de rede perceptron) consiste
em uma RNA na qual a entrada está conectada diretamente com neurônios de saída. Uma
rede perceptron pode ser utilizada para aprender funções lineares. Considere o exemplo
apresentado em [25] baseado na função lógica AND, que opera sobre 2 operandos x1 e x2
e é definida pela Tabela 3.1.





Tabela 3.1: Tabela verdade da função lógica AND.
Com isso, podemos modelar uma RNA capaz de aprender a função AND através da
seguinte hipótese:
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hθ(x1, x2) = σ(θ1x1 + θ2x2 + b) (3.7)
Tal que θ1, θ2 se referem aos parâmetros da rede que serão aprendidos, e σ é a função
de ativação sigmóide. Além disso, b é um escalar referido como bias, e que também
é aprendido na etapa de treinamento. O bias fornece maior flexibilidade ao modelo de
aprendizado por ser um termo adicional que não depende de outro neurônio ou da entrada.
Modelando uma rede na qual o neurônio de saída produza hθ(x1, x2), inicializando com
valores aleatórios, e treinando a RNA usando técnicas que serão descritas na seção 3.1.5,
podemos chegar em um resultado tal que θ1 = θ2 = 20, b = −30, conforme mostrado na
Figura 3.3. Testando a hipótese hθ(x1, x2) sobre os parâmetros obtidos, observamos que
uma rede perceptron é capaz de aprender uma função linear:
hθ(0, 0) = σ(20 · 0 + 20 · 0− 30) = σ(0 + 0− 30) = σ(−30) = 0
hθ(0, 1) = σ(20 · 0 + 20 · 1− 30) = σ(0 + 20− 30) = σ(−10) = 0
hθ(1, 0) = σ(20 · 1 + 20 · 0− 30) = σ(20 + 0− 30) = σ(−10) = 0
hθ(1, 1) = σ(20 · 1 + 20 · 1− 30) = σ(20 + 20− 30) = σ(10) = 1
Figura 3.3: Rede neural artificial de única camada que produz a função lógica AND.
3.1.4 Redes neurais artificiais de múltiplas camadas
Uma limitação das redes neurais artificiais de única camada é a incapacidade de aprender
funções não-lineares, como é o caso da função lógica XOR. No entanto, modelos não-
lineares podem ser construídos usando redes neurais de múltiplas camadas.
Considere a rede neural apresentada na Figura 3.4, que possui 4 camadas. A 1a camada
contém as entradas da rede. A 2a e a 3a são denominadas camadas internas da rede. Por
fim, a 4a é a camada de saída da RNA, que produz a hipótese em termos dos parâmetros
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atuais da rede e o dado de entrada. O número de camadas internas e a quantidade de
unidades em cada camada são parâmetros arbitrários. Teoricamente, é esperado que um
maior número de camadas e neurônios permitam que a rede neural artificial seja capaz
de extrair mais informações dos dados de entrada, aprendendo funções mais complexas
que se ajustam melhor aos pontos de treinamento, podendo inclusive chegar em situações
de sobre-ajuste. No entanto, técnicas de regularização podem ser aplicadas para evitar a
ocorrência de tal problema.
Figura 3.4: Rede neural artificial de mútiplas camadas completamente conectada.
O modelo gerado por uma rede neural artificial de múltiplas camadas pode ser inter-
pretado como uma aplicação de funções compostas não-lineares, dado que cada neurônio
produz um valor determinado por uma função de ativação não-linear. Com isso, uma
RNA de múltiplas camadas é capaz de resolver problemas de regressão não-linear. Consi-
dere novamente a função lógica XOR, que pode ser escrita em termos de funções lineares
AND, OR, NOT:
x1 ⊕ x2 = (x1 ∨ x2) ∧ ¬(x1 ∧ x2) (3.8)
A partir disso, podemos modelar uma RNA de múltiplas camadas contendo redes
perceptrons encadeadas que computam as funções lógicas AND, OR, e NOT. Logo obtemos
uma rede neural artificial capaz de gerar uma hipótese que aproxima a função não-linear
XOR.
3.1.5 Aprendizado em Redes Neurais Artificiais
O aprendizado em redes neurais artificiais é composto por duas etapas principais: a
propagação e a retropropagação, de acordo com [22].
A propagação de uma RNA, como apresentado por [22], consiste na computação das
funções de cada unidade seguindo a ordem topológica da rede, ou seja, começando a partir
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da camada de entrada e finalizando na camada de saída. A última camada produz uma
hipótese hθ(x), baseada nos parâmetros atuais θ e no dado de treinamento x, que possui
um valor alvo y. Com isso, é possível definir um erro de estimação E(θ):
E(θ) = |y − hθ(x)|2 (3.9)
O objetivo da retropropagação é computar a contribuição de cada parâmetro da rede
para o erro E(θ). Essa informação é obtida a partir do gradiente ∇θE(θ). Para calcular o
gradiente da função, o algoritmo de retropropagação propaga o erro da unidade de saída
para os neurônios internos usando o sentido inverso da ordem topológica da rede.
Com o gradiente ∇θE(θ) computado, cada parâmetro da RNA pode ser alterado
usando o método do gradiente estocástico. A equação de atualização de um parâmetro θi
da rede é dada por:




O algoritmo de aprendizado em redes neurais artificiais baseado na retropropagação
pode ser visto em formato de pseudocódigo em Algoritmo 3 [22].
Vale ressaltar que existem outros métodos de otimização estocástica que podem apre-
sentar melhores resultados de convergência em redes neurais artificiais. O trabalho [26]
apresenta uma série de comparações de performance entre diferentes tipos de algoritmos,
como ADAGRAD, ADADELTA, RPROP, e RMSprop.
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Algoritmo 3 Iteração de aprendizado em uma rede neural artificial.
1: procedimento Learning_Iteration
2: Entrada: Um vetor x de entrada associado à um valor alvo de saída y.
3: Entrada: Uma rede neural artificial totalmente conectada de L camadas, tal que
θ
(l)
i,j denota o valor do peso da conexão entre a unidade i da camada l−1 para a unidade
j da camada l. Cada neurônio da RNA utiliza uma mesma função de ativação g, de
derivada g′.
4:
5: # Propagação para frente:
6: para cada unidade i da 1a camada faça
7: a(1)i ← xi
8: fim para
9: para l← 2 até L faça















17: para cada unidade j na última camada L faça
18: δ(L)j ← g′(in
(L)




20: para l← L− 1 até 2 faça
21: para cada unidade j na camada l faça












26: # Atualização dos pesos a partir do método do gradiente estocástico:
27: para todos pesos θ(l)i,j tal que l = 2, 3, ..., L faça
28: θ(l)i,j ← θ
(l)







3.2 Redes Neurais Profundas
Como vimos na seção anterior, redes neurais artificiais que possuem mais unidades e
camadas são capazes de representar funções não-lineares mais complexas. No entanto,
o aumento de camadas em uma RNA causa um crescimento considerável da carga de
processamento para a realização do treinamento da rede, devido ao grande número de
parâmetros que devem ser ajustados em cada iteração do algoritmo de aprendizado.
Uma forma de computar o algoritmo de aprendizado de RNAs (como o descrito em
Algoritmo 3) é através de multiplicação de matrizes. Com base nisso, unidades de pro-
cessamento gráfico (GPU) têm sido adotadas para treinar redes neurais artificiais devido
à notável diferença de performance que GPUs possuem em relação à CPUs para a execu-
ção de operações matriciais. Além disso, trabalhos recentes propõem uma arquitetura de
processamento computacional dedicada para a execução de algoritmos de aprendizado de
máquina, referenciada como Tensor Processing Unit (TPU) [27].
Com tal recente avanço tecnológico, o treinamento de RNAs de múltiplas camadas se
tornou praticável, surgindo o termo “rede neural profunda”. Apresentamos na próxima
seção um tipo de rede neural comumente associada com o conceito de redes neurais pro-
fundas - redes neurais convolucionais especificamente - seguindo as ideias apresentadas no
trabalho de [14].
3.2.1 Redes Neurais Convolucionais
Redes neurais convolucionais (CNN), de acordo com [14], são redes neurais artificiais
especializadas para processar dados de entrada que possuem alguma espécie de topologia
espacial, como é o caso de imagens, vídeos, áudio, e texto.
Redes neurais convolucionais foram introduzidas em 1989 por LeCun et al. [28] através
de um trabalho desenvolvido para reconhecer dígitos escritos à mão em uma imagem de
entrada, sendo uma aplicação de bastante relevância para o serviço de correio norte-
americano da época.
Após o trabalho inicial de Yann LeCun [28], redes neurais convolucionais ganharam
mais atenção em 2012, com o desenvolvimento de uma CNN titulada AlexNet [15], capaz
de atingir resultados melhores que o estado da arte em uma competição de classificação
de imagens (ImageNet Large Scale Visual Recognition Challenge).
Redes neurais artificiais clássicas completamente conectadas são capazes de receber
os pixels de uma imagem como entrada e aprender características relevantes sobre o seu
conteúdo. No entanto, o custo computacional para fazer isso é muito elevado. Considere
uma imagem de dimensões 300x300 com 3 canais. Um único neurônio da 2a camada
que esteja conectado com todas as unidades de entrada possui 300 · 300 · 3 = 270.000
24
parâmetros a serem aprendidos através da retropropagação. Como uma única unidade
e uma camada não são suficientes para aprender características sobre uma imagem, esse
número aumenta consideravelmente, sendo impraticável treinar uma rede que receba uma
entrada com alta dimensionalidade. Além disso, redes neurais artificiais clássicas não
consideram a estrutura espacial da entrada (i.e. a RNA pode não considerar a proximidade
entre pixels).
Uma rede neural é considerada convolucional quando a mesma possui pelo menos uma
camada de convolução. Essa camada recebe uma entrada multidimensional (também cha-
mada por tensor) e a aplica uma série de convoluções usando um conjunto de filtros. Além
de camadas de convolução, CNNs também são geralmente compostas por outros tipos de
camadas. Antes de definir cada uma, definimos o que é uma operação de convolução.
Operação de Convolução
Sejam as funções p : R → R e q : R → R. A convolução é definida como uma operação
linear ∗ que computa a superposição de duas funções em função de um deslocamento τ :




A equação 3.11 descreve a definição de uma convolução contínua. Para o contexto
de redes neurais artificiais, na qual a entrada é discreta (e.g. uma imagem digital),
descrevemos a definição da convolução discreta:





No contexto do domínio espacial, a filtragem de imagens pode ser realizada através de
convoluções. Um filtro de imagem é um procedimento que recebe como entrada a imagem
original I e uma matriz bidimensional K (também chamada de kernel) de dimensões
m × n, e produz uma imagem de saída I ′. Usando a equação 3.12 como referência, a
convolução pode ser descrita por:





I(m,n)K(i−m, j − n) (3.13)
Em outras palavras, a operação de convolução em imagens pode ser compreendida pela
ação de movimentar o kernel sobre todas as posições da imagem, computando o produto
escalar entre K e I(i, ..., i+m, j, ...j + n) (i.e. a parte da imagem coberta pelo kernel).








Um exemplo de aplicação do filtro Laplaciano sobre uma imagem pode ser visto na
Figura 3.5. Como é possível notar, o filtro foi capaz de destacar as bordas presentes na
imagem de entrada.
(a) Imagem original. (b) Imagem filtrada.
Figura 3.5: Aplicação do filtro Laplaciano sobre uma imagem.
Além do kernel utilizado, a saída do processo de convolução é determinada por duas
variáveis: uso de padding e o tamanho do passo.
O padding é caracterizado pela inserção simétrica de novos pixels ao redor da imagem
de entrada. No contexto de filtros, é comum a inserção de pixels de valor 0 (0-padding).
Isso é realizado para que tenhamos um controle sobre o tamanho da saída e que as bordas
da imagem original sejam corretamente consideradas no processo de convolução.
O tamanho do passo (também chamado de stride) consiste no número de pixels que
o kernel irá se mover sobre a imagem de entrada para realizar cada produto escalar. Ou
seja, se o stride utilizado for 1, o kernel não irá “saltar” pixels durante a sua passagem
sobre a imagem, percorrendo-a pixel a pixel. Por outro lado, caso maiores tamanhos sejam
utilizados, menos produtos escalares serão computados, e com isso, o tamanho da saída
será menor.
Considere que o tamanho da imagem de entrada I seja W × H, que o tamanho do
kernel K seja F × F , que o tamanho do padding seja P , e que o tamanho do passo seja
P . A partir disso, a largura W ′ e a altura H ′ da imagem filtrada são dadas por:




H ′ = (H − F + 2P )
S
+ 1 (3.16)
Camadas de uma Rede Neural Convolucional
Descrevemos abaixo três tipos de camadas comumente encontradas em arquiteturas de
redes neurais convolucionais.
Camada de Convolução (CONV)
A camada de convolução é o componente principal de uma CNN. O seu papel durante
a etapa de propagação é aplicar a convolução de K filtros sobre a entrada, gerando K
saídas chamadas mapas de ativação. Cada filtro é aplicado sobre a profundidade da
entrada. Por exemplo, se a entrada consiste em uma imagem de 3 canais de cor (e.g.
RGB), o filtro também precisa ter 3 de profundidade, de forma a gerar um único mapa de
ativação bidimensional que considere todos os canais da entrada. Observe na Figura 3.6
os resultados produzidos por uma camada de convolução durante o estágio de propagação.
Figura 3.6: Uma camada de convolução recebendo uma imagem como entrada e produ-
zindo K mapas de ativação.
O papel da retropropagação em camadas convolucionais é de alterar os valores dos
kernels dos filtros para que os mesmos sejam ativados quando a entrada conter certas ca-
racterísticas observadas em múltiplos exemplos do conjunto de treinamento. As primeiras
camadas convolucionais de uma CNN tendem a ser ativadas para características de baixo
nível (e.g. bordas com uma determinada orientação) e as camadas mais profundas são
responsáveis por extrair aspectos de alto nível (e.g. a mão de uma pessoa).
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Como já foi descrito, redes neurais artificiais clássicas são inviáveis para treinamento
em larga escala sobre grandes entradas, como é o caso de imagens digitais. Um dos fatores
principais que tornam CNNs apropriadas para esse tipo de processamento é a consideração
de que se um filtro é capaz de detectar um certo tipo de característica na posição (x1,
y1) da entrada, então também será capaz de fazer o mesmo em outra posição (x2, y2). A
partir dessa ideia, é possível que os parâmetros da camada sejam compartilhados. Isso tem
como consequência uma redução expressiva no número de parâmetros a serem aprendidos
através da retropropagação.
Por exemplo, considere uma imagem de 3 canais, de dimensão total 200 × 200 × 3.
Considere uma camada CONV que possui 20 filtros de tamanho 5 × 5 × 3 e que recebe
a imagem como entrada. Devido ao compartilhamento de parâmetros, cada filtro possui
5 · 5 · 3 = 75 parâmetros a serem aprendidos, totalizando 75 · 20 = 1.500 parâmetros
(sem contabilizar bias) na camada CONV. Por outro lado, caso uma camada totalmente
conectada fosse utilizada, o total de parâmetros da camada para produzir os 20 mapas
de ativação seria (200 · 200 · 20) · (200 · 200 · 3) = 96.000.000.000, um valor de significante
maior magnitude presente em uma única camada.
Uma maneira interessante de observar o que uma rede neural convolucional está apren-
dendo é extrair em formato de imagem os mapas de ativação produzidos durante o pro-
cesso de propagação pelas camadas convolucionais. A Figura 3.7 mostra um subconjunto
dos mapas de ativação da 1a camada CONV presente na CNN AlexNet [15], que foi pro-
posta para realizar classificação de objetos em imagens. É possível notar que diferentes
filtros destacam diferentes regiões de cada imagem, sendo informações propagadas para
as demais camadas, que extrairão informações de mais alto nível com base nos mapas de
ativação.
Figura 3.7: Mapas de ativação de 8 filtros da 1a camada de convolução da AlexNet 2.
2Adaptado de [15]
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Camada de pooling (POOL)
A camada de pooling é responsável por controlar o sobre-ajuste durante o treinamento da
rede neural convolucional. É uma camada que geralmente recebe como entrada a saída
de uma camada de convolução. A operação da camada POOL consiste em realizar uma
subamostragem de cada mapa de ativação (i.e. canal) da entrada. A saída da camada de
pooling é o mesmo número de mapas de ativação recebidos na entrada, mas subamostrados
por um mesmo fator.
A operação de pooling pode ser descrita como a convolução da entrada por um filtro
de tamanho pré-definido que passa sobre a entrada com um certo stride, computando uma
função que produz um escalar dada a região em que a janela do filtro se encontra. Uma
função comumente utilizada é a max (max pooling).
Figura 3.8: Uma camada de max pooling recebendo n mapas de ativação como entrada.
Como exemplo, considere um mapa de ativação M de tamanho 4× 4:
M =

54 67 165 32
5 45 59 1
42 22 211 93
55 34 11 57
 (3.17)
Aplicando-se a operação de max pooling usando um filtro de tamanho 2 × 2 e stride





Como é possível notar, M ′ foi reduzido por um fator 2, tornando a entrada mais
simples para as próximas camadas. Além disso, a operação de pooling faz com que a rede
neural convolucional se torne invariante a pequenas transformações na imagem. Por outro
lado, existe a perda de informação, que até um certo nível pode ser benéfica para evitar
o sobre-ajuste. Para não haver excesso, [29] recomenda o uso de um kernel de pooling de
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dimensões 2× 2 e stride 2. Por outro lado, caso o fator de subamostragem do pooling for
muito alto, o modelo pode começar a sofrer com sub-ajuste.
Camada Totalmente Conectada (FC - fully connected)
Uma camada totalmente conectada é equivalente à camada presente em uma rede neural
artificial clássica, na qual todas as suas unidades estão conectadas com a camada anterior.
Esse tipo de camada é geralmente utilizada no fim de uma CNN, onde a dimensionalidade
do dado é geralmente menor que a entrada original. A camada totalmente conectada é
usada como uma forma de aprender funções não-lineares com base na combinação das
características extraídas pelas camadas anteriores. Portanto, é geralmente responsabili-
dade da camada totalmente conectada dar a saída final de uma CNN, a partir de alguma
função de ativação.
3.2.2 Redes Neurais Convolucionais Multicanais
Redes neurais convolucionais clássicas possuem um único canal de entrada. Por exemplo,
uma imagem é dada para a rede, que é repassada linearmente entre as camadas, até a
última camada produzir uma saída final.
Uma CNN de N canais é caracterizada por receber N entradas que são processadas por
camadas paralelas até um determinado ponto, onde os fluxos se unem, para que então um
processamento serial seja prosseguido. Em trabalhos recentes, é comum que o ponto de
concatenação dos dados esteja presente antes da primeira camada totalmente conectada
da rede, ou seja, o processamento paralelo se concentra entre as camadas de convolução.
O problema de reconhecimento de ações em vídeos é um tema que tem sido explorado
através de CNNs multicanais. O motivo por trás disso é que uma CNN convencional não
seria capaz de extrair a informação temporal presente no vídeo de entrada, já que a mesma
recebe como entrada os quadros do vídeo de forma independente. O trabalho de Karpathy
et al. [1] propõe uma metodologia baseada em CNNs de múltiplos canais capazes de gerar
rótulos da ação predominante em um vídeo. Em uma arquitetura proposta, o autor propõe
o uso de uma rede neural convolucional de 2 canais tal que os canais recebem dois quadros
do vídeo de entrada separados em aproximadamente um terço de segundo.
Outra utilidade no uso de múltiplos canais em CNNs é ainda proposta no trabalho de
Karpathy et al. [1], e consiste na redução da dimensionalidade da entrada da rede. O
treinamento de redes neurais profundas em conjuntos de larga escala (e.g. milhares de
vídeos) é um processo que pode demorar semanas para ser concluído nas melhores GPUs
disponíveis atualmente. A partir disso, o autor propõe uma arquitetura de multiresolução,
com dois canais titulados fóvea e contexto.
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Considere uma imagem de entrada original de tamanho W x H. O canal de fóvea
recebe a região central da imagem de resolução W2 x
H
2 . O canal de contexto recebe a
imagem original subamostrada em 50%. A ideia por trás da metodologia é que os canais
possam evitar que a rede perca performance nos resultados, apesar de receber um conjunto
de entrada de dimensionalidade reduzida em 50% em relação à base de dados original. A
Figura 3.9 mostra a arquitetura proposta pelo trabalho.
Figura 3.9: Arquitetura multicanal proposta por Karpathy et al. [1] para redução de
dimensionalidade da entrada da rede. As camadas vermelhas correspondem às camadas
de convolução, as verdes são operações de normalização, as azuis são camadas de pooling,
e as amarelas são camadas totalmente conectadas.3
De acordo com os resultados obtidos por Karpathy et al. [1], a arquitetura com os
canais de fóvea e contexto obteve uma acurácia de classificação de 60,0%, um valor melhor
que o obtido através da arquitetura de único canal, que apresentou acurácia de 59,3%.




Veículos autônomos, de acordo com [4], consistem em automóveis capazes de compreender
o ambiente ao seu redor e de se auto-guiarem. De acordo com um documento publicado
pela organização Society of Automotive Engineers (SAE International) [30], a tecnologia
de direção autônoma é classificada em seis níveis:
• Nível 0 (sem automação): não há sistema autônomo no veículo, toda a responsabi-
lidade de direção é do motorista.
• Nível 1 (assistência ao motorista): o controle do veículo é compartilhado entre
o motorista e o sistema autônomo. Neste caso, algumas funções específicas são
automatizadas, como ocorre na tecnologia cruise control, na qual o veículo é capaz
de manter uma velocidade pré-determinada.
• Nível 2 (automação parcial): o controle de aceleração, freio, e direção é feito através
do sistema autônomo. No entanto, é necessário que o motorista mantenha atenção
total e esteja preparado para intervir a qualquer momento.
• Nível 3 (automação condicional): o sistema não requer que o motorista tenha total
atenção. No entanto, é importante que o motorista esteja preparado para tomar
controle do veículo caso o sistema o notifique.
• Nível 4 (alto nível de automação): o sistema não requer atenção do motorista,
sendo capaz de lidar com situações em que o motorista não atendeu a notificação
de intervenção ao controle do veículo.
• Nível 5 (automação completa): o sistema é completamente autônomo, sendo capaz
de dirigir o veículo em qualquer tipo de situação. Sendo assim, não é necessária a
presença de um humano no automóvel.
Veículos autônomos necessitam de um conjunto de periféricos que permitam uma
interface entre o meio físico e o sistema de automação. A partir da fusão dos dados
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obtidos através de diferentes sensores, é esperado que o sistema autônomo seja capaz
de reconhecer o meio ao seu redor, uma condição essencial para que o veículo possa
ser controlado de maneira eficiente. Alguns sensores comumente utilizados em veículos
autônomos são:
1. GPS (Global Positioning System): localização e mapeamento são tarefas de grande
importância no contexto de veículos autônomos para navegação e determinação de
rotas. Com isso, um dispositivo GPS pode fornecer a geolocalização do automóvel
com precisão de aproximadamente 5 metros.
2. IMU (Inertial Measurement Unit): um IMU consiste em um periférico eletrônico
capaz de coletar a velocidade angular e a aceleração linear do veículo. Como o GPS
pode ser impreciso e estar indisponível em certas situações, o IMU pode ser utilizado
para determinar a posição e orientação do carro autônomo.
3. Radar: ondas de rádio são utilizadas em veículos autônomos para mapear objetos
(e.g. carros, pedestres) ao redor do veículo. Radares também apresentam bons
resultados em situações de difícil visibilidade, como chuva, neblina, neve, etc.
4. Lidar: é uma tecnologia que determina a distância entre objetos através da emissão
de lasers, permitindo que seja realizado um mapeamento tridimensional dos arre-
dores do veículo. O Lidar geralmente produz resultados de maior resolução que um
radar. No entanto, o seu custo de produção atual é consideravelmente elevado.
5. Câmera: veículos autônomos usam uma série de câmeras em diferentes regiões do
veículo para que o sistema possa interpretar os arredores do carro a partir de imagens
que contêm informações de grande importância, como cor e textura. O gargalo do
uso de câmeras em veículos autônomos é o processamento intensivo das imagens (e.g.
os quadros capturados podem ser usados como entrada em redes neurais artificiais
profundas).
4.1 Veículos Autônomos e Aprendizado de Máquina
Algoritmos de aprendizado de máquina são comumente utilizados para processar os dados
obtidos a partir dos sensores instalados no veículo autônomo. Isso se deve ao fato de
que redes neurais artificiais profundas apresentam bons resultados para uma série de
subproblemas, como: i) detecção de pista [31], ii) detecção de pedestres [32], iii) detecção
de veículos a partir dos dados produzidos por Lidar [33].
Existe um grande desafio em aberto sobre a utilização de técnicas de aprendizado de
máquina para resolver problemas que requerem uma taxa de erro extremamente baixa.
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Além disso, de acordo com [34] técnicas de aprendizado de máquina são sujeitas a exemplos
adversários, que são entradas propositalmente modificadas para que o modelo produza
uma resposta incorreta. Esta condição pode ser encontrada no exemplo da Figura 4.1,
originalmente proposto por [35]. Após a inserção de um pequeno ruído na imagem original,
a rede neural convolucional classificou o animal de maneira errônea e com um nível de
confiança bastante elevado. Portanto, é importante que sistemas de veículos autônomos
sejam capazes de tratar problemas como esse, de forma a não comprometer a segurança
dos usuários. No momento, isso é um tópico de pesquisa ativa e de bastante relevância
para a evolução da inteligência artificial em produtos finais.
Figura 4.1: Exemplo de uma entrada adversária para a rede neural convolucional Goo-
gLeNet [2]. 1
4.2 Principais Trabalhos Relacionados
Veículos autônomos é um tópico que já tem sido explorado por algumas décadas. Em
1989, Pomerleau et al. [36] descreveu a construção de um veículo autônomo baseado em
redes neurais artificiais. A rede neural proposta, chamada ALVINN (Autonomous Land
Vehicle In a Neural Network), é responsável por prover uma orientação ao veículo. A
arquitetura da rede (vista na Figura 4.2) consiste em uma RNA clássica com uma única
camada intermediária, contendo 29 neurônios totalmente conectados com as unidades de
entrada.
As entradas da RNA são divididas em três conjuntos:




2. “Retina” 2: imagem de dimensão 8×32 obtida através de um telêmetro a laser, que
representa a relação de proximidade entre o veículo e a área capturada através da
“Retina” 1.
3. Unidade de intensidade da estrada: uma única unidade que indica se a estrada está
mais clara ou mais escura que as demais regiões (e.g. calçada, gramado) na imagem
de entrada anterior.
A saída da RNA possui 46 unidades. Uma delas consiste na intensidade da estrada,
que é usada como entrada na próxima iteração do treinamento. As demais 45 unidades
representam a curvatura que o veículo deve seguir, ou seja, a unidade do meio representa a
ação de dirigir reto e as unidades da esquerda e direita correspondem ao ato de realização
de curvas. De acordo com o trabalho, a RNA foi treinada por 40 épocas em uma base
de dados de 1200 entradas. A rede foi testada em um carro de pesquisa (visto na Figura
4.3), tendo sido capaz de trafegar de forma autônoma por um caminho de 400 metros sob
velocidade de 0,5 m/s.
Figura 4.2: Arquitetura da rede neural artificial ALVINN. 2
2Extraído de [36].
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Figura 4.3: NAVLAB: o veículo autônomo de testes da rede neural artificial ALVINN. 3
Em [37] é proposto um sistema autônomo de navegação titulado de DeepDriving base-
ado em redes neurais convolucionais. A base de treinamento utilizada consiste em 484.815
imagens sintéticas de resolução 280× 210 obtidas através de um simulador de corrida. A
partir disso, é realizado o treinamento da rede neural convolucional AlexNet [15] com a
base de dados sobre 140.000 iterações e produzindo um total de 13 valores de saída. Um
dos valores corresponde ao ângulo entre a frente do carro e a tangente da pista. Os demais
consistem em distâncias do veículo a demais elementos da cena (e.g. a outro veículo ou a
marcação de alguma pista lateral).
Durante a etapa de teste, a velocidade, a aceleração, o freio, e o ângulo de direção são
computados a partir dos valores de saída da CNN. Em seguida, todos os dados obtidos
são usados como entrada em um algoritmo que descreve a lógica de controle do veículo.
A partir de uma análise qualitativa, os resultados obtidos permitem que o sistema
autônomo controle o veículo no simulador sem colisões e de forma natural. Quantitati-
vamente, a técnica proposta apresentou melhores resultados do que um sistema baseado
no descritor GIST [38] em termos de aproximação do valor do ângulo e das distâncias
estimadas.
Os trabalhos [9] e [39], desenvolvidos pela empresa de tecnologia NVIDIA, propõem
uma rede neural convolucional titulada PilotNet capaz de estimar o ângulo de direção de
um veículo, dado como entrada o quadro de uma câmera instalada na parte frontal do
carro.
A arquitetura da CNN consiste em 9 camadas, sendo uma de normalização, cinco de
convolução, e três camadas totalmente conectadas. É reportado que a rede foi montada
de forma empírica através de múltiplos testes com diferentes configurações de camada. É
esperado que a extração de características da entrada seja realizada nas camadas iniciais
3Extraído de https://www.cs.cmu.edu/Groups/ahs/navlab_list.html
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(i.e. convolução), e que as últimas camadas (i.e. completamente conectadas) sirvam como
controle de direção.
De forma a observar as características extraídas pela PilotNet, é proposta uma técnica
de visualização dos objetos salientes na imagem de entrada. Isso é feito através de um
algoritmo baseado em deconvolução [40], que encontra as regiões da imagem que possuem
os maiores níveis de ativação nos mapas produzidos pelas camadas de convolução da
rede. Na Figura 4.4 é possível visualizar as regiões de maior saliência em uma imagem de
entrada, destacadas em verde.
A rede PilotNet foi testada em um carro, e foi capaz de realizar um percurso de 15
minutos em área urbana e sem intervenção humana por 98% do tempo.





Como visto nos trabalhos anteriores apresentados na Seção 4.2, redes neurais artificiais
têm apresentado resultados promissores na construção de sistemas de veículos autônomos.
A partir disso, este trabalho propõe um método capaz de estimar o ângulo de direção
de um veículo baseado em redes neurais convolucionais (CNNs) multicanais. O sistema
desenvolvido recebe como entrada uma imagem colorida no padrão de cores RGB da
vista frontal do veículo, e produz como saída a estimativa do ângulo do volante naquele
instante. Um diagrama de alto nível da metodologia proposta pode ser vista na Figura
5.1.
Primeiramente, este capítulo define a base de dados que é utilizada como entrada para
o nosso método. Em seguida, é apresentada a arquitetura base da rede neural convoluci-
onal utilizada. Com isso, são descritas as modificações propostas da rede utilizada como
base, usando múltiplos canais de entrada. Por fim, os modelos propostos são detalhada-
mente definidos.
Figura 5.1: Esquema em alto nível do sistema de estimação de direção do veículo.
5.1 Definindo a base de dados
Dado que a metodologia proposta neste trabalho faz o uso de redes neurais convolucionais
como elemento fundamental no sistema de aprendizado, o uso de uma base de dados é
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essencial para o processo de treinamento, validação e teste dos modelos produzidos.
A partir disso, a metodologia proposta se baseia no uso de uma base de dados for-
necida pela organização comma.ai1. O conjunto de dados é disponibilizado no formato
HDF5 (Hierarchical Data Format version 5 )2, um padrão otimizado para o armazena-
mento de um grande volume de informações na forma de um único arquivo de extensão
.h5. Internamente, o formato HDF5 organiza os dados em agrupamentos definidos como
databases de forma hierárquica, similar a uma estrutura de diretórios em um sistema de
arquivos.
A base de dados é composta por 11 (onze) vídeos com resolução 320x160 pixels de
duração variável e gravados a 20 (vinte) quadros por segundo (fps) com uma câmera
instalada no para-brisas de um carro (i.e. Acura ILX 2016 ), capturando quadros de sua
visão frontal durante o dia e noite, trafegando predominantemente em rodovias. A Figura
5.2 mostra um exemplo de quadro presente na base de dados. No total, o conjunto de
dados possui 522.434 quadros capturados, resultando em aproximadamente 7 (sete) horas
de gravação.
Figura 5.2: Um quadro da base de dados da comma.ai.
Cada vídeo é descrito na base de dados como um par de arquivos no formato HDF5.
O primeiro contém os dados crus (i.e. valores dos pixels RGB) de cada quadro do vídeo
ordenados cronologicamente. O segundo contém dados capturados por sensores instalados
no veículo (e.g. ângulo do volante, velocidade, freio), mapeados para o identificador do
quadro que foi capturado pela câmera no mesmo instante.
Para os objetivos desse trabalho, os únicos dados levados em consideração são os
quadros do vídeo (padrão de cores RGB) e os ângulos de direção do veículo. A medida do




ângulo é dada em graus e corresponde ao ângulo de rotação do volante do carro utilizado.
Toda medida de ângulo presente na base de dados pertence ao intervalo [−502.3, 512.6].
5.2 Arquitetura base da CNN
O objetivo da metodologia proposta, basicamente, é resolver um problema de regressão:
estimar o ângulo de direção de um veículo dado um conjunto de imagens de entrada. Por-
tanto, este trabalho se baseia na utilização de uma rede neural convolucional preexistente,
proposta pela organização comma.ai3, aqui definida como arquitetura de base.
A CNN de base funciona de acordo com o paradigma de aprendizado supervisionado,
ou seja, a rede necessita ser treinada sob uma base de dados tal que cada exemplo consiste
em um quadro capturado pelas câmeras e em um ângulo de direção do volante naquele
determinado instante. Com isso, permite-se que um erro seja computado e propagado a
todas unidades da CNN, para que então os seus parâmetros sejam ajustados.
A função de ativação utilizada na rede neural convolucional de base foi a ELU (Ex-




x x ≥ 0
β (ex − 1) x < 0
(5.1)
Tal que x corresponde à entrada da função de ativação, β corresponde a um hiper-
parâmetro que foi fixado em 1 para este trabalho. Além disso, o gradiente da função de
ativação ELU é dado pela equação 5.2 e pelo gráfico presente na Figura 5.3b.
ε′(x) =

1 x ≥ 0
ε(x) + β x < 0
(5.2)
De acordo com Clevert et al. [41], um dos maiores benefícios da função de ativação
ELU é que o seu uso pode acelerar o processo de aprendizado durante o treinamento da
rede. Isso se deve principalmente ao fato de que a função pode produzir valores negativos,
permitindo que a ativação média das unidades seja centralizada em 0. Além disso, em
experimentos realizados por Clevert et al. [41], o uso da função ELU trouxe melhores
resultados de generalização para problemas de classificação quando utilizada em redes
neurais convolucionais com mais de 5 camadas.
A Figura 5.4 apresenta o diagrama da arquitetura da CNN utilizada. Em maiores
detalhes, a rede neural convolucional usada como base neste trabalho é descrita por 13
3Repositório do projeto disponível em: https://github.com/commaai/research
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(a) Função de ativação ELU. (b) Gradiente da função de ativação ELU.
Figura 5.3: Função de ativação ELU e o seu correspondente gradiente.
camadas e contém 6.621.809 parâmetros a serem aprendidos. Em ordem topológica, as
camadas da rede são descritas por:
Figura 5.4: Diagrama da arquitetura da rede neural convolucional de base.
1. Normalização: uma imagem no padrão RGB é dada como entrada para a CNN,
sendo que o valor de cada pixel em cada canal de cor pertence ao intervalo [0, 255].
A primeira camada da rede é responsável por normalizar os valores dos pixels no
intervalo [−1, 1]. Matematicamente, a seguinte operação é realizada:
x′ = x127, 5 − 1 (5.3)
Dimensão da saída: 3× 160× 320
2. Camada de convolução (CONV): os parâmetros da primeira camada de convo-
lução estão presentes na Tabela 5.1.
Tabela 5.1: Parâmetros da 1a camada de convolução.
Número de filtros Dimensão do kernel Stride 0-padding
16 8× 8 4× 4 2
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Dimensão da saída: 16× 40× 80
3. ELU
Dimensão da saída: 16× 40× 80
4. Camada de convolução (CONV): os parâmetros da segunda camada de convo-
lução estão presentes na Tabela 5.2.
Tabela 5.2: Parâmetros da 2a camada de convolução.
Número de filtros Dimensão do kernel Stride 0-padding
32 5× 5 2× 2 2
Dimensão da saída: 32× 20× 40
5. ELU
Dimensão da saída: 32× 20× 40
6. Camada de convolução (CONV): os parâmetros da terceira camada de convo-
lução estão presentes na Tabela 5.3.
Tabela 5.3: Parâmetros da 3a camada de convolução.
Número de filtros Dimensão do kernel Stride 0-padding
64 5× 5 2× 2 2
Dimensão da saída: 64× 10× 20
7. Flatten: a função da camada flatten é de remodelar a entrada como um vetor de
características. Por exemplo, dada uma uma matriz de dimensão 100x42, a camada
produzirá um vetor R4200. Essa etapa é realizada para que as informações espaciais
aprendidas através das convoluções sejam transferidas para camadas totalmente
conectadas.
Dimensão da saída: 1× 12.800
8. Dropout: a camada de dropout foi proposta originalmente por Srivastava et al. [42],
e é utilizada como uma forma de regularização, para evitar a ocorrência de sobre-
ajuste. Essa camada é utilizada somente na fase de treinamento, e sua operação
consiste em atribuir o valor 0 em cada unidade de entrada com uma probabilidade
p.
Probabilidade de dropout: 20%
Dimensão da saída: 1× 12.800
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9. ELU
Dimensão da saída: 1× 12.800
10. Camada totalmente conectada (FC)
Dimensão da saída: 1× 512
11. Dropout: assim como a camada de dropout usada anteriormente, é utilizada so-
mente durante o processo de treinamento.
Probabilidade de dropout: 50%
Dimensão da saída: 1× 512
12. ELU
Dimensão da saída: 1× 512
13. Camada totalmente conectada (FC): a última camada da rede consiste em uma
unidade totalmente conectada com as 512 unidades da camada anterior. A saída
da camada produz um valor y ∈ R, que consiste no ângulo de direção do veículo no
instante que a imagem de entrada foi capturada.
Dimensão da saída: 1× 1
5.3 Arquiteturas propostas
A partir da arquitetura base apresentada na Seção 5.2, a metodologia deste trabalho
propõe a construção de duas redes neurais convolucionais compostas de múltiplos canais
de entrada. A motivação por trás da ideia é observar o impacto que CNNs multicanais
apresentam para o problema de estimativa do ângulo de direção de um veículo.
5.3.1 Rede neural convolucional de 2 canais
A primeira CNN multicanal proposta pelo trabalho consiste na duplicação da 1a camada
até a 10a (i.e. ELU). Ou seja, a rede possui dois canais de entrada, que são processados
paralelamente por todas as camadas de convolução. As saídas produzidas pelas camadas
ELU são então concatenados e seguem como entrada para a primeira camada totalmente
conectada. O restante do processo da rede é realizado em um único canal, assim como a
CNN original. Um diagrama da rede pode ser visto na Figura 5.5.
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Figura 5.5: Arquitetura proposta de 2 canais de entrada.
5.3.2 Rede neural convolucional de 3 canais
A segunda rede proposta por este trabalho consiste em 3 canais de entrada. Assim como
na CNN de 2 canais, as primeiras 7 camadas da rede original foram replicadas. O diagrama
na Figura 5.6 mostra como a rede é estruturada.
5.4 Modelos desenvolvidos
Com a base de dados e as arquiteturas das redes neurais convolucionais definidas, este
trabalho propõe um framework para a geração dos modelos treinados, que são capazes de
receber um conjunto de imagens capturadas da vista frontal de um veículo e de produzir
como saída o ângulo estimado do volante no instante que o conjunto de quadros foi
capturado.
O framework proposto consiste primeiramente em modificar a base de dados origi-
nal para que o treinamento das arquiteturas multicanais seja possível. Em seguida, é
realizado o treinamento de 5 (cinco) combinações de modelos distintos. Por último, os
modelos treinados podem ser utilizados para teste. Um fluxograma do framework pode
ser visualizado na Figura 5.7.
5.4.1 Preparação da Base de Dados
A rede neural convolucional originalmente proposta pela comma.ai possui um único canal
de entrada. Dado que a metodologia deste trabalho propõe o uso de CNNs multicanais,
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Figura 5.6: Arquitetura proposta de 3 canais de entrada.
Figura 5.7: Fluxograma do framework proposto.
foi necessário uma adaptação das bases de dados a partir do conjunto original (para
referência futura, a base original será denotada como BASE_1) de acordo com a arquitetura
de cada modelo. A partir disso, foram criados novos arquivos no formato HDF5 com 4
configurações distintas:
• BASE_2: quadro original + quadro subamostrado em 50% da resolução espacial (i.e.
160x80 pixels).
• BASE_3: quadro original + região central da imagem em escala original (i.e. 160x80
pixels).
• BASE_4: quadro original + quadro subamostrado em 50% da resolução espacial (i.e.
160x80 pixels) + região central da imagem em escala original (i.e. 160x80 pixels).
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• BASE_5: quadro subamostrado em 50% da resolução espacial (i.e. 160x80 pixels) +
região central da imagem em resolução original (i.e. 160x80 pixels)
Ou seja, para cada arquivo HDF5 que possui os dados sobre os quadros capturados pela
câmera, foi gerado um novo arquivo para cada configuração. Em termos de estrutura do
padrão HDF5, cada canal foi inserido no arquivo como um novo database. Para a geração
dos novos arquivos HDF5, foi utilizada a biblioteca h5py, que fornece uma interface de
alto nível em Python para leitura e escrita de arquivos no formato .h5. A partir disso,
foi criado um programa que realiza as seguintes operações, em ordem:
• Recebe um arquivo HDF5 da base de dados original que contém os quadros codifi-
cados.
• Decodifica cada quadro presente no arquivo como uma imagem RGB e realiza a
transformação necessária (i.e. subamostragem ou recorte de uma região de inte-
resse). Essa etapa foi realizada através da biblioteca OpenCV [43], uma biblioteca
para processamento de imagens e visão computacional.
• Codificação de cada imagem resultante e inserção da mesma em um novo arquivo
no formato HDF5.
5.4.2 Treinamento das CNNs
A partir das bases de dados modificadas e das arquiteturas propostas, cinco modelos
distintos foram treinados. Cada modelo usou um dos conjuntos de dados apresentados
na seção anterior (i.e. BASE_1 a BASE_5). Antes de iniciar o processo de treinamento de
cada modelo, a base de dados utilizada, composta de 11 (onze) vídeos, deve ser dividida
em três subconjuntos mutualmente exclusivos:
• Base de treinamento: 7 (sete) vídeos.
• Base de validação: 2 (dois) vídeos.
• Base de testes: 2 (dois) vídeos.
A base de treinamento é utilizada como entrada durante o treinamento do modelo,
sendo a única que faz parte do processo de ajuste dos parâmetros da rede. A base de vali-
dação é utilizada para avaliar o aprendizado do modelo após cada época de treinamento.
Por fim, a base de testes é utilizada após o modelo ter sido treinado, e serve para observar
o quanto o modelo generalizou para exemplos nunca vistos anteriormente. Tal partição
é feita de maneira aleatória, e é realizada para que o modelo possa ser corretamente
comparado com outros.
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Os modelos foram treinados usando o método de otimização estocástica Adam [44],
sendo utilizados os hiperparâmetros recomendados pelos autores do algoritmo. As demais
configurações de treinamento podem ser vistas na Tabela 5.4.
Tabela 5.4: Configurações de treinamento dos modelos propostos.
Tamanho de cada lote 256 quadros
Tamanho de cada época 10.000 quadros
Número de quadros processados
para validação (após cada época)
1000 quadros
Função de custo Erro quadrático médio
Taxa de aprendizado 0,001
Modelo 1 (treinada com BASE_1)
Neste modelo, a CNN original de único canal é utilizada. Isso é feito para que seja possível
a comparação da rede original com os demais modelos.
Figura 5.8: Único canal de entrada no modelo 1.
Modelo 2 (treinada com BASE_2)
O segundo modelo faz uso da CNN de 2 canais. Além da imagem original, é dado como
entrada o quadro subamostrado em 50%. Com isso, podemos observar como a CNN se
comporta com a entrada sendo dada em diferentes escalas.
Figura 5.9: Canais de entrada do modelo 2.
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Modelo 3 (treinada com BASE_3)
O terceiro modelo faz uso da CNN de 2 canais. Além da imagem original, é dada como
entrada a região central do quadro em resolução original. A partir deste modelo, pode-
mos observar como a rede pode reagir recebendo em um canal a região do quadro que
provavelmente contém os objetos mais próximos e que estão presentes na mesma faixa da
pista que o veículo trafega no momento.
Figura 5.10: Canais de entrada do modelo 3.
Modelo 4 (treinada com BASE_4)
O 4o modelo faz uso da CNN de 3 canais. O objetivo de criação deste modelo é observar
se a rede pode trazer uma melhoria de performance recebendo os dados adicionais que
são dados nos modelos 2 e 3.
Figura 5.11: Canais de entrada do modelo 4.
Modelo 5 (treinada com BASE_5)
O 5o modelo faz uso da CNN de 2 canais, e foi baseado na ideia de CNN de múltiplas
resoluções proposta por Karpathy et al. [1], que introduz dois canais de entrada: fóvea
e contexto. Como já explicado na Seção 3.2.2, o canal de fóvea recebe a região central
da imagem de entrada em resolução original, apresentando dimensões 160x80 na base de
dados utilizada. O canal de contexto recebe a imagem original subamostrada em 50%, ou
seja, também possuindo resolução 160x80 no conjunto de dados utilizado. Com isso, a di-
mensionalidade de entrada da rede é reduzida pela metade, algo que pode apresentar uma
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melhor performance em termos de tempo de treinamento. Portanto, o 5o modelo é pro-
posto para que seja observado o impacto da performance que redes neurais convolucionais
multicanais causam ao receber uma entrada com perda de informações.




Este capítulo apresenta os resultados obtidos a partir das bases de dados e das redes
neurais convolucionais apresentadas na metodologia proposta.
6.1 Descrição da Arquitetura Computacional
A seguir são apresentados os principais detalhes da arquitetura computacional utilizada
na realização dos testes, bem como, para a validação da metodologia proposta.
6.1.1 Hardware
As especificações principais do hardware utilizado para treinamento e teste dos modelos
propostos foram:
• GPU: NVIDIA Geforce GTX 1070 8GiB;
• CPU: Intel Core i5-6400 2.70GHz;
• Memória RAM: 2x 8GiB DDR4;
• Armazenamento: 1TiB SATA 3 HHD.
6.1.2 Software
As ferramentas de software utilizadas para execução dos testes propostos no trabalho
foram:
• Sistema Operacional: Linux Ubuntu 14.04 LTS 64-bit;
• Linguagem: Python 2.7.6;
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• Framework de aprendizado de máquina: Keras 1.1.1, fazendo back-end sobre Ten-
sorFlow 0.11.0rc2.
Além disso foram utilizados: a biblioteca NumPy para realização de operações ve-
toriais, a biblioteca h5py para leitura e escrita de arquivos no formato HDF5, o toolkit
OpenCV para processamento de imagens, a bibliotecaMatplotlib e a ferramentaMATLAB
para geração de gráficos.
6.2 Protocolo de testes
Os experimentos realizados correspondem aos testes dos cinco modelos apresentados no
capítulo anterior. Cada modelo foi treinado usando 200, 350 e 500 épocas, sendo que cada
época consiste no processamento de 10.000 exemplos. Cada treinamento com N épocas foi
repetido 3 vezes, sendo que em cada um a base de dados foi particionada em subconjuntos
de treinamento/validação/teste de forma aleatória, seguindo a proporção 7/2/2.
Dado que as redes neurais convolucionais propostas produzem predições do ângulo de
direção do veículo dada uma imagem de entrada, é crucial que a acurácia do modelo seja
avaliada. Os valores aqui apresentados correspondem ao erro de cada modelo treinado
sob cada conjunto de testes. Como existem dois vídeos de teste na partição de dados
realizada, foram obtidas duas medidas para cada treinamento. O erro é calculado entre
a predição do ângulo de direção do veículo e o ângulo real do carro capturado por um
sensor interno.
Uma medida de erro comumente utilizada para predição de valores numéricos é a raiz






(yi − y′i)2 (6.1)
Tal que n corresponde ao número de predições, yi corresponde ao valor verdadeiro do
exemplo i, e y′i corresponde ao valor estimado do exemplo i. Portanto, quanto menor
o RMSE computado para um conjunto de testes, maior é a capacidade do modelo em
generalizar para novos exemplos de entrada.
Para que seja possível a comparação entre modelos treinados sob diferentes combina-
ções de bases de dados, foi optado pela normalização da raiz do erro médio quadrático





Tal que ymin e ymax correspondem ao menor e ao maior ângulo observados no conjunto
de testes dado como entrada, respectivamente.
6.3 Resultados obtidos
Os resultados obtidos são apresentados de acordo com cada modelo proposto na metodo-
logia, seguindo a mesma enumeração. Cada subseção é composta por dois elementos:
• Tabela que apresenta os erros (NRMSE) de teste obtidos em cada sessão de treina-
mento do modelo atual. A última linha de cada tabela contém a média dos erros
normalizados, com o menor valor obtido apresentado em negrito.
• Gráfico que exibe o ângulo estimado (em vermelho) e o ângulo real (em azul) no
decorrer de um vídeo de teste (i.e. não utilizado durante a etapa de treinamento).
Esse resultado é obtido através de uma das nove sessões de treinamento do modelo
atual. Além disso, vale ressaltar que cada um dos cinco gráficos apresentados nesta
seção correspondem a vídeos distintos.
6.3.1 Experimento 1: testes do modelo 1
Tabela 6.1: Resultados de teste dos treinamentos do modelo 1.
200 épocas 350 épocas 500 épocas
Treinamento 1 (teste 1) 0.066170 0.051909 0.038168
Treinamento 1 (teste 2) 0.050151 0.078426 0.049583
Treinamento 2 (teste 1) 0.066166 0.038214 0.038608
Treinamento 2 (teste 2) 0.050529 0.050354 0.051880
Treinamento 3 (teste 1) 0.038772 0.034986 0.058295
Treinamento 3 (teste 2) 0.077972 0.029392 0.052042
Média 0.058293 0.047213 0.048096
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Figura 6.1: Comparação do ângulo de direção estimado com o real em um vídeo de teste,
obtido através do 1o modelo treinado por 200 épocas.
6.3.2 Experimento 2: testes do modelo 2
Tabela 6.2: Resultados de teste dos treinamentos do modelo 2.
200 épocas 350 épocas 500 épocas
Treinamento 1 (teste 1) 0.050875 0.066027 0.066246
Treinamento 1 (teste 2) 0.038034 0.033105 0.029442
Treinamento 2 (teste 1) 0.033274 0.033108 0.066413
Treinamento 2 (teste 2) 0.052033 0.029413 0.034847
Treinamento 3 (teste 1) 0.038083 0.038708 0.038077
Treinamento 3 (teste 2) 0.033134 0.078019 0.052476
Média 0.040905 0.046396 0.047916
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Figura 6.2: Comparação do ângulo de direção estimado com o real em um vídeo de teste,
obtido através do 2o modelo treinado por 200 épocas.
6.3.3 Experimento 3: testes do modelo 3
Tabela 6.3: Resultados de teste dos treinamentos do modelo 3.
200 épocas 350 épocas 500 épocas
Treinamento 1 (teste 1) 0.058292 0.038018 0.050910
Treinamento 1 (teste 2) 0.038616 0.029392 0.066385
Treinamento 2 (teste 1) 0.034953 0.034886 0.050832
Treinamento 2 (teste 2) 0.029407 0.038717 0.037845
Treinamento 3 (teste 1) 0.052038 0.034944 0.050760
Treinamento 3 (teste 2) 0.077906 0.052106 0.029307
Média 0.048535 0.038010 0.047673
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Figura 6.3: Comparação do ângulo de direção estimado com o real em um vídeo de teste,
obtido através do 3o modelo treinado por 200 épocas.
6.3.4 Experimento 4: testes do modelo 4
Tabela 6.4: Resultados de teste dos treinamentos do modelo 4.
200 épocas 350 épocas 500 épocas
Treinamento 1 (teste 1) 0.037991 0.058209 0.033176
Treinamento 1 (teste 2) 0.052622 0.038755 0.038769
Treinamento 2 (teste 1) 0.034994 0.038655 0.066228
Treinamento 2 (teste 2) 0.058423 0.078159 0.078114
Treinamento 3 (teste 1) 0.050823 0.029371 0.038675
Treinamento 3 (teste 2) 0.050227 0.038761 0.052109
Média 0.047513 0.046985 0.051178
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Figura 6.4: Comparação do ângulo de direção estimado com o real em um vídeo de teste,
obtido através do 4o modelo treinado por 200 épocas.
6.3.5 Experimento 5: testes do modelo 5
Tabela 6.5: Resultados de teste dos treinamentos do modelo 5.
200 épocas 350 épocas 500 épocas
Treinamento 1 (teste 1) 0.033036 0.065899 0.050869
Treinamento 1 (teste 2) 0.058155 0.052457 0.077798
Treinamento 2 (teste 1) 0.050896 0.050848 0.029353
Treinamento 2 (teste 2) 0.051036 0.029339 0.078314
Treinamento 3 (teste 1) 0.050884 0.050263 0.050869
Treinamento 3 (teste 2) 0.049837 0.058436 0.029417
Média 0.048974 0.051207 0.05277
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Figura 6.5: Comparação do ângulo de direção estimado com o real em um vídeo de teste,
obtido através do 5o modelo treinado por 200 épocas.
6.4 Análise dos resultados
A partir dos resultados obtidos em cada modelo, presentes nas Tabelas 6.1, 6.2, 6.3, 6.4,
6.5, observa-se que as medidas de NRMSE são similares entre si, tal que todas pertencem
ao intervalo [0.029307, 0.078426]. Portanto, a diferença em robustez entre os modelos
propostos não é alta.
O gráfico presente na Figura 6.6 apresenta a média dos erros obtidos. Nele, é possí-
vel observar que o modelo 3 treinado por 350 épocas apresentou um NRMSE médio de
0,038010, um valor 7,07% menor que segundo melhor modelo (i.e. modelo 2 treinado
por 200 épocas).
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Figura 6.6: Erros médios de teste dos modelos treinados.
A partir da Figura 6.6, nota-se que, em média, os treinamentos por 500 épocas não
trouxeram melhoria nos resultados. Portanto, é esperado que o modelo comece a sofrer
de sobre-ajuste e perca a capacidade de generalização para exemplos nunca vistos em
fase de treinamento. Como exemplo, note o gráfico na Figura 6.7, que mostra o erro de
treinamento do modelo 5 treinado por 500 épocas. É perceptível que o decrescimento do
erro de treinamento é significantemente reduzido após 200 épocas.
Figura 6.7: Variações do erro de treinamento do modelo 5 treinado por 500 épocas.
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A partir dos gráficos de teste obtidos, observa-se que os modelos tendem a estimar
ângulos com o mesmo sentido do ângulo real, e são capazes de acompanhar pequenas
variações de direção, como rotações de -15 a 15 graus. No entanto, nota-se que os mo-
delos não são capazes de prever grandes variações na direção do veículo. Isso pode ser
justificado devido à baixa ocorrência de curvas acentuadas na base de treinamento, im-
possibilitando que a rede neural convolucional possa aprender e generalizar para novos
exemplos. Portanto, é esperado que o erro de teste seja maior em vídeos que incluem um
grande número de curvas acentuadas.
Através dos gráficos de teste, também nota-se que o erro é mais expressivo no começo e
fim dos testes. Isso se deve ao fato de que na base de dados utilizada, as extremidades dos
vídeos correspondem ao momento de entrada e saída do veículo dentro de uma garagem,
um evento que implica em uma grande variação no ângulo de direção.
Por fim, é possível analisar qualitativamente os modelos propostos por meio da visu-
alização dos mapas de ativação produzidos por uma camada de convolução da CNN. A
partir dessa ideia, a Figura 6.9 mostra os 16 mapas de ativação produzidos pela primeira
camada CONV do modelo 1 treinado por 200 épocas, dado o quadro da Figura 6.8 como
entrada.
Figura 6.8: O quadro correspondente aos mapas de ativação apresentados na Figura 6.9.
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Figura 6.9: Mapas de ativação produzidos pela 1a camada de convolução, obtidos através
do 1o modelo treinado por 200 épocas.
A partir dos 16 mapas de ativação apresentados, observa-se que todos os filtros da
primeira camada de convolução destacaram as faixas de marcação da pista. Em outras
palavras, a rede neural convolucional foi capaz de detectar a presença de tais elementos
em uma cena sem ter sido previamente programada para realizar tal tarefa. Encontrando
as faixas de marcação da pista, é possível que a rede possa ter aprendido que o veículo
deve se manter em tal área, sendo então capaz de realizar as pequenas variações de direção




Este trabalho propõe um método baseado em redes neurais convolucionais multicanais
para realizar a predição do ângulo de direção de um veículo utilizando exclusivamente
imagens (espaço RGB) como entrada. Com os resultados apresentados foi possível obser-
var que, em média, o modelo 3 proposto, treinado com 350 épocas obteve um erro menor
comparado com os demais, incluindo a arquitetura de único canal.
No entanto, é importante ressaltar que os modelos treinados neste trabalho obtiveram
performance de teste semelhantes entre si. Devido ao custo computacional elevado em
treinar modelos com maior dimensionalidade na entrada, pode ser justificável o uso de
um modelo mais simples. Um exemplo disso é o modelo 5, que possui somente os canais
de fóvea e contexto, apresentando uma dimensionalidade reduzida pela metade compa-
rada com a arquitetura de único canal. Esta abordagem torna viável sua utilização em
aplicações reais para veículos autônomos.
A contribuição principal desse trabalho corresponde a um método baseado em redes
neurais convolucionais multicanais capazes de estimar o ângulo de direção de um veículo.
Além disso, os testes realizados demonstram que o modelo de CNN de dois canais que
recebe a imagem original subamostrada em 50% e a região central é capaz de apresentar
resultados semelhantes aos demais modelos. Portanto, outra contribuição relevante con-
siste na proposição de um modelo capaz de manter a robustez recebendo uma entrada
com dimensionalidade reduzida. A partir dessas observações, consideramos que o objetivo
proposto foi cumprido.
7.1 Trabalhos futuros
As arquiteturas propostas na metodologia deste trabalho recebem como entrada em seus
canais as informações sobre um único quadro capturado em um determinado instante de
tempo. Como consequência, as redes neurais convolucionais não são capazes de usufruir
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da dimensão temporal do vídeo. Tal informação poderia trazer melhorias para os resul-
tados de performance da rede. Portanto, como trabalho futuro, é importante que sejam
desenvolvidos experimentos com as técnicas de fusão de temporalidade em CNNs propos-
tas por Karpathy et al. [1]. Além disso, pode ser válida a experimentação com redes
neurais recorrentes (RNN), para que o modelo use as informações de entradas recentes
para estimar o ângulo atual de direção do veículo.
Uma outra proposta de trabalho futuro é o uso de uma métrica diferente para a
avaliação dos modelos treinados. A estratégia utilizada em [9] consiste na utilização de
um simulador que funciona sob um conjunto de testes e é capaz de indicar se a direção
atualmente estimada implicaria na ação de retomada do controle do carro por parte do
motorista. Com isso, pode ser experimentado como métrica o número de intervenções
humanas que seriam necessárias durante o percurso realizado no vídeo de entrada. Esse
tipo de abordagem seria mais contextualizada com o domínio de aplicação e poderia trazer
importantes informações para análise.
Por fim, pontos de interesse no espaço-tempo (STIP) [46] são definidos como regiões em
cada quadro de um vídeo que são relevantes para a sua interpretação de eventos espaço-
temporais. Portanto, um trabalho futuro consiste na utilização de um canal de fóvea
dinâmico, ao invés de sempre extrair somente a região central da imagem, permitindo-se
obter melhorias não só na robustez do processo de estimação da direção do veículo, como
também possibilitar a utilização de modelos computacionalmente eficientes.
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