Abstract. We consider stable linear scalar systems described by homogenous difference equations with nonzero initial conditions. We show that, at finite time instants, solutions can deviate far from the equilibrium. For classes of root locations and initial conditions, closed-form estimates are obtained for the magnitude of deviations and the instant of the maximum deviation. Simple conditions on the presence of deviations are formulated and the issues are discussed of how typical are these effects.
Introduction
Analysis of transients in dynamical systems is a classical field of research in control theory and its applications; e.g., see [1] and other numerous textbooks and monographs. Usually, by transient is meant the reaction of a stable system with nonzero initial conditions to a typical input such as step-function, harmonic signal, etc., and the deviation of the output of the system from the steady state is referred to as overshoot. However, similar effects are encountered in input-free systems with nonzero initial conditions; these are referred to as deviations of solutions or peaks. Clearly, to keep real systems safe, these effects are to be avoided in the engineering practice. There exist some papers on this issue; we mention [2] as one of the latest publications that relate to continuous-time systems; also, see the bibliography presented there.
Much less attention has been paid to discrete-time systems; there are just scattered results in the literature, related to many-dimensional systems and to numerical construction of upper bounds on peaks [5] , adaptive control problems [4] , dependence of peaks on the degree of controllability of the system [3] . However, to the best of our knowledge, the simplest and most natural formulations of the problem, such as evaluation of peaks in scalar difference equations, have not been considered. Perhaps the first work in this direction is [6] , where the exact closed-form expressions for peaks and lower bounds were obtained for several root locations of the characteristic polynomial and various initial conditions; certain specific equations were analyzed; equations with nonzero deterministic noise were studied. The exploited theory and methods of difference equations are given in [7] . In the present paper, certain results obtained in [6] are refined and generalized to other classes of root locations and initial conditions, simple necessary and/or sufficient conditions for the existence of peak are presented, and the issues of how typical are these effects are also discussed.
Notation, Definitions, Problem Statements
We consider linear scalar difference equations of the form 11 ... 0, , 1,...; ,
with initial conditions 
denote its domain of stability in the coefficient space. In the exposition to follow, without loss of generality we assume that
The following problems are of our interest:
and initial conditions (0) x , evaluate the quantities For a given spectrum (classes of spectra)  or coefficients, find the worst-case initial conditions yielding maximal peak (if it is observed).
3.
For a given spectrum (classes of spectra)  or coefficients, characterize the set of initial conditions leading to peak. 
Main Results
In this section we collect the main results of the work. Being limited to the size of the paper, we present the results in an informal way; severe proofs of the assertions presented below, a more detailed discussion, and numerical illustrations will be given in a full version of the paper. The problem in item 1 above can be solved by straightforward exponentiation, and we pass on to other problems.. 1. Worst-case initial conditions. Assertion 1. For any  , the worst-case initial condition is attained at a vertex of the box B .
Indeed [7] , the solution is linear in the initial conditions: 
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Note that the value of * k and specific signs of the initial conditions can be find in closed form just in a few very specific cases. Fig. 1 . Note that the magnitude of peak is very large, even for modest values of n and  . Assertion 2 seems to hold for distinct roots of the same sign. The worst-case conjecture formulated in [6] can now be slightly generalized as given below. 
Equal negative roots. For equal roots
in particular, the maximum magnitude of peak over all initial conditions is equal to that observed for the polynomial of degree /2 n with roots 2 i   . However there are many differences; e.g. multiple worst-case initial conditions, a diversity of trajectories depending on the initial conditions, 343 possible oscillations, etc. Similar results for even n are observed for pure imaginary roots j   of multiplicity /2 n . 4. Peak for specific initial conditions. For some (0) x , simple necessary and/or sufficient conditions of the existence of peak can be formulated in terms of roots. 
Probability of peak.
Assume now that the vector a of the coefficients of (2) is random, uniformly distributed in the domain n S (3). What is the probability that there exists an initial condition yielding peak? We first present a general necessary and sufficient condition for the existence of peak.
Assertion 4 (B.T. Polyak). The condition 1 1 a  is necessary and sufficient for the existence of (0) x such that
With this assertion, an answer can be given to the question above. Indeed, the volume of
(it is sometimes referred to as the Cohn domain; also, it specifies so-called superstable polynomials [8] ) is given by Vol( ) 2 / ! n n Cn  , whereas for the volume of Vol( ) n S there exists a recursive relation (e.g., see [9] ). The probability of peak in (1) 
1 a x x     specify a subset of initial conditions in the unit box that imply peaks of solutions of (1). Notably, the volume of this set can be efficiently computed.
Conclusions
We presented a number of new results on the estimation of peak effects in linear difference equations. Further research assumes the development of analogous results for other classes of root locations, proof of the conjecture, evaluation of the mean value of peak over initial conditions, elaboration of closed-form upper bounds on peaks, analysis of robust formulations of the problem (e.g., in the situations where the coefficients of the equations are only known to belong to certain intervals).
