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Abstract—There has been significant interest in the use
of fully-connected graphical models and deep-structured
graphical models for the purpose of structured inference.
However, fully-connected and deep-structured graphical
models have been largely explored independently, leaving
the unification of these two concepts ripe for exploration.
A fundamental challenge with unifying these two types
of models is in dealing with computational complexity. In
this study, we investigate the feasibility of unifying fully-
connected and deep-structured models in a computation-
ally tractable manner for the purpose of structured infer-
ence. To accomplish this, we introduce a deep-structured
fully-connected random field (DFRF) model that integrates
a series of intermediate sparse auto-encoding layers placed
between state layers to significantly reduce computational
complexity. The problem of image segmentation was used
to illustrate the feasibility of using the DFRF for structured
inference in a computationally tractable manner. Results
in this study show that it is feasible to unify fully-connected
and deep-structured models in a computationally tractable
manner for solving structured inference problems such as
image segmentation.
Index Terms—random fields, structured inference, deep
structured, fully connected, learning, image, segmentation
I. INTRODUCTION
Structured inference, where the goal is to infer a
structured state output from a structured observation
input, is a crucial component for a wide range of
applications such as object recognition [1], image clas-
sification [2], natural language processing [4], gesture
recognition [3], handwriting recognition [5], and bioin-
formatics. A powerful and commonly-used approach to
structured inference is the use of Markov random field
(MRF) and conditional random field (CRF) [6] models.
A limitation of such graphical models is that they utilize
unary and pairwise potentials on local neighborhoods
only, and as such can result in smoothed state boundaries
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as well as prohibit long-range state boundaries given the
limitations of constraint locality. This becomes particu-
larly problematic in the presence of high observational
uncertainties such as measurement noise and outliers.
Recently there has been significant interest in the
application of two types of models for the purpose
of structured inference that help address the issues
associated with locally-connected graphical models: i)
fully-connected graphical models, and ii) deep-structured
graphical models. Fully-connected graphical models ad-
dress issues of locally-connected models by assuming
full connectivity amongst all nodes in the graph, thus tak-
ing full advantage of long range relationships to improve
inference accuracy. One of the main hurdles in utilizing
fully-connected graphical models is the complexity of
inference, which becomes computationally intractable as
the size of the problem scales.
Much of recent research in fully-connected graphical
models have revolved around addressing the compu-
tational complexity of inference step. Krähenbühl and
Koltun [7], [8] introduced an efficient inference proce-
dure for fully-connected CRF based on specific potential
functions, where the edge potentials are obtained by use
of Gaussian kernels, thus allowing them to formulate the
inference problem as a filtering problem. By comput-
ing the energy function via convolution, computational
complexity is reduced to linear complexity by use of a
permutohedral lattice [9]. Zhang and Chen [10] utilized
a stationary constraint where the spatial potentials over
two nodes are assumed to depend only on their relative
positions for each of their states, thus allowing for
statistical encoding by different distributions and thus
relaxing the Gaussian assumption made by Krähenbühl
and Koltun. Campbell et. al. [11] further generalized the
pairwise potentials to non-linear dissimilarity measures
by representing the pairwise terms as density estimates
of the conditional probability. Ristovski et al. [12] intro-
duced a continuous fully-connected CRF that is similar
to that proposed by Campbell et al., but targets the
regression problems with continuous outputs. Never-
theless, while the aforementioned methods significantly
reduce the computational complexity of inference on
fully-connected graphical models, they all address the
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problem similarly by defining specific potential functions
to manage the inference as a filtering approach, thus
limiting the effectiveness of such models as the key merit
of such models is to allow for arbitrary feature function
selection.
Deep-structured graphical models take a different
approach to improving inference performance by in-
troducing intermediate state layers, where there is a
dependency of each layer on its previous layer, and
inference is carried out in a layer-by-layer manner from
bottom to top. Prabhavalkar and Fosler-Lussier [13] and
Peng et al. [14] both introduced multi-layer conditional
random field models where the local factors in linear-
chain conditional random fields are replaced by multi-
layer neural networks and trained via back-propagation.
Ratajczak et al. [15] introduce a context-specific deep
conditional random field model by replacing the local
factors in linear-chain conditional random fields with
sum-product networks. Yu et al. [4], [16] introduced a
deep-structured conditional random field model which
consists of multiple layers of simple CRFs where each
layer’s input consists of the previous layer’s input and
the resulting marginal probabilities. While such deep-
structured graphical models are good at handling high
observational uncertainties such as measurement noise
and outliers by characterizing different information at
the different layers, they only implicitly take advantage
of long range relationships and are more limited in
this aspect when compared to fully-connected graphical
models.
While fully-connected and deep-structured graphical
models both have their own benefits and limitations,
these two types of graphical models have been largely
explored independently, leaving the unification of these
two concepts ripe for exploration. Such a unified graph-
ical model could yield significant benefits in improving
state boundary preservation, better enable long-range
state boundaries, and better handle high observational
uncertainties such as measurement noise and outliers.
A fundamental challenge with unifying these two types
of graphical models is in dealing with computational
complexity, as not only are all nodes fully-connected
within a layer, there are also multiple layers to process
due to the deep structure of the graphical model. In this
study, we investigate the feasibility of unifying fully-
connected graphical models and deep-structured models
in a computationally tractable manner for the purpose
of statistical inference. To accomplish this, we introduce
a deep-structured fully-connected random field (DFRF)
model which integrates a series of intermediate sparse
auto-encoding layers placed between state layers to
significantly reduce computational complexity while still
maintaining the benefits of fully-connected and deep-
structured graphical models.
This paper is organized as follows. First, the method-
ology behind the proposed DFRF model and struc-
tured inference using DFRF for image segmentation
is described in Section II. The experimental setup for
evaluating the performance of the proposed DFRF model
for solving the image segmentation problem is described
in Section III. The experimental results and discussion
is presented in Section IV, and conclusions are drawn
and future work discussed in Section V.
II. DEEP-STRUCTURED FULLY-CONNECTED RANDOM
FIELDS
From the Bayes rule [22], the joint distribution of
the observation X and labels Y are modeled based on
the product of conditional probability of labels given
observation, P (Y |X), and the probability of observation,
P (X) as
P (Y,X) = P (Y |X)P (X). (1)
The goal of the proposed work is to incorporate fully
connected interactions into the model that can preserve
more information by taking advantage of the long range
interactions in the modeling. However, incorporating
fully connected interactions imposes a high computa-
tional complexity into the model which makes infer-
ence intractable. To address the issue of computational
tractability, we introduce a sparse auto-encoding layer
that describes the fully connected interactions among
random variables more concisely with a smaller number
of variables. The auto-encoding layer is made possible as
a result of the sparsity inherent in the structure of many
types of data that are measured in a higher dimension
than that needed to represent the data. In essence the
auto-encoding layer is representing the data as a smaller
set of variables that describe the data in a more concise
manner.
The interaction among variables are determined by
extracting the interaction parameters from the auto-
encoding layer variables instead of the variable Y . As a
result Eq. (1) can be reformulated as
P (Y,X) = P (X)P (Y |X,A)P (X,A) (2)
where A represents the auto-encoding layer where the
number of its variables is much smaller than the num-
ber of output states. P (X,A) characterizes the auto-
encoding layer based on the observation and, based on
the chain rule principle, is added to Eq. (2). The role of
the auto-encoding layer is to involve the fully connected
relationship among nodes into the model implicitly. The
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Fig. 1. Deep-structured fully-connected random field model; The
proposed framework is the combination of two different layers, auto-
encoding layer (Ai) and label layer(Yi). The layer Y0 is provided by
finite mixture model (FMM) model and is an initialization for layer
Y1. Each node of layer Ai is connected to all nodes in label layer
Yi. More information are provided to the model by increasing the
number of nodes in the auto-encoding layers from the bottom to the
top of the model.
auto-encoding layer is constructed based on a specific
number of variables, where the number of variables
determines the fineness of structure in the data that
can be characterized by the model (e.g., auto-encoding
layers with fewer number of variables assume greater
sparsity in the structure of the data and thus characterizes
structure in the data more coarsely than when a higher
number of variables are used).
To fully utilize the different concise structure charac-
terization properties of the auto-encoding layer, a deep
structure is used during the modeling. This results in the
deep-structured fully-connected random field (DFRF)
as shown in Fig. 1. It is important to note that the
configuration setup of the auto-encoding layers can be
fine to coarse structure characterization or coarse to
fine structure characterization depending on the specific
application. The coarse to fine configuration is utilized
in this study for the problem of image segmentation
described in the next section.
To represent the proposed model mathematically, the
joint probability distribution of labels Y and observation
X is formulated as a chain product of the conditional
probability of labels given observation, auto-encoding
variables, and previous layer of labels, multiplied by
the joint probability of observation and auto-encoding
variables (see Eq. (4), where Yi represents the label layer
of i, Ai is the auto-encoding layer corresponding to layer
i, and the number of layers is n+ 1).
Although there is no intra-layer connections among
variables, the inter-layer interaction is fully connected
and as such the interaction parameters among random
variables in the label layer are computed by use of the
auto-encoding layer. Therefore, the two aforementioned
probabilities together are expressing a fully connected
graphical model.
A. Structured Inference using DFRF for Interactive Im-
age Segmentation
We use DFRF for interactive image segmentation to
illustrate the feasibility of DFRF for structured inference
in a computationally tractable manner. Interactive image
segmentation is a type of binary classification in which
each pixel in an image must be classified as foreground
(object) or background based on a small set of user
annotated pixels as illustrated in Fig. 2.
A simple approach to tackle this problem is to learn
a model based on the available training data, such as
a Gaussian mixture model (GMM) or non-parametric
histogram model, and apply the trained model to the
image. However, this simple approach does not take into
account the structure of the data. As a result, a common
approach to tackle this problem is to use the trained
model as the unary potential in a pairwise Markov
random field (MRF) where the MRF enforces structural
consistency.
Here, we utilize two finite mixture models (FMM) to
model the background and foreground distributions and
use them to define the first layer Y0 in the deep structure
model:
P (Y0, X) = P (Y0|Λ) s.t. Λ = {µi, σi} (5)
where Λ is the set of trained mixture model parameters
based on user annotated pixels. The results of layer Y0
are propagated to the next layer (i.e. Y1) by means
of auto-encoding layer A1. Each auto-encoding layer
Ai is constructed by maximizing the joint probability
P (Ai, X). The role of auto-encoding layer is to represent
the structure of the image data in a concise manner
using a smaller set of variables. Each auto-encoding
layer characterizes the structural properties of the image
data concisely at a certain fineness level as specified by
the number of nodes in that layer. The joint probability
P (Ai, X) is modeled by a FMM as well:
P (Ai, X) = P (Ai|Γ) s.t. Γ = {µi, σi} (6)
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P (Y,X) = P (Yn, X) =P (X)
n∏
i=0
P (Yi|X,Ai, Yi−1)P (X,Ai) (4)
=P (X)P (Y0|X,A0)P (X,A0)
n∏
i=1
P (Yi|X,Ai, Yi−1)P (X,Ai)
=P (X)P (Y0|X)
n∏
i=1
P (Yi|X,Ai, Yi−1)P (X,Ai)
=P (X)
P (Y0, X)
P (X)
n∏
i=1
P (Yi|X,Ai, Yi−1)P (X,Ai)
=P (Y0, X)
n∏
i=1
P (Yi|X,Ai, Yi−1)P (Ai, X)
Fig. 2. Example of interactive image segmentation. (a) image with annotated seed regions (red: foreground and blue: background); (b)
ground truth; (c) unary terms (GMM); (d) FCRF [7]; and (e) DFRF.
where Γ represents the mixture model parameters. The
number of parameters |Γ| is different for each auto-
encoding layer based on the level the sparseness of the
layer.
Each node in the auto-encoding layer conveys the
interactions of a random variable in the label layer with
other random variables based on a specific image data
structure. On the other hand, the interactions among
random variables in a label layer Yi are expressed by
the nodes in the lower adjacent auto-encoding layer Ai
that determines the weights and, therefore, the random
variables in label layer Yi are fully connected implicitly.
The state of each random variable in the label layer Yi
is obtained by a conditional probability given the auto-
encoding layer Ai, observation X and the previous label
layer Yi−1:
P (Yi|X,Ai, Yi−1) = 1
Z
exp
(
− E(Yi|Ai, Yi−1;X)
)
(7)
where the conditional probability is formulated as a
Gibbs distribution [21] by the exponential of negative
energy of the layer. Z is the constant normalization and
E(·) is the energy of the layer. The interaction weight
between two random variables is computed based on
their connections regarding to the auto-encoding layer.
Each random variable in the label layer Yi has two
possible states, 0 and 1 determining the background or
the foreground states. The energy in the layer Yi is mini-
mized based on Maximum A Posterior (MAP) approach.
The MAP framework tries to minimize the energy E(·)
of layer Yi based on the observation and image data
structural properties as characterized by auto-encoding
layer Ai. The computed state configuration of layer Yi
is passed to the layer Yi+1 after each optimization. A
step-by-step summary of image segmentation by DFRF
is presented in Algorithm 1.
III. EXPERIMENTAL SETUP
In this study, we use natural images to study the
performance of the DFRF model for interactive image
segmentation. Natural images from the Weizmann Seg-
mentation Evaluation Database [17] and the CSSD Com-
plex Scene Database [18] were used in this study. The
Weizmann database consists of two different datasets
both with manual segmentation ground truth: i) a single-
object dataset consisting of 100 images, and ii) a two-
objects dataset consisting of 100 images. The CSSD
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Algorithm 1 Structured Inference using DRFR for Im-
age Segmentation
1: procedure DFRF
2: Set nEV (The number of encoder variables) and
n (The number of layers excluding zeroth layer)
3: Y0 ← arg maxP (Y0|Λ)
4: i← 1 (The layer number (i))
5: loop:
6: Find the auto-encoding layer Ai(nEV ), Eq. (6)
7: Yi ← arg maxP (Yi|X,Ai, Yi−1) Eq. (7)
8: i← i+ 1
9: Increase nEV
10: if i<=n then goto loop
11: endloop
database consists of 200 images with manual ground
truth. Furthermore, to study binary classification perfor-
mance at different noise levels, each of the images in the
two datasets from the Weizmann database as well as the
dataset from the CSSD database were also contaminated
by white Gaussian noise with standard deviations at 25%
and 50% of the dynamic range of the image, resulting in
a total of 1200 different image permutations used in the
analysis. A small set of seed pixels in the foreground and
background are provided by the authors (Fig. 2(a)). All
methods were compared based on the same annotated
seed pixels.
To quantitatively evaluate segmentation performance,
we compute the F1-score as follows [17]:
f =
2 · TP
2 · TP + FN + FP (8)
where TP denotes true positive pixels, FN denotes false
negative pixels, and FP denotes false positive pixels.
Our DFRF method is compared to the inference
method for fully-connected CRFs proposed by [7]
(which we will refer to as FCRF) using the implemen-
tation provided by the authors [7]. FCRF is the state-
of-the-art method for structured inference using fully-
connected graphical models. This method was also cho-
sen for comparison because it had been shown [7] that
FCRF performs better than state-of-the-art approaches
such as grid CRFs [19] and Pn CRF [20]. For a fair
comparison, the same 5-component GMM model used
for the DFRF is used as the unary potential for the FCRF
approach.
A. Implementation details
The DFRF has the following three parameters: i) the
number of layers, ii) the number of encoding nodes at
each sparse encoding layer (i.e., nEV (see Algorithm 1)),
and iii) the set of trained mixture models for layer
Y0 (i.e., Λ (see Eq. (5))). For our interactive image
segmentation problem, we use 15 layers, and the number
of encoding nodes at each sparse encoding layer is set
to 450-660 nodes (increasing by ∼15 nodes between
each layer and a 5-component Gaussian mixture model
(GMM) is trained with the annotated samples and used
for layer Y0 in the DFRF. These parameters were found
to provide strong classification performance based on
comprehensive testing.
The DFRF is implemented in MATLAB (The Math-
Works, Inc.) and can classify a 300 × 200 colour image
(a total of 900,000 state nodes for this configuration)
in ∼60s on an Intel(R) Core(TM) i5-3317U CPU at
1.70GHz CPU with 4GB RAM. The FCRF was imple-
mented in C++ by the authors of [7], and can classify a
300 × 200 colour image in ∼0.48s.
IV. EXPERIMENTAL RESULTS
The F1-score achieved by the tested methods at the
various noise levels for the Weizmann single-object
dataset, the Weizmann two-objects dataset, and the
CSSD dataset are shown in Table I, Table II, and
Table III respectively. It can be observed that the binary
image segmentation results produced using the DFRF
model for the noise-free scenarios is comparable to the
state-of-the-art FCRF method for the Weizmann single-
object case. For the Weizmann two-object case, we see
that DFRF performs slightly better than FCRF by ∼2%
for the noise-free scenario. For the CSSD case, we see
that FCRF performs slightly better than DFRF by ∼ 1%
for the noise-free scenario.
TABLE I
F1-SCORE FOR WEIZMANN SINGLE-OBJECT DATASET.
FCRF [7] DFRF
Noise-free 0.8655 0.8606
Noisy (25%) 0.6586 0.6842
Noisy (50%) 0.4959 0.5554
TABLE II
F1-SCORE FOR WEIZMANN TWO-OBJECT DATASET.
FCRF [7] DFRF
Noise-free 0.8397 0.8594
Noisy (25%) 0.6718 0.7528
Noisy (50%) 0.5131 0.6030
Example segmentation results for Weizmann single-
object and two-object datasets are shown in Fig. 3 and
Fig. 4, respectively. DFRF and FCRF preserve image
structure much better than the baseline GMM method
(used as unary) which has no structural cues. The lack
of structural cues results in noise-like appearance in the
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Fig. 3. Example segmentation results for single-object dataset. (a,f,k,p) image; (b,g,l,q) ground truth; (c,h,m,r) unary terms (GMM);
(d,i,n,s) FCRF [7]; and (e,j,o,t) DFRF.
TABLE III
F1-SCORE FOR CSSD DATASET.
FCRF [7] DFRF
Noise-free 0.9558 0.9456
Noisy (25%) 0.8161 0.8462
Noisy (50%) 0.7122 0.7357
segmentation as seen in Fig. 4(c) and (r). Furthermore,
the fully connected random field model allows both
DFRF and FCRF to capture elongated and thin object
boundaries (see the metal posts in Fig. 3j, wooden fence
post in Fig. 3t, and the light post in Fig. 4e).
Unlike FCRF, the deep-structure of our DFRF method
allows us to handle slight variations in the observation
that is not fully modeled by the small set of seeds
provided by the user. For example, the sky and water in
Fig. 4 have slight variation in illumination and texture
which are not captured by the user annotation. As a
result, the FCRF method starts misclassifying regions of
the sky and water as foreground. However, our DFRF
method is better able to handle these variations and
correctly classify the entire sky and water as background.
DFRF’s ability to handle variations in observation, due
to its deep structure, can clearly be seen when we add
noise to the image. Quantitatively, from Table I, Table II,
and Table III, we can see that DFRF clearly outperforms
FCRF under the presence of noise for all datasets.
Visually, from Fig. 5, we can see that under the presence
of noise FCRF starts to degrade and fails to maintain
structural cues. On the other hand our DFRF method is
able to handle the uncertainty in the observation and can
better segment the image, even under presence of strong
noise.
V. CONCLUSION
In this study, the feasibility of unifying fully-
connected and deep-structured models in a computation-
ally tractable manner for the purpose of structured infer-
ence was investigated through the introduction of a deep-
structured fully-connected random field (DFRF) model
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Fig. 4. Example segmentation results for two-objects dataset. (a,f,k,p) image; (b,g,l,q) ground truth; (c,h,m,r) unary terms (GMM); (d,i,n,s)
FCRF [7]; and (e,j,o,t) DFRF.
with sparse auto-encoding layers. By incorporating inter-
mediate sparse auto-encoding layers between state layers
to condense node-to-node interactions, we were able to
significantly reduce the computational complexity of the
inference process. A quantitative performance analysis
of the DFRF model for the problem of interactive image
segmentation was performed to illustrate the feasibility
of using the DFRF for structured inference in a compu-
tationally tractable manner. Results in this study show
that it is feasible to unify fully-connected and deep-
structured models in a computationally tractable manner
for solving structured inference problems such as image
segmentation.
Given the promising results, we aim in the future
to investigate alternative auto-encoding approaches to
better condense node-to-node interactions, as well as
strategies for automatically determining the number of
auto-encoding nodes to use for each auto-encoding layer.
Furthermore, we aim in the future to explore the efficacy
of the DFRF for solving other types of large-scale,
vision-domain structured inference problems such as
image reconstruction [23]–[26], image decomposition
and representation [27]–[30], image restoration [34]–
[37], and saliency detection [38]–[40].
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