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ON THE COHEN-MACAULAY PROPERTY OF THE REES
ALGEBRA OF THE MODULE OF DIFFERENTIALS
ALESSANDRA COSTANTINI AND TAN DANG
Abstract. Let R be an algebra essentially of finite type over a field k and
let ΩkpRq be its module of Ka¨hler differentials over k. If R is a homogeneous
complete intersection and charpkq “ 0, we prove that ΩkpRq is of linear type
whenever its Rees algebra is Cohen-Macaulay and locally at every homoge-
neous prime p the embedding dimension of Rp is at most twice its dimension.
1. Introduction
Let R be an an algebra essentially of finite type over a field k. The module
of Ka¨hler differentials ΩkpRq encloses relevant information about the singularities
of R. For instance, when R is reduced and local and k is a perfect field, R is a
complete intersection if and only if ΩkpRq has projective dimension at most one,
and is regular if and only if ΩkpRq is free [6, 15, 10]. Moreover, the singularities
of R can sometimes be understood by studying the properties of the symmetric
algebra SpΩkpRqq and of the Rees algebra RpΩkpRqq [11, 13].
The main goal of this article is to investigate the Cohen-Macaulay property of
the Rees algebra RpΩkpRqq in the case when ΩkpRq has projective dimension at
most one. Recall that the Rees algebraRpEq of a module E having a rank is defined
as the symmetric algebra SpEq modulo its R-torsion submodule. For a module E
projective dimension one, the Rees algebra RpEq is Cohen-Macaulay whenever E
satisfies the so called condition F1, a requirement on the height of the Fitting ideals
of E [7, 12]; we refer the reader to Section 2 for the definition of the Ft condition
for any integer t ě 0.
On the other hand, modules of projective dimension one with Cohen-Macaulay
Rees algebra do not necessarily satisfy condition F1 (see [12, 4.7]). Nevertheless,
Simis, Ulrich and Vasconcelos proved the following result in the case when E is the
module of differentials of a complete intersection (see [13, 3.1]):
Theorem 1.1 ([13]). Let k be a field of characteristic 0 and let R be a k-algebra es-
sentially of finite type which is locally a complete intersection. Assume that ΩkpRq
satisfies condition F0 and that RpΩkpRqq is Cohen-Macaulay. Then, ΩkpRq satis-
fies condition F1.
Since F1 implies F0, it is natural to ask whether the conclusion of this theorem
is still true if one removes the assumption that ΩkpRq satisfies condition F0 (see
[13, Question 3.3]).
An affirmative answer to this question would imply that RpΩkpRqq is Cohen-
Macaulay if and only if ΩkpRq satisfies F1. This would be a very concrete char-
acterization, as condition F1 can be easily checked through a computer algebra
system. Moreover, since in this case RpΩkpRqq would coincide with SpΩkpRqq
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[1, 8, 14], the result would imply that RpΩkpRqq is Cohen-Macaulay if and only if
it is defined by linear equations only. Notice that this is not usually the case for
modules of projective dimension one [12, 4.7].
While not being able to remove the assumption that R satisfies F0, our main
result, Theorem 3.3, proves that in the standard graded case it suffices to assume
that condition F0 is satisfied only locally on the homogeneous punctured spectrum.
In this case, the problem reduces to that of calculating the ideal of t ˆ t minors
Itpθq, where θ is the transpose of the Jacobian matrix of the localization of R at the
homogeneous maximal ideal. This idea also appears in the proof of Theorem 1.1,
where one has t “ 1. However, in our case t ě 2 and the techniques used in the proof
of Theorem 1.1 are no longer applicable. Following a completely different path, we
complete the proof by resorting to the Eagon-Northcott complex [3]. However, our
methods do not apply to the local case.
2. Preliminaries
In this section, we collect the necessary background on modules of differentials,
as well as some known results on Rees algebras of modules of projective dimension
1 that will be needed in the proof of Theorem 3.3.
Throughout this paper, k will be a perfect field and R will denote either a finite
k-algebra
R “ krX1, . . . , Xns{pf1, . . . , fsq,
or a k-algebra essentially of finite type
R “W´1pkrX1, . . . , Xns{pf1, . . . , fsqq
for some multiplicatively closed set W . In both cases, the module of Ka¨hler differ-
entials of R over k is the R-module
ΩkpRq –
´
‘ni“1 Rdxi
¯M´ sÿ
j“1
Bfj
BXi
dxi
ˇˇ
ˇ i P I
¯
where for each i, xi is the image ofXi in R, and dxi is the image of xi in ΩkpRq under
the universal derivation d : R ÝÑ ΩkpRq. In particular, one has a presentation
Rs
θ
ÝÑ Rn ÝÑ ΩkpRq Ñ 0
where θ “
´
Bfj
Bxi
¯
ij
is the transpose of the Jacobian matrix of R.
We next list some well-known properties of the module of differentials that will
be used throughout this article. We refer the reader to Kunz’s book [9] for the
proofs of these results and for an extensive treatment of modules of differentials for
more general classes of rings. Recall that a finite module E over a Noetherian ring
has a rank if and only if Ep – R
e
p for every associated prime p P AsspRq. In this
case, rankE “ e.
Proposition 2.1. Suppose that R is local with residue field K “ R{m, and that the
residue field extension k Ď K is separable. Let trdegkK denote its transcendence
degree. Then:
(a) The minimal number of generators of ΩkpRq is
µpΩkpRqq “ edimR` trdegkK,
where edimR “ µpmq denotes the embedding dimension of R.
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(b) Assume that R is reduced and k is perfect. Then, ΩkpRq has a rank if and
only if R is equidimensional, in which case
rankpΩkpRqq “ dimR` trdegkK.
(c) If charpkq “ 0, then ΩkpRq has a rank if and only if R is reduced and equidi-
mensional, in which case rankpΩkpRqq is expressed by the same formula as
in part (b).
Let R be a Noetherian ring, and let E be a finite R-module with rankE “ e.
Recall that the Rees algebra of E is
RpEq –
SpEq
τRpSpEqq
,
where SpEq is the symmetric algebra and τRpSpEqq is its R-torsion submodule.
When the symmetric algebra SpEq is torsion-free, the module E is said to be
of linear type, since then RpEq is isomorphic to a quotient of a polynomial ring
RrT1, . . . TµpEqs modulo an ideal of linear forms. When R is local with maximal
ideal m, the analytic spread ℓpEq of E is defined as the Krull dimension of the
special fiber ring
FpEq – RpEq bR R{m .
Moreover, the following inequalities hold (see [5, 2.3] and [12, 2.2 and 2.3]).
Proposition 2.2. Let R be a Noetherian local ring with dimension d and let E be
a finite R-module with rankE “ e. Then:
(i) If d ě 1, then e ď ℓpEq ď dimR` e´ 1 “ dimpRpEqq ´ 1.
(ii) If the residue field of R is infinite, then ℓpEq ď µpEq, and equality holds if
and only if E has no proper reduction.
Recall that the ith Fitting ideal FipEq of E is the ideal of minors In´ipϕq, where
Rs
ϕ
ÝÑ Rn Ñ E Ñ 0 is any presentation for E.
Definition 2.3. Let E be a finite R-module with rankE “ e and let t be a non-
negative integer. E is said to satisfy condition Ft if
htFipEq ě i´ e ` t` 1 for i ě e .
Equivalently, E satisfies Ft if and only if µpEpq ď dimRp ` e ´ t for every p in
SpecpRq so that Ep is not free.
When E has projective dimension one, important properties of the symmetric
algebra SpEq and of the Rees algebra RpEq can be expressed via the Ft conditions,
as explained in the following result due to Avramov [1, Propositions 3 and 4] (see
also [8, 1.1] and [14, 3.4] for similar results).
Theorem 2.4 ([1]). Let R be a local Cohen-Macaulay ring, and let E be a finite
R-module with rankE “ e and projdimE ď 1. Then:
(a) E satisfies F0 if and only if SpEq is a complete intersection.
(b) E satisfies F1 if and only if all the symmetric powers of E are torsion-free,
i.e. E is of linear type.
In the situation of Theorem 2.4, if E is F1 then RpEq is Cohen-Macaulay [7, 12].
The converse is not true in general, as shown for instance by the following result
due to Simis, Ulrich and Vasconcelos (see [12, 4.7 and 4.8]).
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Theorem 2.5 ([12]). Let R be a Gorenstein local ring with infinite residue field
and let E be a finite R-module with rank e and analytic spread ℓpEq. Assume that
projdimE “ 1, that E is torsion-free locally in codimension 1 and that E satisfies
condition F1 locally in codimension s´ e ` 1 for some integer s ě e. Let
0Ñ Rn´e
ϕ
ÝÑ Rn Ñ E Ñ 0
be a free resolution for E, where n ě s. Then:
(a) RpEq is Cohen-Macaulay and ℓpEq ď s if and only if after elementary row
operations In´spϕq is generated by the last n-s rows of ϕ.
(b) If the equivalent conditions of part (a) hold and R contains an infinite field
k, then the elementary row operations in part (a) are induced by a general
element of GLnpkq.
For the module of differentials of a complete intersection ring R, the Ft conditions
can be equivalently rephrased in terms of properties of R. In fact, one has the
following result (see [11, 2.3 and its proof]).
Theorem 2.6 ([11]). Let R be an algebra essentially of finite type over a perfect
field k and assume that Rp is a reduced complete intersection for every p in SpecpRq.
Then ΩkpRq satisfies Ft if and only if
edimRp ď 2 dimRp ´ t
for every non-regular prime p.
3. The Rees algebra of the module of differentials
As mentioned in Section 2, if a module of projective dimension one satisfies F1
its Rees algebra is Cohen-Macaulay. Theorem 1.1 provides a partial converse in the
case of the module of differentials of a complete intersection ring R, assuming that
ΩkpRq also satisfies F0. The main goal of this paper is to understand whether the
F0 assumption can be removed (see [13, Question 3.3]). While not fully answering
the question, our main result, Theorem 3.3, proves that the F0 assumption can be
weakened in the case when R is homogeneous.
The key ingredient in the proof of Theorem 3.3 is Proposition 3.1 below. Recall
that in a positively graded polynomial ring krX1, . . . , Xns with deg Xi “ δi, the
partial derivatives of a homogeneous polynomial f satisfy the Euler relation
nÿ
1“1
δiXi
Bf
BXi
“ pdeg fqf.
Proposition 3.1. Let k be a field of characteristic zero, and let R be a positively
graded k-algebra R “ krX1, . . . , Xns{I with dimR “ d ě 2, where I is generated
by a homogeneous regular sequence f1, f2, . . . , fn´d contained in pX1, . . . , Xnq
2.
Consider the n by n´ d matrix
θ “
»
——–
Bf1
Bx1
. . .
Bfn´d
Bx1
...
...
Bf1
Bxn
. . .
Bfn´d
Bxn
fi
ffiffifl
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where
Bfj
Bxi
is the image in R of the partial derivative of fj with respect to Xi.
Let θ1 be the submatrix of θ consisting of the last t rows where t “ n´ 2d` 1 ě 1.
If Itpθq “ Itpθ
1q, then ht Itpθq ă d.
Proof. Write θ1 “
`
θ1 | θ2
˘
where θ1 is a square t by t matrix and θ2 is a t
by d ´ 1 matrix. Let Θ be the transpose of the Jacobian matrix associated with
f1, . . . , fn´d over the ring krX1, . . . , Xns. Let Θ
1 be the submatrix of Θ consisting
of the last t rows, and we write Θ1 “
`
Θ1 | Θ2
˘
where Θ1 is a square t by t matrix.
Notice that we may reduce to the case when I1pΘ2q Ă pX1, . . . , Xn´1, X
2
nq. In
fact, let krX1, . . . , Xns – krX1, . . . , Xns{pX1, . . . , Xn´1q. Since Θ1 has t columns
and Θ2 has t rows, we can perform elementary column operations which do not
change I, Itpθq, and Itpθ
1q, until I1pΘ2q Ă pXn
2
q. Note also that we only need
to perform columns operations involving columns of the same degree, hence the
entries of Θ are still homogeneous. Thus, after replacing krX1, . . . , Xns with
krX1, . . . , Xns, we may assume that I1pΘ2q Ă pX1, . . . , Xn´1, X
2
nq.
Now, let ∆ri1,...,itsˆrj1,...,jts be the determinant of the submatrix of θ consisting
of entries from rows i1, . . . , it and columns j1, . . . , jt. In order to simplify the
notation, write ∆ri1,...,its “ ∆ri1,...,itsˆr1,...,ts, Bfi{Bxj “ aji and r1, . . . , jˆ, . . . , ts
for the tuple of integers from 1 to t with j removed. From the Laplace expansion
for determinants, it follows that
(1) ∆r2d,...,ns “
tÿ
j“1
p´1qj`t anj ∆r2d,...,n´1sˆr1,...,jˆ,...,ts.
Denote deg Xi “ δi. Since all the fj are homogeneous, the Euler relations among
the partial derivatives of each fj imply that in R we have
nÿ
i“1
δixiaij “ 0 for all 1 ď j ď n´ d
where for each i xi is the image of Xi in R.
Solving for δnxnanj and substituting into equation (1) above, we obtain that
δnxn∆r2d,...,ns “
tÿ
j“1
p´1qj`t δn xn anj ∆r2d,...,n´1sˆr1,...,jˆ,...,ts
“
tÿ
j“1
n´1ÿ
i“1
p´1qj`t`1 δi xi aij ∆r2d,...,n´1sˆr1,...,jˆ,...,ts
“
n´1ÿ
i“1
δi xi
tÿ
j“1
p´1qj`t`1 aij ∆r2d,...,n´1sˆr1,...,jˆ,...,ts
“
n´1ÿ
i“1
p´1qi δi xi∆ri,2d,...,n´1sˆr1,...,ts .
(2)
Since by assumption Itpθq “ Itpθ
1q, it follows that
∆ri,2d,...,n´1sˆr1,...,ts “
ÿ
1ďλ1ă¨¨¨ăλtďn´d
hi,λi,...,λt ∆r2d,...,nsˆrλ1,...,λts,
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for some hi,λi,...,λt P R. Thus we can rearrange equation (2) to obtain that
∆r2d,...,ns
´
δn xn ´
n´1ÿ
i“1
p´1qi δi xi hi,1,...,t
¯
“
n´1ÿ
i“1
ÿ
rλi,...,λts‰r1,...,ts
p´1qi δi xi hi,λ1,...,λt ∆r2d,...,nsˆrλi,...,λts .
(3)
In particular, equation (3) provides a relation among the t by t minors of θ1.
That is, there exist elements gi and g
1
i in R so that
(4) pδnxn ´
n´1ÿ
i“1
xi gi, g
1
2, . . . , g
1
kq P ker d1,
where d1 denotes the first map of the Eagon-Northcott complex associated to θ
1
E‚ : 0Ñ En´m`1 ÝÑ En´m ÝÑ . . .
d2ÝÑ E1
d1ÝÑ E0 Ñ 0.
Now, assume that ht Itpθ
1q “ ht Itpθq “ d. Notice that this is the maximal
possible height of the ideal Itpθ
1q, since θ1 is a t by n´ d matrix and t “ n´ 2d` 1
(see [3, Theorem 1]). Therefore, the Eagon-Northcott complex is acyclic (see [3,
Theorem 2]). In particular, it follows that ker d1 “ im d2. Also, by the construction
of the Eagon-Northcott complex it follows that the entries in the first row of d2 are
in the ideal generated the entries of θ2. Hence, since ker d1 “ im d2 , from equation
(4) it follows that
δnxn ´
n´1ÿ
i“1
xigi P I1pθ2q.
Therefore, in krX1, . . . , Xns we have
δnXn ´
n´1ÿ
i“1
XiGi P I1pΘ2q ` I
where for each i Gi denotes the preimage of gi in krX1, . . . , Xns.
But this is impossible because δn is a unit, I1pΘ2q Ă pX1, . . . , Xn´1, X
2
nq and
I Ă pX1, . . . , Xnq
2. 
The following lemma appeared in a slightly less general setting in the proof of
Theorem 1.1 (see [13, proof of 3.1]).
Lemma 3.2. Let k be an infinite perfect field, and let R be a reduced local Cohen-
Macaulay k-algebra essentially of finite type with dimR ě 1. Assume that the
residue field K of R is infinite and that RpΩkpRqq is Cohen-Macaulay. Then,
there exists a finitely generated field extension L of K so that L is algebraic over k
and the Rees algebra RpΩLpRqq is Cohen-Macaulay.
Proof. Let t “ trdegkpKq and suppose that t ě 1. Write R “ pkrx1, . . . , xmsqp
for some prime ideal p of krx1, . . . , xms, and let y1, . . . , yt be a transcendence
basis of K over k. Since k is infinite, we may assume that the yi’s are general
k-linear combinations of x1, . . . , xm. Let L – kpy1, . . . , ytq. Then, L is a field with
k Ď L Ď R, hence the Zariski sequence (see for instance [4, Proposition 16.2])
Rb ΩkpLq ÝÑ ΩkpRq ÝÑ ΩLpRq Ñ 0
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implies that
ΩLpRq –
ΩkpRq
Rdy1 ` . . .`Rdyt
where d : R ÝÑ ΩkpRq is the universal derivation.
On the other hand, by Proposition 2.1(b) one has that
rankpΩkpRqq “ t` dimR ě 2.
Hence, since RpΩkpRqq is Cohen-Macaulay and y1, . . . , yt are general elements, by
[2, 2.2(f)] it follows that
RpΩLpRqq –
RpΩkpRqq
pdy1, . . . , dytq
,
so RpΩLpRqq is Cohen-Macaulay. 
We are finally ready to prove our main result.
Theorem 3.3. Let k be a field of characteristic zero. Let R “ krX1, . . . Xns{I be a
standard graded k-algebra where I is generated by a homogeneous regular sequence.
Assume that d – dimR ě 1 and that the following conditions hold.
(i) edimRp ď 2 dimRp for every prime p in SpecpRqzV pR`q;
(ii) RpΩkpRqq is Cohen-Macaulay.
Then edimRp ď 2 dimRp ´ 1 for every non-minimal homogeneous prime p in
SpecpRq.
Proof. Let m “ pX1, . . . , Xnq be the unique homogeneous maximal ideal, then
we may assume that I Ď m2. Let f1, . . . , fn´d be a homogeneous regular sequence
generating I. Notice that assumption (i) implies that R is reduced. Hence, by
Proposition 2.1(c) ΩkpRq has a rank, and rankpΩkpRqq ě d. Moreover, by Theo-
rem 1.1 (see [13, 3.1]) it follows that edimRp ď 2 dimRp´1 for every non-minimal
homogeneous prime p with dimRp ď d ´ 1. Thus, it only remains to show that
n “ edimRm ď 2 dimRm ´ 1 “ 2d´ 1.
After localizing at m, we may assume that R is a reduced local complete intersec-
tion and that the Rees algebra RpΩkpRqq is Cohen-Macaulay (recall that formation
of Rees algebras commutes with flat base change, see [5, 1.3]). If d “ 1, since
RpΩkpRqq is Cohen-Macaulay, by [12, 4.3] it follows that ΩkpRq modulo its R-
torsion submodule is free. By the Jacobian Criterion this means that R is regular
(because charpkq “ 0, see [10, Theorem]). Hence, n “ d “ 1 “ 2d ´ 1 and the
statement is true in this case.
Now, let d ě 2 and suppose by contradiction that n ě 2d. Then, rankpΩkpRqq ě
2. Since the Rees algebra is Cohen-Macaulay, by Lemma 3.2 there exists a finitely
generated field extension L of K so that L is algebraic over k and the Rees algebra
RpΩLpRqq is Cohen-Macaulay. Hence, after replacing L with k we may assume
that the residue field K of R is algebraic over k. Thus, rankpΩkpRqq “ d and
µpΩkpRqq “ n by Proposition 2.1. Hence, ΩkpRq is a module of projective dimen-
sion one, with a minimal free resolution
0Ñ Rn´d
θ
ÝÑ Rn ÝÑ ΩkpRq Ñ 0
where θ “
´Bfj
Bxi
¯
and for each i,
Bfj
Bxi
denotes the image of the partial derivative of
fj with respect to Xi in R.
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Notice that ΩkpRq has analytic spread ℓpΩkpRqq ď d`rankpΩkpRqq´1 “ 2d´1.
Since ΩkpRq satisfies F1 locally in codimension d ´ 1 and RpΩkpRqq is Cohen-
Macaulay, we can then apply Theorem 2.5 with s “ 2d´1 ď n´1 to deduce that,
after elementary row operations over k, Itpθq “ Itpθ
1q where θ1 is the submatrix of
θ consisting of the last t rows, with t “ n ´ 2d ` 1. By Proposition 3.1 it follows
that ht Itpθq ă d. However, by assumption (i), locally at any prime q containing
Itpθq, one has htpItpθqqq ě n´ d´ t` 1 “ d, which is a contradiction. 
Corollary 3.4. Let k be a field of characteristic zero. Let R “ krX1, . . . Xns{I be a
standard graded k-algebra where I is generated by a homogeneous regular sequence.
Assume that edimRp ď 2 dimRp for every prime p in SpecpRqzV pR`q.
Then RpΩkpRqq is Cohen-Macaulay if and only if edimRp ď 2 dimRp ´ 1 for
every non-minimal homogeneous prime p in SpecpRq.
Proof. The forward direction follows from Theorem 3.3. Now, notice that since
R is standard graded condition F1 is satisfied if and only if it is satisfied locally at
homogeneous primes. Hence, the backward direction follows from Theorem 2.4 and
Theorem 2.6. 
Theorem 3.3 shows that the Cohen-Macaulay property of the Rees algebra puts
strong geometric constraints on the module of differentials. In fact, one has the
following result.
Corollary 3.5. Let k be a field of characteristic zero. Let V Ă Pn be a smooth
non-degenerate complete intersection subvariety of dimension d. Let R be the ho-
mogeneous coordinate ring of V .
Then RpΩR{kq is Cohen-Macaulay if and only if n ď 2d.
Proof. The statement follows immediately from Corollary 3.4 after we notice
that edim R “ n` 1 and we only need to check the inequality at the unique homo-
geneous maximal ideal. 
Notice that the proof of Theorem 3.3 only requires the assumption that R is
standard graded in order to perform the calculation of the height of the ideal Itpθq
via Proposition 3.1, in the case where the dimension of R is at least 2. This calcula-
tion was performed using an entirely different technique in the case of Theorem 1.1
where t “ 1 (see proof of [13, 3.1]). Hence, it is natural to ask whether alternative
methods to calculate ht Itpθq could make it possible to extend Theorem 3.3 to more
general cases.
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