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Abstract. We consider the Brezis–Nirenberg problem for the Laplacian with a singular drift
for a (geodesic) ball in both Rn and Sn, 3 ≤ n ≤ 5. The singular drift we consider derives from
a potential which is symmetric around the center of the (geodesic) ball. Here the potential is
given by a parameter (δ say) times the logarithm of the distance to the center of the ball. In
both cases we determine the exact region in the parameter space for which positive smooth
solutions of this problem exist and the exact region for which there are no solutions. The
parameter space is characterized by the (geodesic) radius of the ball, δ, and λ, the coupling
constant of the linear term of the Brezis-Nirenberg problem.
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1. Introduction
In 1983, Brezis and Nirenberg [10] considered the nonlinear eigenvalue problem,
−∆u = λu+ |u|4/(n−2)u, (1)
with u ∈ H10 (Ω), where Ω is a bounded smooth domain in Rn, with n ≥ 3. Among other
results, they proved that if n ≥ 4, there is a positive solution of this problem for all λ ∈ (0, λ1)
where λ1 is the first Dirichlet eigenvalue of Ω. They also proved that if n = 3, there is a
µ(Ω) > 0, such that for any λ ∈ (µ, λ1), the nonlinear eigenvalue problem has a positive
solution, whereas if λ ≥ λ1 or λ ≤ µ there are no positive smooth solutions. Moreover, if Ω is
a ball they proved that µ = λ1/4.
One of the remarkable features of the problem considered by Brezis and Nirenberg is the
fact that the boundaries, in the parameter space, that divide the existence and nonexistence
regions of positive smooth solutions can be sharply determined.
After the publication of [10] many authors have considered variants of the problem (1). On
the one hand, it has been extended to cover domains in other spaces of constant curvature
(see, e.g., [3] and [30] for the analogous problem on domains in Sn and Hn respectively).
On the other hand, different forms of the linear term on the right side of (1) have been
explored. Moreover, the Laplacian has been replaced by other linear operators, e.g., by the
the Laplacian with Hardy perturbation (see, e.g., [13, 14, 17]). Many other related problems
have been considered, in particular the range of values of λ, for different values of n, for which
smooth sign changing solutions of the radial problem do exist, etc.
In the Brezis–Nirenberg problem and in all its variants the existence proof relies on a concen-
tration compactness argument while the proof of nonexistence is based on a Rellich–Pohozaev
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argument. Even though these two techniques are in principle unrelated, it is remarkable that
they provide a sharp transition in the space of parameters of the regions of existence and
nonexistence when the domain is a ball in Rn (or a geodesic ball in Sn and in Hn, etc.)
What we address in this manuscript is a further variant of the Brezis-Nirenberg problem,
namely we study (1) with the Laplacian replaced by a particular form of a weighted Laplacian,
or if one prefers, the drift Laplacian. The interest on weighted Laplacians originated in the
early 1980’s for different reasons coming from physics, geometry, and probability. Depending
on the context, a weighted Laplacian is often called the Witten Laplacian (after [32]) or
the Bakry-Émery Laplacian (after [2]). During the past decade there has been a growing
interest in studying the spectral properties of weighted Laplacians or drift Laplacians (see,
e.g., [7, 8, 15, 23]). As described in [15], a Bakry–Émery manifold, denoted by the triple
(M, g, φ) is a complete Riemannian manifold (M, g) together with some function φ ∈ C2(M)
where the measure on M is the weighted measure exp(−φ) dVg. The Bakry–Émery Laplacian
∆φ associated with such a manifold is given by ∆φ = ∆ − ∇φ · ∇ which is self-adjoint with
respect to the inner product associated with the weighted measure. Here ∆ is the standard
Laplace-Beltrami operator and ∇ is the gradient operator on the Bakry–Émery manifold.
Weighted Laplacians were also introduced, in a different context, by Chavel and Feldman [16]
in the early nineties.
Typically, in the Bakry-Émery Laplacian, the potential φ is smooth, and so is the drift
term. However, singular drifts have also been considered in the literature. In fluid mechanics a
weighted Laplacian with a singular drift is rather common, but typically the drift is divergence
free, in other words, away from the singularities the potential φ is harmonic. More recently
heat kernels with singular drifts have been considered (see, e.g., [21, 22]). In [22]) a singular
drift is considered with a (singular) potential of the form φ(x) = |x|−α with α > 0. In that
case the singular drift has, generically, a nonzero divergence. In our case, when we consider
the Brezis-Nirenberg problem for the weighted Laplacian in Rn (n ≥ 3), the singular drift
derives from a potential of the form φ(x) = δ log(|x|). Notice that in this case the weighted
measure, exp(−φ) dVg becomes |x|−δ dx where dx is the standard Lebesgue measure in Rn.
Thus the weighted measure can be thought of as the Lebesgue measure on a space of an
effective fractional dimension d ≡ n − δ, a fact that we will use intensively in the proofs of
our theorems.
In this manuscript we first consider the problem,
−∆u+ δ ~x|x|2 · ∇u = λu+ |u|
4/(n−2−δ)u, (2)
with u ∈ H10 (Ω), and Ω is the ball in Rn, n ≥ 3, centered at the origin. Equation (2) involves a
weighted Laplacian with a singular drift, deriving from the potential φ(x) = δ log(|x|), δ ∈ R.
Because of Hardy’s inequality [19, 24, 25], the operator with the singular drift one considers
on the left side of (2) is a positive operator provided δ < (n − 2)/2. Notice that the critical
Sobolev exponent on the right side of (2) depends on the parameter δ that characterizes the
singular drift. In terms of the “effective dimension” introduced above, in connection with the
definition of the weighted Laplacian we consider here, the critical Sobolev exponent is given
by the standard form, (d+ 2)/(d− 2), a remark which is important later in the proofs of our
3theorems. We are interested in the range of values of λ and δ for which (2) admits positive
radial smooth solutions.
Concerning this problem our main result is the following Theorem.
Theorem 1.1. Let Ω ⊂ Rn, with 3 ≤ n ≤ 5, be the unit ball centered at the origin. Then,
i) If n = 3 and δ ∈ (−1, 1/2), (2) has a unique positive radial solution u ∈ H10 (Ω) provided
j2−(1−δ)/2,1 < λ < j
2
(1−δ)/2,1,
and no positive radial solutions for λ outside that range.
ii) If n = 4 and δ ∈ (0, 1), (2) has a unique positive radial solution u ∈ H10 (Ω) provided
j2−(2−δ)/2,1 < λ < j
2
(2−δ)/2,1,
and no positive radial solutions for λ outside that range.
iii) If n = 5 and δ ∈ (1, 3/2), (2) has a unique positive radial solution u ∈ H10 (Ω) provided
j2−(3−δ)/2,1 < λ < j
2
(3−δ)/2,1,
and no positive radial solutions for λ outside that range.
Remarks. a) Here jk,` denotes the `-th positive zero of the Bessel function Jk(t).
b) Notice that j2(n−2−δ)/2,1, for n ≥ 3 and δ < (n− 2)/2 is the first Dirichlet eigenvalue of the
unit ball, centered at the origin, of the drift Laplacian on the left side of (2).
c) Because of the simple behaviour under scaling of the drift Laplacian we consider here, it is
trivial to extend the situation to a ball of any radius. In particular the first Dirichlet eigenvalue
for the ball of radius R becomes j2(n−2−δ)/2,1/R2, etc.
Next we consider the Brezis-Nirenberg problem with a singular drift on geodesic balls of
Sn (n ≥ 3). When the underlying manifold is the n–dimensional sphere Sn, the standard
Brezis–Nirenberg problem is given through the nonlinear eigenvalue problem
−∆Snu = λu+ |u|4/(n−2)u, (3)
where u ∈ H10 (D), and D is a geodesic ball in Sn. Here −∆Sn denotes the Laplace–Beltrami
operator in Sn and (n + 2)/(n − 2) is the critical Sobolev exponent. In dimension 3, Bandle
and Benguria [3] proved that, for λ > −3/4, this problem has a unique positive solution if
and only if
pi2 − 4θ21
4θ21
< λ <
pi2 − θ21
θ21
,
where θ1 is the geodesic radius of the ball. Moreover, they proved that if λ ≤ −3/4 and
θ1 ≤ pi/2 (i.e., for geodesic caps contained in the hemisphere) this problem does not have
positive radial solutions. It is worth mentioning that for the remaining case, i.e., for λ < −3/4
and pi/2 < θ1 ≤ pi, independently Brezis and Peletier [11, 12] and Bandle and Wei [4, 5]
characterized all the (multiple) positive radial solutions of this problem.
To describe the Brezis–Nirenberg problem for the singular drift Laplacian on Sn we need
some notation. As in [3] we are only considering geodesic balls D on Sn centered at the North
Pole (NP ). We denote by θ the azimuthal angle of a point P ∈ D (i.e., the angle between
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the vectors that go from the center of Sn to P and NP ). Here 0 ≤ θ ≤ θ1, where θ1 is the
geodesic radius of D. It is clear that 0 < θ1 ≤ pi.
Having this notation in place, the Brezis–Nirenberg problem for the singular drift Laplacian
on Sn is given by,
−∆Snu+ δ cos θsin θ θˆ · ∇u = λu+ |u|
4/(n−2−δ)u, (4)
where u ∈ H10 (D), and D is a geodesic ball in Sn, 3 ≤ n ≤ 5. Equation (4) involves a weighted
Laplace–Beltrami operator with a singular drift deriving from the potential φ(θ) = δ log sin θ,
δ ∈ R. As in the Euclidean case, because of the appropriate Hardy Inequality (see, e.g., [18]),
the operator on the left side of (4) is positive–definite provided δ < (n−2)/2. In analogy with
the Euclidean case, here the weighted measure, exp(−φ) dVg becomes sin θ−δ dµ where dµ is
the invariant measure in Sn. Hence, again in this case, the weighted measure can be thought
of as the measure on a space of an effective fractional dimension d ≡ n− δ.
In the sequel, we only consider positive radial solutions (i.e., positive solutions that depend
only on the azimuthal angle θ) of (4) defined on geodesic caps centered at the North–Pole,
satisfying Dirichlet boundary conditions, i.e., u(θ1) = 0. In terms of the parameter d = n− δ,
the positive radial solutions of (4), satisfy the ODE,
− u′′(θ)− (d− 1) cot θ u′(θ) = λu(θ) + |u(θ)|4/(d−2)u(θ), (5)
where u is such that u(θ1) = 0. Here ′ ≡ d/dθ, etc. In what follows we will consider d as just
being a parameter in equation (5), taking values in the interval (2, 4).
Our main result concerning (5) is the following:
Theorem 1.2. i) For any 2 < d < 4, if λ ≥ −d(d− 2)/4 and 0 ≤ θ1 ≤ pi, the boundary value
problem (5), in the interval (0, θ1), with u′(0) = u(θ1) = 0 has a positive solution if and only
if λ is such that
µ ≡ 14[(2`2 + 1)
2 − (d− 1)2] < λ < 14[(2`1 + 1)
2 − (d− 1)2] ≡ λ1, (6)
where `1 (respectively `2) is the first positive value of ` for which the associated Legendre
function P(2−d)/2` (cos θ1) (respectively P
(d−2)/2
` (cos θ1)) vanishes.
ii) Moreover, for any d > 2, if λ ≤ −d(d−2)/4 and 0 ≤ θ1 ≤ pi/2, the boundary value problem
(5), in the interval (0, θ1), with u′(0) = u(θ1) = 0 does not have a positive solution.
Remark 1.3. a) In the remaining sector, i.e., for λ < −d(d − 2)/4 and pi/2 < θ1 ≤ pi, for
any 2 < d < 4 one expects to have multiple solutions to this problem in a similar vein as in
the case d = 3 studied in [4, 5, 11, 12]. b) In i) the positive solution, if it exists, is unique.
We illustrate the results of Theorem 1.2 in the following two figures. In figure 1, we show, for
θ1 = pi/3 the region (shaded in the figure) of existence of positive solutions for the parameter
λ as a function of d (in this figure we only illustrate what happens for λ > −d(d − 2)/4).
Notice how the width of the shaded region increases with d and that there is no gap (between
λ and −d(d− 2)/4) when d = 4.
52.0 2.5 3.0 3.5 4.0
-2
0
2
4
6
8
10
12
d

1=/3
Figure 1. The region in the λ–d space, for θ1 = pi/3, where radial positive
solutions of (5) exist.
Finally, the region in Figure 2 between the curves µ and λ1, is the region in the λ–θ1 space,
for fixed d = 3.5, where radial positive solutions of (5) exist.
Figure 2. The region in the λ–θ1 space, for fixed d = 3.5, where radial positive
solutions of (5) exist.
For the drift Laplacian on domains of Sn, n ≥ 3, the results contained in Theorem 1.2 can
be cast in the following form (for the proof, see Appendix A).
Theorem 1.4. Let D ⊂ Sn, with 3 ≤ n ≤ 5, be a geodesic ball of geodesic radius 0 < θ1 ≤ pi
centered at the North–Pole, and let λ ≥ −(n− δ)(n− 2− δ)/4. Then we have:
i) If n = 3 and δ ∈ (−1, 1/2), (4) has a unique positive radial solution u ∈ H10 (D) provided
1
4[(2`2 + 1)
2 − (2− δ)2] < λ < 14[(2`1 + 1)
2 − (2− δ)2],
where `1 (respectively `2) is the first positive value of ` for which the associated Legendre
function P(δ−1)/2` (cos θ1) (respectively P
(1−δ)/2
` (cos θ1)) vanishes. Moreover, (4) has no positive
radial solutions for λ outside that range.
ii) If n = 4 and δ ∈ (0, 1), (4) has a unique positive radial solution u ∈ H10 (D) provided
1
4[(2`2 + 1)
2 − (3− δ)2] < λ < 14[(2`1 + 1)
2 − (3− δ)2],
6 BENGURIA AND BENGURIA
where `1 (respectively `2) is the first positive value of ` for which the associated Legendre
function P(δ−2)/2` (cos θ1) (respectively P
(2−δ)/2
` (cos θ1)) vanishes. Moreover, (4) has no positive
radial solutions for λ outside that range.
iii) If n = 5 and δ ∈ (1, 3/2), (4) has a unique positive radial solution u ∈ H10 (D) provided
1
4[(2`2 + 1)
2 − (4− δ)2] < λ < 14[(2`1 + 1)
2 − (4− δ)2],
where `1 (respectively `2) is the first positive value of ` for which the associated Legendre
function P(δ−3)/2` (cos θ1) (respectively P
(3−δ)/2
` (cos θ1)) vanishes. Moreover, (4) has no positive
radial solutions for λ outside that range.
Remark 1.5. i) For any n ≥ 3, and δ < (n − 2)/2, if λ < −(n − δ)(n − 2 − δ)/4 and
0 < θ1 ≤ pi/2, (4) has no positive radial solutions.
ii) In the remaining sector, i.e., for λ < −(n − δ)(n − 2 − δ)/4 and pi/2 < θ1 ≤ pi, for
n = 3, 4, 5, one expects to have multiple solutions to this problem in a similar vein as in the
case n = 3, δ = 0 studied in [4, 5, 11, 12].
The rest of the manuscript is organized as follows. Sections 2, 3 and 4 are dedicated to
prove Theorem 1.2. In section 2 we begin by showing that `2 < `1. That is, the range of
existence of radial positive solutions of (5) given by (6) is non empty. We then show that the
upper bound corresponds to the first Dirichlet eigenvalue of the geodesic ball. That is, we
show that if λ1 is the first positive eigenvalue of the boundary value problem
−u′′(θ)− (d− 1) cot θ u′(θ) = λu(θ)
with u(θ1) = 0, then λ1 = 14 [(2`1 + 1)
2 − (d− 1)2].
In section 3 we show that there are positive radial solutions if 14 [(2`2 + 1)
2− (d− 1)2] < λ <
1
4 [(2`1 + 1)
2 − (d− 1)2], and in section 4 we show that there are no positive radial solutions if
λ ≤ 14 [(2`2 + 1)2 − (d− 1)2].
The proof of Theorem 1.1 follows easily from the result of Jannelli [26] while the proof of
Theorem 1.4 follows from our Theorem 1.2. We give the proofs of Theorem 1.1 and 1.4 in the
Appendix A.
The analog of Theorem 1.2 in the hyperbolic space Hd, 2 < d < 4 has been recently proved
by one of us in [6]. The results in [6] can also be expressed in terms of an appropriate singular
drift Laplace–Beltrami operator in Hn, for n = 3, 4, 5 and for special values of the coupling
constant of the drift.
72. Preliminaries
We begin by studying the order of the first positive zeroes of P ν` (s) and P−ν` (s) respectively,
where ν ∈ (0, 1).
Lemma 2.1. Let α = (2 − d)/2, with 2 < d < 4. Let θ1 ∈
(
0, pi2
)
be fixed and choose `1
(respectively `2) to be the first positive value of ` for which the associated Legendre function
P(2−d)/2` (cos θ1) (respectively P
(d−2)/2
` (cos θ1)) vanishes. Then `2 < `1.
Proof. Let y1 = Pα`1(cos θ) and y2 = P
−α
`2 (cos θ). Then y1 and y2 satisfy the equations
y′′1 + cot θy′1 +
(
`1(`1 + 1)− α
2
sin2 θ
)
y1 = 0, (7)
and
y′′2 + cot θy′2 +
(
`2(`2 + 1)− α
2
sin2 θ
)
y2 = 0 (8)
respectively.
Let W = y′1 y2− y′2 y1 be the Wronskian of y2 and y1. Then W ′ = y′′1 y2− y′′2 y1. Multiplying
equation (7) by y2 and equation (8) by y1 and substracting, it follows that
(sin θW )′ + (∆1 −∆2) sin θ y1 y2 = 0, (9)
where ∆1 = `1(`1 + 1) and ∆2 = `2(`2 + 1). To prove the lemma it suffices to show that
∆1 > ∆2.
Integrating (9) in θ between 0 and θ1, we get,
sin θ1W (θ1)− lim
θ→0
sin θW (θ) + (∆1 −∆2)C = 0 (10)
where C =
∫ θ1
0
sin θ y1(θ) y2(θ) dθ > 0 by hypothesis. Since W (θ1) = 0, it suffices to show
that limθ→0 sin θW (θ) > 0. The series expansion of the associated Legendre functions around
θ = 0 is given by
P ν` (cos θ) =
1
Γ(1− ν)
(
cot θ2
)ν
2F1
(
−`, `+ 1, 1− ν, sin2 θ2
)
, (11)
in terms of the hypergeometric function,
2F1(σ, β, γ, z) =
Γ(γ)
Γ(σ)Γ(β)
∞∑
k=0
Γ(k + σ)Γ(k + β)
Γ(k + γ)n! z
k. (12)
From (11) and (12), and using that −1 < α < 0, the behavior of y1, y2, y′1 and y′2 in a
neighborhood of the origin to leading order is given by
y1 ≈ 1Γ(1− α)
(
cot θ2
)α
,
y2 ≈ 1Γ(1 + α)
(
cot θ2
)−α
,
y′1 ≈
α
Γ(1− α)
(
cot θ2
)α−1 ( −1
2 sin2 θ2
)
,
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and
y′2 ≈ −
α
Γ(1 + α)
(
cot θ2
)−α−1 ( −1
2 sin2 θ2
)
.
Using this behavior of y1(θ), y2(θ), y′1(θ), and y′2(θ), for small θ, after some calculations we
get
lim
θ→0
sin θW (θ) = 2
pi
sin
(
pi(d− 2))
2
)
> 0, (13)
for all 2 < d < 4. To obtain (13) we have used that α = (2− d)/2 and the fact that
Γ(1 + α) Γ(1− α) = piαsin(pi α) .

Lemma 2.2. Let λ1 be the first positive eigenvalue of
− u′′(θ)− (d− 1) cot θ u′(θ) = λu(θ) (14)
in the interval (0, θ1) with u′(0) = 0 and u(θ1) = 0. Then,
λ1 =
1
4[(2`1 + 1)
2 − (d− 1)2],
where `1 is the first positive value of ` for which the associated Legendre function P(2−d)/2` (cos θ1)
vanishes.
Proof. Let α = (2− d)/2, and set
u(θ) = (sin θ)α v(θ). (15)
Then v(θ) satisfies the equation,
v′′(θ) + cos θsin θ v
′(θ) +
(
λ1 + α(α− 1)− α
2
sin2 θ
)
v(θ) = 0. (16)
In the particular case when d = 3, α = −1/2 and this equation becomes,
v′′(θ) + cos θsin θ v
′(θ) +
(
λ1 +
3
4 −
1
4 sin2 θ
)
v(θ) = 0, (17)
whose positive regular solution is given by,
v(θ) = C
sin
(√
1 + λ1 θ
)
√
sin θ
. (18)
Hence, in this case,
u(θ) = C
sin
(√
1 + λ1 θ
)
sin θ . (19)
Imposing the boundary condition u(θ1) = 0, in the case d = 3, we find that,
λ1(θ1) =
pi2 − θ21
θ1
2 . (20)
Now, for any 2 < d < 4 the solutions of (17) are Pα` (cos θ) and P−α` (cos θ), with
α = (2− d)/2, (21)
9and ` the positive root of
`(`+ 1) = λ1 + α(α− 1), (22)
that is,
` = 12
(√
4λ1 + (d− 1)2 − 1
)
.
Taking into account (11) and (12) we see that the regular solution of (14) is given by
u(θ) = sinα θ Pα` (cos θ). (23)
Finally, the boundary conditions u(θ1) = 0 and u(θ) > 0 if 0 ≤ θ < θ1 imply that ` = `1, and
so
λ1 =
1
4[(2`1 + 1)
2 − (d− 1)2].
Here, `1 is the first positive value of ` for which the associated Legendre function P(2−d)/2` (cos θ1)
vanishes. 
3. Existence of solutions
Let D be a geodesic ball on Sn. If n is a natural number, the solutions of

-∆Snu = λu+ up on D
u > 0 on D
u = 0 on ∂D,
(24)
where p = n+2
n−2 correspond to minimizers of
Qλ(u) =
∫
D
(∇u)2qn−2 dx− λ
∫
D
u2qn dx(∫
D
u
2n
n−2 qn dx
)n−2
n
. (25)
Here q(x) = 21+|x|2 , so that ds = q(x)dx is the line element of S
n; and x ∈ D′, where D′ is the
projection of the stereographic ball (see Figure 3).
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Figure 3. Stereographic mapping of a geodesic cap into a domain in the equa-
torial plane.
If u is radial, then even for fractional n, which we will denote henceforth by d to make it
consistent with our notation in the Introduction, we can write
Qλ(u) =
ωd
∫ R
0
rd−1q(r)d−2u′(r)2 dr − λωd
∫ R
0
rd−1q(r)du2(r) dr(
ωd
∫ R
0
rd−1q(r)du(r)
2d
d−2 dr
) d−2
d
. (26)
Here R corresponds to the stereographic projection of θ1.
As in [3], let
Sp,λ(D) = inf
u∈H10
||u||p+1=1
{||∇u||22 − λ||u||22}, (27)
so that Sp,λ ≤ Qλ(u), and let
S = inf
u∈H10
||u||p+1=1
||∇u||22. (28)
Here, we are abusing notation and still using ||∇u||22, etc., to mean ωd
∫ R
0 r
d−1 q(r)d−2u′(r)2 dr,
etc., when d is fractional. By the Brezis–Lieb compactness lemma [9], it is known that in Rd,
if there is a function that satisfies Qλ(u) < S, then the minimizer for Qλ is attained. The
minimizer is positive and satisfies the Brezis–Nirenberg equation.
Lemma 3.1. Let 2<d<4 and
1
4[(2`2 + 1)
2 − (d− 1)2] < λ < 14[(2`1 + 1)
2 − (d− 1)2],
where `1 (respectively `2) is the first positive value of ` for which the associated Legendre
function P(2−d)/2` (cos θ1) (respectively P
(d−2)/2
` (cos θ1)) vanishes. Then there is a unique positive
solution to
− u′′(θ)− (d− 1) cot θ u′(θ) = λu(θ) + u(θ)(d+2)/(d−2) (29)
with u′(0) = u(θ1) = 0.
11
Remark 3.2. In this Section we only give the existence proof. The proof of uniqueness follows
from a general result of Kwong and Li [27] and it is sketched in Appendix B.
Proof. It suffices to show that there exists u ∈ H10 (D) such that Qλ(u) < S. Let ϕ be a
smooth function such that ϕ(0) = 1, ϕ′(0) = 0 and ϕ(R) = 0, where R is the stereographic
projection of θ1. For  > 0, let
u(r) =
ϕ(r)
(+ r2) d−22
. (30)
We claim that for  small enough, Qλ(u) < S. In the next three claims we compute ||∇u||22,
||u||2p+1 and ||u||22.
Claim 3.3.
ωd
∫ R
0
rd−1q(r)d−2u′(r)2 dr =ωd
∫ R
0
ϕ′(r)2r3−dq(r)d−2 dr − ωd(d− 2)2
∫ R
0
ϕ(r)2r3−dq(r)d−1 dr
+ ωdd(d− 2)2d−2Dd 2−d2 +O( 4−d2 ),
(31)
where
Dd =
1
2
Γ
(
d
2
)2
Γ(d) , ωd =
2pi d2
Γ
(
d
2
) . (32)
Proof. Let
I() = ωd
∫ R
0
rd−1q(r)d−2u′(r)2 dr.
Then
I() =ωd
∫ R
0
rd−1qd−2
(
ϕ′2
(+ r2)d−2 −
2(d− 2)rϕϕ′
(+ r2)d−1 +
r2ϕ2(d− 2)2
(+ r2)d
)
dr. (33)
Integrating by parts the term with ϕϕ′, we obtain I() = I1 + I2 + I3, where
I1() = ωd
∫ R
0
rd−1qd−2
ϕ′2
(+ r2)d−2 dr;
I2() = ωd(d− 2)2
∫ R
0
rdqd−3q′
ϕ2
(+ r2)d−1 dr;
and
I3() = ωd(d− 2)d
∫ R
0
qd−2rd−1
ϕ2
(+ r2)d .
We begin by showing that
I1() = ωd
∫ R
0
r3−dqd−2ϕ′2 dr +O().
Notice that
I1(0) = ωd
∫ R
0
r3−dqd−2ϕ′2 dr
converges for d < 4. It suffices to show that I1()− I1(0) = O(). We can write
I1()− I1(0) = ωd
∫ R
0
rd−1qd−2ϕ′2
∫ 
0
d− 2
(a+ r2)d−1 da dr.
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But ∫ R
0
qd−2rd−1
ϕ′2
(a+ r2)d−1 dr ≤ C
∫ R
0
2d−2r3−d dr,
for some constant C, which converges if d < 4, thus yielding the desired result.
Next let us consider I2. We will show that
I2() = −ωd(d− 2)2
∫ R
0
qd−1ϕ2r3−d dr +O( 4−d2 ).
Notice that q′ = −q2r, so that
I2() = −ωd(d− 2)2
∫ R
0
qd−1rd+1
ϕ2
(+ r2)d−1 dr.
As in the previous integral, let I2() = I2(0) + I2() − I2(0). Then it suffices to show that
I2()− I2(0) = O( 4−d2 ). We can write
I2()− I2(0) =ωd(d− 2)2
∫ R
0
ϕ2qd−1rd+1
(
1
r2d−2
− 1(+ r2)d−1
)
dr
=ωd(d− 2)2
∫ R
0
qd−1rd+1
[
(ϕ2 − 1) + 1
] ∫ 
0
d− 1
(a+ r2)d da dr.
(34)
Let
I21() =
∫ R
0
qd−1rd+1
∫ 
0
d− 1
(a+ r2)d da dr,
and
I22() =
∫ R
0
qd−1rd+1(ϕ2 − 1)
∫ 
0
d− 1
(a+ r2)d da dr.
Then, since qd ≤ 2d, and making the change of variables r = s√a, it follows that
I21() ≤ 2d−1(d− 1)
∫ 
0
a
2−d
2
∫ ∞
0
sd+1
(1 + s2)d ds da.
The inner integral converges if d > 2, so it follows that
I21() = O( 4−d2 ).
Also, since by hypothesis ϕ(0) = 1 and ϕ′(0) = 0, it follows that ϕ2 − 1 ≤ Cr2. Thus,
I22() ≤ C 2d−1(d− 1)
∫ 
0
∫ R
0
r3−d dr da.
The inner integral converges if d < 4, so it follows that I22() = O(). In particular, since
d ≥ 2, I22() = O( 4−d2 ) and
I2()− I2(0) = O( 4−d2 ).
Finally, we must show that
I3() = ωd d(d− 2)2d−2Dd 2−d2 +O( 4−d2 ).
Writing
qd−2ϕ2 = qd−2(ϕ2 − 1) + (qd−2 − 2d−2) + 2d−2,
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we have that I3 = ωd (d− 2) d (I31 + I32 + I33), where
I31 =
∫ R
0
 rd−1qd−2(ϕ2 − 1)
(+ r2)d dr;
I32 =
∫ R
0
 rd−1(qd−2 − 2d−2)
(+ r2)d dr;
and
I33 = 2d−2
∫ R
0
 rd−1
(+ r2)d dr.
As before, since ϕ2 − 1 ≤ C r2, it follows that
I31 ≤ C 2d−2
∫ R
0
rd+1
(+ r2)d dr.
Letting r = s
√
, it follows that∫ R
0
rd+1
(+ r2)d dr ≤ 
2−d
2
∫ ∞
0
sd+1
(1 + s2)d ds = O(
2−d
2 ), (35)
since the integral converges for all d > 2. Thus,
I31 = O( 4−d2 ).
Similarly, and since if 0 ≤ r ≤ R then 2d−2 − qd−2 ≤ 2d−2A(R)r2, with A(R) = (d − 2)(1 +
R2)d−3, we have that
|I32| ≤ 2d−2A(R) 
∫ R
0
rd+1
(+ r2)d dr = O(
4−d
2 ).
Finally, making the change of variables r = s
√
, it follows that
I33 = 2d−2
2−d
2
[∫ ∞
0
sd−1
(1 + s2)d ds−
∫ ∞
R√

sd−1
(1 + s2)d ds
]
.
But ∫ ∞
R√

sd−1
(1 + s2)d ds ≤
∫ ∞
R√

s−d−1 ds = O( d2 ). (36)
Moreover, notice that making the change of variables u = s2, we can write
∫ ∞
0
sd−1
(1 + s2)d ds =
1
2
∫ ∞
0
u
d
2−1
(1 + u)d du =
1
2
Γ
(
d
2
)2
Γ(d) = Dd. (37)
Here we have used the standard integral∫ ∞
0
xk−1
(1 + x)k+m dx =
Γ(k)Γ(m)
Γ(k +m) (38)
(see, e.g., [20], equation 856.11, page 213), which holds for all m > 0, and for all k > 0. Thus,
I33 = 2d−2
2−d
2 Dd +O().
This yields the desired estimate for I3. 
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Claim 3.4.
ωd
∫ R
0
rd−1 qd u2 dr = ωd
∫ R
0
qd r3−dϕ2 dr +O( 4−d2 ).
Proof. Let
J() = ωd
∫ R
0
rd−1qd
ϕ2
(+ r2)d−2 dr.
Then
J(0) = ωd
∫ R
0
qd r3−dϕ2 dr.
Thus, it suffices to show that |J()− J(0)| = O( 4−d2 ). We can write
|J()− J(0)| = ωd
∫ R
0
qd
[
(ϕ2 − 1) + 1
]
rd−1
∫ 
0
d− 2
(a+ r2)d−1 da dr.
Let
J1() =
∫ 
0
∫ R
0
qd rd−1
(a+ r2)d−1 dr da, (39)
and
J2() =
∫ R
0
(ϕ2 − 1)qd rd−1
∫ 
0
1
(a+ r2)d−1 da dr.
Making the change of variables r = s
√
a in the inner integral of equation (39) we have that
J1() ≤ 2d
∫ 
0
a
2−d
2
∫ ∞
0
sd−1
(1 + s2)d−1 ds da.
Since 2 < d < 4 it follows that J1() = O( 4−d2 ).
Moreover, since ϕ2 − 1 ≤ C r2, it follows that if d < 4, then
J2() ≤ C
∫ R
0
qd rd+1
∫ 
0
1
(a+ r2)d−1 da dr ≤ C 2
d 
∫ R
0
r3−d dr = O().
Thus, and since 2 < d < 4, it follows that |J()− J(0)| = O( 4−d2 ). 
Claim 3.5. (
ωd
∫ R
0
rd−1qdu
2d
d−2
 dr
) d−2
d
= ω
d−2
d
d 2d−2
2−d
2 D
d−2
d
d +O(
4−d
2 ),
where
Dd =
1
2
Γ
(
d
2
)2
Γ(d) .
Proof. Let
K() = ωd
∫ R
0
rd−1qdu
2d
d−2
 dr = ωd
∫ R
0
rd−1qd
ϕ
2d
d−2
(+ r2)d dr.
Then, and since qdϕ
2d
d−2 = qd(ϕ
2d
d−2 − 1) + (qd − 2d) + 2d, we can write K() = ωd (K1() +
K2() +K3()), where
K1() =
∫ R
0
qd rd−1
(+ r2)d (ϕ
2d
d−2 − 1) dr;
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K2() =
∫ R
0
rd−1(qd − 2d)
(+ r2)d dr;
and
K3() = 2d
∫ 
0
rd−1
(+ r2)d dr.
Since ϕ(0) = 1 and ϕ′(0) = 1 it follows that ϕ
2d
d−2 − 1 ≤ C r2. Thus, making the change of
variables r = s
√
, and since d > 2, it follows that
K1() ≤ C 2d
∫ R
0
rd+1
(+ r2)d dr ≤ C 2
d 
2−d
2
∫ ∞
0
sd+1
(1 + s2)d ds = O(
2−d
2 ). (40)
In order to obtain an estimate for K2(), notice that if 0 ≤ r ≤ R, then 0 ≤ 2d − qd ≤
2dA(R) r2, where A(R) = d(1 +R2)d−1. Thus,
|K2()| ≤ 2dA(R)
∫ R
0
rd+1
(+ r2)d dr.
As before, we can make the change of variables r = s
√
 to obtain
|K2()| ≤ 2dA(R) 2−d2
∫ R
0
sd+1
(1 + s2)d ds = O(
2−d
2 ). (41)
Finally, we will show that
K3() = 2d −d/2Dd +O(1). (42)
In fact, making the change of variables r = s
√
 we have that
K3() = 2d−d/2
(∫ ∞
0
sd−1
(1 + s2)d ds−
∫ ∞
R√

sd−1
(1 + s2)d ds
)
.
But by equations (37) and (36) it follows that∫ ∞
0
sd−1
(1 + s2)d ds = Dd,
and ∫ ∞
R√

sd−1
(1 + s2)d ds = O(
d
2 ).
It follows from equations (40), (41) and (42) that
K() = 2d ωd −d/2Dd +O(d/2),
and so
K() d−2d = ω
d−2
d
d 2d−2
2−d
2 D
d−2
d
d +O(
4−d
2 ).

Recall that our goal is to show that if λ > 14 [(2`2 + 1)
2 − (d− 1)2], then Qλ(u) < S, where S
is the critical Sobolev constant and Qλ is given by (26).
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From the estimates obtained in Claim 3.3, Claim 3.4 and Claim 3.5 it follows that
Qλ(u) = d(d− 2)(ωdDd) 2d +  d−22 Cd
[∫ R
0
r3−d
(
qd−2ϕ′2 − (d− 2)2qd−1ϕ2 − λqdϕ2
)
dr
]
+O(),
(43)
where Cd = ω2/dd 22−dD
2−d
d
d . Notice that
d(d− 2)(ωdDd) 2d = pi d(d− 2)
Γ
(
d
2
)
Γ(d)

2
d
,
which is precisely the Sobolev critical constant S (see, e.g., [31], with p = 2, m = d and
q = 2d/(d− 2)). Now let
T (ϕ) =
∫ R
0
r3−d
(
qd−2ϕ′2 − (d− 2)2 qd−1 ϕ2 − λqd ϕ2
)
dr.
It suffices to show that T (ϕ) is negative if λ > 14 [(2`2 + 1)
2 − (d− 1)2]. In order to conclude
the proof we choose ϕ = ϕ1, where ϕ1 is the minimizer of
M(ϕ) =
∫ R
0
r3−d
(
qd−2ϕ′2 − (d− 2)qd−1ϕ2
)
dr
subject to the constraint ∫ R
0
r3−d qd ϕ2 dr = 1.
The minimizer of M(ϕ), ϕ1, satisfies the Euler equation
− d
dr
(
r3−d qd−2ϕ′1
)
− (d− 2) r3−d qd−1ϕ1 = µqd r3−dϕ1. (44)
Multiplying (44) by ϕ1(r) and integrating between 0 and R we get, after integrating by parts,∫ R
0
r3−d qd−2 ϕ′21 dr − (d− 2)
∫ R
0
r3−d qd−1 ϕ21 dr = µ
∫ R
0
qd r3−dϕ21 dr.
Thus, since ∫ R
0
qd r3−dϕ21 dr = 1,
M(ϕ1) = µ; hence,
T (ϕ1) = M(ϕ1)− λ = µ− λ < 0
if λ > µ. It suffices to show that µ = 14 [(2`2 + 1)
2 − (d− 1)2] , where `2 is the first positive
value for which the associated Legendre function P
(d−2)
2
` (cos θ1) vanishes. Changing coordinates
(setting r = tan θ/2, so that q = 2 cos2 θ/2) and letting
ϕ1(θ) = sinb
(
θ
2
)
sina (θ) v(θ),
where b = 2d− 4 and a = 12(6− 3d) we obtain the equation for v
v¨(θ) + cot θ v˙(θ) +
(
µ+ d(d− 2)4 −
(d− 2)2
4 sin2 θ
)
v = 0, (45)
with boundary condition v(θ1) = 0.
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Remark 3.6. Equation (45) is the same equation that determines the first Dirichlet eigenvalue
of the original problem (i.e., equation (16)). We choose a and b precisely so that these two
equations coincide.
The solutions of equation (45) are Pα` and P−α` , where α = 2−d2 and `(` + 1) = µ +
d(d−2)
4 .
That is, ` = 12
(√
1 + 4µ− 4α + 4α2 − 1
)
, and so
µ = 14
[
(2`+ 1)2 − (d− 1)2
]
.
It follows that ϕ1 is of the form
ϕ1 = sinb
(
θ
2
)
sina θ(APα` +B P−α` ),
where the choice of A and B must ensure the regularity of the solution. Notice that from the
definition of a and b we have that a + b = (d − 2)/2. Moreover, α = (2 − d)/2. Since 2 < d,
we see that in order to have regular solutions at the origin we have to choose A = 0. Finally,
to satisfy the boundary condition u(θ1) = 0 we must choose ` = `2. which finishes the proof
of the lemma. Notice that, by Lemma 2.1, `2 < `1. 
Remark 3.7. It is important to notice that what we actually present in the previous proof is
the fact that for every 2 < d < 4 and λ > 14 [(2`2 + 1)
2 − (d − 1)2] there is a minimizer of
Qλ(u) (see equation (26)). Given the invariance of Qλ(u) under the transformation u → βu
(for any positive constant β), in order to get the Euler equation we minimize the numerator
of (26) subject to the constraint ωd
∫ R
0 u
p+1 qd rd−1 dr = 1. The corresponding Euler equation
is given by,
− rd−1(qd−2u′)′ − λrd−1 qd u = µ rd−1 qd up, (46)
where µ is a Lagrange multiplier. Multiplying (46) by ωd rd−1 u, integrating in r from 0 to
R, using the constraint and the characterization of λ1 (i.e., the first Dirichlet eigenvalue), we
have that,
µ ≥ (λ1 − λ)ωd
∫ R
0
qd u2 rd−1 dr > 0, (47)
provided λ < λ1. In this case, if we set u = µ−1/(p−1) v, we finally see that v solves
− rd−1(qd−2u′)′ − λrd−1 qd u = rd−1 qd up. (48)
Going back to geodesic coordinates, i.e., r → θ, with r = tan θ/2, (48) becomes (29). From
here it follows that for any 2 < d < 4, provided
1
4[(2`2 + 1)
2 − (d− 1)2] < λ < 14[(2`1 + 1)
2 − (d− 1)2],
we have the existence of a unique positive solution of (29).
18 BENGURIA AND BENGURIA
4. Nonexistence of solutions
In this section we use a Rellich–Pohozaev [28, 29] type argument to prove the nonexistence of
regular positive solutions of the Boundary Value Problem
− u′′ − (d− 1) cot θ u′ = up + λu (49)
in the interval (0, θ1), with boundary conditions u′(0) = 0, u(θ1) = 0 for a sharp range of
values of λ. Here 2 < d < 4 and p = (d+ 2)/(d− 2) is the critical Sobolev exponent. Here we
will distinguish two separate sets of values of the parameters λ and θ1:
First Case: λ > −d(d− 2)/4 and 0 ≤ θ1 ≤ pi.
Second Case: λ ≤ −d(d− 2)/4 and 0 ≤ θ1 ≤ pi/2.
Remark 4.1. There is still a further case, namely λ ≤ −d(d − 2)/4 and pi/2 < θ1 ≤ pi. In
dimension d = 3 the study of this case was initiated by Bandle and Benguria [3], who showed
numerically that there is a curve (denoted by ν(θ1) in [3]) such that for λ > ν(θ1) there are
no positive radial solutions of (49). On the other hand, in dimension d = 3 for values of λ
below ν(θ1) there is a rich family of solutions. These solutions were extensively studied in
[4, 5, 11, 12]. For the whole interval 2 < d < 4, we will explore the existence, nonexistence
and multiplicity of positive solutions of (49) in a further publication.
Our main results in this section are the Lemmas 4.2 and 4.7 below.
Lemma 4.2. Assume λ > −d(d− 2)/4 and 0 ≤ θ1 ≤ pi. Let `2 be the first positive value of `
for which the associated Legendre function P(d−2)/2` (cos θ1) vanishes. Then if
λ ≤ 14[(2`2 + 1)
2 − (d− 1)2],
there are no positive solutions of
− (sin
d−1 θ u′)′
sind−1 θ = u
p + λu, (50)
with boundary conditions u′(0) = 0, and u(θ1) = 0.
Remark 4.3. Notice that we have recast equation (49) in the form (50) which is more suitable
in our proof.
Proof. Multiplying equation (50) by g(θ)u′(θ) sin2d−2 θ, where g(θ) is a sufficiently smooth,
nonnegative function defined in the interval (0, θ1) satisfying the boundary conditions g(0) =
g′(0) = 0, we obtain
−
∫ θ1
0
(sind−1 θ u′)′ u′ g sind−1 θ dθ =
∫ θ1
0
(
up+1
p+ 1
)′
g sin2d−2 θ dθ + λ
∫ θ1
0
(
u2
2
)′
g sin2d−2 θ dθ.
Integrating all the terms by parts, using the boundary conditions, we have that∫ θ1
0
u′2
(
g′
2 sin
2d−2 θ
)
dθ +
∫ θ1
0
up+1
p+ 1
(
g′ sin2d−2 θ + g(2d− 2) sin2d−3 θ cos θ
)
dθ
+ λ
∫ θ1
0
u2
2
(
g′ sin2d−2 θ + g(2d− 2) sin2d−3 θ cos θ
)
dθ = 12 sin
2d−2 θ1u′(θ1)2g(θ1).
(51)
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On the other hand, setting h = 12g
′ sind−1 θ and multiplying equation (50) by h(θ)u(θ) sind−1(θ)
we obtain
−
∫ θ1
0
(sind−1 θu′)′hu dθ =
∫ t1
0
hup+1 sind−1 θ dθ + λ
∫ θ1
0
hu2 sind−1 θ dθ.
Integrating by parts we obtain∫ θ1
0
u′2h sind−1 θ dθ =
∫ θ1
0
up+1h sind−1 θ dθ
+
∫ θ1
0
u2
(
λh sind−1 θ + 12h
′′ sind−1 θ + 12h
′(d− 1) sind−2 θ cos θ
)
dθ.
(52)
Notice that by our choice of h, the coefficient of u′2 in equation (51) is the same as the
coefficient of u′2 in equation (52). Finally, subtracting equation (51) from equation (52) we
obtain
1
2 sin
2d−2 θ1u′(θ1)2g(θ1) =
∫ θ1
0
B up+1 dθ +
∫ θ1
0
Au2 dθ, (53)
where
A ≡λ
(
h sind−1 θ + 12g
′ sin2d−2 θ + g(d− 1) sin2d−3 θ cos θ
)
+ 12h
′′ sind−1 θ + 12h
′(d− 1) sind−2 θ cos θ,
(54)
and
B ≡ h sind−1 θ + g
′ sin2d−2 θ
p+ 1 +
(2d− 2) g sin2d−3 θ cos θ
p+ 1 .
(55)
Since by hypothesis g(θ1) ≥ 0, it follows that the left hand side of equation (53) is nonnegative.
In the sequel (see the Claim 4.4 and the Lemma 4.6 below), we show that for any
λ ≤ 14[(2`2 + 1)
2 − (d− 1)2],
there exists a choice of g so that A ≡ 0, and B is negative. That is, we will show that for that
range of λ’s the right hand side of equation (53) is negative, thus obtaining a contradiction. 
Substituting h = 12g
′ sind−1 θ in equation (54) we obtain
A = sin2d−2 θ
[
g′′′
4 +
3
4g
′′(d− 1) cot θ
+ g′
(
(d− 1)(2d− 3) cot2 θ
4 −
d− 1
4 + λ
)
+ λg(d− 1) cot θ
]
.
(56)
Finally, making the change of variables g = f/ sin2 θ we obtain
A = sin2d−4 θ
[
f ′′′
4 +
3
4(d− 3) cot θf
′′ + f ′
(
(d− 3)(2d− 11)
4 cot
2 θ + 7− d4 + λ
)
+f
(
(d− 3)(4− d) cot3 θ + 2(d− 3) cot θ + λ(d− 3) cot θ
)]
.
(57)
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Claim 4.4. For any 2 < d < 4, the function
z(θ) = sin4−d θPα` (cos θ)P−α` (cos θ),
with α = (2− d)/2 and ` = 12
(√
4λ+ (d− 1)2 − 1
)
, is a solution of
f ′′′
4 +
3
4(d− 3) cot θf
′′ + f ′
(
(d− 3)(2d− 11)
4 cot
2 θ + 7− d4 + λ
)
+ f
(
(d− 3)(4− d) cot3 θ + 2(d− 3) cot θ + λ(d− 3) cot θ
)
= 0.
(58)
Proof. Let y1(θ) = Pα` (cos θ) and y2(θ) = P−α` (cos θ). Then y1 and y2 are solutions to
y′′(θ) + cot θ y′(θ) + k(θ)y(θ) = 0, (59)
where
k(θ) = `(`+ 1)− α
2
sin2 θ . (60)
Let v(θ) = y1(θ) y2(θ). Then, it follows from (59) that
y′′1y2 + y′′2y1 = − cot θv′ − 2kv,
which in turn implies
v′′ = −2kv − cot θ v′ + 2y′1y′2.
Similarly, and since
y′′1y
′
2 + y′1y′′2 = −2 cot θ y′1y′2 − kv′,
we obtain
v′′′ + 3 cot θ v′′ + v′
(
4k − csc2 θ + 2 cot2 θ
)
+ 4v
(
α2 cot θ csc2 θ + k cot θ
)
= 0. (61)
Now, we make the change of variables v → f given by
f(θ) = sin4−d θ v(θ)
in equation (61) and multiply the resulting equation through by sind−4 θ. Setting α = (2−d)/2,
` = 12
(√
4λ+ (d− 1)2 − 1
)
(which is the positive solution of 4`(` + 1) = 4λ + d2 − 2d) and,
using (60), we see that f satisfies (58). This finishes the proof of Claim 4.4. 
Remark 4.5. Notice that in order to ensure that ` =
(√
4λ+ (d− 1)2 − 1
)
/2 is positive, we
need to have that 4λ+ d(d− 2) > 0, which we have assumed in the hypothesis of Lemma 4.2.
Lemma 4.6. Let α = (2−d)/2, ` = 12
(√
4λ+ (d− 1)2 − 1
)
, and `2 be the first positive value
of ` for which Pα` (cosθ1) vanishes. Consider
B ≡ h sind−1 θ + g
′ sin2d−2 θ
p+ 1 +
(2d− 2)g sin2d−3 θ cos θ
p+ 1 , (62)
where h(θ) = 12g
′ sind−1 θ, g(θ) = f(θ) sin−2 θ and f(θ) = sin4−d θPα` (cos θ)P−α` (cos θ). Then
B is negative on [0, `2).
Proof. The associated Legendre functions satisfy the following raising and lowering relations
(see, e.g., [1], equation 8.1.2, pp. 332), which we will use repeatedly in the proof of this lemma:
P˙α` (cos θ) =
−Pα+1`
sin θ −
α cos θPα`
sin2 θ , (63)
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and
P˙α+1` (cos θ) =
1
sin2 θ
(
(`+ α + 1)(`− α) sin θPα` + (α + 1) cos θPα+1`
)
. (64)
Notice that in the two previous equations, P˙α` means the derivative of Pα` with respect to its
argument, therefore,
d
dθ
Pα` (cos θ) = − sin θ P˙α` (cos θ).
After substituting for h, g and f we can write
B = −
(
d− 1
d
)
sind+1 θ (P˙α` P−α` + Pα` P˙−α` ). (65)
Hence, it suffices to show that P˙α` P−α` +Pα` P˙−α` > 0 on [0, `2). Because of Lemma 2.1, Pα` P−α`
is positive, on this interval. Thus, we can write this inequality as
P˙α`
Pα`
+ P˙
−α
`
P−α`
> 0. (66)
It follows from equation (63) that
P˙α`
Pα`
+ P˙
−α
`
P−α`
= − 1sin θ
Pα+1`
Pα`
− 1sin θ
P−α+1`
P−α`
. (67)
Given, the identity (67) above, in order to prove (66) it is convenient to introduce the function,
yν(θ) =
−1
sin θ
P ν+1` (cos θ)
P ν` (cos θ)
− ν
2 sin2 θ2
. (68)
In the sequel, we study the behavior of yν(θ) on [0, `2). In particular, we will show that yν is
positive on this interval if −1 < ν < 1. This in turn will imply that
P˙α`
Pα`
+ P˙
−α
`
P−α`
= yα(θ) + y−α(θ) > 0.
Using the series expansion of the Associated Legendre functions given by (11) in terms of the
Hypergeometric Function (12) we readily get,
P ν` (cos θ) =
1
Γ(1− ν) cot
ν θ
2
(
1− `(`+ 1)1− ν sin
2 θ
2 +
`(`2 − 1)(`+ 2)
2(1− ν)(2− ν) sin
4 θ
2 +O
(
sin6 θ2
))
.
It follows that
P ν+1` (cos θ)
P ν` (cos θ)
= Γ(1− ν)Γ(−ν) cot
θ
2
(
1 + E sin2 θ2 +O
(
sin4 θ2
))
, (69)
where
E = `(`+ 1)
ν(1− ν)
(here we used that Γ(1− ν) = −νΓ(−ν)). Thus, it follows from equations (68) and (69) that
yν(θ) =
ν
2
(
E +O
(
sin2 θ2
))
.
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In particular,
lim
θ→0
yν(θ) =
`(`+ 1)
2(1− ν) > 0,
since we are considering ` > 0 and −1 < ν < 1. We will now show by contradiction that there
is no point on the interval [0, `2) where yν changes sign. To do so, we first derive a Riccati
equation for yν . It follows from equation (68) that
y˙ν =
cos θ
sin2 θ
P ν+1`
P ν`
+ P˙
ν+1
`
P ν`
− P
ν+1
` P˙
ν
`
(P ν` )
2 +
ν(1 + cos θ)2
sin3 θ . (70)
Using equations (63) and (64) in equation (70) we obtain
y˙ν =
1
sin θ
(
P ν+1`
P ν`
)2
+ 2(ν + 1) cos θsin2 θ
P ν+1`
P ν`
+ (`+ ν + 1)(`− ν)sin θ +
ν(1 + cos θ)2
sin3 θ . (71)
Finally, using equation (68) to solve for P ν+1` /P ν` we obtain the following Riccati equation for
yν ,
y˙ν = sin θ y2ν +
2yν
sin θ (ν − cos θ) +
`(`+ 1)
sin θ . (72)
Since yν(0) > 0, and yν(θ) is continuous in θ, if yν(θ) were to cross yν = 0, there would exist a
point, θ∗, such that yν(θ∗) = 0 and y˙ν(θ∗) < 0. But from equation (72) we would then have
y˙ν(θ∗) =
`(`+ 1)
sin θ∗ > 0,
arriving at a contradiction. We conclude that yν is positive on [0, `2). 
Lemma 4.7 (Case 2). Assume λ ≤ −d(d − 2)/4 and 0 ≤ θ1 ≤ pi/2. Then, there are no
positive solutions of
− (sin
d−1 θ u′)′
sind−1 θ = u
p + λu, (73)
with boundary conditions u′(0) = 0, and u(θ1) = 0.
Proof. Proceeding as in the proof of (4.2), we conclude that if u is a smooth positive solution
of (49) satisfying the boundary conditions u′(0) = 0 and u(θ1) = 0, and f is a smooth function
satisfying f(0) = 0 we have
1
2 sin
2d−4 θ1 u′(θ1)2 f(θ1) =
∫ θ1
0
B up+1 dθ +
∫ θ1
0
Au2 dθ, (74)
where
A = sin2d−4 θ
[
f ′′′
4 +
3
4(d− 3) cot θf
′′ + f ′
(
(d− 3)(2d− 11)
4 cot
2 θ + 7− d4 + λ
)
+f
(
(d− 3)(4− d) cot3 θ + 2(d− 3) cot θ + λ(d− 3) cot θ
)]
.
(75)
and
B ≡ d− 1
d
sin2d−4 θ [f ′(θ) + (d− 4) cot θ f(θ)] . (76)
Equations (74), (75), and (76), follow from (53), (54), and (55) respectively setting g(θ) =
f(θ)/ sin2(θ) (see in fact (56)).
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This time we choose f(θ) = sin4−d(θ), so that B ≡ 0. After a long but straightforward
computation we find that for this choice of f(θ) one has,
A(f) = 14 cot θ [4λ+ d(d− 2)] ≤ 0, (77)
provided 4λ + n(n − 2) ≤ 0 and θ ≤ pi/2 (since cot θ ≥ 0 if θ ≤ pi/2). Using (77) in (74) we
get a contradiction, which concludes the proof of this lemma. 
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Appendix A: Proof of Theorems 1.1 and 1.4
Proof of Theorem 1.1. In 1999 Jannelli [26] considered the non linear boundary value problem,
− u′′ − d− 1
r
u′ = |u|4/(d−2) u+ λu, (78)
in the interval (0, 1) with the boundary conditions u′(0) = 0 and u(1) = 0, for 2 < d < 4,
where u > 0 is such that
∫ 1
0 u
2(r) rd−1 dr <∞ and ∫ 10 u′2(r) rd−1 dr <∞. Among other results
in [26] Jannelli proved that (78) has a unique positive solution if
j2−(d−2)/2,1 < λ < j
2
(d−2)/2,1, (79)
and no positive solutions if λ lies outside this interval (here jk,` denotes the `-th positive zero
of the Bessel function Jk(t)). From the result of Jannelli it is simple to prove our Theorem 1.1.
For radial solutions of (2), one is lead to the equation (78), considered by Jannelli, provided
we set d = n − δ. Because of Hardy’s inequality we have to constrain δ to δ < (n − 2)/2. If
n = 3, d = 3− δ and δ < 1/2. Given that d = 3− δ, if δ ∈ (−1, 1/2), we are in the situation
given by (79) and the proof of i) of Theorem 1.1 follows. The proofs of ii), and iii) follow in
a similar way. 
The proof of Theorem 1.4 follows from the results of our Theorem 1.2 following the same line
of thought we used above to prove Theorem 1.1 from the results of Jannelli.
Proof of Theorem 1.4. For radial solutions (i.e., solutions that only depend on the azimuthal
angle θ) of (4) on a geodesic ball D centered at the NP of Sn, n ≥ 3, one is led to the
boundary value problem (BVP) given by (5) on the interval (0, θ1), with boundary conditions
u′(0) = 0 and u(θ1) = 0. Here θ1 is the (geodesic) radius of the geodesic ball D. In Theorem
1.2, we determined the exact ranges of λ (depending on the values of the parameter d > 2
and the values of θ1) for which there is a (unique) positive solution and the range of values
of λ for which there are no positive solutions of this BVP. In particular, if 2 < d < 4, for
λ > −d(d− 2)/4 and all 0 < θ1 ≤ pi, there are unique positive solutions in the range (6) and
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no solutions outside that range. Again, because of Hardy’s inequality we have the constraint
δ < (n − 2)/2. If n = 3, d = 3 − δ and δ < 1/2. Given that d = 3 − δ, if δ ∈ (−1, 1/2), we
are in the situation given by (6) and the proof of i) of Theorem 1.4 follows. The proofs of ii),
and iii) follow in a similar way. 
Appendix B: Uniqueness of positive solutions
Here we prove the uniqueness of positive solutions of (5) where 2 < d < 4 provided λ ≥
−d(d − 2)/4. The proof follows from the classical result of Kwong and Li [27]. Consider the
equation
− u′′ − (d− 1) cot θ u′ = up + λu (80)
in the interval (0, θ1), where u ≥ 0 satisfies the boundary conditions u′(0) = 0, u(θ1) = 0,
with θ1 ≤ pi. Here 2 < d < 4 and p = (d + 2)/(d − 2) is the critical Sobolev exponent. Let
α = (2− d)/2 as before, and make the change of variable u→ v given by
u(θ) = v(θ) sinα(θ). (81)
Then, equation (80) becomes,
sin2 θ v′′(θ) + sin θ cos θ v′(θ) + v(θ)p +Gλ(θ) v(θ) = 0, (82)
where the function Gλ(θ) is given by
Gλ(θ) = −α2 +
[
λ+ d(d− 2)4
]
sin2 θ. (83)
Notice that the function Gλ(θ) is a Λ function in the sense of Kwong and Li [27], i.e., it first
increases, it has at most one maximum and then decreases when θ runs from 0 to θ1 and
θ1 ≤ pi and 4λ+ d(d− 2) ≥ 0.
Next define the energy function
E[v] ≡ sin2 θ v′(θ)2 + 2
p+ 1v(θ)
p+1 +Gλ(θ) v(θ)2. (84)
Then, if v(θ) solves (82), we have that
dE
dθ
= G′λ v2. (85)
Since for λ ≥ −d(d − 2)/4 and θ1 ≤ pi, Gλ(θ) is a Λ–function, it follows from [27] that v,
hence u, is unique. The condition λ ≥ −d(d− 2)/4, that ensures that Gλ(θ) is a Λ–function,
is needed to prove uniqueness. In fact, if one drops this condition in the case d = 3 uniqueness
fails as shown in [4, 5, 11, 12]. Results similar to those obtained in [4, 5, 11, 12] are expected
for 2 < d < 4 when λ < −d(d− 2)/4.
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