Lang-Trotter Questions on the Reductions of Abelian Varieties by Bloom, Samuel
ABSTRACT




Doctor of Philosophy, 2018
Dissertation directed by: Professor Lawrence C. Washington
Department of Mathematics
Let A be a geometrically simple g-dimensional abelian variety over the ratio-
nals. This thesis investigates the behavior of the reductions Ap of A modulo its
primes p of good reduction. Questions about these reductions are called “questions
of Lang-Trotter type” after the 1976 memoir of S. Lang and H. Trotter. This the-





⊗Q, when Ap is simple and ordinary, and the primality (or failure thereof)
of the number of rational points, #Ap(Fp). Our questions and conjectures generalize
the study of the “fixed-field” Conjecture of Lang-Trotter and the Koblitz Conjec-
ture on elliptic curves, and our work generalizes the work by previous authors to
this higher-dimensional context: through sieve-theoretic arguments and the use of
explicit error bounds for the Chebotarev Density Theorem, we produce various con-
ditional and unconditional upper and lower bounds on the number of primes p at
which Ap has a specified behavior.




Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment




Professor Lawrence C. Washington, Chair/Advisor
Professor Patrick Brosnan
Professor Thomas J. Haines
Professor Niranjan Ramachandran






This thesis consists of the material from two papers prepared for publication,
“The square sieve and a Lang-Trotter question for generic abelian varieties” and
“Almost prime orders of the reductions of abelian varieties,” combined in a logical
order. The former has been accepted for publication in Journal of Number Theory,




who has always been there for me
iii
Acknowledgments
There are many people without whom I would not have thrived during my
time as a graduate student at the University of Maryland and written this thesis.
I would like to thank my classmates for sharing their time and interests with
me, for their help making it through qualifying exams, and for their openness and
support during our time together. I especially would like to thank my fellow algebra
and number theory students for interesting discussions and an enjoyable student
seminar. In particular, I’d like to thank Steve Balady for important conversations
and for his mentorship through my time as an early graduate student, and Adam
Lizzi for starting me on the road of studying higher-dimensional abelian varieties.
I would like to thank my professors at UMD and during my undergraduate
studies at the University of Chicago, who have taught me so much. From the
Univesity of Chicago, I’d especially like to thank Diane Herrmann, Benson Farb,
Maryanthe Malliaris, and of course the late Paul Sally, Jr. I’ll always be a member of
Sally’s Gang. From the University of Maryland, I’d especially like to thank Niranjan
Ramachandran, Patrick Brosnan, Tom Haines, and Chris Laskowski. I would also
like to thank Alina Cojocaru at the University of Illinois for helpful communications
regarding her research, and Jeff Achter at Colorado State University, who got me
started studying questions of Lang-Trotter type.
I have many thanks to give to my advisor, Larry Washington, who has helped
me in so many ways. Your interest and encouragement has kept me engaged, and
your deep mathematical knowledge has guided me as I explored my own little patch
iv
of unknown territory. Thank you for everything you’ve done for me.
Lastly, I have so much gratitude and thanks to give to my family and friends,
who have supported me with their love throughout my life. You have meant so much






List of Figures viii
List of Abbreviations ix
1 Introduction 1
1.1 What is this thesis about? (An introduction for non-experts) . . . . . 1
1.2 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Questions of Lang-Trotter Type: Introduction and Literature Review 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 p-Rank. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Fixed-Trace. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Fixed-Field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Geometrically Simple. . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Primality of the number of points . . . . . . . . . . . . . . . . . . . . 14
3 Preliminaries 20
3.1 Explicit Chebotarev Density Theorems . . . . . . . . . . . . . . . . . 20
3.2 Generalized Erdös-Kac Theorem . . . . . . . . . . . . . . . . . . . . . 24
3.3 The Square Sieve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Simplified Greaves’ Sieve . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Galois Representations and Open Image Varieties . . . . . . . . . . . 29
3.6 The Lang-Weil Bound . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.7 Bounds on the size of sets in GSp2g. . . . . . . . . . . . . . . . . . . . 32
vi
4 Fixed-Field Question 34
4.1 Statement of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Proof of Theorem 4.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.1 Under GRH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.2 Under GRH + AHC. . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.3 Under GRH + AHC + PCC. . . . . . . . . . . . . . . . . . . 52
4.2.4 Unconditionally. . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Proof of Theorem 4.1.2 . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.1 Under GRH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.2 Under GRH + AHC. . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.3 Under GRH + AHC + PCC. . . . . . . . . . . . . . . . . . . 61
4.3.4 Unconditionally. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Proof of Corollaries 4.1.4, 4.1.5, and 4.1.6 . . . . . . . . . . . . . . . 64
5 Almost-Prime Order Question 67
5.1 Statement of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Preparations for the Proof of Main Results. . . . . . . . . . . . . . . 69
5.2.1 Divisibility of #Ap(Fp) . . . . . . . . . . . . . . . . . . . . . . 70
5.2.2 Setting up the sieve . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.3 Exploiting subgroups of GSp2g . . . . . . . . . . . . . . . . . . 73
5.2.4 Fitting together the prime-counting estimates . . . . . . . . . 76
5.2.5 Counting matrices . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2.6 Verifying the sieve hypothesis (3.12) . . . . . . . . . . . . . . 81
5.3 Proof of Main Results. . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.1 Ensuring (5.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3.2 Ensuring (5.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.3 Determining the optimal constants. . . . . . . . . . . . . . . . 88
5.3.4 Proof of Theorem 5.1.3 . . . . . . . . . . . . . . . . . . . . . . 89
5.3.5 Proof of Theorem 5.1.4 . . . . . . . . . . . . . . . . . . . . . . 91
5.4 A Koblitz Conjecture for Higher Dimension and Experimental Evidence 93




1.1 R-valued points of elliptic curve 11.a3, given by Y 2 + Y = X3 −X2. . 2
1.2 F1009-valued points of elliptic curve y2 + y = x3 − x2/F1009. . . . . . . 3
5.1 curve 971.a.971.1 with equation Y 2 + Y = X5 − 2X3 +X . . . . . . . 95
5.2 curve 1051.a.1051.a with equation Y 2 + Y = X5 −X4 +X2 −X . . . 96
5.3 curve 1205.a.1205.1 with equation Y 2 + Y = X5 + 2X4 −X2 . . . . . 97
5.4 curve 1385.a.1385.1, with equation Y 2 + Y = X5 + 3X4 + 3X3 −X . 98
5.5 genus 3 curve C3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.6 Computations for the constants Cg. . . . . . . . . . . . . . . . . . . . 99
viii
List of Abbreviations
AHC Artin Holomorphy Conjecture
CM complex multiplication
geom. geometric/geometrically
GRH Generalized Riemann Hypothesis
IQF imaginary quadratic number field
PCC Pair Correlation Conjecture
PNT Prime Number Theorem





1.1 What is this thesis about? (An introduction for non-experts)
Abelian varieties are objects which are at the intersection of many related fields
of mathematics: number theory, algebra, geometry, and complex analysis. In short,
they are objects that are defined as the common solution (in a projective space) of
a set of equations—in particular, this common solution set must not be a collection
of disjoint pieces—that importantly also carry an addition law on their points. The
simplest examples of abelian varieties are elliptic curves, which are one-dimensional.
(An abelian variety has a positive-integer dimension, which agrees with the usual
notion of the dimension of a complex manifold when the abelian variety can be
considered as such.) As an example, Figure 1.1 shows the graph of the elliptic
curve, defined over Q in the projective plane by the equation Y 2 + Y = X3 −X2,
that is considered by many as the “first elliptic curve in nature.”
The addition law can be summarized almost completely by this: three points
P,Q,R on the elliptic curve add to zero if they are collinear, and zero is the “point
at infinity” of the curve in projective space.
1




Figure 1.1: R-valued points of elliptic curve 11.a3, given by Y 2 + Y = X3 −X2.
Abelian varieties can be defined over (that is, their defining equation(s) can
have coefficients in) any field, and if two fields are related in some way, then it may be
possible to “transfer” an abelian variety from one field to another by processes known
as base-change and reduction (or specialization) of the Néron model. For instance,
Figure 1.1 shows the graph of the “same” elliptic curve, but reduced modulo 1009
and considered over F1009 rather than Q.
Thus, we can consider a fixed abelian variety A/Q to yield a family of abelian
varieties Ap, over Fp, as p varies through the prime numbers. (We have to exclude
a finite number of bad primes at which A modulo p is not an abelian variety, but
these primes are negligible for our considerations.) This thesis studies the following
family of questions, then, stated broadly:
Question 1.1.1 (Questions of Lang-Trotter Type). Given an abelian variety A/Q,
2






Figure 1.2: F1009-valued points of elliptic curve y2 + y = x3 − x2/F1009.
how do the reductions of A modulo primes behave?
In particular, this thesis studies the following two questions, stated in vague
terms to be made precise later:
Question 1.1.2 (Fixed-Field Question). Given an abelian variety A/Q, what extra
“self-similarities” (i.e., endomorphisms) do the reductions Ap attain? In particular,
how often does Ap have a specified field of self-similarities?
Question 1.1.3 (Almost-Prime Orders Question). Given an abelian variety A/Q,
what patterns are there in how many Fp-valued points the reductions Ap have? In
particular, how often is the number of these points a prime number or a number
with few prime factors?
There are conjectural answers to these questions (when stated precisely), but
to the author’s knowledge, proving them is believed to be at least as hard as proving
3
the Twin Prime Conjecture. The methods currently in use only allow us to find upper
and lower bounds on the desired counting functions (or weakened versions thereof).
The original work contained in this thesis is the generalization to the context
of arbitrary-dimensional abelian varieties the arguments of other authors studying
these questions for elliptic curves.
1.2 Notations
We use the standard Bachmann-Landau and Vinogradov notations for asymp-
totic growth of functions, which we now recall. A subscript ? will denote that the
implied constant depends only on the object(s) ?, so that if ? is empty, then the
implied constant is absolute. We write X ? 0 to mean “for all X ≥ N?.” Let
f, g : N → R. We write g(X) = O?(f(X)) or g(X) ? f(X) to mean ∃C? ≥ 0
such that for X ? 0,




= 0, and we write g(X) ∼ f(X) to mean limX→∞ g(X)f(X) = 1. We write
g(X) ? f(X) to mean “g(X)? f(X) and f(X)? g(X).”
For a finite set X, we will write #X for the cardinality. For integers n, we use
the standard arithmetic notations,
Notation 1.2.1. • ω(n) ..= the number of distinct prime factors of n counted
without multiplicity;
• Ω(n) ..= the number of distinct prime factors of n counted with multiplicity;
• Pr ..= {n ∈ Z+
∣∣∣ Ω(n) ≤ r}.
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For a matrix m, denote by charm(x) its characteristic polynomial.
We will use the letters l, p, q, and ` to denote rational prime numbers, p to
denote a prime ideal in a number field, and a to denote an integral ideal in a number
field. We will use N and Tr to denote “norm” and “trace”, respectively, when the
meaning is clear from context, and introduce subscripts and superscripts when the





for the Jacobi (i.e., generalized quadratic
residue) symbol of α modulo a. In a number field L, we will write nL or n(L) for
the degree of the extension L/Q, dL or d(L) for the discriminant of the extension
L/Q, and hL for the class number.
For any set S of prime ideals of a number field (or rational prime numbers),




∣∣∣ NQ p ≤ x} .





∣∣∣ NQ p ≤ x} = δ.
For a finite group G and a union of conjugacy classes C ⊆ G, we will write C̃
for the number of conjugacy classes contained in C.
For an abelian variety over a field A/κ, we will always use End(A) to denote
the ring of endomorphisms of A defined over the base field κ. For the sake of brevity,
we reserve p and p for places of κ at which A has good reduction.
5
Chapter 2: Questions of Lang-Trotter Type: Introduction and Litera-
ture Review
2.1 Introduction
Let A/Q be a principally polarized abelian variety. The questions that we
study in this thesis emanate from the following conjectures on the behavior of the
reductions of A modulo its primes p of good reduction.
Conjecture 2.1.1 (Lang-Trotter Conjectures).








p ≤ X of good reduction
∣∣∣ Tr(πp) = t} ∼ CE,t √X
logX
,
where CE,t = 0 is understood to mean that the set written above is finite.




∼= Z, and let K/Q be an imaginary quadratic number
field. Then there exists a constant CE,K > 0 such that
#
{
p ≤ X of good reduction




Conjecture 2.1.2 (Koblitz [Kob88], Conjecture A). Suppose that every elliptic




p ≤ x of good reduction
∣∣∣ #Ep (Fp) is prime} ∼ CE x
(log x)2
where CE is an explicit constant depending on the Galois representation of E.
The constants CE,t, CE,K , and CE have precise descriptions in terms of the
statistical heuristics used and the Chebotarev density theorem.
These conjectures fit within two broad families of questions of number-theoretic
interest:
Question 2.1.3. Given a “naturally-occurring” sequence A of integers (or tuples
of integers), describe the subset Π of terms which have a specified multiplicative-
arithmetic behavior.
Question 2.1.4. Let A be an abelian variety of dimension g over a global field L.
Let ♣ be a property of abelian varieties of dimension g over finite fields. Describe
Π = Π(A,♣) ..=
{
places p : Ap has ♣
}
,
where A is the Néron model of A over the appropriate one-dimensional scheme
(SpecOL, resp. C, if L is a number field, resp. the function field of a curve C/Fq).
By “describe” we mean either to give a “qualitative” description of Π via congruence
conditions, diophantine equations, and/or inequalities; or a “quantitative” descrip-
tion via an asymptotic estimate of the size of Π.
7
The family of Question 2.1.3 includes—among other questions—the Bateman-
Horn Conjecture [BH62] which generalizes the Twin Prime Conjecture; the study of
primes, pseudo-primes, and almost-primes in various intervals; and Artin’s Conjec-
ture on primitive roots modulo p (see, for instance, [Mor12]). For an elliptic curve
E/Q, the family of Question 2.1.4 includes—among other questions, and along with
the Lang-Trotter Conjectures— the Sato-Tate Conjecture (see [Sut16] for an ex-
pository account) and the study of the structure of the group Ep(Fp) for a varying
prime p (see, for instance, [Coj04]). The generalizations of some these questions to
higher-dimensional abelian varieties and/or over non-trivial number fields appear
more difficult than their counterparts for elliptic curves over Q. After Achter-Howe
[AH17], we call this second family family “questions of Lang-Trotter type.”
In the remainder of this Chapter, we will provide a further introduction to
questions in the family of Question 2.1.4, including the above Conjectures and their
generalizations, and we will provide a literature review of the results in their direc-
tion. These literature reviews originated in the two articles written by the author,
as mentioned in the Preface.
For the Sections following, we let A/L be an absolutely simple abelian variety
without Complex Multiplication (non-CM) of dimension g over a number field; that





⊗Q is not a number field of degree 2g. We also let E/L be a non-CM
elliptic curve over a number field. In either context, N is the conductor. We also
let B/Fp be an abelian variety of dimension g.
8
2.2 p-Rank.





for some 0 ≤ f ≤ g. We call the integer f the p-rank of B. If f = g, we call B
ordinary, otherwise we call B non-ordinary. If B is an elliptic curve or abelian
surface with f = 0, we call B supersingular.1
It is known that, possibly only after a finite extension of the base-field L of
A, the set of non-ordinary primes Π(A, f 6= g) has density zero if g = 1 [Ser68], if
g = 2 [Ogu81], and for some abelian varieties with g = 3 [Tan99] or g a power of
4 [Noo95]. For arbitrary g, Π(A, f ≥ 2) has density one [Ogu81; BG97], but it is
not known in general whether the set of ordinary primes for A has positive density.
Because Ep is supersingular iff its trace of Frobenius is 0 (for p ≥ 5), the Conjecture
2.1.1 predicts the asymptotics of Π(E, f = 0) for E/Q.
Various authors have improved upon the upper bound for E/L of [Ser68]. The
best known upper bounds for E/Q are
Π(E, f = 0)(X)N

X3/4 unconditionally [Elk87b; Elk87a];
X3/4(logX)−1/2 under GRH [Zyw15] .
(It is astounding how small an improvement GRH affords with our current technol-
ogy!) As for lower bounds, [Elk87c; Elk89] prove that if L has a real embedding
1This adjective means that the Newton slopes at p of the characteristic polynomial of πp are
all 1/2. This condition is equivalent to f = 0 only when g ≤ 2.
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(e.g., if L = Q), Π(E, f = 0) is infinite. For L = Q, various authors improve this
lower bound; the best known bound is
Π(E, f = 0)(X)N

log logX under GRH [Elk87b];
log log logX
(log log log logX)1+ε
unconditionally [FM96].
Much less is known about higher-dimensional non-CM abelian varieties A.
The author knows of no bounds better than Π(A, f 6= g) = o(π(X)) for only those
abelian varieties mentioned in the second paragraph of this Subsection, and he knows
of no asymptotic lower bounds if g ≥ 2, even for a single non-CM abelian variety.
Nor is it known whether #Π(A, f 6= g) = ∞ for any non-CM abelian variety of
dimension g ≥ 2.
If A has real multiplication, which means here that End(A)⊗Q is a totally





a probabilistic model which yields






if g = 1,
CA log logX otherwise,
and






if g = 1,
CA,0 log logX if g = 2,
O(1) otherwise,
for certain positive constants CA and CA,0. This conjecture remains open.
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2.3 Fixed-Trace.
For an elliptic curve E/Q, denote ap ..= Tr(πp). For primes p of good reduction,




= p + 1 − ap. The Hasse-Weil bound
states that
∣∣ap∣∣ ≤ 2√p.
For a fixed integer t 6= 0, Conjecture 2.1.1 predicts the size of Π(E, ap = t)(X).
Various upper bounds (conditional and unconditional) are given in the literature for
Π(E, ap = t)(X). (We restrict to t 6= 0 because Ep is supersingular iff ap = 0 when
p ≥ 5.) Unconditionally, Serre [Ser81] gives the first bound, Π(E, ap = t)(X) N
X/(logX)5/4−ε. This was improved by Wan [Wan90] and Murty [Mur97]. The best
known unconditional upper bound is from the recent preprint [TZ16], which gives




Conditionally on GRH, Serre [Ser81] also gives the first bound, Π(E, ap =
t)(X) N X7/8(logX)1/2. This was improved by Murty-Murty-Saradha [MMS88].
The best known upper bound (conditional on GRH) is
Π(E, ap = t)(X)N X4/5(logX)−3/5
of Zywina [Zyw15]. We also mention the result of [GJ12] which gives a proof of
Conjecture 2.1.1 (and its generalization for newforms without CM with weight ≥ 2










For higher-dimensional abelian varieties, this question has just begun investi-
gation. The recent work of Cojocaru-Davis-Silverberg-Stange [Coj+16] studies the
11
GL2g-trace of Frobenius, a1,p ..= Trπp for the class of abelian varieties A/Q whose
adelic Galois representation ρ̂ (see (3.18)) has open image in GSp2g Ẑ. They obtain
the bounds







where 0 < θ < 1/4 decreases as g increases. They obtain improvements upon the
above, in the form of larger θ, when t 6= 2g, and further improvements when t = 0.
Moreover, they argue heuristically that with a conjectural assumption on the be-
havior of the Galois representations of A that generalizes the Sato-Tate Conjecture,
it should be true that




for some precisely defined constant CA,t ≥ 0, where, as before, we understand CA,t =
0 to mean that the set is finite.
2.4 Fixed-Field.
For any elliptic curve E/Q and a prime p of good reduction, it is well-known




⊗Q = Q(πp) ∼= Q(
√
Dp) is an imaginary
quadratic field, where we take Dp to be the squarefree part of a2p−4p. If Ep is super-
singular, so that ap = 0 (for p ≥ 5), then End
(
Ep
) ∼= Q(√−p), and End((Ep)Fp) is
isomorphic to the quaternion algebra Bp,∞/Q ramified only at p and ∞. But if Ep
is ordinary, then Dp might possibly take any squarefree value between 0 and −4p,
not inclusive, and Ep does not pick up any extra endomorphisms over Fp.
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In particular, if E is non-CM, then the endomorphism algebras (or Frobenius
fields) at ordinary primes vary in the set of imaginary quadratic number fields K.
The article of Cojocaru-Fouvry-Murty [CFM05] investigates the sets
Π(E,K) ..= Π
(






via the Square Sieve (see Subsection 3.3.1) and obtains the first bounds in print.
These bounds are of the form Π(E,K)(X) N Xθ logX, conditional on various
conjectural assumptions, and N,d(K/Q) (log logX)13/12(logX)−25/24 uncondition-
ally. See the remarks preceding the statement of this Theorem in [CFM05] for a
history of remarks made by other authors which indicated bounds on Π(E,K)(X).
Improvements on these bounds have been made by various authors [CD08; Zyw15;
TZ16] using sieves and “mixed representations” as suggested by Serre. The best
known upper bounds are
Π(E,K)(X)E X4/5(logX)−3/5h−3/5K +X
1/2(logX)3, under GRH [Zyw15];
Π(E,K)(X)E,K X(log logX)(logX)−2, unconditionally [TZ16].
2.5 Geometrically Simple.
Suppose A is geometrically simple, i.e. AL is simple. Murty-Patankar [MP08]
investigated the set of primes Π(A, geom. simple) at which A remains geometrically
simple. They show that if A has Complex Multiplication or has Real Multiplica-
tion, then Π(A, geom. simple) has density one. Moreover, they and Zywina [Zyw13]
13





is commutative ⇐⇒ Π(AL′ , geom. simple) has density δAL′ = 1 (2.1)





is non-commutative, there is a finite extension L′/L such that





a totally real or totally imaginary field and if A satisfies a certain parity assump-
tion. The particular case of the forward direction of (2.1) when End
(
AL
) ∼= Z is
an earlier result of Chavdarov [Cha97]. Achter [Ach12] gives explicit bounds on
Π(A, geom. split)(X) in these cases (and one other). Zywina [Zyw13] proves that
if the Manin-Mumford conjecture is true for A, then possibly after a finite exten-
sion, the forward direction is true. Murty-Zong [MZ14] prove that if for some prime




⊗Q` is a field, if the Zariski closure of the image of
the `-adic Galois representation ρ`∞ is connected, and if ρ`∞ satisfies an additional
technical assumption, then δA > 0. Lastly, we mention [AH17] which estimates





which they conjecture that for an abelian surface A/Q without extra endomor-




for some positive constant CA.
2.6 Primality of the number of points
We give a brief history of Conjecture 2.1.2 and its generalizations. Koblitz
based his conjecture on the heuristics behind the Hardy-Littlewood Conjecture:
2 As pointed out in [Zyw13], there are counterexamples to the conjecture without the extension.
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broadly,
unless there’s an obstruction to it being otherwise, polynomials of degree d should
(up to a correction factor that comes from congruence conditions) act like random
number generators which, on input n, output a number on the order of nd.
From this heuristic, one finds a conjectural asymptotic count of the subset Π by
finding the expected value of a random variable for the probability distribution given
by the heuristic. The heuristic probability distribution for Koblitz’s Conjecture is
based on the Sato-Tate distribution and the Galois representation of E, and states
that
unless there’s an obstruction otherwise, the probability that #Ep(Fp) is prime
should be CE times the probability that a random number on the order of p is
prime.













The motivation for Conjecture 2.1.2 was from cryptography: for the purposes
of using the Elliptic Curve Discrete Logarithm Problem in a cryptographic protocol
(for instance, in the Elliptic Curve Diffie-Helman key agreement protocol) one desires
an elliptic curve over a large finite field having a prime number of points. Koblitz’s
suggestion was to choose an appropriate elliptic curve E/Q, then reduce modulo
15
appropriately large primes p and find #Ep(Fp) (via, for instance, the Schoof-Elkies-
Atkin algorithm (see, e.g., [BSS99])) until #Ep(Fp) is prime.
The question of finding a lower bound for πE(x) is still completely open: the
author knows of no results showing even that πE(x) → ∞ for any specific elliptic
curve. However, upper bounds are known. For E/Q without Complex Multipli-
cation (non-CM), the first conditional and unconditional upper bounds are given
by Cojocaru [Coj05] using the Selberg sieve. Zywina [Zyw08] improves upon these
bounds by providing explicit asymptotic constants and extending the bounds to the
case where E is defined over a number field and may possibly have non-trivial tor-
sion in its isogeny class. In the case of non-CM E/Q, the best known conditional










for any ε > 0, xε,θ 0, assuming the θ-Hypothesis for the division fields of E. For
E/Q with CM, Cojocaru [Coj05] gives the unconditional upper bound πE(x) N
x/(log x)2.
Two approaches towards generalizing Conjecture 2.1.2 have yielded lower bounds.
The first, which we do not pursue generalizing in this article, is to consider πE(x)
on average for elliptic curves Y 2 = X3 + aX + b over Q in a family C(x), in the pa-
rameters a and b which vary in a rectangle that grows with x. That is, the approach










This was first considered in [BCD11] who show that the average is indeed∼ Cx/(log x)2
if the rectangle for C(x) grows sufficiently quickly with respect to x, namely if
A,B > xε and AB > x(log x)10. Here, C is a positive constant to be thought of
as an average of the CE for E ∈ C(x) as x → ∞. They conclude then that “most”
elliptic curves satisfy Conjecture 2.1.2; still, we cannot conclude Conjecture 2.1.2
for any specific curve. This result (and other “on average” results on the statistics
of elliptic curves) has been improved; see, for instance, [DKS17].
The second approach, which we pursue in relation to abelian varieties, is to





∣∣∣ #Ep (Fp) ∈ Pr}
for fixed r. This was first studied by Miri-Murty [MM01] who shows that for non-
CM curves E/Q with trivial rational torsion, under GRH, πE,16(x)  x/(log x)2.
Steuding-Weng [SW05] improves this to r = 9 for non-CM curves, under GRH and
the hypothesis (TrivE). The best result for non-CM curves is by David-Wu [DW12],
who show
πE,8(x) ≥ 2.778 · CE
x
(log x)2
under the hypothesis (TrivE) and the (11/21)-Hypothesis for the division fields of








where the explicit function r(θ) decreases with the strength of the θ-Hypothesis and
is bounded below by 8. We will model our argument to theirs.
For elliptic curves over Q with CM, the situation is much better: Steuding-
Weng first found πE,3(x)  x/(log x)2 if E is CM, under GRH and the hypothesis
(TrivE). Cojocaru [Coj05] improved this to r = 5 unconditionally. The best result
for CM curves is by Iwaniec-Jiménez Urroz [IU10] and Jiménez Urroz [Jim08] who
show unconditionally that
#{p ≤ x of ordinary reduction
∣∣∣ #Ep(Fp) = dE · P2}  x
(log x)2
where dE = gcd{#Ep(Fp)
∣∣∣ p of ordinary reduction}.
More detailed statistical information of the function p 7→ #Ep(Fp) has been
studied. In particular, Miri-Murty [MM01], Cojocaru [Coj05], and finally Y.-R. Liu
[Liu06] find an Erdös-Kac result which provides a description of the “usual” behavior




















unconditionally if E has CM, and conditionally on a θ-Hypothesis on the division
fields of E if E is non-CM. Liu concludes this normal distribution from a generalized
version of the Erdös-Kac Theorem, which improves upon the generalized Hardy-
Ramanujan result of Murty-Murty [MM84] that was used to study the coefficients
of modular forms. We will use Liu’s Theorem 3 to prove our Theorem 5.1.4.
Lastly, generalizations of Conjecture 2.1.2 to higher-dimensional abelian vari-
eties have been suggested in and have begun to be studied. Weng [Wen14] computes
the probability of the statement “`
∣∣ #A(Fp)” for the reductions of a generic abelian
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variety of Q, which we find in (5.11) in a different form. Weng [Wen15] and Spreck-
els [Spr17] also consider the “vertical” question of finding the probability, for fixed
CM field K and varying p, of the statement “∃A/Fp with CM by OK s.t. #A(Fp) is
prime,” and conjecture an asymptotic behavior of a weighted counting function of
such p, using the same heuristics as before.
19
Chapter 3: Preliminaries
3.1 Explicit Chebotarev Density Theorems
Let L/Q be a finite Galois extension with Galois group G, degree nL, and
discriminant dL. Let C be a union of conjugacy classes of G. Denote by P(L/Q)





Define the prime counting function for C,
πC(X,L/Q) ..= #
{







is the Artin symbol of p in L/Q. Recall that the Chebotarev














for the logarithmic integral to X. We will use
“explicit” versions of this theorem; that is, versions with bounds on the error term
of the approximation.
Before stating these results, we recall some background. Recall that the
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has an analytic continuation to the entire complex plane, except for a simple pole
at s = 1. Recall also that for a Galois extension L/K of number fields, for each
irreducible representation ρ of G ..= Gal(L/K) we have the Artin L-function L(s, ρ),







where deg(ρ) is the multiplicity of ρ in the standard representation of G. Arithmetic
information of L and of L/K is controlled by the zeros and coefficients of ζL and
the Artin L-functions L(s, ρ). In particular, there are the two following well-known
conjectures.
Conjecture 3.1.1 (Generalized Riemann Hypothesis (GRH) for L/Q.). All zeros
of ζL in the critical strip lie on the critical line. That is, if s ∈ C is a zero of ζL
with 0 < <(s) < 1, then <(s) = 1/2.
Conjecture 3.1.2 (Artin’s Holomorphy Conjecture (AHC) for L/K.). Let ρ be a
non-trivial irreducible representation of Gal(L/K). Then, L(s, ρ) is holomorphic on
C.
AHC is known for one-dimensional representations of G, since the Artin L-functions
are then Hecke L-functions, which are known to be analytic on C.
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We will need to impose AHC as well as a generalization of GRH that asserts
the existence of a zero-free half-plane region of ζL and of the L-functions for L/K.
Ultimately, we will impose this hypothesis in Corollary 5.2.9, in the scenario that L
is a division field of A and K is a certain subfield.
Hypothesis 3.1.3 (θ-Hypothesis for L/K.). Let 1/2 ≤ θ < 1, and Hθ ..= {s ∈ C
∣∣∣
<(s) > θ}. Then, ζL(s) has no zeros in Hθ. Moreover, AHC holds for L/K, and
the L-functions attached to irreducible representations of Gal(L/K) are zero-free on
Hθ as well.
We may say that a given L-function satisfies the θ-hypothesis; by this we mean
that it is analytic and is non-zero on the region Hθ.
As mentioned in the beginning of this Section, we require these analytic hy-
pothesis to use versions of the Chebotarev Density Theorem with explicit error
bounds. We use the versions ultimately stated by [MMS88], as well as a modifica-
tion of that result in [DW12] which requires only the θ-hypothesis. We now state
these results.
Theorem 3.1.4 ([LO77; Ser81; MMS88; Mur97]). Let the notation be as above.





where the error term RC(X) satisfies the following bounds:
























4. Unconditionally, there exist positive constants A,B,B′ with A effective and






















The conjectural assumptions are as follows:
GRH: the Generalized Riemann Hypothesis holds for the Dedekind zeta function of
the division fields Q(A[lq])/Q, for all distinct primes l, q  0;
AHC: Artin’s Holomorphy Conjecture holds for the Artin L-functions attached to
the irreducible characters of GalQ(A[lq])/Q, for all distinct primes l, q  0;
PCC: a certain Pair Correlation Conjecture holds for the Artin L-functions attached
to the irreducible characters of GalQ(A[lq])/Q, for all distinct primes l, q  0.
See [Mur01] for a precise formulation.
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In all of the above, the implied constants are absolute.
David-Wu extend the second statement to weaker assumptions. (In their no-
tation, we set K = Q.)
Theorem 3.1.5 ([DW12]). Let the notation be as above. Let H E G be a normal
subgroup such that for all irreducible representations ρ of Gal(LH/Q) ∼= G/H, the
Artin L-function L(s, ρ) is analytic and satisfies the θ-quasi GRH. Suppose also that








logM(L/Q) + log x
)
. (3.1)
This recovers the second part of Theorem 3.1.4 when θ = 1/2 and H is trivial.
We will also employ the following bound on |dL| from [Ser81].





log p ≤ log|dL| ≤ (nL − 1)
∑
p∈P(L/Q)
log p+ nL log nL.
3.2 Generalized Erdös-Kac Theorem
We will use the generalization of the Erdös-Kac Theorem by Y.R. Liu [Liu06]
to prove Theorem 5.1.4. The classical Erdös-Kac Theorem [EK40] states that the
number of divisors of an integer n has normal order log log n and essentially follows






















Liu’s generalization replaces ω(n) by ω(f(n)) for functions f with a particular
shape. We state it here in the slightly more general form given by M. Xiong [Xio09].
In what follows, S is an infinite subset of N, and we use the notation S(x) ..= {n ∈
S
∣∣∣ n ≤ x}.
Theorem 3.2.2 ([Liu06; Xio09]). Suppose that #S(x1/2) = o(#S(x)) as x → ∞.
Let f : S → N. For each prime l, choose functions λl = λl(x) (“main term”) and






∣∣∣ l ∣∣ f(n)} = λl + el. (3.3)










+ el1···lu . (3.4)
Suppose ∃β ∈ (0, 1],∃c > 0, independent of x, and a function y = y(x) such that
the following conditions hold:
1. for all n ∈ S(x), the number of distinct prime divisors of f(n) that are more
than xβ is bounded uniformly (independent of x);
2.
∑





















6. for any r ∈ N and any integer u, 1 ≤ u ≤ r,
∑
?
∣∣el1···lu(x)∣∣ = o((log log x)−r/2) (3.5)
where the sum
∑
? extends over all increasing tuples (l1, . . . , lu) of distinct
primes li < y(x).





















3.3 The Square Sieve
As in [CFM05], the sieve-theoretic tool we use for Theorem 4.1.1 is the square
sieve, which originates in [Hea84].
Theorem 3.3.1 (Square Sieve). Let A be a finite sequence of non-zero rational
integers, and P a set of distinct odd rational primes. Set

































is the Jacobi symbol.
Proof. See, for instance, Section 2.1 of [CFM05].
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3.4 Simplified Greaves’ Sieve
As in David-Wu, we use a simplified version of the weighted Greaves’ Sieve for
sieve problems of dimension 1, as given by Halberstam-Richert [HR85a; HR85b], for
Theorem 5.1.1. That is to say, in the notation of Halberstam-Richert, we will take
E = V and T = U .




∣∣∣ p ∈ P , p < z} . (3.7)




∣∣∣ a ≡ 0 mod d} (3.8)
Theorem 3.4.1 (Simplified Greaves’ Sieve, [HR85a; HR85b]). Let A be a finite list
of integers and P a set of primes such that the prime divisor(s) of each a ∈ A are
in P. Let y be a parameter, and 1/2 ≤ U < 1 and V be constants such that
V0 ≤ V ≤ 1/4; 1/2 ≤ U < 1; U + 3V ≥ 1 (3.9)
where V0 = 0.074368 . . . is defined in [HR85a]. We suppose that there is a non-
negative multiplicative function w that satisfies the hypotheses
w(p) = 0 for p /∈ P , (3.10)





log p− log z2
z1
∣∣∣∣∣∣ ≤ A for 2 ≤ z1 ≤ z2. (3.12)
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Moreover, we suppose that there is an approximation X ∈ R+ to #A and
define the “remainders”




for d supported on P. Define the sifting function
























if yU ≤ p < yU ,
0 otherwise.
(3.16)
Then, we have the lower bound




J(U, V ) +O
(










for any two real numbers M,N such that
MN = y; M > yU ; N > 1;









J(U, V ) ..= U log
1
U
+ (1− U) log 1
(1− U)
− log(4/3) + α(V )− V log 3− V0β(V ),
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where α(V ) and β(V ) are certain non-negative numbers defined in [HR85b] as inte-
grals, such that α(1/4) = β(1/4) = 0.
Halberstam-Richert apply this sieve to the problem of counting almost-primes
in short intervals; see Theorem C from [HR85b]. Similarly, David-Wu apply the
sieve to the problem of counting almost-prime orders of an elliptic curve E/Q.
They rely on the following Lemma (in a less general form), which uses the sifting
function H to detect these almost-prime orders. We will adapt this strategy to the
higher-dimensional setting.
Lemma 3.4.2 ([DW12]). Let A be a finite list of positive integers, indexed by {p ≤
x}, whose elements have all prime divisors in P = {p
∣∣∣ gcd(p,M) = 1}. Suppose
there exist real constants U, V, ξ > 0 and a positive integer r such that maxA ≤(
xξ




∣∣∣ gcd(a,M) = 1; a = Pr} ≥ H (A, (xξ)V , (xξ)U)− ∑
(xξ)V ≤p<(xξ)U
#Ap2 .
3.5 Galois Representations and Open Image Varieties




. Let A/Q be a principally polarized abelian variety






is naturally a GQ-module by action on the coordinates,










after choosing a basis of A[M ](Q). However, the Galois action respects the Weil
pairing eM on A[M ], so that in fact









after choosing a symplectic basis with respect to the Weil pairing. We call ρM the
mod-M Galois representation of A. Let ` be a rational prime. We define the
`-adic Galois representation as the inverse limit
ρ`∞ ..= lim←−
ρ`n : GQ → GSp2g Z`




ρ`∞ : GQ →
∏
`
GSp2g Z` ∼= GSp2g Ẑ (3.18)
The representations ρM , ρ`∞ , and ρ̂ are extremely important objects in the study of
A.
Notation 3.5.1. When we consider κ = Fp, denote the Frobenius automorphism of
Fp/Fp by Frobp. When we consider κ = Q, for convenience we denote by Frobp an
absolute p-Frobenius automorphism, namely any choice of element in Gal(Q/Q) for






. It is well-known that p is unramified in Q(A[l])/Q when κ = Q
(since p - lN under our notation), so that everything we will do is independent of
this choice of conjugacy class.
It is well-known that for p - N fixed and ` 6= p varying, the characteristic
polynomial of Frobenius, char ρ`(πp) ∈ Z[x], is independent of `. We will thus
without comment use the notation charπp or charp for char ρ`(πp).
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As stated in the Introduction, we study here those p.p.a.v. whose adelic rep-
resentation ρ̂ has open image in GSp2g Ẑ. That is, we study A such that for `A 0,
im ρ`∞ ∼= GSp2g Z`. (3.19)
For the curiosity of the reader, we mention that it is a very hard open problem
to remove the dependency on A in the quantifier “` A 0” of the “open-image”
results mentioned in Remark 4.1.3. That is to say, it is not currently known whether
there is a uniform bound ` g 0 such that (3.19) (or an appropriate modification
thereof) holds for every p.p.a.v. of dimension g. This problem is known as the
Serre uniformity conjecture. We also mention [Lom15a] and the recent preprint
[Lom15b] which give explicit bounds, in terms of g and the stable Faltings height of
A, on the quantifier “`A 0” of these results.
3.6 The Lang-Weil Bound
We include here the bound of Lang-Weil [LW54] on the number of rational
points of a variety over a finite field. We will employ this bound in the proof of our
main Theorems.
Theorem 3.6.1 ([LW54]). Let V ↪→ PnFq be a projective variety of dimension r and
degree d over a finite field. Then,
∣∣#V (Fq)− qr∣∣ = (d− 1)(d− 2)qr− 12 +On,r,d(qr−1).
We note in passing that this nearly recovers the Weil bound for the number
of points on an abelian variety over a finite field.
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3.7 Bounds on the size of sets in GSp2g.
In the proof of our main Theorems in Chapter 4, we will employ a bound on
the size of particular subsets of GSp2g Z/lZ. The bound appears (essentially) as
stated below in [AH03] and originates in [Cha97].
We first recall a few well-known facts. For a prime l,














There is the exact sequence 1 → Sp2g Fl → GSp2g Fl
µ→ GmFl → 1, where µ is the
multiplicator character, namely,




 is the matrix for the standard symplectic form. Thus,














Now let f ∈ Fl[x] be a characteristic polynomial of some matrix in GSp2g Fl,
and let char(M) denote the characteristic polynomial of M . Let
C(Fl) ..=
{
M ∈ GSp2g Fl
∣∣∣ char M = f}
be the set of matrices with specified characteristic polynomial f . (C(Fl) is the set









(l − 1)(l − 1)2g2+g
. (3.22)
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This immediately implies that #C(Fl) g l2g
2 . A form in which this Lemma






(l − 1)(l + 1)2g2+g
which, by the above, satisfies
0 ≤ QC ≤
l2g
2
(l − 1)(l − 1)2g2+g
− l
2g2













 l2g2−1+(1+(2g+1)(g−1))−2(2g2+g) = l−3g−1. (3.25)
We will also need to bound the number of conjugacy classes in GSp2g Z/lqZ,
i.e. # ˜GSp2g Z/lqZ. The paper [FG12], based on work of Wall [Wal63], gives the
following bounds.
Lemma 3.7.2. Let g ≥ 1. Then, qg ≤ # ˜Sp2g Z/qZ ≤ 10.8qg
With the Chinese Remainder Theorem and the long exact sequence of Section
(1.4) of [HK85] that relates ˜GSp2g Z/lqZ with ˜Sp2g Z/lqZ and F̃×l , we may thus
conclude that
Lemma 3.7.3. # ˜GSp2g Z/lqZ lg+1qg+1.
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Chapter 4: Fixed-Field Question
As mentioned earlier, the question that we study in this Chapter is an extension
of the “fixed-field” Lang-Trotter question to higher-dimensional abelian varieties.
Honda-Tate theory [Hon68; Tat69] tells us that when p is a prime of good, ordinary,




⊗Q is a CM field
of degree 2g, equal to its Frobenius field Q(πp). It is known as well that End(A)
(the endomorphism ring from characteristic zero) embeds into Q(πp). Thus, when
A does not have CM, its Frobenius fields are CM fields of degree 2g that admit an
embedding of End(A) as a subring. We thus ask the following Question.
Question 4.0.1. Let A/Q be a non-CM abelian variety of dimension g. Let K be
a CM field of degree 2g. Describe
Π(A,K) ..=
{
p of good, ordinary, nonsplit reduction
∣∣∣ K ∼= End(Ap)⊗Q} .
We also ask about supersets of Π(A,K); namely, we ask
Question 4.0.2. Let A/Q be a non-CM abelian variety of dimension g. Let F be
a totally real field of degree g. Describe
Π(A,F ) ..=
{
p of good, ordinary, nonsplit reduction
∣∣∣ F ↪→ End(Ap)⊗Q} .
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4.1 Statement of Results
We mimic the application in [CFM05] of the Square Sieve (Theorem 3.3.1) to
obtain the following.
Theorem 4.1.1. Let A/Q be a principally polarized abelian variety of conductor
N whose adelic Galois representation ρ̂ has image that is open in GSp2g Ẑ. (See
Section 3.5 for definitions and the Remark below.) Let K/Q be a CM field of degree




2+4g+6) logX under GRH;
X1−1/(4g
2+4g+6) logX under GRH and AHC;
X1−1/(2g






(1 + ν(d)) unconditionally,
where ν(d) is the number of distinct prime divisors of d.
See [Mur01] for a precise formulation of Conjecture PCC.





Z. Let F = Q(
√




X45/46 logX under GRH;
X29/30 logX under GRH and AHC;









where ν(d) is the number of distinct prime divisors of d. The conjectural assumptions
are identical to those above.
Remark 4.1.3. The hypothesis in Theorem 4.1.1 that im ρ̂ be open in GSp2g Ẑ




∼= Z. Moreover, the
hypothesis is true for a wide class of varieties without extra endomorphisms. Works















) ∣∣∣ n ≥ 3 odd} = {4, 10, 16, 32, . . .}
The hypothesis is also true for those p.p.a.v. satisfying the property “(T)” of [Hal11].
Thus, adding this hypothesis to Theorem 4.1.2 would be redundant.





∣∣∣ p good, ordinary, non-split}
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∣∣∣ p good, ordinary, non-split} .






∣∣∣ d squarefree, d ≤ 48X}
For an abelian variety A of dimension g, we index DA by certain effective functions
ψg(
√






∣∣∣ sf(d(K/Q)) ≤ ψg(√X)}
where sf(d) is the square-free part of d. See the discussion after Corollary 4.2.5 for
details.
Using the Pigeonhole Principle, we obtain from our main Theorems the fol-
lowing asymptotic lower bounds on the size of #DA(X) and #D0A(X).
Corollary 4.1.4. Let the notations be as above. Let δ be the density of the set of





where we may take
θ =

1/(8g2 + 4g + 6) under GRH;
1/(4g2 + 4g + 6) under GRH and AHC;
1/(2g2 + 4g + 6) under GRH, AHC, and PCC.
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1/30 under GRH and AHC;
1/23 under GRH, AHC, and PCC.
Corollary 4.1.6. Let the notations be as above. Unconditionally, #DA(X) → ∞,
and if A is a surface, #D0A(X)→∞.
4.2 Proof of Theorem 4.1.1
In this section, A/Q is a principally polarized abelian variety of dimension g
whose adelic Galois representation ρ̂ has open image in GSp2g Ẑ. This implies that
A is simple. Let N be the conductor of A.
Let p - N be a prime of good, ordinary, non-split reduction for A. Then, by




⊗Q is a CM field of
degree 2g. Let K0 be the totally real subfield of K. Then,
K ∼= Q(πp) = K0(
√
r)
for some totally negative integer r ∈ K0.
Because πp is a p-Weil number, the characteristic polynomial of the Frobenius
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endomorphism πp has the shape
charp(x) = x
2g + a1,px
2g−1 + . . .+ ag,px
g + pag−1,px
g−1 + . . .+ pg, (4.1)





For convenience, when the prime p is clear from context, we suppress it from the
subscripts.
The following Lemmas, specifically Corollary 4.2.5, allow us to apply the
Square Sieve.
Lemma 4.2.1. Let the notation be as above, but with K an arbitrary CM field of
degree 2g. Then,





· d(K/Q) ∈ Z2
Proof. Let x 7→ x be the complex conjugation of K/K0. Then,
K0 = Q (π + π) ; K = K0(π)
so that the ideal d(K/K0) is equal (up to the square of an ideal) to the discriminant





OK0 for some ideal


















and the relation follows.
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We note in passing that the sign of both sides is (−1)g, so that in fact the
above is an equality in Z and not just of ideals.






g−j. Then, the c′j are polynomials of the ai and of p. These polynomials
depend only on g.














































The result follows from solving the system of equations that results from comparing
(4.2) to the minimal polynomial of π.
Lemma 4.2.3. Let n ≥ 1. Let A ∈ GLn Z` have characteristic polynomial xn +∑n−1
i=0 αix
n−i. Then, the coefficients of the characteristic polynomial of A2 are poly-
nomials in the αi. These polynomials do not depend on A, and are at worst quadratic
in each of the αi.
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Proof. A is similar to a matrix in “companion form,”
A ∼

0 0 0 . . . 0 −α0
1 0 0 . . . 0 −α1
0 1 0 . . . 0 −α2
0 0 1 . . . 0 −α3
...
...
... . . .
...
...
0 0 0 . . . 1 −αn−1

=⇒ A2 − xI ∼

−x 0 0 . . . 0 −α0 αn−1α0
0 −x 0 . . . 0 −α1 αn−1α1 − α0
1 0 −x . . . 0 −α2 αn−1α2 − α1
0 1 0 . . . 0 −α3 αn−1α3 − α2
...
...




0 0 0 . . . 1 −αn−1 α2n−1 − αn−2 − x

.
Perform the column operation adding αn · (column n− 1) to column n:
det(A2 − xI) = det

−x 0 0 . . . 0 −α0 0
0 −x 0 . . . 0 −α1 −α0
1 0 −x . . . 0 −α2 −α1
...
...




0 0 0 . . . −x −αn−3 −αn−4
0 0 0 . . . 0 −αn−2 − x −αn−3 − αn−1x
0 0 0 . . . 1 −αn−1 −αn−2 − x

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Expanding out the determinant of the right-hand side, we see that each term in
det(A2 − xI) is at worst quadratic in each αi.
Lemma 4.2.4. Suppose the integer β ..= (π + π)2 has characteristic equation
charpolyβ(x) ..= x
g + c1x







when considered as a linear transformation on the vector space Q(π + π) over Q.
(That is, considered as the multiplication map x 7→ βx.) Then, the ci are polynomials
of the ai and p, and these polynomials depend only on g. Moreover, these polynomials
are at worst quadratic in the ai.
Proof. This follows from the previous two Lemmas.






= (−1)g · charpoly(π+π)2(4p)
and from the previous Lemmas, we see that
Corollary 4.2.5. With the notations as above,
K ∼= Q(πp) =⇒ (−1)g
(
(4p)g + c1(4p)
g−1 + . . .+ cg
)
· d(K/Q) ∈ Z2




g−1 + . . .+ cg
)
(4.3)
has a uniform bound via the Triangle Inequality that is a polynomial in √p. We
will call this polynomial ψg(
√
p). One may compute that, for example, for g = 2
γp = a
2
2 − 4pa21 + 4pa2 + 4p2
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so that γp ≤ 128p2; and for g = 3,
γp = −
(
(4p)3 + (2a2 − 6p− a21)(4p)2 + (a22 − 6a2p+ 9p2 + 2a1a3 − 4pa21)(4p)
+ a23 − 4pa1a3 + 4p2a21
)
so that γp ≤ 5072p3. We note that these polynomials for the γp are indeed quadratic
in all of the ai.
We now proceed to the proof of Theorem 4.1.1.
Proof of Theorem 4.1.1.











∣∣∣ z < p ≤ 2z}
with z to be chosen optimally later. From Corollary 4.2.5, it is clear that Π(A,K)(X) ≤





























We also recall that integration by parts yields the bounds
∑
p≤X log p ∼ X and∑
p≤X(log p)
2 ∼ X logX, and we note that d, being bounded by the discriminant of
charp(X), is bounded by a polynomial in X that depends only on g. Thus,
#A  X
logX


























g π(X) log(d)2 + π(X) logX log d+ π(X) log(X)2
g X logX.





































πA(X, lq; a1, . . . , ag, c) +O(logN) (4.4)
where
πA(X, lq; a1, . . . , ag, c) ..= (4.5)
#
{
p ≤ X, p - lqN
∣∣∣ charp(x) ≡ x2g + a1x2g−1 + . . .+ agxg + ca1xg−1 . . .+ cg mod lq}
(4.6)
(We ignore the possibility that (d, lq) 6= 1 because we wish to bound the maximum
value of the character sum.) Now, ρ̂ has open image in GSp2g Ẑ, by assumption; so




) ∼= GSp2g Z/lqZ.
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. Then, by the Chebotarev density theorem, for X  0,
πA(X, lq; a1, . . . , ag, c) =
#C(lq; a1, . . . , ag, c)
# GSp2g Z/lqZ
π(X) +R(X; lq; a1, . . . , ag, c),
where
C(lq; a1, . . . , ag, c) ..= (4.7){
h ∈ GSp2g Z/lqZ
∣∣∣ charh(x) = x2g + a1x2g−1 + . . .+ agxg + ca1xg−1 . . .+ cg}
(4.8)
is the aforementioned union of conjugacy classes, and R(X; lq; a1, . . . , ag, c) is the
error term, bounded variously as in Theorem 3.1.4. We let
Rlq ..= max
∣∣R(X; lq; a1, . . . , ag, c)∣∣ ,
for notational convenience, where the maximum runs over ai, c ∈ Z/lqZ. The bound
(3.22) and the Chinese Remainder Theorem yield











(q − 1)(q + 1)2g2+g
+QC(q)
)





(l − 1)(l + 1)2g2+g
.
























































































































)∣∣∣∣∣∣ π(X) + l−g−1(lq)g+1q−3g−1π(X)













)∣∣∣∣∣∣∣∣∣ π(X) + z
−2gπ(X) + z2g+2Rlq (4.9)
It remains to bound the character sum in (4.9). Choose i ∈ {1, . . . , g} such





i,p ai + γ
(0)
i,p , and
the coefficients γ(k)i,p are polynomials in the other aj and in p. We now break up the
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These numbers are related to the number of points on certain genus-0 curves
over Z/lZ and Z/qZ, as follows. Define the projective curve C/(Z/lqZ) via the affine









and let C◦l , Cl be the reductions of C◦, C modulo l, and similarly for q. Then, the


















such that γp ≡ 0 mod l.
Similarly for q. Now, pick a number ξ ∈ Z/lqZ which is neither a square mod l nor
mod q. Then, by a similar argument, if we define the projective curve C ′ by the




























with ε′l defined analogously. Also denote by εq, and ε′q the analogous quantities for



















































and so on for the other two terms in (4.10).
Assume for the moment that Cl is irreducible. Then, Cl is an irreducible genus-





if C ′l, Cq, and C ′q are irreducible.








i,p ≡ 0 mod l (4.13)
and similarly with q. Equation 4.13 defines a hypersurface Zl ↪→ Ag−1Z/lZ of degree at
most 4, which thus has Og(1) many irreducible components. Thus, by Theorem 3.6.1




g lg−2. Similarly, we get a hypersurface
Zq ↪→ Ag−1Z/qZ with g qg−2 many rational points. Thus, by the Chinese Remain-
der Theorem, all of the curves Cl, C ′l, Cq, and C ′q are irreducible when the numbers
(aj)j 6=i ∈ (Z/lqZ)g−1 are outside a set Z of size O(z2g−3).
























































We briefly let δ (with appropriate subscripts and superscripts) denote the
number of rational points at infinity of the projective curve corresponding to the



















#C ′◦l (Z/lZ)− ε′l
) (



















(l + 1− δl − εl)
(






l + 1− δ′l − ε′l
) (





l + 1− δ′l − ε′l
) (




(l + 1− δl − εl)
(
q + 1− δ′q − ε′q
)




















)∣∣∣∣∣∣g z2g−1 + # ((Z/lqZ)g−1 −Z) ·O(1) z2g−1,






)∣∣∣∣∣∣N,g z−2g−2z2g−1π(X) + z−2gπ(X) + z2g+2Rlq
 z−3π(X) + z2g+2Rlq




























, n(lq) ..= [Llq : Q], and d(lq) ..= d(Llq/Q). We have the
bound




· z−2g−2  z4g2























where GalLlq/Q = GSp2g Z/lqZ, so n(lq)  z4g
2+2g+2. We also have, by Lemma
3.1.6,
log




+ n(lq) log n(lq).



































X1/2 (log z + logX)
)
.






We choose z ..= X1/(8g2+4g+6), which yields S(A)N,g X1−1/(8g
2+4g+6) logX.
4.2.2 Under GRH + AHC.




























X1/2 (log z + logX)
)
.
We choose z ..= X1/(4g2+4g+6), which yields S(A)N,g X1−1/(4g
2+4g+6) logX.
4.2.3 Under GRH + AHC + PCC.










max # ˜GSp4 Z/lqZ
z4g2+2g+2
1/4 (log z + logX)

























X1/2 (log z + logX)
)
.




Let the notation be as above. We recall part 4 of Theorem 3.1.4. Uncondi-


























log p ≤ log|dL| ≤ (nL − 1)
∑
p∈P(L/Q)
log p+ nL log nL.









Now, l and q do ramify in Q(A[lq])/Q, since the existence of the Weil pairing on
A[lq] implies that Q(A[lq])/Q contains an (lq)th root of unity. Thus,
log|dL| N z4g


















)2 N,g B′z8g2+6g+4(log z)2 (4.16)





for a certain positive constant c′ depending only on N and g. The reader may check
that there exists such a c′ so that (4.16) is satisfied with this choice of z. Moreover,
we see from the above that max{ |dL|1/nL , log|dL|} N z4g
2+2g+4.




Using the approximation li t ∼ t
log t
































From our choice of z, (4.21), the bounds above, and the weak bound #C̃ ≤
# ˜GSp2g Z/lqZ  z2g+2, we obtain (after a calculation which we omit; see Section 4


































where νz(d) is the number of distinct prime divisors of d less than or equal to z.










(1 + νz(d(K/Q))). (4.18)
4.3 Proof of Theorem 4.1.2





Z. This implies that A is simple. As mentioned in Remark 4.1.3, works of Serre
show that its adelic Galois representation ρ̂ has open image in GSp4 Ẑ. Let N be
the conductor of A, and let F/Q be a real quadratic number field.
Let p - N be a prime of good, ordinary, non-split reduction for A. Then, by




⊗ Q = Q(πp) is a
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quartic CM field. Let K0 be the totally real quadratic subfield of K. Then,
K0 = Q(
√
d), K = Q(πp) = K0(
√
r)
for some squarefree rational integer d > 0, and some totally negative integer r ∈ OK0 .
As in Section 4.2, the characteristic polynomial of the Frobenius endomorphism




2 + pa1,px+ p
2,














Remark 4.3.1. Since A is a simple abelian surface, A is the Jacobian of some
smooth curve C of genus 2; it is well known that a1,p and a2,p may be expressed in
terms of the number of Fp- and Fp2-points of the reduction of C mod p, as one has
the formula of Hasse-Weil,
#Cp(Fpk) = pk + 1−
∑
λk
where the sum is over the roots λ ∈ Q of charp. Letting Nk ..= #Cp(Fpk), this yields
the formulas




N2 +N1(N1 − 2p− 2)
)
.
Now, the following lemma allows us to apply the Square Sieve to Π(A,F ).




d) ⇐⇒ d(a21 − 4a2 + 8p) is a square.
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Proof. Let x 7→ x be the complex conjugation of K/K0. Then,







(Note that π+ π 6∈ Q because π satisfies x2− (π+ π)x+ p = 0 and [Q(π) : Q] = 4.)
Let β = π + p/π. Then, for m,n ∈ Z,
β2 +mβ + n = 0 ⇐⇒ π4 +mπ3 + (2p+ n)π2 + pmπ + p2 = 0
so that the minimal polynomial of β is x2 + a1x+ a2 − 2p. The result follows from
the requirement that d and the discriminant a21 − 4(a2 − 2p) must have the same
squarefree part.
We now proceed to the proof of Theorem 4.1.2. Because of its similarity to
the proof of Theorem 4.1.1, we abbreviate some parts of the proof.
Proof of Theorem 4.1.2.
We apply the Square Sieve to the sequence
A ..=
(
d(a21,p − 4a2,p + 8p)
)
p≤X




∣∣∣ z < p ≤ 2z}
with z to be chosen optimally later. From Lemma 4.3.2, it is clear that Π(A,F )(X) ≤
S(A).






























We have again the bounds
#A  X
logX












(logα)2  X logX.


































a21 − 4a2 + 8c
lq
)
πA(X, lq; a1, a2, c) +O(logN) (4.20)
where πA(X, lq; a1, a2, c) is defined as in (4.5). Then, by the Chebotarev density
theorem, for X  0,
πA(X, lq; a1, a2, c) =
#C(lq; a1, a2, c)
# GSp4 Z/lqZ
π(X) +R(X; lq; a1, a2, c),
where C(lq; a1, a2, c) is defined as in (4.7), and R(X; lq; a1, a2, c) is the error term,
bounded variously as in Theorem 3.1.4. We let
Rlq ..= max
∣∣R(X; lq; a1, a2, c)∣∣
for notational convenience, where the max runs over a1, a2, x ∈ Z/lqZ.
The bound (3.22) with g = 2 and the Chinese Remainder Theorem yields




(l − 1)(l + 1)10
· q
8
(q − 1)(q + 1)10
+Q(lq; a1, a2, c)
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where the error term satisfies



























(l − 1)(l + 1)10(q − 1)(q + 1)10
+ Q(lq; a1, a2, c)π(X)
)∣∣∣∣∣
+ (lq)3Rlq(X) +O(logN),























a21 − 4a2 + 8c
lq
)
Q(lq; a1, a2, c)
∣∣∣∣∣∣∣∣∣ π(X) + (lq)
3Rlq(X),









































, n(lq) ..= [Llq : Q], and d(lq) ..= d(Llq/Q). We have
the bound




(l − 1)(l + 1)10(q − 1)(q + 1)10
 (lq)8




















where GalLlq/Q = GSp4 Z/lqZ, so n(lq)  (lq)10  z20. We also have, by Lemma
(3.1.6),
log




+ n(lq) log n(lq).




























z16X1/2 (log z + logX)
)
.
We choose z ..= X1/46, which yields S(A)N X45/46 logX.
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4.3.2 Under GRH + AHC.





























z8X1/2 (log z + logX)
)
.
We choose z ..= X1/30, which yields S(A)N X29/30 logX.
4.3.3 Under GRH + AHC + PCC.










max # ˜GSp4 Z/lqZ
z20
1/4 (log(z2N) + logX)






















z9/2X1/2 (log z + logX)
)
.
We choose z ..= X1/23, which yields S(A)N X22/23 logX.
4.3.4 Unconditionally.
Let the notation be as above. We recall part 4 of Theorem 3.1.4. Uncondi-


























log p ≤ log|dL| ≤ (nL − 1)
∑
p∈P(L/Q)
log p+ nL log nL.
Thus, by arguments identical as in Subsection 4.2.4,
log|dL| N z22 log z; log|dL| N z22 log z;
|dL|1/nL  z; |dL|1/nL N z24
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)2 N B′z66(log z)2 (4.23)




for a certain positive constant c′ depending only on N . The reader may check that
there exists such a c′ so that 4.23 is satisfied with this choice of z.




Using the approximation li t ∼ t
log t































From our choice of z, the bound of (4.21), the bounds above, and the weak
bound #C̃ ≤ # ˜GSp4 Z/lqZ  z6, we obtain (after another calculation that we omit;
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where νz(d) is the number of distinct prime divisors of d less than or equal to z.








(1 + ν(d)). (4.24)
4.4 Proof of Corollaries 4.1.4, 4.1.5, and 4.1.6
The proofs for Corollaries 4.1.4 and 4.1.5 are nearly identical, so for brevity we
only prove the former. We mimic the argument based on the Pigeonhole Principle
in [CFM05].
We recall that, if p is a good ordinary non-split prime for A, then d(Q(πp)/Q)
has squarefree part dividing the number γp defined in (4.3). Moreover, the functions
ψg(
√
X) were defined precisely so that
∣∣γp∣∣ ≤ ψg(√X) when p ≤ X. In Section 4.1,




∣∣∣ sf(d(K/Q)) ≤ ψg(√X)}
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so that if p is good ordinary non-split for A, then p ≤ X implies Q(πp) ∈ DA(X).
Now, note that because A has trivial geometric endomorphism algebra, the
set of non-split primes for A has density zero (see Subsection 2.5). Thus, assuming
that the set of ordinary primes for A has positive density δ, we may write













Plugging in the various conditional asymptotic upper bounds of Theorem 4.1.2 on
Π(A,K)(X) yields the conditional asymptotic lower bounds of Corollary 4.1.4.
Unfortunately, the dependency in d(K/Q) of the unconditional bound for
Π(A,K)(X) keeps this argument from working in the unconditional case. But to
prove Corollary 4.1.6, we argue as follows. By Theorem 4.1.1, we know that each
set Π(A,K) has density zero in the set of rational primes. Yet the set of primes at
which A has good, ordinary, non-split reduction is assumed to have positive density.
Thus, there must be infinitely many CM fields K for which Π(A,K) 6= ∅.
Remark 4.4.1. We hesitate to give precise conjectures on the asymptotic growth (or
boundedness) of the functions Π(A,K)(X) and Π(A,F )(X) because the heuristic is
less clear. We have run small-scale experiments; as an example, let C/Q be the curve
of genus 2 with affine model y2 = x5 − 3x4 + 2x3 + 1, and let A/Q be the Jacobian
of C. (C is the curve 3680.a.29440.1 of [LMFDB].) Since A is an abelian surface
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without extra endomorphisms, its adelic Galois representation has open image in
GSp4 Ẑ, so our results apply to A. We found via a simple program written in Sage
[SageMath] that, in fact, Π(A,K)(106) ≤ 1 for all K.
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Chapter 5: Almost-Prime Order Question
5.1 Statement of Results
We continue to let A/Q be a principally polarized abelian variety of dimension
g ≥ 1 with conductor N and adelic Galois representation ρ̂ : GQ → GSp2g Ẑ. As
previously, we will call A generic if the image of ρ̂ is open in GSp2g Ẑ.
Following the argument of [DW12], we use the error bounds of the explicit
Chebotarev Density Theorems (see Chapter (REF)) along with the weighted Greaves
sieve (see Section 3.4) and find the following.
Theorem 5.1.1. Suppose that A is generic and that
(TrivA): all of the abelian varieties over Q that are Q-isogenous to A have trivial
rational torsion.
Assume the θ-Hypothesis for the division fields of A (i.e., for Q(A[n])/Q for all n).1




∣∣∣ #Ap (Fp) = Pr} ≥ B · CA x
(log x)2
1 In fact, we only require the θ-Hypothesis for Q(A[n])/Q(A[n])B(n), where B(n) is a Borel
subgroup of the Galois group of Q(A[n])/Q. We simplified the hypotheses here for the sake of
readability.
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where B is an explicit, absolute positive constant depending only on g, CA is an
explicit non-negative constant depending on the Galois representation ρ̂ of A (see
(5.4)), and








The utility of Theorem 5.1.1 is maximized once θ is small enough that r(g, θ) =
r(g, 1/2) = 9g3 + g; thus, we obtain
Corollary 5.1.2. Assume the hypotheses of Theorem 5.1.1, with
θ = 1− (9/2)g
3 + (1/2)g
9g3 + g + 1/3
.




∣∣∣ #Ap (Fp) = P9g3+g} ≥ B · CA x
(log x)2
.
Theorem 5.1.3. Suppose that A is generic. Assume the θ-Hypothesis for the divi-












The constant CA is defined in (5.4) as an Euler product in terms of certain
conjugacy classes attached to the Galois representation ρ̂. The assumption (TrivA)










being prime infinitely often when CA = 0. This possibility is the reason
for the refinement by Zywina [Zyw11] of the constant CE for elliptic curves E.
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We lastly follow the argument of Y.-R. Liu [Liu06], generalizing the Erdös-
Kac Theorem, to show that #Ap(Fp) essentially follows a normal distribution with
normal order log log p.
Theorem 5.1.4. Suppose that A is generic. Assume the θ-Hypothesis for the divi-




















5.2 Preparations for the Proof of Main Results.
Let A/Q be a generic abelian variety of conductor N . Recall that p denotes a
prime of good reduction for A, i.e., p - N , and l denotes a prime. Let
M = MA ..=
∏{
l








∣∣∣ p ∣∣-M} .
Here, A is a list, i.e., might have repetition. We choose to omit from A those
orders not coprime to M so as to obtain the expected correction factor CA during
the sieving process.
Our goal will be, assuming the θ-Hypothesis, to show that for some choice of
multiplicative function w, constants U, V, ξ > 0, and positive integer r, the hypothe-
ses of Theorem 3.4.1 are satisfied; that
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We will then choose such constants, depending on θ, that minimize r. Theorem
5.1.1 will then follow from Lemma 3.4.2 with the constants we have chosen. After
these computations, Theorem 5.1.3 will follow from the Selberg linear sieve, and
Theorem 5.1.4 will follow from Theorem 3.2.2.
5.2.1 Divisibility of #Ap(Fp)
We recall some well-known facts about the Galois representations of A and
Ap. As in Section 3.5, for each l we fix a Zl-basis of the l-adic Tate module of A
and of Ap that is symplectic with respect to the Weil pairing. (For our purposes,
we need not require any compatibility between these bases.) Thus, we may consider
the l-adic Galois representations of A and Ap as taking values in GSp2g (Zl).




denote the Frobenius endomorphism. Recall the well-known
theorem which states that for any abelian variety B over a field κ, the restriction
map End(B) → EndZlTlB is injective. Thus, we may consider πp as an element of
GSp2g (Zl).
Theorem 5.2.1 (Weil Conjectures [Wei49; Gro66; Del73]). The characteristic poly-
nomial of πp ∈ GSp2g Zl has integer coefficients and is independent of l. Moreover,
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the eigenvalues of πp are p-Weil numbers. That is, all their embeddings into C
have norm √p.
Thus, the characteristic polynomial of πp has the form
charπp(x) = x
2g + a1x
2g−1 + . . .+ agx
g + pag−1x
g−1 + p2ag−2x
g−2 + . . .+ pg.
From now on, we consider Galois representations over κ = Q. The follow-
ing well-known lemma will allow us to detect information about Ap from global
information on A.
Lemma 5.2.2. The conjugacy class of πp in GSp2g(Zl) is ρl∞(Frobp). In particular,
charπp = charp.
From Lemma 5.2.2 and the observation that #Ap(Fp) = deg(πp − idA) =
charp(1), we immediately see that
Lemma 5.2.3. For any n ≥ 1, n
∣∣∣ #Ap(Fp) ⇐⇒ charρn(Frobp)(1) ≡ 0 mod n.





∣∣∣ charg(1) ≡ 0} , (5.3)
so that, for p ≤ x such that (#Ap(Fp),M) = 1,
#Ap(Fp) ∈ An ⇐⇒ ρn(Frobp) ∈ C(n).
For convenience, for n ≥ 1, set
Notation 5.2.5. Ln ..= Q(A[n]), and G(n) ..= Gal(Ln/Q).
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5.2.2 Setting up the sieve
We recall that the hypotheses of Theorem (3.4.1) require an approximation X
to #A and a multiplicative function w such that the “remainders” r(A, d) are small.
Mimicking the argument of David-Wu, we see that for squarefree d that are





























































Then, w is clearly multiplicative because of our assumption on ρ̂ and the Chinese
Remainder Theorem. From these choices, the constant CA produced in the proof of






















In order to show that w satisfies the hypothesis (3.12), to find bounds on the
remainders (3.13), and to show the bound (5.2), we will bound various Chebotarev
densities, as well as find a bound on the size of #C(d). In the next subsection,
before we begin computations, we describe a refinement of this argument, which we
will use.
5.2.3 Exploiting subgroups of GSp2g
Using lemmas from [Ser81], David-Wu exploit the Borel and unipotent sub-
groups of GL2 and compare the prime counting functions for a Galois extension and
a subextension to find the following.
Theorem 5.2.6 ([DW12], Thm. 3.7). Let L/K be a Galois extension of number
fields and G = Gal(L/K). Let H ≤ G and C ⊂ G a union of conjugacy classes




























where Theorem 5.2.6 applies to the extension LH
′(d)
d ⊂ Ld, and the second part of











where B(d) is the Borel subgroup of upper-triangular matrices in GL2(Z/dZ), and









is abelian, so AHC holds true in that extension. Thus, the second part of Theorem
3.1.4 applies to LU(d)d /L
B(d)
d .
We make preparations here to use the same idea in the setting of g > 1. For





Notation 5.2.7. We set:
• B(d) to be the (standard) Borel subgroup of G(d), namely the subgroup of upper
triangular matrices in G(d);
• U(d) / B(d) to be the subgroup of unipotent matrices in B(d);
• CB(d) ..= B(d) ∩ C(d).
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We will also need to break up G(d) into multiplicator cosets. Recall that for a









 is the matrix for the standard symplectic form. We call the
assignment M 7→ µ the multiplicator character of GSp2g, and there is the exact
sequence
1→ Sp2g(R)→ GSp2g(R)
µ−→ R× → 1. (5.6)









Now, we have the well-known
Lemma 5.2.8. The characteristic polynomial of M has the form
charM(x) = x
2g + a1x
2g−1 + . . .+ agx
g +mag−1x
g−1 +m2ag−2x
g−2 + . . .+mg
for some ai ∈ R and m ∈ R×.
Thus, B(d)/U(d) is the torus whose elements have coset representatives the
diagonal matrices in G(d) of the form
D 0
0 mD−1
 for a g × g invertible diag-
onal matrix D, so that B(d)/U(d) ∼=
(
Gm(Z/dZ)
)g × Gm(Z/dZ). In particular,
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B(d)/U(d) is abelian, so that, now in the context of g ≥ 1, AHC holds true in the
extension LU(d)d /L
B(d)
d . Therefore, by Theorem 3.1.5, we have



















n )) + log x
)
.
5.2.4 Fitting together the prime-counting estimates
In this subsection, we combine the discussion of Subsection 5.2.3 and the
explicit Chebotarev Density Theorem. Using Theorem 5.2.6 with G = G(n), H =


















[LB(n)n : Q]x1/2 + x1/2. (5.7)














In this subsection, we compute and gather estimates on the sizes of the subsets






To begin, there is the well known formula














From this and the exact sequence (5.6), we have













Recall Definition (5.3). For convenience, for an integer m, denote
C(m)(d) ..= C(d) ∩G(m)(d).




















































2+g − 3l2g2+g−2 +Og(l2g
2+g−3) (5.12)




(l−1)(l2−1) , which agrees with the density
written in David-Wu.
Next, we count #B(l). Since
B(l) =
{
M ∈ GL2g Z/lZ
∣∣∣M upper triangular, M ∈ GSp2g Z/lZ} ,
then B(l) consists of M =
T1 A
0 T2



















; A = µ−1T1R
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#B(l) = (l − 1)
(




= (l − 1)g+1 · lg2 ,
















∣∣∣ T does not have 1 as an eig.val.} · (l − 1− g)








∣∣∣ T does not have 1 as an eig.val.} · (l − 2)
(l − 1)g+1 · lg(g−1)/2
and thus





≤ 1− (l − 2)
g(l − 1− g)
(l − 1)g+1
(5.14)
so that #CB(l)/#B(l) g 1/l.
We also record here for future use that, by the same reasoning,
1− (l






2 − l − 1)g(l2 − l − g)
(l2 − l)g+1
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so that #CB(l2)/#B(l2) g 1/l.























Now, consider the mod-l reduction map, which is surjective by Hensel’s Lemma
(see, e.g., pg. 177 of [Mum99]):
1→ K → GSp2g Z/l2Z
φl




I + l ·Mg×g(Z/l2Z)
)
∩GSp2g Z/l2Z.
Then, #G(l)/#G(l2) = 1/#K. From earlier discussion, we also have that
#C(l)/#G(l) = Og(1/l).
It remains to bound #C(l
2)
#C(l)
. Note that C(l2) ⊂ φ−1l (C(l)), so in particular the










the second inequality is obvious.




· I ⊂ K. For
αI ∈ S andM ∈ C(l2), the product αM is in C(l2) only when one of the eigenvalues,
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say β, of M is such that αβ ≡ 1 mod l2. But since α ∈ (1 + lZ)/l2Z, the equation
αβ ≡ 1 mod l2 has only one solution β.
Thus, accounting for the possible multiplicity of the eigenvalues ofM , we have
#S{M} ∩ C(l2) ≤ 2g.




∣∣∣M ∈ C(l2)} .




















, and thus the desired inequality
follows.
Lastly, we record the following formulas. A short proof of the first formula
is given in https://mathoverflow.net/questions/87904. We will only use this
formula in the case k = 2. The proof of the second formula is clear from (5.13).
Lemma 5.2.12.
#G(lk) = (l − 1)l(2k−1)g2+(k−1)g+1
g∏
i=1
(l2i − 1). #B(l2) = (l − 1)g+1l2g2+g+1.
5.2.6 Verifying the sieve hypothesis (3.12)





























































By the comparison test for series, the second term is Og(1). Recall now one
of Mertens’ theorems,







Thus, via the Triangle Inequality, hypothesis (3.12) is verified, so that Theorem
(3.4.1) applies, and so for any valid choice of constants, the lower bound (3.17) holds.
5.3 Proof of Main Results.
We now combine the estimates of this section and the theorems of Section 3.1
in order to show the existence of constants U, V, ξ, r that guarantee the lower bound
(5.1) and the upper bound (5.2). We will box the constraints on the constants as
we determine them.
First, the hypothesis of Lemma 3.4.2 that maxA ≤ (xξ)rU+V requires, by
earlier discussion, that g < ξ(rU + V ).
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5.3.1 Ensuring (5.1)
We begin with the lower bound (5.1). Recall that we wish to show that




J(U, V ) +O
(
















































d is supported on P ;
0 otherwise;
and M,N,αm, βn, α(V ), β(V ) are as in previous notation.
As in Lemma 3.4.2, we choose
y = xξ.











































where the asymptotic ∼ is as xξ →∞.
















But since G(dm) = G(d)×G(m) for m






























































But Rdm(x)A Rd(x) and Qdm(x)A Qd(x), so we have






















1− (l − 2)




















































d )) + log x
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Thus, since θ ≥ 1/2,
r(A, d)g dg




















Since P (xξU) is squarefree, we note that for any non-negative function f(t), since













2+(3/2)g+2 · d(sq.free. ints.)
 xθ+ε+ξ(g2+(3/2)g+3).
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Thus, finally, the lower bound (5.1) will be satisfied if























































































· xθ log x
































 l2g2−1 log(l) + l2g2−2g+1x1/2 + x1/2.





2−1/2xθ log x+ x1/2,
so that, integrating by parts,
∑
(xξ)V ≤l<(xξ)U
#Al2  x−ξU li(x) + xθ+ξU((9/2)g
2+1/2) log x+ x1/2+ξU
We therefore are ensured of (5.2) as long as





5.3.3 Determining the optimal constants.
Collecting the constraints, we see that our goal is achieved as long as






















so we wish to maximize ξ, U , and V within our constraints.
Certainly, the constraint ξU < 1 is redundant. Recall that the constraints of
the sieve include V ≤ 1/4 and 1/2 ≤ U < 1. We thus choose V = 1/4. Then, in
particular, the terms α(V ) = 0 and β(V ) = 0. Thus, doing a bit of calculus, we see




















< 1 is satisfied for








and ε sufficiently small. This concludes the proof of Theorem 5.1.1.
5.3.4 Proof of Theorem 5.1.3
We follow the argument of David-Wu to prove Theorem 5.1.3. Write the usual
sieving function,













∣∣∣ #Ap (Fp) is prime,#Ap (Fp) ≤ z}
≤ S(A,P , z) +O(z1/g).
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We now apply the Selberg linear sieve (see Theorem 8.3 of [HR74]), with q = 1,
and in their notation, ξ = z, which yields
S(A,P , z) ≤ XV (z)
(



















if log(z)/ log(x) < (1− θ)/(2g2 + 3g + 6).
Choose ε > 0 and define z via log(x)/ log(z) = (2g2 + 3g + 6)/(1 − θ) + ε.
Then, the definition of F (u) tells us that F (2) = eγ, so
X · V (z)
(


















· (1 + o(1))
≤
(







for xA,θ,ε′ 0, and the result follows.
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5.3.5 Proof of Theorem 5.1.4
We continue the assumption that A/Q is generic and that the θ-Hypothesis
holds for A. We will employ Theorem 3.2.2 with the data
S ..= {p ≤ x};
f(p) ..= #Ap(Fp);
λl ..= #C(l)/#G(l);
and the functions el(x) and el1···lu(x) defined accordingly. We let β ∈ (0, 1] be
arbitrary, and α = α(x) arbitrary such that 0 < α(x) < β. We define y = xα, and
will determine sufficient conditions on α and β for conditions (1)-(6) of Theorem
3.2.2 to be satisfied.
We note that our choice of S does not agree with our methods in this article
so far; here, we do not exclude those p for which #Ap(Fp) shares a factor with MA.
It is clear, though, that the bound r(A, d)  dg2+(3/2)g+1xθ log x, for squarefree d,
holds as well for the error function in this context: that is,
π(x) · ed(x) dg
2+(3/2)g+1xθ log x.
We proceed:
1. Let p ∈ S(x). Then, f(p) = (1 + o(1))pg, by the Weil Conjectures. Thus, for
any chosen β, the number of distinct prime divisors of f(p) that are more than










= log log(xβ)− log log(xα) +O(1)
= − logα +O(1).












This quantity is o(
√
log log x) if
β <
1− θ
g2 + (3/2)g + 2
,
and α satisfies the condition in item 2. (Since θ < 1, such a β exists.)
4. As in item 2, we have
∑
l≤y
λl = log log x+ logα +O(1)






l is clearly O(1) from the previous discussion.
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6. Lastly, mimicking [Liu06], we have
∑
?







which, assuming that α(x)→ 0, is asymptotic to x−1+θ+o(1) = o((log log x)−r/2)
for any r, since θ < 1.
We thus require the existence of α(x) such that
α = o(1) and log(α(x)) = o(
√
log log x),
which is clear: take, for instance, α = (log log x)−1. This concludes the proof of
Theorem 5.1.4.
5.4 A Koblitz Conjecture for Higher Dimension and Experimental Ev-
idence
The heuristics of the Koblitz Conjecture suggest the following conjecture.
Conjecture 5.4.1. Let A/Q be an abelian variety satisfying the hypothesis (TrivA)
such that CA 6= 0. Then,








Our Conjecture appears to be consistent with the generalizations by Weng and
Spreckels, and has been recently stated independently by Spreckels-Stein [SS17]. We
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also believe that part (2) of Conjecture 5.4.1 could be extended to those abelian
varieties A with End(A) larger than Z, analogously to Conjecture B of [Kob88], but
we hesitate to do so for concern about stating the asymptotic constant correctly.
We provide experimental evidence for Conjecture 5.4.1 in the reminder of this
Section. We collected from the LMFDB [LMFDB] some hyperelliptic curves C/Q
of genus g = 2 whose Jacobians JC are generic and satisfy condition (TrivJC ). We
also considered the hyperelliptic genus 3 curve C3 given by the equation
y2 = x7 − 14085x6 + 33804x5 − 27231x4 + 27231x3 − 35995x2 − 33803x+ 25039;
this curve was produced in the recent paper of Arias-de-Reyna et al. [Ari+16] as an
example of a genus 3 curve whose Jacobian is proven to be generic by their Theorem
4.1. We ran a Sage program to collect the group orders #(JC)p(Fp), with p ≤ 220
for the genus 2 curves, and p ≤ 6 · 104 for C3. (We had difficulty computing the
group orders for larger p.) We then graphed the ratio
#{p ≤ x | #(JC)p(Fp) is prime}
π(x)/(log x)
(5.15)
for x at prime values q for which #(JC)q(Fq) is prime. We display these graphs in
Figures 5.1, 5.2, 5.3, 5.4, and 5.5. This evidence supports part (1) of the Conjecture,
and if we were able to compute the constant CA, we could check whether the evidence
also supports part (2).
In the spirit of the questions of Lang-Trotter results “on average” (see, for in-
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Curve C_3
Figure 5.5: genus 3 curve C3
n C1 C2 C3 C4
2 0.562500000000000 0.760989583333333 0.754354887320847 0.754413616554689
4 0.513926644244210 0.706235456622878 0.700012977803311 0.700067571267533
8 0.505468861944026 0.695053638628807 0.688929626754209 0.688983355837062
16 0.505166809270517 0.694639169901420 0.688521872595408 0.688572506891267
24 0.505166169952616 0.694638290801478 0.688517938493554 0.688571635469346
Figure 5.6: Computations for the constants Cg.
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where G(l) = GSp2g(Z/lZ), and C(l) is the union of conjugacy classes in G(l)
defined in (5.3). For a given generic abelian variety A, the constant CA differs from
Cg only by a factor depending on its non-surjective primes. We computed these
approximations by finding the product for ` < 2n, for n ≤ 24; they appear in Figure
5.6.
Interestingly, the functions (5.15) for the genus 2 curves that we ran our pro-
gram for appear to converge to values which differ from C2/2 by approximately half.
This is perhaps more than one might expect: the author expects that the Euler
factors at which CA and C2 disagree (namely, those for the non-surjective primes of
A) are not significantly different in magnitude, and he expects that there are not
many such Euler factors.
It also appears that the limit limg→∞ Cg exists. Very similar constants were
computed in [Cas+12] in the context of Jacobians of hyperelliptic and non-hyperelliptic
curves, though of course once g ≥ 3, not all curves are hyperelliptic, and once g ≥ 4,
not all ppav’s are Jacobians. Their constants, for g → ∞, are also conjectured to
converge.
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Chapter 6: Concluding Remarks and Further Directions
Based on the heuristics, existing conjectures, and experimental data on the
growth of the counting functions for the Lang-Trotter questions that we have con-
sidered in this thesis, we presume that the asymptotic bounds in our main Theorems
are not sharp. We expect that more sophisticated sieving techniques will yield, up
to a point, better asymptotic bounds. (In particular, we expect the methods of the
works mentioned in Section 2.4 will improve our results on the Fixed-Field question.)
However, like the attempts to date to prove the Twin Prime Conjecture, we expect
that sieve theory alone will not be able to prove any of the conjectures mentioned
here.
We mention here some other questions of Lang-Trotter type, as well as exten-
sions of the work in this thesis, that would be interesting to consider. Most of these
are variants or generalizations of questions asked about elliptic curves.
Remark 6.0.1. It would be interesting to extend the results of this thesis to abelian
varieties other than those whose adelic Galois representation ρ̂ has open image in
GSp2g Ẑ. For the methods of this paper to work, one would need to require that the
image of ρ̂ be open in G(Ẑ) for some “reasonable” sub-group-scheme G ↪→ GSp2g.
Remark 6.0.2. Question 4.0.2 and variants thereof are easily extended to non-
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CM abelian varieties of any dimension g ≥ 2. Namely, we may ask about the set





⊗ Q. (Of course, one would specify that R must be a ring which embeds
into the endomorphism algebra of some abelian variety of dimension g over a finite
field.)
Question 6.0.3. How often is the order of the group of rational points, #Ap(Fp)
pseudoprime to a fixed base? On the analogous questions for elliptic curves, see for
instance [Kob88; MM01; CLS09], and see [BCD11] for the study of the primality of
#Ep(Fp) on average.
Question 6.0.4. Let F/Q be a totally real field of degree g, and K/Q a primitive
CM field of degree 2g. What are the values of Π(A,F )(X) and Π(A,K)(X) on
average for generic A? One would need to specify how to average. For g = 2 or
g = 3, one could averaging over boxes for the coefficients of genus-g curves C/Q,
considering these counting functions for the Jacobian of C. (Once g ≥ 4, not all
abelian varieties are Jacobians of curves.) See, for instance, [Shp13; AJ] on the
analogous question for elliptic curves.
Question 6.0.5. Similarly, what are the values of the counting function for the
Koblitz Conjecture, #{p ≤ x | Ω(#Ap(Fp)) ≤ r}, on average, for r = 1 or r > 1?
See, for instance, [BCD11].
Question 6.0.6. Let A1 and A2 be abelian varieties over Q (generic or otherwise).
How can we describe the set of primes at which both the Ai are good ordinary non-
split, and
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1. Q(πp,A1) ∼= Q(πp,A2)? or Q(πp,A1) ∼= Q(πp,A2) ∼= K for a specified primitive
CM field K?
2. Q(πp,A1)0 ∼= Q(πp,A2)0? or Q(πp,A1)0 ∼= Q(πp,A2)0 ∼= F for a specified totally
real field F?
3. ai,p,A1 = ai,p,A2 for specified i? or ai,p,A1 = ai,p,A2 = t for specified i and t?
(See [Coj+16] for i = 1 and a single abelian variety, as well as an Erdős-Kac
style result for a1,p.)
4. charp,1 = charp,2; that is, the Ai are isogenous mod p? Here, charp,i is the char-
acteristic polynomial of the Frobenius endomorphism of (Ai)p. (The Isogeny
Theorem of Faltings [Fal86] implies that if A1 and A2 are not isogenous over
Q, then the set of primes at which A1 and A2 are isogenous mod p, regardless
of ordinarity of the p, does not have density 1.)
One may also ask these questions without the requirement that p be ordinary for the
Ai.
Question 6.0.7. Let A1 and A2 be abelian varieties over Q. How can we describe
the set of primes p at which both the Ai satisfy Ω(#(Ai)p(Fp)) ≤ r, for r = 1 or
r > 1?
Question 6.0.8. Let A be an abelian variety over Q of dimension ≥ 4 which is not
isomorphic (over Q, or perhaps over Q) to the Jacobian of a curve. At what (or
how many) primes is Ap isomorphic (over Fp, or Fp) to a Jacobian?
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Question 6.0.9. Let A/Q be generic. Is there a Cohen-Lenstra phenomenon for the




at ordinary primes p? Or




⊗ Q? See, for instance,
[DS14] for the study of a Cohen-Lenstra phenomenon on the group structure of
Ep(Fp) for an elliptic curve E/Q.
Question 6.0.10. Let A/Q be generic, and n ≥ 2. Is there a bias, like the Cheby-
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