We present the discovery of the transiting exoplanets HAT-P-65b and HAT-P-66b, with orbital periods of 2.6055 d and 2.9721 d, masses of 0.527 ± 0.083 M J and 0.783 ± 0.057 M J , and inflated radii of 1.89 ± 0.13 R J and 1.59
INTRODUCTION
The first transiting exoplanet (TEP) discovered, HD 209458b (Henry et al. 2000; Charbonneau et al. 2000) , surprised the community in having a radius much larger than expected based on theoretical planetary structure models (e.g., Burrows et al. 2000; Bodenheimer et al. 2001) . Since then many more inflated transiting planets have been discovered, the largest being WASP-79b with R P = 2.09 ± 0.14 R J (Smalley et al. 2012) . It has also become apparent that the degree of planet inflation is closely tied to a planet's proximity to its host star (e.g., Fortney et al. 2007; Enoch et al. 2011b; Kovács et al. 2010; Béky et al. 2011; Enoch et al. 2012) . This is expected on theoretical grounds, as some additional energy, beyond the initial heat from formation, must be responsible for making the planet so large, and in principle there is more than enough energy available from stellar irradiation or tidal forces to inflate close-in planets at a < 0.1 AU (Bodenheimer et al. 2001) . Whether and how the energy is transfered into planetary interiors remains a mystery, however, despite a large amount of theoretical work devoted to the subject (see, e.g., Spiegel & Burrows 2013 for a review). The problem is intrinsically challenging, requiring the simultaneous treatment of molecular chemistry, radiative transport, and turbulent (magneto-)hydrodynamics, carried out over pressures, densities, temperatures, and length-scales that span many orders of magnitude. Theoretical models of planet inflation have thus, by necessity, made numerous simplifying assumptions, often introducing free parameters whose values are unknown, or poorly known. One way to make further progress on this problem is to build up a larger sample of inflated planets to identify patterns in their properties that may be used to discriminate between different theories.
Recently Lopez & Fortney (2016) proposed an observational test to distinguish between two broad classes of models. Noting that once a star leaves the main sequence, the irradiation of its planets with periods of tens of days becomes comparable to the irradiation of very short period planets around main sequence stars, they suggested searching for inflated planets with periods of tens of days around giant stars. Planets at these orbital periods are not inflated when found around main sequence stars (Demory & Seager 2011) , so finding them to be inflated around giants would indicate that the enhanced irradiation is able to directly inflate the planets. As shown, for example, by Liu et al. (2008) and also by Spiegel & Burrows (2013) , this in turn would imply that energy must be transferred deep into the planetary interior, and would rule out models where the energy is deposited only in the outer layers of the planet, and serves simply to slow the planet's contraction from its initial highly inflated state. The recently discovered planet EPIC 211351816.01 (Grunblatt et al. 2016 , found using K2) is a possible example of a re-inflated planet around a giant star, with the planet having a larger than usual radius of 1.27 ± 0.09 R J given its orbital period of 8.4 days. The planet K2-39b (Van Eylen et al. 2016) , on the other hand, does not appear to be exceptionally inflated (R p = 0.732 ± 0.098 R J ) despite being found on a very short period orbit around a sub-giant star. This planet, however, is in the Super-Neptune mass range (M p = 0.158 ± 0.031 M J ) and may not have a gasdominated composition.
Here we present the discovery of two transiting inflated planets by the Hungarian-made Automated Telescope Network (HATNet; Bakos et al. 2004 ). As we will show, the planets have radii of 1.89 ± 0.13 R J and 1.59
+0.16
−0.10 R J , and are around a pair of stars that are leaving the main sequence. HATNet, together with its southern counterpart HATSouth , has now discovered 17 highly inflated planets with R ≥ 1.5 R J 17 . Adding those found by WASP (Pollacco et al. 2006) , Kepler (Borucki et al. 2010) , TrES (e.g., Mandushev et al. 2007 ) and KELT (e.g., Siverd et al. 2012 ), a total of 45 well-characterized highly inflated planets are now known, allowing us to explore some of their statistical properties. In this paper we find that inflated planets are more commonly found around moderately evolved stars that are more than 50% of the way through their main sequence lifetimes. Smaller radius close-in giant planets, by contrast, are generally found around less evolved stars. Taken at face value, this suggests that planets are re-inflated as they age, and indicates that energy must be transferred deep into the planetary interiors (e.g., Liu et al. 2008) .
Of course, observational selection effects or systematic errors in the determination of stellar and planetary properties could potentially be responsible for the correlation as well. We therefore consider a variety of potentially important effects, such as the effect of stellar evolution on the detectability of transits and our ability to confirm planets through follow-up observations, and systematic errors in the orbital eccentricity, transit parameters, stellar atmospheric parameters, or in the comparison to stellar evolution models. We conclude that the net selection effect would, if anything, tend to favor the discovery of large planets around less evolved stars, while potential systematic errors are too small to explain the correlation. We also show that the correlation remains significant even after accounting for non-trivial truncations placed on the data as a result of the observational selection biases. We are therefore confident in the robustness of this result.
The organization of the paper is as follows. In Section 2 we describe the photometric and spectroscopic observations made to discover and characterize HAT-P-65b and HAT-P-66b. In Section 3 we present the analysis carried out to determine the stellar and planetary parameters and to rule out blended stellar eclipsing binary false positive scenarios. In Section 4 we place these planets into context, and find that large radius planets are more commonly found around moderately evolved, brighter stars. We provide a brief summary of the results in Section 5.
OBSERVATIONS
2.1. Photometric detection Both HAT-P-65 (R.A. =21 h 03 m 37.44s, Dec. =+11
• 59 ′ 21.9 ′′ (J2000), V = 13.145 ± 0.029 mag, spectral type G2) and h 02 m 17.52s, Dec. =+53
• 57 ′ 03.1 ′′ (J2000), V = 12.993 ± 0.052 mag, spectral type G0) were selected as candidate transiting planet systems based on Sloan r-band photometric time series observations carried out with the HATNet telescope network (Bakos et al. 2004) . HATNet consists of six 11 cm aperture telephoto lenses, each coupled to an APOGEE front-side-illuminated CCD camera, and each placed on a fully-automated telescope mount. Four of the instruments are located at Fred Lawrence Whipple Observatory (FLWO) in Arizona, USA, while two are located on the roof of the Submillimeter Array hangar building at Mauna Kea Observatory (MKO) on the island of Hawaii, USA. Each instrument observes a 10.6
• × 10.6
• field of view, and continuously monitors one or two fields each night, where a field corresponds to one of 838 fixed pointings used to cover the full 4π celestial sphere. A typical field is observed for approximately three months using one or two instruments (e.g., field G342 containing HAT-P-65), while a handful of fields have been observed extensively using all six instruments in the network and with observations repeated in multiple seasons (e.g., field G101 containing HAT-P-66). The former observing strategy maximizes the sky coverage of the survey, while maintaining nearly complete sensitivity to transiting giant planets with orbital periods of a few days. The latter strategy substantially increases the sensitivity to Neptune and Super-Earthsize planets, as well as planets with periods greater than 10 days, but with the trade-off of covering a smaller area of the sky. Table 1 summarizes the properties of the HATNet observations collected for each system, including which HAT instruments were used, the date ranges over which each target was observed, the median cadence of the observations, and the per-point photometric precision after trend filtering.
We reduce the HATNet observations to light curves, for all stars in a field with r < 14.5, following Bakos et al. (2004) . We used aperture photometry routines based on the FITSH software package (Pál 2012) , and filtered systematic trends from the light curves following Kovács et al. (2005) (i.e., TFA) and Bakos et al. (2010) (i.e., EPD) . Transits were identified in the filtered light curves using the Box-Least Squares method (BLS; Kovács et al. 2002) . After identifying the transits we then re-applied TFA while preserving the shape of the transit signal as described in Kovács et al. (2005) . This procedure is referred to as signal-reconstruction TFA. The final trend-filtered, and signal-reconstructed light curves are shown phase-folded in Figure 1 , while the measurements are available in Table 3 .
We searched the residual HATNet light curves of both objects for additional periodic signals using BLS. Neither target shows evidence for additional transits with BLS, however this conclusion depends on the set of template light curves used in applying signal-reconstruction TFA to remove systematics. For HAT-P-65 we find that with an alternative set of templates the residuals display a marginally significant transit signal with a period of 2.573 days, which is only slightly different from the main transit period of 2.6054552 ± 0.0000031 days. The transits detected at this period come from data points near orbital phase 0.25 when phased at the primary transit period. Since the detection of this additional signal depends on the template set used, and since any planet orbiting with a period so close to (but not equal to) that of the hot Jupiter HAT-P-65b would almost certainly be unstable, we suspect that the P = 2.573 day transit signal is not of physical origin.
We also searched the residual light curves for periodic signals using the Generalized Lomb-Scargle method (GLS; Zechmeister & Kürster 2009 ). For HAT-P-65 no statistically significant signal is detected in the GLS periodogram either. The highest peak in the periodogram is at a period of 0.035 d and has a semi-amplitude of 1.2 mmag (using a Markov-Chain Monte Carlo procedure to fit a sinusoid with a variable period yields a 95% confidence upper limit of 1.7 mmag on the semi-amplitude). For HAT-P-66, for our default light curve (i.e., the one included in Table 3 ), we do see significant peaks in the periodogram at periods of P = 83.3029 d and 0.98664 d (and its harmonics) and with formal false alarm probabilities of 10 −11 , and semi-amplitudes of ∼ 0.02 mag. Given the effective sampling rate of the observations, the two signals are aliases of each other. Based on an inspection of the light curve, we conclude that this detected variability is likely due to additional systematic errors in the photometry which were not effectively removed by our filtering procedures, and that the signal is not astrophysical in nature. Indeed if we use an alternative TFA template set in filtering the HAT-P-66 light curve, we detect no significant signal in the GLS spectrum, and place an upper limit on the amplitude of any periodic signal of 1 mmag.
Spectroscopic Observations
Spectroscopic observations of both HAT-P-65 and HAT-P-66 were carried out using the Tillinghast Reflector Echelle Spectrograph (TRES; Fűresz 2008) on the 1.5 m Tillinghast Reflector at FLWO, and HIRES (Vogt et al. 1994 ) on the Keck-I 10 m at MKO. For HAT-P-65 we also obtained observations using the FIbre-fed Echelle Spectrograph (FIES) on the 2.5 m Nordic Optical Telescope (NOT; Djupvik & Andersen 2010) at the Observatorio del Roque de los Muchachos on the Spanish island of La Palma. For HAT-P-66 spectroscopic observations were also collected using the SOPHIE spectrograph on the 1.93 m telescope at the Observatoire de Haute-Provence (OHP; Bouchy et al. 2009 ) in France. The spectroscopic observations collected for each system are summarized in Table 2 . Phase-folded high-precision RV and spectral line bisector span (BS) measurements are plotted in Figure 2 together with our best-fit models for the RV orbital wobble of the host stars (Section 3.3). The individual RV and BS measurements are made available in Table 7 at the end of the paper.
The TRES observations were reduced to spectra and cross-correlated against synthetic stellar templates to measure the RVs and to estimate T eff⋆ , log g ⋆ , and v sin i. Here we followed the procedure of Buchhave et al. (2010) , initially making use of a single order containing the gravity and temperature-sensitive Mg b lines. Based on these "reconnaissance" observations we quickly ruled out common false positive scenarios, such as transiting M dwarf stars, or blends between giant stars and pairs of eclipsing dwarf stars (e.g., Latham et al. 2009 ). For HAT-P-65 we only obtained a single TRES observation which, in combination with the FIES observations dis- a For HATNet data we list the HATNet unit and field name from which the observations are taken. HAT-5, -6, -7 and -10 are located at Fred Lawrence Whipple Observatory in Arizona. HAT-8 and -9 are located on the roof of the Smithsonian Astrophysical Observatory Submillimeter Array hangar building at Mauna Kea Observatory in Hawaii. Each field corresponds to one of 838 fixed pointings used to cover the full 4π celestial sphere. All data from a given HATNet field are reduced together, while detrending through External Parameter Decorrelation (EPD) is done independently for each unique unit+field combination. b The median time between consecutive images rounded to the nearest second. Due to factors such as weather, the day-night cycle, guiding and focus corrections the cadence is only approximately uniform over short timescales. c The RMS of the residuals from the best-fit model.
cussed below, rules out these false positive scenarios. For HAT-P-66 the initial TRES RVs showed evidence of an orbital variation consistent with a planetary-mass companion producing the transits detected by HATNet, so we continued collecting higher S/N observations of this system with TRES. High precision RVs and BSs were measured from these spectra via a multi-order analysis (e.g., Bieryla et al. 2014) . The FIES spectra of HAT-P-65 were reduced in a similar manner to the TRES data (Buchhave et al. 2010) , and were used for reconnaissance. Two exposures were obtained using the medium-resolution fiber, while the third was obtained with the high-resolution fiber. One of the two medium resolution observations had sufficiently high S/N to be used for characterizing the stellar atmospheric parameters (Section 3.1).
The HIRES observations of HAT-P-65 and HAT-P-66 were reduced to relative RVs in the Solar System barycenter frame following the method of Butler et al. (1996) , and to BSs following Torres et al. (2007) . We also measured Ca II HK chromospheric emission indices (the so-called S and log 10 R ′ HK indices) following Isaacson & Fischer (2010) and Noyes et al. (1984) . The I 2 -free template observations of each system were also used to determine the adopted stellar atmospheric parameters (Section 3.1).
The SOPHIE spectra of HAT-P-66 were collected as described in Boisse et al. (2013) and reduced following Santerne et al. (2014) . One of the observations was obtained during a planetary transit and is excluded from the analysis.
Photometric follow-up observations
In order to better determine the physical parameters of each TEP system, and to aid in excluding blended stellar eclipsing binary false positive scenarios, we conducted follow-up photometric time-series observations of each object using KeplerCam on the 1.2 m telescope at FLWO. These observations are summarized in Table 1 , where we list the dates of the observed transit events, the number of images collected for each event, the cadence of the observations, the filters used, and the per-point photometric precision achieved after trend-filtering. The images were reduced to light curves via aperture photometry based on the FITSH package (following Bakos et al. (2010) ), and filtered for trends, which were fit to the light curves simultaneously with the transit model (Section 3.3). The resulting trend filtered light curves are plotted together with the best-fit transit model in Figure 3 for HAT-P-65 and in Figure 4 for HAT-P-66. The data are made available in Table 3 .
Imaging Constraints on Resolved Neighbors
In order to detect possible neighboring stars which may be diluting the transit signals we obtained J and K S -band snapshot images of both targets using the WIYN High-Resolution Infrared Camera (WHIRC) on the WIYN 3.5 m telescope at Kitt Peak National Observatory (KPNO) in AZ. Observations were obtained on the nights of 2016 April 24, 27 and 28, with seeing varying between ∼ 0.
′′ 5 and ∼ 1 ′′ . Images were collected at different nod positions. These were calibrated, background-subtracted, registered and median-combined using the same tools that we used for reducing the KeplerCam images.
We find that HAT-P-65 has a neighbor located 3. ′′ 6 to the west with a magnitude difference of ∆J = 4.91 ± 0.01 mag and ∆K = 4.95 ± 0.03 mag relative to HAT-P-65 ( Figure 5 ). The neighbor is too faint and distant to be responsible for the transits detected in either the HATNet or KeplerCam observations. The neighbor has a J − K color that is the same as HAT-P-65 to within the uncertainties, and is thus a background star with an effective temperature that is similar to that of HAT-P-65, and not a physical companion. No neighbor is detected within 10
′′ of HAT-P-66. Figure 6 shows the J and K-band magnitude contrast curves for HAT-P-65 and HAT-P-66 based on these observations. These curves are calculated using the method and software described by Espinoza et al. (2016) . The bands shown in these images represent the variation in the contrast limits depending on the position angle of the putative neighbor.
ANALYSIS

Properties of the parent star
High-precision atmospheric parameters, including the effective surface temperature T eff⋆ , the surface gravity log g ⋆ , the metallicity [Fe/H] , and the projected rotational velocity v sin i, were determined by applying the Stellar Parameter Classification (SPC; Buchhave et al. 2012) procedure to our high resolution spectra. For HAT-P-65 this analysis was performed on the highest S/N FIES spectrum and on our Keck-I/HIRES I 2 -free template spectrum (we adopt the weighted average of each parameter determined from the two spectra). For HAT-P-66 this analysis was performed on our Keck-I/HIRES I 2 -free template spectrum. We assume a minimum uncertainty of 50 K on T eff⋆ , 0.10 dex on log g ⋆ , 0.08 dex on [Fe/H], and 0.5 km s −1 on v sin i, which reflects the systematic uncertainty in the method, and is based on applying the SPC analysis to observations of spectroscopic standard stars.
Following Sozzetti et al. (2007) we combine the T eff⋆ and [Fe/H] values measured from the spectra with the stellar densities (ρ ⋆ ) determined from the light curves (based on the analysis in Section 3.3) to determine the physical parameters of the host stars (i.e., their masses, radii, surface gravities, ages, luminosities, and broadband absolute magnitudes) via interpolation within the Yonsei-Yale theoretical stellar isochrones (YY; Yi et al. 2001) . Figure 7 compares the model isochrones to the measured T eff⋆ and ρ ⋆ values for each system.
For HAT-P-65 the log g ⋆ value determined from this analysis differed by 0.19 dex (∼ 1.9σ) from the initial value determined through SPC. A difference of this magnitude is typical and reflects the difficulty of accurately measuring all four atmospheric parameters simultaneously via cross-correlation with synthetic templates (e.g., Torres et al. 2012) . We therefore carried out a second SPC analysis of HAT-P-65 with log g ⋆ fixed based on this analysis, and then repeated the light curve analysis and stellar parameter determination, finding no appreciable change in log g ⋆ . For HAT-P-66 the log g ⋆ value determined from the YY isochrones differed by only 0.007 dex from the initial spectroscopically determined value, so we did not carry out a second SPC iteration in this case.
The adopted stellar parameters for HAT-P-65 and HAT-P-66 are listed in Table 4 . We also collect in this table a variety of photometric and kinematic properties for each system from catalogs. Distances are determined using the listed photometry and assuming a R V = 3.1 Cardelli et al. (1989) 
+9
−20 % of each star's full lifetime, respectively). As we point out in Section 4, there appears to be a general trend among the host stars of highly inflated planets in which the largest planets are preferentially found around moderately evolved stars. HAT-P-65 and HAT-P-66 are in line with this trend.
Excluding blend scenarios
In order to exclude blend scenarios we carried out an analysis following Hartman et al. (2012) . Here we attempt to model the available photometric data (in- c The out-of-transit level has been subtracted. For observations made with the HATNet instruments (identified by "HATNet" in the "Instrument" column) these magnitudes have been corrected for trends using the EPD and TFA procedures applied in signal-reconstruction mode. For observations made with follow-up instruments (anything other than "HATNet" in the "Instrument" column), the magnitudes have been corrected for a quadratic trend in time, for variations correlated with three PSF shape parameters, and with a linear basis of template light curves representing other systematic trends, which are fit simultaneously with the transit. d Raw magnitude values without correction for the quadratic trend in time, or for trends correlated with the shape of the PSF. These are only reported for the follow-up observations.
cluding light curves and catalog broad-band photometric measurements) for each object as a blend between an eclipsing binary star system and a third star along the line of sight (either a physical association, or a chance alignment). The physical properties of the stars are constrained using the Padova isochrones (Girardi et al. 2002) , while we also require that the brightest of the three stars in the blend have atmospheric parameters consistent with those measured with SPC. We also simulate composite cross-correlation functions (CCFs) and use them to predict RVs and BSs for each blend scenario considered.
Based on this analysis we rule out blended stellar eclipsing binary scenarios for both HAT-P-65 and HAT-P-66. For HAT-P-65 we are able to exclude blend scenarios, based solely on the photometry, with greater than 3.7σ confidence, while for HAT-P-66 we are able to exclude them with greater than 3.9σ confidence. For both objects, the blend models which come closest to fitting the photometric data (those which could not be rejected with 5σ confidence) can additionally be rejected due to the predicted large amplitude BS and RV variations 
YY+ρ⋆+SPC
Note. -For both systems the fixed-circular-orbit model has a higher Bayesian evidence than the eccentric-orbit model. We therefore assume a fixed circular orbit in generating the parameters listed here. a We adopt the IAU 2015 Resolution B3 nominal values for the Solar and Jovian parameters (Prša et al. 2016 ) for all of our calculations, taking R J to be the nominal equatorial radius of Jupiter. Where necessary we assume G = 6.6408 × 10 −11 m 3 kg −1 s −1 . Because Yi et al. (2001) do not specify the assumed value for G or M ⊙ , we take the stellar masses from these isochrones at face value without conversion. Any discrepancy results in an error that is less than one percent, which is well below the observational uncertainty. We note that the standard values assumed in prior HAT planet discovery papers are very close to the nominal values adopted here. In all cases the conversion results in changes to measured parameters that are indetectable at the level of precision to which they are listed. b SPC = Stellar Parameter Classification procedure for the analysis of high-resolution spectra (Buchhave et al. 2012) , applied to the TRES spectra of HAT-P-65 and the Keck/HIRES spectra of HAT-P-66. These parameters rely primarily on SPC, but have a small dependence also on the iterative analysis incorporating the isochrone search and global modeling of the data. c The spectroscopically determined value of log g⋆ is from our initial SPC analysis where T eff⋆ , log g⋆, [Fe/H] and v sin i were all varied. Systematic errors are common when all four parameters are varied. The adopted values for T eff⋆ , [Fe/H] and v sin i stem from a second iteration of SPC, where log g⋆ is fixed to the value determined through the light curve modeling and isochrone comparison. This value is listed under the "Derived Properties" section of the table. Phase with respect to T c Figure 2 . Phase-folded high-precision RV measurements for HAT-P-65 and HAT-P-66. The instruments used are labelled in the plots.
In each case we show three panels. The top panel shows the phased measurements together with our best-fit circular-orbit model (see Table 5 ) for each system. Zero-phase corresponds to the time of mid-transit. The center-of-mass velocity has been subtracted. The second panel shows the velocity O−C residuals from the best fit. The error bars include the jitter terms listed in Table 5 added in quadrature to the formal errors for each instrument. The third panel shows the bisector spans (BS). Note the different vertical scales of the panels. For HAT-P-66 the crossed-out SOPHIE measurement was obtained during transit and is excluded from the analysis. Figure 3 . Left: Unbinned transit light curves for HAT-P-65. The light curves have been filtered of systematic trends, which were fit simultaneously with the transit model. The dates of the events, filters and instruments used are indicated. Light curves following the first are displaced vertically for clarity. Our best fit from the global modeling described in Section 3.3 is shown by the solid lines. Right: The residuals from the best-fit model are shown in the same order as the original light curves. The error bars represent the photon and background shot noise, plus the readout noise. which we do not observe. 2012). We use the Mandel & Agol (2002) transit model to fit the light curves, with limb darkening coefficients fixed to the values tabulated by Claret (2004) for the atmospheric parameters of the stars and the broad-band filters used in the observations. For the KeplerCam follow-up light curves we account for instrumental variations by using a set of linear basis vectors in the fit. The vectors that we use include the time of observations, the time squared, three parameters describing the shape of the PSF, and light curves for the twenty brightest non-variable stars in the field (TFA templates). For the TFA templates we use the same linear coefficient (which is varied in the fit) for all light curves collected for a given transiting planet system through a given filter, while for the other basis vectors we use a different coefficient for each light curve. For the HATNet light curves we use a Mandel & Agol (2002) model, and apply the fit to the signal-reconstruction TFA data (see Section 2.1). The RV curves are modeled using a Keplerian orbit, where we allow the zero-point for each instrument to vary independently in the fit, and we include an RV jitter term added in quadrature to the formal uncertainties. The jitter is treated as a free parameter which we fit for, and is taken to be independent for each instrument.
All observations of an individual system are modeled simultaneously using a Differential Evolution Markov Chain Monte Carlo procedure (ter Braak 2006). We visually inspect the Markov Chains and also apply a Geweke (1992) test to verify convergence and determine the burn-in period. For both systems we consider two models: a fixed-circular-orbit model, and an eccentricorbit model. To determine which model to use we estimate the Bayesian evidence ratio from the Markov Chains following Weinberg et al. (2013) , and find that for both systems the fixed-circular model has a greater evidence, and therefore adopt the parameters that come from this model. The resulting parameters for both planetary systems are listed in Table 5 . We also list the 95% confidence upper-limit on the eccentricity for each system.
We find that HAT-P-65b has a mass of 0.527 ± 0.083 M J , a radius of 1.89 ± 0.13 R J , an equilibrium temperature (assuming zero albedo, and full redistribution of heat) of 1930 ± 45 K, and is consistent with a circular orbit, with a 95% confidence upper limit on the eccentricity of e < 0.304. HAT-P-66b has similar properties, with a mass of 0.783 ± 0.057 M J , a radius of 1.59
−0.10 R J , an equilibrium temperature (same assumptions) of 1896 +66 −42 K, and an eccentricity of e < 0.090 with 95% confidence.
DISCUSSION
Large Radius Planets More Commonly Found
Around More Evolved Stars With radii of 1.89 ± 0.13 R J and 1.59
−0.10 R J , HAT-P65b and HAT-P-66b are among the largest hot Jupiters known. Both planets are found around moderately evolved stars approaching the end of their main sequence lifetimes. With an estimated age of 5.46±0.61 Gyr, HAT-P-65 is 84 ± 10% of the way through its total lifespan, while HAT-P-66, with an age of 4.66 +0.52 −1.12 Gyr, is 83 +9 −20 % of the way through its lifespan. Looking at the broader sample of TEPs that have been discovered to date, we Note. -For both systems the fixed-circular-orbit model has a higher Bayesian evidence than the eccentric-orbit model. We therefore assume a fixed circular orbit in generating the parameters listed here. a We adopt the IAU 2015 Resolution B3 nominal values for the Solar and Jovian parameters (Prša et al. 2016 ) for all of our calculations, taking RJ to be the nominal equatorial radius of Jupiter. Where necessary we assume G = 6.6408 × 10 −11 m 3 kg −1 s −1 . Because Yi et al. (2001) do not specify the assumed value for G or M⊙, we take the stellar masses from these isochrones at face value without conversion. Any discrepancy results in an error that is less than one percent, which is well below the observational uncertainty. We note that the standard values assumed in prior HAT planet discovery papers are very close to the nominal values adopted here. In all cases the conversion results in changes to measured parameters that are indetectable at the level of precision to which they are listed. b Times are in Barycentric Julian Date calculated directly from UTC without correction for leap seconds. Tc: Reference epoch of mid transit that minimizes the correlation with the orbital period. T14: total transit duration, time between first to last contact; T12 = T34: ingress/egress time, time between first and second, or third and fourth contact. c Reciprocal of the half duration of the transit used as a jump parameter in our MCMC analysis in place of a/R⋆. It is related to a/R⋆ by the expression ζ/R⋆ = a/R⋆(2π(1 + e sin ω))/( . d Values for a quadratic law, adopted from the tabulations by Claret (2004) according to the spectroscopic (SPC) parameters listed in Table 4 . e The 95% confidence upper limit on the eccentricity determined when √ e cos ω and √ e sin ω are allowed to vary in the fit. f Term added in quadrature to the formal RV uncertainties for each instrument. This is treated as a free parameter in the fitting routine. In cases where the jitter is consistent with zero we list the 95% confidence upper limit. g Correlation coefficient between the planetary mass Mp and radius Rp estimated from the posterior parameter distribution. HAT-P-66 Figure 7 . Model isochrones from Yi et al. (2001) for the measured metallicities of HAT-P-65 and HAT-P-66. We show models for ages of 0.2 Gyr and 1.0 to 14.0 Gyr in 1.0 Gyr increments (ages increasing from left to right). The adopted values of T eff⋆ and ρ⋆ are shown together with their 1σ and 2σ confidence ellipsoids. The initial values of T eff⋆ and ρ⋆ for HAT-P-65 from the first SPC and light curve analyses are represented with a triangle.
find that the largest exoplanets are preferentially found around moderately evolved stars.
This effect may be a by-product of the more physically important correlation between planet radius and equilibrium temperature (e.g., Fortney et al. 2007; Enoch et al. 2012; and Spiegel & Burrows 2013) , with the planet equilibrium temperature increasing in time as its host star evolves and becomes more luminous. We will address the question of how the correlation between planet radius and host star fractional age which we demonstrate here relates to the radius-equilibrium temperature correlation in Section 4.1.1. While the planet radius-equilibrium temperature correlation is well known, whether or not the radii of planets can actually increase in time as their equilibrium temperatures increase has not been previously established. As discussed in Sections 1 and Sections 4.1.4 the answer to this question has important theoretical implications for understanding the physical mechanism behind the inflation of close-in giant planets. To address this question we will first attempt to determine whether or not there is a statistically signification correlation between planetary radii and the evolutionary status of their host stars. Figure 8 shows TEP host stars on a T eff⋆ -ρ ⋆ diagram. These two parameters are directly measured for TEP systems, and together with the [Fe/H] of the star, are the primary parameters used to characterize the stellar hosts.
Here we limit the sample to systems with planets having R p > 0.5 R J and P < 10 days. Because observational selection effects vary from survey to survey, we show separately the systems discovered by HAT (both HATNet and HATSouth), WASP, Kepler, TrES and KELT, which are the surveys that have discovered well-characterized planets with R p > 1.5 R J . The data for the HAT, WASP, TrES and KELT systems are drawn from a database of TEPs which we privately maintain, and are listed, together with references, in Table 8 at the end of this paper. These are planets which have been announced on the arXiv pre-print server as of 2016 June 2, and supplemented by some additional fully confirmed planets from HAT which had not been announced by that date. For Kepler we take the data from the NASA Exoplanet archive 18 . In Figure 8 we distinguish between hosts with planets having R p > 1.5 R J , and hosts with planets having R p < 1.5 R J . The lower bound in each panel shows the solar metallicity, 200 Myr ZAMS isochrone from the YY models, while the upper bound shows the locus of points for stars having an age that is the lesser of 13.7 Gyr or 90% of their total lifetime, again assuming solar metallicity and using the YY models. For all of the surveys considered, planets with R > 1.5 R J tend to be found around host stars that are more evolved (closer to the 90% lifetime locus) than planets with R < 1.5 R J . Moreover, very few highly inflated planets have been discovered around stars close to the ZAMS. The largest planets also tend to be found around hot/massive stars, and have the highest level of irradiation.
For another view of the data, in Figure 9 we plot the mass-radius relation of close-in TEPs with the colorscale of each point showing the fractional isochronebased age of the system (taken to be equal to τ = 18 http://exoplanetarchive.ipac.caltech.edu, accessed 2016 Mar 4 (t − 200 Myr)/(t tot − 200 Myr)). Here t tot for a system is the maximum age of a star with a given mass and metallicity according to the YY models ( Figure 10 ). We show the fractional age, rather than the age in Gyr, as the stellar lifetime is a strong function of stellar mass, and the largest planets also tend to be found around more massive stars with shorter total lifetimes. Because the star formation rate in the Galaxy has been approximately constant over the past ∼ 8 Gyr (e.g., Snaith et al. 2015) , for a star of a given mass we expect τ to be uniformly distributed between 0 and 1. In order to perform a consistent analysis, we re-compute ages for all of the WASP, Kepler, TrES and KELT systems using the YY models together with the spectroscopically measured T eff⋆ and [Fe/H], and transit-inferred stellar densities listed in Table 8. In Figure 9 we focus on systems with P < 10 days and t tot < 10 Gyr. Again it is apparent that the largest radius planets tend to be around stars that are relatively old. Note that due to the finite age of the Galaxy, there has been insufficient time for stars with t tot > 10 Gyr to reach their main sequence lifetimes. The restriction on t tot , which is effectively a cut on host star mass, limits the sample to stars which could be discovered at any stage in their evolution. If we do not apply this cut then the apparent correlation between fractional age and planet radius becomes even more significant, but this is likely due to observational bias.
The planets shown in Figure 9 have a variety of orbital separations and host star masses. Because the evolution of a planet depends on its stellar environment, we expect there to be a variance in the planet radius at fixed planet mass. In order to better compare planets likely to have similar histories (but which have different ages, and thus are at different stages in their history), in Figure 11 we re-plot the mass-radius relation, but this time binning by host star mass and orbital semi-major axis. Note that in comparing planets with the same semi-major axis we are assuming that orbital evolution can be neglected. Again we use the color-scale of points to denote the fractional age of the system. We choose a 3 × 3 binning to allow a sufficient number of planets in at least some of the bins to be able to detect a statistical trend. Unfortunately because we limited by the small sample of planets, we are forced to use relatively large bins, so there is likely to still be significant variation in the evolution of different planets within a bin. Bearing this caveat in mind, we note that the same trend of larger radius planets, at a given planet mass, being found around more evolved stars is seen when comparing only planets with similar host star masses and at similar orbital separations. If anything the gradient in fractional age with planet radius is more pronounced in Figure 11 than it is in Figure 9 (see especially the center row and bottom, center panel of Figure 11 ). If enhanced irradiation acts to slow a planet's contraction, but does not re-inflate the planet, then we would expect to see the opposite trend in Figure 11 . Namely, a planet of a given mass at a given orbital separation around a star of a given mass should decrease, or remain constant, in size over time, despite the increasing irradiation as its host star evolves. This is not what we see. In Section 4.1.1 we follow a more statistically rigorous method to show that planetary radii increase in time with increasing irradiation, rather than being set by the initial TrES + KELT R < 1.5 R J R > 1.5 R J Figure 8 . Host stars for TEPs with R > 0.5 R J and P < 10 days from the HAT, WASP, Kepler, TrES and KELT surveys. The lower line in each panel is the 200 Myr solar-metallicity isochrone from the YY stellar evolution models, while the upper line is the locus of points for stars having an age that is the lesser of 13.7 Gyr or 90% of their total lifetime, again assuming solar metallicity and using the YY models. Note that the maximum stellar age is a smooth function of stellar mass according to the models (Figure 10 ), but the 90% lifetime locus in the T eff⋆ -ρ plane is jagged due to the sensitive dependence on mass of the late stages of stellar evolution. We distinguish here between stars with planets having R P > 1.5 R J and stars with planets having R P < 1.5 R J . Large planets have been preferentially discovered around more evolved stars than smaller planets. This appears to be true for all of the surveys considered. Moreover, few, if any, ZAMS stars are known to host planets with R P > 1.5 R J .
irradiation.
To establish the statistical significance of the trends seen in Figures 8-11 , in Figure 12 we plot the fractional isochrone-based age τ against planetary radius, restricted to systems with t tot < 10 Gyr. Both the HAT and WASP data have positive correlations between R P and the fractional age. A Spearman non-parametric rank-order correlation test gives a correlation coefficient of 0.344 between R P and the fractional age for HAT, with a 1.4% false alarm probability. For the WASP sample we find a correlation coefficient of 0.277 and a false alarm probability of 3.5%. The Kepler, TrES and KELT datasets are too small to perform a robust test for correlation, but they each show a similar trend. When all of the data are combined, we find a correlation coefficient of 0.347 and a false alarm probability of only 0.0041%. While the correlation is relatively weak, explaining only a modest amount of the overall scatter in the data, it has a high statistical significance, and is extremely unlikely to be due to random chance. Figure 13 is similar to Figure 12 , except that here we restrict the analysis to planets with 0.4 M J < M p < 2.0 M J , which is roughly the range over which the most highly inflated planets have been discovered (e.g., Figure 9 ). In this case we still find a statistically significant difference between the fractional ages of stars hosting large radius planets and those hosting small radius planets, though, due to the smaller sample size, the overall significance is somewhat reduced compared to the sample when no restriction is placed on planet mass (the correlation coefficient itself is somewhat higher). Quantitatively we find that the HAT sample has a Spearman correlation coefficient of 0.428 and a false alarm probability of 0.84%, the WASP sample has a correlation coefficient of 0.273 and a false alarm probability of 7.7%, and the combined sample has a correlation coefficient of 0.398 and a false alarm probability of 0.0068%.
In order to compare planets with similar evolutionary histories, and in analogy to Figure 11 , in Figure 14 we plot the fractional age against planet radius gridded by host star mass and orbital semimajor axis. Here we combine all of the data, but restrict the sample to only planets with 0.4 M J < M P < 2.0 M J around stars with t tot < 10 Gyr. We see the correlation again in several grid cells, so long as there is a sufficiently large sample.
Of course these correlations are likely biased due to observational selection effects. We estimate the effect of observational selections on the measured correlation below in Section 4.1.2, where we conclude that the correlation is reduced, but still significant, after accounting for selections.
We conclude that there is a statistically significant positive correlation between R p and the fractional age of the system. This correlation is seen in samples of transiting Figure 10 .
The maximum age of a star as a function of its mass based on interpolating within the YY isochrones. These are shown for three representative metallicities. The maximum age is artificially capped at 19.95 Gyr which is the largest age at which the models are tabulated. For stars with M 0.85 M ⊙ , which have maximum ages below this artificial cap, there is a smooth power-law dependence between the maximum age and mass. We use this relation to estimate the fractional age τ of a planetary system. For comparison we also show the terminal main sequence age as a function of stellar mass from the STAREVOL evolution tracks (Charbonnel & Palacios 2004; Lagarde et al. 2012) , taken from Table B.6 of Santerne et al. (2016) .
planets found by multiple surveys, with strikingly similar results found for the largest two samples (from WASP and HAT). The largest radius planets have generally been found around more evolved stars.
Relation to the Correlation Between Radius and Equilibrium Temperature
It is important to note that the correlation between radius and equilibrium temperature (or flux) is much stronger than the apparent correlation between planet radius and the fractional age of the host star. In fact the data are consistent with the latter correlation being entirely a by-product of the former correlation. However, the data also indicate that the radii of planets dynamically increase in time as their host stars become more luminous and the planetary equilibrium temperatures increase.
To demonstrate this we perform a Bayesian linear regression model comparison using the BayesFactor package in R 19 which follows the approach of Liang et al. (2008) and Rouder & Morey (2012) . We test models of the form: ln R p = c 0 + c 1 ln T eq,now + c 2 ln T eq,ZAMS + c 3 ln a + c 4 τ
(1) where c 0 -c 4 are varied linear parameters, and we compare all combinations of models where parameters other than c 0 are fixed to 0. This particular parameterization is motivated by Enoch et al. (2012) who found that the radii of close-in Jupiter-mass planets are best modelled by a function of the form given above with c 2 ≡ c 4 ≡ 0, and we now include the T eq,ZAMS and τ parameters to Figure 11 . Similar to Figure 9 , here we combine all of the data from the different surveys, and show the mass-radius relation for different host star mass ranges (the selections are shown at the top of each column in solar mass units) and orbital semi-major axes (the selections are shown to the left of each row in AU). The overall range of semi-major axis and stellar mass shown here is chosen to encompass the sample of well-characterized highly inflated planets with R > 1.5 R J around stars with total lifetimes ttot < 10 Gyr. Within a given panel the largest planets tend to be found around more evolved stars. This is the opposite of what one would expect if high irradiation slows a planet's contraction, but does not supply energy deep enough into the interior of the planet to re-inflate as the luminosity of its host star increases.
test whether age is an important additional variable, and/or whether the data could be equally well described if we used the initial equilibrium temperature of the planet (which does not change in time) rather than the present-day equilibrium temperature (which increases in time due to the evolution of the host). Here we consider the full sample of well-characterized planets with P < 10 days, R p > 0.5 R J , 0.4 M J < M p < 2.0 M J , and t tot < 10 Gyr. Table 6 lists the linear coefficient estimates and the Bayesian evidences, sorting from highest to lowest, for each of the 15 models under comparison.
We find that the model with the highest Bayesian evidence has the form:
with an evidence that is 2.7 × 10 9 times higher than the evidence for a model where c 1 ≡ c 2 ≡ c 3 ≡ c 4 ≡ 0. This finding is consistent with that of Enoch et al. (2012) . The next highest evidence model has the form: ln R p = c 0 + c 1 ln T eq,now + c 3 ln a + c 4 τ
with an evidence that 0.37 times that of the highest evidence model. So indeed including τ provides no additional explanatory power beyond what is already provided by T eq,now and a.
At the same time, we also find that models with ln T eq,now have substantially higher evidence than models using ln T eq,ZAMS in place of ln T eq,now , while the model using both ln T eq,ZAMS and τ has higher evidence than the model using ln T eq,ZAMS alone. Moreover, we find that the maximum posterior value for c 4 is greater than zero in all cases where it is allowed to vary. In other words, planet radii are more strongly correlated with the present day equilibrium temperature than they are with the ZAMS equilibrium temperature, and if the latter is used in place of the former then a significant positive correlation between radius and host star fractional age remains.
Based on this we conclude that the radii of closein Jupiter-mass giant planets are determined by their present-day equilibrium temperature and semi-major axis, and that the radii of planets increase over time as their equilibrium temperatures increase.
Selection Effects
The Effect of Stellar Evolution on the Detectability of Planets: -The sample of known TEPs suffers from a broad range of observational selection effects which in principle might explain a preference for finding large planets around evolved stars. As stars evolve their radii increase, which, for fixed R p , a and M ⋆ , reduces the transit depth by a factor of R −2 ⋆ (reducing their detectability), but increases the duration of the transits by a factor of R ⋆ (increasing their detectability). It also increases the geometrical probability of a planet being seen to transit by a factor of R ⋆ (increasing planet detectability). As stars Figure 12 . Top: The fractional isochrone-based age of the system (see Figure 9 ) vs. the planetary radius, shown separately for TEP systems discovered by HAT (left) and WASP (right). We only show systems with P < 10 days and ttot < 10 Gyr. Both the HAT and WASP samples have positive correlations between R P and τ . For HAT a Spearman non-parametric rank-order correlation test gives a correlation coefficient of 0.344 with a 1.4% false alarm probability. For the WASP sample we find a correlation coefficient of 0.277 and a false alarm probability of 3.5%. Middle: Same as the top, here we show planets from Kepler, TrES and KELT, with the same selections applied. Bottom: Same as top, here we combine data from all of the surveys. The combined data set has a correlation coefficient of 0.347 and a false alarm probability 0.0041%.
evolve they also become more luminous, meaning that at fixed distance they may be monitored with greater photo- Figure 13 . Same as Figure 12 , here we only consider systems with planets having masses in the range 0.4 M J < Mp < 2.0 M J , which is roughly the radius range over which highly inflated planets have been discovered. In this case the Spearman non-parametric rank-order correlation test gives a correlation coefficient of 0.428 with a 0.84% false alarm probability. For the WASP sample we find a correlation coefficient of 0.273 and a false alarm probability of 7.7%. The combined sample has a correlation coefficient of 0.398 and a false alarm probability of 0.0068%.
metric precision (further increasing planet detectability).
To determine the relative balance of these competing factors for the HAT surveys, for each TEP system discovered by HAT we estimate the relative number of ZAMS stars with the same stellar mass and metallicity around which one could expect to find a planet with the same ra- Figure 14 . Similar to Figures 13 and 11 , here we combine all of the data from the different surveys, and show the fractional isochronebased age vs. planet radius for different host star mass ranges (the selections are shown at the top of each column in solar mass units) and orbital semi-major axes (the selections are shown to the left of each row in AU). The overall range of semi-major axis and stellar mass shown here is chosen to encompass the sample of well-characterized highly inflated planets with R > 1.5 R J around stars with total lifetimes ttot < 10 Gyr. We also restrict the sample to planets with 0.4 M J < M P < 2.0 M J .
dius and orbital period and with the same signal-to-noise ratio. To do this we use the following expression:
where N ZAMS /N t is the relative number of ZAMS planet hosts expected compared to those with age t, V ZAMS /V t is the relative volume surveyed for ZAMS-equivalent versions of the TEP system (for simplicity we assume a uniform space density of stars), and Prob ZAMS /Prob t = R ⋆,ZAMS /R ⋆,t is the relative transit probability, which is equal to the ratio of the stellar radii. To estimate V ZAMS /V t we note that for fixed photometric precision, and assuming white noise-dominated observations, the transit S/N of a given TEP scales as the transit depth times the square root of the number of points in transit, or as (R ⋆,ZAMS /R ⋆,t ) −3/2 . If the data are red-noise dominated, then the S/N scales simply as the transit depth, which would increase V ZAMS /V t . We then determine the r magnitude of stars in the HAT field containing the TEP in question for which the per-point RMS is larger than the RMS of the observed TEP light curve by (R ⋆,ZAMS /R ⋆,t ) −3/2 . Accounting for the change in absolute r magnitude between the ZAMS and the present day for the system, this gives us the relative distance of a ZAMS-equivalent system for which the transits would be detected with the same S/N. The cube of this distance is equal to V ZAMS /V t .
In Figure 15 we show N ZAMS /N t vs R p for HAT plan- Figure 15 .
The relative number of ZAMS-equivalent stars searched for a given TEP discovered by HAT to the same transit S/N as the observed TEP system (equation 4) computed as described in Section 4.1.2. This is shown as a function of planet radius. For the largest planets with R P > 1.5 R J the HAT survey is more sensitive to finding the same planet around a ZAMS star than it is to finding the planet around the moderately evolved star where it was discovered.
ets. For most TEP systems discovered by HAT, including most of the systems with R p > 1.5 R J , we have N ZAMS /N t > 1. In other words, the greater transit depths expected for ZAMS systems more than compensates for the lower luminosities, shorter duration transits, and lower transit probabilities. Thus, from a pure transit-detection point-of-view, we should expect to be more sensitive to TEPs around ZAMS stars than to TEPs around stars with the measured host star ages. Note. -The models tested are sorted from highest to lowest evidence. The Bayesian evidence is reported relative to that for a model with only a freely varying mean for the ln Rp values. For each parameter we report the mean and standard deviation of its posterior probability distribution.
Put another way, while selection effects may lead to fewer small planets being found around older stars (missing planets in the upper left corner of Figure 12 ), based on the estimate in Figure 15 , selection effects due to transit detectability do not explain why we find fewer large planets around unevolved stars (missing planets in the lower right corner of Figure 12 ). If the occurrence rate of large radius planets is independent of host star age, or if it is larger for unevolved stars than for evolved stars, we would expect to have found more large planets around unevolved stars than evolved stars.
The Effect of Stellar Evolution on the Ability to Confirm
Planets: -Other observational selection effects may still be at play. If the orbits of these planets shrink over time due to tidal evolution, then the transit probability and the fraction of points in transit both increase in time by more that what we estimated. Beyond simply detecting the transits, further selections are imposed in the follow-up program carried out to confirm the planets. Figure 16 compares the present day effective temperature and v sin i for HAT TEPs to the expected values on the ZAMS (estimated as discussed below). For all of the R p > 1.5 R J planets found by HAT the host star had a higher T eff⋆ on the ZAMS than at the present day. The most extreme case is HAT-P-7 which had an estimated ZAMS effective temperature of 6860 K compared to its present-day temperature of 6350 ± 100 K. While precision RVs are more challenging for early F dwarfs than for later F dwarfs, the ZAMS temperatures of the hosts of the largest TEPs found by HAT are still within the range where we carry out follow-up observations (we do not follow-up hosts of spectral type A or earlier if they are faint stars with V 13).
An additional potential selection effect relates to the stellar rotation. Neglecting tidal interactions between the stars and planets, the host stars would have had higher projected rotation velocities at ZAMS, primarily resulting from their lower moments of inertia (most of the hosts of the largest planets found by HAT have radiative envelopes, or would have had them for much of their main sequence lifetimes, and thus would not lose substantial angular momentum from magnetized stellar winds). Roughly speaking we expect v sin i ∝ R −1 ⋆ (assuming I ∝ R 2 ⋆ ). The most rapidly rotating ZAMS host is HAT-P-41 for which we estimate a ZAMS rotation velocity of 24 km s −1 , which is still well within the range where we continue follow-up (we do not follow-up hosts with v sin i 50 km s −1 if they are around faint stars with V 13). Thus while precise RVs would be somewhat more challenging for ZAMS planet hosts than for moderately evolved hosts, these factors are unlikely to be responsible for the lack of highly inflated planets discovered to date around stars close to ZAMS.
Correcting the Correlation Coefficient for Observational Selections: -In order to determine quantitatively how selection effects impact the correlation measured between R p and τ , we follow Efron & Petrosian (1999) in calculating a modified Kendall correlation coefficient that is applicable to data suffering a non-trivial truncation. The procedure is as follows. We will call the observed data points (R P,i , τ i ) and (R P,j , τ j ), with i = j, comparable if each point falls within the other point's selection range. Here point j is within the selection range for point i if, holding everything else constant, we could still have discovered the planet around star i if the system had values of (R P,i , τ j ), (R P,j , τ i ) or (R P,j , τ j ) instead of (R P,i , τ i ).
Letting J be the set of all comparable pairs, and N p be the total number of such pairs, the modified Kendall correlation coefficient is then given by
For uncorrelated data r K has an expected value of 0, whereas perfectly correlated data has r K = 1 and perfectly anti-correlated data has r K = −1. To determine the probability of finding |r K | > |r K,observed | it is necessary to carry out bootstrap simulations. To do this we 
HAT Planets with T eff,ZAMS > 6250K
R < 1.5 R J R > 1.5 R J Figure 16 . Left: The estimated TEP host-star effective temperature on the ZAMS vs. its present day measured effective temperature for all TEP systems discovered to date by HAT. While stars hosting planets with R P > 1.5 R J had higher effective temperatures on the ZAMS, none of them would have been too hot for us to proceed with confirmation follow-up observations. Right: The estimated projected rotation velocity on the ZAMS vs. present day measured rotation velocity for HAT TEP hosts with T eff,ZAMS > 6250 K. The estimated ZAMS v sin i is calculated by scaling the measured v sin i by R⋆/R ⋆,ZAM S assuming the spin-down for these radiative-envelope stars is due entirely to changes in the moment of inertia, and assuming the latter scales as R 2 ⋆ . While stars hosting planets with R P > 1.5 R J would have been rotating more rapidly on the ZAMS than at the present day, none of them would have been rotating too rapidly for us to proceed with confirmation follow-up observations. calculate r K for N sim simulated data sets, and for each simulated data set we randomly select N values of i, with replacement, from the observed samples, adopt R P,i for each simulated point, and associate with it a value of τ drawn at random from the set of points that are comparable to i (including i itself in this case).
The primary challenge in calculating equation 5 for the observed sample of close-in giant planets is to determine the set of comparable pairs. We do this for the HAT planets by subtracting the observed transit signal from the survey light curve, rescaling the scatter to match the expected change in r.m.s. due to the change in the stellar luminosity with age, adding the expected transit signal given the new trial planetary and stellar radii, but assuming the original ephemeris and orbital inclination, and using BLS to determine whether or not the transit could be recovered. Using the set of comparable pairs determined in this fashion, we find r K = 0.228, with a 2.88% false alarm probability, based on the bootstrap simulations (or r K = 0.284 with a 2.92% false alarm probability when restricted to planets with 0.4 M J < M p < 2.0 M J ). For comparison, if we ignore the selection effects and assume all points are comparable, we find r K = 0.235 with a false alarm probability of 1.52% (or r K = 0.297 with a 0.87% false alarm probability when restricted to planets with 0.4 M J < M p < 2.0 M J ). The false alarm probabilities in the latter case are essentially the same as what was reported above using the Spearman rank-order correlation test instead of the Kendall test, demonstrating the consistency of the two methods.
We conclude that while observational selections do slightly bias the measured correlation between R p and τ for HAT, the effect is small. While we cannot determine the set of comparable pairs for WASP, the selections are likely very similar to HAT, and we expect the effect on the measured correlation of accounting for observational selections to be similarly small. We therefore expect that the full combined set of planets would still exhibit a highly significant correlation between R p and τ , even after accounting for observational selections.
Systematic Errors in Stellar Parameters
The radii of TEPs are not measured directly, but rather are measured relative to the stellar radii, which in turn are determined by matching the effective temperatures, stellar densities, and stellar metallicities to models (either theoretical stellar evolution models, as done for example for most HAT systems, or by utilizing empirical models calibrated with stellar eclipsing binary systems, as has been done for many WASP systems). Any systematic error in the stellar radius would lead to a proportional error in the planet radius, and the fact that the largest planets are more commonly found around the most evolved (and largest) stars is what one would expect to see if there were significant unaccounted-for systematic errors. Here we consider a variety of potential systematic errors, and argue that none of these are responsible for the observed correlation.
Eccentricity: -One potentially important source of systematic errors in this respect is the planetary eccentricity, which is constrained primarily by the RV data, and which is needed to determine the stellar density from the measured transit duration, impact parameter, and radius ratio. The host stars of the largest radius planets are among the hottest, fastest rotating, and highest jitter stars around which transiting planets have been found (e.g., Figure 16 , and Hartman et al. 2011c) . For these systems the eccentricity is typically poorly constrained, and circular orbits have often been adopted.
20 If the systems were actually highly eccentric, with transits near apastron, then the stellar densities would be higher than what was inferred assuming circular orbits, and the stellar and planetary radii would be smaller than what has been estimated. There are, however, several large planets transiting moderately evolved stars for which secondary eclipses have been observed, providing tight constraints on the eccentricity (e.g., TrES-4b Knutson et al. 2009 , WASP-12b Campo et al. 2011 , HAT-P-32b Zhao et al. 2014 , and WASP-48b O'Rourke et al. 2014 . Moreover, 20 If circular orbits are not adopted, then there is a bias toward overestimating the eccentricity as shown by Lucy & Sweeney (1971) . This bias may affect some of the earliest discovered planets especially.
the most inflated planets are on short period orbits, where we expect circularization. This expectation has been observationally verified in cases where sufficiently high precision RVs have been possible, or when secondary eclipse follow-up observations have been made. We also note that at least for the majority of the very large radius HAT planets, when the eccentricity is allowed to vary, the planet and stellar radii determined from the median of the posterior distributions are found to be larger than when the eccentricity is fixed to zero. Impact Parameter: -Another potential source of systematic error is if the impact parameter is in error, perhaps due to an incorrect treatment of limb darkening (e.g., Espinoza & Jordán 2015) . Errors in the impact parameter will translate into concomitant errors in the stellar density, and in the stellar radius and age. In order to over-estimate the size of the planets, the impact parameter would need to have been overestimated. Looking at the distribution of measured planetary impact parameters, however, shows no evidence for this being the case (Figure 17) . The impact parameter for the WASP planets appears to be uniformly distributed between 0 and 1, as expected for random orbital orientations, whereas the HAT planets are, if anything, biased toward low impact parameters (if these are in error, the stars and planets would be even larger than currently estimated).
Stellar Atmospheric Parameters: -Other potential sources of systematic errors include errors in the stellar effective temperatures (if the stars are hotter than measured, they would be closer to the ZAMS) or metallicities, or an error in the assumed stellar abundance pattern (generally stars are modelled assuming solar-scaled abundances). A check on the spectroscopic temperature estimates can be performed by comparing the broad-band photometric colors to the spectroscopically determined temperatures. We show this comparison in Figure 18 where we use the color of the points to show the planet radius. While there is perhaps a slight systematic difference in the V − K vs. T eff⋆ relation between large and small radius planets, with large radius planets being found, on average, around slightly Figure 18 . Photometric V − K color (not corrected for reddening) vs. effective temperature for TEP host stars from HAT and WASP with R P > 0.5 R J and P < 10 days. The blue and red colors are used to distinguish between stars hosting planets with R P > 1.5 R J and R P < 1.5 R J , respectively. No systematic difference in the color-temperature relation is seen between these two classes of planets. Such a difference might have indicated a systematic error in the stellar effective temperature measurements of the stars hosting large planets. redder stars at fixed T eff⋆ than small radius planets, the difference is too small to be responsible for the detected trend between planet radius and fractional host age. Moreover, the difference is also consistent with more evolved/luminous stars generally being more distant from the Solar System than less evolved stars, and thus exhibiting greater reddening. No systematic difference is seen in the host star metallicity distributions of small and large radius planets (Figure 19 ).
Priors Used In Stellar Modelling: -Stars evolve faster as they age such that a large area on the HertzsprungRussell diagram is covered by stellar models spanning a small range of ages near the end of a star's life. As a result, when observed stellar properties are compared to models there can be a bias toward matching to lateages. This well-known effect, dubbed the stellar terminal age bias by Pont & Eyer (2004) , can be corrected by adopting appropriate priors on the model parameters (e.g., adopting a uniform prior on the age). Similarly, failing to account for the greater prevalence of low-mass stars in the Galaxy relative to high-mass stars can lead to overpredicting stellar masses (e.g., Lloyd 2011). For most transiting planets in the literature, these possible biases have not been accounted for in performing this comparison (i.e., generally the analyses have adopted uniform priors on the relevant observables, namely the effective temperature, density and metallicity). While these effects could lead to over-estimated stellar radii, potentially explaining the preference for large radius planets around evolved stars, in practice we only expect such biases to be significant if the observed parameters are not well constrained relative to the scale over which the astrophysically-motivated priors change substantially. To estimate the importance of this effect, we calculate new stellar parameters for each of the HAT TEP systems with R > 1.5 R J . Here we place a uniform prior on the stellar age between the minimum age of the isochrones and 14 Gyr (this amounts to assuming a constant star formation rate over this period), we use the Chabrier (2003) initial mass function to place a prior on the stellar mass, and we assume a Gaussian prior on the metallicity with a mean of [Fe/H]= 0 dex, and a standard deviation of 0.5 dex. The details of how we implement this are described in Appendix A.
We find that for all 17 systems the changes to the parameters are much smaller than the uncertainties (the changes are all well below 0.1%, and in most cases below 0.01%). We also find that the prior on the stellar mass, which increases toward smaller mass stars, generally has a larger impact than the priors on the age or metallicity. The result is that in most cases the stellar masses and radii are very slightly lower when priors are placed on the stellar properties, while the ages are very slightly higher. The latter is due to the prior on stellar mass pulling the solution toward lower effective temperatures, which at the measured stellar densities requires higher ages. We conclude that since the changes in the stellar parameters are insignificant, the correlation between the planetary radii and host star fractional age is not due to biases in the stellar parameters stemming from using incorrect priors.
Theoretical Significance
As we have shown, there is a significant correlation between the radii of close-in giant planets and the fractional ages of their host stars. This correlation is apparently a by-product of the more fundamental correlation between planet radius and equilibrium temperature, but the data also indicate that planetary radii increase over time as their host stars evolve and become more luminous.
Such an effect is contrary to models of planet evolution where excess energy associated with a planet's proximity to its host star does not penetrate deep into the planet interior, but only acts to slow the planet's contraction. Burrows et al. (2000) and Baraffe et al. (2008) are examples of such "default" models. Other examples of such models include Burrows et al. (2007) , who showed, among other things, how additional opacity which further slows the contraction could explain the radii of inflated planets known at that time, and Ibgui et al. (2010) who showed how extended tidal heating of the planet atmosphere can increase the final "equilibrium" radius of a planet. More generally, Spiegel & Burrows (2013) explored a variety of effects related to planet inflation, including the effect on planetary evolution of varying the depth at which additional energy is deposited in the interior (see also Lopez & Fortney 2016 for a recent discussion). If the inflation mechanism only slows, but does not reverse, the contraction, one would expect that at fixed semimajor axis, older planets should be smaller than younger planets, despite the increase in equilibrium temperature as the host stars evolve. This is not what we see (Figure 11 , also Section 4.1.1).
On the other hand theories in which the energy is deposited deep in the core of the planet may allow planets to become more inflated as the energy source increases over time (Spiegel & Burrows 2013) . Examples of such models include tidal heating of an eccentric planet's core as considered by Bodenheimer et al. (2001) , Liu et al. (2008) and Ibgui et al. (2011) , or the Ohmic heating model proposed by Batygin & Stevenson (2010) ; Batygin et al. (2011) (though see Huang & Cumming 2012 and Wu & Lithwick 2013 who argue that this mechanism cannot heat the deep interior). Our finding that planets apparently re-inflate over time is evidence that some mechanism of this type is in operation.
SUMMARY
The existence of highly inflated close-in giant planets is one of the long-standing mysteries that has emerged in the field of exoplanets. By continuing to build up the sample of inflated planets we are beginning to see patterns in their properties, allowing us to narrow down on the physical processes responsible for the inflation. Here we presented the discovery of two transiting highly inflated planets HAT-P-65b and HAT-P-66b. The planets are both around moderately evolved stars, which we find to be a general trend-highly inflated planets with R 1.5 R J have been preferentially found around moderately evolved stars compared to smaller radius planets. This effect is independently seen in the samples of planets found by HAT, WASP, Kepler, TrES and KELT. We argue that this is not due to observational selection effects, which tend to favor the discovery of large planets around younger stars, nor is it likely to be the result of systematic errors in the planetary or stellar parameters. We find that the correlation can be explained as a by-product of the more fundamental, and well known, correlation between planet radius and equilibrium temperature, and that the present day equilibrium temperature of closein giant planets, which increases with time as host stars evolve, provides a significantly better predictor of planet radii than does the initial equilibrium temperature at the zero age main sequence.
We conclude that, after contracting during the premain-sequence, close-in giant planets are re-inflated over time as their host stars evolve. This provides evidence that the mechanism responsible for this inflation deposits energy deep within the planetary interiors.
The result presented in this paper motivates further observational work to discover and characterize highly inflated planets. In particular more work is needed to determine the time-scale for planet re-inflation. The expected release of accurate parallaxes for these systems from Gaia should enable more precise ages for all of these systems. Many more systems are needed to trace the evolution of planet radius with age as a function of planetary mass, host star mass, orbital separation, and other potentially important parameters. Furthermore, the evidence for planetary re-inflation presented here provides additional motivation to search for highly inflated long-period planets transiting giant stars. We gratefully acknowledge R. W. Noyes for his many contributions to the HATNet transit survey, and we also gratefully acknowledge contributions from J. Johnson, and from G. Marcy to the collection and reduction of the Keck/HIRES observations presented here. The authors wish to recognize and acknowledge the very significant cultural role and reverence that the summit of Mauna Kea has always had within the indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct observations from this mountain.
The physical parameters of transiting planet host stars are determined by comparing the observed parameters T eff⋆ , ρ ⋆ and [Fe/H] to theoretical stellar evolution models. In practice the light curve analysis produces a Markov Chain of ρ ⋆ values, which we combine with simulated chains of T eff⋆ and [Fe/H] values (we assume the three parameters are uncorrelated, and that T eff⋆ and [Fe/H] have Gaussian uncertainties). For a given (ρ ⋆ , T eff⋆ , [Fe/H]) link in the chain, we perform a trilinear interpolation within a grid of isochrones from the YY models to get the corresponding stellar mass, age, radius, luminosity, and absolute magnitudes in various pass-bands. Our interpolation routine can use any combination of three parameters as the independent variables, below we make use of this feature using the mass, age and metallicity as the independent variables. The resulting chain of stellar physical parameters is then used to provide best estimates and uncertainties for each of these parameters.
As discussed in Section 4.1.3 this process may lead to systematic errors in the stellar parameters if priors are not adopted to account for the intrinsic distribution of stars in the Galaxy. The prior is applied as a multiplicative weight that is associated with each link in the Markov Chain. The weights are calculated as follows.
Let P m (m), P t (t), and P [Fe/H] ([Fe/H]) be prior probability densities to be placed on the stellar mass, age and metallicity, respectively. Here we use the Chabrier (2003) initial mass function for the prior on the stellar mass, a uniform distribution for the prior on the stellar age, and a Gaussian distribution with mean 0 dex and standard deviation 0.5 dex for the prior on the metallicity. Further, let C m (m), C t (t), and C [Fe/H] ([Fe/H]) be the corresponding cumulative distributions of these prior probability densities.
For a given (m, t, [Fe/H]) link generated from an input set of (ρ ⋆ , T eff⋆ , [Fe/H]), we find m 
be the vector running from the m − point to the m + point, and similarly for v t and v [Fe/H] , the weight w is then calculated as
where the denominator is the volume of the parallelepiped spanned by the three vectors. We use these weights in calculating the weighted median and 1σ confidence regions of each parameter chain. 
