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Abstract
Standard filtering techniques for structural parameter estimation assume that the input force is either known
or can be replicated using a known white Gaussian model. Unfortunately for structures subjected to seismic
excitation, the input time history is unknown and also no previously known representative model is available.
This invalidates the aforementioned idealization. To identify seismic induced damage in such structures
using filtering techniques, force must therefore also be estimated. In this paper, the input force is considered
to be an additional state that is estimated in parallel to the structural parameters. Two concurrent filters are
employed for parameters and force respectively. For the parameters, an interacting Particle-Kalman filter is
used to target systems with correlated noise. Alongside this, a second filter is used to estimate the seismic
force acting on the structure. In the proposed algorithm, the parameters and the inputs are estimated as being
conditional on each other, thus ensuring stability in the estimation. The proposed algorithm is numerically
validated on a sixteen degrees-of-freedom mass-spring-damper system and a five-story building structure.
The stability of the proposed filter is also tested by subjecting it to a sufficiently long measurement time
history. The estimation results confirm the applicability of the proposed algorithm.
Keywords: Stochastic system identification, Kalman filtering, Particle filtering, Parameter tracking,
Vibration monitoring, Seismic input, Force estimation
1. Introduction
Stochastic parameter estimation problems are characteristically categorized as nonlinear stochastic in-
verse problems. The related forward problem nonlinearly maps a set of model parameters to the correspond-
ing measurements. Among the existing methods for inversely estimating the parameters, methods defined
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using a state space formulation are found to be popular [1–7] due to the relative ease in the estimation.
Within this scope, filtering based recursive online system estimation techniques [8–10] are shown to be
more efficient in using available measurements.
Filtering-based inverse estimation recursively employs (i) the Bayesian belief propagation technique
(i.e. Chapman-Kolmogorov equation) to model the current estimate evolving over time and (ii) subsequent
minimum mean square error (MMSE) based correction of the current estimate using the available measure-
ments.
To execute the Chapman-Kolmogorov equation in discrete time, a state space model is needed to repli-
cate the system dynamics in discrete time. For filtering-based parameter estimation algorithms, the system
is usually defined using a state-space formulation of the dynamic model with parameters additionally ap-
pended to the unobserved state vector and collectively observed through the response measurements. Due to
the nonlinear relationship of the unobserved parameters (as augmented states) to their respective observation
(i.e. measurements), parameter estimation problems are inherently nonlinear. Over the years, Particle Filter
(PF) [11–13] has been established as a better estimator than several other nonlinear variants of Kalman filter
(KF) (e.g. Extended [8] or Unscented [14, 15] KF) for nonlinear problems [16–18]. However, the relatively
high computational cost of PF is sometimes the major concern [19].
In most of the filtering-based parameter estimation algorithms, the system states and parameters are
usually estimated jointly as an extended state vector [16, 20–22]. Being model based, these filters optimally
estimate the parameters of a quasi-steady model of the real dynamic system. Nonetheless, any time variance
in the system dynamics may cause the estimation to completely diverge yielding a false or infeasible solu-
tion. By decoupling the estimation of states and parameters (also called Rao-Blackwellisation [23–25]) and
applying separate but interacting filtering strategies that attempt conditional estimation of states based on
parameters and vice versa, time varying system model parameters can be optimally estimated. The benefit of
such dual estimation over joint estimation strategies is discussed in [26]. Along similar lines, an interacting
filtering strategy has been employed in [27] for damage detection in a flexible plate, where a particle filter
is employed on a reduced order numerical model followed by an update of the particle positions through an
Extended Kalman Filter (EKF).
Techniques for dual estimation of states and parameters by coupling two concurrent EKFs were pro-
posed in [28, 29], whereas a dual estimation technique with two parallel PFs was used in [30, 31]. This
approach not only ensures greater stability in the estimation, but also helps to keep the system dimension
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within limits. However, while the EKF based algorithms are reported to be not efficient with highly non-
linear systems [32], implementation of PF based dual estimation raises concerns regarding computational
expense [19]. It should be noted that, while the parameter estimation is a nonlinear problem, the state es-
timation focuses on a linear process model. One can thus exploit this by engaging different filter types for
state and parameters, such as Interacting Particle-Kalman filters (IPKF) [33] which make a clever use of
costly PF for parameter estimation while standard KF handles the linear state estimation problem. Such
techniques have a definite computational cost, which can be handled by integrating them in parallel com-
puting methods (GPGPU) as in [34]. The major advantage of IPKF is that, with the strategy of decoupling
the estimation of states and parameters, the state dimension can always be maintained at a reasonable size.
Ultimately, the optimal convergence of any filtering based parameter estimation algorithm depends on
the information on the system input. Traditionally, while the time series of the system input is usually
unknown, a stationary white Gaussian noise (WGN) model of it is however assumed to be available. Nev-
ertheless, for systems subjected to non-stationary unknown input, traditional approaches fail to provide an
optimal solution. A typical example would be the problem of monitoring structural health with seismic
force as input which can not be modeled as a stationary WGN. A breakthrough can however be achieved
by recursively updating the information about the seismic force and then supplying this information to the
damage detection filter to achieve optimal structural health estimation.
In order to estimate the system input parallel to state, an unbiased minimum-variance linear state es-
timation filter without any a priori assumption on the input was pioneered in [35]. A practical method
improving the filter used in [35] was later proposed in [36]. Other relevant works on joint state and input
estimation involve the development of unbiased minimum variance optimal filters with no direct transmis-
sion term in the system formulation [37]. A modification is then proposed in [38] that relates a system to
its direct transmission term. In [39], similar filters targeting issues related to numerical instability in the
estimation, especially when the systems are redundantly instrumented, were proposed. An augmented KF
(AKF) approach for input estimation was developed in [40]. However, he concluded that with AKF, the
unobservability of the system may lead to instability in the estimation.
As mentioned above, estimating the force acting on a time invariant system using a dual PF approach
was attempted in [31]. In a more recent study [41], joint input-parameter estimation was discussed for a
time-varying system subjected to seismic excitation using the UKF technique. Their proposal is based on
an AKF approach that augments the parameters and system inputs together in a very large state vector.
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Additionally, the system under consideration is time invariant with no sudden change in parameters in the
course of estimation.
[42] discussed an EKF-based joint input-state-parameter estimation which handles all three components
in an extended state vector. When implemented with particle filtering, this strategy may become intractable
since a large dimensional state space has to be explored with particles that might be computationally im-
practical. [43] proposed a coupled DKF-UKF algorithm in which the DKF (Dual KF) algorithm estimates
the input required for an UKF filter that estimates the state and parameters. Again, no sudden change in
parameters (and therefore in the system) is addressed in this approach.
It is evident from the above discussion that, while there exists sufficient research on joint state and input
identification for time invariant linear systems, similar research for time varying systems is scarce. Force
estimation for a time varying system is however crucial, especially for typical SHM problems, since the
anomalies in structural systems are mostly due to some rare events involving high magnitude forces for
which no prior prediction can be made. Thus, in order to develop a robust SHM algorithm, these uncertain
forces need to be estimated alongside and communicated to the core SHM algorithm for greater precision.
In this paper, we develop a novel technique to detect damage in the presence of non-stationary input. A
two-stage filtering strategy has been adopted, in which the first filter detects damage in the system while
the second estimates the required force statistics in parallel. The required input information is estimated
employing a KF parallel to the IPKF.
With seismic force as input, the innovation uncertainty of each KF is due to: i) inexact parameters, ii)
error in the input, and, iii) measurement noise. Within each KF, this approach considers seismic force as
WGN and assumes that the innovation is due to the inexact input only. This makes it easier to obtain a
first estimate for the force by inverse mapping of the innovation. Obviously, this estimate is not conditional
upon the current measurement and therefore is not optimal. The force filter then observes this predicted
force estimate through measurements and error in the prediction is estimated. The prior estimate for force is
then corrected to yield an estimate of the input that is conditional upon the current measurement. Updated
information regarding the input is then fed back to the IPKF filter to update the covariance of the noise
process.
Most filtering techniques assume that there is no correlation between the process noise and the measure-
ment noise. However, the correlation becomes vital, especially for mechanical systems whose dynamics
are defined using ambient forcing as the process noise (and not as system input), and the acceleration as
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measurement. Eventually, for such system descriptions, the process noise and the measurement noise are
correlated. However, this invalidates the standard gain estimation that assumes that there is no correlation
between the noise processes. For damage detection, the IPKF filter used in [33] has been modified to han-
dle a system with correlated noise process. There is some literature that discusses similar correlated noise
process in estimation e.g., [44–46]. The correlation has been taken into consideration in this paper and the
derivation of the gain specific to this problem is presented in the Appendix.
Last, the performance of particle filter based estimation of high dimensional parameters is enhanced
by defining a new evolution strategy for the particles. This strategy is based on the trend of the parameter
evolution and discourages abrupt changes/updates to the parameters by avoiding infeasible estimation and
subsequent divergence in the solution. For the numerical problem, a sixteen DOF system has been excited
using El Centro earthquake (May 18, 1940 in CA, USA) vibration data (Data source: http://peer.
berkeley.edu/research/motions/) and the proposed algorithm is employed to identify the damage
online. A second numerical example is considered using a 3D lumped mass approximation of a base-excited
five-story building. The robustness and stability of the proposed filter were further tested for a prolonged
time and the results are found to be promising.
2. Problem definition
The differential equation governing the dynamics of a mechanical system with (n× n) order mass,
damping and stiffness matrices being M, C and K respectively subjected to seismic excitation q̈g(t) can be
represented as:
Mq̈(t)+Cq̇(t)+Kq(t) =−Mτq̈g(t)+ ṽ(t) (1)
where q(t), q̇(t) and q̈(t) are (n×1) order displacement, velocity and acceleration respectively. q̈g(t) is the
seismic excitation subjected to the structure and ṽ(t) is the ambient forcing acting on the structure. τ is a
matrix that defines how seismic excitation at some nodes affects the whole structure. Thus, to define this
base excited system with a fixed-base, the actual base excitation has been replaced with equivalent inertia
force at nodes, i.e. −Mτq̈g(t). The simulated responses are therefore relative to the fixed base. The state
space representation of the dynamics is presented below with the process and measurement noises where
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(2n×1) order state vector is observed by a (m×1) output measurement collected at m instrumented DOFs.
ẋ(t) = Fcx(t)+Bcu(t)+Gcv(t) (2a)
y(t) = Hcx(t)+Dcu(t)+Lcv(t)+w(t) (2b)
where [u(t)]n×1 = τq̈g(t). Fc, Bc, Hc and Dc are time dependent state, input, measurement and direct
transmission matrices respectively defined in continuous time domain. Details of all the matrices along


































[v(t)]n×1 is the process noise for the system that takes care of the model uncertainty (vm(t)) and the ambient
forcing (ṽ(t)). Thus v(t) can be considered as v(t) = vm(t)+ ṽ(t). w(t) is the sensor noise in the measure-
ment. lm is an m× n matrix that is defined based on the sensor locations and measured DOFs in order to
choose the response at the measured DOFs only.
Since discrete measurements will be used for the estimation, the discrete time formulation of Equation
2 can be presented with xk, yk, F, B, G, H, D, L, uk, vk and wk as the discrete time counterparts against
their corresponding continuous time entities. The system model is defined as time varying since the stiffness
parameters vary in time. The corresponding state matrix F and measurement matrix H are defined with their
dependence on the stiffness parameters θ . Mass parameters are however considered to be time invariant and
known a priori. Accordingly, the mass matrix and its dependants, i.e. B, G, D and L are assumed to be
constant and known from now on.
xk = Fkxk−1 +Buk +Gvk (3a)
yk = Hkxk +{Duk +Lvk +wk} (3b)
where Fk = F(θk) and Hk = H(θk).
Here, the discrete time input matrix uk signifies the input to which the system is subjected after (k−
1)th time instant, which drove the system states xk−1 to xk. The system states are further observed at
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the kth time instant as measurement yk. System state matrix F and measurement matrix H are assumed
here to be functions of parameter θk, which denotes the parameter values during the time interval k−1th
to kth time instant. Process uncertainty at kth instant is replicated using a realization of process noise vk
drawn from a Gaussian distribution of zero mean and time invariant covariance Q. The measurement yk is
finally contaminated with measurement noise at kth instant. The time indices for the stochastic variables are
selected as in [47].
The problem assumes that the stochastic properties of both process noise vk and sensor noise wk are
known and therefore can be modeled as WGN with constant covariance Q and R respectively. The possi-
bility of any mutual correlation between uk, vk and wk is ignored. Last, a WGN model is needed for the
stochastic input uk, which is basically the seismic force with no previously known available model. The
basic objective of this proposal is therefore to estimate the unknown and non-stationary input alongside
states and parameters and then feed this information back for optimal parameter estimation.
In this context, a crucial aspect should be noted. Measurement uncertainty (see bracketed terms in
Equation 3b) is not only due to sensor noise wk, but also to the stochastic nature of vk and uk. Obviously,
as a combination of vk, uk and wk, the resulting measurement noise is thus correlated to vk and uk, even if
the sensor noise wk is uncorrelated to any of the other noises. Nevertheless, standard filtering gain, which
is based on an assumption that process and measurement noises are orthogonal, is no longer valid.
In this paper, the existing IPKF algorithm [33] is used as the basis for detecting damage in the system
in the presence of measurement noise. However, since IPKF employs a traditional KF that does not take
correlation between the noises into account, an improvement in the gain estimation is made to tackle the
correlated noise processes in the system (see Appendix for more details). The capabilities of the IPKF
strategy used are further enhanced by developing an additional force filter to make it robust against non-
stationary input force statistics.
3. The present approach
The IPKF algorithm, developed in [33] and further improved for practical implementation in [34], is an
efficient approach for handling parameter estimation for time varying systems. The idea is to nest a set of
linear KFs for state estimation within a PF environment that estimates the parameters. This makes it possible
to use relatively less expensive linear KF for linear state estimation problem while the costly PF approach is
employed only for parameter estimation. In turn, this approach not only helps lower computational costs by
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reducing the dimension of the state vector required to be estimated by particles, but it also ensures stability
in the estimation for time varying systems by decoupling the estimation of states and parameters.
Bayesian belief propagation requires that an explicit analytical integration be solved for the entire do-
main of states. This is however straight-forward as long as the problem is linear and the states are assumed
to be Gaussian. The current problem is nonlinear, so explicit analytical integration over the entire param-
eter space is not possible. Furthermore, no assumptions regarding the stochastic nature of the parameter
states are meant to be enforced. PF attempts a particle approximation of this integration by propagating
the system uncertainty through a cloud of N independent parameter particles Ξk = [ξ 1,ξ 2, · · · ,ξ N ]. The
system dynamics are defined by the evolution of this particle set over time. At any arbitrary time step k, the








where a Gaussian blurring is performed on ξ ik−1 with a shift δξk and a spread of σ
ξ
k
1. The evolved particles
are then weighted, based on their likelihood against the current measurement.
3.1. The IPKF algorithm
In the IPKF, state estimation is performed using a set of KFs within the PF environment where each
of the KFs is associated with one value of the corresponding parameter particles, ξ ik ∈ {ξ ik}, for which the
state estimation is performed. The {ξ ik} set is generated around the old particle set {ξ ik−1} by perturbation.
The KF is thus employed to estimate the states, xk, while the PF does a particle approximation (weighted
averaging) on all particles in {ξ ik} to yield an estimate for the parameters, θk.





H(ξ ik). The stochastic nature of the system input due to ambient and seismic forces is defined using a
stationary WGN model for vk with covariance Q and a non-stationary WGN model of covariance Sk for uk.
The cumulative covariance for the process noise is therefore:
Qk = BSkBT +GQG (5)
With this system model, KF estimates the system state conditioned on the current estimate of the parameter
particle ξ ik. The state and measurement equations for the system presented in Equation 3 can thus be defined
1A+BN(µ;σ) means A+Bz where z follows N(µ;σ)
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as:
xk = Fkxk−1 +N(0,Qk) (6a)
yk = Hkxk +N(0,Rk) (6b)
where Rk = DSkDT +LQLT +R.
In what follows, the estimation procedure for this state-space system is described for an arbitrary time
step k. The estimation involves propagating the current state estimate xik−1|k−1
2, through the system con-
ditional on the current parameter estimate for each ith particle in order to predict xik|k−1. Predicted state
estimate is then improved using current measurement yk to obtain the posterior estimate xik|k. This process
is repeated for all particles yielding a set of posterior estimates for states {xik|k; for all i = 1,2, · · · ,N}.




































where Kik is the gain matrix. It can be verified from Equations 6a and 6b, that both the process and
measurement noises (i.e. N(0,Qk) and N(0,Rk) ) of the system are functions of Q and therefore obviously
correlated. This is usual for the state space formulations of mechanical systems with acceleration response
considered as measurement. Typical Kalman gain derivation, which assumes that there is no correlation
between process and measurement noises, is thus not valid for this kind of formulation. The derivation of
this gain matrix specific to this problem is discussed in the Appendix to this paper.




Evidently, IPKF represents input force using a non-stationary WGN model with time varying covariance
Sk (see Equation 5). Therefore, to achieve greater precision in parameter estimates, covariance of time
varying input force has to be estimated recursively. Targeting this, the current proposal implements a second
filter to estimate the time history of the system input uk from which the input covariance Sk is estimated
online 3.
The force filter estimates the input force uk as system state conditioned on the current parameter es-
timate, ξ ik. The system dynamics described in Equation 6a is therefore redefined separating out the input
forces from the WGN model N(0,Qk) (see Equation 6a).
x(I)k = Fkxk−1 +Buk +N(0,GQG
T ) (8)
where x(I)k is the modified state with the superscript (I) signifying that the input information has been
presented separately. This definition will help in identifying the relation between input force and output
measurement which will be used further to define a system with input as system state. The system is further





Combining Equations 8 and 9, the measurement equation can be obtained as:





It should be understood that the system presented in Equations 8-10 and Equation 6 actually represents
the same system dynamics. However, when the system is estimated using Equations 7a-7e, the Kalman
innovation (see Equation 7c) will be centered around (HkB+D)uk with an associated uncertainty defined
in Equation 10. The innovation, therefore, contains the information on the current force. Clearly, if an
optimal estimation for the force is available, the uncertainty in the innovation estimation can be reduced.
In what follows, the estimation procedure for the system defined in Equation 8 with uk as system state
will be discussed. For each nested KF, current estimates (not the true value) of parameter and state affect the
uncertainty in the innovation. From Equation 3b, it can be seen that the innovation uncertainty is dependent
3Sk is calculated using particle approximation of force estimates for all particles and is described in detail together with other
particle approximated entities in the next section.
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on: (i) inaccuracy in parameter estimates, (ii) measurement uncertainty and (iii) error in force estimates. We,
however, force an assumption that the Kalman innovation ε ik (see Equation 7c) for each particle is solely
due to the input. This allows us to redefine innovation uncertainty (see Equation 7c) with its dependency on
input force estimates as:
ε
i












Here uik is an estimate of seismic force uk at k
th instant with an associated Gaussian error model.
By means of inverse mapping, the force can be defined as the combination of the normalized innovation















where † signifies pseudo-inverse. An approximated process model for force estimation at any arbitrary time






with ûik = (H
i
kB+D)







Here, it can be observed that the prediction related to force depends on the particle estimates and thus has
an index i associated with it. This in turn demonstrates that force estimates are conditional on current state
and parameter estimates. However, this prior estimate is conditional on the propagated system state xik|k−1
and therefore needs to be corrected.
Two different uncertainties are associated with the estimation of uik|k−1: (i) external uncertainty with
covariance Qik (due to process and measurement noise in the main system), (ii) internal uncertainty with
covariance (Pu)ik|k−1 (due to estimation inaccuracies). The prediction for the mean (uik|k−1) and covariance











Here, the notation COV [x] is analogous to COV [x,x], while later in this paper, the notation COV [x,y] is
used to define covariance between two different variables x and y.
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Predicted force estimation uik|k−1 must then be observed through the measurement to calculate the es-
timation error. From the measurement equation, the innovation associated with uik|k−1 can be estimated
as:





Thus uk acts as the unobserved state variable for the force filter, while yk is the corresponding observation.










































= (HikB+D) is the observation matrix for the force filter.
Finally, the initial state estimates obtained using the IPKF are corrected by incorporating the corrected
input information obtained through the force filter.
xik|k = xik|k +Bu
i
k|k (19)
This corrected estimate is then used as the prior estimate for the next IPKF iteration.
3.3. Particle approximation
In the following, the likelihood of each particle is calculated based on the innovation mean and covari-
ance of each KF. This likelihood information is used to update the normalized weight for each particle. The

























A time varying covariance Sk is defined for the non-stationary input uk, and is estimated by selecting a
window of the past estimated inputs. This is obviously a conditional estimate of the covariance of the input







{uk− j|k− j− ūk|k}2 (22)
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where δk is the window size and ūk|k is the mean of force estimates within that window. uk|k are the particle








3.4. Evolution strategy for particles
In PF, the particle evolution plays a crucial role in driving the current estimates towards the actual
solution. This involves replacing particles with low likelihood with new particle realizations generated
from the high probability zone. The particles are commonly perturbed around their current position by
adding a pre-fixed variability. This strategy does not utilize the history of particle evolution over time.
Thus, if an unrealistic estimation (due to measurement outliers or numerical instability in the computation)
occurs, it might affect the estimation procedure. An erroneous set of particles can even drive the estimate
far away from the actual parameter. Sometimes this divergence is so strong, that it can never return to its
desired position, leading to complete divergence of the algorithm.
For the time invariant system, when the target solution is fixed, a prefixed variability can still be prac-
tical. However, with time varying systems, the target solution changes its position over time. Thus, only
persistent updates in the particle position should be allowed. This persistent change can be evaluated by
taking a weighted average of the particle history and its current estimate. This does, however, slow down the
update, but also to some extent restricts any abnormal updating from disrupting the estimation procedure.
In this paper, a dual strategy is proposed for parameter evolution that uses the memory of its past evo-
lution trend (i) to shift the current particle position and (ii) to define the spread of the particle perturbation.
The standard kernel smoothing for parameters leads to an over dispersed approximation of posterior co-
variance which might cause loss of information in the long run [48]. A shrinkage rule was proposed in
[49, 50] by introducing a monotonically decreasing function h which asymptotically approaches to 0 as N
tends to infinity. A similar strategy has been used in this paper to correct the over-dispersion problem of the






ξ̄k represents the particle mean of all the parameter particles at time instant k while ξ ∗
i
k represents the shifted
position of the particle. Each particle is thus shifted from its previous position ξ ik−1 towards its particle mean
ξ̄k−1. α is a tuning parameter that decides how much weight should be assigned to the past history of the
evolution and should be decided based on the number of available particles N. While a low value confers
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more confidence on the past history and thus ensures stable and smooth convergence, it slows down the
convergence. On the other hand, with a high value for α , new estimates are given more priority. Although
it yields rapid updating, it may sometimes lead to divergence as well. A value within the range 0.8 to 0.95
usually gives good results.
To add variability to the current particle position ξ ik, instead of adding a constant perturbation, it is
decided to exploit the evolution history for a proper selection of the perturbation magnitude. This ensures
that if the parameter is changing, the variability magnitude will gradually increase, allowing the change to
be adapted by widely-separated particles. On the other hand, if the parameter maintains an almost constant
position, the variability slowly decreases and stops at a minimum fixed value σξ0 , making it possible for the










Here δk is the window length within which changes in parameter particles ξ̄k are tracked. |•| is the modulus








The proposed approach is presented in the form of a pseudo-code in Algorithm 1.
4. Numerical Validation
Numerical studies are used to establish the applicability of this algorithm. Two test structures are con-
sidered (i) a 16 DOF mass-spring-dashpot system with a seismic excitation in one direction, and (ii) a
five-story asymmetric building subjected to bi-directional seismic excitation. Details of each numerical
simulation are presented below.
4.1. 16 DOF mass-spring-dashpot
A sixteen degrees of freedom mass-spring-damper system is considered here as the test structure. The
system is excited with El Centro earthquake excitation (May 18, 1940 in CA, USA, direction North-South)
vibration data (Data source: http://peer.berkeley.edu/research/motions/). For the sake of prac-
ticality, it has been assumed that the earthquake arrived two seconds after the monitoring began and that
damage is initiated at the third second of the procedure. All the mass blocks are assumed to have the same
14
Algorithm 1 IPKF with force filter algorithm
1: procedure IPKF-FF(yk,Qk,Rk) . Measurements and noise covariances
2: Initialization at time instant k = 0;
3: Define system matrices F(θ),H(θ) (with θ as argument) and B,D,G,L
4: Obtain process and measurement noise Q and R
5: Initialize particles {ξ i0} . Parameter particles
6: Initialize state estimates: {xi0|0} and {P
i





7: for <each kth measurement yk> do







9: evolve {ξ ik−1}→ {ξ ik} . Particle evolution , see Section 3.4 and Equations 24-26
10: Set Sk = Sk−1|k−1 as its best estimate
11: for <each particle ξ ik ∈ {ξ ik}> do
12: procedure KALMAN FILTER(ξ ik) . For i
th particle ξ ik ∈ {ξ ik}






k) and Qk = BSkB
T +GQG
14: Perform prediction, innovation and correction steps as per Equations 7a-7e
15: end procedure
16: procedure FORCE FILTER(xik|k)
17: Perform prediction, innovation and update steps as per Equations 15 , 16 and 17
18: . see Equation 14 and Equations 16-19 for detail





22: procedure PARTICLE RE-SAMPLING(ξ ik)
23: Calculate weights for each particle ξ ik ∈ {ξ ik} and re-sample
24: Perform particle approximations for xk|k,Pk|k,uk|k, ξ̄k . see Equations 20, 21, 23
25: end procedure
26: procedure FORCE STATISTICS ESTIMATION({ui|i}k−δk:k, δk)
27: If <k > δk> : Sk|k = 1δk ∑
δk
j=0{uk− j|k− j− ūk|k}2 . see Equation 22







properties, with mass 10kg and that the stiffness of all springs are 8,000N/m. The schematic diagram is
given in Figure 1. Damage is initiated at the sixth DOF by reducing spring stiffness to 2,000N/m.
Figure 1: Schematic diagram of the 16 DOF test structure
The test structure is subjected to the seismic excitation at the first node. Apart from seismic forcing,
a stationary WGN of variance 1 is applied as ambient excitation acting on all the nodes of the structure.
Acceleration response is collected as measurement. Four different case studies are performed assuming
16, 8, 4 and 2 available measurement channels. The locations of the instrumented nodes are selected
as per this structure: [16/Nm : 16/Nm : 16], where Nm denotes the number of instrumented channels. The
measurements are sampled at a frequency of 50Hz for a signal length of 2048 samples. These measurements
are contaminated with a stationary WGN of variance 0.1. The proposed approach is then applied to the
contaminated signal to simultaneously estimate state, parameter (i.e. indications of damage) and the input
seismic excitation.
In practice, a good implementation of PF with an accurate model usually runs well with a few thousand
particles [51]. For damage detection problems, in which the model is not accurate, the particle size may be
slightly larger. Obviously the precision of the IPKF filter is proportional to the number of particles used.
However, the cost of computation increases with the number of particles. Based on our previous experience
with IPKF filter [33], this current proposal is simulated using 2,000 particles for which the precision is
observed to be sufficient. Initial distribution for all the parameters is set to be Gaussian distributed with their
mean set at their undamaged stiffness value with a coefficient of variation selected as 5%. The parameters
evolve over time based on their likelihood and no assumption regarding their distribution is applied.
A value of 104N2/m2 has been used as σξ0 while α has been selected as 0.95 for all case studies. For
the first 100 iterations, a constant value for Sk|k of 100m2/s4 has been supplied. The window lengths for
tracking the force covariance (see Equation 22) and for tracking change in particles (see Equation 25) have
been selected as 100 and 50 respectively. Zero order hold technique is employed for time discretization.
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(a) 16 Channel measured signal (b) 8 Channel measured signal
(c) 4 Channel measured signal (d) 2 Channel measured signal
Figure 2: Parameter estimation for 16, 8, 4 and 2 channel measured signal
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The results of the parameter estimation presented in Figure 2 and Figure 3 describe the estimation of
the forces compared against their true values. From Figures 2 and 3, it is evident that by reducing the
number of available sensors, the quality of the estimation decreases. For a two channel measured signal,
the damage has not been identified properly and the force estimation performance is also poor. However, it
can be concluded that for a 16 DOF system, a minimum of 4 sensors can be used to estimate the damage in
the system, while precisely estimating the input excitation. It can also be seen, that the damage estimation
is quite prompt and sufficiently accurate to raise an alarm as soon as the damage occurs. Furthermore, we
did not experience any occurrence of false alarm during this study.
(a) 16 Channel measured signal (b) 8 Channel measured signal
(c) 4 Channel measured signal (d) 2 Channel measured signal
Figure 3: Estimation of input excitation for 16, 8, 4 and 2 channel measured signal
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Figure 4: Schematic diagram of the five-story test structure
Figure 5: Plan of the five-story test structure
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4.2. Five-story asymmetric building
The second test structure is a five-story asymmetric building. The building is replicated using a three
dimensional lumped mass model with each mass block having three free DOFs: two translational DOFs
in direction x and y and a rotational DOF in z direction. Figure 4 gives the schematic diagram of the test
structure together with its lumped mass approximation. The column translational stiffnesses in direction x,
y and the rotational stiffness in direction z are listed in Table 1. Based on the distribution (as described in
Figure 5) of column stiffnesses, the center of rotation for the building is found to be offset by a distance
of 0.4m and 0.5m in the direction of x and y respectively from the center. The mass blocks are assumed to
have the same translational mass of 2,000kg and rotational mass of 5,000kg−m2.
The simulation details for the lumped mass model of the test structure are given below. The local
stiffness matrix for an arbitrary ith story of the structure is constructed as:
Ki =

kxi 0 −eyikxi −kxi 0 eyikxi
0 kyi −exikyi 0 −kyi exikyi
−eyikxi −exikyi kxyi eyikxi exikyi −kxyi
−kxi 0 eyikxi kxi 0 −eyikxi
0 −kyi exikyi 0 −kyi −exikyi








where kx, ky and kxy are the story stiffnesses in respective directions. ex and ey are the eccentricities of the
rotation center of the building from the geometric center and have the value of ex = 0.4m and ey = 0.5m.








































The mass matrix is assembled as:
M =

M1 0 0 0 0
0 M2 0 0 0
0 0 M3 0 0
0 0 0 M4 0








The damage in this building is incorporated by reducing all stiffness values at third floor level by 50%.
The damaged system is then base-excited using bi-directional El Centro earthquake excitation where its
north-south and east-west components are applied in the x and y directions of the building respectively. The
simulated response accelerations are measured at the sampling frequency of 50 Hz for a sample length of
2,048 which is then contaminated with 2% WGN as sensor noise. Three case studies are performed with
i) measurements at all ten translational DOFs in x and y directions, ii) measurements at five translational
DOFs (two in x direction at the second and fourth floors and three in y direction at the first, third and fifth
floors) and ii) measurements at five translational DOFs (1,4,7,10 and 13) only in x direction.
Table 1: Column stiffnesses in x, y and rotational DOFs
Column index kx kN/m ky kN/m kxy kNm/rad
A-I 90 80 200
A-II 60 80 200
B-I 90 120 200
B-II 60 120 200
Once again, 2,000 particles are used for system identification and the same value for α and the initial
value of Sk|k as in the previous example have been used. 1% of the base value of each stiffness component
is considered as the σξ0 .
The parameter estimation results are given in Figure 6a-6i for all three case studies. It is evident from
the figures that with the decrease in the number of measurement signal channels, the estimation performance
depletes (see Figure 6a-6f). It should also be noted that, while damage is occurring in both x and y directions,
instrumenting the system only in x direction leads to estimation of damage in kx only. The damage in ky is not
sensed by the proposed algorithm (see Figure 6g-6i). This happens when there is weak correlation between
stiffnesses in different directions, for which damage in one direction fails to show a prominent signature in
response in other directions. Thus, damage in one direction is not observable from measurement in other
directions. In this specific case, there is actually no correlation between x and y directions, which leads to a
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(a) Estimation of kx (b) Estimation of ky (c) Estimation of kxy
Case Study 1: Ten channel measured signal: sensors in both directions (x and y)
(d) Estimation of kx (e) Estimation of ky (f) Estimation of kxy
Case Study 2: Five channel measured signal: sensors in both directions (x and y)
(g) Estimation of kx (h) Estimation of ky (i) Estimation of kxy
Case Study 3: Five channel measured signal: sensors in only x direction
Figure 6: Parameter estimation for all case studies.
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failure in detecting damage in y direction. However, when the system is adequately instrumented (see Case
Study 1), this weak correlation can still be sensed, which is evident from the results of the first case study.
From Figures 6a-6i it can be observed that, by reducing the number of measurement channels, the esti-
mations are sometimes affected by unobservability issues. The reason behind this is the use of a simplistic
model to define the system dynamics: each node is connected to its neighbouring nodes only by defining
the correlation between nodal responses through a simple model. Response states at a particular node are
therefore only observable if its immediate neighborhood is instrumented. Still, for real field SHM, sim-
plistic system models are commonly employed in order to facilitate quick and cost-effective monitoring
which obviously comes at the cost of accuracy. The results presented for this specific numerical simulation
demonstrate that the damaged elements can be identified with acceptable accuracy.
The time varying selection of particle perturbation magnitude is further demonstrated in Figure 7. It can
be observed that while the parameters corresponding to the damaged stories were changing, the perturbation
width is also increased accordingly. On the other hand, for the undamaged stiffness entities, the perturbation
width narrows down to its minimum specified level (i.e. δσξ0 ), allowing them to stabilize over time.
The estimated earthquake excitation for the first two successful case studies is presented in Figure 8.
Again, a decrease in the precision of input estimation can be observed. Finally, a separate case study with
ten measurement channels has been developed (with all other details the same as before) to demonstrate the
robustness of the proposed algorithm. The system estimation is processed for a five-minute long collected
measurement (time series of length chosen as 15,630 samples) before the earthquake arrived at the 100th
second causing damage initiation at the 105th second. This example demonstrates that the proposed filter
is stable over prolonged use and also sensitive to changes in the system whenever encountered. The results
pertaining to this example are presented in Figures 9 and 10. Individual analysis of all three estimation
results presented in Figure 9 might occasionally give a false perception of damage in undamaged stories.
However, in order to identify the actually damaged story, one should analyze all three results simultaneously.
Thus, if an index is set that takes a weighted sum of kx, ky and kxy, the actual damaged story can be easily
identified without any ambiguity.
Finally, it should be noted that the measurements employed in these numerical experiments are base
relative, which is not always available for real structures subjected to ground motion excitation. Special
kinds of sensors (e.g. GPS antenna [41]) can be used to collect base relative measurements, but they are
costly. The capability of this algorithm is, however, not limited to seismic force only, and can be extended
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Figure 7: Variation of particle perturbation magnitude over time for kx, ky and kxy: Case Study 1
(a) Ten Channel measured signal (b) Five Channel measured signal
Figure 8: Estimation of earthquake excitation on the building for ten and five channel measured signal
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(a) Estimation of kx (b) Estimation of ky (c) Estimation of kxy
Figure 9: simulation on robustness of the algorithm for ten-minute long system monitoring
(a) Earthquake in x direction (b) Earthquake in y direction
Figure 10: Earthquake excitation estimation for the robustness simulation
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for any force identification problems. For such problems, the measurement models always have to be
changed depending on the available measurements. This proposal hopes to demonstrate the capability of
the algorithm by means of a tractable numerical problem and therefore such a system definition has been
adopted. Thus, in the absence of base-relative accelerations, the state vector should be observed through
strain measurements (if available) using strain-displacement relationship as the measurement model. This
will alleviate the requirement of base-relative measurements and make the algorithm more compatible for
integration in real-world health monitoring systems. There exist numerical methods [52] for converting
measured acceleration into inter-story drift ratio that can also be a cost effective measurement option for
health estimation of real-life building infrastructures.
5. Conclusion
In this paper, we present a novel particle filter based technique to estimate the health parameters of
systems subjected to an unknown input force of arbitrary distribution using its noise contaminated response
measurement. This is done by incorporating a second filter parallel to the state-parameter estimation filter
(i.e. IPKF) to identify the force and feed this information back to the first filter. The paper also defines a
new gain matrix in order to handle systems with correlated process and measurement noises. A new particle
evolution technique is also introduced that can help to stabilize the solution and thus indirectly alleviates the
requirement of high number of particles to handle complex systems. Numerical simulations are performed
on a mass-spring-damper system and a five-story building to demonstrate the proposed method successfully
identifying the damage. A robustness test is also performed by running the proposed filter for a long time
showing no instance of becoming unstable at any point in time.
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Appendix A. Modification in gain calculation
In this section, the derivation of the improved gain matrix is discussed for the system described in
















Sk−1|k−1 has been employed as the best estimate for COV [uk|y1:k−1]. The other covariance terms are
estimated as:
(A.2)
COV [xik;yk|y1:k−1] = COV
[
{Fikxik−1 + Buk + Gvk};




























T + LQGT Hik
T
+ LQLT + R
The gain can then be estimated as:
Kik =COV [x
i
k;yk|y1:k−1]COV [yk;yk|y1:k−1]−1 (A.4)
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