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The coupling of cold atoms to the radiation field within a high-finesse optical resonator, an optical
cavity, induces long-range interactions which can compete with an underlying optical lattice. The
interplay between short- and long-range interactions gives rise to new phases of matter including
supersolidity (SS) and density waves (DW), and interesting quantum dynamics. Here it is shown that
for hard-core bosons in one dimension the ground state phase diagram and the quantum relaxation
after sudden quenches can be calculated exactly in the thermodynamic limit. Remanent DW order
is observed for quenches from a DW ground state into the superfluid (SF) phase below a dynamical
transition line. After sufficiently strong SF to DW quenches beyond a static metastability line DW
order emerges on top of remanent SF order, giving rise to a dynamically generated supersolid state.
Cold atoms offer a broad range of possibilities to
investigate properties of strongly interacting quantum
many-body systems [1]. Bosonic particles in optical lat-
tices [2] became a standard experimental tool to simu-
late the quantum mechanics of the Bose-Hubbard model
[3], a paradigmatic theoretical model displaying Mott-
insulating (MI) and superfluid (SF) phases[4]. In most
experiments implementing an optical lattice the atoms
have only short range interactions, but it is known that
longer-range interactions lead to new phases, like super-
solids and density waves, and interesting dynamics [5, 6].
One way to extend the interaction range is to couple the
atoms to an optical cavity, which can propagate interac-
tions between atoms, making the interactions effectively
long-ranged [7]. In combination with an optical lattice
[8] recently an experimental setup was established [9], in
which short- and long-range interactions compete and
show density wave (DW) and supersolid (SS) phases.
Subsequent theoretical studies using mean field theory
[10–14] and Monte-Carlo simulations [15] supported the
experimental observation of these new phases. However,
the quantum dynamics of the cold atoms in the combined
optical cavity / optical lattice is still elusive.
A widely used set-up to study experimentally and theo-
retically the non-equilibrium dynamics of a closed many
body quantum system is a sudden quench, in which a
system is prepared in its ground state and system pa-
rameters are rapidly set to new values [16]. The central
question addresses the nature of the system’s stationary
state after a long time evolution under its determinis-
tic quantum dynamics. Non-integrable systems are ex-
pected to evolve into a thermalized state, in which local
observables can be characterized by thermal expectation
values [17–27] , whereas integrable systems develop into
a state described by a generalized Gibbs ensemble[28–
36]. Sudden quenches have been studied for bosons in
optical lattices experimentally [37] and theoretically [38].
The underlying Hamiltonian, the Bose-Hubbard model,
is known to be non-integrable, and thus the dynamics
expected to thermalize, but numerical studies, compris-
ing DMRG in one dimension [39], t-VMC in higher di-
mensions [40] or numerical dynamical MFT [41] indicate
non-thermal behaviour for strong quenches.
In this letter we analyze the effect of cavity-induced
interactions on the dynamics of bosons in an optical lat-
tice We show that for hard-core bosons (i.e. strong on-
site repulsion allowing only single-particle occupancy) in
one dimension the ground state phase diagram and the
quantum relaxation after sudden quenches can be calcu-
lated exactly in the thermodynamic limit. In general the
presence of long-range interactions renders this system
non-integrable, but the cavity-induced interactions have
a special form that allow for an analytical solution. We
first determine the resulting ground state phase diagram
comprising MI, DW and SF phases, and then study the
quantum relaxation after sudden quenches starting with
DW and SF ground states, which give rise to dynami-
cal phase transitions. Although the ground state phase
diagram does not display a SS phase we will show that
non-equilibrium states with simultaneous DW and SF or-
der do exist.
Bosons in an optical lattice with cavity-induced long-
range interactions are described by an extended Bose-
Hubbard model [42, 43]. As in the experimental set-up
of [9] we consider the case in which the lattice constant
of the optical lattice is half the wave length of the cavity
mode. Then, for square lattices or chains, the Hamilto-
nian is given by [9]
Hˆ =− T
∑
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where bˆ†
r
(bˆr) are the Bose creation (annihilation) opera-
2tors, nˆr = bˆ
†
r
bˆr the number operators, N the lattice size,
T the tuneling constant, U the on-site repulsion, µ the
chemical potential and ε the strength of the infinite-range
interactions induced by the cavity. The cavity-induced
long-range interactions are represented as the square of
the density wave order parameter xˆ
xˆ =
1
N
(∑
r∈e
nˆr −
∑
r∈o
nˆr
)
(2)
where e and o stand for even and odd lattice sizes,
respectively. Within the path integral representation
of the partition function this square appears in the
exponent and can thus be linearized by performing
a Hubbard-Stratonovic transformation, introducing an
auxiliary field. In the thermodynamic limit N → ∞
this auxiliary field can be integrated out by a saddle
point integration [44] yielding the effective Hamiltonian
H(x) in which the term −εNxˆ2 in (1) is replaced by
−2εNxxˆ + εNx2 with x the value of the auxiliary field
at the saddle point given by the self-consistency equation
x = 〈xˆ〉GS(Hˆ(x)) , (3)
the ground state expectation value of the imbalance. The
equivalence of the two Hamiltonians Hˆ and Hˆ(x) with
(3) is valid for bipartite lattices in arbitrary dimensions
in the thermodynamic limit N →∞.
We consider the large U -limit, excluding multiple site
occupancies, in 1d, which is experimentally realizable by
an appropriate modification of the setup of [9]. The
Hamiltonian for a system of length L is thus given by
Hˆ(x) =− T
L∑
j=1
(
aˆ†jaˆj+1 + aˆj aˆ
†
j+1
)
+ εLx2
−
∑
j even
(µ+ 2εx)aˆ†j aˆj −
∑
j odd
(µ− 2εx)aˆ†j aˆj
(4)
and can be solved analytically. aˆ†j (aˆj) are the hard-
core Bose creation (annihilation) operators. A Jordan-
Wigner transformation followed by a Fourier transfor-
mation takes the Hamiltonian to the fermionic form
Hˆ(x) = −
∑
k>0
(c†k, c
†
k−pi)
(
αk γk
γk βk
)(
ck
ck−pi
)
+ 2εx2
(5)
with k = (2n − 1) · pi/L, n = 1, 2, . . . , L/2, αk =
µ + 2T cos(k), βk = µ − 2T cos(k) and γ = 2εx. The
k and k − pi modes can be decoupled by a canonical
transformation diagonalizing the Hamiltonian Hˆ(x) =∑
0<k<pi/2 2[Λkηˆ
†
kηˆk +Λk−pi ηˆ
†
k−pi ηˆk−pi +2εx
2]. The ener-
gies of the eigenmodes are Λk = −µ − λk and Λk−pi =
−µ + λk with λk = (T
2 cos2(k) + ε2x2)1/2, thus λk =
λpi−k. While Λk < 0 for all k ∈ (0, pi/2), in an inter-
val of k the Λk−pi-s can be positive. We characterize a
MI SF DW
km 0 ∈ (0, k˜m) pi/2
x 0 0 ∈ (0, 1/2]
ρ 1 ∈ (1/2, 1) 1/2
∆e > 0 0 > 0
TABLE I: Characterization of the Mott insulating (MI), su-
perfluid (SF) and density wave (DW) of the ground state
phases of the Hamiltonian (4). Here x is the imbalance (3), ρ
the particle density, ∆e the energy gap and km the minimum
wave number of the eigenmodes occupied in the ground state.
given state by a wavenumber km, so that 〈ηˆ
†
k ηˆk〉km = 1
for all k and 〈ηˆ†k−pi ηˆk−pi〉km
= 0 for k ∈ (0, km) and 1 for
k ∈ (km, pi/2). The energy per site is given by: e(km) =
L−1
∑
k∈(0,km)
Λk + L
−1
∑
k∈(km,pi2 )
(Λk + Λk−pi) + εx
2.
Using the representation
xˆ =
1
L
∑
k>0
(
cˆ†k cˆk−pi + cˆ
†
k−pi cˆk
)
(6)
the self-consistency equation
x =
εx
pi
∫ km
0
dk
1√
T 2 cos2(k) + ε2x2
(7)
for the expectation value x of the imbalance in the given
state is derived. In the ground state e0 = minkm e(km).
The self-consistency equation always has the trivial
solution x = 0 and up to two non-trivial solutions
x ∈ (0, 1/2]. The stable solution minimizes the ground
state energy e0. If x solves Eq. (7), then −x is also a so-
lution, resulting in two equivalent ground states and thus
in a broken Ising symmetry. With respect to the values
of km and x, three phases can be distinguished: Mott
insulating (MI), superfluid (SF) and density wave (DW).
Table I summarizes the values of km, the imbalance x,
the density ρ = 〈ρˆ〉GS = 1/L
∑
j〈aˆ
†
j aˆj〉GS and energy gap
∆e in the three phases. The upper bound k˜m of km in
the SF phase is given by k˜m = 2·arctan[exp(piT /ε)]−pi/2
and µ/T = 2 cos(k˜m) is the meta-stability line in Fig. 1.
As the energy gap ∆e vanishes in the SF phase, the SF
ground state is a critical ground state. Due to x 6= 0
the Ising symmetry is broken in the DW phase. Fig-
ure 1 shows the phase diagram for the Hamiltonian (4):
The phase transition between the DW state and the MI
state or the SF state is of first order. The value of km
and concomitantly x and ρ display a discontinuity at the
transition point. In the SF phase km varies continuously
and the transition between the SF and the MI states is
continuous. Due to the vanishing energy gap ∆e in the
SF phase, the SF correlation function 〈aˆ†j aˆ
†
j+r〉GS decays
algebraically with the distance r, while in the DW phase
the SF correlation functions decay exponentially.
3FIG. 1: (Colour online). Phase diagram of the
one-dimensional Bose-Hubbard model with cavity-induced
infinite-range interactions in the hard-core boson limit. There
are three phases: Mott insulating (MI), superfluid (SF) and
density wave (DW). The metastability line separates the re-
gions with one (below) and two (above) non-trivial positive
solutions of the self-consistency equation (7) for x in the DW
phase.
Next we turn to the non-equilibrium dynamics gov-
erned by the Hamiltonian (4) and compute the time evo-
lution of the imbalance x(t) as well as the time-dependent
SF correlation functions 〈aˆ†j aˆ
†
j+r〉t after a sudden quench.
The system is prepared in its ground state for a given set
of parameters and then driven out of equilibrium by set-
ting (T0, µ0, ε0)→ (T , µ, ε).
The time evolution operator exp(−ıHˆt), with Hˆ given
by (4), can for infinitesimal time-steps t be treated in
the same way as the partition function above, result-
ing in an effective time-dependent Hamiltonian Hˆ(t) de-
scribing the dynamics. Hˆ(t) is identical with the Hamil-
tonian Hˆ from Eq. (4) but with x replaced by a time-
dependent function x(t) that fulfils at each time t the
self-consistency equation x(t) = 〈ψ0|xˆ(t)|ψ0〉, where xˆ(t)
is the operator xˆ from Eq. (6) in the Heisenberg picture.
This also guarantees that the total energy is conserved
under the time evolution, i.e. ∂ 〈Hˆ(t)〉 /∂t = 0. The rep-
resentation (5) is then used to derive equations of motion
for cˆ†k(t) and cˆ
†
k−pi(t) and their Hermitian adjoints in the
Heisenberg picture. Expressing them in the free fermion
operators that diagonalize the momentary Hamiltonian
Hˆ(t) yields a system of 2L coupled ordinary first order
differential equations for the time-dependent Bogoliubov-
FIG. 2: (Colour online). Inset : Time evolution of the
imbalance x(t) after quenches (µ0/T0 = 1, ε0/T0 = 4) →
(µ/T = 1, ε/T ) with ε/T = 3.5 (−), 3 (−), 2.5 (−), 2 (−),
1.5 (−), 1 (−). The staggered lines indicate the value xstat of
the imbalance in the stationary state. Main panel : Values of
xstat after different quench protocols: (µ0/T0 = 0.5, ε0/T0)→
(µ/T = 0.5, ε/T ) with ε0/T0 = 4 (•), 3.5 (•), 3 (•), 2.5 (•), 2
(•), 1.5 (•). The staggered lines indicate the dynamic phase
transition according to (8).
FIG. 3: (Colour online). Time evolution of the SF cor-
relation function 〈aˆ†j+raˆ
†
j〉t (main panel) and the imbal-
ance x(t) (inset) after the quench (µ0/T0 = 1, ε0/T0 = 4) →
(µ/T = 1, ε/T = 1) from the DW into the SF phase. Colour
code: t = 0 (•), 2 (•), 4 (•), 6 (•), 8 (•), 10 (•). The ex-
ponential decay with r is preserved under the dynamic phase
transition. The correlation length changes during the relax-
ation process to a larger value in the stationary state.
parameters. Their time-derivative also depends on x(t),
which is determined with the time-dependent version of
(6) involving again the Bogoliubov-parameters. The non-
linear system of ordinary differential equations is then
integrated numerically using standard methods [45].
In the following we focus on quenches which change ε
and keep T and µ constant [46]. For quenches starting in
the DW phase the imbalance does not vanish in the initial
state. If the strength of the infinite-range interactions
is decreased x(t) shows a fast decay after the quench
and reaches a stationary state with only small oscillations
around its stationary value xstat (inset of Fig. 2). The
value of xstat is shown in the main panel of Fig. 2 for
different quench protocols. The dynamic phase transition
4FIG. 4: (Colour online). Main panel : ε/T -dependence
of xmax in the vicinity of the dynamic phase transition
for quenches with (µ0/T0 = 1, ε0/T0 = 0) → (µ/T = 1, ε/T ).
The dynamic phase transition is indicated by an increase of
xmax. Insets: Time evolution of the imbalance for the quench
protocols with ε/T = 2.35 (below the dynamic phase transi-
tion) and ε/T = 2.4 (above the dynamic phase transition).
The value of the perturbation x0 is 10
−6.
between the DW and the SF phase occurs when xstat goes
to 0, which is the case at
(ε/T )crit =
2ε0/T0
2 + ε0/T0
(8)
independently of the chemical potential µ. We checked
whether superfluidity emerges after a DW to SF quench
by calculating the time-dependent SF correlation func-
tions 〈aˆ†j+r aˆ
†
j〉t. The result is shown Fig. 3, showing that
the correlations decay exponentially after the quench im-
plying the absence of SF order also for xstat = 0.
For quenches starting in the SF phase it is x(t = 0) = 0
which implies that x(t) = 0 is a solution of the self-
consisteny equation for all t > 0. In the following we test
the stability of this solution adding a small perturbation
x0 to the imbalance. We find that for quenches not too
deep into the DW phase x(t) remains close to 0 (left inset
of Fig. 4). However, for stronger quenches on the other
hand the value xmax of the maxima in the oscillations of
x(t) becomes much larger than the perturbation x0 (right
inset of Fig. 4). We can identify a sharp dynamical tran-
sition between a region for which the solution x(t) = 0 is
stable and a region for which it is not stable (main panel
of Fig. 4). This dynamical transition coincides with the
metastability line within the DW phase and thus depends
on the chemical potential in contrast to the dynamical
phase transition after quenches from the DW into the
SF phase. Denoting the distance to the dynamic phase
transition with δ, i.e. δ = (ε/T ) − (ε/T )crit, we find
power-law dependences xmax ∝ δ
1/2 and tmax ∝ δ
−1/2
for small values of δ with xmax the value of the maxima
of the oscillations of x(t) and tmax the time of the first
maximum of x(t) after the quench.
For quenches from the SF phase into the DW phase
across the metastability line we find that the SF corre-
FIG. 5: (Colour online). Time evolution of the SF correlation
function 〈aˆ†j+raˆ
†
j〉t after the quench (µ0/T0 = 1, ε0/T0 = 0)→
(µ/T = 1, ε/T = 2.5) from the DW into the SF phase. The
algebraic decay of the SF correlation function in the initial
SF ground state (scattered black line) is preserved under the
dynamic phase transition, but for x(t) > 0 the curve splits up
into two curves for even and odd distances between the spins.
lation functions still decay algebraically indicating the
simultaneous presence of quasi-long-range SF order and
DW order, see Fig. 5. Consequently the system attains
dynamically generated supersolid (SS) properties after
strong enough quenches from the DW into the SF phase,
which is not the ground state, but a high energy state.
Furthermore it is interesting to note that for times with
x(t) > 0 there is an even-odd modulation of the SF corre-
lation functions which increases with x(t) and which dis-
appears when the imbalance goes back to 0 (see Fig. 5).
The density modulations reflect even-odd modulations of
the SF correlation functions.
To summarize we have solved exactly the statics
and non-equilibrium dynamics of a system of hard-core
bosons in 1d with cavity-induced long-range interactions.
Although the ground state phase diagram does not dis-
play a supersolid region, i.e. a phase with simultaneous
SF and DW order, we have shown that high energy states
can dynamically generate (quasi-)supersolid order with
periodically modulated DW and SF correlations in the
stationary state. Our predictions can be tested exper-
imentally by an appropriate modification of the cavity-
setup used in [9] and recording the time evolution as in
[47]. Since the system turns out to be integrable in the
thermodynamic limit and therefore does not thermalize it
is an intriguing question whether soft-core lattice bosons
in a cavity in one or higher dimension show similar emer-
gent density modulations together with sustained super-
fluidity after quenches from the SF phase into the DW
phase. In the affirmative case it would indicate the ab-
sence of thermalization in a non-integrable system after
specific quenches from the SF phase into the DW phase.
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