lattices occur in a natural way in the study of rational approximations to p-adic numbers. Periodicity of a sequence of approximation lattices is shown to occur for rational and quadratic p-adic numbers. and for those only, thus establishing a p-adic analogue of Lagrange's theorem on periodic continued fractions. Using approximation lattices we derive upper and lower bounds for the best approximations to a p-adic number, thus establishing the p-adic analogue of a theorem of Hurwitz.
INTRODUCTION
The applications of p-adic approximations to finding all solutions of a diophantine equation (cf. Cl]), to error-free computation by the so-called Hensel-codes using a computer (cf. [9] ), and to the factorization of polynomials (cf. [ 1.51) lead to the following questions. How well can a padic number be approximated by rational numbers? Does there exist an efficient algorithm to compute the best rational approximations to any padic number? Mahler [IO] , Schneider [ 131, Bundschuh [4] , and Browkin [3] considered the second question by generalizing the theory of real continued fractions to the p-adic case in various ways. In the real case the best rational approximations to some real number CI are just the convergents from the simple continued fraction expansion of CC It turns out that in the proposed p-adic analogues many convergents are bad approximations, and it seems that a simple and satisfactory p-adic continued fraction algorithm does not exist.
A third question is whether there exists a p-adic analogue of the theorem of Lagrange, which states that the simple continued fraction expansion of a real number a is periodic if and only if 01 is quadratic irrational. This result plays a vital role in real diophantine approximation theory. Analogous theorems have been obtained for some local fields by Browkin [3] and Harringer [S] , and in the p-adic case there are partial results by Browkin [3] , Bundschuh [4] , Deanin [7] , Harringer [S] , and Mahler [ll] . 70 0022-3 14X/86 $3.00
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In this paper we study these three questions using the concept of approximation lattices of a p-adic number, motivated mainly by two publications of Mahler [ll; 12, Chap. 43 . For a p-adic number a and a positive rational integer m, consider the lattice r,,, of all pairs of rational integers (P, Q) such that IP-Qcrl, 6~~". In Section 2 we observe that there is a correspondence between p-adic integers and sequences of approximation lattices. Periodicity of a sequence of approximation lattices is introduced. The third question is then answered in the affirmative in Theorem 2.1. In Section 3 best approximations with respect to a convex norm @ are introduced, and an algorithm to compute them is presented. It is a variant of the euclidean algorithm, in this p-adic context for the first time proposed by Mahler [ 12, Chap. 43 . Thus the second question is answered. In Section 4 we derive p-adic analogues of the following wellknown results in the real case. Let a be a real number, and p/q a rational number. If p/q is a best approximation to u, then Ic( -p/q1 d q-*. If ICI -p/q1 6 (2q*) ~ ', then p/q is a best approximation to tl. If a is irrational, then there are infinitely many solutions p/q of the inequality ICI -p/q1 6 (,,,hq*)-'.
Th e constants that occur in the p-adic case are well-known lattice constants depending on the norm @. The obtained constants are shown to be best possible, using an ingenious lemma of Tijdeman on the approximation of real matrices by integral ones. This answers the first question. Finally in Section 5 we study periodicity of a sequence of @-reduced bases of approximation lattices of a p-adic number ~1, where @ is a norm. It is shown that, depending on tl and @, this periodicity may occur for rational and elliptic a, but does not occur for hyperbolic a. (ii) The set r,= {(P, Q)EZ': IP-Qu~,<P-~J is called the mth approximation lattice of a.
The structures of the sequences of approximation lattices of a and 51 ' do not differ essentially. Hence we may assume that MEZ~. Then CL,E Z. and pk 1 ~1, for m = 0, 1, 2,.... The approximation lattices satisfy the following properties. The proofs are left to the reader. LEMMA 2.1. (i) r,,, is u lattice in Z2 of rank 2.
(ii) r, = Z2. (iii) T,+icT,.
(iv) The index of r,,, + , in r,,,, defined as # (r,,,/r,,, + , ), is p. Then gcd(P, R)= 1 or gcd(Q, S) = 1. By considering inverse lattices if necessary, we may suppose that the latter holds. It then follows easily that for every m 2 0 there exists a~m~;ZwithOd~,dpm-1,suchthatj(p",O),(~m,1)}isabasisof/i,. Observe that exists in Z, (throughout this section we denote by lim the p-adic limit). Then A, is the mth approximation lattice of p. If ord,(fi) = 0, then A; l is the mth approximation lattice of BP '. If ord,(j?) = k > 0, then A; l is the (m-k)th approximation lattice of p-i for ma k. Thus we have the following result.
FUNDAMENTAL
OBSERVATION.
There is a one-to-one correspondence between the ring of p-adic integers Z, and the set of sequences of lattices Returning to the standard basis of Iw', we have
Eliminating 4 we obtain
X12c12 -(Xl1 -xz2)a -x*1 = 0.
Since xij E Q (i, j = 1,2) it follows that a is algebraic of degree at most 2.
To prove the if-part of the theorem, first suppose that a is rational, a=PfQsay,withP,QEE,gcd(P,Q)=l.LetR,SEiZsatisfyPS-QR=l.
Since a E Z,, p does not divide Q. Hence gcd(Q, S) = 1. It follows that {U'> Q), ( P"R P"S) 1 is a basis of r,,, for all m 2 0. Periodicity follows by choosing for all m 2 0, using the remark following Definition 2.3.
Next suppose that CI is quadratic irrational, say that act*+bu+c=O holds, with a, b, c E Z relatively prime, and d = b2 -4ac not a square. Put h = f ord,(d) and d' = dp--2h. In order that a E Q, exists, the following conditions should hold:
Choose eeZ such that ord,(e+aa) = h if h >O, and e=O if h =O. Put q = pmh(e + aa). Since 2aa = -b + & we find that q is an algebraic integer. Let 6 be the quadratic order generated by 1 and q (for the theory of quadratic orders see [2, Chap. 21 ). The discriminant of 0 is d', which is not divisible by p. Put This is a prime ideal in 0 lying above p. We have for m = 1,2, 3,...,
If m > 2h + 1, then the mth approximation lattice r, of CI is related to gmph as follows:
(note that Pa + Qe E 0 (mod ph) since PE Qct (mod p")). Choose a rational integer k 2 1 such that /z" is principal, say bk = (4), with 4 E 0. By (2), the linear mapping b;" + km+ k defined by 5 + 45: induces a linear mapping Z Z2 + Z* with z(f', Q, = (P', Q',, P' -Q'cr = q5( P -Qct).
If (P, Q)E~, then (P'-Q'a(,<p ""+k'. We claim that (P', Q')E~,+~. Put 4 = .Y + .VV with X, y E L. Then
Since mod ph Pe + Qc = Qor(e -aa -b) = -Qa(2aa + 6) = -Qcr $I= 0,
we have P', Q' E Z. Thus (P', Q') E r,,,. It follows that B(J',) = r,,,,,. In any lattice /1 c R2 there is at least one nonzero point (P, Q) with minimal norm @, a so-called first successive minimal point of A Fix such a (P, Q). In the set of lattice points that are independent of (P, Q) there is a point with minimal CD, a second successive minimal point of A. Two successive minimal points can be found such that they form a basis of ,4, a socalled @-reduced basis. We apply this to approximation lattices of p-adic numbers. DEFINITION 3.1. Let GI E h,, let CD be a norm. The nonzero pair of rational integers (P, Q) is called a nearly @-best approximation to a if all nonzero approximations to a of smaller norm than (P, Q) have smaller approximation order than (P, Q). A nearly @-best approximation (P, Q) to a is said to be a @-best approximation to a if all approximations to a of norm equal to that of (P, Q) have approximation order at least that of (P, Q,.
It follows immediately that a nearly @-best approximation to a of order m is a first successive minimal point in r,,, (and possibly also in some other approximation lattices of a). Hence it belongs to a o-reduced basis of r,. The following algo~thm computes a @-reduced basis of a lattice A t !R2, starting from any basis. If the p-adic expansion CEO ai pi of CI E h, is known completely (or partially), then bases of (some) approximation lattices of a are known by Lemma 2.l(vii). The above algorithm may then be applied to compute @-best approximations to cc We do not give the (easy) proof of the correctness of the algorithm. It is essentially the euclidean algorithm. In the context of p-adic approximation theory it is essentially due to Mahler [12, Chap. 4 J. It has recently been rediscovered by several authors in different contexts (cf. [9, 161) . It works well in practice to compute good rational approximations to any p-adic number (cf. is satisfied by any nearly @-best approximation to a.
(ii) For any p and any a#Q, (3) has infinitely many solutions (P, Q, E z*.
(iii) For p sufficiently large, assertion (iii) becomes false if A(@) is replaced by any larger constant.
The idea behind the proof of part (iii) is to approximate a critical lattice by an integral lattice. We use the following lemma of Tijdeman, which shows that for any lattice A c R2 with det(/l) = 1 and for any integer n > 2, there exists a lattice in Z2 of determinant n which is relatively close to n'f2A. LEMMA 4.1 (Tijdeman [14] ).
Let a, a,, u2, a3, a4 be real numbers with a, a4 -a2a3 = 1 and Iail < a for i = 1,2,3,4. Then for every integer n >, 2 there exist integers A,, A,, A,, A, such that A,A,-A2A3=n and IAi-ua,n1'21 < Cn419(log n)719
where C is a constant depending on a only.
Let R*.* (resp. Z*,*) be the set of 2 x 2 matrices with real (resp. integral) entries. We define the norm j[Mll of a matrix M= (q) E [waft by lIMl1 = maxi,j Im,J. We have 
Proof Fix n Z n,, where n, is a constant depending on a only. Let Ci be the constant in (4) when Lemma 4.1 is applied with 2a in stead of a. Put E = 2C1 n -"'*(log n) 7'9 Choose n, so large that 2~ <a. There exists . an m'E [w2x2 with det(m')= 1 and E < Ilm-mm'/1 ~2s. Then llrn'll 6 llrnll +2.s < 2a. By Lemma 4.1 there exist M,, M,E Z*,* with det(M,)= det(M,) = n and llMl -mn"*ll 6 C,n4'9(log n)'j9, IIM2 -m'nl'*)l < C,n4'9(log n)'j9.
It follows that IIM2-mn1'211 < IIM,-m'n"*ll +n"* (Jm'-ml) < 5C, n419(log n)'19.
Hence (5) holds with C= 5Ci. It remains to prove that MIM;' q! Z*,*. Note that M, #M,, since ((MI -M211 B (Im -rn'jl n"* -IIM1 -mn"*II -IIM2 -m'nl'*ll > .zn'/* -2C, n419(log n)7'9 = 0. where C2 depends on a only. Choose no so large that C,np1'18(log n)7/9 < 1. Then M, M; ' 4 Z2,2.
If n <n, there obviously is a constant C depending on a only such that M,, M, exist with the required properties. 1
Proof of Theorem 4.1. (i) This is a trivial consequence of the definitions of A(@) and nearly @-best approximations.
(ii) Let for some m, a first successive minimal point (P,,, Qm,) in f,,,, be given. Then it satisfies (3). Since a $ Q there are only finitely many integral multiples of (P,,, Qm,) that satisfy (3). Hence there is an m2 > m, for which the first successive minimal points in r,,,, are not multiples of (P,, , em,). The proof is completed by induction.
(iii) Let 0 < E < 4. We shall prove that for every prime p 3 p,, there exists a p-adic integer c1 such that for all (P, Q) E Z2 with (P, Q) # (0, 0),
Here p. is a constant depending on @ and E only. Applying Lemma 4.2 to the matrix ML; 'psi2 we find that there exist matrices K,, K2 E Z',* with det(K,) = det(K,) = p, K, K,' $Z*,* and IJKi -ML,,; lpcs+ ')'*I1 < C, p'/*-1'18(10g P)'/~ (i = 1, 2), (9) where C5 depends on @ only. By K, K,-' 4 Z*,* there exists an i, E { 1,2} such that Ki,L,Ls~~, $ pi?*,*. Put L, + , = K,L,. To prove (7) with s replaced by s+ 1, note that, by (9) and (8) Thus, by (7),
where C7 depends on @ only. For + (k, I) = (1, 0), (0, 1 ), (1, 1 ), and ( -1, 1) if @ is a parallelogram norm, we have @(a, 6) = A (@) ~ 1'2. Then (6) follows from (10) if PO is chosen large enough. Since A is a critical lattice, there exist positive constants C8 and C9, depending on @ only, such that for all other (k, 1)
(cf. [S, p. 1601). By choosing PO large enough, (6) follows from (10) and (11) if Ik] + 111 is small, and from (10) and (12) otherwise. 1
To conclude this section, we give a criterion for an approximation to be nearly @-best. Let @ be a norm. Define c(@)=sup(det(A)), where A runs through the set of lattices with two independent points in B,(G). For any norm @ there exists at least one lattice for which the supremum is reached. For example, c(@~) = 2, and the supremum is reached for the lattice generated by (1, 1) and ( -1, 1) ; c( QE) = 1, and the supremum is reached for any lattice generated by the vertices of a square inscribed in the unit circle. (i) Let (P, Q) be a nonzero pair of rational integers with gcd(P, Q)= 1, such that
Then (P, Q) is a nearly @-best approximation to a.
(ii) In general, (i) becomes false if c(G) is replaced by any smaller constant.
ProoJ (i) Let (I', Q) satisfy (13) . Put ~P--Qx(~= pprn. Let (I", Q') be a nonzero lattice point in r,,,. We have to prove that @(P', Q') 2 @(P, Q). If (P', Q') is an integral multiple of (P, Q), this is trivial. Thus assume P'Q -PQ' # 0. Then, by p" 1 P'Q -PQ', we have pm 6 IP'Q -PQ'I Get@) @(I', Q) @(p', Q').
Combined with (13) this yields the result.
(ii) Let E > 0. We shall prove that for any integer m am0 there exist a p-ad& integer B and an approximation (P, Q) to a, which is not a nearly @-best approximation to ~1, such that
Here m,, is a constant depending on @, p, and E only. In Section 2 we discussed periodicity of the sequence of approximation lattices of a p-adic integer CI in the sense of the existence of a linear mapping that transforms approximation lattices into approximation lattices. Of course, such a mapping transforms bases into bases. In this section we demand for a given norm @ that @-reduced bases are transformed into @-reduced bases. Strong periodicity obviously implies periodicity. Hence, by Theorem 2.1, it may occur only for rational and quadratic p-adic numbers a. Mahler [ 111 and Deanin [7] showed that strong Gperiodicity may or may not occur for reduced elliptic norms Q, of discriminant -4 if c( is elliptic, but that it does not occur if CI is hyperbolic. In this section we prove that for hyperbolic CI and for any norm @ there is no strong @-periodicity, that for elliptic a there is at least one norm @ for which strong @-periodicity does occur, and that for rational a it occurs at least for aM and QE. We need the following characterization of a @-reduced basis. The proof is left to the reader. where C is independent of n. By the convexity of the norm @, this contradicts (19). 1 THEOREM 5.3. Let p be prime, and a E R, n Q. Let @ = @,+, or CD = QE.. Then the sequence of approximation lattices { T,,,)zzO of cc is strongly @-periodic.
Proof: Put a = P/Q, P, Q E Z, gcd(P, Q) = 1. By considering -a in case a < 0 we may assume P, Q > 0. Choose R, SE Z with PS -QR = 1. For all sufficiently large m, (P, Q) is a first successive minimal point in r,,,. Let In both cases, k, E Q. Hence the sequence (k, -[k,] }:=, is periodic, with period length n say. We claim that for QE and eM also the sequence jk, -Km)zCo is periodic with period n. For Qt,, fm(x)* is a quadratic polynomial, which is symmetric about k,. Hence K, is the nearest integer to k,, and the claim follows immediately. For @,,,, put
It is easy to check that depending on m (mod n) only. Put for m large enough then Cm+l=~mCm, and ($m) is periodic. By the remark following Definition 2.3, the sequence (Tm)zzo is strongly Q-periodic. 1
Remark. It seems likely that there is a large family of norms @ for which strong @periodicity occurs for rational c(. Obviously there are norms for which the above method will not work, e.g., norms with k, # 02.
