Abstract. Our main result is the existence of solutions to the free boundary fluid-structure interaction system. The system consists of a Navier-Stokes equation and a wave equation defined in two different but adjacent domains. The interaction is captured by stress and velocity matching conditions on the free moving boundary lying in between the two domains. We prove the local existence of a solution when the initial velocity of the fluid belongs to H 3 while the velocity of the elastic body is in H 2 .
1. Introduction. In this paper, we study the free boundary fluid-structure interaction system first considered by Coutand and Shkoller in [9] . The system models the motion of an elastic body in a viscous incompressible fluid.
The literature contains an abundance of works on the mathematics of fluidstructure interaction. The regularity of solutions was considered for models of rigid body motion in both compressible and incompressible flows. This entailed coupling the Navier-Stokes equations with systems of ordinary differential equations [13, 28] . More recent works have appeared treating the elastic motion of a body in an incompressible flow using coupled Navier-Stokes equation with hyperbolic elasticity equations on fixed domains; for nonlinear models c.f. [22, 3, 4, 18, 19, 20] , and [2, 1, 12] for linear models. Other type of structures were also considered such as plates and beams in addition to strongly damped elastic bodies, see for example [6, 11, 16] .
Two notable works have treated free boundary fluid-structure interaction: The case of incompressible flow was considered in Coutand and Shkoller [9, 10] while the compressible flow case was treated more recently by Boulakia and Guerrero in [7] .
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As in [9] , we consider the incompressible case in which the model consists of an incompressible Navier-Stokes equation coupled with a hyperbolic equation describing elastic motion of a body through the fluid with velocity and stress boundary conditions on the interface lying in between the fluid and the elastic body. Since the problem involves a free moving boundary, the system is better formulated in Lagrangian coordinates which allows us to consider the system on a fixed domain namely the domain at the initial time. Our first result is the regularity of solutions to the system given initial Lagrangian fluid velocity in the Sobolev space H 3 and an initial velocity of the elastic body w 1 in the space H 2 satisfying appropriate compatibility conditions. We note the result in [9] provides existence of solutions and regularity given initial velocity of the fluid and the elastic body in the H 5 and the H 2 spaces respectively. In our result, the obtained regularity of the solution to the fluid velocity is v ∈ C([0, T ];
, while the regularity of the elastic displacement w and the velocity w t fall in the spaces C([0, T ]; H 11/4− (Ω e )) and C([0, T ]; H 7/4− (Ω e )) where > 0 in contrast to the result in [9] where w and w t belong to the spaces C([0, T ]; H 3 (Ω e ))) and C([0, T ]; H 2 (Ω e )). The slight loss of regularity is inherent to the coupled system and has been addressed in works on the system with fixed boundary [18, 19, 20] . We only consider domains with flat boundaries and the the case of a channel type domains for both the structure and the fluid; we impose periodic boundary conditions along the channel.
The difficulties in proving our theorem are three-fold: First, the presence of variable coefficients which depend on the solution v in the Lagrangian formulation of the Navier-Stokes equation requires careful estimates. Second, since the pressure term does not disappear from the energy estimates involving tangential and time derivatives, variable coefficients Stokes type estimates are required to deal with the pressure. Most importantly, the incompatibility between the Navier-Stokes and the hyperbolic equation requires going beyond energy level type estimates of solutions and their derivatives to obtain sharper regularity results. The technique developed in [18] allows for sharper estimates of time derivatives by appealing to the hidden regularity theorem [23] for the wave equation to control boundary terms which do not vanish from the estimates due to the inherent incompatibility between the wave equation and the Navier-Stokes equation. In particular, we establish the regularity of the time derivative v tt in the L 2 (Ω f × [0, T ]) space. In contrast to [18] , proving the regularity result requires carefully combining all tangential and time derivative estimates with the variable coefficients Stokes type estimates for the pressure.
2. The main result. We consider the coupled system of partial differential equations modeling the fluid-structure interaction phenomenon. The problem under consideration is a free moving boundary problem involving a Navier-Stokes equation
and the wave equation w tt − ∆w = 0 interacting on a free interface where the velocity and stress matching conditions are prescribed. Initially, the system is defined on a three dimensional smooth domain Ω = Ω f ∪Ω e where Ω f consists of two channels extending in the directions of the x 1 and the x 2 axes, separated by another channel Ω e in the x 3 direction. For now, we take for Γ c the two disjoint boundaries between the channels Ω f and Ω e to be flat in order to make the analysis more accessible to the reader. The case of a general domain will be treated using ideas from [20] and will be addressed subsequently. The two surfaces comprising the outer boundary of Ω f , denoted by Γ f , are parametrized by (x 1 , x 2 , 0) and (x 1 , x 2 , m 3 ) for m 3 > 0. More precisely,
and
In Eulerian coordinates, the system consists of a Navier-Stokes equation (2.1)-(2.2) in the variables u and p denoting the velocity and the pressure of the fluid defined on the domain Ω f (t) which evolves over time from the initial configuration according to a position function η(·, t) : Ω f → Ω f (t). Similarly, the elastic equation is also defined on a domain Ω e (t) which evolves over time according to the position function η(·, t) : Ω e → Ω e (t). The Navier-Stokes equation (2.1)-(2.2) is formulated in the Lagrangian coordinates in the variables v(x, t) and q(x, t) denoting the velocity vector and the pressure of the fluid respectively over the initial domain Ω f . In other words, we have
Similarly, the elastic equation for the displacement function w(x, t) = η(x, t) is formulated in the Lagrangian framework on the domain Ω e . We consider a linear second order hyperbolic equation with constant coefficients as an approximation to the elastic phenomenon. We thus seek solutions (η, v, w, q) to the system
where i = 1, 2, 3 and the summation convention on repeated indices is understood throughout. Above, the coefficient a i j for i, j = 1, 2, 3 is the ij entry in the 3 × 3 matrix a defined by
In the variables x 1 , x 2 , we impose periodic boundary conditions with period 1, i.e., the functions v, q, and w are periodic with period 1. With the outward unit normal vector with respect to Ω e denoted by N = (N 1 , N 2 , N 3 ), we impose the velocity and boundary matching conditions on the interface Γ c which lies in between Ω f and Ω e as
for i = 1, 2, 3. The condition (2.9) represents the matching of the velocities on the common interface, (2.10) stands for the Dirichlet boundary condition on the fluid boundary, while (2.11) represents the continuity of stresses across the interface.
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w(·, 0) = w 0 in Ω e (2.13)
(2.14)
We also observe that η by definition satisfies the initial condition 15) and thus
Since the system is recast in the Lagrangian variables, it is advantageous to reformulate it so it does not depend on the bijectivity of η. For this purpose, observe that (2.8) implies
where the symbol : denotes the matrix product. We define η by means of the equations
Now, instead of (2.8), we take (2.17)-(2.20) to be a part of our system. The relationship (2.8) may then be deduced by the uniqueness theorem for ordinary differential equations (c.f. proof of Lemma 3.1 below). Throughout the paper we denote
Note that all spaces H s , L 2 pertaining to v and w are in fact (
n , where n = 2, 3, but we omit the exponent n for the sake of simplicity. The following theorem is our main result.
(Ω e ) while w 0 = η| Ωe (·, 0) = I satisfy the compatibility conditions
Proof of Lemma 3.1. Note that (2.17) implies
where B = −a : ∇v. Now, by (2.6), we have Tr B = 0, and thus det a(·, t) = 1 for t ∈ [0, T ). In particular a is invertible for all t ∈ [0, T ). Now, applying the product rule and using (2.19) and (2.17), we get ∂ t (a : ∇η) = −a : ∇v : a : ∇η + a : ∇v whence ∂ t (I − a : ∇η) = (−a : ∇v)(I − a : ∇η). By the uniqueness theorem for the linear ordinary differential systems, a is the inverse of ∇η for all t ∈ [0, T ]. Also, η is a C 1 diffeomorphism; indeed, it is a local C 1 diffeomorphism by the implicit function theorem, while it is bijective by the ODE existence theorem. (i) By (2.19), we have
where we used Agmon's inequality in the last step. Therefore,
(ii) This assertion follows from a : ∇η = I and det(a) = 1. (iii) Denoting the cofactor matrix of ∇η by cof (∇η), we have for
≤ C by the parts (i) and (ii) of this lemma.
FLUID-STRUCTURE INTERACTION PROBLEM

1361
(iv) Using (2.17), we obtain (3.26) for t ∈ [0, T ] which follows from part (iii) of this lemma.
(v) Applying ∂ i to the identity a : ∇η = I, we obtain ∂ i a : ∇η + a : ∇∂ i η = 0, from where
In order to obtain the desired inequality, we estimate ∂ i a in norm using the above expression. We get
(vi) Differentiating (3.27), we get
where we used (3.27) in the last step. We thus obtain
and the part (vi) is established.
(vii) Differentiating (3.27) in time we have
Estimating the terms in norm, we get whence, by (i),
Our starting point is the identity (2.17) which implies
Therefore, letting g(x, t) = a(x, t) − I we have
Hence,
Applying Gronwall's inequality, we have that
Next, we prove the inequality (3.23) for s = 2. We have
We thus obtain (3.23) by replacing with /C in the definition of T .
From here on, the constant T * is relabeled as T . Also, we simplify the notation for all the norms by omitting the indication for the domain as it is always clear from the context. For instance, we write
Next we state a crucial result we need is a pressure estimate for the Stokes system with variable coefficients. Lemma 3.2. Assume that v and q satisfy the system
with i, j = 1, 2, 3 satisfying parts (iii) and (ix) of Lemma 3.1 with a sufficiently small constant > 0. Then we have the following statements.
(i) The functions v and q satisfy
(ii) If in addition, v, q, f , g, and a j i are time dependent and a satisfies the condition in part (iv) of Lemma 3.1, we have
Before the proof, we apply this lemma (with s = 0, 1) to the system (2.5)-(2.6) with the term v t considered as force. First, using (i) with s = 0, we obtain
Also, using (i) with s = 1, we get
where (D ) 2 v denotes the matrix (∂ ij v) i,j=1,2 . Similarly, using (ii),
and thus using (3.36) and
Proof of Lemma 3.2. (i) Let φ be a solution of the elliptic problem
We then invoke the Stokes estimate from [30, Proposition 2.3] and obtain
we get
(3.46)
Now we use the properties (3.23) and (3.24) of a to obtain
and if is a sufficiently small positive constant, we obtain (3.33) with s = −1. For s = 0, the inequality (3.46) becomes
Now, we estimate each term involving a. For the second term on the right side of (3.48), we have
where we used the Sobolev inequality and the assumptions on a. Similarly, we estimate the first and the third terms on the right side of (3.48) in order to obtain
Absorbing these terms into the left side of (3.48), and choosing sufficiently small, we obtain (3.33) for s = 0.
We next treat the case s = 1 by again appealing to the inequality (3.46) obtaining
We again estimate separately the terms involving the coefficients a j l . We thus have
where we used the assumptions on a in (3.23) and (3.24) in addition to the Sobolev inequality. Similarly, we have
The inequality then follows for s = 1.
(ii) We differentiate the system (3.30)-(3.32) in time to get
and thus, using (i) with s = 0,
Proceeding to bound the terms containing factors of a we have
, and let v, q, w, w t satisfy the system (2.5)-(2.7), then we have the inequalities
Proof of Lemma 3.3. Observe that w solves the elliptic problem ∆w = w tt ,
on Ω e with the Dirichlet boundary condition
Hence, w satisfies the estimate
and (3.55) follows by applying the trace inequality on the second term. Similarly, the function w t satisfies the elliptic problem ∆w t = w ttt with the Dirichlet boundary condition
and (3.56) follows by applying the trace inequality.
The following estimates are similar to those in Lemma 3.2 except for using the Neumann-stress boundary conditions. Lemma 3.4. Assume that v, q, w, w t are as in Theorem 2.1. Then we have
with an additional assumption T ≤ 1/C for a sufficiently large constant C > 0.
Proof of Lemma 3.4. First, we consider the Stokes problem (3.30)-(3.31) with the alternative boundary condition of Neumann type
in place of the Dirichlet condition (3.32), and with the Dirichlet condition v = 0 on Γ f ; proceeding as in proof of Lemma 3.2 but using results on for the constant coefficients Stokes problem [25] , we have the analogous estimate to (3.33) given by
for all s ∈ [−1, 1]. We then apply the above estimate to the case of f i = v i t and g i = ∂ j w i N j with s = 3/4 − δ 0 and obtain
for every t ∈ [0, T ). We next apply the trace inequality and get
whence by the elliptic estimate (3.55)
Integrating the last inequality, we get
If T is smaller than a sufficiently small constant, the third term on the right side can be absorbed in the left side. Replacing the resulting inequality in (3.62) we then obtain (3.57).
4. Proof of the main theorem.
4.1.
A priori estimates.
Lemma 4.1. The time derivatives v t , w t , and w tt satisfy the estimate
Proof of Lemma 4.1. We differentiate the system (2.5)-(2.7) in time and obtain
while the boundary conditions (2.9)-(2.11) under time differentiation read
for i = 1, 2, 3. We now multiply (4.64) by v i t , integrate over the domain Ω f , and sum in i to obtain 1 2
Similarly multiplying (4.66) by w i tt and integrating by parts over Ω e then summing over i = 1, 2, 3 we have
We now add (4.70) and (4.71) and apply the boundary conditions (4.67)-(4.69) to cancel all the boundary terms from the equation obtaining
Rearranging terms so that only positive terms remain on the right side and appealing to the ellipticity (3.25) we get
We next estimate each of these terms which appear on the right side of (4.73).
Starting with A 1 , we have by Hölder's inequality and Lemma 3.1
for t ≤ T . Regarding A 2 , we first apply Hölder's inequality and obtain
We finally estimate A 3 as
for t ∈ [0, T ) Using (4.74), (4.75), and (4.76) in (4.73), integrating the resulting inequality in time, we obtain (4.63).
Let S be a product of time and tangential derivatives. Then the same derivation as in the above proof gives an identity
for t ∈ (0, T ). We shall apply this equality when S is a product of the time and a tangential derivative (Lemma 4.2) or two tangential derivatives (Lemma 4.3).
In the next lemma, we obtain estimates on the mixed time tangential derivatives of the solution. 
Proof of Lemma 4.2. Fix m ∈ {1, 2}; the summation convention in this proof does not apply to m. Using the identity (4.77) with S = ∂ t ∂ m , we get
By (3.25), we have the estimate
We estimate each of these terms using Lemma 3.1 and Hölder's inequality. For the first term A 1 , we have
with 0 ∈ (0, 1/2] to be determined. Similarly, we bound A 2 by Hölder's inequality and Lemma 3.1 to get
(4.80)
Regarding A 3 , we have
where we used in the third inequality
H 1 η H 3 + C ∂ m v H 1 which both result from Lemma 3.1. We again estimate the pressure by (3.35) to get
We next estimate A 5 by Hölder's inequality to obtain
Applying Lemma 3.2 (ii), we have
and thus
We finally treat the last term A 7 by invoking the divergence condition
which is the result of time and space differentiation of the condition (2.6). Hence, we have
Estimating the right side using Hölder's inequality, we obtain
We now substitute all the estimates on A 1 through A 7 in (4.79), choose 0 sufficiently small, and then integrate in time the resulting inequality in order to obtain (4.78). 
Proof of Lemma 4.3. It is sufficient to treat the derivative ∂ 
Estimating the terms on the right side we have
with 0 ∈ (0, 1/2] to be determined. Next,
Next, we estimate A 3 . We have
In order to bound A 5 , we use the divergence-free condition (2.6) which gives
Therefore, we may rewrite
Applying Hölder's inequality to A 5 , we get 
Proof of Lemma 4.4. We differentiate (2.5) in time, then multiply by v i tt , and sum in i and obtain
Integrating by parts over Ω f , we get
We now appeal to the boundary condition (4.69) so that
Integrating in time, we then have
from where, using Lemma 3.1 (ix) and ∇a(0, ·)
We bound A 1 by Hölder's inequality and Lemma 3.1 to obtain
To treat A 2 , we first integrate by parts in time so that
We now estimate the terms in A 2 using Hölder's inequality and the bounds in Lemma 3.1 to get
with 0 ∈ (0, 1/2] to be determined below. Now, for the second term on the far right, we use
where we used (3.35). Therefore,
In order to estimate the pressure term A 3 , we use
which follows from (2.6) by time differentiation. We also integrate by parts in time obtaining
We then have
where we used (3.35). The second term on the right is dominated by
where we used the inequality
resulting from (3.35) in the last step. Therefore,
We finally treat the boundary term A 4 following the technique developed in [18] . We integrate by parts in time in order to get
With δ ∈ (0, 1/8], we obtain
Applying the standard trace theory estimates to the initial conditions as well as the inequality
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At this point, we appeal to the hidden regularity theorem [23] which gives
for t ∈ [0, T ), which follows from the hidden regularity theorem [23] applied to w tt . Consequently,
where
To treat the first two terms on the right of (4.88), we appeal to the trace interpolation inequalities
for 2 ∈ (0, 1/2] (c.f. [18] for the proof). Also, to treat the fourth term 1 w t (t) H 3/2+δ 0 on the right side of (4.88), we use (3.35) and (3.56) which give
We thus get
where f j (E(0)) denote certain explicitly computable function of E(0). Combining the inequalities for A 1 through A 4 , we get with 0 > 0 fixed sufficiently small so that the terms 0 ∇v t 2 L 2 can be absorbed
Now, we choose 1 > 0 so small that the tenth term C 1 w ttt 2 H −1/4−δ 0 can be absorbed by the half of the third term on the left. Also, we choose 2 > 0 so that C 2 ≤ , and the inequality (4.84) then follows Lemma 4.5. We have
Proof of Lemma 4.5. Fix m ∈ {1, 2} (with no summation convention on this index). We differentiate (2.5) in the direction x m and obtain
Multiplying by ∂ m v i t , integrating over Ω f and summing over i = 1, 2, 3, we get after integrating by parts
Rewriting the expression, we have
We next treat the terms on the right starting with A 1 . Bounding A 1 by Hölder's inequality, we have
where we used Agmon's inequality in the last step. For A 2 , we have
where we used Lemma 3.1 (v). Proceeding to estimate A 3 , we have by Hölder's inequality
We finally treat the boundary terms starting with A 4 . Namely,
where we used
in the last step. Similarly, we estimate A 5 and get
Integrating the resulting inequality, we obtain the lemma.
The next lemma is a simple corollary of Lemmas 4.1 and 4.5 Lemma 4.6. The time derivatives v t , w t , and w tt satisfy the estimate Proof of Theorem 4.8. In order to prove this theorem, we shall appeal to the existence results pertaining to the homogeneous linear problem [3, 2, 1, 12] . We first change variables, so that we have the zero divergence condition. We let u = v − z where z andq satisfy the Stokes problem 
By [3, 12] , this system has a weak solution given the initial conditions We now proceed to show that given more regular initial data
and regular functions f , g, and h, the solution becomes smooth with the desired regularity. In particular, by mollifying the solution, we can perform the same a priori estimates above (for the linear constant coefficients case) and then pass through the limit to obtain the desired regularity and in particular the estimate 
