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Abstract
Particle suspensions are relevant in a number of scientific and engineering fields, where they can
occur at a wide range of scales. Examples of these include blood flow, flood debris, crystal formation,
mineral processing plants and pharmaceutical production. One particular application occurs within
the hydraulic fracturing process used in the oil and gas industry. Here, a fracturing fluid with a solid
proppant component (typically sand) is pumped into a reservoir to increase low permeability. The
fluid pressure fractures the reservoir allowing transport of proppant within the rock. On removal of
the fluid, the proppant prevents the closure of fractures leading to increased reservoir permeability
and enhanced production of hydrocarbons. To meet ongoing demand for fossil fuels, a growing
number of unconventional oil and gas reservoirs are being exploited. One example of this is the coal
seam gas industry that has emerged in Queensland, Australia. To facilitate continuing improvement
of the hydraulic fracturing performance, the ongoing development of modelling techniques to better
understand the physical processes occurring during a treatment is an important goal.
The performance of a hydraulic fracturing treatment depends on the physical properties (e.g. den-
sity, viscosity) of the fluid to transport the proppant throughout the fracture network and maximise the
permeability of the reservoir. Temperature variations from the surface to the reservoir, via the well,
can alter these properties and result in unexpected performance of a fracturing operation. Current
models for hydraulic fracturing fluids often simplify aspects of the fundamental physics that occurs
within the suspension such as heat transfer between components, thermal variation of physical prop-
erties, or the physical geometry of the solid component. This work seeks to capture the behaviour of
hydraulic fracturing fluids under thermal influences through a more detailed modelling approach.
This thesis presents the development, evaluation and application of a coupled numerical frame-
work for particle suspension modelling using a thermal lattice Boltzmann method (TLBM) for the
fluid component and the discrete element method for the solid component. The thermal behaviour
of both components is also accounted for using the lattice Boltzmann method. Studies conducted
in this research examine a range of topics including methods for conjugate heat transfer, flows with
temperature-dependent viscosity, numerical rheometry, and flows within idealised fracture geome-
tries.
Initially, this work develops a 2D model using a passive scalar interpretation of the double distri-
bution function TLBM. A local and a non-local method for the calculation of conjugate heat transfer
between disparate media have been included within the model. This allows a more accurate repre-
sentation of the transient thermal behaviour within a multicomponent system to be captured. How-
ever, 2D studies of modelling fluids with temperature-dependent viscosity show that a total energy
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formulation of TLBM is necessary to capture these flows accurately. This is demonstrated through
comparison to analytical results for a Couette flow with an imposed temperature gradient. The change
in viscosity is also demonstrated to have an impact on the transport of particles suspended within such
fluids. To ensure conjugate heat transfer can still be captured, this is also implemented for the total
energy based formulation.
The developed model is extended to 3D to study the rheometry of sheared suspensions. Model
performance is verified against flow of a single particle through fluid and compared against validated
correlations for the relative viscosity observed in suspensions experiencing shear. Within a fluid
featuring temperature-dependent viscosity, the perturbation of the velocity field within the numerical
rheometer due to the presence of particles is reduced in areas of thinner fluid. Temperature profiles
became non-linear due to viscous heating stemming from the presence of particles. This increased
when conjugate heat transfer was allowed to take place within the flow.
To complete the research, the model is applied to case studies of suspension flow through three
proppant transport problems. These relate to settling in a straight fracture and transport through
leaking or stepped geometries. In all cases, the results for a fluid with temperature-dependent viscosity
are compared to a constant-viscosity fluid to identify variations in behaviour. The settling velocity
of particles in a straight fracture is observed to significantly increase in the presence of temperature-
dependent viscosity. In the leaking geometry, temperature-dependent viscosity is observed to reduce
the number of particles travelling along the side channel. The stepped geometry is used to demonstrate
how blockages may develop in practice. In all cases, a reduction of particle size illustrates the particle
motion becoming dominated by the fluid flow.
This work demonstrates the potential of the developed model in providing new insights on the
micromechanics of suspension flows in the presence of temperature gradients. In conjunction with
continued model development, future applications in the area of hydraulic fracturing include assess-
ment of graded proppant injection, non-Newtonian carrier fluids, and particle straining in porous
media.
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Chapter 1
Introduction
Much of the development of humankind over the past 200 years can be attributed to the exploitation
of fossil fuel reserves. Oil and gas has not only provided the energy to drive the development of
industry and the spread of personal transport to the greater populace but also the raw material needed
for the plastics prevalent throughout today’s society. In Australia, approximately 62% of total energy
consumption in 2014-15 originated from oil and gas resources [1]. Such is the dependence on these
finite resources that, even though there is a general consensus that their use is contributing to changes
in climate, there is a drive to ensure that the access and production of these continues into the medium
term. One option for doing this is to develop ways of economically obtaining oil and gas resources
from reserves that had not previously been considered viable, otherwise known as uncoventional
resources.
The term ‘conventional resources’ is generally applied to reservoirs that produce oil or gas once
a well has been drilled into it without the need for further adaptation (see Figure 1.1). In these
reservoirs, the pressure at which the hydrocarbons are stored is sufficient, once released, to drive
material to the surface and beyond for further processing and transport to consumers. The traditional
oil and gas producing regions of the world e.g. the Persian Gulf states, southern USA and the Gulf of
Mexico; are all based on the development of conventional resources. Further driving the interest in the
development of unconventional resources is the fact that the productiveness of reservoirs diminishes
as material is removed due to the background pressure reducing to an equilibrium state. This fact is
becoming more important as the production from some historical sites are declining.
Unconventional reservoirs are those that require some level of artificial modification in order for
them to produce hydrocarbon resources effectively. This requirement is generally due to the source
rock having a low permeability that inhibits the flow of oil or gas out of the reservoir. From a mechan-
ical point of view this is often due to the oil or gas being physically trapped, or chemically bonded,
1
Figure 1.1: Schematic diagram of a range of conventional and unconventional hydrocarbon reservoirs.
Image from [2]
.
in the pore spaces within the reservoir rock. In contrast, conventional reservoirs may be highly per-
meable formations that readily permit flow of oil or gas but this is trapped by surrounding layers
of impermeable material. Common formations that contain unconventional gas include coal seams,
shale and some sandstones (see Figure 1.1). The depth at which these latter two may be found is
another contributing factor to the challenges associated with extracting these resources. Whatever the
situation, the economic case for being able to make use of unconventional resources is based on being
able to artificially alter the properties of such reservoirs to a point where the trapped hydrocarbons are
able to flow in useful quantities. With respect to increasing permeability, hydraulic fracturing is one
method of achieving such an outcome.
From an Australian point of view, the development of coal seam gas (CSG) reserves in Queensland
is a local example of the utilisation of unconventional resources. These are particularly focused in the
Bowen and Surat Basins that stretch through central and southern QLD (see Figure 1.2) with early
production commencing in 1996 [3]. Capitalisation of these resources has been the driving force
behind recent growth in Australian natural gas production. This has occurred to such an extent that
CSG contributed 18% of national gas production in 2014-15 [1]. New wells and export facilities
meant that this figure represented an annual increase of 50% to a value of 462PJ. This growth has
continued with QLD CSG fields producing a total of 1,358PJ across 5,759 wells in the year to 30
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June 2017 [4]. This made Australia the second largest exporter of liquefied natural gas behind Qatar
in 2015 [5]. By way of comparison, Australian conventional resources produced a total of 705PJ
in 2014-15, with this figure reducing annually due to the age of the fields. It is estimated that, as
production continues, up to 40% of CSG wells may require hydraulic fracturing to remain viable [6].
On a global scale, the production from unconventional shale gas plays throughout the USA since
the mid-2000s has meant that it will likely become a net energy exporter within the next 10-15 years
[7]. Shale gas reservoirs have been identified in a number of basins spread across the country. These
are, in particular, located east of the Rocky Mountains as shown in Figure 1.3. The production of shale
gas has increased by a factor of five in the last decade to a current annual production level of around
17,500PJ [7]. This is predicted to more than double again by 2050, with most of this occurring in the
north-eastern states [7]. In 2016, it was estimated that about 84% of USA onshore oil and gas wells
were hydraulically fractured to some extent [8]. An illustration of the rate of hydraulic fracturing
procedures performed in USA wells is given in Figure 1.4. Note that this data is valid for the 12
months to September 2010 [9]. Whilst somewhat out of date, it does illustrate regions where the
technique is being used.
It is also important to distinguish between CSG and shale gas. CSG refers to the gas stored within
coal seams themselves. It is often the water that is also trapped in the coal that inhibits the natural
flow of gas from a seam [11]. Once dewatered, the gas will generally flow naturally. Despite this,
hydraulic fracturing is still necessary for CSG production. This is related to the low and variable
porosity of coal across regions. Shale, on the other hand, refers to a sedimentary rock layer that
consists of fine-grained earth material such as mud, silt, clay and some organic matter [12]. Compres-
sion of these substances leads to a material with very low natural permeability. Stimulation of shale
through hydraulic fracturing is generally required. This will also be true for any future production of
Australian shale gas resources.
1.1 The hydraulic fracturing process
The hydraulic fracturing process is used to increase the permeability of unconventional reservoirs and
better enable trapped hydrocarbons to be extracted. The first use of hydraulic fracturing as a pro-
duction tool occurred in 1949 [13]. The technology developed rapidly over the following decades,
particularly in the USA, for it to become a widely used method today. In a simple description of the
process, a slurry mixture is pumped into an unconventional reservoir well prior to production. This
slurry is largely composed of water carrying solid proppant particles (often sand but other materials
are also used due to properties of strength or shape composition). Extra chemicals may be added to
3
Figure 1.2: Identified geological basins throughout QLD, Australia. Significant CSG production has
occurred in the Bowen and Surat Basins in central and southern QLD. Image from [3].
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Figure 1.3: Shale gas basins located throughout the conterminous 48 states of USA. Image from [10].
Figure 1.4: County based rates of hydraulic fracturing throughout the conterminous 48 states of USA.
This map was derived from data in the 12 months to September 2010. Image from [9].
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Figure 1.5: Generalised schematic of a producing shale gas well after a hydraulic fracturing treatment.
Image source from [12], original source Al Granberg (ProPublica). The fractures are generated by
pumping fluid into the reservoir at high pressure at specially initiated locations called perforations.
the mixture to enable it to achieve desired performance characteristics relating to proppant transport
and longevity of piping. The induced pressure generates fractures within the reservoir that increases
its overall permeability. On removal of the fluid component the proppant remains to hold the frac-
tures open and permit the flow of oil and gas. Pumps may then be used to ensure that the produced
material reaches the surface. A schematic of a producing well after a hydraulic fracturing treatment
is presented in Figure 1.5.
In practice however, the hydraulic fracturing procedure is more detailed. The process begins
through the drilling of a well into the source reservoir. This may often be done directionally (i.e.
the well intentionally veers away from vertical and may reach a fully horizontal orientation) to help
maximise the volume of reservoir being accessed. At predetermined locations within the reservoir,
explosive charges are then used to perforate the wellbore casing and initiate fractures within its sur-
rounds. These are propagated deeper into the reservoir by pumping an initial pad of fluid. Since
the reservoir being treated is permeable to some degree, fluid can be naturally absorbed into it. This
mostly occurs at the fracture tip in a process termed ‘leak-off’. To overcome this, fluid must be con-
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tinuously pumped at sufficient rates to ensure that sufficient pressure is maintained for fractures to
grow. Once fractures are large enough, the proppant laden slurry mixture is introduced to the treat-
ment. A combination of fluid flow and settling causes the proppant to be transported and placed
along the length of the fracture. A final fluid volume is used to remove unused proppant from the
wellbore. Prior to production commencing, the well is ‘shut-in’. This gives remaining fluid in the
fracture a chance to leak-off or be removed to the surface in a ‘flowback’ operation. As this occurs,
the fractures close on the placed proppant. The proppant’s purpose is to prevent full closure of the
generated fracture and provide a more permeable pathway through the reservoir to the wellbore. A
typical fracture generated by this process may be on the order of tens or even hundreds of metres long
but only a few millimetres wide. These may require a few hours of pumping before shut-in occcurs
in order to be created. These summaries have been modified from [13, 11, 12].
Ultimately, the purpose of a hydraulic fracturing treatment is to increase the surface area of the
reservoir that has a free pathway to the wellbore. Maximising this quantity increases the volume of
material that is able to escape from the pore space of the unconventional reservoir and be extracted
to the surface. In addition to its use in making unconventional reservoirs productive, Economides
and Nolte [13] note that hydraulic fracturing may also be employed in conventional reservoirs. It
can be used to negate the impact of drilling damage near a wellbore, enhance production by creating
new pathways for hydrocarbons to flow through or alter flow routes as part of a greater reservoir
management plan.
1.2 Design and modelling of hydraulic fracturing fluids
1.2.1 Composition of hydraulic fracturing fluids
The total volume of a typical hydraulic fracturing treatment consists of approximately 95% fluid, 4%
proppant and the remaining portion as chemical additives [11, 12]. The additives generally serve the
purpose of preventing corrosion and modifying the viscosity of the fluid [11, 12]. During the proppant
injection stage, localised solid volume fractions of 30% or greater may be observed within the system.
The fluid component of the hydraulic fracturing process is the component most amenable to mod-
ification and performance optimisation. Early pioneers of hydraulic fracturing experimented with
numerous fluids including crude oil and combinations of napalm and petroleum [13]. In modern
treatments, such fluids may include water, ‘slickwater’ - water with friction reducing agents, or a
water-gel mixture [11]. Pumping a thinner slickwater has advantages relating to the energy required
to transport the fluid through the well and extracting it once the treatment is complete. A thicker
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water-gel mixture, however, is better suited to generating fractures and transportation of proppant
[13]. Balancing these two design requirements has led to complex treatment strategies with differing
mixes of components to achieve an optimal completion.
Sand has been used as proppant since it was first included in fracturing treatments [13]. The main
functional requirements of proppant are that it is robust enough to support the closing pressure of
the fracture and that this compressed pack is significantly more permeable than the reservoir. Sand
remains a popular choice as it is cheap and widely available. Synthetic proppants, manufactured
from ceramics or other suitable materials, provide a more uniform particle size than sand [13, 11].
The size of proppant particle used is another consideration in the design, planning and scheduling
a fracturing treatment. Larger proppant particles create more permeable fractures but require larger
initial fractures to flow through [13]. However, larger particles are also relatively weaker and settle
faster than smaller counterparts [13]. Proppant choice is, ultimately, a balance between costs of use
and production returns gained.
1.2.2 Characterisation of hydraulic fracturing fluids
The performance of the fluid component is arguably the most important aspect in the effectiveness of
a hydraulic fracturing treatment. In Reservoir Stimulation, edited by Economides and Nolte [13], it is
observed that characterisation of hydraulic fracturing fluids is needed for:
• additive and system development
• obtaining input data for use in fracture design simulators
• quality control before or during treatment.
This is reiterated in Effective and Sustainable Hydraulic Fracturing, edited by R. Jeffrey [14], where
several performance characteristics are noted. These need to be taken into account when a fluid is
being designed and include the geometry of the created fracture, the rate at which leak-off occurs,
safety concerns for operators and the environment, flowback characteristics and cost. Both sources,
however, recognise that the viscosity of the fluid is the most significant physical characteristic of the
fluid relating to treatment performance.
A fluid is rheologically classified as Newtonian if the shear stress generated in the fluid is linearly
proportional to shear rate. In this case, the viscosity of the fluid describes the proportionality constant.
Non-Newtonian fluids may exhibit changing viscosity with shear rate or possess a yield stress that
needs to be overcome before the fluid flows. In many hydraulic fracturing treatments, the rheology of
the fluid is controlled through the use of additives in the base water. This leads to fluids that can be
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strongly non-Newtonian with respect to shearing rate, temperature and/or chemical composition. The
most common modelling assumption of non-Newtonian fluids is that viscosity changes with shear
rate, γ˙, in a power law model as,
µ = K¯γ˙n, (1.1)
where the constants K¯ and n respectively represent a consistency coefficient and the degree of shear
thinning (n < 1) or thickening (n > 1). Newtonian behaviour occurs when n = 1. Proppant
concentration is also another factor that can significantly impact the apparent viscosity of hydraulic
fracturing fluid. This has been studied widely in the literature with some of the earliest work done
by Albert Einstein [15] who applied a linear change in viscosity for a dilute particle fraction. Other
models that account for higher particle fractions have also been developed for application to non-
Newtonian fluids [16]. Figure 1.6 illustrates the change in viscosity due to particle volume fraction
as predicted by the Krieger-Dougherty model cited in [16] and compares this to the Einstein model
modified for non-Newtonian fluids by Laven and Stein, also noted in [16].
Prior to being marketed to industry, a campaign of laboratory experiments is performed to develop
reference data describing the fluid’s behaviour [13, 14]. Tests conducted aim to both gather basic
information on the viscosity change of the fluid, usually through the use of a ‘cup and bob’ rheometer.
This apparatus contains the fluid between a rotating cup and stationary bob held at its centre [13,
14]. The torque experienced by the bob is used to infer the fluid’s viscosity. By testing at various
shear rates, these experiments provide empirical values for coefficients in fluid rheology models. For
example, the coefficients K¯ and n of a power law fluid can be found from,
µapparent =
CK¯
γ˙1−n
. (1.2)
Here, µapparent is the viscosity measured by the rheometer and C is a constant related to the units
of measurement being used. Plotted on a log-log scale of shear rate against shear stress, n is the
slope of the data points and K¯ the intercept on the shear stress axis [13, 14]. Independent testing
and experimentation may still be required for practitioners to determine the fluid characteristics being
displayed within a given hydraulic fracturing treatment. It is recognised though that such bespoke
testing can be costly in terms of both dollars and time [13].
Temperature can also significantly affect the behaviour of a fluid. In general, the viscosity of a
fluid will decrease with temperature. However, many models assume the fluid to possess properties
based on a steady-state reservoir temperature [13, 14]. In practice, the fluid will enter a formation
at a relatively cool (surface) temperature and be heated to reservoir temperature over the length of
9
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Figure 1.6: Comparison of relative viscosity of non-Newtonian fluids with the modified Einstein
model and the Krieger-Dougherty model described in [16]. Newtonian fluid behaviour is represented
by the n = 1 cases for comparison. The relative viscosity refers to the magnitude of change induced
by particles as compared to the viscosity of the base fluid.
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the fracture. Although figures may vary with specific fracture geometry, temperature affects can be a
serious consideration for the flow of fracturing fluid in the near-wellbore region. Indeed, depending
on the leak-off properties of the system, temperature transience may be present for 50% or more of a
fracture’s length [13]. The temperature of the fluid also can impact on the chemistry of additives that
are used to control fluid behaviour [13]. For example, the compounds may break down at elevated
temperatures or reaction rates may vary.
The thermal environment also has an effect on proppant transport. In particular, this relates to
the ability of the fluid to carry proppant through the fracture with its changing viscosity [13, 14].
Generally speaking, a reduced viscosity due to temperature means that a particle settles to the bottom
of the domain sooner than in an unchanged fluid. Heat transfer effects will also occur between the
fluid and proppant, particularly in the transient temperature regions near to the wellbore. Generally,
this is not regarded as a significant component of heat transfer within a hydraulic fracturing treatment
[13]. However, as the materials science of both the fluid and proppants used in hydraulic fracturing
develop, it could become an exploited feature to optimise performance. For example, proppant that
takes longer to be heated by the fluid may help to keep the fluid component at a lower temperature for
a greater duration of the fracture length. This means that the fluid would maintain a higher viscosity
for a longer period and potentially reduce the amount of additives needed for a treatment.
1.2.3 Numerical modelling of hydraulic fracturing fluids
To predict and plan a hydraulic fracturing treatment, experimental calibration data for a fluid is used
as input data for a fracture simulator. This allows attributes such as pumping time, rates and volumes
to be analysed to generate the desired fracture growth and proppant placement.
The numerical modelling of various aspects of this process were developed with advancing com-
putational abilities through the 1980s [17, 18, 19]. The models developed in these studies were wide
in scope with factors such as fracture growth, fluid flow, proppant transport and heat transfer from
the surrounding formation all being considered. However, the models are typically finite difference
approximations of the fundamental equations to be solved. When these models consider proppant
transport, a continuous approximation was used to conform the equations to the finite difference ap-
proach. This approach stipulates a proppant concentration term based on volume fraction and views
the solid component as an entity dispersed through the fluid rather than being constructed of indi-
vidual particles [19, 20, 21]. Even in more recent works [22, 23] the fluid flow is solved through a
numerical solution of the classical Navier-Stokes equations of,
∇ · vf = 0, (1.3)
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for continuity of fluid velocity (vf ) and,
ρf
(
∂vf
∂t
+ (vf · ∇)vf
)
= −∇P + µf∇2vf , (1.4)
for momentum conservation of a Newtonian fluid. This is used when there is no-slip between solid
and fluid components or only the fluid phase is being modelled.
Within a continuous solid model, where gravitational slip may occur between the solid and fluid
components, the combined fluid-solid slurry is transported according to,
∂cw
∂t
+∇ · (cwvp) = 0, (1.5)
where c is the concentration of the proppant, w the fracture width and vp particle velocity [24, 23, 25].
A source term may be added to the right hand side to assist in modelling leak-off [26]. The use of
Stokes drag correlations guide the estimation of proppant settling behaviour within the fluid [19, 27]
of this approach. In particular, the particle velocity for a small sphere settling in isolation due to
gravity, g, in an infinite fluid can be estimated as [21, 23, 25]
vp =
g(ρp − ρf )D2
18µf
. (1.6)
The diameter of the particle, D, and physical parameters of density, ρ, and dynamic viscosity, µ,
are chosen such that the Reynolds number of the flow is smaller than unity. The subscripts of p and
f refer to the respective properties of the particle and fluid components. To account for the width
of the surrounding fracture and the local proppant concentration, empirical modifications have been
proposed with,
vp =
g(ρp − ρf )D2
18µf
(
0.563
(
D
w
)2
− 1.563
(
D
w
)
+ 1
)(
2.37c2 − 3.08c+ 1) , (1.7)
noted in [26] and,
vp = vf + (1− c)5.65 g(ρp − ρf )D
2
18µf
, (1.8)
cited in [25] as containing the Richardson and Zaki correlation.
The use of these approximations neglects the interacting behaviours that occur between multiple
particles within a suspension. For example, a group of particles may clump together and effectively
act as a much larger particle and violate the Stokes settling assumptions. Such variations could serve
to extend the distance which proppant is transported through a fracture. It was noted by Nolte [20]
that the Stoke’s law formulations may not be the governing equation needed for the complex frac-
turing fluids used in industry. Both of these observations were affirmed in the work by Barree and
Conway [21]. These authors further used an empirical relation to account for the ‘hindered settling’ of
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a particle within a suspension. The concentration parameter was further used in empirical correlations
that govern non-Newtonian behaviours of a system and to control the material properties of the sus-
pension. Although computational performance has improved such that some resolved fluid-particle
models have been introduced [28, 22], this approach remains a common strategy in the hydraulic
fracturing literature.
From a precise thermodynamics perspective, there will be a conjugate heat transfer (CHT) process
controlling the heating of the fluid by the reservoir. This dictates that both the heat flux and tempera-
ture are continuous at the interface between the solid and fluid components. This may be simplified
to models based on convection and conduction models that can achieve adequate results [13].
The motivation for the inclusion of heat transfer effects from the surrounding formation varies
among these early publications. In the work by Ben-Naceur and Stephenson [17] the focus is on how
the heat source of the reservoir impacts fracture propagation. The temperature-dependence of the
viscosity of the fracturing fluid is included and its effect on proppant transport is noted but received
only passing mention in this study.
The problem of fluid temperature distribution along a fracture was considered by Biot et al. [18].
This was approached by developing and solving partial differential equations for fluid temperature
under the considerations of a growing fracture and leak-off of fluid into the surrounding reservoir.
With the focus on temperature, leak-off was modelled as a constant flow of fluid away from the centre
of the fracture. This study also treated the proppant as a continuous volume fraction property of the
fluid. The impact of this on the thermal conductivity and heat capacity of the suspension occurs using
the volume fraction to create a weighted average of the constituent components. These properties
are held to be temperature independent however the non-Newtonian rheology of the fluid component
does vary with temperature. With temperature only varying along the length of the fracture a linear
approximation is found to be valid for a range of fracture growth scenarios and is suggested to be
useful for practical application. This model can be described as,
T (x) =

TR − TW
0.47
+ TW 0 ≤ x ≤ 0.47
TR 0.47 ≤ x ≤ 1
(1.9)
where TR is the reservoir temperature, TW the temperature at the wellbore and x is the normalised
fracture length; it is plotted in Figure 1.7. The effect of higher dimensions on the temperature distribu-
tion are not considered here but could have a notable impact on the flow behaviour as the properties of
the fluid can have significant dependence on temperature. Clifton et al. [19] build on the work of Biot
et al. [18] by noting that the one-dimensional fracture temperature is the average temperature across
the fracture width at a given location. This is justified based on the narrowness of the fracture (and
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Figure 1.7: Plot of the generalised fracture temperature against normalised fracture length as esti-
mated by Biot et al. [18]. TR is the reservoir temperature and TW is the temperature at the wellbore.
small temperature change) compared to its length. This is used in the development of a 3D fracture
model where viscosity changes with temperature. A case study of fracture generation and proppant
settling indicated that, in the variable viscosity case, it generated a preferential proppant distribution
compared to a constant viscosity model. Meyer [29] performed a similar analysis in 2D that further
considered more sophisticated models for the description and nature of fracture itself.
More recently, the efforts to capture the complex behaviour of fracturing fluids and proppants have
continued to develop the available models. For example, Linkov [30] investigated the comparison of
Newtonian and non-Newtonian fluids in the hydraulic fracturing context. This study looked at the
fluid itself and does not consider the impact of proppant. Its purpose is to develop a framework for
comparing the performance of hydraulic fracturing fluids with differing rheologies in a systematic
way. Proppant effects are however considered in the works of Eskin and Miller [31, 32]. These
studies account for proppant behaviour using kinetic theory [31] or a diffusive flux model [32]. In both
situations, migration of particles away from the walls of a channel, and into the centre, occur for non-
Newtonian fracturing fluids due to differences in flow around a particle. Similar particle migration
has also been observed in Newtonian fluids. In [32], it was observed that the centre concentration
of a non-Newtonian slurry may be more than double that at the walls. This is a result of shearing
at the walls changing the fluid viscosity in these regions, increasing away from the wall. Viscosity
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was relatively constant in the channel centre. This viscosity difference, and subsequent impact on
fluid velocity profile, were reasoned to cause the particle migration. These models are, however, still
fundamentally based on a volume fraction term to describe the proppant distribution rather than a
rigorous resolution of particles.
The main difference in the modelling used in the more recent works is not so much in the funda-
mental formulations used but in how the large scale problem is broken down and resolved. Adachi et
al. [24] advance the earlier models by considering the vertical layering of a formation and implement-
ing a more realistic characterisation of fracture geometry. This study has not included temperature
effects and proppant modelling is still based on volume fraction assumptions. It was further noted that
gravitational settling of particles is the only slip mechanism to occur between the components despite
the presence and effect of shear flows. The consequence of this assumption is that the proppant
concentration is uniform across the width of a fracture when gravity is neglected.
The effect of proppant choice was studied by Kong et al. [26] using similar techniques to those
already mentioned (e.g. corrected Stokes drag for settling velocity, proppant location treated with a
volume fraction term). This found that, particularly in low permeability reservoirs, settling of prop-
pant and the choice of proppant size and density can all have a significant impact on its productivity.
Thermal effects on the rheology of the suspension and the overall transport of the proppant particles
were not considered in this study.
In a study of particle migration (however not in the context of hydraulic fracturing), Chen et al.
[33] used a finite difference approach to study particle migration in non-isothermal suspensions in
a tube with wall slip conditions. This study does not capture heat transfer between the solid and
fluid components, but particle motion is impacted by temperature gradients within the fluid. The
particle component adjusts the local thermal conductivity of the fluid, altering the temperature profiles
calculated. Particle migration within this model, however, is restricted by an assumption that each
radial plane of the flow possesses the same volume fraction as initially stipulated.
As a final consideration, Richardson and Chhabra [34] observe that when particulates are involved
in pipe flows, the avoidance of blockage and wear are greater concerns than the power needed to drive
the flow. In the context of the design of proppants and fracturing fluids, it is desired for the proppant
to be transported deep into a fracture in order to maximise its production potential. Avoiding blockage
of a fracture ensures that the greatest area of a fracture can be propped open.
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1.2.4 Summary of modelling hydraulic fracturing fluids
A common theme among the modelling studies highlighted in this section is that the transport of
particles is calculated using a continuum equation. The hydrodynamic interactions of the proppant
with the fluid are generally implemented through a modified Stokes drag law. Whilst this approach
does allow for larger scale calculations to be performed it does make many approximations on how
the proppant component behaves. In particular, the collision dynamics and thermohydrodynamics
occurring around individual particles are lost. This loss of detail motivates the research conducted
in this thesis, in particular the development of numerical models that can study proppant at a fully
resolved scale with significant numbers of particles.
1.3 Advanced computational modelling and analysis
Modern science has been founded on an ongoing cycle of experimentation and observation of results.
This has led to an increasing array of sophisticated tools and techniques that allow data to be gathered
from complex physical experiments. However, there still remains many situations where performing
experiments and gathering the required data is difficult, expensive or hazardous. Gathering repeated
observations of such scenarios is another challenge continually facing experimental campaigns. As
an example, consider airflow over a racing car. The direction, velocity and pressure of this flow is
fundamental to the performance of vehicle. However if these were to be directly measured using a
pitot probe this physical protrusion into the flow would locally disturb the flow in a fashion that would
not otherwise occur.
One approach to gaining insight of physical phenomena is to develop computational models that
enable prediction of the state of parameters of interest at difficult to reach locations. The applicability
of such models has increased with the growth of computing power. Faster and cheaper processors,
increased memory capacity and parallel computation have all enabled models to be solved and solu-
tions projected for larger and larger problem cases, at higher resolution and with more detail. Whilst
still needing a justifiable grounding based on fundamental phenomena, such models allow scientific
investigation to occur in directions that may not be safe, affordable or practical to undertake from
a purely experimental standpoint. Another advantage of using such numerical models is in the area
of prototyping and component design. As experiments can be performed repeatedly and at low cost,
a wide design space encompassing geometry, material property and implementation strategy can be
investigated and optimal solutions identified before more costly physical experiments or prototyping
is undertaken. This strategy additionally reduces material waste and can improve the overall perfor-
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mance of the system being studied.
This thesis develops computational techniques for the analysis of the effects of temperature on the
behaviour of particle suspensions. From a physical point of view, a particle suspension is a multiple
component problem where a number of solid particles are immersed within a fluid. Such systems
have a number of applications throughout scientific and engineering fields; targeting problems with
both an industrial and academic focus and over a range of length scales. Such applications include:
• Biology - red blood cells immersed within plasma.
• Chemistry - water treatment processes.
• Civil engineering - aggregate within unset concrete.
• Environmental studies - debris carried by a flood.
• Industrial processing - grinding mills.
The hydraulic fracturing process, which is the particular focus in this research, is another example of
particle suspension flows (i.e. proppant being transported by the fracturing fluid).
Due to the interactions between the solid and fluid components, modelling of particle suspensions
requires a number of different areas of study to be combined. This is further complicated when
thermal interactions of both components are taken into account. These fields all have complexities in
their own right and include:
• Hydrodynamics of the fluid flow moving through a geometry.
• Contact mechanics of how particles interact with each other and physical boundaries.
• Hydrodynamic forces acting on particles, which suspend and transport them within fluid.
• Thermodynamic behaviours of the fluid component such as conduction and convection.
• Thermodynamics of how physical and material properties of both components vary with tem-
perature.
• Heat transfer between the solid and fluid components and between objects in physical contact.
As an illustration, consider the flow of fluid and particles through a heated channel depicted in Figure
1.8. In this scenario, the fluid flow forms a non-linear velocity profile, particles are carried by the flow
colliding with each other and heat is transferred from the boundary wall to the fluid and between the
fluid and solid. Although a conceptually simple problem, the contributions of all these factors makes
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Figure 1.8: Modelling of thermal particle suspension flows requires a number of complex physical
phenomena to be taken into account. This includes components of hydrodynamics, contact mechanics
and thermodynamics.
determining an analytical expression for describing the flow at a given point in time intractable, even
in two dimensions. If investigated experimentally, any observations would be required to be made
from an external point of view to prevent disrupting the flow. Internal flow features may be obscured
in this reference frame by particles closer to the edge. A computational model would allow all features
of interest of the flow to be recorded without hindrance.
In light of these complexities, careful articulation of the parameter space being studied in this
research is required. This is needed both in terms of the numerics and from the industrial context of
hydraulic fracturing in which this work has been framed.
1.4 Thesis aims and objectives
The transport of hydraulic fracturing fluids in unconventional reservoirs is a complex process, involv-
ing numerous physical and chemical phenomena. Current analytical, numerical and experimental
tools for studying this process each exhibit their own limitations. Therefore the aim of this thesis is:
To investigate the effect of geothermal temperature gradients on the rheology, transport and place-
ment of particle suspensions in hydraulically fractured, unconventional reservoirs
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To achieve this, a number of key objectives were identified as targets to be met during the devel-
opment of the research. These were to:
• Develop, verify and validate a computational model of coupled fluid and particle mechanics at
the particle scale.
• Incorporate a temperature field and associated boundary conditions for conjugate heat transfer
in the developed model.
• Implement a temperature-dependent, non-Newtonian rheological model to account for temperature-
dependent characteristics of the fluids of interest.
• Apply the developed model to characterise the macroscopic behaviour of particle suspensions
as a function of temperature, temperature gradient and solid volume fraction.
• Apply the developed model to investigate the transport of suspended particles when injected
into synthetic fracture geometries subject to geothermal gradients.
From a numerical standpoint in particular, many existing models for proppant transport take a
macroscopic viewpoint of the solid component by treating it as a continuum phase. The strategy
proposed in this thesis allows for resolution of individual proppant particles and, as such, a more
detailed study of their transport through complex geometries. This also allows for particle-scale
thermal effects to be studied in greater detail, providing a point-of-difference to these previous studies.
1.5 Methodology and scope
In this research, three areas are required to be solved in a coupled manner: the hydrodynamics, the
particle mechanics and the thermal behaviour of the system. A natural choice for explicitly computing
the particle mechanics is the discrete element method (DEM). This method computes the forces acting
on point particles and integrates their motion according to Newton’s second law. This is a mature
technique that has been applied to a wide variety of problems including the granular flow of individual
particles and the study of fracture mechanics through the use of particle bonds. To capture the fluid
flow, a method is needed that is able to efficiently capture the transient motion of fully resolved
particles moving through it. The lattice Boltzmann method (LBM) is an ideal candidate in this regard
as, in a suitable formulation, it is able to solve fluid flow at a local point in space without information
from neighbouring locations. This means that once a point is identified to be covered by a DEM
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particle, the appropriate behaviour of fluid flow can be calculated. A second advantage of the LBM
is that, due to it being a strategy for solving partial differential equations, it can also be used to solve
the thermodynamics of the system. In this study, the thermal LBM solver is used to compute the
thermal state of the entire suspension system, simplifying the thermal interactions between the two
components. As the LBM is an intrinsically dynamic solver, it is also able to efficiently capture the
transient nature of particle suspensions. Greater detail on the formulation of these algorithms and
their application to thermal particle suspensions will be provided over the duration of this thesis.
A brief survey of the petroleum engineering literature has demonstrated that the hydraulic fractur-
ing process is both complex and broad. This research focuses on the transport of spherical proppant
particles through a fracture of fixed dimension. These particles are assumed to be large enough such
that their motion is not affected by Brownian processes. The rheology of the fluid is assumed to
be temperature-dependent only, with this being described by simple analytic expressions. The base
fluid exhibits Newtonian behaviour at the appropriate reference temperature. Conjugate heat transfer
is modelled in the thermal description of the two components within a suspension. These restraints
will allow the general trends of suspension characteristics when transported within a temperature-
dependent viscosity fluid to be most clearly identified. It is important to note that the following
factors relating to hydraulic fracturing are not considered in this work:
• The initiation, propagation and closure of a fracture within a reservoir.
• The composition of the fracturing fluid through the use of additives.
• Fluid leak-off to the reservoir.
• Mechanical performance of the proppant particles under loading.
• Influences of pumping strategy.
1.6 Thesis structure
The remaining chapters of this thesis articulate how the research has been developed to meet its aims
and objectives. In particular, they focus on the development of the numerics required to analyse the
problems of interest as well as the study of thermal influences on suspension flow within sheared and
fracture-like geometries. Chapter 2 describes the fundamentals of coupled fluid-particle modelling
within a thermal LBM-DEM framework. This is extended in Chapter 3 to discuss the development
and analysis of LBM techniques that account for conjugate heat transfer between the two components.
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The model development is concluded in Chapter 4 with a discussion on how temperature-dependent
viscosity can be included within a thermal LBM-DEM model. Chapters 5 and 6 extend the model to
3D and analyse the behaviour of particle suspensions in the respective contexts of shearing rheology
and fracture-like geometries. Finally, Chapter 7 summarises the outcomes of the thesis, highlighting
its contributions and identifying areas where this work can be continued.
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Chapter 2 - Modelling thermal particle suspensions with coupled
lattice Boltzmann and discrete element methods
McCullough, J. W. S., Leonardi, C. R., Jones, B. D., Aminossadati, S. M. and Williams, J. R. (2016)
Lattice Boltzmann methods for the simulation of heat transfer in particle suspensions, International
Journal of Heat and Fluid Flow, vol. 62, part B, pp. 150-165.
Significant portions of this chapter have been adapted from Sections 1-4 of the above paper. As
the lead author of this paper, I was responsible for significant portions of the following aspects:
• literature review presented in Sections 1-4
• model development discussed in the later sections of the paper
• analysis of results presented in the later sections of the paper
• drafting of the manuscript and its review.
Estimated Contributions by Candidate
Conception and design 70%
Analysis and interpretation 75%
Drafting and production 70%
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Chapter 2
Modelling thermal particle suspensions with
coupled lattice Boltzmann and discrete
element methods
From a numerical perspective, the treatment of the solid component within particle suspensions can
be approached in a number of ways. One way is to assume that particles are a continuous property of
the fluid with a distribution that evolves with a convection-diffusion equation. This approach allows
for efficient modelling of large scale particle systems as the relatively small particles do not need to
be fully resolved. However, as particles are not being fully resolved, their behaviour can only ever be
computed in an approximate manner. Features of particle motion that are not driven by the convective
motion of the suspending fluid - collisions and lubrication driven agglomeration for example, can be
difficult to resolve with this approach [35, 36, 31].
Choosing techniques that resolve particles can also be unsuitable. Mesh based approaches require
the fluid domain to be frequently recomputed as the solids move through the domain. The computa-
tional expense of this makes this approach unrealistic for suspensions beyond a few particles in size.
A completely fundamental approach to modelling particle suspensions would be to use molecular
dynamics to explicitly resolve the behaviour of the system at all length scales. This approach how-
ever becomes a impractically large when approaching realistic systems, even for modern computers
[37, 38, 32].
To get the best compromise for suspension modelling, a balance between the extremes of re-
solved and homogenised techniques needs to be reached. Approaches based on the lattice Boltzmann
method (LBM) however offer an attractive compromise by treating the fluid as probability distribu-
tions moving throughout a domain. This is is mesoscale point of view that avoids full modelling at the
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molecular level but is still sufficiently resolved to couple directly to motion of individual solid parti-
cles [39]. The discrete element method (DEM) provides a similar approach to the modelling of solid
particles by capturing their interactions with each other and their surroundings from a fundamental
perspective.
2.1 Lattice Boltzmann method for fluid flow modelling
The LBM was proposed in the late 1980s as an evolution of the lattice gas automaton developed
to capture the molecular behaviour of gas flows [40, 41, 42, 43]. Since then the LBM has seen
a rapid uptake and development for a wide variety of flow regimes and scenarios. These include
multiphase [39, 43, 42] and multicomponent [39, 44, 42, 45, 46] flows, thermal modelling [39, 47],
turbulent flow [39, 42], reactive flow [39, 48], porous media flows [44, 43], particle suspensions
with electromagnetic effects [45, 46] and nano-scale regimes [44, 42, 49]. Situations that involve
complex or evolving physical boundaries can be challenging to capture using conventional finite dif-
ference/volume/element methods. The implementation of boundary conditions in the LBM means
that such scenarios are more straightforward to model with this approach [39, 43]. Furthermore, the
LBM also has the advantage of locally solving the macroscopic flow properties at each time step.
This can allow parallel implementation of the calculation process over multiple processors whilst still
retaining fundamental flow relations [39, 42, 43].
2.1.1 General methodology
Conventional finite difference schemes solve flow problems by focusing on representative elements
of fluid over which the conservation equations are maintained. In contrast, the development of lattice
Boltzmann based methodologies start by regarding the fluid as being constructed of distribution func-
tions, fi(x, t), that represent the probability of an amount of fluid moving on a grid of nodes in the
direction of propagation, i, at a given location, x, and time, t.
The evolution of the distribution functions at a location can then be described as,
fi(x + ci∆t, t+ ∆t)− fi(x, t) = Ωi(fi(x, t)), (2.1)
which is known as the lattice Boltzmann equation (LBE). In Equation 2.1, Ωi (fi (x, t)) is a collision
function that controls the interaction of distribution functions at a node. The ci term represents the
velocity with which motion occurs between nodes in a propagation direction. This is determined
from the lattice spacing, the time step and the lattice displacement vector to the destination node, ξ i,
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Figure 2.1: The velocity set of the D2Q9 and D3Q15 lattices which are commonly used LBM models
for 2D or 3D studies. The D3Q27 lattice is also often used and adds velocities to the centre of the
outer cubic edges of the D3Q15 lattice.
as ci = ξ i∆x/∆t. When implemented numerically, this evolution is separated into two processes,
namely: streaming between nodes and collision at nodes. The order of evaluating these two stages at
each iteration does not impact the overall end result.
The streaming and collision processes of the LBE are applied to the flow problem by discretising
the entire possible fluid domain into a planar (2D) or prismatic (3D) array of point locations. The
complexity of such a model is described as DnQm where n is the number of dimensions in the model
and m refers to the number velocities available to redistribute populations from a given node. This
velocity set relocates populations to the surrounding nodes based on the lattice configuration imple-
mented. Sets often also include a stationary velocity to allow some of the population to remain at a
node. Widely used models are the D2Q9 and D3Q15 variants (see Figure 2.1) for reasons of ease of
computational implementation and acceptable accuracy [50]. The D3Q27 lattice is also often used
for three-dimensional flows. It is important to note that the numbering of the lattice directions varies
within the literature for reasons of convention or convenience of implementation.
The macroscopic properties of the flow at each nodal location are determined from summation
conditions on the populations and the given velocity set. In particular, these are found as density,
ρ =
m−1∑
i=0
fi(x, t), (2.2)
and mass flux (u is the flow velocity),
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ρu =
m−1∑
i=0
fi(x, t)ci. (2.3)
There exists two predominant methods of implementing the collision function in the LBE (Equa-
tion 2.1), known as the single relaxation time (SRT) and multiple relaxation time (MRT) techniques.
The SRT implementations are generally based on the work of Bhatnagar, Gross and Krook [51] where
the evolution of the distribution functions occurs based on comparison to an equilibrium state.
The SRT collision function (also referred to as the BGK operator) is based on the relaxation of
the distribution functions towards an equilibrium state, f eqi (x, t), and was introduced early in LBM
development [52, 53]. This process can be defined as,
Ωi(fi(x, t)) = −∆t
τf
(fi(x, t)− f eqi (x, t)). (2.4)
The equilibrium state is most often computed as a polynomial approximation of the Maxwell-Boltzmann
velocity distribution function. A relaxation parameter, τf , is used to control the evolution of the pop-
ulations towards equilibrium within the collision process. The value of this parameter is typically
restricted to τf ∈ (0.5, 1.5] due to stability and accuracy considerations.
The MRT was introduced by d’Humieres in 1992 [54] to provide a more stable method of solv-
ing the LBE. As its name suggests, MRT models control the updating of the LBM populations by
imposing multiple relaxation rates upon them. The collision process of particles is performed in the
domain of physically meaningful moments of the distribution functions. The outcome of this is then
transformed back to the distribution function domain to complete the propagation phase [43]. Pros-
peretti and Tryggvason [43] summarise that whilst the MRT approach is slightly more involved and
expensive to implement computationally than SRT (approximately 15% slower [55]) this is overcome
by its advantages in the areas of numerical stability and boundary condition development.
As it deals with distribution functions instead of flow variables, the relationship between the LBM
approach to the fundamental conservation laws needs to be demonstrated for the desired velocity
set and collision function being implemented. This can be performed in detail through the use of
a Chapman-Enskog expansion to an appropriate order as is widely illustrated in the literature (for
example in the works of He and Luo [56] or Chen and Doolan [39]).
Within SRT and MRT models an isothermal equation of state is used to relate the pressure, p, and
density of the system as,
p = ρRT = ρc2s =
ρ
3
(
∆x
∆t
)2
, (2.5)
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in which cs is the speed of sound on the lattice and typically assigned a value of 1/
√
3 as a con-
sequence of the Chapman-Enskog procedure. The gas constant, R, and system temperature, T , are
chosen and held constant in isothermal flows such that cs = RT . The kinematic viscosity of the
system in the SRT-LBM is also revealed through the Chapman-Enskog expansion as,
ν =
1
3
(
τf − 1
2
)
(∆x)2
∆t
. (2.6)
It is shown via the Chapman-Enskog expansion that, in the low Mach number limit (Ma =
|u|/cs  1), the expressions in Equations 2.5 and 2.6 are valid and the equilibrium distributions
can be defined. The equilibrium function depends on the lattice geometry being used and the distri-
bution direction of interest. Equation 2.7 is a result for the D2Q9 lattice as a second-order velocity
expansion. The weightings, wi, vary based on the direction chosen with it being 4/9 for i = 0, 1/9 for
i = 1, 2, 3, 4 and 1/36 for i = 5, 6, 7, 8 in the D2Q9 case [52]. For D3Q15, the stationary direction
has a weight of 2/9, 1/9 is used for the next six nearest neighbour directions and the remaining eight
have 1/72. In D3Q27, the groups of lattice directions from the current node use weights of 8/27, 2/27,
1/54 and 1/216 based on increasing distance [57].
f eqi (x, t) = wiρ(x, t)(1 + 3ci · u +
9
2
(ci · u)2 − 3
2
u2) (2.7)
The LBM process is constrained to low speed flows in order to retain the low Ma required to
satisfy fundamental conservation laws (see [39, 42] for example). To overcome this limitation, an
approach to solving more general flow problems with the LBM was proposed by Karlin et al. [58]
based upon an entropy function. Minimisation of this function as part of determining the equilibrium
distribution provided an H-theorem for the calculation thus guaranteeing its stability within the range
of applicable approximations. Over the following years, this entropic LBM (ELBM) has been adapted
to a wide range of situations including combustion and turbulence ([59, 60] among others). Ansumali
and Karlin [61] record that the ELBM approach is approximately ten times more expensive than the
conventional SRT approach in terms of both run time and nodal computations. Whether the extra
computational effort justifies the stability benefits is dependent on the scenario under investigation.
In order to further improve the accuracy and stability of the LBM alternate collision techniques
are still being developed. The most prominent of these are the cascaded [62] and cumulant [63]
methods. These seek to improve LBM performance by modifying collision parameters to reduce
Galilean invariance and increase accuracy for traditionally difficult problems such as low viscosity
and high Reynolds number flows.
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2.1.2 LBM boundary conditions
To implement boundary conditions within the LBM the desired constraint needs to be expressed as a
function of the local distribution populations at the target location. Assumptions are made to accom-
modate the unknown values streamed from outside the domain. The most common LBM boundary
condition is the bounce-back technique for solid, non-slip walls. On such boundaries the unknown
populations are assumed to possess the same values as those incoming from the opposite direction.
Variants of this approach can include features such as variable physical wall location [47, 64], bound-
ary velocity [65, 66] or porous media [67]. Improved accuracy of the method was developed by Ladd
and Verberg [37] in the link or continuous bounce-back approaches. These still encounter inaccuracies
for some boundaries as curves are viewed in a stepwise rather than continuous fashion [37, 68].
The boundary condition proposed by Zou and He [69] aimed to provide exact values of velocity
or pressure (via density) along a given boundary. This was achieved through rearranging the macro-
scopic property laws (Equations 2.2 and 2.3) and assuming a non-equilibrium bounce-back condition
of, fi − f eqi = f−i − f eq−i, to obtain unknown population values. Here ‘−i’ signifies the distribution
acting in the opposite direction to i. The Zou-He condition has been found to be accurate at low
Reynolds numbers but can become unstable as this increases [70].
2.2 Lattice Boltzmann methods for non-isothermal settings
The challenge of extending the LBM to non-isothermal scenarios (thermal LBM, TLBM) can be
summarised as determining methods that account for the necessary extra degrees of freedom of the
system required to solve for both energy and hydrodynamics. Various approaches to this problem
were highlighted and explained by Guo and Shu [47], however no consensus has been reached here
or in the wider literature as to an optimal approach.
2.2.1 Multispeed methods
Within multispeed methods, the velocity set being considered is greatly expanded to allow conserva-
tion of moments necessary to satisfy energy conservation equations in addition to those of continuity
and momentum. McNamara and Alder [71] note that to fully resolve the 3D thermal Navier-Stokes
equations at least 26 velocities are necessary to meet the constraints imposed (13 in two dimensions).
An example of a D2Q13 model is illustrated in Figure 2.2, while a D3Q21 model can be analogously
constructed by adding an extra velocity along the positive and negative Cartesian axes directions of
a D3Q15 model. The size of the velocity set being implemented varies depending on assumptions
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Figure 2.2: Example of a multispeed TLBM lattice using a D2Q13 layout, derived from [71].
made on the isotropy of the flow and accuracy to which some moments are conserved [71, 72, 73].
Larger sets however may be necessary to improve the numerical stability of such an implementation.
Smaller sets may be used when the non-conservation of a moment set does not unacceptably impact
on accuracy of the overall solution. This, with a double relaxation time collision scheme, was used
by McNamara et al. [72] to improve a multispeed TLBM application. The isothermal D2Q9 lat-
tice can be formed within this framework by neglecting higher order velocity moments, which is a
suitable approximation for low Ma flows, and the energy equation from the thermal Navier-Stokes
restrictions.
The multispeed approach to thermal flows is widely noted in the literature to encounter problems
with numerical stability [71, 72, 73, 47]. The source of this problem has been determined to be a result
of modal coupling of energy and shearing [74, 47]. This instability causes the multispeed approach
to the TLBM to be restricted in the range of temperatures that it can validly model.
The use of a single distribution population however does have a key strength in that the hydro-
dynamic and thermodynamic behaviours of the fluid system are intrinsically linked. As such, the
introduction of forcing terms for phenomena such as buoyancy and internal viscous heating is not re-
quired. This strength however can lead to problems in implementing boundary conditions. McNamara
et al. [72] discuss a technique that enforces no-slip velocity and isothermal conditions simultaneously
via an extrapolation process based on the desired boundary values. This approach was based on meth-
ods used in finite-difference numerical methods and uses up to three interior nodes to determine the
equilibrium distributions necessary to implement the boundary values. A layer of exterior nodes is
also needed to complete this approach.
Other approaches to multispeed boundary conditions include the regularised boundary condition
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[75]. This work deals with very large velocity sets for use with isothermal flows rather than also
accounting for the extra restrictions imposed by energy. This method replaces unknown populations
with an approximation (a perturbation from the equilibrium distribution) sourced from the Chapman-
Enskog expansion process. This method was found to be second-order accurate for the investigated
cases.
The implementation of diffuse boundary conditions in multispeed models were discussed by Meng
and Zhang [76]. These boundary types are desirable in that they can replicate slip velocities and
temperature jumps at interfaces. These authors provide a method of implementing such conditions
while still retaining the collision and streaming processes characteristic of the LBM. Their condition
is constructed through the use of ghost nodes to represent those outside the fluid domain. A mass
balance is observed in conjunction with scattering rules to reflect particle behaviour at the wall to
determine the necessary values for populations originating from ghost nodes to replace the unknown
populations within the fluid.
A boundary condition for the multispeed TLBM was proposed by Frapolli et al. [77] and is
based on the Tamm-Mott-Smith conditions for Dirichlet velocity and temperature restrictions. Here,
unknown populations are first estimated through the bounce-back technique. A correction is then
applied to them to ensure that the desired target values are met. The authors further note that such
a formulation cannot produce slip conditions at a wall and that only applying the corrections to un-
known populations reduces the amount of flow information that is lost by the boundary condition.
It must be noted though that the equilibrium formulation from which the correction is determined is
of a different form to Equation 2.7 due to the larger velocity set being used. This high-order poly-
nomial form (with terms up to the power of eight for velocity and 11 for temperature) would not be
straightforward to implement in practice.
2.2.2 Double distribution function methods
In the double distribution function (DDF) approach to the TLBM, a second distribution population,
gi(x, t), is introduced to compute energetic aspects of the flow. This population follows similar con-
servation rules and principles to the hydrodynamic population. In this case, however, the Chapman-
Enskog expansion yields a conservation of energy equation. The assumptions made regarding the
energetics determine the function formed. For example, if viscous heating and compression work are
ignored the energy and hydrodynamics completely decouple and,
∂T
∂t
+ u · ∇T = ∇(α∇T ), (2.8)
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is the conservation equation solved. Temperature is solved directly in this passive scalar approach.
The thermodynamic population behaves in a similar manner to the hydrodynamic population with a
collision and streaming rule,
gi(x + ci∆t, t+ ∆t)− gi(x, t) = −∆t
τg
(gi(x, t)− geqi (x, t)), (2.9)
and definition of macroscopic temperature,
T =
m−1∑
i=0
gi(x, t). (2.10)
The equilibrium functions are also similarly calculated as,
geqi (x, t) = wiT (x, t)(1 + 3ci · u +
9
2
(ci · u)2 − 3
2
u2). (2.11)
In the SRT collision approach of Equation 2.9, the relaxation parameter, τg, is related to the thermal
diffusivity of the material, α, by the relation,
α =
1
3
(
τg − 1
2
)
(∆x)2
∆t
. (2.12)
Although it makes the solution process straightforward, the decoupling of the thermohydrody-
namic behaviour means the temperature field has no influence on the velocity field. This drawback,
and the lack of viscous heating and compression work, was overcome by He et al. [78] by using the
second distribution function to conserve internal energy. This approach also provided some coupling
between the two populations in a one-way manner in that velocity influenced energy but not vice-
versa. This coupling occurs both in the equilibrium distribution as in the passive-scalar point of view
and via a source term.
From both He et al. [78] and Guo and Shu [47] the main change to the system of equations is in
the macroscopic interpretation of the gi population which for this model is,
ρnRT
2
= ρ =
m−1∑
i=0
gi(x, t)− ∆t
2
m−1∑
i=0
f¯i(x, t)qi(x, t), (2.13)
where,
f¯i =
(τf − 0.5∆t)fi + 0.5∆tf eqi + 0.5∆t(τf − 0.5∆t)Fi
τf
, (2.14)
and,
qi(x, t) = (ci − u) · [1
ρ
(−∇p+∇ · Tˆstress) + (ci − u) · ∇u]. (2.15)
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Here  is the internal energy of the system at a node and f¯iqi constitutes a forcing term to account for
viscous heating. An external forcing term of,
Fi =
G · (ci − u)
RT
f eqi , (2.16)
in which G is the force per mass is also introduced. Finally Tˆstress is the viscous stress tensor at the
given node. This can be found through computing the second-order moment of the term fi−f eqi [57].
A result of the non-localities within qi (calculating the pressure and velocity gradients, ∇p and
∇u respectively) is that this method is not necessarily used to solve general thermal behaviour of a
fluid [79]. Another version of the DDF approach can be attained by conserving total, E =  + u2/2,
rather than internal energy with the second population. This has benefits of including viscous heating
without the need for non-local derivative terms. The derivation of the system equations is described
by Guo et al. [80] and Guo and Shu [47]. Firstly, a change of variables was implemented to retain
the explicit properties of the formulation (this was also done in the internal energy model). These
changes yield,
f˜i = fi − ∆t
2
[
f eqi − fi
τf
+ Fi
]
, (2.17)
and,
g˜i = gi − ∆t
2
[
geqi − gi
τg
+ Zi
f eqi − fi
τf
(
1
τg
− 1
τf
)
+ qi
]
. (2.18)
The fluid population is then able to be relaxed by,
f˜i(x + ci∆t, t+ ∆t)− f˜i(x, t) = −ωf
(
f˜i(x, t)− f eqi (x, t)
)
+
2− ωf
2
∆tFi, (2.19)
and the thermal population with,
g˜i(x + ci∆t, t+ ∆t)− g˜i(x, t) = −ωg (g˜i(x, t)− geqi (x, t)) +
2− ωg
2
∆tq˜i + (ωg − ωf )ZiΦi. (2.20)
These results are supported with the expressions,
ωf =
2∆t
2τf + ∆t
, (2.21)
ωg =
2∆t
2τg + ∆t
, (2.22)
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Zi = ci · u− u
2
2
, (2.23)
Φi = f˜i − f eqi +
∆tFi
2
, (2.24)
and,
q˜i =
[
wi
ρE
RT0
+ f eqi (1−
ωf
2
)Φi
]
ci ·G. (2.25)
The equilibrium distributions themselves are evaluated at a reference temperature, T0, and pres-
sure, p0, as,
f eqi = wiρ
[
1 +
ci · u
RT0
+
1
2
(
ci · u
RT0
)2
− u
2
2RT0
]
, (2.26)
and,
geqi = wip0
[
ci · u
RT0
+
(
ci · u
RT0
)2
− u
2
2RT0
+
1
2
(
c2i
RT0
− n
)]
+ Ef eqi i (2.27)
recalling that n refers to the number of spatial dimensions in the problem.
This use of a fixed reference temperature rather than the local one again removes the influence
of the thermal distribution on the velocity field as in the previous models. Guo and Shu [80] note
that this decoupling limits the application of the total energy formulation to situations in which the
variation in temperature is small (Boussinesq flows). This is a consequence of the equation of state
implemented in these DDF models being independent of the local temperature [80, 47].
As energy and hydrodynamics are conserved separately in the DDF formulation, the linking of the
two quantities and associated phenomena needs to be made explicit through the forcing terms noted
previously. For example, He et al. [78] use,
ρG = −ρgη(T − T0), (2.28)
to allow convection behaviour to be modelled with a buoyancy forcing term added to the collision
operator of the LBE (right hand side of Equation 2.1). Here T0 is an appropriate reference temperature
for to the system. As convection examples in the literature generally examine Rayleigh-Benard type
convection where there the fluid is contained in a box with a hot wall and a cold wall, T0 is often
stipulated as the average of these two quantities. A coefficient of fluid thermal expansion, η, and
gravity, g, are also considered. The key assumption that is made in using this term is the Boussinesq
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approximation whereby density variations within the fluid are only significant if they are multiplied
by a gravitational term.
Finally, it should be noted that both multispeed [77] and total energy DDF [79] formulations of
the ELBM have been developed to model thermal flows.
2.2.3 Hybrid methods
A third approach that has been advocated within the literature is to couple the fluid problem solved by
the LBM to an alternate solution method for the thermal problem in a hybrid approach [74, 47, 81].
This typically would involve an appropriate finite difference formulation to solve the convection-
diffusion equation on a domain similar to the LBM grid under consideration. Such an approach would
have similar implementation benefits and drawbacks to the DDF approaches already discussed. In ad-
dition, this approach can leverage the considerable existing body of knowledge pertaining to such
numerical techniques for solution accuracy and boundary conditions. The drawback of such an ap-
proach is that finite difference approaches are inherently non-local. A key strength of the LBM is
that macroscopic properties can be found locally so coupling the solution process to the surrounding
nodes with a finite difference solver would negate one reason for selecting the LBM originally. Lalle-
mand and Luo [74], however, do implement a coupling parameter to link the temperature field to the
velocity field, a feature not seen in other dual approaches.
Another hybrid approach was implemented by Metzger et al. [82] who captured a passive-scalar
representation of the thermal behaviour of a fluid by releasing a population of Brownian tracer parti-
cles into a Couette flow which follow a discretised advection-diffusion equation. The concentration
of such particles at a given location within the flow corresponds to its temperature.
2.2.4 Thermal LBM boundary conditions
Having the energetic aspects of the flow being solved by a population distribution of similar form to
that used for the hydrodynamics means that a similar approach to boundary conditions can be used.
Boundary conditions analogous to those used in isothermal cases can be implemented in the TLBM
to obtain rules for both Dirichlet and Neumann constraints. Such examples include those by Guo et
al. [83], Huang et al. [84] and Monfared et al. [85].
The ‘nonequilibrium extrapolation’ boundary method proposed by Guo et al. [80] provides a gen-
eral computation for Dirichlet conditions for both fluid (fixed velocity) and thermal LBM populations.
The drawback of this method however is that it is non-local in format. For a general population hi,
the boundary nodes are updated using values from adjacent interior nodes using
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hi(boundary) = h
eq
i (boundary) + hi(adjacent)− heqi (adjacent). (2.29)
The boundary node equilibrium values are determined from the fixed conditions desired at that loca-
tion. It is noted in [80] that using the density of the adjacent node is a good approximation for the
boundary node.
2.3 Discrete element method for particle motion
Regardless of the specific numerical methodology being employed, the motion of particles reduces
to an integration procedure being applied to Newton’s second law. The forces acting on a particle
may include those arising from contact with walls or other particles, hydrodynamic forces from the
surrounding fluid, gravitational forces and external forces such as those from an externally applied
electromagnetic field [86, 46]. The approach for particles of finite size, with a detailed contact iden-
tification and resolution process, is typically a form of discrete element method (DEM).
The numerical procedure of the DEM can be briefly summarised as a procedure of four funda-
mental steps [87, 88]:
1. Contact search - particles that are in close proximity to one another and may be touching are
identified.
2. Contact resolution - each near neighbour pair has the distance between particles computed and
determines the magnitude and orientation of any overlap between them.
3. Force resolution - based on the overlap and properties of the particles forces that are acting on
the particles are calculated. Other forces such as hydrodynamic, gravitational or electromag-
netic effects are also resolved here.
4. Kinematic integration - the position and velocity of the particles are updated based on the forces
and an appropriate numerical scheme for solving Newton’s second law.
The contact and force resolution steps of this procedure are most efficiently performed when the
particles are spheres (or circles in 2D). This is due to analytical equations that describe the boundary
of the particle in a concise and straightforward manner. The problem with spheres though is that most
real objects are not truly spherical. To overcome this, strategies such as clumping multiple spheres
together to generate complex shapes or performing DEM with superquadric or polyhedra-based par-
ticles have been employed [87]. Although these approaches better capture particle behaviours such
as bouncing or rolling, they do so at significantly greater computational expense [87].
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2.4 Coupling of particle and fluid behaviour
In the analysis of particle suspensions, the method of linking particle and fluid behaviour will have
significant impacts on the overall flow behaviour and computation time of the system.
2.4.1 Hydrodynamic coupling of particle and fluid behaviour
The calculation of the hydrodynamic forces acting on a particle is of specific interest in the linking of
suspension components. The simplest way to couple the two components is to apply hydrodynamic
forces through the use of a drag correlation (such as by Jahanshaloo et al. [89]) as part of the force
resolution step. These are typically in the form,
Ff = 0.5CDApρ(|u− up|(u− up)) (2.30)
with dependence on a drag coefficient, CD, that is a function of the particle Reynolds number, Rep,
the cross-sectional area of the particle, Ap, the particle velocity, up, and the fluid density and velocity.
Such an approach is useful in the case of suspensions where Stokes flow is valid (i.e. Rep being less
than unity) [90].
The partially saturated method (PSM) developed by Noble and Torczynski [91] has been utilised
in this work as the strategy for coupling DEM to LBM. Further details on the method can be found
in [88, 46]. Here, locations of the DEM particles are firstly mapped onto the LBM grid to identify
fluid nodes covered by the solid. The nodes covered by the interior of the particle are assigned the
same velocity as the particle. The consequences of this are imposed upon the population distributions
through a modified relaxation process as,
fi(x + ci∆t, t+ ∆t)− fi(x, t) = −∆t
τf
[1−B] (fi(x, t)− f eqi (x, t)) +BΩsi . (2.31)
The summation of momentum differences for the LBM nodes assigned as the boundary of a
particle are converted to the hydrodynamic force acting on the particle through,
Ff =
∆x2
∆t
∑
r
Br
(∑
i
Ωsici
)
. (2.32)
The torque on a particle centred at xp can be found by [88],
Tf =
∆x2
∆t
∑
r
(x− xp)×Br
(∑
i
Ωsici
)
. (2.33)
In these expressions, r counts the nodes that map an obstacle to the lattice and B is a weighting factor
dependent on the coverage of the cell surrounding a node by the particle. The calculation of this
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Figure 2.3: Strategy for calculating the nodal coverage fraction B for use in the PSM method. Inter-
face nodes for particle boundaries are identified as B ∈ (0, 1). Note that the solid and dotted lines in
this figure are offset from the lattice grid linking nodes by ∆x/2.
term is illustrated in Figure 2.3. Although more computationally expensive than a drag correlation
implementation, such a process does calculate the hydrodynamic force acting on a finite particle from
the LBM point of view for a general flow state.
The collision function,
Ωsid = f−i(x, t)− fi(x, t) + fieq(ρ,up)− f−ieq(ρ,u), (2.34)
is chosen from the options tested by Noble and Torczynski [91] and is based on a non-equilibrium
bounce-back and the particle velocity, up.
Other options for applying hydrodynamic forces to particles in a LBM-DEM framework include
variants of Ladd’s link bounce-back method [65, 66] across a number of works [37, 92, 93, 94, 95],
the ALD method [96, 42, 81] or modifications on the momentum exchange method of Equation 2.32
[97, 98, 99].
2.4.2 Thermal coupling of particle and fluid behaviours
Within particle suspensions the heat transfer within and between components could potentially in-
clude conduction between solid particles during collision, conduction between walls and solid parti-
cles during contact, convection between both wall boundaries and the fluid and the solid particles and
the fluid, and internal viscous heating within the fluid. As was noted in Section 2.2, viscous heating
behaviour within a fluid can be implemented as a feature within the TLBM model either implicitly
(multispeed) or explicitly (internal energy DDF). Radiative effects are generally not considered.
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The solution for heat transfer at the interface of two media (both between solid and fluid com-
ponents in a particle suspension as well as between contacting particles) with no thermal resistance
between them requires the continuity of both temperature and heat flux to be maintained with con-
sideration of the varying material properties (conjugate heat transfer). Chen and Han [100] outline
a number of methods of doing this from a finite difference approach on a common grid for a steady
state solution. Their ‘pseudo-density’ approach treats the ρCp term that arises in the conservation
of energy equation as the ρ term in the conservation of momentum equation and applies conven-
tional techniques to solve for temperature. A slight rearranging of the energy equation leads to their
‘pseudo-solid-specific-heat’ method where the thermal diffusivity of the solid and fluid components
is found based on the conductivity of the local medium and the density and specific heat of the fluid
term only.
Given the constant immersion of the solids within the fluid component in a particle suspension the
convective heat transfer process between the two should be a significant factor. Some studies however
assume the particles to have adiabatic surfaces [81, 98]. Potential justification for this could be that
given the solid particles are generally small in comparison to the overall system that they would,
firstly, quickly reach an equilibrium with the surrounding fluid and secondly have a minimal impact
on the thermal properties of the fluid itself. It should be noted though that neither Khiabani et al.
[81] nor Hashemi et al. [98] provide this justification. In suspensions within confining geometries,
or in a confined pure fluid, the convective process between walls and the fluid is necessarily going
to be a significant influence on its behaviour. The convective process in either of these cases can be
implemented through an appropriately developed thermal boundary condition.
In the hybrid technique implemented by Metzger et al. [82], the heat transfer between the respec-
tive components is governed by the advective mechanism of the tracer particles. The redistribution of
these tracer particles is influenced by the velocity of the component the particle is in at a given instant.
Hashemi et al. [97] update the temperature of an immersed particle at each time step by nu-
merically integrating the energy balance occurring between the solid and fluid at the interface. This
procedure was performed for cases with a single particle and 30 individual particles.
The work of Chen and Han [100] has been recognised in the development of steady-state solvers
within a LBM framework [101, 102]. The ‘pseudo-solid-specific-heat’ approach was utilised by
Wang et al. [102] to determine the thermal conductivity of a fibre composite body. Although numeri-
cally convenient, this approach does not capture the correct local material properties of the respective
components. The steady-state limitation of such approaches was noted by Wang et al. [101] in the
development of their conjugate heat transfer model. Here the interface of the components is placed
between nodes, with the thermal relaxation parameter at a node being determined by the local ma-
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terial properties. A modified bounce-back model is used to capture the development of flow at this
interface.
Both Seddiq et al. [103] and Mohamad et al. [104] consider the conjugate heat transfer problem in
a LBM framework with the interface located at a node. In both cases the temperature at the interface
is determined through an energy balance to ensure that the flux condition is met. This is done on
the interface populations by Seddiq’s group [103] but from a macroscopic perspective by Mohamad’s
group [104] with this temperature then acting on the interface populations through the equilibrium
functions. The relaxation of populations crossing the interface is dependent on the respective material
properties. Mohamad’s work [104] relaxes populations on the interface with an average relaxation
parameter whilst those in Seddiq’s work [103] evolve based on the difference between pre- and post-
streaming values.
The work of Karani and Huber [105] ensures that the flux interface restriction is met through the
application of a forcing term to the relaxation of the thermal populations adjacent to the interface.
This approach assumes that the interface is straight or stair-cased and located halfway between nodal
locations. In order to retain the locality of the LBM, the effect of the change in material properties
at the interface is only calculated in a one-sided manner. Whilst demonstrated in a SRT setting, the
approach of Karani and Huber [105] is applicable to other relaxation schemes. Another forcing-term-
based approach was presented by Hu et al. [106] that focused on an implementation within an MRT
scheme. This method is able to resolve conjugate heat transfer on both straight boundaries and curved
interfaces that can be represented by a staircase boundary. A key point to note in the approach of Hu
et al. [106] is that it is a non-local scheme. Moment-space information from the surrounding nodes
is utilised to calculate heat fluxes present at the boundary of two media.
2.4.3 Heat transfer between particles
Due to the simplicity of their implementation, most numerical simulations model the solid particles
as spheres. A consequence of this however is that when collisions occur the contact area is very small
compared to the overall surface area of the sphere and collision times are generally short. These two
factors mean that some previous studies have assumed the conduction heat transfer mechanism to be
negligible [89]. Whilst this may be true for dilute suspensions where the interaction between particles
(and indeed between particles and walls) is relatively rare, such a process would become appreciable
in suspensions with higher solid volume fractions. In the dense suspension situation, the contact area
between particles would remain small but the time of contact would be extended as particles remain
touching as part of aggregates or due to geometrical considerations (internal or external to the system).
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To tackle this problem, Feng et al. [99] outlined their development of a so-called thermal DEM
(TDEM) procedure. Here, a system of touching particles is modelled as a nodal framework, with
temperatures being recorded at the centre of particles and at the points of contact. The conductive heat
transfer between touching particles is then set up as a series of linear equations and the temperature at
each location solved. The algorithmic procedure necessary to set up and solve the equation set for a
large number of particles with multiple changing or separate contacting sets is a possible challenge in
implementing this approach. The authors also note that the heat transfer mechanism proposed in the
TDEM model in a discrete form is compatible with the dynamic system in terms of coupling the two
processes together. Feng’s work [99] approaches convective heat transfer between suspended particles
and the surrounding fluid by summing the difference in the link-wise internal energy populations
over the boundary of a solid particle and using this to replace the flux term within the general fluid
population. The TDEM assumes no heat transfer from the fluid.
In this work, the thermal LBM population is used to compute the temperature behaviour for both
components. Transient solid-fluid and solid-solid interactions can be resolved through modification of
the local relaxation properties to represent individual materials. In particular, the relaxation of LBM
nodes at the interface of separate materials can be adjusted to permit different boundary conditions.
The implementation of conjugate heat transfer at the interface is discussed in further detail in Chapters
3 and 4. When required, the temperature of a particle can be found through determining the average
value of the LBM nodes it covers.
2.5 Summary
This chapter has provided a brief outline of the main numerical methodologies used in this thesis
to study particle suspensions with thermal effects. The LBM is an alternative numerical approach
for modelling fluid flow to conventional finite difference, element or volume based methods. By
considering the streaming and collision of probability distribution functions on a regular grid of nodes,
the LBM solves the fundamental conservation equations of fluids. This technique has matured to be
able to successfully capture a range of complex phenomena including thermal flows. The LBM is
well-suited to studying particle suspensions as only the collision behaviour requires modification in
the presence of solids. This is more efficient than recalculating a mesh, as is required in traditional
techniques. This collision modification also allows the forces on individual particles to be explicitly
resolved. The DEM is a straightforward approach to modelling the motion of solid particles. The
availability of the hydrodynamic forces acting on particles in the LBM means that coupling it to the
DEM can be readily performed using techniques such as the PSM. Additionally, within a thermal
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setting, a second LBM population can be used to capture the thermal interactions between both solid
and fluid components of a suspension. These features will be utilised within the remaining chapters
of this thesis.
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Chapter 3
Conjugate heat transfer in the LBM
Consideration of conjugate heat transfer (CHT) ensures that thermal energy is correctly exchanged
between two components of differing material properties. Capturing the behaviour of CHT requires
the continuity of temperature, T I,+ = T I,−, and heat flux, n · (k∇T + ρCpuT )I,+ = n · (k∇T +
ρCpuT )I,−, to be maintained at the boundary between disparate media. Here, the + and− indicate the
two sides of interface I and n indicates the interface normal. Accounting for this numerically requires
that information from the two components be swapped at interface locations, a process that can be
difficult or expensive to perform. This chapter discusses and analyses methods for computing CHT
within a D2Q9 passive scalar TLBM model. The single thermal population is used to capture heat
transfer between the separate components in the studied system. Test cases that have been examined
incorporate straight, curved and moving boundaries. Some preliminary tests were carried out to
demonstrate the performance of TLBM in capturing CHT. A broader range of test cases were then
examined in a more parametric study of model performance.
3.1 Approaches for conjugate heat transfer in TLBM
There exists two approaches for solving CHT in the LBM literature. The first method involves the
calculation of an extra forcing term that is added to the nodal populations after the collision process
has been calculated. This has been examined by Karani and Huber [105] for the SRT and by Hu et al.
[106] for the MRT collision operators. This calculation can be performed based on local information
only, particularly when the material properties and geometry of the boundary between them is known.
The second approach adapts the populations of nodes at the interface of two components to enforce
the continuity restrictions at these locations [104, 107, 83, 103, 108]. This computation is non-local
in that information (in particular temperature) from the neighbouring nodes is needed to ensure these
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conditions are met correctly. These modifications may take place before or after the collision process
but serve to make use of information from both adjacent media.
One CHT method of each type mentioned above has been explored in this study. Both of these
have been extended to identify the changes in material properties through the implementation of local
values of τg based on the B value for a nodal cell. The thermal population is thus used to determine
for the thermal state of the entire system, including both solid and fluid components in suspensions.
At interfacial locations where the coverage of the nodal cell by material 1 is B ∈ (0, 1), the local
value of property φ = ρ, Cp, k, τg is found by φlocal = Bφ1 + (1− B)φ2. Here 1 and 2 represent the
values of φ in the respective components.
3.1.1 Local CHT calculation method
The first method of CHT calculation considered here is a modification of the local forcing term ap-
proach outlined by Karani and Huber [105] (KH method). Here the quantity,
Fi = wi
∂
∂xj
(
1
ρCp
)
l
·
[(
1− 1
2τg
)∑
m
(fm − f eqm )cm − ujTl
]
, (3.1)
is added to Equation 2.4 at boundary nodes of the particle where B ∈ (0, 1) and at adjacent nodes. At
these locations the term describing the gradient of 1/ρCp in the Cartesian direction j,
∂
∂xj
(
1
ρCp
)
l
=
((ρCp)l+1 − (ρCp)l−1)
2(ρCp)l+1ρCp)l−1∆xj
, (3.2)
is non-zero. The subscript terms of l − 1, l and l + 1 refer to the node on the interface boundary
and those neighbouring it in the normal direction. The locality of the method can be retained here
if material properties and boundary geometry are known prior to calculation. The velocity term, uj ,
within the convective component of the forcing term refers to the relative velocity of fluid at the
interface location between two media. Tl refers to the local temperature at the boundary node. This
forcing term has been calculated by determining the extra term needed to capture the conservative
form of the energy equation when interfaces of disparate materials are present.
In [105], the forcing term was developed under the assumption that the interface is located halfway
between two nodes. In this work it has been modified to assume that the interface is located at a node
or, strictly, within its surrounding cell.
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3.1.2 Non-local CHT calculation method
The non-local method for CHT studied here is based on the method of Mohamad et al. [104] (MTHB
method). In this method, an energy balance is used to calculate the updated temperature at the inter-
face nodes between two materials so as to ensure the continuity relationships for CHT are maintained.
This occurs at each time step by,
T newint =
Eint∆t
(ρCp)local(∆x)2
, (3.3)
where,
Eint = k1T1 + k2T2 + T
old
int
(
(ρCp)local(∆x)
2
∆t
− k1 − k2
)
. (3.4)
The energy balance used here does not include the convective component of flux at the interface. In
the current work, we have included such a term to Equation 3.4 to allow the MTHB method to be
utilised in cases where a relative fluid flow velocity (urel) is incident upon an interface between two
media. The form of Eint is then,
Eint = k1T1 + k2T2 + T
old
int
(
(ρCp)local(∆x)
2
∆t
− k1 − k2 −∆xurel ((ρCp)1 − (ρCp)2)
)
. (3.5)
This value for Eint is then used in the equilibrium function calculation for the thermal population to
update the interface node populations via an SRT process. The relaxation parameter used for these
populations varies based on the velocity direction. If the velocity is tangential to the interface then
the local τg is used, otherwise the relaxation parameter corresponding to the material properties in
the lattice velocity direction is used. This is graphically outlined in Figure 3.1. It can be further
re-emphasised here that this method is regarded as non-local due to the requirement of retrieving
temperature data from neighbouring nodes. Unlike the expression in Equation 3.2, this cannot be
pre-computed from material or boundary information.
For more detailed derivations of the two basic methods used here for the calculation of CHT, the
reader is referred to the source papers of [105] (KH) and [104] (MTHB) respectively.
3.2 Preliminary studies
Preliminary studies were carried out with the non-local MTHB approach to CHT. Being based on
a finite difference approximation of the fundamental CHT equations makes this approach a natural
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Figure 3.1: Relaxation strategy for the curved interface of a solid particle (solid line) and a sur-
rounding fluid with the MTHB method. The dark dashed line is the numerical interface boundary.
Populations g0, g5 and g7 are relaxed according to local (coverage weighted) material properties; g2,
g3 and g6 with Medium 1 properties and g1, g4 and g8 with Medium 2 properties. The target nodes for
T1 and T2 in Equations 3.3, 3.4 and 3.5 are also identified.
choice to initially investigate. The test cases chosen have been selected to replicate situations that will
need representation within a particle suspension.
The calculation of thermal interaction between two separate media within the MTHB framework
was first tested through comparison to the analytic solution for a bar with a straight interface between
the materials. This was then examined under two initial conditions, referred to as Case 1 and Case
2, as illustrated in Figure 3.2. The analytic solution for these situations has been developed from the
results in Sun and Wichman [109]. This solution calculates a transient temperature profile for a three-
layer slab, solving with two adjacent layers having the same material properties yields the desired
two-layer solution. Converted to physical units the results from [109] can be expressed as,
T (x, t) = (TH − TC) ∗ (ψ(x)− φ(x, t)) + TC , (3.6)
where,
ψ(x) =

1−∆θ1 xd1 x ∈ (0, d1)
1−∆θ1 −∆θ2 x−d1d2 x ∈ (d1, d2)
1−∆θ1 −∆θ2 −∆θ3 x−d1−d2d3 x ∈ (d2, d3)
, (3.7)
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and,
φ(x, t) =

∑∞
n=0Ane
−α1(λnd1 )
2t
X1,n(x) x ∈ (0, d1)
∆1
∑∞
n=0Ane
−α1(λnd1 )
2t
X2,n(x) x ∈ (d1, d2)
∆2
∑∞
n=0Ane
−α1(λnd1 )
2t
X3,n(x) x ∈ (d2, d3)
, (3.8)
with ∆θi =
di/ki
d1/k1+d2/k2+d3/k3
; ∆i =
k1di+1
d1ki+1
√
αi+1d21
d2i+1α1
and di being the thickness and ki the thermal
conductivity of layer i.
The eigenfunctions Xi,n(x) are:
Xi,n(x) =

sin(λn
x
d1
) x ∈ (0, d1)
cos(λn) sin(
√
α1d22
d21α2
λn
x−d1
d2
) +
sin(λn) cos(
√
α1d
2
2
d21α2
λn
x−d1
d2
)
∆1
x ∈ (d1, d2)
 cos(λn) cos(
√
α1d
2
2
d21α2
λn)−sin(λn) sin(
√
α1d
2
2
d21α2
λn)
∆1
 sin(√α1d23d21α3λn x−d1−d2d3 )+ cos(λn) sin(
√
α1d
2
2
d21α2
λn)∆1
∆2
+
sin(λn) cos(
√
α1d
2
2
d21α2
λn)
∆2
 cos(√α1d23d21α3λn x−d1−d2d3 ) x ∈ (d2, d3)
.
(3.9)
The eigenvalues themselves, λn, are found by numerically determining values that satisfy,
tan(λn) =
−(∆1 tan(
√
α1d22
d21α2
λn) + ∆2 tan(
√
α1d23
d21α3
λn))
1− ∆2
∆1
tan(
√
α1d22
d21α2
λn) tan(
√
α1d23
d21α3
λn))
. (3.10)
Finally, the terms An depend on the initial condition being implemented. For Case 1 it can be
determined that,
An = (k2k3)/
(
d2d3λn
[
k2k3
2d2d3
+
k1k3
2d1d3
[
cos2(λn) +
sin2(λn)
∆21
]
+
k1k2
2d1d2
(cos(λn) cos(
√
α1d22
d21α2
λn)−
sin(λn) sin(
√
α1d22
d21α2
λn)
∆1
2 +
cos(λn) sin(
√
α1d22
d21α2
λn)∆1
∆2
+
sin(λn) cos(
√
α1d22
d21α2
λn)
∆2
2)]). (3.11)
.
To solve for Case 2, the An from Case 1 is multiplied by cos(λn).
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xMEDIUM 1 MEDIUM 2TH TC
L/2 L
CASE 1:
T (x = 0, t = 0) = TH
T (0 < x ≤ L, t = 0) = TC
CASE 2:
T (x ≤ L/2, t = 0) = TH
T (x > L/2, t = 0) = TC
Figure 3.2: Layout of the two-medium bar test case used to examine the performance of the proposed
TLBM interface model. The boundary conditions used with two separate cases of initial conditions
are compared against analytic results from Sun and Wichman [109].
The heat transfer model was then applied to a suspension by examining the cooling behaviour of a
single, stationary particle within a surrounding fluid. Both transient and steady-state behaviours were
examined in this context. The transient system, illustrated in Figure 3.3, is compared to the analytic
solution for such a layout by Jain et al. [110]. This solution, like that of Sun and Wichman for the bar
tests, is a summation of terms generated through the separation of variables method for solving the
appropriate partial differential equation with the given boundary and initial conditions. In the radial
case, Bessel functions are required to be implemented instead of trigonometric functions. For further
details the reader is referred to Jain et al. [110].
For steady-state testing, the outer circular boundary is replaced with a periodic square boundary.
The steady-state results are evaluated through comparison to an energy balance of the solid and fluid
initial temperatures (subscript I) and volumes (V ). This is found by solving for the final temperature,
Tf , in (ρCpV )F (TF,I − Tf ) = (ρCpV )S(Tf − TS,I).
The material properties used for the two media in these tests are detailed in Table 3.1.
3.2.1 Results and discussion of preliminary study
In addition to the direct comparison of the model results with analytic solutions when possible, the
L2 and L∞ norms were used as judgements of overall error. These metrics were calculated as,
L2 =
√∑N
j=1 |Tj − Tj,analytic|2
N
, (3.12)
and,
L∞ = max|Tj − Tj,analytic|, (3.13)
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R1 = R2/5r
MEDIUM 1
MEDIUM 2
R2
T (0 ≤ r ≤ R1, t = 0) = TH
T (R1 ≤ r ≤ R2, t = 0) = TC
T (r = R2, t) = TC
Figure 3.3: Layout of the two-medium radial test case used to examine the interface model on curved
boundaries. The boundary and initial conditions used in these tests are compared against analytic
results from Jain et al. [110]. To impose a circular boundary on the LBM grid, nodes in the shaded
region were set to TC as fixed temperature walls.
Property Medium 1 Medium 2
Material Solid Fluid
k [W/m.K] 2.86 0.60
ρ [kg/m3] 2,650 1,000
Cp [J/kg.K] 830 4,181
ν [m2/s] - 1 × 10−6
Table 3.1: Material data used for the two media in the heat conduction tests. The solid material values
approximately represent sand and the fluid values water.
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respectively. Both measures were compared to the appropriate analytic solution and defined using N
data points along a profile with Tj being the temperature at location j.
Three levels of grid refinement were used for the two-medium bar test with ∆x set to 5× 10−5m,
2.5 × 10−5m and 1.25 × 10−5m (coarse, medium and fine respectively). The relaxation parameters
were held constant between each stage of refinement to minimise its impact on results. The time step
was accordingly varied based on Equation 2.12 and the thermal diffusivity of the fluid component.
Two medium bar tests
The thermal response of the model over time for the test cases was compared to the analytic solution
of Sun and Wichman [109], which examines three layer transient heat conduction in a 1D slab. The
two layer problem examined here was generated by setting two adjacent layers to the same material
properties. The initial condition used by Sun and Wichman was also adapted to allow the Medium 1
region to start at the TH temperature rather than the entire domain being initialised at the TC temper-
ature.
Figures 3.4 and 3.7 illustrate the difference between the ideal and analytic initial conditions im-
posed on the bar cases. In these tests, TH = 350K and TC = 300K. The ideal initial condition (repli-
cating that stated in Figure 3.2) was able to be applied to the numerical model but was not able to be
captured accurately by the analytic model.
Figures 3.5 and 3.6 illustrate the transient behaviour of the relative errors and norms for the Case
1 scenario as it reaches steady-state. Figures 3.8 and 3.9 illustrate these measures for Case 2.
From Figure 3.5 the passage of heat through the bar can be noted as the reason for the delayed
onset of error along the length of the bar. Upon reaching steady-state, the greatest error occurs at the
interface itself where the -0.12% relative error indicates the model temperature being approximately
0.4K below the analytic solution. This slight error suggests that not enough heat is able to move
through the bar from the high temperature end and may be a consequence of the relaxation parameters
not being optimal for this problem.
Figure 3.6 illustrates the improvement in accuracy of results with grid resolution across the full
duration of the experiments for both norm measures. The variation of the norm values (and magnitude
of relative error, especially at the interface) may potentially be due to the computational time needed
for the interface temperature condition to firstly impact on the surrounding nodes and secondly capture
the appropriate flux continuity condition.
Similar to Case 1, the passage of heat dissipation from the interface in Case 2 can be noted by the
delayed growth of error magnitude at the locations midway through each component in comparison to
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Figure 3.4: Difference in initial temperature between the ideal situation and that calculated by the
analytic solution with 100 eigenvalues for the two-medium bar test and Case 1 initial condition.
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Figure 3.5: Development of the relative error between the model results and the analytic solution
over time in the two-medium bar with Case 1 initial condition. The error has been measured at three
locations the interface (L/2) and at the centre of the two media (L/4 for Medium 1 and 3L/4 for
Medium 2). These results were observed with the fine level of grid refinement.
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Figure 3.6: Development of the L2 norm and L∞ norm comparisons of the model results and analytic
solution over time in the two-medium bar with Case 1 initial condition at the three levels of grid
resolution.
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Figure 3.7: Difference in initial temperature between the ideal situation and that calculated by the
analytic solution with 100 eigenvalues for the two-medium bar test and Case 2 initial condition.
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Figure 3.8: Development of the relative error between the model results and the analytic solution
over time in the two-medium bar with Case 2 initial condition. The error has been measured at three
locations the interface (L/2) and at the centre of the two media (L/4 for Medium 1 and 3L/4 for
Medium 2). These results were observed with the fine level of grid refinement.
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Figure 3.9: Development of the L2 norm and L∞ norm comparisons of the model results and analytic
solution over time in the two-medium bar with Case 2 initial condition at the three levels of grid
resolution.
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that at the interface (Figure 3.8). Again, the steady-state solution reached by the model has converged
to a profile slightly lower than the analytic outcome. However, an overall error magnitude of less than
0.1% over the duration of the simulation is an acceptable outcome for the model.
After generally starting at greater norm values than in Case 1, the convergence of the Case 2
numerical results proceeded more smoothly as is illustrated in Figure 3.9. The results improve with
grid refinement as anticipated and generally reduce in time as the simulations reach the steady-state
solution. Further analysis of the accuracy of the solution as a function of the relaxation parameter
has been left as a future study. As expected, the same steady-state values as in Case 1 for the norms
have been obtained in Case 2. This is because the steady-state solution is independent of the initial
conditions.
The differing initial behaviour of the norms in Figures 3.6 and 3.9 would seem to be a result
of how the applied initial condition interacts with the interface method. Case 1 allows heat to be
transferred through the interface condition from an originally continuous state. The application of a
jump in temperature at the interface in Case 2 provides an initial error that is required to be dissipated
by the system. It is worth noting that the analytic equation set used in Case 2 calculates an initial
temperature of approximately 331K at the interface of the two components compared to the ideal
350K which was implemented numerically.
The order of convergence of the bar tests can be seen to reflect the first order behaviour anticipated
by the finite difference approximations made by the model. This behaviour can be more formally
observed for both test cases in Figures 3.10. This convergence can be seen during both the transient
dissipation of heat through the bar and when it has reached steady-state.
Two medium radial tests
The test layout illustrated in Figure 3.3 can be used to examine the transient behaviour of the model
against the analytic situation proposed by Jain et al. [110]. This layout can be interpreted as a
particle of Medium 1 immersed within Medium 2. The steady-state behaviour within this scenario
is trivial however as it consists of the entire domain cooling to the outer wall temperature. To better
examine the steady-state temperature evaluation of an immersed particle, a circular particle is placed
in the centre of a square domain possessing periodic boundaries. This situation provides a non-trivial
steady-state that the model must converge towards.
Figures 3.11 highlights the variation between the analytic and ideal (and numerically imple-
mented) initial conditions imposed on the radial cases, in these tests TH = 350K and TC = 300K.
Figures 3.12 and 3.13 illustrate the relative errors and norms respectively this test case. Table 3.2
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Figure 3.10: Change in L2 norm with grid refinement at t = 0.025, 0.25 and 3.5s for the bar test
cases. A slope indicating first order improvement is included for comparison. The steady-state results
(t = 3.5s) are effectively identical for both cases.
TF TS Tf,Theory Tf,Coarse Tf,Medium Tf,F ine
300 305 300.084 300.102 300.088 300.088
Table 3.2: Observed steady-state particle temperatures, Tf , compared to an energy balance model for
a circular particle within a rectangular, periodic domain at three levels of grid resolution. The solid
component started at TS = 305K and the fluid TF = 300K in an attempt to reduce the simulation
time needed to reach equilibrium.
details the steady-state temperature results of a heated particle immersed within a fluid.
The approach used in Figure 3.3 to capture a radial domain on a Cartesian grid was observed to
successfully maintain the desired angular symmetry of the temperature profiles. A contour plot of
temperature illustrating this is presented in Figure 3.14.
The error seen in the radial system (Figure 3.12) compared to its analytic solution is larger than
that seen in the bar problem but still of an acceptably small magnitude. This is not unexpected
given the difficulties associated with replicating a curved surface on a Cartesian LBM grid despite the
performance shown in Figure 3.14. The Medium 2 section of the domain does not deviate far from
the initial temperature condition due to the larger volumetric heat capacity (ρCp) and significantly
larger area of this section combining to reduce the temperature gain associated with heat flow from
Medium 1. The fixed temperature outer wall also more directly influences the temperature behaviour
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Figure 3.11: Difference in initial temperature between the ideal situation and that calculated by the
analytic solution with 50 eigenvalues for the two-medium radial test.
10−2 10−1 100
0
0.1
0.2
0.3
0.4
t/tmax [-]
E
rr
or
[%
]
R1/2
R1
(R1+R2)/2
Figure 3.12: Development of the relative error between the model results and the analytic solution
over time in the radial test case. The error has been measured at three locations: the interface (R1) and
at the centre of the two media (R1/2 for Medium 1 and (R1 + R2)/2 for Medium 2). These results
were observed with the fine level of grid refinement.
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Figure 3.13: Development of the L2 norm and L∞ norm comparisons of the model results and analytic
solution over time in the radial test case at the three levels of grid resolution.
Figure 3.14: Temperature [K] contours for the cooling of a particle in a circular domain as per Figure
3.3. The desired symmetry of the temperature profiles has been maintained despite a rectangular grid
being used. This figure was created from the medium grid resolution test case.
57
10−0.6 10−0.5 10−0.4 10−0.3 10−0.2 10−0.1 100
10−3
10−2
10−1
100
Relative Grid Size (∆ x/∆ xCoarse)
L
2
N
or
m Order = 1
Radial, t=0.01s
Radial, t=0.1s
Radial, t=2.5s
Figure 3.15: Change in L2 norm with grid refinement at t = 0.01, 0.1 and 2.5s for the radial test
cases. A slope indicating first order improvement is included for comparison.
in Medium 2 than in Medium 1. As the simulation progresses, the error across the domain becomes
consistent and tending to zero as the simulation converges towards the steady-state.
The norms of the radial test, shown in Figure 3.13, again demonstrate the convergence of the
solution to the steady-state solution with both measures tending towards zero. The simulations gener-
ate the anticipated first-order spatial convergence especially at shorter time scales. These results are
presented in Figure 3.15. At longer time scales, the convergence behaviour becomes less than first
order due to the constant temperature steady-state being consistently approached by all scales of grid
refinement.
As was noted for the bar tests, the numerical tests were initialised using the ideal temperature
profile. The initial population values were assigned at each nodal location based on the equilibrium
distribution values i.e. the ‘0’ population is 4T/9, populations ‘1’-‘4’ are T/9 and populations ‘5’-
‘8’ are T/36 where T is the assigned initial nodal temperature. In both test cases the LBM fluid is
initialised as stationary with an equilibrium distribution (replacing T in the above notes with ρ). It is
recognised that it may be possible to achieve improved results if a non-equilibrium initial distribution
is utilised as noted by Caiazzo [111] and Mei et al. [112]. However, the equilibrium format is felt to
be adequate for these test cases as it maintains generality of the modelling procedure.
The steady-state test with periodic boundary conditions (Table 3.2) illustrates the ability of the
model to capture the particle temperature in a non-trivial situation. The model had an error of 0.018K
for the coarse grid spacing and 0.004K for the medium and fine spacings. The result for the fine
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spacing is slightly improved upon the medium test when the next significant digit of the particle
temperature is considered. It would appear, however, that the limit of the model in terms of accuracy
with grid refinement has been reached for this case.
Further observations
A further observation to make based on these results is that all test cases capture the analytic solu-
tion to an acceptable degree of accuracy. At very short time frames, the analytic solutions become
more sensitive to the number (and accuracy) of eigenvalues used in the expansions. This is especially
notable in the initial condition examples in Figures 3.4, 3.7 and 3.11. To attempt to alleviate this
the first 100 eigenvalues were used for the bar tests and the first 50 for the radial tests. These quan-
tities of eigenvalues are five times greater than those that the source papers used in their respective
illustrations.
It is known that the performance of hydrodynamic LBM simulations is strongly dependent on
the value of the relaxation parameter used [113]. It would be expected that such behaviours occur for
thermal simulations as well. The ability to choose the relaxation parameters for each component being
modelled is impacted by the difference in material properties of the system under consideration. In
particular, as the time step and grid spacing is required to be constant within a system, the relaxation
parameters of components 1 and 2 are related by their respective values of thermal diffusivity,
α1
α2
=
τ1 − 0.5
τ2 − 0.5 . (3.14)
Whilst the relaxation parameters used in this study have been held constant between each test, the
values used were chosen largely for numerical convenience. It is quite likely that results could be
improved through optimisation of the relaxation parameters.
In this study, the SRT approach has been utilised due to its advantages of efficiency and con-
venience of implementation. It has been recognised in the literature that the MRT version of the
relaxation operator can provide more stable and accurate results for general fluid flows [114], thermal
behaviours [74] and for particle suspension hydrodynamics [115]. Implementation of the MRT model
would be another avenue worthy of future investigations of transient thermal behaviours within parti-
cle suspensions. In this study, the variation of material properties is determined through variation of
the local relaxation parameter, in any generalisation to an MRT scheme this variation would need to
be correctly replicated amongst the additional relaxation times.
What is also seen is that the steady-state solution is approached to an acceptable degree of accuracy
regardless of the grid resolution tested. However, when modelling dense particle suspension flows,
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the short time transient behaviours are typically of greater interest as the properties of the constituent
components change too frequently for a steady-state to be achieved. In particular, such transience
would arise from contact between particles and the thermal interaction of particles with a variable
surrounding fluid.
3.3 Parametric studies
Based on the results of the preliminary studies, a parametric test campaign was conducted. This
assessed the performance of a local and non-local version of CHT formulations. Understanding the
comparative behaviour of two such schemes is critical to the overall performance of TLBM which,
ideally, can be constructed as a purely local method. First, verification of the selected models was
performed through comparison against transient, analytic solutions for two-medium test cases in one-
and two-dimensions. The performance of the models in the presence of flow was also examined.
Validation of the models was then been performed for static and dynamic particle suspensions.
3.3.1 Verification tests
The first set of verification tests examined the parametric variation of heat conduction through a two
material system. These cases studied a one-dimensional bar and a two-dimensional radial system,
with the layouts based on those used in the preliminary studies.
In addition to a reference case of the two regions possessing identical material properties, three
permutations of parametric variations were conducted. These were defined based on differences in
the thermal properties between the two layers of media as outlined in Table 3.3. For each test case, the
varied ratio is altered to values of 2.5 and 5 whilst maintaining the constant property as equal between
the two media. Here, these will be referred to as P1, P2 and P3 respectively. Thus P12.5 refers to
case P1 with k1
k2
= 2.5.
The reference problem and each test case in Table 3.3 were undertaken on a coarse, medium and
fine grid spacing with an overall simulation time of 3,000 ∆tcoarse for the bar scenario and 9,000
∆tcoarse for the radial simulation. For the coarse test cases, the total length of the bar and the outer
radius of the larger radial domain were 10∆xcoarse. This was doubled for each level of grid refinement.
The bar test case was also separately run until a steady-state was reached. This was done in order to
provide some further insight on the accuracy of the models being investigated. It should be noted here
that the material properties and relaxation parameters used were held constant between the different
levels of grid refinement. As such, the time step used in each simulation was simultaneously reduced
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Test Case Varied Ratio Constant Property
P1 k1
k2
ρCp
P2 (ρCp)1
(ρCp)2
α
P3 α1
α2
k
Table 3.3: Property variations of the three test cases used to parametrically evaluate the two CHT
methods being investigated. These tests fix the varied ratio at values of 2.5 and 5 between the two
media and hold the constant property as equal.
in a diffusive manner. If a specific time step reduction was desired than the result of such a trial could
be determined from comparing the corresponding grid spacing to the coarse, medium and fine results.
In physical units, the base values for the thermal properties were taken as k = 1W.m−1.K−1,
ρ = 1, 000kg.m−3 and Cp = 1, 000J.kg−1.K−1. These values and ratios were not chosen to represent
any real material or system, merely to illustrate the capabilities of the model.
In suspensions with moving particles, the short-term transient rather than steady-state behaviour
may be of greater interest when observing how the system behaves. In order to quantify this behaviour
in some manner, an integer weighted norm (IWN),
IWN =
outmax∑
out=1
outmax − out+ 1∑outmax
j=1 j
Lx,out = IoutLx,out, (3.15)
has been used in this study. Here the output data of the desired norm, Lx, at chronological stages
out = 1, . . . , outmax is weighted more heavily the earlier they are generated in the simulation. For
example, if five (evenly spaced) outputs are generated during a simulation the earliest set of data will
be weighted with a factor of Iout = 515 and the final output with Iout =
1
15
. In this study, the L2 norm
from the preliminary study was utilised. The IWN has been implemented here so as to provide a
measure of the early transient performance of the two models being compared within a single value.
It should be noted here that as the IWN favours earlier time outputs, where a transient system may be
changing considerably, it may be considered an tough measure of overall model performance.
Two medium bar test
This study analysed the Case 2 scenario presented in Figure 3.2. The IWN results calculated for
the two methods were generated for the two medium bar test using the analytic solution described
previously from Sun and Wichman [109]. These are presented for the transient case in Figure 3.16
and the L2 norm results for the steady-state problem in 3.17. A graphical indication of convergence
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performance for the tests is given in Figures 3.18 and 3.19.
During the transient tests (Figure 3.16), it can be seen that when replicating the behaviour of
a single continuous medium (the ‘Reference’ case) both methods perform well. Improving results
with grid refinement and independence from the average value of τg between the two media can be
seen. Generally similar behaviour can be seen for the P1 and P3 test cases however the improvement
between the medium and fine grid spacings has been reduced for the MTHB method. In the P2 case,
the convergence behaviour for the KH model again behaves as expected however the MTHB method
does present some unexpected convergence behaviour for the P22.5 case. There is also a greater
dependence on the τg values used for both methods. For each of these cases, the average order of
convergence is approximately one.
Once steady-state has been reached in these cases, different observations can be made (see Figure
3.17). Firstly, both models generate identical results for the reference case and exhibit no L2 norm
error when a value of τg = 1 is used for the media. In the P1 case, it is the KH method that displays
significantly more accurate and τg-invariant results. The MTHB results, though converging in the
correct manner with grid refinement, departs from the analytic solution by an amount increasing with
the average τg of the simulation.
At steady-state, the P3 behaviour of both models occasionally does not display conventional
convergence behaviour. This is particularly noticeable for a property ratio of 5 for the KH model
and at higher average τg for the MTHB model. As the P1 case (with the same average τg but with
varying k and constant ρCp) gives good results, it can be inferred that the variation of τg between
the two media is not the cause of this. Instead it would appear that the change in ρCp gives rise to
the fine resolution returning poorer results than coarser grid spacings. The MTHB model however
does display a much lower L2 norm for the P3 case than the KH model. It also appears to be largely
independent of τg at steady-state.
It has been noted in some studies, for example [100], using conventional numerical solution meth-
ods, specifically SIMPLE-like algorithms, that the variation of the ρCp quantity between adjacent
regions can lead to errors in the calculation of CHT behaviours. It seems likely from the results
observed here that similar considerations should be taken into account when using LBM.
For the steady-state P2 case it appears that the performance of the KH model with respect to grid
refinement is dependent on τg and the ratio value. In the P22.5 case, the medium and fine results are
similar at all τg values. For the P25 case, cases with average τg less than one also see the medium
and fine results being similar. However for the two cases of greatest average τg it is the coarse and
medium results that generate almost identical results. The MTHB model has all three levels of grid
refinement producing similar results over a wide range of τg values used. In some cases though it
62
was observed that a coarser level of grid refinement yielded a better L2 norm than a finer one. This
highlights a shortcoming of both models when the values of ρCp are varied between material regions
as already observed.
The physical parameters chosen for the P2 case lead to the steady-state being reached in a rela-
tively short period of time and the discrepancies become apparent in the tests conducted here. The
discrepancy in steady-state values for the P25 case is illustrated in Figure 3.20. It is important to note
however that the magnitude of error presented at steady-state, seen in Figure 3.20, is similar to that
presented in Karani and Huber [105].
In general, however, it can be concluded that the steady-state results for both models do show
convergence towards the analytic results with grid refinement.
Two medium radial test
The layout, boundary and initial conditions used for the parametric two medium radial test case were
very similar to those illustrated in Figure 3.3. The only difference was that R1 was doubled in size to
0.4R2. The IWN results calculated for the two medium radial test are presented in Figure 3.21 and
the corresponding convergence plots are given in Figure 3.22.
In a 2D radial setting, the IWN results are broadly similar to those discussed for the bar test. It
should first be noted that in the P1 and P3 tests both models were unstable when the lowest average
τg was used. These are represented in Figure 3.21 as an IWN of zero.
In this case, the MTHB method provides generally lower IWN values than the KH method. The
most obvious difference between the two methods is the variation of the MTHB method with chang-
ing average τg values. In particular, the Reference and P3 cases showed the smallest error at the
lowest values of τg. This is not ideal in practice as this state corresponds to those with the smallest
∆t and hence longer simulation times for a desired physical time. Such implementations may also
be problematic due to the linkage of the thermal and fluid domains by ∆x and ∆t. From this, τg
approaching 0.5 may imply that τf would also be reduced towards values where hydrodynamics may
become unstable [114]. This behaviour is dependent on the physical Prandtl number (Pr = ν/α) of
the fluid being modelled.
Figure 3.22 illustrates the KH method generally displaying approximate first order convergence
for most tests. The MTHB approach however shows improvement that is slightly greater than first
order for the step between the coarse and medium grid spacings but generally negligible improvement
between the medium and fine grids. This suggests that either the MTHB method is grid independent
for this test case or the error becomes dominated by another source at further refinement. Again the
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Figure 3.16: IWN calculated for the two medium bar test case at coarse (squares), medium (circles)
and fine (triangles) grid resolutions plotted against the average τg of the two media. The plots on the
left are the results for the KH method, those on the right are for the MTHB method. In the lower three
plots, the hollow markers represent a property ratio of 2.5 and the filled markers a ratio of 5.
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Figure 3.17: Steady-state L2 norm calculated for the two medium bar test case at coarse (squares),
medium (circles) and fine (triangles) grid resolutions plotted against the average τg of the two media.
The plots on the left are the results for the KH method, those on the right are for the MTHB method.
In the lower three plots, the hollow markers represent a property ratio of 2.5 and the filled markers a
ratio of 5.
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Figure 3.18: Variation in average IWN for stable bar tests against the level of grid refinement. The
plot markers are labelled consistently for both methods. A solid line representing a convergence rate
of one has been included for reference.
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Figure 3.19: Variation in steady-state L2 norm for stable bar tests against the level of grid refinement.
The plot markers are labelled consistently for both methods. A solid line representing a convergence
rate of one has been included for reference.
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Figure 3.20: Comparison of the analytic, KH method and MTHB method steady-state temperature
profiles for the P25 case. The numerical cases have been run with τg = 1 for Medium 1.
P2 cases are observed to display consistently contrary convergence behaviour to that displayed by
the majority of results. The reasoning for this behaviour would be similar to that discussed for the bar
case and potentially be associated with the variation in ρCp. However, as the steady-state condition
for the radial problem is the entire domain becoming the same temperature as the outer wall, it would
be the rate of temperature change which is in error in this case. It is also interesting to note that the
variation in α between two media appears to be associated with some instability in the 2D models
when a very low τg is used.
It is again reiterated here that IWN strongly favours performance at earlier time steps. As this is
where the system is changing most rapidly, it may be viewed as a strict measure for evaluating how
the model behaves. However, the transient behaviour of the models is a key consideration of this
research.
Moving fluid test
The purpose of the moving fluid test case was to demonstrate the performance of the two models in the
presence of both CHT and convective flow. Here, the set-up of Figure 3.2 was used in two examples
with a constant flow of U = 0.002m/s and 0.005m/s, respectively, moving across the domain in the
x-direction. The interface location remained fixed in this scenario. This test was run with k1/k2 = 0.5,
(ρCp)1/(ρCp)2 = 1.5 and τg,2 = 1.0. These material values were chosen to correspond with those
used in Section 3.3.2. A steady-state analytic solution,
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Figure 3.21: IWN calculated for the two medium radial test case at coarse (squares), medium (circles)
and fine (triangles) grid resolutions plotted against the average τg of the two media. The plots on the
left are the results for the KH method, those on the right are for the MTHB method. In the lower three
plots, the hollow markers represent a property ratio of 2.5 and the filled markers ratio of 5. Markers
with a value of IWN = 0 are due to unstable simulations.
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Figure 3.22: Variation in average IWN for stable radial tests against the level of grid refinement. A
solid line indicated a representing rate of one has been included for reference.
T (x) =
TH −
C1α1
U
(
1− eUxα1
)
0 ≤ x ≤ L/2
TC − C2α2U
(
e
UL
α2 − eUxα2
)
L/2 < x ≤ L
, (3.16)
was derived to judge the performance of the two LBM models at each of the velocity magnitudes
tested. Here, C1 and C2 are constants found through application of the CHT relations at the interface
of the two media. The results of the two methods at steady-state are presented in Figure 3.23. Here it
can be seen that the KH method solves the problem acceptably, replicating the analytic solution well
in both cases. The MTHB solution however appears to struggle to fully capture the solution despite
the introduction of a velocity term to the calculation of the interface temperature (Equation 3.5).
3.3.2 Validation tests
Static particle suspension tests
A useful example of numerical suspension analysis is the work conducted by Yu et al. [116] using the
fictitious domain method for simulating heat transfer in particle suspensions. Two of the test cases
investigated in their study have been replicated and compared to the LBM methodologies proposed
in the current work. These tests investigate heat conductivity properties of stationary suspensions at
various levels of relative thermal conductivity and solid volume fraction.
The first test places a single particle with diameter, D, at the centre of a 16D× 16D domain as an
approximation of a dilute limit suspension (Figure 3.24a). The upper and lower wall of the domain are
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Figure 3.23: Comparison of the steady-state KH and MTHB results with the analytic solution for a
constant velocity imposed on the test case described in Figure 3.2.
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held at a fixed, hot (TH) and cold temperature (TC), respectively. The model is run until steady-state
is reached. A conductivity coefficient, c, can be defined that stipulates how the diffusive component
of conductivity, kd, varies compared to the fluid value via kd/kF = 1 + cφ. Yu et al. [116] report a
formula for calculating this value for a suspension of N particles as,
c =
(kR − 1)H
(TH − TC)NSp
N∑
r=1
∫
∂Pr
nyTSdx. (3.17)
Here kR = kS/kF is the conductivity ratio between the solid and fluid components, H(= 16D) is the
height of the domain, Sp is the area of a particle and Pr refers to the domain covered by particle r.
Varying the value of kR allows investigation of the ability of a model to calculate c. In the dilute limit,
a simple analytic solution, c = 2(kR − 1)/(1 + kR), is utilised by Yu et al. [116] to evaluate model
performance. In the current study, the KH and MTHB models are compared against this solution and
the results of Yu et al. [116].
The effective conductivity of suspensions of kR = 5 was examined in the second test case from
Yu et al. [116]. Here, a 4 × 4 array of circular particles was placed within a square domain (Figure
3.24b). The size of the domain and the spacing between particles were varied to obtain a range of
solid volume fractions. As in the single particle test, the upper and lower walls were fixed at TH
and TC , respectively, and the simulation was run to steady-state. Under the assumption that the heat
flux input to the system by the upper wall is equal in all cases, the effective conductivity ratio of a
suspension can be estimated in the current model by ke/kF = (∆TeH)/((TH − TC)∆x)). Here ∆Te
is the average temperature difference between the upper wall and the row of nodes immediately below
it. These relations are presented by Yu et al. [116] as a thermal analogue to the expressions for the
viscosity of a suspension calculated by Batchelor [117].
In the single particle tests, the c parameter (Equation 3.17) has been calculated at various kR using
the proposed LBM models and compared with the results obtained in Yu et al. [116] as well as an
analytic solution for the dilute limit. The LBM models used the fine mesh sizing from the previous
tests and values for τg,F of 1 and 0.6. The results are presented in Figure 3.25. The reason for testing
two different τg,F values is highlighted in Figure 3.26 which illustrates the difference in τg needed to
capture materials with different values of thermal diffusivity. This figure is a result of the relationship
between relaxation parameters and material properties of two components,
α2/α1 = (τg,2 − 0.5)/(τg,1 − 0.5). (3.18)
The expected behaviour is successfully replicated at low conductivity ratios by both methodolo-
gies. However, when τg,F = 1, ratios of kR = 2, 5, 10 and 40 requires τg,S = 1.5, 3, 5.5 and 20.5
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Figure 3.24: Schematic layouts used for comparison to the studies by Yu et al. [116]. The single
particle test varies the ratio of thermal conductivities between the central particle and the surrounding
fluid to compute the impact of the particle on the conductivity of the suspension. The array test varies
the geometry to investigate the conductive properties of a suspension at different particle volume
fractions.
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Figure 3.25: The variation of the conductivity coefficient of a dilute suspension with conductivity
ratio as computed by the current model is compared to published results from Yu et al. [116] and the
analytic result (c = 2(kR−1)/(1 +kR)). The filled markers for the two LBM methods represent tests
with τg,F = 1, the hollow markers for these trials represent τg,F = 0.6.
respectively. At larger values of kR, it is this large τg,S that causes the significant deviation of the two
LBM methods away from the analytic results. In particular, this is noticeable above kR ≈ 10 for the
KH method and kR ≈ 3 for the MTHB method. This greater sensitivity to the relaxation parameters
in the MTHB method is unsurprising as they contribute more significantly in this interface treatment
than in the KH approach.
When the KH method was tested with τg,F = 0.6 for kR = 5, 10, 20 and 40 the model returned
unstable results and so these are not plotted, this is consistent with the behaviour seen in the radial test
cases. Further refinement of the value of τg,F chosen could serve to optimise the performance of this
method for higher values of kR. Using τg,F = 0.6, the MTHB method exhibited notably improved
behaviour than the τg,F = 1 case however the results still deviated from the analytic solution. It
could be anticipated that further reducing the value of τg,F would aid in reducing the error of this
methodology however this comes with the requirement of extended simulation run times. In order
to maintain a constant value for α for the fluid, Equation 2.12 dictates that the time step must be
decreased in turn when the grid spacing is held constant. The level at which this becomes impractical
is dependent on available computational resources.
For the particle array test scenario, Yu et al. [116] compared results from the two mesh grades
implemented with their model and analytic (and experimentally validated) results from Perrins et al.
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Figure 3.26: The value of τg,2 needed for different values of τg,1 and different property ratios αR =
α2/α1. This plot is a graphical representation of Equation 3.18.
[118]. Figure 3.27 compares the results computed with the current model to these results. The LBM
methods used here are calculated with τg,F = 1.
For the LBM parameters tested here the KH method performs comparably to the fictitious domain
method up to a solid volume fraction of approximately 0.5. Beyond this point it is believed that
the assumptions made in the calculation of ∂
∂xj
( 1
ρCp
) become inaccurate as particles become closer
together. The MTHB method captures the general trend for the effective heat conductivity change
however it is compromised by the choice of kR = 5 and τg,F = 1 as was discussed for the single
particle tests. The data points presented in [116] for the highest solid fractions are not included here
as the bounce-back walls limit the LBM models to a maximum value of φ ≈ 0.7 for the particle layout
used.
Dynamic particle suspension tests
The second set of validation cases for suspensions were illustrations of particles moving through a
domain. Two cases of a pair of hot particles of diameter D = 0.0004m = 16∆x and T = 325K mov-
ing through a fluid-filled channel of height 1.875D with fixed temperature cold walls (T = 300K)
were used to highlight the capability of the model to capture interaction effects. In both cases the fluid
kinematic viscosity was held at ν = 10−6m2/s and the simulation run for 15000 steps. The first case
had the centres of the two particles aligned in the centre of the channel, whilst in the second the cen-
tres were offset above and below the centre of the channel by a factor of 0.1875D. The particles were
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Figure 3.27: The variation of the effective conductivity (ke/kf ) of suspensions with varying solid
fractions in a fixed, square array as computed by the current model is compared to published results
from Yu et al. [116] and Perrins et al. [118]. This test maintains kR = 5.
separated by a distance of 1.25D along the length of the channel. In both of these tests the particles
were given an initial velocity (corresponding to a Reynolds number of 1) and allowed to move freely
under the influence of hydrodynamic interactions. In both the KH and MTHB methods, the temper-
ature of a particle at a given point in time could be calculated based on a weighted average of the
local nodal temperatures which it covers. This quantity was calculated via Tp = (
∑
j BjTj)/(
∑
j Bj)
where j is within the set of covered nodes.
The test case of two particles following each other moving through a channel was performed with
both methods. As an example, the material properties tested were kR = 0.5 and ρCp,S/ρCp,F = 1.5.
It should be noted that with both k and ρCp changing between the two components, this test case
is closest to the P2 example used in the parametric studies. Temperature traces of the leading and
trailing particles are given in Figures 3.29. Illustrative snapshots of the temperature fields part-way
through the simulation are given in Figure 3.30.
Given both tests represent an infinite sequence of particles moving through a channel, the consis-
tent cooling behaviour of the leading and trailing particles is to be expected. It can be noted in Figure
3.29 that the particles in the KH tests cooled faster than those using the MTHB method. In both test
cases the bulk of the fluid is transported along the channel by the motion of the particles. This means
that against the majority of a particle’s surface, the relative incident velocity of the fluid is small. As
such, there is minimal impact from the differences between the two LBM methods when fluid flow is
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Figure 3.28: Schematic layout of the centreline paired moving particle test. The offset test has the
trailing particle closer to the upper wall and the leading particle closer to the lower wall.
present, as highlighted in Section 3.3.1. The particles cool slightly faster in the offset test case where
a greater proportion of the particles can be exposed to a convective heat transfer component from the
fluid. From a qualitative perspective, it can be observed that the expected symmetry of results can be
seen in the temperature distributions shown in Figure 3.30.
The variation between the two CHT methods in the moving particle tests may also be due to the
relative impacts of a change in the solid coverage fraction on each method. It is the change in B at
a node that is used to represent motion of a particle over a node from the viewpoint of the thermal
population. In the MTHB approach, B is used in the calculation of the interface temperature whilst
the KH method only uses this term to calculate material properties and relaxation parameters.
3.4 Summary
The inclusion of CHT between two media is necessary to correctly capture thermal behaviours in
multicomponent problems. This chapter extends, verifies and validates two methods for CHT within
a passive scalar thermal LBM framework. The KH method achieves this by adding a forcing term to
the relaxation of nodal populations in a completely local format. The MTHB method, which is non-
local, modifies the temperature at interface nodes based on those at neighbouring nodes to ensure that
the conjugate conditions are met. It then relaxes the populations at these locations with the appropriate
parameters to ensure the interface is properly represented.
The preliminary studies showed that the MTHB was able to capture steady-state behaviour for
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Figure 3.29: Temperature plot of particles moving through a channel. As expected, the periodic nature
of the layout means that the leading and trailing particles cool in the same fashion.
a number of 2D layouts with both straight and curved boundaries within a TLBM framework. This
provided justification to perform a more rigorous study of CHT schemes with differing formulations.
The parametric phase of study extended the KH and MTHB methods by implementing a PSM-
style approach to curved boundaries and compared their performance using both static and moving
test cases. These methods were firstly tested against analytic solutions for heat transfer through a two
medium bar and radial layouts. Both methods generated acceptable results except in the case where
physical properties varied between the materials but the thermal diffusivity remained constant. This
is similar to results seen with more traditional numerical techniques such as SIMPLE-like algorithms.
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(a) KH method - centreline test
(b) MTHB method - offset test
Figure 3.30: Snapshots of the temperature [K] distribution of two particles moving through a channel.
The symmetry of both problems can be noted.
The KH method was shown to continue to exhibit accurate results when a convective flow was intro-
duced, however the MTHB method did not. The methods were then tested against results for static
suspensions suggested by Yu et al. [116]. These again showed acceptable performance for both meth-
ods within limits provided by the physical properties of the two media and the relaxation parameters
used. A final test case of a sequence of particles moving along a channel was used to qualitatively
demonstrate the ability of these models to capture the transient cooling of such systems.
Based on the presented results it may be observed that non-local approaches for CHT, such as
those presented by Mohamad et al. [104], can provide a robust and accurate approach to modelling
problems where convective flow is not present. However, this performance may be more greatly de-
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pendent on the LBM relaxation parameter and material properties than models such as that presented
by Karani and Huber [105]. The KH method can also capture convective flows more accurately than
the modified MTHB method. The method used should be chosen based on the problem being solved.
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Chapter 4
Modelling of temperature-dependent
viscosity in the LBM
In many scientific, engineering and industrial settings a working fluid is subjected to a thermal gra-
dient. Such a gradient can be localised or distributed over a significant distance. These may be a
result of intentional heat transfer to the fluid or a consequence of the operation of other components
in the system. While all material properties of a fluid exhibit some variation due to temperature, it is
changes in viscosity that often present the most obvious macroscopic evidence of this. It is of interest
then that this temperature-dependence is neglected in favour of a constant viscosity in many studies
of thermal LBM models (for example [79, 78, 74]). In some situations this may be an appropriate
assumption to make, but it may not always be the case.
One situation where the influence of fluid viscosity is significant is in particle suspensions. When
used in a practical setting, the motion and transport of the particles through the system is often the
major focus of the application. Changing viscosity of the fluid component in these situations conse-
quently alters the hydrodynamic forces acting on the particles and, as such, impacts the rate at which
particles settle under gravity or are carried by the flow.
Given the change in material properties due to temperature can be highly localised, the modelling
technique used to capture such behaviour needs to be formulated in a manner that can accommodate
this. The implementation approach of the LBM provides a local framework for performing such cal-
culations in an efficient and robust manner. The LBM is supported by a significant body of work
relating to non-Newtonian fluids, where local changes in viscosity due to shear rate have been suc-
cessfully modelled e.g. [119, 120, 121]. This indicates that similar methods can be used successfully
in the situation where the viscosity change is a function of temperature. The study of temperature-
dependent variations within an LBM framework has previously been conducted or discussed in a
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relatively small number of prior works [122, 80, 123, 124].
The work presented in Chapter 3 analysed CHT for a passive scalar implementation of TLBM.
In this chapter, it will be demonstrated that this formulation is not able to capture specific details
associated with temperature-dependent viscosity flow. To resolve this, it is shown that a more detailed
model that conserves total energy [80] is required. An approach for computing CHT within this
framework will also be discussed.
4.1 Investigations of temperature-dependent viscosity
The numerical investigations undertaken with this model have been broken into two parts. The first
section verifies the performance of D2Q9 TLBM models against analytical results for temperature-
dependent flows. The second section examines the transport of single and multiple particles through
a fluid with varying viscosity.
4.1.1 Model verification
The work of Myers et al. [125] developed analytical expressions for the velocity and temperature
profiles generated for a temperature-dependent viscosity fluid within a Couette flow experiencing an
applied temperature gradient. The layout of the channel used to compare the model performance
against these results is presented in Figure 4.1. In these tests, the viscosity of the fluid is assumed to
vary in an exponential fashion with respect to temperature,
µ = µ0e
−βT , (4.1)
where µ0 is a reference viscosity and β is a coefficient indicating the rate of temperature-dependence.
This form is chosen as it allows for an analytic solution. In practice though, this dependence could be
implemented with any suitable function of temperature. The velocity profile is given in a normalised
form by,
U(y) =
√
2eβTm
βBr
{
tanh
[
y
√
A2βBr
2e−βTm
− tanh−1
√
1− e−βTm
]
+
√
1− e−βTm
}
, (4.2)
and the normalised (or dimensionless) temperature profile by,
T (y) = Tm +
1
β
ln
{
1− tanh2
[
tanh−1(
√
1− e−βTm)− y
√
A2βBr
2e−βTm
]}
. (4.3)
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Figure 4.1: The Couette flow with temperature gradient used to test the numerical model of
temperature-dependent viscosity. Analytical expressions for the velocity and temperature profiles
across the height of the channel were developed by Myers et al. [125].
The terms Tm and A are found through application of the boundary conditions at the upper wall
(normalised value of y = 1). Typically this requires these equations to be solved numerically. Here,
the normalised temperature can be calculated from a physical temperature through,
T =
T physical − T physicalC
T physicalH − T physicalC
, (4.4)
where T physicalH and T
physical
C are, respectively, reference hot and cold temperature of the system.
For physically sensible results, these should be suitable to the system being considered e.g. such
that the Boussinesq approximation of small temperature differences still applies. In the following
sections these may be considered to be T physicalH = 350K and T
physical
C = 300K. Additionally, the non-
dimensional Brinkman number of the flow can be defined as,
Br =
µ0U
2
max
k(TH − TC) , (4.5)
using k as the thermal conductivity of the fluid, Umax the velocity of the shearing wall and TH and TC
the respective dimensionless temperatures of the moving (hot) and stationary (cold) walls. This term
relates to the amount of shear heating generated in the system.
To evaluate the performance of the passive scalar and total energy thermal LBM models a number
of test cases with different values of Br and β, as presented in Table 4.1, were conducted. The
reference lattice viscosity was set at a value of 1/6, with this being set at the lower (cold) wall.
Note that lattice values are calculated by setting ∆x and ∆t = 1. From a numerical point of view,
the local viscosity of the LBM population was varied using the exponential relationship based on
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Parameter Br β
Case 1 0.7 1
Case 2 0.7 1.25
Case 3 2 1
Case 4 0.275 1
Case 5 0.7 0.1
Table 4.1: Parameter values used for the assessing the performance of the LBM models at capturing
temperature-dependent viscosity flow behaviour by comparison to analytic results.
the local LBM temperature (Equation 4.1). In the LBM models, this will impact the calculation
of local fluid velocity as outlined in Chapter 2. In the total energy model, the changing velocity
will feed back to the temperature calculation through the zeroth moment of the thermal population
(
∑m−1
i=0 gi(x, t) = ρE = ρ(CpT + 0.5u
2) as per Guo et al. [80] with Cp being the local heat capacity)
and the equilibrium function. For the passive scalar model, in the absence of Boussinesq forcing, only
the equilibrium function has an effect.
The height of the channels was set to 10∆x for the coarsest grid spacing test. This was then
increased to achieve a medium (20∆x) and fine (40∆x) grid spacing. For each grid spacing, Umax
was chosen such that the modelled shear rate was constant at γ˙ = 0.01 in lattice units. The fixed
temperature and velocity boundary conditions were implemented using the non-equilibrium extrapo-
lation method similar to those described in Guo et al. [80] and Frapolli et al. [77]. Model accuracy
was assessed by calculating an L2 norm of the difference between the steady-state LBM and the an-
alytic results. The results in Table 4.2 summarise the L2 norm observed at the coarsest grid spacing
and the average order of convergence as the grid spacing was refined. A positive value for conver-
gence indicates that the L2 norm decreased with a reduction in grid spacing. As can be observed in
these results, and in Figures 4.2 and 4.3 for Case 1, the passive scalar model struggled to capture
the temperature-dependence within the Couette flow. The total energy model, however, captured the
complex temperature-dependent interactions accurately for a range of parameter values. The cause of
this is due to the passive scalar model only being able to generate a linear temperature field between
points of different temperature. The consequence is that features that are generated by more com-
plex heating modes, shear heating for example, are not resolved in this model. This is reflected by
the convergence data where the temperature population is unchanged with decreasing grid spacing.
These results indicate that a total energy LBM model is required to accurately model systems where
temperature-dependent viscosity is being considered. This model was used in the remainder of this
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Passive Scalar Total Energy
Fluid Temperature Fluid Temperature
Case L2 Order L2 Order L2 Order L2 Order
1 3.1e-3 -0.2 5.5e-2 0.0 2.4e-3 2.0 3.9e-5 1.8
2 3.4e-3 -0.2 4.7e-2 0.0 3.9e-3 2.0 9.0e-5 1.6
3 9.6e-3 -0.1 1.4e-1 0.0 1.5e-3 2.1 2.0e-4 2.2
4 2.1e-3 0.2 2.3e-2 0.0 2.7e-3 2.0 1.4e-5 1.6
5 6.1e-4 0.0 9.1e-2 0.0 1.8e-5 2.0 1.4e-5 2.0
Table 4.2: L2 norm results for the coarsest grid spacing and the approximate order of convergence for
the tested LBM models with temperature-dependent viscosity when compared to the analytic results.
A positive value for convergence indicates that the L2 decreased with a reduction in grid spacing.
chapter and thesis when thermal models are discussed.
4.1.2 Model validation
After verifying the ability of the total energy LBM to capture the temperature-dependent behaviour
of the fluid, it was then used to examine particle transport within a channel. This comprised cases
containing single and multiple particles with the same thermal properties as the fluid. This meant that
only the temperature-dependent effects of the fluid from the boundary temperatures were impacting
the flow. DEM particles were coupled to the LBM using the PSM method discussed in Chapter 2.
Single particle transport
The first test consisted of a single particle located within the centre of channel experiencing Couette
flow. It was constructed in a non-dimensional frame of reference. As per the verification test, the
lower (stationary) wall was maintained at TC = 0 and the upper (moving) wall was held at TH = 1.
This particle was prescribed a diameter of D = H/4, where H is the channel height, and an initial
temperature of 0.5. It started at rest and was allowed to move freely with the flow. These tests
were conducted with a channel height of H = 40 and thus a particle diameter of 10 lattice spacings.
This layout is presented in Figure 4.4. This simulation was run for two cases, the first with the LBM
viscosity varying exponentially with local fluid temperature as per the verification tests and the second
with it being held constant at the lower wall value. This compared the impact of variable and constant
viscosity on particle motion. This pair of simulations was also repeated with the temperature of the
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Figure 4.2: An example comparison of the passive scalar LBM model with the analytic results of My-
ers et al. [125] for the normalised velocity and temperature profiles generated within a temperature-
dependent Couette flow and applied temperature gradient.
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Figure 4.3: An example comparison of the total energy LBM model with the analytic results of Myers
et al. [125] for the normalised velocity and temperature profiles generated within a temperature-
dependent Couette flow and applied temperature gradient.
86
U = 0; T = TC
U = Umax; T = TH
PE
R
IO
D
IC
PE
R
IO
D
IC
x
z
D = H/4
Tinit = 0.5
(x, y)init = (H/4, H/2)
H
5H
Figure 4.4: To investigate particle motion in a Couette flow with temperature-dependent viscosity,
the verification test layout had a single particle placed in the centre of the channel. It was allowed to
move freely with the flow. These tests were conducted with H = 40.
upper and lower boundaries swapped. This was used to determine whether the temperature effects
on viscosity or the hydrodynamics of the Couette flow field was the primary contributor to particle
motion.
Over the duration of each of the simulations (tmax = 20,000 steps) the velocity and vertical dis-
placement of the particle was tracked. The normalised results of these are presented in Figure 4.5.
Here it can be observed that after the initial state of rest had been overcome, the particle in the variable
viscosity case migrated at a constant rate towards the upper boundary. By the end of the simulation the
particle had moved a distance of 0.17D (approximately 0.0425H). In comparison, when the viscosity
is held constant the particle effectively remains in the same position in the centre of the channel. On
initial inspection this can be attributed to the thinner (lower viscosity) fluid closer to the hot wall re-
ducing the stress experienced by the particle on its upper surface compared to the lower surface. This
imbalance causes the observed migration of the particle. It can also be noted that due to the relatively
minor vertical motion of the particle in the constant viscosity case that, for the parameters in use in
this study, hydrodynamic effects on particle motion are limited.
A similar argument can be made for the reduced magnitude of particle velocity in the variable
viscosity case. In the centre of the channel, the viscosity of the fluid surrounding the particle in the
variable viscosity case is less than that experienced with the constant viscosity case (which is taken at
the cold lower wall value). This thinner fluid is unable to accelerate the particle as effectively and as
such it takes longer to achieve a steady-state velocity matching that of the local flow.
In the simulations with the temperature conditions swapped (Figure 4.6), it can be seen from the
vertical motion that the particle has again migrated towards the region of lower viscosity. It can also be
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Figure 4.5: Comparison of the vertical displacement (normalised by particle diameter) and velocity
magnitude (normalised by wall velocity) of a single particle within a Couette flow influenced by a
temperature gradient. Note that the constant viscosity results are identical to those in Figure 4.5 as
the particle motion is independent from temperature in this case.
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noted here that in Figures 4.5 and 4.6 the constant viscosity results are identical and can be used as a
reference. In the swapped layout, particle migration has occurred at a slower rate than in the previous
case. The magnitude of particle velocity is also significantly greater with the temperature boundary
conditions swapped. Both of these observations can be associated with the change in temperature
and velocity profiles that occur within the channel as a result of the temperature boundaries changing.
This is illustrated in Figure 4.7. In particular, the fluid velocity in the second case is significantly
faster over the entire height of the channel. This observation is due to the higher viscosity fluid being
located at the moving plane of the upper wall. In the first case, the hot and thin fluid was less capable
of transferring shear stress as a result it did not effectively accelerate the fluid below it. In the second
case, the motion of the thick fluid by the wall is more readily able to accelerate the adjacent fluid
layers and this continues over the height of the channel. The result is that the particle in the second
case is driven by a higher local fluid velocity than when the viscosity is held constant, allowing it
to achieve a greater overall velocity. The greater momentum of the particle along the length of the
channel may also hinder vertical motion contributing to the reduced rate of migration observed in the
second case.
Multiple particle transport
Whilst the motion of a single particle is of academic interest, the collective motion of a suspension
of multiple particles is of greater interest to industrial and scientific applications. To investigate the
influence of a temperature-dependent viscosity fluid on suspension transport, the Couette flow used
elsewhere in this chapter was packed with a quasi-random distribution of 14 particles to give a 2D
solid volume fraction of approximately 0.55. The initial layout of these particles is given in Figure 4.8.
As for the single particle case, tests were conducted with either constant or temperature-dependent
fluid viscosity. Again, these were repeated with the temperature boundary conditions swapped.
Figures 4.9 and 4.10 give the mean particle displacement and the mean particle velocity of the
two suspension cases under the respective temperature conditions. However, before a discussion of
the results for these tests is presented, it should be noted that these will be sensitive to the initial dis-
tribution of the particles within the channel. A different distribution may alter the specific behaviour
seen in a simulation.
Generally speaking, some similar observations to the single particle cases can be observed in
the suspension tests. For the case where the top wall is heated, the particles are observed to move,
on average, slower within the temperature-dependent viscosity fluid than in the reference case. In
the bottom heated simulation, the particles tend to move faster. This is likely to be related to the
89
0 0.2 0.4 0.6 0.8 1
−0.1
−8 · 10−2
−6 · 10−2
−4 · 10−2
−2 · 10−2
0
2 · 10−2
t/tmax
D
is
p.
/D
Constant viscosity
Variable viscosity
(a) Normalised particle vertical displacement
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
t/tmax
U
/U
m
ax
Constant viscosity
Variable viscosity
(b) Normalised particle velocity magnitude
Figure 4.6: Comparison of the vertical displacement (normalised by particle diameter) and velocity
magnitude (normalised by wall velocity) of a single particle within a Couette flow of temperature-
dependent viscosity influenced by a reversed temperature gradient.
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Figure 4.7: Normalised velocity and temperature profiles observed within a Couette flow when the
temperature boundary conditions are swapped (Case 2) from their original configuration (Case 1).
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Figure 4.8: The initial distribution of the multiple particle test within a Couette flow of temperature-
dependent viscosity fluid. The fraction of solids within the 2D channel is approximately 0.55.
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difference in velocity profile within the fluid caused by the change in viscosity (as observed for the
single particle case) and how this interacts with the structures of particles that have been formed.
When average particle position is considered, it appears that the collision of particles dominates
the temperature-dependent transport effects seen for a single particle. This is evidenced by the more
variable particle position seen in the pack tests. Up until about 0.3tmax, the behaviour of the two
temperature cases is qualitatively similar. This would be due to the initialisation of particle motion
within the domain being controlled more by the shearing flow than the temperature changes, which
caused a slight collective downwards motion of the particles. For the remainder of the simulation, the
particles in the top heated case are generally at or below the positions of the reference case whilst they
are generally higher in the bottom heated case. A suggestion as to the cause of this would be that the
faster particle motion in the bottom-heated case leads to more energetic collisions occurring within
the particle pack. With the distribution examined, these have driven the average particle position
upwards for this example. The significant drop in average particle height during the last portion of
the bottom heated test is due to a single particle migrating to a free space in a lower layer in this time
frame. This is a unique effect of the particle distribution chosen.
This section has shown that the qualitative and quantitative motion of particles through a fluid can
be fundamentally impacted by viscosity changing with temperature. In particular, this arises from the
altered stress field and velocity profiles that are generated within a fluid by this effect.
4.2 Conjugate heat transfer for the total energy LBM
As noted in Chapter 3, temperature must be continuous across the boundary in order to ensure CHT
conditions at interfaces of disparate media. The methods discussed in Chapter 3 are suitable for the
passive scalar LBM where temperature is the conserved quantity. These methods are not applicable
to the total energy LBM required to model temperature-dependent viscosity fluids. This is because of
total energy being the conserved quantity (i.e. zeroth moment) of the thermal population. To illustrate
why a CHT approach that conserves the zeroth moment is not useful, consider a stationary case where
Cp, the local specific heat, varies between two adjacent nodes such as for a boundary between two
media. The total energy model being used here, proposed by Guo et al. [80], conserves the quantity
ρE = ρ(CpT + 0.5u2). As the quantity ρE will be continuous between these two locations, there
will be a step change in temperature that is proportional to the ratio of Cp values. To meet CHT
requirements, this behaviour must be reversed such that temperature is continuous and there is a step
change in total energy. Pareschi et al. [107] developed a CHT scheme for a total energy conserving
form of the entropic LBM. In this section, this methodology has been adapted to the LBM construction
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Figure 4.9: Comparison of the mean vertical displacement and velocity magnitude of a dense particle
suspension within a Couette flow of temperature-dependent viscosity fluid influenced by a tempera-
ture gradient.
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Figure 4.10: Comparison of the mean vertical displacement and velocity magnitude of a dense particle
suspension within a Couette flow of temperature-dependent viscosity fluid influenced by a reversed
temperature gradient.
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Figure 4.11: An example of finding temperatures within the total energy CHT model. To find the
interface temperature along the dotted line, the CHT equations are solved between the ‘0’ node and
that in the ‘1’ direction. The temperature at ‘0’ is then estimated from the interface value and that at
the node in the ‘3’ direction.
used in this work.
Unlike the two CHT methods presented in Chapter 3, the approach of Pareschi et al. [107] is
a strictly off-grid method. This is in the sense that the true interface of the two media is located
between nodes. In the current implementation, the boundary is assumed to lie at the mid-point of these
locations. The rationale of this method is that the interface between the two components is treated as
a boundary between the respective regions. The CHT conditions are enforced by modification of the
populations that are streamed across the boundary.
The first step in the procedure is to identify the temperature of the interface based on the CHT
conditions. Given the interface is located off-grid, this computation will necessarily occur between
the current node and its nearest neighbour with the adjacent media. This is then used to estimate the
temperature at the local node by interpolating between the interface temperature and that at the node
in the opposite direction to the interface. This is illustrated for a straight boundary in Figure 4.11.
These values are then used to determine the local temperature gradients in the appropriate Cartesian
directions of the lattice. Calculating these gradients is a non-local process which impedes the compu-
tational performance of this model. The key step in this implementation is using these values to add a
correction term to the equilibrium expression of populations streaming across the boundary. This has
the effect of modifying the populations such that they are streamed from a location with the computed
interface temperature. The correction terms,
96
heq,∗i =
wi
c2s
(
c2sτgρcvKα∂αT + 2uβPαβ
)
+
wi
c4s
(
c2sτgρcv (uαKβ∂βT + uβKα∂αT ) +
(
2c2s + 0.5ρcvT
)
Pαβ
)
(4.6)
are added to the equilibrium values of the total energy energy population prior to the collision step
occurring. Here α and β refer to the Cartesian directions of the lattice in Einstein notation and
Pαβ =
∑
i ciαciβ (fi − f eqi ) is the local stress tensor. The K values are a conductivity correction term
to be applied to the temperature gradient. This term takes a value of if the conductivity decreases
between nodes in the indicated direction, -1 if conductivity increases or 0 if there is no change. Note
that this overall correction is of a slightly different form to that presented by Pareschi et al. [107].
This is due to the zeroth moment of the energy population calculating 2ρE in [107] compared to ρE
in the model of Guo et al. [80] used in this thesis. An advantage of this strategy is that the form of
the correction term is general for both two- and three-dimensional problems.
To quantify the performance of this implementation, three test cases were performed. The first
was a two-medium bar similar to that used in Chapter 3, the second a case of flow parallel to an
interface bound by sinusoidal temperature boundaries, and the final a case of radial heat transfer.
As in Chapter 3, a 1D bar was used as an initial test case to demonstrate the performance of the
CHT method. For this model an end-heated bar was used as an example, as in Case 1 in Figure 3.2.
In this investigation for a bar of length L = 59∆x, the left (0 ≤ x ≤ L/2) and right (L/2 ≤ x ≤ L)
half domain values were 1/6 and 1/2 for conductivity, k, and 1 and 2 for heat capacity. Note that these
are in lattice units. Consequently, ∆t = 1 is used for this test as well as for the subsequent examples.
The steady-state result for this situation can be determined from the CHT relations and the knowledge
that linear temperature profiles will be created between the boundaries and the media interface. The
interface temperature for this case is,
TInterface =
k1TH + k2TL
k1 + k2
. (4.7)
In Figure 4.12 it can be seen that the total energy LBM model is able to capture this behaviour
accurately. The effect of the CHT correction creating a continuous temperature profile and step change
in total energy at the interface can also been seen in this diagram. The transient performance of the
LBM model was also examined by comparing the temperature development at x = L/4, L/2 and
3L/4 to the analytic model [109] used in Chapter 3. As can be seen in Figure 4.12, this behaviour is
also captured accurately. This is consistent with the results seen in Chapter 3, when a similar case was
examined with different material properties. In particular, the model approaches the exact solution
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Figure 4.12: The steady-state bar results for temperature (compared to the analytic result) and total
energy. The continuity of temperature and step change in total energy at the interface of the two
material regions is clearly visible.
at the interface. The convergence of the model to steady-state can also be seen after approximately
7,500 steps.
The case of flow parallel to an interface has previously been used [108, 105] as an example of
steady-state heat flow under complex bounding conditions. The domain used (Figure 4.14) is rectan-
gular with length L and height H with (x, y) ∈ ([0, L] × [0, H]). This is split at the point y = H/2
into two regions of differing material properties. The upper and lower boundaries of the full domain
are held at a constant temperature profile described by T (x, 0) = T (x,H) = cos(2pix/L). A constant
horizontal velocity, U , flows through the entire domain in a periodic manner. The analytical solution
for this problem at steady-state is given in Li et al. [108], although the term (a21− 1) in the numerator
of Equation 37 of this paper should read (a21 − 1)a3. This was confirmed via direct correspondence
with the leading author, Like Li (31 January 2018). Dimensionless quantities were used to test the
model within a domain of (H × L) = (64 × 64). The upper and lower half domain values were
1/6 and 1 for conductivity, and 1/2 and 2 for heat capacity. Density, ρ, was held at unity throughout
the entire test section. As per Li et al. [108], the velocity was chosen such that a Peclet number of
Pe = UHCp,lower/klower = 20 was enforced. LBM temperature profiles at x/L = 0.0625, 0.25, 0.5
and 0.75 have been generated and compared to the analytical solution at these locations. These are
presented in Figure 4.15. As can be seen, the LBM results are able to very closely capture the analytic
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Figure 4.13: Transient results for temperature at three locations along the two medium bar. The total
energy LBM model is able to accurately capture the theoretical behaviour.
results.
To demonstrate the model’s ability to resolve CHT on curved boundaries, the radial test case
presented in Li et al. [108] and Karani and Huber [105] has been analysed. This test case has a similar
radial layout to that shown in Figure 3.3. Instead of having a constant temperature outer boundary,
the temperature varies with radial position as T (R2, θ) = cos(2θ). The steady-state analytic solution
for this problem is provided in Li et al. [108]. It should also be noted this test case was presented in
Pareschi et al. [107] but with a slightly different fixed temperature boundary condition. This scenario
was simulated until a steady-state was reached for four levels of grid resolution (between 16 and 128
lattice cells across the radius of the domain). In this model, the outer annulus had material properties
of k = 100/6 and heat capacity of 10, while the inner region had k = 1/6 and heat capacity of 1. An
example of the temperature contours generated by the model at steady-state can be seen in Figure
4.16. It should be noted here that the small circular contours around the edge of the interface of the
two media can be viewed as artefacts associated with converting a circular boundary to a Cartesian
lattice grid. In particular, this is believed to be associated with correctly identifying the missing
populations at those locations. Also, these locations are where the assumption that the interface is
midway between the nodes is most incorrect. The L2 norm of these different grid resolutions were
plotted against the radial resolutions to estimate the convergence properties of the implementation.
The result of this is given in Figure 4.17. The order of convergence was noted to be 0.52, which is
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Figure 4.14: Layout for testing the steady-state LBM and analytic temperature profiles for flow across
adjacent media with varying material properties as described in Li et al. [108].
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Figure 4.15: Comparison of steady-state LBM and analytic temperature profiles for flow across adja-
cent media with varying material properties as described in Li et al. [108]. The difference in profiles
is due to the sinusoidal temperature profile along the upper and lower edges of the domain.
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Figure 4.16: Temperature field and contours for the radial CHT test case. The small, round contour
artefacts near the interface of the two media is believed to be associated with identifying the missing
populations of the interface and locating a circular boundary onto a Cartesian lattice grid.
less than the results given by Pareschi et al. [107]. The difference in L2 error magnitude between
that and this work can be attributed to the different temperature measurements used to compile the L2
figure. In Figure 4.17, the LBM profile was compared against the analytic solution along the radius
of the full domain at θ = 0. In Pareschi et al. [107], the temperature along the interface of the two
regions was used to assess the model.
4.3 Summary
Firstly in this chapter, analytical results for a Couette flow with a temperature gradient were used to
assess lattice Boltzmann models for flows with temperature-dependent viscosity. It was found that a
total energy formulation of the thermal LBM was required to attain correct velocity and temperature
profiles. The passive scalar LBM was not able to generate the complex thermal behaviour associated
with changing viscosity. The total energy model was found to achieve approximately second order
convergence towards the analytical results for both fluid velocity and temperature profiles. Further-
more, this model was coupled to the DEM to study the impact of temperature-dependent viscosity
on the transport of suspended particles. In studies with a single particle within a Couette flow and
temperature gradient, the presence of temperature-dependent viscosity was demonstrated to quan-
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Figure 4.17: Convergence of the radial LBM results towards the analytic prediction. The order of
convergence is estimated at 0.52.
titatively and qualitatively change how the particle moved through the flow. This variation can, in
particular, be attributed to the change in the stress field and velocity profile throughout the fluid that
is generated by changes in viscosity. Similar variations were observed when multiple particles were
present in the domain, however collisions between particles were believed to reduce the impact of
temperature-dependent viscosity.
Finally, a method for preserving CHT conditions within the total energy formulation was pre-
sented. This was verified using similar bar and radial test cases to those used for passive scalar CHT
formulations in Chapter 3. A case of convective flow was also investigated. The results obtained
demonstrated that the CHT method was able to resolve the temperature evolution of straight and
curved boundaries in both steady-state and transient settings. It was also shown that the model could
resolve CHT at boundaries in the presence of fluid flow. All of these were achieved with an acceptable
level of accuracy.
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Chapter 5
Suspension rheometry in three-dimensional
flows
The work presented thus far in this thesis has been conducted in two dimensions. However, the mod-
els presented are general and can be directly extended to three-dimensional problems. This has been
done for this chapter to firstly illustrate the capabilities of the model in realistic problems and to sec-
ondly conduct numerical rheometry tests of suspensions exposed to different temperature conditions.
Numerical rheometry uses computational models to explore the properties and behaviours of fluids
under a variety of complex conditions. In such a framework, a broad parametric space can be ef-
ficiently studied under repeatable conditions. The study of complex flow features, such as internal
velocity profiles and fluid stresses, that are difficult to study experimentally can also be readily mea-
sured. Development of this model has occurred using the open-source codes of TCLB (LBM) and
ESyS-Particle (DEM). Both LBM populations were implemented using a D3Q27 lattice.
5.1 Model capabilities
In this section, a number of the key features that demonstrate the capabilities of the model in three-
dimensions are presented. In particular, these illustrate that the hydrodynamics of fluid-particle inter-
actions are correct and CHT properties are preserved.
5.1.1 Calculation of particle coverage
As outlined previously, the partially saturated method of Noble and Torczynski [91] has been used
to hydrodynamically couple the solid and fluid components. Central to this method is computing
the fraction of the unit cell surrounding an LBM node that is covered by a solid particle (B, see
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Figure 2.3). In stationary geometries, this is often straightforward and only needs to be performed
during the initialisation of a simulation. For example, it can be achieved through application of an
analytic description of a domain. Transient problems such as particle suspensions require this term to
be recomputed regularly throughout a simulation. In 3D, this is most tractable for rigid spheres but
can still be a time consuming task. Such approaches for computing this factor include Monte Carlo
approximations, sub-division of lattice cells, edge intersection averaging or calculation of convex
hulls [126]. Recently, Jones and Williams [126] proposed a linear approximation technique that
significantly outperforms these methods both in terms of computation time for equivalent accuracy
and accuracy for given computation time. They recognise that when mapping a sphere that is larger
than an LBM cell, the coverage of a majority of cells varies linearly with the distance to the centre of
the sphere. In their method, the coverage of a node-centred cell by a sphere, with radius r, is found
through,
B = −Dˆ + Va −R + 0.5, (5.1)
where Dˆ is the distance between the node and the surface of the sphere and R = r/∆x is the sphere
radius normalised by the grid spacing. The Va term is the volume of the sphere contained within the
cell. The authors present the solution to the associated integral as,
Va =
(
1
12
−R2
)
arctan
(
A
1− 2R2
)
+
A
3
+
(
R2 − 1
12
)
arctan
(
1
2A
)
− 4R
3
3
arctan
(
1
4RA
)
,
(5.2)
whereA =
√
R2 − 0.5. This expression is constant for a given particle size and may be pre-computed
prior to a simulation. The authors also give an equivalent expression for calculating the coverage of
circles in 2D simulations. In practice, suspensions may be studied where multiple particle sizes are
present. As such, when performing a calculation on a particle, Va is not known a priori. From analysis
of the function for Va over a wide range ofR, it was recognised that Equation 5.2 could be sufficiently
approximated as,
Va ≈ R−K/R. (5.3)
Here, K is a constant that was taken as 0.084 for 3D and noted to be 0.042 for the 2D case. In
particular, this result is valid for R > 2. This is an acceptable outcome as larger values for R are
needed for correct hydrodynamic behaviour to be computed. This means that the coverage of a cell
by a sphere can be computed solely based on its distance from the centre of any given particle in the
simulation as,
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B = −Dˆ −K/r + 0.5. (5.4)
As in the work by Jones and Williams, this value is capped such that B ∈ [0, 1] is maintained. For the
results in the following section, only LBM nodes that were centred within a particle had their coverage
mapped. This was found to yield superior results in the tests conducted for the particle resolution of
interest.
5.1.2 Particle hydrodynamics
Terminal velocity of a single particle between parallel plates
To demonstrate that the hydrodynamics of a particle within a fluid is correctly captured by the 3D
model, the test case of a particle settling between two parallel plates was used. In this scenario, a
particle was placed between two plates and accelerated by a body force with the terminal velocity of
the particle used as an evaluative measure. In the low Reynolds number regime of Stokes flow (i.e.
Re 1), the velocity of the particle is given by Wang et al. [127] as,
Usphere =
F (1− 0.625(r/l) + 0.1475(r/l)3 − 0.131(r/l)4 − 0.0644(r/l)5)
6piρνr
. (5.5)
Here, r is the radius of the sphere and l its distance from the nearest wall. F is the magnitude of
the force applied to the particle. Looking forward, this analysis is relevant for proppant transport in
hydraulic fracturing as flows in this regime are typical.
For the test case presented here, see Figure 5.1, the density of the particle was taken as ρ = 2,000
kg/m3, and the particle was sized and placed such that r/l = 0.5. Typically, the upper boundary
of the domain was placed at a height of H = 4l, and the periodic sides were spaced 4H apart.
The fluid possessed a kinematic viscosity of ν = 10−6m2/s. A constant acceleration of a = 0.01
m/s2 was applied to the particle as the driving force parallel to the plates. This leads to a predicted
terminal particle velocity of approximately Usphere = 3.1 × 10−5m/s. This corresponds to a valid
particle Reynolds number of about 0.01 for the particle radius of r = 0.0001 m. Figure 5.2 shows
the absolute relative error of the measured terminal particle velocity. The results converge to this
value at approximately order 2.8 with increasing radial resolution. The convergence of the model
being slightly greater than second order is consistent with previous data presented for this test case
[127, 128]. These authors suggest the approximations inherent in the analytical solution as a possible
cause for this. It can also be noted that some minor variations in geometry: the periodic sides being
spaced 8H apart for the r/∆x = 2 case and the upper domain located at H = 8l for the r/∆x
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Figure 5.1: Mid-plane view of terminal velocity test used to verify the model’s hydrodynamics. The
model is periodic in the out-of-page direction which typically had a total depth of 4H . The particle
of radius r = 0.0001m was placed such that r/l = 0.5, while l = H/4 was typically used in testing.
= 6 case; do not impact the convergent trend. These modifications were needed for the test case
to run on the available computational resources. In this chapter, a resolution of r/∆x = 6.4 for
free moving particles has been chosen as a compromise between resolving the hydrodynamics and
computational speed. From Figure 5.2, the absolute relative error of the particle velocity of this case
is approximately 1%. In particular, this highlights that the PSM requires a minimum resolution of
particle radius compared to grid spacing to accurately capture the hydrodynamics of a sphere moving
through a viscous fluid.
Relative viscosity of particle suspensions
To validate the model for suspension flow, the effective viscosity for a variety of solid volume fraction
(SVF) cases is calculated and compared to previous results from the literature. In a general setting of
spheres immersed within a Newtonian fluid, the presence of the solids causes the apparent viscosity
of the suspension to increase. This is noted to occur rapidly as the SVF of the suspension approaches
the maximum packing (for particles of the same size) of approximately 64% [36]. To test this, a
numerical rheometer was designed such that a single layer of particles was located in the centre of the
domain. These were set to half the radius of the free particles to allow better packing and a smoother
platen surface. A constant force, Fapplied, was applied to this platen to shear the fluid. The measured
steady-state velocity of the platen indicated the velocity gradient, ∂U/∂y, to the walls parallel to
platen. This allowed the effective viscosity, µE , of the suspension to be measured using,
τ =
Fapplied
A
= µE
∂U
∂y
, (5.6)
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Figure 5.2: Convergence of the terminal velocity of a particle moving between parallel plates due to a
constant acceleration. Slopes of first and second order convergence have been included for reference.
The observed convergence order of approximately 2.8 is consistent with that observed in previous
studies [127, 128].
with τ being the shear stress in the fluid over plan area A. The addition of particles to either one or
both sides of the shearing platen alters the SVF of the suspension being tested. The relative viscosity,
µR, of the suspension is the ratio of µE to the viscosity of the base fluid. A schematic layout of this
test domain is illustrated in Figure 5.3. The physical grid spacing (∆x = 1.5625× 10−5m) and time
step (∆t = 4µs) give a fluid viscosity of approximately ν = 1.02 × 10−5m2/s. The domain height
was set to H = 0.002m and the shearing force on the platen was set at 4 µN . Tests were run until a
steady platen velocity was reached.
Due to fluid-particle and particle-wall interactions, the effective viscosity of the fluid increases
with SVF. A number of empirical correlations for this behaviour can be found in the literature
[16, 129, 130, 131, 132]. What can be noted from these correlations is that the behaviour of the
suspension becomes more sensitive to experimental layout and material properties as the particle
fraction increases. This is evidenced by the increasing spread of values for the correlations presented
in Figures 5.4 and 5.5. In both cases, the ‘Model 1’ results calculate the relative viscosity by compar-
ison to the input fluid viscosity. ‘Model 2’ compares the suspension viscosity against the viscosity of
the fluid as calculated by repeating the test with no free particles present. These results are compared
against a number of experimentally validated correlations for the relative viscosity of suspensions
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from the literature. The correlations used here are the Krieger-Dougherty equation [130, 16, 133]:
µR =
(
1− φ
φM
)−2.5φM
; (5.7)
the Eilers correlation [131, 130]:
µR =
(
1 +
1.5φ
1− φ
φM
)2
; (5.8)
the Mooney equation [16]:
µR = exp
(
2.5φ
1− φ
φM
)
; (5.9)
and the correlation proposed by Morris and Boulay [129, 132]:
µR = 0.133 + I + 2.5φM
√
4I
3
; (5.10)
where I = 4
3
(
φM
φ
− 1
)
. In these expressions φM is used represent the maximum random packing
fraction of spheres into a volume. A value of φM = 0.64 is used for the Krieger-Dougherty and
Mooney equations, the Eilers equation uses φM = 0.58 while the Morris-Boulay expression takes φM
= 0.68. Although used as a model fitting parameter in these correlations, φM should ultimately be a
constant geometric property.
In these figures, four variations of simulations based on particle packing and shearing platen
design are presented. Firstly, Figure 5.4 examines the case of free particles only being located on
the lower side of the shearing platen. The stated SVF is calculated based on the volume below the
platen only. This layout was examined as it more closely resembles the Couette-type rheometer that
is used in many experimental studies. In this case, the relative viscosities predicted numerically are,
generally speaking, at or below those determined by validated correlations. The results predicted by
the Morris and Boulay correlation [129], however, are very well captured.
In Figure 5.5, the rheometer has particles on both sides of the shearing platen in order to provide
a more symmetrical model. This has served to increase the effective relative viscosity of the suspen-
sion for a comparable SVF (this time calculated based on volume above and below the platen). The
discrepancy between the numerical model and the correlations is however similar to that seen else-
where in the literature e.g. [133]. It should also be noted that the correlations and numerical results
presented by Thorimbert et al. [133] are developed using a smooth shearing platen. It is unsurprising
that with the rougher platen used in this model that the suspension appears more viscous as both fluid
and particle interactions with the platen are increased. The two sets of results in both figures further
illustrate the difference in behaviour that the choice of platen can make. In Figure 5.5a, a densely
packed platen has been used to more closely imitate a smooth surface shearing the fluid. This layout
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will more strongly interact with the free particles, but it will also experience greater friction from the
free fluid. In Figure 5.5b, the platen is more much more sparsely packed - the fraction of the shearing
plane covered by particles is reduced by a factor of approximately nine. This reduces both the amount
of particle interaction with the platen and the effective drag upon it. As the thickness of the effec-
tive shearing platen is the same through the height of the domain, these two layouts yield effectively
similar velocity profiles through the sheared fluid. It can be seen that the sparser platen does serve to
better match the correlation predictions, particularly at SVF below about 0.3.
Figure 5.6 presents the relative viscosity results for a rheometer with particles situated on both
sides of a sparsely packed platen. Here the ‘T’ results represent simulations performed with a tem-
perature thinning fluid,
ν = ν0e
−T , (5.11)
at a constant dimensionless temperature of T = 1. As an incompressible fluid is being studied
the conversion between dynamic and kinematic viscosities is valid. In the thinner fluid, the relative
viscosity of the suspension is significantly increased over the isothermal case. This behaviour was
observed experimentally by Konijn et al. [134] and highlights that the relative viscosity of a fluid
may not solely be dependent on SVF. Of some potential reasons for this presented by Konijn et al. ,
grain-inertia effects are possibly the most likely explanation in the current setting. As particles can
move more freely in the thinner fluid, more of the input shearing force is required to overcome particle
momentum when they collide with the shearing platen. This results in a greater apparent viscosity of
the suspension, especially with increasing SVF.
In all cases presented here, it is important to observe that the fundamental physics of suspensions
is being captured accurately by the model.
5.1.3 Transient conjugate heat transfer modelling
In Chapter 4, the presented total energy approach for CHT supposed that the interface between two
media was stationary. To model transient suspensions, the method needs to be adapted to accom-
modate changing interface positions. This was achieved by labelling the component of a given node
based on its solid coverage at a given point in time. By comparing the value of this flag with that
of its neighbours, the presence and orientation of component boundaries relative to the node can be
identified. Once the directional orientation is known in terms of the closest lattice velocity direction,
the interface is assumed to lie halfway between the current node and the neighbouring node in that
direction. From this point, the presented CHT algorithm can be applied.
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Figure 5.3: Mid-plane view of relative viscosity test used to validate the model’s hydrodynamics. The
model is periodic in the out-of-page direction which also had a total depth of 0.5H . Free moving
particles were placed either below or on both sides of the central shearing platen. The central platen
had a constant force applied to it to shear the fluid, its steady-state velocity provided a measure of the
effective viscosity of the suspension.
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(a) Dense platen
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(b) Sparse platen
Figure 5.4: Relative viscosity results generated by the model with particles located only on the lower
side of the platen. The ‘Model 1’ results calculate the relative viscosity by comparison to the input
fluid viscosity. ‘Model 2’ compares against the viscosity determined with no free particles present.
In (a) the platen is essentially fully covered by non-overlapping particles whereas in (b) the driving
platen is sparsely populated with particles. These results indicated the sensitivity of the the relative
viscosity to the layout of the rheometer.
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(b) Sparse platen
Figure 5.5: Relative viscosity results generated by the model with particles located only on the both
sides of the platen. The sparse and dense platen layouts described in Figure 5.4 are again compared
here. Again, these results indicate the sensitivity of the the relative viscosity to the layout of the
rheometer.
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Figure 5.6: Relative viscosity results with particles on both sides of a sparsely packed platen. The ‘T’
results indicated simulations run with a temperature-dependent viscosity fluid at T=1 (i.e. ν = ν0e−1).
To illustrate the calculation of the normal direction, a 2D example will be given for simplicity (see
Figure 5.7). Here, positive flag values are assigned to the solid (S) and fluid (F) nodes. The normal
located at node e can then be calculated with,
nˆ =
n
|n| , (5.12)
where,
n = ((c+ f + i)− (a+ d+ f) , (a+ b+ c)− (g + h+ i)) . (5.13)
To ensure consistency in computations for the orientation of the normal, the sign of the vector is
swapped if the sum of the surrounding nodes is less than the same number (eight in 2D) of the central
node (here e). When the flag value of S is greater than F, this ensures that the normal is pointing
towards the fluid. The lattice direction, i, closest to the normal can then be found by determining
max(nˆ · ci).
As a demonstration of CHT being observed, consider a particle moving through a channel of fluid
that possesses differing conductivity and heat capacity. Here ksolid = 12 and Cp,solid = 3.0 (lattice
units), the respective fluid values are taken as one-third of these. A temperature gradient is applied
across the channel with the entire domain intialised at the temperature of the hot wall. As the particle
moves it will be cooled by the temperature gradient at a different rate to the surrounding fluid. The
particle will represent a disturbance in the temperature field, however the CHT restrictions mean that
this will be continuous with fluid’s temperature field. This has been applied to a layout similar to the
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Figure 5.7: Example layout for determining the direction of the interface normal. Solid nodes are
labelled S and fluid nodes F. Lower case letters are for identification.
hydrodynamic test case described in Figure 5.1. In Figures 5.8 and 5.9 the desired behaviours for
temperature (continuous at particle boundaries) and total energy (step change at particle boundaries
and Cp,solid
Cp,fluid
= 3 times greater than temperature) can be observed.
5.2 Numerical rheometry
With the model validated, the behaviour of a sheared suspension under a variety of conditions was
examined. Numerical rheometry allows a range of configurations and behaviours to be tested effi-
ciently under repeatable conditions. These focused on different combinations of volume fraction,
temperature gradient, fluid model and material properties. These demonstrate not only the behaviour
of suspensions in an isothermal setting but also when the impacts of temperature-dependent viscosity
and conjugate heat transfer are taken into account.
The rheometer model constructed to perform these tests consisted of a layer of regularly packed
spheres at its upper and lower surface in the y-direction (see Figure 5.10). These are translated in
opposite directions at a constant velocity to both shear the flow and to provide a boundary to the
internal particles. The boundaries in the x- and z-directions are periodic for fluid flow, thermal effects
and particle motion. The domain measures 0.002m in the x-direction and 0.001m in the z-direction.
The centres of the spheres in the shearing platens are separated by 0.0018m. The particles in these
models are all of radius 100µm and resolved by 6.4 lattice spacings. A time step of 4µs implies that
the kinematic viscosity of the base fluid is approximately ν = 1.02 × 10−5m2/s when the numerical
viscosity of the total energy LBM is 1/6. The magnitude of shearing velocity of the two platens was
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(a) Temperature distribution at t∗ = 0.85
(b) Temperature distribution at t∗ = 1.0
Figure 5.8: An example of the temperature distribution around a particle as it move through a fluid
with an applied temperature gradient. The figures are coloured and contoured by dimensionless tem-
perature. Because of the CHT implementation, the temperature field is continuous between media
within the total energy conserving LBM model.
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Figure 5.9: Traces of temperature and total energy along the centre line of the channel at the times
presented in Figure 5.8. The continuity of temperature and step change in total energy are clearly
evident.
set at 0.1m/s, corresponding to a shear rate of γ˙ = 111.11 s−1. Five cases of particle SVF were
examined, as summarised in Table 5.1. Note that in the base case, the 120 particles represents those
in the two shearing platens. SVF has been calculated based on the freely moving internal particles
only. All cases were run for 80,000 steps.
To examine thermal behaviour, the same combination of dimensionless temperature gradients and
fluid viscosity as used in Chapter 4 were again applied and outlined in Table 5.2. As in Chapter 4,
these can be interpreted based on T physicalH = 350K and T
physical
C = 300K. It is noted here that for the
layout of the rheometer used, the two non-isothermal cases are identical but subject to inverted initial
Name Total Particles SVF
Base 120 0%
SVF0 157 5%
SVF1 243 16%
SVF2 337 28%
SVF3 403 37%
Table 5.1: Solid volume fractions of different test cases examined in a shearing rheometer.
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Figure 5.10: Mid-plane view of planar shearing test used to explore the macroscopic behaviour of
suspensions. The model is periodic in the out-of-page direction which also had a total depth of 0.5H .
Free moving particles were placed between the upper and lower constant velocity shearing platens at
various concentrations.
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Case TUpper TLower
NT 0 0
T 1 0
Ts 0 1
Table 5.2: Dimensionless temperature conditions at the walls for numerical rheometry tests.
Property non-CHT CHT - increase CHT - decrease
k 1
6
1
2
1
18
ρCp 1.0 3.0
1
3
Table 5.3: Thermal material data used for the solid component in the rheometer tests. The fluid
component used the non-CHT values in all tests. All values here are in lattice units.
particle positions. The results from these cases should then be approximately symmetric. When
a temperature gradient is being applied, the viscosity reduces with temperature according to ν =
ν0e
−βT . Here ν0 is the viscosity at the cold wall (set numerically as 1/6) and β = 1.
To demonstrate the influence of conjugate heat transfer on the behaviour of the suspension, the
material properties of the solid component were modified in two ways as indicated in Table 5.3. These
changes in material property conserved the thermal diffusivity of the solid in all cases. The base fluid
properties remained unmodified at non-CHT values. In these cases the solids and internal fluid was
initialised at the same temperature as the hot wall.
5.2.1 Numerical rheometry results: non-CHT
To begin, the analysis of suspensions without CHT effects was performed. In practice, this means that
the solid and fluid components have the same thermal properties. To establish a base from which the
effects of temperature change and subsequently CHT can be quantified, baseline results for suspension
behaviour were established. As presented in Figure 5.11, these illustrate the average velocity profiles
recorded in the central plane of the domain in two ways. Firstly the profiles seen at all SVF cases
without the effects of temperature-dependent viscosity (i.e. the isothermal case); and secondly the
base temperature-dependent viscosity fluid profiles when no particles are present. In particular, it
can be noted in Figure 5.11a that as the SVF increases, the presence of particles causes a non-linear
perturbation of the velocity profile. The particles cause a reduction in flow velocity through the
centre of the channel and steeper flow gradients adjacent to the shearing platens. In Figure 5.11b,
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the recorded velocity profiles for a temperature-dependent fluid are consistent in nature with those
observed and discussed in Chapter 4.
The first comparison that can be made is how the velocity profiles change when a temperature
gradient is applied. These are provided in Figure 5.12. The most noticeable feature of these results
is the deviation of the line of stationary flow away from the centre of the channel, consistent with the
baseline results. This is particularly noticeable for SVF0 and SVF1. For both temperature gradient
cases, the section of flow adjacent to the heated boundary is very similar for all SVF cases. This
section of flow corresponds to the lowest viscosity region of the domain where the particles provide
less of a disturbance to the flow imposed by the shearing platen. Adjacent to the cold boundary, the
particle effects dominate for the higher SVF cases and the fluid effects at lower SVF. This is indicated
by the SVF2 and SVF3 profiles remaining similar to those seen in the isothermal case whilst SVF0
and, to a lesser extent, SVF1 more closely resemble the base fluid profile in this region. This behaviour
is further highlighted in Figure 5.13 where the variation of the flow profiles at each non-zero SVF case
are presented. It can be observed here that as the SVF increases, the temperature-dependent behaviour
of the fluid reduces and the velocity profile becomes more closely aligned with the base isothermal
profile. A characteristic change in the flow profile can be noted to occur between SVF1 and SVF2
(SVF ≈ 20%). Around this point, the ‘S’-shape of the isothermal profile becomes more pronounced
compared to the monotonically varying gradient observed with the base temperature-dependent fluid.
Figure 5.14 demonstrates that the presence of particles in the non-CHT case has only a minor impact
on the temperature distribution within the fluid. Here the temperature profile becomes slightly non-
linear and the temperature throughout the profile is increased. As, thermally speaking, there is no
interaction between the solid and fluid in this test case, this variation must be associated with the
changing hydrodynamics within the domain. In particular, it is believed that viscous heating of the
fluid within the freely moving fluid generated by the particles is causing this. This is discussed further
when considering the CHT results. Finally, it was also noted that the vertical migration of particles
within the rheometer was negligible for each SVF case
5.2.2 Numerical rheometry results: CHT
The material parameters of the solid component were altered in two different ways in order to in-
troduce CHT to the flow. In both cases the ‘T’ temperature case was simulated. In these cases the
thermal relaxation constant, ωg =
(
3k
ρCp
+ 0.5
)−1
= 1.0, was held constant between the solid and
fluid components. In Figure 5.15, the increased properties from Table 5.3 were implemented, while
in Figure 5.16 the decreased values were used. These investigations were performed to demonstrate
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Figure 5.11: Baseline results for the velocity profiles generated within the rheometer. The SVF
results indicate the profiles generated without temperature-dependent viscosity or CHT effects. The
temperature results indicate the profiles generated within the fluid with no particles present under the
temperature conditions. The NT results refer to the isothermal model. T and Ts refer to the two
temperature cases (see Table 5.2). 120
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Figure 5.12: Variation of flow profiles within the different SVF cases with applied temperature gradi-
ent. Note the change in the stationary velocity location away from the centre of the channel, particu-
larly for the lower SVF cases.
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Figure 5.13: Variation of flow profiles within the different temperature cases for the non-zero SVF
cases. Note that as the SVF increases, the relative impact of the temperature-dependent viscosity
variation decreases.
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Figure 5.14: Variation of temperature profiles within the different SVF cases with applied temperature
gradient. The slight increase in temperature is likely due to viscous heating resulting from the effective
increase in viscosity with SVF
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CHT effects on the velocity and temperature profiles generated within the sheared rheometer model.
Note that in these figures, the ‘Base-T’ case results have also been added for comparison even though
CHT plays no part in this model.
Initially, it can be noted that the velocity profile of the flow remains fundamentally unaltered in the
characteristic nature of each SVF result. The CHT test case with properties increased (Figure 5.15a)
is virtually unchanged from the non-CHT scenario. However, compared to Figure 5.12a, in Figure
5.16a there is slightly greater uniformity in the flow of the various SVF cases in the upper half of
the domain. Except for the SVF3 case, the CHT introduction has caused the average velocity profile
to more closely represent the base case. These variations do not make any qualitative change to the
overall behavioural description of the system. As could be expected, there is however a much more
noticeable change in average temperature profiles when CHT is introduced to the flow. In both the
CHT and non-CHT models the a small measure of the variation in temperature profiles between SVF
cases may be attributed to viscous heating resulting from the increase in viscosity associated with
particles in suspension. As noted in Chapter 4, the Brinkman number for a Couette flow is defined as,
Br =
µ0U
2
max
k(TH − TC) , (5.14)
and corresponds to the ratio of viscous and conductive heat transfer effects. An increase in Br, such
as through the increase in viscosity, corresponds to increased viscous heating. In both CHT cases,
the temperature profiles are more widely distributed than in the non-CHT case (Figure 5.14a). The
variations observed in Figure 5.15b occur mostly in the centre of the domain and are most significant
for the SVF2 and SVF3 cases. Here, the variation is more likely to be associated with the increased
heat capacity (Cp) of the particles compared to the surrounding fluid. This corresponds to a region
of comparatively low speed flow, better allowing heat to accumulate in this region especially as the
fraction of particles increases. In Figure 5.16b, the wider spread of temperature variation occurs
for all SVF cases and is more noticeable in the upper half of the domain. This can be attributed
to corresponding reduction in the k value for the suspension due growing proportion of solids in
suspension. This serves to again slightly increase the Br of the flow and the corresponding viscous
heating effect.
5.3 Summary
This chapter has presented verification and validation cases for the extension of the numerical con-
cepts discussed in earlier chapters to a 3D model. To demonstrate that particle hydrodynamics was
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Figure 5.15: Average velocity and temperature profiles of the sheared rheometer test model with the
material parameters k and Cp increased by a factor of three over the non-CHT test values.
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Figure 5.16: Average velocity and temperature profiles of the sheared rheometer test model with the
material parameters k and Cp decreased by a factor of three over the non-CHT test values.
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captured correctly, the steady-state velocity of a particle moving under a constant acceleration be-
tween two plates was studied. The model demonstrated convergence of results with increasing reso-
lution of the particle within expected bounds. The ability of the model to capture suspensions flows
was also demonstrated through comparison of relative viscosity of a suspension experiencing shear to
experimentally validated correlations from the existing literature. The fundamental physics of these
were captured by the current model to an acceptable level. The sensitivity of these results to rheome-
ter layout was also highlighted within these tests, illustrating the uncertainty that exists in both the
numerical and experimental analysis of suspension flows. The general CHT methods discussed in
previous chapters were extended to 3D and demonstrated that desired behaviour was still captured.
This model was then employed to study the macroscopic velocity and temperature profiles gen-
erated within suspension using a fixed shear rate numerical rheometer. This was performed with
material parameters that neglected or accentuated the effects of CHT between the solid and fluid
components. All tests were conducted at a range of solid volume fractions of particles between the
shearing planes up to a value of around 37%. It was observed that in the presence of a temperature
thinning fluid, the perturbation in the average velocity of the field was reduced in regions of reduced
viscosity. As the SVF of the flow was increased, the velocity profile was observed to more closely re-
semble that generated within a temperature-independent fluid. Similar behaviour for velocity profiles
was seen when CHT was introduced to the flow. When the temperature field across the suspension
was analysed, a non-linearity of the profile was observed in the non-CHT cases. This was likely in-
duced by viscous heating due to increasing effective viscosity of the suspension with SVF. When CHT
was allowed to occur through increasing or decreasing the thermal conductivity and heat capacity of
the solid component, the non-linear profile became more pronounced. When properties were reduced,
the increase is likely still attributable to viscous heating as this parameter change causes an overall
reduction in the thermal conductivity of the suspension. When material properties were increased
however, it is thought that the increased heat capacity of the particles were better able to retain heat in
the slower central section of the channel. These observations may be used to better develop particle
suspensions with desired properties for use in practical applications.
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Chapter 6
Proppant transport in characteristic fracture
geometries
This chapter takes the LBM-DEM model for suspension flow with temperature effects that has been
developed through the previous chapters and applies it to models that are representative of proppant
transport problems witnessed within hydraulic fracturing operations. The performance of a hydraulic
fracturing treatment depends on the placement of sufficient quantities of proppant throughout a frac-
ture to ensure that it does not close once the fluid is removed. Another problem that needs to be
avoided is the blockage of a fracture feature with excessive proppant, preventing placement further
along the fracture. Both of these issues may serve to prevent the permeability of an unconventional
reservoir being increased sufficiently to allow viable production. Further treatments may be required
to remedy such shortcomings. The case studies presented here aim to provide a contribution to the
knowledge of proppant flow through representative features so that treatments can be better planned
to minimise operational costs. These results will provide fully resolved particle flow through these
features, a key point of distinction from the continuum based models often used to study such prob-
lems.
Previous numerical studies of proppant transport can be readily found in the existing literature
[135, 136, 137, 138]. With improved computational resources becoming more widely available, more
DEM-based studies are being published. These allow motion of proppant particles to be resolved and
are often coupled to a finite volume fluid solver. This can be seen as an improvement in some respects
over the use of continuum models which are still widely used (and are suitable for large scale studies).
Despite this, some of these studies are still restricted to a quasi-two-dimensional model by setting the
fracture width studied to being just wider than a single particle. The results presented in this chapter
will be both fully resolved and fully three-dimensional.
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In the works of Zhang et al. [135] and Baldini et al. [136], coupled models of finite volume fluid
solvers and the DEM are used to study dune formation within a straight fracture. In both papers,
this allows for fully resolved particles to be modelled. However, both of these studies only model a
fracture with a width of around a single particle diameter. This prevents fully 3D motion of particles
from occurring. In these studies, parameters relating to particle interactions (e.g. stiffness and friction
coefficent) [135] and injection strategy [136] are investigated for their effect on dune formation. The
flow mechanisms that generate specific transport behaviours are also identified in [135]. In his PhD
dissertation, Blyton [137] studied a number of proppant transport problems using the same general
approach. The studies presented here include flow through an open and closed straight channel and
transport within a channel with a branch splitting off from it. Whilst a 3D implementation has been
used, computational limitations have restricted many presented studies to models having a thickness
of 1-2 particle diameters, with the largest featuring a thickness of 10 diameters. In the channel flows,
the focus has been on the generation of Poiseuille profiles in horizontal (open) channels and settling
velocity (closed) in vertical flows. Parametric investigation of slot width, particle size, particle den-
sity and fluid viscosity was completed. In branched channel studies, a so-called ‘particle transport
coefficient’ is used to evaluate the effect of branch width, angle, Reynolds number, fluid viscosity
and particle parameters on flow through the domain. This measure is the mass flow rate of particles
travelling along the branch compared to that being inserted into the domain, normalised by the corre-
sponding fluid flow ratio. Jamming of particles was observed in a number of the cases tested here. In
the branched tests, the width of the channel was fixed at two particle diameters, this narrow domain
may have had an influence on whether jamming occurred.
In an example from industry, Han et al. [138] studied the transport of proppant through a straight
channel, and approaching a T-junction or a crossing junction using a commercial fluid dynamics
solver. In that work, the solid component was treated from an Eulerian perspective as a continuum
property of the fluid. This approach allowed large scale models to be studied (i.e. this paper presents
an example of a straight channel measuring approximately 90m×12m×5mm being simulated for
295s). However, this approach cannot detail how the individual particles are transported through
the domain. The authors observe that increased turbulence at a junction can assist in the transport
of particles along the side branches. Reducing proppant weight and increasing fluid viscosity were
observed as ways to improve the proppant distribution in these cases. Increasing the pumping rate
was not observed to improve distribution.
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6.1 Numerical case studies
Three case studies of representative fracture models are studied in this chapter. The first examines
the classic problem of particle settling within a straight fracture. Temperature-dependent viscosity
effects are introduced to understand how particle motion varies under these conditions. The second
case study consists of a channel with a leak-off point partway along it. This will examine how an
undesired flow pathway can impact transport along the main fracture. Finally, a fracture geometry
with a step along its propagation axis will study how blockage may be induced. In all three cases,
the fracture is periodic in the vertical direction with gravity applied to each case. Particles of density
1000 kg/m3 are continuously injected along the full height (w = 64∆x) of the fracture at the inlet
of the domain with a horizontal velocity of Uinject = 0.1m/s and the same initial SVF. Particles are
added to the domain when the leading w is vacant of particles. In the cases where pressure outlets are
implemented, a lattice value of p = 1/3 is enforced. When dimensionless temperature is applied, it
increases linearly between T = 0 at the inlet to T = 1 at the outlet along the main fracture direction.
As in Chapter 4, these can be interpreted based on T physicalH = 350K and T
physical
C = 300K. In all cases
tested here, the LBM spacing has been set at ∆x = 3.125 × 10−5m with a time step of ∆t = 40 µs,
this corresponds to a kinematic viscosity of ν = 4.07 × 10−5m2/s when a numerical viscosity of
1/6 is used. Unless noted otherwise, the particles used in these studies have a radius of r = 6.4∆x
= 0.0002m (diameter D = 0.0004m). As noted in Chapter 5, conjugate heat transfer has a relatively
minor impact on particle trajectories through a fluid. For these studies, the solid and fluid components
have the same thermal properties used in the non-CHT tests in the previous chapter.
6.1.1 Proppant transport within a straight fracture
The model domain to investigate the effects of temperature-dependent viscosity on the settling be-
haviour of proppant within a straight channel is presented in Figure 6.1. The fluid entered with fixed
velocity and exited with a constant pressure boundary condition implemented using the well known
Zou-He method [69]. This model was run for a total of 250,000 steps.
To compare the settling behaviour of the two cases, the particle velocities averaged along the
length of the channel were computed. These results after 125,000 and 250,000 steps are presented in
Figure 6.2. Firstly, it can be noted that the velocity along the length of the channel (x-direction) is
essentially unchanged by the introduction of temperature-dependent viscosity. The magnitude of this
is tending around the injection viscosity as expected from mass conservation. The variation between
the data points is dependent on how many particles were located around that position at the time of
interest. The most interesting measure though is the vertical (y-direction) velocity. In the absence of
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Figure 6.1: Layout of settling within a straight fracture geometry. The entire model has a thickness of
w. The model is initially filled with particles of diameter D = 0.2w, these are continuously injected
with the inlet velocity into the leading w of the domain. The upper and lower boundaries in the y
direction are periodic.
changing viscosity, this slowly increases along the length of the channel due to the action of gravity.
When a temperature-dependent viscosity is introduced, the magnitude of the settling velocity has
increased by a factor of almost three. Similar trends were observed throughout the simulation, rather
than just the example times given here. The distribution of particles and their velocities after 250,000
steps is presented in Figure 6.3. In particular, the increase in settling velocity can be noted in this
figure. The same trend of behaviour can be observed when a higher initial SVF (33% compared to
8%) of particles was inserted into the fracture geometry (Figure 6.4). In this case, the magnitude of
increase in vertical velocity is about a factor of two by the end of the channel. The distribution of
particles and their velocities after 250,000 steps is illustrated more graphically in Figure 6.5. Again,
the increase in settling velocity can be noted here. As an extra example, the tests at an elevated SVF
were repeated with the size of the particles halved (r = 3.2∆x = 0.0001m). This change increased
the initial SVF to approximately 39%. The reduction in resolution is still able to yield acceptably
accurate results as shown in Figure 5.2. Due to computational limitations, this test could only be run
for 160,000 steps. The results of this are presented in Figure 6.6 with data at 80,000 and 160,000
steps. Similar observations to that made for the larger particles can be made in this case. The factor
of settling velocity increase at the end of the channel however is reduced with the smaller particles
to approximately 1.75. The consequence of this in the context of hydraulic fracturing is that particles
may settle onto the bottom of a fracture in an unanticipated way if a treatment is designed based on a
poorly chosen constant viscosity. The distribution of particles and their velocities after 160,000 steps
is further illustrated in Figure 6.7. To reduce congestion in the figure, only 10% of the total particles
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are shown. The increased velocity around x/L = 0.5 in Figure 6.6 and density of particles in Figure
6.7 is due to the observed behaviour of the Poiseuille profile of the fluid flow through the channel
dominating the motion of smaller particles. Newly injected particles move rapidly through the centre
of the channel whilst those at the edges form a slow moving layer on each side. At 160,000 steps,
a group of particles moving through the centre is located at around x/L = 0.5 whilst the remaining
particles are located adjacent to the channel walls and are moving much more slowly (see Figure 6.8).
Settling too fast, too slow or in an uneven manner can all have detrimental effects on the performance
of a fracturing operation.
6.1.2 Proppant transport within a leaking fracture
To study a leaking fracture, as described in Figure 6.9, two cases were considered. The first contains
a leak-off channel that is the same width as the main channel. The relative flow rates between the
two pathways were varied such that ratios of leak:main = 1:1, 1:3 and 1:7 were enforced. This was
enforced by velocity outlets at the exits of the main and leaking channels. The second case involved
narrowing the leaking pathway such that its width was reduced to 2.5D and 1.25D with pressure
boundaries at the exits. All tests were performed for 100,000 time steps. The initial SVF of these
cases was approximately 26%.
As part of the analysis of both these cases, three key regions of the fracture domain were identified.
The ‘Entering’ section is the region of lengthw immediately prior to the beginning of the leak channel,
the ‘Leaking’ section is the entire volume of the side channel and the ‘Continuing’ section is the region
of length w immediately after to the beginning of the leak channel. The cumulative total of particles
moving through the domain were recorded to infer the passage of particles in a simulation.
Variation of flow ratio
The first case study being examined involved explicit variation of the flow rate exiting the main and
leaking channels. This can be thought of as corresponding to the flow in the leaking channel being
governed by a lower porosity region restricting the flow velocity. In this study, there was negligible
difference observed between the distribution of particles of the isothermal and temperature-dependent
viscosity simulations. As a result, Figures 6.10 and 6.11 only present the isothermal results. Figure
6.10 displays the cumulative total of particles moving through each region for the duration of the
simulation in each flow case. Here it can be seen that, as expected, the number of particles flowing
along the leaking path reduces with the corresponding flow rate. The bulk of the particles are travelling
along the main channel. However, it can be observed in Figure 6.11, which compares the particle
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Figure 6.2: Velocity of the particles in the x- and y-directions averaged along the length of the straight
channel (8% initial SVF) recorded at 125,000 and 250,000 steps. The isothermal plots have constant
viscosity whilst the thermal results have temperature-dependent viscosity. The line represents a least-
squares fit to the data points.
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Figure 6.3: Comparison of the particle position and velocity vectors of the particles in a straight chan-
nel under both temperature conditions (8% initial SVF) recorded at 250,000 steps. The isothermal
plots have constant viscosity whilst the thermal results have temperature-dependent viscosity. The
increase in settling velocity can be noted in the Thermal case.
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Figure 6.4: Velocity of the particles in the x- and y-directions averaged along the length of the straight
channel filled with a 33% initial SVF of particles. Data here is recorded after 125,000 and 250,000
steps. The isothermal plots have constant viscosity whilst the thermal results have temperature-
dependent viscosity. The line represents a least-squares fit to the data points.
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Figure 6.5: Comparison of the particle position and velocity vectors of the particles under both tem-
perature conditions (33% initial SVF) recorded at 250,000 steps. The isothermal plots have constant
viscosity whilst the thermal results have temperature-dependent viscosity. The increase in settling
velocity can be noted in the Thermal case.
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Figure 6.6: Velocity of the particles in the x- and y-directions averaged along the length of the straight
channel filled with smaller particles. Data here is recorded after 80,000 and 160,000 steps. The
isothermal plots have constant viscosity whilst the thermal results have temperature-dependent vis-
cosity. The line represents a least-squares fit to the data points.
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Figure 6.7: Comparison of the x-y (side view) particle position and velocity vectors of the small parti-
cles in a straight channel under both temperature conditions recorded at 160,000 steps. The isothermal
plots have constant viscosity whilst the thermal results have temperature-dependent viscosity. The in-
crease in settling velocity can be noted in the thermal case. To reduce congestion only 10% of the
total particles are illustrated here.
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Figure 6.8: Comparison of the x-z (bottom view) particle position and velocity vectors of the small
particles in a straight channel under both temperature conditions recorded at 160,000 steps. The
isothermal plots have constant viscosity whilst the thermal results have temperature-dependent vis-
cosity. To reduce congestion only 10% of the total particles are illustrated here. Note the domination
of the particle motion by the Poiseuille profile of the fluid.
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Figure 6.9: Layout for flow through a leaking fracture geometry. The model is initially filled with
particles of diameterD = 0.2w, these are continuously injected with the inlet velocity into the leading
w of the domain. The upper and lower boundaries in the y-direction (out-of-page) are periodic and
space w apart. The width and flow rates of the leak and main channel are adapted to investigate their
impact on flow. The blue section represents the ‘Entering’ section, green the ‘Leaking’ and red the
‘Continuing’ sections used for counting particles.
counts against flow rate, that there is not a linear decrease in the rate at which particles leak off. This
is unsurprising as some particles would still be advected into the leak channel if there was no flow
exiting this pathway. Figure 6.12 indicates the final locations of particles and their velocity vectors.
Firstly, the significant variation in velocity magnitude between the three tests in both the leaking and
main channels can be observed. The almost stagnant flow of the 1:7 test case in the leaking channel
would assist in reducing the count of particles flowing through this region. The second feature of
note is the direction of the velocity vector just prior to the leak channel. It can be noted here that
particles much closer to the centre of the main channel are directed towards the leak in the 1:1 case
as compared to the lower flow rates. For the 1:7 case it is only the particles immediately adjacent to
the wall that are directed towards the leak channel. The Poiseuille profile of channel flow can also be
observed in the particles prior to the leak.
Variation of leaking channel width
When a changing channel width was implemented to regulate flow through the leaking channel, vari-
ation was observed between the isothermal and thermal results. These can be observed in Figures
6.13, 6.14, 6.15 and 6.16. In Figure 6.13, it can be readily observed that the restriction of flow caused
by the narrowed leak channel has made the main channel the strongly preferred path for the flow of
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Figure 6.10: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of the isothermal simulations. For each case the differing behaviour between
the three flow ratios can be observed.
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Figure 6.11: Comparison of cumulative totals of particles in each of the three flow cases over the
duration of isothermal simulation. For each case the differing behaviour in each of the characteristic
regions can be observed.
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Figure 6.12: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each of the three flow cases.
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particles. In the case of the width being 1.25D, the ‘Continuing’ region has slightly more particles
than the ‘Entering’ region due to the simulation being initialised fully packed with particles. A num-
ber of these will begin between these to regions and contribute to the ‘Continuing’ count and not the
‘Entering’ one. The greater rate of leaking in the case of the wider channel overcame this in that
case. Halving the channel width led to a proportionally greater drop in particles being extracted on
the leaking pathway. In the wider channel the simulation concluded with over 200 particles travelling
through this region, this reduced to less than 50 particles in the narrower channel. In Figure 6.14, the
effect of the thermal model can be seen on the difference in leaking rate between the two channels.
In both cases, the presence of temperature-dependent viscosity corresponds to a significant reduction
in the number of particles travelling along the leaking channel. In the wider channel, the observed
reduction is approximately 10% by the end of the simulation, whereas a 22% reduction is noted in
the narrow channel. A possible explanation for this is that the reduced viscosity of the fluid, and
corresponding reduced drag on the particle, makes it more difficult for a particle to change direction
and travel along a narrow leaking pathway. As in the velocity controlled case, the velocity vector
plots in Figures 6.15 and 6.16 highlight that only the particles very close to the leak channel are fed
into the channel. It also appears that those particles in the leaking channel during the thermal case
may have a reduced velocity compared to their isothermal counterparts. This would further reduce
the flow rate of particles moving through the channel in this case. The case of the narrow leaking
channel was repeated with the radius of particles halved, as a result the particles are of the same
proportion compared to the wider leaking channel. This change caused the initial SVF to increase
slightly to approximately 31%. The lattice spacing again remained the same as in the original case.
It can be observed that the smaller particles have a reduced tendency to be extracted away from the
main channel through examination of Figures 6.17 and 6.18. As for the larger particles, the presence
of temperature-dependent viscosity reduces the number of particles travelling along the ‘Leaking’
path. The reduction is about 10%, similar to that seen in the wider channel for the larger particles. In
Figure 6.19, it can be noted that the Poiseuille profile formed by the fluid dominates the distribution
of particles through the channel. Particles become distributed along the walls in both temperature
cases and this serves to delay injection of further particles.
None of the leaking channel cases presented here indicated the likelihood of forming a blockage
due to a bridge forming across the mouth of the channel. This may be due to the flow rate through
the main channel being too large or quantity of particles injected being too low for this to occur in a
stable fashion. A second possibility is that the larger 3D height of the domains tested here meant that
any such blockages were not able to fully seal off the leaking pathway. In 2D, or very low thickness
3D simulations, such behaviour may occur more readily.
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(a) Leak channel width = 2.5D
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(b) Leak channel width = 1.25D
Figure 6.13: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of simulations with differing leak channel widths.
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(a) Leak channel width = 2.5D
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(b) Leak channel width = 1.25D
Figure 6.14: Section-based comparison of cumulative totals of particles moving through the leaking
fracture with differing leak channel widths. For each width case the effect of temperature can be
observed.
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Figure 6.15: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each temperature case and leak channel width of 2.5D.
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Figure 6.16: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each temperature case and leak channel width of 1.25D.
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Figure 6.17: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of simulations for the narrow leaking fracture with smaller particles.
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Figure 6.18: Section-based comparison of cumulative totals of particles moving through the narrow
leaking fracture with smaller particles. For each temperature case the differing behaviour in each of
the characteristic regions can be observed.
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Figure 6.19: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each temperature case for the narrow leaking fracture with smaller particles. Only isothermal results
are shown here. The dominating Poiseuille profile causes particles to remain trapped on the edges of
the domain, this serves to delay further injection of particles.
6.1.3 Proppant transport within a stepped fracture
The final case study presented here examines the flow of proppant with distributed size flowing
through the domain outlined in Figure 6.20. Cases of low (26%) and high (46%) initial solid vol-
ume fraction of particles with a range of diameters (D ∈ [0.2w, 0.4w] = [0.0004m,0.0008m]) were
examined to investigate the changes in flow produced by this change. The neck of the step direction
change was then reduced 1.25Dmax to bring a particular emphasis on identifying when blockages
begin to occur in the fracture. A pressure exit condition was used at the outlet of the domain. As for
the leaking channel test, three regions can be identified: ‘Entering’ section is the region prior to the
beginning of direction change, ‘Step’ section is the entire width of the domain where the direction
change occurs and the ‘Continuing’ section is the region beyond the step change. Again, these were
run for 100,000 steps. The significant direction change experienced by particles in this domain was
observed to lead to increased overlap between particles and walls that was not observed in the pre-
vious test cases. To alleviate this overlap, the contact stiffness between both particles and walls was
increased by a factor of 10, which still allowed stable contact for DEM interactions to occur.
Changing solid volume fraction
The recorded outputs for flow through the step domain with changing initial SVF are presented in
Figures 6.21, 6.22 and 6.23. From Figures 6.21 and 6.22, it can be noted that there is little difference
between the isothermal and thermal cases. This is consistent with the settling tests in that the mass
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Figure 6.20: Layout for flow through a stepped fracture geometry. The model is initially filled with
particles with diameters distributed in the range D ∈ [0.2w, 0.4w], these are continuously injected
with the inlet velocity into the leading w of the domain. The upper and lower boundaries in the y-
direction (out-of-page) are periodic and are spaced w apart. The blue, green and red regions represent
the ‘Entering’, ‘Step’ and ‘Continuing’ regions respectively for counting particles.
flow rate of particles through the channel was not impacted by the temperature-dependent viscosity.
In Figure 6.21, the count of particles in the ‘Entering’ region is less smooth in its progression than
compared to the other two regions. This is a consequence of the injection of particles not happening
consistently through the simulation. Instead, the algorithm waits until the injection area is clear of
previous particles before a new batch is inserted into the flow. Due to the nature of Poiseuille flow, it
was observed that smaller particles would occasionally be caught in an area of low-speed flow near
the walls, delaying further injection of particles. The more consistent gradient of the plots in the
high SVF case suggests that the greater bulk of particles in this case is better able to overcome any
potential blockages or entrainment of particles caused by the change in direction within the domain.
This behaviour is made clear in the velocity vector plots in Figure 6.23. In the low SVF case, the
transition of particle direction through the direction change is much smoother than seen in the high
SVF case. This allows for pockets of the channel (e.g. near (x, y) = (0.006m, 0.000m) and (0.004m,
0.004m)) to be empty of particles as they follow the natural fluid flow path through the domain. In the
high SVF case, particles in these regions can be observed to collide with and follow the wall as they
move through the ‘Step’ region. In both cases, a much greater velocity magnitude can be observed in
particles moving through the constriction provided by the neck of the step change.
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(b) High SVF (46%)
Figure 6.21: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of simulations with differing initial SVF in the stepped domain.
152
0200
400
600
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Entering
Isothermal
Thermal
0
200
400
600
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Step
Isothermal
Thermal
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
200
400
600
t/tmax
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Continuing
Isothermal
Thermal
(a) Low SVF (26%)
0
200
400
600
800
1,000
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Entering
Isothermal
Thermal
0
200
400
600
800
1,000
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Step
Isothermal
Thermal
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
200
400
600
800
1,000
t/tmax
C
um
ul
at
iv
e
Pa
rt
ic
le
s
Continuing
Isothermal
Thermal
(b) High SVF (46%)
Figure 6.22: Section-based comparison of cumulative totals of particles moving through the fracture
with differing initial SVF in the stepped domain. For each SVF case the effect of temperature in each
of the characteristic regions can be observed.
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Figure 6.23: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each temperature case and each initial SVF in the stepped domain.
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Narrowed step change
The previous study was then repeated in a geometry with the neck of the step change narrowed. As in
some previous tests, the cumulative particle counts are similar for both temperature models. Figure
6.24 compares the counts observed for the low and high SVF cases whilst Figure 6.25 compares the
particle position and velocity vector plots. The initial SVF values remain approximately the same in
the modified geometry. In Figure 6.24 the inconsistent gradients of the counts over time indicate the
changing pattern of particle motion through the regions. The increase in SVF has served to reduce the
variations in the ‘Step’ and ‘Continuing’ regions, while delays in particle injection can be noted based
on the ‘Entering’ plot. An explanation for this can be seen in Figure 6.24, and in particular the high
SVF case. On the inlet side of the neck, particles move with their initial inlet velocity direction until
they reach the end of the inlet channel where they make almost a right-angle turn to travel through
the neck. It is only after passing through the neck that particles follow flow along a natural fluid
path through the channel. The difference in quantity of particles before and after the neck as well
as the associated velocity change can be clearly noted. So while the passage of particles through the
neck is slowed a complete blockage does not occur. Further investigation is required to identify the
conditions that result in blockage.
The final study conducted halved the size of particles flowing through the stepped domain with a
narrow neck in both low and high SVF configurations. Initial SVF values altered to approximately
21% and 51% respectively for the low and high cases. The lattice spacing remained consistent with
the previous tests as in the straight and leaking test cases. Again there was minimal difference between
the temperature models and only the isothermal results are presented in Figures 6.26 and 6.27. With
the introduction of smaller particles, the neck of the channel is relatively wider than that studied
previously. What can be noted in Figure 6.26 is the more stepwise nature of the progression of
particles through the domain, particularly in the ‘Step’ and ‘Continuing’ regions. Similar to the
leaking case, the reduction in particle size has seen the Poiseuille profile of the flow dominate particle
trajectories. This leads to slowly moving particles remaining adjacent to the walls of the channel,
delaying the injection of the next group of particles (see Figure 6.27). When injected the bulk of these
move through the domain rapidly leading to the steps in the cumulative counts. The behaviour of
small particles being isolated at the edges of the fractures indicates that unexpected distributions of
proppant may occur when a variety of particle sizes are being deployed in an operation.
Taken in conjunction with the similar behaviour observed in the straight and leaking fracture tests,
this is particularly relevant to the use of graded proppant within the hydraulic fracturing process.
This approach utilises particle of multiple sizes to increase the number of fracture pathways that are
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being propped and further increase permeability of a reservoir [139, 140, 141]. Further studies of the
performance of different proppant sizes could be systematically investigated with this model to better
understand the effectiveness of the approach and how proppant is distributed throughout a fracture
network.
6.2 Summary
This chapter has presented a number of case studies of proppant flow through characteristic fracture
geometries of a straight fracture, a leaking fracture and a stepped fracture. In each case, flows with
and without temperature-dependent viscosity have been compared. In the case of settling in a straight
fracture, the progression of particles along the length of the fracture remained unchanged in the pres-
ence of temperature-dependent viscosity however a significant increase in the settling rate (vertical
velocity) was noted with increasing fluid temperature. In practice, this may lead to proppant settling
earlier than expected if a treatment was based on too low a fluid temperature. To investigate leaking
of particles through a side channel, two cases based on velocity and geometric control were exam-
ined. In the velocity cases the variation between the isothermal and thermal results were minimal.
However, when temperature effects were introduced to the leaking cases by narrowing the aperture
of the leak channel, there was a reduction in particles travelling this pathway. This may indicate that
lower viscosity fluids be used to help prevent loss of proppant through side channels that may interfere
with an intended fracture pathway. Again in the stepped channel, the progression of particles along
the length of the domain did not vary in the presence of temperature-dependent viscosity. This was
observed for both low and high SVF simulations with particles of varying size. The behaviour of a
partial blockage was observed when the neck of the stepped domain was narrowed. Finally, a selec-
tion of tests were repeated with the size of particles halved. In the leaking and stepped geometries,
the transport of particles became more strongly dominated by the Poiseuille flow of the channel. This
variation in behaviour with particle size may have consequences on the operation of graded proppant
hydraulic fracturing treatments using particles of variable size. These models were chosen to pro-
vide some examples of how the flow of proppant through a fracture can be influenced by changing
viscosity. There remains significant scope for future parametric analyses to further understand how
particles travel through a confined geometry such as a fracture under these conditions and how this
can be controlled to benefit an operation.
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Figure 6.24: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of the isothermal simulations with low and high initial SVF for the step
domain with a narrow neck. 157
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Figure 6.25: Comparison of the particle position and velocity vectors after the 100,000 time steps for
each temperature case and each initial SVF in the stepped domain with a narrow neck.
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Figure 6.26: Cumulative totals of particles moving through the three characteristic sections of the
fracture over the duration of the isothermal simulations with low and high initial SVF for the step
domain with a narrow neck and reduced particle size.
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Figure 6.27: Comparison of the particle position and velocity vectors after the 100,000 time steps for
the isothermal case and each initial SVF in the stepped domain with reduced particle size.
160
Chapter 7
Conclusions and avenues for further work
In brief, the major contributions of this thesis can be summarised as:
• Implementation and testing of conjugate heat transfer within coupled LBM-DEM simulations
using a coverage-weighted interpretation of material properties.
• Development and evaluation of models studying temperature-dependent viscosity within the
LBM and its interaction with conjugate heat transfer within transient suspensions.
• Investigation of confined suspensions flows in the presence of temperature-dependent viscosity
with practical applications relevant to proppant transport.
In summary, the work presented in this thesis has sought to further the modelling of particle
suspensions under the influence of thermal effects. In particular, approaches utilising thermal lattice
Boltzmann methods coupled to the discrete element method were developed and implemented to
study problems relating to conjugate heat transfer between components and temperature-dependent
viscosity of the fluid. These two sets of behaviour have often been neglected in previous numerical
studies of suspension flows. The localised operations of the LBM assists in being able to model the
complex interactions of these two thermodynamic phenomena within the inherently transient setting
of a particle suspension.
Whilst particle suspensions can be identified within a number of engineering and scientific fields
the model that has been developed within this work has been focussed on the setting of hydraulic
fracturing within the oil and gas industry. First developed in the years following the end of the second
world war, the hydraulic fracturing process is a technique to increase the porosity of oil and gas
reservoirs to make resource production a viable prospect. Its use has increased recently due to the
decline in production of conventional reservoirs and the development of unconventional reservoirs
such as shale gas and coal seam gas. A hydraulic fracturing treatment begins with the initiation
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of fractures using small explosive charges at predetermined locations along a wellbore. Initially,
fluid is pumped into the well at high pressure to cause growth of the fractures throughout a low
porosity reservoir. Following this, proppant particles are added to the fluid being pumped. These are
transported along the fractures where they eventually settle along their length. Removal of the fluid
component leads to closure of the fractures, however the proppant pack serves to fully prevent this.
As the porosity of the pack is greater than that of the surrounding reservoir, preferential pathways for
flow of hydrocarbons are generated leading back to the wellbore and, thus, the surface. In a typical
treatment, the fluid is water and the proppant sand. Some additives may be introduced to the treatment
to prevent corrosion of pipework and obtain desirable fluid properties for proppant transport. The
effectiveness of a hydraulic fracturing treatment primarily relies on how well proppant is distributed
through a fracture. This is dependent on, among other things, the viscosity of fluid and geometry
of the fracture. Enabling better understanding of proppant transport under the influence of complex
thermodynamic effects is a motivating factor for the research presented in this thesis.
The implementation of conjugate heat transfer within a thermal lattice Boltzmann model com-
prises the basis for the first part of this thesis. To be meaningfully applied to use in modelling a
particle suspension, transient variation of temperature and moving boundaries need to be considered.
In Chapter 3, these were considered for a passive scalar interpretation of the thermal lattice Boltz-
mann method. Here a local and non-local approach for computing CHT were compared in a number
of cases involving straight, curved and moving boundaries and with a parametric comparison of mate-
rial parameters. In the settings discussed, the local method was better suited to the study of convective
flows. The non-local method was more suited to stationary problems. In Chapter 4, a model was pre-
sented for CHT within a total energy based formulation of the thermal LBM. This is numerically
more complicated than the previous methods due to total energy being the conserved quantity within
this framework rather than temperature (as in the passive scalar approach). This implementation was
shown to capture the steady and transient CHT behaviours for straight and curved boundaries to an
acceptable degree.
A passive scalar interpretation of the thermal LBM is, generally, a technique that is able to resolve
a wide range of phenomena relevant to fluid flows. However, as shown in Chapter 4, it is unable to
accurately capture the non-linear temperature behaviour generated within the flows of a fluid with
temperature-dependent viscosity. To capture this a total energy formulation of the thermal LBM is
required, in particular to capture behaviour related to shear heating. This was shown to achieve second
order accuracy in achieving this. Capturing temperature-dependent viscosity was further shown to
qualitatively and quantitatively contribute to changing transport of individual particles through a fluid.
In denser particle suspensions, these variations were still present however the magnitude of effects
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were reduced.
The development of this model was extended into a fully three-dimensional version implemented
within a coupled framework of the open-source codes TCLB and ESyS-Particle. In Chapter 5, this
was utilised to study the behaviour of sheared suspensions at various solid volume fractions. In
these cases, it was observed that the presence of particles, both with and without CHT in effect,
reduced the velocity variations within a fluid that result from changing viscosity with temperature.
The temperature profile was observed to become increasingly non-linear with SVF. This occurred
without CHT being present due to the increase of effective viscosity with SVF leading to viscous
heating. With CHT present temperature increases were still observed and related to viscous heating
or material parameters used for the solid component. It is believed that this work is among some of
the first contributions to the study of particle suspensions with both temperature-dependent viscosity
and CHT, particularly utilising a coupled LBM-DEM approach.
The final chapter of the thesis focused on case studies relevant to hydraulic fracturing, in partic-
ular proppant flow through a fracture. Three cases were examined, namely the settling of particles
within a straight fracture, proppant flow in the presence of a side channel, and transport through a
stepped fracture profile. In all cases, observed behaviour for the suspending fluid with and without
temperature-dependent viscosity was compared and contrasted. In the settling test this was related
to deposition of proppant along a fracture. In the latter two cases the focus was on how variations
in geometry, flow conditions and particle size distribution could lead to fundamental changes in flow
behaviour. Prevention of blockages for example is an imperative for improving proppant placement
through a fracture and enhancing the performance of a hydraulic fracturing treatment. This study
involved fully resolved 3D particles, a component not often present in similar studies in the literature.
In the settling tests, the settling velocity of particles was observed to greatly increase in the presence
of a fluid with temperature-dependent viscosity. This was observed to be a magnitude of between two
and three depending on the SVF of particles within the fracture. For studies of a leaking fracture, it
was observed that under a velocity-controlled flow regime there was little difference between isother-
mal and thermal flows. However when the leaking channel was physically narrowed, the quantity
of particles travelling along the leaking pathway was reduced when thermal effects were introduced.
Finally, for a stepped fracture, the progression of particles through the domain was unaffected by the
introduction of the thermal model even with a suspension of a variety of particle sizes. When the
neck of the stepped domain was narrowed the partial blockage of the flow was identified. In both the
leak and step cases, smaller particles were observed to be dominated by the Poiseuille flow within the
channel. The led to particles remaining positioned along the edges of the channel well after the bulk
progressed through the domain.
163
7.1 Avenues for further work
During the compilation of this research, a number of potential areas of continuing work have been
identified. These relate to both the study of thermally influenced particle suspensions and the devel-
opment of the model described in this work. These include:
• Parametric studies of fracture flow: The case studies presented here aim to provide some
examples of how thermal effects can impact proppant transport through a fracture. There still
remains significant scope to conduct more detailed parametric studies of flow behaviour through
a variety of geometries. Further specific applications within hydraulic fracturing could include
the study of graded proppant injection, non-Newtonian carrier fluids, and particle straining in
porous media.
• Further application of the model: Whilst the model has been applied to problems relating to
the context of hydraulic fracturing, its development has been very general. The principles de-
veloped here could be adapted to model problems such as industrial processing, water treatment
and fluidised bed reactors.
• Optimisation of TCLB-ESyS coupling: Whilst functional, the current state of the coupling
between the two codes is not optimal in terms of computational performance. Optimising this
to improve performance with large numbers of particles would better allow the model to be
deployed to study large-scale suspensions.
• Transiently variable Prandtl number suspensions: In the 3D model presented in this work,
to avoid non-physical shear heating of suspensions with temperature-dependent viscosity, the
thermal diffusivity of the solid and fluid components needs to be kept the same. However,
when the viscosity is held constant the diffusivity can vary between components and still return
accurate results. Further development of the model to allow this behaviour would widen the
possible domain of material parameters that can be investigated.
• Introduction of lubrication forces: As suspensions become more densely packed with par-
ticles, lubrication forces arising from the interactions between both particles and walls can
influence how transport occurs. The model presented here does not contain lubrication forces
and the introduction of these would allow the model to provide further insight to confined sus-
pension flows.
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