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Abstract
In this paper, we propose a new framework for quantum field theory in terms
of consistency conditions. The consistency conditions that we consider are
“associativity” or “factorization” conditions on the operator product expansion
(OPE) of the theory, and are proposed to be the defining property of any
quantum field theory. Our framework is presented in the Euclidean setting, and
is applicable in principle to any quantum field theory, including non-conformal
ones. In our framework, we obtain a characterization of perturbations of a given
quantum field theory in terms of a certain cohomology ring of Hochschild-type.
We illustrate our framework by the free field, but our constructions are general
and apply also to interacting quantum field theories. For such theories, we
propose a new scheme to construct the OPE which is based on the use of
non-linear quantized field equations.
∗HollandsS@Cardiff.ac.uk
1
21 Introduction
Quantum field theory has been formulated in different ways, the most popular ones
being the path-integral approach and the operator formalism. In the path integral
approach, one aims to construct the correlation functions of the theory as the mo-
ments of some measure on the space of classical field configurations. In the operator
formalism, the quantum fields are viewed as linear operators which can act on physical
states.
The path integral has the advantage of being closely related to classical field the-
ory. In fact, the path integral measure is, at least formally, directly given in terms
of the classical action of the theory. The operator formalism is more useful in con-
texts where no corresponding classical theory—and hence no Lagrange formalism—is
known for the quantum field theory. It has been used extensively in the context of
conformal or integrable field theories in two spacetime dimensions. In the operator
formalism, one may take the point of view that the theory is determined by the alge-
braic relations between the quantum field observables. This viewpoint was originally
proposed in a very abstract form by Haag and Kastler, see e.g. [1]. Other proposals
aimed in particular at conformal field theories include e.g. the approach via vertex op-
erator algebras due to Borcherds, Frenkel, Lopowski, Meurman and others [2, 3, 4, 5],
see also a related proposal by Gaberdiel and Goddard [6]. A different approach of
an essentially algebraic nature applicable to ”globally conformally invariant quantum
field theories” in D dimensions is due to [7, 8]. Approaches emphasizing the algebraic
relations between the fields have also turned out to fundamental to the construction
of quantum field theories on general curved backgrounds [9, 10, 11, 12], because in
this case there is no preferred Hilbert space representation or vacuum state.
One way to encode the algebraic relations between the fields in a very explicit way
(at least at short distances) is the Wilson operator product expansion (OPE) [13, 14,
15]. This expansion is at the basis of the modern treatments of two-dimensional con-
formal field theory, and it is a key tool in the quantitative analysis of asymptotically
free quantum gauge theories in four dimensions such as Quantum Chromo Dynamics.
The OPE can also be established for perturbative quantum field theory in general
curved spacetimes [16]. In this reference, it was observed in particular that the OPE
coefficients satisfy certain ”asymptotic clustering” or ”factorization” relations when
various groups of points in the operator products are scaled together at different rates.
This observation was taken one step further in [17], where it was suggested that the
OPE should in fact be viewed as the fundamental datum describing a quantum field
theory on curved (and flat) spacetimes, and that the factorization conditions should
be viewed as the essential constraints upon the OPE coefficients.
In this paper, we will analyze these constraints on the OPE coefficients, and
thereby formulate a new approach to quantum field theory in terms of the resulting
consistency conditions. One of our main new points is that all these constraints
3can be encoded in a single condition which is to be viewed as an analogue of the
usual ”associativity condition” in ordinary algebra. We then show that it is possible
to give a new formulation of perturbation theory which directly involves the OPE
coefficients, but does not directly use such notions—and is more general as—path
integrals or interaction Lagrangians. This new approach relies on a perturbative
formulation of the consistency condition and is hence essentially algebraic in nature.
Its mathematical framework is a certain cohomology of ”Hochschild type” which we
will also set up in this paper. If our approach to perturbation theory is combined with
the assumptions of certain linear or non-linear field equations, then a constructive
algorithm is obtained to determine the terms in the perturbation series order-by-
order. We expect that our approach is equivalent to more standard ones despite its
rather different appearance, but we do not investigate this issue in the present paper.
Some of our ideas bear a (relatively remote) resemblance to ideas that have been
proposed a long time ago within the “bootstrap-approach” to conformally invariant
quantum field theories, where constraints of a somewhat similar, but not identical,
nature as ours have been considered under the name “crossing relations” [18, 19, 22,
20, 21]. But we stress from the outset that our approach is aimed at all quantum
field theories—including even quantum field theories on generic spacetime manifolds
without symmetries—and not just conformal ones as in these references. The ideas on
the use of non-linear field equations expressed in section 10 also bear a resemblance to
a constructive method in quantum field theory introduced by Steinmann (see e.g. [23]),
but he is mainly concerned with the Wightman functions rather than the OPE, which
is a key difference. Some of the ideas in section 10 were developed, in preliminary form,
in extensive discussions with N. Nikolov during his tenure as a Humboldt fellow at the
U. of Go¨ttingen in 2005/2006, see also the notes [24]. In the present form described
in section 10, these ideas were developed in collaboration with H. Olbermann, and
more details will be given in a future paper [38].
This paper is organized as follows. We first explain in sec. 2 the basic ideas of
this paper, namely, the idea of that the factorization conditions may be expressed
by a single associativity condition, the new formulation of perturbation theory in
our framework, the generalization to gauge field theories, and the approach via field
equations. These ideas are then explained in detail in the subsequent sections.
2 Basic ideas of the paper
The operator product expansion states that the product of two operators may be
expanded as
φa(x1)φb(x2) =
∑
c
Ccab(x1, x2)φc(x2) , (2.1)
4where a, b, c are labels of the various composite quantum fields φa in the theory. This
relation is intended to be valid after taking expectation values in any (reasonable)
state in the quantum field theory. The states, as well as the OPE coefficients typically
have certain analytic continuation properties that arise from the spectrum condition
in the quantum field theory. These properties imply that the spacetime arguments
may be continued to a real Euclidean section of complexified Minkowski spacetime,
and we assume this has been done. An important condition on the OPE coefficients
arises when one considers the operator product expansion of 3 operators (in the
Euclidean domain),
φa(x1)φb(x2)φc(x3) =
∑
d
Cdabc(x1, x2, x3)φd(x3) . (2.2)
Let us consider a situation where one pair of points is closer to each other than
another pair of points. For example, let r23 be smaller than r13, where
rij = |xi − xj | (2.3)
is the Euclidean distance between point xi and point xj . Then we expect that we can
first expand the operator product φb(x2)φc(x3) in eq. (2.2) around x3, then multiply
by φa(x1), and finally expand the resulting product around x3. We thereby expect to
obtain the relation
Cdabc(x1, x2, x3) =
∑
e
Cebc(x2, x3)C
d
ae(x1, x3) (2.4)
Similarly, if r12 is smaller than r23, we expect that we can first expand the operator
product φa(x1)φb(x2) around x2, then multiply the result by φc(x3), and finally expand
again around x3. In this way, we expect to obtain the relation
Cdabc(x1, x2, x3) =
∑
e
Ceab(x1, x2)C
d
ec(x2, x3) . (2.5)
A consistency relation now arises because on the open domain r12 < r23 < r13 both
expansions (2.4), (2.5) must be valid and therefore should coincide. Thus, we must
have ∑
e
Ceab(x1, x2)C
d
ec(x2, x3) =
∑
e
Cebc(x2, x3)C
d
ae(x1, x3) (2.6)
when r12 < r23 < r13. This requirement imposes a very stringent condition on the
OPE-coefficients. We will refer to this condition as a ”consistency-” or ”associativity”
condition. The basic idea of this paper is that this condition on the 2-point OPE
coefficients incorporates the full information about the structure of the quantum field
theory. Therefore, conversely, if a solution to the consistency condition can be found,
then one has in effect constructed a quantum field theory. We will pursue this idea
below in the following different directions.
52.1 Coherence
First, we will pursue the question whether any further consistency conditions in ad-
dition to eq. (2.6) can arise when one considers products of more than three fields,
by analogy with the analysis just given for three fields. For example, if we consider
the OPE of four fields φa(x1)φb(x2)φc(x3)φd(x4) and investigate the possible different
subsequent expansions of such a product in a similar manner as above, we will get
new relations for the 2-point OPE coefficients analogous to eq. (2.6). These will now
involve four points and correspondingly more factors of the 2-point OPE coefficients.
Are these conditions genuinely new, or do they already follow from the relation (2.6)?
As we will argue, this question is analogous to the question whether, in an ordi-
nary algebra, there are new constraints on the product coming from ”higher order
associativity conditions”. As in this analogous situation, we will see that in fact
no new conditions arise, i.e. the associativity condition (2.6) is the only consis-
tency condition. We will also see that all higher order expansion coefficients such as
Ceabcd(x1, x2, x3, x4) are uniquely determined by the 2-point OPE coefficients. Thus,
in this sense, the entire information about the quantum field theory is contained in
these 2-point coefficients Ccab(x1, x2), and the entire set of consistency conditions is
coherently encoded in the associativity condition (2.6).
For this reason, we call the result a ”coherence theorem”, by analogy with the
well-known similar result in algebra and in category theory [27]. These results are
described in detail in sec. 4.
2.2 Perturbation theory as Hochschild cohomology
Given that the 2-point OPE coefficients Ccab(x1, x2) are considered in as the funda-
mental entities in quantum field theory in our approach, it is interesting to ask how
to formulate perturbation theory in terms of these coefficients. For this, we imagine
that we are given a 1-parameter family of these coefficients parametrized by λ. For
each λ, the coefficients should satisfy the associativity condition (2.6), and for λ = 0,
the coefficients describe the quantum field theory that we wish to perturb around. We
now expand the 1-parameter family of OPE-coefficients in a Taylor- or perturbation
series in λ, and we ask what constraints the consistency condition will impose upon
the Taylor coefficients. In order to have a reasonably uncluttered notation, let us use
an ”index free” notation for the OPE-coefficients suppressing the indices a, b, c, . . . .
Thus, let us view the 2-point OPE coefficients Ccab(x1, x2) as the components of a
linear map C(x1, x2) : V ⊗ V → V , where V is the vector space whose basis elements
are in one-to-one correspondence with the composite fields φa of the theory. The
Taylor expansion is
C(x1, x2;λ) =
∞∑
i=0
Ci(x1, x2) λ
i . (2.7)
6We similarly expand the associativity condition as a power series in λ. If we assume
that the associativity condition is fulfilled at zeroth order, then the corresponding
condition for the first order perturbation of the 2-point OPE-coefficients is given by
C0(x2, x3)
(
C1(x1, x2)⊗ id
)
− C0(x1, x3)
(
id⊗ C1(x2, x3)
)
+
C1(x2, x3)
(
C0(x1, x2)⊗ id
)
− C1(x1, x3)
(
id⊗ C0(x2, x3)
)
= 0 , (2.8)
for r12 < r23 < r13, in an obvious tensor product notation. As we will see, this
condition is of a cohomological nature, and the set of all first order perturbations
satisfying this condition modulo trivial perturbations due to field redefinitions can
be identified with the elements of a certain cohomology ring which we will define in
close analogy to Hochschild cohomology [28, 29, 30]. Similarly, the conditions for
the higher order perturbations can also be described in terms of this cohomology
ring. More precisely, at each order there is a potential obstruction to continue the
perturbation series—i.e., to satisfy the associativity condition at that order—and this
obstruction is again an element of our cohomology ring.
In practice, λ can be e.g. a parameter that measures the strength of the self
interaction of a theory, as in the theory characterized by the classical Lagrangian
L = (∂ϕ)2 + λϕ4. In this example, one is perturbing around a free field theory,
for which the OPE-coefficients are known completely. Another example is when one
perturbs around a more general conformal field theory—not necessarily described by
a Lagrangian. Yet another example is when λ = 1/N , where N is the number of
”colors” of a theory, like in SU(N) Yang-Mills theory. In this example, the theory
that one is perturbing around is the large-N -limit of the theory.
These constructions are described in detail in sec. 5.
2.3 Local gauge theories
Some modifications must be applied to our constructions when one is dealing with
theories having local gauge invariance, such as Yang-Mills theories. When dealing
with such theories, one typically has to proceed in two steps. The first step is to
introduce an auxiliary theory including further fields. For example, in pure Yang-
Mills theory, the auxiliary theory has as basic fields the 1-form gauge potential A, a
pair of anti-commuting ”ghost fields” U, U¯ , as well as another auxiliary field F , all
of which take values in a Lie-algebra. Having constructed the auxiliary theory, one
then removes the additional degrees of freedom in a second step, thereby arriving
at the actual quantum field theory one is interested in. The necessity of such a
two-step procedure can be seen from many viewpoints, maybe most directly in the
path-integral formulation of QFT [31], but also actually even from the point of view
of classical Hamiltonian field theory, see e.g. [32].
7As is well-known, a particularly elegant and useful way to implement this two-step
procedure is via the so-called BRST-formalism [33], and this is also the most useful
way to proceed in our approach to quantum field theory via the OPE. In this approach
one defines, on the space of auxiliary fields, a linear map s (”BRST-transformation”).
The crucial properties of this map are that it is a symmetry of the auxiliary theory,
and that it is nilpotent, s2 = 0. In the case of Yang-Mills theory it is given by
sA = dU − iλ[A,U ] , sU = −
iλ
2
[U, U ] , sU¯ = F , sF = 0 , (2.9)
on the basic fields and extended to all monomials in the basic fields and their deriva-
tives (”composite fields”) in such a way that s2 = 0. In our formalism, the key
property of the auxiliary theory is now that the map s be compatible with the OPE
of the auxiliary theory. The condition that we need is that, for any product of com-
posite fields, we have
s[φa(x1)φb(x2)] = [sφa(x1)]φb(x2)± φa(x1)sφb(x2) , (2.10)
where the choice of ± depends on the Bose/Fermi character of the fields under con-
sideration. If we apply the OPE to the products in this equation, then it translates
into a compatibility condition between the OPE coefficients Ccab(x1, x2) and the map
s. This is the key condition on the auxiliary theory beyond the associativity condi-
tion (2.6). As we show, it enables one to pass from the auxiliary quantum field theory
to true gauge theory by taking a certain quotient of the space of fields.
We will also perform a perturbation analysis of gauge theories. Here, one needs not
only to expand the OPE-coefficients [see eq. (2.7)], but also the BRST-transformation
map s(λ), as perturbations will typically change the form of the BRST transforma-
tions as well—seen explicitly for Yang-Mills theory in eqs. (2.9). We must now satisfy
at each order in perturbation theory an associativity condition as described above,
and in addition a condition which ensures compatibility of the perturbed BRST map
and the perturbed OPE coefficients at the given order. As we will see, these conditions
can again be encoded elegantly and compactly in a cohomological framework.
These ideas will be explained in detail in sec. 6.
2.4 Field equations
The discussion so far has been focussed so far on the general mathematical structures
behind the operator product expansion. However, it is clearly also of interest to
construct the OPE coefficients for concrete theories. One way to describe a theory is
via classical field equations such as
ϕ = λϕ3 , (2.11)
8where λ is a coupling parameter. One may exploit such relations by turning them
into conditions on the OPE coefficients. The OPE coefficients are then determined by
a “bootstrap”-type approach. The conditions implied by eq. (2.11) arise as follows:
We first view the above field equation as a relation between quantum fields, and we
multiply by an arbitrary quantum field φa from the right:
ϕ(x1)φa(x2) = λϕ
3(x1)φa(x2) . (2.12)
Next, we perform an OPE of the expressions on both sides, leading to the relation
Cbϕa = λC
b
ϕ3a. As explained above in subsection 2.2, each OPE coefficient itself
is a formal power series in λ, so this equation clearly yields a relationship between
different orders in this power series. The basic idea is to exploit these relations and
to derive an iterative construction scheme.
To indicate how this works, it is useful to introduce, for each field φa, a “vertex
operator” Y(x, φa), which is a linear map on the space V of all composite fields.
The matrix components of this linear map are simply given by the OPE coefficients,
[Y(x, φa)]
c
b = C
c
ab(x, 0), for details see sec. 8. Clearly, the vertex operator contains
exactly the same information as the OPE coefficient. In the above theory, it is a power
series Y =
∑
Yiλ
i in the coupling. The field equation then leads to the relation
Yi+1(x, ϕ) = Yi(x, ϕ
3) . (2.13)
The zeroth order Y0 corresponds to the free theory, described in sec. 9, and the higher
order ones are determined inductively by inverting the Laplace operator. To make
the scheme work, it is necessary to construct Yi(x, ϕ
3) from Yi(x, ϕ) at each order.
It is at this point that we need the consistency condition. In terms of the vertex
operators, it implies e.g. relations like
i∑
j=0
Yj(x, ϕ)Yi−j(y, ϕ) =
i∑
j=0
Yj(y,Yi−j(x− y, ϕ)ϕ) . (2.14)
On the right side, we now use a relation like Y0(x−y, ϕ)ϕ = ϕ
2+ . . . . Such a relation
enables one to solve for Yi(y, ϕ
2) in terms of inductively known quantities. Iterating
this type of argument, one also obtains Yi(y, ϕ
3), and in fact any other vertex operator
at i-th order. In this way, the induction loop closes.
Thus, we obtain an inductive scheme from the field equation in combination with
the consistency condition. At each order, one has to perform one—essentially trivial—
inversion of the Laplace operator, and several infinite sums implicit in the consistency
condition. These sums arise when composing two vertex operators if these are written
in terms of their matrix components. Thus, to compute the OPE coefficients at n-th
order in perturbation theory, the ”computational cost” is roughly to perform n infinite
sums. This is similar to the case of ordinary perturbation theory, where at n-th order
9one has to perform a number of Feynman integrals increasing with n. Note however
that, by contrast with the usual approaches to perturbation theory, our procedure
is completely well-defined at each step. Thus, there is no ”renormalization” in our
approach in the sense of ”infinite counterterms”.
The details of this new approach to perturbation theory are outlined in sec. 10,
and presented in more detail in a forthcoming paper with H. Olbermann.
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3 Axioms for quantum field theory
Having stated the basic ideas in this paper in an informal way, we now turn to the
precise formulation of these ideas. For this, we begin in this section by explaining
our axiomatic setup for quantum field theory. The setup we present here is broadly
speaking the same as that presented in [17]. In particular, the key idea here as well
as in [17] is that the operator product expansion (OPE) should be regarded as the
defining property of a quantum field theory. However, there are some differences
to [17] in that we work on flat space here (as opposed to a general curved spacetime),
and we also work in a Euclidean framework. As a consequence, the microlocal con-
ditions stated in [17] will be replaced by analyticity conditions, the commutativity
condition will be replaced by a symmetry condition and the associativity conditions
on the OPE coefficients will be replaced by conditions on the existence of various
power series expansions.
The first ingredient in our definition of a quantum field theory is an infinite-
dimensional vector space, V . The elements in this vector space are to be thought of
as the components of the various composite scalar, spinor, and tensor fields in the
theory. For example, in a theory describing a single real scalar field ϕ, the elements of
V would be in one-to-one correspondence with the monomials of ϕ and its derivatives
[see sec. 9]. The space V is assumed to be graded in various ways which reflect the
possibility to classify the different composite quantum fields in the theory by their
spin, dimension, Bose/Fermi character, etc. First, for Euclidean quantum field theory
on RD, the space V should carry a representation of the rotation group SO(D) in D
dimensions respectively of its covering group Spin(D) if spinor fields are present. This
representation should decompose into unitary, finite-dimensional irreducible represen-
tations (irrep’s) VS, which in turn are characterized by the corresponding eigenvalues
S = (λ1, . . . , λr) of the r Casimir operators associated with SO(D). For D = 2, this
is a weight w ∈ R, for D = 3 this is an integer or half-integer spin, and for D = 4 this
is a pair of spins (using the isomorphism between SU(2)×SU(2) and the covering of
the 4-dimensional rotation group). Thus we assume that V is a graded vector space
V =
⊕
∆∈R+
⊕
S∈irrep
C
N(∆,S) ⊗ VS . (3.15)
The numbers ∆ ∈ R+ provide an additional grading which will later be related to
the ”dimension” of the quantum fields. The natural number N(∆, S) is the mul-
tiplicity of the quantum fields with a given dimension ∆ and spins S. We assume
this multiplicity to be finite. As always in this paper, the infinite sums in this de-
composition are understood without any closure taken, i.e., the elements of V are
in one-to-one correspondence with sequences of the form (|v1〉, |v2〉, . . . , |vn〉, 0, 0, . . . )
with only finitely many non-zero entries, where |vi〉 is a vector in the i-th summand
in the decomposition. On the vector space V , we would like to have an anti-linear,
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involutive operation called ⋆ : V → V which should be thought of as taking the
hermitian adjoint of the quantum fields. We would also like to have a linear grading
map γ : V → V with the property γ2 = id. The vectors corresponding to eigenvalue
+1 are to be thought of as ”bosonic”, while those corresponding to eigenvalue −1 are
to be thought of as ”fermionic”.
So far, we have only defined a list of objects—in fact a linear space—that we think
of as labeling the various composite quantum fields of the theory. The dynamical
content and quantum nature of the given theory is now incorporated in the operator
product coefficients associated with the quantum fields. This is a hierarchy denoted
C =
(
C(x1, x2), C(x1, x2, x3), C(x1, x2, x3, x4), . . .
)
, (3.16)
where each C(x1, . . . , xn) is an analytic function on the ”configuration space”
Mn := {(x1, . . . , xn) ∈ (R
D)n | xi 6= xj for all 1 ≤ i < j ≤ n} , (3.17)
taking values in the linear maps1
C(x1, . . . , xn) : V ⊗ · · · ⊗ V → V , (3.18)
where there are n tensor factors of V . For one point, we set C(x1) = id : V → V ,
where id is the identity map. The components of these maps in a basis of V correspond
to the OPE coefficients mentioned in the previous section. More explicitly, if {|va〉}
denotes a basis of V adapted to the grading of V , and {〈va|} the corresponding basis
of the dual space
V ∗ =
⊕
∆∈R+
⊕
S∈irrep
C
N(∆,S) ⊗ VS , (3.19)
with VS denoting the conjugate representation, 〈v
b|va〉 = δ
b
a, then
Cba1...an(x1, . . . , xn) = 〈v
b|C(x1, . . . , xn)|va1 ⊗ · · · ⊗ van〉 , (3.20)
using the standard bra-ket notations such as |va1⊗· · ·⊗van〉 := |va1〉⊗· · ·⊗|van〉. The
basic properties of quantum field theory are now expressed as the following properties
on the OPE coefficients:
1Strictly speaking, C(x1, . . . , xn) does not take its values in the space V , because for each
v1, . . . , vn ∈ V , the expression C(x1, . . . , xn)(v1 ⊗ · · · ⊗ vn) typically has non-zero components in an
infinite number of summands in the decomposition (3.15). By contrast, V by definition only consists
of vectors which have non-zero components only for finitely many summands. Thus, C(x1, . . . , xn)
actually takes values in the larger space Hom(V ∗,C) ⊃ V , where V ∗ is the (algebraic) dual of V ,
see eq. (3.19).
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Hermitian conjugation: Denoting by ι : V → V the anti-linear map given by the
star operation ⋆, we have
C(x1, . . . , xn) = ι C(x1, . . . , xn) ι
n (3.21)
where ιn := ι⊗ · · · ⊗ ι is the n-fold tensor product of the map ι.
Euclidean invariance: Let R be the representation of Spin(D) on V , let a ∈ RD
and let g ∈ Spin(D). Then we have
C(gx1 + a, . . . , gxn + a) = R
∗(g) C(x1, . . . , xn)R(g)
n , (3.22)
where R(g)n stands for the n-fold tensor product R(g)⊗ · · · ⊗R(g).
Bosonic nature: The OPE-coefficients should themselves be ”bosonic” in the sense
that
C(x1, . . . , xn) = γ C(x1, . . . , xn) γ
n (3.23)
where γn is again a shorthand for the n-fold tensor product γ ⊗ · · · ⊗ γ.
Identity element: There exists a unique element 1 of V of dimension ∆ = 0, with
the properties 1⋆ = 1, γ(1) = 1, such that
C(x1, . . . , xn)|v1 ⊗ · · ·1⊗ · · · vn−1〉 = C(x1, . . . x̂i, . . . xn)|v1 ⊗ · · · ⊗ vn−1〉 . (3.24)
where 1 is in the i-th tensor position, with i ≤ n − 1. When 1 is in the n-th tensor
position, the analogous formula takes a slightly more complicated form. This is
because xn is the point around which we expand the operator product, and therefore
this point and the corresponding n-th tensor entry is on a different footing than the
other points and tensor entries. To motivate heuristically the appropriate form of the
identity axiom in this case, we start by noting that, if φa is a quantum (or classical)
field, then we can formally perform a Taylor expansion
φa(x1) =
∞∑
i=0
1
i!
yµ1 · · · yµi∂µ1 . . . ∂µiφa(x2) , (3.25)
where y = x1 − x2. Now, each field ∂µ1 . . . ∂µiφa is just another quantum field in the
theory—denoted, say by φb for some label b—so trivially, we might write this relation
alternatively in the form φa(x1) =
∑
tba(x1, x2)φb(x2). Here, t
b
a are defined by the
above Taylor expansion, up to potential trivial changes in order to take into account
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the fact that in the chosen labeling of the fields, a derivative of the field φa might
actually correspond to a linear combination of other fields. Now formally, we have∑
b
Cba1...an−11(x1, . . . , xn)φb(xn) = φa1(x1) · · ·φan−1(xn−1)1 (3.26)
=
∑
b
Cba1...an−1(x1, . . . , xn−1)φb(xn−1)
=
∑
c,b
Cca1...an−1(x1, . . . , xn−1) t
b
c(xn−1, xn)φb(xn) ,
so we are led to conclude that
Cba1...an−11(x1, . . . , xn) =
∑
c
tbc(xn−1, xn)C
c
a1...an−1
(x1, . . . , xn−1) . (3.27)
Note that, in eq. (3.25), the operators on the right contain derivatives and are thus
expected to have a dimension that is not smaller than that of the operator on the
right hand side. It thus follows that tab (x1, x2) can only be nonzero if the dimension
of the operator φa is not less than the dimension of φb. Since there are only finitely
many operators up to a given dimension, it follows that the sum in eq. (3.27) is finite,
and there are no convergence issues.
We now abstract the features that we have heuristically derived. We postulate the
existence of a ”Taylor expansion map”, i.e. a linear map2 t(x1, x2) : V → V for each
x1, x2 ∈ R
D with the following properties. The map should transform in the same
way as the OPE coefficients, see the Euclidean invariance axiom. If V ∆ denotes the
subspace of V in the decomposition (3.15) spanned by vectors of dimension ∆, then
t(x1, x2)V
∆ ⊂
⊕
b∆≥∆
V
b∆ . (3.28)
Furthermore, we have the cocycle relation
t(x1, x2)t(x2, x3) = t(x1, x3) . (3.29)
The restriction of any vector of t(x1, x2)V
∆ to any subspace V
b∆ should have a poly-
nomial dependence on x1 − x2. Finally, for each v1, . . . , vn−1 ∈ V , we have
C(x1, . . . , xn)|v1⊗ . . . vn−1⊗ 1〉 = t(xn−1, xn)C(x1, . . . , xn−1)|v1⊗ · · · ⊗ vn−1〉 , (3.30)
for all (x1, . . . , xn) ∈ Mn. This is the desired formulation for the identity axiom
when the identity operator is in the n-th position. Note that this relation implies in
particular the relation
t(x1, x2)|v〉 = C(x1, x2)|v ⊗ 1〉 , (3.31)
2Here, the same remarks apply as in the footnote 1.
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i.e., t(x1, x2) uniquely determines the 2-point OPE coefficients with an identity op-
erator and vice-versa. In particular, we have t(x1, x2)1 = 1 using the eq. (3.24)
and C(x1) = id, meaning that the identity operator does not depend on a ”reference
point”.
Factorization: Let I1, . . . , Ir be a partition of the set {1, . . . , n} into disjoint or-
dered subsets, with the property that all elements in Ii are greater than all ele-
ments in Ii−1 for all i. For example, for n = 5, such a partition is I1 = {1}, I2 =
{2, 3, 4}, I3 = {5, 6}. For each ordered subset I ⊂ {1, . . . , n}, let XI be the ordered
tuple (xi)i∈I ∈ (R
D)|I|, let mk = max(Ik), and set C(XI) := id if I is a set consisting
of only one element. Then we have
C(X{1,...,n}) = C(X{m1,...,mr})
(
C(XI1)⊗ · · · ⊗ C(XIr)
)
(3.32)
as an identity on the open domain
D[{I1, . . . , Ir}] :=
{
(x1, . . . , xn) ∈Mn |
min d(X{m1,...,mr}) > max (d(XI1), . . . , d(XIr))
}
. (3.33)
Here, d(XI) denotes the set of relative distances between points of points in a collec-
tion XI = (xi)i∈I , defined as the collection of positive real numbers
d(XI) := {rij | i, j ∈ I, i 6= j} . (3.34)
Note that the factorization identity (3.32) when expressed in a basis of V ⊗ · · · ⊗ V
involves an r-fold infinite sum on the right side. The factorization property is in
particular the statement that these infinite sums converge on the indicated domain.
No statement is made about the convergence outside the domain, and in fact the
series are expected to diverge outside the above domains. For an arbitrary partition of
{1, . . . , n}, a similar factorization condition can be derived from the (anti-)symmetry
axiom. If there are any fermionic fields in the theory, then there are ±-signs.
We also note that we may iterate the above factorization equation on suitable
domains. For example, if the j-th subset Ij is itself partitioned into subsets, then on
a suitable subdomain associated with the partition, the coefficient C(XIj ) itself will
factorize. Subsequent partitions may naturally be identified with trees on n elements
{1, . . . , n}, i.e., the specification of a tree naturally corresponds to the specification
of a nested set of subsets of {1, . . . , n}. In [17] and also below, a version of the above
factorization property is given in terms of such trees. However, we note that the
condition given in reference [17] is not stated in terms of convergent power series
expansions, but instead in terms of asymptotic scaling relations. The former seems
to be more natural in the Euclidean domain.
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Scaling: Let |va1〉, . . . , |van〉 ∈ V be vectors with dimension ∆1, . . . ,∆n [see the
decomposition of V in eq. (3.15)] respectively, and let 〈vb| ∈ V ∗ be an element in
the dual space of V with dimension ∆n+1. Then the scaling degree
3 of the C-valued
distribution (3.20) should be estimated by
sdCba1...an ≤ ∆1 + · · ·+∆n −∆n+1 . (3.35)
If vb is an element of the 1-dimensional subspace of dimension-0 fields spanned by the
identity operator 1 ∈ V , if n = 2 and if |va1〉 = |v
⋆
a2〉 6= 0, then it is required that the
inequality is saturated.
(Anti-)symmetry: Let τi−1,i = (i−1 i) be the permutation exchanging the (i−1)-
th and the i-th object, which we define to act on V ⊗ · · · ⊗ V by exchanging the
corresponding tensor factors. Then we have
C(x1, . . . , xi−1, xi, . . . , xn) τi−1,i = C(x1, . . . , xi, xi−1, . . . , xn) (−1)
Fi−1Fi(3.36)
Fi :=
1
2
idi−1 ⊗ (id− γ)⊗ idn−i . (3.37)
for all 1 < i < n. Here, the last factor is designed so that Bosonic fields have
symmetric OPE coefficients, and Fermi fields have anti-symmetric OPE-coefficients.
The last point xn, and the n-th tensor factor in V ⊗ · · · ⊗ V do not behave in the
same way under permutations. This is because we have chosen to expand an operator
product around the n-th (i.e., last) point, and hence this point and tensor factor is
not on the same footing as the other points and tensor factors in the OPE. The
corresponding (anti-)symmetry property for permutations involving xn is as follows.
We let t(x1, xn) be the Taylor expansion map explained in the identity element axiom.
Then we postulate
C(x1, . . . , xn−1, xn) τn−1,n = t(xn−1, xn) C(x1, . . . , xn, xn−1) (−1)
Fn−1Fn (3.38)
The additional factor of the Taylor expansion operator t(xn−1, xn) compensates for
the change in the reference point. This formula can be motivated heuristically in a
similar way as the similar formulae in the identity axiom.
The factorization property (3.32) is the core property of the OPE coefficients that
holds everything together. It is clear that it imposes very stringent constraints on
the possible consistent hierarchies (C(x1, x2), C(x1, x2, x3), . . . ). The Euclidean invari-
ance axiom implies that the OPE coefficients are translation invariant, and it links the
decomposition (3.15) of the field space into sectors of different spin to the transforma-
tion properties of the OPE coefficients under the rotation group. The scaling property
3 The scaling degree is defined here as the infimum over all p ∈ R such that
lim ǫpCba1...an(ǫx1, . . . , ǫxn) = 0 for all (x1, . . . , xn) ∈Mn.
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likewise links the decomposition into sectors with different dimension to the scaling
properties of the OPE coefficients. The (anti-)symmetry property is a replacement
for local (anti-)commutativity (Einstein causality) in the Euclidean setting. Note
that we do not impose here as a condition that the familiar relation between spin
and statistics [34] should hold. As we have shown in [17], this may be derived as
a consequence of the above axioms in the variant considered there. Similarly, we
do not postulate any particular transformation properties under discrete symmetries
such as C, P, T , but we mention that one can derive the PCT -theorem in this type
of framework, as shown in [35]. The same result may also be proved in the present
setting by very similar techniques, but we shall not dwell upon this here.
In summary, in the following, a quantum field theory is defined as a pair consisting
of an infinite dimensional vector space V with the above stated properties, together
with a hierarchy of OPE coefficients C := (C(x1, x2), C(x1, x2, x3), . . . ) with the above
stated properties. It is natural to identify quantum field theories if they only differ
by a redefinition of its fields. Informally, a field redefinition means that one changes
ones definition of the quantum fields of the theory from φa(x) to φ̂a(x) =
∑
b z
b
aφb(x),
where zba is some matrix on field space. The OPE coefficients of the redefined fields
differ from the original ones accordingly by factors of this matrix. We formalize this
in the following definition:
Definition 3.1. Let (V, C) and (V̂ , Ĉ) be two quantum field theories. If there exists
an invertible linear map z : V → V̂ with the properties
z R(g) = Rˆ(g) z , z γ = γˆ z , z ⋆ = ⋆ˆ z , (3.39)
together with
C(x1, . . . , xn) = z
−1 Ĉ(x1, . . . , xn) z
n (3.40)
for all n, where zn = z ⊗ · · · ⊗ z, then the two quantum field theories are said to be
equivalent, and z is said to be a field redefinition.
We would finally like to impose a condition that the quantum field theory (V, C)
described by the field space V and the OPE coefficients C has a vacuum state.
Since we are working in a Euclidean setting here, the appropriate notion of quan-
tum state is a collection of Schwinger- or correlation functions, denoted as usual
by 〈φa1(x1) · · ·φan(xn)〉Ω, where n and a1, . . . , an can be arbitrary. These functions
should be analytic functions on Mn satisfying the Osterwalder-Schrader (OS) axioms
for the vacuum state Ω [25, 26]. They should also satisfy the OPE in the sense that〈
φa1(x1) · · ·φan(xn)
〉
Ω
∼
∑
b
Cba1...an(x1, . . . , xn)
〈
φb(xn)
〉
Ω
. (3.41)
Here, the symbol ∼ means that the difference between the left and right side is a
distribution on Mn whose scaling degree is smaller than any given number δ provided
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the above sum goes over all of the finitely many fields φb whose dimension is smaller
than some number ∆ = ∆(δ). The OS-reconstruction theorem then guarantees that
the theory can be continued back to Minkowski spacetime, and that the fields can
be represented as linear operators on a Hilbert space H of states. One may want to
impose only the weaker condition that there exist some quantum state for the quan-
tum field theory described by (C, V ). In that case, one would postulate the existence
of a set of Schwinger functions satisfying all of the OS-axioms except those involving
statements about the invariance under the Euclidean group. Such a situation is of
interest in theories with unbounded potentials where a vacuum state is not expected
to exist, but where the OPE might nevertheless exist.
It is clear that the existence of a vacuum state (or in fact, just any quantum state)
satisfying the OS-axioms is a potentially new restriction on the OPE coefficients. We
will not analyze here the nature of these restrictions, as our focus is on the algebraic
constraints satisfied by the OPE-coefficients. We only note here that the condition
of OS-positivity is not satisfied in some systems in statistical mechanics, and it is
also not satisfied in gauge theories before the quotient by the BRST-differential is
taken (see sec. 6). These systems on the other hand do satisfy an OPE in a suitable
sense. Thus, one would expect that the existence of a set of correlation functions
satisfying the full set of OS-axioms is a genuinely new restriction4 on the allowed
theory, which one might want to drop in some cases.
4 Coherence theorem
In the last section we have laid out our definition of a quantum field theory in terms
of a collection of operator product coefficients. The key condition that these should
satisfy is the factorization property (3.32). It is clear that these conditions should
impose a set of very stringent constraints upon the coefficients C(x1, . . . , xn) for n ≥ 2.
In this section, we will analyze these conditions and show that, in a sense, all of these
constraints may be thought of encoded in the first non-trivial one arising at n = 3
points. We shall refer to this type of result as a ”coherence theorem”, because it means
that all the factorization constraints are coherently described by a single condition in
the precise sense explained below.
Before we describe our result in detail, we would like to put it into perspective
by drawing a parallel to an analogous result valid for ordinary algebras. Let A be a
finite-dimensional algebra. The key axiom for an algebra is the associativity condition,
stating that
(AB)C = A(BC) for all A,B,C ∈ A. (4.42)
4 Consequences of OS-positivity have been analyzed in the context of partial wave expansions [7,
8], and also in the framework of [20].
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Written somewhat differently, if we write the product as m(A,B) = AB with m a
linear map m : A ⊗ A → A, then in a tensor product notation similar to the one
used above in context of the OPE, the associativity condition is equivalent to
m(id ⊗m) = m(m⊗ id) , (4.43)
where the two sides of the above equation are now maps A ⊗ A ⊗ A → A. An
elementary result for algebras is that there do not arise any further constraints on
the product m from ”higher associativity conditions” such as for example
(AB)(CD) = (A(BC))D for all A,B,C,D ∈ A. (4.44)
Indeed, it is not difficult to prove this identity by successively applying eq. (4.42),
and this can be generalized to prove all possible higher associativity identities. The
associativity condition (4.42) is analogous to the consistency conditions for the OPE
coefficients arising from the the factorization constraint (3.32) for three points. More-
over, the higher order associativity conditions (4.44) are analogous to the conditions
that arise from the factorization constraint for more than three points. Thus, our
coherence theorem is analogous to the above statement for ordinary algebras that
there are no higher order associativity constraints which are not already automati-
cally satisfied on account of the standard associativity condition (4.42).
Let us now describe our coherence result in more detail. For n = 3 points, there
are three partitions of the set {1, 2, 3} leading to three corresponding non-trivial
factorization conditions (3.32), namely5 T3 := {{1, 2}, {3}}, T2 := {{1, 3}, {2}}, and
T1 := {{2, 3}, {1}}. The corresponding domains on which the factorization identities
are valid are given respectively by
D[T1] = {(x1, x2, x3) | r23 < r13} , (4.45)
D[T2] = {(x1, x2, x3) | r13 < r23} , (4.46)
D[T3] = {(x1, x2, x3) | r12 < r23} . (4.47)
Clearly, the first two domains have no common points, but they both have an open,
non-empty intersection with the third domain. Thus, on each of these intersections,
we have two factorizations of the OPE coefficient C(x1, x2, x3) according to eq. (3.32).
These must hence be equal. Thus, we conclude that
C(x2, x3)
(
C(x1, x2)⊗ id
)
= C(x1, x3)
(
id⊗ C(x2, x3)
)
(4.48)
on the intersection D[T1] ∩ D[T3] [that is, the set {r12 < r23 < r13}] and a similar
relation must hold on the intersection D[T2] ∩ D[T3]. However, the latter relation is
5 Note that, in our formulation of the factorization condition, there is an ordering condition on
the partitions. Here we mean more precisely all conditions that can be obtained by combining this
with the symmetry axiom, which will give conditions for arbitrary orderings.
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can also be derived from eq. (4.48) by the symmetry axiom for the OPE coefficients
stated in the previous section,
C(x1, x2) = t(x1, x2)C(x2, x1)τ1,2 (4.49)
and the relation
C(x1, x3) = C(x2, x3)
(
t(x1, x2)⊗ id
)
(4.50)
for r12 < r23. Thus, for three points, essentially the only independent consistency
condition is eq. (4.48). In component form, this condition was given above in eq. (2.6).
The consistency condition (4.48) is analogous to the associativity condition (4.43)
for the product in an ordinary algebra. By analogy to an ordinary algebra, we
may hence ask whether there are any further constraints on C(x1, x2) arising from
the higher order factorization equations (3.32) with n ≥ 4. As we will now show,
this is not the case. We also show that, as in an ordinary algebra, the coefficients
C(x1, . . . , xn) analogous to a product of n factors are completely determined by the
coefficient C(x1, x2) analogous to a product with two factors.
Our first task is to write down all factorization conditions involving only the
coefficients C(x1, x2). For this, it is useful to employ the language of rooted trees.
One way to describe a rooted tree on n elements {1, . . . , n} is by a set {S1, . . . , Sk}
of nested subsets Si ⊂ {1, . . . , n}. This is a family of subsets with the property that
each set Si is either contained in another set of the family, or disjoint from it. The
set {1, . . . , n} is by definition not in the tree, and is referred to as the root. The sets
Si are to be thought of as the nodes of the tree, and a node is connected by branches
to all those nodes that are subsets of Si but not proper subsets of any element of the
tree other than Si. The leaves are those nodes that themselves do not possess any
other set Si in the tree and are given by the singleton sets Si = {i}. If T is a tree
on n elements of a set, then we also denote by |T| the elements of this set. Let T be
a tree upon n elements of the form T = {T1, . . . ,Tr}, where each Ti is itself a tree
on a proper subset of {1, . . . , n}, so that |T1| ∪ · · · ∪ |Tr| = {1, . . . , n} is a partition
into disjoint subsets. We define an open, non-empty domain of Mn for such trees
recursively by
D[T] =
{
(x1, . . . , xn) ∈Mn | X|T1| ∈ D[T1], . . . , X|Tr| ∈ D[Tr];
min d(X{m1,...,mr}) > max (d(X|T1|), . . . , d(X|Tr|))
}
, (4.51)
where mi is the maximum element upon which the tree Ti is built, and where we
are using the same notations d(XI) and XI = (xi)i∈I as above for any subset I ⊂
{1, . . . , n}. If Ti are the trees with only a single node apart from the leaves, then
the above domain is identical with the domain defined above in the factorization
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axiom (3.32), see eq. (3.33) with Ii in that definition given by the elements of the
i-th subtree Ti. Otherwise, it is a proper open subset of that domain. In any case,
the factorization identity (3.32) holds on D[T]. However, we may now iterate the
factorization identity, because the factors C(X|Ti|) now themselves factorize on D[T],
given that X|Ti| ∈ D[Ti]. We apply the factorization condition to this term again,
and continuing this way, we get a nested factorization identity on each of the above
domains D[T].
To write down these identities in a reasonably compact way, we introduce some
more notation. If S ∈ T, we write ℓ(1), . . . , ℓ(j) ⊂T S if ℓ(1), . . . , ℓ(j) are the branches
descending from S in the tree T. We write mi for the largest element in the sets ℓ(i),
and we assume that the branches have been ordered in such a way thatm1 < · · · < mj .
As above in eq. (3.20), we let Cba1...an(x1, . . . , xn) be the basis components of the linear
maps C(x1, . . . , xn) : V
⊗n → V . Then, for each tree T on {1, . . . , n}, the following
factorization identity holds on the domain D[T]:
Cba1...an(x1, . . . , xn) =
∑
aS :S∈T
 ∏
S:ℓ(1),...,ℓ(j)⊂TS
CaSaℓ(1)...aℓ(j)(xm1 , . . . , xmj )
 . (4.52)
Here, the sums are over all aS with S a subset in the tree not equal to {1}, . . . , {n}
respectively {1, . . . , n} . For these sets, we define a{1} := a1, . . . , a{n} := an respec-
tively a{1,...,n} := b. The nested infinite sums are carried out in the hierarchical order
determined by the tree, with the sums corresponding to the nodes closest to the
leaves first. If T is a binary tree, i.e., one where precisely two branches descend from
each node, then the above factorization formula expresses the n-point OPE coeffi-
cient C(x1, . . . , xn) in terms of products of the 2-point coefficient in the open domain
D[T] ⊂ Mn. Since C(x1, . . . , xn) is by assumption analytic in the open, connected
domain Mn, and since an analytic function on a connected domain is uniquely deter-
mined by its restriction to an open set, we have the following simple proposition:
Proposition 1. The n-point OPE-coefficients C(x1, . . . , xn) are uniquely determined
by the 2-point coefficients C(x1, x2). In particular, if two quantum field theories
have equivalent 2-point OPE coefficients [see the previous section], then they are
equivalent.
We next ask whether the factorization condition (4.52) for binary trees T imposes
any further restrictions on C(x1, x2) apart from (4.48). For this, consider for any
binary tree T the expression
(fT)
b
a1...an(x1, . . . , xn) :=
∑
aS :S∈T
 ∏
S:ℓ(1),ℓ(2)⊂TS
CaSaℓ(1)aℓ(2)(xm1 , xm2)
 (4.53)
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defined on the domain D[T]. Thus, fT(x1, . . . , xn) is the expression for C(x1, . . . , xn)
in the factorization condition (4.52) for the binary treeT. This factorization condition
hence implies that fT can be analytically continued to an analytic function on Mn
(denoted again by fT), and that this fT is in fact independent of the choice of the
binary tree T. In order to see to what kinds of constraints this puts on the 2-point
OPE coefficients C(x1, x2), let us now pretend we only knew that the sums converge
in eq. (4.53), that they define an analytic function fT on D[T], and that this can
be analytically continued to Mn, for all n and all binary trees on n elements. In
particular, for the sake of the argument, let us not assume that the fT coincide for
different binary trees T, except in the case n = 3. In this case, the assumption that
fT coincide for the three binary trees and corresponding domains (4.45) is equivalent
to the assumption of associativity for three points [see eq. (4.48)] and the symmetry
and normalization conditions (4.49),(4.50), and we want to assume this condition.
We will now show that these assumptions in fact imply that all fT coincide for all
binary trees T. In this sense, there are no further consistency conditions on C(x1, x2)
beyond those for three points. The proof of this statement is not difficult, and is in
fact very similar to the proof of the corresponding statement for ordinary algebras.
The argument is most easily presented graphically in terms of trees. For n = 3, we
graphically present the assumption that all fT agree for the three trees associated
with three elements as fig. 1. In this figure, each tree symbolizes the corresponding
expression fT, and an arrow between two trees means the following relation: (i)
the intersection of the corresponding domains [see eq. (4.45)] is not empty, and (ii)
the expressions coincide on that intersection. Because the fT are analytic, any such
relation implies that the corresponding fT’s in fact have to coincide everywhere on
Mn. Now consider n > 3 points, and let T be an arbitrary tree on n elements. The
goal is to present a sequence of trees T0,T1, . . . ,Tr of trees such that T0 = T, and
such that Tr = S is the ”reference tree”
S = {{n}, {n− 1, n}, {n− 2, n− 1, n}, . . . , {1, 2, . . . n}} (4.54)
which is drawn in fig. 2. The sequence should have the further property that for each
i, there is a relation as above between Ti and Ti−1. As we have explained, this would
imply that fT = fS, and hence that all fT’s are equal.
We now construct the desired sequence of trees inductively. We first write the
binary tree T = T0 as the left tree in fig. 3, where the shaded regions again represent
subtrees whose particular form is not relevant. The next tree T1 is given by the right
tree in fig. 3. We claim that there is a relation as above between these trees. In
fact, it is easy to convince oneself that the corresponding domains D[T0] and D[T1]
have a non-empty intersection. Secondly, because these trees differ by an elementary
manipulation as in fig. 1, it is not difficult to see that the three-point consistency
condition implies that the corresponding expressions fT0 and fT1 coincide on (at
least an open subset of) D[T0] ∩ D[T1]. Being analytic, they must hence coincide
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Figure 1: A graphical representation of the associativity condition. The double arrows
indicate that the domains D[Ti] represented by the respective trees have a common
intersection, and that on this intersection, the OPE’s represented by the respective
trees coincide. Note that the double arrows are not a transitive relation: The domains
associated with left- and rightmost tree have empty intersection.
everywhere. We now repeat this kind of process until we arrive at the left tree Tr1 in
fig. 4. This tree has the property that the n-th leaf is directly connected to the root.
We change this tree to the right tree in fig. 4, again verifying that there is indeed the
desired relation between these trees. We repeat this step again until we reach the tree
Tr2 given in fig. 5. It is clear now that this can be continued until we have reached
the tree S in fig. 2.
We summarize our finding in the following theorem:
Theorem 1. (”Coherence Theorem”) For each binary tree T, let fT be defined by
eq. (4.53) on the domain D[T] as a convergent power series expansion, and assume
that fT has an analytic extension to all of Mn. Furthermore, assume that the asso-
ciativity condition (4.48) and symmetry and normalization conditions (4.49), (4.50)
hold, i.e. that all fT coincide for trees with three leaves. Then fT = fS for any pair
of binary trees S,T.
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Figure 2: The reference tree S.
Figure 3: An elementary manipulation. The shaded triangles represent subtrees
whose form is not relevant.
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Figure 4: Another elementary manipulation.
Figure 5: The tree Tr2 .
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5 Perturbations and Hochschild cohomology
Suppose we are given a quantum field theory in terms of OPE-coefficients as described
in sec. 3. In this section we discuss the question how to describe perturbations of
such a quantum field theory. According to our definition of a quantum field theory,
a perturbed quantum field theory should correspond to a perturbation series in some
parameter λ for the OPE coefficients. Because our axioms for the OPE coefficients
imply constraints–especially the factorization axiom–the perturbations of the coeffi-
cients will also have to satisfy corresponding constraints. In this section, we will show
that these constraints are of a cohomological nature.
As we have discussed, our definition of quantum field theory is algebraic. In fact,
as argued in sec. 4, up to technicalities related to the convergence of various series, the
constraints on the OPE coefficients can be formulated in the form of an ”associativity
condition” for the 2-point OPE coefficients only, see eq. (4.48). Consequently, the
perturbed 2-point OPE coefficients will also have to satisfy a corresponding perturbed
version of this constraint, and this is in fact essentially the only constraint. It is this
perturbed version of the associativity condition that we will discuss in this section.
Our discussion is in close parallel to the well-known characterization of perturba-
tions (”deformations”) of an ordinary finite dimensional algebra, an analogy which
we have already emphasized in another context above. We therefore begin by recall-
ing the basic theory of deformations of finite-dimensional algebras [36, 29]. Let A
be a finite-dimensional algebra (over C, say), whose product we denote as usual by
A⊗A→ A, A⊗B 7→ AB. A deformation of the algebra is a 1-parameter family of
products A ⊗ B 7→ A •λ B, where λ ∈ R is a smooth deformation parameter. The
product A•0B should be the original product AB, but for non-zero λ, we have a new
product on A—or alternatively on the ring of formal power series C((λ)) ⊗A if we
merely consider perturbations in the sense of formal power series. This new product
must satisfy the associativity law, which imposes a strong constraint. If we denote
the i-th order perturbation of the product by
mi(A,B) =
1
i!
di
dλi
A •λ B
∣∣∣∣∣
λ=0
, (5.55)
then the associativity condition implies to first order that we should have
m0(id⊗m1)−m0(m1 ⊗ id) +m1(id⊗m0)−m1(m0 ⊗ id) = 0 , (5.56)
as a map A⊗A ⊗A→ A, in an obvious tensor product notation. m0(A,B) = AB
is the original product on A. Similar conditions arise for the higher derivatives mi of
26
the new product. These may be written for i ≥ 2 as
m0(id⊗mi)−m0(mi ⊗ id) +mi(id⊗m0)−mi(m0 ⊗ id)
= −
i−1∑
j=1
mi−j(id⊗mj)−mi−j(mj ⊗ id) . (5.57)
Actually, we want to exclude the trivial case that the new product was obtained from
the old one by merely a λ-dependent redefinition of the generators of A. Such a
redefinition may be viewed as a 1-parameter family of invertible linear maps αλ :
A→ A, and the corresponding trivially deformed product is
A •λ B = α
−1
λ
[
αλ(A)αλ(B)
]
. (5.58)
In other words, αλ defines an isomorphism between (A, •0) and (A, •λ), meaning that
the latter should not be regarded as a new algebra. The trivially deformed product
is given to first order by
m1 = m0(id⊗ α1) +m0(α1 ⊗ id)− α1m0 , (5.59)
with similar formulas for mi, where αi =
1
i!
di
dλi
αλ|λ=0.
The above conditions for the i-th order deformations of an associative product have
a useful and elegant cohomological interpretation [36]. To give this interpretation,
consider the linear space Ωn(A) of all linear maps ψn : A⊗ · · · ⊗A→ A, and define
a linear operator d : Ωn → Ωn+1 by the formula
(dψn)(A1, . . . , An+1) = A1ψn(A2, . . . , An+1)− (−1)
nψn(A1, . . . , An)An+1
+
n∑
j=1
(−1)jψn(A1, . . . , AjAj+1, . . . , An+1) . (5.60)
It may be checked using the associativity law for the original product on the algebra
A that d2 = 0, so d is a differential with a corresponding cohomology complex. This
complex is called the Hochschild complex, see e.g. [30]. More precisely, if Zn(A) is
the space of all closed ψn, i.e., those satisfying dψn = 0, and B
n(A) the space of all
exact ψn, i.e., those for which ψn = dψn−1 for some ψn−1, then the n-th Hochschild
cohomology HHn(A) is defined as the quotient Zn(A)/Bn(A). The first order asso-
ciativity condition may now be viewed as saying that dm1 = 0, or m1 ∈ Z
2(A).
Furthermore, if the new product just arises from a trivial redefinition of the gener-
ators in the sense of (5.58), then it follows that m1 = dα1, so m1 ∈ B
2(A) in that
case. Thus, the non-trivial first order perturbations m1 of the algebra product can
be identified with the non-trivial classes [m1] ∈ HH
2(A). In particular, non-trivial
deformations may only exist if HH2(A) 6= 0. Let us assume a non-trivial first order
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perturbation exists, and let us try to find a second order perturbation. We view the
right side of the second order associativity condition as an element w2 ∈ Ω
3(A), and
we compute that dw2 = 0, so w2 ∈ Z
3(A). Actually, the left side of the second order
associativity condition is just dm2 ∈ B
3(A) in our cohomological notation, so if the
second order associativity condition is to hold, then w2 must in fact be an element of
B3(A), or equivalently, the class [w2] ∈ HH
3(A) must vanish. If it does not define
the trivial class—as may only happen if HH3(A) 6= 0 itself is non-trivial—then there
is an obstruction to lift the perturbation to second order. If there is no obstruction
at second order, we continue to third order, with a corresponding potential obstruc-
tion [w3] ∈ HH
3(A), and so on. In summary, the space of non-trivial perturbations
corresponds to elements of HH2(A), while the obstructions lie in HH3(A).
We now show how to give a similar characterization of perturbations of a quantum
field theory. According to our definition of a quantum field theory given in sec. 3, a
quantum field theory is defined by the set of its OPE-coefficients with certain proper-
ties. Furthermore, as argued in sec. 4, all higher n-point operator product coefficients
are uniquely determined by the 2-point coefficients C(x1, x2). Furthermore, we ar-
gued that, up to technical assumptions about the convergence of the series (4.53), the
key constraints on the OPE coefficients for n points are encoded in the associativity
constraint (4.48) for the 2-point coefficient, which we repeat for convenience:
C(x2, x3)
(
C(x1, x2)⊗ id
)
−C(x1, x3)
(
id⊗C(x2, x3)
)
= 0 for r12 < r23 < r13. (5.61)
We ask the question when it is possible to find a 1-parameter deformation C(x1, x2;λ)
of these coefficients by a parameter λ so that the associativity condition continues
to hold, at least in the sense of formal power series in λ. Actually, the analogues
of the symmetry condition (4.49), the normalization condition (4.50), the hermitian
conjugation, the Euclidean invariance, and the unit axiom should hold as well for the
perturbation. However, these conditions are much more trivial in nature than (5.61),
because these conditions are linear in C(x1, x2). These conditions could therefore
easily be included in our discussion, but would distract from the main point. For
the rest of this section, we will therefore discuss the implications of the associativity
condition (5.61) for the perturbed OPE-coefficients.
As we shall see now, such perturbations can again be characterized in a cohomo-
logical framework similar to the one given above. As above, we will presently define a
linear operator b which defines the cohomology in question. The definition of this op-
erator will implicitly involve infinite sums [as our associativity condition (5.61)], and
such sums are typically only convergent on certain domains. It is therefore necessary
to get a set of domains that will be stable under the action of b and that is suitable
for our application. Many such domains can be defined, and correspondingly different
rings are obtained. For simplicity and definiteness, we consider the non-empty, open
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domains of (RD)n defined by
Fn = {(x1, . . . , xn) ∈Mn; r1 i−1 < ri−1 i < ri−2 i < · · · < r1i, 1 < i ≤ n} ⊂Mn .
(5.62)
These domains also have a description in terms of the domains D[T] defined above in
eq. (4.51), but we will not need this here. Note that the associativity condition (5.61)
holds on the domain F3 = {r12 < r23 < r13}.
We define Ωn(V ) to be the set of all holomorphic functions fn on the domain Fn
that are valued in the linear maps 6
fn(x1, . . . , xn) : V ⊗ · · · ⊗ V → V, (x1, . . . , xn) ∈ Fn . (5.63)
We next introduce a boundary operator b : Ωn(V )→ Ωn+1(V ) by the formula
(bfn)(x1, . . . , xn+1) := C(x1, xn+1)(id⊗ fn(x2, . . . , xn+1))
+
n∑
i=1
(−1)ifn(x1, . . . , x̂i, . . . , xn+1)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i)
+(−1)n+1 C(xn, xn+1)(fn(x1, . . . , xn)⊗ id) . (5.64)
Here C(x1, x2) is the OPE-coefficient of the undeformed theory and a caret means
omission. The definition of b involves a composition of C with fn, and hence, when
expressed in a basis of V , implicitly involves an infinite summation over the basis
elements of V . We must therefore assume here (and in similar formulas in the follow-
ing) that these sums converge on the set of points (x1, . . . , xn+1) in the domain Fn+1.
Thus, when we write bfn, it is understood that fn ∈ Ω
n(V ) is in the domain of b. We
now have the following lemma:
Lemma 1. The maps b is a differential, i.e., b2fn = 0 for fn in the domain of b such
that bfn is also in the domain of b.
Proof: The proof is essentially a straightforward computation. Using the definition
of b, we have
b(bfn)(x1, . . . , xn+2) = C(x1, xn+2)(id⊗ bfn(x2, . . . , xn+2))
+
n+1∑
i=1
(−1)ibfn(x1, . . . , x̂i, . . . , xn+2)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n+1−i)
+(−1)n+2C(xn+1, xn+2)(bfn(x1, . . . , xn+1)⊗ id) . (5.65)
6The same remark as in footnote 1 applies here.
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Substituting the definition of b again then gives, for the first term on the right side
= C(x1, xn+2)[id⊗ C(x2, xn+2)(id⊗ fn(x3, . . . , xn+2))]
C(x1, xn+2)[id ⊗
n+1∑
k=2
(−1)k−1fn(x2, . . . , x̂k, . . . , xn+2)(id
k−2 ⊗ C(xk, xk+1)⊗ id
n−k+1)]
+(−1)n+1C(x1, xn+2)[id⊗ C(xn+1, xn+2)(fn(x2, . . . , xn+1)⊗ id)] . (5.66)
Substituting the definition of b into the third term on the right side of eq. (5.65) gives
= (−1)nC(xn+1, xn+2)[C(x1, xn+1)(id⊗ fn(x2, . . . , xn+1))⊗ id]
+(−1)nC(xn+1, xn+2)[
n∑
i=1
(−1)ifn(x1, . . . , x̂i, . . . , xn+1)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i)⊗ id]
−C(xn+1, xn+2)[C(xn, xn+1)(fn(x1, . . . , xn)⊗ id)⊗ id] . (5.67)
Substituting the definition of b into the second term on the right side of eq. (5.65)
gives the following terms
=
n+1∑
i=2
(−1)iC(x1, xn+2)[id⊗ fn(x2, . . . , x̂i, . . . , xn+2)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n+1−i)]
−C(x2, xn+2)(id⊗ fn(x3, . . . , xn+2))(C(x1, x2)⊗ id
n)
+
n∑
i=1
(−1)i+n+1C(xn+1, xn+2)[(fn(x1, . . . , x̂i, . . . , xn+1)⊗ id)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i+1)]
+C(xn, xn+2)(fn(x1, . . . , xn)⊗ id)(id
n ⊗ C(xn+1, xn+2))
+
n∑
k=2
k−1∑
i=1
(−1)k+ifn(x1, . . . , x̂i, . . . , x̂k+1, . . . , xn+2) ◦
◦(idk−1 ⊗ C(xk+1, xk+2)⊗ id
n−k)(idi−1 ⊗ C(xi, xi+1)⊗ id
n−i+1)
+
n−1∑
k=1
n+1∑
i=k+2
(−1)k+ifn(x1, . . . , x̂k, . . . , x̂i, . . . , xn+2) ◦
◦(idk−1 ⊗ C(xk, xk+1)⊗ id
n−k)(idi−1 ⊗ C(xi, xi+1)⊗ id
n−i+1)
−
n∑
k=1
fn(x1, . . . , x̂k, x̂k+1, . . . , xn+2) ◦
◦(idk−1 ⊗ C(xk, xk+2)⊗ id
n−k)(idk ⊗ C(xk+1, xk+2)⊗ id
n−k)
+
n∑
k=1
fn(x1, . . . , x̂k, x̂k+1, . . . , xn+2) ◦
◦(idk−1 ⊗ C(xk+1, xk+2)⊗ id
n−k)(idk−1 ⊗ C(xk, xk+1)⊗ id
n−k+1) . (5.68)
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We now add up the expressions that we have obtained, and we use the associativity
condition eq. (5.61), noting that we are allowed to use this expression on the domain
Fn+2: For example, to apply the associativity condition to the last two terms in
the above expression, we need that rk k+1 < rk+1k+2 < rk k+2 for all k, which holds
on Fn+2. It is this property of the domains Fi that motivates our definition (5.62).
Applying the associativity condition, we find that all terms cancel, thus proving the
lemma.
By this lemma, we can define a cohomology ring associated with the differential
b as
Hn(V ; C) :=
Zn(V ; C)
Bn(V ; C)
=
{ker b : Ωn(V )→ Ωn+1(V )}
{ran b : Ωn−1(V )→ Ωn(V )}
. (5.69)
As we will now see, the problem of finding a 1-parameter family of perturbations
C(x1, x2;λ) such that our associativity condition (5.61) continues to hold for C(x1, x2;λ)
to all orders in λ can be elegantly and compactly be formulated in terms of this ring.
If we let
Ci(x1, x2) =
1
i!
di
dλi
C(x1, x2;λ)
∣∣∣∣∣
λ=0
, (5.70)
then we note that the first order associativity condition,
C0(x2, x3)
(
C1(x1, x2)⊗ id
)
− C0(x1, x3)
(
id ⊗ C1(x2, x3)
)
+
C1(x2, x3)
(
C0(x1, x2)⊗ id
)
− C1(x1, x3)
(
id ⊗ C0(x2, x3)
)
= 0 , (5.71)
valid for (x1, x2, x3) ∈ F3, is equivalent to the statement that
bC1 = 0 , (5.72)
where here and in the following, b is defined in terms of the unperturbed OPE-
coefficient C0. Thus, C1 has to be an element of Z
2(V ; C0). Let z(λ) : V → V be a
λ-dependent field redefinition in the sense of defn. 3.1, and suppose that C(x1, x2) and
C(x1, x2;λ) are connected by the field redefinition. To first order, this means that
C1(x1, x2) = −z1C0(x1, x2) + C0(x1, x2)(z1 ⊗ id+ id⊗ z1) , (5.73)
or equivalently, that bz1 = C1, where zi =
1
i!
di
dλi
z(λ)|λ=0. Thus, the first order defor-
mations of C0 modulo the trivial ones defined by eq. (5.73) are given by the classes
in H2(V ; C0). The associativity condition for i-th order perturbation (assuming that
all perturbations up to order i−1 exist) can be written as the following condition for
(x1, x2, x3) ∈ F3:
C0(x2, x3)
(
Cj(x1, x2)⊗ id
)
− Cj(x1, x3)
(
id⊗ C0(x2, x3)
)
+ (5.74)
Cj(x2, x3)
(
C0(x1, x2)⊗ id
)
− C0(x1, x3)
(
id⊗ Cj(x2, x3)
)
= wi(x1, x2, x3) ,
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where wi ∈ Ω
3(V ) is defined by
wi(x1, x2, x3) := −
i−1∑
j=1
Ci−j(x1, x3)(id⊗ Cj(x2, x3))− Ci−j(x2, x3)(Cj(x1, x2)⊗ id) .
(5.75)
We assume here that all infinite sums implicit in this expression converge on F3. This
equation may be written alternatively as
bCi = wi . (5.76)
We would like to define the i-th order perturbation by solving this linear equation
for Ci. Clearly, a necessary condition for there to exist a solution is that bwi = 0
or wi ∈ Z
3(V, C0), and this can indeed shown to be the case, see lemma 2 below.
If a solution to eq. (5.76) exists, i.e. if wi ∈ B
3(V, C0), then any other solution
will differ from this one by a solution to the corresponding ”homogeneous” equation.
Trivial solutions to the homogeneous equation of the form bzi again correspond to
an i-th order field redefinition and are not counted as genuine perturbations. In
summary, the perturbation series can be continued at i-th order if [wi] is the trivial
class in H3(V ; C0), so [wi] represents a potential i-th order obstruction to continue the
perturbation series. If there is no obstruction, then the space of non-trivial i-th order
perturbations is given by H2(V ; C0). In particular, if we knew e.g. that H
2(V ; C0) 6= 0
while H3(V ; C0) = 0, then perturbations could be defined to arbitrary orders in λ.
Lemma 2. If wi is in the domain of b, and if bCj = wj for all j < i, then bwi = 0.
Proof: We proceed by induction in i. For i = 1, the lemma is true as we have
w1 = bC1, so bw1 = 0 by b
2 = 0. In the general case, using the definition of b, we
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obtain the following expression for bwi:
−bwi(x1, x2, x3, x4) (5.77)
=
i−1∑
j=1
C0(x1, x4)
(
id⊗ Cj(x2, x4)(id⊗ Ci−j(x3, x4))
)
−
i−1∑
j=1
Cj(x2, x4)
(
id⊗ Ci−j(x3, x4)
)(
C0(x1, x2)⊗ id
2
)
+
i−1∑
j=1
Cj(x1, x4)
(
id⊗ Ci−j(x3, x4)
)(
id ⊗ C0(x2, x3)⊗ id
)
−
i−1∑
j=1
Cj(x1, x4)
(
id⊗ Ci−j(x2, x4)
)(
id2 ⊗ C0(x3, x4)
)
+
i−1∑
j=1
C0(x3, x4)
(
Cj(x1, x3)(id⊗ Ci−j(x2, x3))⊗ id
)
−
i−1∑
j=1
C0(x1, x4)
(
id⊗ Cj(x3, x4)(Ci−j(x2, x3)⊗ id)
)
+
i−1∑
j=1
Cj(x3, x4)
(
Ci−j(x2, x3)⊗ id
)(
C0(x1, x2)⊗ id
2
)
−
i−1∑
j=1
Cj(x3, x4)
(
Ci−j(x1, x3)⊗ id
)(
id⊗ C0(x2, x3)⊗ id
)
+
i−1∑
j=1
Cj(x2, x4)
(
Ci−j(x1, x2)⊗ id
)(
id2 ⊗ C0(x3, x4)
)
−
i−1∑
j=1
C0(x3, x4)
(
Cj(x2, x3)(Ci−j(x1, x2)⊗ id)⊗ id
)
.
After some manipulations using the definition of b and that by definition the points
(x1, x2, x3, x4) are assumed to be in F4, we can transform this into the following
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expression
−bwi(x1, x2, x3, x4) (5.78)
= +
i−1∑
j=1
bCj(x1, x2, x4)(id
2 ⊗ Ci−j(x3, x4))
−
i−1∑
j=1
Cj(x1, x4)(id⊗ bCi−j(x2, x3, x4))
−
i−1∑
j=1
bCj(x1, x3, x4)(id⊗ Ci−j(x2, x3)⊗ id)
−
i−1∑
j=1
Cj(x3, x4)(bCi−j(x1, x2, x3)⊗ id)
+
i−1∑
j=1
bCj(x2, x3, x4)(Ci−j(x1, x2)⊗ id
2) ,
where the first sum comes from the first two sums of the previous equation, the second
from the third and fourth two sums, etc. We now substitute the relation bCj = wj for
j ≤ i − 1 on F3, noting that we are allowed to do so when (x1, x2, x3, x4) ∈ F4: For
example, in the last term (x2, x3, x4) ∈ F3 is satisfied whenever (x1, x2, x3, x4) ∈ F4,
and a similar statement holds for the other 4 terms [this is in fact our motivation for
our definition of the domains Fn]. We then perform the sum over j. If this is done,
then we see that the five terms in the sum become ten terms involving each three
factors of the C’s. These terms cancel pairwise, and we get the desired result that
bwi = 0, as we desired to show.
6 Gauge Theories
Local gauge theories are typically more complicated than theories without local gauge
invariance. One way to understand the complicating effects due to local gauge invari-
ance is to realize that the dynamical field equations are not hyperbolic in nature in
Lorentzian spacetimes. This is seen most clearly in the case of classical field theories.
Because local gauge transformations may be used to change the gauge connection in
arbitrary compact regions of spacetime, it is clear that the gauge connection cannot
be entirely determined by the dynamical equations and its initial data on some spa-
tial time slice. Thus, there is no well-posed initial value formulation in the standard
sense. Similar remarks apply to the Euclidean situation.
To circumvent this problem, one typically proceeds in two steps. At the first step,
an auxiliary theory is considered, containing the gauge fields as well as additional
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”ghost” fields taking values in an infinite-dimensional Grassmann algebra. This the-
ory has a well-posed initial value formulation. At the second step, the new degrees of
freedom are removed. Here it is important that the auxiliary theory possesses a new
symmetry, the so-called BRST-symmetry, s, which is a linear transformation on the
space of classical fields with the property s2 = 0 [for example, in Yang-Mills theory s
is given by eq. (2.9)]. It turns out that the field content and dynamics of the original
theory may be recovered by considering only the equivalence classes of fields in the
auxiliary theory that are in the null-space of s, modulo those that are in the range of
s. Thus, the second step is to define the observables of the gauge theory in question
as the cohomology of the ”differential” s.
At the quantum level, one has a similar structure. In the framework considered in
this paper, the situation may be described abstractly as follows: As before, we have
an abstract vector space of fields, V . This space is to be thought of as the collection
of the components of all (composite) fields in the auxiliary theory including ghost
fields. The space V is equipped with a grading γ and a differential s, i.e., two linear
maps
s : V → V , γ : V → V , (6.79)
with the properties
s2 = 0 , γ2 = id γs+ sγ = 0 . (6.80)
The map s should be thought of as being analogous to the classical BRST-transformation.
The map γ has eigenvalues ±1, and the eigenvectors correspond as above to Bose/Fermi
fields. At the classical level, the elements in the eigenspace of −1 are analogous to the
classical (composite) fields of odd Grassmann parity, while those in the eigenspace of
+1 are analogous to those of even Grassmann parity. However, we emphasize that
these are just analogies, as we will be dealing with a quantum field theory. For the
general analysis of quantum gauge theories we will only need s and γ to satisfy the
above properties. It is also natural to postulate the existence of another grading map
g : V → V with the properties Spec g = Z and sg = (g+ id)s, γg−gγ = 0. This map
is to be thought of as the number counter for the ghost fields (so that s increases the
ghost number by one unit). Finally, we would like all maps s, γ, g to be compatible
with the ⋆-operation on V , and to preserve the grading by the spin, as well as the
dimension.
We next consider a quantum field theory whose fields are described by the elements
of V , with operator product coefficients C. At the classical level, s is a graded
derivation, so we would also like s to be a graded derivation at the quantum level.
Recall that if A is a graded algebra with grading map Γ (i.e., Γ2 = id), then a graded
derivation is a map D : A→ A with the property that
D(AB) = (DA)B + Γ(A)DB for all A,B ∈ A . (6.81)
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Equivalently, if we write the product in the algebra asm : A⊗A→ A withm(A,B) =
AB, then m should satisfy
Dm = m(D ⊗ id) +m(Γ⊗D) , (6.82)
in the sense of maps A ⊗A → A. As we have emphasized several times, the OPE-
coefficients C(x1, x2) are to be thought of informally as the expansion coefficients of a
product. Therefore, if s is to be a graded derivation we should add a corresponding
additional axiom to those formulated above in sec. 3. Heuristically, we want s to act
on a product of quantum fields φa in the following way analogous to eq. (6.81):
s
[ n∏
i=1
φai(xi)
]
=
n∑
i=1
(−1)
P
j<i ǫiφa1(x1) · · · sφai(xi) · · ·φan(xn) , (6.83)
Here, ǫi = 0, 1 according to whether φai is bosonic or fermionic. If we formally apply
an OPE to both sides of this equation, then we arrive at the following condition for
the OPE coefficients:
BRST-invariance: The OPE coefficients of the auxiliary should satisfy the addi-
tional condition
sC(x1, . . . , xn) =
n∑
i=1
C(x1, . . . , xn)(γ
i−1 ⊗ s⊗ idn−i) (6.84)
for all n.
Above, we have seen in prop. 1 that the 2-point OPE coefficients determine all higher
coefficients uniquely. Thus, as a corollary, the above conditions of BRST -invariance
will be satisfied if they hold for the 2-point coefficients, i.e. if the condition
sC(x1, x2) = C(x1, x2)(s⊗ id) + C(x1, x2)(γ ⊗ s) (6.85)
holds. Furthermore, we would like to formulate abstractly the condition that, since
the OPE coefficients are valued in the complex numbers, they should have ”ghost
number” equal to zero, meaning that
gC(x1, x2) = C(x1, x2)(g ⊗ id) + C(x1, x2)(id⊗ g) . (6.86)
In summary a quantum gauge theory is described in our language abstractly as follows:
Definition 6.1. A quantum gauge theory is a system of OPE-coefficients
C = (C(x1, x2), C(x1, x2, x3), . . . ) (6.87)
associated with V satisfying the properties laid out in sec. 3, together with a ghost
number grading g satisfying (6.86), and a differential s : V → V satisfying (6.85)
and (6.80), as well as (g + id)s = sg.
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By analogy with the classical case, we define the space of physical fields of the
gauge theory to be the quotient
V̂ :=
{ker s : V 0 → V +1}
{ran s : V −1 → V 0}
(6.88)
where V q are the eigenspaces of the linear map g, with eigenvalue q,
V =
⊕
q∈Z
V q , s : V q → V q+1 . (6.89)
In other words, we define the space of physical fields as the zeroth cohomology group
defined by s, with the general cohomology group at q-th order defined by
Hq(V ; s) =
{ker s : V q → V q+1}
{ran s : V q−1 → V q}
. (6.90)
Because the OPE coefficients satisfy the assumption of BRST invariance, eq (6.84),
we have the following proposition/definition:
Proposition 2. The OPE coefficients C of the auxiliary theory induce maps
Ĉ(x1, . . . , xn) : V̂ ⊗ · · · ⊗ V̂ → V̂ , (6.91)
so the operator product expansion ”closes” on the space V̂ of physical fields. There-
fore, the true physical sector of the gauge theory can be defined as the quantum field
theory described by the pair (V̂ , Ĉ).
Remarks: 1) In Yang-Mills theory with Lie algebra g, the space V is naturally iden-
tified with the free unital commutative ∂µ-differential module (over C[λ]) generated
by the formal expressions of the form 1 and
∂µ1 . . . ∂µkψi; µj = 1, . . . , D , (6.92)
where ψi denotes either a component of A or the auxiliary ”field” F or the ghost
”fields”, U, U¯ . The expressions in V are taken modulo the relations ψiψj = (−1)
FiFjψjψi,
with Fi = 0 or = 1 according to whether g(ψi) = ±ψi, where g is −1 on ghost fields
U, U¯ , and +1 on A, F . Furthermore, on V , the linear maps ∂µ are defined to act as
the (ungraded) derivations that are obtained by formally viewing the elements of V
as classical fields. On V , there also acts the BRST-differential s. It is defined to act
on the generators of V by eq. (2.9), and it is demanded to anti-commute with the
formal derivations ∂µ, i.e.,
∂µ ∈ Der(V ) , s ◦ ∂µ = ∂µ ◦ s , g ◦ ∂µ = ∂µ ◦ g . (6.93)
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One can then show [37] that V̂ corresponds precisely to the gauge-invariant monomials
of the field strength tensor of the gauge connection and its covariant derivatives, i.e.,
V̂ =
〈
p(Dk1F, . . . ,DknF ); p ∈ Inv(g⊗n,C)
〉
, (6.94)
where Inv(g⊗n,C) is the space of g-invariant multi-linear forms on Lie-algebra, Dµ =
∂µ+ iλ[Aµ, . ] is the standard covariant derivative, F is a shorthand for its curvature,
Fµν = [Dµ,Dν], and D
k is a shorthand for D(µ1 · · ·Dµk).
2) Note that the OPE-coefficients of the auxiliary theory not only close on the space
V̂ , but more generally on any of the spacesWk = ⊕q≥kH
q(V ; s). These spaces contain
also operators of non-zero ghost number. One does not, however, expect this theory
to have any non-trivial states satisfying the OS-positivity axiom [see sec. 3].
Proof: Let |v1〉, . . . , |vn〉 ∈ ker s. Using eq. (6.84), we have
s
(
C(x1, . . . , xn)|v1 ⊗ · · · ⊗ vn〉
)
(6.95)
=
n∑
i=1
C(x1, . . . , xn)|γ(v1)⊗ . . . γ(vi−1)⊗ svi ⊗ vi+1 ⊗ . . . vn〉 = 0 .
Thus, the composition C(x1, . . . , xn)|v1⊗ · · ·⊗ vn〉 is in the kernel of s. One similarly
shows that if |v1〉, . . . , |vn〉 ∈ ker s, and in addition |vi〉 ∈ ran s for some i, then the
composition is even in the image of s. Thus, C(x1, . . . , xn) gives a well defined map
from (ker s/ran s)⊗n into ker s/ran s. Finally, since C(x1, . . . , xn) satisfies the analogue
of eq. (6.86), it follows that the composition has ghost number zero if each |vi〉 has.
Thus, C(x1, . . . , xn) gives a well defined map Ĉ(x1, . . . , xn) from V̂
⊗n to V̂ . This
map inherits the properties of factorization, scaling, the unity axiom, the symmetry
property etc. from the map C(x1, . . . , xn). Thus, the collection (Ĉ, V̂ ) again defines a
quantum field theory in our sense.
We would now like to consider perturbations of a given quantum gauge theory
by analogy with the procedure described in the previous section. Thus, as above,
let λ be a formal expansion parameter, and let C(x1, x2;λ) be a 1-parameter family
describing a deformation of the given 2-point OPE coefficient of the auxiliary theory.
As above let (C0, C1, C2, . . . ) be the zeroth, first, second, etc. perturbations of the
expansion coefficients. In order that the perturbed coefficients satisfy the associativity
constraint, the equations (5.74) must again hold for the coefficients. In the situation
at hand, we also should consider a deformation s(λ) of the BRST-differential, with
expansion coefficients (s0, s1, s2, . . . ),
si =
1
i!
di
dλi
s(λ)
∣∣∣∣∣
λ=0
. (6.96)
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These quantities should satisfy the perturbative version of eq. (6.80), that is
i∑
j=0
sjsi−j = 0 , siγ + γsi = 0 , (6.97)
and they should satisfy the perturbative version of eq. (6.85),
i∑
j=0
sjCi−j(x1, x2) =
i∑
j=0
Ci−j(x1, x2)(sj ⊗ id) +
i∑
j=0
Ci−j(x1, x2)(γ ⊗ sj) , (6.98)
for all i = 0, 1, 2, . . . . For i = 0, these conditions are just the conditions that the
undeformed theory described by s0, C0 defines a gauge theory. For i = 1, 2, . . . , we get
a set of conditions that constrain the possible i-th order perturbations si, Ci. Actually,
as in the previous section, we would like to exclude again that our deformations si, Ci
are simply due to a λ-dependent field redefinition, see defn. 3.1. In the present
context, a first order perturbation s1, C1 that is simply due to a field redefinition is
one for which
C1(x1, x2) = −z1 C0(x1, x2)+C0(x1, x2)(z1⊗ id+ id⊗ z1) , s1 = s0 z1+ z1 s0 , (6.99)
for some z1 : V → V such that z1 γ = γ z1. There are similar conditions at higher
order. We will now see that the higher order conditions, have an elegant formulation
in terms of a variant of Hochschild cohomology associated with C0, twisted with the
cohomology of s0.
In order to describe this, we begin by defining the respective cohomology rings.
Our first task is the definition of the Hochschild type differential b in the case when
V is a graded vector space. Let C(x1, x2) : V ⊗V → V satisfy the associativity condi-
tion (5.61) and be even under our grading γ, meaning C(x1, x2)(γ ⊗ γ) = γC(x1, x2).
Definition 6.2. Let Ωn(V ) be the space of all translation invariant analytic maps
fn : Fn → hom(V ⊗ · · · ⊗ V, V ), where Fn ⊂ (R
D)n is the domain (5.62). Let
f γn := γfn(γ ⊗ · · · ⊗ γ) . (6.100)
If f γn = fn, then fn is said to be even and the definition of bfn ∈ Ω
n+1(V ) is as above
in eq. (5.64). If f γn = −fn, then fn is said to be odd, and we define
(bfn)(x1, . . . , xn+1) := −C(x1, xn+1)(γ ⊗ fn(x2, . . . , xn+1)
−
n∑
i=1
(−1)ifn(x1, . . . , x̂i, . . . , xn+1)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i)
− (−1)n+1C(xn, xn+1)(fn(x1, . . . , xn)⊗ id) . (6.101)
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As in the definition of b in the ungraded case, we may check that b2 = 0, so we
may again define the cohomology of b as above. We next prove a simple lemma about
the relation between the differential b and the differential s when the quantum field
theory is a gauge theory (V, C, s). First, we define an action of s on the space Ωn(V )
of analytic maps fn by B : Ω
n(V )→ Ωn(V ), where
(Bfn)(x1, . . . , xn) := sfn(x1, . . . , xn)
−
n∑
i=1
f γn (x1, . . . , xn)(γ
i−1 ⊗ s⊗ idn−i) . (6.102)
Lemma 3. We have B(Bfn) = 0 for all fn. If fn is in the domain of b, then
Bbfn = −bBfn. Symbolically
bB +Bb = 0, B2 = 0 . (6.103)
Proof: For the proof of the first statement we consider first the case when f γn = fn,
and we apply B one more time to eq. (6.102). We obtain the following three terms:
B(Bfn)(x1, . . . , xn) = s
2fn(x1, . . . , xn) (6.104)
−
n∑
i=1
[(sfn)
γ(x1, . . . , xn) + sf
γ
n (x1, . . . , xn)](γ
i−1 ⊗ s⊗ idn−i)
+
n∑
i,j=1
fn(x1, . . . , xn)(γ
i−1 ⊗ s⊗ idn−i)(γj−1 ⊗ s⊗ idn−j) .
The first term vanishes since s2 = 0. The second term vanishes because if fn is even
under γ, then sfn is odd, so (sfn)
γ + sf γn = 0. We split the double sum into three
parts—the terms for which i < j, the terms for i > j, and the terms for which i = j.
The third set of terms give zero using s2 = 0. The first set of terms is manipulated
using sγ = −γs:
+
∑
i<j
fn(x1, . . . , xn)(γ
i−1 ⊗ s⊗ idn−i)(γj−1 ⊗ s⊗ idn−j)
=
∑
i<j
fn(x1, . . . , xn)(id
i−1 ⊗ sγ ⊗ γj−i−1 ⊗ s⊗ idn−j)
= −
∑
i<j
fn(x1, . . . , xn)(γ
j−1 ⊗ s⊗ idn−j)(γi−1 ⊗ s⊗ idn−i) . (6.105)
After changing the names of the indices, this is seen to be equal to minus the second
set of terms, so B(Bfn) = 0. The case f
γ
n = −fn is completely analogous.
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We next prove the relation b(Bfn) = −B(bfn), again assuming for definiteness
that f γn = fn. To compute b(Bfn), we apply b to eq. (6.102), and use that (Bfn)
γ =
−Bfn. This gives
− b(Bfn)(x1, . . . , xn+1) = C(x1, xn+1)[γ ⊗ sfn(x2, . . . , xn+1)]
−
n∑
i=1
C(x1, xn+1)[γ ⊗ fn(x2, . . . , xn+1)(γ
i−1 ⊗ s⊗ idn−i)]
+
n∑
i=1
(−1)isfn(x1, . . . , x̂i, . . . , xn)(id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i)
−
n∑
i,j=1
(−1)ifn(x1, . . . , x̂i, . . . , xn)(γ
j−1 ⊗ s⊗ idn−j)(idi−1 ⊗ C(xi, xi+1)⊗ id
n−i)
+ (−1)n+1C(xn, xn+1)[sfn(x1, . . . , xn)⊗ id]
− (−1)n+1
n∑
i=1
C(xn, xn+1)(fn(x1, . . . , xn)⊗ id)(γ
i−1 ⊗ s⊗ idn−i+1) . (6.106)
We next evaluate B(bfn) by applying B to eq. (5.64). This gives
B(bfn)(x1, . . . , xn+1) = sC(x1, xn+1)[id ⊗ fn(x2,⊗, xn+1)]
+
n∑
i=1
(−1)i sfn(x1, . . . , x̂i, . . . , xn)[id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i]
+ (−1)n+1 sC(xn, xn+1)[fn(x1, . . . , xn)⊗ id]
−
n+1∑
i=1
C(x1, xn+1)[id ⊗ fn(x2,⊗, xn+1)](γ
i−1 ⊗ s⊗ idn+1−i)
−
n+1∑
j=1
n∑
i=1
(−1)i fn(x1, . . . , x̂i, . . . , xn)[id
i−1 ⊗ C(xi, xi+1)⊗ id
n−i](γj−1 ⊗ s⊗ idn+1−j)
− (−1)n+1
n+1∑
i=1
C(xn, xn+1)[fn(x1, . . . , xn)⊗ id](γ
i−1 ⊗ s⊗ idn+1−i) . (6.107)
We next bring s behind C in all terms in this expression using eq. (6.85), and we use
that C itself is even under γ. If these steps are carried out, then it is seen that all
terms in eq. (6.106) match a corresponding term in eq. (6.107). The calculation when
f γn = −fn is again analogous.
The fact that b2 = 0 and the properties of B and b stated in the lemma imply
that (B + b)2 = B2 + b2 + bB +Bb = 0. Hence the map
δ := B + b , δ :
⊕
n
Ωn(V )→
⊕
n
Ωn(V ) (6.108)
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is again a differential, i.e., it satisfies δ2 = 0. Therefore, we can again define a
corresponding cohomology ring
Hn(δ;V ) :=
{(f1, f2, . . . , fn, 0, 0, . . . ) ∈ ker δ}
{(f1, f2, . . . , fn, 0, 0, . . . ) ∈ ran δ}
≡
Zn(δ;V )
Bn(δ;V )
. (6.109)
Thus, a general element in Hn(δ;V ) consists of an equivalence class of a sequence
(f1, f2, . . . , fn, 0, 0, . . . ) , Bf1 = bfn = 0 , bfi−1 = −Bfi for 1 < i ≤ n , (6.110)
where each fi is an element in Ω
i(V ) and n is some finite number, modulo all sequences
with the property that there exist hi ∈ Ω
i(V ) ∩ dom b for 1 ≤ i < n such that
(f1, f2, . . . , fn, 0, 0, . . . ) , f1 = Bh1 , fn = bhn−1 , fi = bhi−1 +Bhi , (6.111)
for all 1 < i < n. The conditions (6.97), (6.98), (5.74) expressing respectively the
nilpotency of the perturbed BRST operator si, the compatibility of the BRST opera-
tor with the perturbations Ci of the operator product, and the corresponding associa-
tivity condition at the i-th order in perturbation theory may now be expressed by a
simple condition in terms of this cohomology ring. For this, we define the differentials
b, B and δ = B + b as above in terms of the unperturbed theory, i.e. using C0 and s0.
For i > 0, we combine si and Ci into the element
βi := (si, Ci, 0, 0, . . . ) ∈
⊕
n
Ωn(V ) . (6.112)
and we define αi = (ui, vi, wi, 0, 0, . . . ), where
ui(x1) := −
i−1∑
j=1
sjsi−j , (6.113)
vi(x1, x2) := −
i−1∑
j=1
sjCi−j(x1, x2)− Ci−j(x1, x2)(sj ⊗ id)− Ci−j(x1, x2)(γ ⊗ sj) ,
wi(x1, x2, x3) := −
i−1∑
j=1
Cj(x1, x3)[id⊗ Ci−j(x2, x3)]− Cj(x2, x3)[Ci−j(x1, x2)⊗ id] .
The conditions (6.97), (6.98), (5.74) can now be simply and elegantly be restated as
the single condition
δβi = αi . (6.114)
This is the desired cohomological formulation of our consistency conditions for per-
turbations of a gauge theory.
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Let us analyze the conditions (6.114) on βi. First we note that α1 = 0, and that
αi is defined in terms of β1, β2, . . . , βi−1 for i > 1. When i = 1, the above condition
hence states that δβ1 = 0, meaning that β1 ∈ Z
2(δ;V ). On the other hand, we can
express the situation when s1 and C1 merely correspond to a field redefinition [see
eq. (6.99)] as saying that
β1 = δζ1 , (6.115)
where ζ1 ≡ (z1, 0, 0, . . . ) is given in terms of the first order field redefinition z1. Thus,
in this case β1 ∈ B
2(δ;V ). In summary, the first order perturbations of the BRST-
operator and of the product modulo the trivial ones are in one-to-one correspondence
with the non-trivial elements of the ring H2(V ; δ). Let us now assume that we have
picked a non-trivial first order perturbation β1—assuming that such a perturbation
exists. Then β2 must satisfy eq. (6.114), δβ2 = α2, for the α2 calculated from β1.
Clearly, because δ2 = 0, a necessary condition for the existence of a solution to
eq. (6.114) is that δα2 = 0, meaning that α2 ∈ Z
3(δ;V ). This can indeed be checked
to be the case (see the lemma below). Our requirement that δβ2 = α2 is however
a stronger statement, meaning that in fact α2 ∈ B
3(V ; δ). Thus, if the class [α2] in
H3(δ;V ) is non-trivial, then no second order perturbations to our gauge theory exists,
or said differently, [α2] ∈ H
3(δ;V ) is an obstruction to continue the deformation
process.
Let us assume that there is no obstruction so that a solution β2 to the ”inhomo-
geneous equation” δβ2 = α2 exists. Any solution to the equation will only be unique
up to a solution to the corresponding ”homogeneous equation” δβ2 = 0. In fact,
because any solution to the inhomogeneous equation can be written as an arbitrary
but fixed solution plus the general solution to the homogeneous equation, it follows
that the second order perturbations β2 are parametrized by the elements of Z
2(δ;V ).
Special solutions to the homogeneous equation include in particular ones of the form
β2 = δζ2 ∈ B
2(δ;V ), with ζ2 ≡ (z2, 0, 0, . . . ). However, any such solution of the
homogeneous equation can again be absorbed into a second order field redefinition
parametrized by z2. Thus, we see that if the obstruction [α2] vanishes at second or-
der, then the second order perturbations modulo the trivial perturbations are again
parametrized by the elements of the space H2(δ;V ).
In the general order, we assume inductively that a solution to the consistency
relations δβj = αj has been found for all j < i, meaning in particular that the ob-
structions [αj] vanish for all j < i. By the lemma below, δαi = 0, so αi defines a class
[αi] ∈ H
3(δ;V ). If this class if non-trivial, then the deformation process cannot be
continued. If it is the trivial class, by definition there is a solution βi to the equation
δβi = αi. Again, this is unique only up to a solution to the corresponding homoge-
neous equation δβi = 0. The non-trivial solutions among these not corresponding to
a field redefinition are again in one-to-one correspondence with the elements in the
ring H2(δ;V ). Thus, a sufficient condition for there to exist a consistent, non-trivial
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perturbation to the product and BRST operator to arbitrary order in perturbation
theory is
H2(δ;V ) 6= 0 , H3(δ;V ) = 0 , (6.116)
for in this case all obstructions are trivial. Moreover, in that case, H2(δ;V ) parame-
terizes all non-trivial i-order perturbations for any i ≥ 1.
Lemma 4. Assume that δβj = αj for all j < i, or equivalently, that [αj ] ∈ H
3(δ;V )
defines the trivial element for all j < i, and assume that the chain αi is in the domain
of δ for all i. Then we have δαi = 0. In component form
Bui = 0 , bui +Bvi = 0 , bvi +Bwi = 0 , bwi = 0 . (6.117)
Proof: For a given i, the hypothesis of the lemma amounts to saying that Bsj =
uj, bsj + BCj = vj and bCj = wj for all j < i. It follows from the last equation that
bwi = 0, as we have already proved above in lemma 2 above.
We next concentrate on proving the relation Bui = 0. We have
Bui = −
i−1∑
j=1
(Bsj)si−j +
i−1∑
j=1
si−j(Bsj) . (6.118)
Now, using that Bsj = uj for the perturbations at order j < i and the definition of
uj, the first sum is equal to
i−1∑
j=1
(Bsj)si−j =
i−1∑
j=1
j−1∑
k=1
sksj−ksi−j
=
i−1∑
j=1
i−j−1∑
k=1
sjsi−j−ksk =
i−1∑
j=1
si−j(Bsj) . (6.119)
Thus, the first and second sum in (6.118) precisely cancel, and we have shown Bui = 0.
We next show that bui+Bvi = 0. A straightforward calculation using the definitions
of vi and of B gives
Bvi(x1, x2) = (6.120)
i−1∑
j=1
−(Bsj)
(
Ci−j(x1, x2)
)
+ sj
(
BCi−j(x1, x2)
)
i−1∑
j=1
+Ci−j(x1, x2)
(
Bsj ⊗ id+ id⊗ Bsj
)
i−1∑
j=1
+BCi−j(x1, x2)
(
sj ⊗ id+ γ ⊗ sj
)
.
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By the assumptions of the lemmas, we may substitute BCj = vj − bsj and Bsj = uj
for j < i. This leads to
Bvi(x1, x2) = (6.121)
i−1∑
j=1
−uj
(
Ci−j(x1, x2)
)
− sj
(
bsi−j(x1, x2)
)
i−1∑
j=1
+Ci−j(x1, x2)
(
uj ⊗ id+ id⊗ uj
)
i−1∑
j=1
−bsi−j(x1, x2)
(
sj ⊗ id+ γ ⊗ sj
)
i−1∑
j=1
+sjvi−j(x1, x2) + vi−j(x1, x2)
(
sj ⊗ id+ γ ⊗ sj
)
.
We now use again the definition of b and we substitute the expressions for vj and uj.
If this is done, then many terms cancel out and we are left with
Bvi(x1, x2) =
i−1∑
j=1
C0(x1, x2)
(
sjsi−j ⊗ id+ id⊗ sjsi−j
)
− si−jsj
(
C0(x1, x2)
)
= −bui(x1, x2) , (6.122)
which is what we wanted to show. We finally prove the relation Bwi = −bvi. Using
the definition of b and of vi, we see after some manipulations that bvi can be brought
into the form
bvi(x1, x2, x3) = (6.123)
i−1∑
j=1
−bsj(x1, x3)
(
id⊗ Ci−j(x2, x3)
)
+ bsj(x2, x3)
(
Ci−j(x1, x2)⊗ id
)
i−1∑
j=1
+Cj(x2, x3)
(
bsi−j(x1, x2)⊗ id
)
− Cj(x1, x3)
(
γ ⊗ bsi−j(x2, x3)
)
i−1∑
j=1
−bCj(x1, x2, x3)
(
si−j ⊗ id⊗ id + γ ⊗ si−j ⊗ id+ γ ⊗ γ ⊗ si−j
)
i−1∑
j=1
sj
(
bCi−j(x1, x2, x3)
)
,
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where (x1, x2, x3) ∈ F3. On this domain may substitute the assumption of the lemma
that bsj +BCj = vj and that bCj = wj for all j < i. This results in the equation
bvi(x1, x2, x3) = (6.124)
i−1∑
j=1
+BCj(x1, x3)
(
id⊗ Ci−j(x2, x3)
)
− BCj(x2, x3)
(
Ci−j(x1, x2)⊗ id
)
i−1∑
j=1
−Cj(x2, x3)
(
BCi−j(x1, x2)⊗ id
)
+ Cj(x1, x3)
(
γ ⊗ BCi−j(x2, x3)
)
i−1∑
j=1
−vj(x1, x3)
(
id⊗ Ci−j(x2, x3)
)
+ vj(x2, x3)
(
Ci−j(x1, x2)⊗ id
)
i−1∑
j=1
+Cj(x2, x3)
(
vi−j(x1, x2)⊗ id
)
− Cj(x1, x3)
(
γ ⊗ vi−j(x2, x3)
)
i−1∑
j=1
−wj(x1, x2, x3)
(
si−j ⊗ id⊗ id+ γ ⊗ si−j ⊗ id+ γ ⊗ γ ⊗ si−j
)
i−1∑
j=1
+sj wi−j(x1, x2, x3) .
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We compute the first four terms in the expression on the right hand side as
=
i−1∑
j=1
+s0Cj(x1, x3)
(
id⊗ Ci−j(x2, x3)
)
i−1∑
j=1
−Cj(x1, x3)
(
s0 ⊗ Ci−j(x1, x2)
)
i−1∑
j=1
−s0Cj(x2, x3)
(
Ci−j(x1, x2)⊗ id
)
i−1∑
j=1
+Cj(x2, x3)
(
γ Ci−j(x1, x2)⊗ s0
)
i−1∑
j=1
+Cj(x2, x3)
(
Ci−j(x1, x2)(s0 ⊗ id)⊗ id
)
i−1∑
j=1
+Cj(x2, x3)
(
Ci−j(x1, x2)(γ ⊗ s0)⊗ id
)
i−1∑
j=1
−Cj(x1, x3)
(
γ ⊗ Ci−j(x2, x3)(s0 ⊗ id)
)
i−1∑
j=1
−Cj(x1, x3)
(
γ ⊗ Ci−j(x2, x3)(γ ⊗ s0)
)
= −Bwi(x1, x2, x3) . (6.125)
The remaining terms cancel if we substitute the expressions bsj + BCj = vj and
bCj = wj for vj , wj for j < i. Thus, we have shown that bvi = −Bwi, and this
concludes the proof of the lemma.
7 Euclidean invariance
Above, we have defined quantum field theory by a collection of OPE-coefficients
subject to certain axiomatic requirements, and we have pointed out that the essential
information is contained in the 2-point coefficients C(x1, x2). The main condition
that these conditions have to satisfy is the associativity condition (5.61). They also
have to satisfy the condition of Euclidean invariance. We will now explain how that
condition can be used to simplify the coefficients C(x1, x2), and how to reformulate
the associativity condition in terms of the simplified coefficients.
Let us denote the components of C(x1, x2) in a basis of V by C
c
ab(x1, x2). We use
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Euclidean invariance to write these 2-point OPE coefficients as
Ccab(xi, xj) =
∑
I
[
cˆ
aˆ bˆ
; I
]
(xˆij) · f
c
ab(I; rij) . (7.126)
Here, the quantity in brackets is an invariant tensor[
i
j k
; I
]
: SD−1 7→ Vi ⊗ Vj ⊗ V
∗
k , (7.127)
meaning that it satisfies the transformation law[
i
j k
; I
]
(gxˆ) = R∗i (g)Rj(g)Rk(g)
[
i
j k
; I
]
(xˆ) , (7.128)
for all xˆ ∈ SD−1, and all g in the covering (spin) group of SO(D). The quantities
f cab : R+ → C are analytic functions valued in the complex numbers, rij = |xi − xj |,
xˆij = xij/rij, and I is an index that labels the space of invariant tensors on the
(D − 1)-dimensional sphere.
In the following, we will restrict attention to the case D = 3 for pedagogical
purposes, since the representation theory of the corresponding spin group SU(2) is
most familiar. In the case D = 3, the representation labels may be identified with
spins ∈ 1
2
N, and the representation spaces are Vj = C
2j+1. A basis of invariant
tensors (7.127) is labeled by a pair of spins I = [l1l2] ∈
1
2
N× 1
2
N, and is given by[
j1
j2 j3
; I
]
(xˆ) =
{
l1
j2 j3
}{
j1
l1 l2
}
Yl2(xˆ) (7.129)
in terms of the Clebsch-Gordan coefficients (3j-symbols) of SU(2) and the spherical
harmonics Ylm on S
2. Here we have suppressed the magnetic quantum numbers, and
as everywhere in what follows, magnetic quantum numbers associated with spins are
summed over if the spins appear twice. In the above example, the invariant tensor
should have 3 additional indices for the magnetic quantum numbers associated with
the representations j1, j2, j3, which have been suppressed. The magnetic quantum
numbers associated with l1, l2 are contracted in the above expression, because each
of these spins appears twice.
The decomposition (7.126) provides a split of the 2-point OPE coefficients into
the purely representation theoretic tensor part [∴ ; I] determined entirely by the
representation theory of SU(2), and the dynamical part f cab, which is a scalar function
that is holomorphic in the radial variable r ∈ R+. It is clear that it should be possible
to formulate our associativity condition in terms of these functions f cab, as the tensor
coefficients are determined entirely in terms of group theory. To present the resulting
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Figure 6: The triangle spanned by x1, x2, x3.
associativity conditions on f cab in a reasonably short form, we introduce the notation
ρ1 = r23, ρ2 = r13, ρ3 = r12 for the side lengths and
θ1 = arccos
ρ22 + ρ
2
3 − ρ
2
1
2ρ2ρ3
, etc. (7.130)
for the angles of the triangle in R3 spanned by x1, x2, x3, see fig. 6.
We also denote the spin associated with a field φa by aˆ ∈
1
2
N. Then the associa-
tivity condition (5.61) is equivalent to the following condition:∑
b
∑
j1,j2,j5
{
j6 j2 aˆ4
j7 j5 j1
}{
j3 j5 bˆ
j1 aˆ3 j6
}
Pj1(cos θ2) (7.131)
×f ba1a2
(
ρ3; [j3j1]
)
fa4ba3
(
ρ1; [j5j2]
)
=∑
b
∑
j1,j2,j4,j5
{
j6 j2 aˆ4
j7 j5 j1
}{
j4 j5 aˆ5
j1 aˆ2 j6
}{
aˆ1 j6 j4
aˆ3 aˆ2 j5
}
Pj1(cos θ3)
×f ba1a3
(
ρ2; [j4j1]
)
fa4a2b
(
ρ1; [j5j2]
)
,
in the domain ρ3 < ρ1 < ρ2. Here, the expressions in brackets denote the well-known
6j-symbols for SU(2),{
j1 j2 j3
j4 j5 j6
}
=
{
j3
j1 j2
}{
j4
j3 j5
}{
j5 j2
j6
}{
j6 j1
j4
}
. (7.132)
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The expressions Pj(z) = 2F1(−j, j +1, 1; (1− z)/2) are the Legendre polynomials. A
similar form of the associativity condition can be obtained for arbitrary dimensions
D ≥ 3, the only essential difference being that we now encounter the 6j-symbols
for the spin groups of SO(D) for general D. The case D = 2 is an exceptional
case and the corresponding expression is much simpler, owing to the fact that the
representation theory SO(2) and its covering R is much simpler.
If we let |a| be the dimension of the field φa, then the scaling axiom for the
OPE-coefficients implies the relation
f cab(r) = O(r
|c|−|a|−|b|) . (7.133)
In the case of the free quantum field theory in 3 dimensions defined by the La-
grangian L = 1
2
(∂ϕ)2, the coefficients are in fact monomials and are given by f cab(r) =
ζcabr
|c|−|a|−|b| for some complex constants ζcab, see section 9 for details. Furthermore,
one can show that [16], for the coefficients of the perturbatively defined theory with
Lagrangian L = 1
2
(∂ϕ)2 − 1
6
λϕ6 and dimensionless λ, the coefficients take the form
f cab(r) = p
c
ab(log r, λ)r
|c|−|a|−|b| , (7.134)
with pcab a polynomial in two variables whose degree is n in λ if we compute the
coefficients to n-th order in perturbation theory, and whose degree in log r is no more
than n at n-th order. The associativity condition (7.131) is a quadratic constraint for
these polynomials pcab at each arbitrary but fixed order in perturbation theory.
If there are dimensionful parameters in the lagrangian, those would effectively be
treated as other perturbations in our framework. For example, for the Lagrangian
L = 1
2
(∂ϕ)2 + 1
2
m2ϕ2 + 1
6
λϕ6, the coefficients take the form
f cab(r) = p
c
ab(r, log r,m
2, λ)r|c|−|a|−|b| , (7.135)
where pcab is again a polynomial in all four variables at n-th perturbation order in
m2 and λ. Each term in this polynomial containing a power m2k contains exactly a
power of r2k so as to make each term ”dimensionless” (with the logarithms and λ not
counting as having a dimension).
8 The fundamental left (vertex algebra) represen-
tation
In the previous sections, we have elaborated on our definition of quantum field theory
in terms of consistency conditions. Our formulation involved only the OPE coefficients
such as Ccab. To motivate our constructions, we sometimes wrote formal relations like
“φa(x1)φb(x2) =
∑
c
Ccab(x1, x2)φc(x2)” . (8.136)
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But these relations were only heuristic, in the sense that none of our proposed prop-
erties of the OPE coefficients relied on the existence or properties of the hypothetical
operators φa, which were only ”dummy variables”. As we have emphasized, our ap-
proach is similar to the standard viewpoint taken in algebra that an abstract algebra
A is entirely defined in terms of its product—i.e., a linear mapm : A⊗A→ A subject
to the associativity condition. But, as in our case, the algebra elements need not be
represented a priori by linear operators on a vector space. Representations in the con-
text of an algebra are an additional structure defined as linear maps π : A→ End(H)
from the algebra to the linear operators on a vector space H , subject to the condition
π[m(A,B)] = π(A)π(B). It is natural to ask whether there is a construction similar
to a representation also in our context. We shall show in this section that there is
indeed a certain ”canonical” construction, which has some features in common with
an algebra representation, and which will be useful in the next section. We will refer
to this construction as the ”fundamental left-” or ”vertex algebra representation”.
Definition 8.1. Let |v〉 ∈ V be an arbitrary vector. We define a corresponding vertex
operator Y(x, v) : V → V by the formula
Y(x, v)|w〉 = C(x, 0)(|v〉 ⊗ |w〉) , (8.137)
for all x 6= 0. In a basis {|va〉}, the matrix representing the vertex operator is hence
given by
[Y(x, va)]
c
b := C
c
ab(x, 0) . (8.138)
This is our fundamental left- or vertex algebra representation.
Using the consistency condition (5.61), one can immediately show that
Y(x, va)Y(y, vb) =
∑
c
Ccab(x, y)Y(y, vc) , (8.139)
for 0 < |x− y| < |y| < |x|, or equivalently that
Y(x, va)Y(y, vb) = Y(y,Y(x− y, va)vb) . (8.140)
Thus, by eq. (8.139), the vertex operators operators Y(x, va) : V → V satisfy the
operator product expansion. The fact that the OPE coefficients in this expansion
are precisely the matrix elements of the vertex operators themselves is expressed in
the second relation (8.140). This quadratic relation is the key axiom in the theory of
vertex operator algebras, see [2, 3, 4, 5]. Because of eq. (8.139), we may formally view
the vertex operators as forming a ”representation” of the heuristic field operators,
i.e., formally ”π(φa(x)) = Y(x, va)” is a ”representation” of the ”algebra” defined
by the OPE coefficients. This ”representation” is in some sense analogous to the
GNS-representation (see e.g. [1]) for C∗-algebras. However, we emphasize that in our
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case, V is not in a natural way a Hilbert space, and should not be confused with the
physical Hilbert space obtained via the Osterwalder-Schrader reconstruction theorem,
see our remarks in section 3. We will further develop the analogy of our approach to
the theory of vertex operator algebras in a forthcoming paper [38].
9 Example: The free field
Let us now explain our approach to quantum field theory in a simple example, namely
that of a free hermitian bosonic scalar field in D dimensions classically described by
the field equation
ϕ = 0,
with  = δµν∂µ∂ν . The aim is to present explicitly the OPE coefficients C(x1, x2)
for this model. This section is joint work with H. Olbermann and details will ap-
pear elsewhere. We begin by describing the space V of fields in our case, assuming
D > 2 for simplicity. The case D = 2 can be treated analogously, with only minor
modifications.
Definition 9.1. V is the defined to be the commutative, unital, C-module generated
as a module (i.e., under addition, multiplication and scalar multiplication) by formal
expressions of the form ∂{µ1 . . . ∂µN}ϕ, and unit 1, where µi = 1, . . . , D and a curly
bracket denotes the totally symmetric, trace-free part, i.e. by definition,
δµiµj ∂{µ1 . . . ∂µN }ϕ = 0 . (9.141)
The trace free condition has been imposed because any trace would give rise to an
expression containing ϕ, which we want to vanish in order to satisfy the field equa-
tion on the level of V . A basis of V as a C-vector space can e.g. be given as follows.
First, let us choose a basis of totally symmetric, trace-free, rank-l tensors in RD for
any l ≥ 0. For a given l ≥ 0, this space has dimension N(l, D), where
N(l, D) =
{
1 for l = 0
(2l+D−2)(l+D−3)!
(D−2)!l!
for l > 0.
(9.142)
We denote the basis elements by tl,m, m = 1, . . . , N(l, D), and we assume for conve-
nience that they are orthonormal with respect to the natural hermitian inner product
on (RD)⊗l coming from the Euclidean metric on RD, i.e. t¯l′,m′ · tl,m = δll′δmm′ . A basis
of V is then given by 1, together with the elements
|va〉 =
∏
l,m
(al,m!)
−1/2
(
c
−1/2
l tl,m · ∂
lϕ
)al,m
, (9.143)
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where a = {al,m | l ≥ 0, 0 < m ≤ N(l, D)} is a multi-index of non-negative integers,
only finitely many of which are non-zero. For later convenience, we also set
cl =
2l Γ(l + 1)Γ(l +D/2− 1)
Γ(D/2− 1)
. (9.144)
The canonical dimension of |va〉 is defined as
|a| =
∑
l,m
al,m[(D − 2)/2 + l] . (9.145)
It is possible to formally view V as a ”Fock-space”, with al,m the ”occupation num-
bers” of the ”mode” labeled by l, m. On this Fock-space, one can then define creation
and annihilation operators bl,m,b
+
l,m : V → V as usual. These are defined explicitly
by
bl,m|va〉 := (al,m)
1/2 |va−el,m〉 (9.146)
b+l,m|va〉 := (al,m + 1)
1/2 |va+el,m〉 (9.147)
where el,m is the multiindex with a unit entry at position l, m and zeros elsewhere.
They satisfy the standard commutation relations[
bl,m,b
+
l′,m′
]
= δll′δmm′ id ,
[
b+l,m,b
+
l′,m′
]
=
[
bl,m,bl′,m′
]
= 0 (9.148)
where id is the identity operator on V . The “vacuum” vector |0〉 in this Fock space
by definition corresponds to the identity operator 1 ∈ V .
To present the OPE coefficients of the model, it is further convenient to introduce
spherical harmonics in D dimensions. The most straightforward way to do this is as
follows. Let l ∈ N0, and let hl(x) ∈ C[x] be a harmonic polynomial on R
D that is
homogeneous of degree l, meaning that hl(x) = 0, and that h(λx) = λ
lhl(x) for all
λ ∈ R+. It is not difficult to see that the vector space spanned by such polynomials is
of dimension N(l, D). We let hl,m(x), 0 < m ≤ N(l, D) be a basis of this vector space
and we define the (scalar) spherical harmonics Yl,m : S
D−1 → C to be the restriction
of the corresponding harmonic polynomials to the (D − 1)-dimensional sphere. We
normalize the spherical harmonics to turn them into an orthonormal basis on the
sphere, in the natural L2-inner product. The spherical harmonics are closely related
to the trace free symmetric tensors tl,m in (R
D)⊗l that were introduced above. In
fact, we may choose
Yl,m(xˆ) = kl t¯l,m · xˆ
⊗l , (9.149)
for some normalization constant kl. With this notation in place, we now explicitly
present the OPE coefficients C(x1, x2) for this model. For this, it is sufficient to present
the vertex operators (left-representatives) Y(x, va) : V → V for all |va〉 ∈ V , since
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the matrix elements [Y(x, va)]
c
b = C
c
ab(x, 0) are by definition just the OPE coefficient
components, see sec. 8. First, we give the formula for Y(x, ϕ) corresponding to the
basic field ϕ ∈ V . This is defined by
Y(x, ϕ) =
√
vol(SD−1)
∞∑
l=0
N(l,D)∑
m=1
√
D − 2
2l +D − 2
×[
rlYl,m(xˆ)b
+
l,m + r
−l−D+2Yl,m(xˆ)bl,m
]
. (9.150)
We will ”derive” this formula from the standard quantum field theory formalism in
a future paper [38]. Accidentally, this has precisely the familiar form for a free field
operator, with an ”emissive” and an ”absorptive” piece, which should not come as a
surprise, since Y(x, ϕ) is in a sense the ”representative” of the (formal) field operator
ϕ(x) on V . Actually, if we furthermore write r = et, then this is precisely the formula
for a free field operator on the manifold R× SD−1 with ”time” t formally imaginary.
We will pursue this analogy elsewhere.
For a general element in V , we now give a corresponding formula for the vertex
operator. It is defined by Y(x, 1) = id for the identity element, and by
Y
(
x,
∏
i
∂liϕ
)
= :
∏
i
∂liY
(
x, ϕ
)
: . (9.151)
for a general field monomial. Here, the following notation is used. The double dots
: · · · : mean ”normal ordering”, i.e., all creation operators are to the right of all an-
nihilation operators. Again, one can derive this formula using the standard quantum
field theory formalism. The OPE coefficients for the free field are consequently given
by Ccab(x1, x2) := [Y(x1 − x2, va)]
c
b = 〈v
c|Y(x1 − x2, va)|vb〉 or more explicitly by
Ccab(x1, x2) :=
〈
0
∣∣∣∏
l,m
(bl,m)
cl,m Y(x1 − x2, va)
∏
l,m
(b+l,m)
bl,m
∣∣∣0〉 . (9.152)
We now state that the so-defined OPE-coefficients satisfy our consistency condition:
Theorem 2. Let Y(x, v) : V → V be defined for our model by formula (9.151),
and let the OPE-coefficients Ccab(x1, x2) be defined by eq. (9.152). Then the OPE
coefficients satisfy the consistency condition (5.61). Equivalently, the vertex algebra
condition (8.140) holds for the free field vertex operators Y(x, va).
Proof: The proof of this theorem is essentially a longish but straightforward compu-
tation, using various standard identities for the D-dimensional spherical harmonics.
We will give a complete proof in [38].
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10 Interacting fields
In the previous section, we have presented the (2-point) OPE coefficients in the ex-
ample of a free quantum field associated with the classical equation ϕ = 0. It is
clearly of interest to know what would be the corresponding coefficients for a field
associated with a non-linear equation such as
ϕ = λϕp (10.153)
where p is some non-negative integer. As has been appreciated for a long time, the
construction of a quantum field theory (and hence in particular of the OPE) associated
with such an equation is extremely difficult, and has only been accomplished so far for
certain values of p,D where the theory has a particularly simple behavior. However,
one can treat λ as a formal perturbation parameter, and try to construct the OPE
coefficients in the sense of formal power series in λ as we have outlined in general
terms in section 6. Here we would like to outline how a field equation can help to
actually determine the formal power series in the theory described by a field equation
of the above type. Some of the ideas in this section go back, in preliminary form, to
discussions with N. Nikolov, and also to joint work with H. Olbermann, which will
be published in [38].
As we have seen in section 8, the 2-point OPE coefficients C(x1, x2) contain the
same information as the corresponding vertex operators Y(x, v). In perturbation
theory, they are given by formal power series
Y(x, v) =
∞∑
i=0
Yi(x, v) λ
i , (10.154)
where each Yi(x, v) is a linear map V → V , and where Y0(x, v) is given by the free
field vertex operator defined in the previous section 9. As discussed in subsection 2.4,
we expect that the field equation implies:
Yi(x, ϕ) = 
−1Yi−1(x, ϕ
p) . (10.155)
More precisely, in this section we assume the existence of Yi satisfying this equation,
and we also assume that the consistency condition (8.140) is satisfied order-by-order;
in vertex operator notation
i∑
j=0
Yj(y, va)Yi−j(x, vb) =
i∑
j=0
Yi−j
(
x,Yj(y − x, va)vb
)
. (10.156)
As we will now show, these assumptions will allow us to inductively determine the
actual form of the vertex operators order by order in i. But before we do this, we
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must explain a point related to the choice of V in for our interacting theory. Recall
that, in the underlying free theory with λ = 0, V was spanned by formal monomials
in ϕ and its derivatives ∂{µ1 . . . ∂µN }ϕ, where he curly brackets denote the trace-free
part of a tensor. In the free theory, we considered the trace free part only, since
any trace gives rise to a factor of ϕ in such a monomial, v, and the corresponding
vertex operator Y0(x, v) then vanishes (essentially by definition). However, for the
interacting theory, we must be more careful and allow also traces, i.e., we also consider
vertex operators whose arguments are formal monomials in ϕ and its derivatives
∂µ1 . . . ∂µNϕ. This enlarged space of objects, V̂ , is a commutative unital differential
module (with derivations ∂µ, µ = 1, . . . , D acting in the usual way), and the vertex
operators Yi(x, v) should now be considered as linear maps V̂ ∋ v 7→ Yi(x, v) ∈
End(V̂ ). We then also assume to have a relation
∂µ Yi(x, v) = Yi(x, ∂µv) , µ = 1, . . . , D , (10.157)
where the symbol ∂µ denotes a genuine partial x-derivative on the left side, while it
is the derivation on the differential module V̂ on the right side. For details, we refer
to [38]. To lighten the notation, we will drop the caret on V̂ again for the remaining
part of the section.
To make sense of eq. (10.155), we first of all need to define the inverse of the
Laplace operator. We rewrite it in D-dimensional polar coordinates, and we further-
more assume that we can expand each vertex operator in spherical harmonics and
coefficients in the ring C[r, 1/r, log r]⊗ End(V ). Then the vertex operators schemat-
ically take the form
Yi(x, v) =
∑
Ai,l,m,j,k(v)r
k(log r)jYl,m(xˆ) , (10.158)
with Ai,l,m,j,k(v) ∈ End(V ). We define the action of the inverse Laplacian on such
expressions by putting7

−1[rk(log r)jYl,m(xˆ)] := j!Yl,m(xˆ)×
×

(−1)j+1rl
∑j+1
i=0
(−1)i logi r
i!(2l+D−2)j−i+2
if k = l − 2
−r−l−D+2
∑j+1
i=0
logi r
i!(2l+D−2)j−i+2
if k = −l −D
rk+2
∑j
i=0
∑i
n=0
(−1)i−n logj−i r
(j−i)!(l−k−2)n+1(l+k+D)i−n+1
otherwise.
(10.159)
This is a left inverse for the Laplacian. Any other left inverse can differ from this
one only by terms in the kernel of , i.e. a harmonic polynomial of x with values in
End(V ).
7 It follows from the inductive construction that, if we take any matrix element of Yi between
〈va| and |vb〉, then there remain only finitely many terms in the above sum. Hence, we may take
the inverse of the Laplacian term-by-term without problem.
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Let us now assume inductively that we have constructed all the vertex opera-
tors Yj(x, v) up to order j = i − 1. The vertex operator Yi(x, ϕ) is then given by
eq. (10.155). Next, we would like to determine all other vertex operators Yi(x, v),
where |v〉 ∈ V is a general element. For this, we perform, at fixed i, an induction in
the dimension ∆(v). Thus, let us assume that we have succeeded in constructing all
vertex operators up to dimension d, and let us assume for the sake of concreteness
that we are in D = 4, so that ∆(ϕ) = 1. We may hence assume that d ≥ 2. We
may write a general field of dimension d + 1 as a linear combination of fields of the
form v = w∂lϕ, or of the form v = ∂l+1w. In both cases, w has dimension d− l, and
so Yj(x, w) is inductively known for 0 ≤ j ≤ i. In the second case, we must have
Yi(x, v) = ∂
l+1Yi(x, w). In the first case, the consistency condition gives
i∑
j=0
Yj
(
y, ∂lϕ
)
Yi−j
(
x, w
)
=
i∑
j=0
Yi−j
(
x,Yj(y − x, ∂
lϕ)w
)
. (10.160)
By the inductive hypothesis, all operators on the left side of the equation are already
known. Now we investigate which operators are not already known on the right side.
Evidently, if j 6= 0, then all terms in the corresponding expression are known. If
j = 0, we look at the terms that survive in the limit y → x. Using the definition of
the zeroth order vertex operators (free theory), we see that
Y0(y − x, ∂
lϕ)w = w∂lϕ+ . . . , (10.161)
where the dots stand for the following terms: (a) terms that vanish as |x−y| → 0 and
(b) a finite Laurent series in 1/|x− y| with coefficients that are vectors of dimension
≤ d. Let P jd : V → V denote the map which is the identity for j 6= 0, which is the
projector onto the subspace of vectors of dimension ≤ d for j = 0. Then we can write:
Yi(x, v) = lim
y→x
[
i∑
j=0
Yj
(
y, ∂lϕ
)
Yi−j
(
x, w
)
−
i∑
j=0
Yi−j
(
x, P jd ◦ Yj(y − x, ∂
lϕ)w
)]
. (10.162)
Now all the terms on the right side are known inductively. We can hence determine
all vertex operators at order i, and hence to arbitrary orders. This shows how we
may construct inductively the terms in the perturbation series starting from those of
the free theory.
11 Conclusions and outlook
In this paper, we have suggested a new approach to general, non-conformal, quan-
tum field theories in terms of consistency conditions. These consistency conditions
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are formulated in terms of the operator product expansion (OPE). We showed that
these conditions are quite powerful. For example, they can be used to characterize
the possible perturbations of the quantum field theory, and give rise to an efficient
algorithm for explicitly computing these coefficients.
This paper is just the beginning of a longer programme. In the future, we would
like to extend the ideas of the paper. In particular, it would be interesting to consider
the following issues:
• Generalization of our approach to curved space-time;
• Convergence/Borel summability of the perturbation series;
• Explicit perturbative calculations;
• Incorporation of the renormalization group into our approach;
• (Super-)conformal quantum field theories;
• Perturbations of 2-dimensional conformal quantum field theories.
We intend to study these topics in future publications.
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