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Abstract
Thanks to its wide diffusion in the industry, Value-at-Risk (VaR) manages to
became a cornerstone in the growing and complex regulation of capital requirements
(Basel Accords). For this reason, despite the theoretical limitations of VaR, the
study of how improve the performance of such risk measure is still fundamental.
This thesis concerns the parametric method used to estimate Value-at-Risk and
the evaluation of such estimates. The accuracy in predicting future risks, strictly
depends on how such measure is calculated. The chosen method for the calcula-
tion is the parametric approach based on various extensions of the ARCH-GARCH
models, combined with different assumed distributions for the returns. The ARCH-
GARCH models should be able to fit time series which show a time-varying volatility
(heteroskedasticity), while more leptokurtic distributions (such as Student’s t and
GED) than the Normal one, and their relative skew version, should provide better
tail forecast and hence better VaR estimates.
The primary objective of this work is the evaluation of the estimates obtained
from the models described above. For this purposes, several backtesting methods
were performed and their results compared. Backtesting is a statistical procedure
where actual profits and losses are systematically compared to corresponding VaR
estimates.
Backtesting methods here considered can be broadly divide in two categories.
Those tests that evaluate only a single VaR level (i.e. 1% or 5%) and those tests
that evaluate a multiple VaR levels (hence they evaluate the entire density fore-
cast). To the first group belong test such as: Kupiec’s Unconditional Coverage test,
Christoffersen’s Conditional Coverage test, Mixed Kupiec test and Duration test.
While to the second group belongs the Crnkovic-Drachman test, the Q-test and the
Berkowitz test.
The results are then compared in the light of the strengths and the weaknesses
of each approach. It emerged a substantial heterogeneity among the outcomes of
these tests, especially between backtesting methods base on a single VaR level and
those based on a multiple VaR levels.
This empirical work is built on the framework of Angelidis, Benos and Degian-
nakis (2003). However, different volatility models, distributions and backtesting
methods were employed. For these reasons, a comparison between the results of the
two study is also provided.
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1 Value-at-Risk
1.1 The rise of VaR
With increased risk created by the advent of derivative markets and floating exchange
rates in the early 1970s, financial institutions started to develop internal models to mea-
sure aggregate risks across their trading books. Such a purpose underlie a high degree
of complexity to be deal with; understanding how risks interact with each other required
increasingly difficult model by internal risk management; in many case firms lacked of the
methodology for such task.
The RiskMetrics system was developed by JP Morgan, on the request of his chairman,
Dennis Weatherstone, which encouraged his staff on producing a daily one page summary
about risks and potential losses over the next 24 hours for the bank’s entire trading port-
folio. Such a report shoul be delivered to him after the close of the trading activity. For
this reason, the report became famous as "4:15 report".
The JP Morgan staff then start to devolop a system to measure risks across different
trading positions, across the whole institution, and aggregate all these risks into a single
risk measure. The measure was indeed value at risk (comonly denominated as VaR),
which should tell to the risk manager the likely loss over a certain horizon. The VaR
estimate is based on standard deviations and correlations between the returns of different
traded instruments that made up the book of the bank. The RiskMetrics contribution was
important because provided an operational framework on which VaR can be estimated.
Infact, such a risk measure imply measurement convetions to be chosen, the construction
of a representative data set, how to estimate volatilities and correlation and other prac-
tical issue that must be addressed.
Around the 90s, the methodology developed, allow the "4:15 report" to became an
important piece of information about the risk-return trade-offs on which the senior man-
agement addressed the fundamental question of how to efficently allocate risks across
trading businesses. The major benefit of a better informed management led JP Morgan
to start sharing the ideas behind RiskMetrics, arousing the interest of many financial
players.
In 1995, JP Morgan provided public access to data on the variances of and covariances
across various security and asset classes, that it had used internally for almost a decade to
manage risk, and allowed software makers to develop software to measure risk. The term
Value at Risk was introduced in order to describe the risk measure that emerged from the
data. Now, outside users could access the RiskMetrics model and plug their own position
data into it, and obtain a simple measure of the risk associated to such positions.
The availability of the RiskMetrics data gave a major boost to the spread of VaR
systems by giving software providers and their clients access to data sets that they were
often unable to construct themselves. It also encouraged many of the smaller software
providers to adopt the RiskMetrics approach or make their own systems compatible with
it (Dowd, 2002).
JP Morgan continued to develop the RiskMetrics system after its public launch. By
and large, these developments consisted of expanding data coverage, improving data han-
6
dling, broadening the instruments covered, and various methodological refinements1.
In 1997, Morgan and five other leading banks launched their new CreditMetrics sys-
tem, which is essentially a variance–covariance approach (see next chapter) tailored to
credit risk. The RiskMetrics Group was later spun off as a separate company, and the
later RiskMetrics work has focused on applying the methodology to corporate risk man-
agement, long-run risk management, and other similar areas (Dowd, 2002).
The view of VaR as a consistent and integrated approach to the management of dif-
ferent risks, allowing also to greater risk transparency and disclosure, made possible the
tralation from industry best practice to a milestone in the growing (and complex) regu-
lation of the capital of financial institutions in the industralized World. With the market
risk amendment that took effect in 1998, VaR was officially institutionalized (see below).
Critical to the success of VaR, was the already wide diffusion of this approach in the
financial industry.
1.2 Statistical aspects of VaR
According to Linsmeier and Pearson(1996) "Value at risk is a single, summary, statis-
tical measure of possible portfolio losses. Specifically, value at risk is a measure of losses
due to ‘normal’ market movements. Losses greater than the value at risk are suffered
only with a specified small probability. Subject to the simplifying assumptions used in
its calculation, value at risk aggregates all of the risks in a portfolio into a single number
suitable for use in the boardroom, reporting to regulators, or disclosure in an annual re-
port. Once one crosses the hurdle of using a statistical measure, the concept of value at
risk is straightforward to understand. It is simply away to describe the magnitude of the
likely losses on the portfolio". In mathematical terms, value-at-risk can be expressed as:
Pr(Y ≤ −V aR(α)) = α
where Y indicate the random variable of the profit and loss of a portfolio, Y = Pt−Pt−1,
while α is the chosen confidence level for the calculation. The above expression just define
what a quantile (VaR) is2. According to Daníelsson and Zigrand(2006), VaR for a chosen
confidence level is the quantile that solves:
α =
∫ −V aR
−∞
fY (x) dx.
where fY (x) is the probability density function of the profit and loss. Finally we can
simply express VaR as the inverse of the cumulative distribution function of the portfolio
profit and loss:
V aR(α) = −F−1Y (α).
1See RiskMetrics Technical Document available online.
2The loss on a trading portfolio such that there is a probability α of losses equaling or exceeding VaR
in a given trading period and a (1-α) probability of losses being lower than the VaR.
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Following Danielsson (2011), we now try to derive the expression for VaR considering
continously compounded returns, assuming that the standard deviation, σ , does not
chance across time and that the mean of the return is zero3. We first compute the
continuously compounded returns, where Pt can be seen as a stock indice (or the price of
an asset),
rt = log(Pt − Pt−1)
then :
α = Pr(Pt − Pt−1 ≤ −V aR(α))
= Pr(Pt−1(ert − 1) ≤ −V aR(α))
= Pr(
rt
σ
≤ log(−V aR(α)
Pt−1
+ 1)
1
σ
)
since −V aR(α)
Pt−1
≤ 1. By denoting with Fr(·) the cumulative distribution function
of the standardized return rt/σ,we can express the inverse (for confidence interval α) as
F−1r (α),then we have:
V aR(α) = −(eσF−1r (α) − 1)Pt−1
for small σF−1r (α) and for portafolio value equal to one ,we have that VaR(for the
confidence level α) can be expressed as4
V aR(α) ≈ σF−1r (α)
Note that for untill now we did not assume any particular distribution for the returns.
Suppose now that the returns distribution of a $1million portfolio is (conditionally)
standard normally distributed with mean equal 0, and variance equal to 1. With α=0.01
the 1% value-at-risk is given by the negative point on the x-axis that cuts off the top 99%
of the returns observations from the bottom 1% of tail observations. The 1 percent value
at risk is defined as the number of dollars that one can be 99 percent certain exceeds
any losses for the next day. We expect that 1 percent of the outcomes are worse and 99
percent are better.
The 1% quantile for the standard normal distribution is -2.326, hence our VaR will
be 23260$. In this case a VaR equal to 23260$ for our portfolio means that we expect to
incur in loss (in absolute value) greater than it, only 1% of time, and conversely for the
99% of the case we expect loss lesser than 23260$ (in absolute value).
For succesive discussions, is important to note that if returns are independent and
identically distributed5, “variances are additive over time, which implies that volatility
3Danielsson (2011) show that the impact of including and excluding the mean when calculating VaR
using time aggregation and assuming a portfolio value equal to one is almost neglectable when considering
less than 50 days. Above 50 days the gap between VaR with and without mean becames wider.
4When considering also the mean of the return we should just add u and the expression.
5The best known scaling law is the central limit theorem, which says that the estimated sample mean
approaches a normal distribution as the sample size increases
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grows with the square root of time” (Jorion, 2006). To account for variance over time, we
typically multiply VaR by the square root of time (Jorion, 2006):
V aR(α) ≈ σF−1r (α)
√
t
Once standard deviation has been “scaled”, VaR over a risk horizon of T days can be
expressed as a multiple of the “new” standard deviation at T days.
It is important to stress that equation above is subject to the hypothesis that the T
daily returns are independent, and therefore requires them to be serially uncorrelated.
This hypothesis amounts to assuming that the change in market factors (stock prices,
interest rates, exchange rates, etc.) which occurred on day t is independent of the one
for day t-1, and does not in any way affect the one for day t+1. Several empirical studies
have shown that, in reality, changes in market factors are often characterised by a serial
correlation phenomenon. This is particularly true during periods of market strain, i.e.,
when particular shocks occur.
Danielsson (2011), prove that the aggregation of variances and the use of the square
root of time apply to VaR only if the returns are IID normal distributed. If one obser-
vation comes from a fatter tailed distribution than the other, then only the heavier tail
matters. Thus their conclusion is the above statement. Still, understand whether the
square-root-of-time rule is too high or too low remain a problem. 6
Also, the use of the square rule root should be preferred to other method for calculat-
ing risk for longer period (say 10 days or more) because of the volatility clustering that
the data present7 (of course the volatility clustering will be lower in monthly data then in
daily). Thus, daily VaR shoul be multiplied by a constant when considering longer period
than one day. This is also in line with the Basel Accords (see below) that suggest this
approach for the calculation of the 10-day VaR.
Holding period is another critical variable (together with the confidence level) when
calculating and interpreting the VaR measure. These variable strictly depends on the
type of market in which the institution operates. The liquidity of the market is a critical
component in deciding the holding period; high liquid market allow to use a shorter hold-
ing period since it’s much easier and less costly to change the positions in the market.
However institutions may apply a one-day hoding period for internal purpose as well as
hourly holding periods (especialy traders). Multi-day holding periods becames challeng-
ing from a modelling point view,especialy if the square root rule is not applied.
An interesting method, to determine the confidence interval, was originally proposed
by Bank of America, and then adopted by the majority of large international banks and
recognised by the supervisory authorities themselves (Resti and Sironi, 2007). Bank of
America decided to hold an amount of equity capital – quantified through a VaR model –
which would be sufficient to preserve its AA3 rating. Based upon the statistics compiled
by rating agencies, (this rating corresponded to a mean annual default probability of 0.03
%) a confidence level of 99.97% was selected. Therefore for each rating class it’s possible
6See Danielsson et al.(1998) and Danielsson and Zigrand (2006).
7See Danielsson and Morimoto (2000).
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to find the implied confidence level needed in order to mantain such grade.
The relation between confidence level and rating tends to result in banks characterized
by a better rating needing more equity capital – other conditions being equal – and
therefore being characterised by a higher tier 1 ratio. The emprical evidence shows that
this relation actually reflects the reality of the major European banking groups (Resti
and Sironi, 2007).
1.3 Critics to VaR
Since its apperance, value at risk has attracted much critics. They cover various as-
pect of value at risk as a measure of risk and the implication of such measure in financial
markets.
The empirical evidence for this critics is the poor performance of VaR in period of
financial stress, such as the 2008-2009 financial crisis8. If a symmetrical distribution is as-
sume for the VaR model, then also period of prosperity may lead to non accurate measure
of risk. The problem with VaR and risk tail is that the probability to incur in extreme
event cannot be measured; but the presence of a concrete measure such VaR lead traders
and operators to a false sense of security in front of the unobserved tail event which
eventually materialize. David Einhorn of Greenlight Capital has echoed these criticisms,
alleging that VaR creates perverse incentives to take “excessive but remote risks” and is
“potentially catastrophic when its use creates a false sense of security among senior exec-
utives and watchdogs” (Einhorn, 2008).
On the same line are also the critics regarding the scientific uncertainty of VaR and its
psychological effects on traders of Taleb (1997) and Hoppe (1998, 1999), arguing that the
statistical framework in which VaR is built, does not fit with the social system in which
it is applied; VaR players are dynamic hedgers, and need to revise their positions in the
face of changes in market prices. If everyone uses VaR, there is then a danger that this
hedging behaviour will make uncorrelated risks become very correlated—and firms will
bear much greater risk than their VaR models might suggest.
Corcerning the scientific uncertainty, an illustrative example of how wrong can be the
statistics used in risk management, is the fall of Long Term Capital Management (LTCM),
reported by Hoppe (1998): risk model of the firm suggested that the loss it suffered in
the summer and autumn of 1998 was 14 times the standard deviation of its P/L, and a
14-sigma event shouldn’t occur once in the entire history of the universe. So either LTCM
was incredibly unlucky or it had a very poor risk measurement model.
The danger is not only represented by the fact that if VaR estimates are too inaccurate
and users take them seriously; they could also take on much bigger risks and lose much
more than they had bargained for.
8VaR played a key negative role in the 2008 credit crisis by severely underestimating the danger from
toxic mortgage products and by allowing banks to enjoy excessive levels of leverage on their trading
positions. According to the Financial Times "given that toxic leverage is what sank the banks, we could
argue that VaR, in the end, caused the crisis".
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Because VaR relies on a simple quantile analysis, it necessarily disregards the magni-
tude and distribution of risks in the tail beyond the designated quantile boundary (Hull,
2012). According to Hull(2012), risk measure can be characterized by the weights its
assigns to quantiles of the loss distribution. VaR gives a 100% weight to the Xth quantile
and zero to other quantiles.
The very “simplicity of VaR measures”, part of this methodology’s appeal to quantita-
tive analysts and to regulators, “is in large part obtained with assumptions not supported
by empirical evidence” (Allen et al., 2004). Of these assumptions, the “most important
(and most problematic) . . . is that returns are normally distributed” (ibid.).
Resti and Sironi (2007), try to defend VaR from some of these critics. First of all he
stress the fact that VaR in any case represent an homogeneous risk measures (in terms
of confidence level, holding period, etc.), enabling a better and easier comunications both
"horizontal", meaning comunications among trader that operates in different markets,
and "vertical", by providing the senior management useful and simple information about
the risk of the ongoing operations. Of course both the management and trades should be
aware of the meaning and limits of VaR. Also the introduction of risk-based limits to the
individual trading limits should be considered as an important application VaR.
As said above, VaR may provide information only for a specified confidence level, but
say nothing about the entire range of the possible events that a financial institution must
be able to cope with. Resti and Sironi, reply that the final purpose of VaR is to reduce
the probability of bankruptcy to an acceptable percentage; not to avoid the bankruptcy
itself. Also the confidence level maybe increse if is considered an appropriate answer to
changing condition on the market.
The critical variable in confidence interval selection is therefore the individual financial
institution’s degree of risk aversion. I.e.: more risk-averse institutions will be driven to
select a higher multiple of volatility, so as to obtain a greater degree of protection. This
choice will inevitably lead them to reject numerous risk-taking opportunities, because
these will generate an excessive VaR compared to the expected return associated there-
with; their portfolio will therefore be less risky and, assuming efficient capital markets,
this lower risk will correspond to a lower cost of equity capital, i.e., a lower risk premium
demanded by shareholders.
The conclusion of Sironi is that: "the ultimate purpose of a VaR model is not to
anticipate possible crashes by incorporating extreme events, but rather to uniformly and
consistently generate risk measures based upon "normal" conditions of the different secu-
rity markets for a bank’s different business units".
Many critics regards the spreads of the VaR model as a threat to the financial stabil-
ity; their argument is that if the volatility increase as a consequence of a market shock,
this will lead operators to reduce the maximum exposition (in terms of market value) in
order to rebalance the increse of σ (that increse VaR). But if all operators act uniformly
in this way then the effect of the schock will be greatly amplified. However this line of
reasoning hold only if all operator use the same VaR model, while as we will see, there are
various different way to get (different) VaR. Indeed, it is true that operators may conform
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their behavior in the presence of market shocks, but this reflect how the human nature
respond, independetly of the underlying characteristics of VaR.
Undoubtedly, value at risk suffer two main shortcomings. We have already said that
VaR is a probability indicator of where we expect the loss will be, given a chosen confi-
dence level (hopefully, at 99% the loss will be lesser than our VaR). However, if the actual
loss excede our VaR, the model will provide no information about the size of this excess
loss (Resti and Sironi, 2007).
The second shortcoming relates to the fact that VaR is not a cohrent risk measure.
Artzner et al. (1993), suggest four axioms that a risk measure should idealy adhere to
for beign deemed as cohrent. Consider two portfolio investments A and B (A, B ∈ V )
where A weakly stochastically dominates B, meaning that in any state of the world, the
return of A will be equal or higher than the return of B. Then define a risk measure such
as Φ(·) : A,B ⇒ IR, then Φ is cohrent if respect the following axioms:
1. Monotonicity
A, B ∈ V A ≥ B =⇒ Φ(B) ≥ Φ(A)
Investement A should be no more riskier than B.
2. Subadditivity
A+B ∈ V =⇒ Φ(A+B) ≤ Φ(A)+Φ(B). The risk of the weigthed portfolio should be
not worse than the sum of the two individual risk. Hence the risk measure account
positively of the effect of diversification, since there is an imperfect correlation among
the different market factors.
3. Homogeneity
for c > o, A ∈ V , then Φ(Ac) = cΦ(A)
4. Translation invariance
c ∈ IR, A ∈ V =⇒ Φ(A+ c) = Φ(A)− c
Adding c to the portfolio is like adding cash, which acts as insurance, so the risk of
A + c is less than the risk of A by the amount of cash, c.
VaR may not satisfy the axiom of Subadditivity,9 hence discourage the diversification
of portfolios. This result is mainly due to the fact that the individual positions’ VaRs un-
derestimate their risk by totally disregarding the size of excess losses. As stated by McNeil
et al.(2005) "subadditivity reflects the idea that risk can be reduced by diversification,"
the "use of non subadditive risk measures" such as VaR "in a Markowitz-type portfolio
optimization problem may" invite banks to build "portfolios that are very concentrated
and that would be deemed quite risky by normal economic standards".
9The proof can be find in various test such as Resti and Sironi(2007), Danielson (2011).
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Of course this alone may represents a devasting critic for a risk measure that is sup-
posed to be a cornerstone in the capital regulation and the main tool in guiding operators
in managing market risk.
However, this problem never occurs if VaR is calculated according to the parametric
approach (see next chapter), assuming that portfolio value changes are described by a
normal distribution10. As a matter of fact, in this case, VaR is simply a multiple α (a
function of the desired confidence level) of the standard deviation. From the formula to
calculate the variance of a two-security portfolio:
σ2A+B = σ
2
A + 2ρσAσB + σ
2
B
(with ρ ≤ 1), it therefore follows that:
σ2A+B ≤ σ2A + σ2B
ασ2A+B ≤ ασ2A + ασ2B
V aRA+B ≤ V aRA + V aRB
Danielsson et al. (2010a), study the subadditivity of VaR further and find that VaR
is indeed subadditive provided the tail index exceeds 2 (i.e., when the second moment, or
variance, is defined under a condition of multivariate regular variation). In other words,
subadditivity for the VaR is only violated when the tails are super fat.
Most assets do not have tails that are so fat that subadditivity may be violated. This
includes most equities, exchange rates and commodities. There are several assets that
may suffer from subadditivity violation: those that are subject to occasional very large
negative returns such that their returns distribution is skewed on the left.
Recognising all the limits of VaR as risk measure, the Basel Committee for Banking
Supervision, which had enthusiastically adopted VaR since 1995 (see below), has been
busy at work disowning the model and tweaking the bank capital formula.
10Or slightly more general, elliptically distributed see Artzner et al. (1999).
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2 The Basel regulations
2.1 The Basel I Accord
The capital accord reached in 1988 is referred to as Basel I framework. The Basel I
framework establish minimum capital standards designed to protect against credit risk.
Regulatory capital was defined and divided into two tiers; Tier I (core capital) included
equity capital and disclosed reserves, while Tier II (supplementary capital) was defined to
allow undisclosed reserves, general loan loss provisions, hybrid capital instruments, and
subordinated debt to be added to Tier I. According to Basel I, banks’ total capital had
to be at least equal to 8% of said banks’ Credit Risk, where Credit Risk is defined as the
risk weighted assets (RWA), with the assets being weighted in relation to their credit risk
levels:
• a zero risk weight was assigned to obligations on OECD governments and US trea-
suries. Cash and gold held in the bank.
• a 20% risk weight for claims on banks (OECD) Securities issued by US government
agencies and claims on municipalities
• a 50% risk weight for residential mortgages
• a 100% risk weight for all other claims, including ones on private sector
• a 200% risk weight for equity for non financial firms with negative income
This framework came early under many critics: lacks of risk differentiation, distance
between the risk weight and the real economic risks and differences in the national inter-
preation of the framework, leading to regulatory arbitrage.
Also, the parameters were intended to be sufficiently conservative to require capital
coverage for other risks not explicitly reflected in the calculation, however the 8% limit
for capital was believed to be too low. The one-size-fits-all framework had to be simple
enough to be applied by banks of all sizes without an unrealistic amount of sophisticated
expertise.
In the early 1990s it became clear that market risk in the mark-to-market book was
becoming an increasingly important risk for many large money center banks. A supple-
mental capital charge to reflect this growing form of risk was initially proposed in 1993. It
is illustrative of the growing complexity of the Accord that finalize this change took over
twice as long as the process to develop and implement the original Basel I framework.
The market risk amendment did not take effect until January 1, 1998. The most signifi-
cant aspect of the market risk amendment was that it permitted the use of internal Value
at Risk models to estimate the capital charge (see below), subject to specific structural
characteristics and a regulatory approval of a bank’s analytical and operational methods.
It is important to remember that market risk in the late 1990s was driven primarily by
changes in broad structural variables such as interest rates, FX rates and commodity
prices.
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2.2 The Basel II Accord
Starting in 1999, the Basel II Accord was finished and implemented by early 2008
in most major economies. The discipline about the capital risk requirement is based on
the so-called Three Pillars: the first Pillar disciplines Minimum Capital requirements, the
second one is about how the supervisory process is articulated, while Pillar III provides
a series of transparency and compliance rules to be observed by banks.
The first Pillar concern the "Minumun risk based capital requirements". Capital is
still defined as consisting of Tier 1 and Tier 2 capital. Minumun requirement are estab-
lished for each tier. Tier 1 capital is considered core capital,it should have the highest
capacity to absorbing losses in order to allow banks to continue its operations. Tier 2
capital is called supplementary capital,it cannot exceed 100% of Tier 1 capital; it includes
loan-loss reserves,certain types of preferred stock ect.,.
The guidelines establish that for the three defined risk (credit, market and opera-
tional risk) banks are allowed to choose between the standardized method defined by the
Committee or, after the supervisory authorities have verified the meeting of pre-defined
quantitative and qualitative criteria, to rely on more convenient internally developed mod-
els:
1. The credit risk component can be calculated in three different ways of varying degree
of sophistication, namely standardized approach, Foundation IRB, Advanced IRB
and General IB2 Restriction. IRB stands for "Internal Rating-Based Approach".
2. For operational risk, there are three different approaches – basic indicator approach
or BIA, standardized approach or TSA, and the internal measurement approach (an
advanced form of which is the advanced measurement approach or AMA).
3. For market risk, the are two possible approach: standardazied and internal (VaR).
The Supervisory Capital (SC) is still composed by Tier I and Tier II Capital, but now
it must respect the following inequality:
SC ≥ CRM + CRO + 8%CRWA
where CRM is the Minimum Capital Requirements for Market Risk, CRO is Minimum
Capital Requirements for Operational Risk and CRWA is the Credit risk-weighted assets.
The second Pillar concern "Supervisory review of capital adequacy and internal as-
sessment pro- cess"; it allows supervisors to evaluate a banks assessment of its own risks
and determine whether that assessment seems reasonable. The supervisory review should
be based on four key principle when dealing with the capital requirement of banks.
The third Pillar concern "Market Discipline" through public disclosure of various fi-
nancial and risk indicator. The third pillar greatly increases the disclosures that the bank
must make. This is designed to allow the market to have a better picture of the overall
risk position of the bank and to allow the counterparties of the bank to price and deal
appropriately.
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Regarding the first Pillar, the original Basel II guidelines in the Basel Committee
document "International Convergence of Capital Measurement and Capital Standards: A
Revised Framework June" (2006), established capital adequacy requirements for the inter-
est rate and other market risks of financial instruments held in a bank’s trading book. As
already said, under Basel II, the interest rate and other market risk capital requirements
for the trading book are calculated under either the Standardized Measurement Method
(SMM) or the Internal Models Approach (IMA). Under the IMA, market risk capital
requirements are directly linked to both the estimated level of portfolio risk as well as the
VaR model’s performance on backtests. Specifically, the risk based capital requirement
is set as the larger of either the bank’s current assessment of the 1%VaR over the next
10 trading days or a multiple of the bank’s average reported 1%VaR over the previous
60 trading days plus an additional amount that reflects the underlying credit risk of the
bank’s portfolio11 (Campbell, 2005). Hence, market risk capital is defined as,
MCRt = max
(
V aRt(0, 01),mc
1
60
59∑
i=0
V aRt−i(0, 01)
)
+ c
The multiplier, mc, is set by the bank’s supervisors, conditional on the results of a
set of standardised backtests, with better backtesting results leading to a lower value of
multiplier. The application of this multiplier is sometimes justified as providing insurance
against model risk, non-normal market moves, and similar factors. In particular,the
multiplication factor depends on the number of times the VaR model is violated, hence
when (ex-post) is observed a loss greater then the estimated VaR1% in the previous 250
trading days. The traffic light approach determine three categories based on the number
of this violations and assign the relative multiplier that the istitution should use,
mc =
{ 3, if N ≤ 4 green
3 + 0.2(N − 4), if 5 ≤ N ≤ 9 yellow
4.0, if 10 < N red
as long as the 1% VaR has been violated four times or less in the previous 250 trading
days or 2% of the time the multiplication factor remains at its minimal value of three. As
the number of violations, N, increases beyond four so too does the multiplication factor
that determines the market risk capital. In the event that more than ten violations of
the 1% VaR are recorded in a 250 day span, corresponding to 4% of the sample period,
the VaR model is deemed inaccurate and immediate steps are required to improve the
underlying risk management system. If in the red zone, banks will have to take immediate
action to reduce their risk or improve the VaR model; they may even lose their banking
license.
Under this framework, VaR at 1% must be computed with an historical observation
period of at least one year, with a data set update of at least three months; however,
the regulation says nothing about how to caculate the VaR model used, it only requires
that "each model used captures all the material risks run by the bank". Additional tools
and procedures must be set out to capture risks associated with non-linear options’ payoff.
11The specific risk capital charge is set in place to cover adverse price changes due to unanticipated
events, such as an unexpected bond default.
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So a less reliable VaR measure lead to higher violations and higher capital require-
ment. Therefore, the only way for banks to reduce the opportunity cost related the higher
capital requirement is to invest in improva its internal VaR model.
Regarding the evaluation of market risk,the internal models approach was praised
because try to tie capital requirements to a reasonably respectable measure of market risk.
However, cretics such as the one of Dowd (2002), remark that it does so in a very arbitrary
and indefensible way. In his words, "the multiplier is essentially pulled out of thin air,
give or take a certain amount of adjustment for the results of a primitive backtest. The
confidence level enshrined in the regulation—99%—is also of no real relevance to bank
solvency, and the regulations give considerable scope for manipulation and regulatory
avoidance (i.e., they encourage institutions to seek ways to minimise the impact of capital
regulations whilst technically complying with them)".
Fundamentally, this approach is unchanged in Basel II and is not expected to change
much in Basel III.
2.3 The Basel III Accord
After the 2008 financial crisis, the existing capital regulations came under intense fire
(especially the VaR). The response was a revision to the existing accord, then incorpo-
rated in the on-going stipulation of Basel III12, which is intended to strengthen bank
capital requirements by increasing bank liquidity and decreasing bank leverage.
Regarding VaR, with the "Revisions to the Basel II market risk framework" of 201013,
the Committee introduces stress testing based on VaR:
"...a bank must calculate a stressed value-at-risk measure. This measure is
intended to replicate a value-at-risk calculation that would be generated on
the bank’s current portfolio if the relevant market factors were experiencing a
period of stress; and should therefore be based on the 10-day, 99th percentile,
one-tailed confidence interval value-at-risk measure of the current portfolio,
with model inputs calibrated to historical data from a continuous 12-month
period of significant financial stress relevant to the bank’s portfolio. The pe-
riod used must be approved by the supervisor and regularly reviewed".
The Committee however recognized that even the experience of the 2008-09 financial
crisis may not properly “represent a period of significant financial stress relevant to the
bank’s portfolio.” Certain asset classes, such as eurozone sovereign debt, experienced se-
vere downward pressure on a timeframe distinct from that of other portions of global (or
European) banking’s collective balance sheet. Stressed-VaR may be calculated also with
antithetic data reflecting the magnitude of price movements in both directions.
The new market capital requirement (MCR) is calculated according to the following
formula:
MCRt = max{V aRt;mcV aRavg}+max{sV aRt;mssV aRavg}
12It should have full application in 2023.
13Sometimes referred as Basel 2.5.
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With V aRavg being the mean of the last 60 days’ VaR estimations, sVaR correspond-
ing to the stressed VaR, mc and ms being the multiplication factors used as penalties in
case of violations, with an absolute minimum of 3 for both factors.
Another major innovation regard VaR itself. As already argue, VaR has many weak-
ness, including its inability to capture “tail risk”. For this reason, the Committee proposed
in May 2012 to replace VaR with Expected Shortfall. ES measures the riskiness of a po-
sition by considering both the size and the likelihood of losses above a certain confidence
level. The Committee has agreed to use a 97.5% ES for the internal models-based ap-
proach and has also used that approach to calibrate capital requirements under the revised
market risk standardised approach.
In the 2012 consultative paper, the Committee recognised also the importance of
incorporating the concept of relative liquidity and the risk of market illiquidity in banks’
regulatory capital requirements for trading portfolios. Before the introduction of the
Basel 2.5 changes, the market risk framework was based on an assumption that trading
book risk positions were all liquid, i.e. that banks could exit or hedge these positions
over a 10-day horizon. The recent crisis proved this assumption to be false, therefore the
Committe has proposed varying liquidity horizons to be incorporated into the revised SA
(standardised approach) and IMA (internal models approach) to mitigate the risk of a
sudden and severe impairment of market liquidity across asset markets14.
14See Basel Committee on Banking Supervision, "Minimum capital requirements for market risk" at
http://www.bis.org/bcbs/publ/d352.pdf.
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3 How to compute Value at Risk
There are two main methods for forecasting VaR and ES: nonparametric and para-
metric. In some special cases we might see a combination of the two. Nonparametric
risk forecasting generally refers to historical simulation (HS), which uses the empirical
distribution of data to compute risk forecasts. No statistical models are assumed nor are
any parameter estimates required for nonparametric methods. By contrast, parametric
methods are based on estimating the underlying distribution of returns and then obtain-
ing risk forecasts from the estimated distribution. For most applications, the first step
in the process is forecasting the covariance matrix. The methods used for forecasting
the covariance matrix typically include MA, EWMA or GARCH (as seen in Chapters 2
and 3). They are frequently used with the normal distribution and occasionally with the
Student-t, but other conditional distributions may also be used. The parametric approach
is often referred to as the variance–covariance (VCV) method
There are different methodologies in calculating VaR but we can define two distinct
approaches: non-parametric and parametric methods. The non–parametric method is
based on historical data, which is a historical simulation method. On the other hand,
parametric methods make assumptions on the distribution of the returns; as a result,
these methods can capture the true underlying nature of the returns, and thus give more
reliable VaR values (Danielsson, 2011). Parametric methods can be divided into two parts
(Dowd, 2002): - In the unconditional approach, the volatility or standard deviation of
the returns is time-invariant and does not depend on the time or period at which returns
are observed. We calculate this volatility based on all returns and use it for measuring
the financial risk. - The conditional approach is mostly based on GARCH family models.
The volatility can be modeled with any univariate or multivariate GARCH model and is
then used in the estimation of VaR.
3.1 Variance-Covariance method
Among the different possible approaches to market risk measurement, the variance-
covariance approach – also referred to as parametric approach – is the most widespread
among financial institutions (Resti and Sironi, 2007). The main reasons for its success
rely on its simplicity and the consequent low intensive calculation (compared with the
simulation methods) needed to obtain the VaR estimate. Also, the spread of this method
was encourage by the diffusion of RiskMetrics database which is based upon this approach.
3.1.1 The unconditional approach
The parametric approaches to the VaR estimation are based on a particular distribu-
tion of returns. Once such distribution is assumed, the VaR is directly estimated from the
standard deviation of the returns. In the unconditional approach, volatility or standard
deviation derived from the distribution of the returns stays constant over all VaR periods
(Danielsson, 2011).
The "standard" variance-covariance approach is grounded on the normality hypothesis
for the distribution of returns. This assumption is made because of the central limit
theorem (Dowd, 2002). Loosely speaking, this theorem says that if we have a random
variable from an unknown but well-behaved distribution, then the means of samples drawn
from that distribution are asymptotically (i.e., in the limit) normally distributed. The
density of the normal distribution is:
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f(x) =
1√
2piσ
e−(x−µ)
2/(2σ)2
The normal distribution has only two independent parameters the mean, µ, and the
standard deviation, σ, while the third moment is zero, meaning that the normal distribu-
tion is symmetric, and the fourth moment, the kurtosis is 3.
If we suppose that return are distributed according to a standardized normal distribut-
tion with µ = 0 and σ = 1, then we can easily have the quantile (−zα) associated to the
confidence level (α) of the VaR that we would like to estimate.
V aR(α) = −zασr − µr
Where σr and µr are the estimate of the mean and the standard deviation of the
returns.
We have already said that the mean of return can be excluded from the camputation
of VaR; in variance-covariance approach is often used assuming that returns have a zero
mean. This simplifying assumption is acceptable, as trading positions generally have a
short-term time horizon; in fact, with reference to daily time horizons, empirical studies
show that the best prediction of the future return is not the historical mean return, but
rather a value of zero (Resti and Sironi, 2007).
Once it is made an assumption about the distribution of returns and inputted the
means, variances and covariances of returns, the VaR can be easily computed.
However the strength of this approach is seriously undermine by three main weak-
nesses15
•Wrong distributional assumption: if conditional returns are not normally distributed,
the computed VaR will understate the true VaR. In other words, the actual VaR should
be much higher than the computed VaR if there are far more outliers in the actual return
distribution than would be expected given the normality assumption. This is because
financial returns have excess kurtosis, or fatter than normal tails, and a failure to allow
for excess kurtosis can lead to major problems especially when we are interested in VaRs
at high confidence levels.
Also, financial assets returns, are generally distributed in a not perfectly symmetrical
manner, in the sense that more observations can be found at the left-hand extreme (val-
ues considerably below the mean) than at the right-hand extreme (values considerably
above the mean) of the distribution; we are in the presece of negative skew distribution.
According to Allen et al.(2004), the “simplicity of VaR measures...is in large part obtained
with assumptions not supported by empirical evidence...” then they continue by stating
the “most important (and most problematic)...is that returns are normally distributed”16.
Moreover, the normality assumption is often justified by reference to the central limit
theorem, but the central limit theorem applies only to the central mass of the density
function, and not to its extremes (Dowd, 2002). It must also be mentioned that also the
15We have already talk about the limits of VaR, here we stress the limit of the parametric approach,
in particular the normal conditional version.
16Many authors have proposed different distributions (that account for fat tail, so called leptokurtic
distributions); see Hull and White(2006), Dowd(2002), Danielsson(2011).
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independent identically distributed hypoothesis seems unrealistic since returns tend to be
correlated, especially when heavy loss occur.
• Input error: the variance-covariance matrix that is input to the VaR measure is a
collection of estimates, some of which have very large error terms.
• Non-stationary variables: a related problem occurs when the variances and covari-
ances across assets change over time. This non-stationarity in values is not uncommon
because the fundamentals driving these numbers do change over time. This, in turn,
can lead to a breakdown in the computed VaR. Not surprisingly, much of the work that
has been done to revitalize the approach has been directed at dealing with these critiques.
•One final critique that can be leveled against the variance-covariance estimate of VaR
is that it is designed for portfolios where there is a linear relationship between risk and
portfolio positions. Consequently, it can break down when the portfolio includes options,
since the payoffs on an option are not linear. In an attempt to deal with options and
other non-linear instruments in portfolios, researchers have developed Quadratic Value at
Risk measures.17
3.1.2 The conditional approach
The RiskMetrics model proposed by J.P. Morgan (1993) try to deal with the non
stationarity of variables, that is a time-dependent volatility. The model is essentially a
moving average that assign greater weight to more recent observations. One of the easiest
ways to specify the weights is to use an exponentially weighted moving average (EWMA)
model.
The EWMA model is a weighted sum of the previous period’s variance forecast and
squared innovations (η), where the sum of the weights is one 18:
σ̂2t = (1− λ)η2t−1 + λσ̂2t−1
where 0 < λ < 1 is the decay factor; and σ̂2t the conditional variance forecast on day t.
When the model was first proposed by J.P. Morgan it was suggested that λ be set at 0.94
for daily returns, and this remain a common assumption in the industry. The advantage
of EWMA model is that remain very easy to compute than alternative models, as well as
the multivariate case.
However, the drawbacks of its simple specification is the fact that λ is constant and
identical for all assets; it is clearly not realistic to expect λ to be the same for all assets
and time periods. As a result, the EWMA model by definition gives inferior forecasts
compared with GARCH models, even though the difference can be very small in many
cases (Danielsson, 2011). EWMA belongs to the GARCH family models, since it is a
IGARCH (1,1), or a constant parameters GARCH(1,1) with α + β = 1 and ω = 0:
17See Britten-Jones, M. and Schaefer, S.M., 1999, Non-linear value-at-risk, European Finance Review.
18Here we show directly the equation of the model but the derivation of the EWMA can be found in
Danielsson (2011).
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σ2t = ω + αη
2
t−1 + βσ
2
t−1
This model includes no explicit mean model for returns and is only applicable to assets
with returns that are close to zero or when the time horizon is short (e.g. one day to one
month). Even in this case the returns are assumed to be normally distributed, hence the
VaR can be calculated as:
V aRt(α) = −σ̂tzα
where σ̂t the volatility estimated from RiskMetrics, while zα is the quantile for the α
confidence level of the normal distribution. The RiskMetrics model has generated good
result despite its assumptions and easy formulation19, and at least try to deal with the
time-dependency of volatility; however, regarding the normality assumption the same cr-
tics stated before holds also here.
The majority of volatility forecast models, regularly used, belong to the GARCH fam-
ily of models. The first such model was the autoregressive conditional heteroskedasticity
(ARCH) model proposed by Engle (1982), but the generalized ARCH model (GARCH)
of Bollerslev (1986) is the common denominator for most volatility models.
The GARCH family of models belong to the category of conditional volatility models
and are based on using optimal exponential weighting of historical returns to obtain a
volatility forecast. Returns on day t are a function of returns on previous days, where
older returns have a lower weight than more recent returns. The parameters of the model
are typically estimated with maximum likelihood.
We assume that the time series which we are interested in , rt, is decomposed into
two parts, the predictable and unpredictable component, rt = E(rt|It−1) + ηt, where
It−1 is the information set at time t-1,E is the conditional mean operator, and ηt is
the unpredictable component part or innovation process20. In order to account for the
autocorrelation induced by non-synchronous trading in the stocks making up the index
(Scholes and Williams,1997) the conditional mean return can be considered as a k-th
order autoregressive process, AR(k):
E(rt|It−1) ≡ c0 +
k∑
i=1
cirt−i
The unpredictable component can be expressed as an ARCH processes:
ηt = σtt
with,
t ∼ iid f(0, 1)
19Resti and Sironi (2007).
20Engle et al. (1987) develop the "ARCH in mean" or "ARCH-M" model which posits that the
conditional mean of a return is dependent on some function of its conditional variance or standard
deviation.
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t is a sequence of iid (independent and identically distributed) random shocks. For
example, f could be a standardized Student’s t with υ degrees or a standardized Gener-
alize Error Distribution; several distribution have been used, of course standardized.
The first model designed to capture volatility clusters was ARCH:
σ2t = ω +
q∑
i=1
αiη
2
t−i
where q is the number of lags. Setting the lag to one in the above formula will result in
the ARCH(1) model which states that the conditional variance of today’s return is equal
to a constant, plus past innovations squared.
To ensure positive volatility forecasts one can impose the following restriction:
∀ i = 1, ...., q αi, ω > 0.
To ensure covariance stationarity so that unconditional variance is defined, impose:
q∑
i=1
αi < 1
since the unconditional variance is given by21
σ2 =
ω
1−∑qi=1 αi .
According to Danielsson(2011), "If the model is correctly specified it may be a good
idea to impose the restriction, but every model is flawed. As a result, allowing the
parameters to be free may provide a better approximation to the true process. If the
restriction is binding, it is as if the top part of the likelihood function were sliced off,
often resulting in more than one parameter combination satisfying the constraint".
Since ARCH models are not well suited for capturing volatility, they are not well suited
for VaR estimate either. Empirical evidence show that ARCH models required long lag
lengths to capture the impact of past innovations on current volatility. By including
lagged volatility during ARCH model creation we have the potential to incorporate the
impact of historical returns. The generalized ARCH proposed by Bollerslev (1986), or
GARCH(q,p) take the form22
σ2t = ω +
q∑
i=1
αiη
2
t−i +
p∑
i=1
βiσ
2
t−i
As before, for ω > 0, αi ≥ 0 for i = 1, ......q ,and βj ≥ 0 for j = 1, ....., p in order to
have positive variance. And if
∑q
i=1 αi+
∑p
i=1 βi < 1, then ηt is covariance stationary and
the unconditional variance is,
σ2 =
ω
1−∑qi=1 αi −∑pi=1 βi
unconditional variance is infinite when
∑q
i=1 αi +
∑p
i=1 βi = 1 and undefined when∑q
i=1 αi +
∑p
i=1 βi > 1.
21See Danielsson (2011).
22For notational purpose, note that GARCH(1,0) is ARCH(1), thus (q, p) (ARCH, GARCH).
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The GARCHmodels are able to successfully captures several stylized facts about finan-
cial time series, such as thick tailed returns and volatility clustering, since large changes
tend to be followed by large changes of either sign, and small changes tend to be followed
by small changes23
For the reasons above stated, GARCH models have been extensively applied in esti-
mating VaR; once we have forecasted the standard deviation of, say one-day ahead, the
VaR at time t+1 is:
V aR(α)t+1 = −σˆt+1|tzα
Than, of course, the goodness of the GARCH estimate (and hence VaR) will depends
on the distribution assumed for returns; again, those distributions that account for fat
taill and possibile for skeweness should be preferred.
However the GARCH structure show some drawbacks:
•Data intensiveness: in order to produce realible estimate, GARCH needs a large
number of observations.
•Estimation issue: the estimation of the parameters is obtained by numerically max-
imizing the likelihood function (MLE estimate) with an algorithm called optimizer. Nu-
merical problems that adversely affect the maximization may be encountered if the like-
lihood functions have multiple local minima or long flat areas. We may also encounter
problems with numerical instability. While it may be possible to evaluate the likelihood
function at the peak, we are searching for a solution and need to evaluate the likelihood
for a large number of other combinations of parameters first. Some of these parameters
may cause problems such as dividing two zeros by each other, resulting in an undefined
result called a NaN or not a number.
• variance depends on the sign: the empirical evidence suggest that a leverage effect
may be present in the behaviour of stock market prices. The leverage effect, first studied
by Black(1976), consist in the tendency for changes in stock returns to be negatively cor-
related with changes in returns volatility, meaning that volatility tends to rise in response
to bad news (η < 0), and to fall in response to good news (η > 0) (Angelidis et al.,2003).
This effect is clearly neglected by GARCH, since variance depends only on the magnitude
of η and not on the sign.
These shortcomings, in particular the last which is embodied in the structure of the
GARCH itself (while the other two regards how to estimate the model), may lead to
innacuarate estimation of VaR since asymmetries in volatility are not accounted.
In order to better fit financial data, several class of models have been introduced
to try to deal with the limits of GARCH models, such as EGARCH, APARCH, GJR-
GARCH,TARCH etc.... We will look more close to this models in the next chapter.
23see Mandelbrot (1963).
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3.2 Historical Simulation
Historical simulations represent the simplest way of estimating the Value at Risk for
many portfolios. The historical simulation model is an example of a non-parametric tech-
nique, because – as it does not assume any specific functional form of the distribution of
returns ex ante – it does not require to estimate the parameters of the returns distribution.
In this approach, the VaR for a portfolio is estimated by creating a hypothetical time
series of returns on that portfolio; potential changes are assumed to be properly repre-
sented by their historical empirical distribution, i.e., by the changes recorded over a past
period. In other words, the distribution of returns is assumed to be stable over time, so
that their past behaviour (for instance, the frequency of occurrence of extreme returns)
is a reliable guidance to predict their possible future movements (Resti and Sironi,2007).
The estimated VaR with this method can be obtained by a 3 step procedure24
1. the first step is to sort the returns such that
r1 < r2 < .... < rn−1 < rn
where n = T is used to denote an ordering not based on time.
2. find the quantile z at the α confidence level of the series {rn}
3. the VaR will be the quantile extracted from the sorted returns, therefore:
V aR = −zα
The historical simulation approach has several advantages. First of all, does not rely
on distributional assumptions for returns, since the actual movements is all you need. An
important consequence of this method is that fat tail are accounted if the dataset has a
proper length. Moreover, if returns does not have a particular well define distribution (i.e
normal or student or whatever), but have a probabilistic behaviour which is stable over
time (for instance, because their skewness or leptokurtosis, if any, remain constant), the
historical simulation model provides more accurate indications than parametric models.
Historical simulations capture the correlation structure reflected in joint market factor
changes, and implicitly assume that it will remain constant in the future, as well (Resti
and Sironi, 2007). Thus, historical simulations do not require the variance-covariance
matrix of the portfolio to be estimated.
The underliyng assumptions of this non-parametric methods make it easy to compute
and provide some interesting feature especially with respect to the previous parametric
approach. However, the same assumptions have also some serious drawbacks.
The approach is based on the assumption that history repeat itself; this can be trans-
lated in implicitly assuming that the probability distribution of returns is stable (station-
ary) over time25. This first shortscoming goes along with the necessity to have a large
24Multivariate HS is a straightforward extension of the univariate HS method.
25In other words, if the underlying return distribution is not constant over time, the empirical historical
distribution cannot be considered as a representation of it.
25
dataset in order to get reliable estimate (especially for high confidence level). But this
may lead to a trade-off (which is present in any method, but with historical simulation
becames especially compelling): extreme events, as such, may be heavily over or under-
represented in the selected historical sample compared to their very long-term theoretical
frequency.
On the other hand, increasing the length of the reference time series as much as pos-
sible may be counterproductive, because it will become more likely that the distribution
stability hypothesis may be violated; if each day in the time series carries an equal weight
but trend in the variability is observed such as lower variability in the earlier periods and
higher in the later periods, we may end up with a misleading VaR measure.
Another critique that may be addressed at any of the three approaches for estimating
VaR, but especially to historical simulation since is more reliant of historical data, is how
to deal with new asset or market risk; if there is no historic data available to compute the
Value at Risk our risk measure for a portfolio which include new asset (for example) will
be higly misleading.
In order to deal with previous criticism, some modifications of the historical simulation
approach have been proposed26. Here we report some example27.
Boudoukh, Richardson andWhitelaw present a variant on historical simulations, where
recent data is weighted more, using a decay factor as their time weighting mechanism. In
simple terms, each return, rather than being weighted equally, is assigned a probability
weight based on its recency.
The VaR associated with the desired confidence level is obtained by cutting the em-
pirical distribution no longer at the relevant percentile, but rather at the value where the
cumulative weight reaches the desired confidence level.
In order to increase the number of observation, if not sufficient for the computation of a
reliable historical simulation or because the horizon of the VaR to be estimated is different
from the horizon of the data we have (i.e. daily data vs week-VaR) a bootstrapping path
generation may be applied. Bootstrapping, in practice, means that, rather than using
each past return included in the historical returns sample once and only once, a large
number N of values will be extracted from the sample (and the extracted value will be
reintroduced into the sample every time, so that the same return can be extracted twice
or more). Hence, from this produced observations it should be possible to identify the
desired percentile and the VaR measure.
Cabado and Moya suggested that better estimates of VaR could be obtained by fitting
at time series model (in their paper they use an ARMA model) through the historical
data and using the parameters of that model to forecast the Value at Risk.
Hull and White28 suggest a different way of updating historical data for shifts in
volatility. For assets where the recent volatility is higher than historical volatility, they
recommend that the historical data be adjusted to reflect the change. Their approach re-
26Some authors propose "hybrid" model that combined both parametric and non-parametric approach.
27See Resti and Sironi (2007) or Dowd (2002) for further references.
28Hull, J. and A. White, 1998, Incorporating Volatility Updating into the Historical Simulation Method
for Value at Risk, Journal of Risk, v1, 5-19.
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quires day-specific estimates of variance that change over the historical time period, which
they obtain by using GARCH models. This approach, referred to as “volatility weighted”,
allows to obtain VaR estimates other than those implied in the historical reference sample
which are more sensitive to current market conditions.
These variations are designed to capture shifts that have occurred in the recent past
but are underweighted by the conventional approach. None of them are designed to bring
in the risks that are out of the sampled historical period (but are still relevant risks) or
to capture structural shifts in the market and the economy.
3.3 Monte Carlo Simulation
Monte Carlo simulations are based upon the generation of random data, but through
a more complex procedure. They involve the estimation of the parameters of a particular
probability distribution (for instance a Normal, a Student t-distribution, etc.) from the
historical sample, and then the extraction of N simulated values for the returns from this
probability distribution. This technique allows to generate a number of values which may
even be larger than the number of observations in the historical sample. On the other
hand, it requires an act of faith on the “right” assumed probability distribution.
Once the probability distribution of simulated returns has been obtained, VaR will be
estimated following the percentile logic which has already been illustrated with reference
to historical simulations. VaR will be obtained, after having rearranged observations,and
having cutted them off at the desired percentile.
Following Resti and Sironi (2007), the Monte Carlo method for computing VaR of the
returns {rt} for a single asset can be synthesized in 4 steps:
i. Selecting the probability density function f (r) which best approximates the distribu-
tion of the returns of the asset .
ii. Estimating the parameters (mean, standard deviation, etc.) of distribution f .
iii. Simulating the process with the estimated parameters for a long period of time (gen-
erally much longer than the actual number of data points available),and obtain
{r˜t}.
iv. Cutting off the resulting probability distribution of the simulated returns at the per-
centile corresponding to the desired confidence level.
Thus VaR is the empirical α - quantile of the simulated data, {r˜t}.
Of course the reliability of the VaR estimate depends in how well the selected distri-
bution fit the historical returns of the asset, otherwise such estimate may be considered
not credible.
Also, the simulation itself is a critical point, since it requires the use of random number
generator to obtain the simulated returns. A possible way to address this operational
challenge is to:
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i. Set N random extractions from a uniform distribution with values ranging from zero
to one (p ∈ [0, 1]); each value is equally probable.
ii. Exploit the fact that the inverse of the distribution function, F−1(p), will express a
value x (the simulated return) such that the associated distribution function will be
worth p.
Then of course, this procedure is repeated for a resonable numbers of time (i.e N=10000).
Things becames a bit more complicated when considering a portfolio, since the simu-
lation should account for the correlation among the m assets that made up the portfolio.
Therefore, a joint probability density function f(x1, ..., xm) which best approximates the
distribution of the m returns should be selected. Then, the parameters (means, variances
and covariances, etc.) of the distribution f . Also, according to Resti and Sironi (2007)
"when simulating the joint evolution of multiple market variables, the method – unlike
historical simulations – requires the market factor covariance matrix to be estimated. So,
the issue of stability of the variance-covariance matrix, arises again". See Jorion (2007)
for further details on how to perform a Monte-Carlo simulation for a portfolio.
The Monte Carlo simulation may involve time-consuming heavy computations, how-
ever remain more flexible than the historical simulation, since not only is less dataset
dependent but other informations can be added in order to improve forecasted probabil-
ity distributions. Also, with the Monte Carlo method is possible to use any probability
distribution for the returns but still, like the variance-covariance approach, choose an in-
correct probability distribution may reduce the vality of the VaR estimate.
According to Sheppard(2012), "the advantage of this procedure is that it efficiently
makes use of conditioning information which is ignored in either parametric or nonpara-
metric estimators of unconditional VaR and that rich families of unconditional distribu-
tions can be generated from parsimonious conditional models. The obvious drawback
of this procedure is that an incorrect conditional specification leads to an inconsistent
estimate of the unconditional VaR".
Given the weakness and the strength of these three approach (and given the possibility
of "hybrid" models), the ultimate choice on which model use, strictly depends on the
contest. For portfolios, that do not include options, over very short time periods (a day
or a week), the variance-covariance approach should perform well (possibly even when
assuming normality for the returns). If we are dealing with a risk source that is stable
and where there is substantial historical data (commodity prices, for instance), historical
simulations works fine. If we need to compute VaR for nonlinear portfolios (which include
options) over longer time periods, where the historical data is volatile and non-stationary
and assuming a particular distribution is questionable, then Monte Carlo simulations
perform the best.
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4 Data and Models
As already said, the main objective of my thesis is to replicate the empirical analy-
sis performed by Angelidis, Benos and Degiannakis (2003). They apply three different
ARCH-GARCH extension models (GARCH, EGARCH, TARCH), to five different index
(S&P500, NIKKEI225, DAX30, CAC40, FTSE100); innovations is assumed to be dis-
tributed as Normal, Student and GED. Then, the Kupiec test (Unconditional coverage
test) and Christoffersen test (Conditional coverage test) were applied to the VaR forecasts
obtained by the volatility models (thus they apply the variance-covariance approach). Fi-
nally, models were ranked according to their performance in estimating VaR.
The aim of Angelidis et al., is to know how well volatility models do VaR calculation
out of the sample. More in particular, they use a rolling forecast method with constant
"moving" window; the window, has four different length: 500, 1000, 1500, 2000. The
parameters estimated (in sample) with various volatility models are used to forecast one-
step-ahead (out of the sample) density. The process is repeated for the entire length of the
remaing number of days once the in-sample length is subtracted to the whole dataset; the
window remain constant, thus the sample will shift one day ahead every one-step-ahead
forecast is made, and the parameters of the volatility models are re-estimated every day.
So, if the dataset consist of 3857 observations, and the the window chosen to made the
parameter estimation is 2000, we expect 1857 day-ahead forecast, and the volatility mod-
els will be re-estimated 1857 times.
For my empirical analysis, I follow the same framework of Angelidis et al., but with
some differences. My aim is to use different models and distributions (and also bactesting
methods for VaR). Therefore, I restrict my analysis to the 2000-in-sample length.
Regarding the estimation, in order to reduce the burden of the compution the GARCH-
extensions models have been re-estimated every 10 day and not every day as the above
authors have proposed. Moreover, I prefer to focus only on the S&P500 index; the close-
adjusted price were obtained from Yahoo Finance for the period November 4th, 1987 to
October 18th, 2002. The summary statistics (of the returns continuosly compounded,
see Table 1) show that the dataset are slightly different and, couple with different re-
estimation period, will make the result not directly comparable.
S&P500-DataStream S&P500-Yahoo
Mean 0,00027 0,00027
Median 0,00042 0,00042
Maximum 0,08709 0,08709
Minimum -0,22833 -0,22899
Std. Deviation 0,01140 0,01140
Skewness -2,28112 -2,29713
Kurtosis 49,28424 49,75734
Jarque-Bera 347258,8 354740
Probability 0,0000 0,0000
Table 1: Descriptive statistics of the sample.
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Now, I will proceed to discuss distributions and volatility models used in this work.
4.1 Distributions
4.1.1 Normal distribution
Despite the strengths of the assumption that errors are conditionally normal, both in
terms of simplicity of the estimation and consistency of the parameters, normality may
not provide adequate forecast. As seen from the descriptive statistics (and as already
argue in the previous chapter) normality may fail to account for important feature of
financial data such as fat tail (see kurtosis parameter) and skewness (see skewness param-
eter). This is the reason why the Jarque-Bera statistic for testing normality is rejected
at high level of significance. Another important aspect to note is that the inadequaticity
of such a distribution is amplified considering that volatility models are used (and then
evaluated) for the estimation of VaR, that is the lower 1% or 5% percentile.
Also, according to Sheppard (2012), "a better approximation to the conditional dis-
tribution of the standardized returns may improve the precision of the volatility process
parameter estimates and, in the case of MLE, the estimates will be fully efficient".
Thus, following Angelidis et al., I used the standardized version of the Normal distribu-
tion, Student’s t distribution and the Generalized Error Distribution (GED). In addition,
I also consider their skewed versions proposed by Fernandez and Steel (1998)29.
The normal distribution density is:
f(x) =
1√
2piσ
e−(x−µ)
2/(2σ)2
By applying the standardization transformation
x− µ
σ
, I obtain:
f
(
x− µ
σ
)
=
1
σ
f(z) =
1
σ
(
e−z
2/2
√
2pi
)
.
The standard normal distribution has zero mean, unit variance, zero skewness and
zero excess kurtosis (kurtosis is equal to three).
4.1.2 Student’s t distribution
The Student’s t distribution in the documentation of the Rugarch package is described
with three parameters30, while in Bollerslev (1987) is described only in terms of the
shape parameters ν. Denote with α, β, and ν the location, scale and shape parameters
respectively, while Γ is the Gamma function, Γ(ν) =
∫∞
0
e−xxν−1 dx with ν degree of
freedom; then the density is,
29Since I used the Rugarch package of R, for further details on this distributions see Ghalanos (2013).
30All distributions in the rugarch package are represented in a location- and scale-invariant parame-
terization since this is a key property required in working with the standardized residuals in the density
function (i.e. the subtraction of the mean and scaling by the volatility). See Ghalanos (2013).
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f(x) =
Γ((ν + 1)/2)
√
βνpiΓ(
ν
2
)
(
1 +
(x− α)2
βν
)−(ν + 1
2
)
.
The first moment is:
E(x) = α for ν > 1.
The variance take the form:
V ar(x) =
βν
(ν − 2) for ν > 2.
In order to have a unit variance it is required
βν
(ν − 2) = 1, hence β =
ν − 2
ν
.
Substituting β in the density function above, I get:
f
(
x− µ
σ
)
=
1
σ
f(z) =
1
σ
Γ((ν + 1)/2)√
(ν − 2)piΓ(ν
2
)
(
1 +
z2
(ν − 2)
)−(ν+1)/2
.
The Student’s t-distribution has zero skewness, excess kurtosis (so higher than the
kurtosis of normal, which is 3) is equal to:
K(x) =
6
ν − 4 for ν > 4.
For ν −→∞ , the density function of the standardized t-distribution converges to the
density function of the standard normal distribution.
4.1.3 Generalized Error Distribution (GED)
Following Nelson (1991), volatility models may increase their performance by adopting
the Generalized Error Distribution (GED); in a 3-parameters representation, where with
α, β and ν representing the location, scale and shape parameters, the density is:
f(x) =
νe−0.5|
x−α
β
|ν
2(1+ν−1)βΓ(ν−1)
.
Since the distribution is symmetric and unimodal the location parameter is also the
mode, median and mean of the distribution (i.e. µ). The variance and kurtosis are given
by,
V ar(x) = β222/ν
Γ(3ν−1)
Γ(ν−1)
.
While excess kurtosis is:
K(x) =
Γ(5ν−1)Γ(ν−1)
Γ(3ν−1)2
− 3.
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When ν = 2, the distribution became Normal. When ν < 2, the distribution has
thicker tails than the Normal; for ν = 1 we have the Laplace distribution. When ν > 2,
the distribution has thinner tails than Normal; for ν −→∞ the distribution tends towards
the uniform.
As done before, the unit variace can be achieved by imposing:
β =
√
2−2/k
Γ(ν−1)
Γ(3ν−1)
.
Finally, by substituting β into the scaled density of z we obtain:
f
(
x− µ
σ
)
=
1
σ
f(z) =
1
σ
νe−0.5
∣∣∣∣∣
√
2−2/k
Γ(ν−1)
Γ(3ν−1)
z
∣∣∣∣∣
ν
√
2−2/k
Γ(ν−1)
Γ(3ν−1)
2(1+ν−1)Γ(ν−1)
.
4.1.4 Skew distribution
I now report here the method used in the Rugarch Package to perform the skewed
version of the above distibutions31. The skewness is obtained by following Fernandez
and Steel (1998); they proposed to introduce skewness into unimodal and symmetric
distributions by putting an inverse scale factors in the positive and negative real half
lines. Given a skew parameter, ξ, the density of a random variable z can be represented
as:
f(z|ξ) = 2
ξ + ξ−1
[f(ξz)H(−z) + f(ξ−1z)H(z)]
where ξ ∈ IR+ and H is a heaviside function. The absolute moments are generated
from the function:
Mr =
∫ ∞
0
zrf(z)dz.
The mean and the variance are defined as:
E(z) = M1(ξ + ξ
−1)
V ar(z) = (M2 +M
2
1 )(ξ + ξ
−2) + 2M21 −M2.
The above moments are used to produce skew standardized variants for the three
distributions above described, thus mantaining zero mean unit variance.
31Again see Ghalanos (2013) for further details on the Rugarch package.
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4.2 Univariate ARCH-GARCH family models
Angelidis et. al, assume that the time series which we are interested in, rt, is decom-
posed into two parts, the predictable and unpredictable component, rt = E(rt|It−1) + ηt,
where It−1 is the information set at time t-1, E is the conditional mean operator and ηt
is the unpredictable component part or innovation process.
The unpredictable component can be expressed as an ARCH processes:
ηt = σtt
with,
t ∼ i.i.d. f(0, 1)
t is a sequence of i.i.d. (independent and identically distributed) random shocks.
In order to account for the autocorrelation induced by non-synchronous trading in the
stocks making up the index (Scholes and Williams, 1997) the conditional mean return can
be considered as a k-th order autoregressive process, AR(k):
E(rt|It−1) ≡ c0 +
k∑
i=1
cirt−i
In my work I simply take the mean as an AR(1) in order to restrict the possible num-
ber of combination to be estimated.
4.2.1 GARCH model
Regarding volatility models, the first model used is the standard GARCH (q,p) models;
here I briefly present key feature of GARCH already discussed in the previous chapter.
The one-day-ahead conditional variance forecast, σˆ2t+1|t is
σˆ2t+1|t = ω +
q∑
i=1
αiη
2
t−i+1 +
p∑
i=1
βiσ
2
t−i+1
Where ω, α and β, are re-estimated every 10-day. One of the key features of the
observed behavior of financial data which GARCH models capture is volatility clustering
which may be quantified in the persistence parameter Pˆ . For the GARCH model this
may be calculated as,
Pˆ =
q∑
i=1
αi +
p∑
i=1
βi
Related to this measure is the ’half-life’ (call it h2l) defined as the number of days it
takes for half of the expected reversion back towards E(σ2) to occur,
h2l =
−loge2
logePˆ
.
Interesting, when assuming normality of innovations, can be proved that kurtosis are
greater than 3, so greater than that of normal.
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4.2.2 EGARCH model
As said before, the standard GARCH may be not enough to provide good forecast,
since does not account for asymmetries in the volatility specification (leverage effect)32.
Therefore, Angelidis et al., in order to capture asymmetries, implemented the Nelson’s
(1991) exponential GARCH, or EGARCH(q,p) model:
logeσˆ
2
t+1|t = ω +
q∑
i=1
(αit−i+1 + γi(|t−i+1| − E|t−i+1|)) +
p∑
i=1
βiσ
2
t−i+1
where from the ARCH process:
t−i+1 =
ηt−i+1
σt−i+1
and:
t−i+1 ∼ i.i.d. f(0, 1)
Note that the the expected value of the random shock, E|t−i+1|, depends on the
assume standardzed distribution, hence:
E|t−i+1| =
∫ ∞
−∞
||f(, 0, 1, ...) d.
For instance when assuming normal distribution, we have E|t−i+1| =
√
2/pi. When
assuming Student-t distribution, as described in Bollerslev (1987) with ν > 2 degrees of
freedom, the expected value becames:
E|t−i+1| = 2Γ[(1 + ν)/2]
√
ν − 2
1 + (ν − 1)Γ(ν/2)√pi
where Γ(ν) =
∫∞
0
e−xxν−1 dx is the gamma function with ν degree of freedom. If
instead the GED is used as suggested by Nelson(1991), then we have:
E|t−i+1| = λ21/ν Γ(2/ν)
Γ(1/ν)
where λ ≡
√
2−2/νΓ(ν−1)Γ(3ν−1).
The persistence Pˆ is given by Pˆ =
∑p
i=1 βi.
Rather than model the variance directly, EGARCH models the natural logarithm of
the variance, and so no parameters restrictions are required to ensure that the conditional
variance is positive (Sheppard,2012).
The two shocks present in the EGARCH formula t−i+1 have different effects; the first
produces an asymmetric rise in the log variance while the second creates a symmetric ef-
fect. Infact, αi is typically estimated to be < 0, hence volatility rises as a consequence of
negative shocks, while decrease in case of positive ones. If αi=0, then positive (t−i+1 > 0)
32Black (1976) attributed this effect to the fact that bad news tends to drive down the stock price,
thus increasing the leverage (i.e., the debt-equity ratio) of the stock and causing the stock to be more
volatile. Based on this conjecture, the asymmetric news impact on volatility is commonly referred to as
the “leverage effect”.
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and negative (t−i+1 < 0) surprise have the same effect on volatility.
Since both shocks are mean zero and the current log variance is linearly related to
past log variance through βi, the EGARCH model is an AR model.
The presence of the asymmetric term is largely responsible for the superior fit, since
many asset return series have been found to exhibit a “leverage” effect; also, the use of
standardized shocks in the evolution of the log-variance tend to dampen the effect of large
shocks .
4.2.3 TARCH model
The next model employed by Angelidis et al., is the so called threshold GARCH, or
TARCH(q,p) by Zakoian (1994), where rather than modeling the variance directly using
squared innovations, a TARCH model parameterizes the conditional standard deviation
as a function of the lagged value of the shocks,
σˆt+1|t = ω +
q∑
i=1
(αiηt−i+1 + γiIt−i+1ηt−i+1) +
p∑
i=1
βiσt−i+1
The asymmetries are caught by It−i+1, an indicator variable which takes the value 1 if
t−i+1 < 0 and It−i+1 = 0 otherwise; hence it allows a response of volatility to news with
different coefficients for good and bad news.
4.2.4 GJR-GARCH model
In my empirical analysis I used both GARCH and EGARCH models in order to
produce density forecasts on which I calculate VaR. I substitute the TARCH model with
the GJR-GARCH model by Glosten, Jagannathan and Runkle (1993) which may appear
similar, but the GJR-GARCH model concern the conditional variance while the TARCH
concern the conditional standard deviation. The GJR-GARCH takes the form,
σˆ2t+1|t = ω +
q∑
i=1
(αiη
2
t−i+1 + γiIt−i+1η
2
t−i+1) +
p∑
i=1
βiσ
2
t−i+1
where γi represents the "leverage" term. The indicator function It−i+1 takes on value
of 1 for ηt−i+1 < 0 and 0 otherwise (as the TARCH). Because of the presence of the
indicator function, the persistence of the model now depends on the asymmetry of the
conditional distribution used (Ghalanos, 2013). The parameters of the GJR-GARCH,
like the standard GARCH model, must be restricted to ensure that the fit variances are
always positive. This set is difficult to describe for a complete GJR-GARCH(q,p).
The persistence of the model is,
Pˆ =
q∑
i=1
αi +
q∑
i=1
γiκ+
p∑
i=1
βi
where κ is the expected value of the standardized residuals t−i+1 below zero (effectively
the probability of being below zero),
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κ = E[It−i+12t−i+1] =
∫ 0
−∞
f(, 0, 1, ...) d
where f is the standardized conditional density with any additional skew and shape
parameters. In the case of symmetric distributions the value of κ is simply equal to 0,5
(Ghalanos, 2013).
4.2.5 APARCH model
The third model extends the TARCH and GJR-GARCH models by directly param-
eterizing the nonlinearity in the conditional variance. Where the GJR-GARCH models
uses 2 and the TARCH model uses 1, the Asymmetric Power ARCH (APARCH) of Ding,
Engle and Granger (1993) parameterizes this value directly (using δ). This form provides
greater flexibility in modeling the memory of volatility while remaining parsimonious
σˆδt+1|t = ω +
q∑
i=1
αi(|ηt−i+1| − γiηt−i+1)δ +
p∑
i=1
βiσ
δ
t−i+1
where δ ∈ IR+, is a Box-Cox transformation of σt and it allows the Taylor effect, named
after Taylor (1986) who observed that the sample autocorrelation of absolute returns was
usually larger than that of squared returns33 (Ghalanos, 2013). Again, γi accounts for the
already cited leverage effect: when it has a positive sign, negative innovation provide a
bigger impact on volatility, and vice versa.
The formulation (adopted in the Rugarch package) of the APARCH model can be
considered as a generalization for the family of GARCH models:
• The simple GARCH model of Bollerslev (1986) when δ = 2 and γi = 0.
• The Absolute Value GARCH (AVGARCH) model of Taylor (1986) and Schwert
(1990) when δ = 1 and γi = 0.
• The GJR-GARCH (GJR-GARCH) model of Glosten et al. (1993) when δ = 2.
• The Threshold GARCH (TGARCH) model of Zakoian (1994) when δ = 1.
• The Nonlinear ARCH model of Higgins et al. (1992) when γi = 0 and βi = 0.
• The Log ARCH model of Geweke (1986) and Pantula (1986) when δ −→ 0.
The persistence of the APARCH model is given by,
Pˆ =
p∑
i=1
βi +
q∑
i=1
αiκi
33According to Danielsson (2011) "by observing the ACF of absolute returns and returns squared,
sometimes absolute returns have stronger autocorrelations than squared returns. Since the main reason
for past squared returns being included in the volatility equation is to capture the magnitude of market
movements, there is no reason to believe that absolute returns would not serve the same function, or
indeed any power of the absolute returns".
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where κi is the expected value of the standardized residuals t−i+1 under the Box-Cox
transformation of the term which includes the leverage coefficient γi
κi = E[|| − γi]δ =
∫ ∞
−∞
(− γi)δf(, 0, 1, ...) d
Finally, the unconditional variance of the model epressed in terms if the persistence
is,
σˆ2 =
(
wˆ
1− Pˆ
)2/δ
.
This four models GARCH, EGARCH, GJR-GARCH and APARCH shoul be able
to successfully capture severals stylized facts about financial returns, in particular we
expect EGARCH, GJR-GARCH and APARCH to outperform the standard and simplier
GARCH for the reasons already explained. However, have more or less hypothetical
accurate forecast models, may be not enough if the underlying distribution assumed fail
to correctly describe what we observed in financial data. Given the summary statistics
of the sample used for this empirical analysis, an appropriate distribution should account
for both fat tail (that is leptokurtic distributions such as Student’s t and GED), and
(negative) skewness of the data distributions. The models are evaluated regarding their
performance in correctly estimating the VaR measure, which is by definition the lower
1% or 5% percentile, therefore the importance of adequately model thickness of tails and
skewness becames even more important in this framework34.
4.3 Estimation of the models
The estimation of ARCH-GARCH models is commonly performed via Maximum like-
lihood estimation (MLE). In order to illustrate an example, consider the following speci-
fication of the GARCH(q,p) model:
rt = µt + ηt
σ2t = ω +
q∑
i=1
αiη
2
t−i +
p∑
i=1
βiσ
2
t−i
ηt = σtt
t ∼ i.i.dN(0, 1)
Denote with θ the vector of the parameters that have to be estimated for the con-
ditional mean, and conditional variance. Since the innovations are assumed to be con-
ditionally indipendent and identically normal distributed, the normal likelihood for T
independent variables is:
34It will bd show, however, that some backtest methods for the evaluation of VaR performance, are
indeed based on the entire density forecast and not just a particular (lower) quantile. So, it’s possible that
a bad perfonace in the tail may be offsetted by a good performance in the central mass and, therefore,
lead to "dangerous" conclusions about the ability of a volatility model to obtain reliable VaR measure.
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f(r; θ) =
T∏
t=1
(2piσ2t )
−1/2exp
(
−(rt − ut)
2
2σ2t
)
and the normal log-likelihood function is given by:
l(r; θ) = −1
2
[
T ln(2pi) +
T∑
t=1
(rt − ut)2
2σ2t
+
T∑
t=1
ln(σ2t )
]
Assuming the mean equal to 0, and maximizing the log-likelihood with respect to σt,
we get:
∂l(r; θ)
∂σ2t
= −
T∑
t=1
1
2σ2t
+
T∑
t=1
r2t
σ4t
= 0
∂l(r; θ)
∂σ2t
=
1
2
T∑
t=1
1
σ2t
(
r2t
σ2t
− 1
)
Ideally, the parameters of the volatility model should be able to make the term
(
r2t
σ2t
−
1
)
as near as possible to 0. The first order condition for the parameters of interest is:
∂l(r; θ)
∂θ
=
∂l(r; θ)
∂σ2t
∂σ2t
∂θ
=
1
2
T∑
t=1
1
σ2t
(
r2t
σ2t
− 1
)
∂σ2t
∂θ
A possible justification for the use of the normal distribution (even when considering
the skewness and the leptokurtoticity)35, comes from the fact that estimates produced by
maximizing the log-likelihood of a normal are strongly consistent, that is the parameter
estimates will converge to the true parameters even if the wrong conditional distribution
is assumed.
This comes from the fact that the conditional expectation of the generalized error is
zero; when σ2t = Et−1[2t ], the expected value of the generalized error term is:
E
[(
σ2t
σ2t
− 1
)]
= 0
However, according to Sheppard(2012) "assuming that a GARCH specification nests
the true DGP is extremely strong and almost certainly wrong". Despites this result con-
cerning normality, again Sheppard(2012) suggest that "a better approximation to the
conditional distribution of the standardized returns may improve the precision of the
35When one specification is used for estimation (e.g. normal) but the data follow a different conditional
distribution, these estimators are known as Quasi Maximum Likelihood Estimators (QMLE) (White,
1982). Bollerslev and Wooldridge (1992) study the behavior of the QMLE and related test statistics in a
general class of dynamic models when a normal log-likelihood is maximized but the normality assumption
is violated. An important conclusion, is that the QMLE is still consistent for the parameters of the jointly
parameterized conditional mean and conditional variance.
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volatility process parameter estimates and, in the case of MLE, the estimates will be fully
efficient".
The optimization of the log-likelihood function, for normal and the other distribtu-
tions already presented , are performed by using the algorithms present in the Rugarch
package. The “hybrid” strategy solver was selected. This strategy starts with the default
solver "solnp", and then cycles through the other available solvers (“nlminb”, “gosolnp”
and finally the “nloptr”) in case of non-convergence. According to Ghalanos(2013), this
will likely catch 90% of estimation problems without having to adjust any of the solver-
control or fit-control parameters, though this will vary depending on the type and length
of your dataset and the choice of model. Of course, convergence failure may be still pos-
sible due to outliers in the sample that does not allow to invert the hessian matrix (local
failure) or due to a failure of the solver to converge to a solution (global failure).
Combining 4 volatility models, 6 distributions and 6 (q,p) specifications, with q=1,2
and p=0,1,2, gives a total of 144 models. All models have, as conditional mean, an AR(1)
with a constant term. As already said the models are re-estimated every 10-day. Of the
144 models estimated, 14 of them didn’t converge because was not possible to invert the
hessian matrix. The models that didn’t converge where the specification (1,0) and (2,0),
thus the ARCH-models. In particular the EGARCH model account for 12 of this failure,
while the GJR-GARCH model account only for 2.
Once the density forecast has been estimated, the parameters, which are mean, de-
viation standard, skew and shape are use to obtain the percentile at 1%, 5% and 10%
confidence level. Then, the estimated VaRs are backtested in order to asses how good a
model is in forecasting VaR.
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5 Backtesting Methods
As seen, in the first Chapter, that the Basel Committee prescribed a method to evalu-
ate (or better validate) the performance of a particular non specified model in estimating
VaR (at 1% confidence level typically). Such a method is based on the number of viola-
tions (that is when the actual loss is greater than the estimated VaR) registred during a
year (250 daily observations). This is the so called "traffic light approach":
mc =
{ 3, if N ≤ 4 green
3 + 0.2(N − 4), if 5 ≤ N ≤ 9 yellow
4.0, if 10 < N red
Where mc is the multiplication factor that varies with the backtesting result; the
more the VaR model is innacurte the more the financial institution capital requirement
increases. Yellow zone consists of exceptions from five to nine. These outcomes could be
produced by both accurate and inaccurate models with relatively high probability, even
though they are more likely for inaccurate models. If the bank is able to demonstrate
that the VaR model is ‘fundamentally sound’ and suffers, for example, from bad luck,
supervisors may consider revising their requirements.
More in general, the "traffic light approach" is a backtesting procedure based on
violations:
It+1(α) =
{
1, if rt+1 ≤ −V aRt+1(α)
0, if rt+1 > −V aRt+1(α)
where It+1(α) can be defined as "hit" function for the confidence level α on which
VaR has been calculated. According to Christoffersen (1998), determining the statisti-
cal accuracy of a VaR model can be translated in determining wheter the hit sequence
[It+1(α)]
T
t=1 satisfies two properties:
1. the Unconditional Coverage Property, ensures that the theoretical confidence level α
matches the empirical probability of violation. The probability of realizing a losses
in excess of the reported VaR(α)s (over a determined time-horizon), must be pre-
cisely α x 100%. If violations are more frequently than the confidence level chosen,
than the VaR model systemically understates the portfolio’ s actual level of risk.
The other way round in the opposite case.
2. Independence Property, which ensures that a violation observed today should not
convey any information about the likelihood of observing a violation tomorrow. Any
two elements of the hit sequence, (It+j(α), It+k(α)) must be independent from each
other.
This two properties are often combined in It ∼ i.i.d.B(α), that is the hit sequence shoul be
independent and identically distributed as a Bernoulli random variable with probability
α.
One of the main limits of the method prescribed by the Basel Committee, as stated by
Haas (2001), corncern the fact that does not account for the indipendence of violations;
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if a models is correct, violations should be evenly spread over time. A clusterization of
violations "may signals a lack of responsiveness in the reported VaR measure as changing
market risks fail to be fully incorporated into the reported VaR measure thereby making
successive runs of VaR violations more likely" as explained by Campbell (2005). Hence
the "traffic ligth approach" has some seroius problem.
More in general, to those backtests based on frequency of violations is directed a
similar critic already found about VaR as a risk measure; they are uninformative about
the size of such loss. Therefore, for Dowd (2002), those bactests are "relatively inefficient,
compared to a suitable test that took account of the sizes as well as the frequency of tail
losses".
In this Chapter I will briefly survey the main backtesting methods proposed across
the 20 years period since the introduction of VaR; the aim of those methods is to provide
a more realiable and efficient way to asses the validity of a VaR model (in particular with
respect to the current regulatory framework).
Backtesting methods can be divided in two main categories: those that evaluate a
particular interval forecast and those wich evaluate all density forecast.
5.1 Unconditional Coverage and Independence test
5.1.1 Unconditional Coverage test
One of the earliest propesed VaR backtest is the one developed by Kupiec (1995). He
focus on the unconditional coverage of the hit sequence. Define N as number of violations
in a given period of time of interest, N =
∑T
t=1 It. Then, N indipendent Bernoulli trial
are distributed according to a Binomial distribution, so failure number N ∼ Bn(T, α).
Hence the probability of observing N such violations in a sample T is:
Pr(N,α, T ) =
(
T
N
)
αN(1− α)T−N
Consequently, the appropriate likelihood ratio statistics, under the null hypothesis
that unconditional coverage is respected, that is αˆ = α, where αˆ = N/T , is:
LR(α)uc = 2[ln(Lu(αˆ)− ln(Lr(α))] =
= 2[ln(αˆN(1− αˆ)T−N)− ln(αN(1− α)T−N)]
Asympotically, the test is χ2 distributed with one degree of freedom. If the statis-
tic exceeds the critical value selected for the χ2(1)-distribution then we reject the null
hypothesis.
The choice of the significance level affects the power of the test. A low type I error
implies a higher type II error and therefore a lower power for the test. Kupiec (1995),
report that when considering a sample of 250 and 500 trading days, the chance of detect-
ing the systematic under reporting of VaR increases from 65% to 90%. This test may be
not appropriate under the current regulatory framework, since it need a larger dataset (to
show some detection ability) than the one prescribed.
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5.1.2 Mixed Kupiec test
Kupiec (1995) proposes also another test based on the violations binomially dis-
tributed, the so called time until first failure (TUFF). Denote with ν the time untill
a first failure occur in our sample. The null hypothesis is set to H0 : α = αˆ = 1/ν, then
the geometric distribution define the LR statistics as follows:
LRTUFF = −2ln
(
α(1− α)ν−1
αˆ(1− αˆ)ν−1
)
It is also asympotically χ2-distributed with one degree of freedom. As pointed out by
Dowd (2002), this test is inferior to the basic Kupiec test because it uses less information;
therefore it may be considered as a diagnostic to be used alongside more powerful tests,
rather than as a substitute for them.
Haas (2001), proposed to use the Kupiec’s TUFF test to measure time between two
exceptions; the statistics is:
LRTUFFi = −2ln
(
α(1− α)νi−1
1/νi(1− 1/νi)νi−1
)
where now νi is the time between exception i and exception i-1. The null hypothesis is
that n violations are indipendent, therefore the n statistics are indipendent as well, thus
they can be summed. Asympotically the test is χ2-distributed with n degrees of freedom,
the test statistics take the form:
LRind =
n∑
i=2
(
−2ln
(
α(1− α)νi−1
1/νi(1− 1/νi)νi−1
))
− 2ln
(
α(1− α)ν−1
1/ν(1− 1/ν)ν−1
)
Haas, observed that such indipendence test is indipendent to the previous uncoditional
coverage test, therefore the two test can be combined in the so called Mixed-Kupiec test:
LRmix = LRind + LRuc
The test is aympotically distributed as a χ2 with n+1 degrees of freedom. According
to Haas, the test is potentially able to capture more general forms of dependence. One of
the main drawback is that the joint test has less power to reject a VaR model which only
satisfies one of the two properties.
5.1.3 Christoffersen test
Christoffersen (1998) proposed a Markov test on the hit series, that examines whether
or not the likelihood of a VaR violation depends on wheter or not a VaR violation occured
on the previous day. Let us start we the following contigency matrix, were nij indicates
the number of observations in state j after having been in state i the previous day,for
i,j=0,1:
It−1 = 0 It−1 = 1
It = 0 n00 n10 n00 + n10
It = 1 n01 n11 n01 + n11
n00 + n01 n10 + n11 N
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The corresponding probability of observing an exception conditional on state i on the
previous day is:
piij = Pr[It(α) = j|It−1(α) = i]
therefore,
pi01 =
n01
n00 + n01
, pi11 =
n11
n10 + n11
, pi =
n01 + n11
n00 + n01 + n10 + n11
If the sequence of It is independent, then the probabilities to observe or not a VaR
violation in the next period must be equal, that is pi01 = pi11. Under the null hy-
pothesis of independence pi01 = pi11 = pi, likelihood function (unresctricted) is Lu =
(1− pi)n00+n10pin01+n11 .
The likelihood function under the alternative hypothesis (resctricted) is Lr = (1 −
pi01)
n00pin0101 (1− pi11)n10pin1111 , hence the likelihood ratio is:
LRind = 2ln
(
(1− pi01)n00pin0101 (1− pi11)n10pin1111
(1− pi)n00+n10pin01+n11
)
.
The above statistic is distributed as χ2 with one degree of freedom. This indipendence
test can be joined with the previous unconditional coverage test by Kupiec, in order to
derive a conditional coverage test to be applied to the hit series:
LRcc = LRind + LRuc.
The test is distributed χ2(2).
As explained by Campbell(2005), if VaR satisfy the unconditional coverage property then
the proportions of violations of both types36, should match the total proportion of viola-
tions, and this shoul be identical to the confidence level α :
pi01 = pi11 = pi = α.
Therefore, if we substitute α in the LRind expression, we are testing for both uncon-
ditional coverage and independence37,
36Proportions of violations following previous violations and proportions of violations following previous
non-violations.
37See Christoffersen (2012).
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LRcc = 2ln
(
(1− pi01)n00pin0101 (1− pi11)n10pin1111
(1− α)n00+n10αn01+n11
)
.
The main problem with tests of this sort is that they must specify the particular way
in which independence is breached (Danielsson, 2011). Infact the Markov test is able to
detect if the independence property is violated only among subsequent days (or observa-
tions), that is if a chance of violations today may depend on wheter or not a violation
has been registered yesterday. However the independence property may be undermined in
other ways, for example a violation happened last week may determine a violation today;
in this case, the Markov test has no power in detecting the non satisfation of the inde-
pendence property. However, the Markov test may be still very usefull in case of clusters
of violations, because may signal to the risk manager that the actual risk model is not
accurate (for example) in case of changing market condition (i.e increase of volatility) and
that improvements are needed.
Finally, in order to increase its power, the Markov test should be performed singularly;
the reason is the one already explained when discussing the Mixed-Kupiec test.
5.1.4 Duration test
Christoffersen and Pelletier(2004), proposed an independence test based on duration,
which (according to the authors) should be able to have power against more general forms
of dependence.
Denote with di the duration between two consecutive violations such as:
di = ti − ti−1,
where ti denotes the date of the ith violation. Under the null hypothesis that the risk
model is correctly specified (meaning that satisfies both unconditional coverage and inde-
pendence property), the duration variable, {di}Ni=1 , should follow a geometric distribution
with parameter α ; therefore the probability distribution of no-hit duration is:
f(d, α) = α(1− α)d−1
The geometric distribution characterize the memory-free property of the hit sequence
{It(α)}Tt=1, meaning that the amount of time that elapses between VaR violations should
be independent of the amount of time that has elapsed since the last violation (Campbell,
2005). In order to test the memoryless property by a likelihood ratio, the geometric
distribution is nested with an exponential distribution (the only memory-free continuous
distribution), which is the continuos analogue of the geometric distribution with a density
function:
g(d, α) = αe−αd.
Under the conditional coverage property, the mean duration is E[d] = 1/α , because
the hypothesis implied that the mean duration between two violations is 1/α.
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Under the alternative hypothesis, they choose the Weibull distribution for the duration
variable, which allows duration dependence. The density of such distribution is:
h(d, a, b) = abbdb−1e(−(ad)
b)
the exponential distribution appears as a special case when b=1. Therefore the test
for independence is simply:
H0,ind : b = 1.
As argue by the authors of this test, "the Weibull will have a decreasing hazard
function when b < 1, which corresponds to an excessive number of very short durations
(very volatile periods) and an excessive number of very long durations (very tranquil
periods). This could be evidence of misspecified volatility dynamics in the risk model".
Berkowitz et al.(2009) extend the approach by considering also the conditional cover-
age property,
H0,CC : b = 1, a = 1.
Christoffersen and Pelletier(2004), report that their test of independence has more
power than the Markov test in detecting a VaR model that systemically violates indepen-
dence property. Haas (2005), shows that bactesting test based on discrete distribution
exhibit a higher power than test based on continuos distribution. He also report that
such test have really low power when considering more realistic sample size (one year).
Also, Candelon et al. (2011) argue that the test has the drawback to specify, explictly, a
distribution for the duration under the alternative hypothesis, which is not known apri-
ori. Therefore they propose a J-test based on orthonormal polynomials associated to the
geometric distribution.
5.1.5 Other test
Berkowitz et al. (2011) proposed to apply a univariate Ljung-Box test on the hit
sequence, {It(α)}Tt=1, in order to test whether autocorrelation is present or not. For the
Ljung-Box test, the statistic associated to the nullity test, of the first K auto correlations
of the violation process, verifies:
LB(K) = T (T + 2)
K∑
i=1
ρˆ2i
T − i
where ρˆi is the empirical autocorrelation of order i of the hit process. For T −→ ∞
the test is χ2 distributed with K degrees of freedom. The Monte Carlo simulations made
by the authors show that this test has good properties at finite distance if K > 1 (K = 5
in their simulations).
Regarding unconditional coverage, Haas (2001) proposes a proportion of failure esti-
mator, αˆ = N/T , where N is the number of violations and T the length of the sample.
The point estimator is derived under the same assumption of the Kupiec’s test above
discussed. The variance will be:
V (αˆ) =
αˆ(1− αˆ)
T
.
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Given the variance, is possible to derive the confidence interval [αˆ − √V (αˆ); αˆ +√
V (αˆ)], and then if α lies within this interval, the model can be considered to be good,
otherwise we have an idea which confidence level our model would have rendered (Haas,
2001).
Similarly, one can exploit the central limit theorem, therefore under the hypothesis
that the VaR is accurate we can define the z statistic which is approximately normal
standard distributed:
z =
√
T (αˆ− α)√
α(1− α) ∼ N(0, 1).
According to Campbell (2005), "the exact finite sample distribution of z is known and
so hypothesis tests can be conducted in exatcly the same way that hypothesis test are
conducted in the case of Kupiec’s unconditional coverage test".
5.2 Density Forecast Approach
The following test here discussed, do not restrict their attention on a single confidence
level α; the insight is that if portfolio risk is adequately modeled, than the VaR model
shoul satisfy the unconditional coverage property at any level 5%, 10%, ... etc. At the
same time, also VaR violations at all levels should be independent from each other.
With some differences, Crnkovic and Drachman (1996), Diebold, Gunther and Tay
(1998) as well as Berkowitz (2001) have all suggested backtests based on multiple VaR
levels. Broadly speaking, evaluate multiple VaR just means evaluate the entire density
forecast produced by the volatility model (in case of a parametric approach) on which
VaR is derived. Such approach, has both strengths and drawbacks.
Previous backtesting methods concerned only one tail of the returns distribution. They
are based on events that are rare by definition (i.e a loss greater than the 1% quantile of
the distribution). Since they are quite unlikely they constitute a small sample on which
statistical test can be based38. The importance of this fact is amplified when considering
small dataset regarding profits and losses.
Tests based upon the entire forecast, ceteris paribus, should produce more reliable
outcome, because they use more information than test based upon one tail. Increase in-
formations have a cost, since we may derived misleading conclusions regarding the validity
of a particular model employed in estimating VaR. Evaluating the entire density forecast
may penalize model that actually performed well in forecasting the tail of interest (the
VaR) but are not able to adequately forecast the central mass.
5.2.1 Crnkovic and Drachman test
More in particular, Crnkovic and Drachman test (1996) proceed as follows: given a
density forecast at time t+1, transform the actual (observed) realizations of the data by
38A VaR model with a 99% confidence level should only have three or four daily exceptions over one
year: so, a test based upon the number and size of exceptions only uses three or four data out of a total
of 250 sample observations.
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applying the forecasted distribution function39. Remember that this distribution function
determines the forecast of VaR for the portfolio, such as V aRt+1(α) = F−1t+1(α). Under
the null hypothesis, this distribution function corresponds to the ex-post return distribu-
tion (which implies that the VaR calculation model is a "good" model), the Rosenblatt
transformation40 then implies that:
zt+1 = Ft+1(rt+1) ∼ i.i.d. U(0, 1)
In order to test whether the series {zt(rt)}Tt=1 is uniformly distributed or not, they
proposed to use Kupier’s test. This goodness of fit test measures the distance between
two cumulative distribution functions (the predicted and the actual); is considered to be
more reliable because it is equally sensitive to all distribution values (also the extreme
then), while other tests, such as the Kolmogorov-Smirnov test, tend to overestimate the
importance of observations close to the median. According to Crnkovic and Drachman,
the Kuiper test is data intensive and need at leal than 1000 observation in order to have
reliable result.
As for Diebold, Gunther and Tay (1998), they suggest the use of non parametric tests
(Kolmogorov-Smirnoz, Cramer-Von-Mises) to evaluate the significance of the distance be-
tween the transformed serie and theoretical distribution U(0,1). The major problem with
these non parametric tests is that they require many observations in order to reach a
reasonable power level.
The uniformity of the percentiles is analogus to affirm that V aR(α) shoul be violated
exactly α% of time, therefore testing for uniformity can be considered directly comparable
to testing for unconditional property for the hit sequence (Campbell, 2005).
Crnkovic and Drachman suggest to use the BDS statistic41 for testing the indepen-
dence property. The independence property of the percentiles is analogus to say that VaR
violations should be independnet from each other (when considering different confidence
level α). This analogy concern also the fact that violations for a single level α should be
independent from each others.
5.2.2 Q-test
In order to increase the importance of the quantile on which we are interested in (re-
member that the Basel regulation prescribe the use of 1%VaR) and reduce the weigth of
the central mass observations, following Haas (2001) and Campbell (2005), we can parti-
tion the unit interval into different sub-intervals.
For example, Haas proposed to estimate the VaR with 5 percent distance, obtain-
ing thus 20 sub-intervals. The reason for so many sub-intervals is that some methods
for computing VaR, do not provide distribution function which can be used to directly
calculate the percentiles as done in the Crnkovic and Drachman test. Infact, Haas call
39If only the VaR is reported, for example, from Historical Simulation, then we cannot test the distri-
bution.
40See Rosenblatt (1952).
41See Brock et al., (1991).
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this procedure scaled Crnkovic and Drachman test, since allow to judge a particular VaR
model according to the performance on different level α.
Campbell instead propose to choose the partition according to the percentile we are
more interested in. For example, if we are interested in the 1st percentile and the 5th, we
can use the partition [0;0,01][0,01;0,05][0,05;1]. Then once the VaR violations that have
occurred within each bin are found, we can use the Pearson’s Q test for goodness of fit:
Q =
k∑
i=1
(N(li,ui) − T (ui − li))2
T (ui − li)
where N(li,ui) refers to the number of VaR violations in the ith bin and T refers to the
total number of days beign used to construct the test. ui and li are the lower bounds of
each bin. Under the null, the test is approximately distributed according to a χ2 with
k-1 degrees of freedom. Finally, Campbell run a simulation experiment, comparing the
power of the Q-test against Kupiec’s unconditional coverage and concludes that "tests
that examine several quantiles are most succesful in identifying innacurate VaR models
in the presence of systemic under reporting of risk".
5.2.3 Berkowitz test
Berkowitz (2001) proposed a test fot the evaluation of VaR wich rely on the result
that if zt is i.i.d. U(0,1), then xt = φ−1(zt) should be i.i.d. N(0,1).
Under the null hypothesis, the application of the inverse normal transformation to the
uniform series, make possible the use of much powerful statistical tools that we can apply
directly to uniform data (Dowd, 2002); in particular it’s now possible the use of likelihood
ratio tests. For example, the null hypothesis H0 : xt ∼ i.i.d. N(0, 1) can be tested against
a first-order autoregressive process with a possibly different mean and variance:
H1 : xt = µ+ ρxt−1 + t.
The null hypothesis implies that µ = ρ = 0 and σt = 1. The likelihood ratio test
statistic for the null hypothesis is then:
LR = −2(L(0, 1, 0)− L(µˆ, σˆt , ρˆ)
where µˆ, σˆt and ρˆ, are maximum likelihood estimates of the parameters concerned.
LR is distributed under the null hypothesis as χ2(3), a chi-squared with three degrees of
freedom. The alternative hypothesis can be easily generalized to higher-order dependence;
it may include also nonlinear dependence.
In the same paper, Berkowitz proposed also an approach to test whether the sizes of
tail losses are consistent with expectations under the null hypothesis. As we have already
said, it’s possible that the tail of the underlying data are fatter than the normal hypothesis;
for this reason, the shape of the forecasted tail of the density is compared to the observed
tail. In particular, he show that a test statistic can be based on the likelihood of a censored
normal. Such expression contains only observations falling in the tail, but they are trated
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as continuos variable. The null hypothesis again requires µ = 0, σt = 1. As before the
test statistic is based on the difference between the constrained and unconstrained values
of the likelihood:
LRtail = −2(L(0, 1)− L(µˆ, σˆt)).
Under the null hypothesis the test is distributed as χ2(2). Berkowitz, conclude his
paper by running a simulation experiment, showing that the LR test associated to H0 is
a powerful test even with sample sizes as small as 100, performing better than interval
forecast test such as those of Kupiec (1995) and Christoffersen (1998).
Dowd (2004) argue that testing for ρ = µ = 0, σt = 1 may be not sufficient to say
if the null holds. It’s possible a situation where µ = 0, σt = 1 indeed holds, but t is
not normal. For demonstrate this critic, he runs a simulation where profits and losses
are generated by a generalised Student’s t with five degrees of freedom, a zero mean and
standard deviation of one; the choiche of the t distribution is made in order to mimic
the presence of excess of kurtosis in financial data. Then, he shows that the risk model
would yet satisfy the Berkowitz predictions since the data is independent, so ρ = 0, and
the Berkowitz-transformed data has mean zero and standard deviation one, as predicted
under the null.
Thus a false model (with xt not normally distributed as required by the null) would
have been not rejected, since the Berkowitz test merely test the value of the parameter
ρ, µ and σ. In our contest the implication is that this test "can fail to detect that a model
underestimates tail risks" as concluded by Dowd. In order to avoid this problem, he
proposed a modified version which includes also a Bera-Jarque test for normality of t.
5.3 Loss function approach
We have seen that many backtests previously described are based on the hit sequence
define as:
It+1(α) =
{
1, if rt+1 ≤ −V aRt+1(α)
0, if rt+1 > −V aRt+1(α)
However the hit sequence provide very limitative information: it says nothing about
the magnitude of the exceedance, but just tell us whether or not an exceedance occured.
For this reason, Lopez(1999) suggests an approach wich incorporates both magnitude and
number of exceptions, by introducing a loss function which penalizes the model, when a
violations occured, by taking the square of the difference beetwen the actual (observed)
loss and the VaR measure. So a time t+1, the higher the magnitudes of such differences
the more the model is penalized ( because of the square of it).
ψt+1 =
{
1 + (rt+1 − V aRt+1(α))2, if rt+1 ≤ −V aRt+1(α)
0, if rt+1 > −V aRt+1(α)
49
The loss function can be modified following the needs of the user and allows us to
rank models but, it does not give us any formal statistical indication of model adequacy.
However, the average loss can be compared to the average loss we would expect in the
case of an accurate VaR model. In his paper, Lopez suggests a three step procedure for
determining the range of values for average loss that are consistent with an accurate VaR
model. The author also recognized that "a too large average observed could either signal
an innacurate risk model or an innacurate assumption about the stochastic behavior of
profits and losses".
A loss function approach may be not an adequate backtesting method but, it may
have a role as a discriminator among competing VaR models. This is also the main use of
such approach present in the literature: the already cited Angelidis et al.(2003) work, use
a particular loss function (called quantile loss) in order to rank different ARCH-GARCH
models, Nath and Samantha (2003) select different VaR model according to a particular
loss function, Angelidis and Benos (2005) make a similar study for Greek stocks. See
Dowd (2006) for other possible loss functions and their use for the evaluation of VaR
models.
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6 Empirical analysis
In this Chapter, I show the result of some of the previously discussed methods for
the evaluation of VaR models. This methods were applied once the VaR estimates were
obtained from the volatility models already dicussed in Chapter 4.
As already said, I use a 2000-long data sample for estimating the ARCH-GARCH
models, while the out of the sample dataset consist of 1857 observations; a rolling-forecast
approach was used, thus I obtain 1857 day-ahead VaRs estimates (directly derived from
the density forecast). The density forecast produced by the Rugarch package includes:
mean, standard deviation, skew and shape parameter. This estimates were indeed essen-
tial in order to apply Crnkovich-Drachman test and the Berkowitz test, both tail version
and entire distribution version.
The fact that we can work with the density forecast and not just with the quantile
measure, represents also another advantage of the use of parametric approach, because
in both Monte-Carlo simulation (basic framework) and historical simulation, no density
forecast is produced. Therefore, the use of the parametric approach, allow the user to
perform also powerful density forecast tests on the VaR models; this is of critical impor-
tance in the light of the Basel Regulation, which prescribed to judge the internal VaR
model on the base of 250 trading days. It is know infact that, density forecast backtesting
methods, by using more informations, should have more power than methods based on
frequency of failures, especially in the case of small sample.
For the application of tests aimed at determine the satisfaction of the unconditional
property and independnece property (but also in the case of the Q-test), I calculate VaR
at 1% and 5%.
In this Chapter, I also compare my result with those of Angelidis et al.. In particular,
it’s interesting to see if the addition of the APARCH model, GJR-GARCH model, and
the skewed version of the normal, student’s t and GED provides better forecasts, and thus
better VaR estimations. For this purposes, I first compare the results of the unconditional
coverage test by Kupiec and the conditional coverage test by Christoffersen for both VaR
at 1% and 5%. Then, those models that have passed both tests, will be ranked according to
a proposed loss function, called Quantile Loss (QL) function by Angelidis et al.. Such loss
function penalized VaR distant from the "true" but unobservable VaR. The penalization
is heavier in the case of a loss greater than the estimated VaR, while the penalization will
be lightier when the actual loss is lesser than the VaR measure:
ψt+1 =
{
(rt+1 − V aRt+1|t(α))2, if rt+1 < V aRt+1|t(α)
(Percentile{r, 100p}T1 − V aRt+1|t(α))2, if rt+1 ≥ V aRt+1|t(α)
where Percentile {r, 100p}T1 is the p-quantile of the T out-of-sample observations which
should proxy the "true" VaR. The summation ψ =
∑T
t=1 ψt gives the total "score" of the
model in question. The lower the score the better the performance of the model. Accord-
ing to this score, models were ranked.
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In the following, I will compare the results of Angelidis et al. with those of mine for
2000 in-sample observations. The Christoffersen and Kupiec test were applied together
and models that passed both test with a p-value higher than 10% were ranked according
to QL function. I will compare only models with the conditional mean described by an
AR(1) process.
Then, I will move to use the others bactesting methods discussed in the previous
Chapter. I will change the loss function, since I do not consider as appropriate the QL
function proposed above. Take a constant "true VaR" proxied by the percentile of the
1857 observations out-sample is like to use the historical simulation approach for the cal-
culation of such "true VaR". However, as discussed in Chapter 3, one of the main critics
is the strong dependnece of such method on the data set, and as the length of the dataset
increase (and the market condition possibly changes) the VaR measure may be less rep-
resentative of the underlying risk. For this reason such proxy have little meaning.
The alternative loss function which I will use for the study of backtesting methods is the
Gonzàlez-Rivera, Lee and Mishra (2004) function wich penalizes more heavily observations
below the α - quantile:
Θ = (α− dαt )(rt − V aRαt )
where dαt = 1(rt < V aRαt ) is the α-quantile loss function. This asymmetric-loss
function does not rely on unobservable "true" VaR proxy, thus is more adequate than the
previous one. I will refer to it by "AL function" which means asymmetric loss function.
Ranking the models according to a loss function (which can be seen as the dis-utility
function of the risk manager) seems to me more approriate than rank models based on
p-values. P-values cannot be used as measure on which it’s possible to evaluate competing
alternatives. The loss function is better designed for this purposes. For this reason, I follow
Angelidis et al., in use statistical test (and p-values) to determine if a given model satisfy
or not the already discussed properties that an ideal VaR model shoul have, but then, the
ranking of competing volatily model is based on the loss function above described.
6.1 Comparing different models with QL function
In Table 2, is reported from Angelidis et. al., the best 10 models in terms of p-value
obtained in the Unconditional and Conditional coverage test, for both VaR at 1% and
5%.
By observing the table, it is possible to deduce some interesting facts. For example,
according to the Kupiec’s test (UC-test), the simple ARCH-GARCH models perform rela-
tively well especially when estimating VaR at 5%. Regarding distributions, Student’s t is
the most performing, followed by the GED and then the Normal. The Normal resist when
dealing with VaR5%, but when they go to evaluate more extreme event (i.e. VaR1%), it
is clear the inadequaticity of such assumption. In both tests, no Normal model appear in
the top 10, and by watching the complete report of Angelidis et al., barely all models with
innovations assumed normally distributed have a p-value near zero, thus failing both tests.
Below the table with my result for the same tests (Table 3).
There are a lot of differences beetwen p-values of Angelidis et al. and those of mine.
Different samples as shown in Chapter 4 and different window for the re-estimation of the
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Results (VaR 5%)
Models UC-test Models CC-test
1 GARCH(2,0)-s 0.9703 GARCH(1,0)-s 0.9339
2 GARCH(1,0)-s 0.8858 EGARCH(1,0)-s 0.9100
3 EGARCH(1,0)-s 0.8600 GARCH(1,1)-g 0.7948
4 GARCH(1,1)-n 0.7225 GARCH(1,1)-n 0.7948
5 GARCH(1,1)-g 0.7225 GARCH(2,2)-g 0.7495
6 GARCH(1,2)-g 0.6453 GARCH(1,2)-g 0.7432
7 EGARCH(2,0)-s 0.6453 GARCH(2,0)-s 0.6526
8 GARCH(1,2)-n 0.6453 GARCH(1,2)-n 0.4927
9 GARCH(2,1)-n 0.5720 EGARCH(2,1)-s 0.4798
10 GARCH(2,2)-g 0.5030 EGARCH(1,2)-s 0.4798
Results for VaR 1%
Models UC-test Models CC-test
1 GARCH(1,1)-g 0.5723 EGARCH(2,0)-s 0.7182
2 EGARCH(2,0)-s 0.5453 GARCH(1,1)-g 0.6625
3 GARCH(2,1)-g 0.4313 EGARCH(2,1)-s 0.6102
4 GARCH(2,2)-g 0.4313 EGARCH(1,2)-s 0.6102
5 TARCH(1,2)-s 0.4313 GARCH(2,0)-s 0.6102
6 GARCH(2,0)-s 0.3940 GARCH(2,1)-g 0.5565
7 EGARCH(2,1)-s 0.3940 GARCH(2,2)-g 0.5565
8 EGARCH(1,2)-s 0.3940 TARCH(1,2)-g 0.5565
9 GARCH(1,2)-g 0.3145 EGARCH(1,1)-s 0.4843
10 TARCH(1,1)-g 0.3145 GARCH(1,2)-g 0.4459
Table 2: Unconditional and Conditional coverage joint test reported by Angelidis et
al.(2004). P-values for top 10 models.
volatility models may have had a determinant impact. However, it’s equal interesting to
note that in my framework, the skew version of the assumed distributions outperformed
the non skewed-distributions. This seems to be the case especially when considering
VaR5%, with the top 10 full of skew distributions.
More in particular, regarding VaR1%, for both test, the skewed-GED is with no doubt
the best distribution. Also the other fat tailed distribution performs well. For VaR5%,
skew-GED and skew-Normal are the distribution that allow to get higher p-values on the
unconditional and conditional test.
Another interesting thing to note is that GARCH models performed very well, espe-
cially when considering VaR1%. There are no ARCH models among the best models, but
only models with p,q>0. Also, more complex models indeed perform bad, especially the
GJR-GARCH that does not appear in any of the two test (for both α at 1% and 5%).
Next, for those models that have passed both test with a p-value greater than 10%, I
computed the Quantile Loss function as previously described and I proceed to rank the
models according to the assigned score (see Table 4).
The paper in question only report the best model for both confidence level of VaR: for
both 1% VaR and 5% VaR the best model is EGARCH(1,0) with innovations Student’t
distributed, and with a score respectively of 18,24% and 5,61%. Again, the results seems
to be quite different from those of mine; still the best models are the EGARCHs, but
with different specifications for the lags p and q. Also, the GED distribution seems to
outperform the other distributions, including the Student’s t, while the Normal distribu-
tion appear only two times when skewed. Again, this tests and this loss function seem to
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Results for VaR 5%
Models UC-test Models CC-test
1 APARCH(2,1)-sn 0.8985 GARCH(2,2)-sg 0.7384
2 GARCH(2,1)-sn 0.7387 GARCH(2,1)-sn 0.6179
3 GARCH(1,1)-sn 0.7387 GARCH(2,1)-sn 0.6179
4 APARCH(1,1)-sn 0.7387 GARCH(1,1)-sn 0.5754
5 GARCH(1,2)-sn 0.7346 APARCH(1,1)-sn 0.5754
6 APARCH(2,2)-sn 0.7346 GARCH(1,2)-sn 0.5737
7 APARCH(1,1)-sg 0.6608 APARCH(2,2)-sn 0.5737
8 GARCH(2,2)-sg 0.4486 GARCH(1,1)-sg 0.5403
9 GARCH(1,1)-sg 0.3919 GARCH(1,2)-sg 0.5373
10 GARCH(1,2)-sg 0.3889 GARCH(2,1)-sg 0.5373
Results for VaR 1%
Models UC-test Models CC-test
1 GARCH(1,2)-sg 0.7401 GARCH(1,2)-sg 0.4332
2 GARCH(1,1)-sg 0.5788 GARCH(1,1)-sg 0.4243
3 GARCH(2,1)-sg 0.5772 GARCH(2,1)-sg 0.4239
4 GARCH(2,2)-sg 0.4356 GARCH(2,2)-sg 0.3930
5 GARCH(1,1)-s 0.3192 GARCH(1,1)-s 0.3467
6 GARCH(1,1)-g 0.3192 GARCH(1,1)-g 0.3467
7 GARCH(1,1)-ss 0.3192 GARCH(1,1)-ss 0.3467
8 EGARCH(1,1)-ss 0.3192 GARCH(1,2)-s 0.3460
9 EGARCH(1,1)-sg 0.3192 GARCH(1,2)-g 0.3460
10 GARCH(1,2)-s 0.3180 GARCH(1,2)-ss 0.3460
Table 3: Unconditional and Conditional coverage test. P-values for top 10 models.
favourite more simple models. Also, those models seems to perform well independently
of the α considered.
6.2 Applying Unconditional Coverage and Independence test
Now I proceed to compare more in details the results of different backtesting methods
outlined in the previous Chapter. The procedure will be basically the same: apply those
tests to the VaR estmate and then rank the model according to their performance based
on the AL function.
6.2.1 Unconditional Coverage test
As in the previous Chapter, I start with the Kupiec’s test (1995) for unconditional
coverage. In the Table 5, the top performing models in terms of the score assigned by the
AL function for VaR at both 1% and 5%; only models with a p-value greater than 5%
were considered.
It seems that the EGARCH models are without doubt, the best models to estimate
both VaRs. It seems also that non skewed versions of distributions are more appropriate
for VaR at 1% while skew versions perform better in the estimation of VaR5%. Note that
non-skew distributions didn’t perform very well when considering only the p-value of the
test (especially in the case of VaR at 1%).
6.2.2 Mixed Kupiec test
Next, I perform the modified TUFF-independence test by Haas (2001). Table 6, re-
ports the ranking of the models according to their p-values, where for p-value higher
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UC-CC joint test
1%VaR 5% VaR
Models QL Score Models QL Score
1 EGARCH(2,2)-g 0.2158 EGARCH(1,1)-g 0.1008
2 EGARCH(2,1)-g 0.2161 EGARCH(1,2)-g 0.1010
3 EGARCH(1,1)-s 0.2196 EGARCH(1,1)-sn 0.1018
4 GARCH(1,2)-s 0.2196 EGARCH(2,1)-g 0.1019
5 EGARCH(2,2)-s 0.2200 EGARCH(1,2)-sn 0.1028
6 EGARCH(2,1)-s 0.2204 GARCH(1,2)-g 0.1034
7 GARCH(1,1)-s 0.2206 EGARCH(1,1)-sg 0.1034
8 GARCH(1,2)-g 0.2214 GARCH(1,1)-g 0.1036
9 EGARCH(2,2)-sg 0.2214 EGARCH(1,2)-sg 0.1037
10 GARCH(1,1)-g 0.2217 GARCH(2,1)-g 0.1039
Table 4: Unconditional and Conditional coverage joint test. QL score for top 10 models.
UC test
VaR1% VaR5%
Models AL score Models AL score
1 EGARCH(2,2)-g 71.3885 EGARCH(2,1)-sn 234.7038
2 EGARCH(2,1)-g 71.4464 EGARCH(2,2)-sn 234.7607
3 EGARCH(2,2)-s 71.5059 EGARCH(2,2)-sg 235.2595
4 EGARCH(2,1)-s 71.5603 EGARCH(2,1)-sg 235.3131
5 EGARCH(2,2)-sg 71.5667 EGARCH(2,2)-g 235.3246
6 EGARCH(2,1)-sg 71.6218 EGARCH(2,1)-g 235.3532
7 EGARCH(2,2)-ss 71.7334 EGARCH(1,2)-sn 237.6774
8 EGARCH(2,1)-ss 71.7850 EGARCH(1,1)-sn 237.8317
9 EGARCH(1,1)-g 73.2888 EGARCH(1,2)-n 237.9644
10 EGARCH(1,1)-sg 73.2966 EGARCH(1,2)-sg 239.1309
Table 5: Unconditional coverage test by Kupiec(1995). AL score for top 10 models.
than 5% it is not possible to reject the null hypothesis of independence of violations. For
VaR1% the GED distribution (skew and non-skew) outperform the other distributions
while the EGARCH and APARCH are the best volatility models. For VaR5% the dis-
tribtuons which performed the best are the skewed-normal, GED and skwed-GED. More
complex volatility models (GJR-GARCH and APARCH) seems to work well according
to this independence test. Such test, is another proof on the importance of considering
fat-tailed distributions (especcially for VaR1%) and skewed distribution (probably more
important for the estimation of VaR5% than the estimation of VaR1%).
The likelihood-ratio statistic of the TUFF can be combined with the previous statis-
tic of the Kupiec test, and obtain a joint test for both independence and unconditional
coverage (at the cost of lower power). Table 7, reports the best 10 models in terms of
p-value of the so called Mixed Kupiec test by Haas.
When considering the p-value of the test for VaR1%, it is possible to see that the
EGARCH and APARCH models dominates the top 10; the same can be said about
the GED distribution and its skewed version. When considering VaR 5% there is more
heterogeneity regarding best models: GJR-GARCH, APARCH, EGARCH are all present
in the ranking. Also in this case, the skew version of normal perform the best. The
results of this test reflect what I am investigating; since VaR1% is a more extreme event
than VaR5%, models that provides better tails forecast (with GED distribution and its
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TUFF-Haas test
VaR1% VaR5%
Models P-values Models P-values
1 EGARCH(1,2)-g 0.4459 APARCH(2,1)-sn 0.1959
2 EGARCH(1,1)-g 0.4456 GJRGARCH(1,1)-sn 0.1675
3 APARCH(1,1)-sg 0.3861 GJRGARCH(1,1)-sg 0.1561
4 EGARCH(1,2)-sg 0.3553 GJRGARCH(2,1)-g 0.1458
5 EGARCH(1,1)-ss 0.3550 APARCH(1,1)-sn 0.1268
6 EGARCH(1,1)-sg 0.3550 GJRGARCH(1,2)-sn 0.1227
7 APARCH(2,1)-s 0.1446 GJRGARCH(1,2)-sg 0.1218
8 APARCH(1,1)-g 0.1445 GJRGARCH(2,2)-g 0.1126
9 GJRGARCH(1,2)-g 0.1407 EGARCH(1,2)-sn 0.1122
10 GJRGARCH(1,2)-ss 0.1407 GJRGARCH(1,1)-g 0.1068
Table 6: Modified TUFF test by Haas(2001). P-values of top 10 models for VaR1% and
VaR5%.
skew version) will outperform other distributions. The same can be said when estimating
VaR5%; in this case a skew version of normal is enough to obtain good VaR forecast
(according to this test). The score of the AL function seems to confirm the just stated
reasoning and, overall, seems to be coherent with the results of the tests. The only
difference concern the dominance of the simple GARCH model for VaR at 5%.
6.2.3 Christoffersen test
Now I show the result about the conditional coverage test by Christoffersen(1998). I
first start by reporting the top 10 models according to their p-value in the single Markov
test for independence (see Table 8).
Event tough ARCH models perform generally poor in forecasting, with the Markov
test for VaR1% they all have high p-values; probabily such high p-value it’s a sign that the
test is not reliable in this case. The violations in the case of VaR1% are rare by definition
(ideally I would expect around 19 violations on a sample of 1857 observations) and thus
the power of such test is very low. On the other hand, the results of the test for VaR at
5% is more in line with what expected, thanks to the increse number of violations that
allow an increase of the power of such test.
Now I proceed to the conditional coverage test, where its statistic is the sum of the
Markov’s test statistic and the unconditional coverage’s statistic. The p-values were al-
ready presented in previous section, therefore here I show the score made (when I apply
the AL function) by the models wich passed the test with a p-value higher than 5% (see
Table 9).
The AL score confirm indeed that, among those models that did not reject the null
hypothesis at the usual confidence level, fat tailed distributions allow to produce better
forecasts, especially when the volatility models is the EGARCH. For VaR5% also the skew
version of the normal provides very good estimates42.
42For VaR5%, the AL ranking seems to be consistent with the ranking based on p-values of the test
under analysis (see table ).
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Mixed Kupiec test
VaR1% VaR5%
Models p-value Models p-value
1 EGARCH(1,1)-g 0.3922 APARCH(2,1)-sn 0.2160
2 EGARCH(1,2)-g 0.3921 GJRGARCH(1,1)-sn 0.1629
3 APARCH(1,1)-sg 0.3642 APARCH(1,1)-sn 0.1404
4 EGARCH(1,2)-sg 0.3582 GJRGARCH(1,1)-sg 0.1403
5 EGARCH(1,1)-ss 0.3582 GJRGARCH(2,1)-g 0.1226
6 EGARCH(1,1)-sg 0.3582 GJRGARCH(1,2)-sn 0.1191
7 APARCH(1,1)-g 0.0952 GJRGARCH(1,2)-sg 0.1120
8 APARCH(2,1)-s 0.0951 EGARCH(1,2)-sn 0.1089
9 APARCH(2,1)-sg 0.0945 GJRGARCH(2,2)-sn 0.1013
10 APARCH(1,1)-s 0.0924 EGARCH(1,1)-sn 0.0996
VaR1% VaR5%
Models AL score Models Al score
1 EGARCH(1,1)-g 73.2888 EGARCH(2,1)-sn 234.7038
2 EGARCH(1,1)-sg 73.2966 EGARCH(2,2)-sn 234.7607
3 EGARCH(1,1)-s 73.2984 EGARCH(2,2)-sg 235.2595
4 EGARCH(1,1)-ss 73.3913 EGARCH(2,1)-sg 235.3131
5 EGARCH(1,2)-g 73.4113 EGARCH(2,2)-g 235.3246
6 EGARCH(1,2)-sg 73.4141 EGARCH(2,1)-g 235.3532
7 EGARCH(1,2)-ss 73.5844 EGARCH(2,2)-n 235.3933
8 GJRGARCH(2,2)-g 73.9998 EGARCH(1,2)-sn 237.6774
9 GJRGARCH(2,2)-s 74.1029 EGARCH(1,1)-sn 237.8317
10 GJRGARCH(2,1)-g 74.1713 EGARCH(1,2)-n 237.9644
Table 7: Mixed Kupiec test by Haas(2001). P-values and AL score for top 10 models.
6.2.4 Duration test
Now I present the Duration test by Christoffersen and Pelletier(2004), the last of
tests based in evaluting just one α - level. Generally, few models have failed this test;
its attendability therefore should be taken with caution given also the unusually high
p-value for many models. Here I report just p-values (see Table 10). The ranking revel
more heterogeneity in the results than previous independence test; there is no distribution
that clearly made the rank (while in the TUFF-Haas test we have seen that GED and
skew-Normal are the most represented). On the other hand the APARCH models occupy
most of the spots.
6.3 Backtesting methods based on Density Forecast
Following the division of the previous chapter, I now turn the attention to backtesting
methods based on density forecast. As already argued, this methods, by employing more
information than previous backtesting methods, should have more power in detecting
innacurate VaR forecast. The major drawbacks of such methods are their data inten-
siveness and, more relevant in in this context, they may fail to detect a volatility model
that produce bad tail forecast but produce good central density-mass forecast. Thus, as
always should be when dealing with backtesting methods for VaR, their results should be
interpret with caution.
Altought I am evaluating multiple VaR level, the top 10 AL scores for the models that
passed each test present in this section is also reported43.
43For the Crnkovic-Drachman test and Q-test, just the α = 0.05 score is showed, while for the Berkowitz
test both α = 0.01, 0.05 is presented.
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Markov Independence test
VaR1% VaR5%
Models p-value Models p-value
1 GARCH(1,0)-ss 0.9974 GARCH(1,1)-s 0.9662
2 GARCH(2,0)-s 0.9974 GARCH(2,1)-ss 0.9587
3 GJRGARCH(2,0)-ss 0.9974 GARCH(2,2)-g 0.9412
4 GARCH(2,0)-ss 0.9593 GARCH(2,1)-g 0.9410
5 GJRGARCH(1,0)-sn 0.9167 GARCH(1,2)-s 0.9278
6 GARCH(1,0)-s 0.8903 GARCH(2,1)-s 0.8882
7 EGARCH(2,1)-n 0.8057 GARCH(2,2)-ss 0.8806
8 EGARCH(2,2)-n 0.7293 GARCH(2,2)-sg 0.8572
9 APARCH(2,0)-g 0.6919 APARCH(2,2)-g 0.7880
10 APARCH(2,0)-sg 0.6919 GARCH(2,0)-g 0.7729
Table 8: Markov independece test by Christoffersen(1998). P-values for top 10 models.
Conditional Coverage test
VaR1% VaR5%
Models AL score Models AL score
1 EGARCH(2,2)-g 71.3885 EGARCH(2,1)-sn 234.7038
2 EGARCH(2,1)-g 71.4464 EGARCH(2,2)-sn 234.7607
3 EGARCH(2,2)-s 71.5059 EGARCH(2,2)-sg 235.2595
4 EGARCH(2,1)-s 71.5603 EGARCH(2,1)-sg 235.3131
5 EGARCH(2,2)-sg 71.5667 EGARCH(2,2)-g 235.3246
6 EGARCH(2,1)-sg 71.6218 EGARCH(2,1)-g 235.3532
7 EGARCH(2,2)-ss 71.7334 EGARCH(1,2)-sn 237.6774
8 EGARCH(2,1)-ss 71.7850 EGARCH(1,1)-sn 237.8317
9 EGARCH(1,1)-s 73.2984 EGARCH(1,2)-n 237.9644
10 EGARCH(1,2)-s 73.5318 EGARCH(1,1)-n 238.0904
Table 9: Conditional coverage test. AL score for top 10 models.
6.3.1 Crnkovic-Drachman test
First the Crnkovic and Drachman test (1996). Since zt+1 = Ft+1(rt+1) ∼ i.i.d U(0, 1),
three different independence test were applied to the uniform-transformed values. Such
tests includes: Turning point test, Bartels Rank test and Difference Sign test. The results
among the three test are coherent with each other. Only models that did not reject the
null hypothesis of randomness, (for each independence test) with at least a p-value of
10%, were included in the second stage.
The second stage consist in testing the uniformity of {zt}Tt=1; three goodness of fit
test where applied to the transformed values. The tests are: Kolmogorov-Smirnov test,
Anderson-Darling test, Cramer-von Misses test. Those tests gave more or less coherent
results, however there were some differences in the p-value provided. For these reason,
only those models that did not reject the null hypothesis of uniformity with at least 5%
were considered44 for the calculation of AL function.
In table 11, I show only the top and worst 10 model according to the tests of uniformity;
also the top 10 models (which have passed all three uniformity tests) according to the AL
function are reported as well (only for VaR5%).
Interesting the models which performed the best in all the three tests are those nor-
44By increasing the threshold at 10% wouldn’t have change the results.
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Duration test
VaR1% VaR5%
Models p-value Models p-value
1 APARCH(1,2)-g 0.9780 APARCH(1,2)-ss 0.9965
2 GJRGARCH(2,1)-sg 0.9763 GARCH(1,2)-g 0.9823
3 APARCH(2,2)-sg 0.9290 GARCH(2,2)-n 0.9756
4 APARCH(1,1)-sn 0.9042 APARCH(1,2)-g 0.9711
5 APARCH(2,2)-s 0.8946 APARCH(1,2)-sg 0.9588
6 APARCH(2,2)-ss 0.8946 APARCH(1,2)-s 0.9496
7 APARCH(2,1)-sg 0.8940 APARCH(1,1)-sg 0.9288
8 APARCH(2,1)-n 0.8821 APARCH(2,1)-s 0.9265
9 EGARCH(1,1)-n 0.8733 GARCH(1,1)-g 0.9199
10 EGARCH(2,1)-sn 0.8728 APARCH(2,2)-sg 0.9178
Table 10: Duration test by Christoffersen and Pelletier(2004). P-value reported for top
10 models.
mally distributed. Such models dominates the rank even when considering the top 20
positions. This may be considered as a proof of the already expressed concern about the
use of density forecast test; models that produce better tail forecast (such as fat tailed
distributions) may be penalized by such test. This inconvenience may be amplified by
uniformity test, such as the Kolmogorov-Smirnov test, which is more sensitive around the
median. On the other hand, also the AL score45 (calculated for VaR 5%) seems to sus-
tain the prevalence of the normal distribution (in particular its skewed version) over the
student’t and GED; the same holds for the EGARCH model with respect to the others
volayility models (see Table 12).
According to this tests, models that performed the worst are the ARCH models (in-
dependently on the assumed distribution or volatility model used). In this category enter
also those models for which, one or more of this goodness of fit test failed.
6.3.2 Q-test
The partion used for the Q-test is [0;0,01][0,01;0,05][0,05;1]. Such partition should be
able to increase the importance of more extreme events which I am interested in. So,
once the the quantile that made up the boundary of the partition were calculated, each
realized observation was classified in the partition in which it belongs. In this way, for
each partition, the number of violations (when the realized value is lower than the upper
bound of a particular partition) are recorded, and the Q test is performed as explained in
the previous Chapter. In Table 13, the p-values and AL scores (for VaR5%) are reported.
According to this test, EGARCH, GARCH and APARCH are the best models (based
on the the p-value produced). Moreover, the skew GED dominates the ranking. Again,
we see how the ARCH models generally perform poor even with this test (as expected).
Only 32 models did not reject the null hypothesis at a 5% confidence level. Below Table
14, report the score of such models (for VaR5%). The EGARCH models with GED and
skew-GED distribution seems to perform better in terms of score assigned by the loss
function.
45Only 30 models, over a total of 130, passed all the independence tests and uniformity tests.
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Uniformity test
KS test AD test CVM test
Models p-value Models p-value Models p-value
1 EGARCH(2,2)-n 0.9114 EGARCH(2,2)-sn 0.4433 GJRGARCH(1,1)-n 0.8787
2 EGARCH(2,1)-n 0.9005 EGARCH(2,1)-sn 0.4365 GJRGARCH(1,2)-n 0.8648
3 EGARCH(1,1)-n 0.8808 EGARCH(2,1)-n 0.4166 EGARCH(2,2)-n 0.8610
4 APARCH(2,2)-n 0.8754 EGARCH(2,2)-n 0.4152 EGARCH(2,1)-n 0.8604
5 APARCH(2,1)-n 0.8636 EGARCH(1,1)-sn 0.3505 GJRGARCH(2,1)-n 0.8492
6 EGARCH(1,2)-n 0.7943 EGARCH(1,2)-sn 0.3261 GJRGARCH(2,2)-n 0.8415
7 GJRGARCH(2,1)-n 0.7659 APARCH(2,1)-n 0.3240 APARCH(2,2)-n 0.8077
8 GJRGARCH(1,1)-n 0.7647 APARCH(2,1)-sn 0.3168 APARCH(1,1)-n 0.8071
9 GJRGARCH(1,2)-n 0.7487 APARCH(1,1)-n 0.3022 EGARCH(1,2)-n 0.8030
10 GJRGARCH(2,2)-n 0.7382 EGARCH(1,1)-n 0.2898 EGARCH(1,1)-n 0.8018
1 GARCH(1,0)-sn 0.0000 GARCH(1,0)-s 0.0000 APARCH(1,0)-ss 0.0000
2 GARCH(2,0)-g 0.0000 GARCH(1,0)-sn 0.0000 GJRGARCH(1,0)-s 0.0000
3 GARCH(2,0)-sg 0.0000 GARCH(1,0)-ss 0.0000 GARCH(1,0)-s 0.0000
4 APARCH(2,0)-g 0.0000 APARCH(1,0)-n 0.0000 GJRGARCH(1,0)-ss 0.0000
5 APARCH(2,0)-sg 0.0000 APARCH(1,0)-s 0.0000 GARCH(1,0)-ss 0.0000
6 GJRGARCH(2,0)-g 0.0000 APARCH(1,0)-sn 0.0000 GARCH(1,0)-sn 0.0000
7 GJRGARCH(2,0)-sg 0.0000 APARCH(1,0)-ss 0.0000 APARCH(1,0)-s 0.0000
8 APARCH(1,0)-s 0.0000 GJRGARCH(1,0)-s 0.0000 APARCH(1,0)-sn 0.0002
9 APARCH(1,0)-ss 0.0000 GJRGARCH(1,0)-ss 0.0000 APARCH(1,0)-n 0.0005
10 GJRGARCH(1,0)-s 0.0000 APARCH(1,2)-n 0.0000 EGARCH(1,1)-g 0.0051
Table 11: Uniformity test. P-value reported for top and worst 10 models for the
Kolmogorov-Smirnov test, Anderson-Darling test and Cramer-Von Misses test.
6.3.3 Berkowitz test
Finally, I report the results of the Berkowitz test proposed by Berkowitz (2001). As
seen in the previous Chapter, there are 2 possible versions of this test: one focused on the
entire distribution and one focused only on the tail.
The test is done as follows: the set of uniform values previously used for the Crnkovic
and Drachman test is transformed into standard normal variates by applying the standard
normal quantile function (qnorm in the R codes). Then, the likelihhod ratio, as described
in the previous chapter, is performed and the null hypothesis of µ = ρ = 0 and σt = 1
is tested. The package allow to choose the number of autoregressive lags and provides
the estimated autoregressive coefficients of the model. Since we are dealing with daily
observations, the number of autoregressive lags was set at 20 in order to test for autocor-
relation. Therefore, the restricted Log-Likelihood has zero mean, unit variance and zero
coefficients in the autoregressive lags. The Likelihood Ratio Test Statistic is distributed
χ2 with 2 +m = 22 degree of freedoms (where m is the number of lags).
Under the Null that the standardized tail data has mean zero and unit variance, the
package provide also a tail test based on the censored Normal; since I am interested in
VaR at 1% and 5%, the quantile level for the tail test cuttoff was set at 1% and 5%. The
likelihood ratio statistic of tail test is distributed χ2 with 2 degrees of freedom. When the
tail test is choosen it’s not possible to test for autocorrelation.
According to the tail test for VaR1%, the EGARCH and GARCH models with p,q>0
provide the best forecast, as long as the distribution assumed is Student’s t, better if
skewed (see Table 15). For less extreme event (VaR5%) also the skew GED or not pro-
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Uniformity test
Models AL Score
1 EGARCH(2,1)-sn 234.7038
2 EGARCH(2,2)-sn 234.7607
3 EGARCH(2,1)-n 235.2484
4 EGARCH(2,2)-n 235.3933
5 EGARCH(1,2)-sn 237.6774
6 EGARCH(1,1)-sn 237.8317
7 EGARCH(1,2)-n 237.9644
8 EGARCH(1,1)-n 238.0904
9 GJRGARCH(2,1)-sn 240.9707
10 GJRGARCH(2,2)-sn 241.1571
Table 12: Uniformity test AL score (for VaR5%).
Q-test
Top 10 Worst 10
Models p-value Models p-value
1 GARCH(1,2)-sg 0.6820 GARCH(1,0)-n 0.0000
2 GARCH(2,1)-sg 0.6684 GARCH(1,0)-s 0.0000
3 GARCH(2,2)-sg 0.6513 GARCH(1,0)-g 0.0000
4 EGARCH(2,1)-sg 0.4171 GARCH(1,0)-sn 0.0000
5 EGARCH(2,2)-sg 0.4171 GARCH(1,0)-ss 0.0000
6 GARCH(1,2)-g 0.3757 GARCH(1,0)-sg 0.0000
7 EGARCH(1,2)-sg 0.3338 APARCH(1,0)-n 0.0000
8 APARCH(1,2)-sg 0.3144 APARCH(1,0)-s 0.0000
9 APARCH(2,1)-sg 0.3034 APARCH(1,0)-g 0.0000
10 APARCH(1,1)-sg 0.3017 APARCH(1,0)-sn 0.0000
Table 13: Q-test p-values for top and worst 10 models.
vide the best forecast in terms of p-value. When the entire distribution of values is
considered both t and GED (and their relative skew version) perform the best. Again the
best volatility model is the EGARCH with p,q>0.
The worst models are generally those with p=0, that is the ARCH models. In this
case, the results are not particularly affected by the assumed distribution. As usual we
now proceed to show the ranking of the models (which have passed the tail tests with at
least a p-value of 5%) according to the AL score for α = 0.01, 0.05 (see Table 16).
Only 32 models have passed the Berkowitz tail test with cut-off set at 1%, while for a
5% cut-off just 11 models did not reject the null at 5% confidence level. When considering
all the distribution, 19 models did not reject the null hypothesis46 at the usually confi-
dence level. Probably, the results of the tail test with cut-off set at 1% are due the small
sample size on which the test is conduct, since the 1% quantile represents very extreme
event. Infact, is very unlikely that such a high number of models (32) are able to produce
good forecast for such extreme events while for the forecast of less extreme event, such as
the 5th percentile, the number of good models drop to only 11.
The rank by AL score seems to confirm the ranking based on the p-value of the
Berkowitz test; EGARCH models with student’s t innovation are the best performing
46Remember that in this case we test also autocorrelation with 20 lags and not just µ = 0 and σ = 1
as in the case of the tail tests.
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Q-test
Models AL Score
1 EGARCH(2,2)-sg 235.2595
2 EGARCH(2,1)-sg 235.3131
3 EGARCH(2,2)-g 235.3246
4 EGARCH(2,1)-g 235.3532
5 EGARCH(1,2)-sg 239.1309
6 EGARCH(1,1)-sg 239.1787
7 EGARCH(1,2)-g 239.2621
8 EGARCH(1,2)-ss 239.6114
9 APARCH(2,1)-sn 242.1386
10 GJRGARCH(2,1)-sg 242.1464
Table 14: Q-test. AL score for top 10 models.
for VaR1% while EGARCH with GED is the best model-distribution combination for
VaR5%. Again, the inclusion of skewed distributions should improved the quality of the
forecast.
Following Dowd(2004), the actual test only concern µ and σ but it does not explicitly
account for normality. For this reason, I add the Jarque-Bera test to the Berkowitz test
(for the entire distribution) and see how this affect the previous results once the normality
is explicitly tested.
According to Table 17, the top 10 models according to the p-value of the Jarque-Bera
test. Only for 6 models is not possible to reject the null at the usual confidence level.
It’s easy to see that only two models passes both Jarque-Bera test and Berkowitz test
with 20 lags at an acceptable confidence level: EGARCH(2,1)-sg and EGARCH(2,2)-sg.
Therefore, of the 19 models that didn’t reject the null of the Berkowitz test, only 2 were
able to produce actual normally distributed values.
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Berkowitz test
Tail test(VaR1%) Tail test(VaR5%) All distribution
Models P-value Models P-value Models P-value
1 EGARCH(2,1)-ss 0.5763 EGARCH(2,1)-sg 0.2522 EGARCH(2,1)-g 0.0994
2 EGARCH(2,2)-ss 0.5735 EGARCH(2,2)-sg 0.2425 EGARCH(2,1)-sg 0.0978
3 EGARCH(2,1)-s 0.5389 EGARCH(2,1)-g 0.1214 EGARCH(2,2)-g 0.0935
4 EGARCH(2,2)-s 0.5351 EGARCH(2,2)-g 0.1100 EGARCH(2,2)-sg 0.0924
5 EGARCH(1,1)-ss 0.4584 EGARCH(1,1)-ss 0.1042 EGARCH(2,1)-ss 0.0911
6 EGARCH(1,2)-ss 0.3885 EGARCH(1,1)-sg 0.0990 EGARCH(2,1)-s 0.0885
7 GARCH(2,1)-ss 0.2650 EGARCH(1,2)-sg 0.0936 EGARCH(2,2)-ss 0.0864
8 GARCH(1,1)-ss 0.2571 EGARCH(1,2)-ss 0.0702 EGARCH(2,2)-s 0.0836
9 GARCH(2,2)-ss 0.2503 APARCH(2,2)-ss 0.0657 APARCH(2,1)-g 0.0710
10 GARCH(1,2)-ss 0.2468 APARCH(2,1)-ss 0.0598 APARCH(2,1)-sg 0.0661
1 GARCH(1,0)-sn 0.0000 GARCH(1,0)-s 0.0000 GARCH(1,0)-s 0.0000
2 APARCH(1,0)-n 0.0000 GARCH(1,0)-sn 0.0000 GARCH(1,0)-sn 0.0000
3 GJRGARCH(1,0)-n 0.0000 GARCH(1,0)-ss 0.0000 GARCH(1,0)-ss 0.0000
4 GJRGARCH(1,0)-sn 0.0000 APARCH(1,0)-n 0.0000 APARCH(1,0)-n 0.0000
5 GARCH(2,0)-n 0.0000 APARCH(1,0)-s 0.0000 APARCH(1,0)-s 0.0000
6 APARCH(2,0)-n 0.0000 APARCH(1,0)-ss 0.0000 APARCH(1,0)-ss 0.0000
7 APARCH(2,0)-sn 0.0000 GJRGARCH(1,0)-n 0.0000 GJRGARCH(1,0)-s 0.0000
8 GJRGARCH(2,0)-n 0.0000 GJRGARCH(1,0)-s 0.0000 GJRGARCH(1,0)-ss 0.0000
9 GARCH(1,1)-n 0.0000 GJRGARCH(1,0)-sn 0.0000 GARCH(2,0)-n 0.0000
10 APARCH(1,1)-n 0.0000 GJRGARCH(1,0)-ss 0.0000 GARCH(2,0)-s 0.0000
Table 15: Berkowitz test by Berkowitz (2001). Top and worst 10 models in terms of
p-value for the tail test(for the 1% and 5% percentile) and for the entire distribution.
7 Conclusions
The Basel Accords propose the use of backtesting techniques to assess the accuracy
and reliability of the Value at Risk measures, and set different failure areas (and higher
capital requirement) for institutions failing to report valid risk models. Thereby the va-
lidity of these backtesting procedures is of paramount importance for the reliability of the
whole internal and external monitoring process.
In this thesis, I studied the performance of 130 models with the conditional mean
described by a AR(1) process and the conditional variance described by ARCH-GARCH
family models. To the VaR estimates at 1% and 5% confidence level, consisting of 1857
observations each, I apply several backtesting methods present in the literature. Volatility
models are ranked according to p-value and the AL score (for those that have a p-value
higher than 5%).
First, I compare my results (for the same tests) to those of Angelidis et al., in order
to verify if the addition of APARCH models and GJR-GARCH models plus skew variant
of the Normal, Student’s t and GED distributions may lead to better VaR estimates.
The results are not really comparable, since the sample is slightly different and the
parameters of the volatility models are reestimated every 10 days and not everyday. How-
ever, my results for the Kupiec’s test (when considering only p-values) suggest that the
skew-Normal distribution works fine for VaR5% while for VaR1% it’s better a skew version
of a fat-tailed distribution. The best volatility models are the GARCH and APARCH.
When the Markov independence test is added (which does not seems to be at all reliable
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Berkowitz test
VaR1% VaR5%
Models AL score Models AL score
1 EGARCH(2,2)-s 71.5059 EGARCH(2,2)-sg 235.2595
2 EGARCH(2,1)-s 71.5603 EGARCH(2,1)-sg 235.3131
3 EGARCH(2,1)-sg 71.6218 EGARCH(2,2)-g 235.3246
4 EGARCH(2,2)-ss 71.7334 EGARCH(2,1)-g 235.3532
5 EGARCH(2,1)-ss 71.7850 EGARCH(1,2)-sg 239.1309
6 EGARCH(1,1)-s 73.2984 EGARCH(1,1)-sg 239.1787
7 EGARCH(1,1)-ss 73.3913 EGARCH(1,1)-ss 239.4016
8 EGARCH(1,2)-s 73.5318 EGARCH(1,2)-ss 239.6114
9 EGARCH(1,2)-ss 73.5844 APARCH(2,2)-ss 243.3563
10 GJRGARCH(2,2)-s 74.1029 APARCH(2,1)-ss 243.3810
Table 16: Berkowitz test by Berkowitz (2001). Top 10 models according to the AL score
for VaR at 1% and 5% .
Jarque-Bera test
Models p-values
1 GARCH(2,1)-sg 0.0679
2 EGARCH(2,1)-sg 0.0672
3 EGARCH(2,2)-sg 0.0660
4 GARCH(2,2)-sg 0.0642
5 GARCH(1,1)-sg 0.0640
6 GARCH(1,2)-sg 0.0596
7 GJRGARCH(2,1)-sg 0.0477
8 EGARCH(1,1)-sg 0.0451
9 GJRGARCH(2,2)-sg 0.0446
10 GJRGARCH(1,1)-sg 0.0421
Table 17: Jarque-Bera test. Top 10 models in terms of p-value.
for VaR1%, due to small sample), the situation slightly change for VaR5% with a takeover
of skew-GED on the skew-Normal distribution.
On the other hand, when considering the AL score, the EGARCH model with GED
and t distributions are the best for VaR1%, suggesting that maybe the skewness is not
that relevant for the estimation of extreme event, while it can be more important for
VaR5%.
Regarding the Mixed Kupiec test, again, for VaR1% the best distribution is a fat tailed
one (better if GED) while for VaR5%, the best is the skew-Normal. This is confirmed also
when observing the single modified TUFF test for independence, meaning that there is
some sort of coherence among the results of the two test that made up the Mixed Kupiec.
Also the modified TUFF seems to be much more relible then the Markov test in the case
of VaR1%. This is because the first just concern the duration among violations, while the
second enquire if the indepedence property is satisfied in the case of subsequent violations.
Hence the poor result.
When considering the AL score, the same conclusion of the previous tests holds true.
According to the Crnkovich-Drachman test, the Normal distribution is able to provide
the better VaR estimates. The three uniformity test are more or less coherent with each
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other, with the Anderson-Darling test more inclined to prefer the skew-Normal. The mod-
els that perform the worst are the ARCH models. By endorsing the Normal distribution,
this test prove to be not adequate for the evaluation of VaR estimates.
The Q-test suggest that the best models are those distributed with a skew-fat-tailed
distribution. GARCH, EGARCH and APARCH all performed well. The result of this
test are in line with previous outcome regarding VaR1%. This crucially depend on the
partition choosen, with more weigth on the outer quantiles.
The Berkowitz test suggest that for VaR1% the best distribution to assume is the
skew version of the Student’s t, while for VaR5% also the skew version of the GED should
provide good forecast. When applying such test to the entire forecast (and testing also for
autocorrelation), still GED and Student (skew or not) are the prefered one (according to
the p-values). When considering also the Jarque-Bera test only 2 model with innovations
skew-GED distributed pass both tests. In all the possible versions of the Berkowitz test
the best performing volatility model is the EGARCH (with p,q>0).
As expected, the results of the various tests are not able to tell which is the best
volatility model and which distribution should be assumed. Generally speaking, tests
based on one single VaR level seems more incline to favour of the GED distribution (pos-
sibly the skew version) for VaR1%, while for VaR5% the best distribution is the skew
normal. On the other hand, tests based on multiple VaR level, generally endorses skew
fat tail distribution.
Regarding backtesting methods, it’s possible to conclude that the Markov test is not
reliable for VaR1% and therefore others independence tests should be considered. The
outcome of Crnokovic-Drachman test is highly misleading since endorses the Normal dis-
tribution. Such test (with the uniformity test employed in this analysis) is not adequate
in this context. Also the results of the Duration test for indepedence should be taken
with caution.
Regarding volatility model, according to the AL score, the best model is the EGARCH
with p, q>0, possibly with a skew fat-tailed distribution for VaR 1% and skew-Normal
for VaR5%. One obvious conclusion of this empirical work is that volatility models with
p=0, so ARCH models, produce very bad forecast.
In conclusion, it’s up to the risk manager choose which backtesting methods better fit
its necessity (length of the sample, confidence level choosen for VaR, ect....) knowing the
weaknesses and the strengths of each test. Behind statistical tests, also a loss function
approach should be considered for the evaluation of VaR estimates. The common sense
suggest to apply, simultaneously, as much tests as possible, since test may fail or have
misleading results.
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