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研究成果の概要（英文）：Due to powerful solvers, a variety of large-scale optimization 
problems can be solved in a small amount of time.  Nonlinear optimization problems are, 
however, excluded from this benefit, especially when the convexity is not assumed.  In this 
research, we paid attention to the fact that almost all nonlinear optimization problems can 
be formulated into a class of problems of minimizing a concave function over a convex set, 
and developed some deterministic algorithms for solving it.  We verified that each of them 
converges in theory to an optimal solution, and that it actually terminates in a practical 
amount of time on a computer. 
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𝐶(𝛼) = {𝒙 ∈ ℝ𝑛|𝑓(𝒙) ≥ 𝛼} 
と表すことにする．D.c.（difference of two 
convex set）実行可能性問題とは，所与の許
容誤差𝜀 ≥ 0に対して次のように記述される： 
(DC): 点𝒙 ∈ 𝐷 ∖ 𝐶(𝛼)があればそれを求め，






𝑖 ← 1とする． 
[第 1 段階] 𝒛𝑖から出発し，𝐷の端点から𝑓の
極小点𝒙𝑖を見つける．（𝑓(𝒙𝑖) ≤ 𝑓(𝒛𝑖)が成り
立ち，𝒙𝑖に隣接するすべての頂点𝒙に対し
ても𝑓(𝒙𝑖) ≤ 𝑓(𝒙)が成り立つ．） 
[第 2 段階] 問題(DC)を𝛼 = 𝑓(𝒙𝑖)に対して
解く．もしも𝐷 ⊂ 𝐶(𝛼 − 𝜀)ならば，𝒙∗ ← 𝒙𝑖
として終了．そうでなければ，𝑓(𝒛) <  𝑓(𝒙𝑖)
を満たす実行可能解𝒛 ∈ 𝐷が得られるので，







 上述の二段階法で，𝛾 =  𝛼 − 𝜀に対して
𝑓(𝒗) > 𝛾を満たす𝐷の端点𝒗を見つけること
は難しくない．凸多面体𝐷を定義するシステ
ムが，𝒙 =  𝒗において次のように分割される
ものとしよう： 
𝑩𝒗 =  𝒃𝐵 ,    𝑵𝒗 <  𝒃𝑁 . 
ここで 
𝛬 = {𝒙 ∈ ℝ𝑛 | 𝑩𝒙 ≤ 𝒃𝐵} 
𝛭 = {𝒙 ∈ ℝ𝑛 | 𝑵𝒙 ≤ 𝒃𝑁} 
と定義すれば 
𝐷 =  𝛭 ∩ 𝛬 
が成り立ち，端点𝒗の非退化を仮定すれば𝒗は
𝛭の内点になる．説明を簡単にするため，
𝒗 = 𝟎としよう．錐𝛭の方向ベクトル𝒅1, … , 𝒅𝑛
に対して 
𝒒𝑗 =  ext(𝒅𝑗)  ≡  𝜃𝑗𝒅𝑗 ,    𝑗 = 1, … , 𝑛, 
を𝒅𝑗の𝛾拡張といい，𝜃𝑗は以下で与えられる： 
𝜃𝑗 =  sup{𝜃 | 𝑓(𝜃𝒅𝑗)  ≥  𝛾}. 
この𝛾拡張を用いれば， 
𝑸 = [𝒒1, … , 𝒒𝑛] ∈  ℝ
𝑛×𝑛 
として𝛬を次のように表すことができる： 
𝛬  =  con(𝑸) 
 ≡ {𝒙 ∈ ℝ𝑛 | 𝒙 =  ∑ 𝒒𝑗𝜆𝑗
𝑛
𝑗=1
, 𝝀 ≥ 𝟎}. 
ベクトル𝒒𝑗は線形独立であり，𝑸が正則なの
で，次の半空間𝐺は一意に定まる： 




𝐺 ∩ 𝛬 ⊂ 𝐶(𝛾). 
したがって，𝛭 ∩ 𝛬が𝐺の部分集合ならば 
𝐷 =  𝛭 ∩ 𝛬 ⊂  𝐺 ∩ 𝛬 ⊂ 𝐶(𝛾) = 𝐶(𝛼 − 𝜀) 
が成り立ち，(DC)は解けたと結論できる．以
上の操作を限定操作とよぶ． 
 もしも𝛭 ∩ 𝛬が𝐺の部分集合でなければ点
𝒙 ∈ 𝐷 ∖ 𝐶(𝛼)が見つかるか，あるいは𝛬を分割
して再調査する必要がある．後者の場合，
Λ ∖ {𝟎}から適当な方向ベクトル𝒖を選択し，
𝒖 =  ∑ 𝜆𝑗
𝑛
𝑗=1 𝒒𝑗 を 満 た す 𝝀 ≥ 𝟎 に 対 し て
𝐽 = {𝑗 |𝜆𝑗 > 0}とすれば，𝛬は |𝐽| 個の錐 
𝛬𝑗 =  con(𝑸𝑗),    𝑗 ∈ 𝐽, 
に分割され，𝑸𝑗は以下で与えられる： 
𝑸𝑗 = [𝒒1, … , 𝒒𝑗−1, ext(𝒖), 𝒒𝑗+1, … , 𝑞𝑛]. 
この結果， 
int(𝛬𝑖) ∩  int(𝛬𝑗) =  ∅, 𝑖 ≠ 𝑗 
𝛬 = ∪𝑗 ∈𝐽 𝛬

















𝐺𝑘 = {𝒙 ∈ ℝ
𝑛 | 𝒆𝑸𝒌
−𝟏𝒙 ≤ 1} 














条 件 𝑵𝑸𝑘𝝀 ≤  𝒃𝑁 ,   𝝀 ≥ 𝟎 





+ = {𝒙 ∈ ℝ𝑛 | 𝒙 =  ∑ 𝒒𝑗
𝒌𝜆𝒋
𝑗∈𝐽𝑘
, 𝝀 ≥ 𝟎} 
𝐽𝑘 = {𝑗 | 𝜆𝑗










条 件 𝝁𝑵𝑸𝑘  ≥  𝒆,   𝝁 ≥ 𝟎 
であるが，この問題の最適解𝝁𝑘に対して 








lim inf𝑘→+∞  ∥ ext(𝒖







𝑘 =  𝝎𝑘に沿って𝛬𝑘を
分割し，𝛬𝑘+1が得られているものとする．こ
のとき，{𝒚𝑘}には𝑓(𝒚0) =  𝛾を満たす集積点


























𝑘 =  ∥ 𝒒𝑖
𝑘 − 𝒒𝑗










{𝑠, 𝑡} ∈ arg max{𝛿𝑖𝑗
𝑘  |{𝑖, 𝑗} ∈ 𝐽𝑘} 
によって定まる𝒚𝑠𝑡




𝑗 =  con(𝑸𝑘






𝑘 , … , 𝒒𝑗−1
𝑘 , ext(𝒚𝑠𝑡
𝑘 ), 𝒒𝑗+1





定理 3．許容誤差を𝜀 = 0とする．このとき，
𝜔二分規則に従う錐分割法が終了すれば，点
𝒛 ∈ 𝐷 ∖ 𝐶(𝛼)が生成されるか，𝐷 ⊂ 𝐶(𝛼 − 𝜀)で
あることが示される．終了しなければ，点列
{𝝎𝑘}には𝑓(𝝎0) =  𝛼を満たす集積点𝝎0 ∈ 𝐷
が存在する．             □ 
系 4．許容誤差が𝜀 > 0ならば，𝜔二分規則に
従う錐分割法は有限回の反復で終了し，点
𝒛 ∈ 𝐷 ∖ 𝐶(𝛼)が生成されるか，𝐷 ⊂ 𝐶(𝛼 − 𝜀)で




ルゴリズムの収束性は，98 年に Jaumard と
Meyer，99 年には Locatelli によって証明さ
れている．したがって，(1)の①に紹介した結
果は決して新しいものではない．Jaumard と







































𝜎 >  0に対して 
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