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ISOMORPHISMS AND AUTOMORPHISMS OF
DISCRETE MULTIPLIER HOPF C*-ALGEBRAS
DAN Z. KUCˇEROVSKY´
Abstract. We construct Hopf algebra isomorphisms of discrete
multiplier Hopf C*-algebras, and Hopf AF C*-algebras (general-
ized quantum UHF algebras), from K-theoretical data. Some of
the intermediate results are of independent interest, such as a re-
sult that Jordan maps of Hopf algebras intertwine antipodes, and
the applications to automorphisms of Hopf algebras.
1. Introduction
Classification is a recurring theme in mathematics, and probably the
most successful approach to classifying C*-algebras has been to use K-
theory, often augumented by some additional information, as a classify-
ing functor[10]. We consider the case of C*-algebras with Hopf algebra
structure, and we find that in many cases there is a product structure
on the K-theory group. We then address the problem of constructing
Hopf algebra maps from algebra maps respecting the product structure
on the K-theory group, with applications to constructing automorphi-
sms and isomorphisms of Hopf algebras. Theorems 2.10, 3.2 and 2.11
allow constructing Hopf algebra (co-anti) automorphisms or isomor-
phisms from purely K-theoretical data. These results are used to study
bi-inner Hopf *-automorphisms, which are the Hopf *-automorphisms
of a Hopf C*-algebra that are inner as algebra automorphisms, both
in the dual algebra and in the given algebra. We extend the results
of [21]. We also develop techniques of independent interest, involving
Jordan bi-algebra maps, linear positivity preserving maps, and other
related concepts. In the last two sections, we give an example where
we apply the techniques to the case of a Hopf AF C*-algebra, which
includes an interesting special case that we call the quantum UHF case.
With a compact Hopf AF C*-algebra can be associated two K-theory
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rings, one on the discrete dual and one on the algebra itself. We ob-
tain isomorphism results for both cases (Theorem 5.2 and Theorem 6.2,
respectively).
A Hopf algebra is a bi-algebra with an antipode map κ. A multiplier
Hopf algebra is a generalization where the co-product homomorphism
takes values in a multiplier algebra. Consider a compact Hopf algebra
A that is also a C*-algebra; in the framework of [6], the dual object is
a C*-algebra B, and has a co-product δ : B −→M(B ⊗B). This dual
object will be a possibly infinite direct sum of matrix blocks at the
level of C*-algebras, and the co-product homomorphism takes values
in a direct product of matrix blocks. Our notation is based on that
of [6], denoting co-products by δ, antipode by κ, pairing by β(· , ·),
and co-unit by ǫ. The real algebra of κ-symmetric elements is the al-
gebra of elements that are fixed under the antipode composed with
the C*-algebraic involution. The co-centre is the sub-algebra of co-
commutative elements. We denote the flip, on a tensor product, by
σ.
2. K-theory of discrete multiplier Hopf C*-algebras
We begin with the module picture of (algebraic) K-theory.
Proposition 2.1. Let M1 and M2 be two projective sub-modules of a
discrete Hopf C*-algebra A. Taking the tensor product of these mod-
ules and using the co-product homomorphism to restrict rings gives a
projective module over A.
Proof: The moduleMi is a sub-module of a c0-direct sum of matrix
algebras. Such modules are necessarily finite-dimensional (over C), and
so the tensor product M1 ⊗M2 of two such projective sub-modules is
again finite-dimensional. The tensor product M1 ⊗M2 is in a natural
way a module over the multiplier algebraM(A⊗A), and thus we may
restrict by the co-product homomorphism. The restriction of rings
operation will not increase the dimension, and therefore we obtain a
sub-module of A with finite complex dimension. Such a sub-module is
supported on finitely many matrix blocks of A, and thus is projective.
Since the restriction of rings operation is functorial, we obtain not
just a product operation on the projective sub-modules of A, but also
a product operation on the K0-group in algebraic K-theory. In the
case of c0-direct sums of matrix algebras, the algebraic K0-group is
isomorphic to the Banach algebra K0-group that is usually used with
C*-algebras. Therefore, we may further assume that we are working
with Hilbert modules rather than just algebraic modules.
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There exists also an operator picture of theK-theory group, in terms
of projections inMn(A). In K-theory it is necessary that direct sums of
generators may be formed, and this is done by taking direct sums within
a matrix algebra. In order to accomodate different sizes of matrix
algebras in a unified way, we may as well regard Mn as a subalgebra of
the compact operators K. Viewing the product in terms of operators
in A⊗K rather than modules, it satisfies the following properties:
Definition 2.2. We denote by  a binary operation on elements of
A⊗K with the following properties:
i) (Pullback) a(b c) =
∑
(ba1) (ca2), where δ(a) =
∑
a1⊗a2,
and
ii) (normalization) (τ ⊗ t)(b c) = (τ ⊗ t)(b)(τ ⊗ t)(c), where τ
denotes the Haar state of A and t denotes the standard trace on
K.
We remark that the above pullback property comes from the fact
that, when we perform the restriction of rings operation, the action of
a in A on the restricted module is mapped to the action of δ(a) on a
tensor product of A-modules.
We recall that the dual object of a discrete multiplier Hopf C*-
algebra is, in the setting provided by [6, 4], a compact Hopf C*-algebra.
There is a Fourier transform, see [24, pg. 394] and [4, para. 1.3], that
can be defined as F(b) := [Id ⊗ τ(b·)]V ∗, where V is a multiplicative
unitary, and τ is the (extension of the) Haar weight. The Fourier trans-
form can also be defined via the pairing with the dual (following Van
Daele[28]) by
β(a,F(b)) = τ(ba),
where the elements a and b belong to a Hopf C*-algebra A, τ is the
Haar weight, and β(· , ·) is the pairing with the dual algebra. In most
cases, we will assume that the Haar weights are tracial (we will see that
this allows us to bring real C*-algebraicK-theory into the picture). An
operator-valued convolution product, ⋄, can be defined by the property
F(a ⋄ b) = F(a)F(b), where a and b are elements of a Hopf C*-algebra
A, and F is the Fourier transform defined previously.
The next Proposition relates  and ⋄.
Proposition 2.3. Let A be a discrete Hopf C*-algebra with tracial
Haar weight. Let ℓ1 and ℓ2 be in A
+. If σ is a trace in T (A), and t is
the standard trace on K, then (σ ⊗ t)(ℓ1 ℓ2) = σ(ℓ1 ⋄ ℓ2).
Proof: Let us denote by τ the tracial Haar state on A. Note that
τ(ℓ1 ⋄ ℓ2) = τ(ℓ1)τ(ℓ2), and also (τ ⊗ t)(ℓ1 ℓ2) = τ(ℓ1)τ(ℓ2), so that
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(τ ⊗ t)(ℓ1 ℓ2) = τ(ℓ1 ⋄ ℓ2). Thus the desired identity holds in the case
σ = τ.
Let us next consider the case where σ is of the form τ(z·) with z
being central and supported in only finitely many matrix blocks. If
δ(z) = a(1) ⊗ a(2), we have
(σ ⊗ t)(ℓ1 ℓ2) = (τ ⊗ t)((a(1)ℓ1) (a(2)ℓ2))
= τ(a(1)ℓ1)τ(a(2)ℓ2)
= τ((a(1)ℓ1)⊗ (a(2)ℓ2)).
It follows that (σ⊗t)(ℓ1  ℓ2) is equal to (τ⊗τ)(δ(z)(ℓ1⊗ℓ2)). Using the
definition of the Fourier transform to rewrite this in terms of the pairing
β, we obtain β(δ(z),F(ℓ1)⊗F (ℓ2)), which is equal to β(z,F(ℓ1)F(ℓ2)).
From the definition of the Fourier transform,
β(z,F(ℓ1)F(ℓ2)) = τ(zF
−1(F(ℓ1)F(ℓ2))).
But F−1(F(ℓ1)F(ℓ2)) is the convolution product of ℓ1 and ℓ2, so we
have proven the desired identity in the case where σ is of the form
τ(z·) with z being central and supported in only finitely many matrix
blocks.
In the general case where σ is an unbounded trace on A, we use the
fact that traces on a c0 direct sum of matrix algebras are lower semi-
continuous to write the given σ as a limit of bounded and compactly
supported traces σn. For these traces, (σn ⊗ t)(ℓ1 ℓ2) = σn(ℓ1 ⋄ ℓ2),
from which the general case follows.
It is natural to consider maps from one discrete Hopf C*-algebra to
another that intertwine the product  . We state the definition in a
dualized form, using the fact that the states on the K-theory group
K(A) correspond to the traces on the algebra A. In fact we only need
this property to hold in the case that p and q are generators of K-
theory, which in our case are minimal projections of the algebra.
Definition 2.4. A map f : K(A) −→ K(B) is said to be K-co-multipli-
cative if (σ ⊗ τ)(f(p) f(q)) = (σ ⊗ τ)((f ⊗ Id)(p q)), where p and
q are generators of K-theory, the linear functional σ is a trace on B,
and the linear functional τ is the standard trace on K.
We shall show that K-co-multiplicative maps induce maps on the
dual that are well-behaved with respect to co-traces. We say that a
co-tracial linear functional is a linear functional g with the property
g(a ⋄ b) = g(b ⋄ a). Since the Haar state satisfies τ(a ⋄ b) = τ(a)τ(b), it
is an example of a co-tracial linear functional.
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Lemma 2.5. Let A,B be Hopf C*-algebras with tracial Haar states.
Let f : A −→ B be a C*-algebraic isomorphism that intertwines the
Haar states. Then, we have the identity
FB ◦ f = f
∗−1 ◦ FA,
where F denotes the Fourier transform, and f ∗−1, which is continuous,
is the inverse map for f ∗, the map induced by f on the dual algebras.
Proof: The Fourier transform on A can be written as FA : a 7→
τA(a·). A similar statement holds for the Fourier transform on B. Then,
using the property that τB(f(x)) = τA(x) for all x ∈ A, we get
f ∗ ◦ (τB(f(a)·)) = τB(f(a)f(·))
= τB(f(a(·)))
= τA(a·).
From the above it follows that f ∗ ◦ FB ◦ f = FA. That f
∗−1 exists
follows from the fact that f is invertible and the inverse induces a map
of dual algebras. That f ∗−1 is continuous is seen by applying the open
mapping theorem to f ∗. Composing f ∗ ◦ FB ◦ f = FA with f
∗−1 from
the left, we have the desired conclusion.
Lemma 2.6. Let A and B be discrete multiplier Hopf C*-algebras that
have a tracial Haar weight. Let f : A −→ B be a C*-isomorphism
that intertwines Haar states, and whose induced map on K-theory is
K-co-multiplicative. The map f ∗ induced by f on the dual algebra(s)
satisfies
g(f ∗−1(y1y2)) = g(f
∗−1(y1)f
∗−1(y2))
for all yi in the dual algebra Â, and all bounded cotracial linear func-
tionals g.
Proof: Let T be a trace on B, and let τ be the Haar state of B.
From the hypothesis that the given map f respects the product  , we
have
(T ⊗ τ)(f(p) f(q)) = (T ⊗ τ)((f ⊗ Id)(p q)),
where p and q are minimal projections of A. By Proposition 2.3, it
follows that
T (f(p) ⋄ f(q)) = T (f(p ⋄ q)),
where ⋄ denotes convolution of operators.
Passing to linear combinations of traces, we thus have, for all tracial
linear functionals T on B, that
T (f(p) ⋄ f(q)) = T (f(p ⋄ q)).
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Since the tracial linear functional T can be written in terms of the Haar
state τ and a central element z as T (x) = τ(zx), it follows from the
definition of the Fourier transform, β(a,F(b)) = τ(ba), that T (x) =
β(z,F(x)). Putting this into the above equation, we obtain
β(z,F(f(p))F(f(q))) = β(z,F(f(p ⋄ q))).
We use Lemma 2.5 to express the action of f on the dual algebras
in terms of the Fourier transforms, obtaining F ◦ f = f ∗−1 ◦ F . We
conclude that, denoting the Fourier transforms of p and q by pˆ and qˆ
respectively,
β(z, f ∗−1(pˆ)f ∗−1(qˆ)) = β(z, f ∗−1(pˆqˆ))
for any central element z ∈ A.
Regarding the above as an equality of bilinear forms in pˆ and qˆ, we
notice that we can replace pˆ and qˆ by finite linear combinations of
elements having the same properties as, respectively, pˆ and qˆ. Since
any element of A that is supported in finitely many matrix blocks of
A can be written as a finite linear combination of minimal projections,
we conclude that
(1) g(f ∗−1(y1y2)) = g(f
∗−1(y1)f
∗−1(y2)),
for any cotracial functional g and all yi ∈ Â given by the Fourier
transform of an element supported in finitely many matrix blocks. But
then the equation g(f ∗−1(y1y2)) = g(f
∗−1(y1)f
∗−1(y2)) holds for all yi
in a dense subset of the unital C*-algebra Â, and since g and f ∗−1 are
continuous, the equation then holds for all y ∈ Â.
We now have need of an improvement of a result from [29]. In the
statement of our result, the notation ′ is used to denote a relative
commutant within B.
Proposition 2.7. Let A and B be C*-algebras, with A unital. Let
f : A −→ B be a linear and positive map that takes orthogonal positive
operators to orthogonal positive operators. Let C := f(1A){f(1A)}′.
Then, f(A) ⊆ C and there is a Jordan homomorphism π : A −→M(C)
such that f(a) = f(1A)π(a) for all a ∈ A.
Proof: If we can show that f takes self-adjoint orthogonal elements
to self-adjoint orthogonal elements, the conclusion we want is then
provided by [29, Theorem 2.3].
We may as well suppose that ‖f‖ ≤ 1. Let a and b be orthogonal
self-adjoint elements of A. The sub-C*-algebra generated by 1, a, and
b is abelian and will be denoted C(X). Denoting the restriction of f
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to C(X) by φ, we note that φ is completely positive (see [26]). By the
Cauchy-Schwartz inequality for completely positive maps,
φ(a2) ≥ φ(a)2 ≥ 0.
By hypothesis, φ(a2) and φ(b2) are orthogonal positive elements, so
cutting down the above inequality on both sides by the positive element
φ(b2), we conclude that φ(a) is orthogonal to φ(b2). Similarly, cutting
down φ(b2) ≥ φ(b)2 ≥ 0 on left and right by φ(a), we then have as
required that φ(a) and φ(b) are orthogonal self-adjoint elements.
Proposition 2.8. Let A and B be discrete multiplier Hopf C*-algebras
that have tracial Haar weights. Let f : A −→ B be aK-co-multiplicative
C*-isomorphism that intertwines co-units and antipodes. Then the
pullback map f ∗ is a Jordan homomorphism
Proof: The Haar states extend to the canonical trace on the GNS
representation, each matrix block being represented with multiplicity
given by its matrix dimension. Since the Haar states are thus deter-
mined by C*-algebraic data, the C*-isomorphism f must intertwine
the canonical traces, and hence intertwines the Haar states. Applying
Lemma 2.6 to f−1, we have that f ∗ is at least multiplicative under co-
tracial linear functionals. In fact, replacing bi-linear forms by n-linear
forms in the proof of Lemma 2.6, we have
(2) g(f ∗(b1)f
∗(b2)f
∗(b3) · · ·f
∗(bn)) = g(f
∗(b1b2b3 · · · bn))
for all cotracial functionals g and all bi ∈ B̂.. We note that f
∗ is a
linear and unital map that maps self-adjoint elements to self-adjoint
elements, and intertwines the canonical traces τ coming from the GNS
representations. We deduce from the above equation that
τ(f ∗(x)n) = τ(f ∗(xn)),
where x is in the compact Hopf C*-algebra B̂, and τ is the tracial (and
co-tracial) Haar state of the compact Hopf C*-algebra Â. Since τ is a
bounded linear functional, it follows from the Stone-Weierstrass theo-
rem on [0, 1] that τ(g(f ∗(x))) = τ(f ∗(g(x))) for all self-adjoint elements
x and all continuous functions g. From this we have sp(f ∗(x)) ⊆ sp(x).
The reason is that otherwise there would exist a continuous function
g such that g(f ∗(x)) is positive and nonzero while g(x) is zero, which
would contradict the fact that τ is a faithful linear functional. Apply-
ing the same argument to the inverse map, we conclude that in fact
f ∗ preserves the spectrum of self-adjoint operators. Since a self-adjoint
operator with spectrum contained in [0,∞) is positive, it follows that
f ∗ maps a positive operator to a positive operator.
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Since by equation (2) we have τ(f ∗(b1)f
∗(b2)) = τ(b1b2), it follows
that if b1 and b2 are orthogonal positive operators, then f
∗(b1) and
f ∗(b2) are positive operators which are tracially orthogonal. But, de-
noting these operators by a1 and a2, we then have
0 = τ(a1a2) = τ((a2)
1/2a1(a2)
1/2),
from which it follows, by the faithfulness of the linear functional τ,
that a
1/2
1 a
1/2
2 = 0, implying that a1 and a2 are orthogonal positive
operators. Thus, f ∗ maps orthogonal positive operators to orthogonal
positive operators, and by Proposition 2.7 is a Jordan homomorphism.
We now give a slight generalization of [21, Lemma 2.7]. We note that
in the following the pullback is required to be a Jordan *-homomorphism,
not just a Jordan homomorphism.
Lemma 2.9. Let A and B be discrete Hopf C*-algebras with tracial
Haar weights. Let α : A −→ B be a *-isomorphism, and let αˆ : B̂ −→ Â
be its action on the dual. We suppose the action αˆ on the dual is a
Jordan *-isomorphism. Then either αˆ is multiplicative, or αˆ is anti-
multiplicative. The same conclusion holds if discrete is replaced by
compact.
Proof: A Jordan *-isomorphism maps the C*-norm unit ball onto
itself. If αˆ maps the unit ball onto itself, this implies that the map that
it induces on linear functionals is an isometry with respect to the usual
dual norm (on linear functionals.) Thus, the map α is an isometry with
respect to this norm, which makes α an isometry of the pre-dual in the
sense of [7, The´ore`me 2.9 ]. It follows that αˆ is either multiplicative or
anti-multiplicative, as claimed.
Theorem 2.10. Let A and B be discrete Hopf C*-algebras with tracial
Haar weights. Let f : A −→ B be a C*-isomorphism that intertwines
antipodes and co-units. We suppose that the induced map on K-theory
intertwines the products  A and  B. Then A and B are isomorphic
or co-anti-isomorphic as Hopf algebras.
Proof: By Proposition 2.8 we have that under the hypothesis the
pullback f ∗ : B̂ −→ Â of f is a Jordan homomorphism at the level
of C*-algebras. The fact that f intertwines antipodes insures that
the pullback is a Jordan *-homomorphism (more precisely, a Jordan
*-isomorphism). By Lemma 2.9 the pullback map f ∗ is either mult-
iplicative or anti-multiplicative. We thus have, by duality, that f is
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either an isomorphism or a co-anti-isomorphism of bi-algebras. It fol-
lows from uniqueness of the Hopf algebra antipode(s) that f is a Hopf
algebra (co-anti)isomorphism.
The above theorem can be re-stated in terms of maps on K-theory
groups. If we also assume finite-dimensionality, then this takes on an
especially attractive form. Without such additional assumptions, we
must for technical reasons introduce some real K-theory.
From the classification theory of AF-algebras[9], we have a well-
known one-to-one correspondence between *-homomorphisms of AF
C*algebras and homomorphisms of ordered K-theory groups (at least
up to certain natural notions of equivalence). Each involutory *-anti-
automorphism of an AF algebra A has associated with it a real sub-
algebra RA of the AF algebra. These subalgebras are called real AF
algebras and there exists also a classification of real AF algebras[12],
and thus, for a fixed pair of AF algebras with given involutions, there
exists a natural correspondence between the following three objects:
i) homomorphisms of ordered realK-theory groups, f : KR(A) −→
KR(B),
ii) *-homomorphisms of real subalgebras, φ : RA −→ RB, and
iii) *-homomorphisms φ : A −→ B that intertwine the given invo-
lution(s) of A and B.
As before, certain natural notions of equivalence are implicit in the
above. Morover, the real K-theory of a (real) AF algebra actually
consists of three groups, rather than just one as in the complex case.
Taking now the case of a discrete multiplier Hopf C*-algebra, the real
subalgebra coming from an involutive antipode is the subalgebra of κ-
symmetric elements, and the product  gives a product on the com-
plexification of K0,R(RA). (It does not appear to be true in general that
the product of real elements is real.) We now have sufficient terminol-
ogy to state our next theorem:
Theorem 2.11. Let A and B be discrete multiplier Hopf C*-algebras
with tracial Haar weights. Suppose f : KR(RA) −→ KR(RB) is an
isomorphism of real K-groups whose complexification intertwines the
products on K0(A) and K0(B). We suppose also that f intertwines the
K-theory states induced by the co-units. Then A and B are isomorphic
or co-anti-isomorphic as Hopf algebras.
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Proof: The given map f induces an isomorphism of complex K-
groups f : K0(A) −→ K0(B). Since the given map respects the real sub-
structures associated with† the antipodes, we obtain from the classifica-
tion theory of real C*-algebras an algebra *-isomorphism φ : A −→ B
that intertwines antipodes. Moreover, it follows by construction that
the map induced by φ on K-theory intertwines the products  A and
 B. By hypothesis, φ maps the support projection for the co-unit to
the support projection for the co-unit, so that φ intertwines co-units,
and we may apply Theorem 2.10 to conclude that A and B are either
isomorphic or co-anti-isomorphic as Hopf algebras.
3. When do Jordan maps of Hopf algebras intertwine
antipodes?
In this section, we give an interesting result that allows us to further
simplify the results of the previous section, and that is moreover of
independent interest.
A Jordan homomorphism is a not necessarily multiplicative linear
map that has the property φ(a2) = φ(a)2 for all elements a. It seems
interesting to ask the following question: if an algebra map of Hopf C*-
algebras induces a Jordan map on the dual algebras, does it intertwine
antipodes? This is motivated by the known fact that a bi-algebra
map of Hopf algebras automatically intertwines antipodes. We give an
affirmative answer in a special case.
We recall that in the setting of C*-algebras, it has been shown
that a Jordan homomorphism is always a direct sum of automorphi-
sms and antiautomorphisms. (For matrix algebras, this was shown
by Jacobson and Rickart[14, 15]. Kadison[17, 16] extended these re-
sults for surjective maps onto C*-algebras and von Neumann alge-
bras, and showed also that bijective order isomorphisms are Jordan
isomorphisms. Størmer showed[27] that Jordan homomorphisms of
C*-algebras into C*-algebras are sums of homomorphisms and anti-
homomorphisms.)
We recall, following [1, pg.61], that if C is a co-algebra over C and
A is a unital algebra over C, the space of complex–linear functions
from C to A can be made into a convolution algebra, denoted C(C,A).
The product is defined by (f∗g)(c) :=
∑
f(c1)g(c2) where δ(c) =∑
c1 ⊗ c2. There exists an identity element, namely 1AǫC .
The proof of the next Proposition is based on a technique from [8,
pg.152].
†The antipodes are involutive if the Haar weights are tracial[6, Prop. 4.8b]
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Proposition 3.1. Let A and B be compact Hopf C*-algebras, with
tracial Haar states. Let f : A −→ B be an algebra map, intertwining
co-units. Let the induced map f ∗ : B̂ −→ Â on the duals be Jordan. It
then follows that f intertwines antipodes.
Proof: The induced map on the duals, f ∗ : B̂ −→ Â, where B̂
and Â are c0-direct sums of matrix algebras, is Jordan and thus has
the property that there exists a multiplier projection P ∈ M(Â) such
that Pf ∗ : B̂ −→ Â is multiplicative, and (1 − P )f ∗ : B̂ −→ Â is
anti-multiplicative. This is shown in [27], where in our case the special
structure of the algebras gives multiplier projections rather than central
projections in the enveloping Kac-von Neumann algebra.
The projection P obtained above belongs to the centroid of Â, and
thus PÂ and (1 − P )Â form a pair of complementary ideals. In par-
ticular, they are annihilators of ideals of Â, and by [1, Theorem 2.3.1]
they correspond under duality to sub-co-algebras of A, denoted S1(A)
and S2(A) respectively. Restricting the algebra map f : A −→ B to
f : S1(A) −→ B we thus obtain a co-multiplicative map, and restrict-
ing to f : S2(A) −→ B we obtain an anti-co-multiplicative map.
Now consider the convolution algebra C(A,B). We shall show that
κB ◦ f and f ◦ κA are equal as elements of this algebra, in which case
it follows that f intertwines antipodes as claimed. Taking w ∈ S1(A),
and writing δ(w) =
∑
w1⊗w2, the co-multiplicativity of f on w gives
[(κB ◦ f)∗f ] =
∑
κB(f(w1))f(w2)
= ǫB(f(w))1B
= ǫ(w)1B.
We recall that if the Haar state is tracial, the antipode is involutive [6,
Prop. 4.8b], see also [30]. Then the identity δ◦κ = σ◦(κ⊗κ)◦δ, where
σ is the flip, together with the fact that f is anti-co-multiplicative on
S2(A) gives
(f ⊗ f)δA(w) = σ ◦ δB(f(w))
= (κB ⊗ κB)δB(κB(f(w)),
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for all w ∈ S2(A). But, then, writing δ(w) =
∑
w1 ⊗ w2, we have
[(κB ◦ f)∗f ] =
∑
κB(f(w1))f(w2)
= ǫB(κB(f(w)))1B
= ǫB(f(w))1B
= ǫB(w)1B.
Since S1(A) and S2(A) are linear subspaces of A whose span is all of
A, we have by linearity that [(κB ◦ f)∗f ] (w) = ǫB(w) for all w in A.
We next consider [f∗(f ◦ κA)] (w). In this case, for all w ∈ A, writing
δ(w) =
∑
w1 ⊗ w2, we have
[f∗(f ◦ κA)] (w) =
∑
f(w1)f(κA(w2))
= f
(∑
w1κA(w2)
)
= f(ǫB(w)1A
= ǫB(w)1B,
where we have only used the fact that f is unital, co-unit preserving,
and multiplicative. We thus conclude that in the convolution algebra
C(A,B), we have
f∗(f ◦ κA) = 1C
and
(κB ◦ f)∗f = 1C
from which it follows by the associativity of the operation ∗ that κB ◦
f = f ◦ κA, as claimed.
We now improve a result from [22].
Theorem 3.2. Let A and B be finite-dimensional Hopf C*-algebras.
Let f : A −→ B be a C*-isomorphism that intertwines co-units. We
suppose that the induced map on K-theory intertwines the products  A
and  B. Then A and B are isomorphic or co-anti-isomorphic as Hopf
algebras.
Proof: Finite-dimensional Hopf C*-algebras are Kac algebras and
thus have tracial Haar states. The Haar states extend to the canonical
trace on the GNS representation, each matrix block being represented
with multiplicity given by its matrix dimension. Since the Haar states
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are thus determined by C*-algebraic data, the C*-isomorphism f must
intertwine the canonical traces, and hence intertwines the Haar states.
Applying Lemma 2.6 to f−1, we have
g(f ∗(b1)f
∗(b2)f
∗(b3) · · ·f
∗(bn)) = g(f
∗(b1b2b3 · · · bn))
for all co-tracial functionals g and elements bi ∈ B̂. We deduce from
the above equation that
τ(f ∗(x)n) = τ(f ∗(xn)),
where x is in the compact Hopf C*-algebra B̂, and τ is the tracial (and
co-tracial) Haar state of the compact Hopf C*-algebra Â. The map f ∗
is unital and linear. Since x ∈ B̂ is a linear transformation on the
finite-dimensional Hilbert space associated with the Haar state, it has
a set of eigenvalues, Λ. Similarly, denote the eigenvalues of f ∗(x) by
Λ′. Since τ(f ∗(x)n) = τ(f ∗(xn)) = τ(xn) for all n, it follows that as
a set, Λ ∼= Λ′. This is because the sums of powers of the eigenvalues
are equal, and so the classical Newton-Girard identities imply that the
eigenvalues are equal up to permutation.
Applying the same argument to the inverse map, we conclude that
in fact f ∗ preserves the spectrum of operators. A bijective spectrum-
preserving map of finite-dimensional C*-algebras is necessarily a Jordan
map[2, The´ore`me 1.12]. Applying Proposition 3.1, we conclude that the
algebra map f : A −→ B intertwines antipodes. It then follows that
f ∗ : B̂ −→ Â intertwines the C*-involutions, ∗ : Â −→ Â and ∗ : B̂ −→
B̂. Since f ∗ : B̂ −→ Â is therefore a Jordan *-isomorphism (and not
just a Jordan isomorphism), it follows that we can apply Lemma 2.9
to conclude that f ∗ is either multiplicative or anti-multiplicative, from
which the conclusion follows.
4. On bi-inner automorphisms
Bi-inner Hopf algebra *-automorphisms are the Hopf *-automor-
phisms of a Hopf C*-algebra that are inner as algebra automorphisms,
both in the dual algebra and in the given algebra. In this section, we
will improve the following result:
Theorem 4.1 ([21]). The bi-inner Hopf algebra *-automorphisms of
a finite-dimensional Hopf C*-algebra A are precisely the component
of the identity of the set of maps of the form x 7→ vxv∗ where u is
a κ-symmetrical unitary that commutes with the co-commutative sub-
algebra of A.
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Proposition 3.1 of the previous section will in effect allow us to re-
move the condition in the above that the unitaries be in the algebra of
κ-symmetrical elements (at least in the finite-dimensional case).
Theorem 4.2. Consider a finite-dimensional Hopf C*-algebra A. The
following are equivalent:
i) The map α : A −→ A is a bi-inner Hopf *-automorphism,
ii) The map α can be written as x 7→ U∗xU, where U is a unitary
in the unitization of A that commutes with co-central elements
of A.
Proof: If we are given a bi-inner Hopf *-automorphism, being in-
ner, it must act on A by some unitary U in A, and it must moreover
fix elements of the co-centre. From this it follows that it can be writ-
ten x 7→ U∗xU, where U is a unitary that commutes with co-central
elements of A. Conversely, if we are given a unitary U in A that com-
mutes with co-central elements of A, applying Theorem 3.2 to the map
α : x 7→ U∗xU gives the required bi-inner automorphism.
We also point out that Theorem 2.10 has a corollary:
Theorem 4.3. Consider a discrete Hopf C*-algebra A with tracial
Haar state. Let v ∈ A be a κ-symmetrical unitary that commutes
with elements of the co-centre. Suppose also that v is connected to the
identity by a path of elements having the same properties. Then, the
map x 7→ v∗xv is a Hopf *-automorphism.
Proof: Theorem 2.10 shows that a map of the given form is either
a Hopf *-automorphism or a Hopf *-co-anti-automorphism. However,
the fact that the map is connected to the identity map rules out the
case of a co-anti-automorphism.
5. A detailed example: AF Hopf C*-algebras and
quantum UHF algebras
We consider AF C*-algebras whose building blocks and connecting
maps have Hopf structure. Thus the building blocks, being finite di-
mensional, are necessarily Kac algebras, and the C*-algebraic inductive
limit is a C*-algebra with Hopf structure. The connecting maps need
only be assumed to be bi-algebra maps, since bi-algebra maps of Hopf
algebras are necessarily Hopf algebra maps [8, pg.152]. We combine
our previous results with the classification theory for C*-algebras.
Proposition 3.1 gives a Corollary for AF Hopf C*-algebras:
Corollary 5.1. Let A and B be duals of compact AF Hopf C*-algebras.
Let f : A −→ B be an algebra isomorphism, intertwining co-units. Let
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the induced map f ∗ : B̂ −→ Â be Jordan. It then follows that f inter-
twines antipodes.
Proof: Consider the induced map on the duals, restricted to a
building block D ⊂ B̂. Then f ∗ : D −→ Â is an injective Jordan map.
The restricted map f ∗ : D −→ Â is dual to a map g : A −→ D̂ ⊆ B,
where D̂ is (by [1, Theorem 2.3.1]) a finite-dimensional annihilator
of an ideal, thus an ideal, in B. Proposition 3.1 shows that the map
g : A −→ D̂ ⊆ B intertwines antipodes. Choosing larger and large
building blocks, we conclude that the given map f : A −→ B inter-
twines antipodes.
This Corollary allows us to weaken the hypotheses of Theorem 2.10,
at least in the case of AF Hopf C*-algebras. We recall that at the C*-
algebraic level, there exists a functorial classification of AF-algebras,
given by an ordered K-theory group[9]. By the term co-unit state, we
denote the map on K-theory induced by the co-unit.
Theorem 5.2. Let A and B be duals of compact AF Hopf C*-algebras.
Let f∗ : K(A) −→ K(B) be an isomorphism at the level of ordered K-
theory that intertwines the co-unit states and the products  A and  B.
Then A and B are isomorphic or co-anti-isomorphic as Hopf algebras.
Proof: The above-mentioned classification theory of AF algebras
gives an algebra *-isomorphism f : A −→ B. Proposition 2.10 shows
that the dual f ∗ of this map has the Jordan property, and Corollary
5.1 shows that the map f : A −→ B intertwines antipodes. Thus the
dual map f ∗ intertwines the C*-involutions. Lemma 2.9 then provides
the required (co-anti)isomorphism.
A concrete example of an interesting Hopf AF C*-algebra is given
by choosing the building block An to be the n-fold tensor product of
the Kac-Palyutkin algebra[20] with itself. This algebra is an eight-
dimensional Kac algebra (or ring group) that is neither commutative
nor co-commutative. Taking the C*-inductive limit we obtain what we
term the quantum UHF C*-algebra associated with the Kac-Palyutkin
algebra. A similar construction can be made beginning with any finite-
dimensional Kac algebra.
Replacing the use of classification theory of AF C*-algebras in this
section by some other K-theoretic classification of C*-algebras would
lead to additional examples.
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6. K-theory and isomorphisms of compact AF Hopf
C*-algebras
Let A be a compact AF Hopf C*-algebra. Recalling that the K-
theory of a C*-algebraic inductive limit is an algebraic direct limit of
K-theory groups, we see that if P1 and P2 are elements of K(A) then
they belong to the K-theory K(Ai) of some building block Ai. Thus,
the product P1P2 of these elements is in K(Ai), and hence in K(A).
We note that a compact Hopf AF C*-algebra inherits an involutive
antipode, and thus a tracial Haar state, from its finite-dimensional
building blocks. We say that an element of the dual algebra is com-
pactly supported if it is zero outside all but finitely many matrix blocks
of the dual.
Proposition 6.1. Let A and B be compact Hopf AF C*-algebras. Let
f : A −→ B be a K-co-multiplicative C*-isomorphism that intertwines
co-units and Haar states. Then the pullback map f ∗ is a Jordan homo-
morphism
Proof: Let x be a compactly supported element of Â. There then
exists a building block D ⊆ A such that x ∈ D̂, where D̂ is a finite-
dimensional annihilator of an ideal, thus an ideal, in Â.
The proof of Lemma 2.6 remains valid up to equation (1), so we see
that the map f ∗ induced by f on the dual algebras satisfies
g(f ∗−1(y1y2)) = g(f
∗−1(y1)f
∗−1(y2))
where the map f ∗−1 : Â −→ B̂ is the inverse of the pullback of the given
map, the elements yi are compactly supported elements in D̂ ⊆ Â, and
g is a cotracial linear functional on B̂. The same holds for products of
finitely many yi, so that
τB̂(f
−1∗(x)n) = τB̂(f
−1∗(xn)) = τÂ(x
n),
and τÂ (resp. τB̂) is the Haar state of the discrete Hopf C*-algebra Â
(resp. B̂.) As in the proof of Theorem 3.2, we conclude that f−1
∗
(x)
and x are isospectral.
Approximating a general element of the c0-direct sum of matrix
algebras Â by compactly supported elements, we see that the map
f ∗−1 : Â −→ B̂ preserves the spectrum of operators. A bijective spectrum-
preserving map of C*-algebras that are c0-direct sums of matrix alge-
bras is necessarily a Jordan map, as follows from [3, Theorem 3.7].
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Theorem 6.2. Let A and B be compact Hopf AF C*-algebras. Let
f∗ : K(A) −→ K(B) be an isomorphism of ordered K-theory groups
that intertwines the K-theory states induced by the co-units and Haar
states, and the products  A and  B. Then A and B are isomorphic
or co-anti-isomorphic as Hopf algebras.
Proof: Using the classification theory for AF algebras[9], we lift
the given map to a C*-isomorphism f : A −→ B. The lifted map nec-
essarily intertwines Haar states and co-units when restricted to pro-
jections, from which it follows that it intertwines Haar states and
co-units in general. By Proposition 6.1 we then have that the pull-
back f ∗ : B̂ −→ Â of f is a Jordan homomorphism at the level of
C*-algebras. By Proposition 3.1, the pullback map is a Jordan *-
homomorphism. By Lemma 2.9 the pullback map f ∗ is then either
multiplicative or anti-multiplicative. We thus have, by duality, that f
is either an isomorphism or a co-anti-isomorphism of bi-algebras. It
follows from uniqueness of the Hopf algebra antipode(s) that f is a
Hopf algebra (co-anti)isomorphism.† †
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