Abstract-In this paper, we investigate the problem of robust congestion control in infrastructure-based cognitive radio networks (CRN). We develop an active queue management algorithm, termed MAQ, which is based on multiple model predictive control. The goal is to stabilize the TCP queue at the base station under disturbances from the time-varying service capacity for secondary users. The proposed MAQ scheme is validated with extensive simulation studies under various types of background traffic and system/network configurations. It outperforms two benchmark schemes with considerable gains in all the scenarios considered.
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supporting TCP is critical for enabling such applications in CRNs, which is also crucial for the success of CRNs [8] .
However, this problem has only been investigated in a few prior works [9] [10] [11] . In [9] and [10] , the TCP congestion control mechanism is modified for the CRN environment, while in [11] , a partially observable Markov decision process (POMDP) based approach is proposed to maximize the SU throughput by jointly adjusting spectrum sensing, access, and the physical-layer modulation and coding scheme. Although interesting results are derived, the existing schemes are either offline [11] or based on heuristics [9] , [10] . Motivated by these interesting works, we investigate the problem of robust congestion control in CRNs. It is wellknown that TCP does not work well in wireless networks, largely due to the fact that it does not distinguish between packet loss due to congestion or transmission errors. Many effective solutions have been proposed in the literature, such as split-TCP or making the wireless link more reliable [12] . In a general wireless network, capacity variation is mainly caused by fading, shadowing, and interference. In CRNs, the additional challenge is the impact of PU transmissions on SU TCP sessions, which may even have a rate of zero during sensing periods when all the SUs stop transmission to sense the channels. During the transmission period, the capacity that is available for SU TCP sessions also varies over time due to PU transmissions, and the variation could be large and occur at various timescales from session to packet levels. These pose considerable disturbance to the TCP feedback control mechanism. There is a critical need for robust congestion control mechanisms in such a highly dynamic network environment.
With an essential understanding of the problem, i.e., voluminous variation of capacity and uncertainty introduced by PU activity and the wireless environment, we proposed an algorithm based on the multiple model predictive control (MMPC) framework, for its robustness over multiple disturbances and multiple system models. The traditional model predictive control (MPC) utilizes a model to predict system output in response to input signals propagating into the future, while taking both optimal calculation and control action into consideration. However, MPC normally considers only one model and a single disturbance, which makes it not effective for our problem. The MMPC, on the other hand, considers multiple system models and disturbances with a disturbance estimation and rejection mechanism, and thus can enhance the robustness of the system. At each step, an optimization problem is formulated by taking future p steps into consideration, in which p is the prediction horizon. And the decision results are m steps of control moves, where m is the control horizon. Generally, the design process should be conservative about the accuracy of the estimation of future states. Therefore, we have m < p in most cases.
In this paper, we consider an infrastructure-based CRN, where multiple SUs maintain TCP connections with various TCP servers in the Internet. The TCP sessions share a buffer at the CRN base station (BS) and the last hop, and bottleneck, of the TCP connections is the downlink of the CRN. The BS advertises a zero-size receive window on behalf of the SUs to inform the TCP senders of the sensing period and to freeze the TCP servers during the sensing period [9] . Since the classic additive-increase-multiple-decrease (AIMD) algorithm incorporated in TCP does not deal well with the frozen period and capacity variations, we aim to develop a new congestion control mechanism that is robust to such disturbances.
Specifically, we exploit active queue management (AQM) to deal with the CRN congestion control problem. AQM is a class of packet dropping/marking mechanisms implemented at the router queue to support end-to-end congestion control. We develop a robust AQM mechanism to stabilize the queue length at the CRN BS, which can not only yield a relative stable queueing delay, but also absorb the disturbances caused by busty background traffic or capacity variation. The proposed scheme, termed MAQ, is based on multiple model predictive control (MMPC) that integrates the estimation and prediction of multiple models with different weights, which can significantly enhance the robustness of the controller to reject disturbances from the environment [13] . We evaluate the performance of the proposed scheme with extensive NS2 simulations, such as under responsive and non-responsive background traffic, varying number of TCP connections, various propagation delays, and various reference queue lengths. The simulation study shows that MAQ can effectively stabilize the TCP buffer in all the scenarios we simulated, and outperforms two benchmark schemes with considerable gains. In summary, our contribution includes the following three aspects.
• We identify the main challenges of congestion control in CRNs. We modify the flow model accordingly and propose a TCP-compatible method to deal with the sensing period in CRN.
• We propose an algorithm based on MMPC for effective congestion control in CRNs. In the multiple models bank building process, we show how to choose operation points and present detailed parameter tuning and computation complexity analysis.
• Extensive simulations are conducted based on NS2.
We test various scenarios under various traffic patterns. We find that the proposed algorithm can converge to the set point and is superior over two benchmark algorithms on both robustness and quality of service. The remainder of this paper is organized as follows. We present the system model and problem formulation in Section II. We discuss the MAQ design in Section III and validate its performance in Section IV. Related work is reviewed in Section V and Section VI concludes this paper. 
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
We consider a primary network with M licensed channels. The primary users transmit on the licensed channels from time to time, and the availability of each channel (i.e., transmission opportunities for SUs) follows a certain on-off process [6] . There is a CRN collocated with the primary network, consisting of a CRN base station (BS) and N active SUs. The CRN BS and SUs cooperatively sense the licensed channels to identify transmission opportunities for SUs. Since spectrum sensing is a well-studied problem, we assume that an effective spectrum sensing scheme is in force and the sensing results are accurate with a high probability. The infrastructure-based CRN network model is illustrated in Fig. 1 .
In the CRN, each active SU maintains a TCP connection with a TCP server in the Internet cloud (e.g., downloading a large file). We assume the channel bonding/aggregation technique is used, such that the BS and SUs can transmit and receive on multiple assigned channels simultaneously to make use of all the available spectrum [14] . Let the aggregated usable capacity be C(t), which is time-varying as availability of the licensed channels vary over time. All the TCP connections share the downlink capacity of the BS with time division multiplexing (TDM), assuming negligible uplink feedback. Due to the mismatch of capacity between wired and wireless links, it is reasonable to assume that the CRN BS is the bottleneck of the TCP connections.
We aim to develop a congestion control mechanism to stabilize the bottleneck queue at the CRN BS for the TCP connections under time-varying capacity C(t). In addition to the time-varying capacity C(t), the sensing period of the CRN also poses a challenge for congestion control, during which C(t) = 0 since the BS and all the SUs stop transmission to sense the licensed channels. We follow the approach in [9] to freeze the TCP senders during the sensing period, assuming that the TCP servers obtain the sensing schedule of the CRN during the session setup phase and the zero-size receive window mechanism is used [9] . Thus the sensing period only has a negligible impact on congestion control except for a fixed small cost to the overall throughput.
B. Fluid Flow Model for TCP Sessions
Ignoring the sensing period of the CRN, during the transmission period, the dynamics of the multiple-TCP system can be modeled by a fluid flow model [15] . Different from many existing AQM algorithms, we adopt the drop-from-front mechanism [16] , i.e., when there is incipient congestion, the head-of-line (HOL) packet in the bottleneck queue will be dropped (instead of the packet at the tail). This way, the TCP server can infer congestion more quickly (i.e., without the queueing delay) and react faster to congestion as well as the changing capacity in the CRN.
The dynamics of the TCP connections sharing a queue at the CRN BS can be derived by slightly modifying the model in [15] as follows.
whereḟ (t) donates the time-derivative of a function f (t). The other functions are defined as follows.
• q(t): the queue length at the CRN BS and
where B is the maximum buffer size.
• C(t): the downlink capacity of the CRN BS in packets/s.
• R(t): the round trip time (RTT) of a TCP connection.
• p(t): the packet drop probability of AQM.
• T p : the propagation delay of a TCP connection, i.e., RTT minus queueing delay at the CRN BS.
• N(t): the number of active TCP connections going through the CRN BS.
• W (t): the congestion window size of the TCP source.
• β: the window multiplicative decrease parameter, which a constant and is usually set to 1/2 (sometimes as ln (2)) [17] . This model is based on the fluid flow traffic model and is a system of delayed stochastic differential equations. It ignores the TCP time out mechanism to make the problem manageable. Since drop-from-front is adopted, the drop probability p is actually delayed by a propagation delay T p to take effect at the TCP server.
C. Linearization and Discretization
1) Linearization:
We first build the model bank for the proposed MMPC scheme by choosing multiple operating points (each corresponding to a model) and linearizing the system around them. It's obvious that the more models, the more accurate the representation will be. However, the computational complexity will also be higher. For practical systems, usually three to five models should be sufficient. We choose π different reference capacity values denoted as C i , i = 1, 2, . . . , π, in descending order as follows.
• When π = 3:C,C ± σ C ;
is the average link capacity and σ C is the standard deviation of C(t), which can be obtained from historical data.
A change in the capacity will cause immediate change of the queue length. The magnitude depends on how quickly the TCP source can react to the changing capacity. Given an expected queuing delay D q and considering the chosen reference capacities, we choose the corresponding π reference queue lengths as q i , i = 1, 2, . . . , π, in ascending order as follows.
• When π = 3:
The operating point i of the system, denoted as five-
, can be solved from the system equations (1) and (2) by settingẆ = 0 andq = 0, for i = 1, 2, . . . , π. Assuming the system is stabilized at operating point i , we have
Denote the deviations from operating point i as
output as y i = δq i , and define δp i (t − T p ) as u i (t − T p ).
The linearized system around operating point i can be obtained as follows.
Equation (4) is the state equation and (5) is the output equation, where v(t) accounts for the disturbance from the uncertainty nature of control input u i (t − T p ). The coefficient matrices are given below. The details are omitted for brevity.
2) Discretization:
Since packets arriving and departing in a discrete manner, the entire system can be viewed as sampling from the continuous-time model with a finite sampling rate. Denote the sampling period as T s , which is a constant and is sufficiently small, such that every propagation delay T p is an integer multiple of T s as T p = n 0 T s .
Let x[k] represent the kth sample x(kT s ). Then the i th linear model (around operating point i ) can be discretized as
The new coefficients i , i , and i are derived with the standard discretization algorithm and are given below.
The above derivation assumes C 0 R i − 2N = 0. Otherwise, when C 0 R i = 2N, the coefficients become
We also consider δC [k] , the variation of link capacity, as a state variable, which accounts for both capacity variations and other disturbances. δC[k] evolves as follows.
where ω[·] is the external disturbance. Due to the uncertainty such as modeling error or unknown disturbance, it is usually hard, if not impossible, to drive the system to converge to the operating point without an offset. In order to ensure convergence, augmenting the system state with the disturbance is a feasible approach, since it would be possible to estimate the disturbance and then suppress its impact. The augmented state is
Finally, the discretized system can be rewritten as
where the coefficient matrices are
III. MAQ DESIGN
In the previous section, we obtain multiple models for the CRN congestion control system by linearization at several operating points, discretization, and state augmentation. Although it is possible to design one controller for each model respectively, it is hard to determine which controller should be active. Instead, we use the entire set of models as a model bank to estimate the system state and output. The estimation part is crucial in our control algorithm design. Due to the propagation delay, the control output, i.e., the dropping probability p, will take effect at the TCP server after the propagation delay T p . The entire control system is shown in Fig. 2 . When there is incipient congestion, packets are dropped from front with a certain probability at the CRN BS. It's worth noting that we calculate dropping probability p[k] based on the measurement q[k] at time step k, as shown in Fig. 2 . However, the probability p[k] will take effect on the queue length after a propagation delay. For the control loop, we have discussed the model bank in the previous section but we still need to briefly restate it in the control context. We present the design of the MAQ scheme in rest of this section.
A. Estimation
In the model bank we developed, the noise is usually not known in advance in practice. It is necessary to utilize the previous information to estimate both the augmented state and output. Let q[k] be the measured queue length at step k. We use Kalman Filter to perform state and output estimation as follows.
is the Kalman gain of model i . The "hat" notation indicates that they are estimations. Eq. (13) is the output estimation. The Kalman gain L i [k] can be derived from the following process.
where
is the estimation error covariance of model i at step k. This algorithm works in an iterative manner. Parameters O i and G i in (15) are stochastic terms that account for the variance of state interference and output, respectively. Since usually the variance is unknown, O i and G i are the parameters to be tuned. In the MAQ design, both O i and G i are scalar and are tuned for each of the models.
B. Weight Calculation
Given the estimations of the state and output of each model, a more accurate approximation to the real system dynamics can be obtained by probabilistically integrating the models. We first derive the weight for each model based on their residual at time step k, denoted as ξ i [k] , which is the difference between the real measurement and estimation output of each model. Noticing that the measurement q[k] is the queue length while the estimationŷ i [k|k] is the deviation from the operating point, we have
Under the general assumption that the weights are Gaussian, the probability that model i represents the system at step k can be derived with the Bayesian theorem as
In (17), the exponential term is due to the Gaussian distribution of the weights. It would be beneficial that the rejecting speed of the unsuitable models is exponential. The coefficient λ determines the sensitivity to the residual. Furthermore, the formula is recursive; once ρ i [k] is 0 at some step k, it will remain at 0 even if the model is more accurate than others. We thus set a lower limit μ > 0, such that if ρ i [k] is lower than μ, it will be set to μ. The weights are then calculated by normalizing the probabilities, as
In the initialization phase, all the weights are set to 1/π since there is no a priori information about the system.
C. MMPC Control Law
We are now ready to derive the MMPC control law. Due to the propagation delay, the control signal u i [k] affects the queue length at time (k + n 0 ). It is thus necessary to estimate the n 0 -step ahead state and output, i.e., at time (k + n 0 ). We estimate state
The output of each model at time (k + n 0 ) can also be estimated. A more accurate estimation,ȳ, can be obtained as the weighted average of the estimated outputs. It follows that
whereŷ i [k + n 0 |k] is derived with the estimation precess.
Recall that outputŷ i [k + n 0 |k] is the difference between the estimated queue length and the i th operating point q i .
Furthermore, the control signal u i [k] is the difference between the dropping probability and its operating point value, i.e.,
The control objective function is formed with a prediction horizon of s time steps and a control horizon of m time steps. As discussed, the prediction horizon starts from time step (k + n 0 ). By solving the optimization problem with this objective function at every time step, a series of optimal control signals
. The first control signal is then chosen as our result. The (k + n 0 + j )th step prediction is the weighted average of all the model outputs at the same time step, i.e.,
The design objective is to stabilize the queue length around the set point while keeping the difference between each control move as small as possible. The first goal is obvious, and the reason for the second one would be explained in the later section. With the relation given in (21), we define the objective function as
where Y re f is the modified reference output based on the reference queue length. The reference queue length is given as q re f and the estimated queue length isq
Furthermore,Ȳ is a vector of the weight estimations of the model outputs over the prediction horizon, while U is a vector of dropping probability increments over the control horizon, i.e.,
. . .
Finally, W y and W u are diagonal weight matrices of queue length differences and control moves, respectively, which can be used to trade-off between the dual objectives of stabilizing the queue and minimizing the control moves. In (23), the first term minimizes the difference between the real queue length and reference queue length. The second term in the objective function is the penalty for changing the dropping probability. To solve this problem, we need to derivē y fromȳ[k + n 0 + 1|k] toȳ[k + n 0 + s|k]. To facilitate this process, the propagation matrix is given as follows. Drop the head-of-line packet at CRN BS queue;
The matrices in (26) are given as
where M cp is the compensation for the deviation from operating point p i of each model i . The optimization variables of problem (23) is U , which can be solved as
whereỸ re f = Y re f + M cp .
D. Parameter Tuning and Analysis
The proposed CRN congestion control algorithm is presented in Algorithm 1. In the proposed MAQ scheme, there are several parameters that need to be tuned to achieve good performance. First, the two weight matrices W y and W u in the objective function (23) are directly related to the optimal control signal. The control move is the dropping probability in the range of [0, 1]. We can use the saturation function to enforce this range, i.e.,
However, to avoid offset or unstability, it is necessary to choose a large W u . Usually, the larger the ratio W y /W u , the more aggressive the control move. For the CRN congestion control system, we recommend W y = diag (1, 1, . . . , 1) and W u = diag(10 6 , 10 6 , . . . , 10 6 ), which work well in our simulation study. Second, in the estimation procedure, the matrix P i [0] should be initialized with large and diagonal values if we do not know the covariance of the state variable. Moreover, as the capacity variations may be large and the estimation error may not be zero due to the uncertain nature of the flow model, the disturbance variance O i is set to be the standard deviation of capacity σ C and the output variance G i is set to a small but non-zero value. According to [13] , the larger the ratio O i /G i , the smaller the response time, but the larger the overshoot (even leading to oscillation). We choose G i ∈ [0.4, 1] in this paper based on our simulation study.
Third, for weight calculation, the coefficient λ determines the sensitivity of weights to estimation error. Consider the potentially large network parameter variation, which leads to estimation error, we would not recommend a large λ since it will easily drive the model probability ρ i [k] to 0. Given such a system with large variations of parameters and conditions, we set λ = 1 in this paper.
To estimate the time complexity of the proposed algorithm, we first locate the computing bottleneck. Notice that, the time complexity of estimation using Kalman Filter is linear with the prediction horizon m; and the weight calculation is linear to the number of models, which is typically small. Thus, the dominant part of the computation is the final calculation of the control input. The calculation of matrix M a c has a complexity of O(πm 2 T mp ), in which T mp is the complexity of two 3 × 3 matrix multiplication and it's roughly a constant time. The calculation of final U will take O(
Since π is normally smaller than m, we can conclude that the time complexity is O(m 3 ). In general, the time complexity is linear with the number of models and cubic to the prediction horizon, i.e., O(πm 2 + m 3 ).
IV. SIMULATION STUDY
In this section, we evaluate the performance of MAQ with NS2 simulations. We extend the NS2 simulator with the multiple-channel extension, TDM module, and the channel bonding/aggregation module. We assume 10 licensed channels: five of them with a capacity of 500 Kb/s and the other five with a 1 Mb/s capacity. As in prior work [6] , [10] , each channel is modeled as an on-off process. Both the on and off periods are exponentially distributed with mean η(on) = 4 seconds and η(off) = 5 seconds, respectively. The sensing phase of the CRN is 20ms and the transmission phase is 200ms. If there is no channel available after the sensing period, the frozen state will continue until an idle channel is found.
The CRN maintains a large number of TCP connections. The RTT and propagation delay are a key factor influencing the performance of congestion control. In real networks, different users may have different propagation delays. So we choose propagation delays uniformly distributed in (100, 150) ms (unless stated otherwise). The capacity of the wireline link between the BS to a TCP server is 20 Mb/s. The average capacity for the CRN downlink isC = 3.2 Mb/s with variance σ C = 1.3 Mb/s. The capacity C(t) used in one of the simulations is shown as a function of time in Fig. 3 . The packet size is 540 Bytes with 500 Bytes data and 40 Bytes header. The reference queue length is set to 90 packets, corresponding to a queueing delay around 100 ms. The queue size B is set to 500 packets (about 2Mb).
For comparison purpose, we also simulated two existing control-theoretic schemes: (i) the proportional integral (PI) controller, which is canonical and has been shown to be effective on dealing with varying capacities [18] ; (ii) the discrete sliding modes (DSM) controller, which is a most recent advance that is based on the principles of discrete sliding-mode control [19] . We set the PI parameters as: 4.839 × 10 −5 and 4.346 × 10 −5 , as recommended in [18] . The DSM parameter is set as recommended in [19] , with γ = 0.01, and a sigmoid function with δ = 10 is used. We test the proposed scheme under responsive and non-responsive background traffic and under various parameter settings.
A. Responsive Background Traffic
We first conduct simulations with a fixed number of longlived FTP sessions and HTTP background flows. The HTTP flows are generated using PACKMIME-HTTP in NS2 with a rate of 10, i.e., on average 10 HTTP connections are generated in every second. The transport agent in each source node is set to be TCP/Reno. The number of SUs is N = 60. For MAQ, the parameters are set as: q i ∈ {30, 60, 90, 120, 150} packets, C i ∈ {1.2, 2.1, 3, 3.9, 4.8}Mb/s, T p = 100ms, W y = I, W u = 10 6 I, where I is the identity matrix. The covariance Figure 4 presents the queue length dynamics of MAQ and PI. The sudden variation of capacity would cause the queue length change immediately. We find that MAQ can stabilize the queue around the reference point of 90 packets with almost no underflow (i.e., an empty queue), while the PI queue exhibits much larger variations with a lot of underflows. Fig. 5 presents the packet queuing delay dynamics. PI cannot adjust its drop probability quickly enough to adapt to the capacity variations, while MAQ is able to reject the influence of capacity variation and hence achieves lower and more stable queueing delays.
We also present the queue length, delay, and link utilization statistics in Table I . The average queue length of MAQ is closer to the reference point and its standard deviation is about a quarter of that of PI. The average delay of MAQ is also about 20ms lower than that of PI, and its delay standard deviation is 87ms lower than that of PI. It is worth noting that MAQ achieves both lower and more stable queueing delay than PI.
B. Non-Responsive Background Traffic
We next consider a more realistic setting by introducing a non-responsive traffic generator for background traffic. The queue length dynamics with non-responsive background traffic are presented in Fig. 6 . Both queues oscillate with a larger range due to the unexpected background traffic bursts. The PI queue overflows (i.e., buffer becomes full) for almost the entire non-responsive traffic transmission period, and then its buffer underflows in the following period when the burst transmissions are off. The MAQ queue, on the other hand, remains relatively stable and takes less time to recover when the bursts are off. We find that since PI has too much overflow and packets drop, the sender's TCP window size would drop to 1, which greatly affects the TCP transmission rate. The dropping probability of PI is also kept high even after the burst transmission period. This is the reason of its long recover time. MAQ, however, can stabilize the queue length around the reference point even with large variations in both the service capacity and background traffic, thus avoiding both buffer underflow and overflow and high link utilization. Another benefit of MAQ is the much lower and more stable packet queuing delay in such highly dynamic situation, as shown in Fig. 7 . The statistics for the non-responsive background traffic simulations are also presented in Table I . Clearly, MAQ is more robust to strong disturbances in both background traffic and service capacity. In this scenario, the MAQ average delay is only 37.36% of that of PI, and MAQ achieves a 56% gain on link utilization over PI.
C. Varying Number of FTP Connections
We also examine the case when the number of FTP connections varies over time. In this experiment, the simulation starts with 60 FTP connections. The changes of the number of FTP connections during the simulation period are shown in Fig. 8 .
The queue length and delay dynamics for this simulation are presented in Figs. 9 and 10 . When the connection number goes down, there are fewer TCP flows, which lead to an empty queue. MAQ can act quickly to adjust the dropping probability to allow the source congestion window to grow, which will stabilize the queue length again at the reference point. However, the PI queue length will become empty when the connection number goes down, due to its conservative adjustment policy, leading to low link utilization. The superior delay performance of MAQ can also be observed in Fig. 10 .
D. Different Propagation Delay and Reference Queue Length
Finally, we analyze the impact of different propagation delay and reference queue length on the congestion control performance. We vary the average propagation delay from 30 ms to 450 ms in steps of 20 ms in a series of simulations. In each simulation, the propagation delay of each SU is the average plus a disturbance uniformly chosen from [0, 50] ms. We also set different reference queue length in the range of [10, 115] packets, which is indicative of different queueing delays. In the simulations, we compare the link utilization and delay of MAQ with that of PI and DSM, which is shown to be robust against system condition variations [19] . Fig. 11 shows the link utilization of each scheme under different propagation delays. A large propagation delay has a negative impact on all the three algorithms, since it is harder to accurately predict future states and outputs. When the RTT is larger than the average capacity changing period, it will be impossible to properly control the queue. This is because when a control signal takes effect on the queue, the service capacity may have already changed to some other value. We find that MAQ can still maintain a considerably higher throughput than both PI and DSM, and the DSM performance degrades more quickly than MAQ and PI under increased propagation delays.
Reference queue length is also critical for congestion control, since a large buffer could mitigate the effect of capacity variation. The link utilization of the three schemes for increased reference queue lengths are presented in Fig. 12 . Again, MAQ achieves considerably higher link utilization than the other two schemes, especially when the reference queue length is small. For example, when the reference queue length is 10 packets, the MAQ link utilization is about 20% higher than that of PI and 70% higher than that of DSM. When the reference queue length becomes large, all the three schemes achieve a high link utilization. However, as can be seen later in Fig. 15 , PI and DSM achieve the high link utilization at the cost of higher delay and large delay variation than MAQ.
The delay performance statistics, i.e., average and standard deviation of delay, under different propagation delay values and reference queue lengths are plotted in Figs. 13, 14, 15, and 16 , respectively. We find that the average delay of MAQ is not only much smaller than that of PI (e.g., around 50% of that of PI), but also much more stable over the entire range of propagation delay values. DSM exhibits better performance on controlling queuing delay than PI. Although its queueing delay is low when propagation delay is large, this is achieved at the cost of a low throughput, since its queue is empty more often than the other two schemes.
Under different reference queue lengths, the average queuing delay goes up roughly linearly since it is around q ref /C, as shown in Fig. 15 . The DSM has very small average delay when the reference queue length is lower than 40 packets. As discussed, this is achieved at the cost of very low link utilization (see Fig. 12 ). MAQ not only achieves low queueing delay and delay variation, the two MAQ curves are also less sensitive to the increased reference queue lengths than the other two schemes.
In order to fully compare these three algorithms with different QoS indexes, we run each simulation 20 times and present the average throughput at the bottleneck link of different schemes with different reference queue lengths and propagation delays in Fig. 17 and Fig. 18 , respectively. All the throughput results are bounded by the nominal link capacity, obviously. It's clear that the proposed algorithm outperforms the two benchmark algorithms in all the scenarios. More important, the proposed scheme can maintain an acceptable throughput even under extreme situations such as large propagation delay or small reference queue length.
V. RELATED WORK
In this section, we briefly review related work on congestion control, which can be classified as end-to-end solutions and router-based solutions. We then discuss the several closely related work on congestion control in CRNs.
A. End-to-End Solutions
In the early age, congestion control algorithms are mostly based on the assumption that all packet losses are caused by buffer overflow at the bottleneck router. TCP Reno [20] , TCP Tahoe [21] , and TCP NewReno [22] were the several most popular algorithms based on such an idea. On the other hand, protocols were proposed, e.g., TCP Vegas [23] , which was delay based. The mainstream protocols that most computer system use are TCP Cubic [24] and Compound TCP [25] . These protocols are mainly based the classical AIMD algorithm and combined with various modifications. However, none of the existing protocols are suitable for congestion control in CRNs, where the service capacity usually has frequent, large variations.
Cai et al. [26] proposed a new congestion control scheme, termed semi-TCP, for multi-hop wireless networks based on the request-to-send/clear-to-send handshake. Wang et al. [27] proposed a scheme for the configuration of lower-layers, which can achieve an enhancement to the TCP throughput. This work is mainly focused on lower layer configuration. It does not solve the basic problems such as how to deal with the capacity variation due to PU activity and channel fading. One potential problem of cross-layer design is that it requires frequent information exchange, which may waste the invaluable transmission time and introduce large overhead. In addition, none of the existing schemes consider freezing TCP transmissions during the spectrum sensing period.
Most recent congestion control proposals were mainly focused on cellular networks, which also have varying link capacity due to fading and shadowing [28] , [29] . The basic idea of [28] was to use a stochastic model: Poisson process with rate that follows a Brownian motion to predict the capacity of the wireless link. This model may not work well in CRN because the variation of capacity is mainly caused by the activity of primary users, in addition to fading and shadowing effects. Yasir et al. [29] proposed a method based on the training model between packet delay and window size. However, the most significant difference between cellular network and CRN studied in this paper is, the cellular BS maintains a separate queue for each user (e.g., each user with a dedicate channel), but the CRN BS maintains a shared queue for all users in our model. Thus the basic assumption in such protocols does not hold and the application of such protocols in CRN would be hard, if not impossible. Also the spectrum sensing period will have a big effect on congestion control, which calls for a new CRN specific protocol design.
B. Router-Based Solutions
Our work is closely related to the literature on AQM design in the context of the Internet. Instead of actually dropping packets, the authors in [30] proposed a method with Explicit Congestion Notification (ECN), to provide a feedback from the bottleneck router. The authors in [31] presented a control theoretic analysis of random early detection (RED) [32] and found that RED was sensitive to its parameter setting and it was hard to stabilize if delay was taken into consideration. In [18] , a Proportional-Integral (PI) AQM scheme was developed. However, the PI scheme may react slowly to outside disturbances. Model predictive control (MPC) is an important industry control method, which predicts future system states and computes the optimal control input at each sampling time slot. Generalized predictive control has been used in network congestion control [33] and an MPC based AQM method (MPAQM) was proposed in [34] . These methods can compensate the impact of RTT with the model predictor. However, they do not explicitly take disturbance (e.g., varying service capacity) into consideration.
Chen et al. [35] proposed a cross-layer congestion control, routing, and scheduling design scheme in Ad Hoc Wireless networks. The authors formulated a resource allocation problem in networks with fixed wireless channels over rate constraint and scheduling constraint, and then decomposed it into three subproblems: congestion control, routing, and scheduling. However, this work did not consider the variation of channel condition and mainly works for Ad Hoc networks. Chavan et al. [36] proposed a solution to address the capacity variation problem due to a fading wireless channel with the H ∞ technique. However, its conservative policy makes it unsuitable for CRNs, where the capacity may change at various/fast timescales. In [37] , the authors proposed a latency control algorithm, termed CoDel, which provided a solution to the bufferbloat problem; but the design did not directly apply to CRNs. In [19] , the authors proposed an AQM algorithm, termed DSM, based on the discrete sliding mode control (DSMC) theory. Although it deals with high frequency oscillation of link capacity, DSMC suffers from the over control problem and it is hard to choose a proper control gain for this algorithm.
The AIMD throughput efficiency could also be ensured by tuning the buffer size at the router. One classical rule is setting the buffer size to be equal to the product of bandwidth and average delay (normally RTT) of the flows using this router, called Bandwidth-Delay Product (BDP) [38] . Appenzeller et al. [39] claimed that the classical rule is outdated and proposed a new scheme that introduce √ n as a scale. Vu-Brugier et al. [40] provided a comparison over multiple buffer-sizing strategies and summarized questions of the utility of these policies. Problems such as complex mixed flow connection length and RTT, traffic patterns variation, etc., made it difficult to realize in modern networks, especially in CRNs where the bandwidth varies largely and with mixed flow types. In [41] , an adaptive buffer sizing policy for TCP flows in 802.11e WLANs was proposed. The buffer size was updated with the observation of idle and busy times. However, this scheme did not consider the large capacity variation and time delay
C. CRN Congestion Control Schemes
The problem of enhancing TCP performance in CRNs has been addressed in only a few papers. In [42] , the authors proposed an cross-layer design scheme for CRN called TCP Everglades (TCPE). The authors proposed a new available bandwidth estimation method based on RT T and RT T min and assumption that the host knows information such as sensing period, etc. However, the design did not consider the time delay and the assumption that host knows everything may not be valid in some cases. In [9] , the authors proposed a new network management framework, termed DSASync, for DSA based WLANs. This work used a zero-size receive window to freeze the TCP sender and smooth the ACKs from the BS during the sensing period. Its design is largely based on heuristic methods, while smoothing ACKs would slow down the growth of window size during the valuable transmission period.
In [11] , a cross-layer approach was proposed to maximize throughput by jointly adjusting spectrum sensing, access decision, and modulation and coding scheme in the physical layer. The problem was formulated based on a POMDP framework and solved by dynamic programming. This is an offline scheme that requires full prior knowledge of all system statistics, due to the complex POMDP approach. In [10] , the impact of channel sensing and spectrum opportunity change on TCP performance was analyzed and a window based transport control protocol for CR Ad Hoc Networks was proposed. The proposed protocol was mainly based on heuristics rather than a rigorous theoretic analysis, and the enhancements may not be backward compatible with existing TCP protocols that have already been widely used in both wireless and wireline networks.
VI. CONCLUSION
In this paper, we designed a congestion control scheme for infrastructure-base CRNs. The goal was to stabilize the TCP buffer at the CRN BS under a wide range of system/ network parameters and dynamics. The proposed scheme, termed MAQ, was based on MMPC with enhanced state and output estimation. The proposed scheme was evaluated with extensive NS2 simulations under various background traffic types and network/system parameter settings. It was shown to achieve superior performance over two benchmark schemes.
