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GENERALIZED CLUSTER STRUCTURES RELATED TO THE
DRINFELD DOUBLE OF GLn
MISHA GEKHTMAN, MICHAEL SHAPIRO, AND ALEK VAINSHTEIN
Abstract. We prove that the regular generalized cluster structure on the
Drinfeld double of GLn constructed in [9] is complete and compatible with the
standard Poisson–Lie structure on the double. Moreover, we show that for n =
4 this structure is distinct from a previously known regular generalized cluster
structure on the Drinfeld double, even though they have the same compatible
Poisson structure and the same collection of frozen variables. Further, we
prove that the regular generalized cluster structure on band periodic matrices
constructed in [9] possesses similar compatibility and completeness properties.
1. Introduction
In [6, 8] we constructed an initial seed Σn for a complete generalized cluster
structure GCDn in the ring of regular functions on the Drinfeld double D(GLn) and
proved that this structure is compatible with the standard Poisson–Lie structure
on D(GLn). In [9, Section 4] we constructed a different seed Σ¯n for a regular
generalized cluster structure GC
D
n on D(GLn). In this note we prove that GC
D
n
shares all the properties of GCDn : it is complete and compatible with the standard
Poisson–Lie structure on D(GLn). Moreover, we prove that the seeds Σ¯4(X,Y ) and
Σ4(Y
T , XT ) are not mutationally equivalent. In this way we provide an explicit
example of two different regular complete generalized cluster structures on the same
variety with the same compatible Poisson structure and the same collection of frozen
variables. Further, from the above properties of GC
D
n we derive that the generalized
cluster structure in the ring of regular functions on band periodic matrices built
in [9, Section 5] is complete and compatible with the restriction of the standard
Poisson–Lie structure.
Section 2 contains all necessary information about generalized cluster structures
borrowed mainly from [9] to make this text self-contained. Section 3 is devoted to
the study of GC
D
n . The initial seed is described in Section 3.1. The main result of
this section is Theorem 3.1 which claims that GC
D
n is compatible with the standard
Poisson–Lie structure on D(GLn) and complete. The former statement is proved
in Sections 3.2 and 3.3, and the latter in Section 3.4. In Section 4 we compare two
generalized cluster structures on D(GL4): GC
D
4 and GC
D
4 (Y
T , XT ) described in [8].
These two structures have the same set of frozen variables, and we prove that they
are distinct, that is, the two seeds are not mutationally equivalent. Finally, Section
5 treats the case of periodic band matrices. The initial seed Σkn for the generalized
cluster structure on the space Lkn of (k + 1)-diagonal n-periodic band matrices
is described in Section 5.1. The main result of this section is Theorem 5.1 which
claims that GC(Σkn) is compatible with the restriction of the standard Poisson–Lie
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structure on D(Matn) and complete. The former statement is proved in Section
5.2, and the latter in Section 5.3.
2. Preliminaries
2.1. Generalized cluster structures. Following [8], we remind the definition
of a generalized cluster structure represented by a quiver with multiplicities. Let
(Q, d1, . . . , dN ) be a quiver on N mutable and M frozen vertices with positive inte-
ger multiplicities di at mutable vertices. A vertex is called special if its multiplicity
is greater than 1. A frozen vertex is called isolated if it is not connected to any
other vertices. Let F be the field of rational functions in N +M independent vari-
ables with rational coefficients. There are M distinguished variables corresponding
to frozen vertices; they are denoted xN+1, . . . , xN+M . The coefficient group is a
free multiplicative abelian group of Laurent monomials in stable variables, and its
integer group ring is A¯ = Z[x±1N+1, . . . , x
±1
N+M ] (we write x
±1 instead of x, x−1).
An extended seed (of geometric type) in F is a triple Σ = (x, Q,P), where
x = (x1, . . . , xN , xN+1, . . . , xN+M ) is a transcendence basis of F over the field of
fractions of A¯ and P is a set of N strings. The ith string is a collection of mono-
mials pir ∈ A = Z[xN+1, . . . , xN+M ], 0 ≤ r ≤ di, such that pi0 = pidi = 1; it is
called trivial if di = 1, and hence both elements of the string are equal to one. The
monomials pir are called exchange coefficients.
Given a seed as above, the adjacent cluster in direction k, 1 ≤ k ≤ N , is defined
by x′ = (x \ {xk}) ∪ {x
′
k}, where the new cluster variable x
′
k is given by the
generalized exchange relation
(2.1) xkx
′
k =
dk∑
r=0
pkru
r
k;>v
[r]
k;>u
dk−r
k;< v
[dk−r]
k;< ;
here uk;> and uk;<, 1 ≤ k ≤ N , are defined by
uk;> =
∏
k→i∈Q
xi, uk;< =
∏
i→k∈Q
xi,
where the products are taken over all edges between k and mutable vertices, and
stable τ-monomials v
[r]
k;> and v
[r]
k;<, 1 ≤ k ≤ N , 0 ≤ r ≤ dk, defined by
(2.2) v
[r]
k;> =
∏
N+1≤i≤N+M
x
⌊rbki/dk⌋
i , v
[r]
k;< =
∏
N+1≤i≤N+M
x
⌊rbik/dk⌋
i ,
where bki is the number of edges from k to i and bik is the number of edges from
i to k; here, as usual, the product over the empty set is assumed to be equal to 1.
The right hand side of (2.1) is called a generalized exchange polynomial.
The standard definition of the quiver mutation in direction k is modified as
follows: if both vertices i and j in a path i → k → j are mutable, then this path
contributes dk edges i→ j to the mutated quiver Q
′; if one of the vertices i or j is
frozen then the path contributes dj or di edges i → j to Q
′. The multiplicities at
the vertices do not change. Note that isolated vertices remain isolated in Q′.
The exchange coefficient mutation in direction k is given by
(2.3) p′ir =
{
pi,di−r, if i = k;
pir, otherwise.
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Given an extended seed Σ = (x, Q,P), we say that a seed Σ′ = (x′, Q′,P ′) is
adjacent to Σ (in direction k) if x′, Q′ and P ′ are as above. Two such seeds are
mutation equivalent if they can be connected by a sequence of pairwise adjacent
seeds. The set of all seeds mutation equivalent to Σ is called the generalized cluster
structure (of geometric type) in F associated with Σ and denoted by GC(Σ).
Fix a ground ring Â such that A ⊆ Â ⊆ A¯. The generalized upper cluster algebra
A(GC) = A(GC(Σ)) is the intersection of the rings of Laurent polynomials over Â in
cluster variables taken over all seeds in GC(Σ). Let V be a quasi-affine variety over
C, C(V ) be the field of rational functions on V , and O(V ) be the ring of regular
functions on V . A generalized cluster structure GC(Σ) in C(V ) is an embedding
of x into C(V ) that can be extended to a field isomorphism between FC = F ⊗ C
and C(V ). It is called regular on V if any cluster variable in any cluster belongs to
O(V ), and complete if A(GC) tensored with C is isomorphic to O(V ). The choice
of the ground ring is discussed in [8, Section 2.1].
Let {·, ·} be a Poisson bracket on the ambient field F, and GC be a generalized
cluster structure in F. We say that the bracket and the generalized cluster structure
are compatible if any extended cluster x˜ = (x1, . . . , xN+M ) is log-canonical with
respect to {·, ·}, that is, {xi, xj} = ωijxixj , where ωij ∈ Z are constants for all i, j,
1 ≤ i, j ≤ N +M .
For any mutable vertex k ∈ Q define the y-variable
(2.4) yk =
udkk;>vk;>
udkk;<vk;<
.
The following statement is an immediate corollary of [8, Proposition 2.5].
Proposition 2.1. Assume that for any mutable vertex j ∈ Q
{log xi, log yj} = λdjδij for any i ∈ Q,
where λ is a rational number not depending on j, δij is the Kronecker symbol, and
all Laurent monomials
pˆkr =
(
pkrv
[r]
k;>v
[dk−r]
k;<
)dk
vrk;>v
dk−r
k;<
are Casimirs of the bracket {·, ·}. Then the bracket {·, ·} is compatible with GC(Σ).
The notion of compatibility extends to Poisson brackets on FC without any
changes.
Fix an arbitrary extended cluster x˜ = (x1, . . . , xN+M ) and define a local toric
action of rank s as a map T W
q
: FC → FC given on the generators of FC =
C(x1, . . . , xN+M ) by the formula
(2.5) T W
q
(x˜) =
(
xi
s∏
α=1
qwiαα
)N+M
i=1
, q = (q1, . . . , qs) ∈ (C
∗)s,
whereW = (wiα) is an integer (N+M)×s weight matrix of full rank, and extended
naturally to the whole FC.
Let x˜′ be another extended cluster in GC, then the corresponding local toric
action defined by the weight matrix W ′ is compatible with the local toric action
(2.5) if it commutes with the sequence of (generalized) cluster transformations that
takes x˜ to x˜′. If local toric actions at all clusters are compatible, they define a
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global toric action Tq on FC called a GC-extension of the local toric action (2.5).
The following statement is equivalent to [8, Proposition 2.5].
Proposition 2.2. The local toric action (2.5) is uniquely GC-extendable to a global
action of (C∗)s if all y-variables yk and all Casimirs pˆir are invariant under (2.5).
3. The structure GC
D
n
In this section, we provide a description of the seed Σ¯n and prove that the
corresponding generalized cluster structure GC
D
n is complete and compatible with
the standard Poisson–Lie structure on D(GLn).
3.1. The initial seed. Let (X,Y ) ∈ D(GLn) = GLn×GLn. Following [9], define
an N ×N matrix
(3.1) Φ = Φ (X,Y ) =

Y[2,n]
X[2,n] Y[2,n]
. . .
. . .
X[2,n] Y[2,n]
X[2,n]

with N = (n − 1)n and put ϕi = detΦ
[i,N ]
[i,N ] for 1 ≤ i ≤ N . Further, put
det (λY + µX) =
∑n
i=0 ci(X,Y )µ
iλn−i.
Next, we define gij = detX
[j,j+n−i]
[i,n] for 1 ≤ j ≤ i ≤ n, and, hij = detY
[j,n]
[i,i+n−j]
for 1 ≤ i ≤ j ≤ n; note that ϕi = gi−N+n−1,i−N+n−1 for i > N −n+1. The family
F¯n of 2n
2 functions in the ring of regular functions on D(GLn) is defined as
F¯n =
{
{ϕi}
N−n+1
i=1 ; {gij}1≤j≤i≤n; {hij}1≤i≤j≤n; {c˜i}
n−1
i=1
}
with c˜i(X,Y ) = (−1)
i(n−1)ci(X,Y ) for 1 ≤ i ≤ n− 1.
The corresponding quiver Q¯n is defined below and illustrated, for the n = 4
case, in Figure 1. It has 2n2 vertices corresponding to the functions in F¯n. The
n− 1 vertices corresponding to c˜i(X,Y ), 1 ≤ i ≤ n− 1, are isolated; they are not
shown. There are 2n frozen vertices corresponding to gi1, 1 ≤ i ≤ n, and h1j ,
1 ≤ j ≤ n; they are shown as squares in the figure below. All vertices except for
one are arranged into a (2n− 1)× n grid; we will refer to vertices of the grid using
their position in the grid numbered top to bottom and left to right. The edges of
Q¯n are (i, j)→ (i+1, j+1) for i = 1, . . . , 2n− 2, j = 1, . . . , n− 1, (i, j)→ (i, j− 1)
and (i, j) → (i − 1, j) for i = 2, . . . , 2n− 1, j = 2, . . . , n, and (i, 1)→ (i − 1, 1) for
i = 2, . . . , n. Additionally, there is an oriented path
(n+ 1, n)→ (3, 1)→ (n+ 2, n)→ (4, 1)→ · · · → (n, 1)→ (2n− 1, n).
The edges in this path are depicted as dashed in Figure 1. The vertex (2, 1) is
special; it is shown as a hexagon in the figure. The last remaining vertex of Q¯n
is placed to the left of the special vertex and there is an edge pointing from the
former one to the latter.
Functions hij are attached to the vertices (i, j), 1 ≤ i ≤ j ≤ n, and all vertices
in the upper row of Q¯n are frozen. Functions gij are attached to the vertices
(n+ i− 1, j), 1 ≤ j ≤ i ≤ n, (i, j) 6= (1, 1), and all such vertices in the first column
are frozen. The function g11 is attached to the vertex to the left of the special one,
and this vertex is frozen. Functions ϕkn+i are attached to the vertices (i+ k+1, i)
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13h
ϕ2
21g
ϕ
ϕ
3ϕ
ϕ1
8
ϕ4
6
7
11h 12h h14
22h 23h 24h
33h 34h
44h
ϕ5
11g
ϕ9
31g
41g
ϕ32g 33g
42g 43g 44g
22g
Figure 1. Quiver Q¯4
for 1 ≤ i ≤ n, 0 ≤ k ≤ n− 3; the function ϕN−n+1 is attached to the vertex (n, 1).
All these vertices are mutable. One can identify in Q¯n three regions associated with
three families {gij}, {hij}, {ϕk}. We will call vertices in these regions g-, h-, and
ϕ-vertices, respectively. The set of strings P¯n contains a unique nontrivial string
(1, c˜1(X,Y ), . . . , c˜n−1(X,Y ), 1) corresponding to the unique special vertex.
Theorem 3.1. The seed Σ¯n = (F¯n, Q¯n, P¯n) defines a complete generalized clus-
ter structure GC
D
n in the ring of regular functions on the Drinfeld double D(GLn)
compatible with the standard Poisson–Lie structure on D(GLn).
Proof. Regularity of GC
D
n is proved in [9, Theorem 4.1]. To prove compatibility,
it suffices to check that the family F¯n is log-canonical with respect to the bracket
{·, ·}D, which is done in Section 3.2below, and to check the compatibility conditions
of Proposition 2.1, which is done in Section 3.3 below. To prove the completeness,
we establish a connection between cluster dynamics for standard cluster structures
on rectangular matrices and that for GC
D
n with certain vertices frozen, see Section
3.4 below. As a consequence we prove in Proposition 3.7 that all matrix entries in
Y , and all matrix entries in X except for the first row are cluster variables in GC
D
n .
The entries in the first row of X are treated separately in Lemma 3.8. 
3.2. Log-canonicity. Let π>0, π<0 be the projections onto subalgebras spanned
by positive and negative roots, π0 be the projection onto the Cartan sublagebra,
R+ =
1
2π0 + π>0. As explained in [8, Section 2.2], the bracket {·, ·} = {·, ·}D can
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be written as
{f1, f2} = 〈R+(ELf1), ELf2〉 − 〈R+(ERf1), ERf2〉
+ 〈X∇Xf1, Y∇Y f2〉 − 〈∇Xf1 ·X,∇Y f2 · Y 〉
= 〈R+(ELf1), ELf2〉 − 〈R+(ERf1), ERf2〉
+ 〈ERf1, Y∇Y f2〉 − 〈ELf1,∇Y f2 · Y 〉 ,
(3.2)
where ∇Xf =
(
∂f
∂xji
)n
i,j=1
and ∇Y f =
(
∂f
∂yji
)n
i,j=1
are the gradients of f with
respect to X and Y , respectively, the operators ER and EL are defined via
ERf = X∇Xf + Y∇Y f, ELf = ∇Xf ·X +∇Y f · Y,
and 〈A,B〉 = TrAB is the trace form; in what follows we will omit the comma and
write just 〈AB〉.
Note that the functions c˜i are Casimirs for {·, ·}, so we only need to treat the
functions in the three other subfamilies in F¯n.
Lemma 3.2. (i) For any 1 ≤ j ≤ i ≤ n and 1 ≤ k ≤ N ,
(3.3)
gij(X) = gij(N+X), hji(Y ) = hji(Y N−),
ϕk(X,Y ) = ϕk(N+XN−, N+Y N−),
where N+ is an arbitrary unipotent upper-triangular matrix and N− is an arbitrary
unipotent lower-triangular matrix. In addition, gij and hij are homogeneous with
respect to right and left multiplication of their arguments by arbitrary diagonal
matrices, and ϕk are homogeneous with respect to right and left multiplication of
X, Y by the same pair of diagonal matrices.
(ii) Let g, h and ϕ be three functions possessing invariance properties (3.3),
respectively. Then
(3.4)
{ϕ, g} =
1
2
〈ELϕ,∇Xg ·X〉0 −
1
2
〈ERϕ,X∇Xg〉0,
{ϕ, h} =
1
2
〈ERϕ, Y∇Y h〉0 −
1
2
〈ELϕ,∇Y h · Y 〉0,
{g, h} =
1
2
〈X∇Xg, Y∇Y h〉0 −
1
2
〈∇Xg ·X,∇Y h · Y 〉0,
where 〈A,B〉0 = 〈AB〉0 = 〈π0(A)π0(B)〉.
Proof. (i) Invariance properties of functions gij , hij , ϕk follow easily from their
definition.
(ii) Relations (3.4) follow from part (i) of the Lemma and the second formula in
(3.2) similarly to the proof of Lemma 5.1 in [8]. 
The fact that any two of the three functions gij , hpq, ϕk are log-canonical follows
immediately from the above lemma. Log-canonicity of the families {gij} and {hij}
is established in Lemma 5.4 in [8].
It remains to show that {logϕk, logϕl} is constant for any k, l. In fact, it suffices
to consider the case 1 ≤ k ≤ l ≤ N − n+ 1, since for k > N − n + 1 the function
ϕk belongs to the family {gij}.
Denote ∇X logϕk, ∇Y logϕk, π0(ER logϕk), π0(EL logϕk) by ∇
k
X , ∇
k
Y , (E
k
R)0,
(EkL)0, respectively. Lemma 3.3 implies E
k
R ∈ b+, E
k
L ∈ b−. Consequently, (3.2)
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gives
{logϕk, logϕl} =
1
2
〈
EkLE
l
L
〉
0
−
1
2
〈
EkRE
l
R
〉
0
+
〈
X∇kXY∇
l
Y
〉
−
〈
∇kXX∇
l
Y Y
〉
.
(3.5)
It follows from Lemma 3.3 that the first two terms above are constant. Thus, we
need to evaluate
(3.6)
〈
X∇kXY∇
l
Y
〉
−
〈
∇kXX∇
l
Y Y
〉
.
For a smooth function F on MatN , we write its gradient ∇ΦF in a block form
as ∇ΦF = (∇pq)
n−1,n
p=1,q=1, where the blocks are of size n × (n − 1). For functions
ϕk viewed as functions on MatN , we denote ∇Φ logϕk by ∇
k
Φ =
(
∇kpq
)n−1,n
p=1,q=1
. It
follows from properties of trailing principal minors that
(3.7) Φ∇kΦ =
(
0 ⋆
0 1N−k+1
)
, ∇kΦΦ =
(
0 0
⋆ 1N−k+1
)
.
Denote X = X[2,n], Y = Y[2,n]. Then (3.7) translates into
(3.8)
X∇kpq + Y∇
k
p+1,q = 0, p ≥ q,
X∇kn−1,q = 0, q < n,
∇kpqY +∇
k
p,q+1X = 0, p < q.
Clearly,
〈
X∇kXY∇
l
Y
〉
=
〈
X
n−1∑
p=1
∇kp,p+1Y
n−1∑
q=1
∇lqq
〉
,
〈
∇kXX∇
l
Y Y
〉
=
〈
n−1∑
p=1
∇kp,p+1X
n−1∑
q=1
∇lqqY
〉
.
Denote Apq =
〈
X∇kp,p+1Y∇
l
qq
〉
, Bpq =
〈
∇kp,p+1X∇
l
qqY
〉
. Using (3.8), we obtain
Apq = −
〈
X∇kp,p+2X∇
l
qq
〉
=
〈
X∇kp,p+2Y∇
l
q+1,q
〉
= · · ·
= −
〈
X∇kp,p+s+1X∇
l
q+s−1,q
〉
=
〈
X∇kp,p+s+1Y∇
l
q+s,q
〉
= · · ·
=
{
−
〈
X∇kp,p−q+n+1X∇
l
n−1,q
〉
= 0, p < q,〈
X∇kpnY∇
l
q−p+n−1,q
〉
, p ≥ q.
Similarly,
Bpq =
{
0, p ≤ q,
−
〈
∇kpnY∇
l
q−p+n,qY
〉
, p > q.
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Therefore,
(3.9)
〈
X∇kXY∇
l
Y
〉
−
〈
∇kXX∇
l
Y Y
〉
=
∑
1≤q≤p≤n−1
〈
X∇kpnY∇
l
q−p+n−1,q
〉
+
∑
1≤q<p≤n−1
〈
Y∇kpnY∇
l
q−p+n,q
〉
=
∑
1≤q≤p≤n−1
〈
X∇kpnY∇
l
q−p+n−1,q
〉
+
∑
1≤q≤p≤n−2
〈
Y∇kp+1,nY∇
l
q−p+n−1,q
〉
=
∑
1≤q≤n−1
〈(
Φ∇kΦ
)
nn
Y∇lqq
〉
+
∑
1≤q≤p≤n−2
〈(
Φ∇kΦ
)
p+1,n
Y∇lq−p+n−1,q
〉
.
Since
(
Φ∇kΦ
)
nn
= 1n−1 for k ≤ N − n + 1, the first sum above is equal to∑
1≤q≤n−1
〈
Y∇lqq
〉
. Furthermore, ∇lq−p+n−1,q = 0 for l > q(n − 1) + 1, while(
Φ∇kΦ
)
p+1,n
= 0 for k ≤ p(n − 1) + 1. Thus, the summand in the second sum
in (3.9) is zero unless p(n− 1)+ 1 < k ≤ l ≤ q(n− 1)+ 1, which is impossible since
q ≤ p. We conclude that〈
X∇kXY∇
l
Y
〉
−
〈
∇kXX∇
l
Y Y
〉
=
∑
1≤q≤n−1
〈
Y∇lqq
〉
for 1 ≤ k ≤ l ≤ N − n+ 1.
Let us show that the right hand side above is constant. To this end, first observe
that ∑
1≤q≤n−1
〈
Y∇lqq
〉
=
d
dt
∣∣∣∣
t=0
logϕl
(
X, etY
)
.
Furthermore,
Φl
(
X, etY
)
= diag
(
ent1n−1, . . . , e
t1n−1
)
Φl (X,Y ) diag
(
e−(n−1)t1n, . . . , e
−t1n
)
.
Then ϕl (X, e
tY ) = detΦ (X, etY )
[l,N ]
[l,N ] = e
κltϕl (X,Y ), where constant coefficients
κl can be arranged into a matrix
(3.10)
(
κµ(n−1)+σ
)n−1 n−1
µ=0 σ=1
=

(
n
2
) (
n
2
)
− 1
(
n
2
)
− 2 · · ·
(
n−1
2
)
+ 1(
n−1
2
) (
n−1
2
) (
n−1
2
)
− 1 · · ·
(
n−2
2
)
+ 1(
n−2
2
) (
n−2
2
) (
n−2
2
)
· · ·
(
n−3
2
)
+ 1
...
...
...
. . .
...
1 1 1 · · · 1
0 0 0 · · · 0

.
Therefore,
∑
1≤q≤n−1
〈
Y∇lqq
〉
= κl and we are done.
3.3. Compatibility. To prove the compatibility statement, we start with the fol-
lowing lemma, which is a direct analog of [8, Theorem 6.1].
Lemma 3.3. The action
(3.11) (X,Y ) 7→ (T1XT2, T1Y T2)
of right and left multiplication by diagonal matrices is GC
D
n -extendable to a global
toric action on FC.
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Proof. As explained in [8], Proposition 2.2 implies that it suffices to check that y-
variables (2.4) are homogeneous functions of degree zero with respect to the action
(3.11) (note that the functions pˆ1r for GC
D
n are the same as for GC
D
n ). To this effect,
we define weights ξL(f) = π0(EL log f) and ξR(f) = π0(ER log f). For 1 ≤ i ≤ j ≤
n, let ∆(i, j) denote a diagonal matrix with 1’s in the entries (i, i), . . . , (j, j) and
0’s everywhere else. Direct computation shows that
(3.12)
ξL(gij) = ∆(j, n+ j − i), ξR(gij) = ∆(i, n),
ξL(hij) = ∆(j, n), ξR(hij) = ∆(i, n+ i− j),
ξL(ϕk) = (n− 2− λk)∆(1, n) + ∆(ρk, n),
ξR(ϕk) = (n− 1− µk)∆(2, n) + ∆(σk + 1, n),
where k = λkn + ρk, 1 ≤ ρk ≤ n, and k = µk(n − 1) + σk, 1 ≤ σk ≤ n − 1.
Now the verification of the claim above becomes straightforward. It is based on
the description of Q¯n in Section 3.1 and the fact that for a Laurent monomial in
homogeneous functions M = ψα11 ψ
α2
2 · · · the right and left weights are ξR,L(M) =
α1ξR,L(ψ1) + α2ξR,L(ψ2) + · · · .
For example, let v be the vertex associated with the function ϕk, n + 1 ≤ k ≤
N − n. To treat the left weight of yv we have to consider the following three cases.
Case 1: λk−1 = λk = λk+1 = λ. Consequently, λk−n = λk−n+1 = λ − 1,
λk+n−1 = λk+n = λ + 1 and ρk−1 = ρk+n−1 = ρ, ρk−n = ρk+n = ρ + 1, ρk+1 =
ρk−n+1 = ρ+ 2. Therefore, (3.12) yields
ξL(yv)
= ξL(ϕk−1) + ξL(ϕk+n) + ξL(ϕk−n+1)− ξL(ϕk+1)− ξL(ϕk−n)− ξL(ϕk+n−1)
= (n− 2− λ)∆(1, n) + ∆(ρ, n) + (n− 2− λ− 1)∆(1, n) + ∆(ρ+ 1, n)
+ (n− 2− λ+ 1)∆(1, n) + ∆(ρ+ 2, n)− (n− 2− λ)∆(1, n)−∆(ρ+ 2, n)
− (n− 2− λ+ 1)∆(1, n)−∆(ρ+ 1, n)− (n− 2− λ− 1)∆(1, n)−∆(ρ, n) = 0.
Case 2: λk−1 = λk = λ, λk+1 = λ+1. Consequently, λk−n = λ−1, λk−n+1 = λ,
λk+n−1 = λk+n = λ + 1 and ρk−1 = ρk+n−1 = n − 1, ρk−n = ρk+n = n, ρk+1 =
ρk−n+1 = 1. Therefore, (3.12) yields
ξL(yv)
= ξL(ϕk−1) + ξL(ϕk+n) + ξL(ϕk−n+1)− ξL(ϕk+1)− ξL(ϕk−n)− ξL(ϕk+n−1)
= (n− 2− λ)∆(1, n) + ∆(n− 1, n) + (n− 2− λ− 1)∆(1, n) + ∆(n, n)
+ (n− 2− λ)∆(1, n) + ∆(1, n)− (n− 2− λ− 1)∆(1, n)−∆(1, n)
− (n− 2− λ+ 1)∆(1, n)−∆(n, n)− (n− 2− λ− 1)∆(1, n)−∆(n− 1, n) = 0.
Case 3: λk−1 = λ, λk = λk+1 = λ + 1. Consequently, λk−n = λk−n+1 = λ,
λk+n−1 = λ + 1, λk+n = λ + 2 and ρk−1 = ρk+n−1 = n, ρk−n = ρk+n = 1,
ρk+1 = ρk−n+1 = 2. Therefore, (3.12) yields
ξL(yv)
= ξL(ϕk−1) + ξL(ϕk+n) + ξL(ϕk−n+1)− ξL(ϕk+1)− ξL(ϕk−n)− ξL(ϕk+n−1)
= (n− 2− λ)∆(1, n) + ∆(n, n) + (n− 2− λ− 2)∆(1, n) + ∆(1, n)
+ (n− 2− λ)∆(1, n) + ∆(2, n)− (n− 2− λ− 1)∆(1, n)−∆(2, n)
− (n− 2− λ)∆(1, n)−∆(1, n)− (n− 2− λ− 1)∆(1, n)−∆(n, n) = 0.
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The right weight of yv is treated in a similar way. 
The verification of compatibility conditions in Proposition 2.1 is based on rela-
tions (3.4), (3.5) and (3.12). The case when the vertices i and j belong to different
regions in Q¯n, or are simultaneously non-diagonal g- or h-vertices, is treated in the
same way as in [8]. For the case when both i and j are ϕ-vertices, the check is
based on the following claim.
Proposition 3.4. For any k, 1 ≤ k ≤ N , either λk = µk and κk = κk+1 + 1 or
λk = µk − 1 and κk = κk+1.
Proof. Follows immediately from (3.10) and (3.12). 
The remaining ingredient is the periodicity κk − κk+1 = κk+n − κk+n+1.
Let us check the compatibility condition for the case when v is the vertex as-
sociated with the function ϕi and u is the vertex associated with the function ϕj ,
n+1 ≤ j ≤ N−n. There are five possible cases: (i) i ≤ j−n; (ii) j−n+1 ≤ i ≤ j−1;
(iii) i = j; (iv) j + 1 ≤ i ≤ j + n− 1; (v) j + n ≤ i.
In the first case, the left hand side of the condition in Proposition 2.1 is computed
directly via (3.5). The first term equals
1
2
〈ξL(ϕi)ξL(yu)〉 =
1
2
〈ξL(ϕi)ξL (ϕj−1/ϕj)〉 −
1
2
〈ξL(ϕi)ξL (ϕj+n−1/ϕj+n)〉
+
1
2
〈ξL(ϕi)ξL (ϕj/ϕj+1)〉 −
1
2
〈ξL(ϕi)ξL (ϕj−n/ϕj−n+1)〉
and vanishes by Lemma 3.3. Similarly, the second term equals
−
1
2
〈ξR(ϕi)ξR(yu)〉 = −
1
2
〈ξR(ϕi)ξR (ϕj−1/ϕj)〉+
1
2
〈ξR(ϕi)ξR (ϕj+n−1/ϕj+n)〉
−
1
2
〈ξR(ϕi)ξR (ϕj/ϕj+1)〉+
1
2
〈ξR(ϕi)ξR (ϕj−n/ϕj−n+1)〉
and vanishes by Lemma 3.3. The third term equals
(κj−1 − κj)− (κj+n−1 − κj+n) + (κj − κj+1)− (κj−n − κj−n+1)
and vanishes due to the periodicity mentioned above.
In the second case, in order to use (3.5), one has to swap the arguments in
the brackets {logϕi, logϕj−n}D and {logϕi, logϕj−n+1}D. Consequently, the first
term contributes
〈ξL(ϕi)ξL(ϕj−n/ϕj−n+1)〉,
the second term contributes
−〈ξR(ϕi)ξR(ϕj−n/ϕj−n+1)〉,
and the third term contributes κj−n − κj−n+1. By Proposition 3.4, either κj−n −
κj−n+1 = 0 and λj−n = µj−n − 1 which implies
〈ξL(ϕi)ξL(ϕj−n/ϕj−n+1)〉 = 〈ξR(ϕi)ξR(ϕj−n/ϕj−n+1)〉 = n− λj−n − 2,
or κj−n − κj−n+1 = 1 and λj−n = µj−n which implies
〈ξL(ϕi)ξL(ϕj−n/ϕj−n+1)〉 = n− λj−n − 2,
〈ξR(ϕi)ξR(ϕj−n/ϕj−n+1)〉 = n− λj−n − 1.
In both cases the total additional contribution vanishes.
Cases (iii)–(v) are treated in a similar way.
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3.4. Completeness. We start with the following proposition.
Proposition 3.5. There exists an (n − 1) × (n − 1) unipotent upper triangular
matrix G = G(X,Y ) such that
(i) entries of G are rational functions in X,Y whose denominators are monomi-
als in cluster variables ϕkn+1, k = 1, . . . , n− 2, and
(ii) the (2n− 1)× n matrix S =
[
Y
GX[2,n]
]
satisfies
(3.13) detS
[n−i+1,n]
[n−i+1+k,n+k] =
ϕkn−i+1
ϕkn+1
, k = 1, . . . , n− 2, i = 1, . . . , n.
Proof. We will establish the claim by applying to the matrix Φ a sequence of n −
2 transformations that do not affect its trailing principal minors. After the kth
transformation, every X-block of Φ will be multiplied on the left by the same
unipotent upper triangular matrix Gk, while the Y -block in the jth block row of Φ
will be replaced by (Gk)
[j,n−1]
[j,n−1]Y[j+1,n] preceded with j−1 zero rows for j = 2, . . . , k
and by Y[k+1,n] preceded with k − 1 zero rows for j = k + 1, . . . , n− 1.
On the first step, we use the submatrix Ψ1 = Φ
[n+1,N ]
[n+1,N ] to eliminate all the entries
in the row immediately above Ψ1. To this effect, we multiply the block rows from
2 to n of Φ on the left by a block To¨plitz upper triangular matrix
G11 G12 . . . G1,n−1
0 G11 . . . G1,n−2
...
...
. . .
...
0 0 . . . G11
 ,
where G1j for j > 1 are (n−1)×(n−1) matrices with the only non-zero entries lying
in the first row and G11 is a unipotent upper triangular with the same property.
Note that the denominator of the non-trivial entries in G1j is equal to detΨ1 =
ϕn+1. As a result, all X-blocks of Φ are multiplied by G1 = G11, and Y -blocks in
the block rows 2, . . . , n − 1 are replaced by Y[3,n] preceded with the zero row. All
zero blocks are not changed. The obtained matrix is block lower triangular, and
hence (3.13) is valid for k = 1, i = 1, . . . , n, for the matrix S1 =
[
Y
G1X[2,n]
]
.
On the second step, we use the submatrix Ψ2 = Φ
[2n+1,N ]
[2n+1,N ] of the matrix obtained
on the previous step to eliminate all the entries in the row immediately above Ψ2.
To this effect, we multiply the block rows from 2 to n of this matrix on the left by
a block upper triangular matrix
G21 0 0 . . . 0
0 G21 G22 . . . G2,n−2
0 0 G21 . . . G2,n−3
...
...
...
. . .
...
0 0 0 . . . G21
 ,
where G2j for j > 1 are (n − 1) × (n − 1) matrices with the only non-zero entries
lying in the second row and G21 is a unipotent upper triangular with the same
property. Note that the denominator of the non-trivial entries in G2j is equal
to detΨ2 = ϕ2n+1. As a result, all X-blocks are multiplied by G2 = G21G11,
the Y -block in the second block row is replaced by (G2)
[2,n−1]
[2,n−1]Y[3,n] preceded by
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the zero row, and Y -blocks in the block rows 3, . . . , n − 1 are replaced by Y[4,n]
preceded by two zero rows. The submatrix of the obtained matrix lying in rows
and columns n + 1, . . . , N is block lower triangular, and hence (3.13) is valid for
k = 2, i = 1, . . . , n, for the matrix S2 =
[
Y
G2X[2,n]
]
. It is also valid for k = 1,
i = 1, . . . , n, since the corresponding minors coincide with those for the matrix S1.
Continuing in the same fashion, we define G31, . . . , Gn−2,1 such that the product
G = Gn−2,1 · · ·G11 satisfies properties (i) and (ii) of the claim. Note that the kth
row of G coincides with the kth row of Gk1. 
The following proposition can be proved in a similar way.
Proposition 3.6. There exists an n × n unipotent lower triangular matrix H =
H(X,Y ) such that
(i) entries of H are rational functions in X, Y whose denominators are mono-
mials in cluster variables ϕk(n−1)+1, k = 1, . . . , n− 1, and
(ii) the (n− 1)× 2n matrix T =
[
X[2,n] Y[2,n]H
]
satisfies
(3.14)
detT
[n+k−i+1,n+k]
[n−i,n−1] =
ϕ(n−k)(n−1)−i+1
ϕ(n−k)(n−1)+1
, k = 1, . . . , n− 1, i = 1, . . . , n− 1.
We will use Propositions 3.5, 3.6 to establish the following
Proposition 3.7. All matrix entries of X[2,n] and Y are cluster variables in GC
D
n .
Proof. We will first establish the claim for matrix entries of Y . Let us temporarily
treat the vertices in Q¯n that correspond to variables ϕkn+1, k = 0, . . . , n − 2, as
frozen. Then the vertex corresponding to g11 becomes isolated. Denote the quiver
formed by the rest of the non-isolated vertices by Q̂n, and let F̂n ⊂ F¯n be the
corresponding subset of cluster variables.
Define a new collection of variables F˜n = {f˜ : f ∈ F̂n} via ϕ˜kn−i+1 =
ϕkn−i+1
ϕkn+1
,
k = 1, . . . , n − 2, i = 1, . . . n, and f˜ = f for all other f ∈ F̂n. Denote by Q˜n the
quiver obtained from Q̂n via deletion of all edges that are dashed in Fig. 1.
Let us now define a (2n − 1) × n matrix S as in Proposition 3.5. Then (3.13)
ensures that the collection F˜n consists of all dense minors of S containing entries
of the last row or column of S, where the minor that has an (i, j)-entry of S in
a top left corner is attached to the (i, j) vertex in the grid that describes Q˜n.
Viewed this way, Σ˜ =
(
F˜n, Q˜n
)
becomes the initial seed for the standard cluster
structure C˜(2n−1)×n on Mat(2n−1)×n. Note that every exchange relation in this
seed is obtained via dividing the corresponding exchange relation of GC
D
n by an
appropriate monomial in variables ϕkn+1, k = 1, . . . , n − 2, which are frozen in
Σ̂ =
(
F̂n, Qˆn
)
. Applying [7, Lemma 8.4] repeatedly, we conclude that if ϕ is
a cluster variable in GC
D
n obtained via an arbitrary sequence of mutations not
involving mutations at ϕkn+1, k = 0, . . . , n−2, then the result of the same sequence
of mutations in C˜(2n−1)×n is ϕ˜ =
ϕ
M , where M is a Laurent monomial in ϕkn+1,
k = 1, . . . , n− 2.
Since all matrix entries of S are cluster variables in C˜(2n−1)×n, the latter obser-
vation means that, for any i, j ∈ [1, n], there is a cluster variable ϕ ∈ GC
D
n obtained
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via a sequence of mutations not involving mutations at ϕkn+1, k = 0, . . . , n−2, and
such that ϕ = yijM , where M is a Laurent monomial in ϕkn+1, k = 1, . . . , n− 2.
We will now show that M = 1. Indeed, since ϕ is a regular function in X,Y , and
all functions in Fn are irreducible via [9, Lemma 4.2], all factors in M have non-
negative degrees. On the other hand, in terms of elements of F¯n, ϕ is a polynomial
in ϕkn+1, k = 1, . . . , n − 2. Furthermore, as a polynomial in each ϕkn+1 it has a
nonzero constant term. This claim is obvious for every single mutation away from
the initial cluster, and then is verified inductively. This implies that M = 1. Thus
all matrix entries of Y are cluster variables in GC
D
n .
13h11g
ϕ2
21g
14
24h
h
23h
12h11h
22hϕ1ϕ4ϕ722g
34h33hϕ58ϕ33g32g31g
44hϕ9 ϕ6 ϕ343g 44g41g 42g
Figure 2. Rearranged quiver Q¯4
To treat matrix entries of X[2,n], we start with rearranging the vertices of Q¯n.
All vertices except for those corresponding to g11 and h1i, i = 1, . . . , n, are arranged
into an (n− 1)× 2n grid. It is obtained by moving the lower (n− 1)× n part and
placing it on the left from the upper (n− 1)× n part; the remaining n+ 1 vertices
are placed above as an additional row aligned on the right. All former dashed edges
become regular, and the path
(n− 1, n+ 1)→ (1, 2)→ (n− 1, n+ 2)→ (1, 3)→ · · · → (1, n)→ (n− 1, 2n)
becomes dashed; see Fig. 2 for the rearranged version of Q¯4. To proceed further, we
temporarily freeze vertices that correspond to ϕk(n−1)+1, k = 0, . . . , n− 1, and h2j ,
j = 2, . . . , n, and compare the result with an initial seed for the standard cluster
structure on Mat(n−1)×2n defined by the matrix T given in Proposition 3.6. 
Recall that the generalized exchange relation for ϕ1 is given by
(3.15) ϕ1ϕ
′
1 =
n∑
i=0
ci(X,Y )
(
(−1)n−1h22ϕn+1
)i
ϕn−i2 ,
where ϕ′1 is a polynomial in the entries of X and Y , see [9, Section 4]. Denote
F¯ ′n = F¯n \ {ϕ1} ∪ {ϕ
′
1}.
The following lemma implies that entries of the first row of X belong to the
generalized upper cluster algebra A(GC
D
n ).
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Lemma 3.8. Every matrix entry x1i can be expressed as
P (X,Y )
ϕ1
, where P is a
polynomial in matrix entries of Y , X[2,n] and functions cj(X,Y ), j = 1, . . . , n. Al-
ternatively, x1i can be expressed as Laurent polynomials in terms of cluster variables
in F¯ ′n.
Proof. Denote by X¯ the matrix obtained from X by setting all entries of the first
row to 0. For 1 ≤ j ≤ n, cj(X,Y ) is a linear function in matrix entries x1i, and
so we can write cj(X,Y ) = cj(X¯, Y ) +
∑n
i=1 x1izij(X¯, Y ), where zij(X¯, Y ) are
polynomials in the entries of X[2,n] and Y . Thus we obtain a linear system for the
entries x1i and Z =
(
zij(X¯, Y )
)n
i,j=1
is the matrix of this system. Clearly, solutions
of the system are polynomials in the entries of X[2,n] and Y divided by detZ.
We will now show that, up to a scalar multiple, detZ coincides with ϕ1(X,Y ).
Indeed, suppose that detZ vanishes. Then the system is still solvable, but its
solution is not unique. Consequently, there exists a non-zero row vector vT such
that det
(
e1v
T +X + λY
)
= det (X + λY ). The determinant on the left equals is
evaluated via the Schur complement:
det
[
X + λY e1
vT −1
]
= det(X + λY )
(
1 + vT (X + λY )−1e1
)
,
which means that vT (X+λY )−1e1 = 0 for any λ. Equivalently, v
TY −1Uke1 = 0 for
k = 0, 1, 2, . . ., where U = XY −1, and hence det
[
Un−1e1 U
n−2e1 . . . Ue1e1
]
= 0.
However, by [9, Lemma 3.3],
ϕ1(X,Y ) = ± (detY )
n−1
det
[
Un−1e1U
n−2e1 · · ·Ue1 e1
]
.
We conclude that whenever detZ vanishes so does ϕ1. On the other hand, zij(X¯, Y )
is a polynomial of degree n− j− 1 in the entries of X and of degree j in the entries
of Y and so, both detZ and ϕ1(X,Y ) are polynomials of total degree
n(n−1)
2 in
terms of both X and Y . Since ϕ1 is irreducible, this means that they differ by a
constant multiple, which completes the proof of the first claim.
To establish the second claim, let us consider the dependence of the coefficient
matrix Z and functions c¯j = cj(X¯, Y ) on the initial cluster variables. In view of
the proof of Proposition 3.7, all zij and c¯j are Laurent polynomials in variables
from F̂n and, moreover, are polynomials in ϕ1. Write Z = Z
0 + ϕ1Z
1, where Z0
does not depend on ϕ1. Since detZ is a scalar multiple of ϕ1, the entries of Z
−1
are Laurent polynomials in cluster variables from F̂n. Furthermore, it is easy to
see that det(Z0+ϕ1Z
1) is proportional to ϕ
n−rank(Z0)
1 , and hence the rank of Z
0 is
equal to n− 1. Further, Z−1 = ϕ−11 W
0 +W 1, where W 1 is polynomial in ϕ1, and
W 0 does not depend on ϕ1 and satisfies relations Z
0W 0 = W 0Z0 = 0. It follows
that W 0 is of rank 1, that is, W 0 = w1w
T
2 , where w1, w2 are non-zero column
vectors such that w1 spans the kernel of Z
0. Therefore,
X[1] = ϕ
−1
1
 n∑
j=1
(cj − c¯j)w1j
wT2 + L,
where L is a vector of Laurent polynomials in terms of cluster variables in F¯ ′n.
Let us show that the vector
u =
((
(−1)n−1h22ϕn+1
)j
ϕn−j2
)n
j=1
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spans the kernel of Z0. Note that (3.15) implies
n∑
j=1
cjuj + detY ϕ
n
2 = ϕ1ϕ
′
1,
n∑
j=1
c¯juj + detY ϕ
n
2 = ϕ1ϕ¯
′
1,
where ϕ¯′1 is a polynomial in the entries of X[2,n] and Y[2,n], and thus can be written
as a Laurent polynomial in variables from F̂n which is polynomial in ϕ1, and hence
as a Laurent polynomial in variables from F¯ ′n. Consequently,
∑n
j=1(cj − c¯j)uj =
ϕ1(ϕ
′
1 − ϕ¯
′
1), so that
ϕ1(ϕ
′
1 − ϕ¯
′
1) = X[1]Zu = X[1]Z
0u+ ϕ1X[1]Z
1u,
and hence ϕ1 = 0 implies X[1]Z
0u = 0. Note that Z0 and u does not depend on ϕ1
and on X[1], which means that u spans the kernel of Z
0, as claimed. Therefore, we
can choose w1 = u, and since the entries of u are monomials in terms of variables
from F¯n \{ϕ1}, entries of w2 are Laurent monomials in terms of the same variables.
We conclude that
X[1] = ϕ
−1
1
 n∑
j=1
(cj − c¯j)uj
wT2 + L = ϕ′1wT2 + (L − ϕ¯′1wT2 ),
which proves the claim. 
It follows immediately from Lemma 3.8 that each x1i can be written as a Laurent
polynomial in terms of the cluster variables in the initial cluster and in any of its
neighbours, since by Proposition 3.7, all entries of Y and X[2,n] are cluster variables,
and hence Laurent polynomials in any cluster.
4. Two generalized cluster structures on D(GL4)
In this section we describe two distinct generalized cluster structures on D(GL4)
that have the same set of frozen variables. The first structure is GC
D
4 described in
this paper, and the second one is GCD4 (Y
T , XT ) described in [8].
Proposition 4.1. The generalized cluster structures GC
D
4 = GC
D
4 (X,Y ) and GC
D
4 =
GCD4 (Y
T , XT ) are distinct.
Proof. We start with the seed Σ¯4 for GC
D
4 and perform a sequence of mutations
at vertices (5, 4), (4, 3), (3, 2), (6, 4), (5, 3), (4, 2), (5, 4), (4, 3). In this way, we
get functions ϕ′4, ϕ
′
3, ϕ
′
2, ϕ
′
8, ϕ
′
7, ϕ
′
6, ϕ
′′
4 , ϕ
′′
3 , respectively. A straightforward
computation shows that
ϕ′8 = det
[
y43 y44
x43 x44
]
, ϕ′7 = det
y42 y43 y44x32 x33 x34
x42 x43 x44
 , ϕ′′4 = det
y32 y33 y34y42 y43 y44
x42 x43 x44
 ,
ϕ′6 = det

y31 y32 y33 y34
y41 y42 y43 y44
x31 x32 x33 x34
x41 x42 x43 x44
 , ϕ′′3 = det

y21 y22 y23 y24
y31 y32 y33 y34
y41 y42 y43 y44
x41 x42 x43 x44
 .
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The corresponding quiver is shown in Fig. 3. The quiver for the initial seed for GCD4
constructed in [8] is shown in Fig. 4. Direct comparison shows that the restrictions
of both quivers to the three lower rows coincide, as well as the functions attached
to the corresponding vertices. Moreover, the functions attached to the fourth row
from below in both quivers coincide as well, as well as the arrows between the
third and the fourth row. We will prove that the corresponding two seeds are not
mutationally equivalent.
5 2
6
7 22
3332 8 33 23
3444444342
22
24
3 9
4
ϕ
1ϕ
hg
h h
hh
11
21g
11h
12h
h
13h
14h
g
gg
g31g
g41g
ϕ ϕ ϕg
ϕ
ϕ ϕ
ϕ
Figure 3. Modified Q¯4
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11h
f
f
12h
h
13h
14h
g
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g31g
g41g
ϕ ϕ ϕ
Figure 4. Quiver Q4
By [2, Th. 3.6], if two seeds are mutationally equivalent and share a set of
common cluster variables, there exists a sequence of mutations that connects these
seeds and does not involve the common cluster variables.
Remark 4.2. In fact, the definition of a generalized cluster structure in [2] and in
the preceding paper [1] is more restrictive, since it imposes a reciprocity condition
on exchange coefficients, following [12]. However, this condition is only used in
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the proof of Lemma 4.20 in [1], which in turn is based on Proposition 3.3 in [12].
This proposition claims that every cluster variable can be written as a Laurent
polynomial in cluster variables of the initial cluster and an ordinary polynomial
in frozen variables. It is an analog of the corresponding statement for ordinary
cluster structures and its proof extends to the case of generalized cluster structures
as defined in Section 2 without any changes.
Consequently, if the above two seeds are equivalent, there should exist a sequence
of mutations that involves only three vertices comprising the uppermost triangle.
We will concentrate on two four-vertex subquivers that are formed by the uppermost
triangle and the vertex corresponding to ϕ′′3 . These two subquivers are shown in
Fig. 5. We claim that there is no sequence of mutations at the vertices 1, 2 and
3 that takes one subquiver to the other one. Note that although the mutations at
vertex 4 are not allowed, it is not frozen.
1
2
4
3
4
2 3
1
Figure 5. Subquivers of Q4 and Q¯4
To prove our claim we consider the evolution of a more general quiver Q(α, β, γ)
shown in Fig. 6 under mutations at the vertices 1, 2 and 3. Here multiplicities α,
β and γ can take any integer values except for α = β = γ = 0. A negative value
means that the direction of the corresponding arrow is reversed. Clearly, two quivers
shown in Fig. 5 are Q(0, 1, 0) and Q(0,−1, 0). To keep track of the mutations it
will be convenient to renumber the vertices so that the generalized vertex is always
vertex 1, and the direction of arrows in the triangle is 1 → 2 → 3 → 1. Note that
any mutation of Q(α, β, γ) transforms it into Q(α′, β′, γ′) for certain values of α′,
β′ and γ′.
2 3
β
γ
1
α
4
Figure 6. Quiver Q(α, β, γ)
Define the charge of Q = Q(α, β, γ) as C(Q) = |α|+ |β|+ |γ|. The nodes of the
3-regular tree T that describes all possible mutations of Q(α, β, γ) can be classified
into 10 possible types with respect to the charge. We encode these types by a
triple [i, j, k], where i stands for the number of mutations that increase the charge,
j stands for the number of mutations that preserve the charge, and k stands for the
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number of mutations that decrease the charge. Note that both quivers Q(0, 1, 0)
and Q(0,−1, 0) have charge 1. Consequently, if they are mutation equivalent, then
either all quivers along the path in T that connects Q(0, 1, 0) and Q(0,−1, 0) have
charge 1, or this path contains two quivers Q1, Q2 that differ by one mutation, such
that C(Q1) < C(Q2) and C(Q2) ≥ C(Q) for any other quiver Q along the path.
Consider the first possibility. A straightforward computation shows that muta-
tions at vertices 1 and 2 preserve the charge and take Q(0, 1, 0) to Q(1, 0, 0), while
mutation at vertex 3 increases the charge. Further, mutations of Q(1, 0, 0) at ver-
tices 1 and 3 preserve the charge and take Q(1, 0, 0) to Q(0, 1, 0), while mutation
at vertex 2 increases the charge. Therefore, Q(0,−1, 0) can not be reached from
Q(0, 1, 0) along a path with the constant charge 1.
Consider the second possibility. Clearly, the type of Q2 should be one of the
following: [1, 1, 1], [1, 0, 2], [0, 2, 1], [0, 1, 2], [0, 0, 3]. We distinguish the following
cases.
Case 1 : α ≥ 0, β ≥ 0, γ ≥ 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β, α+ 4γ,−γ), so that C(Q′) = C(Q) + 4γ ≥ C(Q). Mutation at vertex 2
takes Q to Q′ = Q(β + 2α,−α, γ), so that C(Q′) = C(Q) + 2α ≥ C(Q). Mutation
at vertex 3 takes Q to Q′ = Q(−β, α, γ + β), so that C(Q′) = C(Q) + β ≥ C(Q).
Consequently, the type of Q(α, β, γ) is [i, j, 0].
Case 2 : α < 0, β ≥ 0, γ ≥ 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β, α+4γ,−γ), so that C(Q′) = C(Q)+α+|α+4γ|, and hence C(Q′) < C(Q)
if α+2γ < 0 and γ 6= 0. Mutation at vertex 2 takes Q to Q′ = Q(β,−α, γ +α), so
that C(Q′) = C(Q)−γ+ |α+γ|, and hence C(Q′) < C(Q) if α+2γ > 0. Mutation
at vertex 3 takes Q to Q′ = Q(−β, α, γ + β), so that C(Q′) = C(Q) + β ≥ C(Q).
Consequently, the type of Q(α, β, γ) is [1, 1, 1] if α + 2γ > 0 and β = 0, or if
α + 2γ < 0, γ 6= 0 and β = 0. For the other values of parameters, the type of
Q(α, β, γ) is either [i, j, 0] or [2, 0, 1].
Case 3 : α ≥ 0, β < 0, γ ≥ 0. Mutation at vertex 1 takes Q = Q(α, β, γ)
to Q′ = Q(β, α + 4γ,−γ), so that C(Q′) = C(Q) + 4γ ≥ C(Q). Mutation at
vertex 2 takes Q to Q′ = Q(β + 2α,−α, γ), so that C(Q′) = C(Q) + β + |β + 2γ|,
and hence C(Q′) < C(Q) if α + β > 0 and α 6= 0. Mutation at vertex 3 takes
Q to Q′ = Q(−β, α + 2β, γ), so that C(Q′) = C(Q) − α + |α + 2β|, and hence
C(Q′) < C(Q) if α + β > 0. Consequently, the type of Q(α, β, γ) is [1, 1, 1] if
α + β > 0 and γ = 0, or if α + β < 0, α 6= 0 and γ = 0. For the other values of
parameters, the type of Q(α, β, γ) is either [i, j, 0] or [2, 0, 1].
Case 4 : α ≥ 0, β ≥ 0, γ < 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β+4γ, α,−γ), so that C(Q′) = C(Q)−β+|β+4γ|, and hence C(Q′) < C(Q)
if β + 2γ > 0. Mutation at vertex 2 takes Q to Q′ = Q(β + 2α,−α, γ), so that
C(Q′) = C(Q)+2α ≥ C(Q). Mutation at vertex 3 takes Q to Q′ = Q(−β, α, γ+β),
so that C(Q′) = C(Q) + γ + |γ + β|, and hence C(Q′) < C(Q) if β + 2γ < 0 and
γ 6= 0. Consequently, the type of Q(α, β, γ) is [1, 1, 1] if β + 2γ > 0 and α = 0, or
if β + 2γ < 0, γ 6= 0 and α = 0. For the other values of parameters, the type of
Q(α, β, γ) is either [i, j, 0] or [2, 0, 1].
Case 5 : α < 0, β < 0, γ ≥ 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β, α+4γ,−γ), so that C(Q′) = C(Q)+α+|α+4γ|, and hence C(Q′) < C(Q)
if α + 2γ > 0. Mutation at vertex 2 takes Q to Q′ = Q(β,−α, γ + α), so that
C(Q′) = C(Q)− γ + |γ + α|, and hence C(Q′) < C(Q) if α+ 2γ < 0. Mutation at
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vertex 3 takes Q to Q′ = Q(−β, α + 2β, γ), so that C(Q′) = C(Q) − 2β > C(Q).
Consequently, the type of Q(α, β, γ) is either [i, j, 0] or [2, 0, 1].
Case 6 : α < 0, β ≥ 0, γ < 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β+4γ, α,−γ), so that C(Q′) = C(Q)−β+|β+4γ|, and hence C(Q′) < C(Q)
if β + 2γ > 0. Mutation at vertex 2 takes Q to Q′ = Q(β,−α, γ + α), so that
C(Q′) = C(Q)−α > C(Q). Mutation at vertex 3 takes Q to Q′ = Q(−β, α, γ+β),
so that C(Q′) = C(Q) + γ + |γ + β|, and hence C(Q′) < C(Q) if β + 2γ < 0.
Consequently, the type of Q(α, β, γ) is either [i, j, 0] or [2, 0, 1].
Case 7 : α ≥ 0, β < 0, γ < 0. Mutation at vertex 1 takes Q = Q(α, β, γ)
to Q′ = Q(β + 4γ, α,−γ), so that C(Q′) = C(Q) − 4γ > C(Q). Mutation at
vertex 2 takes Q to Q′ = Q(β + 2α,−α, γ), so that C(Q′) = C(Q) + β + |β + 2α|,
and hence C(Q′) < C(Q) if α + β < 0 and α 6= 0. Mutation at vertex 3 takes
Q to Q′ = Q(−β, α + 2β, γ), so that C(Q′) = C(Q) − α + |α + 2β|, and hence
C(Q′) < C(Q) if α + β > 0. Consequently, the type of Q(α, β, γ) is either [i, j, 0]
or [2, 0, 1].
Case 8 : α < 0, β < 0, γ < 0. Mutation at vertex 1 takes Q = Q(α, β, γ) to
Q′ = Q(β + 4γ, α,−γ), so that C(Q′) = C(Q)− 4γ > C(Q). Mutation at vertex 2
takes Q to Q′ = Q(β,−α, γ + α), so that C(Q′) = C(Q)− α > C(Q). Mutation at
vertex 3 takes Q to Q′ = Q(−β, α + 2β, γ), so that C(Q′) = C(Q) − 2β > C(Q).
Consequently, the type of Q(α, β, γ) is [3, 0, 0].
It remains to consider quivers of type [1, 1, 1] in Cases 2, 3 and 4 as possible
candidates for the quiver Q2. In all three cases the next node in the path should
have the same charge. If Q2 is as in Case 2 then the next node is obtained by
mutation at vertex 3, and the resulting quiver is Q′ = Q(0, α, γ) with α < 0 and
γ > 0. This situation is covered by Case 3, and the other two mutations of Q′ yield
C(Q′) + 4γ > C(Q′) and C(Q′) + |2α| > C(Q′). Consequently, the maximality
condition for the charge of Q2 fails.
If Q2 is as in Case 3 then the next node is obtained by mutation at vertex 1,
and the resulting quiver is Q′ = Q(β, α, 0) with α > 0 and β < 0. This situation is
covered by Case 2, and the other two mutations of Q′ yield C(Q′) + |β| > C(Q′)
and C(Q′) + α > C(Q′). Consequently, the maximality condition for the charge of
Q2 fails.
Finally, if Q2 is as in Case 4 then the next node is obtained by mutation at vertex
2, and the resulting quiver is Q′ = Q(β, 0, γ) with β > 0 and γ < 0. This situation
is covered by Case 4, and the other two mutations of Q′ yield C(Q′)+ |4γ| > C(Q′)
and C(Q′) + 2β > C(Q′). Consequently, the maximality condition for the charge
of Q2 fails.
Therefore, Q(0,−1, 0) can not be reached from Q(0, 1, 0) along a path with a
varying charge, which completes the proof. 
Remark 4.3. In a recent preprint [14], a technique of scattering diagrams is used
to construct a log Calabi–Yau variety with two nonequivalent cluster structures
both associated with the Markov quiver. This variety is obtained by a certain
augmentation of a cluster A-variety with principal coefficients in the sense of [10].
In contrast to this, the example we presented above gives two explicitly defined
nonequivalent generalized cluster structures with the same set of frozen variables
in an affine variety obtained by deleting a divisor with a normal crossing from an
affine space.
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The example presented above describes two different generalized cluster struc-
tures GC1 = GC
D
4 , GC2 = GC
D
4 such that
• the corresponding upper cluster algebras coincide with the ring C[D(GL4)]
of regular functions on the Drinfeld double of GL4;
• both generalized cluster algebras are compatible with the standard Poisson–
Lie bracket on D(GL4) and have the same collection of frozen cluster vari-
ables.
We believe that both generalized cluster structures GC1 and GC2 can be related
to the same ordinary cluster structure C using a conjectural construction outlined
below.
The cluster structure C is associated with the moduli space AG,S introduced by
Fock and Goncharov in the study of G-local systems on a marked Riemann surface
S, see [4]. In our example G = GL4, S is the punctured disk with 4 marked points
on the boundary. The variety AGL4,S is homeomorphic to the configuration space of
triples (F,M,Φ) modulo the GL4-action where F denotes a quadruple of decorated
flags at the marked points, M is the GL4-monodromy about the puncture, Φ is
a flag at the puncture which is invariant under the monodromy. Note that the
invariant flag at the puncture is not uniquely defined by the monodromy: there
are 24 = 4! choices corresponding to different orderings of monodromy eigenvalues.
The Weyl group W = S4 acts on AGL4,S by reordering eigenvalues, which results
in a different choice of the invariant flag.
The parametrization of AGL4,S introduced in [4] endows it with a cluster struc-
ture which, in turn, leads to a compatible Poisson bracket. This Poisson structure
has corank 8 with 4 Casimirs given by the coefficients of the characteristic polyno-
mial of the monodromy and 4 additional Casimirs. Fixing values of 4 additional
Casimirs to 1, we obtain a codimension 4 subvariety V . The action of W restricts
to V . Further, V is a cluster variety whose coordinate ring is equipped with the
cluster structure C. In particular, C inherits the W -action.
There is a natural projection π : V → D(GL4) with a fiber W × H where H
is the Cartan subgroup. We conjecture that the projection π provides a natural
connection between generalized cluster structures GCi in C[D(GL4)] for i = 1, 2
and C. More precisely, the pullbacks of all cluster variables in GCi are W -invariant
cluster variables in C. Furthermore, each seed Σ of the generalized cluster structure
GCi contains one cluster variable g(Σ) attached to the special vertex of the quiver
and satisfying a generalized mutation rule, while the remaining cluster variables
obey the usual mutation rules. The rank of C is 3 more than the rank of GCi.
Any seed Σ of GCi corresponds to a seed Σ˜ of C in which g(Σ) corresponds to a
quadruple of cluster variables g˜j(Σ˜), j ∈ [1, 4], such that π
∗g(Σ) =
∏4
j=1 g˜j(Σ˜).
The remaining cluster variables of the seed Σ˜ and frozen variables of C are obtained
as pullbacks π∗ of the corresponding cluster variables of Σ and frozen variables
in GCi. The generalized mutation of g(Σ) corresponds to the composition s(Σ˜)
of four mutations at all g˜j(Σ˜) taken in any order (mutations of g˜j(Σ˜) commute).
Namely, let g′ denote the function obtained by the generalized mutation of g(Σ) and
g˜′j = s(Σ˜)(g˜j(Σ˜)), then π
∗g′ =
∏4
j=1 g˜
′
j . Further, the set of seeds of C corresponding
to GC1 is disjoint from the set of seeds corresponding to GC2.
A detailed proof will be presented elsewhere.
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Remark 4.4. Let G be a semisimple complex Lie group with the Lie algebra g.
The group G is equipped with the standard Poisson-Lie structure. In [13] the
semiclassical limit of Uq(g) is is realized as a quotient by an ideal generated by
Poisson central elements of the W -invariant subring of the coordinate ring of the
second moduli space XG,S0,1,2 of Fock–Goncharov cluster ensemble, where S0,1,2 is
a once punctured disk with two marked points on the boundary. This construction
seems to be closely related to the projection π above. However, no cluster structure
on the W -invariant subring was considered in [13].
5. Reduction to a generalized cluster structure on band periodic
matrices
In [9] we presented a framework for constructing generalized cluster structures.
It is based on certain identities associated with periodic staircase shaped matrices.
One of the examples considered in [9] was the generalized cluster structure GC
D
n
that we treated in previous sections. Another example was a generalized cluster
structure on the space of (k+1) diagonal n-periodic band matrices with k ≤ n. In
this section, we will show how the latter structure, denoted here by GC(Lkn) can
be obtained as a restriction of the former. In particular, this will allow us to obtain
an analogue of Theorem 3.1 for GC(Lkn).
5.1. Initial cluster. In the case of the Drinfeld double D(GLn), the periodic stair-
case matrix mentioned above is an infinite block bidiagonal matrix
(5.1) L =

. . .
. . .
. . .
. . .
0 X Y 0
0 X Y 0
. . .
. . .
. . .
. . .
 ,
that corresponds to (X,Y ) ∈ D(GLn). If we drop the invertibility requirement for
X and choose Y to be a lower triangular band matrix with k+1 non-zero diagonals
(including the main diagonal) and X to be a matrix with zeroes everywhere outside
of the (k − 1)× (k − 1) upper triangular block in the upper right corner:
(5.2)
X =

0 · · · 0 a11 · · · ak1
0 · · · 0 0 a12 · · ·
...
...
...
...
. . .
. . .
0 · · · 0 · · · 0 a1k
0 · · · 0 · · · · · · 0
...
...
...
...
...
...

,
Y =

ak+1,1 0 · · · · · · · · · 0
ak2 ak+1,2 0 · · · · · · · · ·
...
...
. . .
...
...
...
a1,k+1 a2,k+1 · · · ak+1,k+1 0 · · ·
0
. . .
. . .
...
. . .
...
0 · · · a1n a2n · · · ak+1,n

,
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then L in (5.1) is a (k+1)-diagonal n-periodic band matrix. We denote by Lkn the
space of such matrices with an additional condition that all entries of the lowest
and the highest diagonals are nonzero. Let L¯kn be the closure of Lkn in the space
D(Matn) = Matn×Matn. Every element of L¯kn is identified with a pair of matrices
of the form (5.2). In particular, vanishing of the lowest diagonal yields an inclusion
Lk−1,n ⊂ L¯kn.
Note that when such matrices are substituted into (3.1), Φ becomes reducible
with a leading irreducible block Φ(k) of size (k − 1)(n − 1) × (k − 1)(n − 1). For
i = 1, . . . , (k − 1)(n− 1) we define
(5.3) ϕ˜i = ϕ˜
(k)
i = detΦ
[i,(k−1)(n−1)]
[i,(k−1)(n−1)].
By [9], a generalized cluster structure in the space of regular functions on Lkn is
defined by the following data.
Define the family Fkn of (k + 1)n regular functions on Lkn via
(5.4) Fkn =
{
{ϕ˜
(k)
i }
(k−1)(n−1)
i=1 ; a˜11; {a1i}
n
i=2; {ak+1,i}
n
i=1; {c˜i(X,Y )}
k−1
i=1
}
,
where a˜11 = (−1)
k(n−1)a11 and c˜i(X,Y ) = (−1)
i(n−1)ci(X,Y ) for 1 ≤ i ≤ k − 1
with ci(X,Y ) satisfying the identity det(λY + µX) = λ
n−k
∑k
i=0 ci(X,Y )µ
iλk−i.
Let Qkn be the quiver with (k+1)n vertices, of which k− 1 vertices are isolated
and are not shown in the figure below, (k+1)(n−1) are arranged in an (n−1)×(k+1)
grid and denoted (i, j), 1 ≤ i ≤ n − 1, 1 ≤ j ≤ k + 1, and the remaining two are
placed on top of the leftmost and the rightmost columns in the grid and denoted
(0, 1) and (0, k + 1), respectively. All vertices in the leftmost and in the rightmost
columns are frozen. The vertex (1, k) is special, and its multiplicity equals k. All
other vertices are regular mutable vertices.
The edge set of Qkn consists of the edges (i, j)→ (i + 1, j) for i = 1, . . . , n− 2,
j = 2, . . . , k; (i, j) → (i, j − 1) for i = 1, . . . , n − 1, j = 2, . . . , k, (i, j) 6= (1, k);
(i + 1, j) → (i, j + 1) for i = 1, . . . , n − 2, j = 2, . . . , k, shown by solid lines. In
addition, there are edges (n − 1, 3) → (1, 2), (1, 2) → (n − 1, 4), (n − 1, 4) →
(1, 3), . . . , (1, k − 1) → (n − 1, k + 1) that form a directed path (shown by dotted
lines). Save for this path, and the missing edge (1, k)→ (1, k− 1), mutable vertices
of Qkn form a mesh of consistently oriented triangles
Finally, there are edges between the special vertex (1, k) and frozen vertices
(i, 1), (i, k + 1) for i = 0, . . . n − 1. There are k − 1 parallel edges between (1, k)
and (i, k + 1) for i = 1, . . . , n− 1, and one edge between (1, k) and all other frozen
vertices (including (0, k+1)). If k > 2, all of these edges are directed towards (1, k),
and if k = 2, the direction of the edge between (1, 1) and (1, k) is reversed.
Quiver Q47 is shown in Figure 7.
We attach functions a˜11, a12, . . . , a1n, in a top to bottom order, to the vertices
of the leftmost column in Qkn, and functions ak+1,1, . . . , ak+1,n, in the same order,
to the vertices of the rightmost column in Qkn. Functions ϕ˜i are attached, in a
top to bottom, right to left order, to the remaining vertices of Qkn, starting with
ϕ˜1 attached to the special vertex (1, k). The set of strings Pkn contains a unique
nontrivial string (1, c˜1(X,Y ), . . . , c˜k−1(X,Y ), 1) corresponding to the unique special
vertex.
Theorem 5.1. The seed Σkn = (Fkn, Qkn,Pkn) defines a complete generalized
cluster structure GC(Σkn) in the ring of regular functions on Lkn compatible with
the restriction of the standard Poisson–Lie structure on D(Matn).
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Figure 7. Quiver Q47
Proof. The proof follows closely that for Theorem 3.1. Regularity of GC(Σkn) is
borrowed from [9, Theorem 5.1]. The proof of log-canonicity and of compatibility
is based on the downward induction on k, see Section 5.2 below. The proof of
completeness is a modification of a similar statement for the Drinfeld double and
relies on the same ideas, see Section 5.3. 
5.2. Compatible Poisson bracket. Let us re-write the Poisson bracket (3.2) in
terms of matrix entries of a pair of matrices (X,Y ):
{xij , xpq} =
1
2
(sign(p− i) + sign(q − j))xiqxpj ,
{yij , ypq} =
1
2
(sign(p− i) + sign(q − j)) yiqypj ,
{yij , xpq} =
1
2
(1 + sign(q − j))yiqxpj − (1 + sign(i− p))xiqypj) .
(5.5)
This Poisson bracket can be extended to D(Matn). It follows from (5.5) that every
inclusion in the chain
D(Matn) ⊃ L¯nn ⊃ L¯n−1,n ⊃ · · · ⊃ L¯kn ⊃ · · · ⊃ L¯2n
is a Poisson map. The same is true about inclusions Lkn ⊂ L¯kn.
Proposition 5.2. The family Fkn defined in (5.4) is log-canonical with respect to
the restriction of the Poisson bracket (5.5) to Lkn.
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Proof. For k = n, substitute (X,Y ) ∈ Lnn into (3.1). As was mentioned above, Φ
becomes reducible with an irreducible (n− 1)2× (n− 1)2 upper left block Φ(n) and,
for i ≤ (n− 1)2, functions ϕi restricted to Lnn factor as
(5.6) ϕi = ϕ˜
(n)
i ϕ(n−1)2+1.
By Theorem 3.1, Poisson brackets {logϕi, logϕj} = ωij are constant on D(GLn)
and, by extension, on D(Matn). Since Lnn is a Poisson submanifold in D(Matn),
we obtain {log ϕ˜
(n)
i , logϕ(n−1)2+1} = ωi,(n−1)2+1 for i ≤ (n− 1)
2, and thus
{log ϕ˜
(n)
i , log ϕ˜
(n)
j } = ωij − ωi,(n−1)2+1 + ωj,(n−1)2+1
is constant on Lnn for any i, j = 1, . . . , (n − 1)
2; we denote this constant by ω
(n)
ij .
Furthermore, on Lnn we have hii(Y ) = an+1,i · · ·an+1,n, gii(X) = a1i · · ·a1n, and
so the log-canonicity of the entire family Fnn follows from the log-canonicity of F¯n.
By extension, we get the log-canonicity of the family Fnn on L¯nn.
Using induction, assume that {log ϕ˜
(k)
i , log ϕ˜
(k)
j } = ω
(k)
ij is constant on L¯kn for
any i, j = 1, . . . , (k − 1)(n− 1). Substituting (X,Y ) ∈ Lk−1,n into the (k − 1)(n−
1)×(k−1)(n−1) matrix Φ(k) makes it reducible with an irreducible (k−2)(n−1)×
(k− 2)(n− 1) upper left block Φ(k−1) and functions ϕ˜
(k)
i restricted to Lk−1,n factor
as ϕ˜
(k)
i = ϕ˜
(k−1)
i ϕ˜
(k)
(k−2)(n−1)+1 for i ≤ (k − 2)(n− 1). In addition, ϕ˜
(k)
(k−2)(n−1)+i =
a1,i+1 · · · a1n for i = 2, . . . , n. Arguing precisely as above, we conclude that
(5.7) {log ϕ˜
(k−1)
i , log ϕ˜
(k−1)
j } = ω
(k)
ij − ω
(k)
i,(k−2)(n−1)+1 + ω
(k)
j,(k−2)(n−1)+1
is a constant on Lk−1,n for any i, j = 1, . . . , (k− 2)(n− 1) and denote it by ω
(k−1)
ij .
Therefore, the log-canonicity of the entire family Fk−1,n on Lk−1,n, and hence on
L¯k−1,n, follows from the log-canonicity of Fkn on L¯kn. 
Proposition 5.3. The Poisson bracket (5.5) is compatible with the generalized
cluster structure GC(Σkn) on Lkn.
Proof. We will use induction again. Assume first that k = n, and let yi be the y-
variable corresponding to the vertex i in Q¯n and y
(n)
i be the y-variable corresponding
to the vertex i in Qnn. We claim that on Lnn, y
(n)
i = yi for all mutable vertices in
Qnn.
Indeed, for n < i ≤ (n− 2)(n − 1), the neighborhood of the vertex labeled i in
Qnn is identical to the neighborhood of the vertex labeled i in Q¯n. We claim that
on Lnn, y
(n)
i = yi.
For (n− 2)(n− 1) < i ≤ (n− 1)2, let i′ = i− (n− 2)(n− 1). Then
y
(n)
i =
ϕ˜
(n)
i+1ϕ˜
(n)
i−na1,i′+1
ϕ˜
(n)
i−1ϕ˜
(n)
i−n+1
=
ϕi+1ϕi−ngi′+1,i′+1
ϕi−1ϕi−n+1gi′+2,i′+2
= yi,
by (5.6) and since gjj = a1j · · · a1n on Lnn.
For 1 < i ≤ n,
y
(n)
i =
ϕ˜
(n)
i+1ϕ˜
(n)
i+n−1an+1,i
ϕ˜
(n)
i−1ϕ˜
(n)
i+n
=
ϕi+1ϕi+n−1hii
ϕi−1ϕi+nhi+1,i+1
= yi,
by (5.6) and since hjj = an+1,j · · · an+1,n on Lnn.
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Finally,
y
(n)
1 =
(
ϕ˜
(n)
2
ϕ˜
(n)
n+1
)n
an+1,1∏n
j=1 a1j
(∏n
j=2 an+1,j
)n−1 = ( ϕ2ϕn+1h22
)n
h11
g11
= y1.
Therefore {log y
(n)
i , log ϕ˜
(n)
j } = {log yi, logϕj−logϕ(n−1)2+1} = diδij , where d1 = n
and di = 1 otherwise. The induction step is performed in precisely the same fashion
by showing that on Lk−1,n, for all mutable vertices in Qk−1,n, y
(k−1)
i = y
(k)
i . 
Remark 5.4. When restricted to Lkn, the Poisson structure 5.5 coincides with the
one considered in a recent paper [11] on the space of properly bounded n-periodic
difference operators. A modification of that Poisson bracket for spaces of sparse
pseudo difference operators was also considered in [11] in order to derive complete
integrability of a family of pentagram-like maps. It would be interesting to see if
such a modification has a cluster-algebraic meaning as well.
5.3. Completeness. The next two propositions are analogous to Propositions 3.5,
3.6 and can be proved in exactly the same way.
Proposition 5.5. There exists a (k−1)×(k−1) unipotent upper triangular matrix
G = G(X,Y ) such that
(i) entries of G are rational functions in X, Y whose denominators are mono-
mials in cluster variables ϕ˜jn+1, j = 1, . . . , k − 2, and
(ii) the (2k − 2)× (k − 1) matrix S =
[
Y
[n−k+2,n]
[n−k+2,n]
GX
[n−k+2,n]
[1,k−1]
]
satisfies
(5.8) detG
[k−i,k−1]
[k+j−i,k+j−1] =
ϕ˜jn−i+1
ϕ˜jn+1
, j = 1, . . . , k − 2, i = 1, . . . , k − 1.
Proposition 5.6. There exists a (k−1)×(k−1) unipotent lower triangular matrix
H = H(X,Y ) such that
(i) entries of H are rational functions in X, Y whose denominators are mono-
mials in cluster variables ϕ˜j(n−1)+1, j = 1, . . . , k − 2, and
(ii) the (n− 1)× (n+ k − 1) band matrix
T =
[
X
[n−k+2,n]
[2,n] Y
[1,n−k+1]
[2,n] Y
[n−k+2,n]
[2,n] H
]
satisfies
(5.9)
detT
[n+j−i+1,n+j]
[n−i,n−1] =
ϕ˜(n−j)(n−1)−i+1
ϕ˜(k−j)(n−1)+1
, j = 2, . . . , k − 1, i = 1, . . . , n− 1.
The completeness statement for GC(Lkn) is based on the following result.
Proposition 5.7. All matrix entries aij, i = 2, . . . , k, j = 2, . . . n, are cluster
variables in GC(Lkn).
Proof. We use an argument similar to that in the proof of Proposition 3.7. Namely,
we will temporarily freeze certain subsets of vertices in Qkn and compare the result
with initial seeds of appropriate previously studied cluster structures. First, freeze
the vertices in the top row of Qkn, that is, those that correspond to ϕ˜j(n−1)+1,
j = 1, . . . , k − 2. Then the vertices that correspond to a11, a12, ak+1,1, ak+1,n
become isolated. The subquiver Q˜kn of Qkn formed by the remaining vertices is
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closely related to an initial quiver Q′k,n−1 for the regular cluster structure C(L
′
k,n−1)
on the space L′k,n−1 of (n − 1) × (n + k − 1) band matrices with k + 1 diagonals
that was constructed in [3, Section 10] via a quasi-isomorphism from the regular
cluster structure on the affine cone Ĝr(n − 1, n + k − 1) over the Grassmannian
Gr(n − 1, n+ k − 1). The difference is that in Q′k,n−1 there are no edges between
the vertices in the top row and vertices in the bottom row. Let T be an element in
L′k,n−1:
T =

t12 t22 · · · tk+1,2 0 · · · 0
0 t13 t23 · · · tk+1,3 0
...
...
. . .
. . .
. . . · · ·
. . .
. . .
0 · · · 0 t1n t2n · · · tk+1,n
 ;
note that tij = Tj−1,i+j−2. Initial cluster variables that correspond to Q
′
k,n−1 in
C(L′k,n−1) are functions ψij(T ), i = 2, . . . , k, j = 2, . . . , n, where ψij(T ) is the
maximal dense minor of T with tij in the upper left corner, and matrix entries t1j ,
j = 3, . . . , n, tk+1,j , j = 2, . . . , n−1. The latter are frozen and attached to the same
vertices in Q′kn that a1j , j = 3, . . . , n, and ak+1,j , j = 2, . . . , n− 1, are attached in
Q˜kn. The function ψij(T ) is attached to the vertex (i − 1, j) of Q
′
kn. In addition
to the frozen variables mentioned above, the variables attached to the vertices of
the first row of Q′kn are also frozen. All the irreducible row-dense minors of T are
cluster variables in C(L′k,n−1).
Note that in [3] an initial seed for C(L′k,n−1) is not described explicitly. To justify
our explicit description of the seed above we rely on two observations. First, the
functions ψij(T ) are images under the quasi-isomorphism of [3] of cluster variables
of the initial seed for Ĝr(n − 1, n + k − 1) as described in [5, Chapter 4]. This
means that subquivers formed by non-frozen vertices in the initial quivers for these
two structures coincide, the only difference is in the arrows that connect frozen and
non-frozen variables. Second, the edges between frozen and non-frozen variables in
the initial quiver for C(L′k,n−1) are uniquely determined by the regularity of this
cluster structures. To see this, one needs to analyze, in a bottom to top order,
the exchange relations for left-most and right-most mutable vertices in Q′k,n−1 and
apply the standard Desnanot–Jacobi identities.
Now, assume that T ∈ L′k,n−1 is the matrix defined in Proposition 5.6. Then
it follows from (5.9) that t1j = a1j for j = 3, . . . , n, tk+1,j = ak+1,j for j =
2, . . . , n − 1 and ψij(T ) =
ϕ˜(k−i)(n−1)+j−1
ϕ˜(k−i+1)(n−1)+1
for i = 2, . . . , k, j = 2, . . . , n. Then,
just like in the proof of Proposition 3.7, we conclude that sequences of mutations
in GC(Lkn) that do not involve functions ϕ˜j(n−1)+1, j = 1, . . . , k − 1, result in
corresponding sequences of mutations in C(L′k,n−1) with the initial seed defined
by Q′kn and functions t1j , tk+1,j , ψij(T ). Since every tij is a cluster variable in
C(L′k,n−1) and tij = aij unless (i, j) ∈ R = {(l,m), l = 3, . . . , k, m = n − l +
3, . . . , n}, we use the argument in the proof of Proposition 3.7 to conclude that, for
(i, j) /∈ R, aij is a cluster variable in GC(Lkn).
The case of (i, j) ∈ R is treated in a similar way. Namely, consider the vertices
corresponding to ϕ˜jn+1, j = 0, . . . , k − 2, and to ϕ˜(k−2)(n−1)−jn, j = 0, . . . , k − 3,
in Qkn. The vertices in the first set form an anti-diagonal that starts in the upper
right corner of the grid formed by non-frozen vertices of Qkn, and the vertices
in the second set lie immediately below the anti-diagonal that starts in the lower
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left corner of this grid. Let us temporarily freeze the vertices in both sets as well
as all the vertices lying between them. The quiver Qˆkn obtained by deleting all
isolated vertices is, once again, similar to the quiver of the initial seed for the cluster
structure C(L′2k−2,k−1) on a set of finite band matrices, this time (2k− 2)× (k− 1)
matrices with k diagonals. To see this, one just needs to move the vertices of Qˆkn
around in a way illustrated in Figure 8 for the case n = 7, k = 5.
12a
13a
14a
~
ϕ~
ϕ~
11
ϕ
12
14
~ϕ
13
ϕ15~
ϕ18~
ϕ~
ϕ~
ϕ~
ϕ~
a67
a66
a65
ϕ4~
~ϕ5
~ϕ6
ϕ7~
ϕ~8
20
21
22
19
Figure 8. Quiver Qˆ57
The latter quiver is isomorphic to Q′k−1,2k−2, but we denote it by Q
T
k−1,2k−2
to reflect the fact that the initial seed for C(L′2k−2,k−1) can be easily obtained
from the one for C(L′k−1,2k−2) via transposition. To obtain Q
T
k−1,2k−2 from Qˆkn
one simply needs to erase vertices in the bottom row that correspond to functions
ϕ˜jn+1, j = 1, . . . , k − 2. Then the functions
ϕ˜jn−i+1
ϕ˜jn+1
, j = 1, . . . , k − 2, i = 1, . . . , k − 1
are subject to exchange relations in C(L′2k−2,k−1). At the same time, by Proposi-
tion 5.5, these functions represent the minors of the band matrix A that, together
with the frozen variables a1i, i = 2, . . . , k− 1, and ak+1,i, i = n− k+3, . . . , n, form
an initial seed for C(L′2k−2,k−1). Then the argument concludes exactly as above.

To establish completeness of GC(Lkn), it now remains to show that ai1, i =
2, . . . , k, belong to the generalized upper cluster algebra A(GC(Lkn)). For this, one
applies a straightforward modification of Lemma 3.8.
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