We consider an extended second-order cone linear complementarity problem (SOCLCP), including the generalized SOCLCP, the horizontal SOCLCP, the vertical SOCLCP, and the mixed SOCLCP as special cases. In this paper, we present some simple second-order cone constrained and unconstrained reformulation problems, and under mild conditions prove the equivalence between the stationary points of these optimization problems and the solutions of the extended SOCLCP. Particularly, we develop a proximal gradient descent method for solving the second-order cone constrained problems. This method is very simple and at each iteration makes only one Euclidean projection onto second-order cones. We establish global convergence and, under a local Lipschitzian error bound assumption, linear rate of convergence. Numerical comparisons are made with the limited-memory BFGS method for the unconstrained reformulations, which verify the effectiveness of the proposed method.
Introduction
We consider an extended second-order cone linear complementarity problem (SOCLCP) which is to find a pair of vectors x, y ∈ IR n and z ∈ IR p such that { M x − N y + P z ∈ Ω, x ∈ K, y ∈ K, ⟨x, y⟩ = 0 (1) where M and N are m × n real matrices, P is an m × p real matrix, Ω is defined by
with E ∈ IR l×m , r ∈ IR l , and E ⊆ IR l being a closed convex cone, and K is the Cartesian product of second-order cones (SOCs), also called Lorentz cones. In other words,
where q, n 1 , . . . , n q ≥ 1, n 1 + n 2 + · · · + n q = n, and
Throughout this paper, we assume that the SOCLCP (1) is feasible, i.e.,
The SOCLCP (1) is a generalization of the extended linear complementarity problem that is known to have wide applications in linear and quadratic programming problems, bimatrix game problems, market and network equilibrium problems [2, 20, 24] . As will be illustrated in Section 2, the problem includes many special types of SOCLCPs, such as the generalized SOCLCP, the horizontal SOCLCP, the vertical SOCLCP, and the mixed SOCLCP, which can all be rewritten as (1) with E = {0}. In view of the work in [16] , we conjecture that the special cases of (1) with E being an SOC or nonnegative orthant cone will arise from some engineering and practical problems directly.
In recent ten years, there has been active interest in reformulating a nonpolyhedral symmetric cone complementarity problem as an optimization problem with suitable merit functions. For example, Tseng [25] first considered such reformulations for the semidefinite complementarity problem, Chen and Tseng [5] studied the Fischer-Burmeister unconstrained minimization reformulation for the second-order cone complementarity problem (SOCCP), Andreani et al. [1] proposed box-constrained minimization reformulations for a generalization of the SOCCP, and Kong et al. [17] studied the implicit Lagrangian reformulation for the general symmetric cone complementarity problem.
Motivated by Solodov's work [24] for the extended linear complementarity problem, in this paper we propose some simple SOC constrained reformulations and unconstrained reformulations for (1) , and under mild conditions establish the equivalence between the stationary points of these optimization problems and the solutions of (1) . Moreover, for these simple SOC constrained reformulation problems, we develop a proximal gradient descent method. The method has very small computation work at each iteration, and makes one Euclidean projection onto SOCs to generate a feasible descent direction. As will be demonstrated in Section 4, the method can be subsumed into the framework proposed in [8, 26] for minimizing a sum of a smooth function and a convex separable function. Nevertheless, the analysis of its global convergence, and linear rate of convergence under a local Lipschitzian error bound, will become much simpler now.
In addition, for the proximal gradient descent method, we report numerical experience for solving (1) with P = 0 and E being the Cartesian product of SOCs or nonnegative orthant cone, and numerical comparisons with the limited-memory BFGS method [4] for the unconstrained minimization reformulation based on the Fischer-Burmeister merit function. The comparison results show that among the proposed constrained reformulations (see Section 3), the one based on the logarithmic function ψ 4 has better performance than those derived from the entropy function ψ 3 and the quadratic functions ψ 2 and ψ 5 , and now Algorithm 4.1 has comparable performance with the limited-memory BFGS method when l is not close to m. To our best knowledge, there are no paper to discuss numerical performance of such equivalent constrained reformulation problems. This paper is organized as follows. Section 2 reviews some background materials about SOCs and Jordan product, and illustrates that (1) includes many special SOCLCPs. In Section 3, we present some simple SOC constrained reformulations and unconstrained reformulations, and establish the equivalence between the stationary points of these optimization problems and the solutions of (1) under some mild conditions. In Section 4, a proximal gradient algorithm is developed for solving the equivalent SOC constrained reformulation problems, and the linear convergence of the algorithm is also established. In Section 5, numerical results are reported for the special cases of (1) in which P = 0, and E is the Cartesian product of SOCs or the nonnegative orthant cones IR l + .
Throughout this paper, I represents an identity matrix of suitable dimension, ∥ · ∥ denotes the Euclidean norm, int(K n ) means the interior of K n , and IR n denotes the space of n-dimensional real column vectors, and IR n 1 × · · · × IR nq is identified with IR n 1 +···+nq . For any x, y ∈ IR n , we write x ≽ K y and x ≻ K y to mean x − y ∈ K and x − y ∈ int(K), respectively. For any closed convex cone E, the notation [x] + E means the minimum Euclidean norm projection of x onto E, and E
• denotes the polar cone of E, defined by
In addition, we denote 0 + Ω by the recession cone of Ω, and from [23] it follows that
and therefore the polar cone of 0 + Ω is given by
We recall that a square matrix Q is said to be copositive on E if ⟨Qv, v⟩ ≥ 0 for all v ∈ E, and strictly copositive if the latter inequality is strict for all 0 ̸ = v ∈ E. A pair of matrices M, N ∈ IR m×n is said to be X-row-block-sufficient with respect to (w.r.t.) Ω if
When q = n, this reduces to the definition of X-row-sufficiency w.r.t. Ω in [13] . Clearly, the copositiveness of M N T on (0 + Ω)
• implies X-row-block-sufficiency of M and N .
Preliminaries and examples
We start with the definition of Jordan product [7] associated with the cone K n . For any x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ IR × IR n−1 , the Jordan product of x and y is defined as
The Jordan product, unlike scalar or matrix multiplication, is not associative, which is a main source on complication in the analysis of SOCCP. The identity element under this product is e := (1, 0, .
which can be viewed as a linear mapping from IR n to IR n . It is not hard to verify that
n , L x is positive semidefinite if and only if x ∈ K n , and L x is positive definite if and only if
where det(x) := x 2 1 − ∥x 2 ∥ 2 denotes the determinant of x.
We recall from [7, 9] that each x = (x 1 , x 2 ) ∈ IR×IR n−1 admits a spectral factorization associated with K n in the form of
where λ i (x) and u (i)
x for i = 1, 2 are the spectral values of x and the corresponding spectral vectors, defined by
if x 2 ̸ = 0, and otherwisex 2 being any vector in IR n−1 satisfying ∥x 2 ∥ = 1. If x 2 ̸ = 0, the factorization is unique. By the spectral factorization, we readily have
Next we review some properties of the Fischer-Burmeister (FB) merit function studied by [5] for the second-order complementarity problem. The merit function is defined as
where ϕ FB : IR n × IR n → IR n is the vector-valued FB function given by
Lemma 2.1 [5] Let ψ FB : IR n ×IR n → IR be given by (9) . Then, for any x, y ∈ IR n ,
and
, and the equality holds if and only if ψ FB (x, y) = 0.
To close this section, we present some special examples of the extended SOCLCP (1).
The generalized SOCLCP.
Given matrices A, B ∈ IR m×n , C ∈ IR m×p , and a vector b ∈ IR m , the generalized SOCLCP is to find x, y ∈ IR n and z ∈ IR p such that
whereK ⊂ IR p is the Cartesian product of SOCs. Clearly, when K andK degenerate into IR n + and IR p + , respectively, (10) becomes the generalized LCP of [28] . Letting
we can rewrite (10) as (1) with P = 0, E = I, r = b and E = {0}, i.e.,
The horizontal SOCLCP.
Given matrices A, B ∈ IR m×n and a vector b ∈ IR m , the horizontal SOCLCP is to find x, y ∈ IR n such that
If m = n and A = I, this reduces to the standard SOCLCP [14] ; whereas if K = IR n + , it reduces to the horizontal linear complementarity problem [10, 27] . Obviously, (11) is an extended SOCLCP with M = A, N = B, P = 0 and E = I, r = b, E = {0}.
The vertical SOCLCP. Given matrices A, B ∈ IR
n×p and vectors c, d ∈ IR n , the vertical SOCLCP is to find z ∈ IR p such that
When K = IR n + , this reduces to the vertical linear complementarity problem [12] . Letting x = Az + c and y = Bz + d, we can reformulate the vertical SOCLCP as (1) with
The mixed SOCLCP. Given
When K = IR n + , this reduces to the mixed linear complementarity problem [11] . Letting x = Cz + Dy + d, this problem can be rewritten as (1) with
Constrained and unconstrained reformulations
In this section, we give some simple SOC constrained reformulations and unconstrained reformulations for the SOCLCP (1), and then under some mild assumptions establish the equivalence between the stationary points of these problems and the solutions of (1).
In the sequel, we write x = (x 1 , . . . , x q ), y = (y 1 , . . . , y q ) ∈ IR n with x i , y i ∈ IR n i , and let 
and finding (x, y, z) so that M x − N y + P z ∈ Ω is equivalent to seeking a global minimum
then the SOCLCP (1) can be reformulated as an SOC constrained problem
where γ > 0 is a constant to balance the feasibility and the complementarity in (1) . If ψ is a merit function for the complementarity condition involved in (1), i.e.,
then (1) can be reformulated as an unconstrained minimization problem
There are many functions satisfying the requirement in (i). A direct choice for ψ is
with h : IR → IR satisfying h(t) ≥ 0 for all t ≥ 0 and h(t) = 0 iff t = 0; for example, the linear function
the entropy function
Noting that x, y ∈ K and ⟨x, y⟩ = 0 iff x, y ∈ K and x • y = 0, another choice for ψ is
This function will become ψ 2 used in [24] when K degenerates to IR n + and the Jordan product becomes the componentwise product of vectors. In addition, we may choose ψ as a merit function for the complementarity condition in (1), such as the FB merit function
where ψ FB (x i , y i ) is defined as in (9), the regularized FB merit function
and the implicit Lagrangian function defined by
To establish the equivalence between the stationary point set of (15) and the solution set of (1), we require that ψ also possesses (some of) the following favorable properties:
for all x, y ∈ K, and the equality holds iff ⟨x, y⟩ = 0 or x • y = 0.
Proposition 3.1 The function ψ 1 satisfies all the properties except (vi), the functions ψ 2 -ψ 5 satisfy all the properties (i)-(vii), ψ FB and ψ YF satisfy all the properties except (v), and ψ α satisfies all the properties except (iv) and (v).
Proof. It is easily seen that ψ 1 satisfies all the properties except (vi). For ψ 2 and ψ 4 , it is easy to check that they satisfy (i)-(vii). For ψ 3 , using the properties of (1 + t) ln(1 + t) − t and noting that
which together with (i) implies that ψ 3 satisfies (vii). Clearly, ψ 5 satisfies the properties (i), (ii) and (vi), and it suffices to check that it satisfies (iii)-(v) and (vii). Since 
In addition, for all x, y ∈ K, we can compute that for all i = 1, 2, . . . , q,
From Lemma 1 of appendix, it follows that ψ 5 satisfies the properties (iii), and moreover,
This implies that ψ 5 also satisfies the property (iv).
From Lemma 2.1, ψ FB satisfies all the properties except (v). By the expression of ψ YF and Lemma 2.1, it is easy to check that ψ YF satisfies all the properties except (v). From Lemma 4.2, Theorem 4.3, and Prop. 4.4 (1) of [17] , ψ α satisfies (i)-(iii) and (vi). In addition, using the gradient formulas of
This together with (i) implies that ψ α also satisfies the property (vii).
2 Proposition 3.1 shows that ψ 2 -ψ 5 share with the same favorable properties. But, it should be noted that their growth in the cone K × K is different. It is easy to verify that
where ψ ≫ ϕ means ψ has faster growth than ϕ.
Theorem 3.1 Suppose that one of the following conditions is satisfied: (a) ψ satisfies (i)-(vi), and M and N are X-row-block-sufficient w.r.t. Ω. (b) ψ satisfies (i)-(vi), and M N T is copositive on
(0 + Ω) • .
(c) ψ satisfies (i)-(iii) and (v)-(vii), and M N T is strictly copositive on
(d) ψ satisfies (i)-(ii) and (vi)-(vii), and M
(e) ψ satisfies (i) and (vii), and 0 ∈ Ω.
Then, (x, y, z) is a stationary point of (15) iff it solves (1) .
Proof. Suppose that (x, y, z) is a solution of (1). Then, (x, y, z) is feasible for (15) and the corresponding objective value is zero. This means that (x, y, z) is a solution of (15) . Notice that the constraints of (15) are convex and satisfy the Slater constraint qualification, and hence (x, y, z) is a stationary point of (15) .
Let (x, y, z) be a stationary point of (15) . Then, there exist w, s ∈ IR n such that
where
We next show that (x, y, z) solves (1) under the given assumptions.
(a) From equations (19) and (20) , it follows that for all i = 1, 2, . . . , q,
where w i , s i ∈ IR n i are ith subvector of w and s, respectively. By this, we have
where the second equality is due to (v), and the first inequality is using w i , s i ∈ K n i , and the last inequality is from (iii). Since v ∈ (0 + Ω)
• , and M and N are X-row-blocksufficient w.r.t. Ω, we have
Combining with the last inequality yields ⟨∇ x i ψ(x, y), ∇ y i ψ(x, y)⟩ = 0 for all i = 1, 2, . . . , q, which means that ⟨∇ x ψ(x, y), ∇ y ψ(x, y)⟩ = 0. This along with (iv) and x, y ∈ K gives ψ(x, y) = 0, and consequently, ⟨x, y⟩ = 0. Since x ∈ K and y ∈ K, to prove that (x, y, z) is a solution of (1), it remains to prove that M x − N y + P z ∈ Ω. Since ψ(x, y) = 0, from (vi) we get ∇ x ψ(x, y) = ∇ y ψ(x, y) = 0. Thus, (19)- (22) reduce to the KKT conditions of
Since this is a convex program, (x, y, z) is its solution. Noting that the convex program has a zero optimal value by the assumption (4), we have M x − N y + P z ∈ Ω from (14) .
(b) The result follows by part (a) and the fact that copositiveness of M N T implies Xrow-block-sufficiency w.r.t. Ω of M and N .
(c) Using equations (19)- (20) and the properties (iii) and (v), we have
This is equivalent to saying that
Combining it with (19)- (22) yields that
and ⟨x, y⟩ = 0 holds by (vii). The proof of M x − N y + P z ∈ Ω is same as before by (vi).
(d) From equations (19)- (22) , it follows that 0 = ⟨x, w⟩ + ⟨y, s⟩
where the first inequality is due to (vii) and the second is from the assumption that
This means that ⟨x, ∇ x ψ(x, y)⟩ + ⟨y, ∇ y ψ(x, y)⟩ = 0 since each term on the left hand side of the first inequality is nonnegative. From (vii), it then follows that ⟨x, y⟩ = 0. By (vi), the proof that M x − N y + P z ∈ Ω follows as before.
(e) Using the equality (23) and noting that P T v = 0, we have
by the definition of the polar cone. This shows that the last term on the right hand side of the last equality is nonnegative, whereas the first term is also nonnegative by (vii). Thus, from the last equality it follows that ⟨x, y⟩ = 0 and [E(M x − N y + P z) − r] + E • = 0. Together with (14) , x, y ∈ K, and the property (i), it follows that (x, y, z) solves the SOCLCP (1).
2
By Proposition 3.1 and Theorem 3.1, when ψ is chosen as one of ψ 2 -ψ 5 , the stationary point set of (15) coincides with the solution set of (1) under any of the assumptions of Theorem 3.1; when ψ = ψ FB , ψ YF or ψ α , the two sets are equivalent only under the assumptions (d) and (e); whereas when ψ = ψ 1 , the equivalence holds only under the assumption (e). This means that the constrained reformulations associated with ψ 2 -ψ 5 are superior to those with other functions.
Next we establish the equivalence between the stationary points of (16) and the solutions of (1). We require that ψ satisfies (some of) the following properties except (I): 
(c) ψ satisfies (I)-(III) and (VI), and M N
T is strictly copositive on (0 + Ω)
• .
(d) ψ satisfies (I) and (VI), and 0 ∈ Ω.
Then (x, y, z) is a stationary point of (16) 
if and only if it solves (1).
Proof. Suppose that (x, y, z) is a solution of (1). Then, (x, y, z) is a solution of (16) since the objective value of (16) at this point is zero. Consequently, (x, y, z) is a stationary point of (16) . Next, let (x, y, z) be a stationary point of (16) . Then,
From the first two equalities, we have
(a) Using equation (25) and the property (III), it follows that
This, by the given assumption, implies that
Combining with the properties (IV) and (I), we have x ∈ K, y ∈ K and ⟨x, y⟩ = 0. To prove that (x, y, z) is a solution of (1), it remains to argue that M x − N y + P z ∈ Ω. Since ψ(x, y) = 0, by (V), (24) reduces to
This means that (x, y, z) is a stationary point of the following convex program
which has a zero optimal value by the assumption (4). Thus, M x −N y +P z ∈ Ω by (14) .
(b) The result is direct by part (a). 
By (I) and (VI), using the same arguments as in Theorem 3.1(e) yields the result. 2
From the proof of Proposition 3.1, ψ FB and ψ YF satisfy (I)-(VI), whereas ψ α satisfies all the properties except (IV). Thus, by Theorem 3.2, the stationary point set of (16) with ψ = ψ FB and ψ YF coincides with the solution set of (1) under any of the assumptions of Theorem 3.2; whereas for ψ = ψ α their equivalence holds only under (c) or (d).
For convenience, from now to the end of Section 4, we assume K = K n , and all analysis can be carried over to the case where K has the structure as in (3) . Next, we study two important properties of the objective function of (15) with ψ being one of ψ 2 -ψ 5 , ψ FB , ψ YF and ψ α . Let w := (x, y, z) ∈ IR n × IR n × IR p , and write
In addition, we denote the feasible set of (15) by
Proposition 3.2 Let f be given by (26). Then, f is smooth, and its gradient function ∇f (w) is Lipschitz continuous on any bounded set S 1 ⊆ S when ψ is chosen as one of ψ 2 -ψ 5 and ψ YF , and when ψ is chosen as ψ FB or ψ α , it is globally Lipschitz continuous.

Proof. The smoothness of f is due to the smoothness of ∥[·]
+ E • ∥ 2 and property (ii). Let
From the nonexpansive property of the projection operator [3, Prop. 2.1.3], ∇f 1 (w) and ∇ψ α are Lipschitz continuous. In addition, ∇ψ FB is Lipschitz continuous by [6] . Thus, ∇f (w) with ψ = ψ FB or ψ α is Lipschitz continuous. To prove that ∇f (w) with ψ being one of ψ 2 -ψ 5 and ψ YF is Lipschitz continuous on the bounded set S 1 , it suffices to show that ∇ x ψ is Lipschitz continuous on S 1 due to the Lipschitz continuity of ∇f 1 and the symmetry between ∇ x ψ(x, y) and ∇ y ψ(x, y). For any (x, y), (a, b) ∈ S 1 , we have
where C 2 > 0 is a constant, and the last inequality is due to the boundedness of S 1 ;
where C 3 > 0 is a constant, and the second inequality uses ln t ≤ t − 1 (t > 0);
where C 5 > 0 is a constant, and the first inequality and the second one use ∥x • y∥ ≤ 3∥x∥∥y∥. The above inequalities show that ∇ x ψ(x, y) with ψ being one of ψ 2 -ψ 5 and ψ YF is Lipschitz continuous on the bounded set S 1 . 2
The following proposition provides a condition to guarantee that the level sets of f 
Proof. Assume on the contrary there exists an unbounded sequence {w
Noting that [βx] 
The solution of SOC constrained problem
In this section, we develop a proximal gradient descent method for solving the equivalent SOC constrained reformulation problem (15) . This method will generate a direction
and ρ > 0 is an arbitrary constant, and then seek a stepsize α > 0 along the direction d. The idea of this method is not new. In fact, the subproblem (27) can be regarded as a special case of the ones used by [8, 26] for minimizing the sum of a smooth function and a separable convex function since, using the indicator function δ(·| K), it can be rewritten as
is convex, and separable when q > 1.
Before describing our algorithm, we present two technical lemmas, where Lemma 4.1 implies that the nonzero solution of (27) at w ∈ S must be a feasible descent direction of f at this point, and Lemma 4.2 provides an alternative characterization for the stationary points of (15) which will be used as the termination condition of our algorithm. , d y , d z ) be the solution of (27) . Then, for any α ∈ [0, 1], w + αd ∈ S and
Proof. Since w = (x, y, z) ∈ S, we have x ≽ K 0 and y
This means that w + αd ∈ S. Noting that d ′ = 0 is a feasible solution of (27) (27) . Then, w is a stationary point of (15) 
Proof. Suppose that w is a stationary point of (15) . Then there exist ξ and η such that
The last two equations imply that for any
If d ̸ = 0, then from (29) d is a feasible descent direction of f at the feasible point w, which contradicts (31). We next consider the sufficiency. Since (27) is a convex program whose constraints satisfy the Slater constraint qualification, there exist ζ and ν such that
, these conditions are same as those in (30), i.e., the KKT conditions of the problem (15) . Consequently, w is a stationary point of (15) . 2
Algorithm 4.1 (The PGD method)
Step 0. Choose w 0 = (x 0 , y 0 , z 0 ) ∈ S, β ∈ (0, 1), σ ∈ (0, 1), and ϵ > 0. Set k := 0.
Step 1. Choose ρ k > 0, and solve (27) with w = w k to get its solution
Step 2. If ∥d k ∥ ≤ ϵ, then stop; and otherwise go to Step 3.
Step 3. Let α k be the largest element of {1, β, β 2 , . . .} satisfying
Step 4. 
} such that the objective value sequence {f (w k )} is monotonically decreasing. In each iteration, the main work of Algorithm 4.1 is to solve the subproblem (27) with w = w k , which is equivalent to making one Euclidean projection on the closed convex cone S since the subproblem can be rewritten as
By a simple computation,
It is worthwhile to mention that the solution of the more general subproblem
as used in [26] with H k being an (2n + p) × (2n + p) symmetric positive definite matrix to approximate the Hessian of f at w k , is equivalent to the solution of a SOCLCP instead of the scaled projection onto K. This is different from the nonnegative orthant cone case. Now we concentrate on the convergence of Algorithm 4.1. We first establish the global convergence under the assumption that the parameter ρ k is uniformly bounded.
Theorem 4.1 Let w
} be a sequence generated by Algorithm 4.1 with 0 < ρ 1 ≤ ρ k ≤ ρ 2 for all k. Then each cluster point of {w k } is a stationary point of (15) .
Proof. Let {w k } K be a subsequence of {w k } converging to someŵ. Thenŵ ∈ S since {w k } ⊆ S and S is closed. Also, since f is continuous, we have lim k→∞,k∈K f (w k ) = f (ŵ). This means that the sequence {f (w k )} K is convergent and {f (w
Case 1: lim inf k∈K,k→∞ α k > 0. In this case, by Step 3 of Algorithm 4.1 and Lemma 4.1,
Taking the limit k → ∞ with k ∈ K on the both sides and using {f (
for sufficiently large k, and moreover,
This means that d = 0 is a solution of the subproblem (27) with w =ŵ and ρ = ρ 2 . From Lemma 4.2, it then follows thatŵ is a stationary point of (15).
Case 2: lim k∈K,k→∞ α k = 0. Suppose that {d k } K 0. By passing to a subsequence if necessary, we can assume that for some δ > 0, ∥d k ∥ ≥ δ for all k ∈ K. Since α k is chosen by the Armijo rule, we have f (
Dividing both sides by ∥d k ∥, this inequality becomes passing to a subsequence if necessary) . From Case 1, we know that {α
Taking the limit k → ∞ with k ∈ K in the inequality (34), we obtain
On the other hand, using Lemma 4.1 and noting that ∥d
Taking the limit k → ∞ with k ∈ K in the inequality yields ⟨∇f (ŵ),d⟩ ≤ −
Using the same arguments as Case 1, we have thatŵ is a stationary point of (15) . 2 Notice that the sequence {w k = (x k , y k , z k )} generated by Algorithm 4.1 is contained in the level set L f (f (w 0 )). Therefore, {w k } always has a cluster point, provided that the matrices M, N and P satisfy the the assumption of Proposition 3.3.
Next we concentrate on analyzing the linear rate of convergence of Algorithm 4.1. The following technical lemma will be used in the subsequent analysis.
Lemma 4.3 For any
be the solution of (27) with ρ > 0. Then, for anyw = (x,ȳ,z) ∈ S and w ′ = w + αd with α ∈ [0, 1], we have
Proof. By the definition of d, it is not hard to verify that d is also a solution of min u ⟨∇f (w) + ρd, u⟩
Sincew − w is a feasible solution of (37), we get ⟨∇f (w) + ρd, d⟩ ≤ ⟨∇f (w) + ρd,w − w⟩, which implies that ⟨∇f (w), w −w⟩ ≤ −⟨∇f (w) + ρd, d⟩ + ρ⟨d,w − w⟩.
Using this inequality and the definition of w ′ , we have
where the last inequality is since ⟨∇f (w), d⟩ ≤ 0 and α
Similar to [26] , we also need a local Lipschitzian error bound assumption on the distance to the set of stationary point of (15), denoted by S. Such assumption was often used to establish the rate of convergence for iterative methods, such as gradient projection and coordinate descent methods of constrained smooth optimization; see [18, 19] . Proof. The proof is similar to that of [26, Theorem 2] , but the arguments here are much simpler. First, f is Lipschitz continuous over any bounded set S 2 due to its smoothness. This implies that there exists a scalar δ > 0 such that 
where 
wherew k is a point lying on the segment joining w k+1 withw k . Since {w k } and {w k } k≥k are bounded, the sequence {w k } k≥k is also bounded. Using Proposition 3.2, we have
for some constant L > 0. Combining the last two equations, we obtain
where the second step uses Lemma 4.3 withw =w k and w ′ = w k+1 , the third step is
the fourth step is due to (39), and C 1 is a constant depending on L, τ, ρ 2 only. In addition, using (29),
The means that the right hand side of (40) is bounded above by
where C 2 > 0 is depending on L, τ, ρ 1 , ρ 2 only. Then, by Step 3 of Algorithm 4.1,
On the other hand, for all k ≥k, we havē
which the first step uses the Mean Value Theorem withŵ k being a point on the segment joining w k withw k , the second step follows since ∇f (w k ) T (w k −w k ) ≥ 0, implied by w k ∈ S, and the last step is due to the Lipschitz continuity of ∇f in any bounded set. Combining with {w k −w k } → 0, the inequality (42) implies
From equations (41) and (43), it then follows that
This shows that {f (w k )} converges at least Q-linearly.
Using
Step 3 of Algorithm 4.1, the inequality (29) and
)} converges to 0 at least Q-linearly and sup k α k ≤ 1, this implies that the sequence {w k } converges at least R-linearly. 2
Assumption 1 seems to be a little stronger, and now we do not know what properties of f can guarantee it to hold, except the strong convexity of f over the set S, which is clearly not satisfied by f with ψ being any of functions introduced in Section 3. In addition, since the feasible set of (15) is nonpolyhedral, the results obtained in [18, 19] can not be utilized. We will leave this problem as our future research topic.
Numerical experience
In this section, we test the numerical performance of Algorithm 4.1 with solving the SOC constrained reformulations for two classes of special extended SOCLCPs, where P = 0 and E is the nonnegative orthant cone IR l + or the Cartesian product of second-order cones
All test problems were generated randomly. The matrices M , N and E were generated by "sprandn" of Matlab with approximately 0.01mn normally distributed nonzero entries. The vector r was obtained from
n i were generated in the following way: let the elements of u i be chosen randomly from a normal distribution with mean −1 and variance 4, and then set u i1 = ∥u i2 ∥; let the elements of v i be chosen randomly from a normal distribution with mean 0 and variance 1, and then set v i1 = ∥v i2 ∥, where u i1 and v i1 are the first element of u i and v i , respectively. Such way guarantees that the assumption in (4) holds. We chose n 1 = · · · = n q and n 1 = · · · = n p to construct K andK, respectively.
All experiments were done with a PC of 2.8GHz CPU and 512MB memory, and the computer codes were all written in Matlab 7.0. During our tests, we adopted γ = 10 5 for the reformulation problems, and chose the following parameters for Algorithm 4.1: We first applied Algorithm 4.1 for solving a group of problems generated as above for E =K with m = 2000, n = 2000, l = 1500, q = 50, and p = 50 to test the performance of the SOC constrained reformulation problem (15) with different ψ. The numerical results corresponding to ψ 2 , ψ 3 and ψ 4 are summarized in Table 1 , where It records the number of iteration required to satisfy the termination condition, NF indicates the number of function evaluations of f (w), Obj means the objective value of (15) at the final iteration, and Cpu denotes the CPU time in second for solving each test problem. For the function ψ 5 , we can not obtain the favorable results. From the results in Table 1 and the growth relation between ψ 2 -ψ 5 , we may conclude that the reformulation problem (15) has better performance if it is derived from the function ψ(x, y) with slower growth over K × K.
We also compared the numerical performance of Algorithm 4.1 for solving (15) based on ψ 4 with the limited-memory BFGS method [4] for solving (16) Table 1 , and Gap means the value of max{0, x T y} at the final iteration.
From Tables 2-3 , we see that for most of test problems Algorithm 4.1 requires fewer iterations than the L-BFGS method, and moreover, the solutions generated have smaller Gap. However, Algorithm 4.1 needs more function evaluations than the L-BFGS method, and consequently a little more CPU time. Consider that Algorithm 4.1 exploits first-order information of the objective function, whereas the L-BFGS method exploits approximate second-order information of the objective function. This shows that Algorithm 4.1 is effective if a suitable ρ k is selected. Notice that Algorithm 4.1 is parallelizable when q > 1, and therefore it is easily modified to solve the large-scale problems.
We want to point out that solving (15) with Algorithm 4.1 and solving (16) with the L-BFGS method will yield different solutions if the solution of (1) is not unique. The solution yielded by the former always lies in K × K, whereas the one given by the latter satisfies the property approximately. In addition, we find that for the problems where E = {0}, applying Algorithm 4.1 for (15) with ψ = ψ 4 and applying L-BFGS method for (16) can not yield favorable numerical results, although many special SOCLCPs are reformulated as (1) with E = {0}. This means that the penalized reformulations proposed is unsuitable for this class of SOCLCPs.
Conclusions
We proposed some SOC constrained reformulations and unconstrained reformulations for the extended SOCLCP (1), and established the equivalence between the stationary points of these optimization problems and the solutions of (1) under mild conditions. We also developed a proximal gradient descent method for solving the SOC constrained reformulation problems, and established the linear rate of convergence under a local Lipschitz error bound assumption. Numerical experiments indicated that these reformulation Further studies are also needed to find suitable properties of f to guarantee that the local Lipschitz error bound assumption holds. Another direction is to analyze the properties of the solution set of (1) under suitable conditions of M, N and P . We note that the SOC constrained reformulation problems and the proximal gradient descent method in this paper can be extended to general symmetric cone linear complementarity problems. 
