To realize the integration of process planning and scheduling (IPPS) in the manufacturing system, a particle swarm optimization (PSO) algorithm is utilized. Based on the general PSO (GPSO) model, one GPSO algorithm is projected to solve IPPS. In GPSO, crossover and mutation operations of genetic algorithm are respectively used for particles to exchange information and search randomly, and tabu search (TS) is used for particles' local search. And time varying crossover probability and time varying maximum step size of tabu search are introduced. Experimental results show that IPPS can be solved by GPSO effectively. The feasibility of the proposed GPSO model and the significance of the research on IPPS are also demonstrated.
Introduction
Process planning and scheduling are two important sub-systems in computer integrated manufacturing system (CIMS). The role of process planning is to establish the technological requirements for the jobs which are processed on different machines, so it acts as a bridge connecting product design and manufacturing. Scheduling is used to allocate particular resources to jobs [1] . Chryssolouris and Chan [2] first proposed the idea of integrated process planning and scheduling in 1984. After that， many researchers thought about the significance of integrating process planning and scheduling in CIMS.
Job-shop scheduling problem belongs to NP -hard problem [3] , and it is more complex when integrating it with process planning. Particle swarm optimization algorithm, which was proposed by Kennedy and Eberhart [4] , is an optimum algorithm based on swarm intelligence theory, and it is successfully applied to job-shop scheduling problem. This paper constructs a general PSO algorithm for the integration of process planning and scheduling problem.
General particle swarm optimization algorithm for IPPS
Representation of GPSO. In this paper, particles in GPSO are seen as the chromosomes in the GA, and each chromosome consists of three parts, as shown in Fig.1 . The first part (A-String) is called scheduling part, which denotes the sequence of operation on each machine. The second part (B-String) is machine part. The third part (C-String) is the part of optional processing routes.
A-string: Operation-based representation is used in this string which defines all operations for a job with the same symbol. n jobs are supposed, with q i operations in the longest processing route of each job. Therefore, the length of A-string is Fig.1 , the second gene is 4, which means that job2 chooses the forth processing route.
Initialization and updating of particles. In order to improve the search efficiency of population and avoid blind search, the initial population must contain some solutions of high quality. Therefore, a strategy of combining random initialization and heuristic method is used in GPSO. And particles are updated by using the crossover operation of GA. The concept of Memory Population (MP) is introduced to save some optimum solution in search process. Since each particle contains three parts, two crossover operators (i.e. crossover operator 1 and crossover operator 2) are used. Crossover operator 1 contains A-String and C-String, while crossover operator 2 includes B-String. Crossover algorithm 1 (for A-String and C-string) is illustrated below and shown in Fig.2 .
Step 1: In the two parent individuals (denoted as P1 and P2), we compare all genes on C-String. For C-String, if the gene in the same site is consistent, record and copy it to the corresponding two offspring individuals (denoted as O1 and O2). Then the remaining genes of P1 and P2 in C-String are copied into the undetermined positions of O1 and O2 separately;
Step 2: If the genetic elements (including 0) of A-String is the same as the position number in C-String, these elements will be passed on to the same positions in the offspring (O1 and O2) separately, then they will be deleted in P1 and P2;
Step 3: Compare the number of elements existing in two parents, denoted by n 1 and n 2 . If n 1 ≥n 2 , the empty positions in O1 are more than O2. In this case, (n 1 -n 2 ) empty positions are selected randomly in O1 and then their value is set to 0, while the remaining empty positions in O1 are filled with the remaining elements of P2. For O2, we choose (n 1 -n 2 ) number of zeros randomly in O2 and set them as empty positions, then fill all the empty positions in O2 with the remaining elements in P1. If n 1 ≤n 2 , the process is the same as above; A special two-point crossover operator is applied for crossover operator 2. Two-point crossover is modified here to generate a feasible solution that satisfies precedence restrictions indicated below and illustrated in Fig.3 .
Step 1: Record the number of elements in A-String of O1 and O2, then note them as n1 i and n2 i ;
Step 2: For B-string in O1, the number of elements (exclude 0) in the i th part is recorded as r1 i . If n1 i ≥r1 i , set (n1 i -r1 i ) number of zero elements in this part as g ih (It denotes that an operation for job i chooses the g ih th machine in machine set). Otherwise, do not change the elements from the first one to the n1 i th position and set other elements to zero. For O2, it is the same process as O1. Local search of particles. In GPSO, TS as the local search strategy is adopted. Meanwhile, neighborhood, domain definition, taboo table setting and neighborhood search strategy in TS algorithm are the same to literature [5] Step 4: if C max (s)＜C * , set C * = C max (s), s * =s;
Step 5: if Iter um＜max Iter um, go to step 2; Otherwise, stop iteration and obtain a new solution s * . The process of solving GPSO for IPPS. The GPSO procedure is summarized as follows:
Step 1: Determine the size of population and MP, then initialize population;
Step 2: Evaluate fitness value of particles, select some optimum particles into MP with the ratio β, and record the value of each particle. β=n 1 /s;
Step 3: For each particle of the current population, select one from the following two operations with the probability γ. Operation 1: Select a particle from MP randomly, and then let current particle crossovers with this particle and optimum individual particle respectively, so the current particle will be replaced by a better offspring. Operation 2: Use IPPS solution of the corresponding current particles as initial solution of TS. Encode output solution of TS to get a new particle which then replaces the old one. The probability of the two operations is γ and 1-γ respectively;
Step 4: Evaluate each particle in population again, and find the current optimum solution. If it satisfies the stop criterion, stop and return the optimal solution;
Step 5: Update the optimum value of each particle in population;
Step 6: For each particle of the current population, apply mutation operation with a certain probability, and replace the current particles with the particles which have mutated, then turn to step 3.
Parameter setting and experimental results
To illustrate the effectiveness and performance of the proposed GPSO, two instances are selected for test. The population size S=100, β=10%, and MP size n 1 =10; The ratio of random initialization α=70%, maximum number of iterations maxIterStep=50 and the maximum allowable step size maxStagnantStep =10 if the optimum value cannot be improved better. After CurIterStep th iteration, particles are updated with the probability γ=CurIterStep/maxIterStep, with maximum step size of TS equal to (CurIterStep/maxIterStep)×200. The random search probability is 0.1.
Instance 1: This instance (from literature [6] ) includes 8 jobs and 5 machines. The results are listed in Table1, and scheduling gantt chart is showed in Fig.4 . From the experimental results, the proposed GPSO model outperforms the approaches presented in [6] and [7] . In instance 1, GPSO obtains significant results in a short time, while in instance 2, different processing routes for jobs are taken to get a better schedule. At the beginning of GPSO, crossover probability is large, and particles move rapidly to an optimum area. But as the iteration progresses, the probability of TS increases, and the local search of particles focuses on a better area. 
Conclusions
In this paper, GPSO algorithm is proposed to solve IPPS problem in job-shop scheduling. To improve the search efficiency for this algorithm, TS and genetic manipulation are used to design more effective information exchange mechanism for the particles. At the same time, new genetic representations and operators are also presented. The computational results indicate that GPSO algorithm obtains better solution. Hence, it provides more efficient method for IPPS problem. In the future, it is remarkable to apply GPSO in flow-shop scheduling.
