Computer-aided diagnosis (CAD) systems on diffuse lung diseases (DLD) were required to facilitate radiologists to read highresolution computed tomography (HRCT) scans. An important task on developing such CAD systems was to make computers automatically recognize typical pulmonary textures of DLD on HRCT. In this work, we proposed a bag-of-features based method for the classification of six kinds of DLD patterns which were consolidation (CON), ground-glass opacity (GGO), honeycombing (HCM), emphysema (EMP), nodular (NOD) and normal tissue (NOR). In order to successfully apply the bag-of-features based method on this task, we focused to design suitable local features and the classifier. Considering that the pulmonary textures were featured by not only CT values but also shapes, we proposed a set of statistical measures based local features calculated from both CT values and eigenvalues of Hessian matrices. Additionally, we designed a support vector machine (SVM) classifier by optimizing parameters related to both kernels and the soft-margin penalty constant. We collected 117 HRCT scans from 117 subjects for experiments. Three experienced radiologists were asked to review the data and their agreed-regions where typical textures existed were used to generate 3009 3D volume-of-interest (VOIs) with the size of 32×32×32. These VOIs were separated into two sets. One set was used for training and tuning parameters, and the other set was used for evaluation. The overall recognition accuracy for the proposed method was 93.18%. The precisions/sensitivities for each texture were 96.67%/95.08% (CON), 92.55%/94.02% (GGO), 97.67%/99.21% (HCM), 94.74%/93.99% (EMP), 81.48%/86.03%(NOD) and 94.33%/90.74% (NOR). Additionally, experimental results showed that the proposed method performed better than four kinds of baseline methods, including two state-of-the-art methods on classification of DLD textures.
Introduction
Diffuse lung diseases (DLD) refer to a heterogeneous group of abnormal conditions or diseases which spread out in large areas of lungs [1] . These diseases typically have similar clinical, radiographic, physiologic, and/or pathologic features. There are two common anatomically imaging modalities, X-ray chest radiography and computed tomography (CT), which are routinely used in the detection and diagnosis of DLD. With the development of techniques on CT, high-resolution computed tomography (HRCT) has played important roles in recent years [2] . Thin slice CT is able to give detailed appearances on pulmonary patterns. This fa- cilitates the diagnosis of DLD, but a huge number of CT slices also requires radiologists to take much more time on reading. Additionally, objective identification of pulmonary textures has not being established in current clinical protocols. Since visual inspection is being carried on according to radiologists' experiences, subjective differences are inevitable. Considering both of the two aspects, a quantitative computer-aided diagnosis (CAD) system is required to give a second opinion to facilitate detection and diagnosis of DLD.
In the past ten years, there have been many researches to develop CAD systems to automatically analyze pulmonary textures on HRCT [3] . Usually, such a CAD system can be divided into two steps. First, a segmentation method is applied to extract the whole lung regions. Then, voxels inside the segmented regions are automatically assigned to labels which refer to the predefined classes of textural patterns. For the second step, it can be generalized as a pattern recognition problem of texture classification. Usually, a region/volume of interest (ROI/VOI) surrounding a under-processing pixel/voxel is constructed and classification methods are applied on it. In this paper, we only focus on how to develop a method to automatically classify pulmonary textures. Segmentation of lungs with severe diffuse disorders in recent years can be referred to the works [24] , [25] .
Researches on the classification of pulmonary textures can be found in a lot of works [4] - [16] . These methods could be grouped in the aspects of ROIs (VOIs), features, classifiers and textural types. In the majority of these works, 2D square-shaped ROIs are often adopted [4] - [11] . Recently, 3D cubic-shaped VOIs are used because textural patterns can be more discriminative [13] - [16] . An interesting work is given in the work [12] , where irregular-shaped 2D ROIs clustered on homogenous textures show that they are more powerful than the 2D square-shaped ROIs. For the classifiers, all of the works adopt mature techniques, such as the Bayesian classifier [4] , [13] , [14] , the artificial neural networks (ANN) [5] , [9] , the nearest neighbor (NN) classifier [6] , [11] , [12] , [15] , [16] , and the support vector machine (SVM) [6] - [8] , [10] . The types of pulmonary textures are usually determined by the purpose of CAD systems. For the identification of general DLD patterns, the number of textural types is relatively more. For example, five types are considered in [6] , [16] , six types are considered in [4] , [7] , [12] and seven types are considered in [5] . The definitions of the pulmonary textures are similar and differences Copyright c 2013 The Institute of Electronics, Information and Communication Engineers rely on the data or the purpose of clinical application. For CAD systems on a specific purpose, the number of textural type is relatively few. For example, only two types of textures (mild and normal) are considered for the detection of early interstitial lung diseases [9] , two kinds of emphysema textures and normal textures are considered for chronic obstructive pulmonary disease (COPD) [10] , [11] , and a subset of three kinds of DLD textures is considered for interstitial pneumonia [15] .
Almost all of the existing methods are dedicated to designing discriminate features for their problems. Feature extraction is a critical problem in pattern recognition. If features are more discriminative, classification becomes easier. Features can be designed by using one or several of the following measures on gray values [9] , [15] , such as statistical measures on histogram distributions, measures on gray-level co-occurrence matrices (GLCM) and measures on gray-level run-length matrices (GLRLM). More powerful features can be designed if these measures are combined with some other cues on geometrical information, such as fractal features [4] , [13] , [14] or shapes [7] , [8] . There are also works [6] , [12] , [16] , where the filter-bank based features are calculated from several scales and orientations and then sequential forward search is used to select the most discriminate features. Another work designs the compact features for the specific task on hands considering both of the gray-values and geometrical information [5] . There are also works considering invariant-features, such as rotationinvariant local binary patterns (LBP) are adopted to distinguish the normal tissues from two kinds of emphysema for COPD [11] .
Recently there have been researches to apply new developed techniques in computer vision to design more discriminative features for the classification of pulmonary textures, taking examples of a bag-of-features technique [10] and a signature-matching technique [16] reported recently. Both of the two methods are originally used in image retrieval, i.e. [19] and [26] respectively. They are similar in methodology since both of them require clustering methods (i.e. k-means) to assign a large number of pre-extracted local features into some clusters. According to the numbers of features assigned to each cluster, a histogram is calculated and treated as a discriminative feature for classification. The difference is that the clustering is only operated once in the training stage for the bag-of-features method. However, the clustering is operated on each sample everytime for the signature-matching method. The bag-of-feature method is firstly applied in the work [10] to classify three kinds of pulmonary patterns (normal tissues, centrilobular emphysema and paraseptal emphysema) for COPD. The signature-matching method is applied to classify five kinds of pulmonary textures of DLD in [16] .
In this paper, we try to develop a classification method for the general DLD textures, including the following six kinds of textures, consolidation (CON), ground-glass opacity (GGO), honeycombing (HCM), nodular (NOD), emphysema (EMP), and normal tissue (NOR). Their examples are given in Fig. 1 . We tried both of the works [10] , [16] , however obtained unsatisfied results. The bag-of-feature based method is more efficient in practice than the signaturematching method, since it only needs the clustering once in the training stage. In this paper, we adopt the bag-offeatures based method to resolve our problem. We improve several aspects in order to make it work properly for our task. Comparing with the work [10] , the major differences rely in the following five aspects. First, our aim to classify pulmonary textures is for DLD rather than COPD. According to our knowledge, there is no work to apply the bag-offeatures based method to recognize the general DLD textures. Second, we classify six kinds of textures, much more than the work [10] . Third, we apply 3D VOIs instead of 2D ROIs in order to get more discriminative features for classification. Fourth, we propose a new kind of local features considering both shapes and CT values according to textural characteristics. Fifth, we design a powerful SVM classifier by optimizing both kernels and soft-margin-related constant.
A preliminary version of this work was published [17] . The major differences against the preliminary version rely on two aspects. First, we adopt a different experimental setting. Here, we separate samples into the training and testing sets. We train and optimize parameters of methods on the training set, and then test the optimally trained method on the testing set. The way that training and testing samples are completely blind to each other is more reasonable than the 20-fold cross validation test adopted in the previous version. Second, we compare the proposed method with other two kinds of the state-of-the-art methods [5] , [16] in this paper.
The Proposed Method
We proposed a bag-of-features based method to classify the six typical pulmonary textures on HRCT. A bag-of-features framework can be divided into three parts, local features calculation, training of a code-book, and training of a classifier. Compared to the work [10] , the major differences in methodology rely on the local features and the classifier. In this section, we will describe the proposed method in details. In order to make it more readable, we firstly introduce the bag-of-feature framework. Then, we describe the proposed local features and classifier's training in the following two subsection.
Bag-of-Features Approach
The bag-of-features framework can be expressed by Fig. 2 (a) . We separately describe the training and testing stages of this framework. In the training stage, there are two kinds of training, the training of a code-book and a classifier. The input of training is a set of VOIs, which is denoted by V i j to represent the j-th VOI of the i-th class. For each VOI, a large number of local features are calculated. Here, X i j means the set of local features calculated from the j-th VOI of the i-th class. The features of different VOIs for all classes are mixed together, and then a set of clusters' centers is calculated by a clustering method. These centers are called the codebook denoted as C = [c 1 , c 2 , . . . , c k ], where k is the number of the clusters. It should be noted that the input of the clustering can be local features of all of training VOIs or just a subset of the training VOIs. Usually, this can not change results much. When the code-book is obtained, local features of each training VOI can be assigned into their nearest cluster's centers. The number of local features assigned to each cluster gives a histogram for each VOI to show the frequency of clusters' centers that local features belong to. The histogram is denoted by h i j for the training VOI V i j . Finally, all of the histograms h i j are treated as discriminative features to train a classifier. In the testing stage, local features are firstly calculated for a testing VOI. Then, the pre-calculated codebook is used to assign local features to each cluster in order to calculate the histogram h. Finally, the histogram is fed into the trained classifier to get a recognized result. It should be noticed that the codebook is only trained once in the training stage.
The main idea of bag-of-features approach is to represent the VOIs by a histogram whose bins are the elements of the code-book trained from local features. Such a codebook can be seen as an intermediate layer to interpret VOIs. Since local features are calculated from limited local regions, each of them only reflects information of partial objects. Although local features are huge, they are usually clustered into limited number of centers in high-dimensional feature spaces. Just as words are basic elements of sentences, such centers of clusters can also be considered as the basic elements to represent the underlying objects. Codebook construction can be generalized as a vector quantization problem. Some clustering methods, such as k-means, are usually adopted to resolve this problem. The number of clusters (k) is the parameter determined by experiments.
Local features can be calculated at the regularly sampling grids or at the pre-determined key-point positions. According to the literature [18] , there seems to be no evidences to show which one is better. In this work, we prefer to adopt the way of regularly sampling grids, since it is easier and faster. Figure 2 (b) illustrates the regular sampling grids used in this work. In the preliminary work [17] , we adopted the VOI's size and the grid step to be 32×32×16 and 4×4×4 respectively, and obtained 9 × 9 × 5 = 405 sampling points. We consider that it would be more reasonable to use an isosized VOI, so we set the VOI size to be 32×32×32 in this work. Since we use the same grid step, we can get can get 9×9×9=729 sampling points on each VOI. Local features are calculated inside local regions, called patches, whose centers are located at these sampling points. The patch size is the parameter determined by experiments, either.
In our opinion, the bag-of-features approach is a common framework. According to different recognition tasks, the three basic parts, local feature calculation, code-book construction and classifier should be adjusted in order to make it achieve better results. In the proposed method, we use k-means method to train the code-book, just the same as the work [10] . However, we make the improvements on the calculation of local features and the training of classifiers in order to make it work properly for our task. In the next two subsection, we will describe these two parts.
Local Features
CT values of a 2D squared patch are rearranged as a vector to be treated as local features for 2D ROIs in [10] , It is reported that such local features achieved good results for the recognition of normal tissues and two kinds of emphy-sema patterns. We tried this method, but the results were not satisfied. Therefore, we reconsider about our problem and design a new kind of local feature which is suitable to our task.
The categories of pulmonary textures in our work are much more. Some textural patterns, such as NOR, CON and EMP, are mainly characterized by CT values. However, other patterns, such as NOD, are mainly featured by 3D shape information. Since 3D shape information can not be visualized from 2D slices, 3D VOIs are adopted in this work. Therefore, local features are calculated from 3D cubic-shaped patches instead of 2D square-shaped patches. Combining both of the CT and shape information, we proposed a new kind of local features, whose calculation can be represented by Fig. 2 (c) . At each sampling point, we can construct a cubic-shaped patch whose center is that sampling point. Each patch is a 3D volume, whose size is a parameter. Supposing CT values in a patch at a position
T can be represented by f (x). We calculate four kinds of statistical measures according to Eq. (1) as the features reflecting the information of CT values, denoted as
T . These four kinds of statistical measures are mean (m 1 ), standard deviation (m 2 ), skewness (m 3 ) and kurtosis (m 4 ).
where N is the number of voxels in the patch. Additionally, we use the eigen-values of Hessian matrix to calculate another kind of features to represent the information of shapes. A Hessian matrix at a position
T can be calculated by Eq. (2).
The 3 × 3 matrix H(x) has 3 eigen-values, which are λ 1 , λ 2 , λ 3 listed in a descending order. For each position of a patch volume, we can calculate these three kinds of eigen-values. Arranging them by their positions' order, we can get three volumes whose component are the eigen-values. Calculating the same four kinds of statistical measure according to Eq. (1) respectively on the three volumes, we can obtain 3 vectors as the features reflecting information of shapes. The 3 vectors are denoted as
T , which is able to reflect the information of both CT values and shapes.
For the proposed local features, the only parameter is the size of cubic-shaped patches. This parameter should be optimized in the training stage. No matter how the size of patches varies, the compactness of such local features does not change. In another words, the local feature is always a 16 dimensional vector. Additionally, these statistical measures are invariant to translation and rotation.
Classifier
We choose the SVM classifier in the proposed method. The SVM classifier finds a hyperplane which separates two-class data with maximal margin [27] . In order to deal with the outliers in training samples, a soft-margin constraint term is usually added into the original cost function of SVM. This soft-margin term is penalized by a constant C, which is the parameter of the maximal soft-margin classifier. Additionally, the training samples are usually not linear. In order to make the classifier to be robust to nonlinear data, kernel methods are introduced to make it to be a kernelized maximal soft-margin classifier. An usual choice of kernels is the Gaussian kernel, which is adopted in the work [10] . According to the recent report [22] in computer vision, some other kernels are superior to the Gaussian kernel only if samplevectors are histograms. In the proposed method, the histograms of VOIs are treated as discriminative features for the classifier training, so we try both the Gaussian kernel and the kernels recommended by the work [22] . The kernel definitions are given by Eq. (3).
γ is the parameter for the gaussian kernel and α is the parameter for the χ 2 -kernel. The original SVM classifier is designed for the two classes classification problems. Here, we choose oneagainst-one approach [28] to make it to be used for the multi-classes classification problems. For the training data from the i-th and the j-th classes, we first resolve the twoclasses classification problem. Then a voting strategy is used to assign the data to the class which gets the maximal votes. The details can be referred to the work [21] .
It can be seen that our SVM classifier includes three kinds of parameters, which are the soft-margin penalty C, the types of kernels, and the parameters related to kernels. These parameters should be optimized in the training stage.
Four Baseline Methods
The propose method is compared with four kinds of baseline methods, which are called CTV-2D, CTV-3D, CanSigEMD and SpeDesFea in this paper.
CTV-2D is the method proposed in [10] . Although it is originally not applied for the recognition of general DLD textures, since it is also a bag-of-features based method we compare it with the proposed method. The major differences between the two methods rely in the following three aspects. First, 2D ROIs are used in CTV-2D, so patches are 2D squares. Second, local features are a vector whose components are CT values of all pixels in 2D square-shaped patches. Third, only the Gaussian kernel is considered for the SVM classifier based on the original work. Since CT values and 2D ROIs are considered in this method, we call it CTV-2D.
CTV-3D is an improved version for CTV-2D. It is a bag-of-feature based method, either. We improve this method in the following two aspects. First, 3D VOIs are adopted in stead of 2D ROIs, so patches are 3D cubic volumes, the same as the proposed method. The other improvement is about the SVM classifier. We try all the four kinds of kernels shown by Eq. (3). Intensities of all voxels inside 3D patches are arranged as a vector as the local feature for CTV-3D, so its local feature is actually the same as the CTV-2D method. We call this improved version as CTV-3D, since 3D VOIs are used and only CT values are considered for local features.
CanSigEMD is a signature-matching based method implemented according to the work [16] , which is a state-ofthe-art recognition method on DLD textural patterns. From the aspect that k-means is operated on local features to calculate clusters' centers and local features are assigned into each cluster center to calculate histograms as discriminative features, CanSigEMD is somewhat similar as the bagof-features based methods, however they are very different in methodology. The major difference is that a signaturematching based method requires to do clustering on each VOI (sample) in every time to obtain different clusters' centers; however, the bag-of-features based methods only do k-means once in the training stage to get the same clusters' centers. In another words, the clustering in CanSigEMD is adaptive to each VOI, and it should be performed in both of training and testing stage for each VOI. Therefore, both of histograms and clusters' centers should be considered in classification for CanSigEMD. The combination of histograms and clusters' centers is called a signature. According to [16] , signatures are fed into a nearest neighbor (NN) classifier in CanSigEMD. Earth mover's distance (EMD) is considered to measure the distance of two signatures [26] . In order to save computing cost of comparing the signature of a test VOI against all signatures of training VOIs, signatures of the same class are re-clustered by k-means to generate one canonical signature for this class in [16] . Therefore only the canonical signature of each class should be compared to the signature of a test VOI in the NN classifier. In CanSigEMD, intensities of each voxel in a VOI is treated as the 1-dimensional local features. Since it uses canonical signatures and EMD for classification, we call it CanSigEMD in this paper.
SpeDesFea is a well-known method for DLD texture classification, originally proposed in [5] . According to our knowledge, this work is successfully applied to classify the most number of categories (7 categories) for DLD textures in current literatures. Additionally, this work inspires us to start our research in DLD textural classification. Based on these two reasons, we treat it as the state-of-the-art work and compare it with the proposed method. Although there are some other works which can be seen as the state-of-the-art methods, such as the work in [12] . Since irregular-shaped 2D ROIs are adopted in [12] , we can not directly compare it with the proposed work. SpeDesFea operates on 2D ROIs. It adopts six kinds of specially designed features, three of which are related to the gray values and the others are related to geometric patterns. The gray values measures are the mean and the standard deviation of CT values, and also the fraction of the area with density components. The geometric measures are the mean of CT values for the extracted nodular, line and multilocular components. In the original method, an three-layered artificial neural networks (ANN) with a back-propagation algorithm is adopted as the classifier. Here, we use the SVM classifier instead of ANN. Since both SVM and ANN are mature techniques of classifier, this change will not essentially affect results of the original work. We can only use the Gaussian kernel for the SVM classifier because the six-measure-features are not histograms. Since it uses specially designed features, we call it SepDesFea in this paper.
Experiments

Data
We collect 117 scans from 117 different subjects from Tokushima University Hospital, Tokushima, Japan. All scans are acquired from 16-row multi-slice CT (Aquilion, Toshiba Co.) based on non-edge-enhanced kernel. A tube voltage of 120 kVp and current of 250 mAs are used. The image data are reconstructed to 512×512 matrices. Slice thickness is 1 mm, and the in-plane resolution is about 0.6 mm, with differences depended on patients' sizes. In the 117 scans, there are 6 scans with normal tissues in lungs and 111 scans with pulmonary disorders. The use of the data in this study has been approved by the local ethics committee.
The regions of the six types of patterns are marked by three experienced radiologists according to the following procedure. First, one radiologist is asked to review all of the scans. From each scan, the maximum of three axial slices with typical textural patterns are selected from the top, middle and bottom parts of lungs. In order to avoid the confusion of multi-textures existence on the same slice, this radiologist only can select the slice where one kind of textural patterns dominantly exists and also should indicate what the pattern is. Then the rest two radiologists are asked to review the results of the first radiologist, and only the agreed slices are saved for the next process. Second, the three radiologists are asked to separately mark the regions where the identified textures are located by using a drawing tool on the selected slices. Finally, the regions commonly agreed by the three radiologists are extracted as where the six kinds of textures are located. These regions are saved as slice-masks where nonzero intensities of the voxels indicate the textures' types.
The VOIs used in experiments are generated from the slice-masks. 32 × 32 grids are overlaid on them and squareshaped patches whose centers cover non-zero pixels are selected. The selected patches are treated as the central-axial slices of 32 × 32 × 32 VOIs. Figure 3 gives examples to show the regions agreed by the three radiologists and the generated VOIs. It can be seen that we accept VOIs including regions outside the white contours (regions agreed by the three radiologists). Even there are VOIs including regions outside lungs. This is because that we hope to collect VOIs with variation as much as possible in order to develop a robust algorithm to recognize pulmonary textures. Finally, we obtain 3009 3D VOIs for the six kinds of textures.
Experimental Setting and Tuning Parameters
In this paper, the experimental setting is totally different from our preliminary work [17] . The differences rely on both of the complete separation of training and testing data sets and the ways of tuning parameters. In the new experimental setting, the 3009 VOIs are separated into two sets by splitting each kind of texture nearly in half. One set is treated as the training data set, which is firstly used for tuning parameters of each method and then training each method by the optimized parameters. The other set is treated as the testing data set to evaluate their performances. Table 1 gives the numbers of VOIs of each type of textures for the training and testing data sets. It should be noticed that VOIs in the two sets belong to different subjects which means there are no crossing-subjects in the two sets. In parameters' optimization, 20-fold cross-validation (CV) tests are used. We randomly divide training samples into 20 groups, each of which has similar relative ratios on samples of each class. In the preliminary work [17] , we optimized parameters by a fix-one-then-turning-one method, which meant that we only adjust one parameter in each time while setting the others to be fixed values. For example, we initially adjust the first parameter by setting the others to be any certain values; when we fix the optimal value of the first parameter we use it and adjust the second one. This process is operated in turns until all parameters are optimized. However, this fix-one-then-tuning-one method can not test all combination of the parameters and it could miss the optimal values of parameters. Therefore, we give up this method and try the combinations of all possible values of parameters in the 20-fold CV tests to adjust parameters for each method. The combination which gives the best overall recognition rate is chosen as the optimized parameters. By using the optimized parameters, the training set data is used again to train each method and then each method is evaluated on the testing data set. We change the experimental setting according to the following two aspects. First, the completely separation of VOIs into two sets will make the training and testing sets totally blind with each other. This is more similar as practical applications, so the evaluation of the performances for each method is more reasonable. Second, since we try all combination of possible values of parameters for each method, it is able to make each method to achieve its best performance.
Two kinds of baseline methods, CTV-2D and SepDesFea, require 2D ROIs. In order to make the generated 3D VOIs to be used for them, the central slices in the axial direction are chosen as the 2D ROIs to evaluate these two methods.
The details of the training for each method are described as follows. For CTV-3D and the proposed methods, the parameters are the same, including size of cubicpatches, the clusters' number and the parameters related to SVM classifier. Here, the possible values for the size of cubic-patches are from 2 × 2 × 2 to 8 × 8 × 8 with a step of 1 × 1 × 1, and possible cluster's numbers are from 50 to 400 with a step of 50. For SVM classifiers, we adjust parameters related to kernels and soft-margin constant. We set possible values for the soft-margin constant to be 2 0 , 2 1 , . . . , 2 10 . Only the gaussian kernel and the χ 2 -kernel have parameters, which are γ and α. We set their possible values to be 2 −10 , 2 −9 , . . . , 2 1 . Parameters of CTV-2D is similar to Table 2 Optimized parameters for each method. CTV-2D is the method proposed in [10] . CTV-3D is an improved version of CTV-2D. CanSigEMD is the method proposed in [16] , and SpeDesFea is implemented according to [5] . CTV-3D and the proposed method. The differences are that squared-patch sizes are from 2 × 2 to 8× 8 and the Gaussiankernel is only used for SVM classifier. It should be noticed that there are two kinds of training in the three bagof-features based methods, k-means clustering and training of SVM classifiers. Since k-means training takes too much time in the whole 20-fold CV tests, we only train it once by random selecting 50 VOIs for each class before 20-fold CV tests start. According to our experiences, this way can not change results much. CanSigEMD has only one parameter, the clusters' number. According to the work [16] , the value should be not too large, so we adjust it from 5 to 50 with a step of 5. For SpeDesFea, we adjust the parameters related to the Gaussian-kernel based SVM classifier. Possible values of γ and the soft-margin constant are set to be the same as the proposed method. The optimized parameters for each method are listed by Table 2 .
Methods
Results
Using the optimized parameters, shown by Table 2 , we evaluate the performance of each method on the testing data set. We compare the proposed method with the four baseline methods by using three kinds of measures, which are the overall accuracy ( Table 3 . The comparison of overall accuracy is given by Table 4(a). Additionally, we do the McNemar's tests to compare the statistical differences between the proposed method and the four kinds of baseline methods. The p values for the four baseline methods against the proposed method are given by Table 4(b). All of the p values are less than 0.0001, which means the statistical differences are significantly high.
Discussion
According to these results, it can be seen that the performance of the proposed method is better than the four baseline methods. CTV-3D is the baseline method which is closest to the performances of our method. Additionally, it is the most similar to our method in methodology, either, only with the difference on local features. Local features of the proposed method make use of information of both CT values and shapes; however, CTV-3D only consider the information of CT values. This makes the proposed method more powerful to classify the six kinds of textures. According to the Table 3(b) and the Table 3 (e), it can be seen that CTV-3D is good at classifying textures of CON, GGO, HCM and EMP; however it can not differentiate NOD and NOR very well. NOD is featured by tiny and spread focal-opacities, dominated by shape information. CT values is not discriminative enough to distinguish NOD from NOR. Since we consider both of the information of CT values and shapes, the proposed method is able to distinguish the two kinds of textures better.
CTV-2D also achieves relatively better results in the four base-line methods. Although its performance on CON is similar to CTV-3D and the proposed method, the performances on the other five textures are worse. CTV-2D is different from the proposed method in three aspects, which are 2D-ROIs, CT values based local features and Gaussian kernel based SVM classifier. The information only on CT values and the 2D-ROIs make CTV-2D can not obtain enough powers to distinguish the DLD patterns. Additionally, only the Gaussian-kernel based SVM classifier leads to a little worse performance, either. According to our experiences, other kernels, especially the χ 2 -kernel, sometimes can increase 1-2% on the recognition rate.
Unfortunately, CanSigEMD gives the worst results in the four baseline methods. We consider there may be three reasons. First, the six kinds of texture classification problem is more difficult than the problem in the work [16] , where only five kinds of textures are considered. Especially, the addition of the texture NOD makes the problem much harder, since it is very easy to be confused with EMP and NOR. Second, as we mentioned in several times, it can be difficult to get discriminative features by only considering the information of CT values. This can be demonstrated by the confusion table of this method given by Table 3 (c). It can be seen that some textures featured by CT values (i.e. CON and EMP) achieve relatively better results. The third reason is that the nearest neighbor classifier is relative naive to handle this difficult problem compared with the SVM classifier. Additionally, CanSigEMD needs to do clustering on each ROI on both of the training and testing stages, however, the clustering is only carried on the training stage in our method. Therefore, our method is more efficient than CanSigEMD in practice.
SpeDesFea is implemented according to the state-ofthe-art work [5] , which is reported that 7 kinds of DLD textures are recognized well. However, it does not give satisfied results in our evaluation. In the aspect of methodology, it is quite different from our method. Although we use a SVM classifier to replace the ANN classifier suggested by the original work [5] , this should not change performances much since both of them are mature techniques. We consider that the following two reasons may explain why it performs worse in our experiments. The first one is related to features. In SepDesFea, six kinds of compact measures Table 3 Comparison on confusion tables, precisions and sensitivities for the proposed method and the four baseline methods. CTV-2D is the method proposed in [10] . CTV-3D is an improved version of CTV-2D. CanSigEMD is the method proposed in [16] , and SpeDesFea is implemented according to [5] . The six kinds of textures are consolidation (CON), ground-glass opacity (GGO), honeycombing (HCM), nodular (NOD), emphysema (EMP), and normal tissue (NOR).
(a) Confusion Table 4 Comparison on recognition accuracy and statistical differences for the proposed method and the four baseline methods. CTV-2D is the method proposed in [10] . CTV-3D is an improved version of CTV-2D. CanSigEMD is the method proposed in [16] , and SpeDesFea is implemented according to [5] . can be straightly calculated; while the geometrical measures should be calculated on extracted nodular, line and multilocular components. The extraction of these components is not a trivial work. Not only the image noise but also the complex opacities can lead the extraction results unreasonable. The extraction based method may be work well on images with mild DLD textures, however, we doubt its performances on images with severe diffuse lung diseases. In our method, the local features are calculated directly from the original images. Since it does not depend on any preextracting results, it is more robust for the recognition of DLD patterns. The second reason is related to VOIs. A condition that the processed textures should take more than 70% area of 2D-ROIs is considered in the work [5] . In our work, we consider to choose a VOIs' central slice whose center should be covered by the processed textures because we hope to add more variations in the training and testing in order to develop a robust method. Therefore, the ROIs considered in this work are much harder. Experimental results show that the proposed method performs best. The reason relies on the successfully application of the bag-of-features framework on this DLD textural classification problem. The power of the bag-of-features method is that it interprets a VOI of DLD textures by a histogram whose bins are the clusters of a set of local features. This new way has a underlying statistical advantage to interpret a VOI, so it is more robust than conventional methods which directly calculate a feature vector on a VOI. The superior characteristics of the bag-of-feature method is the first aspect to ensure the proposed method works best. Second, the proposed local features and adjustment of parameters related to the SVM classifier make the bag-of-features method achieve the best performances. Since the proposed local features make use of CT values and shapes information both of which are the typical characters of DLD textures, they are able to give more discriminative histogram to facilitate the classification. The adjustment of different types of kernels and the soft-margin penalty constant can make the SVM classifier to achieve its best power. Therefore, the proposed method is superior to the other four kinds of methods in experiments.
The sensitivity and precision are beyond 90% for the textures of CON, GGO, HCM, EMP and NOR by using the proposed method. However, the performance on NOD is relatively worse. Especially, the misclassification are mainly among NOD, EMP and NOR in the proposed method. Figure 4 gives some examples of VOIs on this kind of misclassification. Figure 4 (a) and Fig. 4 (b) are examples of NOD misclassified to be EMP and NOR respectively. It can be seen that both of them are not typical VOIs of NOD. A typical VOI of NOD has the character of spreading tiny nodular opacities, shown by Fig. 3 . Since an large emphysema-like region exists in the right-bottom part of Fig. 4 (a) , this could be why it is misclassified to be EMP. For the VOI shown by Fig. 4 (b) , since there are only few nodular opacities, it is misclassified to be NOR. Although we use a strict protocol to generate typical VOIs of different textures only in regions agreed by three experienced radiologists, because there are lots of variations in DLD textures it could be difficult to judge where the typical textures exist sometimes, especially for the most difficult texture of NOD. Therefore, a post-check of generated VOIs by radiologists may be required in future research to ensure that all generated VOIs are typical ones. Figure 4 (c) and Fig. 4 (d) are the examples of EMP and NOR which are misclassified to be NOD respectively. It can be seen that the crossing-points of vessels can be viewed clearly on these two cases. This could be the reason why they are misclassified to be NOD, so the elimination of vessels inside lungs could be required in future research.
Finally, it should be noticed that overall recognition rate reported in this paper is a little lower than what we reported in the preliminary work [17] because the new experimental setting makes the training and testing set totally blind with each other. However, this can not change the conclusion that the proposed method achieves good results in the recognition of the six kinds of textures.
Conclusion
We proposed a bag-of-features approach to automatically classify six kinds of typical pulmonary textures on HRCT for DLD. Some textures, such as CON, NOR and EMP, are mainly characterized by CT values; while for other patterns, such as NOD and HCM, are mainly featured by shape information. Considering the two characters, we proposed a new kind of local features for our bagof-features approach. The features were mainly based on four kinds of statistical measures, which were mean, standard deviation, skewness and kurtosis. Because they were calculated from both the original CT values and eigenvalues of Hessian matrices, they were able to combine both of the information on CT values and shapes. Therefore, the new local features were discriminative to distinguish the six kinds of patterns. The proposed method was trained (1514 ROIs) and tested (1495 ROIs) on two completely-separated data sets. The experiments showed that the overall recognition accuracy for the proposed method was 93.18%. The values of precision/sensitivity for each texture were 96.67%/95.08% (CON), 92.55%/94.02% (GGO), 97.67%/99.21% (HCM), 94.74%/93.99% (EMP), 81.48%/86.03%(NOD) and 94.33%/90.74% (NOR). We also implemented four kinds of baseline methods, including two implemented version of the state-of-the-art methods [5] , [16] , in order to compare with the proposed method. According to experimental results, our method was superior to the four methods. Additionally, the McNemar's tests showed the proposed method was statistically different from the four baseline methods, either. Therefore, we concluded that the proposed method achieved good results for the classification of the six kinds of textures and this technique would be useful for a CAD system on diffuse lung diseases.
Although this method performed well, we noticed that the misclassification were mainly among NOD, EMP and NOR. We will try to resolve this problem in our future work. A post-check on VOIs for typical textures, a pre-processing to eliminate vessels and the adoption of more powerful local features (i.e. SIFT [23] ) would be good ideas to resolve this problem. Additionally, reticular with GGO is a typical textures of DLD, either. Since we only collect fewer cases for this texture, we does not consider it in this paper. We will collect more data, and consider the texture of reticular with GGO in future. Finally, using irregular-shaped VOIs (or ROIs), such as what is suggested in [12] , would be considered in our future research.
