Abstract-This paper presents a distributed event-based control strategy for a networked dynamical system consisting of N linear time-invariant interconnected subsystems. Each subsystem broadcasts its state over the network according to some triggering rules which depend on local information only. The system converges to an adjustable region around the equilibrium point under the proposed control design, and the existence of a lower bound for the broadcasting period is guaranteed. The effect of the coupling terms over the region of convergence and broadcasting period lower bound is analyzed, and a novel model-based approach is derived to reduce the communications. Simulation results show the effectiveness of the proposed approaches and illustrate the theoretical results.
to interconnected linear systems, with symetric interconnections. The agents communicate through a network and the overall system converges to non-cooperative equilibrium points, whereas in [10] the equilibria are cooperative.
Thus our contribution sums up to a novel distributed eventbased control design for interconnected linear systems. A neighboring relationship is defined in the sense of dynamical interaction between the nodes. The distributed control of interconnected dynamical systems has been discussed in the past [11] . However, the timing issue imposed by the network makes necessary a redesign of the control structure. A similar idea was presented in [7] . Each subsystem broadcasts its state to its neighbors only at event times. With regards to [7] , the main contribution of this work is that the triggering mechanism does not continuously depend on the state of the system but on the error between the current and the latest broadcasted state. In a first approach, the control law is updated whenever the agent sends or receives a new measurement value, and so both the control law and the broadcasted states are piecewise constant functions. In a second approach, the broadcasted states are used by each agent to generate the control signal according to a local model of its neighborhood. This leads to substantial reduction in the number of events if the model is accurate enough. Different triggering conditions are proposed to guarantee the convergence of the system to an arbitrary small region around the equilibrium and the existence of a state independent strictly positive lower bound for the broadcast period.
The rest of the paper is organized as follows: Section II contains the problem statement for this work. The eventbased control strategy is presented in Section III. The effect of the coupling terms over the system stability is analyzed in Section IV. Section V presents the model-based extension of the work. Numerical simulations in Section VI show the efficiency of the proposed strategy with respect to previous results. The conclusions in Section VII end the paper.
II. PROBLEM STATEMENT
Consider a system of N linear time-invariant subsystems. The dynamics of each subsystem are given by:
∀i = 1, . . . , N , where N i is the set of "neighbors" of subsystem i and H ij is the interaction term between agent i and agent j. We assume that neighboring is a symmetric relation, and so H ij = H ji . The state x i has dimension n i , u i is the m i -dimensional local control signal of agent i, and A i , B i and H ij are matrices of appropriate dimensions.
A digital communication network is used, and so every subsystem can only broadcast its state to its neighbors in a discrete-time manner. The control law is given by:
where K i is the feedback gain for the nominal subsystem i, i.e., we assume that A i + B i K i is Hurwitz, L ij is a set of decoupling gains, andx j (t) is the latest state broadcasted by agent j at time t. The times at which the agents broadcast their state generates a sequence of broadcasting times
Let us define the error e i as e i =x i − x i , and rewrite (1) in terms of e i and the control law (2):
We first assume that the perfect decoupling condition ∆ ij = 0 ∀i, j holds. In this case, (3) becomeṡ
We also define
T and e = (e
T as the state and error vectors of the overall system, respectively. Thuṡ
As the broadcasted statesx i remain constant between consecutive events,ė(t) in each interval is given by:
III. EVENT-BASED CONTROL STRATEGY The occurrence of an event is defined by trigger functions f i which depend on local information of agent i only and take values in R. The sequence of broadcasting times t 
A. Static trigger function
In this subsection, we first propose a set of static trigger functions as follows
where c is a positive constant. Note that the trigger function for each subsystem only depends on its state.
The following theorem proves that system (4) with trigger functions (6) asymptotically converges to a region around the equilibrium point which, without loss of generality, is assumed to be (0, . . . , 0)
T . The functions (6) bound the errors by c, since an event is triggered as soon as the norm of e i becomes larger than c.
Assumption 1: We assume that A K,i , i = 1, . . . , N is diagonalizable so that the Jordan form of A K,i is diagonal and its elements are the eigenvalues of A K,i , λ k (A K,i ) k = 1, . . . , n. This assumption facilitates the calculations, but the extension to general Jordan blocks is straightforward.
Theorem 2: Consider the closed-loop system (4) and trigger functions of the form (6) . Then, for all initial conditions x(0) ∈ R n , and t > 0, it holds
where λ max (A K ) denotes the maximum real part of the eigenvalues of A K , and k 0 is a positive constant k 0 = V V −1 , where V is the matrix of the eigenvectors of A K . Furthermore, the closed-loop system does not exhibit Zeno behavior.
Proof: The analytical solution of (4) is given by
Remark 3: The integrability of e(t) is justified by the definition of f i (e i (t)), which guarantees that e i (t) cannot be updated to zero immediately after it had done so. Thus there is an arbitrarily small, yet positive lower bound on the interexecution times. Thus the right hand side of (4) is piecewise continuous.
Then, the state is bounded by
The matrix A K is diagonalizable by construction. Thus
where D is the diagonal matrix of the eigenvalues of A K and V is the matrix with the corresponding eigenvectors as its columns. Denote as λ max (A K ) the maximum real part of the eigenvalues of A K . Thus we can bound e
, which can be rewritten as (7) since the eigenvalues of
In order to prove that Zeno behavior is excluded, let's assume that agent i's latest event trigger occurs at t = t * > 0. Then e i (t * ) = 0, and so f i (0) = −c < 0. Therefore agent i cannot trigger at the same time instant. Between two consecutive events it holds thatė i (t) = −ẋ i (t). From definition of the error e i (t) ≤ e(t) , and from (7) it follows that the state is bounded by
Denote this bound as x max,1 . Then for any t between t * and the next event
The next event is not triggered before e i (t) reaches the value of c. Thus a lower bound on the inter-event times is
which is strictly positive. Thus Zeno behavior is excluded.
Remark 4:
The norm of A K is computed as the spectral norm. Since A K is diagonalizable, the norm of D can be bounded by the largest modulus of the eigenvalues ( D ≤ |λ min (A K )|). If they are all real, the largest modulus of the eigenvalues is the minimum eigenvalue since they all have negative real part.
B. Time-dependent trigger condition
This subsection presents a set of time-dependent trigger functions defined as
where c 0 ≥ 0, c 1 > 0. When the parameters α and c 1 are adequately selected, the time-dependency can decrease the number of events without degrading the performance, meanwhile c 0 guarantees the convergence to an arbitrary small region. The following theorem holds: Theorem 5: Consider the closed-loop system (4) and the trigger functions of the form (10), with 0 < α < |λ max (A K )|. Then, for all initial conditions x(0) ∈ R n and t > 0, it holds
and the closed-loop system does not exhibit Zeno behavior.
Proof: Proceeding as before we get
Note that now we can compute e(τ ) ≤ √ N (c 0 +c 1 e −ατ ), by the definition of the trigger function. Thus
, which by reordering terms proves the first part. We next show that broadcasting period is lower bounded. Specifically, (11) can be bounded by
Denote this bound as x max,2 (t). Let's prove now that the Zeno behavior is excluded, that is, there exists a positive lower bound for the inter-event times. Proceeding as before, it holds that
Assume that c 0 = 0. Then, k 3 = 0 and ė(t) ≤ k 1 +k 2 +k 3 . The fact that e i (t) ≤ e(t) allows to bound the error of agent i as e i (t) ≤ e(t) ≤
The trigger condition is not fulfilled before e i (t) = c 0 ≤ c 0 + c 1 e −αt . Thus a lower bound τ on the inter-execution time is given by
This is a positive quantity, and so, the inter-event times are lower bounded. Let's assume now the case c 0 = 0. In that case k 3 = 0. Then, the state is bounded by
, and so the overall system converges asymptotically to the equilibrium point. In order to determine the lower bound of the inter-event times for this case, let us bound (13) with
−αt * , since t * < t. With that bound and considering that e i (t) ≤ e(t) , it follows that e i (t)
−αt * )(t − t * ). According to (10) with c 0 = 0, the next event will not be triggered before e i (t) = c 1 e −αt . Thus, a lower bound on the inter-event intervals is given by The right hand side of (15) is always positive. Moreover, for α < |λ max (A K )| the left hand side is strictly positive as well, and the term in brackets is upper bounded by k2+k1 c1
and lower bounded by k 2 /c 1 , and this yields to a positive value of τ for all t * ≥ 0. The existence of the solution τ can also be depicted graphically (see Figure 1) . The solution is given by the intersection of the exponential curve and the straight line between the two bounds whose slope depends on t * . Thus, there is no Zeno behavior.
IV. COUPLING STABILIZATION
At the beginning of Section II, it has been assumed that for each i, A K,i is Hurwitz. The motivation of this section is to relax the previous condition. Specifically, the case when the design of the nominal control law makes the system closedloop stable due to the interconnections but each isolated subsystem can still be unstable, is presented.
Consider (1). This initial set of equations can be rewritten in terms of the state of the overall system asẋ(t) = Ax(t) + Bu(t), where u = (u
Assume that we can design a state-feedback controller based on the latest broadcasted statex, that is u(t) =Kx(t).

NowK is defined asK
that renders the nominal system given byẋ(t) = (Â + BK)x(t) =Â K x(t) stable andÂ K diagonalizable. However, A i + B i K ii is not necessarily Hurwitz in this case. Then we haveẋ
The following can then be stated: Theorem 6: The state norm of (16) with trigger functions (10), and for all initial conditions x(0) ∈ R n and t > 0, fulfills the following condition
whereλ max (Â K ) represents the maximum real part of the eigenvalues ofÂ K . Furthermore, the closed-loop system does not exhibit Zeno-behavior. Proof: The solution of (16) 
Using similar calculations as in the previous sections, the state norm can be bounded as
The matrixÂ K is stable and thus all its eigenvalues have negative real part. Moreover,Â K is diagonalizable and can be decomposed aŝ A K =VDV −1 , whereD is the diagonal matrix andV contains the eigenvectors. Then, by definingk 0 = V −1 V we get that eÂ K t ≤k 0 e −|λmax(Â K )|t , whereλ max (Â K ) is maximum real part of the eigenvalues ofÂ K .
Thus, assuming trigger functions as in (10) with
Solving the integral and grouping terms, it follows that
, which proves the first part of the theorem.
Similar calculations to the previous sections yield a lower bound for the broadcasting period
Hence, the system does not exhibit Zeno-behavior.
Remark 7: The case c 0 = 0 can be studied as in Section III-B. In that case,k 3 = 0 and the lower bound on the broadcasting period is the solution of
The existence of a positive solution in (17) can be proved graphically as in Figure 1 .
V. MODEL-BASED CONTROL
The event-based strategy analyzed previously is based on a control law which maintains its value between two consecutive events and is based on the latest broadcasted state. One alternative to this control law can be achieved in the event that each agent has knowledge of the dynamics of its neighborhood.
In particular, let us define the control law for each agent based on a model as u i (t) = K ixi (t) + j∈Ni L ijxj (t), wherex i now represents the state estimation of x i given by the model
The error e i is defined as previously and is also reset at events' occurrence. Let's introduce a sequence of functionsx k,i : R → R ni supported over the time interval between two consecutive events for agent i.
Let's denote this interval as
k ) and zero otherwise. With this notation, the state estimation ∀t is
In this approach, if the difference between the system state and the model differs from a given quantity, which depends on the trigger function, an event is triggered and the model is updated to the state at the event time If we consider the trigger function defined in (10), the state will be also bounded by (11) . However, the lower bound for the inter-event time will have a different expression.
Assumption 8: Let beĀ K =Ã K − A K be the difference between the model and the real plant closed loop dynamics. We assume that the following is satisfed:
(19) Theorem 9: If assumptions 8 holds, the lower bound of the broadcasting period for the system (4) when the control law for each agent is based on state estimations of the form (18), with triggering functions (10), 0 < α < |λ max (A K )|, is greater than (14).
Proof: Define the overall system state estimation as x(t) = (x T 1 , . . . ,x T N ). Let's prove that the bound for the inter-events time is larger in the model-based approach. We
Assume that the last event occurred at a time t * ≤ t and consider the case when c 0 , c 1 = 0. It follows that c 0 + c 1 e −αt ≤ c 0 + c 1 e −αt * ≤ c 0 + c 1 . Moreover, the state norm can be bounded as in (12), and so:
.
The next event will not occur before e i (t) ≤ c 0 ≤ c 0 + c 1 e −αt . This condition gives a lower bound for the broadcasting period τ that will be larger than (14) if 
The denominator on the right hand side is bounded as (20) is fulfilled, and the broadcasting period lower bound is larger for the model-based approach.
Remark 10: Assumption 8 is not a strong assumption since when Ā K goes to zero, Ã K A K , and the right hand side of (19) can be approximated to one. For initial conditions satisfying
VI. SIMULATION RESULTS
This section presents some simulation results in order to demonstrate the event-based control strategy. The system considered is a collection of N inverted pendulums of mass m and length l coupled by springs with rate k. Each subsystem can be described as follows:
T , a i is the number of springs connected to the ith pendulum and h ij = 1, ∀j ∈ N i and 0 otherwise. K i and L ij gains are designed to decouple the system and place the poles at -1, -2. This yields the control law
T . In the following, the system parameters are set to g = 10, m = 1, l = 2 and k = 5, as in [7] .
A. Static trigger function
The output of the system and the sequence of events for N = 4 with trigger functions (6) with c = 0.05 is shown in Figure 2 for initial conditions x(0) = π/2 0 π/3 0 −π/2 0 −π/4 0 . The lower graph shows the generation of events for each agent, whereas the upper graph depicts their output. Figure 3 shows the system response under the previously described conditions but with trigger functions (10) with parameters c 0 = 0.01, c 1 = 0.5 and α = 0.7. The convergence of the system to the equilibrium point is guaranteed whereas the number of events generated (see the lower graph) decreases significantly, especially for small values of time.
B. Time-dependent trigger function
C. Model based control
In Section V a model-based approach was presented as a means of improving the event-based control of Section III. Figure 4 compares the output of agent 1 when a simulation under the conditions of the previous section is performed for both approches. Additionally, a disturbance is induced to the agent at t = 25s. The lower graph shows the evolution of the broadcasting period. We observe how the model based approach gives larger values, especially around the equilibrium point. Table I extends this study for a larger N . Several simulations were performed for different initial conditions for each value of N . Mininum and mean values of the inter-event times (τ i k ) were calculated for the set of the simulations with the same number of agents. We see that the model-based approach gives around 50% larger broadcasting periods, remaining almost constant when N increases. If we compare these results to [7] , we see that the proposed scheme can provide around six times larger τ i k . For example, for N = 100, trigger functions of the form (10) give mean values of τ i k of 0.627 and 0.978 for the approaches of sections III-A and V, respectively, while the trigger functions in [7] gives 0.1152. Though the approach in [7] ensures asymptotic stability, we guarantee the convergence to an arbitrary small region around the origin with c 0 = 0. Alternatively, one can choose c 0 = 0 to get rid of this drawback.
VII. CONCLUSIONS
We presented a novel distributed event-based control strategy for linear interconnected subsystems. The events are generated by the agents based on local information only, broadcasting their state over the network. The proposed trigger functions preserve the desired convergence properties and guarantee the existence of a strictly positive lower bound for the broadcast period, excluding the Zeno behavior. A model-based approach was also presented as a means of reducing the number of events. The contribution of the current paper with respect to previous work are verified through computer simulations.
The inclusion in the formalism of network problems as time-delays and dropouts, the consideration of the used protocol, and the application to discrete-time systems are part of the future work.
