The role of the number of breakpoints N in the sawtooth form of the characteristic function in the modified Chua's circuit model equation on vibrational and ghost-vibrational resonances is investigated in this paper. To observe vibrational resonance the system should be driven by two periodic forces of frequencies ω and Ω, with Ω ≫ ω. Resonance occurs at the frequency ω when the amplitude of the high-frequency force is varied. When the system is subjected to an input signal containing multi-frequencies which are higher-order of a certain (missing) fundamental frequency, then a resonance at the missing fundamental frequency is induced by the high-frequency input signal and is called ghost-vibrational resonance. In both types of resonances, the number of resonances is N and hysteresis occurs in each resonance region. There are some similarities and differences in these two resonance phenomena. We report in detail the influence of the role of number of breakpoints N on the features of vibrational and ghost-vibrational resonances.
I. INTRODUCTION
Chua's circuit is the most widely investigated nonlinear circuit. The voltage-current characteristic of the operational amplifier based Chua's diode, the nonlinear element in the Chua's circuit, is piecewise linear. The Chua's circuit is found to display a rich variety of nonlinear dynamics. Over the past three decades the occurrence of different kinds of nonlinear phenomena in this circuit has been investigated experimentally, theoretically and numerically [Fortuna et al., 2009; Kilic, 2010; Madan, 1993 ]. An interesting attractor of the Chua's circuit is the double-scroll orbit. The original Chua's circuit is modified to generate multi-scroll orbits by replacing the three-segment piecewise linear function with piecewise linear functions having multiple breakpoints. The dynamics of a modified Chua's circuit with multiple piecewise linear segments [Alaoui, 1999; Suykens & Vandewalle, 1993; Zhong et al.] , sigmoid function [Mahla & Badan Palhares, 1993] , a discontinuous function [Khibnik et al., 1993; Lamarque et al., 1999] , sine function [Xia et al., 2003] , sign function [Yalçin et al., 2001] , hyperbolic tangent function [Özoǧuz et al., 2002] , nonlinear term x|x| [Xia et al., 2003 ], saturated function [Lü et al., 2004] and a sawtooth function [Yu et al., 2007] have been reported. A systematic methodology for designing circuits to generate n-scroll orbits has been developed [Zhong et al., 2002; Yu, et al., 2005; Lu & Chen, 2006; Campos-Canton et al., 2010] .
In recent years, the study of the n-scroll Chua's circuit has received a great deal of interest. For example, adaptive control of chaotic dynamics [Zou et al., 2006] , existence of n-scroll chaotic attractors, global stability of equilibrium points and feedback control laws for synchronization , stabilization and synchronization of n-scroll chaotic orbits ], controlling of unstable equilibrium points and periodic orbits [Boukabou et al., 2009] , diffusion dynamics and characteristic features of first passage times to nth scroll attractor and residence times on a scroll attractor [Sakthivel et al., 2012] were analysed.
Furthermore, the influence of the number of equilibrium points on the characteristics of stochastic and coherence resonances [Arathi et al., 2013] have been investigated. The goal of the present paper is to investigate the resonance dynamics induced by a high-frequency periodic force in the presence of single and multiple low-frequency periodic forces in the modified Chua's circuit model equation.
In a nonlinear system driven by a biharmonic force with two frequencies ω and Ω, with Ω ≫ ω, when the amplitude g of the high-frequency force is varied, the response amplitude at the low-frequency ω exhibits a resonance. This high-frequency force induced resonance is called vibrational resonance [Landa & McClintock, 2000; Blekhman & Landa, 2004] . The occurrence of vibrational resonance has been studied in monostable [Jeyakumari et al., 2009] , bistable [Landa & McClintock, 2000; Blekhman & Landa, 2004] , multistable [Rajasekar et al., 2011] , excitable [Ullner et al., 2003] and small-world networks [Deng et al., 2010] .
Experimental evidence of vibrational resonance in an excitable circuit [Ullner et al., 2003] and in a bistable vertical cavity surface emitting laser [Chizhevsky & Giacomelli, 2008] have been reported. When an excitable system is driven by an input signal containing multifrequencies which are of a higher-order of a certain fundamental missing frequency, then an optimal noise can induce a resonance at the missing fundamental frequency. This resonance phenomenon has been called ghost-stochastic resonance [Chialvo et al., 2002; Chialvo, 2003; Balenzuela et al., 2012] . Ghost-stochastic resonances have been studied in a semiconductor laser [Buldú et al., 2003] , two-coupled lasers [Buldú et al., 2005] , a monostable Schmidt trigger electronic circuit [Calvo & Chialvo, 2006] , an excitable Chua's circuit [Lopera et al., 2006] and a chaotic Chua's circuit [Gomes et al., 2012] . This paper reports our recent investigation on the role of the number of breakpoints N in the modified Chua's circuit model equation on vibrational and ghost resonances. To observe vibrational resonance the circuit is driven by a biharmonic force f cos ωt + g cos Ωt with Ω ≫ ω and |f | ≪ 1. f cos ωt is a low-frequency force while g cos Ωt is a high-frequency force. We numerically compute the amplitude A of the response of the system at the lowfrequency ω and denote Q = A/f as the response amplitude of the system at the frequency ω. When the control parameter g is varied, Q exhibits a resonance. We analyse the role of the number of breakpoints N on the features of the high-frequency force induced resonance.
The number of resonance peaks is found to be N. The value of g at which the ith resonance occurs and the corresponding value of Q are independent of the number of breakpoints.
Further, for each fixed value of N, after the last resonance Q does not decay to zero but approaches a nonzero constant value and Q(g → ∞) scales linearly with N. The resonance curve displays hysteresis and a jump phenomenon. That is, the system shows different response curves and sudden jumps in the value of Q when the control parameter g is varied in the forward and reverse directions. We explain these observations using a phase portrait and a basin of attraction plot.
In the vibrational resonance case, the input periodic signal contains only two frequencies ω and Ω with Ω ≫ ω. That is, the low-frequency component has only one frequency. We consider the system with multi-frequencies apart from the high-frequency force g cos Ωt.
Specifically, we have chosen the multi-frequency force as
with k ≥ 2 and Ω ≫ ω n f = (k + n f − 1)ω 0 . When the system is driven by S(t) in the absence of the high-frequency force (g = 0), then Q(ω i ) = 0, i = 1, 2, · · · , n f , while Q(ω 0 ) = 0.
Resonance occurs at the missing fundamental frequency ω 0 , when the amplitude of the high-frequency force is varied. We call this resonance induced by the high-frequency force as ghost-vibrational resonance. In this resonance phenomenon there are also N resonance peaks, where N is the number of breakpoints in the sawtooth function of the characteristic curve of the Chua's diode. Furthermore, the jump phenomenon takes place near resonance and we describe it through a phase portrait and a basin of attraction plot. The response amplitude at resonances decreases for increasing values of k and with the number of lowfrequency forces.
The outline of the paper is as follows. In Sec. II, we analyse the features of vibrational resonance in the modified Chua's circuit model equation. We bring out the influence of the number of breakpoints on resonance and account the occurrence of a jump phenomenon near resonance. In Sec. III, we study the response of the system in the presence of the multi-lowfrequency forces and the high-frequency periodic force. Finally, in Sec. IV we present our conclusions.
II. VIBRATIONAL RESONANCE IN THE MODIFIED CHUA'S CIRCUIT EQUATION
It is important to analyse the resonance dynamics by varying the number of equilibrium points. There is a simple system in which the number of equilibrium points can be easily varied. The system of our interest with this characteristic property is the modified Chua's circuit model equation [Yu et al., 2007] , which was introduced to generate multi-scroll at-tractors. The model equation of this circuit driven by the biharmonic force iṡ
where S(t) = f cos ωt,
with
and α, β, ξ, A > 0, n ≥ 1. respectively for n = 1, ξ = 0.25 and A = 0.5. The stable equilibrium points about which scroll orbits occur are given by
where m = 1, 2, · · · , n. The system (2) with F 1 (x) and in the absence of external forces possesses 2n (even) number of stable equilibrium points and N = 2n − 1 (odd) number of breakpoints while with F 2 (x) it admits 2n+ 1 (odd) number of stable equilibrium points and N = 2n (even) number of breakpoints. Between two consecutive stable equilibrium points the sawtooth function F (x) has a breakpoint. The number of breakpoints depends on the value of n in Eqs. (2d) and (2e). The breakpoints are given by
where m = 0, 1, 2, . . . , n − 1. Let us analyse the role of the number of breakpoints, N, on vibrational resonance. The determination of an approximate theoretical expression for the response amplitude in Eq. (2) is not an easy task, so that we have decided to perform a numerical simulation.
From the numerical solution of x(t), the response amplitude Q is computed through Q = Q 2 s + Q 2 c /f where
where T = 2π/ω and M is taken as 500. corresponding to the next 500 drive cycles are used to compute the response amplitude. For g = 0, the initial condition is chosen in the neighbourhood of the origin. For other values of g, the initial condition is taken as the last value of (x, y, z) of the previous value of g.
When g is decreased from a large value, say 75, Q is found to follow a different path near each resonance. An example is shown in Fig. 3 for N = 2. In this figure, solid and dashed curves represent the resonance curve obtained when g is varied in the forward and reverse directions respectively. Before explaining the resonance curves in Fig. 3 , we point out the influence of the number of breakpoints N on the resonances.
• For each fixed value of N there are N resonances.
• In both cases of varying g in the forward direction from 0 and in the reverse direction from a large value, for convenience, we number the resonance peaks from left-side to right-side as 1, 2, · · · , N. In the former case, we denote the values of g at which the ith resonance occurs as g • The values of g • In a typical monostable and bistable polynomial potential (V (x)) systems, where V (x) → ∞ as |x| → ∞, the response amplitude decays to zero with the control parameter g far after the last resonance [Landa & McClintock, 2000; Jeyakumari et al., 2009] . In contrast to this fact, Q approaches a nonzero limiting value for the system of the Eq. (2). In this connection we note that F 1 (x) and F 2 (x) are different from the above mentioned polynomial potential. F 1 and F 2 → ±∞ linearly as x → ±∞.
Further, F 1 and F 2 are piece-wise linear between the two end breakpoints. The mechanism of vibrational resonance in these two types of systems are different. We denote Q L as the value of Q computed at a sufficiently large value of g, say, 2000. The width of the orbit x w defined as x max −x min remains the same. For sufficiently large value of g for which the orbit for various values of N are all visit the regions outside the left-and right-most breakpoints, the quantity x w is found to increase linearly with N.
This is a reason for linear variation of Q L . That is, the size of the orbit is influenced by the end breakpoints. If an analytical expression for Q is known then we can able to explicitly identify the way in which N or the end breakpoints influence the value of Q for very large g. But for the system (2) theoretical calculation of Q is very difficult.
B. Jump phenomenon
We explain the resonance curves (solid and dashed curves) in Fig. 3 corresponding to N = 2. In this case, the function F (x) in Eq. (2) is F 2 (x) given by Eq. (2e). In the absence of the biharmonic force, the system has three stable equilibrium points (x * = 0, ±1) and two breakpoints x * bp = ±0.5. When the amplitude of the high-frequency force is varied, we can clearly notice the occurrence of hysteresis and jumps in the value of the response amplitude in Fig. 3 . In order to get more insight on the resonance curve, we present the phase portrait of orbits in the x − y plane along with F 2 (x) for six values of g in Fig. 5 . For 0 < g < 3.74 there are three coexisting periodic orbits of period-T (= 2π/ω), one about each of the stable equilibrium points x * = 0, ±1 as shown in Fig. 5 (a) for g = 3. These orbits do not cross the barriers at the breakpoints. The Q of these orbits are all the same and ≪ 1. There are no stable orbits about the breakpoints x * bp = ±0.5. At g = 3.74, two more stable periodic orbits of period-T centered about the two break-
(e) g = 9.87 ±1 and the breakpoints x * bp = ±0.5 respectively. F 2 (x) is also shown for illustrating the influence of the high-frequency periodic force. In the subplots (b) and (d), the value of Q for the orbits S is smaller than that of the orbits labelled as L. points x * bp are born, in addition to the three orbits centered about x * . The five coexisting orbits are displayed in Fig. 5(b) . All these orbits coexist for 3.74 ≤ g < 4.74. The Q of the newly born two orbits (marked as L in Fig. 5(b) ) are equal and much higher than that of the other three orbits. For example, at g = 3.74, the Q of the orbits centered about the equilibrium points (marked as S in Fig. 5(b) ) and the breakpoints (marked as L in Fig. 5(b) ) are 0.628 and 1.693 respectively. At g = 4.74, the S orbits centered about x * disappear and only the two orbits centered about x * bp coexist (see Fig. 5(c) ). Consequently, when g is varied in the forward direction the response amplitude jumps from a lower value to a higher value at g = 4.74.
As g increases further from the value 4.74, the orbits expand and Q at the frequency ω decreases. For 4.74 ≤ g < 8.89, the two orbits centered about x * bp coexist alone and moreover they enclose two equilibrium points one to the left-side and the other one to the right-side of the breakpoint. At g = 8.89 the high-frequency force gives birth to a periodic orbit centered about the equilibrium point x * = 0 and enclosing all the breakpoints. We note that at g = 3.74 the newly born two orbits are centered about breakpoints. At g = 8.89 the response amplitude of the newly created orbit is 1.67, while that of the other two coexisting orbits is 0.92. The three orbits coexist for 8.89 ≤ g < 9.87. In 87. Therefore, we observe a jump in Q from a lower value to a higher value in Fig. 3 . The value of Q decreases with further increase in g and there is no more birth of a periodic orbit as shown in Figs. 5(e) and (f).
From the above, we can generalize the effect of the high-frequency force in the system with l breakpoints and l + 1 equilibrium points. The resonance curve would display l jumps.
We denote the values of g at which jumps in Q occur when g is varied in the forward direction as g ji , i = 1, 2, · · · , l with g j1 < g j2 < · · · < g jl . We noticed that in certain intervals of g orbits centered about the equilibrium points and orbits centered about the breakpoints coexist. We denote the starting value of g of ith such an interval as g bi . We note that g bi < g ji . For g < g b1 there are l + 1 orbits centered about the equilibrium points. At g = g bi , i = odd (even) l + 1 − i orbits born with each one centered about the l + 1 − i breakpoints (equilibrium points) with the value of Q higher than those of the l + 2 − i coexisting orbits centered about the equilibrium points (breakpoints). These two set of orbits coexist for g bi < g < g ji , i = odd (even). At g ji , i = odd (even) the orbits centered about the equilibrium points (breakpoints) become unstable. For g ji ≤ g < g b(i+1) , i = odd (even), in the numerical simulation we realize only the orbits centered about the breakpoints (equilibrium points). When g is varied in the forward direction from a small value, jumps in the response amplitude Q occur at g ji from a lower value to a higher value. If g is decreased from a value of g ≫ g jl then jumps in Q occur at g bi from a higher value to a lower value.
C. Basin of attraction for 3.74 ≤ g ≤ 4.74
In Fig. 5 we found that when g is varied from a small value, then for 0 < g < 3.74 there are only three small amplitude orbits about the equilibrium points x * , while for 3.74 ≤ g < 4.74 in addition to these orbits there are two more stable orbits centered about the breakpoints x * bp . The three orbits centered about x * disappear at g = 4.74. In order to further check the disappearance of these three orbits, we numerically calculate the basin of attraction of the orbits centered about the equilibrium points and the breakpoints. We consider the region x ∈ [−1.5, 1.5], y ∈ [−0.1, 0.1] with z = −0.5 and divide this region into 150 × 150 grid points. With each grid point as an initial condition, we numerically integrate Eq. (2) and after a sufficient transient, we identify whether the trajectory is on any one of the three orbits centered about x * (small amplitude orbits) or on any one of the two orbits centered about x * bp (large amplitude orbits). In the x − y plane, we mark the initial conditions which approach any one of the large amplitude orbits by green color and red color for the initial conditions approaching small amplitude orbits. Figure 6 presents the plot of the basin of attraction of small and large amplitude orbits for four values of g. For g = 3.74, at which the large amplitude orbits are born, the area of the basin of attraction of the large amplitude orbits is very small, while that of the small amplitude orbits is very large. The area of the basin of attraction of the large (small) amplitude orbits increases (decreases) with g. This is clearly seen in Figs. 6(b-d) . We define N S (N L ) as the ratio of the number of initial conditions that approach the small (large) amplitude orbits and the total number of initial conditions. We compute N S and N L for 3.74 < g < 4.74. As g increases from 3.74 to 4.74, the quantity N S decays to zero while N L increases from a small value and becomes 1 at 4.74.
III. RESONANCE WITH A MULTI-FREQUENCY FORCE
In this section, we consider the system (2) with S(t) in Eq. (2a) components with the frequencies ω 1 = 2ω 0 and ω 2 = 3ω 0 . The frequency ω 0 is not found in the output signal. The interval of g where ω 0 is absent generally depends on the values of the other parameters of the system and the parameters in the input signal. We show the occurrence of a resonance at the missing frequency ω 0 when g is varied and explore the influence of the number of breakpoints N on it.
A. Ghost-vibrational resonance (2) with S(t) given by Eq. (1). Here n f = 2, k = 2 and ω 0 = 0.1. [Chialvo et al., 2002; Chialvo, 2003] . In Fig. 7 we observe that not only Q(ω 0 ) exhibits a resonance, but actually is the dominant resonance. As this resonance at the missing frequency (in the input signal) is induced by the high-frequency force, we call it ghostvibrational resonance. The resonance displayed by the response amplitudes Q(ω 1 ) and Q(ω 2 ) are the well known vibrational resonance.
When the size of the stable orbit smoothly varies with the control parameter g then Q would vary smoothly and in this case Q would display a peak at resonance. Differently, in Fig. 7 we observe abrupt jumps in Q when g is increased. This indicates that the size of stable orbit is robust with the variation of g. This type of behaviour is found in excitable systems for certain parametric values.
In Fig. 8 , we plot Q(ω 0 ), Q(ω 1 ) and Q(ω 2 ) versus g for N = 1, 2, · · · , 5 with the starting value of g as 0. Compare Fig. 8 with Fig. 2 (corresponding to the single low-frequency force, n f = 1, in S(t) given by Eq. (1). There are some similarities and differences in the variation of the response amplitudes. In Fig. 8 , the number of resonances is equal to the number of breakpoints N as in Fig. 2. In Fig. 2, Q L (ω) , the value of Q in the limit of g → ∞, is nonzero while in Fig. 8, Q( 
and Q L (ω 2 ) does not decay to zero in the limit of g → ∞. Q(ω 0 ) ≈ 0 for a range of values of g between two successive resonances.
For large values of N, as the number of resonance increases, the value of Q(ω 0 ) at resonance decreases, while in Fig. 2 Q at successive resonance does not decay but approaches a nonzero constant value.
B. Hysteresis and jump phenomenon
The jump phenomenon and hysteresis found in the case of the system (2) with S(t) = f cos ωt are also observed when S(t) is a multi-frequency force. For example, Fig. 9(a) shows Q(ω 0 ) versus g for k = 2, n f = 2, N = 2. The solid and dashed curves represent the resonance curve obtained by varying g in forward and reverse directions respectively.
Since hysteresis is not clearly visible in Fig. 9(a) , we present the magnification of variation of Q(ω 0 ) around the first resonance region in Fig. 9(b) . Q(ω 0 ) assumes two different values in the intervals g ∈ [0.6502, 0.66] and g ∈ [0.7, 0.709]. Hysteresis is observed with Q(ω 1 ) and Q(ω 2 ) also.
In Fig. 9(b) , Q(ω 0 ) is single-valued for the values 0 < g < 0.6502. As pointed out in Sec. II, in the absence of external forces there are three equilibrium points x * = 0, ±1
and there are two breakpoints x * bp = ±0.5 in between two of them. For g < 0.6502, three periodic orbits coexist centered about the equilibrium points and moreover for these orbits Q(ω 0 ) = 0. We denote these three orbits as S. At g = 0.6502 in addition to these three orbits another orbit enclosing all the three equilibrium points is born. Q(ω 0 ) of this new orbit is much higher than that of the S orbits. We designate this orbit as L. The phase portraits of the three S orbits and one L orbit are shown in Figs. 10(a) and (b) , respectively. These two distinct set of orbits coexist for 0.6502 ≤ g < 0.66. At g = 0.66, the three S orbits disappear and the orbit L alone exists (see Fig. 10(c) ). For 0.66 < g < 0.7 the response amplitude curve is single-valued and the value of Q(ω 0 ) is that of the orbit L. At g = 0.7 the S orbits reappear with their centers being the breakpoints. Since the number of breakpoints is two, the number of S orbits is also two. Q(ω 0 ) of S orbits is 0.2 while that of the L orbit is 20.39. The two S orbits and the L orbit are shown in Figs. 10(d-f) . The orbit L disappears at g = 0.709. The phase portraits of the two S orbits at g = 0.709 are shown in Figs. 10(g) and (h). We call the interval 0.6502 ≤ g ≤ 0.709 the first resonance region.
The second resonance region is 1.163 ≤ g ≤ 1.3. In this interval of g, also two hystereses This process continues until the number of L orbits born become one (this orbit encloses all the equilibrium points). All the L orbits disappear at the end of each even numbered hysteresis.
What happens to the S orbits? The S orbits disappear at the end of an odd number of hysteresis. At the beginning of a consecutive even number of hysteresis, the number of S orbits reborn decreases by one and further the center is shifted between the equilibrium points and the breakpoints. The number of equilibrium points enclosed by an S orbit increases when the number of hysteresis increases.
At the beginning of the last hysteresis there are only two coexisting orbits: one L orbit and one S orbit. At the end of the last hysteresis, the L orbit disappears. For g values beyond the last hysteresis, only one S orbit exists. In each resonance interval the large value of Q is associated with the L orbits.
In Fig. 10(b) in the first hysteresis interval 0.6502 < g < 0.66, one L orbit and three S encloses always three equilibrium points, though the number of equilibrium points is N + 1.
Finally, we study the effect of the number of periodic forces n f and the value of k on Q(ω 0 ). For N = 2, n f = 2 and k = 2, Q(ω 0 ) is maximum at g = 0.66 (in the first resonance interval) and g = 1.18 (in the second resonance interval). For these two fixed values of g, we compute Q(ω 0 ) for k = 2, 3, · · · , 20 with n f = 2 and for n f = 2, 3, · · · , 20 with k = 2. The result is presented in Fig. 12 . For fixed values of n f , Q(ω 0 ) decays to zero when k increases.
But for k = 2 when n f increases, Q(ω 0 ) decreases and then becomes a nonzero constant value. The above result shows that the choice n f = k = 2 is a better choice compared to other choices of n f and k.
IV. CONCLUSION
Weak signal detection and its amplification is an important process in certain nonlinear systems. A weak signal can be amplified by a relatively high-frequency input signal. It is important to study the characteristic properties of nonlinear functions on the high-frequency induced resonance. In the present paper we have focused our analysis on the influence of the number of breakpoints on the high-frequency induced resonance in a modified Chua's circuit with (i) single low-frequency input signal and (ii) multiple low-frequency signal. In both cases resonance at the frequencies present in the input signal is observed. However, in the cases of multi-frequency force with the form considered in Eq. (1) resonance at the missing frequencies is also observed. An interesting feature of the Chua's circuit is that the number of breakpoints in the characteristic function can be easily varied. We have shown that the number of resonances is equal to the number of breakpoints. Thus, the number of resonances can be easily varied by varying the number of breakpoints. Figure 8 shows that Q(ω 0 ) ≈ 0 for g values outside the resonance intervals. Consequently, one can either maximize or suppress the fundamental missing frequency ω 0 by appropriately choosing the value of g. Here, we have restricted our analysis to the role of the number of breakpoints. The study of the influence of barrier height at the breakpoints, the spacing between the successive breakpoints on the two types of resonance considered here provide further interesting results.
