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A study of the effect of the illumination model on
the generation of synthetic training datasets
Xin Zhang, Ning Jia and Ioannis Ivrissimtzis
Abstract—The use of computer generated images to train Deep Neural Networks is a viable alternative to real images when the latter
are scarce or expensive. In this paper, we study how the illumination model used by the rendering software affects the quality of the
generated images. We created eight training sets, each one with a different illumination model, and tested them on three different
network architectures, ResNet, U-Net and a combined architecture developed by us. The test set consisted of photos of 3D printed
objects produced from the same CAD models used to generate the training set. The effect of the other parameters of the rendering
process, such as textures and camera position, was randomized.
Our results show that the effect of the illumination model is important, comparable in significance to the network architecture. We also
show that both light probes capturing natural environmental light, and modelled lighting environments, can give good results. In the
case of light probes, we identified as two significant factors affecting performance the similarity between the light probe and the test
environment, as well as the light probes resolution. Regarding modelled lighting environment, similarity with the test environment was
again identified as a significant factor.
Index Terms—Deep Neural Networks, synthetic image generation, illumination models, light probes, watermarking, 3D printing.
F
1 INTRODUCTION
In the past few years deep Neural Networks (DNNs) have
been firmly established as the state-of-the-art in a variety of
fundamental computer vision tasks, such as segmentation,
object recognition, or scene classification. The superiority
of DNNs over classical machine learning models is more
pronounced in data rich situations, where training with
large annotated datasets allows millions of parameters to
be tuned and stored in the network’s deep hierarchical
structures. When data is scarce, or when annotation requires
high-level expertise and it is prohibitively expensive, var-
ious techniques have been developed allowing DNNs to
deal with smaller data sets, such as, transfer learning, data
augmentation and the use of synthetic data.
The construction of synthetic training datasets in par-
ticular, has been successfully employed to facilitate the ap-
plication of deep learning on several specialized computer
vision tasks [13], [19], [25], [26]. There are also several more
general studies, employing 3D modelling and rendering
techniques at various levels of sophistication for synthetic
image generation. On the higher end, advanced 3D graphics
generators, such as UnrealStereo [34], have been used to
generate photo-realistic renderings and their corresponding
ground truths to train neural networks for optical flow
[16], [31], semantic segmentation, and stereo estimation. At
the lower end, addressing the limitation that sophisticated
software requires designers at artist level, techniques such
as domain randomization (DR) [30] have been proposed.
In its original application, domain randomization has been
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used to train robots to recognize objects with simple shapes,
essentially by forcing the network to focus on the main
features of the objects and dispensing with photorealism.
In this paper, in the context of synthetic training dataset
generation, we study the effect of the illumination model on
DNN performance. To the best of our knowledge, this rela-
tionship has not been studied in the literature. In particular,
there are no systematic comparisons of the performance
of DNNs when different illumination models are used for
generating a synthetic training dataset, indeed, in most
cases, illumination model becomes a convenience choice
dictated by the capabilities of the rendering software. In fact,
quite often the model is not even reproducible, as it is not
adequately described in the paper.
Here, in a systematic study of the influence of the illu-
mination model, we compare the DNN performance over
eight training datasets, generated with different illumina-
tion models. Five of them are light probes, i.e., models of
outdoors or indoors natural lighting environments captured
by specialized sensor systems at various resolutions. We also
use three synthetic illumination models of increasing levels
of complexity.
The testbed for the comparison of the various illumina-
tion models is watermark retrieval from 3D printed objects
[32]. The watermarks are embedded on flat surfaces of 3D
printed objects and encode information in 20×20 bit arrays,
where a bit value equal to 1 corresponds to a semi-spherical
bump on the object’s surface, Figure 1. In a first stage, the
retrieval algorithm, which decodes the watermark from one
or more photos of the physical 3D printed object, uses a
DNN to generate a confidence map of the location of the
bumps, and then uses a standard image processing pipeline
to extract the bit-array from the confidence map. The overall
performance of the retrieval algorithm largely depends on
the performance of the DNN on two very basic computer
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Fig. 1: A synthetic training image (left1) and a test image
(left2), which is the photo of a 3D printed object.
vision task, the detection and the localization of the semi-
spherical bumps.
The use of 3D printed models for all testing aims at
neutralizing the influence of the geometric modelling part
of the graphics pipeline. Indeed, the same digital 3D models
that are used for generating the synthetic training images are
also used for 3D printing the physical objects, making the
underlying 3D geometries in the training and the test sets
almost identical. Since differences in the geometry between
the training and test sets are expected to contribute signifi-
cantly to the DNN error, their elimination reduces the risks
to the validity of the results. To reduce the bias introduced
by the architecture of the DNN, we experimented with three
different networks; ResNet50 [11], which gives low noise
confidence maps, a variant of U-Net [27], which gives good
localization, and a combination of the two networks we
developed, which to some extent combines the strengths of
the previous two networks.
Contribution: We present a systematic study of the
relationship between the illumination model and the quality
of synthetic datasets generated for DNN training. The main
findings can be summarized as follows:
• The resolution of the light probe is a critical factor
regarding its suitability for synthetic data generation.
The similarity between the light probe and the illu-
mination of the test environment is also important.
• Synthetic illumination models can give results that
are competitive to those obtained from light probes.
However, a good level of fidelity towards the test
environment is required, as well as
As a secondary contribution, we note that a characteristic of
our approach, linked to the use of 3D printing technology, is
that the the geometries of the digital objects in the training
set and the physical objects in the test set are identical;
they correspond to the same CAD models. In this novel
setting, we are able to confirm and illustrate interesting char-
acteristics of DNN behaviour, in particular, that ResNet50
generates confidence maps with lower noise, while U-Net
outperforms ResNet50 in terms of localisation.
2 BACKGROUND
DNNs are the current state-of-the-art in various fundamen-
tal computer vision problems such as, object detection [4],
[9], [18], [23], [24] and semantic segmentation [3], [17].
The various extensions of Convolutional Neural Net-
works (CNNs), such as Fast R-CNNs, R-FCNs and SSDs are
widely considered as some of the best performing networks
for object detection. In [6], the use of a classical model, Fast
R-CNN, was proposed for deep learning-based object detec-
tion. The Fast R-CNN is an end-to-end training object detec-
tion framework that uses multi-task loss on each labelled
Region of Interest (RoI) to jointly train for classification
and bounding-box regression. Moreover, unlike SSPnet [10],
Fast R-CNN training can update all network layers. In [4],
a region-based fully convolutional network (R-FCN) was
proposed for objects detection. The R-FCN considers each
region proposal, divides it up into sub-regions and iterates
over those sub-regions. In this process, the R-FCN is able to
use each generated position-sensitive score map to encode
the position information with a relative spatial position.
R-FCNs have higher accuracy and are several times faster
than Fast R-CNNs. In [18], a single-shot detector (SSD) was
proposed, processing the images to simultaneously estimate
bounding boxes for the detected objects and predictions for
their class, that is, the SSD does not only use the network to
generate RoIs, but simultaneously classifies those regions.
Other popular neural network models tend to be fairly
similar to the three described above, and they mostly rely
on very deep CNN’s architectures, such as ResNet [11].
In [11], the deep residual learning technique was introduced
and ResNet was proposed as a first example implementing
that architecture. Its main novelty was the introduction
of residual links, shortcut connections enabling cross-layer
connectivity, facilitating the convergence of the training
process by avoiding gradient diminishing problems. To this
day, ResNet remains one of the most powerful network
architectures available.
U-Net was proposed in [27] as an alternative to very
deep CNN architectures such as ResNet. It is a lighter net-
work sharing many common features with FCNs. The main
difference between FCNs and U-Net, is the latter’s sym-
metric architecture, which concatenates the feature maps in
the expanding path with the corresponding cropped feature
maps in the contracting path, while, in contrast, in FCNs
feature maps are summed.
In [11] it was shown that ResNet has a very large
receptive field, which means that the network retrieves more
coarse information and can ignore tiny details. In contrast,
due to the skip connections, U-Net is good at retrieving
information corresponding to the image details [27], making
it a popular choice in the medical domain. As illustrated
in [12] on a typical skin analysis application, the outputs of
the U-Net show more details and give higher IOU rates than
those of ResNet50, but also contain more noise.
2.1 Synthetic dataset generation
Synthetic dataset generation is an efficient alternative to the
use of natural images in DNN training, especially when
natural images are scarce, or expensive to obtain, or their
annotation requires extensive expert input and is thus costly.
On the other hand, synthetic data generation might have a
quite steep overhead in the construction of the 3D models,
but then the generation of abundant synthetic data becomes
a quite straightforward and low-cost process. Moreover,
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in various application scenarios, annotations serving as
ground truths not only can be automatically created at a
minimal additional cost, but most importantly, they can be
exact, free of any human introduced errors.
Synthetic data have been widely used in training deep
learning networks. In [14] and [7], synthetic datasets are
generated by pasting text images are on black and various
natural backgrounds, respectively. In [5], renderings of 3D
chair images are combined with natural image backgrounds
to train FlowNet. In [8], indoors scenes are built using CAD
models to train a network for indoors scene understanding.
In [1], a depth estimation model is trained using synthetic
scene data generated by a game engine. In [34], synthetic
images train a network for stereo vision understanding. The
first three of the above methods used existing image datasets
and 3D models, while the last two utilised purpose built
artist level modelling.
Domain randomization is a simpler technique for train-
ing networks on simulated images. It randomizes some of
the parameters of the simulator and generates a dataset
of sufficient variety consisting of non-artistic synthetic
data [29], [30]. Here, we borrow from the domain randomi-
sation technique in the way we treat some other important
rendering variables that are not directly related to the il-
lumination model, specifically, texture and camera position
and orientation.
3 EXPERIMENTAL SETUP
In this section, we first describe the test dataset, consisting of
images of 3D printed objects captured by a mobile camera.
Next, we describe the generation of the synthetic training
datasets, focusing on the illumination model, which is the
experimental variable we study here. Finally we describe
the architecture of the neural networks of the experiment.
3.1 Test dataset
We 3D printed eight watermarked objects in total, seven
of them on plastic of various dark and bright colours and
one in metal. Each object was printed on a single material
and colour. The watermarks are 20× 20 arrays of randomly
generated bits, encoded by semi-spherical bumps, the size
of which varies from object to object. Each printed object
carries a different watermark to ensure that high watermark
retrieval accuracy means that the network can successfully
detect and localise bumps on the object’s surface, rather than
memorize their relative locations. Figure 2 shows the eight
printed watermarked objects.
The test dataset consisted of 20 images from each object,
160 in total, which means that each neural network /
training dataset combination was tested on the detection
and localisation of 160 × 400 = 64, 000 possible bumps.
The images were taken indoors, under natural light coming
from windows and artificial light from the ceiling. The
background was monochrome and had a fine texture, en-
suring that any background textural features were smaller
than the watermark bumps. The images were shot from
various camera positions: the distance was roughly 1m, the
horizontal angle varied from 0◦ to 360◦, and the vertical
angles, expected to have the most significant effect on the
Fig. 2: The 3D printed objects.
Fig. 3: Test images from a high and a low vertical angle.
performance of the retrieval algorithms, varied from 90◦
(looking at the object from the top) to about 45◦. The
camera was pointing to the target 3D printed object, with
small errors introduced in purpose. Figure 3 shows two test
images, one from a large and one from a small vertical angle.
3.2 Synthetic Image generator
The training dataset consists of rendered images of the CAD
models of the 3D printed objects. We note that the levels of
noise introduced by the current, consumer level 3D printing
processes, can be significant, and part of the error in the
watermark retrieval can be attributed to imperfections of the
3D printing process. Nevertheless, by choosing a commer-
cial 3D printing service, rather than in-house printing, and
by sending to the printers the exact 3D models that were
used in the generation of the training sets, we neutralized
the effect of 3D geometry as much as possible.
For all rendering we used Mitsuba [20], which, being an
open source software with over 100 plug-ins ranging from
textures and materials to light sources, supported all the
variables of our experimental setup as described below.
Illumination model: The illumination model used in the
generation of the training dataset is the main variable of
study in the experiment. Table 1 lists the eight illumination
models that were used to create the corresponding eight
training datasets.
The first five models are based on light probes, i.e.
images recording the incident light at a particular point in
space. Figure 4 (a-e) shows the five light probes we used,
downloaded from [21] and [2]. They are at various resolu-
tions, some capture outdoor and other indoor environments,
and have various levels of similarity with the illumination
conditions under which the test set was acquired. In partic-
ular, that similarity is high in the indoor dining room (#1),
indoor kitchen (#4), and to some extend the covered hallway
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TABLE 1: Illumination models.
Illumination model Resolution
1 Indoor dining room 3072× 6144
2 Indoor cathedral 1536× 3072
3 Outdoor glacier 1024× 2048
4 Indoor kitchen 640× 640
5 Outdoor, covered hallway 640× 640
6 Sky, physically based skylight at 10am synthetic
7 Indoor office, area lights synthetic
8 Indoor classroom, area lights and skylight synthetic
(#5), while the cathedral (#2) and the glacier (#3) have their
one distinct illumination models.
The three synthetic illumination models are shown in
Figure 4 (f-h). The first, is simulated 10am skylight gener-
ated by the physically based method proposed in [22], and
the scene is void of any geometry. The second, model is the
model of an office room with large area lights simulating
windows and some secondary wall lights, which never-
theless do not correspond to a feature of the test dataset
environment. Finally, the third illumination model consists
of a faithful 3D model of the test room, faithful ceiling lights,
and 10am skylight entering from transparent windows.
Textures: To simulate the colour and material diversity
of the test objects, the generation of the training dataset is
based on a wide range of colours and textures. The diffuse
map is built upon the bitmap with additional diffuse re-
flectance, using the trilinear filter. To account for the variety
of colors and materials in the 3D printed objects, we built a
texture library containing 100 different texture images found
using an online search engine. In addition, a monochrome
planar background, which is rendered in gradient colour,
is placed behind the watermarked 3D model to reduce the
effect of the reflections.
Camera position: For each image the camera position is
defined by a triplet of random numbers (d, θ, φ). The camera
is placed at a distance d ∈ [50cm, 100cm] above the plane
of the object, looks at the object from a vertical angle θ ∈
[45◦, 90◦], and revolves around the object by φ ∈ [0◦, 360◦.
3.3 Watermark detector
The first component of the watermark retrieval algorithm
is a neural network returning a confidence map encoding
the probability a pixel is part of a bump, rather than back-
ground. We used an adaptation of U-Net network, which we
called Unet-3DW, ResNet50, and a combination of the two.
The subsequent components of the algorithm are an image
registration module followed by a module that processes
the registered confidence maps to retrieve the watermark
bit matrix. Figure 6 shows the flow diagram for the case of
the combined neural network.
3.3.1 DNN architectures
The standard U-Net model has four downsampling and four
upsampling steps, each one halving or doubling the number
of feature channels, respectively. In contrast, our Unet-
3DW architecture consists of six downsampling and six
upsampling steps, again laving and doubling the number
of feature channels. In the contraction, each layer contains
two repeated 3 × 3 padded convolutions and a 2 × 2 max
pooling with stride 2, where each convolution is followed
by a batch normalization (BatchNorm2d) and a rectified
linear unit (ReLU). The central bottleneck only contains one
convolutional layer. In the expanding part, each layer con-
sists of two padded 3 × 3 convolutions, each one followed
by a ReLU. The first convolution concatenates two parts,
the first comes from the corresponding feature map of the
contraction path; the second is a 2×2 up-convolution of the
feature map. The second is a 3× 3 convolution. At the very
final layer, each 24 feature vector is mapped to the desired
confidence map by a 1× 1 convolution.
The second network we employed is the ResNet50. The
third DNN we employ, combines and balances ResNet and
U-Net, see Figure 6. As stated, for example, in [28], the
deep layers of a CNN learn high-level global features, which
contain the most information about global patterns in the
images, while low layers extract more local features. The
combined network learns both global and local features,
generating a confidence map by element-wise multiplication
of the ResNet50 and Unet-3DW outputs. This is fed to the
last layer with a LogSigmoid activation, which generates the
final confidence map of the combined DNN.
3.3.2 DNN implementations
We implemented both ResNet and UNet-3DW in Pytorch
and adopted the BCEWithLogitsLoss for computing their
loss. BCEWithLogitsLoss combines in a single class a
sigmoid layer and the BCELoss, and is numerically more
stable than using BCELoss only.
BECWithLogitsLoss(x, y) =
1
N
N∑
i=1
[yi × log(σ(xi)) + (1− yi)× log(1− σ(1− xi))]
where x is the predicted value, y is the target value and N
is the total number of pixels.
The combined model is trained end-to-end with a joint
loss function L:
L = α× LUnet−3DW + β × LResNet
where α and β are used to balance the weight of the two
branches, and we found that α = 1 and β = 0.8 works well
for the problem at hand.
The networks are optimised using Adam [15], the initial
learning rate is 1e− 3 and is decreased by 1e− 1 after each
100 epochs until 1e − 5. We used a single NVIDIA GeForce
GTX TITAN X graphics card and trained our network with
a batch size of 4.
Because our training data are inexpensive synthetic im-
ages with controllable parameters, data augmentation such
as mirroring, translational shift, rotation and relighting is
not necessary during the training phase. Instead, for time
and resource efficiency, we render our synthetic image with
1024×1024 size, which is lower than the 3072×2048 of the
test images.
3.3.3 Image registration and watermark matrix retrieval
The extraction of the embedded watermark matrix from the
estimated confidence map is still a non-trivial task.
Since a significant error in the localisation of the wa-
termarked region would lead to catastrophic error in the
following stages, we decided to tackle this problem by
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(a) Indoor dinning room (b) Indoor cathedral (c) Outdoor glacier (d) Indoor kitchen
(e) Outdoor, covered hallway (f) Sky, at 10am (g) Indoor office (h) Indoor classroom
Fig. 4: The illumination models of the training sets.
(a) Texture map samples (b) Synthetic image sample
Fig. 5: Texture map samples and training dataset image
sample.
annotating four landmarks at the corners of the watermark
region with a distinguishable colour (see Figure 8). During
retrieval, the watermark regions are easily located by find-
ing the differently colored landmarks at the corners, and use
them to transform the quadrilateral watermark region into
a square region (see Figure 8). The registered confidence
map is then binarized by Otsu thresholding, and we use
Matlab’s regionprops function to detect its connected regions,
and obtain estimates of their centroids and their two semi-
axes. If the sum of the two semi-axes is above a threshold,
a bit value 1 is assigned to the centroid of that region, see
Figure 8.
As a final step, we need to extract the watermark ma-
trix M from the coordinates of the region-props centroids
that have been assigned bit values 1. Ideally, there would
exist only m (the number of rows and columns of M)
unique values for the x and y coordinates, however, due
to imperfections in the previous steps, the coordinates have
biases. Instead, we use K-means clustering on the x and
the y coordinates of the centroids, respectively. We set the
number of clusters as m and rank the m cluster centres. The
point falling into the i-th and j-th clusters, respectively, will
correspond to the (i, j) entry of the matrixM. More details
on this last part of the algorithm can be found in [33].
4 EXPERIMENT
To assess the effect of the illumination model on the quality
of the generated synthetic data, we conducted a series of
experiments on several network / training dataset combi-
nations.
4.1 Training datasets and evaluation metrics
We generated eight training datasets of 2K images each, one
for each illumination model. Each image carries a distinct,
randomly generated, 20 × 20 watermark, and a randomly
chosen texture from the set of 100 different textures, as
described in section 3. The camera positions are unique
within each dataset, that is, images are captured under
2K different camera positions, but the same set of camera
positions is used in all eight datasets.
The performance metrics we report are the recall
TPR (True Positive Rate) =TP/(TP+FN), precision PPV
(Positive Predictive Value) = TP/(TP+FP) and F1 scores
2×PPV×TPR/(PPV+TPR), where TP and FN are the num-
bers of bits with value 1 retrieved correctly and correspond-
ingly incorrectly, while FP is the number of bits with value
0 retrieved incorrectly.
4.2 Results
In section 4.2.1, we evaluate the watermark retrieval ca-
pabilities of the three networks we tested, aiming at se-
lecting an effective retrieval algorithm. In section ref-
sec:illuminationModels, we selected algorithm is used to
explore the effect of the illumination model on the quality
of the generated synthetic datasets.
4.2.1 Assessing DNN performance
We present results for each of the 8 test sets separately,
each test set consisting of photos of a particulal 3D printed
object. On each test set we tested 3 × 8 = 24 network-
training set combinations, and for each of the three networks
we report the average F1 score over the 8 training sets.
Table 2 summarizes these average F1 scores for Unet-3DW,
ResNet50, and the combined Unet-Res-3DW. Note that all
training data are synthetic images and all test data are real
photos of 3D printed objects.
From Table 2, we notice that the combined Unet-Res-
3DW outperforms both of its components. We believe that
the higher performance of the combined network can be
partly attributed to the complementarity of the information
retrieved by its two components. Figure 9 shows the density
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Fig. 6: The flow diagram of the combined neural network.
Fig. 7: The Unet-3DW architecture.
Fig. 8: Test image (left1), confidence map outputted by
CNN-3DW (left2), binary confidence map obtained by reg-
ularisation followed by thresholding (left3).
maps computed by the three networks on a test image from
the yellow 3D printed object. We notice that as a result
of ResNet50 focusing on deep and abstract features, its
density map contains very little noise, however, the clusters
of high-valued pixels corresponding to the object’s bumps
tend to overlap and get connected, rather than being clearly
outlined and distinct. In contrast, in the density maps from
the Unet-3DW, which excels on retrieving local informa-
tion, there is more noise but the high-valued pixel clusters
corresponding to the object’s bumps are well-localized and
clearly outlined. The density map of Unet-Res-3DW seems
to retain the strengths and avoid the weaknesses of its two
components, as it avoids excessive noise and simultaneously
produces well-localized clusters of high-valued pixels rep-
resenting the object’s bumps.
Finally, we note that the performance of the three net-
works does not seem to drop on the white and the black
3D printed objects, even though the texture library does
not contain these two colours, and that they also cope rea-
TABLE 2: Average F1-scores for Unet-3DW, ResNet50 and
Unet-Res-3DW.
Unet-3DW ResNet50 Unet-Res-3DW
red 0.78 0.76 0.81
yellow 0.84 0.79 0.89
green 0.83 0.82 0.90
white 0.88 0.84 0.88
black 0.77 0.72 0.83
blue 0.77 0.79 0.83
purple 0.72 0.74 0.75
metal 0.76 0.73 0.80
(a) Test image
(b) Unet-Res-3DW density
map
(c) ResNet50 density map (d) Unet-3DW density map
Fig. 9: Density maps of Unet-Res-3DW, ResNet50 and Unet-
3DW.
-
sonably well on the metal model, despite its very different
reflectance properties.
Table 3 gives a more detailed description of the perfor-
mance of the Unet-Res-3DW network by reporting sepa-
rately the average precision and recall over the 8 training
sets, as well as the performance of an ensemble algorithm
determining the value of each bit of the 20× 20 watermark
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matrix through a majority vote over 20 different images of
the 3D printed object. We notice that majority vote leads
to significant increases of both precision and recall, and also
we note that the requirement for access to multiple images is
naturally satisfied in our application scenario of watermark
retrieval by a mobile phone camera.
TABLE 3: Average precision and recall of the Unet-Res-3DW
network. Watermark retrieval from a single image, and by
majority vote on ensembles of 20 images.
Dataset Recall PrecisionSingle Ensemble Single Ensemble
Red 0.82 0.89 0.76 0.90
yellow 0.84 0.91 0.88 0.94
green 0.84 0.92 0.88 0.98
white 0.84 0.99 0.86 1.00
black 0.80 0.92 0.81 0.91
blue 0.81 0.88 0.80 0.86
purple 0.73 0.83 0.73 0.84
metal 0.74 0.90 0.83 0.92
4.2.2 Assessing the effect of the illumination model
In the study of the effect of the illumination model, each of
the 8 test sets was tested against 8 network / training set
combinations, the network always being the Unet-Res-3DW
in ensemble mode, and the training sets corresponding to
the eight illumination models in Table 1, shown in Figure 4.
The results are summarized in Table 4.
From Table 4 we see that, as expected, the choice of
illumination model for generating synthetic data can have a
significant effect on the performance of the network, which
in some cases can exceed 15% in both the precision and the
recall rates. Interestingly, both light probes and synthetic
illumination models can give good results, as we can see
from the illumination models 1 and 7, which are a light
probe and a synthetic model, respectively, and they trained
the two best performing networks. We notice that in both
cases there is a similarity between the scene corresponding
to the illumination model and the environment in which the
test set images were taken, that is, indoors well-lit scenes
with strong ambient light coming from the windows. In
contrast, the illumination model 2, which lacks ambient
light, and illumination models 3 and 6, which correspond
to outdoors environments, do not perform as well.
The illumination models 4 and 5 do not perform well,
even though they are light probes from environments sim-
ilar to the test environment, that is, indoors or covered
outdoors scenes with strong ambient light. However, as
we can see from Table 1, their resolution is low, and the
rendered images lack crucial detail. We also notice that the
illumination model 8 does not perform well, despite its close
resemblance to the test environment. In fact, the illumina-
tion model 8, with morning sky light entering the room
through windows, is technically more faithful to the test
environment than illumination model 7, where the windows
are area lights, i.e., light emitting surfaces. Nevertheless,
the complexity of the 3D scene in illumination model 8
means that various uncontrolled heavy shadows appear, see
Figure 10, impacting the quality of the synthetic training set.
Fig. 10: Training images generated with the illumination
model 8.
5 CONCLUSION
We studied the effect of the illumination model on the qual-
ity of synthetic training datasets for deep neural networks.
The images of the training sets are renderings of planar
surfaces, with 20 × 20 bit arrays imprinted on them in
the form semi-spherical bumps, arranged at the nodes of
a regular grid. Several network/training set combinations
were tested on images captured from 3D printings of these
3D models, the various training sets corresponding to dif-
ferent illumination models, some of them based on natural
environments recorded in light probes and some others
based on synthetic light modelling. Our main findings can
be summarized as follows.
Appropriate choice of illumination model can lead to
increases of the accuracy rates in excess of 15%, however,
good network performance can be achieved using either
captured natural light, or synthetic illumination models. In
both cases, the degree of similarity between the illumination
model and the natural environment in which the test images
are captured is important. In the case of captured natural
light, the resolution of the light probe is also an important
factor. Finally, uncontrolled artifacts from complex synthetic
illumination models, and in particular shadows, can de-
grade network performance.
Our experiment shows that the impact of the illumina-
tion model is significant, and the potential gains from its
optimization can easily exceed those from the optimization
of the network architecture. However, we also note that
the main findings of the experiment could have either been
predicted beforehand, or could have been deduced by visual
inspection of few representative images of the training set.
In the future, we would like to establish relationships be-
tween the illumination model and classifier’s performance
that are neither obvious, nor can be deduced by visual
inspection of the training set. We expect these relationships
to be subtler than the ones we have studied here, and thus, a
larger scale experiment would be needed to establish them.
REFERENCES
[1] Amir Atapour-Abarghouei and Toby P. Breckon. Real-time monoc-
ular depth estimation using synthetic data with domain adapta-
tion via image style transfer. In Proc. CVPR, volume 18, page 1,
2018.
[2] Bernhard Vogl. Bernhard vogl light probes.
http://dativ.at/lightprobes/, 2019.
EFFECT OF ILLUMINATION MODEL ON SYNTHETIC TRAINING DATA GENERATION 8
TABLE 4: Precision and recall of Unet-Res-3DW in ensemble mode for each training/test set combination.
Dataset Illum. 1 Illum. 2 Illum. 3 Illum. 4 Illum. 5 Illum. 6 Illum. 7 Illum. 8Rec. Pr. Rec. Pr. Rec. Pr. Rec. Pr. Rec. Pr. Rec. Pr. Rec. Pr. Rec. Pr.
Red 1.00 1.00 0.81 0.82 0.90 0.97 0.96 0.91 0.92 0.86 1.00 1.00 1.00 1.00 0.88 0.83
Yellow 1.00 1.00 0.84 0.82 0.90 0.89 0.95 0.89 0.90 0.88 0.82 0.90 1.00 1.00 0.80 0.85
Green 0.99 1.00 0.82 0.83 0.85 0.81 0.89 0.84 0.82 0.80 0.84 0.98 0.98 0.95 0.76 0.70
White 1.00 1.00 0.89 0.90 0.93 0.95 0.96 0.94 0.94 0.91 1.00 1.00 1.00 0.99 0.83 0.86
Black 0.90 0.91 0.77 0.74 0.80 0.79 0.83 0.87 0.76 0.83 0.83 0.85 0.94 0.90 0.81 0.79
Blue 0.98 1.00 0.84 0.88 0.84 0.86 0.90 0.90 0.89 0.84 0.79 0.95 0.93 0.88 0.83 0.75
Purple 0.97 1.00 0.80 0.80 0.80 0.85 0.88 0.86 0.83 0.87 0.78 0.79 0.89 0.92 0.84 0.80
Metal 0.96 0.93 0.82 0.81 0.79 0.75 0.91 0.84 0.78 0.84 0.84 0.85 0.91 0.88 0.73 0.84
Avg. 0.98 0.98 0.82 0.83 0.85 0.86 0.91 0.88 0.86 0.85 0.86 0.92 0.96 0.94 0.81 0.80
St.d. 0.03 0.04 0.04 0.05 0.05 0.08 0.05 0.04 0.07 0.03 0.09 0.08 0.04 0.05 0.05 0.05
[3] Jifeng Dai, Kaiming He, Yi Li, Shaoqing Ren, and Jian Sun.
Instance-sensitive fully convolutional networks. In European Con-
ference on Computer Vision, pages 534–549. Springer, 2016.
[4] Jifeng Dai, Yi Li, Kaiming He, and Jian Sun. R-fcn: Object detection
via region-based fully convolutional networks. In Advances in
neural information processing systems, pages 379–387, 2016.
[5] Alexey Dosovitskiy, Philipp Fischer, Eddy Ilg, Philip Hausser,
Caner Hazirbas, Vladimir Golkov, Patrick Van Der Smagt, Daniel
Cremers, and Thomas Brox. Flownet: Learning optical flow with
convolutional networks. In Proc. ICCV, pages 2758–2766, 2015.
[6] Ross Girshick. Fast r-cnn. In Proceedings of the IEEE international
conference on computer vision, pages 1440–1448, 2015.
[7] Ankush Gupta, Andrea Vedaldi, and Andrew Zisserman. Syn-
thetic data for text localisation in natural images. In Proc. CVPR,
pages 2315–2324, 2016.
[8] Ankur Handa, Viorica Patraucean, Vijay Badrinarayanan, Simon
Stent, and Roberto Cipolla. Understanding real world indoor
scenes with synthetic data. In Proc. CVPR, pages 4077–4085, 2016.
[9] Kaiming He, Georgia Gkioxari, Piotr Dolla´r, and Ross Girshick.
Mask r-cnn. In Proceedings of the IEEE international conference on
computer vision, pages 2961–2969, 2017.
[10] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Spatial
pyramid pooling in deep convolutional networks for visual recog-
nition. IEEE transactions on pattern analysis and machine intelligence,
37(9):1904–1916, 2015.
[11] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep
residual learning for image recognition. In Proceedings of the IEEE
conference on computer vision and pattern recognition, pages 770–778,
2016.
[12] Yi He, Jiayuan Shi, Chuan Wang, Haibin Huang, Jiaming Liu,
Guanbin Li, Risheng Liu, and Jue Wang. Semi-supervised skin
detection by network with mutual guidance. In Proceedings of the
IEEE International Conference on Computer Vision, pages 2111–2120,
2019.
[13] Tobias Heimann, Peter Mountney, Matthias John, and Razvan
Ionasec. Learning without labeling: Domain adaptation for ul-
trasound transducer localization. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages
49–56. Springer, 2013.
[14] Max Jaderberg, Karen Simonyan, Andrea Vedaldi, and Andrew
Zisserman. Synthetic data and artificial neural networks for
natural scene text recognition. arXiv preprint arXiv:1406.2227, 2014.
[15] D. P. Kingma and J. Ba. Adam: A method for stochastic optimiza-
tion. arXiv preprint arXiv:1412.6980, 2014.
[16] Wenbin Li, Sajad Saeedi, John McCormac, Ronald Clark, Dimos
Tzoumanikas, Qing Ye, Yuzhong Huang, Rui Tang, and Stefan
Leutenegger. Interiornet: Mega-scale multi-sensor photo-realistic
indoor scenes dataset. arXiv preprint arXiv:1809.00716, 2018.
[17] Yi Li, Haozhi Qi, Jifeng Dai, Xiangyang Ji, and Yichen Wei.
Fully convolutional instance-aware semantic segmentation. In
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 2359–2367, 2017.
[18] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy,
Scott Reed, Cheng-Yang Fu, and Alexander C Berg. Ssd: Single
shot multibox detector. In European conference on computer vision,
pages 21–37. Springer, 2016.
[19] Faisal Mahmood and Nicholas J Durr. Deep learning-based depth
estimation from a synthetic endoscopy image training set. In Med-
ical Imaging 2018: Image Processing, volume 10574, page 1057421.
International Society for Optics and Photonics, 2018.
[20] mitsuba-renderer.org. Mitsuba physically based render.
https://www.mitsuba-renderer.org/, 2019.
[21] Paul Debevec. High-resolution light probe image gallery.
http://gl.ict.usc.edu/Data/HighResProbes/, 2019.
[22] Arcot J Preetham, Peter Shirley, and Brian Smits. A practical
analytic model for daylight. In Proceedings of the 26th annual
conference on Computer graphics and interactive techniques, pages 91–
100, 1999.
[23] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi.
You only look once: Unified, real-time object detection. In Proceed-
ings of the IEEE conference on computer vision and pattern recognition,
pages 779–788, 2016.
[24] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster
r-cnn: Towards real-time object detection with region proposal
networks. In Advances in neural information processing systems,
pages 91–99, 2015.
[25] Elad Richardson, Matan Sela, and Ron Kimmel. 3d face reconstruc-
tion by learning from synthetic data. In 2016 Fourth International
Conference on 3D Vision (3DV), pages 460–469. IEEE, 2016.
[26] Gernot Riegler, Martin Urschler, Matthias Ruther, Horst Bischof,
and Darko Stern. Anatomical landmark detection in medical
applications driven by synthetic data. In Proceedings of the IEEE
International Conference on Computer Vision Workshops, pages 12–16,
2015.
[27] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net:
Convolutional networks for biomedical image segmentation. In
International Conference on Medical image computing and computer-
assisted intervention, pages 234–241. Springer, 2015.
[28] Jinde Shubham. What exactly does cnn see?
https://becominghuman.ai/what-exactly-does-cnn-see-4d436d8e6e52.
2018-01-14.
[29] W Terry. Additive manufacturing and 3d printing state of the
industry. Annual Worldwide Progress Report, Wohlers Associations,
2012.
[30] Josh Tobin, Rachel Fong, Alex Ray, Jonas Schneider, Wojciech
Zaremba, and Pieter Abbeel. Domain randomization for trans-
ferring deep neural networks from simulation to the real world.
In IROS, pages 23–30. IEEE, 2017.
[31] Jonathan Tremblay, Thang To, and Stan Birchfield. Falling things:
A synthetic dataset for 3d object detection and pose estimation.
In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, pages 2038–2041, 2018.
[32] X. Zhang, Q. Wang, T. Breckon, and I. Ivrissimtzis. Watermark re-
trieval from 3d printed objects via convolutional neural networks.
arXiv preprint arXiv:1811.07640, 2018.
[33] Xin Zhang, Ning Jia, and Ioannis P. Ivrissimtzis. Watermark
retrieval from 3d printed objects via synthetic data training. CoRR,
abs/1905.09706, 2019.
[34] Yi Zhang, Weichao Qiu, Qi Chen, Xiaolin Hu, and Alan Yuille.
Unrealstereo: A synthetic dataset for analyzing stereo vision. arXiv
preprint arXiv:1612.04647, 2016.
