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A uniqueness theorem is proved for algebraically regular solutions to the 
unbounded initial value problem P’ = AP, P(0) = diag(1, 1, l,...) in the real 
Banach algebra of infinite matrices d with standard norm. It is not assumed 
that A E A, but it is required that A have an inverse in A, a property which 
is seen to be implied quite naturally by certain divergent or pathological 
systems. The conditions for the theorem are motivated by a particular system, 
previously considered by Hille and Feller, which arises from a divergent, pure- 
birth, time dependent stochastic process, although no restriction requiring 
the solution matrix to be either stochastic or substochastic is necessary. 
The theorem may be easily generalized to any Banach algebra with identity. 
1. KOLMOGOROV SYSTEMS AS MOTIVATION FOR AN 
EXPANDED UNIQUENESS THEOREM 
Let .A! denote the real Banach algebra of infinite matrices (Q) for which 
and consider the initial value problem 
P’(t) = AP(t), t > 0, (1.1) 
P(0) = E = diag(l, 1, I,... ). (1-2) 
If A E A, then the usual existence and uniqueness theory applies, and it is 
fully understood that there exists a unique A-valued function satisfying 
(l.l), (1.2) [l-5]. If A#&‘, then (1.1) could be thought of as a special form 
of the evolution equation which has been studied with various restrictions 
*This research was supported by the Einstein Chair at Rennselaer Polytechnic 
Institute, Troy, New York, during the academic year 1971-72. 
206 
Copyright 0 1973 by Academic Press, Inc. 
AU rights of reproduction i  any form reserved. 
UNIQUE ALGEBRAIC REGULAR SOLUTIONS 207 
placed on A and the underlying space in order to establish the existence of a 
unique solution. See [2, 6-81 for these results and other references. 
That fairly strong conditions must be placed on A in the unbounded case 
for existence and uniqueness is apparent from the pathology of possible 
behavior of the infinite system (1. l), as indicated by Hille [3,9]. In particular, 
if (1 .l) is a Kolmogorov system, that is, a system with A = (Q) of a form 
described by 
(9 aii < 0, 
(ii) 4j >, Ot i#j, 
(iii) gl %j Q 0, i = 1, 2, 3 ,..., 
then it may be possible that (1.1) has null solutions. See Hille [9] for a specific 
construction with the particular choice 
(iv) aii = -1, 
(V) U,,i-1 = i - 1, i 3 2, 
(4 %,i+1 = 1, 
(vii) Uij = 0, otherwise. 
From the point of view of the origin of these pathological systems, namely, 
the theory of stochastic processes, Feller [lo] has shown that the so-called 
backward or retrospective Kolmogorov equations, which are a special case of 
(1.1) with ,4 = (aij) satisfying (i)-(iii), may have multiple substochastic 
solutions. This interesting fact is explained probabilistically by Feller [ 111, 
who also refers to Doob [12]. 
As noted in [lo], perhaps the simplest example of nonuniqueness for (l.l), 
(1.2) comes from examining a divergent, pure-birth process, that is, a process 
in which a “population explosion” occurs. The backward Kolmogorov 
system in this case has the form 
Pij(t) = -A$Pij(t)+ hiPi+l,j(t), (1.3) 
Pij(T) = sij , (1.4) 
for i = 1, 2, 3 ,..., and each fixed j, where hi1 is the expected sojourn time at 
the state El, and 
(1.5) 
The last inequality implies that the expected duration of time to pass 
through all the successive states El , E, , E3 ,..., E, ,... is finite, an explosion. 
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It is shown in [lo] that this system (cm A;’ < +co) has multiple solutions 
if no other admissibility requirements for solutions are made. It is also 
proved there that if C Ai1 = + CO (no explosion), then there exists a unique 
stochastic matrix solution (Pii( to (1.3), (1.4), that is, one satisfying 
and 
From the less restricted point of view of studying this problem as one in 
the theory of infinite systems of linear differential equations, it is naturally 
of interest to study the obviously sensitive uniqueness of (1.3), (1.4) or, more 
generally, (l.l), (1.2), without requiring the solution matrix to be either 
stochastic or even substochastic. In this setting, it is also natural to expect 
that this expanded admissibility for possible solutions must be accompanied 
by other requirements which perhaps are subject to probabilistic interpreta- 
tion. This paper offers a general uniqueness theorem for (1.1) and (1.2) 
(Theorem 2), in which the assumptions are partially motivated by a considera- 
tion of the pathological system (1.3), (1.4) for which (1.5) holds (Theorem 1). 
Basically, it will be seen that the above divergent system (i.e., one in which 
C A;1 < +co) has at most one solution which has sufficient “regularity;” 
more specifically, there will be uniqueness for this system in the class of 
strongly differentiable A-valued functions which also have strongly dif- 
ferentiable inverses. Thus the substochastic multiple solutions mentioned 
above cannot be regular in this sense, a fact which, perhaps, has some basis 
in the theory of explosive Markov processes. 
2. THE DIWRGENT PURE-BIRTH KOLMOGOROV SYSTEM 
The problem depicted by (1.3), and (1.4) will be rewritten simply as 
P’(t) = A(t) P(t), t B 0, V-1) 
P(0) = diag(l, 1, l,...) = E, (2.2) 
where 
A=! -! -gy 
with {&}+ a sequence of nonnegative reals. 
(2.3) 
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A solution P(t) will be a strongly continuous k-valued function on t >, 0 
which is strongly differentiable and satisfies (2.1) on t > 0. The last strict 
inequality is critical since A is, in general, unbounded in the A norm. 
The first observation is that a solution is locally invertible in the algebra. 
This lemma is only a trivial application of the basic fact that the elements 
of the open unit ball, centered at E in any Banach algebra, are also elements 
of the group of invertibles in that algebra [13, p. 121. 
LEMMA 1. Any solution to (2.1) and (2.2) is invertible near t = 0. 
Proof. Since {ME M: 11 M - E /( < I> is a subset of a multiplicative 
group, the strong continuity of E - P(t) implies the existence of q > 0 such 
that -‘P(t) = P-‘(t) E &I on [0, 71. 1 
The only purpose of the inclusion of this lemma here is simply to make 
tenable a class of solutions to which the below uniqueness theorem is to 
apply: A regulur solution to (2.1) and (2.2) is a solution which has a strongly 
differentiable inverse in JZ which satisfies (P-l(t))’ = -P-l(t) A for t > 0. 
(As before, the strict inequality is important.) In other words, a solution is 
regular if its inverse is a solution, in the previous sense, to the transposed 
adjoint equation Q’ = -QA. It is noted here that this condition is satisfied 
if the system of equations is finite or, more generally, if A E &!. 
Since the present concern is for the divergent case for (2.1) it will be 
assumed that (1.5) holds for (2.3). This leads to the fact that 4-l = -l,4 
exists in &‘, and, even though 4 # JL!, a natural associativity holds. 
LEMMA 2. (i) With each &, > 0, if 
g1 hi1 < + co and lim sup nh,l < +oo 
as n -+ o, then A has a two-sided inverse A-l in &‘, namely 
A-1 = -IA = - . (2.4) 
(ii) If x, y, Ax, yA E JH, then A-l(Ax) = x and (yA) A-l = y. 
(iii) -4-l is the cmb two-sided inverse in &for 9. 
Before proving this, it is recalled here that if C hi1 < 00 with 
0 < &I < h+1, then lim n/\;’ = 0 as n * CO [14, p. 61. However, in general 
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it is possible that C A;’ < + co while lim sup nh;r = + co as n-+ co. Thus, 
a divergent birth process with nonincreasing sojourn times has an invertible 
coefficient matrix, given by (2.4). 
Proof. (i) It is readily seen that the displayed matrix is an inverse. 
Furthermore, A-l E A? since 
11 A-1 11 = s”,p i hi1 = su,p{&3 < +co. 
j-1 
(ii) Under the present assumptions with A and A-l given by (2.3) 
and (2.4), respectively, and using the generic notation (m,J for a matrix M, 
it is true that 
A-+) = (‘Y&l) (-+ij + bQ1.j) 
(2.5) 
= il Yir[--xkj + %+1.,1) 9 (. 
where Ye, = 0 if i > j, - 1 if i < j. Now since 
Il.rll=suP~Ixi,l<+oo, 
j i=l 
we have that the series in each component of (2.5) is convergent, and, in fact, 
( $11 m[---Xkr + ~.+1.j]) = (Xi,). 
For the remainder of (ii), define A,, = yoj = ytO = 0, i, j = 1,2, 3 ,.... Then, 
f (Ak-lYi.k-1 - A,%,) be&‘) 
k=l > 
= i @kyik - Ak--I~i.k--I) x;’ 
k=l 
(iii) Finally, if B is any other element of A such that AB = BA = E, 
then, using (ii), A-l = A-‘(AB) = B. 
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THEOREM 1. There exists at most one regular sohtion to (2.1), (2.2) on 
LO, +cQ). 
Prooj. Suppose Pi(t), i = 1,2, are both regular solutions, and define 
the M-valued function H on [0, +co) by 
H(t) = P;‘(t) A-lP,(t) - P,‘(t) A-‘P,(t). 
Now, P;‘(t) is a solution to Q’ = -QA, Q(0) = E, i = 1, 2. Hence, a dif- 
ferentiation yields 
H’(t) = [P,-IA-l(AP,) + (-P,-‘A) A-‘P,] 
- [P,-‘A-l(AP,) + (-P,-lA) A-lP,]. 
By the above lemma and the regularity of each Pi , this equation becomes 
H’(t) = [P;‘Pl - P,-Pl] - [P;‘P2 - P,-lP;l 
for all t. And, since H(0) = E-lA-lE - E-lA-lE = 0, it follows that 
H(t) G 0. Therefore, 
P;lA-‘Pl = P,-lA-lP2 
or 
A-lPl 3 P,P;‘A-‘P, . (2.6) 
But, returning to the original equation, another application of the lemma 
regarding the associativity produces 
so that 
A-lP,’ = A-l(AP,) = Pi , i = i, 2, 
or 
p,-A-lpl’ G E 3 p,-LA-‘p ’ 29 
A-lPl’ s P,P,‘lA-lP,‘. 
This, together with (2.6), implies that 
(P,P,-lA-‘)’ Pz = 0, 
(P,P,-lA-l)’ = 0, 
(2.7) 
and so 
PIP,-lA-l z A-’ > 
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PJO) P,-l(O) = EE-’ = E. 
It then follows by another appeal to the lemma that 
becomes 
(2.8) 
3. ON IMMEXIIATE GENERALIZATIONS 
The above discussion was centered on the system (2. l), a special case of the 
Kolmogorov system for which (i)-(iii) hold. Actually, a typical retrospective 
system is 
P&(t) = -VrJi@) + PlP&, j> 1, (3.1) 
pm = PiPi-lAt) - (hi + Pi) Pdt) + hPi+dt), t >o, (3.2) 
Pij(0) = E, (3.3) 
with i, j > 1. This describes the transition probabilities associated with a 
birth-death process in which a state E,, may pass to En-, or En+, at time t; 
E, always passes to El . As before, this system supplies the motivation for 
studying its sensitive uniqueness. This is also the system which Hille [3,9] has 
used to demonstrate the pathological behavior concerning both existence and 
uniqueness for infinite systems with constant, unbounded coefficients. 
In this case, the system is written P’ = AP with A given by the Jacobi 
matrix 
A = 
This compares with the above where it was proved that there exists a unique 
inverse for any A of the form (2.3) satisfying (1.5) which, in addition, has 
desirable associative properties. Notwithstanding these multiplication prop- 
erties, there may be an infinite number of right inverses for the Jacobi 
matrix in (3.4) [15, 161. Evidently, the existence of a two-sided inverse 
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having the appropriate associative properties required in the above uniqueness 
proof will depend on conditions which surpass (1.5) in severity. The possi- 
bilities will not be explored here; rather, it will simply be assumed, as an 
application of Theorem 2 below, that A has such an inverse. The point is that 
this assumption is not unnatural for these infinite systems. 
With obvious modifications, the previous proof obtains for the following. 
The required generalization of a regular solution is obvious. 
THEOREM 2. If there exists A- 1 = -lA such that Ax, yA E A’ implies 
,4-l(&) = x and (y-4) A-1 = y, then there is at most one regular solution to 
(l.l), and (1.2). 
Finally, it may be noted that a similar theorem could be stated for any 
Banach algebra with identity. The proof of the theorem only requires the 
usual properties of strongly differentiable Banach valued functions; no 
specific properties of the particular algebra A’ have been used. 
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