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We give a proof of the result [3, Theorem 5] of Bonet, Engliˇs, Taskinen
filling in several details and correcting some flaws.
1 Preliminaries
Let in the sequel H(D) denote the space of all holomorphic functions on the open unit
disc D. A weight is a strictly positive and continuous function on D. For a weight v
we consider the space
Hv0(D) :=
{
f ∈ H(D) ; v|f | vanishes at ∞ on D
}
which is a Banach space w.r.t. the norm ‖f‖v := supz∈D v(z)|f(z)| for f ∈ H(v)0(D).
In the sequel we will use the following well-known fact; for the sake of completeness
we give a proof.
Remark 1.1. Let v be a radial weight which is decreasing on [0, 1[. Assume that
(rn)n∈N ⊆ [0, 1[ is a sequence with rn ր 1 as n → ∞. Let g ∈ Hv0(D) and put
gn(z) := g(rnz) for z ∈ D. Then gn → g holds in Hv0(D).
Proof. We note first that gn ∈ Hv0(D) holds. Moreover, gn → g holds w.r.t. the
compact open topology: ForK ⊆ D compact we select 0 < R < 1 such thatK ⊆ BR(0)
and estimate
sup
z∈K
|g(z)− g(rnz)| 6 sup
z∈K
max
ξ∈[rnz,z]
|g′(ξ)||z − rnz|
6 (1− rn) sup
z∈K
max
ξ∈[rnz,z]
|g′(ξ)|
6 (1− rn) sup
z∈BR(0)
|g′(z)|
n→∞
−→ 0
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which yields the desired co-convergence.
Let now ε > 0 be given. Since g ∈ Hv0(D) there exists 0 < R0 < 1 such that
v(z)|g(z)| 6 ε3 for each |z| > R0. We select 0 < R0 < R1 < 1. Then in par-
ticular sup|z|>R1 v(z)|g(z)| 6
ε
3 holds. By the above we may select N such that
sup|z|6R1 v(z)|g(z) − g(rnz)| 6
ε
3 holds for n > N . By increasing N we may assume
that rnR1 > R0 for n > N . Now we get
sup
z∈D
v(z)|g(z)− g(rnz)| 6 sup
|z|6R1
v(z)|g(z)− g(rnz)|+ sup
|z|>R1
v(z)|g(z)− g(rnz)|
6
ε
3 + sup
|z|>R1
v(z)|g(z)|+ sup
|z|>R1
v(z)|g(rnz)|
6 ε3 +
ε
3 + sup
|ξ|>rnR1
v(ξ)|g(ξ)|
6
ε
3 +
ε
3 + sup
|ξ|>R0
v(ξ)|g(ξ)|
6
ε
3 +
ε
3 +
ε
3 = ε
for n > N .
2 The result of Bonet, Engliˇs and Taskinen
Let from now on V = (vk)k∈N be a decreasing sequence of strictly positive and contin-
uous functions (weights) on the unit disc D of the complex plane. For every n ∈ N we
put rn := 1− 2−2
n
, r0 := 0 and In := [rn, rn+1].
Denition 2.1. We say that the sequence V = (vk)k∈N satisfies condition (LOG) if
each weight in the sequence is radial and approaches monotonically 0 as r ր 1 and
there exist constants 0 < a < 1 < A such that the conditions
(LOG 1) A · vk(rn+1) > vk(rn) and
(LOG 2) vk(rn+1) 6 a · vk(rn)
are satisfied for all n and k ∈ N.
We consider the weighted LB-space of holomorphic functions V0H(D)=indkH(vk)0(D)
and its projective hull HV0(D) = projv∈V H(v)0(D), where
V :=
{
v ; v is a weight on D such that ∀ k ∃ αk > 0: v 6 infkαkvk
}
.
Projective hulls were introduced by Bierstedt, Meise, Summers in the seminal article
[2] and are the starting point for the so-called projective description problem. For
details we refer to the latter article and to the survey [1] of Bierstedt. At this point
we only mention that in the terminology of [1, 2] projective description holds for the
space V0H(D), if V0H(D) ⊆ HV0(D) is a topological subspace.
Let us now state the result of Bonet, Engliˇs, Taskinen, which states that projective
description holds if we assume the sequence V to satisfy condition (LOG).
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Theorem 2.2. ([3, Theorem 5]) If the weight system V satisfies condition (LOG),
then V0H(D) is a topological subspace of HV0(D).
Proof. We put D := max(
∑
k∈N a
k, supn>t+2 2
−nAn−t2−2
n−1
), where a and A are the
constants of (LOG 1) and (LOG 2). Now put C := 2A2(D +A2) + 4(A2 + 2D).
For every k ∈ N we put
Uk := {f ∈ H(vk)0(D) ; ‖f‖vk 6 1}.
Let a 0-neighborhood B = Γ(∪k∈NbkUk) in V0(D) be given, where Γ stands for the
absolutely convex hull and bk is a positive constant for every k. Let us define the
decreasing weight
v := inf
k∈N
a−1k vk(z),
with ak < 2
−(k+2)C−1bk. Then v is radial, continuous, non-increasing and the infimum
is a minimum on compact subsets of D, see Bierstedt, Meise, Summers [2]. Assuming
that f ∈ V0H(D) satisfies ‖f‖v 6 1, we show that f ∈ B, where the closure is taken in
V0H(D). We define frn by frn(z) = f(rnz). By 1.1 it is enough to show that frn ∈ B
for sufficiently large n ∈ N.
Since v is nonincreasing we get
inf
|z|∈In
v(z) = v(rn+1) > v(rn+2) = inf
|z|∈In+1
v(z)
(LOG 1)
> A−2v(rn). (1)
For every n we pick k(n) ∈ N such that
v(rn) = a
−1
k(n)vk(n)(rn) = a
−1
k(n) sup
|z|∈In
vk(n)(z). (2)
We fix ν ∈ N and for every m ∈ N we define
Nm := {n ∈ N ; n 6 ν and k(n) = m}.
Hence, the set {n ∈ N ; n 6 ν} is a disjoint union of the sets Nm; some of them may
be empty sets. For each n > 1 we put gn(z) := f(rn+1z)− f(rnz) and g0(z) := f(0).
For m ∈ N we define
hm :=
∑
n∈Nm
gn
if Nm 6= ∅ and hm = 0 otherwise. We have
(g0 +
∑
m∈N
hm)(z) = g0(z) +
∑
m∈N
∑
n∈Nm
(f(rn+1z)− f(rnz))
= f(0) +
ν∑
n=0
(f(rn+1z)− f(rnz))
= f(0) +
ν∑
n=0
f(rn+1z)−
ν∑
n=0
f(rnz)
3
= f(0) +
ν∑
n=1
f(rnz) + f(rν+1z)−
ν∑
n=1
f(rnz)− f(0)
= f(rν+1z).
The constant function g0 belongs to H(vk(0))0(D) and
|g0(z)| = |f(0)| 6 ak(0)vk(0)(0)
−1
holds by (2), hence g0 ∈ 2−22−k(0)bk(0)Uk(0). The main part of the proof is to show
the following lemma.
Lemma 2.3. ([3, Lemma 2]) In the notation above hm ∈ 2−(m+2)bmUm holds for all
m ∈ N.
The lemma finishes the proof of 2.2: Since hm ∈ 2−(m+2)bmUm, we have
frν = g0 +
∑
m∈N
hm ∈ 2
−22−k(0)bk(0)Uk(0) +
∑
m∈N
2−mbmUm
⊆ 2−1
∑
m∈N
2−mbmUm
⊆ Γ(∪m∈NbmUm)
= B.
Proof. (of Lemma 2.3) We fix m ∈ N, pick n ∈ Nm and estimate |gn(z)| for different
z.
1. Assume first |z| > rn−1 (where we put rn−1 := r0 for n = 0).
a. Let n > 2. Then we have
|rnz| = |rn||z| > |rn||rn−1| = (1− 2
−2n)(1− 2−2
n−1
)
= 1− 2−2
n−1
− 2−2
n
+ 2−2
n
· 2−2
n−1
> 1− 2−2
n−1
− 2−2
n
> 1− 2−2
n−1
− 2−2
n−1
= 1− 2 · 2−2
n−1
> 1− 2−2
n−2
= rn−2.
Since rn 6 rn+1 and |z| 6 1 we get
rn−2 6 |rnz| 6 |rn+1z| 6 rn+1 for n > 2.
Since ‖f‖v 6 1, we have |f(z)| 6 v(z)−1 on D. Thus we get by the above,
since v is non-increasing and by (1)
|gn(z)|
dfn
= |f(rn+1)− f(rn)|
4
6 |f(rnz)|+ f(rn+1z)|
6 v(rnz)
−1 + v(rn+1z)
−1
6 2 sup
rn−26r6rn+1
v(r)−1
= 2 sup
r∈In−2∪In−1∪In
v(r)−1
= 2max
(
sup
r∈In−2
v(r)−1, sup
r∈In−1
v(r)−1, sup
r∈In
v(r)−1
)
6 2v(rn+1)
−1
6 2A2v(rn)
−1
= 2A2amvm(rn)
−1
where the last equality follows since v(rn) = a
−1
k(n)vk(n)(rn) and n ∈ Nm
implies i(n) = m (cf. (2)).
b. Let n = 1. In this case we have
|g1(z)| = |f(r2z)− f(r1z)| 6 |f(r2z)|+ |f(r1z)|
6 v(r2z)
−1 + v(r1z)
−1
6 2 sup
r06r6r2
v(r)−1
= 2 sup
r∈I0∪I1
u(r)−1
= 2max
(
sup
r∈I0
u(r)−1, sup
r∈I1
v(r)−1
)
= 2v(r2)
−1
(1)
6 2A2v(r1)
−1
= 2A2amvm(r1)
−1
where the last equality follows as above.
c. Let n = 0. Then we have |gn(z)| = |f(0)| and ‖f‖v 6 1 which implies in
particular v(0)|f(0)| 6 1, i.e.
|gn(z)| = |f(0)| 6 v(0)
−1 = v(r0)
−1
= ak(0)vk(0)(r0)
−1
6 2A2ak(n)vk(n)(rn)
−1
= 2A2amvm(rn)
−1
by (2), since A > 1 and by our selection n ∈ Nm.
To sum up the results of the cases a., b. and c., we have
|gn(z)| 6 2A
2amvm(rn)
−1
5
for |z| > rn−1 and n > 0.
2. Assume now that n > t + 1 and |z| ∈ It, i.e. rt 6 |z| 6 rt+1. Then we have
|gn(z)| = |f(rnz) − f(rn+1z)| by definition. By the mean value theorem there
exists ξ between rnz and rn+1z with
|f(rnz)− f(rn+1)| = |f
′(ξ)||rnz − rn+1z| 6 |f
′(ξ)||rn − rn+1|.
Hence we may estimate
|gn(z)| 6 sup
|rnz|6|ξ|6|rn+1z|
|f ′(ξ)||rn − rn+1|
6 sup
rnrt6|ξ|6rn+1rt+1
|f ′(ξ)|2−2
n
,
since |rn+1− rn| = 1− 2−2
n+1
− 1+2−2
n
6 2−2
n
. n > t+1, i.e. t < n− 1 implies
|ξ| 6 rn+1rt+1 < rt+1 6 rn and we thus may use the Cauchy formula
|f ′(ξ)| 6 12pi
∫
|η|=rn
|f(η)|
|η−ξ|2 dη (3)
to estimate |f ′(ξ)|. We have |f(η)| 6 v(η)−1 = v(rn)−1, since ‖f‖v 6 1 and v is
radial. Now we estimate 1|η−ξ|2 .
a. Let n > t + 2. That is, n > t + 3, i.e. t 6 n − 3. Hence |ξ| 6 rn+1rt+1 6
rn+1rn−2 6 rn−2. Now, |η−ξ| >
∣∣|η|−|ξ|∣∣ > |η|−|ξ| > rn−rn−2 = 1−2−2n−
1 + 2−2
n−2
= 2−2
n−2
− 2−2
n
. We claim that 2−2
n−2
− 2−2
n
> 2−12−2
n−2
holds. We clearly have 2n − 2n−2 > 1, i.e. 2n − 1 > 2n−2 and thus 22
n−1 >
22
n−2
, therefore 21−2
n
6 2−2
n−2
and thus −2 · 22
n
= −21−2
n
> −2−2
n−2
.
This implies 2 ·2−2
n−2
−2 ·2−2
n
> 2 ·2−2
n−2
−2−2
n−2
= 2−2
n−2
which shows
the claim. Thus we have |η − ξ| > 2−12−2
n−2
hence 1|η−ξ| 6 2 · 2
2n−2 which
yields 1|η−ξ|2 6 2
2 · 22·2
n−2
= 4 · 22
n−1
. Now we get
|f ′(ξ)| 6 2pirn2pi · 4 · 2
2n−1v(rn)
−1
6 4 · 22
n−1
v(rn)
−1
from (3) since rn 6 1 and can continue the estimate of |gn(z)|, i.e.
|gn(z)| 6 4 · 2
2n−12−2
n
v(rn)
−1
= 4 · 22
n−1−2nv(rn)
−1
= 4 · 22
n−1(1−21)v(rn)
−1
= 4 · 2−2
n−1
v(rn)
−1
= 4 · 22
n−1
amvm(rn)
−1
where the last equality is obtained as in the previous cases.
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b. Let n = t+2, that is t = n−2 and hence |ξ| 6 rn+1rt+1 6 rn+1rn−1 6 rn−1.
Similar to the above we have |η− ξ| > rn− rn−1 = 1− 2−2
n
− 1+2−2
n−1
=
2−2
n−1
− 2−2
n
and we claim that 2−2
n−1
− 2−2
n
> 2−12−2
n−1
holds. We
clearly have 2n − 2n−1 > 1, i.e. 2n − 1 > 2n−1 and thus 22
n−1 > 22
n−1
,
therefore 21−2
n
6 2−2
n−1
and thus −2 · 22
n
= −21−2
n
> −2−2
n−1
. This
implies 2 · 2−2
n−1
− 2 · 2−2
n
> 2 · 2−2
n−1
− 2−2
n−1
= 2−2
n−1
which shows
the claim. Similar to the above, we get |η − ξ| > 2−12−2
n−1
and hence
1
|η−ξ| 6 2 · 2
2n−1 which yields 1|η−ξ|2 6 2
2 · 22·2
n−1
= 4 · 22
n
. We get
|f ′(ξ)| 6 2pirn2pi · 4 · 2
2nv(rn)
−1
6 4 · 22
n
v(rn)
−1
from (3) since rn 6 1 and can also in this case continue the estimate of
|gn(z)|, i.e.
|gn(z)| 6 4 · 2
2nv(rn)
−12−2
n
= 4v(rn)
−1 = 4amvm(rn)
−1
by the choice n ∈ Nm.
Now we use (LOG 1) (n− t)−times to obtain
vm(rt) 6 Avm(rn+1) 6 · · · 6 A
n−tvm(rt+n−t) = A
n−tvm(rn).
Since |z| > rt and because vm is radial and decreasing for r ր 1 we have
vm(rt) > vm(z) and thus we get vm(z) 6 vm(rt) 6 A
n−tvm(rn), which finally
yields vm(rn)
−1 6 An−tvm(z)
−1. We continue the estimates in a. and b.
c. Let n > t + 2. From the latter and our estimate in a. we get |gn(z)| 6
4amvm(z)
−1An−t2−2
n−1
. By our selection of D we get An−t2−2
n−1
6 D2−n
and therefore |gn(z)| 6 4 · 2−nDamvm(z)−1.
d. Let n = t+ 2. Then the above yields |gn(z)| 6 4amvm(z)−1A2.
To sum up the results of 2., we have
|gn(z)| 6 4amvm(z)
−1
{
2−nD if n > t+ 2
A2 if n = t+ 2
for |z| ∈ It and n as indicated above.
To complete the proof, let now z ∈ D be arbitrary. We select t ∈ N such that
|z| ∈ It = [rt, rt+1]. Then
|hm(z)|
dfn
=
∣∣ ∑
n∈Nm
gn(z)
∣∣ 6 ∑
n∈Nm
n6t+1
|gn(z)|+
∑
n∈Nm
n>t+1
|gn(z)| =: Gm(z) +Hm(z).
(i) We consider Gm(z), that is all occuring n satisfy 0 6 n 6 t + 1 and n ∈ Nm.
Thus we have n − 1 6 t, hence |z| > rt > rn−1 (remember that we defined
r−1 := r0 = 0). By the estimate obtained in 1. we therefore have
Gm(z)
dfn
=
∑
n∈Nm
n6t+1
|gn(z)| 6
∑
n∈Nm
n6t+1
2A2amvm(rn)
−1.
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(LOG 2) implies vm(rn+1) 6 avm(rn), i.e. vm(rn)
−1 6 avm(rn+1)
−1 for arbitrary
n. Iterating this estimate t− n times for a fixed n 6 t we get
um(rn)
−1
6 aum(rn+1)
−1
6 · · · 6 at−num(rn+t−n)
−1 = at−num(rt)
−1.
With the latter we may estimate∑
n∈Nm
n6t+1
2A2amvm(rn)
−1
6
∑
n6t+1
2A2amvm(rn)
−1
= 2A2am
( t∑
n=0
vm(rn)
−1 + vm(rt+1)
−1
)
6 2A2am
( t∑
n=0
at−nvm(rt)
−1 +A2um(rt)
−1
)
= 2A2amvm(rt)
−1
( t∑
σ=0
aσ +A2
)
6 2A2amvm(rt)
−1
( ∞∑
σ=0
aσ +A2
)
6 2A2(D +A2)amvm(z)
−1
where we used that D >
∑
n∈N a
n, that vm is radial and decreasing for r ր 1
and |z| > rt, whence vm(rt)−1 6 vm(z)−1. Thus we have
Gm(z) 6 2A
2(D +A2)amum(z)
−1.
(ii) We consider Hm(z). Then all the occuring n satisfy n > t+ 1 and n ∈ Nm. By
the estimates in 2. we obtain
Hm(z)
dfn
=
∑
n∈Nm
n>t+1
|gn(z)| = δk(t+2),m |gt+2|+
∑
n∈Nm
n>t+2
|gn(z)|
6 4amvm(z)
−1A2 +
∑
n∈Nm
n>t+2
4 · 2−nDamvm(z)
−1
6
(
4A2 + 4D
∞∑
n=0
2−n
)
amvm(z)
−1
= 4(A2 + 2D)amvm(z)
−1,
where δ denotes the Kronecker symbol.
Combining the estimates in (i) and (ii) we obtain
|hm(z)| = Gm(z) +Hm(z)
6 (2A2(D +A2) + 4(A2 + 2D))amvm(z)
−1
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< C2−(m+2)C−1bmvm(z)
−1
= 2−(m+2)bmvm(z)
−1
that is v(z)|hm(z)| 6 2−(m+2)bm and thus
hm ∈ 2
−(m+2)bmUm.
as desired.
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