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Abstract
In practical applications of machine learning, it is often desirable to identify and ab-
stain on examples where the model’s predictions are likely to be incorrect. Much of
the prior work on this topic focused on out-of-distribution detection or performance
metrics such as top-k accuracy. Comparatively little attention was given to metrics
such as area-under-the-curve or Cohen’s Kappa, which are extremely relevant for
imbalanced datasets. Abstention strategies aimed at top-k accuracy can produce
poor results on these metrics when applied to imbalanced datasets, even when all
examples are in-distribution. We propose a framework to address this gap. Our
framework leverages the insight that calibrated probability estimates can be used
as a proxy for the true class labels, thereby allowing us to estimate the change in an
arbitrary metric if an example were abstained on. Using this framework, we derive
computationally efficient metric-specific abstention algorithms for optimizing the
sensitivity at a target specificity level, the area under the ROC, and the weighted
Cohen’s Kappa. Because our method relies only on calibrated probability estimates,
we further show that by leveraging recent work on domain adaptation under label
shift, we can generalize to test-set distributions that may have a different class im-
balance compared to the training set distribution. On various experiments involving
medical imaging, natural language processing, computer vision and genomics, we
demonstrate the effectiveness of our approach. Source code available at https:
//github.com/blindauth/abstention. Colab notebooks reproducing results
available at https://github.com/blindauth/abstention_experiments.
1 Introduction
When machine learning classifiers are deployed in real-world environments, they tend to fail quietly
when faced with noisy or challenging examples. Classifiers that do not abstain on cases when they
are likely to be incorrect can cause accidents or limit adoption. For instance, a medical diagnosis
model should not classify with high confidence when it should be flagging difficult cases for human
intervention [Jiang et al., 2012]. Otherwise, incorrect diagnoses could prevent future adoption of
machine learning models in medicine.
Abstention has a long history in machine learning [Hellman, 1970, Fumera and Roli, 2002, Bartlett
and Wegkamp, 2008, El-Yaniv and Wiener, 2010, Cortes et al., 2016]. In the context of neural
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networks, a promising strategy is to use Bayesian deep learning to obtain uncertainty estimates and
abstain on predictions with high uncertainty. In Bayesian deep learning, the weights parameterizing
a deep learning model are considered to be drawn from some prior distribution rather than having
fixed values [Bay, Krueger et al., 2018]. This typically requires special techniques for training the
model and cannot be applied retroactively to an existing trained model. One exception is test-time
dropout or Monte-Carlo dropout [Gal and Ghahramani, 2016], which is based on the observation
that leaving dropout enabled during prediction time is equivalent to approximate inference in a
Gaussian process model. Other generally-applicable approaches involve abstaining based on the
entropy in the distribution of predicted class probabilities, and abstaining according to the probability
of the most confident class (the higher the entropy or the less confident the prediction, the greater
the priority for abstention) [Wan, 1990, Zaragoza and d’Alché Buc, 1998, Hendrycks and Gimpel,
2017]. A large body of recent work has also focused on the problem of identifying and abstaining
on out-of-distribution examples with deep neural networks [Liang et al., 2017, Choi and Jang, 2018,
Vyas et al., 2018, Hendrycks et al., 2018, Shafaei et al., 2018, DeVries and Taylor, 2018].
Figure 1: Optimal abstention boundaries can vary dra-
matically depending on the metric of interest. Shown are
ROC curves before and after abstention for a simulated binary
classification dataset where the ratio of positives:negatives
was 1:9. 30% of examples were abstained on using three
approaches introduced in this work: abstaining to optimize
the AuROC (blue line), abstaining to optimize the sensitvity
at a specificity of 90% (green line), and abstaining on those
examples where the calibrated predictions had the smallest
Jenson-Shannon divergence from the prior class probabilities
(orange line). The solid black line represents the ROC curve
prior to abstention, and the dashed black line is the 90%
specificity threshold. We can see that the metric-specific
abstention algorithms perform the best at optimizing their
respective target metrics. See Sec. A.1 for details of the
simulation.
However, even when all examples are
in-distribution, there has been little
focus in the literature on abstaining
to optimize performance metrics fre-
quently encountered with imbalanced
datasets, such as the sensitivity at a
given value of specificity, the area un-
der the ROC Curve, or Cohen’s Kappa.
Unlike top-k accuracy or weighted
misclassification error, these perfor-
mance metrics depend on the over-
all distribution of predictions rather
than errors on individual predictions.
This makes them challenging to use
with approaches that require the cost
of abstention and/or misclassification
to be specified on a per-example ba-
sis [Cordella et al., 1995, De Stefano
et al., 2000, Pietraszek, 2005, Geif-
man and El-Yaniv, 2017]. To illustrate
this issue, consider the simple case
where we abstain on a binary clas-
sifier’s predictions according to the
distance from 0.5, which corresponds
to abstaining based on the probability
of the most confident class. We will
assume that the classifier’s predicted
probabilities have been calibrated, as
this is achievable in practice using a
held-out dataset such as a validation
set [Guo et al., 2017]. The choice of
0.5 as a threshold might be motivated
by the notion that 0.5 is the prediction
that the model makes in the absence of other information. While this is true for balanced datasets, it
is far from true in the presence of class imbalance - for example, if the ratio of positives to negatives
is 1:9, a calibrated model would make a prediction of 0.1 in the absence of any other information.
We could alter our abstention rule to use 0.1 as the threshold instead of 0.5, but this still fails to
consider the specific metric we are attempting to optimize. For example, optimizing the sensitivity
at a specificity of 90% may require abstaining on a very different set of examples compared to
optimizing the overall area under the ROC Curve (Fig. 1).
Abstention in situations where the class imbalance changes between the training and test distribution is
also understudied. Dramatic shifts in class proportions can occur without altering the basic properties
of the class - a phenomenon known as “label shift” or “prior probability shift” [Saerens et al., 2002].
For example, an epidemic can cause the incidences of a disease to increase in a medical diagnostic
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system. Kahneman and Tversky [1973, 1996] show that people are not reliable at mentally adjusting
for factors such as distribution shifts; algorithms are needed for this problem.
Our Contributions. We propose a framework for abstention that can be applied to optimize
an arbitrary metric of interest. The core insight of our approach is that calibrated predicted
probabilities can be used to estimate the change in the metric when particular examples are abstained
on. Using our framework, we propose computationally efficient algorithms for optimizing the
change in the sensitivity at a particular specificity, the area under the ROC curve, and the weighted
Cohen’s Kappa. We demonstrate that our framework is adaptive in that it can generalize to a test-set
distribution with an unknown prior probability shift. We compare against several baselines (both
pre-existing and ones we introduce here) to demonstrate the effectiveness of our approach.
2 Methods
2.1 Problem Formulation
Abstention objectives typically fall into the categories of bounded and cost-based [Pietraszek, 2005].
In the bounded abstention case, the goal is to achieve the maximum improvement in a performance
metric of interest while abstaining on no more than a fraction k of instances, or to abstain on as few
examples as possible while attaining a performance equal to or better than some target performance.
It should be noted that the two bounded objectives are equivalent in the sense that if one possesses
an abstention rule for the former objective, one can search over different values of k to obtain an
abstention rule for the latter objective.
In the cost-based abstention scenario, there is a cost associated with the model’s performance and
also a cost associated with abstaining on examples. The objective here is to minimize the total cost.
In the case where the cost is monotonically increasing in the total number of abstained examples and
monotonically decreasing in the performance of the model, cost-based abstention is equivalent to
bounded abstention in the sense that if one possesses an abstention rule for optimizing performance
while abstaining on a fraction k of instances, one can again search over different values of k to obtain
an abstention rule for the cost-based case.
In many practical applications of machine learning, the bounded abstention case is the dominant
case encountered [Fumera et al., 2000]. For example, Leibig et al. [2017] performed abstention in
order to surpass the NHS guidelines of 85% sensitivity and 80% specificity for their classifier. Due
to the aforementioned equivalence between cost-based abstention and bounded abstention under
assumptions of monotonicity, in this work we explored the bounded abstention case. We report
experimental results in terms of the improvement in a metric of interest when abstaining on no more
than a fraction k of instances. We discuss the extension to a more general cost-base case in Sec. 4.
2.2 Existing Baselines from the Literature
The first baseline we consider is abstaining on examples according to the probability of the most
confidently predicted class. Formally, if p(y = i|x) represents the predicted probability that example
x belongs to class i, then this amounts to abstaining on all examples x for which maxi p(y = i|x) < t,
where the value of t is selected to satisfy the bounded abstention criterion. This baseline was used in
Hendrycks and Gimpel [2017], and in the case of binary classification it is equivalent to abstaining
on examples based on the distance of the predicted probability from 0.5. A second baseline approach
is abstaining on those examples that have the highest entropy in their predicted probabilities [Wan,
1990]. For binary classification, this is again equivalent to abstaining based on the distance from 0.5.
Neither baseline accounts for the prior class probabilities or the performance metric of interest.
An approach that does account for a specific performance metric of interest was proposed in Fumera
et al. [2000]. Rather than using a single threshold t for all classes (as is done in the abstention rule
maxi p(y = i|x) < t), Fumera et al. [2000] proposed a rule that abstains on all examples x for which
i∗ = arg maxi p(y = i|x) ∧ p(y = i∗|x) < ti∗ . The class-specific thresholds ti∗ are selected by
a brute force iterative search to optimize a target performance metric on the validation set. In the
binary classification case, this amounts to abstaining on examples where the predicted probability
p(y = 1|x) falls in an asymmetric interval around 0.5 (that is, (1− t0) < 0.5 < t1). There are three
drawback to this approach. First, because the threshold is selected according to arg maxi p(y = i|x),
the region of abstention necessarily includes the point where all classes are predicted with equal
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probability. Although it may naively seem that one would always want to include this point in the
abstention region, this is only true if the metric we wish to optimize is accuracy. If, instead, we wish
to optimize a different metric - say the area under the ROC curve in a binary classification dataset
with a large class imbalance - the optimal abstention region may not include the point with a predicted
probability of 0.5. Second, because thresholds are optimized according to what performs well on
the validation set, we cannot expect this approach to generalize to a test-set with an unknown prior
probability shift - in other words, it is not adaptive. Finally, a brute force search over abstention
thresholds is computationally expensive - particularly when there are multiple classes involved.
The last baseline we consider from the prior literature is test-time dropout [Gal and Ghahramani,
2016]; we leave dropout enabled at test-time and compute the variance in the output across 100
sampled predictions. For the multi-class case, we take the variance in the probability of the most
confidently predicted class, as was done in Geifman and El-Yaniv [2017]. The examples that exhibit
the highest variance are abstained on.
2.3 Overview of Proposed Framework
We devised an approach that is both specific to a performance metric of interest and adaptive
to unknown prior-probability shift in the test-set. On the most basic level, our approach can be
summarized as a simple 3-step strategy: (1) use a heldout portion of the training set (such as the
validation set) to calibrate the model: construct a function that outputs calibrated probabilities p(y|x)
for each example x in the testing set (2) for a given metric of interest, compute an estimate of the
improvement in the metric if a particular subset of examples were abstained on by using the calibrated
probabilities to specify a categorical distribution over the true labels (3) abstain on the subset of
examples that gives the largest estimated boost in the performance metric of interest, subject to the
constraints of the abstention scenario. In our experiments we explore the constraint of abstaining on
no more than a fraction k of examples, for the reasons outlined in Sec. 2.1.
In the simplest case where the metric is accuracy, the approach above reduces to abstaining on
examples in ascending order of the (calibrated) probability of the most confident class. This is similar
to the baseline proposed in Hendrycks and Gimpel [2017], with the minor difference that probabilities
are explicitly calibrated. In the general case of an arbitrary metric of interest, it is possible to compute
the expected impact of abstention through Monte-Carlo sampling, but this can be computationally
expensive if not done carefully. In this work, we propose efficient algorithms for estimating three
metrics commonly used in imbalanced settings: the sensitivity at a target level of specificity, the
area under the ROC Curve (auROC), and the weighted Cohen’s Kappa metric. The algorithms are
described in Sec. 2.6. Extension to the online setting is discussed in Sec. 4.
2.4 Jenson-Shannon Divergence from Prior Class Probabilities
We additionally explored the strategy of abstaining on those examples for which the Jensen-Shannon
divergence of the predicted probabilities is most similar to the prior class probabilities. To our
knowledge, this has not been proposed in prior literature. Although this strategy is adaptable to a shift
in the prior probabilities of the testing set, it does not give consideration to the specific performance
metric of interest (unlike the method recommended in Sec. 2.3).
2.5 Domain Adaptation Under Label Shift
“Label shift”, or “prior probability shift” refers to the phenomenon where the prior class probabilities
between the training and test distributions differ, but the conditional probabilities p(x|y) stay the
same. Label shift is common in anti-causal learning [Schoelkopf et al., 2012], where the goal is
to predict the causes y (e.g. the presence of a disease) given the effects x (e.g. the symptoms of
the disease). It can occur when, for example, the proportion of diseased individuals varies between
seasons, but the symptoms of the disease (p(x|y)) stay fixed. Under label shift, the original calibrated
probabilities p(y|x) learned on the validation set may not generalize well to the testing set due to
the difference in priors - for example, all else equal, it is much more likely that a person has the
flu if they exhibit symptoms during flu season than if they exhibit the symptoms at a different time.
Given a function that produces calibrated probabilities p(y|x) on the training set, Saerens et al. [2002]
showed that it is possible to adapt this function to produce calibrated probabilities on a testing set
with unknown label shift. Shrikumar and Kundaje [2019] further showed that the method of Saerens
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et al. [2002] is computationally efficient and effective in the context of modern multi-class neural
networks if an appropriate calibration approach is used. Since our proposed abstention framework
(Sec. 2.3) relies only on the calibrated probabilities, any approach that adapts these probabilities to
cope with label shift naturally applies to our framework without any modification. In our experiments,
we empirically demonstrate this advantage using simulated label shift (Tables 2, B.2 & B.4). We
adapted our test-set probabilities to account for label shift using the method of Saerens et al. [2002],
as recommended in Shrikumar and Kundaje [2019]. We found that label shift adaptation tended to
improve several of the baselines we considered, with the notable exception of Fumera et al. [2000]
as that method involved a brute-force search on the validation set to identify abstention thresholds,
and there is no guarantee that thresholds learned on the validation set are optimal for a test set with
different prior probabilities.
2.6 Metric-Specific Optimization Algorithms
2.6.1 Optimizing Sensitivity at a Target Level of Specificity
The sensitivity of a binary classifier is defined as the ratio of correctly-predicted positives to labeled
positives, while the specificity of a classifier is defined as one minus the ratio of incorrectely-predicted
positives to labeled negatives. A ROC curve is obtained by plotting the sensitivity against one minus
the specificity. In certain applications, we may wish to optimize the sensitivity at a certain specificity
level - for example, the NHS Diabetes Eye Screening program recommends a minimum of 80%
specificity and 85% sensitivity for automated detection of diabetic retinopathy [Leibig et al., 2017].
Consider the bounded abstention case of abstaining on at most d examples. Let N denote the total
number of examples, and let p denote the vector of calibrated predicted probabilities sorted such that
pi ≤ pi+1∀i. Let [I0, I0 + d) denote an abstention interval on pi, i.e. all indices I0 ≤ i < I0 + d are
abstained on. How can we apply the framework proposed in Sec. 2.3 to select the optimal interval
[I0, I0 + d)? A naive Monte Carlo algorithm would proceed as follows: for every possible value of
I0 ∈ [0, N − d], take M Monte-Carlo samples of the label vector y and calculate the target metric for
the set of examples remaining after all indices i ∈ [I0, I0 + d) are excluded. Assuming the metric of
interest can be computed in O(N) time (as is the case for sensitivity at a target specificity when the
vector of predictions p is sorted), this algorithm has a runtime of O((N − d+ 1)NM) = O(N2M).
How can we improve on the runtime O(N2M)? For optimizing sensitivity at a target specificity, we
devised Algorithm 1, which has a runtime of O(NM).
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Algorithm 1 Optimizing Sensitivity at a Target Specificity
input :Number of examples d to abstain on, target specificity s, sorted calib. vector p of length N
output :Vector o where oi is estimated sensitivity at specificity s if indices [i, i+ d) are abstained on
Initialize o to a vector of zeros of length N + 1− d
for m← 1 to M do
Sample the vector of labels y according to the probabilities p
Given the sampled y, compute n+ and n−, where n+i :=
∑
i′≥i yi′ and n
+
i :=
∑
i′≥i 1 − yi′ .
These can be computed in O(N) time via running sums. Note that n+0 represents the total
number of positives, and n−0 represents the total number of negatives.
Given n−, compute the pre-abstention specificity threshold index t∗ := min{i|1− n−i /n−0 ≥ s}.
This can be found in O(N) time by iterative search.
Given n−i and t
∗, compute the threshold index vectors t← and t→, where t←j (or t
→
j ) represents
the new specificity threshold index that would exist if j negatives to the left (or right) were
abstained on. Formally, t←j := min{i | 1 − (n−i )/(n−0 − j) ≥ s}, and t→j := min{i |
1− (n−i − j)/(n−0 − j) ≥ s}. At most d negatives can be abstained on, so this takes O(d) time.
Given n− and n+, compute w− and w+, where w−i (or w
+
i ) represent the number of negatives
(or positives) in a window of size d starting at index i. Formally, w−i := n
−
i − n−i+d and
w+i := n
+
i − n+i+d. We calculate w−i and w+i for 0 ≤ i ≤ N − d. This takes O(N) time.
Finally, we use the following O(N) loop to update our estimate of the sensitivity at specificity s
when a window of size d beginning at index i is abstained on:
for i← 0 to N − d do
Calculate the new threshold index t′i = 1{t→w−i ≤ i}t
→
w−i
+ 1{t→
w−i
> i}max(t←
w−i
, i+ d)
oi ← oi + (n+t′i − 1{t
′
i ≤ i}w+i )/(n+0 − w+i )
end
end
Normalize o by M using oi ← oi/M . This takes O(N) time.
Note that the calculation of t←j and t
→
j for 0 ≤ j ≤ d can be accomplished in O(d) time by starting
at index t∗ and iteratively decrementing (or incrementing) the index until thresholds that satisfy the
desired conditions are found. To reduce the number of Monte Carlo samples needed, the output of
Algorithm 1 can be smoothed using a Savitzky–Golay filter. In this work, we used a Savitzky-Golay
filter of polynomial order 1 and window size 11, and report results with M = 100.
2.6.2 Optimizing auROC
In Sec. 2.6.1, we considered the optimization of a specific point on the ROC curve. However, in some
applications we may be interested in the overall area under the ROC curve (auROC). This is equal to
the probability that a randomly chosen positive will be ranked above a randomly chosen negative
[Hanley and McNeil, 1982]. While there exists an O(NM) Monte Carlo abstention algorithm for the
auROC, we obtained strong results with an even more efficient O(N) algorithm, as described below.
Let p denote a length N vector of calibrated predicted probabilities sorted in ascending order. Let yi
denote the associated labels, and let s−i and s
+
i denote the number of negatives and positives ranked
below i, respectively (i.e. s−i :=
∑
i′<i 1 − yi′ and s+i :=
∑
i′<i yi′). Let n
− and n+ denote the
total number of negatives and positives respectively, i.e. n− :=
∑
i(1 − yi) and n+ :=
∑
i yi. If
the values of yi are known, then s+i , s
−
i , n
+ and n− can each be calculated in O(N) time for all i
via running sums. The probability that an example at index i is ranked above a random negative is
s−i /n
−. Thus, the auROC, being the probability that a random positive is ranked above a random
negative, is 1n−n+
∑
i yis
−
i . If we define S :=
∑
i yis
−
i , we can write the auROC as
S
n−n+ . The
quantity S can be computed from s−i and yi in O(N) time via a running sum.
Let us consider the case of abstaining on indices in [I0, I0 + d). Let w−I0 and w
+
I0
denote the
number of negatives and positives in the interval respectively, i.e. w−I0 :=
∑
I0≤i<(I0+d)(1 − yi)
and w+I0 :=
∑
I0≤i<(I0+d) yi. Note that w
−
I0
and w+I0 can each be computed for all I0 in O(N) time
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via running window sums. Further, let us define WI0 :=
∑
I0≤i<(I0+d) yis
−
i , which can also be
calculated from yi and s−i in O(N) time via a running window sum. Let s
I0,−
i represent the value of
s−i after abstention in the interval [I0, I0+d), i.e. s
I0,−
i := 1{i < I0}s−i +1{i ≥ (I0+d)}(s−i −w−I0).
Note that sI0,−i is defined as 0 for i ∈ [I0, I0 + d). Let us introduce the quantity SI0 :=
∑
i yis
I0,−
i .
We can write the auROC after abstention on interval the [I0, I0 + d) as S
I0
(n−−w−I0 )(n+−w
+
I0
)
.
Observe that SI0 = S −WI0 −
∑
i≥I0+d yiw
−
I0
= S −WI0 − (n+ − s+I0+d)w−I0 . Thus, SI0 (and
therefore the auROC after the interval [I0, I0+d) is abstained on) can be computed for all I0 inO(N)
time given the values of S, WI0 , n
+, s+i and w
−
i . The challenge, of course, is what to use for the
labels yi, given that we do not have access to this at test time. We could estimate yi via Monte-Carlo
sampling, which would result in a O(MN) algorithm where M is the number of Monte-Carlo
samples. However, we were able to bypass the sampling by substituting the expected value pi for
yi in all the formulas, resulting in a deterministic O(N) algorithm. Empirically, we found that the
O(MN) algorithm had very high Pearson and Spearman correlation to the O(N) algorithm (Fig.
C.1 & C.2). Thus, in our experiments, we used the O(N) algorithm. Pseudocode for both algorithms
is in Sec. C.
2.6.3 Optimizing Weighted Cohen’s Kappa
Cohen’s Kappa quantifies the the agreement between two sets of ratings on categorical classes.
Consider the multiclass setting where a predictor f outputs a class f(x) given an example x (in
neural networks, this is typically done by taking the arg max over the predicted class probabilities).
Let S denote the set of all examples, N denote the size of S, y(x) denote the true class of example x,
and Wi,j denote the penalty for predicting an example from class i as being of class j. Let N i =∑
x∈S 1{y(x) = i} denote the true number of examples in class i, and F i :=
∑
S 1{f(x) = i}
denote the number of examples predicted by f as as being in class i. The weighted Cohen’s Kappa
metric is defined as κ(S, f) := 1−
∑
x∈SWy(x),f(x)∑
i
∑
j
(
Wi,j
Ni
N F
j
) . A κ of 1 indicates perfect agreement between
the ground truth ratings and f , while a κ of near 0 indicates random agreement (i.e. the level of
agreement that would be expected if the class proportions produced by f were kept fixed, but the
predictions were made at random). A κ of less than 0 indicates that the agreement is worse than what
is expected if predictions were made random. Cohen’s Weighted Kappa was used as the evaluation
metric in the Kaggle Diabetic Retinopathy Detection challenge [Kaggle, 2015].
In the binary cases of Sec. 2.6.1 & 2.6.2, we denoted a contiguous region of abstention by
specifying the left index of the interval I0 and the size of the interval d. In the multiclass case, it is
not as straightforward to specify a contiguous abstention region as the number of possible regions
grows exponentially in the number of dimensions. We circumvent this by estimating the marginal
improvement in the Cohen’s Kappa metric when a single example is abstained on, and then abstaining
on the subset of examples with the highest total estimated marginal improvement. This approach
produced strong empirical results (Tables 3, B.2, B.3 & B.4). As in Sec. 2.6.2, we were able to
bypass the need for Monte Carlo sampling by substituting the calibrated class probabilities for their
labels. This resulted in a deterministic O(NC) algorithm for estimating the marginal improvements
for all examples, where C is the number of classes. The Monte Carlo and deterministic algorithms,
as well as empirical analysis of convergence, are detailed in Sec. D.
3 Experiments
We studied the behaviour of the methods described in Sec. 2 on test set distributions both with and
without simulated label shift. Calibration, where applicable, was performed using the equivalent
of a heldout validation set. The abstention methods were never presented with the test-set labels.
For a given model, dataset, and abstention method, the performance of the abstention method was
quantified by the the improvement in the metric of interest when different percentages of the dataset
were abstained on (denoted as “@x% Abst.” in the column headings). To assess whether one
abstention method was significantly better than another, we applied a one-sided Wilcoxon signed rank
test at a significance threshold of 0.05 to a distribution of performance values generated using models
trained with different random seeds as well as different resamplings of the validation and testing sets
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(specifics are detailed in table captions as well as in Sec. A). We chose the Wilcoxon signed rank
test because it is designed to handle paired samples without making any other assumptions about the
distribution (a paired sample test was necessary because performance is dependant upon the specific
model and data used).
Because calibration was not specified as a pre-processing step in the papers that introduced the
baseline methods of Sec. 2.2, we ran those baselines both with and without calibration in the
experiments that did not involve label shift (Tab. 1, B.1, 3 & B.3). We found that having calibrated
probabilities tended to improve the baselines. For this reason, in the experiments that did involve
label shift (Tab. 2, B.2 & B.4), we ran all methods using calibrated probabilities.
Sensitivity @ 80% Specificity (Leukemia Stem Cells) Area under ROC (Leukemia Stem Cells)
Method Calib? Base @30% Abst. @15% Abst. Base @30% Abst. @15% Abst.
Est∆Metric (Ours) Y 0.6507±0.0029 0.8001±0.0035 0.7279±0.0033 0.8107±0.0014 0.8586±0.0015 0.8344±0.0014
JS Div. (Ours) Y 0.6507±0.0029 0.7907±0.0041 0.7177±0.0037 0.8107±0.0014 0.8578±0.0015 0.8342±0.0014
Dist. from 0.5 Y 0.6507±0.0029 0.7108±0.0027 0.6825±0.0037 0.8107±0.0014 0.8415±0.0014 0.8259±0.0016
Dist. from 0.5 N 0.6507±0.0029 0.7374±0.0084 0.6934±0.0057 0.8107±0.0014 0.8474±0.0033 0.8289±0.0022
Fumera et al. Y 0.6507±0.0029 0.7923±0.0038 0.7111±0.0033 0.8107±0.0014 0.8581±0.0016 0.8327±0.0015
Fumera et al. N 0.6507±0.0029 0.7882±0.0059 0.7132±0.0054 0.8107±0.0014 0.8573±0.0018 0.8321±0.0019
Test-time Dropout Y 0.6507±0.0029 0.6768±0.0096 0.6688±0.0052 0.8107±0.0014 0.8216±0.0039 0.8177±0.0021
Test-time Dropout N 0.6507±0.0029 0.7006±0.008 0.6787±0.0051 0.8107±0.0014 0.8305±0.0039 0.8215±0.0026
Table 1: Sensitivity at 80% specificity and auROC for identifying regions active in Leukemia
Stem Cells. Values represent the mean and standard error across samples generated using a combina-
tion of different model initializations and different random splits of the heldout set. “Base” indicates
performance without abstention. “Calib?” indicates whether predicted probabilities were calibrated
using Platt scaling [Platt, 1999]. Within a column, bold values are significantly better than non-bold
values according to a Wilcoxon signed rank test (p < 0.05). Ratio of positives:negatives was roughly
1:2. See Sec. A.2 for more details on the data. Analogous results for genomic regions active in
preleukemic hematopoetic stem cells (pHSCs) are in Table B.1
IMDB Sensitivity @ 99% Specificity Kaggle Cat v Dog Sensitivity @ 99% Specificity
Method Adapted? Base @30% Abst. @15% Abst. Base @30% Abst. @15% Abst.
Est∆Metric (Ours) Y 0.3571±0.004 0.7067±0.0067 0.5243±0.0059 0.3318±0.0061 0.6135±0.0114 0.4598±0.0082
Est∆Metric (Ours) N 0.3571±0.004 0.6227±0.0082 0.4959±0.0057 0.3318±0.0061 0.5616±0.0102 0.4438±0.0084
JS Div. (Ours) Y 0.3571±0.004 0.4175±0.0046 0.3884±0.0048 0.3318±0.0061 0.404±0.0079 0.3655±0.0064
JS Div. (Ours) N 0.3571±0.004 0.3869±0.0045 0.3722±0.0043 0.3318±0.0061 0.3687±0.0073 0.3466±0.0065
Dist. from 0.5 Y 0.3571±0.004 0.5552±0.0071 0.4317±0.0052 0.3318±0.0061 0.5226±0.01 0.4122±0.0078
Dist. from 0.5 N 0.3571±0.004 0.4428±0.0052 0.3909±0.0048 0.3318±0.0061 0.4134±0.0079 0.3665±0.0064
Fumera et al. Y 0.3571±0.004 0.5869±0.008 0.493±0.0059 0.3318±0.0061 0.529±0.0099 0.4453±0.0084
Fumera et al. N 0.3571±0.004 0.6976±0.0079 0.441±0.0054 0.3318±0.0061 0.6154±0.0103 0.4017±0.0078
Test-time Dropout Y 0.3571±0.004 0.5751±0.008 0.4407±0.0051 0.3318±0.0061 0.4522±0.0137 0.3748±0.0083
Test-time Dropout N 0.3571±0.004 0.4625±0.0055 0.3994±0.0042 0.3318±0.0061 0.3747±0.0099 0.3492±0.0074
Table 2: Sensitivity at 99% specificity for IMDB sentiment classification and Kaggle Cat v Dog
under label shift. The training and validation sets had the original 1:1 ratio of positives:negatives,
while the test set had a positives:negatives ratio of 1:2. Values represent the mean and standard
error across samples generated using a combination of different model initializations and differ-
ent bootstrapped versions of the heldout sets. “Base” indicates performance without abstention.
“Adapted?” indicates whether predicted probabilities were adapted to account for label shift using
the EM approach of Saerens et al. [2002]. All probabilities were calibrated using Platt scaling [Platt,
1999] on the validation set. Within a column, bold values are significantly better than non-bold values
according to a Wilcoxon signed rank test with p < 0.05. Bold values are not significantly different
from other bold values in the same column. Note that label shift adaptation can worsen the approach
of Fumera et al., likely because that approach tailors its abstention boundaries to the validation set as
discussed in Sec. 2.5. See Sec. A.4 and Sec. A.5 for more details on the data.
4 Discussion
Extension to the Online Setting: While we evaluated our algorithms in the context of batch testing,
our approach could be extended to online setting if we have access to representative batch data prior
to the algorithm’s deployment. This would work by identifying an optimal region of abstention for
the batch data, and then only abstaining on examples in the online setting if the example falls within
the identified region of abstention.
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Diabetic Retinopathy Cohen’s Weighted Kappa (no label shift)
Method Calib? Base @30% Abst. @25% Abst. @20% Abst. @15% Abst. @10% Abst.
Est∆Metric (Ours) Y 0.8104±0.0019 0.8918±0.0013 0.8875±0.0014 0.88±0.0016 0.8714±0.0016 0.8597±0.0017
JS Div. (Ours) Y 0.8104±0.0019 0.8529±0.0015 0.8497±0.0015 0.8463±0.0015 0.8419±0.0015 0.8357±0.0015
Entropy Y 0.8104±0.0019 0.7667±0.0064 0.8039±0.0047 0.8318±0.0032 0.8433±0.0025 0.8417±0.002
Entropy N 0.8104±0.0019 0.7517±0.0067 0.7883±0.0049 0.814±0.0035 0.831±0.0028 0.8378±0.0022
Max Class Prob. Y 0.8104±0.0019 0.7522±0.0067 0.7879±0.0049 0.8107±0.0035 0.8236±0.0029 0.8279±0.0023
Max Class Prob. N 0.8104±0.0019 0.7527±0.0066 0.7856±0.0048 0.8046±0.0036 0.8189±0.0029 0.8241±0.0024
Test-time Dropout Y 0.8104±0.0019 0.6535±0.0099 0.706±0.0071 0.7428±0.0051 0.7694±0.0037 0.7849±0.003
Test-time Dropout N 0.8104±0.0019 0.6775±0.0101 0.73±0.0067 0.7575±0.0049 0.777±0.0038 0.7872±0.003
Table 3: Cohen’s Weighted Kappa for Kaggle Diabetic Retinopathy Detection (no label shift).
Values represent the mean and standard error across samples generated using different random splits
of the heldout sets. “Base” indicates performance without abstention. “Calib?” indicates whether
predicted probabilities were calibrated using Temperature scaling [Guo et al., 2017]. Within a column,
bold values are significantly better than non-bold values according to a Wilcoxon signed rank test (p
< 0.05). See Sec. A.3 for more details on the data. See Table B.2 for corresponding experiments
under simulated label shift, and Tables B.3 & B.4 for experiments exploring the effect of using the
expected value over several dropout runs rather than deterministic dropout at test-time.
Extension to the general case of cost-based abstention: As discussed in Sec. 2.1, a cost-based
abstention rule can be considered equivalent to a bounded abstention rule when the cost is mono-
tonically decreasing in performance and monotonically increasing in the total number of abstained
examples. However, in some scenarios the abstention cost may not be monotonically increasing the
total number of abstained examples because the cost of abstention may depend on the true class
of the abstained example. Fortunately, our framework can be extended to this scenario because
the core insight of our approach is to use the calibrated probabilities as a proxy for the true labels;
thus, the cost of abstaining on a given subset of examples can be estimated analogously to how the
improvement in performance is estimated. We leave the detailed exploration of the general cost-based
scenario for future work.
Synergy with Out-Of-Distribution Detection: The proposed framework could be combined syn-
ergistically with out-of-distribution detection as follows: once out-of-distribution examples are
identified and removed from the test set using existing methods (e.g. Liang et al. [2017]), domain
adaptation under label shift could be applied to further abstain on in-distribution test-set examples
using our approach.
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A Details of Experimental Datasets and Models
A.1 Simulated Binary Classification Dataset
To generate Figure 1, we simulated the scalar predictions xi of a hypothetical classifier as follows:
the true class yi of example i was determined by drawing from a Bernoulli distribution where
the probability of the positive class is q. If the example was a positive, xi was sampled from a
normal distribution with a mean of µ+ and a standard deviation of σ+. Otherwise, xi was sam-
pled from a normal distribution with a mean of µ− and a standard deviation of σ−. Once xi was
sampled, the calibrated posterior probability that the example originated from the positive class
given the observed value of xi was calculated analytically according to the parameters of the data
generating distribution. A total of n examples were sampled in this way. For Figure 1, we used
q = 0.1, µ− = −1, µ+ = 2, σ− = 2, σ+ = 1 and n = 10000. Abstention was then per-
formed as described in the caption of Figure 1. A Colab notebook reproducing these results
is available at https://github.com/blindauth/abstention_experiments/blob/master/
binary_classification_simulation/BinaryClassificationSimulation.ipynb.
A.2 Genomics Dataset
Predicting regulatory biochemical activity of non-coding DNA sequences is a difficult and complex
task. Recently, CNN models have been proposed to predict chromatin accessibility (a biochemical
marker of regulatory DNA) in different cell types from DNA sequences. However, even the best
computational models achieve only fair performance. We trained the Basset architecture [Kelley et al.,
2016], a multi-task CNN model to map 4-channel (A, C, G, T) one-hot encoded DNA sequences to
binary chromatin accessibility outputs across 16 hematopoietic cell types (16 binary classification
tasks) [Corces et al., 2016]. The dataset contained 837,977 sequences underlying in vivo chromatin
accessible sites across all 16 cell types. We evaluated the abstention methods on two tasks (cell
types): preleukemic hematopoetic stem cells (pHSCs) and leukemia stem cells (LSCs). The ratio
of negatives:positives for both tasks was roughly 2:1. Ten models were trained (each with different
random seeds), and for each model, a validation set (used for calibration) and a testing set (used for
evaluation) were generated by taking 5K examples from the model’s original heldout test set and
randomly dividing it in half. We sampled three different random splits into the validation and testing
set per model, giving a total of 10× 3 = 30 experiments on which to perform statistical comparisons.
Results for LSCs are in Table 1, and results for pHSCs are in Table B.1.
A.3 Kaggle Diabetic Retinopathy Detection
We investigated the performance of our abstention approaches in the context of automated detection
of Diabetic Retinopathy from digital color fundus images of the retina from the Kaggle Diabetic
Retinopathy detection challenge [Kaggle, 2015]. The dataset consists of high-resolution retinal images
that are graded on an integer scale ranging from 0-4, with 0 indicating “No Diabetic Retinopathy”
and 4 indicating “Proliferative Diabetic Retinopathy” (the most severe). Performance is evaluated
using Cohen’s weighted Kappa metric with Wi,j = (i− j)2 - thus, incorrect predictions are penalized
more strongly if the difference between the true rating and the predicted rating is larger.
We used the publicly available pre-trained model from De Fauw [2015]. As ground-truth labels for
the test set are not public, we performed our assessment by evenly dividing the 3514 held-out images
used for evaluation by De Fauw [2015] into a “calibration set” (used for calibrating the predictor)
and an “evaluation set” (used for computing Cohen’s Weighted Kappa after abstention). We made
sure to keep images of the left and right eyes that originated from the same patient in the same set,
and kept the class proportions roughly consistent between the two sets. For statistical comparisons
using the Wilcoxon test, we sampled 30 different splits into “calibration set” and “evaluation set”.
Images within a set were further augmented by a factor of 8 with horizontal flipping and rotation (the
factor of 8 comes from having two possible options for flip vs. no flip, multiplied by four possible
rotation amounts - 0◦, 90◦, 180◦ and 270◦). Results for optimizing Cohen’s Weighted Kappa in the
absence of label shift are shown in Tables 3 & B.3.
For the experiments involving label shift on the Diabetic Retinopathy (DR) dataset, we made the
following change: rather than augmenting every image in the “evaluation set” by a factor of 8, we
augmented images by different amounts depending on their class. Images of grade 0 (“No DR”) were
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not augmented, images of grade 1 (“Mild DR”) were augmented by a factor of 2, images of grade 2
(“Moderate DR”) were augmented by a factor of 5, and images of grades 3 & 4 (“Severe DR” and
“Proliferative DR”) were augmented by a factor of 8. Results for optimizing Cohen’s Weighted Kappa
in the presence of label shift are shown in Tables B.2 & B.4.
A.4 IMDB With Label Shift
We performed experiments using the large movie review (IMDB) sentiment classification dataset
[Maas et al., 2011] and the corresponding convolutional neural network model that ships with
Keras [Chollet, 2018]. The original test set contained 20K examples, and the original validation set
contained 10,000 examples. Label shift was simulated by sampling 10K examples from the test set at
an imbalance ratio of 1:2 in favor of negatives. Similar to the setup for the genomics dataset in Sec.
A.2, ten models were trained (each with different random seeds), and for each model, three different
bootstrapped samples of the validation set and label-shifted test set were generated. This resulted in a
total of 30 experiments on which to perform statistical comparisons. Results are shown in Table 2.
A.5 Kaggle Cat versus Dog With Label Shift
A CNN was trained to distinguish images of cats and dogs using the subset of the ASIRRA dataset
[Elson et al., 2007] provided by Kaggle [Kaggle, 2013]. All images were resized to have dimensions
64 × 64 × 3. The original test set and original validation set contained 5000 examples each. Label
shift was simulated by sampling 5K examples from the test set at an imbalance ratio of 1:2 in favor
of cats (cats were labeled as the negative set). The setup was otherwise similar to what was used for
the IMDB dataset in Sec. A.4. Results are shown in Table 2.
B Additional Abstention Experiments
B.1 Results for Identifying Pre-Leukemic Hematopoetic Stem Cells
Sensitivity @ 80% Specificity (pHSCs) Area under ROC (pHSCs)
Method Calib? Base @30% Abst. @15% Abst. Base @30% Abst. @15% Abst.
Est∆Metric (Ours) Y 0.6875±0.0031 0.8371±0.0027 0.7638±0.0027 0.8309±0.0012 0.883±0.0011 0.8567±0.0012
JS Div. (Ours) Y 0.6875±0.0031 0.8288±0.0031 0.761±0.0029 0.8309±0.0012 0.8828±0.0011 0.8566±0.0012
Dist. from 0.5 Y 0.6875±0.0031 0.7484±0.0021 0.712±0.0028 0.8309±0.0012 0.8653±0.001 0.8462±0.0013
Dist. from 0.5 N 0.6875±0.0031 0.7508±0.0085 0.7169±0.0059 0.8309±0.0012 0.8646±0.0034 0.8465±0.0023
Fumera et al. Y 0.6875±0.0031 0.8157±0.0033 0.7355±0.0033 0.8309±0.0012 0.8821±0.0012 0.8553±0.0012
Fumera et al. N 0.6875±0.0031 0.8143±0.0056 0.7376±0.0052 0.8309±0.0012 0.881±0.0016 0.8522±0.0018
Test-time Dropout Y 0.6875±0.0031 0.6816±0.0108 0.6833±0.0061 0.8309±0.0012 0.8318±0.0047 0.8305±0.0026
Test-time Dropout N 0.6875±0.0031 0.6771±0.0112 0.6819±0.0071 0.8309±0.0012 0.8285±0.0053 0.8294±0.0035
Table B.1: Sensitivity at 80% specificity and auROC for identifying regions active in
preleukemic Hematopoetic Stem Cells (pHSCs). Values represent the mean and standard er-
ror across samples generated using a combination of different model initializations and different
random splits of the heldout set. “Base” indicates performance without abstention. “Calib?” indicates
whether predicted probabilities were calibrated using Platt scaling [Platt, 1999]. Within a column,
bold values are significantly better than non-bold values according to a Wilcoxon signed rank test
(p < 0.05). Ratio of positives:negatives was roughly 1:2. See Sec. A.2 for more details on the data.
Analogous results for genomic regions active in Leukemia Stem Cells (LSCs) are in Table 1
B.2 Diabetic Retinopathy Detection with Label Shift
Table B.2 contains the results for the Diabetic Retinopathy Detection dataset in the presence of
simulated label shift. The analogous results in the absence of label shift are in Table 3.
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Diabetic Retinopathy Cohen’s Weighted Kappa (with label shift)
Method Adapted? Base @30% Abst. @25% Abst. @20% Abst. @15% Abst. @10% Abst.
Est∆Metric (Ours) Y 0.7817±0.0045 0.8559±0.0027 0.8499±0.0028 0.8423±0.003 0.8319±0.0034 0.8203±0.0037
Est∆Metric (Ours) N 0.732±0.0039 0.8228±0.0036 0.8155±0.0035 0.8061±0.0037 0.7968±0.0036 0.7837±0.0038
JS Div. (Ours) Y 0.7817±0.0045 0.8396±0.0028 0.84±0.0028 0.838±0.0028 0.8316±0.0032 0.8203±0.0036
JS Div. (Ours) N 0.732±0.0039 0.8457±0.003 0.8397±0.0031 0.8288±0.0032 0.8154±0.0033 0.7972±0.0035
Entropy Y 0.7817±0.0045 0.8426±0.0041 0.8346±0.0043 0.8274±0.0045 0.8191±0.0046 0.8086±0.0047
Entropy N 0.732±0.0039 0.7837±0.0053 0.7795±0.0049 0.7756±0.0046 0.7697±0.0044 0.7602±0.004
Max Class Prob. Y 0.7817±0.0045 0.8339±0.005 0.8261±0.0049 0.819±0.0048 0.8117±0.0048 0.8029±0.0048
Max Class Prob. N 0.732±0.0039 0.7788±0.0054 0.7727±0.0049 0.7678±0.0045 0.7625±0.0044 0.7533±0.0042
Test-time Dropout Y 0.7817±0.0045 0.7912±0.0047 0.7843±0.0045 0.7776±0.0043 0.7743±0.0043 0.7718±0.0044
Test-time Dropout N 0.732±0.0039 0.7532±0.0054 0.7456±0.005 0.7399±0.0047 0.7334±0.0043 0.7236±0.0045
Table B.2: Cohen’s Weighted Kappa for Kaggle Diabeting Retinopathy Detection, with label
shift. Values represent the mean and standard error across samples generated using different random
splits of the heldout sets. “Base” indicates performance without abstention. “Adapted?” indicates
whether predicted probabilities were adapted to account for label shift using the EM approach of
Saerens et al. [2002]. All probabilities were calibrated using bias-corrected Temperature Scaling
[Shrikumar and Kundaje, 2019]. Within a column, bold values are significantly better than non-bold
values according to a Wilcoxon signed rank test (p < 0.05). Bold values are not significantly different
from other bold values in the same column. See Sec. A.3 for more details on the data.
B.3 A Note on Deterministic vs. MC Dropout
In our experiments, for all methods except “MC Dropout Var.”, the model’s predictions were obtained
by disabling dropout during test-time - i.e. the predictions were deterministic, and weight rescaling
was applied to all layers that used dropout during training [Srivastava et al., 2014]. However, both
the original dropout paper and several subsequent works have noted that it is possible to improve on
deterministic dropout by leaving dropout enabled during test-time and taking the expected value of
the predictions over a sufficiently large number of Monte Carlo dropout runs [Srivastava et al., 2014,
Gal and Ghahramani, 2015, Leibig et al., 2017, Dürr et al., 2018]. This is not an inherently surprising
result, given that deterministic dropout is intended as a fast approximation of Monte Carlo dropout.
Because deterministic dropout is most commonly used in the literature during test-time, we focused
our comparisons on this case. However, we also investigated how our proposed abstention framework
behaved when predictions were derived by taking the expected value over 100 MC dropout runs, and
found that it still performed the best (Supp. Tables B.3 & B.4).
Diabetic Retinopathy Cohen’s Weighted Kappa (no label shift)
Method Calib? Base @30% Abst. @25% Abst. @20% Abst. @15% Abst. @10% Abst.
Est∆Metric (Ours) Y 0.8106±0.0018 0.8948±0.0013 0.8905±0.0014 0.8842±0.0014 0.8739±0.0015 0.8619±0.0016
JS Div. (Ours) Y 0.8106±0.0018 0.8555±0.0014 0.8521±0.0014 0.8488±0.0014 0.8435±0.0014 0.8369±0.0015
Entropy Y 0.8106±0.0018 0.7407±0.0078 0.7949±0.005 0.8284±0.0033 0.841±0.0026 0.8401±0.0021
Entropy N 0.8106±0.0018 0.7351±0.0076 0.7789±0.0052 0.812±0.0037 0.8351±0.0027 0.838±0.0021
Max Class Prob. Y 0.8106±0.0018 0.7348±0.0076 0.776±0.0053 0.8054±0.0037 0.8222±0.0029 0.826±0.0024
Max Class Prob. N 0.8106±0.0018 0.7361±0.0075 0.774±0.0052 0.8024±0.0037 0.8174±0.0029 0.8236±0.0025
Test-time Dropout Y 0.8106±0.0018 0.6613±0.0102 0.7086±0.0069 0.7443±0.0052 0.7714±0.0037 0.7844±0.0031
Test-time Dropout N 0.8106±0.0018 0.6775±0.0101 0.73±0.0067 0.7575±0.0049 0.7772±0.0038 0.7867±0.003
Table B.3: Cohen’s Weighted Kappa for Diabetic Retinopathy (DR) Detection (no label shift),
with predictions derived using the expected value of several Monte Carlo dropout runs. This
table is analogous to Table 3, but predictions for Est ∆ Metric, JS Div., Entropy and “Max Class
Prob.” were obtained by taking the expected value over 100 MC Dropout runs, rather than by using
deterministic (weight rescaling) dropout. Other aspects of the experiment were the same.
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Diabetic Retinopathy Cohen’s Weighted Kappa (with label shift)
Method Adapted? Base @30% Abst. @25% Abst. @20% Abst. @15% Abst. @10% Abst.
Est∆Metric (Ours) Y 0.7837±0.0044 0.8604±0.0027 0.8536±0.0028 0.8462±0.0028 0.8363±0.0031 0.8246±0.0034
Est∆Metric (Ours) N 0.7313±0.004 0.8275±0.0035 0.818±0.0035 0.8076±0.0036 0.7975±0.0037 0.7862±0.0038
JS Div. (Ours) Y 0.7837±0.0044 0.8457±0.0027 0.8459±0.0027 0.8417±0.0028 0.8349±0.003 0.8248±0.0034
JS Div. (Ours) N 0.7313±0.004 0.8515±0.0029 0.8424±0.0031 0.8313±0.0031 0.8174±0.0033 0.7986±0.0034
Entropy Y 0.7837±0.0044 0.8464±0.0045 0.8386±0.0046 0.8309±0.0045 0.822±0.0046 0.8115±0.0048
Entropy N 0.7313±0.004 0.7802±0.0053 0.7773±0.0049 0.7741±0.0048 0.7684±0.0046 0.7591±0.0043
Max Class Prob. Y 0.7837±0.0044 0.8372±0.0052 0.8294±0.0052 0.8213±0.0049 0.8137±0.0048 0.8051±0.0046
Max Class Prob. N 0.7313±0.004 0.777±0.0055 0.7704±0.0052 0.7673±0.0048 0.7632±0.0044 0.7535±0.0042
Test-time Dropout Y 0.7837±0.0044 0.7954±0.0048 0.7874±0.0044 0.7819±0.0043 0.7771±0.0043 0.7741±0.0045
Test-time Dropout N 0.7313±0.004 0.7567±0.0055 0.7494±0.0052 0.7445±0.0049 0.7384±0.0044 0.7279±0.0044
Table B.4: Cohen’s Weighted Kappa for Diabetic Retinopathy (DR) Detection, with label shift
and predictions derived using the expected value of several Monte Carlo dropout runs. This
table is analogous to Table B.2, but predictions for Est ∆ Metric, JS Div., Entropy and “Max Class
Prob.” were obtained by taking the expected value over 100 MC Dropout runs, rather than by using
deterministic (weight rescaling) dropout. Other aspects of the experiment were the same.
C Optimization Algorithms for AuROC
This section accompanies the discussion in Sec. 2.6.2 of the main text. We present the pseudocode
for the O(MN) Monte-Carlo algorithm as well as the O(N) deterministic algorithm for estimating
the auROC after a particular interval of examples is abstained on. We also include a comparison of
the output of the two algorithms.
C.1 Pseudocode for Monte-Carlo and Deterministic Algorithms
We first present the non-deterministic O(MN) algorithm that relies on Monte-Carlo sampling.
Algorithm 2 O(MN) Monte-Carlo Algorithm for Optimizing Area under the ROC Curve
input :Number of examples d to abstain on, sorted calibrated vector p of length N
output :Vector o where oi is the estimated auROC after indices [i, i+ d) are abstained on
Initialize o to a vector of zeros of length N + 1− d
for m← 1 to M do
Sample the vector of labels y according to the probabilities p
Compute n+ :=
∑
i yi and n
− :=
∑
i(1− yi). This takes O(N) time.
Compute s−i :=
∑
i′<i 1− yi′ and s−+ :=
∑
i′<i yi′ for all i in O(N) time using running sums.
Compute S :=
∑
i yis
−
i . This takes O(N) time.
Compute w−i :=
∑
i≤i′<i+d(1 − yi′) and w+i :=
∑
i≤i′<i+d yi′ for all 0 ≤ i ≤ (N − d) in
O(N) time using running window sums.
ComputeWi :=
∑
i≤i′<i+d yi′s
−
i′ for all 0 ≤ i ≤ (N−d) inO(N) time using a running window
sum.
Compute Si = S −Wi − (n+ − s+i+d)w−i for all 0 ≤ i ≤ N − d. This takes O(N) time.
Update o with oi ← oi + Si(n−−w−i )(n+−w+i ) for all 0 ≤ i ≤ N − d. This takes O(N) time.
end
Normalize o by M using oi ← oi/M . This takes O(N) time.
Optionally smooth o using a Savitzky–Golay filter.
The deterministic O(N) algorithm is very similar to the Monte-Carlo algorithm, with the key
difference being that pi is used everywhere instead of the sampled label yi.
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Algorithm 3 O(N) Deterministic Algorithm for Optimizing Area under the ROC Curve
input :Number of examples d to abstain on, sorted calibrated vector p of length N
output :Vector o where oi is the estimated auROC after indices [i, i+ d) are abstained on
Compute nˆ+ :=
∑
i pi and nˆ
− :=
∑
i(1− pi). This takes O(N) time.
Compute sˆ−i :=
∑
i′<i 1− pi′ and sˆ−+ :=
∑
i′<i pi′ for all i in O(N) time using running sums.
Compute Sˆ :=
∑
i pisˆ
−
i . This takes O(N) time.
Compute wˆ−i :=
∑
i≤i′<i+d(1 − pi′) and wˆ+i :=
∑
i≤i′<i+d pi′ for all 0 ≤ i ≤ (N − d) in O(N)
time using running window sums.
Compute Wˆi :=
∑
i≤i′<i+d pi′ sˆ
−
i′ for all 0 ≤ i ≤ (N − d) in O(N) time using a running window
sum.
Compute Sˆi = Sˆ − Wˆi − (nˆ+ − sˆ+i+d)wˆ−i for all 0 ≤ i ≤ N − d. This takes O(N) time.
Compute oi = Sˆ
i
(nˆ−−wˆ−i )(nˆ+−wˆ+i )
for all 0 ≤ i ≤ N − d. This takes O(N) time.
C.2 Comparison of O(N) and O(MN) algorithms
To compare the O(N) and O(MN) algorithms for optimizing auROC, we returned to the binary
simulation described in Sec. A.1. We generated 100 simulated datasets, each containing n = 1000
examples, where the parameters for each simulation were sampled uniformly at random from the
intervals q ∈ [0.1, 0.9), µ+ ∈ [0, 5), µ− ∈ [µ+ − 5, µ+), σ+ ∈ [1, 5) and σ− ∈ [1, 5). For each
simulated dataset, we ran Algorithms 2 and 3 with d = 100 and computed the Spearman and
Pearson correlation between the resulting abstention scores. For Algorithm 2, we used M = 1000
and smoothed the output using a Savitzky-Golay filter of polynomial order 1 and window size 11.
Histograms of the Spearman and Pearson correlations over the 100 simulated datasets are in Figures
C.1 & C.2. The lowest observed Spearman correlation was greater than 0.96, and the lowest observed
Pearson correlation was greater than 0.996. In both cases, the mode was very close to 1.0.
Figure C.1: Histogram of Spearman Correlation between outputs of O(MN) and O(N) au-
ROC optimization algorithms over 100 experiments.
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Figure C.2: Histogram of Pearson Correlation between O(MN) outputs of and O(N) auROC
optimization algorithms over 100 experiments.
D Optimization Algorithm for Weighted Cohen’s Kappa
D.1 Derivation of abstention algorithm
This section continues the discussion in Sec. 2.6.3. As a reminder, Cohen’s Kappa applies to the
multiclass setting where a predictor f outputs a class f(x) given an example x. Let S denote the set
of all examples, N denote the size of S, y(x) denote the true class of example x, and Wi,j denote the
penalty for predicting an example from class i as being of class j. Let N i =
∑
x∈S 1{y(x) = i}
denote the true number of examples in class i, and F i :=
∑
S 1{f(x) = i} denote the number of
examples predicted by f as as being in class i. The weighted Cohen’s Kappa metric is defined as
κ(S, f) := 1−
∑
x∈SWy(x),f(x)∑
i
∑
j
(
Wi,j
Ni
N F
j
)
Let κ(x, S, f) represent the new value of κ(S, f) when example x is abstained on. We have:
κ(x, S, f) =
1− (∑x′∈SWy(x′),f(x′))−Wy(x),f(x)∑
i
∑
j
(
Wi,j
Ni−1{i=y(x)}
N−1 (F
j − 1{j = f(x)})
)

We can separate this into a sum over different possible values of y(x) and y(x′) by writing:
κ(x, S, f) =
1−∑
k
1{y(x) = k}
(∑
x′∈S
∑
iWi,f(x′)1{y(x′) = i}
)−Wk,f(x)∑
i
∑
j
(
Wi,j
Ni−1{i=k}
N−1 (F
j − 1{j = f(x)})
)

=
1−∑
k
1{y(x) = k} (
∑
x′∈S
∑
iWi,f(x′)1{y(x′) = i})−Wk,f(x)(∑
i
∑
jWi,j
Ni
N−1F
j
)
−
(∑
j
Wk,jF j
N−1
)
−
(∑
i
Wi,f(x)Ni
N−1
)
+
Wk,f(x)
N−1

(1)
Let C denote the total number of classes. If the true class memberships y(x) are known,
then F i and N i can be computed for all the C possible values of i in O(NC) time, and
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∑
x′∈S
∑
iWi,f(x′)1{y(x′) = i} can be computed in O(NC) time. Given F j and N i, the
quantity
∑
i
∑
jWi,j
Ni
N−1F
j can be computed in O(C2) time. Similarly, given F j the quantity∑
j
Wk,jF
j
N−1 can be computed for all C possible values of k in O(C
2) time, and given N i the quantity∑
i
Wi,f(x)N
i
N−1 can be computed for all C possible values of f(x) in O(C
2) time. After these quanti-
ties have been computed, the value of κ(x, S, f) can be found for all N examples x in O(NC) time.
Putting it all together, we have that the calculation of κ(x, S, f) given the true class memberships
y(x) takes O(NC + C2) time. As C is typically small (e.g. 5 for diabetic retinopathy detection), we
can assume that C < N , giving a runtime of O(NC).
The challenge now is to determine what to use for the true class memberships y(x), as the class
labels are not available at test-time. As before, the class labels could be estimated via Monte-Carlo
sampling, which would result in an O(MNC) algorithm where M is the number of Monte-Carlo
samples. However, it turns out that we can bypass Monte-Carlo sampling by substituting the
calibrated class probabilities for 1{y(x) = i}, which results in a deterministic O(NC) algorithm.
The pseudocode for both the Monte-Carlo and deterministic algorithms is provided below, and their
empirical convergence is explored in Fig. D.1.
Algorithm 4 O(MNC) Monte-Carlo Algorithm for Optimizing Weighted Cohen’s Kappa
input : A penality weight matrix W ∈ RC×C and a prediction matrix P ∈ RN×C , where Px,i
is the calibrated probability that example x belongs to class i. N is the total number of
examples, and C is the total number of classes
output :Output vector o where ox denotes the estimated value of the Weighted Cohen’s Kappa after
example x is abstained on
Initialize o to a vector of zeros of length N
for m← 1 to M do
Sample the vector of labels y according to the probabilities P.
For all classes i, compute N i :=
∑
x 1{yx = i}. This takes O(NC) time.
Compute the predicted labels fx = arg maxi Px,i. This takes O(NC) time.
For all classes i, compute F i :=
∑
x 1{fx = i}. This takes O(NC) time.
Compute a :=
∑
xWyx,fx . This takes O(N) time.
Compute b1 :=
∑
i
∑
jWi,j
Ni
N−1F
j . This takes O(C2) time.
For all classes i, compute b2i :=
∑
j
Wi,jF
j
N−1 . This takes O(C
2) time.
For all classes i, compute b3i :=
∑
j
Wj,iN
j
N−1 . This takes O(C
2) time.
Update o with ox ← ox +
(
1− a−Wyx,fx
b1−b2yx−b3fx+
Wyx,fx
N−1
)
. This takes O(N) time.
end
Normalize o by M using ox ← ox/M . This takes O(N) time.
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Algorithm 5 O(NC) Deterministic algorithm for Optimizing Weighted Cohen’s Kappa
input : A penality weight matrix W ∈ RC×C and a prediction matrix P ∈ RN×C , where Px,i
is the calibrated probability that example x belongs to class i. N is the total number of
examples, and C is the total number of classes
output :Output vector o where ox denotes the estimated value of the Weighted Cohen’s Kappa after
example x is abstained on
For all classes i, compute Nˆ i :=
∑
x Px,i. This takes O(NC) time.
Compute the predicted labels fx = arg maxi Px,i. This takes O(NC) time.
For all classes i, compute F i :=
∑
x 1{fx = i}. This takes O(NC) time.
Compute aˆ :=
∑
x
∑
iWi,fxPx,i. This takes O(NC) time.
Compute bˆ1 :=
∑
i
∑
jWi,j
Nˆi
N−1F
j . This takes O(C2) time.
For all classes i, compute b2i :=
∑
j
Wi,jF
j
N−1 . This takes O(C
2) time.
For all classes i, compute bˆ3i :=
∑
j
Wj,iNˆ
j
N−1 . This takes O(C
2) time.
For all x, compute ox :=
∑
i Px,i
(
1− aˆ−Wi,fx
bˆ1−b2i−bˆ3fx+
Wi,fx
N−1
)
. This takes O(NC) time.
D.2 Empirical Convergence
We explored the empirical convergence of Algorithms 4 and 5 using a simulated dataset. The
simulation was performed as follows: the true class yx of example x was determined by sampling
from a categorical distribution with prior class probabilities of p(0) = 0.4, p(1) = 0.3, p(2) = 0.2
and p(3) = 0.1. After sampling yx, a value vx was drawn from a normal distribution with a mean of
µyx and a standard deviation of σyx . The means were set to µ0 = −8, µ1 = −3, µ2 = 3, µ3 = 4
and the standard deviations were set to σ0 = 4, σ1 = 3, σ2 = 3, σ3 = 2. Once vx was sampled, the
calibrated posterior probability that the example originated from class i given the observed value vx
was calculated analytically according to the data generating distribution. A total of 10,000 examples
were sampled. Algorithms 4 and 5 were run on the generated data, and the mean absolute difference
in the resulting output vectors was plotted as a function of the number of Monte Carlo samplesM used
in Algorithm 4. The result is shown in Fig. D.1. As the number of Monte Carlo samples increases,
the mean absolute difference in the output vectors steadily decreases. A Colab notebook reproducing
the results in available at https://github.com/blindauth/abstention_experiments/blob/
master/convergence_experiments/CohensKappaConvergence.ipynb.
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Figure D.1: Outputs of the O(MNC) Monte-Carlo algorithm and the O(NC) deterministic
algorithm converge as the number of Monte Carlo samples is increased. The log of the mean
absolute difference between the output vectors of Algorithm 4 and Algorithm 5 was plotted as a
function of the number of Monte Carlo samples M . As M increases, the difference between the
outputs appears to monotonically decrease. See the text for details on the simulated dataset used to
generate the plot.
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