Although degree distribution entropy (DDE), SD structure entropy (SDSE), Wu structure entropy (WSE) and FB structure entropy (FBSE) are four static network structure entropy indices widely used to quantify the heterogeneity of a complex network, previous studies have paid little attention to their differing abilities to describe network structure. We calculate these four structure entropies for four benchmark networks and compare the results by measuring the ability of each index to characterize network heterogeneity. We find that SDSE and FBSE more accurately characterize network heterogeneity than WSE and DDE. We also find that existing benchmark networks fail to distinguish SDSE and FBSE because they cannot discriminate local and global network heterogeneity. We solve this problem by proposing an evolving caveman network that reveals the differences between structure entropy indices by comparing the sensitivities during the network evolutionary process. Mathematical analysis and computational simulation both indicate that FBSE describes the global topology variation in the evolutionary process of a caveman network, and that the other three structure entropy indices reflect only local network heterogeneity. Our study offers an expansive view of the structural complexity of networks and expands our understanding of complex network behavior.
The curve of the BA scale-free network is of the entropy values during the evolving process in accordance with ref. 17 , and the final network size is 1000. The curves of nearest-neighbor coupled network and the star network are of the entropy values for different network sizes. The ER random network is constructed in accordance with the network size and density of the BA scale-free network. We find that SDSE, FBSE, and WSE exhibit small changes as the growth rate m in the BA scale-free network changes (there are small increases in entropy as m increases). Figure 1(a,c,d) show an example of simulation results when the growth rate is m = 10. Figure 1(a-d) show that SDSE, FBSE, and WSE are fundamentally consistent when describing a nearest-neighbor coupled network, a BA scale-free network, and an ER random network. In contrast, in a star network SDSE and FBSE decrease as network size increases, while the opposite is true with WSE. According to ref. 9 , a star network is the most heterogeneous, thus the entropy value should decrease while the network size increases. However, we can observe from Fig. 1(b) that when WSE is applied, the entropy value of star network increases with network size. We therefore can conclude that, by using SDSE and FBSE, we can better describe star network than using WSE. It is noteworthy that after we applied standardized entropy, the network size effect is eliminate, then all three entropies (S-SDSE, S-FBSE and S-WSE) keep minimum value zero no matter how the network size changes.
As shown in Fig. 1(a-d) , DDE performs different characteristics on evaluating network heterogeneity compared to the other three entropies. For a star network, WSE, SDSE, and FBSE reach the minimum value, while DDE approaches its minimum value zero as network size increases. In a nearest-neighbor coupled network, WSE, SDSE, and FBSE achieve their maximum value, while DDE always equals to zero (its minimum value). The WSE, SDSE, and FBSE of an ER random network are slightly lower but still approximately equal to their maximum value. In contrast, the DDE of an ER random network is relatively small, even smaller than DDE of a BA scale-free network with same network size and density. This phenomenon is discrepant with previous accepted view 9 . Figure 1 (e,f) show the simulation results of DDE and S-DDE of a BA scale-free network, respectively. Note that growth rate m ∈ [2, 18] demonstrates that changes in growth rate strongly influence DDE. Initially, DDE increases with the the network size, but when the network size reaches a certain level, the DDE has little change. In contrast, as displayed in Fig. 1 (f), S-DDE decreases with the network size.
In conclusion, simulation results of typical networks demonstrate that SDSE and FBSE better reflect network heterogeneity than WSE and DDE. SDSE, FBSE, and WSE provide similar results that accurately measure the heterogeneities of the nearest-neighbor coupled network, the ER random network, and the BA scale-free network. In addition, SDSE and FBSE better describe a star network than the WSE and DDE. However, because these four well-known networks cannot discriminate between SDSE and FBSE, a new and improved benchmark network is needed.
Simulation results of caveman network. Table 1 shows the simulation results for four entropy indices using the caveman network evolutionary process shown in Figure 2 . Without losing generality, we use the natural logarithm when calculating the entropy. We verify the experiments using Matlab 7.0 on a PC with an Intel R Core TM 2 2.40 GHz processor. When measuring DDE, the entropy value remains at 0 throughout the caveman network evolution process. Similarly, when measuring SDSE and WSE, the entropy values are unchanged ln30 during the caveman network evolution process. Thus FBSE better reflects the topological changes that occur during the evolutionary process of the caveman network, which confirms our mathematical analysis of caveman network in Methods.
We use simulations to explore how caveman network parameters affect entropy values. Because DDE, SDSE, and WSE are not affected by caveman network parameters, ), respectively. Note that the FBSE value at t = n/2 is close to but less than the steady state value when n is an even number. Note also that the FBSE value reaches logN when ≥ + t 1 n 2 , which agrees with our mathematical analysis of caveman network in Methods. ) and n = 10 and n = 11, respectively. The caveman network reaches a steady state subject to the numerical value and the odd-even character of community node number n. From the FBSE of the caveman network shown in Figures 3(a), 4(a), 5(a) and 6(a), we find that during the evolutionary process entropy increases as network size N increases. Figures 3(b), 4(b), 5(b) and 6(b) show the respective standardized entropy values. When the standardized entropy indices are measured, the entropy value maintains a maximum value 1 when the caveman network evolution is initiated (t = 1), and when it reaches a steady state. Figure 7 compares the structural entropy before and after standardization at t = 1 when the minimum entropy value occurs. For a given community number m or a community node number n, the network size N increases with as n or m increases and the FBSE value then also increases. Thus the FBSE in Figure 7 (a) shows network heterogeneity and also an increase in entropy under the influence of network size. If the number of communities does not change, the entropy value increases as the number of nodes in community increases. This contradicts the general understanding used in the ref. 11 analysis of the star network. Figure 7 (b) shows that the standardized FBSE has some control over the entropy increase caused by network size, and thus better explains the heterogeneity of the topological structure.
Discussion
Although entropy indices can describe some characteristics of a complex network, whether their application to network heterogeneity is accurate needs further investigation. Here we have analyzed and compared four typical static network structure entropy indices, DDE, SDSE, WSE, and FBSE. These four entropy indices were applied to four benchmark networks, the nearest-neighbor coupled network, the star network, the BA scale-free network, and the ER random network. Using mathematical analysis and simulations we found that SDSE and FBSE more accurately reflect network heterogeneity than WSE and DDE. To further distinguish local and global heterogeneity in SDSE and FBSE, we propose a caveman network and its evolutionary process rules in which the differences between network entropy indices could be found by comparing the sensitivity of indices to the evolutionary process of the network. We believe this work to be a useful exploration of the characteristics of complex networks.
Methods
Typical structure entropy indices. Entropy is closely related to the partition of equivalent relations in finite networks, and we use it to describe the structure and complexity of networks. An appropriately defined probability distribution, Shannon entropy is a numerical expression of network structure 18 .
Rashevsky 19 and Trucco 20 first used (network) entropy to measure structure complexity. Such graph variables as node number, degree sequence of node, and extended degree sequence are used to enable entropy measurement (for details about introduction of Shannon entropy, please refer to Supplementary S1). Using this information, definitions of entropy in complex networks were suggested by a consortium of scholars working in various fields. The typical entropy indices of a static network structure include the following.
Degree Distribution Entropy (DDE).
Under the condition that indeterminacy of the distribution probability of node number with a prescribed edge number reflects network heterogeneity, DDE is defined 10
where p(d) is the distribution function in which the node degree is d and network size is N. The maximum value of DDE corresponds to a network in which any two nodes have differing degree values
Wu Structure Entropy (WSE). WSE characterizes network heterogeneity using the uncertainty of the distribution probability of the number of edges connected to a node and is defined 9
where d k is the degree value of node k and N is the network size.
SD Structure Entropy (SDSE). SDSE takes both "node difference" and "edge difference" into consideration when determining network heterogeneity and is defined 11
, N is network size, d k is the degree of node k, and p(d k ) is the distribution probability of node degree d k . The minimum value of SDSE corresponds to a star network
, and the maximum value corresponds to a nearest-neighbor coupled network = H N log SD max . FB Structure Entropy (FBSE). FBSE uses the angle of walk position 21 , combines medial and radial measurements to describe network heterogeneity, and is defined 12 Structure entropy of typical networks. Network models fall into three groups. The first group is of random networks, including the random graph and its derivative models generated by statistical regularities. The second is networks with a regular structure, including the nearest-neighbor coupled network, the fully connected network, and the star network. The third is networks that combine some features from random and regular networks, such as scale-free networks and small-world networks.
Here we examine the structure entropy of four typical networks, the ER random network, the nearest-neighbor coupled network, the star network, and the BA scale-free network.
Mathematical Analysis of Typical Networks.
• Structure Entropy of ER Random Network.
The ER random network is an important reference model introduced by Erdos and Renyi in 1906 13 . The model supplies an equal probability network ( − N N n ( 1)/2 ) with an average degree 〈d〉 = q(N − 1) and a degree distribution that is a Poisson distribution:
Here N is the network size and n stands for the total number of edges. Thus the SDSE of an ER random network is • Structure Entropy of Regular Network. A nearest-neighbor coupled network is a typical regular network in which each node only connects with its neighbor node. For a given k (that is an even number), all nodes in the network form a circle in which each node only connects on two sides with its k/2 neighbor nodes. When k is sufficiently large, it has a high cluster index C = 3(k − 2)/4(k − 1) ≈ 0.75, and when N is sufficiently large, it has a large average path length Unlike these listed entropies, the minimum value of DDE corresponds to the nearest-neighbor coupled network:
In a star network all nodes are connected to one central node and have no other connections, i.e., to each other. If for a given network size N the degree of the central node is d 1 , then d 1 = N − 1, d i = 1(i ≠ 1). In both FBSE and SDSE the minimum value of the network entropy is in the star network, and both share the same analytic expression,
The minimum value of WSE also corresponds to a star network: The BA scale-free network 14 was proposed by Barabasi and Albert in 1999. In a BA scale-free network the initial node is m 0 and the growth rate is m. After a time t, the network transforms into a scale-free network of N = t + m 0 nodes and mt edges with a degree distribution − p d m d ( ) 2 2 3 . Unlike the Poisson distribution of a random network, a scale-free network with a power-law distribution has an inhomogeneous structure. In a scale-free network, the function of the degree distribution has no peak value. Most nodes have few connections and a small number have many connections.
The SDSE of a BA scale-free network at time t can be expressed Structure entropy of the caveman network. Simulation results on the four classical networks discussed above demonstrate that SDSE and FBSE can describe the heterogeneity of various networks, but to further probe these two entropy indices we construct here the evolutionary process provided by a caveman network. In an evolutionary caveman network the overall topological structure of the network changes, but such local features as node degree value and network degree distribution do not.
Construction and Evolution of Caveman Network.
A caveman network is a regular network that serves as a benchmark to reflect community structure and has a high local clustering coefficient and a long average path length 16, 22 . A caveman network is divided into several centrally connected sub-networks with few connections to each other. In the traditional caveman network, node degree is not restricted and thus can vary. Thus as in the benchmark networks discussed above, in a caveman network it is difficult to determine whether the local node degree or the global connection mode contributes to structural heterogeneity. In addition, because the structure is fixed, no evolution occurs, and comparing entropy indices is difficult in a traditional caveman network, we must redefine it. To test the sensitivity of different entropy values to network evolution, we examine the continuous evolution rules of a caveman network. Network size N and number of community nodes n conform to N|n. Each node k is i ~ j. Nodes with the same i value are designated a community in which =       i k n (⌈ ⌉ means rounding up to an integer), j = k − (i − 1)*n, 0 < i ≤ m, 0 < j ≤ n, m ≥ 5, n ≥ 4 and  ∈ i j , . An edge between node ĩ j 1 1 and node ĩ j 2 2 is designated an intra-community edge when i 1 = i 2 or an inter-community edge when i 1 ≠ i 2 . The t value is the evolution time and the termination time is T ≤ n. There several steps in the caveman evolution process:
Step 1: W hen t = 0, the network is an m fully-connected n-regular network. are connected and m 1 and ~t 1 are connected. Figure 2 shows the evolutionary process of a caveman network of network size N = 30. There are six communities and each community has five nodes. Figure 2(a) is the initial network at t = 0 that consists of six independent fully-connected networks of size n = 5. All the nodes in Figure 2 (a) have the same degree value and are structurally equivalent. Figure 2(b) is the caveman network at t = 1 during which one intra-community edge of each community disconnects and connects with a neighbor community. Although every node still has the same degree value, the topological structure of the network has changed, and the nodes with inter-community edges are better able to communicate than those without inter-community edges. As t increases, the number of nodes with inter-community edges also increases. Figure 2 (f) shows that when t = 5 the evolutionary process concludes, all nodes have two inter-community edges and two intra-community edges, and the caveman network has regained equilibrium.
At time t in the caveman network evolution, θ k t
