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We drive periodically a two-dimensional diamond-octagon lattice model by switching between
two Hamiltonians corresponding two different magnetic flux piercing through diamond plaquette
to investigate the generation of topological flat bands. We show that in this way, the flatness and
topological nature of all the bands of the model can be tuned and Floquet quasi-sates can be made
topologically flat while its static counterpart does not support the existence of topology and flatness
together. By redefining the flatness accordingly in the context of non-equilibrium dynamics and
correctly justifying it using the Floquet joint density of states, one indeed obtains a better control
of the desired result when the input parameter space composed of temporal window associated
with the step Hamiltonian and flux becomes larger than the static parameter space consisting of
magnetic flux only. Interestingly, we find the generation of flux current. We systematically analyse
the work done and flux current in the asymptotic limit as a function of input parameters to show that
topology and flatness both share a close connection to the flux current and work done, respectively.
We finally extend our investigation to the aperiodic array of step Hamiltonian, where we find that
the heating up problem can be significantly reduced if the initial state is substantially flat as initial
the large degeneracy of states prevents the system from absorbing energy easily from the aperiodic
driving. We additionally show that the heating can be reduced if the values of the magnetic flux in
the step Hamiltonian are small, the duration of these flux are unequal and on the initial flatness of
the band. We successfully explain our finding by plausible analytical arguments.
I. INTRODUCTION
Tight-binding translationally invariant models with lo-
cal symmetries can exhibit flat bands (FBs) that have re-
ceived a lot of research attention in recent times [1–15].
These FBs, originated from the destructive interference
of electron hopping, have vanishingly small band-width,
and they host macroscopic number of degenerate single
particle states. A perturbation that can lift the degener-
acy thus be able to probe the strongly correlated nature
of the eigenstates. FB can also appear in continuum e.g.,
Landau levels are formed in 2D electron gas in presence of
magnetic field. We note that completely (partially) filled
Landau levels exhibit integer (fractional) quantum Hall
effect [16, 17]. The non-trivial FBs not only bears a deep
connection with the topology [1, 2] but also leads to other
intriguing phenomena in condensed matter physics [18–
24]. The experimental search has already began in this
arena of research: FBs have been observed in photonic
waveguide networks [25–32], exciton-polariton conden-
sates [33, 34], and ultracold atomic condensates [35, 36].
On the other hand, FBs can be observed in tight-binding
lattice models for a variety of lattice geometries such as
Lieb [37, 38], kagome [39], honeycomb [40], square [41],
which can be realized using ultracold fermionic or bosonic
atoms in optical lattices.
Quite importantly, the study of non-equilibrium dy-
namics of closed quantum systems is another growing
field of research from theoretical [42–54] as well as exper-
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imental [55–63] point of view. In particular, a periodi-
cally driven system, with Hamiltonian H(t) = H(t+ T ),
T being the period of drive, yields a non-trivial state of
matter while its equilibrium counter-part supports the
trivial state. We would like to mention a few interest-
ing consequences of the periodic drive in the context of
defect and residual energy generation [64, 65], dynamical
freezing [66], many-body energy localization [67], dynam-
ical localization[68, 69], and quantum information stud-
ies [70, 71]. Interestingly, light induced Floquet graphene
[44, 45], topological insulator [46], Floquet higher order
topological phases [72] and dynamical generation of edge
Majorana [49] are a few examples of dynamical topo-
logical phases due to periodic drive. For the aperiodic
drive the system is expected to absorb the energy in-
definitely unlike the periodic case where non-equilibrium
steady state is observed [73, 74]. One can contrastingly
show that for a periodically driven non-integrable sys-
tem, heating up is most likely to be unavoidable [75]. Al-
though recent studies showed that there are specific situa-
tions when the heating can be reduced or suppressed [76–
80]. Interestingly, the aperiodic system also falls into a
different class of geometrical generalised Gibbs ensemble
[81] periodic system lies in the periodic Gibbs ensem-
ble class [82]. A system with quasi-periodic drive is also
studied in the context of topology [83].
Now turning into the physics of FBs, it is notewor-
thy that nontrivial topology, finite-range hopping and ex-
actly FBs have some interesting interplay between them.
It has been shown that these three above criteria can
not be simultaneously satisfied, only two of these can be
realized simultaneously [84, 85]. The spectral flattening
technique can adiabatically transform the original Hamil-
tonian to a new one with FB states; however, in this case
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2the underlying Hamiltonian might be accompanied with
the long-range hopping [1]. The short-range hopping can
also be obtained following some other optimization tech-
niques [86, 87]. It has been shown that in the presence of
an external magnetic flux piercing through the diamond
plaquettes in the 2D diamond-octagon lattice model with
short-ranged hopping can support topological FBs [88].
We here concentrate on the dynamical scheme to opti-
mize the topological FBs; the time-reversal symmetry
breaking flux structure is essential to obtain the gapped
system that supports topology. A taylored circularly po-
larized light can generate the plaquette flux term; we
instead follow various combination of Hamiltonian with
different plaquette flux in our dynamical protocol to in-
vestigate the dynamics of FBs.
The generation of topological FB has been very ex-
citing field of research from the last decade. It has
been shown that topological FBs can emerge not only
at zero quasienergy but also at ±pi quasienergy be-
tween two inequivalent touching band points with op-
posite Berry phase in a time-periodically driven uniaxial
strained graphene nanoribbons [89]. Starting from a triv-
ial phase of s-wave superconductor, suitably activating
or generating the chiral symmetry via Floquet dynamics
one can obtain Majorana FBs [90]. Given the equilib-
rium study on the topological FBs in presence of flux
in the diamond-octagon lattice model [88], our aim is
twofold: 1) can one generate topological FBs using pe-
riodic drive by switching between two flux Hamiltonian,
while the underlying static flux Hamiltonian does not
support FBs? 2) what is fate of energy absorption un-
der aperiodic drive for these type of systems with FBs?
Having redefined flatness to quantitatively describe the
quality of the Floquet FBs, we show that under the vari-
ation of the temporal width of the two step Hamilto-
nian and their associated fluxes, one can tune topology
along with flatness. Our investigation suggests that flux
current can be dynamically induced. We also indicate
the connection of topology and flatness to the flux cur-
rent and excess energy (also referred as residual energy
or work done), respectively. We extend our analysis for
aperiodic case where the rate of absorption can be regu-
lated significantly with the above set of parameters. The
Flux term allows us to study the excess energy with ini-
tial states having different flatness; most interestingly, we
find that for aperiodic driving FBs happen to a better ab-
sorber of energy than dispersive band. We explain our
numerical results with plausible analytical arguments.
The paper is organized as follows. We describe the
lattice model and the dynamical protocol for the peri-
odic and aperiodic case in Sec. II. There we also present
the definition of the flatness and Chern number for a
generic periodically driven system. Next, in Sec. III A
and Sec. III B, we discuss our main results following the
periodic and aperiodic driving, respectively. We show the
variation of flatness and Chern number as a function of
the driving parameters. In addition, we also study there
the stroboscopic behavior of flux current and excess en-
ergy. We repeat these analysis for the aperiodic case. We
explain our results with plausible analytical arguments.
Finally, in Sec. IV, we conclude our work.
II. THE MODEL AND THE DYNAMICAL
PROTOCOL
We consider a two dimnesional diamond lattice model
where four atomic sites are at the four vortices of the unit
cell. The basic unit cells, comprising the diamond-shaped
loop, are repeated periodically in x and y directions to
obtain the whole lattice structure. We consider a uniform
magnetic flux perpendicular to the plane of lattice pierc-
ing through the diamond plaquette (i.e., intra-cell flux);
this introduces an Aharonov-Bohm phase to the hopping
parameter when an electron hops along the boundary of
a diamond loop. We note that there is no inter-cell flux
involved. The tight-binding Hamiltonian of this model
in Wannier basis can be written as,
H =
∑
m,n
[∑
i
ic
†
m,n,icm,n,i
]
+
[∑
i,j
Tijc†m,n,icm,n,j+H.c.
]
,
(1)
where the first summation runs over the unit cell index
(m,n). c†m,n,i (cm,n,i) is the creation (annihilation) op-
erator for an electron at site i in the (m,n)-th unit cell
and i is the on-site potential for the i-th atomic site. Tij
is the hopping parameter between the i-th and the j-th
sites, and it can take two possible values depending on
the position of the sites i and j. Tij = tx,y for an elec-
tron hopping between two subsequent diamond plaquette
along x, y direction. These hopping are inter-cell hop-
ping. Tij = λ when an electron hops along the diagonals
inside a diamond plaquette. On top of this intra-cell hop-
ping, we have another hopping tθ when the electron hops
around the closed loop in a diamond plaquette. Each di-
amond plaquette is pierced by an external magnetic flux
φ which incorporates an Aharonov-Bohm phase factor to
hopping parameter tθ → tθ exp (±iθ). Here, θ = piφ/2φ0,
φ0 = hc/e being the fundamental flux quantum, the sign
± in the exponent indicates the direction of the forward
and the backward hoppings and φ would be in terms of
φ0. Here after we shall refer θ as the flux for simplicity.
In the momentum (k) space description using a dis-
crete Fourier transform, the Hamiltonian in Eq. (1) can
be read as,
H =
∑
k
Ψ†kHk(θ)Ψk, (2)
where Ψ†k ≡
(
c†kx,ky,A c
†
kx,ky,B
c†kx,ky,C c
†
kx,ky,D
)
, and
3H(k) is given by,
Hk(θ) =

0 tθe
iθ tye
iky + λ tθe
−iθ
tθe
−iθ 0 tθeiθ txe−ikx + λ
tye
−iky + λ tθe−iθ 0 tθeiθ
tθe
iθ txe
ikx + λ tθe
−iθ 0
 .
(3)
We have taken i = 0, i ∈ {A,B,C,D} being the 4 vor-
tices of the diamond plaquette. One can extract all the
interesting features about the band structure of the static
system as well as driven system as presented in the next
section.
Now we shall describe the dynamical scheme. In our
present work, we study the effect of a generic aperiodic
temporal variation of the flux θ. We consider the step-like
driving protocols with a binary disorder in the amplitude
of driving. Interestingly, one can easily recover the peri-
odic limit from the above driving protocol without any
loss of generality. We consider two Hamiltonian one with
the magnetic flux θ0, Hk(θ0) and another with the mag-
netic flux θ1, Hk(θ1). The explicite driving protocol is
given by
Hk(t) = Hk(θ0) for nT < t < (1− n)αT, (4)
= gnHk(θ1) for (1− n)αT < t < (1 + n)T,
(5)
where T is the time period and fraction α (0 < α < 1)
determines the time window αT for the first Hamilto-
nian having flux θ0 inside a complete period T . In the
real space, these two step Hamiltonian correspond to
Hk(θ0) ≡ H(θ0) and Hk(θ1) ≡ H(θ1). The random
variable gn ( where n refers to the n-th stroboscopic pe-
riod) takes the value either 1 with probability p or 0
with probability (1 − p) chosen from a Binomial distri-
bution. Evidently gn = 0, corresponds to the evolution
with Hamiltonian having flux θ0 in the n-th time period
within the time interval nT to (n + 1)T while gn = 1
corresponds to the periodic perturbation in the form of
step driving i.e., the subsequent evolution is governed by
Hk(θ1) for the remaining time (1 − α)T while Hk(θ0)
being the initial step Hamiltonian activated for a time
window of αT .
We note that if initial state is chosen to be the ground
state of Hk(θ0), gn = 0 refers to the free evolution.
Therefore, with gn = 1, our dynamical protocol allows
us to explore the whole dynamical region between the
near delta-kick protocol for α → 1 < 1 to free evolu-
tion for α = 1; α = 0.5 refers to the Bang-Bang proto-
col where the driving period is equally shared by Hk(θ0)
and Hk(θ1). In addition to this, a generic gn can further
make the dynamics aperiodic. For example, 0 < p < 1
i.e., gn = 0, 1 and finite α renders a random array Hk(θ0)
and Hk(θ1) along the passage of time. For, p = 1 i.e.,
gn = 1 for all n, refers to the situation where periodic ar-
ray of Hk(θ0) followed by Hk(θ1) during the dynamics.
This limit can be formulated using the Floquet theory.
We note that the initial ground state is obtained from
Hamiltonian Hk(θini, t = 0) with flux θini. One can
choose θini = θ0 for simple situation where the dynamics
starts from the ground state of the first step Hamiltonian,
otherwise, for θini 6= θ0, it is always a non-eigenstate evo-
lution even for gn = 0. In this way, we have a complete
freedom on the choice of initial state for the subsequent
dynamics. For the periodic driving in Sec. III A, we re-
strict ourselves to the case θini = θ0 while for aperiodic
driving in Sec. III B, θini 6= θ0 and θini = θ0 both the situ-
ation are considered. We shall also explore the situation
where θ0 6= 0 and θ0 6= θ1. We consider high frequency
limit with ω = 8 throughout our paper. We average over
103 realization for the aperiodic case.
Coming back to Floquet theory, we here consider a
time periodic Hamiltonian H(T + t) = H(t) where T
being the time period. In our case, for each k mode,
we then have Hk(t + T ) = Hk(t). Using the Floquet
formalism, one can define a Floquet evolution operator
Fk(T ) = T exp
(
−i ∫ T
0
Hk(t)dt
)
, where T denotes the
time ordering operator. One can caste the Floquet oper-
ator using quasi-energy µ
(j)
k and quasi-states |Φ(j)k (T )〉
Fk(T ) =
∑
j e
−iµ(j)k T |Φ(j)k (T )〉〈Φ(j)k (0)|. The point to
note here is that |Φ(j)k (t+T )〉 = |Φ(j)k (t)〉 for the time pe-
riodic Hamiltonian. Therefore, an arbitrary initial state
|Ψk(t = 0)〉 can be decomposed in the Floquet basic:
|Ψk(0)〉 =
∑
j r
(j)
k |Φ(j)k (0)〉, where r(j)k = 〈Φ(j)k (0)|Ψk(0)〉
is the overlap of the Floquet modes and the initial wave-
function. Combining the above two relations, we get the
time evolved wave-function at t = nT
|Ψk(nT )〉 = Fk(nT )|Ψk(0)〉 =
∑
j
r
(j)
k e
−iµ(j)k nT |Φ(j)k (T )〉.
(6)
In our case of the periodic step driving with Hamilto-
nian Hk(θ0) and Hk(θ1), Fk can be exactly written, in
the form of,
Fk(T ) = exp(−iHk(θ1)(1−α)T ) exp(−iαTHk(θ0)) (7)
Turning into the aperiodic case situation 0 < p < 1,
one can have a probability (1 − p) of missing a second
flux Hamiltonian in every complete period. We can now
express the corresponding evolved state after n complete
periods as
|Ψk(nT )〉 = Uk(gN )Uk(gN−1).......Uk(g2)Uk(g1)|Ψk(0)〉
(8)
with the generic evolution operator given by,
Uk(gn) =
{
Fk(T ), if gn = 1.
U0k(T ), if gn = 0.
(9)
where Fk(T ) is the usual Floquet operator as given in
Eq. (7). On the other hand, U0k(T ) = exp(−iHk(θ0)T )
is the time evolution operator using the first step Hamil-
tonian Hk(θ0).
4Now, we shall compute the instantaneous stroboscopic
energy ek(nT ) following a periodic and aperiodic driv-
ing. We note that at the stroboscopic instant t = nT ,
the Hamiltonian governs the system becomes Hk(θ1, t =
nT ); this is the starting Hamiltonian also during the
course of dynamics: Hk(θ1, t = nT ) = Hk(θ1, t = 0).
For periodic driving ek(nT ) is simply given by ek(nT ) =
〈Ψk(nT )|Hk(θ1, t = 0)|Ψk(nT )〉. On the other hand, for
aperiodic driving, instantaneous stroboscopic energy be-
comes
ek(nT ) = 〈Ψk(0)|U†k(g1)U†k(g2).......U†k(gN−1)U†k(gN )
× Hk(θ0, t = 0)Uk(gN )Uk(gN−1)........Uk(g2)
Uk(g1)|Ψk(0)〉
(10)
Keeping these in mind, we can calculate the residual en-
ergy W (also known as work done and excess energy) in
the driven system defined as
W (nT ) =
1
L2
∑
k
(ek(nT )− einik (0)), (11)
where einik (0) = 〈Ψk(0)|Hk(θini, t = 0)|Ψk(0)〉. We can
calculate the residual energy at finite time as well as at
infinitely long time when the oscillating terms in the ex-
pression will be decayed down to zero. For periodic driv-
ing the asymptotic limit of excess energy can be written
as
W (n→∞) = 1
L2
∑
k
[ 4∑
j=1
|rjk|2〈Φjk|Hk(θini, t = 0)|Φjk〉
− einik (0)
]
. (12)
We also calculate flux-current Jθ to study the effect of
Floquet driving in the system having FBs. We define the
flux-current operator as Jˆθ(k) =
∂Hk(θ)
∂θ , given by
Jˆθ(k) =

0 itθe
iθ 0 −itθe−iθ
−itθe−iθ 0 itθeiθ 0
0 −itθe−iθ 0 itθeiθ
itθe
iθ 0 −itθe−iθ 0
 .
(13)
We note that the flux-current represents the intra-loop
current within the diamond unit cell; that is why it does
not depend on k. Now the current associated with a state
|Ψk〉 is given by the expectation value of the operator at
that state: 〈Jˆθ〉 = 〈Ψk|Jˆθ|Ψk〉. We note that similarly,
one can define current along x and y direction. However,
it can be shown that these current identically vanishes
in the ground-state for θini = 0 referring to the fact that
there is no inter-loop current present. On the other hand,
〈Jˆθ〉 remains finite in the ground-state only when θini 6= 0.
We can determine the current of any particular static
or Floquet band, and also the total current. The flux cur-
rent in the general time evolved state is given by (using
Eq. (6))
Jθ(nT ) =
1
L2
∑
k
4∑
j,j′=1
rjk(r
j′
k )
∗e−i(µ
j
k−µj
′
k )nT 〈Φjk|Jθ(k)|Φjk〉.
(14)
At asymptotically long time the total θ-current can be
expressed as
Jθ(n→∞) = 1
L2
∑
k
4∑
j=1
|rjk|2〈Φjk|Jθ(k)|Φjk〉, (15)
where the oscillating terms of the Eq. (14) will be decayed
to vanish.
Having discussed the periodic dynamics using Floquet
theory and aperiodic dynamics, we shall now introduce
the definition of flatness. Usually the flatness is defined
by the ration between band-gap and band-width. Now,
in this definition, flatness can be high once the band-gap
 band-width, even though the band width is signif-
icantly large. To overcome this problem, we consider a
microscopic definition where we calculate the band-width
for all points in the BZ and compare it with the absolute
band gap of the system (i.e., ∝ (1/L2) with system size
L). Therefore, in our alternative definition of flatness, we
compare the ration between the local band-width of i-th
band eik− eik′ between k and k′ to the absolute gap with
a small number η. Now we shall formulate it mathemat-
ically in detail using the group velocity. The dispersive
nature of the energy can be qualitatively computed using
the group velocity for i-th band along x and y direction
v
i,x(y)
k =
eik − eik′(k′′)
∆2
(16)
with k′ = (kx − ∆kx, ky), k′′ = (kx, ky − ∆ky) and
∆ = 2pi/L is the difference between two subsequent k
points. We can now calculate the quantity for each point
k inside the BZ: Vik =
√
(vi,xk )
2 + (vi,yk )
2. We define the
flatness from the fraction of points in the BZ for which
Vik < η, η = 0.02. Lets assume l number of point in
the BZ satisfy this crieterion, flatness is then given by
l/L2 such that it is normalized: F = l/L2. This criete-
rion means the magnitude of resultant velocity becomes
vanishingly small which is essentially reflecting the fact
that i-th band is considered to be non-dispersive once
eik − eik′ < (2pi/L)2η.
On the other hand, for periodic Floquet driving, we
would use µ
(i)
k instead of e
i
k to compute the strobo-
scopic flatness. Therefore, quasi-energy band can be con-
templated as FB if µ
(i)
k − µ(i)k′ < (2pi/L)2η. Now for
the case of aperiodic dynamics, flatness has to be de-
scribed as a function the number of stroboscopic inter-
vals. This instantaneous flatness is defined from the in-
stantaneous energy ek(nT ) = 〈Ψk(nT )|Hk(θ0)|Ψk(nT )〉,
5where |Ψk(nT )〉 is the time-evolved wavefunction. Simi-
lar to definition of static flatness, we here perform the
derivative on ek(nT ) w.r.t. kx and ky to compute
v
x(y)
k (nT )
v
x(y)
k (nT ) =
ek(nT )− ek′(k′′)(nT )
∆
(17)
We can now calculate the resultant velocity Vk(nT ) that
would measure of the flatness of the time evolved band.
In order to find whether an energy or quasi-energy
band is topologically non-trivial, one can calculate Chern
number (C) for that band. A topological band is charac-
terised by finite non-zero integer value of C while C = 0
represents the trivial nature. For the static system it
is calculated using the normalized wave function of n-th
band, |n(k)〉 such that Hk|n(k)〉 = En(k)|n(k)〉. The
Berry curvature of all the bands using the standard for-
mula [91] given by,
Ωn(k) =
∑
m 6=n
−2Im[〈n(k)|∂Hk/∂kx|m(k)〉
× 〈m(k)|∂Hk/∂ky|n(k)〉]
(En(k)− Em(k))2 , (18)
Using Eq. (18), one can easily evaluate the value of the
Chern number for each of the bands of the system using
the following expression,
C =
1
2pi
∫
BZ
Ωn(k)dk, (19)
where BZ stands for the first Brillouin zone of the corre-
sponding lattice structure. In our case of periodic driv-
ing, the Berry curvature of Floquet bands are obtained
replacing En(k) and |n(k)〉 by µ(n)k and |Φ(n)k (T )〉 while
the static Hamiltonian gets replced by the time inde-
pendent Floquet Hamiltonian. In order to compute the
Chern number numerically, we use the method suggested
in Ref.[92] with µ
(n)
k and |Φ(n)k (T )〉.
III. RESULTS
A. Periodic driving
We first study the flatness F and Chern number C for
static Hamiltonian Hk(θ) as shown in Fig. 1. The static
Hamiltonian consists of the magnetic flux term. Hence
we define the flatness from the eigen-energies en=1,4k and
topology from the static wave-functions |Ψk〉 of the static
Hamiltonian. The bands can simultaneously exhibit non-
trivial topology and high flatness ratio at some specific
values of θ. For n = 1 and 3, non-trivial FB appear
around θ = 0, pi and 2pi (see Fig. 1(a,c)). While for
n = 2 and 4, topological FBs arise around θ = pi/2 and
3pi/2 (see Fig. 1(b,d)). Therefore, for most of the values
of θ, the system remains non-topological, however, for
θ = mpi/6 with m = 1, 5, 7 and 11, the n = 2 band
becomes almost flat. Similarly, trivial FBs appear for
n = 3 at θ = m′pi/3 with m′ = 1, 2, 4 and 5. In a nutshell,
all the bands in the static model support the topological
FB within a very small window of θ. The common feature
observed here is that Chern number reverses its sign when
the flatness becomes maximum except θ = mpi/3 and
m′pi/6. Our aim is to manipulate this window of θ for
the existence of topological FB along with the reversal of
Chern number under Floquet driving.
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FIG. 1: (Color online) Plot depicts the variation of Chern
number C and Flatness F as a function of flux θ for all the
energy bands obtained from the static Hamiltonian: n = 1 in
(a), n = 2 in (b), n = 3 in (c) and n = 4 in (d). For n =
1, 3, we see that topological flat band is maximally probable
around θ = 0, pi and 2pi. While for n = 2, 4, one can observe
the topological flat band around θ = pi/2, 3pi/2.
In order to study the effect of Floquet driving on topol-
ogy and flatness, obtained using quasi-states |Φ(n)k 〉 and
quasi-energy µ
(n)
k , respectively, we numerically calculate
the Chern number and the flatness for the step driving
with Hamiltonian Hk(θ0) and Hk(θ1) as shown in Fig. 2.
We consider here θini = θ0 = 0. To find the dependence
on θ0 of the results, we further repeat our calculation
with θ0 = pi/2, pi/3 and pi/6 as depicted in Fig. 3, Fig. 4
and Fig. 5, respectively. From Figs. 2 and 3, it is ob-
served that the topology and the flatness are completely
suppressed for n = 2 (1) and n = 4 (3) Floquet bands
with θ0 = 0 (pi/2). Importantly, the region of topological
flat band with respect to θ1 increases for n = 1 (2) and
n = 3 (4) Floquet bands with θ0 = 0 (pi/2) as compared
to the static case. It is very interesting to note that the
value of θ0 is almost same with θ1 around which the ex-
pansion of the flatness is observed. The important point
to note here is that for θ0 = θ1 = pi/3 and pi/6, n = 3 and
2 Floquet band support an extended trivial flat region,
respectively (see Fig. 4(c) and Fig. 5(b)). Unlike the two
earlier cases with θ0 = 0, pi/2, we here find that the flat-
ness and the non-trivial topology can even co-exist for
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FIG. 2: (Color online) Plot depicts the variation of the Chern
number C and the flatness F as a function of flux θ1 for all
the bands obtained from the Floquet operator Eq. (7): n = 1
in (a), n = 2 in (b), n = 3 in (c) and n = 4 in (d). For
n = 1, 3 only, we see that topological flat band is probable
around 0 < θ1 < pi/3. Here, θ0 = 0. We note that θini = θ0
and α = 0.8.
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θ0=π/2
FIG. 3: (Color online) We repeat Fig. (2) for θ0 = pi/2. The
topological flat band exists here in a range around θ1 = pi/2
for the bands n = 2 and 4 only.
a single Floquet band; n = 2 band for θ0 = pi/3 be-
comes nearly flat with C = −1 around θ1 = 0.1 and 1.85,
while for θ0 = pi/6, the band n = 3 becomes nearly flat
with C = 1 around θ1 = 1.54 and 6.0 (see Fig. 4(b) and
Fig. 5(c)). This reflects the fact that the relationship be-
tween the topology and the flatness, associated with odd
and even Floquet bands, for θ0 = 0, pi/2, is substantially
changed for θ0 = pi/3, pi/6. Similar to the static case,
here also, the Chern number changes its sign when the
flatness becomes maximum. However, there are situa-
tions in Floquet driving when maximum flatness is not
associated with the jump in the Chern number.
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FIG. 4: (Color online) We repeat Fig. (2) for θ0 = pi/3. The
topological flat band exists here around θ1 = 0.1 and 1.85 for
the band n = 2 only.
0 2 4 6
-1
0
Chern number
Flatness
0 2 4 6
0
1
0 2 4 6
0
1
0 2 4 6-1
0
1
(a) (b)
(d)
(c)
n=2n=1
n=4
n=3
θ1 θ1
θ1θ1
Fl
oq
ue
t-b
an
d 
pr
op
er
tie
s
Fl
oq
ue
t-b
an
d 
pr
op
er
tie
s Floquet-band properties
Floquet-band properties
θ0=π/6
FIG. 5: (Color online) We repeat Fig. (2) for θ0 = pi/6. The
topological flat band exists here around θ1 = 1.54 and 6.0 for
the band n = 3 only.
Having investigated the the static and periodic case,
we now demonstrate some interesting aspects of Floquet
driving. One major success of using the Floquet dynam-
ics is that one can selectively choose a coexistent param-
eter space where flatness and topology both are present.
Choosing θ0 is such a way that the corresponding static
system has topological FBs, we show that the Floquet
technique allows us to successfully enhance the flux do-
main within which bands can have non-trivial topol-
ogy and significant flatness compared to the static case.
There is no instances in the static limit when a single
band becomes topological as well as flat for a particular
7value of θ. In the Floquet case, a single particular band
can be made topological and can show substantial flat-
ness once θ0 is chosen such a way that the corresponding
static system does not support the topological FBs. The
static system does not support any bands that simultane-
ously remain non-topological and dispersive throughout
the range of θ. In contrary, Floquet bands can be made
trivial and dispersive irrespective of the value of θ1. Flo-
quet driving can indeed pave the way towards a better
tunability of the bands by incorporating a larger phase
space of parameters.
Having numerically shown that Floquet driving can
lead to topological FBs, now our aim is to analytically
understand it. We shall here approximately derive the
Floquet operator F(T ) as given in Eq. (7) for k → 0,
T → 0
Fk→0(T ) =

1 1− itθXT 1− it′yT + tykyT 1− itθX∗T
1− itθX∗T 1 1− itθXT 1− it′xT + txkxT
1− it′yT − tykyT 1− itθX∗T 1 1− itθXT
1− itθXT 1− it′xT + txkxT 1− itθX∗T 1
 . (20)
with X = (exp(iθ1)α + exp(iθ2)(1 − α)), t′y = ty + λ,
t′x = tx+λ. Now, in the high frequency limit, the Floquet
Hamiltonian HF (T ) is given by F(T ) ' 1 − iHF (T )T
with
(HF )k→0(T → 0) =

0 iT + tθX
i
T + t
′
y + ityky
i
T + tθX
∗
i
T + tθX
∗ 0 iT + tθX
i
T + t
′
x − itxkx
i
T + t
′
y − ityky iT + tθX∗ 0 iT + tθX
i
T + tθX
i
T + t
′
x + itxkx
i
T + tθX
∗ 0
 . (21)
Therefore, (HF )k→0(T → 0) = H(k→ 0, θ1, t′θ)+H(k→
0, θ2, t
′′
θ )+(i/T )Mextra with t′θ = αtθ, t′′θ = (1−α)tθ and
Mextra =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
 . (22)
In order to analyse the effect of HF extra on the disper-
sion, we first begin with the different hopping matrixM
considering k = (kx, ky) = 0: the x, y hopping matrix
Mx and My are given by
Mx =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 My =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 (23)
On the other hand, λ hopping matrix Mλ is given by
Mλ = Mx +My. Similarly, the θ hopping matrix Mθ
is given by
Mθ =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 . (24)
Further investigation with these hopping matrices M
suggest [Mθ,Mλ] = 0 and [Mx,y,Mλ] = 0. On
the other hand, the extra matrix Mextra appearing
in HF (k → 0, T → 0) [Mextra,Mθ] = 0 and
[Mextra,Mλ] = 0. Therefore, the eigenstates of H(k, θ)
at k = 0 remains remain an eigenstate of HF (k, T → 0).
Thus the stability of the flat-band is guaranteed. How-
ever, interestingly, one will be able to tune flatness and
topological properties of different eigenstates of HF by
suitably choosing θ1 and θ2.
We now discuss about the Floquet band structure
and the corresponding distribution of Berry curvature in
(kx, ky)-plane under periodic driving. In Fig. 6, we plot
the Berry curvature Ωn(k) and the Floquet energy µ
(n)
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FIG. 6: (Color online) The Floquet Berry curvature (left
panel) and the corresponding ground state (n = 1) quasi-
energy µ
(1)
k of the Floquet Hamiltonian (right panel) for
α = 0.9 and θ1 = pi/3. The quasi-energy band is nearly flat
as also can be seen from Fig. 8(b). We consider θini = θ0 = 0.
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FIG. 7: (Color online) The Fig. 6 is repeated with θ1 = pi/6
instead of pi/3. The flatness of the quasi-energy band is in-
creased here compared to Fig. 6 as also quantified in Fig. 8(b).
for n = 1 with θ0 = 0 and θ1 = pi/3. We observe that the
Floquet spectrum is nearly flat here, whereas its’ static
counterpart is not flat as we find in our numerics however,
not shown in this paper. A similar plot is also shown in
Fig. 7 with θ1 = pi/6. One can find that the Floquet
spectrum is more flat in the second case as compared to
the first one. This scenario is already quantified in Fig. 2
where it is clearly observed that the flatness decreases
with θ1 as it is increased from zero value. The distribu-
tion of the Berry curvature in k space is also shown with
the Floquet band for both the cases. It is noteworthy to
say that the distribution of Berry curvature supports the
behavior of the Floquet bands for the above mentioned
cases.
Having shown the effect of θ0 and θ1 on the FBs, we
next want to investigate the effect of duration of the first
step Hamiltonian Hk(θ0) in one complete period T by
analyzing C and F as a function of α using Eq. (7). In
particular, the Chern number of n = 1 band is numer-
ically calculated for various values of θ1 (see Fig. 8(a)).
We can see that C remains at −1 for smaller values of
θ1 = pi/6, pi/9 and pi/12, during the whole regime of α.
On the other hand, the important observation is that if
we start with a comparatively bigger value of θ1 = pi/3, C
remains at 0 for smaller values of α but it becomes −1 at
α ≈ 0.24 and remains there for further increase of α. We
are now interested in to find the topologically non-trivial
band which are nearly flat. The flatness of the Floquet
band is numerically calculated as a function of α (see
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FIG. 8: (Color online) (a) The Chern number (C) of Floquet
quasi-energy spectrum for n = 1 is plotted as a function of α
for different values of θ1 with θ0 = 0. (b) The flatness of the
same spectrum as a function of α for the same values of θ1.
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FIG. 9: (Color online) The Floquet quasi-energy density of
states (DOS) for different values of θ1 and α. We consider
θini = θ0 = 0.
Fig. 8(b)) for the same values of θ1 as used to determine
the Chern number. One can see here that flatness of the
band is increased with increasing α, i.e., increasing the
duration of θ0 in Floquet Hamiltonian. This observation
is in congruence to Fig. 2. Combining these, the fact is
that for θ1 → 0 the initial flatness substantially governs
the Floquet bands and as α→ 1, it is only the initial state
matters. The non-zero Chern number for finite α < 1 is
an outcome of the Floquet driving. We therefore find
that one can get a better hand to selectively manipulate
the flatness and topology even by varying α keeping θ1
fixed. The Floquet operator is a function of α, θ1, θ0;
hence, we are able to achieve a large parameter space for
obtaining topological FBs compared to the static case
which is only restricted with θ.
We here examine another approach to detect the FBs
using Floquet quasi-energy states (DOS) as
∑
k,n δ(E −
µ
(n)
k ). However, the topological feature can not be probed
in this method. Here we calculate the number of k points
corresponding a quasienergy value and plot that number
as a function of quasienergy (see Fig. 9). We can see a
certain peaks in the DOS for different values of θ1 and α
with θ0 = 0. If we compare the DOS with the flatness in
Fig. 8(b), we can make a connection of the behavior of
DOS with the flatness of the quasienergy bands. For θ1 =
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FIG. 10: (Color online) Plot of the flux-current Jnθ for each
band index n as a function of α. We consider θini = θ0 = 0.
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FIG. 11: (Color online) (a) The variation of Jnθ with θ for all
the energy bands using the static Hamiltonian. (b) A similar
plot is drawn here for the time-dependent case. The plot
shows the variation of Jnθ as a function of θ1 with θ0 = 0 and
α = 0.8.
pi/3 and α = 0.1, one can find that the quasienergy band
(n = 1) is dispersive in nature (see Fig. 8). The dispersive
nature of the band is clearly reflected in the Fig. 9 where
we can see that height of the peak around E = −3 in
the DOS is much less than the maximum peak height
observed at E = 0, −2 for θ1 = pi/6. For an another case
θ1 = pi/6 and α = 0.1, the quasienergy band is dispersive
(see Fig. 8(b)) which is again accompanied by a small
broad peak of the DOS around E = −2.3 in Fig. 9. On
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FIG. 12: (Color online) (a) The total flux current Jθ as a
function of α for two values of θ1 = pi/3 and pi/6. after
infinite number of step drives. (b) The variation of Jθ with θ1
for α = 0.8 and 0.9 after infinite number of step drives. We
consider θini = θ0 = 0.
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FIG. 13: (Color online) (a) Plot of the residual energy W as
a function of α for θ1 = pi/3 and pi/6 after infinite number of
kicks. (b) Here W is plotted as a function of θ1 for α = 0.8
and 0.9 after infinite number of kicks.
the other hand, for θ1 = pi/6 and α = 0.9, we see a large
sharp peak in the DOS around E = −2 indicating that
a FB is supported as the measure of flatness shown in
Fig. 8(b). In addition, we observe an identical peak in
the DOS at E = 0 which is for n = 3 FB.
As we have studied the flatness and Chern num-
ber of individual Floquet band, we shall now study
the flux current for n-th quasienergy band Jnθ =∑
k〈Φ(n)k |Jˆθ(k)|Φ(n)k 〉, as defined inside Eq. (14), is shown
in Fig. 10 by varying α. We consider θini = θ0 = 0. The
two extreme limits of the Floquet operator are given by
the time-evolution unitary operator with the Hamilto-
nian corresponding θ1 and θ0 for α = 0 and 1, respec-
tively. Therefore Jnθ becomes non-zero at α = 0 for all the
values of n and all of them takes zero value at α = 1. We
note that for n = 1, Jnθ remains negative and increases
to zero as α approaches unity. On the other hand, for
n = 2, 3, 4, Jnθ remain positive and decreases to zero as
α→ 1. The interesting point to note here, given the set
of parameter chosen (see Fig. 2), is that n = 1, 3 support
FBs for which Jnθ acquires maximum value irrespective of
α. The Jnθ is also calculated for static and periodic drive
cases with θ and θ1 respectively. We observe that it is
periodic as a function of θ and θ1. However, the period
of the oscillation gets double as we move from static to
Floquet driving case (see Fig. 11).
The total flux current (see Eq. (15)) and the residual
energy (see Eq. (12)) are also calculated as a function of
both α and θ1 at infinitely large time limit as shown in
Fig. 12 and Fig. 13, respectively. The total current Jθ is
plotted against α for θ1 = pi/3 and pi/6. These two curves
intersect around α = 0.23 where the Chern number for
θ1 = pi/3 changes from 0 to −1 (see Fig. 8). This shows
that the flux current can be used as the indicator of the
change in topology in the system. The total flux current
also shows periodic behavior with θ1 as found in each
component of the same current. The point to note here
is that Jθ(n → ∞) acquires higher value as α decreases
i.e., the longer the duration of the second step Hamilto-
nian Hk(θ1), the larger the magnitude of the flux current
is generated in the driven system. Most importantly, the
underlying static system, as described by Hk(θini = 0),
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does not support flux current, the Floquet dynamics al-
lows the system to gain a finite flux current. At the same
time flux current can be made to vanish even for the pe-
riodically driven system by suitably choosing θ1 = pi. On
the other hand, The residual energy of the system de-
creases with α and vanishes at α = 1. We have also seen
that the flatness increases with α for any value of θ1.
This indicates that the residual energy can be reduced
with increasing the flatness in the band. We find W
monotonically decreases for α > 0.23 where flux current
also shows distinct behavior. Similar to the flux current,
W shows oscillatory behavior as a function of W and the
magnitude increases with decreasing α, as expected. The
excess energy can be minimized for θ1 = pi. From analy-
sis of different observables as a function of α and θ1, we
can convey that our work has experimentally viable, as
both of the above parameter can be tuned.
B. Aperiodic driving
After studying the flatness, Chern number, flux current
and excess energy in periodic Floquet dynamics, we shall
now investigate the aperiodic case where probability P
of the second flux Hamiltonian becomes 0 < P < 1.
We shall first study the dynamics of excess energy W ,
as obtained from Eq. (10) and Eq. (11), by varying θ1
and α. Figure 14 shows that for θ1 = pi/2 and θini =
θ0 = 0, W increases less rapidly for α = 0.8. A careful
analysis suggests that W for P = 0.5 mostly stays at
higher values compared to other P 6= 0.5 irrespective of
α. This implies the fact that the system absorbs energy
maximally when the degree of aperiodicity is maximum,
while for fully periodic drive P = 1, the system attains
a periodic steady state i.e., it does not absorb energy
from the external drive. Interestingly, any amount of
aperiodicity can drive the system away from the periodic
steady state and hence it gets heated up with n. While
investigating with α, for a given value of n < 300, we
find that short duration of flux-Hamiltonian (i.e., α =
0.8) can lead to the decrement of W as compared to
the long duration of flux Hamiltonian (i.e., α = 0.2).
The finite time rate of growth of W becomes higher for
α = 0.2 while the intermediate rate of growth becomes
higher for α = 0.8. As a result, the asymptotic value of
W is reached early for α = 0.2 while the W saturates for
much higher value of n for α = 0.8. We note that the
asymptotic value depends on α, the reason behind that
will be discussed below.
We now repeat the analysis of W as a function of n for
θ1 = pi/6 and pi/40 in Fig. 15 and Fig. 16, respectively.
In these cases, we also consider θini = θ0 = 0. One
can similarly observe that initial rate of growth is max-
imized when α is less while it tends towards saturation
early. It is noteworthy that the heating gets remarkably
suppressed when θ1 = pi/40 → 0. Turning to periodic
dynamics with P = 1, one can observe after analyzing
Fig. 14, Fig. 15 and Fig. 16 that systems attains peri-
odic steady state with minimum excess energy when the
flux Hamiltonian is activated for short duration of time
α = 0.8 and flux θ1 → 0. Both of these above obser-
vations are due to the fact that the initial state is the
ground state of first no-flux Hamiltonian. For aperiodic
case, We also note that the asymptotic value of W at
n→∞ is a function of θ1 in addition to α.
Now would now try to understand the physical pic-
ture behind the rise of W and its subsequent satura-
tion at n → ∞. It has been shown for a two level
model (in the momentum space) that aperiodic dynam-
ics can be analytically handled in a non-perturbative way
[73, 74]; the instantaneous energies ek(nT ) is propor-
tional to (Dk)
n while the proportionality factor depends
on |Ψk(θini, t = 0)〉 and possible combination of Floquet
basis. The disorder matrix is a function of P , T , Flo-
quet operator Fk and eigen-energies of Hk(θ0). For two
level system with binary disorder (gn can be either 1 or
0), 4 × 4 disorder matrix has two real (unity and less
than unity) and two complex conjugate (magnitude less
than unity) eigenvalues. Now for small n, complex eigen-
values dictates the oscillatory pattern on the overall in-
creasing background. The increasing nature, persisted
until n becomes substantially large, is dictated by the
real less than unity eigenvalue. The asymptotic univer-
sal nature is solely determined by the unity eigenvalue
as all the other contributions coming from the remain-
ing eigenvalues vanish. Therefore, it is understood that
W can not raised indefinitely rather the it saturates as
n → ∞. This saturation values depends on the propor-
tionality factors. Now connecting it to our case, one can
similarly construct a 8×8 disorder matrix Dk as the mo-
mentum space Hamiltonian is 4 levels. We will be having
unity eigenvalue in Dk that governs the asymptotic limit
n → ∞. All the remaining eigenvalues dictates the low
and intermediate growth of W .
We shall now study the the dynamics of flatness vary-
ing different parameters θ1 and α. We show that for
θ1  0, the time evolved instantaneous energy becomes
highly dispersive irrespective of the duration of the no-
flux Hamiltonian α as shown in Fig. 17(a,b,c) and Fig. 18
(a,b). We use Eq. (17) to estimate F as given the above
figures. Here, with α = 0.8 and θ1 = pi/6, the time
evolved ek(nT ) can have non-dispersive nature as far as
small n is concerned (see Fig. 18(c)). The aperiodic driv-
ing leads to significant flatness as compared to the peri-
odic driving case in the finite n limit. This tendency is
clearly visible for θ1 = pi/40 → 0 irrespective of the du-
ration of the no-flux Hamiltonian (see Fig. 19). We find
that for periodic driving with P = 1, ek(nT ) becomes
less dispersive if one increases the duration of no-flux
Hamiltonian from α = 0.2 to 0.8. We see that F remains
close to unity for P = 0.1 with α = 0.8 while flatness
falls most rapidly for P = 1 as far as n ≤ 200. This is
due to the fact that time evolved wave-function |Ψk(nT )〉
is minimally deviated from the initial wave-function for
P = 0.1 and α = 0.8 i.e., the system is closely following
eigenstate evolution as the flux-Hamiltonian is mostly
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FIG. 14: Plot depicts the variation of excess energy W as a
function of stroboscopic instant n for α = 0.2 (a), α = 0.5 (b),
α = 0.8 (c) with θ1 = pi/2. For the fully periodic situation
(P = 1), the system synchronizes with the external driving
and stops absorbing energy. On the contrary, for any non-zero
value of P (6= 1), the periodic steady state gets destabilized
and the system keeps on absorbing heat. For P = 0.5, W
grows maximally with n almost independent of the values of
α. We note that with increasing α, the rate of growth of W
as a function of n increases. Here, we have θini = θ0 = 0.
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FIG. 15: We repeat Fig. 14 for θ1 = pi/6 and θini = θ0 = 0.
The asymptotic saturation value of W decreases for θ1 = pi/6
compared to θ1 = pi/2.
in-active and its’ duration is very short. Since the initial
no-flux Hamiltonian supports non-topological flat band
as the ground state. Hence the flatness remains frozen
at unity for aperiodic driving. On the other hand, for
periodic case with P = 1, due to the above reason the
fluctuation of F gets reduced heavily when θ1 → 0 and
α→ 1.
Having considered the situation θini = θ0, we shall now
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FIG. 16: We repeat Fig. 14 for θ1 = pi/40 and θini = θ0 = 0.
The system absorbs small amount of energy once the initial
ground state of the system is minimally perturbed by the
external driving θ1 → 0.
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FIG. 17: Plot depicts the variation of instantaneous flatness
F as a function of stroboscopic instant n for α = 0.2 (a),
α = 0.5 (b), α = 0.8 (c) with θ1 = pi/2. One can see that
periodic and aperiodic driving both are not able to generate
flat band. We here choose θini = θ0 = 0.
investigate the case where θini 6= θ0 i.e., initial state is
not the eigenstate of the first step Hamiltonian Hk(θini).
Considering two different θini and keeping θ1, θ0 fixed, we
will be able to compare the two equivalent non-eigenstate
evolution as far as the first step Hamiltonian Hk(θ0) is
concerned. We can analyze the effect of initial flat and
dispersive band following the identical dynamical pro-
tocol. We investigate the work done W as a function
of n considering different initial states and a variety of
step Hamiltonian for the periodic and aperiodic driving
as shown in Fig. (20), Fig. (21) and Fig. (22). The in-
teresting outcome is that in the case of aperiodic driving
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FIG. 18: We repeat Fig. 17 for θ1 = pi/6. The fluctuation
of of F for periodic driving is reduced in the present case
compared to θ1 = pi/2. We here choose θini = θ0 = 0.
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FIG. 19: We repeat Fig. 17 for θ1 = pi/40. The fluctuation of
of F for periodic driving becomes minimum in the present case
compared to θ1 = pi/2, pi/6. We here choose θini = θ0 = 0.
the growth rate of W becomes heavily slowed down if the
initial state has a significant flatness.
We study the evolution of excess work W for θ1 = pi/2
and pi/6 with P = 1 and 0.5 as shown in Fig. 20(a) and
(b), respectively. W turns out to be negative for the pe-
riodic driving; this is due to the fact that instantaneous
energy ek(nT ) is less than the initial energy e
ini
k (0). In
the present case, einik (0) is not an eigenstate energy. Pe-
riodic driving is not able to excite the system. How-
ever, aperiodic driving can not lead to a periodic steady
state and hence, instantaneous energy ek(nT ) can over-
come einik (0). Most interestingly, the growth rate of W
is significantly suppressed once the initial state has sub-
stantial flatness; |Ψk(θini, t = 0)〉 becomes more flat for
θini = pi compared to pi/2. In order to check these feature
in detail, we repeat the aperiodic case with P = 0.5 as
depicted in Fig. 21(a) and Fig. 22(a), respectively. One
can clearly observe that W calculated from initial dis-
persive band saturates at a higher value compared to the
initial FB. For the periodic case, the behavior is the op-
posite (see Fig. 21(b) and Fig. 22(b)); W obtained from a
dispersive band saturates at a smaller value compared to
that of the for an initial FB. The reason is einik (0) for dis-
persive band becomes lower compared to the FB. Since
the system does not keep absorbing energy from the pe-
riodic driving, W for dispersive band always stays lower
compared to that of the FB.
We can clearly observe that the initial flatness of a
band has a severe effect on the subsequent dynamics.
For the aperiodic case, as we know that the disorder ma-
trix Dk does not depend on initial condition, rather it
is the proportionality factor that depends on the initial
condition. In the present analysis with keeping the two
step flux Hamiltonian fixed, we allow the initial condition
to vary. Therefore, we actually change the proportional-
ity factor instead of changing the disorder matrix. This
is why the work done W saturates to a higher positive
value when the initial state is substantially flat. This ini-
tial state dependence is further confirmed by varying the
dynamical parameter P and θ1 while keeping θini fixed
(see Fig. 21 and Fig. 22 ). Moreover, the slow time rise is
almost identical for the different θini in these above cases.
Similar to the asymptotic value, the intermediate growth
rate of W increases for initial dispersive band compared
to the FBs.
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FIG. 20: Plot depicts the variation of instantaneous work with
stroboscopic cycle n with two step Hamiltonian Hk(θ0 = 0)
and Hk(θ1 = pi/2) considering the ground state of Hk(θini)
as initial state |Ψk(θini,t=0)〉. (a) for θ1 = pi/2 and (b) for
θ1 = pi/6. We find for the aperiodic driving with P = 0.5,
W increases more rapidly once we start from dispersive band
at θini = pi/2 compared to a FB at θini = pi. However, for
periodic driving P = 1, W saturates at higher value starting
from dispersive band compared to FB. Here, α = 0.8.
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FIG. 21: Plot depicts the variation of instantaneous work
done as a function of stroboscopic cycle n for aperiodic P =
0.5 (a) and periodic P = 1.0 (b) driving with θ1 = pi/2.
Starting from a FB (θini = 3.0, 3.05), W saturates to a lower
value as compared to dispersive band (θini = 1.0, 2.0). Here,
α = 0.8.
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FIG. 22: We repeat Fig. (15) with θ1 = pi/6.
IV. CONCLUSION
Inspired by the recent equilibrium studies on topo-
logical FBs [88], we here investigate a two dimensional
diamond-octagon model with time dependent magnetic
flux term. To be precise, the driving protocol considered
here is periodic and each cycle is comprised of two step
Hamiltonian with two different magnetic flux θ0 and θ1
embedded in them. These Floquet set up allows us to
characterise the driven model in terms of the two pa-
rameters, 1) duration of first flux Hamiltonian αT and
2) values of flux θi. Most interestingly, we show that
the topological FBs can be engineered quite desirably by
appropriately tuning these above parameters where the
static model can not support topology and FB simulta-
neously. In the process, we define flatness and check the
consistency of our definition using Floquet joint density
of states where we find sharp peak at the FB energy.
One can mathematically show that in the high frequency
limit the extra term in effective Floquet Hamiltonian sat-
isfy similar commutation relation as observed for static
Hamiltonian. Hence, the property of the static Hamilto-
nian remained, however, parameter space gets expanded
and modified to observe topological FBs. considering the
asymptotic limit of the number of driving cycle n→∞,
we additionally study the emergence of flux current Jθ
and the variation of excess energy W with α and θi. In-
terestingly, the Jθ and W both show periodic behavior
with θ1 with periodicity doubled compared to the static
case. We also relate the topology of the band with the
flux current and flatness with the excess work.
We next analyse the stroboscopic evolution of W and
flatness with n considering aperiodic driving. Here the
protocol we follow is that the second Hamiltonian inside
the cycle is associated with a binary disorder amplitude
with probability P . In this way, we can go to perfect pe-
riodic limit for probability P = 1 and P = 0 corresponds
to a situation where the system is evolved only with the
first Hamiltonian. Any intermediate value of P corre-
sponds to a random array of these two Hamiltonian. We
show that W can be substantially suppressed if α → 1
and θ1 → 0. On the other hand, maximum heating oc-
curs when α → 0 and θ1 → pi/2. For periodic case, W
saturates to a higher value for α→ 0 and θ1 → pi/2 com-
pared to α→ 1 and θ1 → 0. We also study stroboscopic
flatness that can only sustain with periodic dynamics.
Most interestingly, starting from initial FB, W saturates
at a lower value for aperiodic case; a large number of
degenerate states associated with the FBs is responsible
for this suppression. We further explain our observation
by making resort to the disorder matrix representation
of the work done.
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