Simulation plays an essential role in comprehending a target system in many fields of social and industrial sciences. A major task in simulation is the estimation of parameters, and optimal parameters to express the observed data need to directly elucidate the properties of the target system as the design of the simulator is based on the expert's domain knowledge. However, skilled human experts struggle to find the desired parameters.Data assimilation therefore becomes an unavoidable task in simulator design to reduce the cost of simulator optimization. Another necessary task is extrapolation; in many practical cases, the prediction based on simulation results will be often outside of the dominant range of the given data area, and this is referred to as the covariate shift. This paper focuses on the regression problem with the covariate shift. While the parameter estimation for the covariate shift has been studied thoroughly in parametric and nonparametric settings, conventional statistical methods of parameter searching are not applicable in the data assimilation of the simulation owing to the properties of the likelihood function: intractable or nondifferentiable. To address these problems, we propose a novel framework of Bayesian inference based on kernel mean embedding that comprises an extended kernel approximate Bayesian computation (ABC) of the importance weighted regression, kernel herding, and the kernel sum rule. This framework makes the prediction available in covariate shift situations, and its effectiveness is evaluated in both synthetic numerical experiments and a widely used production simulator.
Introduction
Simulation plays an essential role in comprehending a target system in not only natural science but also in social and industrial sciences. Multiagent simulation is a representative method in social science and is used for analysis of traffic flow and crowd dynamics. In industrial applications, production simulation is, for example, employed to investigate production efficiency. Fig. 1-(A) shows a typical production simulator to model a procedure for assembling a product; items consisting of "TOPS," "BOTTOMS," and "SCREWS" are necessary to assemble a product in an "ASSEMBLY" machine and four products are inspected at once in an "IN-SPECTION" machine. The simulator provides a function between the number of products (shipment) in a day and the production time (see the brown solid line in Fig. 1-(B) ). One of the main tasks in simulation is the estimation of parameters. Since the simulator is designed based on an expert's domain knowledge, each parameter is interpretable for the human experts and the optimal parameter to express the observed data directly needs to elucidate the properties of the target system. In multiagent simulation, the action principles of the agents are determined by some parameters, and parameter tuning is crucial to reproduce the observed phenomena. In the production simulator of Fig. 1-(A) , the elapsed times of the two machines are the parameters; the unknown elapsed time of each process is detected from the observable total production time. Despite the increasing importance of parameter estimation, even skilled human experts still struggle to find the desired parameters. Data assimilation is therefore an unavoidable task to reduce the cost of simulator optimization.
Another task necessary in simulator optimization is extrapolation. Since the opportunity of data sampling in social and industrial sciences is sometimes restricted, the prediction will be outside of the dominant range of the given data area. For example, the target setting of simulation is on mass production, while the data are obtained in the process of its trial production, in which the number of products is smaller. Figs 1-(B) and (C) describe this situation. In this simulator, the total production time drastically changes between X = 110 and X = 120. The obtained data are mainly located in the range X < 110 (the red dots in the panels (B) and (C)). When the prediction is required in the mass production range X > 110, the estimation has to be taken account of the extrapolation (the dark green line in the panel (C)) referred to as the covariate shift (Shimodaira 2000) . This paper focuses on the regression problem with the covariate shift, which has been studied in the conventional parametric and nonparametric settings (Shimodaira 2000; Yamazaki et al. 2007; Gretton et al. 2009; Sugiyama and Kawanabe 2012) .
However, the conventional statistical methods of parameter searching such as the least squares and gradient methods are not applicable in the data assimilation task of the simulation. Let us consider a simple regression case; the input x and the output y are one-dimensional and the conditional probability is given by
where ρ is the given standard deviation, θ is the parameter of the simulator, and r(x, θ) is the simulation result. The likelihood is expressed as the product of this probability. Since the given information on r(x, θ) is not the expression with respect to θ but its value as the simulation result, the likelihood is neither tractable or differentiable. Data assimilation techniques such as ABC (Csilléry et al. 2010; Marin et al. 2012; Nakagome, Fukumizu, and Mano 2013) and kernel ABC (Nakagome, Fukumizu, and Mano 2013) have been developed to estimate simulation parameters with intractable likelihood though they do not deal with the covariate shift.
To address these problems, we propose a novel framework of Bayesian inference in which a series of methods based on kernel mean embedding (Fukumizu, Song, and Gretton 2013) is employed. More precisely, the proposed framework consists of an extended kernel ABC to the importance weighted regression, kernel herding (Chen, Welling, and Smola 2010) , and the kernel sum rule (Fukumizu, Song, and Gretton 2013) . Numerical experiments show that our method can deal with the covariate shift in synthetic and production-simulator data. The computational cost has the superiority over that of possible alternatives such as the ABC and the Markov chain Monte Carlo (MCMC) methods; the kernel ABC is much more efficient than ABC in a highdimensional parameter space (Nakagome, Fukumizu, and Mano 2013; Kajihara et al. 2018) , and the MCMC method has, in principle, a larger cost, which will be shown in the discussion section. Even if the kernel method is used for the regression problem, our method is completely different from nonparametric regression such as kernel ridge regression (Grünewälder et al. 2012) .
The contributions of this study are as follows: • We propose a framework for "intractable likelihood regression" with a simulation model treated as a black box function by combining the extended kernel ABC for regression, kernel herding, and the kernel sum rule.
• We extend the intractable likelihood regression to a covariate shift situation with the proposed importance weighted kernel.
• We apply these techniques to a discrete simulation system in a factory.
This paper is organized as follows. We briefly review the Bayesian inference for regression, its "under covariate shift" situation, kernel ABC, kernel herding, and the kernel sum rule. In the next section, we propose the novel framework named intractable likelihood regression with an extension of kernel ABC for regression and its covariate shift extension. We show that the generalization error of our proposed method is almost equivalent to that of the conventional method of tractable likelihood with artificial problemsetting. We also present the results of a real problem commonly used in the field of production simulation.
Background and Related Work
As a series of building blocks for the proposed method, we briefly review the Bayesian inference for regression, Bayesian inference under covariate shift situation, kernel ABC, kernel herding, and the kernel sum rule.
Bayesian Inference
Bayesian Inference for Regression Let {X n , Y n } = {X 1 , Y 1 , ..., X n , Y n } be a set of observed samples that are independently and identically generated following the true distribution q(x, y) = q(x)q(y|x). Let p(y|x, θ) be a learning model to infer the true q(y|x) model. As the regression formulation, the true joint distribution q(x, y) is written as
where R(x) is the true regression function, d X is the dimension of X, and ρ is the standard deviation. Then, the learning model p(y|x, θ) is written in the regression problem as
where r(x, θ) is a model of the regression function. Here, we assume the Gaussian noise for observation of the true regression function. The posterior distribution is
is the likelihood and π(θ) is the prior as a function of θ.
If the predictive distribution p(y|x, X n , Y n ) is a mean of p(y|x, θ) for posterior θ, then p(y|x, X n , Y n ) = p(θ|X n , Y n )p(y|x, θ)dθ. (5) Bayesian Inference for Covariate Shift As an extension Bayesian inference for regression, we review the Bayesian inference for regression under covariate shift setting (Shimodaira 2000) . In covariate shift setting, the distribution q 0 (x) for generating the training dataset {X n , Y n } varies from distribution q 1 (x) for the prediction or test dataset, but the functional relation p(y|x) remains unchanged. An additional assumption under covariate shift setting is model misspecification, where the learning model cannot attain the true distribution. In practice, the learning model with optimal parameters p(y|x, θ * ) deviates more or less q(y|x).
We define the importance weight function of X n as
Here, we assume that q 0 (x) and q 1 (x) or its ratio is known or reasonably estimated in advance. In many practical applications, estimating the density from observed data might be necessary. We can refer to a series of previous works to estimate the density or density ratio (Parzen 1962; Sugiyama and Takeuchi 2010) .
To provide good inference under covariate shift and model misspecification settings, the log-likelihood function is improved with the importance weight function β(x) as follows:
Asymptotically, the parameter θ becomes a consistent parameter for the sample from q 1 (x) distribution because the importance weight β(x) = q 1 (x)/q 0 (x) effectively cancels q 0 (x). By the law of large numbers, we can find
where {X , Y} is the sample from the q 1 (x) distribution. Except for the weighted log-likelihood function corresponding to the likelihood in Eq.(4), the formulation of the inference and predictive distribution is the same as the above description.
Application of Kernel Mean Embedding
Kernel ABC ABC is an approach to estimate the posterior distribution with intractable likelihood (Csilléry et al. 2010; Marin et al. 2012) . Here, we introduce kernel ABC for density estimation that is an algorithm that executes ABC in a reproducing kernel Hilbert space (RKHS) H (Nakagome, Fukumizu, and Mano 2013; Fukumizu, Song, and Gretton 2013) . In general, density estimation is formulated as a problem to obtain the optimal parameter θ * by calculating the posterior distribution p(θ|Y n ) = p(Y n |θ)π(θ)/Z(Y n ), where π(θ) is the prior distribution, p(y|θ) is the learning model, and Z(Y n ) is the normalized constant. However, here we assume that the likelihood p(Y n |θ) is "intractable." Kernel ABC allows us to calculate the kernel mean representation of the posterior distribution by following the algorithm for intractable likelihood.
Here, m is the number of parameter θ samples from prior π(θ), j is its correspondence suffix, and d θ is the dimension of parameter θ. The empirical kernel meanμ θ|Y is written asμ
(14) I is an identity matrix, and δ > 0 is a regularization constant. The vector k y (Y n ) and the Gram matrix G can be written by a kernel k y for the data vector of Y n (∈ R n ) as follows:
Herding Kernel herding is a method used to sample from the kernel mean representation of a distribution (Chen, Welling, and Smola 2010) . Kernel herding greedily obtains samples θ 1 , ..., θ m by using the following update equations:
where j = 0, ..., n−1 and the initial element of h 0 is defined by the kernel mean µ. Ref. (Chen, Welling, and Smola 2010) shows that kernel herding decreases the error of sampling in the RKHS at a rate O(1/m).
Kernel Sum Rule
The kernel sum rule is a method used to compute the kernel mean of marginalized probability (Fukumizu, Song, and Gretton 2013), if the kernel mean of prior and sample from the joint distribution is given. Corresponding to the marginalized distribution p(y|θ)π(θ)dθ, the sum rule of the kernel mean is as follows: If one obtains the sample of {θ 1 ,Y 1 }, ..., {θ m ,Y m } from the joint distribution p(y, θ) and obtains the kernel mean of prior as m j=1 w j k θ (·, θ j ), then the empirical kernel mean of marginal distribution iŝ
The Gram matrices Gθ and Gθ θ are given by 
Proposed Method
We propose a novel framework to solve the regression problem with intractable likelihood using kernel mean embedding. We formulate the probabilistic model by assuming that the observation data Y i is expressed as the simulation output conditioned by X i with Gaussian noise. This formulation corresponds to Eq.(3) in the Bayesian inference for regression. As the regression problem, we formulate the framework to represent the relation between the pair Y i and X i for i = 1, ..., n in the kernel mean representation. This formulation has mathematical characteristics in that the order of datasets cannot be permuted. The order of elements in the vector Y i is fixed for i = 1, ..., n owing to the order of X i for i = 1, ..., n. On the other hand, the target samples Y i for i = 1, ..., n are independent and identically distributed in the previous density estimation problem.
As an extension of this regression framework for the covariate shift situation, we propose the weighted kernel function that has a relation between input X i and output Y i for i = 1, ..., n to express the weight β i in the kernel function for individual data {X i , Y i } (i = 1, ..., n). Our proposed formulation of the regression, which implicitly contains the relation between {X i , Y i } (i = 1, ..., n), enables us to extend to the covariate shift situation easily.
Intractable Likelihood Regression
In this section, we present an extension of kernel ABC for a class of regression problems from a class of density estimation problems. This is also the kernel mean representation of the Bayesian inference for regression. The idea is that kernel mean embedding (kernel ABC) and kernel herding are the pairwise methods of embedding for RKHS and sampling from RKHS, to avoid the issue of the assumed intractable likelihood. The proposed framework is summarized as Alg. 1. We first calculate the kernel mean of the posterior distribution, and then generate samples from the kernel mean by kernel herding as 1 ) and 2 ) in Alg. 1. Second, we calculate the kernel mean of the predictive distribution, and generate samples by kernel herding as 3 ) and 4 ).
Kernel ABC for Regression and Kernel Herding
The purpose here is to solve the regression problem if we observe the dataset {X n , Y n }, with the assumption that the learning model p(y|x, θ) can only be written in a simulator, which allows us to calculateȲ n only if we input X n and θ. The simulator can be seen as a "black box function," which is not differentiable, i.e., a nonanalytical function.
Note that in the following algorithm of the proposed kernel ABC for regression, the formulation of conditioning by observed data X n and its relation Y n are different from the existing kernel ABC represented in previous section, while other parts of the formulation are almost similar.
The algorithm implemented to obtain the kernel mean of the posterior distribution p(θ|X n , Y n ) is as follows:
• Generate sampleθ j ∈ R d θ ∼ π(θ) for j = 1, ..., m.
• Generate pseudo dataȲ n j ∈ R n ∼ p(y|X n ,θ j ) by simulator for j = 1, ..., m.
• Calculate kernel meanμ θ|Y X . Here, m is the number of parameter θ samples from prior π(θ) and d θ is the dimension of parameter θ.
The formulation from Eq. (13) to (16) is exactly the same as the above normal kernel ABC for density estimation problems; however, the essence to produceȲ n j is different be-causeȲ n j is a sample conditioned by X n . An explicit form of calculation of elements of vectorȲ n j is
This relation between X i andȲ i,j is the reason why the order of components for i = 1, ..., n inȲ n j vector cannot be permuted. On the other hand, in density estimation problems, the order can be permuted because components are independent and identically distributed for i = 1, ..., n. Eq.(24) is the key formulation to apply the kernel ABC to the regression problem.
The kernel meanμ θ|Y X is written aŝ
where w j is same formulation as Eq. (13) to (16). After obtaining the kernel mean of the posterior distribution in Eq.(25), we sampleθ j ∈ R d θ for j = 1, ..., m from µ θ|Y X using kernel herding, reviewed in Sec. , which is s sampling technique from the kernel mean.
Kernel Sum Rule and Kernel Herding for Prediction
To calculate the kernel mean of the predictive distribution from samples of the posterior distribution, we use the kernel sum rule. Here, we have the samples of the posterior distributionθ j for j = 1, ..., m obtained by kernel herding. We generate the set of samples {θ j ,Y n j } for j = 1, ..., m by simulation to follow p(y|X n ,θ j ). By using the kernel sum rule, the kernel mean of the predictive distribution p(y|x, X n , Y n ) in Eq.(5) is obtained aŝ
where v j is same formulation as Eq. (20) to (23). After obtaining the kernel mean of the predictive distribution in Eq.(26), we sample the predictive distributioń Y n j ∈ R n for j = 1, ..., m by using kernel herding.
Intractable Likelihood Regression for Covariate Shift
Based on the previous section, we propose the intractable likelihood regression for covariate shift. Our idea is to represent the weight β i in the kernel mean of the posterior distribution. We define an extended kernel function that contains weight β i for the relation between input X i and output Y i . Except for the weight β i extended kernel in the kernel ABC component, the regression procedure is exactly the same as that explained in the previous section.
Kernel ABC for Covariate Shift We propose the kernel ABC for covariate shift setting: the distribution q 0 (x) for generating the training dataset {X n , Y n } varies from distribution q 1 (x) for a test or prediction dataset, but the true functional relation p(y|x) remains unchanged. Here, we assume that the probabilistic density q 0 (x) and q 1 (x) or its ratio q 0 (x)/q 1 (x) is known. As a notation in this study, ϑ represents the consistent parameter for q 1 (x) distribution instead of θ. We also use the notation of {X n , Y n } = {X 1 , Y 1 , ..., X n , Y n } for the sample from the q 1 (x) distribution.
The algorithm that generates the pair {θ j ,Ȳ n j } for j = 1, ..., m is the same as that presented in the previous section. The extended formulation of the kernel mean of the posterior distributionμ ϑ|Y X is written aŝ
The vectork y (Y n ) and the Gram matrixG are written by a kernelk y for the data vector of Y n (∈ R n ) as follows:
Note that a weighted version of the kernel function is
Kernel Herding and Sum Rule for Predictive Distribution After determining the component of the kernel ABC for regression, the procedure is the same as in Sec. except for the replacement of the kernel mean of the posterior distributionμ θ|Y X with the weighted kernel mean of the posterior distributionμ ϑ|Y X . We can sampleθ j for j = 1, ..., m from µ ϑ|Y X by kernel herding. After obtaining samples from the posterior distributionY j for j = 1, ..., m, the kernel mean of the predictive distributionν y|YX is calculated in the same manner as given in Eq.(26). Then, samples from the predictive distributionÝ n for j = 1, ..., m is obtained by kernel herding.
Validity of the Weighted Kernel The formulation of the "weighted Gaussian kernel"k y (Y n , Y n ) allows to multiply a different weight β i for the individual components Y i of Y n . This kernel is interpreted as a weighted version of a "similarity" between data vectors Y n and Y n , if the normal Gaussian kernel is interpreted as the "similarity."
The intuitive understanding is that the Gaussian kernel corresponds to the likelihood modeled as Gaussian noise with the regression function. Accordingly, the weighted likelihood in Eq. (7) is expected to correspond to the weighted Gaussian kernel. The explicit form of kernel Eq.(16) for the observed and simulated data is written as
If we define the likelihood function as the model of Gaussian noise with the regression function as Eq. (3), then the kernel of Y can be written as
This formulation means that kernel k y is expressed as the likelihood function. If we can use this interpretation, the weight function of β(x) is used as the weighted loglikelihood in Eq.(8). The formulation of weighted kernel Eq.(32) is written as follows: 
Synthetic Experiment
We compare the accuracy of the generalization error of the proposed framework with normal tractable likelihood methods, i.e., ordinary maximum likelihood (ML) estimation and Bayesian inference (Bayes) by using the MCMC method.We assume a simple synthetic experiment of regression using polynomial function, which is the same setting of Ref. (Shimodaira 2000) . Note that we treat the regression function as a blackbox and nonanalytical function for our proposed method.
Setting of Synthetic Experiment
The regression model is assumed to be linear and is expressed as y = r(x, θ) = θ 0 + θ 1 x, while the true q(y|x) is given by y N (0, 2) . The density q 0 (x) of the observed data X is x ∼ N (0.5, 0.5), and N (µ, σ) denotes a normal distribution with mean µ and variance σ. On the other hand, the density q 1 (x) for the imaginary feature observation or desired prediction is specified in advance by x ∼ N (0, 0.3). A dataset {X n , Y n } of size n = 100 is generated. The number of parameter samples is m = 2000 in the Bayesian inference and proposed method. Note that here we again treat that the model of the regression function r(x, θ) is intractable.
Result of Synthetic Experiment
We use the proposed framework presented in Alg. 1 for the ordinary regression and Alg. 2 for the covariate shift situations. Hyperparameters to be tuned are the width of kernel σ and the regularization parameter δ in the inverse Gram matrix in kernel ABC. As a common hyperparameter of the kernel method, the parameter of kernel σ must be tuned to measure the similarity between data. Another hyperparameter δ works to stabilize the calculation of the inverse Gram matrix. In this experiment, σ is the standard deviation of the input data of each kernel and δ = 1.0. In practice, these two hyperparameters should be decided by cross-validation. In practical use, obtaining the generalization error to predict the desired distribution is important. To test our proposed method, we compared the generalization error by assuming that we can obtain the observation data from the test distribution following the true R(x) regression function. Ordinary regression for the test dataset {X n , Y n } is from the q 0 (x) distribution, while the test dataset {X n , Y n } is from the q 1 (x) distribution under covariate shift. The generalization error is 1
2 . Figure 2 shows the result of the generalization error for the ML (blue solid line), Bayes (orange dashed line), and proposed methods (green dotted line) for ordinary regression and covariate shift, respectively. The result of this figure was obtained from the mean and standard deviation of 100 trials for each number of observed data and each estimation method. We can see comparable results between the proposed IRL and ML and Bayes estimation within the standard deviation.
Realistic Experiment for Product Simulator
We examine the regression problem with a production simulator having a ten-dimensional parameter space as an application of the proposed method. We define simulation input x = X i as the number of products to be manufactured in one day, output Y i = r(X i , θ) as the total time to manufacture all X i -th products, and parameter θ as the time for each procedure of the production line. In this experiment, we estimate parameter θ by assuming that observed data {X n , Y n } are given. Apparently, we cannot assume an analytical regression function in such a simulation for a discrete system.
Setting of Experiment for Production Simulation
We used a simulator called WITNESS that is a standard software package in the field of production simulation. A typical assembly process for one product with four parts was used in this experiment, as shown in Fig. 1 . Items with four parts consist of one "TOPS" part, one "BOTTOMS" part, and two "SCREWS." The products assembled in the "ASSEMBLY" machine are inspected by the "INSPECTION" machine before shipping. The "INSPECTION" machine starts when four assembled products arrive and is capable of inspecting four assembled products simultaneously. As the parameters of the simulation model, we defined the ten-dimensional parameter space as θ = (θ 1 , ...θ 10 ). All parameters are pairs of mean and standard deviation in the normal distribution of each procedure. Parameters θ 1 and θ 2 represent the elapsed time at the "ASSEMBLY" machine and θ 3 and θ 4 are the elapsed time at the "INSPECTION" machine. The θ 5 to θ 10 are the arrival times for "TOPS," "BOTTOMS," and "SCREWS" parts, respectively.
Under a covariate shift situation, we can only obtain the dataset from prototype production lines in the factory while the desired distribution to be known is the mass production line. We assumed that the elapsed time of each process will become much longer because of increasing load, if the number of products to be manufactured also increase. To create this situation artificially, we set different true parameters between the the observed data region θ (0) and the predictive region θ (1) . We set θ (0) = (2, 0.5, 5, 1, 2.5, 1, 2.5, 1, 5, 1) if x < 110 and θ (1) = (3.5, 0.5, 7, 12.5, 1, 2.5, 1, 5, 1 ) if x > 110. A shift of parameter θ 1 and θ 3 between θ (0) and θ (1) is sigmoidal. The observed data of size n = 50 was generated by q 0 (x) = N (100, 10). We set the desired distribution as q 1 (x) = N (120, 10). Red circles in Fig. 3 (A)(B) indicate the generated observed data. 
Result of Experiment for Production Simulation
We used Alg. 1 for the ordinary regression for q 0 (x) distribution and Alg. 2 for the covariate shift situation for the q 1 (x) distribution. The number of parameter samples is m = 200. The hyperparameter σ is the standard deviation of the input data of each kernel and δ = 10.0 in this experiment. In this experiment, it took approximately 6 h for posterior and more than 6 h for predictive distribution, and it takes approximately 1 s for one simulation trial. We used a PC equipped with a 3.4-GHz, Intel Core i7, 4-core processor, and a 16-MB memory. The dominant factor in the computational time is the execution of the simulation.
We first explain the ordinary regression using Alg. 1. We successfully obtained the predictive distribution as shown in Fig. 1 (B) for the q 0 (x) distribution. The red square, brown circle, and orange scattered plot in Fig. 3 (A) represent the true parameter, estimated posterior mean of θ (0) , and samples from the posterior distribution, respectively. We can see a reasonable estimation of the posterior mean for true parameters. The generalization error is 492.3. The stepwise shape of the regression function reflects the simulation model that the four products are to be sent to the inspection machine in one shipment. The predictive distribution reflects a characteristic of the system that the total production time has a tendency to be delayed if one process in the procedure is delayed. Now we will explain the covariate shift situation using Alg. 2. We also successfully obtained the predictive distribution as shown in Fig. 1 (C) for the q 1 (x) distribution. The blue square, green circle, and yellow-green scattered plot in Fig. 3 (B) represent the true parameter θ (1) at mean of q 1 (x), estimated posterior mean, and samples from the posterior distribution, respectively. We can see a reasonable estimation of the posterior mean for parameters under the covariate shift situation. The generalization error calculated by the generated test dataset by using the true parameters θ (1) from the q 1 (x) distribution is 498.3. This indicates a good fit for the covariate shift setting similar to that for ordinary regression.
Discussion

Another Use Case for Application
Another useful application of our proposed method is to analyze the posterior distribution of parameters. The confidence interval of the posterior distribution expresses the "effectiveness" of parameters for the observed data compared with the prior setting, which reflects human knowledge. For example, as in Fig. 3 , the distribution in the vertical oval shape means that the manufacturing time of the product is strongly dependent on the upstream assembly time θ 1 rather than the downstream inspection time θ 3 . This insight from the posterior distribution can contribute to the experimental design and a kind of causal analysis, the so-called "bottleneck analysis," for this application domain by combining, for example, principal component analysis. Our proposed Bayesian framework with the domain-interpretable simulation enabled us to obtain this useful result in simulation application.
Computational Time and Possible Alternative
The dominant factor in the computational cost is the execution of simulation. On the other hand, the main computational cost in the calculation of the algorithm is the calculation of the inverse matrix in kernel ABC and the kernel sum rule. This computational cost could be negligible if we assume that the number of data and number of parameter samples is of the order of 10 3 . Accordingly, the cost of regression is approximately T sim × n × m, where T sim is the CPU time for one simulation for a set of θ j and X i ; the calculation of the prediction distribution also costs T sim × n × m.
Monte Carlo methods such as MCMC are potential alternatives to our proposed method if one adapts the formulation that the likelihood is modeled with Gaussian noise with the regression function. However, for example, the Metropolis-Hasting algorithm is obviously more computationally expensive compared with our method because executing simulations for rejected trial and burn-in trial is necessary. Considering that a typical acceptance ratio is approximately 0.2, the total number of simulation trials become five times more than that in the proposed method. Thus, these methods are not suitable for an assumed computational environment that uses a regular PC. We assume that simulations are generalpurpose and easily available, and not application-specific requiring a high-performance computer or a supercomputer.
Conclusion
We proposed a novel "intractable likelihood regression" framework with the simulation model treated as a black box regression function by combining a series of kernel mean embedding methods. To use kernel ABC for the regression problem, we extended the formulation of kernel ABC to the regression problem to condition the related input X i and output Y i from density estimation problems. This formulation of the framework enabled us to extend the naturally covariate shift situation to the intractable likelihood situation.
We successfully estimated the parameters in an artificial experiment as well as a realistic experiment with a production simulator for a ten-dimensional parameter space. In addition to obtaining the predictive distribution, our proposed Bayesian framework has potentially useful application with the domain-interpretable simulation model. p(Y n θ |θ )π(θ ) p(Y n θ |θ )π(θ )dθ p(θ |Y n )dθ . . (45) Here, if the samples {θ 1 , ..., θ m } ∼ π(θ) are given, then the kernel mean of this empirical estimator iŝ
where Φ θ (·) and Φ y (·) is a feature vector for RKHS, where the inner product is a kernel function Φ θ (θ) T Φ θ (θ ) = k(θ, θ ) and Φ y (Y n ) T Φ y (Y n ) = k y (Y n , Y n ) for θ and y, respectively. In this formulation, we can see the correspondence between the likelihood function modeled by Gaussian noise and Gaussian kernel in kernel ABC. The importance weighted likelihood in Eq.(7) represents p(θ|Y n ) = δ(θ − θ ) p(Y n θ |θ ) β π(θ ) p(Y n θ |θ ) β π(θ )dθ
if we express weighted likelihood p(Y n θ |θ) β = n i=1 p(Y i |X i , θ) βi in Eq. (7). Then, the empirical kernel mean iŝ
whereΦ y (·) is a feature vector for RKHS, and the inner product is a kernel functionΦ y (Y n ) TΦ y (Y n ) = k y (Y n , Y n ). Accordingly, we can clarify that the corresponding importance weighted kernel in Eq.(32) is expressed as the weighted likelihood in Eq. (7).
