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Abstract
Given a pair of predictor variables and a response variable, how much information do
the predictors have about the response, and how is this information distributed between
unique, redundant, and synergistic components? Recent work has proposed to quantify
the unique component of the decomposition as the minimum value of the conditional
mutual information over a constrained set of information channels. We present an
efficient iterative divergence minimization algorithm to solve this optimization problem
with convergence guarantees and evaluate its performance against other techniques.
Keywords: decomposition of mutual information, synergy, redundancy, alternating di-
vergence minimization, I-projection
1 Introduction
When Shannon proposed to use entropy in order to quantify information, he had in mind a
very specific setting of communication over a noisy channel. Since then, the use of entropic
quantities has been greatly expanded, with successful applications in statistical physics,
complex systems, neural networks, and machine learning. In particular, transfer entropy is
used as a tool to study causality in dynamical systems (Schreiber 2000), and mutual infor-
mation as a criterion in feature selection (Vergara and Estévez 2014). In many applications,
the effort of estimating entropic quantities, which may be considerable, is out-weighed by
the performance gain.
Despite the success of information theory, there are still many open questions about the
nature of information. In particular, since information is not a conservation quantity, it is
difficult to describe how information is distributed over composite systems. Clearly, differ-
ent subsystems may have exclusive (or unique) information, or they may have redundant
information. Moreover, synergy effects complicate the analysis: It may happen that some
information is not known to any subsystem but can only be recovered from knowledge of the
entire system. An example is the checksum of several digits, which can only be computed
when all digits are known. Such synergy effects abound in cryptography, where the goal
is that the encrypted message alone contains no information about the original message
without knowledge of the key. It is also believed that synergy plays a major role in the
neural code (Latham and Nirenberg 2005).
In spite of their conceptual importance, so far there is no consensus on how to measure
or extract the unique, shared, and synergistic portions of joint information, even though
there have been several proposals (e.g., McGill 1954, Bell 2003). Williams and Beer (2010)
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proposed a principled approach to decomposing the total mutual information of a system
into positive components corresponding to a lattice of subsystems. This was followed up by
the axiomatic approach from Bertschinger et al. (2014), quantifying the unique, shared, and
synergistic information based on ideas from decision theory. In the past couple of years, the
latter approach has steadily gained currency with applications ranging, for instance, from
quantifying the neural code (Pica et al. 2017), to learning deep representations (Steeg et al.
2017). We focus on their definitions explained in Section 2.
Although theoretically promising, these definitions involve an optimization problem that
complicates experimentation and applications. Indeed, Bertschinger et al. (2014) note that
the optimization problem, although convex, can be very ill conditioned, and difficulties
have been reported with out-of-the-box methods or custom implementations either failing
to produce the correct results, or taking extremely long to converge. Makkeh et al. (2017)
compares different approaches to solving the problem using a number of off-the-shelf software
packages. They note that subgradients of the objective function do not exist everywhere
on the boundary of the feasible set, and hence, algorithms such as projected (sub-)gradient
descent and generic active set methods are not particularly good choices for solving the
problem.
In Section 3, we derive an alternating divergence minimization algorithm for solving the
optimization problem in Bertschinger et al. (2014) with convergence guarantees. It is similar
in spirit to the Blahut-Arimoto algorithm (BAA) (Blahut 1972, Arimoto 1972) which is also
based on alternating optimization. However, there are significant differences, especially in
relation to the nature of the constraints. In particular, there is no direct relation between
the two algorithms, and we do not see a way to phrase the computation as a capacity or
rate distortion computation. In Section 4, we present computational results comparing our
algorithm with other approaches. Matlab and Python implementations of our algorithm are
available online1. Our algorithm consistently returns accurate solutions, while still requiring
less computation time than other methods. We wrap up and give a brief outlook in Section 5.
Relevant notations are included in Appendix E.
2 Quantifying the unique information
While much research has focused on finding an information measure for a single aspect (like
synergy), the seminal paper by Williams and Beer (2010) introduced an approach to find a
complete decomposition of the total mutual information I(S;Y1, . . . , Yk) about a signal S
that is distributed among a family of random variables Y1, . . . , Yk. Here, the total mutual
information is expressed as a sum of non-negative terms with a well-defined interpretation
corresponding to the different ways in which information can have aspects of redundant,
unique, or synergistic information. For example, in the case k = 2, writing Y1 ≡ Y and
Y2 ≡ Z, the decomposition is of the form
I(S;Y, Z) = SI(S;Y, Z)︸ ︷︷ ︸
shared (redundant)
+ CI(S;Y, Z)︸ ︷︷ ︸
complementary (synergistic)
+ UI(S;Y \Z)︸ ︷︷ ︸
unique Y wrt Z
+ UI(S;Z\Y )︸ ︷︷ ︸
unique Z wrt Y
, (1)
where SI(S;Y, Z), CI(S;Y, Z), UI(S;Y \Z), and UI(S;Z\Y ) are nonnegative functions
that depend continuously on the joint distribution of (S, Y, Z). Furthermore, these functions
1https://github.com/infodeco/computeUI
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are required to satisfy the intuitive equations
I(S;Y ) = SI(S;Y, Z) + UI(S;Y \Z),
I(S;Z) = SI(S;Y, Z) + UI(S;Z\Y ). (2)
Combining these equations, it follows that the co-information can be written as the differ-
ence of redundant and synergistic information, which agrees with the general interpretation
of co-information:
CoI(S;Y ;Z) := I(S;Y )− I(S;Y |Z) = SI(S;Y, Z)− CI(S;Y, Z). (3)
Similarly, the conditional mutual information satisfies
I(S;Y |Z) = I(S;Y, Z)− I(S;Z) = CI(S;Y, Z) + UI(S;Y \Z). (4)
The decomposition is illustrated in Figure 1a.
Although the above framework is very appealing, there is no general agreement on
how to define the corresponding functions for shared, unique, and synergistic information.
When Williams and Beer (2010) presented their information decomposition framework, they
also proposed specific measures. However, their functions have been criticized as over-
estimating redundant and synergistic information, while underestimating unique informa-
tion (Griffith and Koch 2014)2. Another proposal of information measures for the bivariate
case (k = 2) that involves information-geometric ideas is presented in Harder et al. (2013).
Here we follow the approach from Bertschinger et al. (2014) and use the functions SI, UI
and CI defined there, since it is the most principled approach, based on ideas from decision
theory and having an axiomatic characterization. This approach covers only k = 2, but situ-
ations with larger k can be analyzed by grouping the variables. The decomposition is based
on the idea that unique and shared information, UI(S;Y \Z) and SI(S;Y, Z), should de-
pend only on the marginal distributions of the pairs (S, Y ) and (S,Z). It gives similar values
as the functions defined in Harder et al. (2013). Incidentally, the bivariate synergy measure
derived from this approach agrees with the synergy measure defined by Griffith and Koch
(2014) for arbitrary k.
For some finite state spaces Y,Z,S, let PS×Y×Z be the set of all joint distributions of
(S, Y, Z). Given P ∈ PS×Y×Z , let
∆P :=
{
Q ∈ PS×Y×Z : QSY (s, y) = PSY (s, y) and QSZ(s, z) = PSZ(s, z)
}
(5)
denote the set of joint distributions of (Y, Z, S), that have the same marginals on (S, Y ) and
(S,Z) as P . Bertschinger et al. (2014) define the unique information that Y conveys about
S with respect to Z as
UI(S;Y \Z) := min
Q∈∆P
IQ(S;Y |Z). (6)
See Appendix D for a brief discussion of the properties of the unique information explaining
why this definition makes sense. By (1) and (2), specifying (6) fixes the other three functions
2For example, in the case of two independent variables Y,Z and a copy S = (Y, Z), the measure of
Williams and Beer assigns 0 bit of unique information to Y and Z, and all available information is interpreted
as either redundant or synergistic.
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in (1), which are then
UI(S;Z\Y ) := min
Q∈∆P
IQ(S;Z|Y ), (7)
SI(S;Y, Z) := I(S;Y )− min
Q∈∆P
IQ(S;Y |Z) = max
Q∈∆P
CoIQ(S;Y ;Z), (8)
CI(S;Y, Z) := SI(S;Y, Z)− CoI(S;Y ;Z) = I(S;Y, Z)− min
Q∈∆P
IQ(S;Y, Z). (9)
Since ∆P is compact and the mutual information is a continuous function, these maxima
and minima are all well-defined.
We briefly illustrate the mutual information decomposition (1) by evaluating it on a real
data set.
Example 1 (The US 1994 census income data set (Lichman 2013)). The task is to relate
a list of predictor variables with a binary response variable. The predictors include: sex (bi-
nary: Male, Female), age (continuous variable divided into 4 categories: < 24, 24–35, 36–50,
> 50), race (5 values: White, Asian-Pac-Islander, Amer-Indian-Eskimo, Black, Other), ed-
ucation level (4 values: Basic-schooling, Attended-HS, Bachelors-and-above, Vocational),
occupation (14 values: Tech-support, Craft-repair, Other-service, etc.), and hours-per-week
(continuous variable grouped into 2 categories: ≤ 40, > 40). The response is the yearly
income, with values > 50K and ≤ 50K.
Figure 1 shows the evaluation of the information decomposition (6)–(9) on this data set,
computed using the algorithm that we will present in Section 3. We see, for instance, that
most of the information that race and occupation convey about income, is uniquely in the
occupation. On the other hand, education and sex have about equally large shared and
complementary components. Age conveys a large unique information about income with
respect to sex, as does occupation with respect to hours-per-week. These results appear
quite reasonable. They illustrate how the decomposition allows us to obtain a fine-grained
quantitative analysis of the relationships between predictors and responses.
3 Computing the information decomposition
We need to solve only one of the optimization problems (6)–(9) in order to obtain all the
terms in the information decomposition. We first note that solving (6)–(9) is equivalent to
solving an equivalent convex minimization problem, namely, that for a function which we
call the union information, defined as follows.
I∪(S;Y, Z) := I(S;Y, Z)− CI(S;Y, Z) = min
Q∈∆P
IQ(S;Y, Z). (10)
We first note that this is a convex minimization problem:
Proposition 1. The optimization problems (6)–(9) and (10) are convex. Also, they are
equivalent in that a distribution Q solves one of them if and only if it solves all of them.
Proof. The equivalence of the optimization problems follows from (1)–(2). Moreover,
min
Q∈∆P
IQ(S;Y, Z) = H(S)− max
Q∈∆P
HQ(S|Y, Z),
since H(S) is constant on ∆P . Convexity of the optimization problems follows from the
fact that HQ(S|Y, Z) is concave with respect to Q (Csiszár and Körner 2011).
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UIY \Z UIZ\Y
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(a)
hours-per-week (Y ), occupation (Z)
age (Y ), sex (Z)
education (Y ), occupation (Z)
race (Y ), occupation (Z)
education (Y ), race (Z)
education (Y ), sex (Z)
SI CI UI(S;Y \Z) UI(S;Z\Y )
(b)
Figure 1: (a) Illustration of the decomposition (1) of the mutual information of a pair
(Y, Z) and S into the complementary (synergistic) information CI, the unique information
UI of Y with respect to Z and conversely, and the shared (redundant) information SI.
(b) Information decomposition evaluated on the US 1994 census data set (Lichman 2013):
the attributes Y and Z predict the income category S (> or ≤ $50K per year). Each bar
is normalized by the total mutual information I(S;Y, Z) to highlight the relative values of
SI, CI and UI.
The target function IQ(S;Y, Z) is convex, but not strictly convex; it is continuous in
∆P , and smooth in the interior of ∆P (but not on the boundary). For certain P , the
optimal Q ∈ ∆P may not be unique. However, convexity guarantees that any local optimizer
is a global optimizer and that the optimum value is unique.
Double minimization formulation. The mutual information can be written in the form
IP (S;Y, Z) = minRY Z∈PY×Z D(P‖PSRY Z), with the minimum attained at R∗Y Z = PY Z (see,
e.g., Csiszár and Körner 2011; eq. (8.7)).
With this expression, we can rewrite (10) as a double minimization problem:
I∪(S;Y, Z) = min
Q∈∆P
min
RY Z∈PY×Z
D(Q‖QSRY Z). (11)
Conditional probability formulation. The minimization problem (11) can also be
studied and solved over a set of conditional probabilities, instead of the set ∆P that consists
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of joint probability distributions. In fact, ∆P is in bijection with ∆P,S :=×s∈S ∆P,s, where
∆P,s :=
{
QY Z ∈ PY×Z : QY (y) = PY |S(y|s) and QZ(z) = PZ|S(z|s)
}
, s ∈ S. (12)
The set ∆P,s is the linear family of probability distributions of (Y, Z) defined by fixing the
marginal distributions of Y and Z to be those of PY Z|s. Any joint distribution Q ∈ ∆P has
the form Q = PSQY Z|S with QY Z|S ∈ ∆P,S . In turn, the optimization problem (11) can be
written as
I∪(S;Y, Z) = min
QY Z|S∈∆P,S
min
RY Z∈PY×Z
D(PSQY Z|S‖PSRY Z)
= min
RY Z∈PY×Z
∑
s
PS(s) min
QY Z|s∈∆P,s
D(QY Z|s‖RY Z). (13)
Alternating divergence minimization. With the formulation obtained above, we are
able to derive an alternating optimization algorithm and leverage classic results to prove
convergence and optimality. An alternating algorithm iteratively fixes one of the two free
variables and optimizes over the other. Starting with some R
(0)
Y Z ∈ PY×Z , recursively define
Q
(i+1)
Y Z|s = argmin
QY Z|s∈∆P,s
D(QY Z|s‖R(i)Y Z) for each s ∈ S, (14a)
R
(i+1)
Y Z = argmin
RY Z∈PY×Z
D(PSQ
(i+1)
Y Z|S‖PSRY Z). (14b)
With suitable initialization, this iteration converges to a pair attaining the global opti-
mum:
Theorem 1. Given P ∈ PS×Y×Z and an initial value R(0)Y Z ∈ PY×Z of full support, the
iteration (14) converges. Moreover, the limit limi→∞ PSQ
(i)
Y Z|S is a global optimum of the
minimization problem (13).
Proof. For any P , the subsets ∆P and {PSRY Z : RY Z ∈ PY×Z} of PS×Y×Z are compact
and convex. The statement then follows from (Csiszár and Shields 2004; Corollary 5.1).
Implementation. Pseudocode for the alternating divergence minimization algorithm for
computing the union information (admUI) is in Algorithm 1. We next discuss the two steps
separately.
Step 1 The optimization problems (14a) are relatively standard and can be solved, e.g.,
using generalized iterative scaling (GIS) (pseudocode in Algorithm 2).
Theorem 2. The nonnegative functions bn on Y × Z defined recursively by
b0(y, z) = RY Z(y, z), bn+1(y, z) = bn(y, z)
[
PY |S(y|s)∑
z bn(y, z)
]1/2[ PZ|S(z|s)∑
y bn(y, z)
]1/2
, (15)
converge to argminQY Z|s∈∆P,s D(QY Z|s‖RY Z), that is, the I-projection of RY Z to ∆P,s.
Proof. The claim follows from (Csiszár and Shields 2004; Theorem 5.2).
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Algorithm 1 Alternating divergence minimization for the union information
(admUI)
1: Input: Marginals PSY and PSZ
2: Output: Q∗ = argminQ∈∆P IQ(S;Y, Z)
3: Initialization: Some R
(0)
Y Z from the interior of PY×Z . Set i = 0.
4: while not converged do
5: for all s ∈ supp(PS) do in parallel
6: Q
(i+1)
Y Z|s ← argminQY Z|s∈∆P,s D(QY Z|s‖R
(i)
Y Z|s) (Algorithm 2) ⊲ Step 1
7: end for
8: R
(i+1)
Y Z (y, z)←
∑
s∈S PS(s)Q
(i+1)
Y Z|S(y, z|s) ⊲ Step 2
9: i← i+ 1
10: end while
11: return PSQ
(i)
Y Z|S
Algorithm 2 The I-projection of RY Z to ∆P,s
1: Input: Marginals PSY and PSZ , some s ∈ S, and target distribution RY Z
2: Output: Q∗Y Z|s = argminQY Z|s∈∆P,s D(QY Z|s‖RY Z)
3: Initialization: b0(y, z)← RY Z(y, z). Set n = 0.
4: while not converged do
5: bn+1(y, z)← bn(y, z)
[
PY |S(y|s)∑
z
bn(y,z)
]1/2 [ PZ|S(z|s)∑
y
bn(y,z)
]1/2
6: n← n+ 1
7: end while
8: return bn
Step 2 Using the variational representation for IPSQY Z|S (S;Y, Z) discussed prior (11), we
can write the minimizer of (14b) in closed form as
R
(i+1)
Y Z (y, z) =
∑
s∈S
PS(s)Q
(i+1)
Y Z|S(y, z|s). (16)
Stopping criterion The iteration (14) can be stopped when
max
y∈Y,z∈Z
log
Q
(i+1)
Y Z|S
(y,z|s)
Q
(i)
Y Z|S
(y,z|s)
≤ ǫ, for all s ∈ S, (17)
for some prescribed accuracy ǫ > 0. When this condition is satisfied, ǫ is an upper
bound on the difference of the current value of the divergence and the minimum (see
Csiszár and Shields 2004; Corollary 5.1). ǫ is a parameter of the algorithm. In our ex-
periments, we chose ǫ = 10−6.
For the I-projection, the iteration (15) can be stopped when the squared distance be-
tween subsequent distributions is less than the square of some prespecified ǫ1. We found
ǫ1 = 10
−2ǫ to be a good standard value. We call this the heuristic stopping criteria (Stop 1).
In general, the distributions returned in Step 1 are not exact, and this needs to be
accounted for in the stopping criterion. In Appendix A, we show that it is possible to
guarantee ǫ-optimality of the overall optimization, if the outer loop is interrupted when
maxy,z,s log Q˜
(i+1)
Y Z|S(y, z|s)/Q˜
(i)
Y Z|S(y, z|s) ≤ ǫ3 , and iteration (15) is interrupted when ‖η˜(i)−
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η‖1 ≤ Q˜(i)Y Z|S(y, z|s) ǫ12 . Here η˜(i) and η denote the expectation parameters of the current
iterate and of the target, respectively. We call this the rigorous stopping criteria (Stop 2) .
Time complexity. In Appendix B, we show that the overall time complexity of one
iteration of Algorithm 1 is dominated by Step 1. The time complexity of finding the I-
projection (Algorithm 2) depends on the distribution b0 that is being projected. For a
uniform distribution b0, we show that the complexity of finding the I-projection to within ǫ1
of the true solution is O( |Y||Z| log (|Y||Z|)ǫ1 ).
Modifications. There are various natural modifications of our algorithms that can con-
tribute to an improved performance. The stopping criterion does not need to be evaluated
in every iteration. Evaluating it once every 20 iterations saved about 10% of the total
computation time, as we found in numerical experiments. For large systems, Step 1 can be
run in parallel for blocks of s values. The stopping criterion discussed previously will work
regardless of the iterative optimization method used in Step 1.
Step 1 is computationally demanding. So we expect that optimizing the computation
of the I-projection will lead to further performance gains. In Appendix C, we discuss a
proximal point formulation of the GIS (15) that leads to the following iteration:
bn+1(y, z) = bn(y, z)
[
PY |S(y|s)∑
z bn(y, z)
]1/(2γ)[ PZ|S(z|s)∑
y bn(y, z)
]1/(2γ)
, (18)
for some γ ∈ (0, 1]. We get back the GIS iteration (15) for γ = 1. Choosing γ < 1 has the
potential for accelerating convergence. In Section 4, we report some preliminary findings
using this approach. A detailed analysis of the convergence properties of (18) is reserved
for future study.
4 Experiments
Comparison with other methods. We compare the performance of our alternating
divergence minimization algorithm admUI against other optimization methods. We imple-
mented the admUI algorithm in Matlab R2017a as a Matlab executable (MEX). The Matlab
source code as well as a standalone Python implementation are available online3.
Our first baseline is the general purpose optimizer fmincon (selecting the interior-point
method) from the Matlab optimization package, with options for including the gradient
and the Hessian. The left panel in Figure 2 shows the mean of the values of the unique
information computed on 250 joint distributions of (S, Y, Z) sampled uniformly at random
from the probability simplex. The right panel shows the average computation (wall-clock)
time. We are interested in the accuracy of the computations and the required computation
time as the state spaces increase in size. In terms of accuracy, all methods perform similarly
(lower values reflect more accurate outcomes of the minimization). However, our algorithm
allows for significant savings in terms of computation time. In fact, the black-box fmincon
and fmincon with only the gradient included failed to give any answer beyond |S| = 12 in
a reasonable amount of time (see last row in Figure 2).
We also compared a Python implementation of the admUI algorithm with other software
that solve (1), viz. (a) an implementation using the conditional gradient method (also
3https://github.com/infodeco/computeUI
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called the Frank-Wolfe algorithm) included in the Python package dit4 (see also Pica et al.
(2017)), and (b) an implementation in Makkeh et al. (2017)5 using the Python interior-
point solver CVXOPT6. Figure 3 compares the mean of the values of the unique information
computed on 100 joint distributions of (S, Y, Z) sampled uniformly from the simplex. The
dit solver (a) failed to converge a total of 14 times (out of 100) and took inordinately long
to give any answer beyond |S| = 5. The performance of the CVXOPT implementation (b) was
comparable.
We note that for admUI we did not parallelize the computations in Step 1, which we
expect will provide additional savings, especially for systems with large S (last row in the
Figure 2).
Accuracy and stopping criterion. To test the accuracy and efficiency of the admUI
algorithm for high-dimensional systems, we consider the Copy distribution: Y and Z are
independent uniformly distributed random variables and S = (Y, Z). In this case, ∆P =
{P}, and UI(S;Y \ Z) is just the mutual information I(S;Y ) = H(Y ), which can be
calculated exactly, given P . We use this example to test the accuracy of the solutions
produced by different optimizers. Table 1 compares the admUI algorithm and fmincon (with
gradient and Hessian included) in terms of the error and computation times for different
cardinalities of Y. We chose Z = Y and S = Y ×Y so that overall size of the system scales
as |Y|4. Compared to the admUI, the computation time and error grow at a much faster
rate for fmincon.
Table 1: Comparison of admUI and fmincon on the Copy example.
Size ǫ admUI fmincon1
Stop 1 (heuristic) Stop 2 (rigorous)
Error Time (ms) Error Time (ms) Error Time (ms)
2
4
10
−8
1.94 · 10
−9 4.38 9.16 · 10−10 9.03 · 101 9.52 · 10−5 2.38 · 102
10
−5
1.97 · 10
−6 5.36 6.67 · 10−7 6.45 · 101
10
−3
1.09 · 10
−4 4.19 5.01 · 10−5 1.03 · 101
4
4
10
−8
1.63 · 10
−9 11.09 7.24 · 10−10 2.27 · 102 1.50 · 10−4 4.17 · 102
10
−5
1.84 · 10
−6 5.77 5.38 · 10−7 2.67 · 102
10
−3
1.03 · 10
−4 5.06 4.13 · 10−5 2.59 · 102
7
4
10
−8
3.15 · 10
−9 6.23 4.93 · 10−10 2.42 · 103 2.32 · 10−4 8.61 · 103
10
−5
1.43 · 10
−6 4.49 3.71 · 10−7 2.41 · 103
10
−3
0.81 · 10
−4 7.68 2.89 · 10−5 1.97 · 103
10
4
10
−8
2.60 · 10
−9 14.67 3.71 · 10−10 9.38 · 103 3.51 · 10−4 4.86 · 105
10
−5
1.18 · 10
−6 12.11 2.82 · 10−7 9.20 · 103
10
−3
0.66 · 10
−4 11.90 2.22 · 10−5 8.73 · 103
1
fmincon with gradient, Hessian, and options: Algorithm = interior-point, MaxIterations = 104,
MaxFunctionEvaluations = 105, OptimalityTolerance = 10−6, ConstraintTolerance = 10−8.
For admUI, we consider the two stopping criteria discussed in Section 3, with several
choices of the accuracy parameter ǫ. Stop 1 is the heuristic and Stop 2 is the rigorous
4R. G. James, C. J. Ellison, and J. P. Crutchfield. https://github.com/dit/dit
5https://github.com/Abzinger/BROJA-Bivariate-Partial_Information_Decomposition/blob/master/Python/cvxopt_solve.py
6cvxopt.org
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Figure 2: Comparison of a Matlab implementation of our admUI algorithm ( ) with
fmincon from the Matlab Optimization Toolbox (algorithm: interior-point) when including
the gradient and Hessian ( ), only the gradient ( ), and when including none ( ).
The left panel shows the average values of the computed unique information for 250 distri-
butions sampled uniformly at random from the probability simplex. The right panel shows
the average computation (wall-clock) time on an Intel 2.60 GHz CPU. Note the semilog
ordinate in the right panel of the last row which corresponds to much larger systems.
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Figure 3: Comparison of a Python implementation of our admUI algorithm ( ) with (a)
the Frank-Wolfe algorithm in the Python package dit( ), and (b) a custom implementa-
tion in Makkeh et al. (2017) ( ) using the Python interior-point solver CVXOPT. The left
panel shows the average values of the computed unique information, UI(S;Y \ Z) for 100
distributions sampled uniformly at random from the probability simplex. The right panel
shows the average computation (wall-clock) time on an Intel 2.60 GHz CPU.
method. The stopping criterion was evaluated in every iteration. As can be seen from the
table, both criteria allow us to control the error. The heuristic has a lower computational
overhead compared to the rigorous stopping criterion. On the other hand, the error bound
of the rigorous criterion appears to be somewhat pessimistic, and seems to perform well
even with a much larger ǫ.
Accelerating the I-projection (Step 1). For 250 distributions sampled uniformly at
random from the probability simplex, Figure 4 compares the mean number of iterations
required by the admUI algorithm when using the original GIS (15) and when using the
modified GIS (18) with γ = 1/
√
2 to achieve a given accuracy ǫ. The convergence of the
admUI algorithm with the modified GIS is noticeably faster when compared to the original.
5 Discussion
We developed an efficient algorithm to compute the decomposition of mutual information
proposed in Bertschinger et al. (2014), for which the computation had remained a challenge
so far. Our algorithm comes with convergence guarantees and a rigorous stopping criterion
ensuring ǫ-optimality of the solution. We tested the computation time and accuracy of our
algorithm against other software. In a number of experiments, our algorithm is shown to
perform more accurately and efficiently than previous approaches.
One may ask whether the computational complexity of the function UI prohibits its
use in applications, given that already computing or estimating a mutual information is
challenging. One major problem when estimating the mutual information is the difficulty
in estimating the joint distribution of many variables. In this respect, UI compares well,
since UI(S;Y \Z) does not depend on the joint distribution of all variables, but only on
the marginal distributions of pairs (S, Y ) and (S,Z). In those applications where the main
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Figure 4: Convergence of the admUI algorithm using the modified GIS (18) with γ = 1/
√
2
( ) and the original GIS (15) ( ). For a prescribed accuracy ǫ, each point corre-
sponds to the average number of iterations required by either method to converge for 250
distributions sampled uniformly at random from the probability simplex.
problem is the estimation of the joint distribution given the data at hand, UI is easier to
treat than the mutual information.
We hope that our algorithm will contribute means to test the mutual information decom-
position on larger systems than was possible so far, particularly in recent applications of the
decomposition, e.g., in neuroscience (Pica et al. 2017), representation learning (Steeg et al.
2017, Tax et al. 2017), robotics (Ghazi-Zahedi and Rauh 2015, Ghazi-Zahedi et al. 2017),
etc., which so far has been pursued either with only simpler types of measures or for very
low-dimensional systems.
Appendix
A Stopping criterion
Outer loop with errors. The stopping criterion (17) for the outer loop of Algorithm 1
tests maxs,y,z log
Q(i+1)(y,z|s)
Q(i)(y,z|s)
≤ ǫ, which ensures that the objective function has reached
a value within ǫ of optimal. We need to describe the behavior of this test when using
approximations Q˜(i) and Q˜(i+1) instead of the exact distributions Q(i) and Q(i+1). Consider
any s, y, z and abbreviate q(i) ≡ Q(i)(y, z|s) and q˜(i) ≡ Q˜(i)(y, z|s).
Proposition 2. Let ǫ > 0. If
|q˜(i) − q(i)| ≤ q˜(i) ǫ
12
, |q˜(i+1) − q(i+1)| ≤ q˜(i+1) ǫ
12
, and log
q˜(i+1)
q˜(i)
≤ ǫ
3
,
then
log
q(i+1)
q(i)
≤ ǫ.
Proof. By direct evaluation.
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In turn, testing the stopping criterion with ǫ1 ≤ ǫ3 allows us to conclude ǫ-optimality, if
the approximate distributions plugged in are within ǫ0 ≤ min{q˜(i), q˜(i+1)} ǫ12 of the actual
distributions, in each entry.
Inner loop. Now we want to find a criterion to interrupt the iteration from Algorithm 2
with the guarantee that |q˜ − q| ≤ ǫ0 for some prespecified ǫ0.
Note that the optimization in Theorem 2 takes place over the set of distributions of the
form 1Z(RY Z ,qY ,qZ)RY Z(y, z)qY (y)qZ(z), where qY and qZ are arbitrary probability distri-
butions over Y and Z respectively, R is the distribution that we want to approximate with
a distribution from the linear family ∆P,s, and Z(RY Z , qY , qZ) is the normalizing partition
function. This is an exponential family with sufficient statistics 1y′ , y
′ ∈ Y , 1z′ , z′ ∈ Z,
computing the marginal distributions on Y and Z. (This is similar to an independence
model, but with a non uniform reference measure.) The solution to this optimization prob-
lem is the unique distribution QY Z within the exponential family, that is also contained in
∆P,s, meaning that its marginal distributions (which correspond to the expectation param-
eters) satisfy QY (y) = ηy = PY |S(y|s) and QZ(z) = ηz = PZ|S(z|s). We want to bound the
error |q˜ − q| in terms of the error |η˜ − η| of the expectation parameters.
Conjecture 1. ‖q˜ − q‖∞ ≤ ‖η˜ − η‖1.
Extensive computer experiments seem to confirm that Conjecture 1 is true. Assuming
this, the stopping criterion is
‖η˜ − η‖1 =
∑
z∈Z\{1}
|(
∑
y
1
Z
RY Z(y, z)qY (y)qZ(z))− PZ|S(z|s)|
+
∑
y∈Y \{1}
|(
∑
z
1
Z
RY Z(y, z)qY (y)qZ(z))− PY |S(z|s)|
≤ǫ0.
Summarizing, we can guarantee ǫ-optimality of the overall optimization, if the outer loop
is interrupted when log q˜
(i+1)
q˜(i)
≤ ǫ3 , and the inner loop is interrupted when ‖η˜
(i)−η‖1
min q˜(i)
≤ ǫ12 .
B Time complexity
The convergence analysis of the GIS is similar to that of the classical BAA (Blahut 1972,
Arimoto 1972) (see below). We have the following proposition.
Proposition 3. Let bn be the nonnegative functions defined recursively on Y×Z by (15) and
let b∗(j) = limn→∞ bn(j), j ∈ Y×Z. Then the approximation error |D(bn+1‖b0)−D(b∗‖b0)|
is upper-bounded by D(b
∗‖b0)
n . In particular, if b0 is the uniform distribution, then the error
bound is of the form O( log (|Y||Z|)n ).
Proof. See O’Sullivan (1998; Section 5) and Arimoto (1972; Corollary 1, p. 17).
The time complexity analysis for the I-projection is not uniform, with the error bound
D(b∗‖b0)
n depending on the distribution b0 that is being projected. Each iteration (15)
costs O(|Y||Z|) operations. Hence by Proposition 3, the time complexity of finding the
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I-projection (Algorithm 2) to within ǫ1 of the true solution is O( |Y||Z| log (|Y||Z|)ǫ1 ). The
I-projection needs to be evaluated for each s ∈ S in Step 1 in Algorithm 1. Hence, the
complexity of one regular iteration of Step 1 is about O( |S||Y||Z| log (|Y||Z|)ǫ1 ). The complexity
of Step 2 is O(|S||Y||Z|) so that the overall complexity of one iteration of Algorithm 1 is
dominated by Step 1.
GIS and the classical BAA. It is instructive to compare the time complexity of the
GIS with that of the classical BAA. Let J = |Y||Z|, K = |Y| + |Z|. Given a value s ∈ S,
the set ∆P,s (12) is the fiber of the linear map fA : PY×Z → PY × PZ passing through a
given point PY Z|s. Write A as the column-stochastic matrix (akj)k,j ∈ RK×J+ describing fA
and let α = APY Z|s ∈ RK+ . Then ∆P,s = (PY Z|s + kerA) ∩ PY×Z = {b ∈ PY×Z : Ab = α}.
As a concrete example, for Y = {0, 1}, Z = {0, 1, 2}, A is the 5× 6 matrix
A =
00 01 02 10 11 12



.5 .5 .5 0 0 0
0 0 0 .5 .5 .5
.5 0 0 .5 0 0
0 .5 0 0 .5 0
0 0 .5 0 0 .5
.
Rewrite (15) as
b0(j) = RY Z(j),
bn+1(j) = bn(j)
∏
k
(
αk∑
j′ akj′bn(j
′)
)akj
= bn(j)
∏
k
(
akj
αk
)−akj ∏
k
(
akj∑
j′ akj′bn(j
′)
)akj
= bn(j) exp (−D(Aj‖α))
∏
k
(
akj∑
j′ akj′bn(j
′)
)akj
, (19)
where Aj is the jth column of A. If for all j such that b(j) > 0, D(Aj‖α) is a constant,
then (19) reduces to the classical BAA (Blahut 1972, Arimoto 1972) for computing the
capacity of a channel with transition matrixA. This is related to the Kuhn-Tucker conditions
for finding the capacity-achieving input distribution: A distribution b∗ achieves capacity if
and only if there exists a number C such thatD(Aj‖Ab∗) = C for all j such that b∗(j) > 0 and
D(Aj‖Ab∗) < C for all other j (O’Sullivan 1998). The number C is the channel capacity.
The standard BAA iteration (Blahut 1972, Arimoto 1972) for a channel with transition
matrix A = (akj)k,j ∈ RK×J+ is
bn+1(j) = bn(j)
∏
k
(
akj∑
j′ akj′bn(j
′)
)akj
, (20)
where b0 is chosen from the interior of PY×Z . Each iteration (19) costs O(KJ) operations.
The approximation error scales inversely with the number of iterations n and is of the
form O( log Jn ) (Arimoto 1972; Corollary 1, p. 17) so that the time complexity of finding the
capacity to within ǫ of the true solution is O(KJ log Jǫ ).
Compare this with the GIS which achieves ǫ-optimality with a complexity of O(J log Jǫ ).
This can be attributed to the special structure of the matrix A (see example above) that
corresponds to the fiber polytope of the independence model.
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C Proximal point formulation of the I-projection step
The GIS iteration (15) in Step 1 can be written as (see, e.g., O’Sullivan (1998))
bn+1(y, z) = argmax
b(y,z)
{∑
y,z
b(y, z)
2
log
PY |S(y|s)PZ|S(z|s)∑
z bn(y, z)
∑
y bn(y, z)
− γD(b(y, z)‖bn(y, z))
}
,
(21)
with the tuning parameter γ set to 1. The D(b(y, z)‖bn(y, z)) term can be interpreted as
a regularization term that penalizes updates bn+1 that stray away from the vicinity of bn.
Selecting γ < 1 has the potential for accelerating convergence. Techniques of this type
are referred to as proximal point algorithms. Such a proximal point formulation with an
adaptive tuning parameter γ has been used, for instance, to accelerate the convergence of the
classical Blahut-Arimoto algorithm for computing the channel capacity Matz and Duhamel
(2004). Using the method of Lagrange multipliers, it is easy to show that the solution
to (21) is given by (18). In Section 4, we report some preliminary findings on accelerated
convergence of Algorithm 2 using a value of the tuning parameter γ < 1 in (18).
D Properties of the Unique information
The decomposition of the mutual information (1) is motivated by an operational interpre-
tation of the unique information. We briefly discuss the properties of the definition (6).
Intuitively, if Y has some unique information about S (that is not known to Z), then
there must be some way to exploit this information. Conversely, if Z knows everything that
Y knows about S, then Y can have no unique information about S. The following property
formalizes this intuition (Bertschinger et al. 2014; Lemma 6).
(P1) Given (S, Y, Z) ∼ P , UI(S;Y \Z) vanishes if and only if there exists a random variable
Y ′ such that the pairs (S, Y ) and (S, Y ′) have the same distribution, and S − Z − Y ′
is a Markov chain.
Blackwell’s theorem (Blackwell 1953) implies that this property is equivalent to the fact
that any decision problem in which the objective is to predict S can be solved just as
well with the knowledge of Z as with the knowledge of Y . See Bertschinger et al. (2014),
Bertschinger and Rauh (2014) for a more detailed discussion. (P1) depends only on the
channels PY |S and PZ|S and thus on the marginals PSY and PSZ . One can also argue that
any measure of unique information should depend only on PSY and PSZ , but not on the
full joint P . This is satisfied by the function UI since,
(P2) The functions Q 7→ UIQ(S;Y \ Z) and Q 7→ UIQ(S;Z \ Y ) are constant in ∆P .
Since UI satisfies (P2), so does the function SI. This follows from (2). Only the function CI
depends on the full joint P .
Like the mutual information, UI, SI, and CI also satisfy an intuitive additivity property
when evaluated on i.i.d. repetitions (Bertschinger et al. 2014; Lemma 19).
(P3) For sequences Sn = (S1, . . . , Sn), Y
n = (Y1, . . . , Yn), Z
n = (Z1, . . . , Zn) drawn
i.i.d ∼ P , we have, UI(Sn;Y n \Zn) = nUI(S;Y \Z), UI(Sn;Zn \ Y n) = nUI(S;Z \
Y ), SI(Sn;Y n, Zn) = nSI(S;Y, Z), CI(Sn;Y n, Zn) = nCI(S;Y, Z).
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The following properties are analogous to the data processing inequalities for the mutual
information:
(P4) Monotonicity under coarse-graining: Let S′, Y ′ and Z ′ be functions of S, Y , and Z,
respectively. Then, the following data processing-like inequalities hold:
– UI(S;Y \ Z) ≥ UI(S′;Y \ Z),
– UI(S;Y \ Z) ≥ UI(S;Y ′ \ Z),
– UI(S;Y \ Z) ≤ UI(S;Y \ Z ′).
See Bertschinger et al. (2014), Rauh et al. (2014) for further properties.
Other nonnegative decompositions proposed so far, notably the information-geometric
approach in Harder et al. (2013) and the approach in Griffith and Koch (2014) satisfy (P1)
and (P2). (P1) is satisfied only by the decompositions in Harder et al. (2013), Griffith and Koch
(2014). Notably, Harder et al. (2013), Williams and Beer (2010) do not satisfy (P3).
E Notation
We use capital letters to denote random variables and script for the corresponding finite
alphabets. We write PS for the probability distribution of S, which is a vector with entries
PS(s), s ∈ S. The support of PS is the set supp(PS) = {s ∈ S : PS(s) 6= 0}. The
set of all probability measures on S is denoted PS . A transition probability kernel from
S to Y is a measurable function PY |S : S → PY , represented by a matrix with columns
PY |S=s = PY |s ∈ PY , s ∈ S.
We use the following quantities:
• The entropy H(PS) of a distribution PS ∈ PS is H(PS) = −
∑
s∈S PS(s) logPS(s).
• Given PS ,QS ∈ PS , the Kullback-Leibler divergence from PS to QS is D(PS‖QS) =∑
s∈S PS(s) log
PS(s)
QS(s)
, if supp(QS) ⊇ supp(PS), +∞ otherwise.
• The conditional divergence is
D(PY |S‖QY |S |PS) := Es∼PS [D(PY |S=s‖QY |S=s)].
• The mutual information of two random variables S and Y is I(S;Y ) = D(PSY ‖PSPY ).
Equivalently, I(S;Y ) = D(PY |S‖PY |PS) = D(PS|Y ‖PS |PY ). We use a subscript to
specify the underlying distribution with respect to which the functionals are computed,
e.g., IQ(S;Y |Z), under Q = QSY Z .
• The conditional mutual information of S and Y given Z is
IQ(S;Y |Z) =
∑
z
QZ(z)
∑
s,y
QSY |Z(s, y|z) log QSY |Z(s,y|z)QS|Z(s|z)QY |Z (y|z) .
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