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Abstract
For paired comparison experiments involving competing options de-
scribed by two-level attributes several different methods of construct-
ing designs having block paired observations under the main effects
model are presented. These designs are compared to alternative de-
signs available in the literature.
1 Preliminaries
Paired comparison is a commonly used method to elicit the preference behav-
ior of consumers and to determine the benefits that the various attributes of
a product have. The pairs presented to consumers require the comparison
of product descriptions compiled using an experimental design. The quality
of the results of such an experiment depends on the design used. However,
when choosing the design as well as modeling the data, practitioners or reser-
achers often fail to take into account that the respondents are asked multiple
questions and that the resulting answers may therefore be correlated.
This technical report addresses this issue by presenting several differ-
ent methods of constructing experimental designs having block paired ob-
servations for main effects within available classes of designs. Within such
classes of designs several results are known (Jacroux et al., 1983; Cheng, 1978;
Mukerjee et al., 2002; SahaRay and Dutta, 2018, amongst others). Our de-
signs are compared to that of Singh et al. (2015) in Table 6 under the main
effects block model.
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In what follows, we define by N = bm the number of paired comparisons
having b blocks of size m and restrict our attention to the linear paired
comparison model with block effects
Y = (F1 − F2)β + Zγ + ǫ = Fβ + Zγ + ǫ, (1)
whereY is a vector ofN pairs of responses with difference matrix F = F1−F2.
Both Z = Ib ⊗ 1m and γ = (γ1, . . . ,γb)
⊤ denote the block indicator matrix
and a vector of b block effects, respectively. Moreover, β = (β1, . . . , βp)
⊤ and
ǫ are already defined.
We now consider the situation where the paired comparison model with
fixed block effects (1) is to be used to study a couple of, say, K attributes
k = 1, . . . , K each at two-levels (vk = 2). As already mentioned, here the
experimental situation involve N pairs which can be generally partitioned
into b blocks of size m. Here we allocate N = bm pairs among b respondents
in such a way that each respondent observes m pairs (e.g., see Singh et al.,
2015). Let ΞN be the class of all such available paired comparion block
designs. Under model (1) and for a given paired comparion block design
ξ¯ ∈ ΞN having N pairs and K attributes, the least square estimate for the
main effects parameter β is any solution to the reduced normal equation for
main effects given by
M(ξ¯)βˆ = Q,
where
M(ξ¯) =
1
4N
(
F⊤F−
1
m
F⊤ZZ⊤F
)
, (2)
and Q = 1
4N
(
F⊤
(
IN −
1
m
ZZ⊤
)
Y
)
where I denotes identity matrix of order
q, Z = Ib ⊗ 1m is the block indicator matrix of dimension bm × b and F
is the design or difference matrix corresponding to the main effect minimal
vector parameters β of interest of the Gauss-Markov estimator βˆ having
covariance matrix of the form σ2(F⊤F)−1 whenever M(ξ¯) is nonsingular. We
note that the design ξ¯ ∈ ΞN can be orthogonally blocked into b blocks of size
m when the rows of the design matrix F are assigned to blocks as specified
by Z = Ib ⊗ 1m. In particular, F
⊤Z = 0 and the information matrix M(ξ¯)
of the paired comparion block design ξ¯ of the main effect minimal vector
parameters β takes the form
M(ξ¯) =
1
4N
F⊤F, (3)
which is a desirable condition in practice.
We mention that under the indifference assumption of equal utilities the
designs considered in this paper carry over to the Bradley and Terry (1952)
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type choice experiments (see Street and Burgess, 2007). In particular, this
assumption simplifies the information matrix of the binary logit model which
becomes proportional to the information matrix in the linear paired compar-
ison model. This is the approach taken by Großmann and Schwabe (2015),
amongs other works.
2 Construction Methods
The underlying methods of construction rely on the well-known Hadamard
matrix. We define a square matrix with elements ±1 and size n whose distinct
row vectors are mutually orthogonal as a Hadamard matrix, say, Hn of order
n. The smallest examples of a Hadamard matrix Hn of order n are
(
1
)
,
(
1 1
1 −
)
,


1 1 1 1
1 − − 1
1 1 − −
1 − 1 −


where − denotes −1. For convenience in notations, we note throughout the
sequel that the dimension of any given Hadamard matrix Hn is either 1, 2
or a multiple of 4. For the existance of Hadamard matrices of multiples of 4
up to 764 (e.g., see Dokovic, 2008).
Further throughout the sequel we denote by Ξ(N,K) a class of two-level
main effects paired comparison designs having attributes K occuring in N
pairs and denote by Ξ(N,K,b) the class of two-level main effects paired compari-
son designs available when K attributes occur in N pairs arranged in b blocks
of size m = N/b. It immediately follows from Theorem 1 of Graßhoff et al.
(2004) that by using the single-attribute, main effects optimal paired com-
parison block designs ξ¯∗ within the corresponding classes Ξ(N,K,b) can be con-
structed for fixed number of attributes, k = 1, . . . , K. In particular, for the
single-attribute at levels v = 2, we let A be the value from the corresponding
exact optimal design ξ¯∗v,1 and let Av be the column vector corresponding to
the exact optimal design ξ¯∗v,0 where 1
⊤
mAv = 0 satisfying the column vec-
tor 1m of ones (see Graßhoff et al., 2004, p. 364). We further note that the
symbol “⊗” is the usual Kronecker product of vectors and matrices, and Jrs
denotes a matrix of dimension r × s of all elements equal to 1.
We now demonstrate different construction methods of the main effects
optimal paired comparison block designs ξ¯∗ within a given classes. Examples
of such paired comparison block designs are exhibited in Table 6 for fixed
number of attributes with given number of blocks and block sizes. For nota-
tional convenience, we shall generally use a decorated d as a design within
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a given class to distinguish between designs under the various steps of the
methods of construction.
4
Method 1:
For this method of constructing main effects paired comparison block designs
ξ¯∗, let Ξ(N,K,b) be a class of designs for ξ¯∗ ∈ Ξ(N,K,b) where N ≡ 2 (mod 4)
and block size m = N/b is a multiple of 2. Now let d ∈ Ξ(N/2−1,K−1) denote
a main effects design having matrix Fdˆ with components of A such that
F⊤
dˆ
Fdˆ = (N/2−1)IK−1 where Fdˆ corresponds to K−1 columns of an (n/2−
1)× (n/2− 1) Hadamard matrix. Now the design is constructed as follows:
Step 1: Add a row of all 2’s or all −2’s to Fdˆ to obtain d˜ ∈ Ξ(N/2−1,K−1) having
F⊤
d˜
Fd˜ = (N/2− 1)IK + JK−1
Step 2: Obtain d¯ having matrix
Fd¯ = (AN/2,Fd˜),
whereAN/2 is the corresponding valueA of dimension N/2, and observe
that d¯ ∈ Ξ(N,K,N/2) where blocks consist of successive two profiles in Fd¯.
Also observe that
F⊤d¯ Fd¯ = (N − 2)IK + 2JK .
Step 3: Now form ξ¯∗ ∈ Ξ(N,K,b) by combining blocks of size m = 2 in d¯ in any
manner to obtain the final block design ξ¯∗ ∈ Ξ(N,K,b) having correspond-
ing design matrix F.
The main effects paired comparison block design ξ¯∗ is obtained when
the profiles of the matrix F are assigned to blocks as specified by the
block indicator matrix Z = Ib ⊗ 1m for which F
⊤Z = 0.
Now from (2) we observe that the final design ξ¯∗ ∈ Ξ(N,K,b) still has
information matrix of the form
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = F⊤F = (N − 2)IK + 2JK . (4)
Hence, ξ¯∗ is φf -optimal (D-optimal) in Ξ(N,K,b) (e.g., see Jacroux, 2013c,
Theorem 3.3).
Example 1. Table 1 illustrates the design matrix F with 18 paired com-
parisons constructed via Method 1 for the optimal block designs ξ¯∗ within
classes Ξ(18,K,9) where the main effects are orthogonal to the block effects.
The matrices F1 and F2 are constructed by converting the attribute levels
in each pair (1, 2) and (2, 1) using effects-coding whose difference yield the
design matrix F in the last column of the table.
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Table 1: Illustration of construction for optimal main-effects-only block de-
signs for K = 6 attributes with N = 18 pairs
Replaced attribute levels Matrix F1 Matrix F2 F = F1 − F2
Level pair Alternative 1 Alternative 2 Difference matrix
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
(1,2) (2,1) (1,2) (2,1) (1,2) (2,1) 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 2 -2 2 -2 2 -2
(2,1) (1,2) (2,1) (1,2) (2,1) (1,2) -1 1 -1 1 -1 1 1 -1 1 -1 1 -1 -2 2 -2 2 -2 2
(1,2) (1,2) (2,1) (2,1) (1,2) (1,2) 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 2 2 -2 -2 2 2
(2,1) (2,1) (1,2) (1,2) (2,1) (2,1) -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -2 -2 2 2 -2 -2
(1,2) (2,1) (2,1) (1,2) (1,2) (2,1) 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 2 -2 -2 2 2 -2
(2,1) (1,2) (1,2) (2,1) (2,1) (1,2) -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -2 2 2 -2 -2 2
(1,2) (1,2) (1,2) (1,2) (2,1) (2,1) 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 2 2 2 2 -2 -2
(2,1) (2,1) (2,1) (2,1) (1,2) (1,2) -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -2 -2 -2 -2 2 2
(1,2) (2,1) (1,2) (2,1) (2,1) (1,2) 1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 2 -2 2 -2 -2 2
(2,1) (1,2) (2,1) (1,2) (1,2) (2,1) -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -2 2 -2 2 2 -2
(1,2) (1,2) (2,1) (2,1) (2,1) (2,1) 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 2 2 -2 -2 -2 -2
(2,1) (2,1) (1,2) (1,2) (1,2) (1,2) -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 -2 -2 2 2 2 2
(1,2) (2,1) (2,1) (1,2) (2,1) (1,2) 1 -1 -1 1 -1 1 -1 1 1 -1 1 -1 2 -2 -2 2 -2 2
(2,1) (1,2) (1,2) (2,1) (1,2) (2,1) -1 1 1 -1 1 -1 1 -1 -1 1 -1 1 -2 2 2 -2 2 -2
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
Method 2:
This method of constructing paired comparison block design ξ¯∗ in classes
Ξ(N,K,b) where bm = N ≡ 2 (mod 4) for odd block b = m/2 + 2 and block
size m > 2 follows directly from Method 1. Now for the construction we use
the following steps:
Step 1: Let d1 ∈ ΞN1,K,b1 where N1/b1 = m be a blocked orthogonal main
effects paired comparison design with matrix Fd1 of dimension (N/2−
1)× (N/2− 1) generated from the corresponding matrix Fdˆ in Method
1 having
F⊤d1Fd1 = N1IK .
Step 2: Let d2 ∈ Ξ(N2,K,b2) where N2/b2 = N1/b1 = m be a blocked main effects
paired comparison design having
F⊤d2Fd2 = (N2 − 2)IK + 2JK ,
as in the corresponding Step 2 of Method 1.
Step 3: Now form ξ¯∗ ∈ Ξ(N,K,b) where N = N1 +N2 and b = b1 + b2
F =
(
Fd1
Fd2
)
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where the blocks of ξ¯∗ correspond to the blocks of d1 and d2.
We observe that the final paired comparison block design ξ¯∗ ∈ Ξ(N,K,b)
has information matrix M(ξ¯∗) of the same form as (4) and is hence also
φf -optimal (D-optimal) in Ξ(N,K,b).
Now, we give an example to illustrate the construction process of Method
2.
Example 2. Suppose an experimenter is interested in constructing an op-
timal block designs ξ¯∗ in classes Ξ(30,K,3) for N = 30 paired comparisons in
b = 3 blocks where the main effects is orthogonal to the block effects. Then
using analogous arguments as in Example 1 we obtain the corresponding
design matrix F in the last column of the Table 2.
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Table 2: Illustration of construction for optimal main-effects-only block designs.
Replaced attribute levels Matrix F1 Matrix F2 F = F1 − F2
Level pair Alternative 1 Alternative 2 Difference matrix
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
(1,2) (2,1) (1,2) (1,2) (2,1) (2,1) 1 -1 1 1 -1 -1 -1 1 -1 -1 1 1 2 -2 2 2 -2 -2
(2,1) (1,2) (2,1) (2,1) (1,2) (1,2) -1 1 -1 -1 1 1 1 -1 1 1 -1 -1 -2 2 -2 -2 2 2
(1,2) (1,2) (2,1) (1,2) (2,1) (1,2) 1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 2 2 -2 2 -2 2
(2,1) (2,1) (1,2) (2,1) (1,2) (2,1) -1 -1 1 -1 1 -1 1 1 -1 1 -1 1 -2 -2 2 -2 2 -2
(1,2) (2,1) (2,1) (1,2) (1,2) (2,1) 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 2 -2 -2 2 2 -2
(2,1) (1,2) (1,2) (2,1) (2,1) (1,2) -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -2 2 2 -2 -2 2
(1,2) (1,2) (1,2) (2,1) (1,2) (2,1) 1 1 1 -1 1 -1 -1 -1 -1 1 -1 1 2 2 2 -2 2 -2
(2,1) (2,1) (2,1) (1,2) (2,1) (1,2) -1 -1 -1 1 -1 1 1 1 1 -1 1 -1 -2 -2 -2 2 -2 2
(1,2) (2,1) (1,2) (2,1) (2,1) (1,2) 1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 2 -2 2 -2 -2 2
(2,1) (1,2) (2,1) (1,2) (1,2) (2,1) -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -2 2 -2 2 2 -2
(1,2) (1,2) (2,1) (2,1) (2,1) (2,1) 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 2 2 -2 -2 -2 -2
(2,1) (2,1) (1,2) (1,2) (1,2) (1,2) -1 -1 1 1 1 1 1 1 -1 -1 -1 -1 -2 -2 2 2 2 2
(1,2) (2,1) (2,1) (2,1) (1,2) (1,2) 1 -1 -1 -1 1 1 -1 1 1 1 -1 -1 2 -2 -2 -2 2 2
(2,1) (1,2) (1,2) (1,2) (2,1) (2,1) -1 1 1 1 -1 -1 1 -1 -1 -1 1 1 -2 2 2 2 -2 -2
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
(1,2) (2,1) (1,2) (1,2) (1,2) (2,1) 1 -1 1 1 1 -1 -1 1 -1 -1 -1 1 2 -2 2 2 2 -2
(2,1) (1,2) (1,2) (2,1) (1,2) (1,2) -1 1 1 -1 1 1 1 -1 -1 1 -1 -1 -2 2 2 -2 2 2
(2,1) (2,1) (2,1) (1,2) (2,1) (1,2) -1 -1 -1 1 -1 1 1 1 1 -1 1 -1 -2 -2 -2 2 -2 2
(1,2) (2,1) (2,1) (2,1) (1,2) (2,1) 1 -1 -1 -1 1 -1 -1 1 1 1 -1 1 2 -2 -2 -2 2 -2
(1,2) (1,2) (2,1) (2,1) (2,1) (1,2) 1 1 -1 -1 -1 1 -1 -1 1 1 1 -1 2 2 -2 -2 -2 2
(2,1) (1,2) (1,2) (1,2) (2,1) (2,1) -1 1 1 1 -1 -1 1 -1 -1 -1 1 1 -2 2 2 2 -2 -2
(1,2) (1,2) (2,1) (1,2) (1,2) (1,2) 1 1 -1 1 1 1 -1 -1 1 -1 -1 -1 2 2 -2 2 2 2
(1,2) (2,1) (1,2) (1,2) (2,1) (1,2) 1 -1 1 1 -1 1 -1 1 -1 -1 1 -1 2 -2 2 2 -2 2
(2,1) (1,2) (2,1) (1,2) (1,2) (2,1) -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -2 2 -2 2 2 -2
(2,1) (2,1) (1,2) (2,1) (1,2) (1,2) -1 -1 1 -1 1 1 1 1 -1 1 -1 -1 -2 -2 2 -2 2 2
(1,2) (1,2) (1,2) (2,1) (2,1) (2,1) 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 2 2 2 -2 -2 -2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
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Method 3:
Additional paired comparison block design ξ¯∗ within classes Ξ(N,K,b) where
N ≡ 2 ( mod 8) for block size m = N/b > 2 andm is even can be constructed
by combining successive sets of b = m/2 blocks from the design matrix Fd¯
with corresponding design d¯ in Method 1 to form paired comparison block
design ξ¯∗.
If the paired comparison block design ξ¯∗ ∈ Ξ(N,K,b) is constructed as in
Method 1 with corresponding design matrix F, then we observe that the final
design ξ¯∗ ∈ Ξ(N,K,b) has information matrix M(ξ¯∗) of the form as (4) and has
eigenvalues λ∗1 = · · · = λ
∗
K−1 = N − 2 and λ
∗
K = N + 2K − 2. We note
that the eigenvalues λ∗1 . . . , λ
∗
K are obtained when the profiles of the design
matrix F are assigned to blocks as specified by the block indicator matrix
Z = Ib ⊗ 1m. Hence, ξ¯∗ is D-optimal in Ξ(N,K,b) (e.g., see Jacroux, 2011,
Theorem 3.1) and Jacroux et al. (1983, p. 234).
Method 4:
Now we construct a non-orthogonally paired comparison block design ξ¯∗ ∈
Ξ(N,K,b) where N ≡ 2 (mod 8), m = N/b > 2 even, b < N/2 and not all
the K attributes are orthogonal to the blocks. The design is constructed as
follows:
Step 1: Let L consists of K columns from an (n− 2)/2× (n− 2)/2 Hadamard
matrix.
Step 2: Now let design d1 ∈ Ξ(N−2,K,(N−2)/2) have
Fd1 = L⊗Av
and where blocks of size two are formed by taking successive two profiles
in Fd1 .
Step 3: Form design d2 ∈ Ξ(N,K,N/2) by adding a single block to d2 consisiting
of one profile of all 2’s followed by another profile consisting of K1 2’s
followed by N −K1 −2’s where K1 > 0.
Step 4: Form ξ¯∗ ∈ Ξ(N,K,b) by combining m/2 successive profiles of blocks of
size two in Fd2 to form blocks of size m in ξ¯
∗ having corresponding
design matrix F.
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Now from (2) we observe that the final design ξ¯∗ ∈ Ξ(N,K,b) has infor-
mation matrix M(ξ¯∗) of the form
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = (N − 2)IK + 2JK − (4/m)JK (5)
and that M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−2 = N − 2, λ
∗
K−1 =
N + 2K1 − 2− 4K1/m and λ
∗
K = N + 2K − 2K1 − 2.
Hence, ξ¯∗ is D-optimal in Ξ(N,K,b) (e.g., see Jacroux, 2013b, Theo-
rem 3.1).
Now in the following we give an example to illustrate the construction
process of non-orthogonal block designs of Method 4.
Example 3. Suppose one is interested in constructing an optimal block
designs ξ¯∗ in classes Ξ(18,K,3) for N = 18 paired comparisons in b = 3 blocks
where not all the main effects are orthogonal to the block effects. Then by
using similar arguments as in Example 1 we obtain the corresponding design
matrix F in the last column of the Table 3 below.
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Table 3: Illustration of construction for optimal main-effects-only block designs for K = 8 attributes with N = 18
pairs
Replaced attribute levels Matrix F1 Matrix F2 F = F1 − F2
Level pair Alternative 1 Alternative 2 Difference matrix
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2 2 2
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) (2,1) (2,1) -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2 -2 -2
(1,2) (2,1) (1,2) (1,2) (2,1) (2,1) (1,2) (2,1) 1 -1 1 1 -1 -1 1 -1 -1 1 -1 -1 1 1 -1 1 2 -2 2 2 -2 -2 2 -2
(2,1) (1,2) (2,1) (2,1) (1,2) (1,2) (2,1) (1,2) -1 1 -1 -1 1 1 -1 1 1 -1 1 1 -1 -1 1 -1 -2 2 -2 -2 2 2 -2 2
(1,2) (1,2) (2,1) (1,2) (2,1) (1,2) (2,1) (2,1) 1 1 -1 1 -1 1 -1 -1 -1 -1 1 -1 1 -1 1 1 2 2 -2 2 -2 2 -2 -2
(2,1) (2,1) (1,2) (2,1) (1,2) (2,1) (1,2) (1,2) -1 -1 1 -1 1 -1 1 1 1 1 -1 1 -1 1 -1 -1 -2 -2 2 -2 2 -2 2 2
(1,2) (2,1) (2,1) (1,2) (1,2) (2,1) (2,1) (1,2) 1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 2 -2 -2 2 2 -2 -2 2
(2,1) (1,2) (1,2) (2,1) (2,1) (1,2) (1,2) (2,1) -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 1 -1 -1 1 -2 2 2 -2 -2 2 2 -2
(1,2) (1,2) (1,2) (2,1) (1,2) (2,1) (2,1) (2,1) 1 1 1 -1 1 -1 -1 -1 -1 -1 -1 1 -1 1 1 1 2 2 2 -2 2 -2 -2 -2
(2,1) (2,1) (2,1) (1,2) (2,1) (1,2) (1,2) (1,2) -1 -1 -1 1 -1 1 1 1 1 1 1 -1 1 -1 -1 -1 -2 -2 -2 2 -2 2 2 2
(1,2) (2,1) (1,2) (2,1) (2,1) (1,2) (2,1) (1,2) 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1 2 -2 2 -2 -2 2 -2 2
(2,1) (1,2) (2,1) (1,2) (1,2) (2,1) (1,2) (2,1) -1 1 -1 1 1 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -2 2 -2 2 2 -2 2 -2
(1,2) (1,2) (2,1) (2,1) (2,1) (2,1) (1,2) (1,2) 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1 2 2 -2 -2 -2 -2 2 2
(2,1) (2,1) (1,2) (1,2) (1,2) (1,2) (2,1) (2,1) -1 -1 1 1 1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -2 -2 2 2 2 2 -2 -2
(1,2) (2,1) (2,1) (2,1) (1,2) (1,2) (1,2) (2,1) 1 -1 -1 -1 1 1 1 -1 -1 1 1 1 -1 -1 -1 1 2 -2 -2 -2 2 2 2 -2
(2,1) (1,2) (1,2) (1,2) (2,1) (2,1) (2,1) (1,2) -1 1 1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 1 -1 -2 2 2 2 -2 -2 -2 2
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) (1,2) (1,2) 1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2 2 2
(1,2) (1,2) (2,1) (2,1) (2,1) (2,1) (2,1) (2,1) 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 2 2 -2 -2 -2 -2 -2 -2
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Method 5:
For this method of paired comparison block design ξ¯∗ construction, let Ξ(N,K;b;m)
be a class of designs where bm = N ≡ 0 (mod 4) and m is odd. The con-
struction is given as follows:
Step 1: Suppose N = bm and let Hb be a b × b Hadamard matrix. Let HK
consists of K columns from Hb.
Step 2: Let ι be a column vector having entries (m+1)/2 of Av and (m−1)/2
of A. Now let ξ¯∗ ∈ Ξ(N,K;b;m) be the paired comparison block design
having design matrix
F = HK ⊗ ι
where the blocks of ξ¯∗ consist of succeeding sets of m profiles at F.
Now from (2) we observe that the final design ξ¯∗ ∈ Ξ(N,K;b;m) has
information matrix M(ξ¯∗) of the form
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = (N − b/m)IK
In particular, the diagonal elements of M(ξ¯∗) are obtained when the
rows of the design matrix F are assigned to blocks as specified by
the block indicator matrix Z = Ib ⊗ 1m and hence ξ¯∗ is both A- and
D-optimal in Ξ(N,K;b;m) (e.g., see Jacroux and Kealy-Dichone, 2015c,
Definition 2.3 and Inequalities 2.4–2.6).
In the following we give an example of the method of construction given
in Method 5.
Example 4. Suppose an experimenter is interested in constructing a
blocked design ξ¯∗ in classes Ξ(12,K;4;3) having K ≤ 4 attributes and
N = 12 paired comparisons which are to be arranged into b = 4 blocks
of size m = 3. Then by similarly following the lines of Example 1 the
corresponding design matrix F can be obtained from the transposed
array or matrix with replaced attribute levels below:
(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)
(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)
(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)
(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)
Here we note that for m odd the main effect estimates are not orthogo-
nal to blocks. However, for attributes k = 1, . . . , K each at more than
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two-levels (vk ≥ 3) the one-way layout (e.g., see Graßhoff et al., 2004,
Theorem 1) can be used to construct paired comparison block designs
where the estimates for the main effects will be orthogonal to blocks.
Method 6:
For this method of constructing block main effects paired comparison designs
ξ¯∗, let Ξ(N,K;b1,b2;m1,m2) be a class of designs having b1 blocks of size m1 and
b2 blocks of size m2 when N ≡ 0 (mod 8). We note that the different block
sizes m1 and m2 are all even. The block design is constructed as follows:
Step 1: If N = 2p ≡ 0 (mod 8), let Hp be a p × p Hadamard matrix whose
first row and column are all 1’s. Select K columns from Hp and let the
resulting matrix be denoted by HˆK .
Step 2: Let d1 be the design having design matrix
Fd1 = HˆK ⊗Av.
Step 3: Form the desired design ξ¯∗ ∈ Ξ(N,K;b1,b2;m1,m2) where b1 = b2 and m2 =
m1 + 2 by successively combining m1/2 two complementary profiles in
d1 to form b1 blocks of size m1 and then successively combining m2/2
two complementary profiles in d1 to form b2 blocks of size m2. Let F be
the corresponding design matrix. In particular, the block main effects
paired comparison design ξ¯∗ is obtained when the rows of the design
matrix F are assigned to blocks as specified by the block indicator
matrix
Z =
(
Ib1 ⊗ 1m1 0
0 Ib2 ⊗ 1m2
)
and F⊤Z = 0.
Now we observe that the final design ξ¯∗ ∈ Ξ(N,K;b1,b2;m1,m2) has infor-
mation matrix M(ξ¯∗) of the form (3) because estimates for the main
effects are orthogonal to blocks.
Hence, ξ¯∗ is both A- and D-optimal in Ξ(N,K;b1,b2;m1,m2)
(see Jacroux and Kealy-Dichone, 2015c, Comment 9).
Now we give an example to illustrate the construction process of Method
6.
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Example 5. Suppose an experimenter is interested in constructing an op-
timal block designs ξ¯∗ in classes Ξ(24,K;4,4;2,4) for N = 24 pairs in b1 = 4
blocks of size m1 = 2 and b2 = 4 blocks of size m2 = 4 where the main
effects is orthogonal to the block effects. Then using analogous arguments
as in Example 1 we can obtain the corresponding design matrix F from the
array in the first column of Table 4 below. In order for the array in the first
column to be used in applications, we select the first component of each row
of the array to form the first alternative while the second component form
the second alternative as exhibited in the last column of the table.
Table 4: Illustration of construction for optimal main-effects-only block de-
signs for K = 6 attributes and N = 24 pairs
Array from replaced attribute levels Pairs of alternatives
(1,2) (1,2) (1,2) (1,2) (1,2) (1,2) ((1,1,1,1,1,1),(2,2,2,2,2,2))
(2,1) (2,1) (2,1) (2,1) (2,1) (2,1) ((2,2,2,2,2,2),(1,1,1,1,1,1))
(1,2) (2,1) (1,2) (2,1) (1,2) (1,2) ((1,2,1,2,1,1),(2,1,2,1,2,2))
(2,1) (1,2) (2,1) (1,2) (2,1) (2,1) ((2,1,2,1,2,2),(1,2,1,2,1,1))
(1,2) (2,1) (2,1) (1,2) (2,1) (1,2) ((1,2,2,1,2,1),(2,1,1,2,1,2))
(2,1) (1,2) (1,2) (2,1) (1,2) (2,1) ((2,1,1,2,1,2),(1,2,2,1,2,1))
(1,2) (1,2) (2,1) (2,1) (1,2) (2,1) ((1,1,2,2,1,2),(2,2,1,1,2,1))
(2,1) (2,1) (1,2) (1,2) (2,1) (1,2) ((2,2,1,1,2,1),(1,1,2,2,1,2))
(1,2) (2,1) (1,2) (2,1) (2,1) (1,2) ((1,2,1,2,2,1),(2,1,2,1,1,2))
(2,1) (1,2) (2,1) (1,2) (1,2) (2,1) ((2,1,2,1,1,2),(1,2,1,2,2,1))
(1,2) (2,1) (2,1) (1,2) (2,1) (2,1) ((1,2,2,1,2,2),(2,1,1,2,1,1))
(2,1) (1,2) (1,2) (2,1) (1,2) (1,2) ((2,1,1,2,1,1),(1,2,2,1,2,2))
(1,2) (2,1) (2,1) (2,1) (1,2) (2,1) ((1,2,2,2,1,2),(2,1,1,1,2,1))
(2,1) (1,2) (1,2) (1,2) (2,1) (1,2) ((2,1,1,1,2,1),(1,2,2,2,1,2))
(1,2) (1,2) (2,1) (2,1) (2,1) (1,2) ((1,1,2,2,2,1),(2,2,1,1,1,2))
(2,1) (2,1) (1,2) (1,2) (1,2) (2,1) ((2,2,1,1,1,2),(1,1,2,2,2,1))
(1,2) (1,2) (1,2) (2,1) (2,1) (2,1) ((1,1,1,2,2,2),(2,2,2,1,1,1))
(2,1) (2,1) (2,1) (1,2) (1,2) (1,2) ((2,2,2,1,1,1),(1,1,1,2,2,2))
(1,2) (1,2) (1,2) (1,2) (2,1) (2,1) ((1,1,1,1,2,2),(2,2,2,2,1,1))
(2,1) (2,1) (2,1) (2,1) (1,2) (1,2) ((2,2,2,2,1,1),(1,1,1,1,2,2))
(1,2) (2,1) (1,2) (1,2) (1,2) (2,1) ((1,2,1,1,1,2),(2,1,2,2,2,1))
(2,1) (1,2) (2,1) (2,1) (2,1) (1,2) ((2,1,2,2,2,1),(1,2,1,1,1,2))
(1,2) (1,2) (2,1) (1,2) (1,2) (1,2) ((1,1,2,1,1,1),(2,2,1,2,2,2))
(2,1) (2,1) (1,2) (2,1) (2,1) (2,1) ((2,2,1,2,2,2),(1,1,2,1,1,1))
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Method 7:
For this method of constructing paired comparison block design ξ¯∗, we denote
Ξ(N,K;b1,b2;m1,m2) as a class of designs where N ≡ 4 (mod 8) having b1 blocks
of size m1 and b2 blocks of size m2. We note that the different block sizes m1
and m2 are all even. Now we use the following steps:
Step 1: If N = 2p ≡ 4 (mod 8), let Hp be a p × p Hadamard matrix whose
first row and column are all 1’s. Select K columns from Hp and let the
resulting matrix be denoted by HˆK .
Step 2: Let H˜K be obtained from HˆK by adding one row of all 1’s and one row
of [K
2
] 1’s and K− [K
2
] −1’s to HˆK where [x] denotes the integer part of
the decimal expansion for x ≥ 0 and let d˜ be the design having design
matrix
Fd˜ = H˜K ⊗Av.
Step 3: Form the final design ξ¯∗ ∈ Ξ(N,K;b1,b2;m1,m2) where b1 = b2 and m2 =
m1 + 2 having design matrix F by successively combining m1/2 two
complementary profiles in d˜ to form b1 blocks of size m1 and then
successively combining m2/2 two complementary profiles in d˜ to form
b2 blocks of size m2.
Now we observe that the design ξ¯∗ ∈ Ξ(N,K;b1,b2;m1,m2) has information
matrix M(ξ¯∗) of the form
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = (N − 4)IK + 4JK (6)
and that when K is odd M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−2 =
N−4, λ∗K−1 = N+4K1−2−4 and λ
∗
K = N+4K−4K1−4. Moreover,
when K is even M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−2 = N − 4 and
λ∗K−1 = λ
∗
K = N+4K1−4. In particular, the eigenvalues λ
∗
1 . . . , λ
∗
K are
obtained when the rows of the design matrix F are assigned to blocks
as specified by the block indicator matrix
Z =
(
Ib1 ⊗ 1m1 0
0 Ib2 ⊗ 1m2
)
and F⊤Z = 0. Hence, ξ¯∗ is both A- and D-optimal in Ξ(N,K;b1,b2;m1,m2)
(see Jacroux and Kealy-Dichone, 2015c, Comment 9).
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Method 8:
This method of constructing paired comparison block design ξ¯∗ within classes
Ξ(N,K,b) where bm = N ≡ 3 (mod 4), m ≡ 1 (mod 8), b = 3 is given in the
following steps:
Step 1: Select (n− 3)/2× (n− 3)/2 Hadamard matrix H.
Step 2: Let L1 = H⊗Av and select K columns from L1 letting the resulting
matrix be denoted by L2.
Step 3: Form 3 blocks of size m − 1 with each block consisting of (m − 1)/2
complementary two profiles from L2.
Step 4: Obtain the desired design ξ¯∗ having design matrix F by adding one
profile of all values corresponding to the prespecified A to each block
formed in Step 3.
The final design ξ¯∗ ∈ Ξ(N,K,b) obtained in the construction process has
information matrix
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = (N − 3)IK + 3JK − (b/m)JK (7)
and that M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−1 = N − 3 and λ
∗
K =
(N − 3) + 3K − Kb/m. In particular, the eigenvalues λ∗1 . . . , λ
∗
K are
obtained when the rows of the design matrix F are assigned to blocks
as specified by the block indicator matrix Z = Ib ⊗ 1m and hence
ξ¯∗ is E-optimal in Ξ(N,K,b) (e.g., see Jacroux and Kealy-Dichone, 2014,
Theorem 4.3).
Method 9:
For this method of paired comparison block design construction we denote
the class of designs as Ξ(N,K;b1,...,bt,m1,...,mt) for i = 1, . . . , t having b1 blocks
of size m1, b2 blocks of size m2, in that order up to bt blocks of size mt.
Let ξ¯∗ denote the paired comparison block design within Ξ(N,K;b1,...,bt,m1,...,mt).
Let pi denotes a mi × 1 vector having mi/2 positive values of A and mi/2
negative values of A if mi is even and having (mi+1)/2 positive values of A
and (mi− 1)/2 negative values of A if mi is odd. Here it is assumed that for
ξ¯∗ ∈ Ξ(N,K;b1,...,bt,m1,...,mt) the N pairs are arranged so that the first b1m1 = N1
profiles form the design matrix Fd1 , the next b2m2 = N2 profiles form the
design matrix Fd2 , etc. The design is constructed as follows:
16
Step 1: Let Hbi be a bi× bi Hadamard matrix and let Lbi consist of K columns
of Hbi , i = 1, . . . , t. Now let di ∈ Ξ(N,K;b1,...,bt,m1,...,mt)
Fdi = Lbi ⊗ pi,
where Fdi are sub-design matrix.
Step 2: Now let the design matrix F⊤ = (F⊤d1 ,F
⊤
d2
, . . . ,F⊤dt). Then
ξ¯∗ ∈ Ξ(N,K;b1,...,bt,m1,...,mt) is the desired design. We note that the design
ξ¯∗ is orthogonally blocked when the rows of the design matrix F are
assigned to blocks as specified by the block indicator matrix Z = Ibi ⊗
1mi , i = 1, . . . , t.
We obseve that the final design ξ¯∗ ∈ Ξ(N,K;b1,...,bt,m1,...,mt) has informa-
tion matrix
M(ξ¯∗) = F⊤F− F⊤Z(Z⊤Z)−1Z⊤F
=
l∑
i=1
(Ni − bi/mi)IK +
t∑
i=l+1
NiIK
=
t∑
i=1
M(di), (8)
whereM(di) is the information matrix for main effects under sub-design
matrix Fdi of F having bi blocks of size mi, i = 1, . . . , t and that M(ξ¯
∗)
has maximal trace among all block designs in Ξ(N,K;b1,...,bt,m1,...,mt).
Hence, ξ¯∗ is type I-optimal in Ξ(N,K;b1,...,bt,m1,...,mt)
(e.g., see Jacroux and Kealy-Dichone, 2015b, Theorem 3.1 and Equa-
tion (2.5)).
Method 10:
For this method of constructing main effects paired comparison block design
ξ¯∗, we denote the class of designs as Ξ(b1m1+i,K;im1+i,b1−2i−im1;m1+1,m1) having
N = b1m1 + i pairs, im1 + i blocks of size m1 + 1 and b1 − 2i− im1 blocks
of size m1. The block design is constructed as follows:
Step 1: Denote by Hb1 a b1× b1 Hadamard matrix whose first row and column
are all 1’s and let Lb1 consist of K columns from Hb1 such that Lb1 has
its first i rows consisting of all +1’s, i = 1, 2 or 3. Now let
Fd1 = Lb1 ⊗ p1,
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where p1 is a m1×1 vector having entries of Av with m1 even. Observe
that design d1 ∈ Ξ(b1m1,K;b1;m1) with succeeding sets of m1 profiles in
Fd1 forming blocks. Also observe that blocks 1, . . . , i of d1 consist of
profiles of Fd1 which are either all 2’s or −2’s.
Step 2: Take each of the first im1 profiles of Fd1 consisting of all 2’s or all −2’s
and add them to one of the succeeding im1 blocks of d1 to form design
d2 ∈ Ξ(b1m1,K;im1,b1−i−im1;m1+1,m1) having corresponding design matrix
Fd2 .
Step 3: For the appropraite value of i = 1, 2 or 3, take i additional profiles of
all 2’s and add each such profile to a block of d2 of size m1 to form ξ¯∗
having corresponding design matrix F. In particular, the design ξ¯∗ ∈
Ξ(b1k1+i,K;im1+i,b1−2i−im1;m1+1,m1) is blocked when the rows of the design
matrix F are assigned to blocks as specified by the block indicator
matrix
Z =
(
Iim1+i ⊗ 1m1+1 0
0 Ib1−2i−im1 ⊗ 1m1
)
and F⊤Z = 0.
Now we obseve that the final design ξ¯∗ ∈ Ξ(b1k1+i,K;im1+i,b1−2i−im1;m1+1,m1)
has information matrix
M(ξ¯∗) = F⊤F− F⊤Z(Z⊤Z)−1Z⊤F = M(d1) +M(d2)
= ((i+m1 + i)(m1 + 1)− i)IK + iJK
+ (b1 − 2i− im1)m1IK − ((im1 + i)/(mi + 1))JK
= b1m1IK , (9)
whereM(d1) is the information matrix for main effects under subdesign
matrix Fd1 of F having im1 + i blocks of size m1 + 1, M(d2) is the
information matrix for main effects under subdesign matrix Fd2 of F
having b1 − 2i − im1 blocks of size m1 and that M(ξ¯∗) has maximal
trace among all block designs in Ξ(b1k1+i,K;im1+i,b1−2i−im1;m1+1,m1).
Hence ξ¯∗ is type I-optimal in Ξ(b1k1+i,K;im1+i,b1−2i−im1;m1+1,m1)
(e.g., see Jacroux and Kealy-Dichone, 2015b, Theorem 3.3).
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Method 11:
For this method of main effects paired comparison block designs ξ¯∗ con-
struction, we define the b blocks as having block sizes m1, m2, . . . , mb (even)
and denote the corresponding class of designs as Ξ(N,K,b,m1,m2,...,mb) where
N = 8q + 2 ≡ 2 (mod 4) for some integer q ≥ 1. The construction is given
in the underlying steps:
Step 1: Let the Hadamard matrix Hn
2
−1 exist and let
L1 =
(
Hn
2
−1
1′n
2
−1
)
⊗Av
where 1′n
2
−1 is a vector of order 1×
n
2
− 1 with all elements one.
Step 2: Now let d˜ be the design having design matrix Fd˜ formed from L1 by
selecting any K (1 ≤ K ≤ n
2
− 1) columns.
Step 3: Obtain the block design ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) having design matrix F
formed from Fd˜ where sets of successive mi profiles correspond to the
ith block of ξ¯∗, i = 1, 2, . . . , b.
We observe that ξ¯∗ has information matrix M(ξ¯∗) of the same form as
(4) and is hence optimal with respect to any generalized criterion of
type 1 (E-criterion) (e.g., see SahaRay and Dutta, 2016, Theorem 2).
We give an example to illustrate the construction process of Method 11.
Example 6. Table 5 shows an orthogonally blocked main effects design ξ¯∗
in classes Ξ(26,K,6;4,4,4,4,4,6) for N = 26 paired comparisons partitioned into
b = 6 blocks of different even block sizes m1, . . . , mb−1 = 4 and mb = 6. The
corresponding design matrix F in the last column of Table 5 can be obtained
using similar arguments as before in Example 1.
19
Table 5: Illustration of construction for optimal main-effects-only block de-
signs for K = 6 attributes with N = 26 pairs
Replaced attribute levels Matrix F1 Matrix F2 F = F1 − F2
Level pair Alternative 1 Alternative 2 Difference matrix
(1,2)(1,2)(1,2)(1,2)(1,2)(1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1)(2,1)(2,1)(2,1)(2,1)(2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
(1,2)(2,1)(1,2)(2,1)(1,2)(1,2) 1 -1 1 -1 1 1 -1 1 -1 1 -1 -1 2 -2 2 -2 2 2
(2,1)(1,2)(2,1)(1,2)(2,1)(2,1) -1 1 -1 1 -1 -1 1 -1 1 -1 1 1 -2 2 -2 2 -2 -2
(1,2)(2,1)(2,1)(1,2)(2,1)(1,2) 1 -1 -1 1 -1 1 -1 1 1 -1 1 -1 2 -2 -2 2 -2 2
(2,1)(1,2)(1,2)(2,1)(1,2)(2,1) -1 1 1 -1 1 -1 1 -1 -1 1 -1 1 -2 2 2 -2 2 -2
(1,2)(1,2)(2,1)(2,1)(1,2)(2,1) 1 1 -1 -1 1 -1 -1 -1 1 1 -1 1 2 2 -2 -2 2 -2
(2,1)(2,1)(1,2)(1,2)(2,1)(1,2) -1 -1 1 1 -1 1 1 1 -1 -1 1 -1 -2 -2 2 2 -2 2
(1,2)(2,1)(1,2)(2,1)(2,1)(1,2) 1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 2 -2 2 -2 -2 2
(2,1)(1,2)(2,1)(1,2)(1,2)(2,1) -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -2 2 -2 2 2 -2
(1,2)(2,1)(2,1)(1,2)(2,1)(2,1) 1 -1 -1 1 -1 -1 -1 1 1 -1 1 1 2 -2 -2 2 -2 -2
(2,1)(1,2)(1,2)(2,1)(1,2)(1,2) -1 1 1 -1 1 1 1 -1 -1 1 -1 -1 -2 2 2 -2 2 2
(1,2)(2,1)(2,1)(2,1)(1,2)(2,1) 1 -1 -1 -1 1 -1 -1 1 1 1 -1 1 2 -2 -2 -2 2 -2
(2,1)(1,2)(1,2)(1,2)(2,1)(1,2) -1 1 1 1 -1 1 1 -1 -1 -1 1 -1 -2 2 2 2 -2 2
(1,2)(1,2)(2,1)(2,1)(2,1)(1,2) 1 1 -1 -1 -1 1 -1 -1 1 1 1 -1 2 2 -2 -2 -2 2
(2,1)(2,1)(1,2)(1,2)(1,2)(2,1) -1 -1 1 1 1 -1 1 1 -1 -1 -1 1 -2 -2 2 2 2 -2
(1,2)(1,2)(1,2)(2,1)(2,1)(2,1) 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 2 2 2 -2 -2 -2
(2,1)(2,1)(2,1)(1,2)(1,2)(1,2) -1 -1 -1 1 1 1 1 1 1 -1 -1 -1 -2 -2 -2 2 2 2
(1,2)(1,2)(1,2)(1,2)(2,1)(2,1) 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 2 2 2 2 -2 -2
(2,1)(2,1)(2,1)(2,1)(1,2)(1,2) -1 -1 -1 -1 1 1 1 1 1 1 -1 -1 -2 -2 -2 -2 2 2
(1,2)(2,1)(1,2)(1,2)(1,2)(2,1) 1 -1 1 1 1 -1 -1 1 -1 -1 -1 1 2 -2 2 2 2 -2
(2,1)(1,2)(2,1)(2,1)(2,1)(1,2) -1 1 -1 -1 -1 1 1 -1 1 1 1 -1 -2 2 -2 -2 -2 2
(1,2)(1,2)(2,1)(1,2)(1,2)(1,2) 1 1 -1 1 1 1 -1 -1 1 -1 -1 -1 2 2 -2 2 2 2
(2,1)(2,1)(1,2)(2,1)(2,1)(2,1) -1 -1 1 -1 -1 -1 1 1 -1 1 1 1 -2 -2 2 -2 -2 -2
(1,2)(1,2)(1,2)(1,2)(1,2)(1,2) 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 2 2 2 2 2 2
(2,1)(2,1)(2,1)(2,1)(2,1)(2,1) -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 -2 -2 -2 -2 -2 -2
Method 12:
This method of constructing main effects paired comparison block designs ξ¯∗
is analogous to Method 11. We similarly denote the b blocks as having block
sizes m1, m2, . . . , mb, mi’s even and denote the corresponding class of designs
as Ξ(N,K,b,m1,m2,...,mb) where N = 8q + 6 ≡ 2 (mod 4) for some integer q ≥ 1.
Now we use the following steps:
Step 1: Let the Hadamard matrix Hn
2
+1 exist and can be formulated as follows:
H∗n
2
+1 =
(
Hn
2
+1
1′n
2
+1
)
,
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where 1′n
2
+1 is a vector of order 1×
n
2
+ 1 with all elements one.
Step 2: Now let
L1 = H
∗
n
2
+1 ⊗Av,
by selecting any K (1 ≤ K ≤ n
2
+ 1) columns.
Step 3: Obtain ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) having design matrix F formed from L1
where sets of successive mi, i,= 1, 2, . . . , b profiles correspond to the i
th
block of ξ¯∗.
The final design ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) obtained in the construction
process has information matrix
M(ξ¯∗) = F⊤F− (1/mi)F
⊤ZZ⊤F = (N + 2)IK − 2JK . (10)
In particular, the designs ξ¯∗ are obtained when the rows of the design
matrix F are assigned to blocks as specified by the block indicator ma-
trix Z = Ib⊗1m1,m2,...,mb and that ξ¯
∗ is optimal in Ξ(N,K,b,m1,m2,...,mb) with
respect to any generalized criterion of type 2 (e.g., see SahaRay and Dutta,
2016, Theorem 4).
Method 13:
Analogous to Method 11. Here this method of constructing main effects
paired comparison block design ξ¯∗ in classes Ξ(N,K,b,m1,m2,...,mb) where N ≡ 2
(mod 4) and K ≥ 3 is given in the following steps:
Step 1: Let B1 be the (n− 2)× (n− 2) matrix given by
B1 = Hn
2
−1 ⊗Av,
where the matrix Hn
2
−1 is defined in Method 11.
Step 2: Let
B2 =
(
B1
J2×n
2
−1
)
,
where J2×n
2
−1 is a 2×
n
2
− 1 matrix of all elements corresponding to
the values in A.
Step 3: Now obtain ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) having matrix F formed from B2
by selecting any K (3 ≤ K ≤ n
2
− 1) columns, where sets of successive
mi profiles correspond to the i
th block of ξ¯∗, i = 1, 2, . . . , b.
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We observe that ξ¯∗ has information matrix M(ξ¯∗) of the same form as
(4). Then ξ¯∗ isE-optimal in Ξ(N,K,b,m1,m2,...,mb) (e.g., see SahaRay and Dutta,
2016, Theorem 3).
Method 14:
For this method of construction, let the desired design ξ¯∗ in classes Ξ(N,K,b)
be denoted as ξ¯∗ ∈ Ξ(N,K,b) where the block size m ≥ 3 is odd, N = m
2 ≡ 1
(mod 4) and b = m. Now the construction is presented in the following
steps:
Step 1: Let Hn−1
2
be a Hadamard matrix of dimension n−1
2
× n−1
2
and contain
(b− 1)/2 rows that are identical. Now let Hn−1
2
be partitioned so that
Hn−1
2
=
(
H1
H2
)
where H1 = J(b−1)/2 and Jpq denotes a p× q matrix of ones.
Step 2: Let the design d˜ ∈ Ξ(N−1,K) have matrix
Fd˜ =
(
H1
H2
)
⊗Av.
Step 3: Using the profiles of Fd˜ corresponding to H2 ⊗Av, form Fdˆ having b
blocks of size m− 1 where the blocks of Fdˆ are obtained by combining
successive sets of m− 1 profiles in H2 ⊗Av.
Step 4: Now form ξ¯∗ having design matrix F with b blocks of size m by taking
the b−1 profiles of all 2’s or −2’s in H1⊗Av and add one of each such
profile to each of the first b− 1 blocks in Fdˆ and form the last block of
F by adding a profile of all 2’s to the last block of Fdˆ.
We note that the block design ξ¯∗ is obtained when the profiles of the
design matrix F are assigned to blocks as specified by the block indica-
tor matrix Z = Ib⊗1m. As a consequence, the final design ξ¯∗ ∈ Ξ(N,K,b)
has information matrix
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F (11)
= (N − 1)IK + JK − (b/m)JK
= (N − 1)IK (12)
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and that M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K = N − 1.
Hence ξ¯∗ is φf -optimal (A- andD-optimal) in Ξ(N,K,b) (e.g., see Jacroux,
2013a, Theorem 3.3).
Method 15:
For this method of constructing main effects paired comparison block design
ξ¯∗, let L be a p×q Hadamard matrix with entries of the corresponding values
of A and let Ξ(N,qK,pm) be the class of designs where N = pm
2 ≡ 2 (mod 4)
and m = 3. The design ξ¯∗ ∈ Ξ(pm2,qK,pm) is constructed as follows:
Step 1: Let design d1 ∈ Ξ(m2,K,m) having matrix Fd1 be a design which is ob-
tained through construction Method 14.
Step 2: Now form the desired design ξ¯∗ ∈ Ξ(pm2,qK,pm) having matrix
F = L⊗ Fd1 .
From (11) it is not difficult to see that ξ¯∗ has
M(ξ¯∗) = (pm2 − p)IqK
and that M(ξ¯∗) has maximal trace among all designs in Ξ(pm2,qK,pm).
Hence ξ¯∗ is φf -optimal (A- and D-optimal) in Ξ(pm2,qK,pm) (e.g., see
Jacroux, 2013a, Theorem 3.5).
Method 16:
For this method of constructing main effects paired comparison block design
ξ¯∗ within classes Ξ(2p+i,K;m1+1,...,mi+1,mi+1,...,mb) for N = 2p + i ≡ i (mod
4), i = 1, 2 or 3 having b blocks and block sizes m1, . . . , mb, we note that the
different m1, . . . , mb are all even and p is the order of a Hadamard matrix.
With this in mind the construction is given in the following steps:
Step 1: Denote by Hp a p× p Hadamard matrix with its first row and column
having all 1’s and let HK be a matrix consisting of K columns from
Hp. Now let
Fd1 = HK ⊗Av
where the corresponding design d1 ∈ Ξ(2p,K) has succeeding two profiles
which are complementary.
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Step 2: Form a new design d2 ∈ Ξ(2p,K;m1,...,mb) where succeeding two comple-
mentary profiles in Fd1 are combined to form blocks of sizes m1, . . . , mb,
respectively, i.e., blocks of d2 consist of mi/2 complementary two pro-
files.
Step 3: For i = 1, 2 or 3, add a profile of all 2’s to block mj , j = 1, . . . i,
to form the desired design ξ¯∗ ∈ Ξ(2p+i,K;m1+1,...,mi+1,mi+1,...,mb) having
corresponding design matrix F.
With regard to the final design ξ¯∗ ∈ Ξ(2p+i,K;m1+1,...,mi+1,mi+1,...,mb) and
from (2) we observe that ξ¯∗ has information matrix of the form
M(ξ¯∗) = (N − i)IK + iJK −
i∑
j=1
(
1
mj+1
)
JK (13)
and that ξ¯∗ has maximum eigenvalue λ∗ = N − i = 2p.
Hence, ξ¯∗ is E-optimal in Ξ(2p+i,K;m1+1,...,mi+1,mi+1,...,mb)
(e.g., see Jacroux and Kealy-Dichone, 2017, Theorem 3.1).
Now we give an example of the method of construction given in Method
16.
Example 7. Suppose an experimenter is interested in constructing a blocked
design ξ¯∗ in classes Ξ(17,K;3,4,4,6) having K = 4 attributes and N = 17 paired
comparisons which are to be partitioned into 4 blocks of sizes 3, 4, 4 and
6. Then by Example 1 the corresponding design matrix F can be obtained
from the transposed array or matrix with replaced attribute levels below:
(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)(2, 1)(1, 2)
(1, 2)(2, 1)(2, 1)(1, 2)(1, 2)(2, 1)(2, 1)(1, 2)(1, 2)(2, 1)(2, 1)(1, 2)(1, 2)(2, 1)(2, 1)(1, 2)(1, 2)
(1, 2)(2, 1)(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)(1, 2)(1, 2)
(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)(2, 1)(2, 1)(1, 2)(2, 1)(1, 2)(1, 2)(2, 1)(1, 2)
Method 17:
For this method of constructing block design ξ¯∗, we denote the class of cor-
responding designs as Ξ(2p+3,K;m1+1,m2,...,mb) where N = 2p + 3 ≡ 3 (mod 4),
p is the order of a Hadamard matrix and having b blocks of sizes m1 +
1, m2, . . . , mb. Here the block sizes m1, . . . , mb can be even and odd. Now
the construction is presented in the following steps:
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Step 1: Let HK be a matrix consisting of K columns selected from a p × p
Hadamard matrix Hp with its first row and column having all 1’s. Now
let
Fd¯ =
(
HK
J1K
)
⊗Av
where Jpq denotes a p× q matrix of 1’s. Observe that d¯ ∈ Ξ(2p+ 2, K)
has succeeding two profiles which are complementary.
Step 2: Form a new design d¯1 ∈ Ξ(2p+2,K;m1,...,mb) where succeeding two pro-
files which are complementary in Fd¯ are combined to form blocks of
sizes m1, . . . , mb, respectively. Note that block i of d¯1 consists of mi/2
complementary two profiles.
Step 3: Now add a profile of all positive values corresponding to A to block
1 of d¯1 to form the desired design ξ¯∗ ∈ Ξ(2p+3,K;m1+1,m2,...,mb) having
corresponding design matrix F.
We observe that the design ξ¯∗ ∈ Ξ(2p+3,K;m1+1,m2,...,mb) in view of (2)
has
M(ξ¯∗) = 2pIK + 3JK −
1
m1 + 1
JK (14)
and that ξ¯∗ has maximum eigenvalue λ∗ = 2p and is E-optimal in the
corresponding classes Ξ(2p+3,K;m1+1,m2,...,mb)
(e.g., see Jacroux and Kealy-Dichone, 2017, Theorem 3.1).
Method 18:
Let Hp be a p× p Hadamard matrix with its first row and column having all
+1’s. Denote the class of available designs as Ξ(pm1+i,K;m1+i,p−1−m1−i;m1+1,m1)
where N = pm1 + i ≡ i (mod 4), i = 1, 2 or 3 and having blocks m1 + i and
p − 1 −m1 − i of sizes m1 + 1 and m1, respectively. Now let ξ¯∗ denote the
desired main effects paired comparison block designs in the corresponding
classes Ξ(pm1+i,K;m1+i,p−1−m1−i;m1+1,m1). Now the construction is presented in
the following steps:
Step 1: Let HK deonte the matrix consisting of K columns from Hp. Now let
ι denote a m1 × 1 vector containing m1/2 positive values and m1/2
negative values corresponding to A and let
Fd1 = HK ⊗ ι,
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where the corresponding design d1 ∈ Ξ(pm1,K;p;m1) has succeeding sets
of m1 profiles in Fd1 forming blocks. Also observe that block 1 of d1
consists of profiles of Fd1 which contain all negative or positive values
corresponding to A.
Step 2: Take each of the first m1 profiles of all negative and positive values in
Fd1 and assign each such profile to one of the succeeding m1 blocks of
d1 to form design d2 ∈ Ξ(pm1,K;m1,p−1−m1;m1+1,m1).
Step 3: For i = 1, 2 or 3, take i additional rows of all positive values correspond-
ing to A and add each such row to a block of d2 of size m1 to form the
final design ξ¯∗ ∈ Ξ(pm1+i,K;m1+i,p−1−m1−i;m1+1,m1) having design matrix
F.
From (2) we observe that the final design
ξ¯∗ ∈ Ξ(pk1+i,K;m1+i,p−1−m1−i;m1+1,m1) has information matrix M(ξ¯
∗) of
the form
M(ξ¯∗) = pm1IK + iJK −
m1 + i
m1 + 1
JK , (15)
which has maximum eigenvalue λ∗ = pm1 and hence ξ¯∗ is E-optimal in
the corresponding class of designs Ξ(pk1+i,K;m1+i,p−1−m1−i;m1+1,m1) (e.g., see
Jacroux and Kealy-Dichone, 2017, Theorem 3.1).
Method 19:
For this method of constructing main effects paired comparison block designs
ξ¯∗ within classes Ξ(N,K,b) having b blocks (odd) andm block sizes (even) where
bm = N ≡ 6 (mod 8), it is worth-while mentioning that if m ≡ 2 (mod 8)
the corresponding block is either b ≡ 3 (mod 8) or b ≡ 7 (mod 8) and if
m ≡ 6 (mod 8) the corresponding block is either b ≡ 1 (mod 8) or b ≡ 5
(mod 8). With this in mind now let b = 2+ (b− 2), N = N1 +N2 for which
run N1 = 2m ≡ 4 (mod 8) as well as run N2 = m(b − 2) ≡ 2 (mod 8) and
the K attributes satisfying K ≤ min{2m− 2, (N2− 2)/2}. The construction
is given in the following steps:
Step 1: Let H2m be a 2m×2m Hadamard matrix with its first row and column
having all 1’s. Now select column two of H2m as a blocking column
and form two blocks of size m where one block consists of rows with +1
in column two and one block consists of rows with −1 in column two.
Arrange the rows of H2m so that one block consists of the first m rows
and the other block consists of the remaining m rows. Delete columns
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one and two from H2m, and let H1 denote the resulting matrix with
corresponding attributes K. Now let the design d1 ∈ Ξ(N1,K,b1) have
Fd1 = H1 ·A.
Step 2: Let H2 be a Hadamard matrix of order (N2 − 2)/2 × (N2 − 2)/2 and
let
L2 =
(
H2
J1,(N2−2)/2
)
.
Step 3: Now let the design d2 ∈ Ξ(N2,K,b2) have matrix Fd2 = L2 ⊗Av which is
obtained by selecting K columns from L2 and where blocks are formed
by combining m/2 successive two complementary profiles in Fd2 .
Step 4: The desired design ξ¯∗ ∈ Ξ(N,K,b) has design matrix
F =
(
Fd1
Fd2
)
.
We observe that the final paired comparison block designs ξ¯∗ ∈ Ξ(N,K,b)
has information matrix M(ξ¯∗) of the same form as (4) and is hence E-
optimal in Ξ(N,K,b) (e.g., see Jacroux and Kealy-Dichone, 2015a, Corol-
lary 3.2).
Method 20:
For this method of construction we first note that the block b ≤ 2m is even
and the block size m ≥ 4 is odd. Now since m is odd, 2m ≡ 2 (mod 8) with
corresponding block b ≡ 2 (mod 8) or 2m ≡ 6 (mod 8) with corresponding
block b ≡ 6 (mod 8). So now we denote the desired paired comparison block
designs as ξ¯∗ and let Ξ(N,K,b) denote the corresponding class of designs having
pairs N = N1 + N2 for bm = N ≡ 2 (mod 8) where N1 = (b − 2)(m − 1),
N2 = b− 2 + 2m ≡ 2 (mod 8) and K attributes satisfying K ≤ min{2(m−
2), (N2− 2)/2}. To implement the desired design ξ¯∗ ∈ Ξ(N,K,b), we adopt the
following steps:
Step 1: Denote by H1 an 2(m − 1) × 2(m − 1) Hadamard matrix having its
first row all 1’s and first column all 1’s. Now use column two of H1
as a blocking column and form two blocks with one block consisting
of those runs with 1 in column two and the second block consisting of
those runs with −1 in column two. Arrange the runs of H1 accordinly
so that block one occupies the first M −1 runs of H1. Now move the
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runs off all 1’s in H1 to the opposite block so that H1 now has two
blocks, one having m− 2 runs with a total of −1 in each column of the
block and one having m runs with a total of +1 in each column of the
block. Suppress columns one and two from H1, and let H2 denote the
resulting matrix with corresponding attributes K. Now, let the design
d¯1 have design matrix Fd¯1 = (J(b−2)/2,1 ⊗H2) ·A, and observe that d¯1
has (b− 2)/2 blocks of size m− 2 and (b− 2)/2 blocks of size m.
Step 2: Let H3 be an (N2 − 2)/2× (N2 − 2)/2 Hadamard matrix and let
L3 =
(
H3
J1,(N2−2)/2
)
⊗Av
Now let d¯2 have matrix Fd¯2 which is obtained by selecting K columns
from L3.
Step 3: Finally, we obtain the desired design ξ¯∗ ∈ Ξ(N,K,b) by adding the profiles
of Fd¯2 to Fd¯1 . Specifically, form the design ξ¯
∗ having design matrix F,
which is obtained from Fd¯1 by first adding succeeding complementary
two profiles from the H3⊗Av portion of Fd¯2 to each block of size m−2
in Fd¯1 . Now observe that F has b−2 blocks of size m and Fd¯2 has m/2
remaining complementary two profiles including two profiles with one
profile having all 2’s and one profile having all −2’s. Now form the last
two blocks of F by using (m − 1)/2 of the remaining complementary
two profiles of Fd¯2 along with the remaining profile of all 2’s in Fd¯2 to
form one block and using (m − 1)/2 of the remaining complementary
two profiles in Fd¯2 along with the remaining run of all −2’s in Fd¯2 to
form the other block, which results in the design ξ¯∗.
Now from (2) we observe that the final design ξ¯∗ ∈ Ξ(N,K,b) obtained in
the construction process has information matrix
M(ξ¯∗) = (1/N)
(
F⊤F−(1/m)F⊤ZZ⊤F
)
= (N−2)IK+2JK−(b/m)JK
(16)
and that M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−1 = N − 2 and λ
∗
K =
N + 2(K − 1)−Kb/m.
Hence, since b ≤ 2m we obtain λ∗1 ≤ λ
∗
K , and that ξ¯
∗ is E-optimal in
Ξ(N,K,b) (e.g., see Jacroux and Kealy-Dichone, 2015a, Corollary 3.2).
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Method 21:
For this method of constructing main effects paired comparison block designs
ξ¯∗ within classes Ξ(N,K,b) where bm = N ≡ 6 (mod 8), b ≤ 2m for b even
and m odd, we note that when b ≡ 6 (mod 8), m ≡ 5 (mod 8) or m ≡ 1
(mod 8) and that when b ≡ 2 (mod 8), m ≡ 7 (mod 8) or m ≡ 3 (mod 8).
It follows that for m odd and run bm ≡ 6 (mod 8), we can always find m1
(even) and m2 (odd) such that m1 +m2 = m, bm1 = N1 ≡ 4 (mod 8) and
bm2 = N2 ≡ 4 (mod 8) such that N1 + N2 = N . To satisfy the underlying
construction process, we apply exhaustive search to obtain the values of m1
and m2 so that they maximize min{2(m1− 1), (N2− 2)/2} since the number
of attributes K must also satisfy K ≤ min{2(m1 − 1), (N2 − 2)/2}. The
design construction is given in the following steps:
Step 1: Let H1 be a 2m1 × 2m1 Hadamard matrix having its first row and
column all 1’s. Now use a single column of H1, say the second column,
as a blocking column and form two blocks with one block consisting
of those runs with 1 in column two and the second block consisting of
those runs with −1 in column two. Arrange the runs of H1 so that
block one occupies the first m1 runs of H1. Now move the runs off all
1’s in H1 to the opposite block so that now H1 has two blocks, one
having m1 − 1 runs and the other block has m1 + 1 runs. Eliminate
columns one and two from H1, and let H2 denote the resulting matrix
with corresponding attributes K. Now let d1 be the design having
Fd1 = (J(b/2),1 ⊗ H2) · A and observe that d1 has b/2 blocks of size
m1 − 1 and b/2 blocks of size m1 + 1.
Step 2: Let H3 be an (N2 − 2)/2× (N2 − 2)/2 Hadamard matrix and let
L3 =
(
H3
J1,(N2−2)/2
)
⊗Av
Now let d2 be a design having Fd2 which is obtained by selecting K
columns from L3.
Step 3: Finally, we obtain the desired design ξ¯∗ ∈ Ξ(N,K,b) having design matrix
F by using succeeding complementary two profiles from Fd2 . Specifi-
cally, F is obtained from Fd1 by adding (m−m1+1)/2 complementary
two profiles from Fd2 to each block of Fd1 having size m1−1 and adding
(m−m1 − 1)/2 complementary two profiles from Fd2 to each block of
Fd1 having size k1 + 1. The resulting design ξ¯
∗ has b blocks of size m
and is the desired design.
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We observe that the final design ξ¯∗ ∈ Ξ(N,K,b) has M(ξ¯∗) of the form
(16) with λ∗1 = N −2 since b ≤ 2m, and that ξ¯
∗ is E-optimal in Ξ(N,K,b)
(e.g., see Jacroux and Kealy-Dichone, 2015a, Corollary 3.2).
Method 22:
For this method of constructing main effects paired comparison block designs
ξ¯∗ within classes Ξ(N,K,b) where bm = N ≡ 1 (mod 4) for both b and m odd
and b ≤ m, we note that if the block b ≡ 1 (mod 4) the corresponding
block size is equal to m ≡ 1 (mod 4) or if the block b ≡ 3 (mod 4) the
corresponding block size is equal to m ≡ 3 (mod 4). We further note that
unlike Method 14 where classes having N ≡ 1 (mod 4) and b = m were
considered here we focus on more general classes having N ≡ 1 (mod 4) and
b ≤ m with a different optimality criterion. Now the construction is given in
the following steps:
Step 1: Select even integers qi, i = 1, . . . , (b − 3)/2, so that each qi ≤ m and
that
2{(m− q1) + · · ·+ (m− q(b−3)/2)}+ (3m− 1)
= bm− 1− 2(q1 + · · ·+ q(b−3)/2)
= (N − 1)− 2(q1 + · · ·+ q(b−3)/2)
= M ≡ 0 (mod 8).
We note that qi should be selected so thatP = min{2q1−2, . . . , 2q(b−3)/2−
2,M/2} is as large as possible.
Step 2: For each qi, select a 2qi× 2qi Hadamard matrix Hi which has all 1’s in
its first row and column, i = 1, . . . , (b − 3)/2. For each Hi, select one
of the columns having qi 1’s and qi −1’s in it as a blocking column and
put all the rows having a 1 in the blocking column in one block and the
remaining rows in the second block. Now drop the first column and the
blocking column from each Hi and select K of the remaining columns
from each Hi so that K ≤ P where P is defined as in step 1 and let the
resulting matrix be denoted by Li. We note that each Li is a 2qi ×K
matrix consisting of two blocks of size qi. Finally, move the row of all
1’s in each Li from one block to the other and let the resulting matrix
be denoted by Ti. We note that Ti is a 2qi × K matrix having two
blocks with one block of size qi − 1 and the other of size qi + 1. We
also note that all column sums in the block of size qi − 1 are equal to
−1 and all column sums in the block of size qi + 1 are equal to 1.
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Step 3: Now select an (M/2) × (M/2) Hadamard matrix Hb having its first
row and column all 1’s and let
Lb = Hb ⊗Av.
Select K columns from Lb and let the resulting matrix be denoted by
Lc. We note that Lc is an M × K matrix and that each succeeding
two profiles in Lc are complementary, i.e., each two profiles in Lc have
columns sums zero in all K columns.
Step 4: For i = 1, . . . , (b− 3)/2 and Ti obtained in step 2, take (m− qi + 1)/2
complementary two profiles from Lc (excluding the profiles of all 2’s
and −1’s in Lc) and add them to the block of Ti of size qi − 1 and
take (m − qi + 1)/2 complementary two profiles from Lc (excluding
the profiles of all 2’s and all −2’s in Lc) and add them to the block
of Ti of size qi + 1 and let the resulting matrix be denoted by Fdi,
i = 1, . . . , (b− 3)/2. We note that each Fdi is a 2m×K design matrix
having two blocks of size m with all column sums in one block equal
to −2 and all column sums in other block equal to 2.
Step 5: Now form the 3m×K design matrix Fdb which consists of three blocks
of size m where the first block consists of (m − 1)/2 complementary
two profiles along with the profile of all 2’s from Lc, the second block
consists of (m−1)/2 complementary two profiles along with the profile
of all −2’s from Lc and the third block consists of (m − 1)/2 comple-
mentary profiles from Lc along with the profile of all 2’s which is added.
Thus Fdb consists of three blocks of size m with the column sums of all
attributes in two of the blocks equal to 2 and the column sums of all
attributes in the remaining block equal to −2.
Step 6: Obtained the desired design ξ¯∗ within classes Ξ(N,K,b) having design
matrix
F⊤ =
(
F⊤d1, . . . ,F
⊤
d,(b−3)/2,F
⊤
db
)
.
For the design ξ¯∗ ∈ Ξ(N,K,b) obtained using this construction process,
all attributes in (b− 1)/2 of the blocks have columns sums −2 and all
attributes in (b+ 1)/2 of the blocks have column sums 2.
Now we observe that if the profiles of the design matrix F are assigned
to blocks as specified by the block indicator matrix Z = Ib ⊗ 1m then
the final design ξ¯∗ ∈ Ξ(N,K,b) obtained in the construction process has
information matrix
M(ξ¯∗) = F⊤F− (1/m)F⊤ZZ⊤F = (N − 1)IK + JK − (b/m)JK (17)
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and that M(ξ¯∗) has eigenvalues λ∗1 = · · · = λ
∗
K−1 = N − 1 and λ
∗
K =
(N − 1) +K(1− b/m).
Hence, ξ¯∗ is E-optimal in Ξ(N,K,b) (e.g., see Jacroux and Jacroux, 2016,
Theorem 3.3).
Method 23:
For this method of main effects paired comparison block designs ξ¯∗ construc-
tion, we use similar notations such as Ξ(N,K,b,m1,m2,...,mb) to denote a class of
designs where N ≡ 2 (mod 4) and the matrix Hn
2
−1 as already defined in
Method 11. To obtain the desired design ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb), we use the
following steps:
Step 1: Let L be the (n− 2)× n
2
− 1 matrix given by
L = Hn
2
−1 ⊗Av.
Step 2: Now augment L by one profile of all 2’s and another profile with K1
entries equal to 2 and K2 entries equal to −2 where attribute K =
K1 +K2 =
n
2
− 1 and K2 ≥ 1.
Step 3: Obtain ξ¯∗ having design matrix F formed from augmented L by select-
ing any K columns with at least one column having the last two entries
equal to 2 and −2 where sets of successive mi profiles correspond to
the ith block of ξ¯∗, i = 1, 2, . . . , b.
We observe that ξ¯∗ has information matrix M(ξ¯∗) of the same form as
(4) and is hence E-optimal (e.g., see SahaRay and Dutta, 2018, Theo-
rem 3.5).
Method 24:
For this method of constructing block design ξ¯∗, we adopt the notations in
Method 11 and analogously denote Ξ(N,K,b,m1,m2,...,mb) as a class of designs
where N ≡ 2 (mod 4) and K ≥ 3. Here the block sizes m1, m2, . . . , mb can
be a mixture of even or odd and not necessarily equal. Now for the design
ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb), let the set of x be blocks of even size, y be blocks
of size 3 (mod 4) and z be blocks of size 1 (mod 4), x, y, z ≥ 0 be arranged
in a lexicographical order where for integers t1 and t, m1 = m2 = 2t1, with∑x
i=3mi = 8t+ ℓ for which ℓ ∈ {0, 2, 4, 6} satisfying ℓ+ 3y + z ≡ 2 (mod 4),
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ℓ + z = y + 2. For notational convienience, in the underlying construction
a matrix with a deleted first column and a deleted first two columns will be
decorated with a single and double asterisk, respectively. The construction
is given in the following steps:
Step 1: Assume t1, t > 0 and let the Hadamard matrices H4t1 and H4t exist.
Let the matrix
L1 =
(
H4t
J ℓ
2
×4t
)
⊗Av. (18)
Now, in the case when t = 0, we reformulate L1 in (18) as
L1 = J ℓ
2
×4t1−2
⊗Av,
and in the case when t1 = 0 and t = 0, we reformulate L1 in (18) as
L1 = J ℓ
2
×u ⊗Av,
where
u = min{mx+1, mx+2, . . . , mx+y, mx+y+1 − 2, mx+y+2 − 2, . . . , mx+y+z −
2}.
Step 2: (In case y is a positive integer).
Let for K = x+ i, i = 1, 2, . . . , y, the matrix HmK+1 exist and let
Bi = H
∗
mK+1
·A; i = 1, 2, . . . , y, (19)
Step 3: (In case z is a positive integer).
Let for s = x+ y + j, j = 1, 2, . . . , z, Hms−1 exist and let
Cj =

 1⊤H∗ms−1
1⊤

 ·A, j = 1, 2, . . . , z. (20)
Step 4: Let L11,L12,Bi1, and Cj1 consists of K columns of H
∗∗
4t1
,L1,Bi and Cj ,
respectively, whereK ≤ min{2(2t1−1), 4t,mx+1, mx+2, . . . , mx+y, mx+y+1−
2, mx+y+2− 2, . . . , mx+y+z − 2}, ignoring 2(2t1− 1), and (or) 4t in case
t1 and (or) t is zero.
Obtain the desired design ξ¯∗ having matrix F⊤ = (L⊤11,L
⊤
12,B
⊤
11, . . . ,B
⊤
y1,
C⊤11, . . . ,C
⊤
z1), where the sets of successive mi profiles correspond to the
ith block of ξ¯∗, i = 1, 2, . . . b.
We observe that if the profiles of the design matrix F are assigned to
blocks as specified by the block indicator matrix Z = Ib⊗1mi then the
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final design ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) obtained in the construction process
has information matrix
M(ξ¯∗) = F⊤F− (1/mi)F
⊤ZZ⊤F = (N − 2)IK + (2− δ)JK (21)
where the quantity 1 < δ < 2 and hence ξ¯∗ is D-optimal in its corre-
sponding classes Ξ(N,K,b,m1,m2,...,mb) (e.g., see SahaRay and Dutta, 2018,
Theorem 3.4).
Method 25:
By adopting similar notations in Method 24, we can also construct design ξ¯∗
within classes Ξ(N,K,b,m1,m2,...,mb). Here m1 = 4t1+ ℓ1, with
∑x
i=2mi = 8t+ ℓ2,
where ℓ1, ℓ2 ∈ {0, 2, 4, 6} satisfying ℓ1+ℓ2+3y+z ≡ 2 (mod 4), ℓ1+ℓ2+z =
y + 2. Now the construction is given in the following steps:
Step 1: Assume t1, t > 0.
Let H4t1 and H4t exist. Let matrix
L0 =


1⊤
H∗4t1
J ℓ1
2
×4t1−1
−J ℓ1
2
×4t1−1

 ·A, (22)
and
L1 =
(
H4t
J ℓ2
2
×4t
)
⊗Av. (23)
Hence, in the case when t = 0, we reformulate (23) as follows:
L1 = J ℓ2
2
×4t1−1
⊗Av,
and in the case t1 = 0, we reformulate (22) as follows:
L0 = J ℓ1
2
×4t
⊗Av.
Now when t1 = 0 and t = 0, we reformulate (22) and (23) as follows:
L0 = J ℓ1
2
×u
⊗Av,
L1 = J ℓ2
2
×u
⊗Av,
where
u = min{mx+1, mx+2, . . . , mx+y, mx+y+1 − 2, mx+y+2 − 2, . . . , mx+y+z −
2}.
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Step 2: (In case y is a positive integer).
Let for K = x+ i, i = 1, 2, . . . , y, matrix HmK+1 exist and let
Bi = H
∗
mK+1
·A; i = 1, 2, . . . , y.
Step 3: (In case z is a positive integer).
Let for s = x+ y + j, j = 1, 2, . . . , z, HKs−1 exist and let matrix
Cj =

 1⊤Hks−1
1⊤

 ·A, j = 1, 2, . . . , z.
Step 4: Let L10,L11,Bi1, and Cj1 consist of K columns of L0,L1,Bi and Cj , re-
spectively, whereK ≤ min{4t1−1), 4t,mx+1, mx+2, . . . , mx+y, mx+y+1−
2, mx+y+2 − 2, . . . , mx+y+z − 2}, ignoring (4t1 − 1), and (or) 4t in case
t1 and (or) t is zero.
Step 5: Now obtain the final design ξ¯∗ ∈ Ξ(N,K,b,m1,m2,...,mb) having matrix F =
(L⊤10,L
⊤
11, B
⊤
11, . . . ,B
⊤
y1,C
⊤
11, . . . ,C
⊤
z1), where the sets of successive mi
profiles correspond to the ith block of ξ¯∗, i = 1, 2, . . . b.
We observe that the final design ξ¯∗ obtained in the construction pro-
cess has the same information matrix M(ξ¯∗) as in (21) and hence ξ¯∗
is D-optimal in its corresponding classes Ξ(N,K,b,m1,m2,...,mb) (e.g., see
SahaRay and Dutta, 2018, Theorem 3.4).
Method 26:
Following the steps of construction described in Method 24 we can also con-
struct an optimal blocked main effects paired comparison design ξ¯∗ within
a given classe Ξ(N,K,b,m1,m2,...,mb) where N ≡ 1 (mod 4). Here we note that
for integers t1 and t, m1 = m2 = 2t1, with
∑x
i=3mi = 8t + ℓ for which
ℓ ∈ {0, 2, 4, 6} satisfying ℓ + 3y + z ≡ 1 (mod 4), ℓ + z = y + 1. It immedi-
ately follows from (21) that the desired design ξ¯∗ obtained through Method
24 has information matrix M(ξ¯∗) of the form
M(ξ¯∗) = F⊤F− (1/mi)F
⊤ZZ⊤F = (N − 1)IK + (1− δ)JK (24)
where the quantity δ < 1, and hence ξ¯∗ is E-optimal in Ξ(N,K,b,m1,m2,...,mb)
(e.g., see Dutta and SahaRay, 2015, Theorem 3.3).
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Method 27:
Accordingly, by following the construction Method 25 we can also construct
an optimal blocked main effects paired comparison design ξ¯∗ in its corre-
sponding classes Ξ(N,K,b,m1,m2,...,mb) where again N ≡ 1 (mod 4). Here we
note that for integers t1 and t, m1 = 4t1 + ℓ1, with
∑x
i=2mi = 8t+ ℓ2, where
ℓ1, ℓ2 ∈ {0, 2, 4, 6} satisfying ℓ1+ ℓ2+3y+ z ≡ 1 (mod 4), ℓ1+ ℓ2+ z = y+1.
It immediately follows that the desired design ξ¯∗ obtained via Method 25 has
the same information matrix M(ξ¯∗) as in (24) and hence ξ¯∗ is E-optimal in
Ξ(N,K,b,m1,m2,...,mb) (e.g., see Dutta and SahaRay, 2015, Theorem 3.3).
It is worth noting that for attributes 3 ≤ K ≤ 12 each at two-levels
Singh et al. (2015) provided constructions of optimal paired choice block de-
signs, which can be obtained from Theorem 3.3 and Corollary 3.3 as exhibited
in Table 2 of Singh et al. (2015) using the method of orthogonal array (OA)
of strength two and generators (G), and having N ≡ 0 (mod 4) pairs. In
their OA+G construction method when the number of blocks b = 1 the block
size is given by m = N ≡ 0 (mod 4) and for b = 2 or 4 the block size can
be either m ≡ 2 (mod 4) or m ≡ 0 (mod 4). For example, in their Table 2
of optimal blocked designs constructions, entries of the form (m, b) for the
factorial 2K , 3 ≤ K ≤ 12 are shown in the first column, say, SDC (2015) of
Table 6 as against the corresponding various methods, say, Mi, i = 1, . . . , 27
main effects paired comparison block designs constructions presented herein.
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Table 6: Optimal paired comparison block designs for binary K attributes
SDC (2015) M1,2 M3,4 M5,6,7 M8 M9,10 M11,12,13
(m, b) (m, b) (m, b) (m, b) (m, b) (m1, m2; b1, b2) (mi; b)
K (m1, m2; b1, b2)
3 (4,1) (2,5) (6,3) (3,4) (3,2;6,4) (2,4,4;3)
4 (4,2),(8,1) (2,5) (6,3) (3,4) (3,2;6,4) (2,4,4;3)
5-6 (4,2),(8,1) (2,9) (6,3),(14,3) (3,8) (3,2;6,4) (2,4,4;3)
(6,2),(12,1) (6,5) (6,7) (4,4,6;3)
7 (8,1),(6,2) (2,9) (6,3) (3,8) (9,3) (3,4;12,8) (4,4,6;3)
(12,1),(4,4) (6,5) (3,2;6,4) (2,4,4,4,4;5)
(8,2),(16,1)
8 (6,2),(12,1) (2,9) (6,3) (3,8) (9,3) (3,4;12,8) (4,4,6;3)
(4,4),(8,2) (6,5) (14,3) (3,2;6,4) (2,4,4,4,4;5)
(16,1) (6,7)
9-10 (6,2),(12,1) (2,13) (14,3) (2,4;4,4) (9,3) (3,2;6,4) (4,4,4,4,4,6;6)
(4,4),(8,2) (6,7) (4,4,4,4,6;5)
(16,1),(10,2) (12,12,12,14;4)
(20,1)
11 (12,1),(10,2) (2,13) (6,7) (2,4;4,4) (9,3) (3,2;6,4) (4,4,4,4,4,6;6)
(20,1),(4,4) (14,3) (4,4,4,4,6;5)
(8,2),(16,1) (6,6,6,8,8;5)
(6,4),(12,2)
(24,1)
12 (10,2),(20,1) (2,13) (6,7) (3,12) (9,3) (3,2;6,4) (12,12,12,14;4)
(4,4),(8,2) (14,3) (2,4;4,4) (4,4,4,4,4,6;6)
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Table 6 (continued)
M14,15 M16,17,18 M19,20,21 M22 M23,24,25 M26,27
K (m, b) (mi; b) (m, b) (m, b) (mi; b) (mi; b)
(16,1),(6,4) (2,4;6,6) (4,4,4,4,6;5)
(12,2),(24,1) (6,6,6,8,8;5)
3 (3,3) (3,2,2,2;4) (5,5) (3,3,5,5,5,5;6) (4,5;2)
(5,6;2) (4,3,3,3,3,5,5;7) (4,2,3;3)
(4,4,3,3,3,3,5,5;8) (6,6,8,8,9;5)
4 (3,3) (3,2,2,2;4) (5,5) (7,7,7,7,9,9,9,9,9,9;10) (6,6,8,8,9;5)
(5,6;2) (9,5) (6,7,7,7,7,7,7,7,7,9,9,9,9;13) (11,11,9,9,9;5)
5-6 (3,6) (3,4,4,6;4) (6,9) (5,5) (7,7,7,7,9,9,9,9,9,9;10) (6,6,8,8,9;5)
(3,18) (5,6,8;3) (11,6) (9,5) (6,7,7,7,7,7,7,7,7,9,9,9,9;13) (11,11,9,9,9;5)
7 (3,6) (3,4,4,6;4) (9,5) (9,5) (7,7,7,7,9,9,9,9,9,9;10) (6,6,8,8,9;5)
(3,18) (5,6,8;3) (11,6) (6,7,7,7,7,7,7,7,7,9,9,9,9;13) (11,11,9,9,9;5)
(3,2;3,4) (6,6,6,6,6,7,7,9;8)
8 (3,6) (3,4,4,6;4) (6,9) (9,5) (4,6,6,6,6,6;6) (12,12,11,13,13;5)
(3,18) (5,6,8;3) (11,6) (6,6,6,8,8,8;6) (15,15,13,13,13;5)
(3,2;3,4) (8,8,10,10,10,10,10;7)
9-10 (5,5) (3,4,4,4,4,6;6) (6,9) (9,5) (4,6,6,6,6,6;6) (12,12,11,13,13;5)
(3,5,5,4,4,6;6) (11,6) (6,6,6,8,8,8;6) (15,15,13,13,13;5)
(3,4,4,4,6,6;6) (17,6) (8,8,10,10,10,10,10;7)
(5,4;5,6)
11 (5,5) (3,4,4,4,4,6;6) (11,6) (4,6,6,6,6,6;6) (12,12,11,13,13;5)
(3,5,5,4,4,6;6) (17,6) (6,6,6,8,8,8;6) (15,15,13,13,13;5)
(3,4,4,4,6,6;6) (8,8,10,10,10,10,10;7)
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Table 6 (continued)
M14,15 M16,17,18 M19,20,21 M22 M23,24,25 M26,27
K (m, b) (mi; b) (m, b) (m, b) (mi; b) (mi; b)
(5,4;5,6)
12 (5,5) (3,4,4,4,4,6;6) (11,6) (4,6,6,6,6,6;6)
(3,5,5,4,4,6;6) (17,6) (6,6,6,8,8,8;6)
(3,4,4,4,6,6;6) (8,8,10,10,10,10,10;7)
(5,4;5,6)
39
Acknowledgement. This extension has been mentioned in the author’s
Dissertation.
References
Bradley, R. A. and Terry, M. E. (1952). Rank analysis of incomplete block
designs: I. The method of paired comparisons. Biometrika, 39:324–345.
Cheng, C.-S. (1978). Optimality of certain asymmetrical experimental de-
signs. The Annals of Statistics, pages 1239–1261.
Dokovic, D. (2008). Hadamard matrices of order 764 exist. Combinatorica,
28:487–489.
Dutta, G. and SahaRay, R. (2015). D-and E-optimal blocked main effects
plans with unequal block sizes when n is odd. Statistics and Probability
Letters, 107:37–43.
Graßhoff, U., Großmann, H., Holling, H., and Schwabe, R. (2004). Optimal
designs for main effects in linear paired comparison models. Journal of
Statistical Planning and Inference, 126:361–376.
Großmann, H. and Schwabe, R. (2015). Design for discrete choice experi-
ments. In Dean, A., Morris, M., Stufken, J., Bingham, D. (Eds.), Hand-
book of Design and Analysis of Experiments. Chapman and Hall/CRC,
Boca Raton, FL, pp. 787–831.
Jacroux, M. (2011). On the D-optimality of orthogonal and nonorthogonal
blocked main effects plans. Statistics and probability letters, 81:116–120.
Jacroux, M. (2013a). A note on the optimality of 2-level main effects plans
in blocks of odd size. Statistics and Probability Letters, 83:1163–1166.
Jacroux, M. (2013b). On the D-optimality of nonorthogonal blocked main
effects plans. Sankhya B, 75:136–144.
Jacroux, M. (2013c). Optimal blocked main effects plans. Statistics, 47:1022–
1029.
Jacroux, M. and Jacroux, T. (2016). On the e-optimality of blocked main
effects plans when n≡ 1 (mod 4). Communications in Statistics-Theory
and Methods, 45:5584–5589.
40
Jacroux, M. and Kealy-Dichone, B. (2014). On the E-optimality of blocked
main effects plans when n≡ 3 (mod 4). Statistics and Probability Letters,
87:143–148.
Jacroux, M. and Kealy-Dichone, B. (2015a). On the E-optimality of blocked
main effects plans when n≡ 2 (mod 4). Sankhya B, 77:165–174.
Jacroux, M. and Kealy-Dichone, B. (2015b). On the type I optimality of
blocked 2-level main effects plans having blocks of different sizes. Statistics
and Probability Letters, 98:39–43.
Jacroux, M. and Kealy-Dichone, B. (2015c). On the use of blocked 2-level
main effects plans having blocks of different sizes. Statistics and Probability
Letters, 107:362–368.
Jacroux, M. and Kealy-Dichone, B. (2017). On the E-optimality of blocked
main effects plans in blocks of different sizes. Communications in Statistics-
Theory and Methods, 46:2132–2138.
Jacroux, M., Wong, C., and Masaro, J. (1983). On the optimality of chemical
balance weighing designs. Journal of Statistical Planning and Inference,
8:231–240.
Mukerjee, R., Dey, A., and Chatterjee, K. (2002). Optimal main effect plans
with non-orthogonal blocking. Biometrika, pages 225–229.
SahaRay, R. and Dutta, G. (2016). On the optimality of blocked main effects
plans. World Academy of Science, Engineering and Technology, Interna-
tional Journal of Mathematical, Computational, Physical, Electrical and
Computer Engineering, 10:583–586.
SahaRay, R. and Dutta, G. (2018). On the optimality of blocked main effects
plans with even number of runs. Journal of Statistical Theory and Practice,
12:136–150.
Singh, R., Das, A., and Chai, F.-S. (2015). Optimal paired choice block
designs. Technical report.
Street, D. J. and Burgess, L. (2007). The Construction of Optimal Stated
Choice Experiments: Theory and Methods. Wiley, Hoboken, NJ.
41
