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Abstract
This dissertation discusses a secure and high performance volunteer computing platform.
This computing platform supports more computational problems, guarantees lower per-
formance degradation caused by task failure, compared to the existing volunteer comput-
ing platforms. It also enables secure volunteer data processing, using a hardware-based
cryptography method.
Volunteer computing platforms are used to solve large-scale computational problems
with the computing power from the Internet-connected individual computers, game con-
soles, and other computing resources. There have been three successful pioneering vol-
unteer computing projects: GIMPS (The Great Internet Mersenne Prime Search), Dis-
tributed.net, and SETI@home. Inspired by these projects, several well-known volunteer
computing platforms such as Folding@home, BOINC (Berkeley Open Infrastructure for
Network Computing), XtremWeb, Entropia, Alchemi, and JNGI are designed and ap-
plied to solve various computational problems. By December 2008, the most powerful
volunteer computing platform - Folding@ achieved more than four Petaflops computing
power by connecting more than 3,500,000 CPUs. In contrast, the fastest supercomputer,
Roadrunner achieves a maximum LINPACK performance of 1.026 Petaflops.
Despite the massive computing power offered by the existing volunteer computing
platforms, there are two major issues that limit the applicable areas. One issue is the lack
of support for various computational models. So far, volunteer computing platforms can
only solve embarrassingly parallel problems that can obviously be divided into a number
of completely independent tasks. Because it is only minority of all the computational
problems, inter-task dependency support is required to solve complex problems on volun-
teer computing platforms. The inter-task dependency may result in serious performance
degradation, as a result of the frequent peer failure and the waste of computing power
while no task can be dispatched because of dependency. Thus, it also requires optimized
task dispatch policies to guarantee low performance degradation. The other issue is the
lack of support for sensitive data processing. Therefore, the volunteer computing has
only been applied to process publicly available data, such as the radio telescope data
in the SETI@home project. To process the sensitive data such as medical data, biology
data, market research data, and financial data on volunteer computing platforms, security
features are strongly desired.
These issues exist on different layers of the volunteer computing platforms, includ-
ing task management layer, resource management layer, and the application layer. To
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solve them, several solutions on different layer are required to work together. To sup-
port inter-task dependency, a workflow management mechanism is introduced on the
task management layer. It controls and maintains the workflow at the runtime. To mit-
igate the performance degradation introduced by the inter-task dependency, optimized
task dispatch policies are proposed on the resource management layer. The optimized
task dispatch requires runtime information such as worker’s availability data. There-
fore, worker availability checking is also added to this layer. On the application layer, a
cryptography-based secure data processing method that involves both the dispatcher and
the worker is proposed to support secure data processing. The dissertation studies these
solutions in the following three chapters.
First, a dependable workflow management mechanism is presented. Before presenting
this mechanism, the related work is reviewed. So far, no workflow management mecha-
nism exists for volunteer computing platforms. This is because of the fact that volun-
teer computing platforms are mostly used for solving embarrassingly parallel problems
and not for other kinds of computational problems. Workflow management mechanisms
have been studied a lot for grid systems. None of them can be applied to the volun-
teer computing platform because these grid workflow systems focus on finding optimized
scheduling/mapping of tasks. In the case of the volunteer computing, the performance
degradation for frequent failures needs to be considered first. The dependable workflow
management mechanism includes a workflow management mechanism, a redundant task
dispatch and a runtime optimization for the redundant task dispatch. The workflow man-
agement mechanism consists of a workflow markup language and a workflow management
module for the dispatcher. The dispatcher also needs to consider the overheads caused
by task failures, because the tasks must wait for the preceding tasks’ results if a volun-
teer computing system with volatile peers supports inter-task dependency. Therefore,
a redundant task dispatch mechanism is proposed to reduce the overheads. Redundant
task dispatch uses the computing power from the idle workers to process duplicate copies
of tasks, thus the task failure probability can be reduced. Therefore, the performance
degradation can be reduced. However, unlimited redundant task dispatch may result in
performance degradation, because too much computing power is wasted for the processing
of duplicate copies. As the optimal value for the number of redundant tasks depends on
the runtime parameters that are unknown in a real computing environment, a runtime
optimization is designed for the redundant task dispatch to find the optimal value. The
performance of the proposed mechanisms is evaluated using a simulator. The large-scale
simulation results indicate that the redundant task dispatch guarantees low performance
degradation even with extremely volatile peers. Compared with the non-redundant task
dispatch, the redundant task dispatch can offer up to three times better performance.
With the runtime optimization method that finds the near optimal number of redundant
tasks, the computing platform can achieve a near optimal performance. In addition, the
performance impact in a heterogeneous volunteer computing platform is evaluated. The
simulation results indicate that the dependable workflow management mechanism works
efficiently, even in a heterogeneous environment.
Second, a performance-oriented task dispatch policy is proposed and evaluated. It is
an extension of the redundant task dispatch policy. The original redundant task dispatch
policy shows a significant performance improvement over the non-redundant dispatch with
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volatile peers in the evaluation. However, this policy has a major limitation: the average
failure rate model is not the best fit for the volunteer peers in the real world. Thus, a new
task dispatch policy is required to address this limitation. The proposed performance-
oriented task dispatch policy is based on failure probability estimation. The existing
prediction methods based on the resource availability status provide different accuracy
for their selected environments (cluster, servers, PCs in corporate network, grid, and
volunteer computing systems). Because this work requires only the failure probability, the
empirical distribution of the TTF (Time-to-Fail) can provide enough information. Here,
a heuristics-based mechanism for failure probability estimation is proposed based on the
life cycle model of volunteer peers and the statistical TTF data. The runtime TTF data
are gathered using a mechanism for periodically checking worker availability status. The
performance-oriented task dispatch policy - Least Failure Probability Dispatch (LFPD) for
volunteer computing platforms includes an enhanced workflow management mechanism
that maintains runtime information such as the list of worker IDs that process the same
task, the list of estimated failure probability for each copy of a task, and the estimated
failure probability of this copy on a worker. It also includes a task selection policy and a
task dispatch policy. The task with the highest failure probability is selected for dispatch
when task enquiries come to the dispatcher. Because the failure probabilities of workers to
which the same task is dispatched are different in a heterogeneous environment, the lower
overall failure probability can be achieved by considering the task assignment of multiple
tasks to multiple workers. Here, the idea of dispatch window is introduced. The dispatch
window holds a number of tasks that will be dispatched together. Given a window size w,
the dispatcher waits for task enquiries from workers until the dispatch window is full, then
it selects w tasks with the highest-failure-probability-selected policy. The estimated failure
probability is used to find the optimized task assignment that minimizes the overall failure
probability of these tasks. This LFPD dispatch policy is evaluated with two real world
trace data on a simulator. The evaluation results are compared with the results of two
selected baseline policies. The comparison indicates the effectiveness of the LFPD policy.
Furthermore, the results prove that the LFPD policy can beat the greedy dispatch policy
when the mean task process time is much smaller than the mean TTF of the workers.
The results also show that the LFPD policy is more efficient for a smaller team task
process time, a larger number of task groups, a larger number of online workers. While
multiple types of workers exist in the real world volunteer computing platforms, the LFPD
is also evaluated with and without the ability to identify worker types, using a trace data
with two types of workers. Results indicate that worker type identification can provide
additional performance improvement.
At last, the potential of secure volunteer data processing using a proposed hardware-
based cryptography approach is explored. Human beings are producing and gathering
rapidly increasing of data (text, image, video etc) volume these years. Processing these
data requires massive computing power. While the promising volunteer computing plat-
forms have been used to process publicly available data, there are many other types
of data processing that cannot utilize their massive computing power. To process the
sensitive data such as medical data (patient data etc), biology data (DNA etc), market
research data (customer data etc), financial data (bank account etc) on volunteer com-
puting platforms, a feature for data security is required. This work explores the potential
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of secure data processing on the volunteer computing platforms using a hardware-based
cryptography method. The related work of privacy preserving data mining (PPDM) is
reviewed. Some of the PPDM algorithms introduce side effects to the found knowledge,
because the original data are modified. The cryptography-based PPDM algorithms have
no side effects, but assume a different ownership of sensitive data. To enable secure vol-
unteer data processing, a general cryptography-based secure data processing method for
the volunteer computing is proposed. Before dispatching to the volunteer peers, plaintext
data are encrypted by the data owner’s server. The encrypted data are dispatched to the
volunteer peers. The volunteer peers decrypt the data with the proper application key
and process the plaintext data. By insuring the safety of the application key and denying
the access to the plaintext data in memory, the sensitive data are protected on the volun-
teer peers. The decryption on the workers can be implemented using software-based and
hardware-based approaches. The software-based approach trusts the main memory and
stores the decrypted plaintext data in it. However, this approach is vulnerable because
the operating system could be hijacked, the main memory is vulnerable to physical at-
tacks, and the owners of volunteer peers can fully access their peers. The hardware-based
approach that trusts neither the operating system nor the main memory is much more
tamper resistant. The only trusted entity is a secure processor. The secure processors are
designed to protect data from being exposed to unauthorized users because of the increas-
ing demands for the avoidance of duplication and reverse-engineering of digital contents.
The key hierarchy is protected through an embedded hardware key. The plaintext data
only exist in the local memory of the secure processor. Thus, the data security is guar-
anteed even on a volunteer peer. A sample application and a widely available processor
with hardware-based security features are used to study the hardware-based secure data
processing method. Intensive optimizations for the architecture of the secure processor
are applied to this application to archive high performance secure data processing. Eval-
uation results indicate that the secure version of a data processing application executed
on secure hardware outperforms the non-secure version on commodity processors, even
though the results also demonstrate a non-negligible performance overhead introduced by
the security function.
Working together, these proposed solutions solve the issues on different layers of the
existing volunteer computing platforms. Thus, a secure and high performance volunteer
computing platform is achieved. It has the potential to solve a large number of complex
computational problems on sensitive data, with the massive computing power provided
by the million of volunteer peers.
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The aim of volunteer computing [1] (also known as “P2P Computing” or “Public-resource
Computing”) is to use the Internet-connected individual computers to solve computing
problems, especially large-scale scientific computational problems. In mid-1990s, there
are two pioneering research projects, including GIMPS [2] (The Great Internet Mersenne
Prime Search) and Distributed.net [3]. GIMPS is a distributed computing project re-
searching Mersenne prime numbers. Distributed.net is a general purpose computing plat-
form. In 1999, SETI@home [4, 5] was launched by the Space Sciences Laboratory, at
the University of California, Berkeley. The purpose of SETI@home is to analyze data
incoming from the Arecibo radio telescope, searching for a possible evidence of radio
transmissions from extraterrestrial intelligence.
These projects are rather successful. GIMPS has already found a total of 9 Mersenne
primes, each of which was the largest known prime number at the time of discovery.
While SETI@home has not found any conclusive signs of extraterrestrial intelligence, it
has identified several candidate spots for further analysis. Distributed.net has successfully
provides the solutions of the DES, RC5-32/12/7 (”RC5-56”), and RC5-32/12/8 (”RC5-
64”) of the RSA secret-key challenge.
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1.2. Volunteer Computing Platforms
Nowadays, the world’s computing power is distributed in hundreds of millions of per-
sonal computers, game consoles and other computing devices. Using the idle cycles from
Internet-connected PCs and game consoles, the volunteer computing platforms have the
potential to provide more computing power than any supercomputers, clusters, or grid,
and the disparity will grow over time.
1.2 Volunteer Computing Platforms
There are several well-known volunteer computing platforms such as Folding@home [6],
BOINC [7] (Berkeley Open Infrastructure for Network Computing), XtremWeb [8], En-
tropia [9], Alchemi [10], and JNGI [11] to name a few.
Folding@home [6] is a volunteer computing platform designed to study protein fold-
ing, misfolding, aggregation, and related diseases. It works on heterogeneous computers
running Windows, Mac, variants of UNIX-like operating systems, and PlayStation3. It
utilizes the computing power of not only general purpose CPUs, but also a graphics pro-
cessing unit (GPU) and the Cell processor inside PlayStation3. Currently, it is the most
powerful volunteer computing platform in the world.
BOINC [7] harnesses hundreds and thousands of PCs across the Internet to process a
massive amount of data of different scientific computing problems, including radio tele-
scope data analysis, proteins shapes analysis, searching for spinning neutron stars. Similar
to Folding@home, it works on heterogeneous computers running Windows, Mac, and vari-
ants of UNIX-like operating systems.
XtremWeb [8] consists of three kinds of peers: the coordinator, the workers and the
clients. Compared to some other platforms, it allows multiple coordinators and clients
(workers keep a collection of IP addresses of coordinators and clients).
Entropia [9] is a Windows volunteer computing system for enterprise networks. It
differentiates the others for the sandboxed task execution. Binary modification is used to
intercept all important Windows API calls.
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Alchemi [10] is a .NET-based framework for constructing desktop grids and develop-
ing grid applications. It supports an object-oriented application programming model in
addition to a file-based job model. Cross-platform support is provided via web services.
JNGI [11] is a volunteer computing platform based on JXTA [12, 13]. The platform
utilizes the JXTA peer-to-peer communication protocol [14] to construct the overlay net-
work. To improve scalability, it organizes computational resources into groups through
the support of JXTA peer groups. Thus, the top level monitor will not be the bottleneck.
By December 2008, the most powerful volunteer computing platform - Folding@home
[6] achieved more than four Petaflops computing power by connecting more than 3,500,000
CPUs [15]. Among the volunteer nodes, more than 600,000 PlayStation3 contribute about
1.7 Petaflops computing power. The second powerful volunteer computing platform -
BOINC provided a sustained processing power of more than one Petaflops [7] since Januray
2008. In contrast, the fastest supercomputer, Roadrunner achieves a maximum LINPACK
performance of 1.026 Petaflops [16].
The General Architecture of the Existing Volunteer Computing Platforms
The general architecture of the existing volunteer computing platforms is shown in Fig-
ure 1.1. Using the master-worker model, it usually consists of two kinds of peers: dis-
patchers and workers. For most existing platforms, the dispatcher is a specified server.
The workers are volatile peers of the volunteer platform.
Here, JNGI is used as an example volunteer platform. A computational job of JNGI
consists of independent tasks of the embarrassingly parallel computation model. A task is
a Java program with its own data. Tasks are distributed among worker peers to process.
A computational job is processed by JNGI in the following four steps.
1. A job submitter submits a computational job to a monitor group. A monitor group
is a set of peers that works as a portal server of JNGI.
2. A task dispatcher (the name of the master peer in JNGI) dispatches independent
3
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Figure 1.1: General architecture of the volunteer computing platforms.
tasks of the job to worker peers.
3. A worker peer sends back the result of the task to the master peer after the task is
completed.
4. While all results of tasks in the job are received, the dispatcher peer sends back the
result of the job to the job submitter.
The Two Issues with the Existing Volunteer Computing Platforms
Despite the massive computing power offered by the existing volunteer computing plat-
forms, there are two major issues with them that limit their applicable areas.
The existing volunteer computing platforms are lacking support for inter-task depen-
dency. Thus, they can only solve embarrassingly parallel problems [17] that can obviously
be divided into a number of completely independent tasks. However, it is only minority
of all the computational problems. To make the volunteer computing platforms more
applicable for general uses, computational problems with inter-task dependency have to
be supported. However, inter-task dependency results in a status that none of the un-
dispatched tasks can be dispatched, because these un-dispatched tasks require the results
of one or several of the tasks that are being executed. This status may lead to serious per-
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formance degradation, because of the frequent task failures of volatile peers in volunteer
computing platforms. Therefore, a mechanism that makes use of idle peers to guarantee
low performance degradation for task failures is required.
The other issue is that the volunteer computing cannot be applied to the sensitive data
processing, because of privacy and security concerns. Thus, volunteer computing has not
been applied to the application fields other than research oriented computation on publicly
available data. To apply volunteer computing to privacy sensitive data processing, security
features are strongly desired on the volunteer computing platforms.
1.3 Objective of the Dissertation
The objective of this research is to establish a widely applicable volunteer computing
platform, focusing on solving the two major issues with the existing volunteer computing
platforms. Figure 1.2 shows the issues and their corresponding solutions on different layers
and components (dispatcher and worker) of the proposed volunteer computing platform.
The task management layer is responsible for the management of tasks in a computational
job. It decides the task to dispatch, and maintains the information of tasks at runtime.
The resource management layer consists of the functions to gather the runtime resource
information, and decides the resource to dispatch. The application layer handles the
application specific problems.
On the task management layer, the existing volunteer computing platforms lack of
support for inter-task dependency. A solution is to introduce workflow management
mechanism to the task management layer. Because the serious performance degradation
is introduced by the inter-task dependency on volunteer computing platforms, optimized
task dispatch policies are required on the resource management layer to mitigate the
performance degradation. To implement the optimized task dispatch policies, worker
availability checking is also added to the resource management layer to gather runtime
information. This availability checking involves both the dispatcher and the workers. Two
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Figure 1.2: The overview of secure and high performance volunteer computing plat-
form.
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task dispatch policies are proposed to find the optimized task dispatch decisions based on
this information.
On the application layer, the exiting volunteer computing platforms are not equipped
with security features to protect sensitive data on the workers. A proposed solution is
a cryptography-based secure data processing method that involves both the dispatcher
and the workers. Sensitive data is encrypted on the data owner’s server and sent to the
worker. Then the workers decrypt the data and process it. While the encryption of the
data owner’s server can be trusted, the decryption of the volunteer workers is challenging.
The decryption can be implemented in a software-based approach or a hardware-based
approach. The software-based approach is vulnerable for the volunteer computing. The
hardware-based approach using secure processors is more tamper-resistant. The potential
of the hardware-based approach is studied using a sample application on a widely available
secure processor in the volunteer computing platforms. The application is intensively
optimized for the architecture of this secure processor to archive high performance secure
data processing.
1.4 Organization of the Dissertation
The rest of the dissertation is organized as follows. Chapter 2 proposes a dependable
workflow management mechanism for the volunteer computing platforms. A redundant
task dispatch policy is designed and evaluated. Chapter 3 presents a performance-oriented
task dispatch policy and evaluates its efficiency with real world trace data. Chapter 4
explores the potential of secure data processing on the volunteer computing systems. It
presents a hardware-based secure data processing method, and studies the performance








In this chapter, a dependable workflow management mechanism is presented. The work-
flow management is introduced to volunteer computing platforms to extend the applicable
areas. The dispatcher also needs to consider the overheads caused by task failures, be-
cause the tasks must wait for the preceding tasks’ results if a volunteer computing system
with volatile peers supports inter-task dependency. Therefore, a redundant task dispatch
mechanism is proposed to reduce the overheads. Redundant task dispatch uses the com-
puting power from the idle workers to process duplicate copies of tasks, thus the task fail-
ure probability can be reduced. Therefore, the performance degradation can be reduced.
However, unlimited redundant task dispatch may result in performance degradation, be-
cause too much computing power is wasted for the processing of duplicate copies. As the
optimal value for the number of redundant tasks depends on the runtime parameters that
are unknown in a real computing environment, a runtime optimization is designed for
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the redundant task dispatch to find the optimal value. The performance of the proposed
mechanisms is evaluated using a simulator.
2.2 Related Work
No workflow management mechanism exists for volunteer computing platforms. This
is because of the fact that volunteer computing platforms are mostly used for solving
embarrassingly parallel problems and not for other kinds of computational problems.
Workflow management mechanisms have been studied a lot for grid systems.
2.2.1 P2P-RPC
P2P-RPC [18] is a simple programming interface to develop applications on XtremWeb [8].
It is implemented as a remote procedure call (RPC) API that is derived from OmniRPC
[19] (an existing RPC API for the grid based on Ninf [20] system). This new API is
implemented on top of the low-level functionality of the XtremWeb volunteer computing
system.
The concept of RPC has been used for a long time in distributed computing as it
provides a simple way for communications among distributed components. With asyn-
chronous and synchronous calls of P2P-RPC, a programmer can define tasks and a process
sequence of these tasks.
For the RPC mechanism, the procedures need to be installed on worker peers in
advance. Since a volunteer computing platform is a dynamic system that consists of
more than thousands of peers, this requirement makes it inconvenient to solve different
computational problems.
Fault tolerance is insured by the underlying environment (XtremWeb). A failed task
will be dispatched again to another worker after the failure is detected by a time-out
mechanism. With such a fault tolerant mechanism, any worker’s failure will not affect
the execution (but the performance). The performance degradation caused by worker’s
9
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failure is not considered in XtremWeb.
2.2.2 Grid Workflow Management
In the field of grid, workflow management mechanisms have been studied a lot. Yu et
al. [21] proposed a taxonomy that characterizes and classifies various approaches for grid
workflow. Some of the related work are listed:
• WebFlow [22] is a pioneering work, which is a visual programming paradigm to
develop high performance distributed computing applications.
• Bivens has defined a grid workflow specification [23] in XML, and used in the ASCI
(Accelerated Strategic Computing Initiative) grid infrastructure.
• GridFlow [24] is a two-layer workflow management system for grid computing, in-
cluding global grid job workflow management and local grid sub-workflow schedul-
ing.
• GridAnt [25] extends the vocabulary of Apache Ant [26] to support workflow man-
agement in grid.
• The CCA(Common Component Architecture) [27] and its XML implementation
have been developed for grid programming.
• Symphony [28] is a framework for combining existing codes to meta-programs with-
out changing the code.
• CXML(Component XML) [29] is used for component specification and further issues
such as performance optimization.
• Neubauer et al. [30] implemented a simple, Petri net-based graph model for grid
services on OGSI-compatible grid middlewares.
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• Grid-WFS [31] is a flexible framework for fault tolerance in the grid. Replication in
Grid-WFS lets a user to specify a particular task to be replicated on multiple grid
resources.
• Abawajy [32] proposed a fault-tolerant scheduling policy for grid systems with a job
replication mechanism. This policy assumes that a grid environment is underutilized
and thus spare resources can be used for replication job execution without affecting
the overall performance.
The key issue that differentiates this work from the related studies on grid is that
optimized scheduling/mapping of tasks to resources is always considered for workflow
management in grid computing. Because the volunteer computing platforms consist of
much more volatile peers, the performance degradation caused by task failures needs to
be considered first, rather than the optimal scheduling of tasks.
Grid-WFS [31] provides a user defined task replication scheme. However, this user
defined approach is not suitable for the volunteer computing platforms, because user
cannot specify thousands of tasks to anonymous peers. In most volunteer computing
platforms, worker peers are highly utilized after they joined the computing platforms.
Therefore, the scheduling policy proposed in [32] will result in performance degradation,
because it is designed for the environment that is highly underutilized.
2.2.3 Runtime Task Replication Management
Litke et al. [33] have designed a task replication scheme for grid environments. The
objective of their research is to maximize the grid resource utilization and the achieved
profit. The task replication management mechanism can find a proper number of repli-
cas to maximize the profit of grid resources, while fulfilling the deadline constraint of a
computing job defined by an end user. Since worker peers are volunteers in the volunteer
computing platforms, the profit is not considered while finding the optimal number of




Since applicable areas of the existing volunteer computing platforms are limited to em-
barrassingly parallel problems, a volunteer computing platform that can solve more kinds
of computing problems is required. The requirement leads to two research issues: task
dependency and dependability.
Task Dependency
To solve a computational problem with task dependency on existing volunteer computing
platforms, the dependency has to be handled on the job submitter side. The only way is
to divide the computational problem into several groups of tasks with dependency among
them. Each task group consists of independent tasks. A program on the job submitter
side handles the dependency. A group of tasks is sent to the volunteer computing platform
as a job, so that it just solves an embarrassingly parallel problem. After the volunteer
computing platform finished the processing of one group, the results of this task group
are sent back to the job submitter. Then the program on the job submitter gives the
results of the finished task group to another task group. When a task group has all its
required data, the program on the job submitter will submit it to the volunteer computing
platform to process. In this way, P2P-RPC [18] extends the applicable areas by defining
the task process sequence with asynchronous and synchronous calls.
In such a process of computational problems with task dependency, the job submitter
has to submit jobs and to receive their results for lots of times. It results in two prob-
lems. First, since the program on the job submitter controls the entire process sequence,
this computation cannot continue whenever the job submitter crashes or other problems
happen. If the task dependency can be handled automatically by volunteer computing
platforms, the job submitter just needs to submit a job and wait for its results. Even it
crashes at the runtime, it can still receive the results from the volunteer computing plat-
form after its restart. Second, compared with submitting all the tasks at one time, the
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communication cost of multiple job submissions and result receptions is likely to be much
higher. Therefore, it is not suitable for large scale, highly volatile volunteer computing
platforms. A workflow management mechanism to control the job’s process sequence is
required for a widely applicable volunteer computing platform.
Dependability
Grid workflow management has been well studied. However, because of the dynamic
nature of volunteer networks, none of the grid workflow management mechanism is suit-
able for volunteer computing. This is because of the lack of functionality to cover the
low-availability of volatile peers. Therefore, high dependability is strongly required for
volunteer computing platforms in order to make them more universal as high performance
computing platforms. In this dissertation, the dependability is defined by Equation (2.1)





where Performanceno failure denotes the peak performance without task failures, and
Performanceactual is the actual performance with volatile peers. In this chapter, Equa-
tion (2.1) is used as the objective function to improve the dependability of a volunteer
computing platform.
2.3 Dependable Workflow Management Mechanism
The dependable workflow management mechanism proposed in this chapter has the fol-
lowing three key features.
• A workflow management mechanism is designed to extend the applicable areas of
computing problems by supporting task dependency.
• Redundant task dispatch is designed to guarantee a high dependability.
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• A runtime optimization method based on mathematical analysis is proposed to
achieve a near optimal dependability.
Classified with the taxonomy of grid workflow management [21], this mechanism features
a non-DAG, abstract, user-defined workflow. For scheduling, it uses a centralized dynamic
performance-driven policy.
2.3.1 Basic Idea
A workflow management mechanism analyzes the status of tasks to decide whether a task
can be dispatched or not. Task dependency results in a kind of status, in which none of
the tasks can be dispatched because of the dependency. In such status, worker peers will
be idle and keep waiting for a new task for a long time. In addition, because a volunteer
computing platform consists of volatile peers, its high task failure rate makes this problem
worse.
To simplify the discussion, it is assumed that the volunteer computing platform to be
a homogeneous environment that all the workers have the same performance and task fail-
ure probability does not change over time. This dissertation focuses on the computation-
intensive problems that “computation time ≫ data transfer time.” Therefore, the com-
munication cost is not discussed.
The execution time for the set of independent tasks without the redundant task dis-
patch is shown in Equation (2.2).
Timeno redundant =














where FR(0 < FR < 1) denotes the constant task failure rate, N denotes the number of
independent tasks to be processed, t is the process time of each task, W is the number of
workers, and i is the number of consecutive failures occuring for one task. Execution time
increases with the task failure rate. While N × FRi < W , parts of the workers are idle.
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While N × FRi < 1, the probability that a failure occurs is used to count the process
time.
As redundant task dispatch uses the computing power from these idle workers to pro-
cess duplicate copies of tasks, it can reduce the task failure rate and thus increase the
possibility of reducing the performance degradation. On the other hand, unlimited redun-
dant task dispatch may result in performance degradation because too much computing
power is wasted for processing extra copies of tasks. Therefore, an optimization method
to limit the redundant task dispatch to a proper level is required. While the redundant
task dispatch exceeds a proper level, the workflow management mechanism stops using
the redundant task dispatch, and the idle workers are reserved for the process of up-
coming tasks. Working together, these three features provide a widely applicable, highly
dependable volunteer computing platform.
2.3.2 Workflow Management Mechanism
A dependable workflow management mechanism for the volunteer computing platform
has the following basic requirements:
Workflow Markup Language: A programming interface for programmers to define a
workflow.
Workflow Management Module: A software component that maintains the task de-
pendency and redundancy information. It also controls the process sequence with
this information. A runtime optimization method helps it to limit the usage of
redundant task dispatch to a proper level.
For the programming interface, a vocabulary of the workflow markup language is
defined in XML. It provides a simple interface to define a workflow of executing tasks
in a computational job. A workflow description file in the markup language is parsed
into a workflow graph, which can be used by the workflow management module. The
15









Dependable Volunteer Computing Platform
Figure 2.1: Overview of the dependable workflow management mechanism for vol-
unteer computing platforms.
parsed workflow graph has all the dependency information. Redundancy information is
initialized and maintained at the runtime.
As shown in Figure 2.1, a volunteer computing platform with the the dependable
workflow management mechanism consists of two kinds of peers: workers, and dispatchers.
The workflow management module is developed as a component of the dispatcher.
The process flow of a computing job with the mechanism is as follows:
1. A job (a set of tasks and the description of their workflow) is submitted from a job
submitter peer to the dispatcher.
2. On the dispatcher, a workflow description file is parsed and translated into a work-
flow graph. The workflow management module on the dispatcher maintains in-
formation in the workflow graph, and controls the task process sequence with a
redundant task dispatch and a runtime optimization method.
Workflow Markup Language
This workflow management mechanism works with a set of predefined tasks. To define the
tasks, a workflow markup language is presented in XML. This is because of the following
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reasons:
• An open standard with the W3C consortium and standards committees [34].
• Platform independent: suitable for the heterogeneous environment of volunteer com-
puting platforms.
• Human readable: make it easy for programmers to define a workflow.
The workflow elements currently used are defined as follows:
• Workflow: the “root” element of a workflow definition. It is a container for tasks to
be executed by the workflow management module.
• Group: an element of a task group. A task group is a set of tasks that belong to the
same program, and can be executed independently. Each group has an attribute id,
which is a unique identifier of the task group in the current job.
• TaskList: the list of tasks in a task group. TaskList has two attributes: first(identifier
of the first task in this task group) and last(identifier of the last task in this task
group). Each of them is the unique identifier of a task in the current job. They are
used to define which tasks are included in this task group.
• Description: the description of the task group. A programmer can use this element
to write some comments.
• Dependency: the dependency of a task group. It has two attributes: groupID and
arg. Attribute groupID defines which task group this one depends on. Attribute arg
(the ID of a variable) defines which variable of the tasks in this task group needs to
be updated. A task group can have several Dependency elements.
• Loop: a loop body. It has an attribute - loop number that defines how many times
the loop will be processed.
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• Replace: the dependency between loop initial parameters and the results after one
iteration. Its attribute is the same as Dependency.
Here, an example of the workflow description file is given.
1 <Workflow>
2 <Group id=1>
3 <TaskList first="1" last="2" />





9 <TaskList first="3" last="5" />
10 <Dependency groupID="1" arg="2"/>
11 <Replace groupID="3" arg="3"/>
12 </Group>
13 <Group id=3>
14 <TaskList first="6" last="8" />




19 <TaskList first="9" last="10" />
20 <Dependency groupID="1" arg="1" />
21 <Dependency groupID="3" arg="2" />
22 </Group>
23 </Workflow>
The workflow graph of the example workflow description file is shown in Figure 2.2.
Task Group 1 consists of two tasks: Tasks 1 and 2. The result of Task Group 1 is required
to execute Task Groups 2 and 4. Task Group 3 uses the result of Task Group 2 as the
first input parameter, and Task Group 4 needs the results of Task Groups 1 and 3. Task
Groups 2 and 3 are in the loop body. The loop will be processed 100 times. After one
18

























Figure 2.2: Example of a workflow graph.
iteration, the result of Task Group 3 will be used to replace the third input parameter of
Task Group 2.
Workflow Management Module
The workflow management module is a component of the dispatcher. The module is
responsible for directing the workflow control and the task information update. After a
job is dispatched to a worker group, its workflow description file is parsed and translated
into a workflow graph by a workflow parser. In a workflow graph, each task has its own
status and redundancy rate. The redundancy rate (RR) is used to control redundant task
dispatch and record how many workers process the task at the same time. Working with
the workflow management module, redundant dispatch is designed to handle the dynamic
nature of volunteer computing platforms by dispatching redundant tasks. The redundant
task dispatch with an appropriate RR can improve the performance.
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Figure 2.3: Process diagram of the dispatcher.
The process diagram of the workflow management module is shown in Figure 2.3.
There are three kinds of status of each task: “undispatched”, “dispatched”, and “finished.”
The initial status of each task is “undispatched” and the initial RR is 0. Worker peers
inquire the dispatcher for new tasks when they are idle or finish their tasks. When the
workflow management module dispatches an “undispatched” task, it provides the required
input values from the finished tasks, and then changes this task’s status to “dispatched”
and increases RR by one. When a task result is received by the workflow management
module, the status of this task is set to “finished.” When a task’s result is not received
after a predefined period, the task is assumed to be failed and RR of this task is decreased
by one. The workflow management module uses the status information to analyze whether
an “undispatched” task can be dispatched or not. An “undispatched” task can only be
dispatched when all the tasks that it depends on are “finished.” A workflow has two
kinds of status: “blocked” and “unblocked.” While there is no such an “undispatched”
task, the workflow management module uses the redundant task dispatch to achieve a
low performance degradation. Such status of a workflow is defined as “blocked.”
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2.3.3 Redundant Task Dispatch
To guarantee a low failure rate of the “dispatched” tasks, redundant task dispatch selects
a “dispatched” task with the least RR and dispatch this task to an idle worker. This
selection policy is named least-RR-selected. The least-RR-selected policy equally reduces
the failure rate of all the “dispatched” tasks. If the failure rate is not reduced equally,
some of the tasks with lower RR still have a great chance to encounter a failure. Any
failure of the “dispatched” tasks will lead to re-execution, and therefore will result in
performance degradation.
Suppose task “a” is dispatched to worker “A,” the workflow status is “blocked” because
the result of task “a” is required, and another worker “B” inquires for a new task after
the workflow status becomes “blocked.” Then, as shown in Figure 2.4, three cases can be
discussed as follows.
Case 1 Worker “A” successfully finishes the processing of Task “a”: the result of Task
“a” will be returned at time point “Z.”
Case 2 Worker “A” encounters a failure; no redundant task dispatch: Task “a” will not
be dispatched again until the failure is noticed. Worker “B” periodically inquires
for a new task and always get a “sleep” reply from the dispatcher. After the failure
of Worker “A” is noticed, Worker “B” gets Task “a.” Without any failure, Worker
“B” returns the result of Task “a” at time point “Y .”
Case 3 Worker “A” encounters a failure; with redundant task dispatch: there might be
two or more workers processing the same task. Here, only two workers are consid-
ered. Worker “B” gets a duplicate Task “a” even when the workflow is “blocked.”
Even if Worker “A” encounters a failure, Worker “B” can return the result of Task
“a” at time point “X,” which is much earlier.
The relation of these three time points can be described as Z ≤ X < Y . If Workers
“A” and “B” get Task “a” at the same time, Z = X < Y . If Worker “B” gets the Task
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Figure 2.4: Comparison of the execution time for a example of workflow status.
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“a” later than Worker “A”, Z < X < Y . With redundant task dispatch, the result is
returned at time point “Y ” only if both of these two workers encounter failures. These
three cases show that redundant task dispatch can reduce the performance degradation
to a much lower level with volatile peers.
The re-execution of failed tasks results in the serious performance degradation in Case
2. With redundant task dispatch, task re-execution in Case 2 is required only if all the
workers processing the same task encounter failures. Suppose the current average failure
rate of each worker is AFR (0 ≤ AFR < 1), then the expected failure rate of a task
that is processed by x workers is AFRx. This expectation is much lower compared to
the non-redundant one. Therefore, redundant task dispatch can save lots of time from re-
execution of failed tasks with frequent peer failures. Thus, the performance degradation
caused by volatile peers can be reduced.
2.3.4 Acceptable Redundancy Rate
Redundant task dispatch can avoid the performance degradation caused by re-execution
of failed tasks. On the other hand, unlimited redundant task dispatch may result in
performance degradation because too much computing power is wasted for processing
duplicate copies of tasks. In this case, when the workflow is no longer “blocked,” it is
possible that there are many available tasks while few workers can start processing in a
short time. This situation may also result in performance degradation. To have a trade-
off between performance degradation caused by task failure and performance degradation
caused by redundant task dispatch, ARR is defined as the acceptable redundancy rate for
one task. The RR value (RR ≤ ARR) of a task records how many workers are processing
this task at the same time.
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Redundant Dispatch Policy
When the workflow management module finds a “blocked” status of a workflow, redundant
task dispatch is activated. The “dispatched” task list is generated. Here the least-RR-
selected policy is used to select a task from the incomplete task list. If the RR of this task
is less than ARR, the task is dispatched and the RR is increased by one. If the RR of this
task is equal to ARR, only a “sleep” message is sent to the idle worker. An idle worker
that received a “sleep” message waits a certain interval, and then inquires the dispatcher
for a new task.
Execution Time with ARR
Let Nincompletei be the number of incomplete tasks after the i-th dispatch. In a hetero-
geneous environment in which individual peers have difference performance, the AFR of
different tasks varies, and may change over time. These real world characteristics lead to
random parameters in the mathematical model. Since the AFR at each dispatch time
point varies, this modeling is extremely difficult, especially while the distribution of task
process times on different workers is unknown. To simplify the modeling, a homogeneous
environment with constant FR in the mathematical model is assumed. The execution
can be analyzed as the following three stages:
1. While Nincompletei ≥ W : The number of workers is smaller than the number of
incomplete tasks that can be calculated with Equation (2.3). No duplicate tasks
will be dispatched. Incomplete tasks are dispatched once in the (i + 1)-th dispatch.
The execution time of this stage is shown in Equation (2.4).
Nincomplete





















i < W : Duplicate copies of tasks will be dispatched. How-
ever, there are not enough workers to dispatch ARR duplications for all the incom-










Let Nαi be the number of task that RRmax duplications will be dispatched, and Nβi
be the number of task that RRmax − 1 duplications will be dispatched. Then these
two parameters can be calculated in Equation (2.6).

Nα
i = W − RRmaxi × Nincompletei.
Nβ
i = (1 + RRmax
i) × Nincompletei − W.
(2.6)
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i−1−1.
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Finally, the execution time of this stage is shown in Equation (2.9).







) × t. (2.9)
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3. While W
ARR
≥ Nincompletei: Duplicate copies of tasks will be dispatched. ARR du-
plications will be dispatched for all the incomplete tasks in the (i + 1)-th dispatch.









Each dispatch round takes time t. While Nincompletei < 1, the probability that a
failure occurs is used to calculate the execution time. The execution time of this









⌉⌉ × t. (2.11)
2.3.5 Runtime Optimization
ARR is proposed to have a trade-off between performance degradation for task failure
and performance degradation for redundant task dispatch. The value of ARR has a great
effect on the total execution time. If ARR is too small, with extremely volatile peers, task
failures happen frequently. The failed tasks require re-execution. Therefore, more task
failures can possibly lead to a longer total execution time. If ARR is too big, while the
task failure rarely happens, it results in performance degradation for wasting too much
computing power for redundant task process. To appropriately adjust ARR, a runtime
optimization method for ARR is required.
The previous analysis in Section 2.3.4 is based on the assumption that FR is constant
value. While the FR may change over time, a proper value of ARR cannot be deducted
from the execution time equations. An optimization method is proposed to find a proper
value of ARR based on the analysis of relations among Nincomplete (the number of incom-
plete tasks that can be dispatched),W (the number of workers), and AFR (current average
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Figure 2.5: The simplified model of computing jobs.
failure rate).
Here, a simple model of computing jobs is used to show the effect of different para-
meters on performance. As shown in Figure 2.5, the model is as follows:
• Task Group “i” depends on the results of Task Group “i − 1”. Thus, all the Task
Groups are processed in sequence.
• Each task has the same process time on different workers.
• The failure penalty is the time to detect a failure controlled by a time-out threshold.
ARR-Optimization Method
To find the proper value of ARR, two conditions of ARR during the process of a task
group are discussed.
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First Condition: During the process of a task group, ARR has to satisfy a condition
that is limited by the number of workers. This condition can be described as follows:







With W workers and Nincomplete incomplete tasks, ARR cannot exceed the value.
Second Condition The purpose of redundant task dispatch is to insure that all the
incomplete tasks have been dispatched ARR times, and therefore to increase the proba-
bility that all these tasks will be finished without failures. Assume that there are enough
workers and all the incomplete tasks have been dispatch ARR times. The number of
failures can be described as the following equation.
Nincomplete × AFRARR. (2.14)
By defining a threshold t for the number of failures, the second condition of ARR that
can expect less than t failures is found as follows:








In Equations (2.15) and (2.16), it is assumed that there are enough workers to process the
duplicate copies of incomplete tasks. While this assumption is not satisfied, the second
condition does not exist.
A Near Optimal ARR In this work, the “wasted time for failed task re-execution”
and “wasted time for unnecessary redundant task dispatch” are considered as the two
overheads. Thus, an optimal ARR should minimize the sum of these two overheads.
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Because failures in a large scale dynamic volunteer computing platform cannot be
predicted accurately, it is too difficult to give a function of this sum. Therefore, an
approximate method is proposed to find a near optimal ARR. By setting the threshold
t to a value less than 1, the “wasted time for failed task re-execution” can be considered
as 0. The problem of finding the minimum value of the sum is simplified to be the
problem to find the minimum value of “wasted time for unnecessary redundant task
dispatch.” Since the “wasted time for unnecessary redundant task dispatch” increases
with ARR, a near optimal ARR should equal to the value found with the second condition
in Equation (2.16). However, when there are no enough workers to process the duplicate
copies of incomplete tasks, the second condition cannot be satisfied. Thus, the value
found with the first condition is used.
The approximate optimization method is designed as follows:












To estimate AFR at the runtime, the dispatcher is enhanced to provide a recent
AFR. This function logs the “Results” and “Task Failure” messages to a fixed length
queue. Using this queue, the recent AFR is estimated as follows:
AFR =
number of task failure
number of task failure + number of results
. (2.17)
2.4 Evaluation Results
The performance of the proposed mechanism is evaluated using a network simulator that is
developed on a commercial network simulation tool - OPNET Modeler [35]. The purposes
of this simulation are as follows:
1. To prove that the redundant task dispatch guarantees a high dependability.
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2. To evaluate the mechanism with different parameters (AFR, ARR, Task Process
Time, Failure Penalty, Number of Task Groups).
3. To demonstrate the effectiveness of the proposed runtime optimization method for
the ARR.
2.4.1 The Simulator Configuration
The models of the dispatcher and the workers are shown in Figure 2.6. The simulation
parameters are as follows:
• Number of Workers: the number of workers in the network.
• Number of Tasks: the number of tasks for the computing job.
• Task Process Time: process time of a task.
• Failure Penalty: a time-out threshold to detect a task failure on workers.
• Idle Worker Inquire Interval: an inquire interval of idle workers.
• Number of Task Groups: the number of task groups in the computing job. It is the
factor of inter-task dependency.
• AFR: an average failure rate of the tasks.
• ARR: an acceptable redundancy rate. The redundancy rate of any task cannot be
larger than ARR.
The default parameters of the simulator are listed in Table 2.1.
2.4.2 Performance Evaluation
Effectiveness of the Redundant Task Dispatch
Figure 2.7 shows the dependability achieved with and without redundant task dispatch,













































Yes, Dispatch Task j 
(b) Worker model.
Figure 2.6: Simulation models of the dispatcher and the workers.
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Table 2.1: Default parameters.
Parameter Value
Number of Workers 8,192
Number of Tasks 800,000
Task Process Time 120 seconds
Failure Penalty 150 seconds
Idle Worker Inquire Interval 60 seconds
Number of Task Groups 2, 4, 8, 16, 32, 64
AFR 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6
ARR 1, 2, 4, 8, 16, 32, 64, 128
dispatch are calculated from the minimum total execution times among several simulation
runs for the different ARR, the same AFR and Number of Task Groups. This depend-
ability values can be considered as the optimal dependability values that can be achieved,
using the redundant task dispatch.
For the different number of task groups with the same AFR of 60%, redundant task
dispatch helps the mechanism to achieve a dependability of about 0.28 on the volunteer
computing platform. The dependability without redundant task dispatch is always worse
than the one with redundant task dispatch. Even with a less frequent failure rate, the
results with redundant task dispatch are much better.
Without the redundant task dispatch, the dependability decreases as the number of
task groups increases. The reason is that while increasing the number of task groups,
there are more “blocked” status under frequent re-execution of tasks because of their
failures. All the computing power of idle workers is wasted at the “blocked” status, while
the computing power can be used to achieve a lower task failure rate. In an extreme
case, with 64 task groups and 60% AFR, the dependability is only about 0.089, while the
optimal dependability achieve 0.28 with the redundant task dispatch. From the above
comparison, it is clear that the redundant task dispatch helps the volunteer computing
platform to guarantee a high dependability.
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Figure 2.8: Optimal dependability for different task process time and failure penalty.
for the different number of task groups. To prove this, three more sets of simulation para-
meters (task process time and failure penalty) are evaluated by the simulator. Figure 2.8
compares the optimal dependability regarding the number of task groups with AFR for
different sets of simulation parameters. The results indicate that the optimal dependabil-
ity is independent of the number of task groups.
As demonstrated in Figure 2.8, the number of task groups hardly affects the optimal
dependability. Therefore, it can be described as a function of two parameters, the ratio









dependability = f2(dependabilityoptimal, ARR). (2.19)
Equation (2.19) indicates that for a set of simulation parameters (task process time,
failure penalty and AFR), the dependability depends only on ARR. Therefore, by es-
timating a near optimal value of ARR with the optimization method proposed in Sec-
tion 2.3.5, the volunteer computing platform can achieve a near optimal performance.
Effect of ARR
Figure 2.9 shows that ARR has a great effect on the total execution time. While ARR
is too small, with extremely volatile peers, the execution time is very long and thus the
dependability is low. When ARR is too large, it also results in a low dependability,
because too much computing power is wasted for redundant task process. In an extreme
case, with 64 task groups and an AFR of 60%, the optimal dependability can be achieved
with ARR = 16. The optimal dependability is 2 times better than the dependability
with ARR = 2. For each simulation run, there is a proper value of ARR that helps the
computing platform to achieve an optimal dependability. The optimal value depends on
the simulation parameters. These results indicate that, in the case of a real world system,
ARR has to be optimized at runtime estimating such parameters.
Simulation with Optimized ARR
The runtime optimization method is evaluated by the simulator. The parameters are
listed in Table 2.2. In this simulation, AFR is defined only for the workers to simulate
workers’ failures. The dispatcher uses Equation (2.17) to estimate the runtime AFR.
Figure 2.10 shows the values found with the two conditions for the default simulation
parameters during the processing of a task group. The simulation results are shown in
Figures 2.11 and 2.12. The lower x-axis represents AFR. The upper x-axis represents
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Condition 1: limited by the number of workers.
Condition 2: required to achieve a less-than-t failures.
AFR=0.6
Figure 2.10: The two conditions of ARR with 8192 workers in one task group.
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Table 2.2: Simulation parameters for runtime optimization method.
Parameters Value





AFR 0.1, 0.2, 0.3, 0.4, 0.5, 0.6
Number of task groups 2, 4, 8, 16, 32, 64
Threshold t 0.1
Message queue size 10000
the order of the number of task groups. The total execution time and the number of task
dispatches are normalized by the corresponding results of the simulation with optimal
dependability. All the results with optimization are very close to ones with optimal
dependability. These results prove that the ARR found by the runtime optimization
method is a near optimal value.
Performance Evaluation Under Heterogeneous Environments
In the previous simulations, the homogeneous computing workers are assumed, and tasks
processed on different workers have the same execution time that is predefined as a pa-
rameter of task process time. A large scale volunteer computing platform in the real world
is a heterogeneous environment. In a more realistic environment, since different workers
have different performance, and therefore the task process time on each worker is differ-
ent. To examine the performance in a heterogeneous environment, the average value of
task process times of all workers is defined as the average task process time (ATPT ). To
simulate a heterogeneous environment, the task process time on each worker is randomly
drawn from a uniform distribution ranging from (0.5xATPT ) to (1.5xATPT ).
The simulation results of the heterogeneous environment are shown in Figures 2.13
and 2.14. The y-axis is the normalized total execution time that is normalized by the
results under the homogeneous environment, in which the performance of each worker is
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Figure 2.11: Simulation results with optimization method (1).
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Figure 2.14: Simulation results under heterogeneous environments (2).
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the same as ATPT . The figure uses the same x-axis configuration as Figures 2.11 and
2.12. The figures show that the results of the heterogeneous environment are faster than
those of the homogeneous environment even the average task process times are the same
in these two environments. The reason is that the status of a task is set to “complete”
when the first result from one of workers is received in the heterogeneous environment. In
the heterogeneous environment, half of the workers processing the same task are expected
to return a result earlier than ATPT . Therefore, the probability that a task in the
heterogeneous environment can get a result earlier than ATPT is equal to 50%.
Suppose that there are x workers processing one task. Then, there are x
2
workers
that are expected to return a result earlier than ATPT . The probability that the status
of this task is set to “complete” earlier than ATPT is 1 − AFR x2 . Therefore, even
when AFR = 0.6, the probability will be higher than 50% with at least four workers.
As a result, the total execution time becomes shorter. These results prove that the
dependable workflow management mechanism can efficiently work even in a practical
large scale volunteer computing platform.
2.5 Conclusions
Volunteer computing is a promising technology that has the potential to provide more
computing power than any supercomputer, cluster or grid. However, the applicable areas
of existing volunteer computing platforms are limited to embarrassingly parallel problems.
None of the relate work in the field of grid workflow management is suitable for a volunteer
computing platform with volatile peers. Therefore, a dependable workflow management
mechanism has been proposed for volunteer computing platforms. The two issues that
differentiate this work from the existing volunteer computing platforms are as follows:
• Workflow management mechanism: extends the applicable areas.
• Redundant task dispatch and runtime optimization: guarantees high dependability
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(i.e. low performance degradation) even with highly volatile peers.
The proposed dependable workflow management mechanism has been evaluated using
network simulation. The large scale simulation results indicate that the redundant task
dispatch guarantees a high dependability even with extremely volatile peers. With the
optimization method proposed in Section 2.3.5, the computing platform can achieve a
near optimal dependability. In addition, a heterogeneous volunteer computing platform
has been evaluated in terms of the total execution time. The simulation results indi-







In this chapter, a performance-oriented task dispatch policy is proposed. Although the
redundant task dispatch policy proposed in Chapter 2 has shown a significant performance
improvement compared to the non-redundant one, it has a major limitation: the average
failure rate model is not the best fit for the volunteer peers in the real world. Thus, this
chapter extends the policy so as to address the limitation.
A performance-oriented task dispatch policy based on the failure probability estima-
tion is proposed in this chapter. A heuristics-based mechanism for failure probability
estimation is proposed based on a life cycle model of volunteer peers and the statistical
data. The tasks with the highest failure probabilities are selected for dispatch when mul-
tiple task enquiries come to the dispatcher. The estimated failure probability is used to
find the optimized task assignment that minimizes the overall failure probability of these
tasks. This performance-oriented task dispatch policy is evaluated with two real world
trace data sets on a simulator. Evaluation results demonstrate the effectiveness of this




The failure probability is estimated based on the analysis of peer availability data. The
resource availability problem has been studied a lot for cluster, servers, PCs in a corporate
network, grid, and volunteer computing systems.
3.2.1 Statistical Resource Availability Characterizing
There have been a large number of works on the problem of characterizing resource avail-
ability statistically.
Root Cause Analysis of Failures
Root cause analysis of failures has been studied in [36–39]. The software-related failure is
reported to be around 20% [38], 50% [36, 37], and from 5% to 24% [39]. The percentage
of hareware-related failure is from 10% to 30% in [36–38], and from 30% to over 60% [39].
The network-related failure is significant in some of the works, while it accounts for around
20% [37] and 40% [38] of the failures. Human errors also lead to 10% - 15% [36] and 14%
- 30% [38] of the failures. These works reported different breakdown of failures, because
of the different systems they studied.
Fitting Distribution to Empirical Availability Data
Some other works study the statistical distributions of empirical availability data, e.g.
Time-to-Fail (TTF) and Down Time (DT). Such methods find the best fitted theoretical
distribution for a given empirical data, by estimating the parameters of the theoreti-
cal distributions with techniques such as Maximum Likelihood Estimation (MLE) [40].
Several distributions have been used to model the peer availability, including lognormal,
Weibull, exponential, hyper-exponential, and Pareto distributions. The detail of these
distributions and their properties can be found in [41].
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Exponential distribution and hyper-exponential distribution have been used to study
the availability behaviors of software, operating system, workstation, and peer-to-peer file
sharing system in [42–47]. For the research such as process lifetime estimation [48] and
network performance [49], Pareto distribution has been used a lot. Weibull distribution
is another widely used distribution for modeling the resource availability. Xu et al. [50]
applied it for the modeling of network connected PCs.
Several studies [39, 51–53] compared different distributions for the modeling. Nurmi
et al. [51, 54] used exponential, hyper-exponential, Weibull, and Pareto distributions to
model the TTF availability data gathered from student lab computers, a cycle-harvesting
distributed computing system - Condor [55, 56], and an early survey of Internet hosts
[57]. Goodness-of-fit analysis indicated that hyper-exponential and Weibull distributions
fit the empirical data more accurately. Schroeder et al. [39] studied the distribution
fitting of TTF in high-performance computing (HPC) systems with 4750 machines, using
Welbull, lognormal, gamma, and exponential distributions. The results pointed out that
Weibull distribution is a better fit. Iosup et al. [52] found Weibull the best fitted among
several distributions for Mean Time Between Failure (MTBF) and failure duration data
of Grid’5000 [58, 59].
More recently, Nadeem et al. [53] also applied several distributions to the analysis of
grid resource availabilities. It introduced the class level modeling method by identifying
three types of resources in the Austrian Grid [60]. Based on the administration policy, it
categorized the resources into three classes: dedicated resources, temporal resources and
on-demand resources. The distribution fitting and goodness-of-fit test are done separately
for each class’s availability (TTF) and unavailability (Mean Time to Reboot (MTR)) data.
While other works found one or two best fitted distributions, this work found different
best fitted distributions for different class.
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3.2.2 Availability Prediction
Nurmi et al. [54] assumed a homogeneous environment, and proposed an availability
prediction method on top of the found Weibull distribution. This method answered the
question what is the largest availability duration for a given confidence value and a desired
percentile. Iosup et al. proposed a resource availability model [52] that considered the
failure distribution among clusters, the TTF distribution, failure duration distribution,
and failure size (number of processors) distribution. This model is used to predict the
failures in a multi-cluster grid system.
Some other works [61, 62] utilized the availability pattern on weekdays and weekends
to predict the availability. Nadeem et al. [53] used Bayes’ Rule and Nearest Neighbor
Rule to predict the resource availability. Mickens et al. [63] proposed saturating counter
predictors, state-based history predictors, a linear predictor, and a hybrid predictor that
dynamically selects the best predictor. These predictors have been evaluated with trace
data sets of distributed servers, peer-to-peer network, and corporation PCs.
3.3 A Heuristics-based Failure Probability Estima-
tion
These prediction methods of resource available status reviewed in the last section provide a
different accuracy for their selected environments. Because this chapter targets at finding
optimized task assignment with estimated task failure probabilities, the distribution of
empirical availability data can provide enough information. Here, a simple and straight
heuristics-based failure probability estimation method is employed.
3.3.1 Life Cycle of a Volunteer Peer
The life cycle of a volunteer peer can be modeled as shown in Figure 3.1. TTF is the time
between a peer’s start/restart and the next failure/shutdown. DT is the time between a
48
3.3. A Heuristics-based Failure Probability Estimation
Start Failure Restart FailureTTF DT TTF
TTF
End
Figure 3.1: Life cycle of a volunteer peer.
failure and the next peer restart. Given a statistical distribution of TTF, the cumulative
distribution function (CDF) of this distribution’s value at each uptime x is the probability
that a peer’s TTF is smaller than or equal to x, which equals to the failure probability at
uptime x. The failure probability monotonously increases with the time. Since none of a
single distribution can characterize the resource availability accurately for any systems in
large scale computing environments [51,53], a heuristics-based mechanism is proposed to
estimate the failure probability at runtime with the gathered TTF data.
3.3.2 Failure Probability Estimation
Volunteer computing platforms has two kinds of peers: dispatchers and workers. A task
dispatcher is a specific server that controls a volunteer computing platform. Workers
are volatile peers that compute tasks and send back the task results to the dispatcher.
To estimate the failure probability, the runtime TTF data are required. To gather such
runtime data, a worker availability status list is maintained by the dispatcher. The list
stores the start time of each worker. If a worker is currently unavailable, it is marked as
offline in the list. The list is maintained as follows:
A Worker Goes Online As shown in Figure 3.2(a), when a worker goes online, it
sends an online notification message to the dispatcher. Once the notification is received,
the dispatcher updates the worker availability status list as shown in Figure 3.2(b). The
current time is stored as the start time of this worker.
Find Offline Worker To gather the runtime TTF data, the dispatcher also checks the
availability status of workers periodically. As shown in Figure 3.3(a), the dispatcher sends
49










Offline worker Online worker Starting worker








































(b) The status of worker i in the worker availability status list changed, after dispatcher
received the notification.
Figure 3.2: Worker i goes online.
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status checking messages to the workers that are marked online in the worker availability
status list. Once the message is received by an alive worker, the worker sends a reply
message back to the dispatcher as shown in Figure 3.3(b). If a worker is offline, it cannot
reply the checking message. Then, it is marked as offline in the list. As an example, before
the periodical status check, worker 4 in Figure 3.3 has been marked as online with a start
time in the list, and then went offline. Thus, it does not reply the checking message.
The dispatcher then updates the worker availability status list, and marks worker 4 to be
offline. It also calculates the TTF of the worker 4’s last online session. Given the current
time and start time of the last online session, the TTF is 680 minutes (from 2008/11/23
3:10 to 2008/11/23 14:30).
With this simple periodical availability status checking mechanism, the runtime TTF
data are gathered on the dispatcher. Thus, the TTF distribution can be found at the
runtime. Suppose the gathered TTFs are {ttf1, ttf2, ttf3...ttfn}, where n is the number
of gathered TTFs. The failure probability F (x) of a worker ( x is the time after a worker





where nx is the number of TTFs that less than or equal to x.
3.4 Least Failure Probability Dispatch Policy
With the failure probability estimation, a performance-oriented task dispatch policy -
Least Failure Probability Dispatch (LFPD) for volunteer computing platforms is proposed.
The assumptions are slightly different from the ones in Chapter 2. While Chapter 2
assumes a homogeneous environment, this chapter assumes that the volunteer computing
platform is a heterogeneous environment that all the workers have different performance
and different bandwidth to the dispatcher.
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(a) Dispatcher periodically checks the availability status of workers that are marked


























Worker 4 TTF = 2008/11/23 14:30 - 2008/11/23 3:10 = 680 minutes 
Current time
(b) Worker 4 is found to be offline, because it fails to reply the check message.
Figure 3.3: Checking worker availability status, gathering TTF data.
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3.4.1 An Enhanced Workflow Management Mechanism
A workflow management mechanism has been proposed in Chapter 2. It is responsible
for directing the workflow control and the task information update. It cannot fully satisfy
the requirement of the LFPD, because it assumed a same task failure probability for all
the dispatched tasks. Thus, an enhanced workflow management mechanism is proposed
to assist the LFPD.
To support the LFPD, the following information of each task i is stored and updated
by the dispatcher.
• Status: “undispatched”, “dispatched”, and “finished.”
• Redundancy rate that records how many workers process the task i at the same
time: RRi.
• The list of worker IDs that process the task i: workerIDi[RRi].
• The list of estimated failure probability for each copy of task i: EFPsi[RRi].
• The overall failure probability: FPi.





Similar to the original workflow management mechanism, the enhanced workflow man-
agement mechanism uses the status information to analyze whether an “undispatched”
task can be dispatched or not. An “undispatched” task can only be dispatched when all
the tasks that it depends on are “finished.” A workflow has two kinds of status: “blocked”
and “unblocked.” While there is no such “undispatched” task, the workflow management
mechanism uses the redundant task dispatch to reduce the performance degradation. Such
status of a workflow is defined as “blocked.”
The initial workflow information of each task i is as follows:
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• Status: “undispatched.”
• Redundancy rate: RRi = 0.
• The overall failure probability: FPi = 1 which means that a task will never finish
before it is dispatched.
When the dispatcher dispatches a task i to a worker j, it provides the required input
values from the preceding tasks, and then changes the task i’s status to “dispatched”
if it was “undispatched” and increases RRi by one. The worker j is stored in the
workerIDi[RRi]. The failure probability of this assignment {task i → worker j} is
estimated and stored in EFPsi[RRi]. The overall failure probability is calculated again.
When the dispatcher receives a result of task i from a worker j, it changes the status
of task i to “finished”, and sends a “cancel” message to the workers in workerIDi[RRi],
except worker j. The function to cancel duplicate copies after the task finish can reduce
the overhead for redundant task dispatch.
When a worker j is found to be offline by the periodical available status check, RRi of
this task is decreased by one. The worker ID is removed from workerIDi[RRi]. Finally,
the overall failure probability of the task is updated.
3.4.2 The Task Selection and Dispatch Policies
While the workflow management mechanism controls the process of a job workflow, it
requires policies to select the tasks for dispatch, and find the task-to-worker assignment
when the task enquiries come.
Task Selection Policy
In Chapter 2, least-RR-selected policy has been proposed to equally reduce the failure
rate of all the “dispatched” tasks. It selects a task with the least redundancy rate and
dispatches this task to the idle worker. Because least-RR-selected assumed a constant
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task failure rate, it cannot be applied directly to the LFPD. In this chapter, therefore,
a highest-failure-probability-selected policy is proposed to provide the similar function for
LFPD. It selects the task with the highest overall failure probability.
Furthermore, the failure probabilities of a task on different workers are different in
a heterogeneous environment. By considering the task assignment of multiple tasks to
multiple workers, a lower overall failure probability can be achieved. Thus, the idea of
dispatch window is introduced. The dispatch window is the number of tasks that will be
dispatched together. Given a window size w, the dispatcher waits for task enquiries from
workers until the dispatch window is full, then it selects w tasks with the highest-failure-
probability-selected policy.
Dispatch Policy
After getting the w tasks to dispatch, the dispatcher finds the optimal task-to-worker
assignment that minimizes the overall failure probability of the w tasks.
Suppose that each task i has its computation cost (cmpi) and communication cost
(commi) information, and each worker j has its performance (Perfj) and bandwidth
(Bandj) information. This information is available for the dispatcher. Given a task i and








Thus, the estimated failure probability of this assignment is:
EFP{task i→worker j} = F (T
EPT
i,j + Current T ime − Start T imej), (3.4)
where F (x) is the CDF of TTF’s distribution; Start T imej is the start time of worker j
in the worker availability status list.
Suppose that the window size is w, the selected tasks are {t1, t2, t3 ... tw}, and the
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worker peers in the dispatch windows are {p1, p2, p3 ... pw}. For each permutation of {p1,


















For each of the assignment, the estimated failure probability (EFP) of each task-to-






There are w! possible assignments. The dispatcher calculates each assignment’s OFP ,
and compares them. The assignment with the least OFP is used for the task dispatch.
The dispatcher sends tasks to the workers in the dispatch window, using the decided as-
signment. The workflow information is updated using the enhanced workflow management
mechanism proposed in Section 3.4.1.
3.5 Evaluation Results
The effectiveness of the proposed LFPD is evaluated using a simulator that is developed
on a discrete event simulation environment - OMNeT++ [64]. The purposes of this
simulation are as follows:
1. To prove the effectiveness of the LFPD policy.
2. To verify the effect of the task dispatch window.
3. To study the effect of different parameters.
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4. To analyze the effect of identifying multiple worker types.
3.5.1 Baseline Policies
To discuss the effectiveness of the LFPD policy, two baselines are used.
Simple Redundant Task Dispatch Policy
The window-size-1 is a special case of the LFPD policy, because there is only one (1!)
task-to-work assignment. Thus, the window-size-1 LFPD policy can be considered as an
extension of the original redundant task dispatch policy that uses the proposed heuristics-
based failure probability estimation model. This simple redundant task dispatch policy
is used as a baseline to discuss the effectiveness of the LFPD policy.
Greedy Dispatch Policy
The proposed LFPD policy selects task-to-worker assignments with least overall failure
probability. Thus, the effectiveness of the LFPD policy highly depends on the estimation
accuracy of the failure probabilities. If the dispatcher can predict task failures perfectly, it
can eliminate all the task failures. In such case, an intensively optimized dispatch policy
for volunteer computing platforms can be achieved. The comparison between such a dis-
patch policy and the LFPD policy can demonstrate the effectiveness of the LFPD policy.
Therefore, in this chapter, a greedy dispatch policy that can predict failure perfectly is
used as another baseline in the following evaluation.
The greedy dispatch policy assumes that the dispatcher knows the perfect knowledge of
the workers’ future availability status. Using such knowledge, the dispatcher can perfectly
predict whether a task can finish on a worker without failure. The way to find the best
task-to-worker assignment is similar to the LFPD policy. Instead of using the assignment
with the least overall failure probability, the greedy dispatch policy uses the assignment
with the least number of failures.
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Using the LFPD policy, the computing power is wasted in some cases. These cases
can be found in advance with the knowledge of the worker’s future availability status.
The greedy dispatch policy adopts new rules to handle such cases as follows:
1. A task copy will incur a failure on a worker. The computing power of this worker
is wasted. The greedy dispatch policy do not dispatch such tasks that will incur
failures. A “sleep” message is sent to the worker. The worker sleeps for a pre-defined
period after receiving the message.
2. A task copy will finish on a worker. Multiple copies of this task are running on
different workers. However, this copy will finish later than some other copies (larger
estimated finish time). A task copy’s estimated finish time can be calculated when
it is dispatched as: EFT = TEPT + Current T ime. The computing power of this
worker is also wasted, because it does not contribute to the process of the job.
Therefore, instead of dispatching duplicate task copies, the greedy dispatch policy
insures that there is only one copy of any task. This old copy of a task is continually
replaced with a new copy that has a smaller EFT value, whenever a new task-to-
worker assignment is found for the workers in the dispatch window. When an old
task copy is replaced with a new one, the old copy is canceled on the worker that
executes it. If the new task copy has a larger EFT value, a “sleep” message is sent
to the worker.
3.5.2 The Simulator Configuration
The dispatcher and worker modules are implemented with the OMNeT++ [64] to simulate
both the proposed LFPD policy, the simple redundant task dispatch policy (the window-
size-1 LFPD policy), and the greedy dispatch policy. To study the effectiveness of the
policies in a real world environment, two real world resource availability trace data sets
are used to generate the worker failures. The Skype trace data set [65] has the application-
level resource availability data of 2,081 Skype supernodes for about 28 days. Skype is a
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peer-to-peer VoIP software that connects thousands of volatile peers. The Microsoft PCs
trace data set [66] stores the availability data of 51,662 desktop PCs within Microsoft
Corporation network for 35 days. The volatile peers in the peer-to-peer network and
desktop PCs in the corporation network are two typical worker types for the volunteer
computing.
In a heterogeneous environment, the performance of each worker is different. To
simulate such an environment, worker’s performance parameters are generated with a
power-law distribution. Because this work focuses on the computation-intensive problems
that satisfy “computation time ≫ data transfer time,” the communication cost is not
considered in the simulation.
The simulation parameters are as follows:
• Number of Workers: the number of workers in the platform. It is the number of
peers in the trace data sets.
• Number of Tasks: the number of tasks for the computing job.
• Mean Task Process Time: mean process time of a task. The process time of a task
on a worker depends on the performance parameter of his worker.
• Idle Worker Inquire Interval: an inquire interval of idle workers that received the
“sleep” message. The “sleep” message is only used in the greedy dispatch policy.
• Number of Task Groups: the number of task groups in the computing job. It is the
factor of inter-task dependency.
The parameters of the simulator are listed in Table 3.1.
Because the same mean task process times are used to evaluate the two trace data sets,
the different availability characteristics make it hard to compare the evaluation results of
these two trace data sets. Thus, the Microsoft PCs trace data set is modified to have the
same mean TTF as the Skype trace data set. The basic statistical properties of these two
trace data sets are shown in Table 3.2.
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Table 3.1: Simulation parameters for LFPD policy and the greedy dispatch policy.
Skype Trace Microsoft PCs Trace
Number of Workers 2,081 51,663
Number of Tasks 80,000 2,000,000
Mean Task Process Time 1250, 2500, 5000, 10000 (s)
Number of Task Groups 5, 10, 20
Idle Worker Inquire Interval 200 seconds
Table 3.2: Summary of the basic statistical properties of the Skype and Microsoft
PCs trace data sets.
Skype Trace Microsoft PCs Trace
Mean TTF (seconds) 55,125 55,125
Mean Down Time (seconds) 51,509 15,906
Average percentage of online nodes 33.15% 81.24%
3.5.3 Performance Evaluation
The two dispatch policies are evaluated with different parameters and different resource
availability trace data sets. The total process time of the computing job for different
combinations are compared and discussed. To simply the discussion, all the results are
normalized with the corresponding total process time of the simple redundant task dis-
patch policy.
Figure 3.4 shows how the normalized total process time changes with the dispatch
windows size and the mean task process time, using the Skype trace data set. The results
with Microsoft PCs trace data set are shown in Figure 3.5.
Comparison with the Simple Redundant Task Dispatch Policy
The results indicate that the LFPD policy outperforms the simple redundant task dispatch
policy (window-size-1 LFPD). The improvement is more significant for a larger number of
task groups. A smaller mean task process time also leads to a slightly better improvement.





































































































(c) 5 Task Groups.
Figure 3.4: Compare the LFPD policy and the greedy dispatch policy for different































































































(c) 5 Task Groups.
Figure 3.5: Compare the LFPD policy and the greedy dispatch policy for different
mean task process time (Microsoft PCs Trace).
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to 6% and 12% improvements for the Skype trace data set and Microsoft PCs trace data
set, respectively.
The number of task groups is related to how many times a workflow is blocked during
the process of a workflow. The “blocked” status introduces a serious performance over-
head, because the computing power is used for re-execution of the failed tasks. The LFPD
policy reduces the number of task failures, and thus mitigates this performance overhead.
It explains why the LFPD policy is more efficient for larger number of task groups.
For a given trace data set, a larger mean task process time leaves less rooms for the
LFPD dispatch to find a better assignment. As shown in Equation (3.4), the EFP of any
task-to-worker assignment depends on the task process time, the current time, and the
start time of the worker. Because the latter two values are given while finding a better task
assignment, the EFP is only decided by the task process time. For example, there are two
workers in the dispatch window, and two selected tasks. Given any assignment, a larger
mean task process time leads to a longer task process time on both workers. Therefore,
the EFP increases for both the two tasks. This EFP increment makes the overall failure
probability (OFP) of both two possible assignments higher. The LFPD policy is designed
to reduce the number of failures, by finding proper task-to-worker assignments. However,
if all the assignments provide a high overall failure probability, the LFPD policy becomes
less efficient. As a result, the LFPD policy delivers less improvement in the case of a
larger mean task process time. In both of these two trace data sets, the mean TTF
is 55125 seconds. The large mean task process time (10000 seconds) enlarges the tasks
failure probability. Thus, the LFPD dispatch is less efficient, compared to the ones with
a small mean task process time.
The results with two trace data sets are slightly different for their different availability
characteristics. It is because of an overhead introduced by the dispatch window. When
the dispatch window is not full, the workers that are waiting in the window are idle.
Their computing power is wasted. Thus, the less time to fill a dispatch window, the
better performance can be achieved. In the case of these two trace data sets, the average
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number of online workers in the Microsoft PCs trace is much larger. Thus the time of
the Microsoft PCs trace data set to fill a dispatch window can be expected to be much
shorter than that of the Skype data set. Therefore, the LFPD policy delivers a better
performance improvement with the Microsoft PCs trace data set for all the parameter
combinations.
Comparison with the Greedy Dispatch
As shown in both Figures 3.4 and 3.5, the greedy dispatch policy beats the LFPD policy
for a large mean task process time (10000 seconds). The reason is that the greedy dispatch
policy eliminates all the task failures with its perfect knowledge of the worker availability
status. While both the simple redundant task dispatch policy and the LFPD policy suffer
the inefficiency for the high failure probabilities, the greedy dispatch policy is not affected.
Therefore, the normalized process time with the greedy dispatch policy decreases while
increasing the mean task process time.
These two figures also show that the LFPD policy is more efficient than the greedy
dispatch policy for a small mean task process time. It is because of the “sleep” message
used in the greedy dispatch policy. The greedy dispatch policy lets a worker to sleep if it
finds this dispatch to be a waste of computing power. It happens when the existing copy
of task has a smaller EFT than this new copy. This mechanism boosts the performance in
most cases. However, it also introduces a possible overhead, for letting workers sleep even
when the workflow is no longer “blocked” and “undispatched” tasks are available. When
the mean task process time is small, the failures occur less frequently. Therefore, the
greedy dispatch policy’s advantage for eliminating task failures becomes less significant.
In such cases, this particular overhead becomes more obvious and leads to worse efficiency.
How the Window Size Affects the Process Time
As shown in both Figures 3.4 and 3.5, the larger window size results in a shorter process
time for the LFPD policy in most cases. It is because that the LFPD policy is likely
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to find a better task-to-worker assignment with a larger window size, especially for the
smaller mean task process time. As discussed earlier, the smaller mean task process time
results in less frequent failures. Thus, the LFPD policy has a higher probability to find
an assignment with less failures.
The overhead introduced by the “blocked” status is not serious when the number of
task groups is small. Thus, the improvement achieved with the LFPD policy is small.
Therefore, while the window size increases, the overhead for the dispatch window becomes
obvious. The overhead is more serious when the number of online workers is small. It
explains why the process time with the LFPD increases when the window size exceeds
a certain value in Figures 3.4(b) and 3.4(c). With a much larger number of online
workers, the overhead for the dispatch window is not significant. Thus, the results with
the Microsoft PCs trace are not affected by the small number of task groups and a large
window size.
Improve the Performance by Identifying Worker Types
In the real world, multiple types of workers exist. Different type of workers has different
availability characteristics. Nadeem et al. [53] introduced the class level modeling method
by pre-identifying three types of resources in the Austrian Grid [60]. The TTF distribution
of different types of resources is largely different across the three types. The heuristics-
based failure estimation relies on the empirical distribution, and assumes that all the
workers have similar availability behavior. Gathering multiple type of workers TTF into
single TTF distribution leads to low estimation accuracy. The low estimation accuracy
will affect the performance, because the LFPD policy cannot find the optimal task-to-
worker assignments with the inaccurate failure estimations.
To improve the failure estimation accuracy, the worker type is considered. Two types
of workers are selected from the two real world trace data sets. First, the two trace
data sets are clustered into several types, using a K-Means clustering algorithm in the
Weka toolkit [67]. By extracting the TTF and the down time pair from the original
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Table 3.3: Clustering results (node distribution, mean uptime/mean downtime).
Microsoft Skype
Cluster1 18.4%, 20.66 days/13.97 hrs 4.0%, 8 days/6.68 hrs
Cluster2 5.7%, 28.68 hrs/4 days 6.3%, 9.49 hrs/4.40 days
Cluster3 62.2%, 16.1 hrs/6.76 hrs 79.6%, 6.73 hrs/8.72 hrs
Cluster4 13.7%, 7.97 days/8.99 hrs 10.1%, 2.75 days/6.50 hrs
trace data sets, two dimensional data are generated. The number of clusters is four,
based on the assumption that four kinds of workers (diurnal, weekly, long TTF, and
long downtime) exist. The clustering results are shown in Table 3.3. Each cluster shows
different characteristics. Cluster 3 of Microsoft PCs trace shows a diurnal pattern, while
Cluster 3 of Skype trace is highly volatile.
The same number (5,000) of peers are selected from the major cluster of both trace
data sets to form a new 2-type trace data set. Thus, this 2-type trace data set is considered
to consist of two types of workers. This trace data set is used in the simulation to study
the effect of identifying worker types.
The parameters of the simulator are listed in Table 3.4. The LFPD policy with and
without the ability to identify two worker types are simulated. If two types of workers
are identified, each type of worker’s TTF data is gathered separately. When a failure
probability estimation is needed for a task-to-worker assignment, the dispatcher selects the
corresponding TTF distribution for each worker and then estimates the failure probability
of the worker.
Figure 3.6 shows improvement achieved by identifying the worker types. The y-axis
represents the normalized total process time with identifying the worker types. These
results are normalized by the total process time without identifying the worker types.
The results with the ability to identify worker types show an average improvement of
0.7% (ranges from 0.1% to 1.5%). The results also indicate that the improvement is more
significant for a larger mean task process time, a larger number of task groups, and a
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larger dispatch window size. As discussed in Section 3.5.3, a larger mean task process
time leaves less rooms for the LFPD dispatch to find a better assignment. Therefore,
the accuracy of failure estimation has a bigger impact on the performance. It has also
been discussed that a larger number of task groups makes the performance degradation
more serious. Thus, accurate failure estimation offers a higher improvement. The larger
the dispatch window is, the more possible task-to-worker assignments exist. If failure
estimation is not accurate, the LFPD policy cannot find the optimal assignment from
these assignments. Therefore, the accuracy of the failure estimation is more critical.
Table 3.4: Simulation parameters for the 2-type trace data set.
2-type Trace Data
Number of Workers 5,000 (Volatile) + 5,000 (Diurnal)
Number of Tasks 400,000
Mean Task Process Time 1250, 2500, 5000, 10000 (s)
Number of Task Groups 5, 10, 20
Window Size 1, 2, 3, 4, 5, 6, 7, 8
Idle Worker Inquire Interval 200 seconds
3.6 Conclusions
The redundant task dispatch policy proposed in Chapter 2 has a major limitation: the
average failure rate model is not the best fitted for the volunteer peers in the real world.
To address this limitation, this chapter has proposed a heuristics-based mechanism for
failure probability estimation based on the life cycle model of volunteer peers and the
statistical data. Then, the Least Failure Probability Dispatch (LFPD) policy has been
introduced. Instead of dispatching a task when a task enquiry comes, this dispatch policy
waits for several task enquiries from different workers, and then dispatch tasks to them
together. It uses the heuristics-based failure probability estimation method to find an
















































































(c) 5 Task Groups.
Figure 3.6: The improvement archived by identifying multiple worker types.
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tasks. The LFPD policy has been evaluated with real world trace data sets on a simulator.
The evaluation results have been compared with those of two selected baseline policies.
The comparison results indicate the effectiveness of the LFPD policy. The results also
prove that the LFPD policy can beat the greedy dispatch policy when the mean task
process time is much smaller than the mean TTF of the workers. The difference between
the results with two trace data sets is also discussed. To study how the different type
of workers in the real world may affect the effectiveness of the LFPD, a trace data set
that consists of two types of workers has been generated from the two real world trace
data sets. The LFPD policy has been simulated with and without the ability to identify







Human beings are producing and gathering rapidly increasing of data (text, image, video
etc) volume these years. Processing these data requires massive computing power. While
major volunteer computing platforms have been used to process publicly available data,
there are many other types of data processing that cannot utilize their massive computing
power. To process sensitive data such as medical data (patient data etc), biology data
(DNA etc), market research data (customer data etc), financial data (bank account etc),
a volunteer computing platform needs security features that can protect the data on the
anonymous volunteer peers.
This chapter explores the potential of secure data processing on the volunteer com-
puting systems using a hardware-based cryptography approach. The related work of
privacy preserving data mining [68] is first discussed. Then, a general secure data pro-
cessing method for the volunteer computing is proposed. While the encryption of the
data owner’s server can be trusted, the decryption of the volunteer workers is challenging.
The decryption on the workers can be implemented using software-based and hardware-
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based approaches. The advantage of the hardware-based approach is discussed. A sample
application and a widely available processor with hardware security features are used to
assess this hardware-based secure data processing method. The application is intensively
optimized for the architecture of this secure processor to archive high performance secure
data processing. The evaluation results indicate that a secure data processing applica-
tion on a secure processor outperforms a non-secure data processing application running
on commodity processors, but also demonstrates a considerable performance overhead
introduced to achieve the hardware-based secure data processing.
4.2 Related Work
The security method in this work is related to a novel research direction in data mining
- privacy preserving data mining [68]. The main objective in privacy preserving data
mining is to develop algorithms for modifying the original data in some way, so that
the private data and private knowledge of any participants remain private even after the
mining process. The typical modification methods include: perturbation, blocking, ag-
gregation/merging, swapping, and sampling. A number of algorithms have been designed
for different data mining techniques, such as classification, association rule discovery, and
clustering. These algorithms can be classified into the following three types:
• Heuristic-based: has side effects caused by selective data modification or sanitiza-
tion.
• Cryptography-based: conducts data mining on private data from multiple parties.
None of these parties is willing to disclose its own data and found knowledge. It is
referred to as the Secure Multiparty Computation (SMC) problem.
• Reconstruction-based: perturbs the data and reconstructs the distribution at an
aggregate level.
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For all the above three types, specific algorithms are required to handle the privacy
issues for different data mining techniques. For example, numbers of specific algorithms
have been proposed for cryptography-based association [69,70], decision tree induction [71,
72], and clustering [73]. The heuristic-based [74,75] and reconstruction-based algorithms
[76–79] introduce side effects on the found knowledge. The cryptography-based algorithms
can only apply to the SMC problems which is not suitable for volunteer computing,
because of the different ownership of sensitive data.
To process sensitive data on a volunteer computing platform, a privacy preserving tech-
nique is required to guarantee that the owner of a volunteer peer cannot access sensitive
data and the knowledge inside the data.
4.3 Hardware-Based Secure Data Processing
A cryptography-based method that encrypts sensitive data on the data owner’s server
and decrypts the data on the workers is proposed in this chapter. This method makes
it possible to process sensitive data without disclosing the sensitive data, while no side
effect is introduced.
4.3.1 Problem Definition
On the volunteer computing platform, volunteer peers process tasks dispatched from a
dispatcher. Volunteer peers do not own the data inside the tasks that are dispatched to
them. Therefore, the problem here is how to insure that any unauthorized access to the
plaintext data of computing tasks is disabled on the volunteer peers to guarantee the data
security.
72










































Figure 4.1: Data transfer flow and the cryptography process.
4.3.2 The Secure Data Processing Method
The secure data processing method relies on a basic cryptography method. The only two
places where plaintext data may exist are the data owner’s server and a special memory
space of a volunteer peer that cannot be tampered even by the peer owner.
As shown in Figure 4.1, before dispatching to the volunteer peers, plaintext data are
encrypted by the data owner’s server. The encrypted data are dispatched to the volunteer
peers. The volunteer peers decrypt the data with a proper application key and process
the plaintext data. By insuring the safety of the application key and denying the access
to the plaintext data in memory, the sensitive data are protected on the volunteer peers.
There are two approaches to achieve the data protection on the volunteer peers. One is
the software-based approach, which assumes that the operating system and the hardware
system are safe. As shown in Figure 4.1, the encrypted data are decrypted with the
application key and stored in the main memory. This approach is vulnerable for the
following reasons:
• Operating system could be hijacked.
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• Hardware such as main memory is vulnerable to physical attacks.
• The volunteer peers’ owners have full access to their peers. It makes the situation
worse, because they can try to access the data on purpose.
The other is the hardware-based approach, which trusts neither the operating system
nor the main memory. The only trusted entity is a secure processor [80] and the local
memory inside this processor. Such a secure processor has an embedded hardware key.
The key hierarchy is built on top of this key. The application key is embedded in the
task application image and authorized by the data owner. The application image is also
encrypted with a key in the key hierarchy, and can only be decrypted to run on the
secure processor. Thus, the application key inside the application image is not accessible
from anywhere outside the secure processor. Therefore, the encrypted data cannot be
decrypted on any volunteer peers other than an secure processor running an authorized
computing task. By insuring that the plaintext data in Figure 4.1 are only accessible for
the data owner and the computing application authorized by the data owner, the data
security is guaranteed.
4.4 Case Study of a Secure Processor - The Cell Pro-
cessor
To explore the potential of using the hardware-based approach to process sensitive data
on the volunteer computing platforms, a secure processor - the Cell processor that is built
into millions of volunteer computing peers (PlayStation3) is first analyzed.
4.4.1 Cell Architecture Overview
As shown in Figure 4.2, the Cell processor is a single-chip multiprocessor with nine cores
[81,82]. The nine cores, main memory and I/O are connected via the Element Interconnect
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Figure 4.2: Cell architecture overview.
Bus (EIB). One of the cores, the PowerPC Processor Element (PPE) is responsible for
overall control of the system. The Synergistic Processor Elements (SPEs) are 128-bit
SIMD cores optimized for data-rich operations. The PPE allocates computation-intensive
applications to the SPEs for processing. Each SPE contains a RISC core called Synergistic
Processing Unit (SPU), 256KB software-controlled Local Store (LS), and a Memory Flow
Controller (MFC) that controls direct memory access (DMA) for data transfer between
the main memory and the LS. Each SPU can only access its own LS directly.
Data transfer between the main memory and the LS is handled by software-controlled
DMA operations. The SPU can execute instructions while the MFC processes the DMA
operations concurrently. Thus, double-buffered DMA transfer can be utilized to overlap
computation and DMA transfer.
The Cell processor’s peak single precision performance is 25.6Gflop/s@3.2GHz per
SPE. Its peak double precision performance (1.83Gflop/s@3.2GHz per SPE) is not as
high as the single precision one, but still impressive.
4.4.2 Programming Models
As shown in Figure 4.3, the data parallel model and the pipeline model are two simple
programming models [83] for the Cell processor. In the pipeline model, an application is
75
4.4. Case Study of a Secure Processor - The Cell Processor
PPE
SPE 1 SPE 2 SPE 3 SPE i





































Figure 4.3: Basic programming models for the Cell processor.
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divided into several stages. Each stage is mapped to a task, which will be running on one
of the SPEs. Intermediate results are passed from one SPE to the next for processing. In
the data parallel model, the PPE acts as a controller. A common task is allocated to the
SPEs. A data set is divided into blocks for processing. Each SPE processes a different
data block. In this work, the data parallel model is used, which is best suited for most
data mining algorithms that involve massive data parallelism.































Figure 4.4: Isolation mode of the Cell processor.
Besides the performance, Cell is also compelling because of the hardware security
features. The Cell processor comes with the hardware security features proposed in [80].
The core of Cell’s security features is the isolation mode of SPE [84, 85]. As shown in
Figure 4.4, by isolating a SPE, its LS is locked for its own use. A small area of the LS
is left open for communication purposes. External execution path control of the SPE is
also disabled. Thus, the only possible external action for an isolated SPE is “cancel.”
When an isolated SPE is cancelled, all the data in the LS and registers are erased before
external access is enabled. The basic functionality provided by the current security SDK
includes: the “decrypt-in” function and the “encrypt-out” function. The former function
decrypts encrypted data with a user defined 128-bit application key and puts the decrypted
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Figure 4.5: Invoke an isolated SPE thread.
plaintext data in the LS. The latter one does the work on the opposite direction. The
application key is protected through the following key hierarchy on top of the Cell security
architecture.
The Cell processor has an embedded hardware root key. Any computing task running
on an isolated SPE needs to go through a trust chain starting from the hardware root key
before execution.
As shown in Figure 4.5, when an isolated SPE thread is invoked by the PPE, the
SPE secure loader is loaded on the SPE. The SPE secure loader has an embedded public
key as the root certificate authority (CA). The hardware root key is used to verify the
signature on this public key. If the verification fails, the root CA of this SPE secure
loader might have been tampered, and thus the execution stops. Otherwise, the SPE
secure loader starts and goes through several level CA public key verifications until the
first level application authentication key.
For building a secure SPE application, the application is encrypted with derivatives of
two keys: the public key of the SPE secure loader’s application decryption key pair, and
an application authentication key owned by the developer. The private key of the key pair
is embedded in the SPE secure loader. The application authentication key is embedded
into the encrypted application image with the signature value. Because of the derivative,
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an application cannot decrypt the encrypted section of another application developed by
other developers.
At the execution, the SPE secure loader first verifies the application image with the
embedded application authentication key. Then, the secure loader decrypts the image
with the derivative of the two keys and starts this application in the isolation mode.
By running a computing task on an isolated SPE, any access from outside of this
SPE to the SPE’s LS is prohibited. Thus, to preserve the privacy of data, data can be
encrypted by its owner with an application key. No one can decrypt the data without
the appropriate application key. This application key is protected by the application
authentication key of the data owner, and eventually protected by the hardware root key.
Only the decrypted computing task running on the isolated SPE can decrypt and access
the data with its embedded key.
The correctness of the Cell processors security features, and details on key hierarchy
and API of the security features can be found in [84, 85].
4.5 Sample Application: Secure K-Means Clustering
Applying the proposed hardware-based security method to the Cell processor, secure
data processing on volunteer computing platforms can be implemented. To explore the
potential of this method, a classic data clustering algorithm, so-called K-Means algorithm
[86], is used as a sample application to study the performance impact of the security
feature. First, a non-secure parallelized K-Means algorithm for the Cell processor is
designed to fully utilize the computing power of the Cell processor. Then, a secure K-
Means algorithm is designed on top of that, together with the secure data processing
method.
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4.5.1 K-Means Algorithm
K-Means clustering is one of the simplest learning algorithms for data clustering. As
shown in Figure 4.6, the procedure follows a simple and easy way to cluster a data set
into a certain number of subsets.
select t'e rst k objects as t'e 
./.t.al cluster ce/tro.ds
for eac' object3 /d t'e 
/earest cluster4 c'a/5e t'e 
6e6bers'.7 to t'.s cluster
.f 6e6ber s'.7 c'a/5ed3 set 
tag to 1








set tag to 0
Figure 4.6: K-Means algorithm.
Let k be the number of clusters. In the first step of the procedure shown in Figure 4.6,
k centroids are selected from the data set, one for each cluster. The next step is the
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beginning of a loop, which initializes “tag” to 0. The second step of the loop is to
associate each object of the data set to the nearest centroid. Thirdly, k new centroids are
calculated. After that, a new binding has to be done between the data set objects and
the nearest new centroid. If any object’s membership changes, “tag” is set to 1. Then,
the new cluster centroids are calculated. The last step in the loop is the termination test
of the “tag” value. If the “tag” value is 0, the loop is terminated and the post-process
starts.
As a result of this loop, the k centroids change their locations step by step until no
more changes are done. In other words, the centroids do not move any more if none of the





|xn − ci|2, (4.1)
where Si is a cluster, and |xn−ci|2 is the distance between a data object xn and the cluster
centroid ci. The function is minimized by iterating the loop described in Figure 4.6.
4.5.2 Parallelized K-Means Clustering for The Cell Processor
A parallelized K-Means algorithm is designed based on the data parallel model shown in
Figure 4.7. As shown in Figure 4.7, the process is divided into two parts that are executed
by the PPE and the SPEs, respectively. The PPE is designed to be responsible for overall
control of the system. The SPE’s architecture is optimized for computation-intensive
applications. K-Means clustering involves massive data-parallelism, which is suitable for
the SPE’s 128-bit SIMD operations. Thus, most of computation is mapped onto the SPEs
to utilize their computing power. The PPE only calculates the new centroids with the
local results from the SPEs.
In the Cell processor, a communication mechanism between the PPE and SPEs is
called mailbox. Two mailboxes (the SPU write outbound mailbox and the SPU write
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select t'e rst k objects as t'e 
./.t.al cluster ce/tro.ds
for eac' object3 /d t'e 
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6e6bers'.7 c'a/5ed3 
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Figure 4.7: K-Means algorithm for the Cell processor.
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outbound interrupt mailbox) are provided for sending messages from the SPE to the PPE.
One mailbox (the SPU read inbound mailbox) is provided for sending messages to the
SPE.
The details on the processing diagram are as follows:
PPE: As shown in Figure 4.7, the PPE first reads the data set into the main memory
and selects first k objects as centroids, one for each cluster. The data set is separated
into several parts. Each part will be allocated to one SPE. Then, the PPE creates SPE
threads and passes the address of required data in the main memory to each SPE. Then
the PPE will keep checking the SPU write outbound mailboxes.
The next step on the PPE starts after getting all the “tags” from the SPU write
outbound mailboxes, the PPE calculates new cluster centroids using the results from the
SPEs, and checks if all the “tags” equal 0. If all the “tags” equal 0, the K-Means clustering
is finished. Then, the PPE communicates with the SPEs using the the SPU read inbound
mailboxes to finalize the SPE threads. Otherwise, the PPE communicates with the SPEs
to start the next iteration of each SPE’s local loop.
SPE: After a SPE thread is started, it first loads the required addresses in the main
memory. The address of these required addresses is passed to the SPE when the PPE
start the SPE threads. Then, a part of the object data are loaded into the SPE’s LS
with the address in the main memory, using DMA operations. After the DMA transfer is
finished, the membership of every object on this SPE is initialized to “0.”
The SPE’s local loop is as follows. The first step is the membership assignment. If
any object’s membership changes, the “tag” is set to “1.” The SPE thread calculates the
sum of coordinates and the cluster size for each cluster, and then transfers these data
back to the main memory using a DMA transfer. When this transfer is finished, the SPE
puts “tag” to its SPU write outbound mailbox and starts checking its SPU read inbound
mailbox.
To fully exploit the computing power of the Cell processor and achieve high perfor-
mance volunteer data processing, several challenges have to be considered: the software-
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controlled memory hierarchy, the parallelism among the SPEs, and the 128-bit SIMD
ISA of the SPE. Software controlled double-buffered DMA transfer can mitigate memory
latency. Parallelism among SPEs is naturally achieved in the data parallel model. Be-
cause the focus of this work is on the Cell’s specialized architecture and performance for
data clustering, the efficacy of the compilers for auto-SIMDization and loop unrolling is
not explored. Instead, it relies on SIMD intrinsics provided by SPU C/C++ Language
Extensions (Intrinsics) and hand-tuned loop unrolling.
The optimizations for the K-Means algorithm include:
• Use SIMD intrinsics in SPE threads to exploit the data parallelism.
• Overlap computation and DMA transfer by double buffering to reduce DMA stalls.
• Unroll loops to provide better dual issue rates.
SIMDization
The SPU ISA operates primarily on SIMD vector operands, both fixed-point and floating-
point values. The SPE programming model defines 11 vector data types, including vector
float and vector double1. The vector data types are all 128-bit long, containing four single
precision floats or two double precision floats. SPU C/C++ Language Extensions pro-
vide a convenient interface for the SPU ISA and hardware features to C programmers.
Intrinsics spu sub(a,b) and spu madd(a,b,c) will be used in the parallelized K-means im-
plementation.
The core computation in a SPE thread is calculation of the distance between an object
and a cluster centroid. The scalar code is shown as follows. Inside the loop, each iteration
calculates the distance on one dimension. Because there is no dependency among the
calculation of the distance on different dimensions, the distance calculation on different
dimensions can be processed in parallel. Thus, the distance calculation can be using SIMD
intrinsics.
1PPU instruction set does not support double-precision floating point vector.
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1 // Scalar code
2 dist=0;
3 for(j=0; j<dim; j++)
4 dist += (objs[i*dim+j]-clusts[j]) * (objs[i*dim+j]-clusts[j]);
Using single precision floating point type as an example, the SIMD code is shown
as follows. Inside the loop, the data type is vector float, which contains data of four
dimensions. Each iteration calculates the distance on four dimensions.
1 // SIMD code
2 dim_vec = (dim+3)/4;
3 vec_dist = (vector float)(0.0,0.0,0.0,0.0);
4 for(j=0; j<dim_vec; j++) {
5 obj = objs[buffer][i*dim_vec+j];
6 local_dist = spu_sub(obj,clust[j]);
7 vec_dist = spu_madd(local_dist,local_dist,vec_dist);
8 }
Double Buffering
As shown in Figure 4.8(a), each SPE has a 256KB LS. When the object data mapped
to a SPE can be larger than 256KB, the object data cannot fit within the LS. In this
case, data have to be divided into data blocks for processing on the SPE. Therefore, a
data buffer in LS is required. As shown in Figure 4.8(b), the process of each data block
includes the following three steps:
1. Get block i from the main memory to a buffer.
2. Process data in the buffer.
3. Put data in the buffer back to block i.
4. Increase i by one.
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(c) Using double buffering to overlap computation and data transfer.
Figure 4.8: LS and buffering.
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Figure 4.9: The double buffering scheme.
In such a case, a great deal of time is wasted for waiting for DMA transfers to com-
plete. The SPU can execute instructions while the MFC processes the DMA commands
concurrently. Thus, double-buffered DMA transfer can be used to overlap computation
and DMA transfer. As shown in Figure 4.8(c), two buffers, B0 and B1, are allocated.
The computation on one buffer and data transfer in the other are overlapped. Figure 4.9
shows a diagram for the double buffering scheme for the K-means algorithm.
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Loop Unrolling
To improve the performance, the compiler needs more instructions to schedule, so that
the program does not stall. Most compilers can automatically unroll loops. However,
automatic loop unrolling is not always effective. Because the efficacy of the compilers is
not discussed, hand-tuned loop unrolling is applied here.
For the K-means process on each SPE, the first level loop is the loop of K-means iter-
ations. Because cluster centroids will change after each iteration, inter-loop dependency
exists. The second level loop is the process of objects in a buffer. Since each iteration
finds the membership of one different object, there is no inter-loop dependency. An ex-
ample of loop unrolling for the second level loop is shown as follows. Each iteration finds
the membership of four different objects. Thus, much more independent instructions are
available to compiler for scheduling. Ultimately, the performance is improved.
1 // Unrolled loop






4.5.3 Secure K-Means Clustering
Applying the secure data processing method to the parallelized K-Means clustering al-
gorithm, secure volunteer data clustering can be achieved. The overall process flow is
similar to the non-secure algorithm, with extra data decryption while loading data from
main memory.
The main difference between clustering processes on plaintext data and encrypted
data is shown in Figure 4.10. While plaintext data that is transfered from main memory
to SPE’s LS requires only MFC to execute DMA commands, encrypted data decryption
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occupies both MFC and SPU. The SPU handles all the decryption computation. Thus,
unlike the non-secure parallelized K-Means clustering on the Cell processor, the secure
K-Means clustering cannot take advantage of the double buffering optimization. The
effect of the lack of double buffering on performance will be discussed in the next section.
Other modifications on the parallelized K-Means clustering are related to the isolation
mode activation and secure data transfer functions [85]. The IBM Cell BE Security SDK
provides the decrypt in() and encrypt out() functions for secure data transfer between
main memory and SPE’s LS. decrypt in() decrypts encrypted data in the main memory
with a user defined shared application key, and copies it to the LS. encrypt out() encrypts
plaintext data in SPE’s LS with a user defined shared application key, and copies the
encrypted data to the main memory.
4.6 Performance Evaluation
This section explores the performance impact of the proposed hardware-based security fea-
tures. First, the performance of the parallelized non-secure algorithm on the PlayStation3
is evaluated. Then, the performance of both the secure K-Means clustering algorithm and
the non-secure K-Means clustering algorithm on the Cell secure system simulator are com-
pared. Finally, the performance overhead for security is discussed.
4.6.1 Evaluation Environment
In this section, all the evaluations of the secure K-Means clustering are done on top of
the Cell secure system simulator version 2.1. It is because of the fact that the hardware
security features are not accessible on the physical hardware with the current Cell security
SDK. The algorithms are evaluated in the cycle-accurate mode to gather and compare
performance statistics. For simplicity, a 3.2GHz Cell with eight SPEs and 25.6GB/s of
memory bandwidth is chosen. The Cell processors in IBM QS20 Cell Blade Server and the








and save to LS
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Clustering on encrypted data
Clustering on plaintext data
occupied element
Figure 4.10: Difference between plaintext data and encrypted data for clustering.
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clustering are done on both PlayStation3 (six SPEs) and the same simulator.
To study the overhead for security features, SPE performance statistics of both the
secure K-Means clustering and the non-secure K-Means clustering is gathered at the
runtime. The detail process statistics of the different process stage are also gathered,
including data transfer cycles and buffer processing cycles. The performance is evaluated
with the IBM Cell BE Security SDK CDA Version 2.1. On the PlayStation 3, the non-
secure K-Means clustering is evaluated with the IBM Cell BE SDK Version 2.1. Table 4.1
lists the specification of the evaluation environment.
Table 4.1: Evaluation environment for the secure and non-secure K-Means clustering.
Software
OS Fedora Core 5 PPC
SDK IBM Cell BE Security SDK Version 2.1IBM Cell BE SDK Version 2.1 on PlayStation3
4.6.2 Effects of the Optimizations
Figure 4.11 compares the performance on PlayStation3, when using different optimization
combinations. The data set to be clustered for evaluation has 16384 objects; the number
of coordinates is 64. Each buffer stores up to 1024 elements, either single precision floating
point or double precision floating point.
In Figure 4.11(a), SIMD+Loop Unrolling shows a significant improvement (about 2
times faster) over SIMD approach. Double Buffering provides about a 7% performance
improvement without Loop Unrolling, and about a 17% improvement with Loop Unrolling.
The improvement of Double Buffering without Loop Unrolling is not as remarkable as
with Loop Unrolling. The reason is the high computation/communication ratio. Each
data buffer’s communication takes much fewer cycles than the computation. While Loop
Unrolling is applied, the computation time is reduced to about half of the original SIMD





Figure 4.11: Performance evaluation on PlayStation3.
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The evaluation results of double precision are shown in Figure 4.11(b). The optimiza-
tions are not as efficient as for single precision. The reason is that the pipeline hazard
leads to 61.6% of the stalled cycles. The double precision instructions take 13 cycles
on SPU. These instructions are partially pipelined (the last 7 cycles). Furthermore, no
other instructions are dual-issued with double-precision instructions. Loop Unrolling gives
21.6% improvement with Double Buffering, and 15% improvement without Double Buffer-
ing. Double Buffering provides about 10% with Loop Unrolling, and about 4% without
Loop Unrolling.
4.6.3 Performance Statistics of SPE Threads
Table 4.2 shows a dynamic timing analysis of both the secure K-Means clustering and
the non-secure K-Means clustering on the same data set. In the previous section, the
performance is presented in terms of “Gflop/s.” Because of the massive computation cost
for data decryption and lack of support for security features on the hardwares, it is not
appropriate to discuss the performance of the secure K-Means clustering using “Gflop/s.”
The performance is discussed in terms of the performance statistics.
Table 4.2: Performance statistics of SPE threads.
Single Precision Secure K-Means Non-Secure
Total processing cycles (20 iterations) 342,559,460 35,644,760
Cycles for buffer transfer 287,501 9,364
Cycles for buffer clustering 51,759 51,600
Double Precision Secure K-Means Non-Secure
Total processing cycles (20 iterations) 744,896,330 242,251,574
Cycles for buffer transfer 287,965 9,373
Cycles for buffer clustering 172,806 172,693
For both single precision and double precision, the number of buffer transfer cycles for
the secure K-Means clustering is 30.7x of the corresponding value for the non-secure K-
Means clustering. The reason is the massive computation cost for data buffer decryption.
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While plaintext data transfer from main memory to SPE’s LS requires MFC to execute
DMA commands, encrypted data decryption occupies both MFC for DMA transfer and
SPU for data decryption. Moreover, the numbers of buffer transfer cycles for the secure
K-Means clustering are 5.55x (single precision) and 1.67x (double precision) more than
those of buffer clustering cycles. This means that the decryption process takes the most
of cycles during the process. While the numbers of buffer clustering cycles for both two
algorithms are almost the same, the huge overhead for decryption makes the non-secure
K-Means clustering outperform the secure algorithm by 5.56x (single precision) and 2.53x
(double precision), in terms of total buffer processing cycles.
Furthermore, since encrypted data decryption occupies both MFC for DMA transfer
and SPU for data decryption, the double buffering optimization is not applicable to the
secure K-Means clustering algorithm. The evaluation of the non-secure algorithm shows
that double buffering provides about 17% (single precision) and 10% (double precision)
improvements. The secure K-Means clustering algorithm cannot benefit from this opti-
mization.
Because of the large computation cost for decryption and lack of double buffering, the
overall processing speeds of the secure K-Means clustering for single precision and double
precision are 10.4% and 32.5% of the original non-secure algorithm.
The number of double precision buffer clustering cycles is 3.33x more than that for
single precision. Same as the non-secure algorithm, it is because of the lack of optimization
for double precision instructions. Thanks to a relatively large number of needed buffer
clustering cycles for double precision data, the performance overhead for double precision
is less significant than the one for single precision.
Despite the huge performance degradation, the secure K-Means clustering algorithm
running on the Cell processor still greatly outperforms the non-secure K-Means clustering
algorithm running on the two commodity processors (Athlon64 3400+ and PowerPC G4
1.67GHz). As shown in Table 4.3, for single precision, the secure algorithm running on
the Cell processor is 3.07x and 8.29x faster than the non-secure algorithm running on
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the other two commodity processors, respectively. In the case of double precision, the
secure K-Means clustering algorithm running on the Cell processor still outperforms the
non-secure one on the commodity processors by 1.83x and 5.57x, respectively.
Table 4.3: Performance of the K-Means clustering algorithm on the processors.
Secure algorithm Non-secure algorithm
Cell Athlon64 PowerPC
Single Precision (Gflops) 4.39 1.43 0.53
Double Precision (Gflops) 2.45 1.34 0.44
4.7 Conclusions
In this chapter, the related work in privacy preserving data mining has been discussed.
Then, a hardware base secure data processing method for the volunteer computing plat-
form has been proposed. After that, a widely available secure processor on the volunteer
computing platforms - the Cell processor has been studied. A sample application - secure
K-Means clustering has been designed on the Cell processor, on top of the hardware-based
secure data processing method. The performance of the secure K-Means clustering has
been evaluated on the Cell secure system simulator. The performance statistics has been
compared with the corresponding statistics for the non-secure K-Means clustering on the
same simulator. The results indicate that the secure data processing application on secure
hardware greatly outperforms the non-secure K-Means clustering algorithm running on
the general purpose CPU. However, a huge performance overhead was introduced by the
decryption process of the security features.
Because of the PlayStation3, millions of the secure processors will be connected to the
Internet. The high performance, the large number of peers in the future, and the security




Conclusions and Future Work
Volunteer computing is a promising technology that provides more computing power
than any supercomputer, cluster or grid. Despite the massive computing power offered
by the existing volunteer computing platforms, the applicable areas of existing volun-
teer computing platforms are limited to embarrassingly parallel computation on publicly
available data. It is because of the two major issues with the existing volunteer comput-
ing platforms: lack of inter-task dependency support, and lack of security features. In
this dissertation, a secure and high performance volunteer computing platform has been
proposed. It targets on providing a widely applicable computing platform, and solves the
two major issues of the existing volunteer computing platforms.
These issues exist on different layers of the volunteer computing platforms, including
task management layer, resource management layer, and the application layer. Several
solutions have been proposed in this dissertation to address these issues, including:
• Workflow management mechanism: extends the applicable areas. It is introduced
on the task management layer to support complex inter-task dependency.
• Optimized task dispatch: mitigates the performance degradation introduced by the
inter-task dependency. It is designed on the resource management layer to find
optimal task dispatches. The worker availability checking is also added to gather
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and provide required runtime information.
• Hardware-based secure data processing method: enables sensitive data processing
on the volunteer computing. This secure data processing method involves both the
dispatch and the worker on the application layer.
Chapter 2 has reviewed the P2P-RPC, workflow management mechanisms for grid sys-
tems, and a runtime task replication management for grid. Since none of the related work
is suitable for large scale, highly volatile volunteer computing platforms, a dependable
workflow management mechanism is desired. A workflow management mechanism has
been proposed to handle inter-task dependency. A redundant task dispatch policy and its
runtime optimization have been designed to guarantee high dependability of the workflow
management mechanism on volunteer computing platforms. This dependable workflow
management mechanism has been evaluated. The results prove that this redundant task
dispatch policy guarantees high dependability, compared with the non-redundant dispatch
policy.
Chapter 3 has discussed the limitation of the work in Chapter 2. Since the aver-
age failure probability model is not the best fitted for a real world volunteer computing
peer, a heuristics-based mechanism has been proposed to estimate failure probability by
gathering runtime resource availability data. Using this mechanism, the Least Failure
Probability Dispatch policy has been designed to minimize the overall failure probability
at the runtime, by considering the task assignment between multiple tasks and workers.
To study the effectiveness of this policy, a simple extension of the original redundant task
dispatch policy and a greedy dispatch policy have been introduced. The total process
times of a computing job using different policies have been compared, using two real
world availability trace data sets. The results prove the LFPD policy’s advantage over
the simple extension of the original redundant task dispatch policy. The results also show
that the LFPD can beat the greedy dispatch with a small mean task process time. The
effects of different parameters and different trace data’s availability characteristics have
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been discussed. Then, the LFPD policy has been simulated with and without the ability
to identify different types of workers, using a trace data set consisting of two types of
workers. The results indicate that by identifying different worker types, an additional
performance improvement can be achieved.
Chapter 4 has explored the potential of secure volunteer data processing using a pro-
posed hardware-based cryptography approach. The processing of rapidly increasing data
volume requires massive computing power. The existing volunteer computing platform
cannot process sensitive data, because of the security issues. The related work of privacy
preserving data mining has been reviewed. Then, a cryptography-based secure data pro-
cessing method has been proposed for volunteer computing. The advantage of using a
hardware-based approach to implement this method has been discussed. A sample appli-
cation and a widely available processor with hardware security features - the Cell processor
have been used to study the potential of this method. The results demonstrate the huge
performance advantage of an application with the hardware-based secure data processing
method over the non-secure application running of general purpose CPUs. However, a
great performance overhead for the data decryption has also been shown.
These proposed solutions have solved the issues on different layers of the existing
volunteer computing platforms. Enhanced with these proposed solutions, a secure and
high performance volunteer computing platform has been achieved. It has the ability to
solve a large number of complex computational problems, on both publicly available data
and sensitive data.
The cryptography-based secure data processing method for volunteer computing intro-
duces a performance overhead caused by the data decryption. While the hardware-based
security features make the secure processor compelling, the performance overhead becomes
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