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Abstract
This paper is concerned with some properties of the generalized GARCH models, ob-
tained by extending GARCH models with exogenous variables, the so-called GARCH
extended (GARCHX) models. For these, we establish sufficient conditions for some prop-
erties such as stationarity, existence of moments, ergodicity, geometric ergodicity, consis-
tence and asymptotic normality of likelihood estimators of the model parameters. For
some of these properties we show that the conditions that we propose are also necessary.
We further provide examples and applications to illustrate and highlight the importance
of our findings.
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1 Introduction/Motivation
Since the development of the Autoregressive Conditional Heteroskedasticity (ARCH) model by
Engle (1982) and the extension to generalized ARCH (GARCH) model by Bollerslev (1986)
many models of this family have been developed in oder to improve the models and to overcome
some shortcomings. We can list the Exponential GARCH of Nelson (1991), the GJR-GARCH
of Glosten et al. (1993), the family GARCH (fGARCH) models of Hentschel (1995) and the
threshold GARCH of Zako¨ıan (1992) amongst others. The improvements proposed in all those
models is done by changing the equation proposed for modeling the conditional volatility, but
keeping the same variables. Since one decade another generalization ... on including exoge-
nous variables in the model. The idea behind this procedure for financial applications is that
additional sources of information help to better understand the market’s behavior and hence
to improve the prediction of the market’s reactions. Thus one is able to earlier take disposi-
tions against future risks. This is the case for example in Ashok et al. (2011) who improve the
GARCH model by introducing stock’s volume as a proxy for information flow and company spe-
cific announcements in the volatility equation. Sharma et al. (1996) extended a GARCH(1,1)
model through volume of traded stock and Engle and Patton (2001) introduce interest rate
levels in many GARCH models. Each of these empirical studies shows a certain improvement
of the GARCH model by including the exogenous process, and this improvement is presented
through computational results obtained on real data. However there is only a low number of
findings about the theoretical properties of such models. This is the reason of our research: we
give the conditions (sufficient and sometimes also necessary) for stationarity, ergodicity, geo-
metric ergodicity, existence of moments of the extended-GARCH, consistence and asymptotic
normality of likelihood estimators. We also present some applications of these properties. As
we said previously there are some pioneers in this research’s direction: Han and Kristensen
(2012) study the asymptotic theory for the quasi maximum likelihood estimator (QMLE) in
the standard GARCHX(1,1)-model with stationary and non-stationary exogenous variables.
Han and Park (2012) analyze the asymptotic theory of QMLE of a GARCHX(1,1) with per-
sistent covariate. Our findings generalize some of their findings, since we consider a general
transformation u for the exogenous variable, whereas Han and Kristensen use a special case,
namely the squared function u(x) = 1 + λx2. Moreover, we not only consider the standard
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GARCHX model, but also almost all type of GARCHX(1,1) model. This is an important fact
since many studies reveal that other GARCH type models like GJR-GARCH or E-GARCH
result in a better modeling behavior than the standard GARCH model.
The rest of the paper is organized as follows: in section 2 we define the model. The third
section treats the stationarity, existence of moments and ergodicity properties of our model.
Further we state the conditions for the geometric ergodicity. The next section is concerned
with some asymptotic theory of the likelihood estimators, namely consistence and asymptotic
normality. To show that our assumptions are realistic, we provide an example which subsumes
many well known GARCH models. After this we give some applications of the properties that
we treat. The last section concludes the document and points out directions of future research.
To improve readability all the proofs are given in the appendix.
2 Model
We study a general model which includes almost all GARCH(1,1) models. The model is quite
similar to the one in Ling and McAleer (2002). However their model does not contain exogenous
variables. Our model reads
Rt = σtεt, (1)
σδt = g(εt−1) + u(xt−1) + c(εt−1)σ
δ
t−1 , (2)
where {Rt}t denotes the process that we study, the exponent δ is a non-negative real value,
σt is the conditional volatility at time t, {εt}t is the noise process, {xt}t represents the exogenous
process used for the improvement of the modeling behavior and g, c, u are real-valued non-
negative continuous functions. These functions should be chosen such that P (σt > 0) = 1 for
every t. The noise process {εt}t is supposed to be adapted to the filtration {Ft}t, where Ft
represents the set of all information available up to the time t. The relation between the noise
process {εt}t of the GARCH and the exogenous variable {xt}t is given later in the assumption
3.1.
Our model includes many well-known GARCH (1,1) models. We can list for example (of
course by setting u ≡ 0):
• the standard GARCH(1,1) model: δ = 2, g(x) = ω, c(x) = β + αx2,
3
• the GJR-GARCH(1,1) model of Glosten et al. (1993): δ = 2, g(x) = ω, c(x) = β +
(α + γ1{x>0})x
2, where 1{...} denotes the indicator function,
• the exponential GARCH(1,1) of Nelson (1991): δ −→ 0 g(x) = ω+α(|x|−E |x|), c(x) =
β where E denotes the expected value,
• the family-GARCH(1,1) (fGARCH(1,1)) models of Hentschel (1995): g(x) = ω, c(x) =
β + α(|x− η2j| − η1jE |x− η2j |) where η1j , η2j are non-negative real numbers,
• the family asymmetric power ARCH/GARCH models of Ding et al. (1993): g(x) = ω +
α(|x| −E |x|)λ, c(x) = β.
We have chosen the order of the GARCH to be (1, 1); this is firstly due to the fact that from
many studies, we can state that this order is sufficient for a good modeling (see Sharma et al.
(1996), Baillie and Bollerslev (1989), Engle and Patton (2001)). Secondly taking higher orders
could lead to an over-fitting problem. However some results that we will present here can be
easily extended to the case of higher orders. So our model can be seen as a generalization or a
completion of many models.
3 Stationarity, Ergodicity and Existence of Moments
The properties of stationarity, ergodicity and existence of moments are three important features
in the analysis of time series. Many theories and theorems only apply when the times series is
stationary. The ergodicity is also an important property which implies many others and which
facilitates simulations as we will see in the application presented below. Without existence of
some moments it is almost impossible to get basic and also complicated results of statistics
(e.g. the law of large numbers, the central limit theorem). Hence, it is very important to
find sufficient and necessary conditions under which these properties are guaranteed. We want
to point out that most of the results and proofs of this part are inspired from the work of
Ling and McAleer (2002). However their models do not contain exogenous variables. Thus our
results can be considered as generalization of their findings. We also point out that we will
close some gaps in the formulations and the proof of the results of Ling and McAleer (2002).
Let us first define the notions of stationarity and ergodicity:
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Definition 3.1 1. A time series {Xt}t∈N is said to be (time-shifted) stationary if for all
n ∈ N, t1, ..., tn ∈ N, h ∈ N we have: L(Xt1 , ..., Xtn) = L(Xt1+h, ..., Xtn+h).
2. A stationary process {Xt}t∈N is called ergodic if every invariant event has either probability
zero or one, where an event A is called invariant if there exist a measurable set B ∈ B∞
such that for every n ≥ 1, we have A = {(Xn, Xn+1, ...) ∈ B}.
The following assumption defines the relation between the exogenous process and the noise
process of the GARCH:
Assumption 3.1 The innovation process {εt}t is independent identically distributed (i.i.d.)
with mean 0 and variance 1, the exogenous process {xt}t is stationary, ergodic and independent
of {εt}t and the joint process {(εt, xt)}t is adapted to {Ft}t, where Ft represents the set of all
information available until time t.
These conditions are fulfilled if one for example models the exogenous process {xt}t as
a measurable function of another process {ηt}t which is itself i.i.d. and independent of the
innovation process {εt}t or if we consider for example that {xt}t is a stationary AR(1) process
with a strict white noise process {ηt}t independent of {εt}t, say xt = ϕxt−1 + ηt with |ϕ| < 1.
The first result gives us sufficient conditions under which our model is stationary and ergodic:
Proposition 3.1 Under Assumption 3.1 and E |εt|δα < ∞, E (u(xt))α < ∞, E (c(εt))α < 1,
E (g(εt))
α < ∞ for some α ∈ (0, 1], the GARCH model given by (1) and (2) admits a unique
stationary solution of order αδ. Furthermore, the solution is strictly stationary and ergodic and
admits the following causal representation:
Rt = σtεt, σ
δ
t = g(εt−1) + u(xt−1) +
∞∑
k=1
(
k−1∏
j=0
c(εt−1−j)
)
[g(εt−1−k) + u(xt−1−k)] . (3)
Remark 3.1 From this proposition 3.1, we can have the surprising fact that the process {Rt}t
is weakly stationary although the exogenous process {xt}t is not. This is the case for example
in the following example.
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Example 3.1 Let u(x) = |x|1/2 and {xt}t be iid standard Cauchy distributed. Then {xt}t is
not weakly stationary, since E |xt| =∞. However, proposition 3.1 will be valid1 for α ∈ (0, 1].
This is due to the fact that E |xt|α/2 <∞ iff α < 2.
The results stated by proposition 3.1 can not be used in practice since the solution requires
the information until time −∞, which is impossible in real life applications. In real life, we
always start at some time -that we call time 0- which is different of−∞. Hence, we present below
a result for the real-life process starting at some time -say 0- with a certain given distribution
for σ0. This result says that the real-life process which started at time 0 converges with an
exponential rate towards the (stationary and ergodic) process given in the above proposition
and starting at time −∞.
Let us denote by {R˜t}t≥0 the same process as in equations (1) and (2), however starting at
time 0. We denote its conditional volatility by σ˜t, i.e.,
R˜t = σ˜tεt, (4)
σ˜δt = g(εt−1) + u(xt−1) + c(εt−1)σ˜
δ
t−1. (5)
Proposition 3.2 Under the same assumptions of proposition 3.1 and given that σ˜0 is inde-
pendent of the process {εt}t and E |σ˜0|δα <∞, we have
R˜t = σ˜tεt, σ˜
δ
t = σ
δ
t + ξt, (6)
where E |ξt|α = O(ρt) and 0 < ρ < 1 and σδt is given in proposition 3.1.
Similarly,
R˜δt = R
δ
t + ψt with E |ψt|α = O(ρt) (7)
with the same ρ as above and Rδt = σ
δ
t ε
δ
t .
This proposition states that the real-life process {R˜}t converges exponentially fast towards
the stationary ergodic process. This fact is very helpful for practical applications: we can start
our process at time 0 at every point or with any distribution L(σ˜0)
2, and after a small time
1provided of course that the other conditions of the proposition are fulfilled.
2L(σ˜0) satisfying E |σ˜0|δα <∞ and possibly different from the stationary distribution.
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(exponentially quickly) t1 the process is nearly αδ-stationary and ergodic; so we can consider
the process {R˜}t≥t1 to be αδ-stationary and ergodic.
Another point which is also important is to check the conditions for the existence of the mo-
ments. The following proposition gives us sufficient and necessary conditions for the existence
of the mδ-moment (m ∈ N).
Proposition 3.3 Given assumption 3.1 and E |εt|mδ <∞, E (u(xt))m <∞, E (g(εt))m <∞,
the following assertions are equivalent:
1. E |Rt|mδ <∞,
2. E (c(εt))
m < 1.
4 Geometric Ergodicity
The geometry ergodicity is a big concern in time series. It is a very useful property from
which we can derive many others, namely the mixing properties. Hence it is important to
know the conditions under which our process is geometrically ergodic. For this purpose, we
can adapt our situation to the one stated in Kristensen (2005) who gives conditions for the
geometric ergodicity of a class of Markov chains and who applies them to GARCH models,
however without exogenous variables. So our contribution is the adaptation of their results to
the context of GARCH models with exogenous variables.
We first assume that the process {xt}t admits a causal finite representation, i.e. xt =
ϕ(xt−1, ..., xt−k, ηt), where ϕ : R
k+1 −→ R is a continuous function and {ηt}t is an i.i.d. (0, 1)
process independent of {εt}t. For simplicity we will consider that k=1, since in the general
case we can obtain through the representation Ut := (xt, ..., xt−k+1) = Ψ(Ut−1, ηt) -for a given
function Ψ- the same result with the process {Ut}t instead of {xt}t. Our model (1) and (2) can
be rewritten in the following way:
Yt :=

 σt
xt

 =


(
g(εt−1) + u(xt−1) + c(εt−1)σ
δ
t−1
)1/δ
ϕ(xt−1, ηt)

 =: G (Yt−1, At) ,
where At = (εt−1, ηt)
′
is an i.i.d process.
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If we assume that there exists y∗, a∗ ∈ R2 such that y∗ = G(y∗, a∗), then we can define the
following quantities:
Φ =
∂G(y, a)
∂y
∣∣∣∣
(y∗,a∗)
, Θ =
∂G(y, a)
∂a
∣∣∣∣
(y∗,a∗)
.
We further define the sequence yn by yn = yn(y0, a1, ..., an) = G(yn−1, an) with initial value
y0. We are now able to give the conditions for the geometric ergodicity of our model.
Proposition 4.1 Assume that the assumption 3.1 holds. We also assume that there exists
y∗, a∗ such that y∗ = lim
n→∞
yn(y0, a
∗, ..., a∗). Through these values we constructed as above the
matrices Φ and Θ for which we assume that Φ 6= 0 and the matrix [Φ|Θ] has full rank. We
further assume that the function G is differentiable at (y∗, a∗). Finally supposing that there
exists a continuous function V : R2 −→ [1,∞) satisfying V (y) −→ ∞ for ‖y‖ −→ ∞ and
constants κ > 0, ρ ∈ (0, 1) and T ≥ 1 such that
E[V (Yt)|Y0 = y] ≤ ρV (y) + κ for all y ∈ R2,
the process Yt is geometrically ergodic with E[V (Yt)] <∞.
Apart from the assumption of the existence of the vector (y∗, a∗) and the function V , the
other assumptions can be easily checked and will be certainly fulfilled by almost all classical
GARCH(1,1) models. We also want to give some conditions which ensure the existence of such
a function V .
We assume that there exists a positive real valued function V¯ : R2 −→ R, such that
V¯ (z) −→∞ as ‖z‖ −→ ∞ and
V¯ (Yt) ≤ α1(At)V¯ (Yt−1) + β0(At) (8)
for some function α1 and β0.
Proposition 4.2 If such a function V¯ exists with E(α1(At)
u) < 1, E(β0(At)
u) < ∞ for a
given 0 ≤ u < 1, then there exists a function V fulfilling the desired requirements stated in the
above proposition 4.1, namely V = 1 + V¯ u1, for some 0 < u1 < u.
Example 4.1 We consider the T-GARCH model of Zako¨ıan (1992) which is a model allow-
ing asymmetry in the volatility equation. As innovation process we consider an i.i.d. N (0, 1)
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process and as exogenous process we set an i.i.d. process. As transformation function u for the
exogenous variable we consider the absolute value function. The model reads
Yt :=

 σt
xt

 =

 ω + λ|xt−1|+ (α+1 εt−11{εt−1>0} + α−1 εt−11{εt−1≤0} + β1)σt−1
γ + ηt

 ,
where ω, α+1 , α
−
1 , β1 > 0, α
+
1 + β1 < 1, γ ∈ R>−1 and {ηt}t i.i.d.
Considering the points y∗ = (y∗1, y
∗
2)
′
=
(
ω+λ(1+γ)
1−(α+1 +β1)
, 1 + γ
)′
and a∗ = (1, 1)
′
and the following
corresponding derivatives
Φ =
∂G(y, a)
∂y
∣∣∣∣
(y∗,a∗)
=

 α+1 + β1 λ
0 0

 , Θ = ∂G(y, a)
∂a
∣∣∣∣
(y∗,a∗)
=

 α+1 y∗1 0
0 1


at those points which fulfill all the requirements of the above proposition. This is mainly due
to the fact that Θ is positive definite and Φ1,1 > 0. The only thing remaining to cover all the
requirements of proposition 4.1 is the existence of the function V . For this purpose we consider
the function V¯ as the L1-norm, i.e. V¯ (b1, b2) = |b1|+ |b2|. So we get3:
V¯ (Yt) = σt + |xt| = ω + λ|xt−1|+ (α+1 εt−11{εt−1>0} + α−1 εt−11{εt−1<0} + β1)σt−1 + |xt|
≤ ω + λ|xt−1|+ |xt|+ (α+1 εt−11{εt−1>0} + α−1 εt−11{εt−1<0} + β1)(σt−1 + |xt−1|)
= α1(At)V¯ (Yt−1) + β0(At),
with α1(At) = c(εt−1) and β0(At) = ω + λ|xt−1|+ |xt| = ω + λ|γ + ηt−1|+ |γ + ηt|.
By assuming as in the previous sections that E(c(εt))
s < 1 and E(u(xt))
s < 1 for some
0 ≤ s < 1, we get the existence of V , namely V = 1 + V¯ r with any r satisfying 0 ≤ r < s.
We also point out that we can apply almost the same work done in this example to almost
all GARCHX models where the exogenous variable is i.i.d.
5 Asymptotic Theory
We now want to look at some asymptotic properties, namely the consistency and the asymptotic
normality properties of the maximum likelihood estimator of the parameter of our model.
3Note that σt is non-negative and c(εt−1) is positive.
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There are some papers which treat these issues in the case of the non-extended GARCH model.
Among there are Lee and Hansen (1994) who give conditions in the case of a GARCH(1,1)
model and Francq and Zako¨ıan (2004) who treat the general case of GARCH(p,q). There are
also few works which are concerned with the case of extended standard GARCH(1,1) model
like Han and Kristensen (2012), Han and Park (2012). The contribution of this work is that
unlike the two last papers we consider not only the standard extended GARCH(1,1) model, but
a whole family of extended GARCH(1,1) model, which include almost all the GARCH-models
which are usually implemented in practice. Compared to the first two papers we have included
an additional variable. The proofs of this part are partly inspired by Francq and Zako¨ıan
(2004), Han and Kristensen (2012) and Lee and Hansen (1994).
5.1 Rewriting the model
As GARCH models typically contain in their volatility equation a constant coefficient (mostly
denoted by ω ) we can set: g(x) = ω + g1(x). Additionally, we can also set u(x) = λu1(x)
where λ is the coefficient of the exogenous part which has to be determined together with the
rest of the coefficients. So the model reads
Rt = σt(θ)εt , (9)
σδt (θ) = ω + g1(εt−1; θ
(1))︸ ︷︷ ︸
g(εt−1; ω,θ(1))
+ λu1(xt−1)︸ ︷︷ ︸
u(xt−1)
+c(εt−1; θ
(2))σδt−1(θ) , (10)
where θ(1) (resp. θ(2)) represents the set of parameters contained in the function g (resp. u),
and θ = (ω, λ, θ(1), θ(2)) represents the set of all parameters. In order to ensure the identification
of the parameters we require that u is non-constant4. For the construction of the likelihood
function we will assume the normal distribution for the innovations process {εt}t although it can
be distributed according to another distribution. This means we will construct Gaussian quasi-
MLE (QMLE). However this does not mean that we are restricted to the Gaussian distribution.
The model could admit any distribution, the Gaussian distribution is just used to construct
the likelihood function.
4If u is a constant function, we return to the classical GARCH models without exogenous variable. Thus
the requirement that u is non-constant in our context is natural and trivial.
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The log-likelihood function (given the observations R1,...,Rn) reads
Ln(θ) = Ln(R1, ..., Rn; θ) = log
(
n∏
t=1
1√
2πσ2t
exp
(−R2t /2σ2t )
)
, (11)
where σt is defined by the equation (3).
Ignoring the constant term5 the likelihood function reads
Ln(θ) =
1
n
n∑
t=1
ℓt(θ) where ℓt(θ) = −log(σ2t (θ))−
R2t
σ2t (θ)
. (12)
This likelihood is however unobserved since computing the volatility σt requires the knowl-
edge of all past information until time −∞ which is not the case. The observed log-likelihood
function reads (ignoring the constant term)
L˜n(θ) =
1
n
n∑
t=1
ℓ˜t(θ) with ℓ˜t(θ) = −log(σ˜2t (θ))−
R2t
σ˜2t (θ)
, (13)
where σ˜t is defined by equation (5)
6. This is the one from which the parameters should be
filtered from.
The unobserved volatility σt has the big advantage that it is, under some conditions (see
proposition (3.1)), strictly stationary and ergodic. Thus we will use it in the proof and then
show that the difference between the unobserved (Ln(θ)) and the observed (L˜n(θ)) likelihood
is very small.
We denote the parameter vector to be filtered from the model by θ = (ω, λ, ...). The true
parameter vector is denoted by θ0 = (ω0, λ0, ...) and the parameter set will be denoted by Θ.
Let θˆn be the maximum likelihood estimator given R1, ..., Rn, i.e.,
θˆn = argmax
θ∈Θ
Ln(θ) . (14)
Our aim in this chapter is to look at some asymptotic properties of θˆn.
5.2 Consistency of the QMLE
In this part we give conditions under which the maximum likelihood θˆn converges
7 towards the
true value θ0. The proofs of this part are inspired from Francq and Zako¨ıan (2010) who study
asymptotic properties for GARCH(p,q) models.
5We can ignore the constant term since our goal is to maximize the likelihood function.
6We set σ˜0
δ = ω.
7At least convergence in probability is required.
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We assume the following:
Assumptions 5.1 1. The parameter set Θ is compact, θ0 ∈ Θ and 0 < ω ≤ ω. The
conditions of proposition (3.1) are fulfilled for all elements of Θ.
2. The unobserved volatility at the true value θ0 and the innovation process {εt}t have a
finite second moment i.e., E[σ2t (θ0)] <∞ and E[ε2t ] <∞.
3. The functions g and c are continuous and injective in their parameters in the sense that:
g(εt;ω, θ
1) = g(εt;ω, θ
1
0)⇒ ω = ω0 ∧ θ1 = θ10 and c(εt; θ2) = c(εt; θ20)⇒ θ2 = θ20.
4. There exists a finite set of points θ∗i , i = 1, ..., n such that for all θ ∈ Θ g(εt; θ) ≤
max
i=1,...,n
{g(εt; θ∗i )} and c(εt; θ) ≤ max
i=1,...,n
{c(εt; θ∗i )}.
5. xt|Ft−1 has a non-degenerate distribution.
Remarks 5.1 Let us mention these important points concerning the above assumptions:
• We require the existence of optimum points which maximize simultaneously u and g.
However as we will see later we can have the same results if we have a finite number of
optimum points for u and a finite number of -possibly different- optimal points for g, and
replace the maximum by the sum (in the assumption (iv)).
• The fourth condition is fulfilled for almost all GARCH models. The optimal points θ∗ are
unique in the case that the functions u and g are linear in the parameters, but not in the
general case8.
• The lower bound ω could be taken as small as possible in order to increase the set of
parameters. However its positivity is required in the proofs.
• The third and fourth conditions seem to be complicated, but they are fulfilled by almost all
usual GARCH models .
8See for example the family fGARCH of Hentschel (1995) in which we get four optimum points; this is due
to the absolute value appearing in the volatility equation.
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• Until now we have considered that the parameters of the function u (in the case that u has
other parameters) should be fitted within the likelihood function. We can easily remark
from the proofs that straightforward conditions such as imposing that the function u is
injective in its parameters will certainly suffice to include them in θ and to conduce the
same proof.
• From the existence of the optimum points we can replace the first assumption (i) by
assuming that the conditions of proposition 3.1 are fulfilled for these optimum points.
The same follows for all others points.
We now state the main result of this part, namely the consistency of the quasi-maximum
likelihood estimator.
Proposition 5.1 Given the Assumption (3.1) and Assumption (5.1), a sequence of likelihood
estimators (θˆn)n satisfying (14) converges in probability towards the true value θ0 (as n goes to
infinity).
To prove this result, the following six assertions will be very helpful. The first lemma is a
consequence of the assumption 5.1 (iv) and will serve to prove among others the second lemmas.
The second asserts that the difference between the observed and the unobserved volatilities is
very small, that means the initial condition (σ˜0 = ω) is asymptotically negligible. This implies
the third one, which neglects the initial condition in the likelihood functions. Note that we are
working under the assumptions of proposition (5.1)
Lemma 5.1
E(sup
θ∈Θ
σδαt (θ)) <∞ (15)
and there exist a real value 0 < ρ1 < 1 such that for all θ ∈ Θ
E(c(εt; θ)
α) < ρ1. (16)
Lemma 5.2
E
(
sup
θ∈Θ
∣∣σδt (θ)− σ˜δt (θ)∣∣α
)
= O(ρt1) (17)
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and
E
(
sup
θ∈Θ
∣∣σ2t (θ)− σ˜2t (θ)∣∣v
)
= O(ρt2) (18)
for some 0 < v ≤ α and 0 < ρ2 < 1.
Lemma 5.3
sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣ −→ 0 (in probability) as n→∞ .
Lemma 5.4
σδt (θ) = σ
δ
t (θ0) ⇒ θ = θ0 .
Lemma 5.5
Eθ0 |ℓt(θ0)| <∞ and if θ 6= θ0 then Eθ0ℓt(θ) < Eθ0ℓt(θ0) .
Lemma 5.6
lim
n→∞
sup
θ∗∈Θ
L˜n(θ
∗) = Eθ0ℓt(θ0) a.s.
5.3 Asymptotic normality of the QMLE
Let us first recall the standard decomposition used to prove the asymptotic normality of like-
lihood estimators. For this purpose we denote by
Sn(θ) =
∂Ln
∂θ
(θ) =
1
n
n∑
t=1
∂ℓt(θ)
∂θ
and Hn(θ) =
∂2Ln
∂θ∂θ′
(θ) =
1
n
n∑
t=1
∂2ℓt(θ)
∂θ∂θ′
the score function and the Hessian matrix of the likelihood function when we use the unobserved
volatility σt; Correspondingly we denote by S˜n(θ) and H˜n(θ) the score function and the Hessian
matrix in the case of observed volatility σ˜t.
The derivatives of ℓt are given by
9
∂ℓt
∂θi
=
2
δ
1
σδt
∂σδt
∂θi
(
R2t
σ2t
− 1
)
, (19)
9For simplicity we omit the dependence on ε and θ.
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∂2ℓt
∂θi∂θj
=
2
δ
1
σδt
[
− 1
σδt
∂σδt
∂θi
∂σδt
∂θj
(
2 + δ
δ
R2t
σ2t
− 1
)
+
∂2σδt
∂θi∂θj
(
R2t
σ2t
− 1
)]
, (20)
where the derivatives of σδt are defined as follows
∂σδt
∂θi
=
∂g
∂θi︸︷︷︸
M1
+
∂u
∂θi︸︷︷︸
M2
+
∂c
∂θi
σδt−1︸ ︷︷ ︸
M3
+c
∂σδt−1
∂θi
, (21)
∂2σδt
∂θi∂θj
=
∂2g
∂θi∂θj︸ ︷︷ ︸
N1
+
∂2u
∂θi∂θj︸ ︷︷ ︸
N2
+
∂2c
∂θi∂θj
σδt−1︸ ︷︷ ︸
N3
+
∂c
∂θi
∂σδt−1
∂θj︸ ︷︷ ︸
N4
+
∂c
∂θj
∂σδt−1
∂θi︸ ︷︷ ︸
N5
+c
∂2σδt−1
∂θi∂θj
. (22)
Correspondingly we get analogous expressions for the observed likelihood function ℓ˜t and
the observed volatility σ˜δt . We also set ∂σ˜
δ
0/∂θi = ai and ∂
2σ˜δ0/∂θi∂θj = bij , where ai, bi,j ∈ R
for i, j = 1, ..., n.
Assuming that θ0 ∈
◦
Θ and using a Taylor expansion of the score function at θ0, we get the
following for the likelihood estimator θˆn and a sufficiently large value of n:
0 = S˜n(θˆn) = S˜n(θ0) + H˜n(θ¯n)(θˆn − θ0), (23)
where θ¯n lies between θˆn and θ0. We note that the first equality is due to the fact that for a
sufficiently large value n0, θˆn, n ≥ n0, is also an interior point of Θ, since θˆn converges towards
θ0 and θ0 is an interior point.
From the Taylor expansion (23) we see that it suffices to show that
√
nS˜n(θ0) −→ N (0, G(θ0)) (in distribution), (24)
H˜n(θ¯n) −→ H(θ0) (in probability), (25)
with H(θ0) non singular, in order to get by the Slutsky lemma
√
n(θn − θ0) −→ N (0, H−1(θ0)G(θ0)(H−1(θ0))T ); (26)
this means the asymptotic normality of the Likelihood estimators.
Let us now formulate assumptions under which we get the asymptotic normality of the
QMLE.
To prove the asymptotic normality of the QMLE we make the following assumptions:
Assumptions 5.2 We assume the following:
1. θ0 is an interior point of Θ, i.e., θ0 ∈
◦
Θ.
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2. E(ε4t ) = κ <∞.
3. The functions θ 7−→ c(x; θ) and θ 7−→ g(x; θ) are C2(Θ).
4. There exists an α ∈ (0, 1] such that for all i, j and for all θ ∈ Θ:
Eθ0
(∣∣∣∣∂g(θ)∂θi
∣∣∣∣α +
∣∣∣∣∂c(θ)∂θi
∣∣∣∣α
)
<∞ and Eθ0
(∣∣∣∣∂2g(θ)∂θi∂θj
∣∣∣∣α +
∣∣∣∣∂2c(θ)∂θi∂θi
∣∣∣∣α
)
<∞.
5. For each absolute value of the derivatives of g and c, there exists a finite number of
optimum points over a neighborhood V (θ0) of θ0.
6. For all i, j, k = 1, ..., m Eθ0 |∂2ℓt(θ)/∂θi∂θj | <∞ and Eθ0 sup
θ∈V ′ (θ0)
|∂3ℓt(θ)/∂θi∂θj∂θk| <∞
for some neighborhood V
′
(θ0) of θ0.
7. A = Eθ0
(
1
σ2δt
∂σδt (θ0)
∂θ
∂σδt (θ0)
∂θ′
)
exists and is invertible.
Remarks 5.2 • The first assumption is natural since if θ lies on the frontier of Θ we would
have at most that
√
n(θˆn − θ0) is a truncated normal distributed.
• The second condition is due to the fact the Gaussian likelihood involves the square of the
innovation process; Hence its fourth moment should exist to ensure the existence of the
variance of the score function (see equation (24)).
• The differentiability condition made in Assumption 3 is imposed to ensure the existence
of the first and the second derivative of the volatility process. The same holds true for
assumptions 4, which are similar to those made in proposition 3.1. They guarantee -as
shown in proposition 3.1- that the first and second derivatives of σδt are stationary and
ergodic.
• We note that the existence of optimum points made in assumption 4 is reasonable for
many GARCH models as we will see later in the example. We also note that the optimum
points for one function are allowed to be different to the ones of another function.
Proposition 5.2 Under the assumptions 5.1, 5.2 and those of proposition 3.1, the likelihood
is asymptotically normal distributed with mean θ0, concretely,
√
n(θˆn − θ0) −→ N
(
0,
δ2
4
(κ− 1)A−1
)
. (27)
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To prove the above proposition 5.2, it suffices to prove the equations (24) and (25). For this
purpose we will show the following lemmas:
Lemma 5.7
var
(
∂ℓt
∂θ
(θ0)
)
=
4
δ2
(κ− 1)A.
Lemma 5.8 For all i, j = 1, ..., m the process ∂ℓt/∂θi (resp. ∂
2ℓt/∂θi∂θj) is α/2 (resp. α/4)
stationary and ergodic.
Lemma 5.9
∂σδt (θ)
∂θ
=
∂σ˜δt (θ)
∂θ
+ η1,t(θ) where Eθ0
(
sup
θ∈V (θ0)
|η1,t(θ)|α/2
)
= O(ρt3), (28)
∂2σδt (θ)
∂θ∂θ′
=
∂2σ˜δt (θ)
∂θ∂θ′
+ η2,t(θ) where Eθ0
(
sup
θ∈V (θ0)
|η2,t(θ)|α/4
)
= O(ρt4), (29)
with 0 ≤ ρ3, ρ4 < 1.
There also exist some real numbers 0 ≤ v < α/2 such that the difference of the squared
volatilities -at the power v- are asymptotically exponentially negligible, i.e.,
σ2t (θ) = σ˜
2
t (θ) + η3,t(θ) where Eθ0
(
sup
θ∈V (θ0)
|η3,t(θ)|v
)
= O(ρt5) , (30)
with 0 ≤ ρ5 < 1.
Lemma 5.10
∥∥∥√n(Sn(θ0)− S˜n(θ0))∥∥∥ −→ 0 (in prob.) as n→∞, (31)
sup
θ∈V (θ0)
∥∥∥Hn(θ)− H˜n(θ)∥∥∥ −→ 0 (in prob.) as n→∞. (32)
6 Example
We will apply our theory to study a whole family of GARCH models, namely the fGARCH
family of Hentschel (1995), which subsumes almost all well known GARCH models (stan-
dard GARCH, absolute value GARCH, GJR GARCH, Threshold GARCH, non linear ARCH,
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non-linear asymmetric GARCH, asymmetric power ARCH, full fGARCH,...) and also some
subfamily as we will see later. Therefore we look at
Rt = σtεt, σ
δ
t = ω︸︷︷︸
g(εt−1;θ)
+ λu(xt−1)︸ ︷︷ ︸
u(xt−1;θ)
+ [α1 (|εt−1 − η2| − η1 (εt−1 − η2))γ + β1]︸ ︷︷ ︸
c(εt−1;θ)
σδt−1 ,
where the innovation process {εt}t is an i.i.d. process which admits a moment of order four.
It should also be non degenerate and should attain both, positive and negative values with
positive probabilities. This could be for example the N (0, 1) distribution or a Student-tν with
ν > 4 degrees of freedom. {εt}t is independent of {xt}t which is also i.i.d.. The function u
should be non constant. It follows by supposing that xt is non degenerate that u(xt) is also
non degenerate.
Θ = {(ω, λ, α1, β1, η1, η2) | 0 < ω ≤ ω ≤ ω <∞, −1 < η1 ≤ η1 ≤ η1 < 1, −∞ < η2 ≤ η2 ≤ η2 <∞,
0 < λ1 ≤ λ1 ≤ λ1 <∞, 0 ≤ β1 ≤ β1 ≤ β1 < 1, 0 < α1 ≤ α1 ≤ α1 <∞}
6.1 Stationarity and Ergodicity (Prop. 3.1)
We suppose that E(u1(xt)
α) <∞. We set Uα = (|εt−1 − η2| − η1(εt−1 − η2))γ . Since εt admits
a fourth moment, we have E(εt)
δα < ∞ for all δ > 0 and for all α ∈ (0, 1] such that δα ≤ 4.
E(g(εt−1; θ)
α) = E(ωα) = ωα < ∞ for all α ∈ (0, 1]. E(c(εt−1; θ)α) = E (α1Uα + β1)α. So we
can require that E (α1Uα + β1)
α < 1 for a given α to get the δα-stationarity and ergodicity of
our GARCH model.
In particular we have β1 < 1.
6.2 Existence of moments (Prop. 3.3)
E(g(εt−1; θ)
m) = E(ωm) = ωm < ∞ for all m ∈ N. We suppose that E(u1(xt)m) < ∞ and
E(εt)
mδ <∞. So we have
E(Rmδt ) <∞ iff E(σmδt (θ)) <∞ iff E [α1 (|εt−1 − η2| − η1(εt−1 − η2))γ + β1]m < 1.
6.3 Asymptotic Theory
6.3.1 Consistency (Prop. 5.1)
We check whether the the assumptions 5.1 are fulfilled.
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1. : We suppose there exist an α ∈ (0, 1] such that for all θ ∈ Θ we have E (α1Uα(θ) + β1)α <
1 where Uα(θ) = (|εt−1 − η2| − η1(εt−1 − η2))γ. However due to the existence of optimum points
listed below, we only need to check this above condition for the optimum points and not for all
elements θ ∈ Θ. This means we require that this conditions holds only at the optimum points
defined below.
2. : The innovation process εt admits moments of fourth order, thus also of second order.
We suppose that the square of the volatility at θ0 = (ω
0, λ0, α01, β
0
1 , η
0
1, η
0
2) exists, this means
from the above findings that it suffices to have E(u(xt)
m) <∞ and
E
[
α01 (|εt−1 − η02| − η01(εt−1 − η02))γ + β01
]m
< 1, where m is chosen such that mδ ≥ 2.
3. :: Given two points θˆ = (ωˆ, λˆ, αˆ1, βˆ1, ηˆ1, ηˆ2) and θ˘ = (ω˘, λ˘, α˘1, β˘1, η˘1, η˘2) in Θ, we have
g(εt; θˆ
(1)) = g(εt; θ˘
(1))⇒ ωˆ = ω˘ and c(εt; θˆ(2)) = c(εt; θ˘(2))⇒ αˆ1(|εt−1 − ηˆ2| − ηˆ1(εt−1 − ηˆ2))γ +
βˆ1 = α˘1(|εt−1 − η˘2| − η˘1(εt−1 − η˘2))γ + β˘1.
We set εt = ηˆ2 and then εt = η˘2 and obtain the relation αˆ1(|η˘2− ηˆ2|− ηˆ1(η˘2− ηˆ2))γ+ α˘1(|ηˆ2−
η˘2| − η˘1(ηˆ2 − η˘2))γ = 0. Since αˆ1 > 0, α˘1 > 0 and |η˘1| < 1, |η˘1| < 1 we should have ηˆ2 = η˘2
and it follows βˆ1 = β˘1. Since εt can take positive as well as negative values, we get ηˆ1 = η˘1 and
αˆ1 = α˘1.
4. : There exist optimum points, namely θ∗1 = (ω, λ, α1, β1, η1, η2), θ
∗
2 = (ω, λ, α1, β1, η1, η2),
θ∗3 = (ω, λ, α1, β1, η1, η2) and θ
∗
4 = (ω, λ, α1, β1, η1, η2).
6.3.2 Asymptotic Normality (Prop. 5.2)
Since the fGARCH as defined above is not differentiable with respect to η2, we cannot apply our
theory developed for the asymptotic normality. So we will use a subfamily of this. By setting
η2 = 0 and γ = δ we obtain the family of asymmetric power ARCH/GARCH (apARCH) models
of Ding et al. (1993), which subsumes many well known GARCH models (standard GARCH,
absolute value GARCH, GJR GARCH, Threshold GARCH, non-linear ARCH,...). It reads
Rt = σtεt, σ
δ
t = ω︸︷︷︸
g(εt−1;θ)
+ λu1(xt−1)︸ ︷︷ ︸
u(xt−1;θ)
+
[
α1(|εt−1| − η1εt−1)δ + β1
]︸ ︷︷ ︸
c(εt−1;θ)
σδt−1 .
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Since we are looking for the properties of the MLE given the observations R1, ..., Rn, these are
considered as given. So we can rewrite the model and redefine the functions c and g as follows:
Rt = σtεt, σ
δ
t = ω + α1(|Rt−1| − η1Rt−1)δ︸ ︷︷ ︸
g(εt−1;θ)
+ λu(xt−1)︸ ︷︷ ︸
u(xt−1;θ)
+ β1︸︷︷︸
c(εt−1;θ)
σδt−1 .
As we will see below this second representation has a big advantage. Let us now check that
the assumptions 5.2 are fulfilled, since these ensure the asymptotic normality of the likelihood
estimators.
1. is clear.
2. is fulfilled due to the assumptions made on {εt}t.
3. holds since g and c and their first and second derivative exist and are continuous as we
can see from the following equations
∂c(εt; θ)
∂θ
=
(
∂c
∂ω
,
∂c
∂λ
,
∂c
∂α1
,
∂c
∂η1
,
∂c
∂β1
)
= (0, 0, 0, 0, 1) and
∂2c(εt; θ)
∂θ∂θ′
= 05×5 .
∂g(εt; θ)
∂θ
=
(
∂g
∂ω
,
∂g
∂λ
,
∂g
∂α1
,
∂g
∂η1
,
∂g
∂β1
)
=
(
1, 0, (|Rt| − η1Rt)δ,−α1δRt(|Rt| − η1Rt)δ−1, 0
)
and
∂2g(εt; θ)
∂θi∂θj
=


−δRt(|Rt| − η1Rt)δ−1 =: a1 , if (θi, θj) ∈ {(α1, η1), (η1, α1)}
α1δ(δ − 1)R2t (|Rt| − η1Rt)δ−2 =: a2 , if (θi, θj) = (η1, η1)
0 , else.
4. : Since there exists (from proposition 3.1.) a α such that Rt is αδ stationary, then (using
the Cauchy-Schwartz inequality) there exists a α
′ ≤ α such that E
(
|a1|α
′
+ |a2|α
′
)
<∞. This
implies 4.
5. : The first and second derivative of c are trivially bounded on Θ since they are constant
functions. Concerning the function g, all its constant derivatives are also trivially bounded.
Let us look at the non constant derivatives: |∂g/∂α1| and |a1| are bounded at η1 or η1, |∂g/∂η1|
and |a2| are bounded at (α1, η1) or (α1, η1).
6. and 7.: Since
σδt =
∞∑
k=0
(
[g(εt−1−k; θ) + λu1(xt−1−k)]
k−1∏
j=0
c(εt−1−j ; θ)
)
=
∞∑
k=0
[
ω + α1(|Rt−1| − η1Rt−1)δ + λu1(xt−1−k)
]
βk ,
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we get
1
σδt
∂σδt
∂ω
=
1
σδt
∞∑
k=0
βk ≤ 1
ω
∞∑
k=0
β
k
1 <∞ ,
λ
σδt
∂σδt
∂λ
=
λ
σδt
∞∑
k=0
u(xt−1−k)β
k
1 =
1
σδt
∞∑
k=0
λu(xt−1−k)β
k
1 ≤
σδt
σδt
= 1 =⇒ 1
σδt
∂σδt
∂λ
≤ 1
λ
,
α1
σδt
∂σδt
∂α1
=
α1
σδt
∞∑
k=0
(|Rt−1−k| − η1Rt−1−k)δβk1 ≤
σδt
σδt
= 1 =⇒ 1
σδt
∂σδt
∂α1
≤ 1
α1
,
J−10,0
∂σδt
∂η1
= J−10,0
1
σδt
∣∣∣∣∣
∞∑
k=0
−α1Rt−1(|Rt−1| − η1Rt−1)δ−1βk1
∣∣∣∣∣ ≤ σ
δ
t
σδt
=⇒ 1
σδt
∂σδt
∂η1
≤ J0,0 ,
where J0,0 :=
(
min{|1 + η
1
|, | − 1 + η1|}/δ
)−1
.
Finally, due to the fact for all x ≥ 0 and all 0 < s < α, x/(1 + x) ≤ xs, we have
Eθ0
(
sup
θ∈Θ
β1
σδt
∂σδt
∂β
)
= Eθ0 sup
θ∈Θ
β1
σδt
∞∑
k=1
[g(εt−1−k) + u(xt−1−k)]kβ
k−1
1
≤ Eθ0 sup
θ∈Θ
∞∑
k=1
k
[g(εt−1−k) + u(xt−1−k)]β
k
1
ω + [g(εt−1−k) + u(xt−1−k)]βk1
≤ Eθ0 sup
θ∈Θ
∞∑
k=1
k
(
[g(εt−1−k) + u(xt−1−k)]
ω
)s
βsk1
≤ 1
ω
∞∑
k=1
kβ
sk
1 Eθ0 sup
θ∈Θ
[g(εt−1−k) + u(xt−1−k)]
s
︸ ︷︷ ︸
=:J1<∞ since optimum points for g and u exist
=
J1
ω
∞∑
k=1
kβ
sk
1 =: J1,1 <∞. (33)
Proceeding as above (see equation (33)) and using the relation x/(1 + x) ≤ xs/2 we get
Eθ0
(
sup
θ∈Θ
1
σδt
∂σδt
∂β
)2
≤ J2,2
β2
1
<∞ with J2,2 <∞.
Using the Cauchy-Schwartz inequality over the derivative with respect to β1 and the bounded-
ness of the other derivative we get that A = Eθ0
(
1
σ2δt (θ0)
∂σδt (θ0)
∂θ
∂σδt (θ0)
∂θ
′
)
exists. We first remark
that A is positive semi definite because of its form. Let us now suppose that there exists a
vector m = (m1, ..., m5) such that 0 = m
′ · ∂σδt+1(θ0)
∂θ
. This should -due to stationarity of the
derivative- hold at all times t. Since
∂σδt+1(θ0)
∂θ
= (1, a3 := (|Rt| − η1Rt)δ, a4 := −α1δRt(|Rt| −
η1Rt)
δ−1, u(xt), σ
δ
t )
′
+
∂σδt (θ0)
∂θ
we should havem1+m2a3+m3a4+m4u(xt)+m5σ
δ
t = 0. Due to the
fact that xt is independent of εt and xt−1, xt−2, ... we should have m4 = 0. Furthermore a3 and
a4 are multiples of εt which is non-degenerate and independent of σ
δ
t , thus m2a3+m3a4 = 0, i.e.
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(|Rt|−η1Rt)δ−1 [m2(|Rt| − η1Rt)− α1δm3Rt] = 0 Since εt is non-degenerate and P(σt > 0) = 1
we should have (m2(|Rt|− η1Rt)−α1δm3Rt) = 0. Using the same arguments together with the
fact that α1δ > 0 we have m2 = m3 = 0. m5 = 0 is due to the fact that σt is non constant. It
follows m1 = 0 and thus that A is indeed positive definite.
Concerning the second derivative we have:
∂2σδt
∂ω2
=
∂2σδt
∂ω∂λ
=
∂2σδt
∂ω∂α1
=
∂2σδt
∂ω∂η1
=
∂2σδt
∂λ2
=
∂2σδt
∂λ∂α1
=
∂2σδt
∂λ∂η1
=
∂2σδt
∂α21
= 0 ,
1
σδt
∂2σδt
∂β1∂ω
=
1
σδt
∞∑
k=1
kβk−11 ≤
1
ω
∞∑
k=1
kβ
k−1
1 <∞,
1
σδt
∂2σδt
∂η1∂α1
≤ 1
α1
J0,0 ,
1
σδt
∂2σδt
∂η21
≤ δ − 1
δ
J20,0 .
Moreover using the same technique as in equation (33) we have for all s < α:
Eθ0
(
sup
θ∈Θ
∂2σδt
∂β1∂λ
)
≤ J3,3
β
1
, Eθ0
(
sup
θ∈Θ
∂2σδt
∂β1∂η1
)
≤ J4,4
β
1
, Eθ0
(
sup
θ∈Θ
∂2σδt
∂β1∂α1
)
≤ J4,4
β
1
J0,0
Eθ0
(
sup
θ∈Θ
∂2σδt
∂β1∂λ
)
≤ J5,5
β2
1
,
where J3,3, J4,4, J5,5, J6,6 <∞.
The same technique is also used for the third derivative of σδt . In this way we get 6.
7 Applications
In this section we give some applications of the properties that we presented and proved before,
in order to show some useful consequences of these properties. These applications are by far
not all applications that can be derived.
7.1 Use of ergodicity for value at risk calculation
The value at risk (VaR) is nowadays one of the most important concepts in risk management. It
is prescribed by regulatory requirements (e.g. in Basel II) and also used internally by companies
for risk management purposes. The value at risk over a portfolio answers the question: what is
the maximum loss on the portfolio with a given probability (level) over a given time horizon?
In Basel II for example the level is 99% and the horizon is fixed to ten working days (i.e. two
weeks). Internally the companies are mostly interested in the VaR at level α = 95%.
22
Mathematically the VaR can be defined as:
V aRαt,t+h = inf {x|P (rt+h ≤ x|Ft) ≥ 1− α} ,
where Ft denotes the set of all information which is available until time t, rt+h = ln(Pt+h/Pt)
denotes the h−periodic log-return at time t+ h and Pt represents the portfolio value at time t.
In this formula we get a value at risk in terms of log-returns. We can easily convert
it to a value at risk in terms of returns
(
exp(V aRαt,t+h)− 1
)
or in terms of portfolio value(
Pt ·
[
exp(V aRαt,t+h)− 1
])
.
Since our ergodicity result is for univariate GARCH models, we can use it in the following
way: If the portfolio contains just one asset we directly model our asset through the GARCH. If
in contrary the portfolio contains many assets, we directly model the portfolio (as one security)
and not the individual securities10.
We suppose that we are at time t and want to compute the VaR in h periods i.e. V aRαt,t+h
(e.g. for one year, h = 250 working days, i.e. we compute V aRαt,t+250). The first method is a
usual Monte Carlo algorithm. In the usual Monte Carlo algorithm we have to simulate many
independent paths, says n paths (for example n = 40000). Since the simulation of each path
requires to draw 2 × h (= 2× 250 = 500) random numbers, namely the process {(εt, xt)}t, we
need in total 2×h×n(= 2× 250× 40000 = 2 · 107) random numbers to compute the V aRαt,t+h.
If we now use the ergodic property, we can, instead of simulating many independent paths,
work with just one long path of length h− 1+n (= 249+40000), since the ergodicity property
implies that the VaR computed through independent paths is nearly equal to the one computed
with one path, given that the process is ergodic. As we mentioned in the third section the real
process which started at some time 0 with a predefined volatility’s distribution is not ergodic,
however converges with an exponential rate towards an ergodic process. Thus by using just
one long path we need a burn-in period; this means we do not consider or take into account
the first Nb returns rt and volatility σt that we will simulate. After the time Nb the processes
rt and σt are considered as stationary. We can for example take Nb = 1000 as length of the
burn-in period. Thus we need 2× (Nb+ h− 1+n) (= 2(1000+ 249+ 40000) = 82498) random
10In order to model the securities individually we would need a multidimensional GARCH. However our
ergodicity result is designed for univariate GARCH models.
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numbers11.
Comparing the two methods we get the following ratio:
Number of simulations for method 1
Number of simulations for method 2
=
2 · h · n
2(Nb + h− 1 + n) ≈ h (for large n) , (34)
where “method 1” denotes the usual Monte Carlo algorithm with independently simulated
paths and “method 2” is the one in which we use the ergodic property.
Hence the ergodic property can help to reduce the computational time and eventually the
required memory.
We now want to illustrate that both VaRs computed through the two different methods
are almost identically by the following example: we consider the GJR − GARCH(1, 1) of
Glosten et al. (1993). We assume the noise process {εt}t is iid N (0, 1). For the exogenous
variable we assume an autoregressive process of order 1 (AR(1)), i.e. xt = φxt−1 + ηt where
the noise process {ηt}t is iid Cauchy(1). The autoregressive component φ equals 0.8, which
implies that {xt}t is stationary and ergodic. For the transformation function u of the exogenous
process we consider the absolute value function, u(xt) = |xt|. The processes {ηt}t and {εt}t are
independent so that the assumption 3.1 is fulfilled. Our model thus reads
Rt = σtεt ,
σ2t = ω + α1R
2
t−1 + β1σ
2
t−1 + γ1R
2
t−11{Rt−1<0} + λ|xt−1| .
With the following parameters12 ω = 0.04, α1 = 0.1, β1 = 0.8, γ1 = 0.06, λ = 0.02, σ0 =
0.02, r0 = 0, h = 10, n = 100000, Nb = 5000, Nex = 10000, we compute the values at risk
several times (500 times) at level α = 99% with both methods (namely one long path and many
independent paths). Conducting an approximative t − test13 to compare the results of both
methods we obtain as p−value p = 0.3609, which indicates that both results are very similar.
11Note that we have multiplied by 2, since at each time step we need to simulate two random numbers, {εt}t
and {xt}t.
12The parameters h and α are chosen in the following way: h = 10 (10 workings days or two weeks) and
α = 99%, so that they meet the regulatory requirements. The parameter Nex represents the burn-in period
needed in order to obtain a stationary sample from the exogenous AR(1) process {xt}t.
13We conduce a two-sample two-sided t-test to compare the means of the results obtain from both methods.
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7.2 Computation of the confidence region
The asymptotic normality property proven in the fifth section can be used to compute confidence
regions of the true value. This region is an asymptotic region since we proved asymptotic
normality of the likelihood estimators.
Since we proved that
√
n(θˆn−θ0) −→ N (0, B), withB = δ24 (κ−1)
(
Eθ0
(
1
σ2δt (θ0)
∂σδt (θ0)
∂θ
∂σδt (θ0)
∂θ′
))−1
,
we get that the (1− p)-confidence region14 for θ is the set
CRn(1− p) ≈
{
θ : n(θ − θˆn)′B−1n (θ − θˆn) ≤ χ2m(1− p)
}
, (35)
where χ2m(1 − p) denotes the 1 − p quantile of a chi-squared distribution with m degrees of
freedom, m denotes the number of elements of θ, Bn :=
δ2
4
(κ−1)
(
Eθ0
(
1
σ2δt (θˆn)
∂σδt (θˆn)
∂θ
∂σδt (θˆn)
∂θ′
))−1
converges in probability towards B.
If we are only interested in some parameters θi i ∈ I of θ, the same result (35) applies,
however with a sub-matrix B = (Bi,j)i,j∈I containing only the parameters under interest and
m = |I|15. We also note that if |I| = 1 the confidence region is equivalent to the classical con-
fidence interval that we usually obtain with the quantile of the standard normal distribution.
8 Conclusion and Outlook
In this work we have studied a new type of GARCH models which is gaining importance in
both theory and practice: the so-called GARCHX models. The GARCHX models are GARCH
models augmented with an exogenous variable. We have studied a very general model which
includes almost all well-known and used GARCH models. As exogenous variable we have as-
sumed a function of a stationary and exogenous process. For these GARCHX models we found
conditions for some characteristics of the model, namely the stationarity, ergodicity, geometric
ergodicity and existence of moments. We have pointed out and solved some practical aspects
related to some properties listed above. After this we also checked one very important aspect of
the model when it is fitted to data, namely the asymptotic theory. We have given the conditions
for the quasi maximum likelihood estimator to be consistent and asymptotically normal dis-
tributed. After this, an example concerning a whole family of GARCH models augmented with
14Typically p equals 5% or 1%.
15|I| denotes the cardinal of I, i.e., the number of elements of I.
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an exogenous variable was studied: we have shown that under mild conditions this family (or
a sub-family) fulfills the requirements needed to get the above enunciated properties. Finally
we have given some practical applications of the properties that we studied: we demonstrated
how we can use the stationarity and ergodicity properties in order to quickly compute the value
at risk. We also studied the use of the asymptotic normality property in order to find the
confidence region.
To extend this work we can look at the same model family, however with the exogenous
variable being non stationary as in this paper. A good starting point of such a research would
certainly be the work done by Han and Kristensen (2012) who studied asymptotic properties
within the standard GARCH model and as exogenous variable, a quadratic function of a frac-
tionally integrated process.
9 Appendix
Proof of the proposition 3.1
We set for all n ∈ N
Sn := g(εt−1) + u(xt−1) +
n∑
k=1
k−1∏
j=0
c(εt−1−j) [g(εt−1−k) + u(xt−1−k)] .
In order to write short we consider that
−1∏
j=0
c(εt−1−j) = 1, then we can shortly write:
Sn :=
n∑
k=0
k−1∏
j=0
c(εt−1−j) [g(εt−1−k) + u(xt−1−k)] . (36)
It follows
E
(
lim
n→∞
Sn
)α
= E
(
lim
n→∞
n∑
k=0
k−1∏
j=0
c(εt−1−j) [g(εt−1−k) + u(xt−1−k)]
)α
≤ E
∞∑
k=0
k−1∏
j=0
[c(εt−1−j)g(εt−1−k)]
α
︸ ︷︷ ︸
A
+E
∞∑
k=0
k−1∏
j=0
[c(εt−1−j)u(xt−1−k)]
α
︸ ︷︷ ︸
B
,
where the inequality is due to the fact that α ∈ (0, 1] from which follows that (a+b)α ≤ aα+bα
for all a, b > 0.
E(A) = E
[
∞∑
k=0
k−1∏
j=0
[c(εt−1−j)]
α [g(εt−1−k)]
α
]
=
∞∑
k=0
E [g(εt−1−k)]
αE
[
k−1∏
j=0
c(εt−1−j)
]α
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= E [g(εt)]
α
∞∑
k=0
[E (c(εt))
α]
k
= E [g(εt)]
α [1− E [c(εt)]α]−1
< ∞ .
Note that the second and the third equalities are implied from the assumption 3.1 which states
that the process {(εt, xt)}t is i.i.d.. The last equality is due to the fact that E [c(εt)]α < 1.
Similarly,
E(B) = E
[
∞∑
k=0
k−1∏
j=0
[c(εt−1−j)]
α [u(xt−1−k)]
α
]
=
∞∑
k=0
E [u(xt−1−k)]
αE
[
k−1∏
j=0
c(εt−1−j)
]α
= E [u(xt)]
α
∞∑
k=0
E [(c(εt−1−j))
α]
k
= E [u(xt)]
α [1− E [c(εt)]α]−1
< ∞ .
The second line follows from the fact that xt−1−k is independent from εt−1−j , j = 0, ..., k − 1.
E(A) +E(B) <∞ implies that the sequence (Sn) converges almost surely (a.s.) through a
limit that we denote by σδt , this means
σδt =
∞∑
k=0
k−1∏
j=0
c(εt−1−j) [g(εt−1−k) + u(xt−1−k)] .
Thus Rt = σtεt is a fixed functional of iid random variables (εj, xj), so it is stationary and
ergodic.
Furthermore E |Rt|αδ = E |σtεt|αδ = E |σt|αδ︸ ︷︷ ︸
<∞
·E |εt|αδ︸ ︷︷ ︸
<∞
. It follows that the process {Rt}t is
αδ-stationary.
The uniqueness is quickly proved by assuming that there is another solution for our model,
i.e. Rt = htεt with ht solving the equation (2), then
E
∣∣hδt − σδt ∣∣α = E (c(εt−1))αE ∣∣hδt−1 − σδt−1∣∣α = [E (c(εt−1))α]2E ∣∣hδt−2 − σδt−2∣∣α
...
= [E (c(εt−1))
α]
k
E
∣∣hδt−k − σδt−k∣∣α
≤

E (c(εt−1))α︸ ︷︷ ︸
<1

k (E ∣∣hδt−k∣∣α + E ∣∣σδt−k∣∣α)︸ ︷︷ ︸
<∞
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−→ 0 as k −→∞ . 
Proof of the proposition 3.2
To prove equation (6) we first prove by recursion (over t ∈ N) the following equality:
σ˜δt = σ
δ
t + ξt where ξt = (σ˜
δ
0 − σδ0)
t−1∏
j=0
c(εj) and we set
−1∏
j=0
c(εj) equals 1.
• for t = 0 we have ξ0 = σ˜δ0 − σδ0 by assumption.
• t− 1 −→ t: we suppose that the assertion is fulfilled at time t− 1.
σ˜δt = g(εt−1) + u(xt−1) + c(εt−1)σ˜
δ
t−1
= g(εt−1) + u(xt−1) + c(εt−1)
[
σδt−1 + ξt−1
]
= g(εt−1) + u(xt−1) + c(εt−1)σ
δ
t−1 + c(εt−1) · (σ˜δ0 − σδ0)
t−2∏
j=0
c(εj)
= σδt + ξt .
It follows
E |ξt|α = E
[∣∣σ˜δ0 − σδ0∣∣α t−1∏
j=0
(c(εj))
α
]
= E
∣∣σ˜δ0 − σδ0∣∣α t−1∏
j=0
E(c(εj))
α
≤ E(|σ˜0|δα + |σ0|δα) (E[c(ε1)]α)t
= (E |σ˜0|δα︸ ︷︷ ︸
A1
+E |σ0|δα︸ ︷︷ ︸
A2
)

E[c(ε1)]α︸ ︷︷ ︸
<1

t
= O(ρt) where ρ = E[c(ε1)]α,
since A1 <∞ by assumption, A2 <∞ by proposition 3.1. The above first inequality is due to
the triangular inequality and the fact that α < 1. This proves the equation (6).
From this we get the proof of the assertion (7):
R˜δt = σ˜
δ
t ε
δ
t = (σ
δ
t + ξt) · εδt = σδt · εδt︸ ︷︷ ︸
=Rδt
+ ξt · εδt︸ ︷︷ ︸
=:ψt
and
E |ψt|α = E |εt|δα E |ξt|α = E |εt|δα︸ ︷︷ ︸
<∞
·O(ρt) = O(ρt),
where the first equality of the above equation is due to the independence of ξt and εt. 
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Proof of the proposition 3.3
(i)⇒ (ii) :
∞ > E |Rt|mδ = E |εt|mδ E
∣∣σδt ∣∣m
= E |εt|mδ E
[
∞∑
k=0
[u(xt−1−k) + g(εt−1−k)]
k−1∏
j=0
c(εt−1−j)
]m
≥︸︷︷︸
m≥1
E |εt|mδ E
∞∑
k=0
{[u(xt−1−k)]m + [g(εt−1−k)]m}
[
k−1∏
j=0
c(εt−1−j)
]m
= E |εt|mδ
∞∑
k=0
{E[g(εt−1−k)]m + E[u(xt−1−k)]m}
k−1∏
j=0
E[c(εt−1−j)]
m
= E |εt|mδ︸ ︷︷ ︸
<∞
∞∑
k=0
{E[g(εt)]m + E[u(xt)]m} [E[c(εt)]m]k
= E |εt|mδ︸ ︷︷ ︸
<∞
{E[g(εt)]m + E[u(xt)]m}︸ ︷︷ ︸
<∞
∞∑
k=0
[E[c(εt)]
m]k .
It implies E[c(εt)]
m < 1.
Note that the inequality (“≥”) is obtained from the binomial formula.
(ii)⇒ (i) : we prove it by using the following criterion of Tweedie (1988) over the variance
process {σt}t:
Lemma 9.1 Let {Xn}n be a weak Feller process over (S,B), where S is a locally compact sep-
arable metric space with B the Borel σ-field on S and P(.,.) denoting the transition probability.
We suppose that there exists a compact set A ∈ B such that
• there exists a non negative function f and a real number ε satisfying∫
Ac
P (x, dy)f(y) ≤ f(x)− ε x ∈ Ac , (37)
then there exists a σ-finite invariant measure µ for P with 0 < µ(A) <∞.
• If ∫
A
µ(dx)
[∫
Ac
P (x, dy)f(y)
]
<∞ , (38)
then µ is finite, and hence π = µ/µ(S) is an invariant probability measure.
• If ∫
Ac
P (x, dy)f(y) ≤ f(x)− g(x), x ∈ Ac , (39)
then µ admits a finite g-moment, i.e.
∫
S
µ(dy)g(y) <∞.
29
{σδt }t is a Feller process, since it is a Markov process and for every bounded continuous function
f on R>0, the function E
[
f(σδt )|σδt−1 = x
]
is continuous in x.
Furthermore for the function f defined on R>0 by f(x) = 1 + x
m, we have for all x > 0:
E
[
f(σδt )|σδt−1 = x
]
= 1 + E[g(εt−1) + u(xt−1) + c(εt−1)x]
m
= 1 +
∑
0≤i,j,k≤m
i+j+k=m
E
{(
m
i, j, k
)
(g(εt−1))
i(u(xt−1))
j(c(εt−1)x)
k
}
= 1 + E[c(εt−1)]
mxm
+
∑
0≤i,j,k≤m
i+j+k=m k 6=m
E
{(
m
i, j, k
)
(g(εt−1))
i(u(xt−1))
j(c(εt−1)x)
k
}
≤ 1 + E[c(εt−1)]mxm + (1 + x)m−1
×
∑
0≤i,j,k≤m
i+j+k=m k 6=m
(
m
i, j, k
)
E
{
(g(εt−1))
i(u(xt−1))
j(c(εt−1))
k
}︸ ︷︷ ︸
=:Ai,j,k︸ ︷︷ ︸
=:B
.
Note that the above inequality is due to the fact that xk ≤ (1 + x)m−1 for all k ∈ 0, ..., m− 1.
Since (g(εt−1))
i ∈ Lmi (0,∞), (u(xt−1))j ∈ L
m
j (0,∞), (c(εt−1))k ∈ Lmk (0,∞), 1m
i
+ 1m
j
+ 1m
k
=
i
m
+ j
m
+ k
m
= 1 and using the Ho¨lder inequality we get:
Ai,j,k ≤ ‖(g(εt−1))i‖m
i
‖(u(xt−1))j‖m
j
‖(c(εt−1))i‖m
k
<∞ so that B <∞.
Since 0 < B < ∞ and B does not contain x, we have
E
[
f(σδt )|σδt−1 = x
] ≤ 1 + E[c(εt−1)]mxm + (1 + x)m−1B = f(x)

1− τ
(
xm − B
τ
(1 + x)m−1
1 + xm
)
︸ ︷︷ ︸
=:C(x)

 ,
where τ := 1− E[c(εt−1)]m.
Since C(x) −→ 1 as x −→ +∞, there exists a positive real number K such that for
x ∈ [K,∞) : C(x) > 1/2. Hence for all x ∈ (K,∞) :
E
[
f(σδt )|σδt−1 = x
] ≤ (1− τ/2)f(x) . (40)
Furthermore for all x ∈ (0, K] :
E
[
f(σδt )|σδt−1 = x
] ≤ 1 +Km +B(1 +K)m−1 . (41)
The equations (40) and (41) imply that the conditions (37) and (38) (with A=(0,K]) of the
Tweedie’s lemma 9.1 are fulfilled. Thus {σδt }t admits an invariant probability measure π.
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By setting g(x) := τf(x)/2, we obtain from the inequality (40) and the assertion (39) of
the lemma of Tweedie that Epiσ
mδ
t <∞ .
Since α < 1 ≤ m it follows that Epiσαδt <∞, i.e., π is the αδth-order stationary distribution
of σt and so Rt = σtεt is the αδth-order stationary solution of our model (equations (1) and
(2)). Since there is a unique solution of the model (see proposition 3.1) we can assert that the
solution Rt given in the proposition has a finite moment of order m.
This proves the proposition. 
Proof of the proposition 4.1 and 4.2 By considering the noise process as the two
dimensional process (εt, xt), we are in the same situation as in Kristensen (2005) and can use
their proofs for theorem 7 and corollary 8. 
Proof of the lemma 5.1 Due to the fact that the optimum points θ∗i belong to Θ and
the fact that all elements of Θ fulfilled the assumptions of the proposition 3.1 we have
E(sup
θ∈Θ
c(εt; θ)
α) = max
i=1,...,n
E(c(εt; θ
∗
i )
α) < 1 and E(sup
θ∈Θ
g(εt; θ)
α) = max
i=1,...,n
E(g(εt; θ
∗
i )
α) <∞ .
We also have -since Θ is compact- λ ≤ λ¯ < ∞, from which follows E(sup
θ∈Θ
λu1(x
α
t−1)) =
E(λ¯u1(xt−1)
α) <∞ by assumption (i).
Using the general solution form of the volatility given in the equation (3) and proceeding
as in the proof of the proposition 3.1, we prove equation (15).
The equation (16) is proven by the fact that -as stated above-:
0 ≤ E(sup
θ∈Θ
c(εt; θ)
α) = max
i=1,...,n
E(c(εt; θ
∗
i )
α)︸ ︷︷ ︸
=: q
< 1 . 
Proof of the lemma 5.2 Repeating the proof of the proposition 3.2 we get that the
difference between the observed and the unobserved volatilities vanishes with an exponential
rate for every θ. Precisely we get
E sup
θ∈Θ
∣∣σδt (θ)− σ˜δt (θ)∣∣α =

E sup
θ∈Θ
|σ˜0|δα︸ ︷︷ ︸
A1(θ)=ωαδ
+E sup
θ∈Θ
|σ0(θ)|δα︸ ︷︷ ︸
A2(θ)



E supθ∈Θ
t−1∏
j=0
[c(εj ; θ)]
α
︸ ︷︷ ︸
A3(θ)

 .
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It is clear that A1 is continuous in θ. Since Θ is compact we get E
(
sup
θ∈Θ
A1(θ)
)
<∞. Using the
fact that the function c is non negative, the innovation process {εt}t is i.i.d. and the equation
(16) we get E
(
sup
θ∈Θ
A3(θ)
)
=
t−1∏
j=0
[
E sup
θ∈Θ
(c(εj; θ)
α)
]
= ρt1. From the above lemma 5.1, namely
equation (15) we also get that E
(
sup
θ∈Θ
A2(θ)
)
<∞. Hence we have
E
(
sup
θ∈Θ
∣∣σδt − σ˜δt ∣∣α
)
= O(ρt1) .
To prove the second part of the lemma we first remark that for all x ∈ R and a ∈ R>0, a ≤ 1,
we have |xa − 1| ≤ |x− 1|. Thus if 2 ≤ δ, i.e., 2/δ ≤ 1 it follows
E sup
θ∈Θ
∣∣σ2t (θ)− σ˜2t (θ)∣∣α = E
[
sup
θ∈Θ
σ˜2αt (θ)
∣∣∣∣∣
(
σδt (θ)
σ˜δt (θ)
)2/δ
− 1
∣∣∣∣∣
α]
≤︸︷︷︸
2/δ≤1
E
[
sup
θ∈Θ
σ˜2αt (θ)
∣∣∣∣σδt (θ)σ˜δt (θ) − 1
∣∣∣∣α
]
= E

sup
θ∈Θ
σ˜
α(2−δ)
t (θ)︸ ︷︷ ︸
≤ω2α(2−δ)/δ=:A4
∣∣σδt (θ)− σ˜δt (θ)∣∣α


= A4E
[
sup
θ∈Θ
∣∣σδt (θ)− σ˜δt (θ)∣∣α
]
= O(ρt1) by equation (17). (42)
If in contrary we have a > 1, then for all natural number n+ 1 ∈ N greater than a (especially
for n = ⌊a⌋) we have |xa − 1| ≤ |xn+1 − 1|. Thus if 2 > δ i.e. 2/δ > 1 it follows16
E sup
θ∈Θ
∣∣σ2t − σ˜2t ∣∣v = E
[
sup
θ∈Θ
σ˜2vt
∣∣∣∣∣
(
σδt
σ˜δt
)2/δ
− 1
∣∣∣∣∣
v]
≤︸︷︷︸
n=⌊2/δ⌋
E
[
sup
θ∈Θ
σ˜2vt
∣∣∣∣∣
(
σδt
σ˜δt
)n+1
− 1
∣∣∣∣∣
v]
= E

sup
θ∈Θ
(σ˜t)
2v−n−1︸ ︷︷ ︸
≤ω2α(n+1−v)/δ=:A5
∣∣∣(σδt )n+1 − (σ˜δt )n+1∣∣∣v


≤ A5 · E
[
sup
θ∈Θ
∣∣σδt − σ˜δt ∣∣v n∑
j=1
∣∣σδt ∣∣jv∣∣ σ˜δt ∣∣(n−j)v
]
≤ A5 ·

E
(
sup
θ∈Θ
∣∣σδt − σ˜δt ∣∣v
)2
︸ ︷︷ ︸
A6


1/2

E
(
sup
θ∈Θ
n∑
j=1
∣∣σδt ∣∣jv∣∣ σ˜δt ∣∣(n−j)v
)2
︸ ︷︷ ︸
A7


1/2
.
16For simplicity and a better readability we will omit the dependence on θ.
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It suffices to choose any v such that 0 < v ≤ α
4n
to get the desired result since the follow-
ing holds: concerning A6 we have 0 < v ≤ α/2 and using the equation (17) and the Jensen
inequality we obtain: A6 ≤
(
E
(
sup
θ∈Θ
∣∣σδt − σ˜δt ∣∣α
))α/2v
= O((ρα/2v1 )t) . We now prove that A7
is finite. Due to the Cauchy Schwartz inequality, sufficient conditions for the finiteness of A7
are that E
[
sup
θ∈Θ
∣∣σδt ∣∣4jv
]
<∞ and E
[
sup
θ∈Θ
∣∣σ˜δt ∣∣4(n−j)v
]
<∞. Using the Jensen inequality (since
4jv ≤ α, 4(n − j)v ≤ α) together with the fact that σ˜t is continuous and (15), we show the
two above inequalities. So we set ρ2 = ρ
α/2v
1 and get the desired result. 
Proof of the lemma 5.3
Using the value v found in the preceding lemma we have
E
(
nv/2 sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣v/2) ≤ nv/2 · 1
nv/2
E
(
sup
θ∈Θ
n∑
t=1
∣∣∣ℓt(θ)− ℓ˜t(θ)∣∣∣v/2
)
=
n∑
t=1
E
(
sup
θ∈Θ
∣∣∣∣−log(σ2t )− R2tσ2t + log(σ˜2t ) + R
2
t
σ˜2t
∣∣∣∣v/2
)
≤
n∑
t=1
E
(
sup
θ∈Θ
|σ2t (θ)− σ˜2t (θ)|v/2
σ
2v/2
t σ˜
2v/2
t
R
2v/2
t
)
︸ ︷︷ ︸
B1,t
+
n∑
t=1
E
(
sup
θ∈Θ
∣∣∣∣log
(
σ2t (θ)
σ˜2t (θ)
)∣∣∣∣v/2
)
︸ ︷︷ ︸
B2,t
,
noting that the first and the the second inequalities are due to the triangular inequality and
the fact that v/2 < 1. Let us now study B1,t and B2,t.
B2,t = E

sup
θ∈Θ
∣∣∣∣∣log
(
σt(θ)
σ˜t(θ)
)2∣∣∣∣∣
v/2

 = E

sup
θ∈Θ
∣∣∣∣∣
(
2
δ
)
log
(
σt(θ)
σ˜t(θ)
)δ∣∣∣∣∣
v/2


≤
(
2
δ
)v/2
E
(
sup
θ∈Θ
∣∣∣∣σδt (θ)− σ˜δt (θ)σ˜δt (θ)
∣∣∣∣v/2
)
≤
(
2
δ
)v/2
1
ωv/2
E
(
sup
θ∈Θ
∣∣σδt (θ)− σ˜δt (θ)∣∣v/2
)
≤
(
2
δ
)v/2
1
ωv/2

E
(
sup
θ∈Θ
∣∣σδt (θ)− σ˜δt (θ)∣∣v/2
)
︸ ︷︷ ︸
= O(ρt1) by equation (17)


v/α
= O
([
ρ
v/α
1
]t)
,
noting that the first inequality is due to the fact that log(x) ≤ x − 1 and the last one follows
from the Jensen inequality using the fact that v/2 ≤ α. Note also that 0 < ρv/α1 < 1, since
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0 < ρ1 < 1.
Concerning B1,t we use the equation (5.2) in the following sense
B1,t = E
(
sup
θ∈Θ
|σ2t (θ)− σ˜2t (θ)|v/2
σvt (θ)σ˜
v
t (θ)
Rvt
)
≤
[
E
(
sup
θ∈Θ
|σ2t (θ)− σ˜2t (θ)|v
σ2vt (θ)σ˜
2v
t (θ)
)]1/2
· [E (σ2vt (θ0)ε2vt )]1/2
=
[
E
(
sup
θ∈Θ
|σ2t (θ)− σ˜2t (θ)|v
σ2vt (θ)σ˜
2v
t (θ)
)]1/2
· [Eσ2vt (θ0)]1/2 E [ε2vt ]1/2
≤ 1
ω4v/δ

E
(
sup
θ∈Θ
∣∣σ2t (θ)− σ˜2t (θ)∣∣v
)
︸ ︷︷ ︸
= O(ρt2) by equation (18)


1/2
[
Eσ2vt (θ0)
]1/2
E
[
ε2vt
]1/2︸ ︷︷ ︸
<∞ by assumption 5.1 (ii)
= O
([
ρ
1/2
2
]t)
.
Note that the first inequality relies on the Cauchy Schwartz inequality and the second equality
(decomposition of the expectation) is due to the fact the εt is independent of σt(θ).
We get:
E
(
nv/2 sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣v/2) ≤ n∑
t=1
O
([
ρ
1/2
2
]t)
+O
([
ρ
v/α
1
]t)
≤
∞∑
t=1
O
([
ρ
1/2
2
]t)
+O
([
ρ
v/α
1
]t)
=: C <∞
and C is independent of n.
Finally we get (through the Markov inequality) for every positive ǫ > 0:
P
(
sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣ > ǫ) = P(nv/2 sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣v/2 > nv/2ǫv/2)
≤
E
(
nv/2 sup
θ∈Θ
∣∣∣Ln(θ)− L˜n(θ)∣∣∣v/2)
nv/2ǫv/2
≤ C
nv/2ǫv/2
−→ 0 as n→∞ . 
Proof of the lemma 5.4
To prove this lemma we will mainly use the last assumption (v) together with the fact that
{xt}t is independent of {εt}t. These imply -since u is non-constant- that xt| {Ft−1, {εt}t} has a
non-degenerate distribution.
We have σδt (θ) =
∞∑
k=0
Ak(θ) where Ak(θ) = [g(εt−1−k; ω, θ
1) + λu1(xt−1−k)]
k−1∏
j=0
c(εt−1−j; θ
2) .
σδt (θ) = σ
δ
t (θ0) ⇒ A0(θ)−A0(θ0) =
∞∑
k=0
(Ak(θ0)− Ak(θ))
34
⇒ (λ− λ0)u(xt−1) = g(εt−1−k; ω0, θ10)− g(εt−1−k; ω, θ1) +
∞∑
k=0
(Ak(θ0)− Ak(θ)) .
Since xt| {Ft−1, {εt}t} has a non-degenerate distribution we get λ = λ0. Applying the same
argument for Ak(θ) − Ak(θ0), k = 1, 2, 3, ... we get that
k−1∏
j=0
c(εt−1−j; θ
2
0) =
k−1∏
j=0
c(εt−1−j ; θ
2)
for k = 1, 2, 3, ..., especially c(εt−1−j ; θ
2
0) = c(εt−1−j ; θ
2). Finally plugging this in the equal-
ity σδt (θ) = σ
δ
t (θ0) we get
∞∑
k=0
[g(εt−1−k; ω, θ
1)− g(εt−1−k; ω0, θ10)]
k−1∏
j=0
c(εt−1−j ; θ
2
0) = 0 Since
c(εt−1−j ; θ
2
0) > 0 we get g(εt−1−k; ω, θ
1)− g(εt−1−k; ω0, θ10).
From the equalities c(εt−1−j; θ
2) = c(εt−1−j ; θ
2
0), g(εt−1−k; ω, θ
1)− g(εt−1−k; ω0, θ10) and the
assumption (iii), we get the desired result. 
Proof of the lemma 5.5
Since
R2t
σ2t (θ0)
> 0, we have on the one hand:
ℓt(θ0) = −log(σ2t (θ0))−
R2t
σ2t (θ0)
≤ −log(σ2t (θ0)) ≤ −log(ω0) ,
so that E
[
(ℓt(θ0))
+] <∞ .
On the other hand we have
ℓt(θ0) = −log(σ2t (θ0))−
σ2t (θ0)ε
2
t
σ2t (θ0)
= −log(σ2t (θ0))−
σ2t (θ0)ε
2
t
σ2t (θ0)
and since E(ε2t ) < ∞ (by assumption 5.1 2.), we obtained through the Jensen inequality and
the first assertion of assumption 5.1 that the negative part is bounded.
E
[(
log σ2t (θ0)
)−]
=
1
s
E
[(
log σ2st (θ0)
)−] ≤ 1
s
(
E
[
log σ2st (θ0)
])−
< +∞ ,
so that the expectation exists. This concludes the first part of the lemma. For the second part of
the lemma we first remark that as proved above E[ℓt(θ)]
+ <∞, such that E[ℓt(θ)] ∈ [−∞,∞).
If E[ℓt(θ)] = −∞ then E[ℓt(θ)] < E[ℓt(θ0)] .
If E[ℓt(θ)] > −∞ we have
E[ℓt(θ0)]− E[ℓt(θ)] = E
[
−log(σ2t (θ0))−
R2t
σ2t (θ0)
+ log(σ2t (θ)) +
R2t
σ2t (θ)
]
= E
[
log
(
σ2t (θ)
σ2t (θ0)
)
+
σ2t (θ0)
σ2t (θ)
]
− 1 ≥ 0 , (43)
since for all x > 0, x+ log(1/x) ≥ 1.
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The equality occurs if and only if σ2t (θ0) = σ
2
t (θ) or σ
δ
t (θ0) = σ
δ
t (θ) which implies from the
previous lemma that θ = θ0. 
Proof of the lemma 5.6
Let θ ∈ Θ\{θ0} and denote by V1/k(θ) the open centered in θ with radius 1/k. Since {ℓt(θ)}t
is strictly stationary and ergodic and Eℓt(θ) ∈ R∪ {−∞} we can use a modified version of the
ergodic theorem17 on {ℓt(θ)}t and thus on
{
sup
θ∗∈V1/k(θ)∩Θ
ℓt(θ
∗)
}
t
and we get on one side:
lim sup
n→∞
sup
θ∗∈V1/k(θ)∩Θ
Ln(θ
∗) = Eθ0
(
sup
θ∗∈V1/k(θ)∩Θ
ℓt(θ
∗)
)
< Eθ0 (ℓt(θ0)) , (44)
where the inequality is obtained by the following argument: using Beppo-Levi’s theorem, the
fact that
(
sup
θ∗∈V1/k(θ)∩Θ
ℓt(θ
∗)
)
k∈N
is a decreasing sequence converging through ℓt(θ) and since
Eθ0 (ℓt(θ)) < Eθ0 (ℓt(θ0)), there exists a k ∈ N such that the above inequality holds.
On the other side we have for any neighborhood V (θ0) of θ0
lim inf
n→∞
sup
θ∗∈V (θ0)∩Θ
Ln(θ
∗) = Eθ0
(
sup
θ∗∈V (θ0)∩Θ
ℓt(θ
∗)
)
≥ Eθ0 (ℓt(θ0)) , (45)
where the inequality is due to the fact that θ0 ∈ V (θ0).
Let k ∈ N and V (θ0) be a neighborhood of θ0. Since Θ is compact, there exists a finite
number of elements θ1, ..., θnk different from θ such that
nk⋃
i=1
V (θi)⊇ Θ, where V (θi), i = 1, ..., k
is an open ball with radius 1/k. Applying the inequalities (44) and (45), we get
lim
n→∞
sup
θ∗∈Θ
Ln(θ
∗) = lim
n→∞
sup
i=0,...,nk
sup
θ∗∈V (θi)∩Θ
Ln(θ
∗)
= Eθ0 (ℓt(θ0)) a.s. (46)
This proves the lemma. 
We can now show the consistency of the Q-MLE.
Proof of Proposition 5.1
The proof of the proposition 5.1 relies on the Theorem 4.1.1 of Amemiya (1985).
From lemmas 5.3 and 5.6 we get
sup
θ∈Θ
∣∣∣L˜n(θ)−Eθ0 (ℓt(θ0))∣∣∣ ≤ sup
θ∈Θ
∣∣∣L˜n(θ)− Ln(θ)∣∣∣+ sup
θ∈Θ
|Ln(θ)− Eθ0 (ℓt(θ0))| −→ 0 (in probability).
17see Francq and Zako¨ıan (2010), Exercises 7.3 and 7.4.
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Furthermore lemma 5.5 shows that the function θ −→ Eθ0 (ℓt(θ)) admits a global maximum at
θ0. Hence the proposition is proven. 
Proof of lemma 5.7
Since
∂ℓt
∂θ
(θ) =
2
δ
1
σδt (θ)
∂σδt (θ)
∂θ
(θ)
[
R2t
σ2t (θ)
− 1
]
, (47)
we have
Eθ0
(
∂ℓt
∂θ
(θ0)
)
= Eθ0
(
2
δ
1
σδt (θ0)
∂σδt (θ0)
∂θ
(θ0)
[
σ2t (θ0)ε
2
t
σ2t (θ0)
− 1
])
= Eθ0
(
2
δ
1
σδt (θ0)
∂σδt (θ0)
∂θ
(θ0)
)
Eθ0
(
ε2t − 1
)︸ ︷︷ ︸
=0
= 0 .
The second equality is due to the fact that εt is independent of Ft−1.
Since the expectation is null the variance equals the second moment; we then have
var
(
∂ℓt
∂θ
(θ0)
)
= Eθ0
(
∂ℓt(θ0)
∂θ
∂ℓt(θ0)
∂θ′
)
= Eθ0
(
4
δ2
1
σ2δt
∂σδt (θ0)
∂θ
∂σδt (θ0)
∂θ′
)
Eθ0
((
ε2t − 1
)2)
=
4
δ2
Eθ0
(
1
σ2δt
∂σδt (θ0)
∂θ
∂σδt (θ0)
∂θ′
)
Eθ0
(
ε4t − 2ε2t + 12
)
=
4
δ2
(κ− 1)A . 
Proof of the lemma 5.8
In equation (21), E(Mα1 ) < ∞ by assumption 5.2 (iv). E(Mα2 ) < ∞ since E(u(xt)α) < ∞
as it can be read in proposition 3.1. By Cauchy Schwartz inequality we have E(M
α/2
3 ) =
E
∣∣∣ ∂c∂θiσδt−1∣∣∣α/2 ≤ (E ∣∣∣ ∂c∂θi ∣∣∣αEσδαt−1)1/2 < ∞. Thus using the same procedure as in the proof of
proposition 3.1, we obtain that
∂σδt
∂θ
is α/2 stationary and ergodic. Similarly it can be shown
that
∂2σδt
∂θ∂θ′
is a α/4 stationary and ergodic process. We note that the stationarity and ergodic
properties stated above follow from the fact that ∂σδt /∂θ and ∂
2σδt /∂θ∂θ
′
are fixed functionals
of the joint process {(εt, xt)}t, which is by assumption 3.1 ergodic and stationary.
Looking now at the formulas (19) and (20) defining the first and second partial derivatives
of ℓt, we can state that they are fixed functional of {(εt, xt)}t and hence also stationary and
ergodic. 
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Proof of the lemma 5.9 The proof of this lemma is exactly analogous to the proof of
the lemma 5.2 together with the fact that the volatility σδt and its derivatives are bounded in
V (θ0) and the fact that σ
δ
t (resp. ∂σ
δ
t (θ)/∂θ, resp. ∂
2σδt (θ)∂θ∂θ
′
) is a α (resp. α/2, resp. α/4)
stationary process. 
Proof of the lemma 5.10
To prove (31) we use the form of ∂ℓt/∂θ and ∂ℓ˜t/∂θ given by equation (19) together with the
fact that for a1, a2, a3, b1b2, b3 real numbers we have a1a2a3− b1b2b3 = a2a3(a1− b1) + b1a3(a2−
b2) + b1b2(a3 − b3). We get
√
n
(
Sn(θ0)− S˜n(θ0)
)
=
2√
nδ
n∑
t=1
(
1
σδt (θ0)
− 1
σ˜δt (θ0)
)
∂σδt (θ0)
∂θ
[
R2t
σ2t (θ0)
− 1
]
︸ ︷︷ ︸
=:D1,t
+
2√
nδ
n∑
t=1
(
∂σδt (θ0)
∂θ
− ∂σ˜
δ
t (θ0)
∂θ
)
1
σ˜δt (θ0)
[
R2t
σ2t (θ0)
− 1
]
︸ ︷︷ ︸
=:D2,t
+
2√
nδ
n∑
t=1
1
σ˜δt (θ0)
∂σ˜δt (θ0)
∂θ
[
R2t
σ2t (θ0)
− R
2
t
σ˜2t (θ0)
]
︸ ︷︷ ︸
=:D3,t
.
Let us now study D1,t, D2,t and D3,t separately.
For D1,t we use the fact that
∂σδt (θ0)
∂θ
is α/2-stationary, R2t is α-stationary, εt is independent
of σδt and σ˜
δ
t , the equation (17), the Jensen and Cauchy-Schwartz inequality to obtain
Eθ0 |D1,t|α/4 = Eθ0
∣∣∣∣ σ˜δt (θ0)− σδt (θ0)σδt (θ0)σ˜δt (θ0) ∂σ
δ
t (θ0)
∂θ
(
ε2t − 1
)∣∣∣∣α/4
= Eθ0
∣∣∣∣∣∣∣∣∣
σ˜δt (θ0)− σδt (θ0)
σδt (θ0)︸ ︷︷ ︸
≥ω0
σ˜δt (θ0)︸ ︷︷ ︸
≥ω0
∂σδt (θ0)
∂θ
∣∣∣∣∣∣∣∣∣
α/4
Eθ0
∣∣ε2t − 1∣∣α/4
≤ 1
ω
α/2
0

Eθ0
∣∣σ˜δt (θ0)− σδt (θ0)∣∣α/2︸ ︷︷ ︸
≤O
([
ρ
1/2
1
]t)
by equation (17)


1/2
Eθ0
∣∣∣∣∂σδt (θ0)∂θ
∣∣∣∣α/2︸ ︷︷ ︸
<∞


1/2
Eθ0
∣∣ε2t − 1∣∣α/4︸ ︷︷ ︸
<∞ by assump. 5.2,2
≤ O
([
ρ
1/4
1
]t)
.
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For D2,t we use almost all arguments listed for D1,t plus the equation (28) and we obtain
Eθ0 |D2,t|α/2 = Eθ0
∣∣∣∣∣∣∣∣∣
(
∂σδt (θ0)
∂θ
− ∂σ˜
δ
t (θ0)
∂θ
)
1
σ˜δt (θ0)︸ ︷︷ ︸
≥ω0
(
ε2t − 1
)
∣∣∣∣∣∣∣∣∣
α/2
≤ 1
ω
α/2
0
Eθ0
∣∣∣∣∂σδt (θ0)∂θ − ∂σ˜
δ
t (θ0)
∂θ
∣∣∣∣α/2︸ ︷︷ ︸
=O(ρt3) by equation (28)
· Eθ0
∣∣ε2t − 1∣∣α/2︸ ︷︷ ︸
<∞ by assump. 5.2,2
≤ O(ρt3) .
D3,t is also treated using the above listed arguments together with the equation (30) and
we get
Eθ0 |D3,t|v/4 = Eθ0
∣∣∣∣∣∣∣∣∣∣
1
σ˜δt (θ0)︸ ︷︷ ︸
≥ω0
∂σ˜δt (θ0)
∂θ


σ˜2t (θ0)− σ2t (θ0)
σ2t (θ0)︸ ︷︷ ︸
≥ω
2/δ
0
σ˜2t (θ0)︸ ︷︷ ︸
≥ω
2/δ
0

R2t
∣∣∣∣∣∣∣∣∣∣
v/4
≤ 1
ωu
(
Eθ0
∣∣∣∣∂σ˜δt (θ0)∂θ
∣∣∣∣v/2
)1/2 (
Eθ0
∣∣(σ˜2t (θ0)− σ2t (θ0))R2t ∣∣v/2)1/2
≤ 1
ωu

Eθ0
∣∣∣∣∂σ˜δt (θ0)∂θ
∣∣∣∣v/2︸ ︷︷ ︸
=:D3,1,t<∞


1/2
Eθ0 ∣∣σ˜2t (θ0)− σ2t (θ0)∣∣v︸ ︷︷ ︸
=O(ρt5) by equation (30)


1/4 Eθ0R2vt︸ ︷︷ ︸
=:D3,2,t<∞


1/4
= O
([
ρ
1/4
5
]t)
,
where u = v(1/2 + 2/δ). We note that D3,1,t <∞ is due to the fact that the first derivative of
σδt is α/2 stationary - as shown in the proof of lemma 5.8- and v/2 < α/2. To prove D3,2,t <∞
we use the fact that Rt is α-stationary and 2v < α.
Since min{α/2, α/4, v/4} = v/4 we get by using Jensen inequality and the above calcula-
tions:
Eθ0
(
nv/8
∣∣∣√n(Sn(θ0)− S˜n(θ0))∣∣∣v/4) ≤ (2
δ
)v/4 n∑
t=1
[
Eθ0D
v/4
1,t + Eθ0D
v/4
2,t + Eθ0D
v/4
3,t
]
≤
(
2
δ
)v/4 n∑
t=1
[(
Eθ0D
α/4
1,t
)v/α
+
(
Eθ0D
α/2
2,t
)v/2α
+ Eθ0D
v/4
3,t
]
≤
(
2
δ
)v/4 ∞∑
t=1
[
O
([
ρ
v/4α
1
]t)
+O
([
ρ
v/2α
3
]t)
+O
([
ρ
1/4
5
]t)]
=: F1 <∞ .
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Thus using the Markov inequality it follows for all ε > 0
P
(√
n
∣∣∣Sn(θ0)− S˜n(θ0)∣∣∣ > ε) = P(nv/8 ∣∣∣√n(Sn(θ0)− S˜n(θ0))∣∣∣v/4 > nv/8εv/4)
≤
Eθ0
(
nv/8
∣∣∣√n(Sn(θ0)− S˜n(θ0))∣∣∣v/4)
nv/8εv/4
≤ F1
nv/8εv/4
−→ 0 (as n→∞).
To prove (32) we use the form of ∂2ℓt/∂θ∂θ
′
and ∂2ℓ˜t/∂θ∂θ
′
given by equation (19) together
with the fact that for a1, a2, a3, a4, b1, b2, b3, b4 real numbers we have a1a2a3a4 − b1b2b3b4 =
a2a3a4(a1 − b1) + b1a3a4(a2 − b2) + b1b2a4(a3 − b3) + b1b2b3(a4 − b4) and a1a2a3 − b1b2b3 =
a2a3(a1 − b1) + b1a3(a2 − b2) + b1b2(a3 − b3). We get for i, j ∈ {1, ..., m}:(
Hn(θ)− H˜n(θ)
)
ij
=
∂2ℓt
∂θi∂θj
− ∂
2ℓ˜t
∂θi∂θj
=
−2
nδ
n∑
t=1
(
1
σ2δt (θ)
− 1
σ˜2δt (θ)
)
∂σδt (θ)
∂θi
∂σδt (θi)
∂θj
[
2 + δ
δ
R2t
σ2t (θ)
− 1
]
︸ ︷︷ ︸
=:Gij1,t(θ)
− 2
nδ
n∑
t=1
(
∂σδt (θ)
∂θi
− ∂σ˜
δ
t (θ)
∂θi
)
1
σ˜2δt (θ)
∂σδt (θ)
∂θj
[
2 + δ
δ
R2t
σ2t (θ)
− 1
]
︸ ︷︷ ︸
=:Gij2,t(θ)
− 2
nδ
n∑
t=1
(
∂σδt (θ)
∂θj
− ∂σ˜
δ
t (θ)
∂θj
)
1
σ˜2δt (θ)
∂σ˜δt (θ)
∂θi
[
2 + δ
δ
R2t
σ2t (θ)
− 1
]
︸ ︷︷ ︸
=:Gij3,t(θ)
−2(2 + δ)
nδ2
n∑
t=1
(
R2t
σ2t (θ)
− R
2
t
σ˜2t (θ)
)
1
σ˜2δt (θ)
∂σ˜δt (θ)
∂θi
∂σ˜δt (θ)
∂θj︸ ︷︷ ︸
=:Gij4,t(θ)
+
2
nδ
n∑
t=1
(
1
σδt (θ)
− 1
σ˜δt (θ)
)
∂2σδt (θ)
∂θi∂θj
[
R2t
σ2t (θ)
− 1
]
︸ ︷︷ ︸
=:Gij5,t(θ)
+
2
nδ
n∑
t=1
(
∂2σδt (θ)
∂θi∂θj
− ∂
2σ˜δt (θ)
∂θi∂θj
)
1
σ˜δt (θ)
[
R2t
σ2t (θ)
− 1
]
︸ ︷︷ ︸
=:Gij6,t(θ)
+
2
nδ
n∑
t=1
(
R2t
σ2t (θ)
− R
2
t
σ˜2t (θ)
)
1
σ˜δt (θ)
∂2σ˜δt (θ)
∂θi∂θj︸ ︷︷ ︸
=:Gij7,t(θ)
.
To prove the desired result we will among others use the following properties (i) : sup
θ∈V (θ0)
(1/σδt ) ≤
1/ω, (ii) : Cauchy Schwartz inequality, (iii) : Jensen inequality, (iv): ∂2σ˜δt (θ)/∂θi∂θj is α/4
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stationary, (v): ∂σ˜δt (θ)/∂θi is α/2 stationary. Let us study G
ij
k,t(θ), k = 1, ..., 7 separately
18.
For Gij1,t(θ) we use (i), (ii), (iii), (v), (17) to obtain Eθ0 sup
θ∈V (θ0)
∣∣Gij1,t(θ)∣∣α/8 ≤ O
([
ρ
1/8
1
]t)
.
For Gij2,t(θ) and G
ij
3,t(θ) we use (i), (ii), (iii), (v), (28) to obtain Eθ0 sup
θ∈V (θ0)
∣∣Gij2,t(θ)∣∣α/8 ≤
O
([
ρ
1/4
3
]t)
and Eθ0 sup
θ∈V (θ0)
∣∣Gij3,t(θ)∣∣α/8 ≤ O
([
ρ
1/4
3
]t)
.
For Gij4,t(θ) we use (i), (ii), (iii) (v) and (29) to obtain Eθ0 sup
θ∈V (θ0)
∣∣Gij4,t(θ)∣∣v/4 ≤ O
([
ρ
1/4
5
]t)
.
For Gij5,t(θ) we use (i), (ii), (iii), (iv), (17) and we get Eθ0 sup
θ∈V (θ0)
∣∣Gij5,t(θ)∣∣α/8 ≤ O
([
ρ
1/8
1
]t)
.
For Gij6,t(θ) we use (i), (ii), (iii), (29) and we get Eθ0 sup
θ∈V (θ0)
∣∣Gij6,t(θ)∣∣α/8 ≤ O([ρ1/24 ]t).
ForGij7,t(θ) we use (i), (ii), (iii), (iv) and (29) and we getEθ0 sup
θ∈V (θ0)
∣∣Gij7,t(θ)∣∣v/4 ≤ O
([
ρ
1/4
5
]t)
.
Using these calculations together with the Jensen inequality and the fact that min{v/4, α/8} =
v/4 < 1 we then obtain
Eθ0
(
nv/4 sup
θ∈V (θ0)
∥∥∥Hn(θ)− H˜n(θ)∥∥∥v/4
)
= Eθ0 sup
θ∈V (θ0)
(
n
∥∥∥Hn(θ)− H˜n(θ)∥∥∥)v/4
= Eθ0 sup
θ∈V (θ0)
(
n
m∑
i=1
m∑
j=1
∣∣∣∣(Hn(θ)− H˜n(θ))
ij
∣∣∣∣
)v/4
≤ Eθ0 sup
θ∈V (θ0)
nv/4
m∑
i=1
m∑
j=1
∣∣∣∣(Hn(θ)− H˜n(θ))
ij
∣∣∣∣v/4
=
m∑
i=1
m∑
j=1
Eθ0 sup
θ∈V (θ0)
nv/4
∣∣∣∣(Hn(θ)− H˜n(θ))
ij
∣∣∣∣v/4
≤
m∑
i=1
m∑
j=1
Eθ0 sup
θ∈V (θ0)
(
2
δ
)v/4 ∣∣∣∣∣
7∑
k=1
n∑
t=1
Gijk,t
∣∣∣∣∣
v/4
≤
(
2
δ
)v/4 m∑
i=1
m∑
j=1
7∑
k=1
n∑
t=1
Eθ0 sup
θ∈V (θ0)
∣∣Gijk,t∣∣v/4
≤
(
2
δ
)v/4 m∑
i=1
m∑
j=1
7∑
k=1
∞∑
t=1
Eθ0 sup
θ∈V (θ0)
∣∣Gijk,t∣∣v/4︸ ︷︷ ︸
<∞ from above calculations
=: F2 ,
where F2 <∞ and independent of n.
18we will not study in detail as previously. A detailed proof can be done similarly as in the first part of this
lemma.
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From this we can obtain the required convergence result by using the Markov inequality:
P
(
sup
θ∈V (θ0)
∥∥∥Hn(θ)− H˜n(θ)∥∥∥ > ε
)
= P
(
nv/4 sup
θ∈V (θ0)
∥∥∥Hn(θ)− H˜n(θ)∥∥∥v/4 > nv/4εv/4
)
≤
Eθ0
(
nv/4 sup
θ∈V (θ0)
∥∥∥Hn(θ)− H˜n(θ)∥∥∥v/4
)
nv/4εv/4
=
F2
nv/4εv/4
−→ 0 (as n→∞) for every ε > 0.
This proves the second equation of the lemma. 
Proof of the proposition 5.2
As shown previously, it suffices to prove the equations (24) and (25).
From the lemma 5.8, the process ∂ℓt(θ0)/∂θ is stationary and ergodic. Moreover it is a
martingale difference sequence since Eθ0(∂ℓt(θ0)/∂θ|Ft−1) = 0 as it can be seen in the proof of
lemma 5.7. Furthermore from this lemma 5.7, we have that this process has finite variance.
Hence using the invariance principle of stationary martingale difference, we obtain
1√
n
n∑
t=1
∂ℓt(θ0)
∂θ
−→ N
(
0,
4
δ2
(κ− 1)A
)
(in distribution),
or equivalently,
√
nSn(θ0) −→ N
(
0,
4
δ2
(κ− 1)A
)
(in distribution).
Since the lemma 5.10 says that the difference between the observed (S˜n) and unobserved (Sn)
volatilities converges to zero in probability, we can use it together with the above equation to
obtain through the Slutsky lemma that
√
nS˜n(θ0) =
√
nSn(θ0) +
√
n
(
S˜n(θ0)− Sn(θ0)
)
−→ N
(
0,
4
δ2
(κ− 1)A
)
(in distribution).
This proves the equation (24).
To prove the equation (25) we used the fact that ∂2ℓt/∂θ∂θ
′
is stationary and ergodic (lemma
5.8) and that Eθ0
∣∣∂2ℓt/∂θ∂θ′ ∣∣ <∞ to conclude -using the weak law of large numbers- that for
all θ ∈ V ′(θ0),
Hn(θ) −→ H(θ) (in prob.) as n→∞ , (48)
where H(θ) = Eθ0
(
∂2ℓt(θ)/∂θ∂θ
′)
.
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Furthermore the third derivative of ℓt is bounded in V
′
(θ0). Hence the above pointwise
convergence is uniform over V
′
(θ0), i.e.,
sup
θ∈V ′(θ0)
‖Hn(θ)−H(θ)‖ −→ 0 (in prob.) as n→∞.
Combining this with the equation (32) of the lemma 5.10, we get
sup
θ∈V
′
(θ0)∩V (θ0)
∥∥∥H˜n(θ)−H(θ)∥∥∥ −→ 0 (in prob.) as n→∞. (49)
From this uniform convergence of Hn towards H over V
′
(θ0) ∩ V (θ0) and the fact that H˜n
is continuous in θ, we obtain that H is also continuous over V
′
(θ0) ∩ V (θ0). Using now the
continuity of H and the fact that that θ¯n converges towards θ0 as θˆn converges towards θ0,
together with the above pointwise convergence (48), we get
∥∥Hn(θ¯n)−H(θ0)∥∥ ≤ ∥∥Hn(θ¯n)−H(θ¯n)∥∥+ ∥∥H(θ¯n)−H(θ0)∥∥ −→ 0 (in prob.) as n→∞ .
Furthermore
Hi,j(θ0) = Eθ0
(
∂2ℓt(θ0)
∂θi∂θj
)
= Eθ0
(
2
δ
1
σδt (θ0)
[
− 1
σδt (θ0)
∂σδt (θ0)
∂θi
∂σδt (θ0)
∂θj
(
2 + δ
δ
R2t
σ2t (θ0)
− 1
)
+
∂2σδt (θ0)
∂θi∂θj
(
R2t
σ2t (θ0)
− 1
)])
= Eθ0
(−2
δ
1
σ2δt (θ0)
∂σδt (θ0)
∂θi
∂σδt (θ0)
∂θj
)
Eθ0
(
2 + δ
δ
ε2t − 1
)
︸ ︷︷ ︸
=2/δ
+Eθ0
∂2σδt (θ0)
∂θi∂θj
Eθ0
(
ε2t − 1
)︸ ︷︷ ︸
=0
=
−4
δ2
Ai,j .
This proves the proposition. 
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