Absfmt-This paper presents an approsch for reducing the threshold observation time required to achieve high-resolution localization of multiple broad-band sources. The proposed techniques are based on a space-time statistic called the steered covariance matrix (STCM). The STCM, like the well-known cross-spectral density matrix (CSDM), has asymptotic properties which facilitate h%h-resolutlw source iocalization. In broad-band settings, however. the STCM has the advantage that it can be estimated with much greater statistical stability than the CSDM. In this paper, the STCM Is used in coqjunctbn with minimum variance and linear predktive spectnl estimation to obtain the steered minimum variance (STMV) and steered linear pndition (STLP) methods. Analytical and simulation results are presented which suggest the STMV and STLP methods exhibit lower threshoid observation times than their CSDM-based counterparts.
I. INTRODUCTION
HIS paper addresses the problem of determining the T locations of multiple broad-band sources given the outputs of a passive sensor array. In recent years, a variety of spectral estimation techniques (cf. 111 and the reference contained therein) have been applied to the narrow-band source location problem. However, to obtain better resolution than conventional delay-and-sum (DS) beamforming, these techniques require adequate signalto-noise ratio and/or observation time, without which they suffer a serious threshold effect [2] . A common feature of the above methods is their formulation in terms of the narrow-band spatial cross-spectral density matrix (CSDM) of the array outputs 131. In [41, narrow-band techniques are extended to the broad-band problem by estimating a series of cross-spectral density matrices over the receiver band and then combining the results of narrow-band spatial power spectral estimation performed at each frequency. A limitation of this approach, however, is that the threshold observation time or signal-to-noise ratio at which highresolution properties are achieved is dictated by the estimation of individual narrow-band cross-spectral density matrices. For this reason, such techniques have been described as "incoherent" wide-band spatial spectral estimators [5]. reduce narrow-band CSDM estimates made over the receiver bandwidth to a single focussed covariance matrix wherein each source has a rank one representation. As shown in [lo] , the resulting focussed cavariance matrix can be estimated with an accuracy which reflects the full time-bandwidth product of the sources. While coherent signal-subspace methods offer a significant improvement over incoherent methods in broad-band settings, they are vulnerable to source location bias resulting from errors in estimating the required focussing matrices [13]. An interesting extension of coherent signal-subspace techniques are the broad-band signal-subspace spatial spectral estimation (BASS-ALE) methods of [ 6 ] . In this approach, low rank signal representations are used to approximate spacetime observations of broad-band sources, In these methods, sou= location bias resulting from an uncertain signal spectrum can be controlled by increasing the number of location vectors used to span the signal subspace. The techniques proposed in this paper avoid the source location bias problem by defining a broad-band covariance matrix for which the desired broad-band signal representation space will always have a rank one characterization, regardless of source spectral content or source location.
The price paid for this feature is an increase in computational complexity.
The methods described here are based on a space-time statistic called the steered covariance matrix (STCM). Thc exhibit lower threshold observation times than their CSDM-based counterparts.
The remainder cif this paper is divided into four principal sections. In the next section, the assumed multiple source model is presented along with the definition of the steered covariance matrix (STCM) and motivation for STCM-based source location methods. In the third section, the relationship between the STCM and CSDM is used to derive a practical STCM estimate and to express the statistics of this estimate in terms of the complex Wishart characteristic function [ 171. In Section IV, the steered minimum variance (STMV) and steered linear prediction (STLP) methods of spatial power spectral estimation are discussed. Finally, a comparative simulation study given in Section V examines the source location performance of the STMV and STLP methods and analogous CSDMbased techniques as a function of observation time,
MODEL FORMULATION AND THE STEERED
COVARIANCE MATRIX
Consider an array of M wide-band sensors which measure the acoustic field generated by P broad-band point sources in the presence of diffise ambient noise. It is assumed that the sources and the background noises are statistically independent. Denote the continuous-time output , M -1. Under the assumed model, y m ( t ) , observed over a time interval of T seconds, can be expressed as of a sensor at location x, by y , ( t ) , for m = 0, -
where u i ( t ) , i = 1, * * , P are stationary, zero-mean, random processes corresponding to each received source signal, and v,,,(r) is the spatially and temporally stationary, zero-mean, background noise process at the mth sensor. For a source at location Oi, 7, (e,) is the signal propagation delay to the mth sensor, as measured relative to the array coordinate origin. The locations, di, i = 1, ... , P, of the P sources are the parameters to be estimated from a finite-time observation of the sensor outputs. Except under multipath propagation conditions, the sources are assumed to be mutually uncorrelated. In the multipath case, the correlation between the ith and nth multipath source signals is modeled by
where ah is the relative attenuation and ti,, is the relative multipath delay between the ith and nth amvals.
The steered covariance matrix (STCM) can be defined using the complex analytic representation of the sensor outputs (as in [7] ). For the mth sensor, the complex analytic representation of y , ( t ) is given by y : ( t ) = y,,, ( t ) + j j & , ( r ) , wherex(-) is the Hilbert transform ofx(.). In conventional delay-and-sum (DS) beamforming methods, reception of signals emanating from location d is enhanced by inserting a steering delay of T,,, (6) at the output of each sensor. Define the steered, sensor output vector,
where superscript Tdenotes transpose. Since the complex analytic representation of the DS beamformer output, b ( t , e), with steering in direction 8 is formed by taking the weighted sum of the elements of y ( t, B), then b( t, 0 ) = w 3 ( t , 6 ) . where w = [w,, ---, wM-I 1 * is a vector of real-valued array shading weights. Further, the expected beam power, z(e) = E { 1b(r,e)i*}, can be expressed as whereR(0) = E { y ( t , 6 ) y ( t , e ) " } , E { . ) istheexpec is not a function of time, hence, the variable t is dropped in the notation, R ( e).)
Observe that the steered covariance matrix in (4) plays a role similar to the cross-spectral density matrix (CSDM) in expressing the narrow-band beam power [I] . The CSDM, however, is a function of temporal frequency and its corresponding weighting vector depends both on the array shading and steering, 8 . In = Z [ E { u , ( t + 7 ) u , ( t ) } + j E { n , ( r + 7 ) ui( t) } is the autocorrelation function of the ith source and 
where af = ps (0) is the power of the 8th source. Thus, for a source aligned with the steering direction of the array, the STCM contains a constant. perfectly coherent component equal to the source power regardless of its spectral signature. Since for broad-band sources each pi ( 7 ) will be a slowly decaying function of 7 , the offsteering direction terms in the summation of (6) where ai is the noise power and ti,,,,,, is the Kronecker delta. In this case, the noise contributes to the STCM only on the main diagonal regardless of its autopower spectral density. From the above discussion, one approach to determining the power level of a point source in the steering direction, d, is to accurately estimate the level of the constant, or "dc," term in (5). Performing this estimation for a closely spaced set of steering directions yields a broad-band spatial power spectral estimate. Note that delay-and-sum beamforming corresponds to making a conventional Blackman-Tukey estimate of the dc component of r ( m , e). In Section IV, minimum variance and linear predictive spectral estimation are examined as methods of estimating the dc component of (5) for each steering direction 8.
ESTIMATION OF THE STEERED COVARIANCE MATRIX (STCM)
In this section, a simple relationship between the steered covariance matrix (STCM) and the narrow-band crossspectral density matrix (CSDM) is used to obtain a practical STCM estimate whose statistics can be expressed in Note that efficient computation of (1 I) can be achieved by using the fast Fourier transform (FFT) to obtain the Y,,( k ) from discrete-time sensor outputs. 
which is the required result.
The advantage of using the STCM for broad-band source location lies in the fact that it can be estimated with much greater statistical stability than individual crossspectral density matrices. To demonstrate this, consider the form of (1 3) under the model of (1) when the sources are uncorrelated. In this case, the CSDM is given by 131
where U 5 . k and @is& are, respectively, the noise and signal powers at frequency u k , and Dk(e ) is the direction vector with elements { Dk ( eP) } , , , = e-jzTm(ef'J, of the pth source at frequency 01. Substituting (14) into (13) and noting Although, in theory, the probability density function of fi (e) can be obtained by taking the M ( M + 1 ) /2-dimensional inverse Fourier transform of (15) 
where B = h -1 + 1. By comparison of (17) and (12), 4 ( t ) can be recognized as the Wishart characteristic function with NB degrees of freedom. Thus, provided that NB 2 M, the probability distribution of R ( 0 ) is approximately the complex Wishart density, CW(NB, M, R ( 0 ) ) .
As a second scenario, note that in the low signal-to-noise ratio case with flat noise auto-spectrum (i.e., Lp << L,, statistical stability than the individual K( U&). This is the key advantage of using methods based on the steered covariance matrix versus individual cross-spectral density matrices for broad-band spatial power spectral estimation.
IV. STEERED COVARIANCE SOURCE LOCATION METHODS

A. The Steered Minimum Variance Method (STMV)
The steered minimum variance (STMV) method is derived by finding the beamformer weight vector, w , which minimizes the beam power given by (4) subject to the constraint that the processor gain is unity for a broad-band plane wave in direction B. FoIlowing ( 6 ) , the problem alternatively can be viewed as one of estimating the dc component of the STCM steered in direction 8 by means of a minimum variance (MV) approach. In either case, this technique has the effect of choosing w to minimize the power contribution from sources and noise not propagat- what permits the STMV method to achieve a significant reduction in threshold observation time. In terms of source location estimation error, the statistical stability of the STMV method could be expected to translate into decreased estimate variance. As is common in parameter estimation problems, however, this decrease in variance is accompanied by an increase in estimator bias above the threshold observation time. This tradeoff is studied by a computer simulation of the STMV and MVDR methods in the next section.
In summary, the steps used to perform the STMV method are as follows. 1) Form estimated cross-spectral density matrices,
&( wk), over the frequency band of interest (10).
2) Compute estimated steered covariance matrices,
R( e), for each steering direction, 8, of interest (1 1).
3) Compute R ( 8 ) -' and form dsmo(8) = [ l'R(6)-11-l for each steering direction 0 to obtain a broad-band spatial power spectral estimate ( 18).
Note that estimation of the source locations is achieved by determining the peak positions of the spatial power spectral estimate ZS,,,,, ( 8 1.
B. The Steered Linear Prediction Method (S'IZP)
In steered linear prediction (STLP), a finite-order autoregressive (AR) model is fitted to the steered sensor outputs by computing linear prediction coefficients from the and BL(e) and substituting them into (30) yields the steered linear predictive estimate for direction 8. Repeating this process for a closely spaced set of steering directions which span the directions of interest generates a complete STLP spatial power spectral estimate. In summary, broad-band STLP spatial power spectral estimation is achieved by performing the following steps.
1) Form spatially averaged cross-spectral density matrix estimates, &( uk), over the frequency band of interest.
2) Compute spatially averaged steered covariance matrices, &(e), for each steering direction, 8, of interest 3) Solve the augmented normal equations of (3 1) to obtain $(e) and ,ijL(8) for each of these steering directions.
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Substitute &(e) and bL(8) into (30) to obtain &&(e), the STLP spatial power spectral estimate. first three figures, an observation time of 12.8 s, corresponding to N = M = 16 snapshots of data, was used. In Fig. 1 , the beam power versus bearing plot for the conventional delay-and-sum (DS) beamformer with rectangular shading is shown for five independent trials. Note that since the source spacing, B2 -d1 = 3.0°, is less than half the Rayleigh limit of 7.62', the sources are not resolved. The result of applying the broad-band MVDR method defined by (22) in this scenario is shown in Fig.  2 . Observe that the two targets are clearly resolved but that the MVDR estimate, &,,r( e), exhibits considerably more variability from trial to trial than the DS result. In Fig. 3 , the STMV beam power estimate, &,,J8), is illustrated. Note that again the two sources are resolved but the variability of &, , , , ( 8) is less than that of Zmrd,( e). For steering directions in the neighborhood of the two sources, this behavior is consistent with the fact that the STMV beam power estimate has a lower normalized variance than that of the MVDR method. Interestingly, however, this lower variability appears to be even more pronounced at steerings far from the source angles. Although analytic study of this behavior is difficult for the reasons noted in Section IV, the results of Figs. 2 and 3 lend qualitative support to the claim that the STMV method can yield more stable spatial spectral estimates than the MVDR method in a limited observation time situation.
A more quantitative comparison of the STMV versus MVDR methods is achieved by measuring their meansquare bearing emf versus observation time. In the following experiments, the statistics of the beam power versus bearing plot peak in the neighborhood of the source at dz = 102.0' were estimated based on 50 independent trials at each observation time. The average, standard deviation, and root-mean-square error of the bearing estimates achieved with the STMV and MVDR methods are summarized in Table I . The standard deviation results are plotted versus observation time in Fig. 4 . Note that to assign a precise confidence interval to each measured standard deviation, 6, shown in Fig. 4 requires knowledge of the probability distribution of the bearing estimates. Under the assumption that the bearing estimates are normally distributed about their mean, the 50-trial 95 percent confidence interval would extend from approximately 0.848 to 1.228 for each point in the figure. At observation times less than 12.8 s (i.e., 12.8/0.8 = 16 snapshots), the MVDR method could not be computed due to the singularity of the CSDM estimate k( q). The steered covariance matrix estimates, R ( e ) , however, remained nonsingular for observation times as small as 0.8 s (i.e., one snapshot). The solid line in Fig. 4 is the Cramer-Rao Lower Bound (CRLB) for estimation of e2 in this scenario (cf.
[5]). It should be noted that the CRLB used here assumes the receiver statistics are known a priori with the exception of and B2, and further applies only to unbiased estimators. Since neither of these conditions apply to the estimators under consideration, the CRLB in the present study should be considered simply as a useful performance benchmark rather than as a strict lower bound. Observe that the STMV bearing estimates have standard deviations which are less than 3 dB greater than the CRLB even below the 12.8 s threshold observation time of the MVDR method. Above the threshold observation time, the STMV method exhibits lower bearing estimate standard deviation than the MVDR estimates, however, a comparison of the average bearing estimates of the two methods given in Table I mveals that the STMV method has a greater bias than the MVDR method in this region. The above results suggest that the STMV method achieves lower bearing estimate variance at the price of greater bearing bias. At observation times less than the threshold for the MVDR technique, this tradeoff is highly desirable since it permits a considerable reduction in the observation time required for resolving the broad-band sources. At observation times greater than the threshold of the MVDR method, the overall bearing estimate meansquarc error may or may not be reduced by the STMY estimates, b~( o~) , are found by solving the augmented normal equations for each frequency ut, k = i, * * * , h, and with the constraint that the first element of dL( uk) is unity for all k. To examine the limited observation time performance of the STMV and STLP methods, the previous two-source scenario with BI = 99", Q2 = 102", and SNR, = SNR = 12 dB was examined. In Figs. 5-7 , an observation time of 3.2 s, corresponding to N = 3 snapshots of data, was used. In Fig. 5 , five independent spatial power spectral estimates obtained using the CSDM-based FBLP method defined by (33) with L = 8 are shown. A prediction filter of order of eight was selected since it is the minimum order which will resolve the two sources in this scenario. Observe that the two targets in Fig. 5 are just barely resolved and that the plots exhibit considerable variability from trial to trial, particularly at bearings in the neighborhood of the targets. The effect of increasing the order of the FBLP predictor to L = 12 is shown in Fig. 6 . Note that while the two sources are better resolved, spurious peaks are evident at angles removed from the true source bearings. The presence of spurious peaks in the FBLP spectral estimates at short observation times is due to the instability of individual CSDM estimates 8( w k ) . In Fig.   7 , the results of using the STLP method with a 12-order prediction filter is shown. In contrast to the 12-order FBLP method, the increased stability of the STLP method results in spatial power spectral estimates which clearly resolve the sources and do not exhibit spurious peaks.
The mean-square bearing error performance of the FBLP and STLP methods, measured as a function of observation time, is given in Table 11 . Again, the statistics of the spatial power spectral estimate peak in the neighborhood of the source at 82 = 102.0" were estimated based on 50 independent trials at each observation time. Note that a predictor order of 8 was used for the FBLP method while an order of 12 was employed in the STLP method. These predictor orders were chosen to minimize the measured mean-square bearing error for each method at an observation time of 12.8 s. ing the standard deviation of bearing errors for the two methods is given in Fig. 8 . The solid line in Fig. 7 Braring ( 
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. Fig. 9 . Root-mean-square bearing estimation error for FBLP and STLP methods versus the CRLB as a function of observation time.
tor order in the CSDM-based FBLP method. In terms of root-mean-square bearing error, experimental results for the STLP and FBLP methods are plotted in Fig. 9 . The lower bias and standard deviation of the STLP bearing estimator combine to give it lower mean-square bearing error at all observation times considered. The improved performance of the STLP method can be attributed to the increased statistical stability of the STLP method which permits a larger order linear predictor to be used without incurring an excessive increase in estimator variance.
VI. CONCLUSION
This paper has investigated means of reducing the threshold observation time required to achieve high-resolution broad-band source location. The steered covariance matrix (STCM) has been defined to provide a spacetime statistic which can be estimated with an accuracy which reflects the full time-bandwidth product of the wideband sources. It has been shown that the STCM, like the narrow-band cross-spectral density matrix (CSDM), has asymptotic properties which facilitate high-resolution bearing estimation. In broad-band settings, however, the effective number of statistical degrees of freedom available to estimate the STCM can be much larger than for individual cross-spectral density matrices. Hence, bearing estimation methods based on the STCM can be viewed as reaching their "asymptotic" performance at a lower threshold observation time than CSDM-based techniques. In this paper, the steered minimum variance and linear prediction methods have been shown to provide high-resolution bearing estimates at a threshold observation time significantly lower than analogous CSDM-based minimum variance distortionless response (MVDR) and forward-backward linear prediction (FBLP) methods.
