We consider a continuous-time Markov chain in which one cannot observe individual states but only which of two sets of states is occupied at any time. Furthermore, we suppose that the resolution of the recording apparatus is such that small sojourns, of duration less than a constant deadtime, cannot be observed. We obtain some results concerning the poles of the Laplace transform of the probability density function of apparent occupancy times, which correspond to a problem about generalised eigenvalues and eigenvectors. These results provide useful asymptotic approximations to the probability density of occupancy times. A numerical example modelling a calcium-activated potassium channel is given. Some generalisations to the case of random deadtimes complete the paper.
The Markov chain embedded at the event points has transition matrix =[G0 eG]
eG ea ]
Here we simplify the notation when setting s = 0 in a Laplace transform by omitting the asterisk and the argument: for example, in this case eG^(O) is written as eGtj. By looking only at alternate events, and ignoring the interval durations, we have a Markov chain on the s states with transition matrix eG_eGg and equilibrium probability vector 4p, satisfying 0b = q9?eGaeGC aG1 , q t up = 1, where ua is a column vector whose elements are all equal to 1. We also discuss the probability density of observed si-occupancies; the distribution of observed i-occupancies can be obtained simply by interchanging S and s in the notation. Let mR(t) be a matrix whose ijth element (i, j E i) is ' 
Rij(t) = P[X(t) =j and no i-sojourn is detected over (0, t) I X(0) = i],
where a detectable i-sojourn is a sojourn in , of duration greater than T. This is a kind of reliability or survivor function: it gives the probability that an esd interval, starting in state i, has not yet finished after time t and is currently in state j. Then the transition density is given by ( 
1.1) eGps(t) = wR(t -r)Qs exp (Q,r).
This is because, for the es interval to end at time t, there must be a transition from d to , at time t -r (there being no detectable i-sojourn up to that time) followed by a sojourn of at least r in 9. eG g(t) is a most important function as it enables one to write down a likelihood for an observed record, see Section 6 of , and because the probability density of observed s-occupancies is given by (1.2) efT(t) = pt>eGCG t)u-.
The excess si-occupancy U = T -r and so the p.d.f. efT(t) =f(t -r) and thus (1.3) fu(t) = (et eGi(t + Z)us = 4p9R(t)Q~ exp (QFr)u).
It follows that "R(t) is the key to the problem. show that its Laplace transform can be written as , ' A,k are the eigenvalues of -Q. Formulae for the recursive computation of the coefficient matrices of the polynomials Oin(t) were also given. Thus, there is no simple functional form, but a different form over each of the intervals In.
Unfortunately, the number of terms, and their complexity, increase as n increases.
However, we may hope for some good approximation by a simple form for large t. In this paper we show that the density fu(t) is asymptotically exponential in form. We also show that, if the transition matrix Q is reversible, 'R*(s) has exactly k real poles which lead to an approximate expression for fu(t) as a linear combination of exponentials which is, in practice, very good for all except small values of t. For those values of t, the exact density mentioned above is simple and accurate to compute.
Roots of a determinantal equation
From Equation (1.5) we see that the asymptotic behaviour of 'R(t), and hence of fu(t), depends on the values of s which render singular the matrix defined as W(s) = sI-H(s), where We are now ready to state the first of our theorems. Complex roots. In this paper we deal exclusively with real roots. For the two-state case, with one d state and one F state, Jalali and Hawkes (1992) found that, in addition to the one real root expected, there are infinitely many complex conjugate pairs of roots. It is almost certainly also the case in the more general situation studied here. However, it is much more difficult to deal with them in general and the results to be presented in the next section make use of the real roots only. They appear to be adequate for practical purposes.
Then (2.5) A,(s) = -A + AMf(s), A2(s) = -A -ALf(s), and so

A.(s) = -A(s) = -Ai t exp (-(s + /)t) dt, '(s) = -A(s) =
Asymptotic distributions
Our main concern in this paper is to obtain good approximations for "R(t) for large t, and hence obtain similar approximations for the transition density matrix We conjecture that the same form holds for the general reversible case but with km real exponentials, corresponding to the form in Theorem 3.2, in addition to infinitely many complex ones. The result, however, is rather more difficult to prove and the complex roots more difficult to find. We have found that in practice, in numerical examples, Theorem 3.2 does indeed give us an improved approximation to 'R(t), compared to Theorem 3.1, over a wide range of t.
Finding the roots and eigenvectors. In order to implement the above results in practice we need to be able to find the real roots and the corresponding eigenvectors. We have used two methods which, between them, have proved satisfactory. Table 4 .1, is well below the exact curve up to t = 2, after which it is accurate to within 2%: it is shown dashed (---)
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