It is common to measure multiple coverage metrics during software testing. Software reliability growth models and coverage growth functions have been applied to each coverage metric to evaluate software reliability; however, analysis results for the individual coverage metrics may conflict with each other. This paper proposes the virtual coverage metric of a normalized first principal component in order to avoid conflicting cases. The use of the virtual coverage metric causes a negligible loss of information.
Introduction
Software systems represent critical components of computer systems. Failures of a software system can cause severe consequences. Both software developers and users are concerned with the quality of software systems in regards to reliability. The reliability of a software system is improved by the detection and removal of faults resident in the software system. Software systems are tested for fault detection and removal before they are released; consequently, software testing is a key activity to improve software reliability.
Theoretically, it is impossible to execute all the possible inputs of the software system under testing. Consequently, it is nearly impossible to detect and remove all the faults in the software system. However, the developed software should be released or delivered by an appropriate time. This requirement demands software testers to perform the testing activity for a reasonable amount of time. Software developers usually determine the time to stop testing and release the software system based on estimates of reliability measures.
Software reliability growth models(SRGMs) have been proposed and applied in practice to estimate software reliability measures (Musa et al., 1987; Lyu, 1996; Musa, 1999) . Most SRGMs describe a relationship between a reliability measure and the testing time. Such a relationship is usually derived by modeling the fault detection and removal process during testing.
However, it was recognized that the testing time was insufficient to represent the fault detection and removal process. Numerous researchers have attempted to integrate coverage information into SRGMs. Gokhale et al. (1996) , Malaiya et al. (2002) , Pham and Zhang (2003) , Kapur et al. (2006) and Park et al. (2008b) studied SRGMs taking a coverage growth function(CGF) into account. These SRGMs are called the coverage-based SRGMs. The CGF represents the coverage growth in terms of the testing time. Even though a CGF is embedded in each of the above mentioned coverage-based SRGMs, the SRGMs have been used without actual coverage measurement. Fujiwara et al. (2007) discussed the potential problems of such SRGMs and suggested that the coverage should be measured and explicitly incorporated into SRGMs. In this context Park et al. (2003 Park et al. ( , 2004 and Fujiwara et al. (2007) considered SRGMs in terms of coverage and not testing time. In order to relate such SRGMs to the testing time, Park and Fujiwara (2006) , Park et al. (2007 Park et al. ( , 2008a and Park and Lee (2010) studied CGFs. Crespo et al. (2008 Crespo et al. ( , 2009 ) recently proposed new SRGMs that simultaneously incorporate testing time and coverage.
Most multiple coverage metrics are measured during testing. Previous studies apply the CGFs and coverage-based SRGMs to each measured coverage metrics. In this approach a problem occurs when results conflict among the coverage metrics. For example, we consider the case where one SRGM fits best to the block coverage and another SRGM does so to the p-use coverage. Since no coverage metric is known to be superior to other coverage metrics, one way to solve such a problem is to use an optimal combination of the available coverage metrics instead of an individual coverage metric. An optimal combination of the available coverage metrics is called the virtual coverage. Section 2 empirically illustrates that the coverage metrics are highly correlated. Section 3 defines the virtual coverage. Section 4 illustrates how to use the virtual coverage for software reliability engineering. Section 5 presents the conclusions.
Correlation Between Coverage Metrics
Let us begin this section by defining the coverage statistically. A software system can be considered as a collection of constructs, where a construct is a basic building element of a software system. If the statement coverage is measured, constructs are statements; if p-use coverage is measured, constructs are p-uses. Therefore, the definition of a construct depends on which coverage criterion is employed for the structural testing. Let M j be the set of all the constructs of the software system under testing for j coverage criterion. The set of constructs executed up to t testing time is denoted by M j (t). One metric for measuring the thoroughness and/or the progress of the testing is the coverage defined as
where | · | is the cardinality of a set. Since test cases are selected randomly from the inputs domain according to the given testing profile, M j (t) and C j (t) are stochastic processes.
The increase of a coverage metric is likely to be accompanied with the increase of other coverage metrics. We now show empirically that coverage metrics are highly correlated. Vouk (1992) collected three data sets from a NASA supported project implementing sensor management in an inertial navigating system. Each data set consists of a number of executed test cases, the number of detected faults and 4 coverage metrics. The four coverage metrics are respectively block, branch, c-use and p-use coverages. One of the three data sets is considered in this paper and called DS1. Pasquini et al. (1996) reported a data set collected from a configuration software for an array of antennas developed by European Space Agency. The data set, called DS2, contains the values of block, branch, c-use and p-use coverages. Next, we consider a recent data set reported by Crespo et al. (2008) . This data set (called DS3) was collected from a software system developed by European Space Agency. DS3 consists of the testing time and 5 coverage metrics, which are respectively all-nodes, all-arcs, all-potential-uses, all-potential-uses/du and all-potential-du-paths coverages. Table 1 shows DS3, in which the testing time is the number of executed test cases Table 2 is the correlation matrix between 4 coverage metrics of DS1. Figure 1 shows scatter plots of 6 different combinations of 4 coverage metrics of DS1. Straight lines were fitted to each scatter plot by the least squares method. Table 2 and Figure 1 indicates that the 4 coverage metrics of DS1 are highly correlated. Table 3 and Table 4 are the correlation matrices of DS2 and DS3. All the three data sets support that coverage metrics are highly correlated. A reasonable approach to this situation to derive a virtual coverage metric from the highly correlated coverage metrics and apply CGFs and coverage-based SRGMs to the virtual coverage metric. The next section proposes a method to derive a virtual coverage metric from the highly correlated coverage metrics.
Virtual Coverage Metric
Principal component analysis(PCA) is a statistical method that transforms a number of possibly correlated variables into a number of uncorrelated variables called principal components. The first principal component accounts for as much of the data set variation as possible. Each succeeding principal component accounts for as much of the variation as possible under the constraint that it is orthogonal to the preceding principal components. The dimension of a data set can be reduced by selecting the first few principal components to explain most variations in the data set. The first principal component will account for most data set variation when the variables in the data set are highly correlated as in the multiple coverage data set; therefore, we can use the first principal component as the virtual coverage. We can consider the virtual coverage an optimal combination of the available coverage metrics since the first principal component has the maximum variance among all linear combinations of original variables.
A popular method to compute principal components is to compute eigenvectors of the covariance matrix. Eigenvalues and eigenvectors of DS1-DS3 are shown in Table 5 - Table 7 . The eigenvector that corresponds to the largest eigenvalue is the first principal component.
It is useful to express the first eigenvalue as a percentage of the sum of all eigenvalues. Table  8 shows the percentages that represent the relative amount of the variation explained by the first principal component. The first principal components of DS1-DS3 explains more than 99% of the total variation in the data sets; therefore, the dimension of DS1-DS3 can be reduced to one dimension with a negligible loss of information. If we use the first principal component as the virtual coverage metric, the virtual coverage for DS1 is computed as 0.5365 * block coverage + 0.6005 * branch coverage + 0.5059 * p-use coverage + 0.3092 * c-use coverage.
However, values of the virtual coverage (equivalently scores of the first principal component) do not in general satisfy the constraint that any coverage metric takes values between 0 and 1. Therefore, we need to normalize the first principal component so that the constraint is satisfied. One way is to divide the first principal component by the sum of components of the first principal component. We finally propose the normalized first principal component as the virtual coverage metric. Table 9 shows the normalized first principal components of DS1-DS3. The virtual coverage for DS1 is then computed as 0.2748 × block coverage + 0.3076 × branch coverage
The virtual coverage for DS3 were computed and presented in the rightmost column of Table 1 . Correlation coefficients between the virtual coverage metric and the actual coverages metrics for DS1-DS3 are shown at the margins of Table 2-Table 4 . As expected, the virtual coverage metric is highly correlated to the actual coverage metrics.
Application of Virtual Coverage Metric
The CGF is an important tool to evaluate the progress of testing and to determine when to stop testing. There are SRGMs into which a CGF is integrated. This section illustrates application of the virtual coverage metric to CGF. Park and Lee (2010) fitted three CGFs to DS3 and found that the lognormal CGF
showed the best performance in terms of the sum of squares of prediction error (SSPE)
where t i is ith testing time at which coverage is measured, c t i is the coverage value at t i , c max is the maximum achievable coverage and
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The results estimates and SSPE were reproduced in Table 10 for comparison. The lognormal CGF was fitted to the virtual coverage metric (see Table 10 and Figure 2 ). 
Conclusions
Coverage information is essential for software reliability engineering. Coverage-based SRGMs and CGFs have been developed and successfully applied. Software engineers usually measure multiple coverage metrics during testing and apply SRGMs and CGFs to each coverage metric; however, we may encounter the cases where analysis results for the individual coverage metrics are different from one another. We suggest the concept of a virtual coverage metric instead of the actual coverage metric to avoid conflicting cases. First, it was shown empirically that the coverage metrics are highly correlated. Then the normalized first principal component was proposed as the virtual coverage metric. The virtual coverage metric solves the confliction problem as well as lessens the analysis burden with a negligible loss of information.
