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Formal optimisation studies of the aerodynamic design of Emergency Response 
Vehicles, typically encountered within the United Kingdom, were undertaken. The 
objectives of the study were to optimise the aerodynamics of the Emergency 
Response Vehicles such as Ambulance and Police cars, in terms of drag force.  
 
A combination of wind tunnel tests and the Computational Fluid Dynamics (CFD) 
simulations were used to analyse the flow field and aerodynamic characteristics of 
Emergency Response Vehicles. The experimental data were used to validate the 
computer simulations and the good agreement observed gave confidence in the 
results obtained. Results from computer simulations on the scale models and full-
scale models, were also characteristically similar to those of the validated scale 
model.  
 
Computational Fluid Dynamics (CFD) was combined with an efficient optimisation 
framework to minimize the drag force of three different types of Emergency 
Response Vehicles, Ambulance Van Conversion, Police Van Conversion and Police 
Sedan car Conversion. The benefits of employing an airfoil-based roof design and 
Bezier curve fitting approach which minimizes the deleterious aerodynamic effects 
of the required front and rear light-bars, were investigated. Optimal Latin 
Hypercube (OLH) Design of Experiments, the Multipoint Approximation Method 
(MAM) and surrogate modelling were used for the optimisation.   
 
Optimisation results demonstrated a clear improvement of the aerodynamic design 
of the Emergency Response Vehicles named above. It was also clearly demonstrated 
that improving the aerodynamic design of Emergency Response Vehicles roof offers 
a significant opportunity for reducing the fuel consumption and emissions for 
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The dynamic performance and fuel consumption of an automotive vehicle is directly 
influenced by its aerodynamic characteristics and increasing governmental concerns 
about vehicle emissions, has motivated significant improvements in aerodynamic 
design for most classes of road vehicle [1].  
 
There is a wide interest in reducing HGVs fuel consumption via aerodynamic drag 
reduction and the current state of aerodynamic improvement technologies for HGV 
allows significant drag reduction to be made. Generally HGVs are aerodynamically 
inefficient compared to other ground vehicles due to their large projected areas and 
bluff-body shapes and their fuel economy can be improved by retrofitting it with 
aerodynamic drag reducing device. Contributions to HGV drag are mainly due to 
pressure drag associated with direct flow exposure on large tractor/ trailer fronts, 
cross-flow effects inside tractor/ trailer gaps, base wakes, and complex under-body 
flow structures [1]. It is estimated that the pressure drags on heavy vehicles account 
to more than 80% of the drag [2], the remaining being mainly due to frictional drag. 
Ever increasing fuel prices and environmental legislations are providing strong 
drivers to reduce fuel consumption and carbon emissions resulting from emergency 
response vehicles such as ambulances and Police cars. Within the UK for example, 
the Yorkshire Ambulance Service Trust (YAST) holds around 1400 vehicles that 
cover 25 million miles every year, resulting in the consumption of 4.2 million litres 
of fuel at a cost of more than £6 million [3]. The YAST, in common with all other 
Ambulance Services Trusts in the UK, has ambitious targets in reducing CO2 
emissions from its fleet operations (currently set at 30% [3]) and improved 
aerodynamic design has been identified as a significant potential contributor to 
achieving substantially reduced fuel consumption and CO2 emissions.  
This study focuses on the aerodynamic design optimisation of specific type of light 
truck, namely emergency response vehicles (ambulance, see Figure 1.1, and Police 
transport vehicles, see Figure 1.2 and 1.3) that have not been reported previously in 
the literature.  
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Figure 1.1 Side view of a Fiat ambulance (courtesy of P. Occardi) 
 
In practice due to the range of existing regulations, the shape of ambulances cannot 
be changed radically due to constraints on features such as the maximum vehicle 
height and the minimum vehicle height at the rear in order to provide adequate 
access to the vehicle. An additional complicating feature for aerodynamic design 




Figure 1.2 Side view of a Vauxhall Police van [4] 
 
Overall the past several decades, a significant amount of effort has been put to 
reduce the aerodynamic drag of HGV. Thus the reduction in total aerodynamic drag 
will have a significant improvement on the fuel economy of a heavy vehicle. 
Traditional approach to aerodynamic design optimisation is using wind tunnel 
testing, however in recent years the number of studies which have applied 
computational fluid dynamics (CFD) and optimisation methods to improve the 
aerodynamic design of the vehicle has increased rapidly and it has been recognised 
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as providing a powerful and efficient means of generating improved aerodynamic 
performance, particularly when detailed experimentation in wind tunnels is not 
feasible, see e.g [5-11]. The focuses of the recent studies have been on the drag 
reduction of HGVs, see e.g [5-8, 12]. There have only been few studies on the 
aerodynamic improvements of light trucks and cars [8-9], in addition only small 
number of reported studies have reduced vehicle aerodynamic drag using automated 
design optimisation techniques [9]. Most previous studies on improving vehicle 
aerodynamics have focused on the drag reduction of HGVs vehicles. In addiction 
only small numbers of the reported studies have reduced vehicle aerodynamic drag 
using automated design optimisation techniques. 
 
 
Figure 1.3 BMW Police car [13] 
 
In order to conduct a study of this kind, the completion of literature review with 
relevance to this particular field of engineering is the normal. In this case there is a 
true lack of evidence specially targeted at the drag reduction of an ambulance using 
CFD. On the other hand there have been huge amounts of studies carried out using 
CFD optimisation to reduce the drag of HGVs and vehicles of similar size to an 
ambulance. Literature reviews of the related area is given in the next chapter. 
 
4  
 State of The Art 
 
 Background  
Everything moving in the fluid (air, water....) is subject to a retarding force called 
Drag force. Drag force is a function of velocity, shape of the body and the viscosity 
of the fluid. In order to keep the body moving at a desired velocity, energy must be 
expended in order to overcome the drag force; therefore it is desired to minimize the 
drag force. Streamlining the body has been the main area of the effort for 
minimizing the drag [14]. Reynolds number is the critical parameter for purpose of 
the drag. It is directly proportional to velocity and length of the body and it is 
inversely proportional to the dynamic viscosity, see Equations 2.1. 
 
Re =  
𝜌𝑈∞𝑙
μ
                                                           (2.1) 
 
Where 𝑈∞, in vehicle aerodynamics is the velocity of the vehicle, ρ is the fluid 
density and μ is the fluids dynamic viscosity and 𝑙 is the characteristic length.  
 
Reynolds number can be defined as the ratio inertial to viscous forces in a given 
fluid [15]. Therefore Reynolds number is very high in vehicle aerodynamic flows 
where inertial forces dominate and low for the flow of highly viscous oil. When Re 
exceeds a value of 400,000-500,000, the flow turns into turbulent from laminar over 
a flat plate. Unfortunately the value of Re at which turbulence occurs is exceeded in 
almost all cases of practical applications. As result so much effort has been put on 
smoothing the flow around the body in order to make it laminar [14]. The power 
generated by the engine is mainly spent on overcoming the Aerodynamic drag, 
Rolling resistance and Climing resistance. As drag is directly proportional to the 
square of velocity, while moving at high speed, the aerodynamic drag amounts for 
three-quarter of the engine power. Therefore reduction of the aerodynamic drag is 
very important for keeping the fuel consumption at the minimum [7]. 
 
Figure 2.1 shows that the force required to overcome the aerodynamic drag and 
rolling friction increases as the speed is increased. However the rate of increase in 
aerodynamic drag with increasing speed is greater than that for rolling resistance. As 
seen from the equation (2.2) the drag also depends on the projected area as well as 
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the velocity, V. 𝐶𝐷 is non-dimensionalise form of drag force which shows how 
aerodynamic is an object and does not depend on the size of the object. 
 
                               𝐷 =  
1
2
 𝜌𝐴𝑉2𝐶𝐷                                                             (2.2)                                   
 
 
Figure 2.1 Resistance force requirement versus vehicle speed for HGV  [16] 
 
At 100 km/h, aerodynamic drag is accountable for 80% of the total drag. And 
vehicles travelling at higher speeds spend even more energy in order to overcome 
the aerodynamic drag, since the drag increases as the speed increases [17]. 
Reduction in the value of projected area will reduce the drag force experienced by 
the vehicle. Mathematically main components of the drag are the normal (pressure) 
and tangential (skin friction) forces. Experimental evaluation of the total drag of the 
elements of a vehicle, wheels, mirrors and other elements is very difficult as it needs 
detailed stress distributions over the entire surface. On the other hand, such a 
detailed stress distribution can be achieved using CFD. In addition, in contrast to 
wind tunnel experiments, there are no limitations in terms of size and geometry of 
the test section. Simulating the relative motion between the road and vehicle is also 
relatively easy [18]. The main reason for using the numerical methods in the study 
of vehicles is that they can produce information before any experimental work and 
tests. The data indicates that the tractor-trailer truck without aerodynamic shaping 
and fairing will have a drag coefficient between 0.7 and 0.9 whereas a tractor-trailer 
truck with aerodynamic shaping  and fitted with roof and side fairing can have a 
drag between 0.6 and 0.7 [16]. At 100 km/h, aerodynamic drag is accountable for 
80% of the total drag. Traditionally, all the data for analysis would only come from 
the experiment from scaled wind tunnel or full-scaled road tests. However recent 
advances in CFD modelling have made it easier to simulate the experiment 
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computationally and solve it numerically before any full experiment is carried out 
[17]. The CFD tools can be used with full-scale experiments, in order to guide the 
design refinement of devices for optimum performance, and therefore final product 
will be a specific design concept that can reduce the drag coefficient and thus 
improve the fuel efficiency [6]. 
CFD simulation has four main benefits: 
 
1- It only requires a computer model and therefore reduces the cost in terms of 
time and money 
2- It will produce a very detailed results 
3- Since it is done in computational environment, it is very compatible with 
optimisation application [8]. 
4- Previous studies have confirmed a good agreement between the CFD 
simulations and the experimental results [17, 19-21]. 
 
The aerodynamics of the ground vehicle are generated from different sources, the 
external, which is body and its components such as mirrors and tyres et..., and 
internal components like the engine cooling system etc.... Simulation and optimising 
all these components is a big challenge [8]. The average drag coefficient of the 
HGVs was 0.7 in 1920s, and today this number is reduced to 0.5. This improvement 
mainly happened after the oil crisis in 1970s [8]. The typical simulation of ground 
vehicle starts by creating a computer model, it could be generated, for example, in a 
CAD package and be transferred first to solid modelling for further completion. The 
next step is the solution step that generates the flow fields parameters in the 
computational domain. Then, the velocity, pressure and other forces are analysed 
and if there is any optimisation process involved, the force variables will be 
transferred to the optimisation algorithm [8]. The most difficult and time consuming 
parts of the whole computation simulation procedure is the CFD model preparation 
and mesh generation step. The focus of the literature will be on Experimental work 
and it moves into the previous work on CFD drag reduction and finishes with 
Optimisation and methods for parameterisation.  
 
 Literature Review  
Croll et al. [22] conducted an experimental study on HGV drag reduction. Few 
devices were tested in order to increase the base pressure [22]. Results of the study 
of add-on show 7.6% reduction in drag comparing to the baseline [22]. Comparing 
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to the work of Wood et al.[16]  who achieved similar results by focusing on the rear 
low pressure area, see Figure 2.2.  
 
 
Figure 2.2 Graphic depicting the distribution of aerodynamic drag for a heavy 
vehicle tractor-trailer truck, with and without aerodynamic fairings, operating 
in a zero crosswind condition [16] 
 
Figure 2.2 presents the target areas for drag reduction of HGV and their 
corresponding drag coefficient contribution. Modifications in these areas can result 
in reduction in drag coefficient and therefore save in fuel usage. 
 
The main challenge was realised, in this study, to be the control of the massively 
separated and unsteady wake behind the bluff base area. VSGs were used which 
would generate some large vortices on the side and exterior surfaces to energize the 
flow on the rear part, therefore enabling the flow to expand to the base region and 
increase the back pressure which would result in decreasing the drag coefficient. 
The result would be a stable wake flow and high pressure base as results of it, see 
Figure 2.3.  [16]. 
 
 
Figure 2.3 Sketch of a side view of the vortex strake trailer base wake flow 
characteristics for a typical tractor-trailer truck with the base treatment 
installed [16] 
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Similar results were optioned by Schoon et al. who also investigated the impacts of 
several add-on devices on the reduction of the drag coefficient of HGV [23]. Drag 
reduction of 8% to 11% were achieved by Schoon which is relatively similar to the 
previous studies. Ron Schoon et al. conclude that the impact of the combining add-
on devices is usually not equal to the sum of their individual impacts due to the 
interactions in the flow field. The overall drag reduction of 23% was achieved in this 
study by combination of lengthened side exterior and air fairing, trailer wake angled 
plates and straight skirt. Aider et al. [24] achieved 25.2% drag reduction by also 
combination of add-on devices at different parts of the vehicle. He concludes that 
the combination of the all the best individuals conFigurations, leads to the best drag 
reduction of. Similar to the above findings Jason Leuschen et al. [25] carried out full 
scale wind tunnel tests on aerodynamic drag reduction devices for tractor-trailer. 
Leuschen et al. [25] also confirmed the drag coefficient reduction of 0.11, compared 
to the baseline model by carrying out full scale wind tunnel tests on aerodynamic 
drag reduction devices for tractor-trailer. 
 
Vortex generators can prevent the separation and as a result reduce the drag but they 
also create drag and since this drag depends on the shape and size of the vortex 
generators, therefore they need to be optimised to the best shape with minimum 
drag. There has been several studies on using the VGs to control the flow and 
subsequently reduce the drag force by  Koike et al. [26], Aider et al. [27] and Duriez 
et al. [28]. Koike et al. [26] studied VGs on the Mitsubishi Lancer Evolution. It was 
found that the optimum height of the VGs is almost equivalent of the boundary layer 
thickness and the optimum method of the placement is to arrange them in a row in a 
lateral direction 100mm upstream of the roof end with the spacing of 100mm. The 
experiment also was analyzed using CFD [26]. On the similar study that Aider et al. 
[27] conducted on Ahmed body. The vortex generators being assessed for this study 
is, as shown in Figure 2.4, trapezoidal blades [27]. Study on the influence of the 
longitudinal position and angle of the vortex generators, reveals that for both cases 
(600 and 1200) drag and lift decreased about 12% and 54% respectively. The 




Figure 2.4 Description of the VGs geometry with the typical dimensions 
characterizing the device used in the experiments, angle α is 600 in the sketch 
which will be varied in the study [27] 
 
Aider et al. [27] also studied the influence of the Reynolds number to find out if the 
Vortex generators remain efficient for higher Reynolds number. The results showed 
that the drag reduction decreases as the velocity increase (20 m/s, 30 m/s and 40 
m/s, 12.2%, 7.1% and 3.7% drag reduction respectively). Similar study was done by 
Duriez et al. [28] on effectiveness of the Vertex Generator to control the separation 
over a curved ramp. It was concluded as it can be seen from Figure 2.5, VGs has 
effectively delayed the separation point further downstream [28]. 
 
 
Figure 2.5 Streamline of time and space averaged flow over a curved ramp a) 
without VG’s b) with VG’s. Doted point is the position of the separation  [28] 
 
Experimental investigation is often expensive and time consuming; therefore 
numerical simulation by means of CFD is replaced as it is less expensive and faster. 
The experimental results are used to validate the numerical results. Several studies 
have been conducted using CFD in order to reduce the drag coefficient of different 
vehicles [6-8, 18, 29-34]. Study was conducted by Raveendran et al. [7], to reduce 
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the drag force of intercity bus. K − ε turbulence model was used with 
incompressible and steady flow. Raveendran refers to K − ε turbulence model as 
being able to converge to an accurate result in comparatively less time [7]. iResults 
they achieved indicated the stagnation points in the front and the mirrors and low 
pressure on the rear of the bus comparing to the front due to the separation and 
circulation of the flow. This pressure difference is the main reason for the pressure 
drag of the vehicle. The new bus design drag coefficient was found to be 0.296 
which is 44% improvement compared to the baseline model with the drag 
coefficient of 0.53 [7]. Figure 2.6 shows the overall drag comparison between the 
benchmark and new design at different design. 
 
Figure 1.19 shows the results of this study for different velocity. 
 
Figure 2.6 Overall drag comparison between the benchmark and new design at 
different speeds [7] 
 
Roy and srinivasan [29] also used K − ε turbulence model and achieved 30% drag 
reduction on truck-like bluff body which correspond to estimated fuel saving of 
15%. 𝐾 − 𝜔 turbulence model has also proved to work well for HGVs since 
comparing the results of the computational and experimental data shows 1.12% 
difference on the study conducted by Huminic and Huminic [18]. K − ε turbulence 
model is used on most of the studies on CFD analysis of the HGVs such as study by 
Feng et al. on the CFD analysis of sedan and study by Illhan Bayraktar et al. [8] on 
computational simulation of the ground vehicle. In this study the common 
turbulence models (K − ε, RNG K − ε, SST, K − ω) were examined. RNG K − ε, 
SST and K − ω models showed more accurate behaviour comparing to the others. 
RAN- K − ε turbulence model was used as turbulence model in this study to assess 
the drag force of the HGVs [8]. K − ε turbulence model was also used on the 
computational and experimental investigation of the drag reduction device for HGVs 
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by Khalighi et al.[32]. Results of the study confirms the validity and usefulness of 
the unsteady RANS simulation for study of wake. A study conducted by A. Huminic 
et al. [30] also confirmed the capability of the CFD simulation to predict the drag 
force of the HGVs. K − ε turbulence model was used in this study and the 
importance on the using rotating wheels was highlighted.  
 
CFD simulations need to be compared with the experimental results for the purpose 
of validations. Several studies have been conducted in the past to reduce the drag 
force of the HGVs using CFD together with experimental validations see [11, 17, 
19, 21, 35-38]. Pointer et al. [17] investigated the effects of different parameters in 
CFD simulation of the commercial vehicle, and compared it with experimental 
results. K − ε turbulence model was used and The results for the predictions of the 
drag coefficient shows the error decreases from 12% to 1.7% as the mesh size 
become finer. Pointer et al. [17] describes that the difference in the accuracy of the 
drag coefficient is in fact, a result  of small differences in the pressure distribution 
over the entire surface rather than large localized differences. The study in detail 
reveals that most discrepancy comes from the under-body and in the gap between 
the tractor and the trailer [17], it is also shown that prediction of low drag states is 
closer to the experimental data comparing to the experimental data. Study by 
Gilkeson et al. [11] also shows that the CFD results are in agreement with the 
experimental data but for the area of separations and wake regions, it over predicts 
pressure distributions. But despite this, overall agreement is good [11]. Gilkeson et 
al. [11] concentrated on experimental and computational aerodynamic analysis of 
passive ventilation characteristics of small livestock trailers. Similar study was 
conducted by Verzicco on the simulation of the flow around HGV [35]. The results 
were compared with the available experimental data. Comparing the numerical 
results of the baseline with the experimental data, they show a good agreement and 
the effect of the separation bubble is captured accurately. The length of the 
separation bubble predicted by simulation is 1.73 which is very closer to the 
experimental value of 1.6. Comparison between the simulation and the experimental 
data shows that the time-average quantities and also flow dynamics were predicted 
accurately. It also shows that the drag reduction simulation results very good agree 
with the experiments [35].  
 
Figure 2.7 and 2.8 are the comparison between the CFD and experimental result by 
Ortega et al. [36]. The study is to compare the numerical results from the LES 
simulation with the experiments and the wake behind the vehicle was analysed. 
Figure 2.7 presents time average velocity fields in the vertical mid-plane for the 
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coarse and fine grid. It is clear from Figure 2.7 that the circulations have been more 
captured with the fine grids.  
 
 
Figure 2.7 Time-averaged velocity fields in the vertical  mid-plane for a) coarse and 
b) fine grids [36] 
 
Figure 2.8 also presents corresponding PIV (Particle Image Velocimetry) velocity 
measurements in the vertical plane.  
 
 
Figure 2.8 PIV velocity field measurements in the vertical mid-plane [36] 
 
The difference in the wake structure, when comparing the results of the vertical mid-
plane, is obvious. In the computational simulation, there are two circulation regions 
in the separated flow, whereas there is only one in experimental data. This may be as 
a result of the PIV camera not covering all the areas, or it may be as a result of 
truncating the model or neglecting the under-body on the experimental model. LES 
approach again showed potential to achieve an accurate results when compared with 
experimental data by McCallen et al. [19]. He did investigated the validity of the 
CFD on heavy duty trucks.  Drag coefficient was reduced by 25% from 0.6 to 0.3. 
The experimental testing was performed on 1/8 scale of Sandia model in NASA 
Ames wind tunnel and the results proved the ability of the CFD to capture the 
unsteady wake flow. Despite these agreement Pankajakshan et al. [38] concluded on 
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his study on the simulation of class 8 trucks with rotating wheels that the simulation 
without spinning wheel can over predict the drag by 7%. Similar to the previous 
study [30], the affect of wheel on the CFD results was highlighted by Pankajakshan 
et al. [38] as well as study by Duncan et al. [21]. He describes the CFD simulation 
as a reliable means to evaluate wheels designs early in the vehicle development 
process. It compares the numerical results with the experimental and suggests that 
the simulation results are well-correlated to the experimental results [21]. The 
limitation of the CFD simulation approaches for rotating wheels are as follows [21]: 
 
- Need for the accurate geometry of the vehicle including its parts 
- Mathematical approximation of the transient and airflow 
 
The effects of the rotating wheel using typical angular velocity approach and 
rotating geometry approach is compared with the wind tunnel experiments. The drag 
changes, overall, match closely with the wind tunnel data.  It is concluded from this 
study that simulation can be used to predict the drag effect of the wheel and provides 
an understanding of the aerodynamic effects which can lead to optimum design 
solutions in respect to drag [21]. 
 
The effectiveness of the CFD simulation was discussed in details with the details of 
the past studies. CFD has been very popular in the past for the means of analysing 
the aerodynamic behaviour of the HGVs in order to reduce the their drag force. CFD 
simulation has recently been combined with optimisation in order to modify the 
shaped of HGVs to the optimum design [10, 39-42]. Doyle et al. [39] has combined 
CFD with Optimisation (Genetic Algorithm) in order to find the minimum drag 
coefficient for tractor-trailer. Genetic Algorithm was used to determine the optimal 
position, size, position and curvature of the flap for the base drag reduction. Half of 
the model was used for reducing the computation cost, and five variables were used 
for the modelling of the base region slats. Figure 2.9 shows five variable which was 




Figure 2.9 Depiction of slat optimisation parameters [39] 
 
The drag coefficient was reduced proximately 29% from 0.6 to 0.426 by means of 
CFD optimisation. Attached flow and also reduction of the circulation region can be 
seen in Figure 2.10. 
 
 
Figure 2.10 Wake region without (Left) and with GA optimised slat (Right) [39] 
 
Another study by Williams et al. focused on the methods for drag reduction of light 
trucks, using CFD and numerical optimisation techniques [10]. For CFD simulation, 
𝑘 − 𝜀 model was selected as it has excellent performance for relevant flow and also 
is well established. After development of the geometry, the physics of the flow 
should be specified in CFD solver. The last stage is to set up an optimiser. The 
optimiser should be able to effectively manipulate the design variables as well as 
calculating objective function. The new variables have to be accepted by the 
geometry and meshing technique. Then the new mesh will be created and the 
process starts again. The new geometry will be solved and the new objective 
function value will be compared to the old one. Data obtained from the experiment 
shows that reasonable improvement can be achieved through CFD optimisation and 
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it proves that optimisation methods are very useful and predictive of possible 
improvements. Gilkeson et al. [40], Lietz [41] and Chen et al. [42] also investigated 
the capability of the CFD optimisation of the reduction vehicles drag force. Gilkeson 
et al. [40] was based on the shape of the livestock trailer with the three design 
variables as it can be seen in Figure 2.11.  
 
 
Figure 2.11 Illustration of the three design variables shaping the headboard fairing. 
A) Side view b) and aerial view [40] 
 
The method showed to be very effective and 6.6% drag reduction was achieved by 
installing an optimised fairing in front of the trailer. Figure 2.12 shows the pressure 
distribution around the model with and without fairing. 
 
 
Figure 2.12 Surface contour plots of the pressure coefficient for the baseline trailer 
and the optimum fairing predicted by met model [40] 
 
Lietz [41] also confirms that the process of CFD optimisation is useful in support of 
vehicle aerodynamic development in a production environment. The use of digital 
simulation especially in the early stage of the vehicle development and avoidance of 
extensive clay model testing in the wind tunnel is an essential component in this 
development process. But even in later stages, digital simulation can still contribute 
valuable information and help keeping the amount of wind tunnel testing at a 
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minimum [42]. Lietz [41] integrated the morphing, simulation and optimisation 
technologies into a single process for optimisation of vehicle shape. His goal was to 
deliver an aerodynamic shape optimisation methodology capable of investing the 
total design space around a particular theme. The process defines the minimum drag 
attainable from the shape, the optimum factor for each parameter and provides the 
aerodynamicist with an interactive tool. Chen et al. [42] optimised the Shanghai 
Volkswagen (New Lavida) development process by extensively using CFD 
simulation to reduce aerodynamic drag in a very early phase of the project. The 
approach with significant involvement of CFD for the aerodynamic optimisation of 
the New Lavida  has managed to meet the target of 4% reduction in aerodynamic 
drag over the Lavida (last generation) with minimal use of physical testing in the 
wind tunnel [42]. Wind tunnel testing was then done at the end of this phase in order 
to validate the CFD results. Figure 2.13 shows the comparison between the predicted 
and measured aerodynamic drag.  
 
 
Figure 2.13 Comparison between predicted and Measured aerodynamic drag [42]. 
 
The optimisation work was also done on other parts of the car and improvements 
were achieved. Figure 2.14 shows the comparison of the drag force for the CFD and 
experimental values in the detailed engineering phase of the work. Q. Chen et al. 
[42] concludes that the two objectives of drag reduction and also a good accuracy 




Figure 2.14 Comparison of the drag between CFD and test for new Lavida [42]. 
 
Parameterisation of the geometry, as one of the most important part of the 
optimisation process, will be used in this work. Following is the summary of the past 
literature on different parameterisation methods used on similar studies. One of the 
most important ingredients in numerical optimisation is the choice of design 
variables and the parameterisation of our system in using these variables [43]. Past 
methods often involve complex parameterisation schemes which use arcs, circles 
and polynomials for geometry creations [44]. Many of these methods require large 
data sets to describe the profiles. In addition, they do not provide simple, intuitive 
parameters for the designers to control. Bezier curves were developed by Dr. Pierre 
Bezier who was an engineer with the Renault car company in the 1960’s [45]. 
Bezier curves have since become a popular method for creating parametric curves 
and they have wide applications including postscript font definition, see Figure 2.15, 
turbine blade design [46], wind turbine airfoil design [43, 47]. Figure 2.15 shows 
different examples of Bezier curves with different degree of freedom.  
 
 
Figure 2.15 Bezier curves of various degree [44] 
 
Often a single Bezier curve is insufficient for describing a complex profile and 
several of them are joined together. Karpowitz  [44] proposed Bezier curve fitting 
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approach as a tool to improving the existing design of the turbine blade. He used an 
optimisation technique to determine the control points for the approximated curves 
while maintaining tangency and curvature at the connections [44]. The study 
confirms that the Bezier curve approximation closely matches the existing data set 
while maintaining tangency and curvature at the connection points. He concludes 
that a Bezier curve approximation is a useful method for creating a robust, 
parametric geometry definition. This approach provided a simple method for 
optimising the curve fit based on the continuity at the junctions [44]. Bizzarrini et al. 
[43] also suggests that one of the an important ingredients in numerical optimisation 
is the choice of design variables and the parameterisation of our system in using 
these variables. In order to reduce the number of necessary parameters to take into 
account to describe the air-foil shape, but without loss of information about the 
geometrical characteristic of the air-foil, it is necessary to choose a proper design 
variable [43]. In his study, for optimisation of the wind turbine blade, Bizzarrini [43] 
used a composite third order Bezier curve to describe the geometry. The advantage 
of this choice is the possibility to conjugate the properties of the Bezier function in 
terms of regularity of the curve and easy usage, with piecewise structure that allows 
also local modification to the geometry. On a similar study, Sarbajit Pal et al. [48] 
proposed an efficient face recognition scheme by using Bezier curve fitting. The two 
control points of a Bezier curve are interpolated by this method [48].  The faces with 
expressions are compared against the model face database consisting of normal 
faces. He concludes that the efficiency of the parameterisation method and the 
algorithm used is 100% [48]. 
  
An important part of this work is the optimisation. After the process of 
parameterisation, the model will be optimised for the solution with the minimum 
drag force. Following is the past literature on the optimisation techniques. Design 
optimisation is becoming increasingly important in engineering practice [49-51]. In 
practice shape optimisation is becoming an important part of the design process for 
internal and external vehicle aerodynamics [52, 53]. Gradient-free method such as 
Genetic Algorithm [54-56] and gradient-based methods such as adjoint method [57-
59] are usual methodologies to solve optimisation problems. The computational cost 
of each method is different. In general, if the problem contains n design variables, a 
Genetic Algorithm must perform n2 objective function evaluations to improve the 
original design. On the other hand gradient-based methods require O(n) objective 
function evaluatios per design cycle [60]. For problem involving many design 
variables and few cost functions a better alternative is to employ an adjoint 
formulations [57, 61, 62]. 
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The gradient-free optimisation in the form of Genetic Algorithms in becoming 
popular due to their ability to find the global optimum and straight forward 
implementation [63]. However in many engineering applications, such as 
aerodynamics, finding a local minimum is also necessary. As gradient based 
optimisation algorithms are efficient at finding local optima, they are finding 
widespread use in external aerodynamics [49, 64]. In the case of gradient based 
optimisation, adjoint method has been identified as the method of choice for the 
computation of sensitivities [65]. Adjont methods have been recognized by the 
automotive industry as an efficient optimisation tool only recently, while already 
established in the aerospace sector [66]. The adjoint approach to optimal design 
consists of followings [67, 68]: 
 
- Computing the sensitivities of the cost function via an adjont state 
- Feeding these sensitivities into a gradient-based optimisation algorithm  
 
It is the ‘’cost independence of the number of design variables’’ characteristics of 
the adjoint method, that opens up unparallel possibilities for design optimisation and 
one DoEs not have to concern oneself anymore with a complicated CAD 
parameterisation [69]. Discrete adjoint method is a technique allowing efficient 
evaluation of the sensitivities (Derivatives) of a function depending on the solution 
of a discretised partial differential equations (PDE) [70, 71]. It is numerical method 
for effectively computing the gradient of a function in a numerical optimisation 
problem. Discrete adjoint techniques allows the use of integration by parts, resulting 
in a form which explicitly contains the physically interesting quantity [72]. It gives 
an efficient way to evaluate the gradient of a function [73]. Adjoint method is very 
effective on find the global optimum on application where there are high number of 
design variables since it is based on the gradient of the function. It has recently 
become popular on automotive applications, see [4, 63, 65, 69, 72]. Muller et al. 
[72] refers to gradient based method such as discrete adjoint method as an efficient 
method specially when there are many design variables and if the design is already 
close to optimal. He also mentions that the main challenge in gradient-based method 
is to evaluate the gradient in a computationally efficient manner [72]. The The EU-
funded 'Fluid optimisation workflows for highly effective automotive development 
processes' (FLOWHEAD) Project is an example of successful optimisation work by 
using adjoint method [74, 75]. The aim of FlowHead is to develop fast gradient-
based optimisation methods using adjoint sensitivities for automotive flow design. It 
focused on developing adjoint solvers for CFD problems in the automotive industry, 
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and integrating them into the design workflow. The ultimate goal was to speed up 
the design process thereby improving its labour and cost effectiveness. Applications 
in various test cases such as external vehicle aerodynamics, side mirror acoustics, 
climatisation ducts and electric vehicle battery cooling were identified. Application 
to these cases demonstrated significant reductions in lead time, thereby offering a 
viable solution for the car development process. Overall, the FLOWHEAD project 
illustrated the full potential of CFD and adjoint optimisation method in the 
automotive industry [75, 76].  
 
As mentioned previously the gradient-based method are mainly used to find the 
local optimum and where there are high number of parameters in the application and 
gradient free method such as Genetic Algorithm is a global method and is efficient 
enough when the number of parameters are low. Therefore the focus of the literature 
will be more on Genetic Algorithm which is more suitable for this study and will be 
useful in this work. Genetic Algorithm has been used on several recent studies on 
the drag reductions of different vehicles and also aerodynamic analysis of objects 
such as wind turbines and it is well established method, see [43, 46, 77-80]. Lorriaux 
et al. [77] and Krajnovic [78] conducted two separate optimisation study to reduce 
the drag force of the railway motor coaches. An aerodynamic optimisation 
procedure using a Genetic Algorithm was used together with CFD software for the 
flow simulations to bring out train shapes with lowest possible aerodynamic drag.  
The train geometry used in Lorriaux’s study [77], as well as the computational 
domain and the boundary conditions are shown in Figure 2.16. 
 
 
Figure 2.16 Computational domain and boundary condition for railway analysis 
[77] 
 
Parameterisation and the optimisation were implemented on the nose of the coach in 
order to reduce the high pressure experienced on that area and consequently reduce 




Figure 2.17 Geometry of the nose [77] 
 
Figure 2.18 and 2.19 show the influence of the parameters 𝜃𝑡𝑜𝑝 and the nose length 
(𝑎 + 𝑏) on the drag force production respectively. The data pattern in Figure 2.18 
shows that best solutions are obtained for the whole range of the parameter 𝜃𝑡𝑜𝑝. As 
a consequence, it can be concluded that this parameter is not most significant. 
However, the fact that the data are distributed in a triangular area with better results 
towards the smaller values of 𝜃𝑡𝑜𝑝 reveals that this parameter is nevertheless playing 
a role and that the optimum is likely to be found in this area.  
 
 
Figure 2.18 Influence of the parameter 𝜽𝒕𝒐𝒑 [77] 
 
As far as the nose length (𝑎 + 𝑏) is concerned, Figure 2.19 clearly shows a direct 
influence on the drag coefficient: best solutions are only obtained for larger values 




Figure 2.19 Influence of the total nose length (𝒂 + 𝒃) [77] 
 
E. Lorriaux et al. [77] concludes that comparison of the results obtained by Genetic 
Algorithm with the random method demonstrates that, Genetic Algorithm is able to 
detect a low drag solution. He also confirms that Genetic Algorithm is feasible and 
efficient for finding the global optimum. However he indicated that the solution 
obtained from the Genetic Algorithm strongly depends on the initial population [77].  
Krajnovic [78] also manipulated the nose of the train and also worked on the 
improving the drag force by means of passive methods of Vortex generator. Figure 
2.20 shows the parameters, for improving the nose of the coach and also the vortex 
generator used.  
 
 
Figure 2.20 Shape of the front of the train including the parameters [78].  
  
The optimisation problem was solved using Genetic Algorithm. Krajnovic [78] 
firms the method used is an efficient shape optimisation technique for the 
aerodynamics of high speed trains. Genetic Algorithm method has also been used on 
CFD optimisation of the wind turbine as mentioned earlier by Bizzarrini et al. [43] 
and Giannakoglou [46]. Bizzarrini et al. [43] suggests that the choice of optimisation 
algorithm is very important because the final results are usually dependent on the 
specific algorithm in terms of accuracy and local minimum sensitivity. He used 
Genetic Algorithm for his optimisation process [43].   He refers to the reasons to use 
the Genetic Algorithm as being capable of exploring wide range, non-linear and 
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discontinues domains and being less sensitive to the initial conFigurations especially 
when compared to gradient based algorithm [43]. Bizzarrini et al. [43]  
Aerodynamic efficiency optimisation of an air-foil for the outer part of the blade 
compared with the existing wind turbine air-foils has been studied and a family of 
air-foils that improves the aerodynamic efficiency by using Genetic Algorithm. The 
comparison shows that the usage of Genetic Algorithms helps to achieve better air-
foil performance at the affordable computational cost [43]. Giannakoglou [46] also 
used Genetic Algorithm random search algorithm based on the model of biological 
evolution, to find the optimum solution. Close to the optimum solution, the Genetic 
Algorithm switches to and iterative hill-climbing method which undertake the final 
refinement. Giannakoglou [46] concludes that the proposed geometrical model 
proved to be very effective for modelling of the turbine blades and also Genetic 
Algorithm proved to be efficient optimisers [46]. Genetic Algorithm has also been 
used as an affective optimisation method on several other aerodynamic applications 
such as study by Fan et al. [79] to improve the efficiency of the jet pump and study 
by Khan et al. [80] to optimise the ventilation system design to control airborne 
contaminant dispersion and occupant comfort. Fan et al. [79] used Genetic 
Algorithm (GA) to find a global minimum with fitness evaluations carried out using 
the surrogate models [79]. By using CFD optimisation, J. Fan et al. [79] managed to 
achieve a substantial improvements in jet-pump design and pump efficiency has 
increased from 29% to 33% and the energy requirements of the pump have been 
reduced by over 20% [79]. Khan et al. [80] used similar methods as  J. Fan et al. 
[79] for its optimisation. He used the optimisation scheme based on the combination 
of response surface methodology and Genetic Algorithm. He refers to GA as one of 
the most popular in this category and widely accepted global optimisation technique 
which has been inspired from Darwin’s theory of natural selection. This method has 
demonstrated its capability to handle discontinuous variables and also noisy 
objective functions [80].  In addition it can find near optimal solution using less 
computing time compared to other methods. Since it is stochastic method, it has a 
better chance to explore the entire design space and reach global optimum [80]. 
 
 Main Focus 
The main focus of the present study is to exploit the advantages of computer 
simulation and optimisation techniques to modify and optimise the geometry of 
Emergency Response Vehicles in order to reduce the drag force and consequently 
lower the fuel consumptions. These are investigated here using detailed CFD 
simulations and Optimisation techniques, validated by experimental data. The 
remainder of this thesis is organised as follows: Chapter 2 briefly covers the 
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aerodynamic characteristics of bluff bodies including drag reduction strategies. 
Chapter 3 describes CFD methodology and the techniques which are required for the 
examination of vehicle aerodynamics. Verification and validation is also covered in 
this chapter. Chapter 4 focuses of the optimisation techniques and it includes the 
optimisation related materials. Experimental techniques, Experiment and CFD 
validation is discussed in details in chapter 5 and chapter 6 will include the design 
optimisation of Emergency Response Vehicles. It contains three different CFD 
optimisation study on different types of Emergency Response Vehicles. Finally, 
























 Vehicle Aerodynamics 
 
Modern vehicle design is influenced by aerodynamics which influences a number of 
parameters such as energy efficiency. Aerodynamics can strongly effect the fuel 
consumption of the vehicle, as more streamline shape will result in a lower drag 
coefficient.  As discussed in the previous chapter, drag force is the key to fuel 
consumption reduction which in turn is a function of the aerodynamic 
characteristics. This chapter focuses on some of the key aspects of vehicle 
aerodynamics which are most relevant to the present study.  
 
 Fundamentals  
Flow field generated by the motion of the vehicle through the air is three-
dimensional and highly turbulent. However such complexities occur due to a 
number of elementary principles which lie at the heart of aerodynamics.  
 
3.1.1. Governing Equations 
Although the flow field is very complex, the flow physics is based on the three 
conservation laws [81]: 
 
- Conservation of mass  
- Conservation of momentum 
- Conservation of energy 
 
They imply that mass, momentum and energy neither can be created nor destroyed 
and Newton’s law is valid. They are described by a set of equations which were 
separately derived by Claude Navier and George Stokes; the Navier-Stokes 
equations 3.1 [82]. The motion of a non-turbulent, Newtonian fluid is governed by 
the Navier-Stokes equation. The general form of the transport equations [83] which 
are conservative and utilised by CFD. Following is N-S equation in x, y and z 
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Where 𝜌 is density, 𝑢 is velocity in x direction, 𝑡 is time, 𝜂 is dynamic viscosity, and 
𝐹 is body force. The Navier–Stokes equations describe the motion of fluid and they 
are formed by applying Newton's second law to fluid motion, together with the 
diffusing viscous term and a pressure term. In addition to the Navier-Stokes 
equations, equations of state such as the ideal gas law are also implemented for 
compressible and non-isothermal-flows [83]. 
 
3.1.2. Reynolds Number 
Behaviour of the fluid flow is strongly influenced by how the pressure, speed, 
density and viscosity vary as well as the shape and size of the object. The 
dependence of the flow patterns on speed, viscosity, density and length can be 
expressed in terms of single quantity known as the Reynolds number [85]. Reynolds 
number is a non-dimensional constant which provides information about the 
characteristics of the aerodynamic flow and it defines the ratio of inertial to viscous 
forces within the flow [86]. Reynolds’ investigation not only identified the various 
region in the pipe flow, but made some critical observations: ‘‘...the general 
character of the motion of the fluids in contact with solid surfaces depends on the 
relation between a physical constant of the fluid and the product of the linear 
dimensions of the space occupied by the fluid and the velocity’’ [15]. This statement  
led to the dimensionless Reynolds number: 
                                             
Re =  
𝜌𝑈∞𝑙
μ
                                                                     (3.2)    
                                                               
Where 𝑈∞, in vehicle aerodynamics, is the velocity of the vehicle, ρ is the fluid 
density and μ is the fluids dynamic viscosity and 𝑙 is the characteristic length. 
Reynolds number can be defined as the ratio inertial to viscous forces in a given 
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fluid [15]. Therefore Reynolds number is very high in vehicle aerodynamic flows 
where inertial forces dominate and low for the flow of highly viscous oil. The value 
of Reynolds number defines whether the flow is laminar or turbulent, the critical 
region where the flow takes a transition from one to the other is approximately 5 × 
104 and can said to be fully turbulent at 105 in air [86]. The vehicle velocity for our 
work is 26 m/s with corresponding Reynolds number of  around 9.02 × 106, length 
of 5 m (typical van), air density of 1.225 kg/m3 and air dynamic viscosity of 1.85 x 
10-5. Therefore the flow is fully turbulent.  
 
3.1.3. Energy Cascade 
Energy cascade is also another important concept in understanding the turbulence. It 
describes the relation between turbulent eddy sizes in a fluid with an energy 
spectrum. Turbulent energy flows from large eddies to smaller ones until the energy 
is dissipated due to the viscosity. To illustrate this concept Richardson [87] adapted 
a sonnet by Swift: ‘‘Big whirls have little whirls, which feed on their velocity, and 
little whirls have lesser whirls and so on to viscosity’’ [88] This process (Cascade) 
of larger eddies breaking up into smaller and smaller ones is the key to 
understanding turbulence. Broadly speaking, the mean flow determines the largest 
eddy sizes, and the viscosity of the fluid governs the smallest eddy sizes and the 
intermediate scales ensure cascading transfer of energy across the range [89]. The 
distribution of eddy sizes in turbulent fluid is continues in reality but for the 
convenient it is categorised into discrete ranges. Supposing a large eddy Reynolds 
number, 𝑅𝑒𝑙 is defined based on the eddy length scale (𝑙𝑒) and its velocity (𝑈𝑒) it 
can be shown that it is of the same order as 𝑅𝑒 for the mean flow [90]. The reason 
for this to happen is that the characteristic velocity and length scale of the eddy is 
proportional to the corresponding mean flow values. This shows that inertial effects 
dominate the large eddies and they are largely independent of viscosity. In summary, 
the three categories of eddy sizes within turbulence are all affected by different 
mechanisms each of which is present in vehicle aerodynamics. 
 
3.1.4. Laminar and Turbulent flow 
Fluid flows can, broadly speaking, be classed as laminar, transitional and turbulent. 
In the laminar flow, molecules move in a structured and orderly fashion, and moves 
parallel to the wall. Air flows smoothly with no turbulent perturbations and appear 
to behave rather like a stack of flat sheets over each other. Transitional (Transitional 
flow is a mixture of laminar and turbulent flow with irregular fluctuations) flow 
contains some instability and turbulence can be described as ‘‘a chaotic and random 
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state of motion in which the velocity and pressure changes continually with time in 
substantial regions of the flow’’  [91]. The state between the laminar and the 
turbulent is called transition and it is largely governed by the value of the Reynolds 
number. For example for a flat plate transition occurs at the Reynolds number of 
around 5.105 [79]. Many practical applications experience turbulent flows such as 
swirling of the blood through our hearts.  
Leonardo Da Vinci reported some of the earliest observation of the turbulence in the 
late fifteenth and early sixteenth centuries. In his experiments, he placed various 
objects in shallow river stream to obstruct the free-stream in order to induce 
tumbling and swirling flows. Fig. 3.1 shows an example of turbulence. 
 
 
Figure 3.1 Example of turbulence (Visualisation of jet flow) [91] 
 
Turbulence property of the upcoming air, is an important factor controlling 
boundary layer behaviour. Level of turbulence can significantly modify the 
behaviour of boundary layer and also flow around the vehicle. Increasing the flow 
stream turbulence tends to move the boundary layer transition position forward, but 
the increased turbulence can also help to keep the flow attached [85]. 
 
 
The most important factor which characterises the turbulence is the turbulence 
intensity of the stream-wise velocity fluctuations (𝐼𝑢). It is measured by the ratio of 
the standard deviation of the velocity fluctuations to the mean velocity [85]. 





                                                                           (3.3) 
 
Where u is the increase or decrease in velocity above the mean value 𝑈.  
There are also associated 𝐼𝑣 and 𝐼𝑤 for the flow components of v and w for different 
directions [85].  
 
3.1.5. Boundary layers 
Since air is a Newtonian and hence viscous fluid, its aerodynamics is also 
characterised by the no slip condition which states that at a solid surface, the 
velocity of the fluid relative to the surface is zero [92]. This results in a region 
known as the boundary layer close to the surface where the velocity rapidly 
increases from zero and approaches the free stream velocity [93]. Viscosity of the air 
is small compared to water, but this property plays a significant role in how airflows 
interact with solid bodies. The average velocity of the air molecule at the solid wall 
is zero, no matter how fast the air flows over them, and it is called no-slip condition 
[92]. The velocity rapidly increases from zero in the surface to the free-stream value 
at the nominal distance above the wall. This region is called boundary layer. The 
boundary layer thickness, δ, is defined as the distance from the wall to where the 
velocity reaches 0.99 𝑈∞ [94]. If the Reynolds number is high enough, the boundary 
layer has four distinct flow regions described in Fig. 3.2. 
 
 
Figure 3.2 Illustration showing the structure of the boundary layer [92] 
 
Flow is laminar at the leading edge and as the instability begins as the thickness of 
boundary layer increases and transition occurs. Transition region is small as the 
turbulent eddies within the boundary layer develop rapidly and dominate the layer. 
Underneath of the turbulent region is the viscous sub-layer which is laminar as the 
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turbulent eddies must die close to the surface [92]. The velocity gradient of the 
turbulent flow is larger than of the laminar part close to the wall. 
The presence of the boundary layer and the energy it extracts from the free-stream 
leads to viscosity drag force which acts tangentially to the surface. This is expressed 
as the shear stress given by: 
 





                                                                     (3.4) 
                                                                      
Where y = 0 is the wall surface. Clearly when the velocity gradient is larger in 
turbulent boundary layers, the shear stress will be greater on adjacent walls 
compared with that in the laminar boundary layer. In turbulent boundary layer, 
turbulent eddies mix the flow and faster moving air molecules are drawn in from the 
free-stream, therefore they contain more kinetic energy. This principle has been 
exploited in the design of golf balls, where instead of smooth surface, irregularity 
has been placed in order to keep the flow turbulent and causing the flow to stick to 
the ball for a longer distance compared with the smooth ball. The drag coefficient of 
the golf ball is 5-7% less than a smooth one at low spin velocities [95].  
 
3.1.6. Pressure Gradient and Flow Separation 
The pressure gradient is an important parameter which directly affects the behaviour 
of boundary layer. If the pressure gradient is such that over a range of 𝑥 it decreases 
with distance 𝑥 downstream, the pressure gradient with respect to 𝑥 is therefore 
negative (favourable), the velocity in the boundary layer, 𝑈 increases with 𝑥 [96]. 
Likewise in the presence of an external rising pressure with 𝑥, or positive pressure 
gradient (adverse), the opposite effects occur [81]. In the case of adverse pressure 
gradient the flow within the boundary layer has to overcome not only the wall shear 
but also pressure forces opposing its motion. The relative decrease in velocity in the 
strata close to the surface (boundary layer) will be more affected as a result of 
presence of shear wall as well as adverse pressure gradient. Flow separation is a 
phenomenon that occurs with aerodynamic flows around bluff bodies [86]. 
Longitudinal pressure gradient (
𝑑𝑝
𝑑𝑥⁄ ) is the primary factor to determine whether 
the flow past a body is attached or separated. Flow remains attached if the pressure 
increases in x direction and it is termed as favourable pressure gradient, (
𝑑𝑝
𝑑𝑥⁄ >
0). It can be seen as air accelerates past the leading edge of an airfoil from high to 
low pressure. Liquid generally flows from the region of high pressure to region of 
low pressure. Flow separation occurs when the pressure decreases along the x 
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direction (adverse pressure gradient, (
𝑑𝑝
𝑑𝑥⁄ < 0)) and where the boundary layer 
cannot maintain enough energy to continue following body contours and it breaks 
down. The position of separation is given by the condition that the velocity gradient 
perpendicular to the wall vanishes at the wall, i.e. the wall shear stress (𝑡𝑤) vanishes 
[97]. 
 
           𝜏𝑤 = 𝜇 (
𝑑𝑢
𝑑𝑦
) = 0             Separation [97]                                         (3.5) 
 
 
Figure 3.3 Profile of boundary layer separation  
 
Downstream of the separation point the shear layer either passes over the region of 
the circulating fluid and reattaches to the body (separation bubble) or forms a wake 
and never reattaches to the body [97]. It normally occurs on the rear part of the 
airfoil which experiences pressure recovery from mid cord low pressure to the 
ambient pressure at the trailing edge.  
 
3.1.7. Drag or shape factor 
The total force resisting the motion of a road vehicle comes from the following 
factors [85] : 
 
- Rolling resistance of the wheel (friction) 
- Aerodynamic drag 
The aerodynamic drag dominates at the speed above 60-70 km/h and there are 
considerable economic and performance advantage to be gained from drag 
reduction. Drag is an aerodynamic force that opposes the objects motion through the 
fluid. It is a mechanical force and is generated by interaction of the solid body with a 
fluid. Drag is generated by the difference in the velocity between the object and the 
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fluid as shown in Figure 3.4 [98]. Viscous effects (boundary layer) and pressure 
effects are two major sources of drag, these are termed viscous and pressure drag 
respectively. Pressure drag is usually larger than the viscous drag which is due to 
pressure difference and is associated with the large energy-containing eddies which 
are abundant in the wake, comparing to the viscous drag which is present in the 
boundary layer.  
 
 
Figure 3.4 Drag force [98]  
 
Apart from the large-scale eddies in the wake, there are series of vortices which are 
initiated further downstream behind the vehicle. They are created on the side of the 
windscreen because of the pressure difference between the side and roof of the 
vehicle. They also increase the drag of the vehicle.  
 
𝐷 = 0.5 𝜌𝐴𝐶𝑑𝑉
2                                                        (3.6) 
 
Where 𝜌 is the density of the fluid, 𝐴 is the area, 𝑉 is the velocity and 𝐶𝑑 is Drag 
coefficient. 
The drag coefficient, in fluid dynamic is a dimensionless quantity that is used to 
quantify the drag or resistance of an object in a fluid [99]. 
 
                         𝐶𝑑 =
𝐷
0.5 𝜌𝐴𝑉2
                                                                     (3.7)                                                              
 
It is often more useful to characterise the aerodynamic shape of a vehicle using drag 
coefficient as it takes out the effect of the speed as well as the projected area. Figure 
3.5 shows components of the drag force. By adding two forces together it would 




Figure 3.5 Shear and pressure force on a vehicle [85] 
 
Viscous drag which is due to frictional shear ( Interaction and resistance of flow 
over a surface) is relatively small for the conventional road vehicles, but it can be in 
the order of 30% for the typical modern car [85]. The greater part of aerodynamic 
drag force comes from the fact that the pressure in front of the vehicle is higher than 
the one in the rear of the vehicle. Number of elements effects the pressure 
distribution around a vehicle. The most important factor is the boundary layer. When 
air flows past a vehicle, it appears to stick to the surface and at the surface there is 
no measurable relative motion. The individual molecules move randomly at the 
surface and their average speed parallel to the surface is zero. The dimensionless 
laminar and turbulent boundary layer thickness, referred to the length of the plate,𝑙, 
according to Blasius equation is [81]: 
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                             (3.9)      
Where 𝑅𝑒𝑥 is  𝑅𝑒𝑥 =
𝜌𝑢𝑥





Figure 3.6 The variation of the velocity in a boundary layer [85] 
 
Thickness of the boundary layer grows with distance but DoEs not exceed more than 
few centimetres on a car travelling at a normal speed as it is calculated below. 
Despite this layer is very thin, but it holds the key to understanding how air flows 
around a vehicle and how the drag force is generated [85].  
 























𝛿𝑇𝑢𝑟𝑏𝑢,𝑒𝑛𝑡 = 0.00089765  
 
Where 𝜌 = 1.22 (kg/m3) is the density of the air at 200C, 𝑢 = 60 𝑚/𝑠 is the 
maximum velocity of the flow in the wind tunnel for our experiments, 𝑥 = 0.85 is 
the distance to the front of the model and 𝜇 = 1.8510
−5
 is the dynamic viscosity of 
the air at 200. 
In the turbulent boundary layer, the flow is still streamlined and it still follows the 
contours of the body. The turbulence motion is of very small scale. There are 
important differences in the properties of two types of boundary layer. The laminar 
layer produces less drag due to friction with the surface. Turbulent boundary layer 
produces less pressure drag since the flow is more likely to follow the contours of 
the body and the turbulence delays the separation [85]. Figure 3.7 illustrates how the 
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boundary layer influences the pressure distribution on a simple case of two-
dimensional flow around a smooth symmetrical shape.  
 
 
Figure 3.7 The effects of viscosity [85] (a)Theoretical flow pattern obtained when 
the effect of viscosity are ignored; (b) typical actual pattern for a real air flow.  
 
The relative air speed is brought to zero at the nose, the flow accelerates and reaches 
a high relative speed at the widest part and then it slows down as it approaches the 
tail. There will be a high pressure near the tip of the nose where the speed is low and 
low pressure on the wide area where the speed is high according to the Bernoulli 
equation [79]: 
 








2 +  𝜌𝑔ℎ2                      (3.11)      
 
Height is insignificant in road automotive air flow, therefore it will be ignored and it 
is assumed that the flow is incompressible and air density DoEs not change with 
velocity for low speed (𝑀𝑎𝑐ℎ ≤ 0.3) (Mach number is the air velocity divided by 
speed of sound): 
 








2                                                       (3.12)                       
 
Where P is the static pressure, 𝜌𝑔ℎ is dynamic pressure, V is the mean velocity and 
ρ is the density [79]. 
Mach number of the highest velocity in this work (60 m/s) is 0.18 which is below 
the value at which flow becomes compressible and its density changes. Without the 
influence of viscosity the streamline would close up behind the shape and produce a 
symmetrical pattern shown in Figure 2.12 (a), in reality because of effect of the 
viscosity, the streamlines around the shape would look more as in Figure 2.12 (b), 
36  
this is because the viscosity causes the energy in the air flow close to the surface to 
degrades and therefore the energy is lost. As a result of this the air cannot return to 
its initial values of speed and pressure, instead a wake of slower moving air is 
formed and the boundary layer may even separate. In this flow condition the 
pressure distribution is no longer symmetric and the pressure on the rear portion of 
the object is on average lower than the front and therefore there will be a rearward 
drag force. The drag force arising this way is known as form or pressure drag. in 
modern design it accounts for one third of the total drag [85]. In reality flow around 
a vehicle is highly three-dimensional and many of the approximations to two-
dimensional flow that are commonly used in aircraft aerodynamic analysis cannot be 
used for road vehicles. Figure 3.8 shows some aspects of the three-dimensionality of 
the flow around a car [85].  
 
 
Figure 3.8 Illustrations showing the vortex structure around a vehicle [85] 
 
Most vehicles produce lower pressure on the top surface than underside and as a 
result lift will be generated. Another consequence of this is that the air tends to flow 
from the high pressure underside to the low pressure on top, resulting in the 
production of vortices in the wake as shown in Figure 2.13 [85]. They are called 
trailing vortices and large amount of energy goes into the formation of these large 
swirling masses of air and therefore they represent source of drag. The vortices draw 
air away from the rear of the vehicle, creating a low pressure there, and thereby 
pulling the air down. Because the air is swirling with high speed, the pressure in the 
vortices is low, therefore any surface exposed to the influence of a vortex will be 
subject to a reduced pressure. A reduced pressure over the rear of the vehicle will 
obviously increase the drag. this contribution to drag is commonly called trailing 
vortex or induced drag [85]. ‘Drag factor’ is the more universal measure of drag 
defined as 𝐶𝑑𝐴 which allows comparisons to be made between large and small 
objects with the same 𝐶𝑑 [100]. 
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 Flow Separation Control 
The boundary layer control includes any mechanism or process through which the 
boundary layer flow is caused to behave differently than it normally would where 
the flow developing naturally along a surface [101]. The science of the flow control 
originated with Prandtl (1904), who introduced the boundary layer theory, explained 
the physics of separation phenomena and described several experiments in which the 
boundary layer was controlled [101]. In order to build a foundation and to provide 
background to the research, a literature review survey is carried out which included 
a discussion of all the major methods of boundary layer low speed flow control: 
 
3.2.1.  Flow Control Methods 
Purpose of all these methods is to affect the whole flow in a desired direction by 
influencing the structure of the boundary layer. The methods that have been used to 
control the separation have been as below: 
 
 Removal of low momentum near wall flow 
 Re energising near wall flow and changing the wall static pressure through 
the manipulation of surface geometry 
 
The past research has shown that the above methods tend to assist to either delay the 
separation or even prevent the boundary layer to separate. By introducing a system 
to reenergize the flow near the wall, and therefore higher momentum flow near the 
surface, the separation may be delayed or even eliminated. The various techniques 
that have been developed over the years to control the flow are classified into two 
main categories: 
 
 Passive control ( requiring no auxiliary power) 
 Active control  ( requiring energy expenditure) 
 Or the combination of both which has recently been developed 
(active/passive). 
 
The passive control simply means, no power source, and that would usually prove to 
be better than the active control with the power source which require the 
manipulation of the structure for the power source and usually outweighs the 
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advantage of the active control over the passive. For example for the active flow 
such as suction the structural modification will be required but for passive control 
simply without the power source it won’t be as complex and the result will be more 
appreciated. Active control is further divided into predetermined or reactive. The 
predetermined active control DoEs not have a feed back in order to adjust the input 
but the proactive is simply an active control with feedback in order to adjust the 
input. The summaries of the principals involved in both passive and active flows are 
as following [81]: 
 
- Passive 
                                 Vortex generators 
                                 Geometry manipulation 
                                 Passive cavity 
- Active         
                                Suction 
                                Blowing 
                                Air jet vortex generator 
                               Heating, cooling 
                               Mems   
                               Motion of the solid wall 
 
In vehicle aerodynamics, mainly passive flow control methods have been practiced 
such as vortex generators and geometry manipulation. To be able to do the 
aerodynamic optimisation the method of geometry manipulation has to be applied. 
In this particular method the geometry will be manipulated and the best shape will 
be chosen with the means of aerodynamic optimisation. In design of the road 
vehicle, most important factor is drag force and considerable performance and 
economic advantages is gained by drag reduction and producing a vehicle with a 
smoothly controlled continuous surface as the gaps and discontinuity produces drag. 
Gaps and discontinuity increase the drag by increasing the boundary layer thickness 
and turbulence. By extending the laminar boundary layer, less surface friction drag 
will be produced. By suitable shaping and maintain the favourable pressure gradient 
and moving the maximum thickness further down, laminar boundary layer can be 
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maintained and as a result surface drag is decreased. Keeping the flow as far 
attached as possible is the most effective way in reducing pressure drag. If the 
pressure rise is gradual, the energy from the free stream will be fed into the 
boundary layer fast enough to prevent the separation. Therefore the cross section 
should decrease gradually for that to happen. Streamlining is important factor in 
drag reduction. Therefore for the cars, ideal shapes are thinner and longer. As it is 
more appropriate to minimize the drag for a given volume rather than given 
projected area. Lift-induced drag can also be simply decreased by minimizing the 
lift. Reducing the aerodynamic drag can produce a major improvement in fuel 
consumption. Also gain in performance in terms of both speed and acceleration. 
Figure 3.9 shows how the tear drop shape modifies and reduces the turbulence and 




Figure 3.9 Image demonstrating the pressure recovery in the wake of the Don-Bur 
‘teardrop’ design (Right) relative to a standard trailer (Left) [102] 
 
3.2.2. Advantage of Flow Control 
Modern passive and active flow-field control is a rapidly emerging field of 
significant technological importance to the design and capability of a new 
generation of forthcoming air-vehicle systems. Generally it is desired to postpone 
separation so that form drag is reduced, lift is enhanced and pressure recovery is 
improved. Therefore less drag, reduced engine power and noise, therefore more 
payload and less fuel are the consequences [101]. 
 
3.2.3. Passive drag reduction 
Increasing the fuel economy is the primary objective of drag reduction on vehicle, 
since it is beneficial to the environment. This aspect of the aerodynamic is very 
challenging for bluff shapes such as trucks and large bluff vehicle like ambulance. 
Drag reduction principles are relatively straight forward in the opinion of Cooper 
[103]. Drag reduction, by using the method of streamlining in the automotive 
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industry, was widely adopted throughout the automotive industry between 1920’s 
and 1940’s, however the resulting teardrop shaped vehicle were impractical and 
uncomfortable due to the space restrictions [100]. Oil crisis on 1973 changed the 
public perception and drag reduction became accepted as an essential part of design 
process [100, 103]. One of the most comprehensive drag reduction investigation was 
carried out in a wind tunnel at the university of Maryland in the 1950’s [103]. 
Several devices such as roof fairing, side skirts and seals to bridge the gap, were 
added to the baseline. With minor changes, drag reduction as much as 50% were 
gained and it was shown the drag can be halved if theses modification are applied to 
the boxy vehicles of that time. The study also showed the significant effects of 
rounding the leading edges to bluff shapes to lower drag through minimising 
pressure gradient and therefore controlling the separation. Other techniques such as 
adding low-drag fairing and raking back the front face of trucks are also useful. 
Figure 3.10 clearly demonstrate how modifying the shape and also adding add-ons 
decreases the drag coefficient. Grey area indicates the drag coefficient for vehicles 
without modifications and add-ons (between 0.7-1.1). Whereas the drag coefficient 
has been lowered to less than 0.5 for vehicles with modifications and add-ons. 
 
 
Figure 3.10 Effect of shape of the truck on the drag coefficient [29]  
 
Gary [104] and Charwat [105] investigated the effectiveness of fairings for 
commercial vehicle and utility box trailer. Drag reduction of 30% was achieved for 




rear part of trucks in the form of boat-trailing is also very effective in reduction in 
drag [106].  
 
 Fuel Consumptions 
As noted earlier, interest in the aerodynamic performance of Emergency Response 
Vehicles, is stimulated by the need to improve fuel economy and reduce emissions 
from their fleet operations. Since there are not any previous study on the fuel 
consumption of the Emergency Response Vehicles, the improvements in fuel 
consumption resulting from the reduced aerodynamic drag of the optimised design 
are quantified based on the trends identified for Heavy Goods Vehicles. 
Comprehensive data on the fuel consumption of the HGVs are available in studies 
[16, 19, 37]. The study [16], for example, found that at 90 km/h, a 20% aerodynamic 
drag reduction results in a 10% improvement in fuel economy, whereas at 60 km/h, 
in order to achieve the same improvements fuel economy of 10%, aerodynamic drag 
has to be reduced by 30%. At lower speeds, significantly larger improvements in 
aerodynamic drag are required to achieve the same reduction in fuel economy and 
for low speeds (≤15 km/h) the influence of aerodynamics on fuel consumption may 
be neglected. The relationship between drag reduction and fuel economy 
improvement for speeds of 30, 60 and 90 km/h presented in [16] are shown in Table 
3.1, with similar findings presented in [37].  
 




Table 3.1 Relationship between drag reductions and fuel economy improvement for 
tractor trailer trucks [16] 
 
 Three-Dimensional Flow (Airflow Pattern) 
Three dimensionality of the flow involved makes the vehicle aerodynamic such a 
challenging subject. In the beginning of the 20th century, the research on the external 
aerodynamic was mainly focused on aviation industry (driven by war effort) where 
flow is mostly attached. This occurs because the general lay out of the airplane is 
fuselage and the wing and they have very small geometrical gradient which induce 
small pressure gradient. In contrast, road vehicles are blunt bodies and very compact 
and are not amenable to gentle curvaceous contours. Therefore the flow field around 
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the ground vehicle is more complex than for an airplane and a number of factors 
needs to be considered. 
 
3.4.1. Pressure Distribution 
One of the simplest forms of interpreting the local flow structure is observing the 
pressure distribution. 𝐶𝑝 (defined in equation (3.13)) is a dimensionless pressure 
coefficient  and a very useful parameter for the following reasons: 
 
- Characterizing common flow features 








                                                             (3.13) 
 
Where P and 𝑃∞ are static and  free stream pressure respectively, 𝜌 is the density 
and 𝑉∞ is the velocity. When vehicle moves through the air, flow stagnates locally 
and its velocity decreases to zero (𝐶𝑝 = 1). The size of these high pressure regions 
(stagnation) depends on how streamlined the front of the vehicle is. Also the 
separation occurs due to the sharp changes in the geometry as the air flows over the 
bonnet of the vehicle and produces a separation bubble downstream. Smooth radius, 
in these region, can cause the flow to accelerate and move faster and generate 
suction giving negative value of 𝐶𝑝, see Figure 3.11. Figure 3.11 also indicates the 
area of high and low pressure and where the modifications need to take place in 
order to lower the drag coefficient.  
 
 
Figure 3.11 Illustration showing the surface pressure distribution along the 




Before flow reaches the centre of the roof, flow phase changes from separation to 
reattachment around the base of the windscreen leading to a trapped vortex and also 
over the leading edge of the roof. Sudden reduction in the cross-section of the 
vehicle and slanting windows leads to strong adverse pressure gradients which 
include an extensive region of separated flow (the wake). 
 
 Summary 
 The Navier–Stokes equations describe the motion of fluid and they are formed 
by applying Newton's second law to fluid motion. Reynolds number is also a 
dimensionless number describing whether flow is laminar or turbulent.  
 
 Broadly speaking, flow and its boundary layer to the surface can be classed as 
laminar and turbulent.  
 
 Turbulence and low pressure region causes the flow to leave the surface which is 
known as flow separation. Flow separation increases the drag force. 
  
 There are several methods to control the flow separation such as geometry 
manipulation which is mainly used in vehicle aerodynamic drag reduction.  
 
 Geometry manipulation has been used in this work in for the aerodynamic 













 Computational Fluid Dynamics 
 
Three-dimensional flow can be described in terms of partial differential equations 
and they cannot be solved analytically. There can only be an approximate numerical 
solution to these equations. Discretization method, which approximates the 
differential equations by a system of algebraic equation, has to be used. The 
approximations are applied to small domains in space or time, so the numerical 
solution provides results at discrete locations in space and time. The accuracy of the 
numerical solution depends on the quality of discretization used. This process is 
known as Computational Fluid Dynamics. Computational Fluid Dynamic (CFD) 
numerically solves the governing equation of fluid flows by the ability of 
microprocessors that can handle millions of calculations [107]. CFD has been 
developed in terms of maturity in recent years. This chapter includes a 




Computational Fluid Dynamic (CFD) is a way to analyse of fluid flows by means of 
computer based simulation as mentioned before. This technique is very powerful 
and it covers wide range of industrial and non-industrial applications [91]. This 
work focuses on the analysis of the flow field around the vehicle by means of CFD 
as well as experiment which will be explained in details in upcoming chapters. The 
flow field around the vehicle is very complex. Therefore the efficiency of a CFD 
simulation depends on many factors. Model geometry and its integration into the 
physical domain, choice of suitable turbulent model and grid generation are 
significant factors that will determine the level of success of CFD simulation. 
Efficiency of an aerodynamic simulation depends on many factors as the flow field 
around the vehicle is very complex. Model geometry creation and its integration in 
the physical domain, grid generation and also suitable numerical scheme are very 
important factors that can decide the level of success of the simulation process [18]. 
When power of computer is used to simulate the behaviour of fluids, it involves a 
number of key elements. First, a mathematical description of the physics of fluid 
flow is required for the problem of interest. In order to represent the problem and 
achieve the solution, many different algorithms need to be used. Following section 
illustrates some of the key features of CFD application.  
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4.1.1. Discretisation  
Flows such as slow flow that are geometrically simple and allow the simplification 
of the governing equations can often be described by analytical solutions which 
consists of functions that can be evaluated at any point in a given fluid domain. 
However, for the general governing partial differential equations (PDEs), or for 
geometrically complex domains, analytical solutions do not exist. Instead system of 
algebraic equations which represent these PDEs must be derived, this process is 
called discretisation. This can be done either by approximating the solution of the 
PDEs by piecewise polynomial function or by approximating the partial derivatives 
by finite differences. In either case, the domain is represented by a grid of points (or 
nodes) at which value of the dependent variables are to be found. Discretisation 
method will define the form of the system of algebraic equations. there are number 
of methods in which the governing PDE’s can be discretised and are described 
below [64]: 
 
4.1.2. The Finite Difference Method 
The finite difference method involves Taylor series expansions which produce 
approximations to the partial derivatives of the governing PDE’s at the grid points 
[44]. This method is normally applied to, structured networks of grid points, 
although the regularity of grids allow for high order differencing approximations, 
thereby ensuring high accuracy. The main disadvantage is that the conservation 
properties such as mass and momentum, are rarely enforce unless great care is taken 
[44]. Also, the particular requirement for structured grids is not always flexible 
enough to deal with the complex geometries often encountered in science and 
engineering. Also the application of the Taylor series expansion results in an error 
which is inherent in the calculation. This error tends to zero with the grid spacing so 
it can be suppressed to a large extent and this is minimized by using higher order 
discretisation methods. 
 
4.1.3. The Finite Element Method  
Intensive period of finite element method (FEM) research occurred between 1940 
and 1960 and it was developed then and its origin were in  structural analysis [108]. 
In order to provide insight into stress distribution of the component, the principle is 
to discretise a given structure into small elements for stress analysis and repeat the 
stress field using analytical functions of nodal values and re-assemble these results. 
Unstructured elements, which are more flexible in terms of shape to fit the complex 
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geometries, were used originally in the method to make it appropriate for fluid 
mechanics [108]. In 1960, FEM implementation into CFD community begun when 
its formulation was generalised so that it would be suitable for CFD. One of the 
greatest strength of FEM is its ability to discretise a fluid domain with irregular 
elements to fill the spaces with practically any shape [64]. In the derivation of the 
discretised equations, a (typically low-order polynomial) interpolation function 
describes the way in which the dependent variable, ∅ (Such as pressure and velocity 
for fluid flow), varies across each individual element, as a function of the values of 
∅ at the element nodes. Therefore the FEM is based on the approximating the 
solution rather than the approximating the equations as with finite differences. Thus 
the result is still set of algebraic equations to determine the nodal values of ∅. 
 
4.1.4. The Finite Volume Method 
Direct physical interpolation is the philosophy behind the control volume method 
and finite volume method (FVM) [64]. In this method the solution domain is divided 
into non-overlapping control volumes so that a computational node positions at the 
centre of a control volume., see Figure 4.1. 
 
 
Figure 4.1 Illustration of the finite volume method for a two-dimensional grid [64]. 
 
Once the fluid domain is discretised, the goal is to calculate the solution variables 
are at the cell centres. The differential equations describing the flow are then 
discretised for each control volume [64]. Next, these equations are numerically 
integrated over each individual control volume to evaluate the fluxes through each 
of the cell faces. For example, the integration process would find solution variable 
fluxes through faces 𝑛, 𝑒, 𝑠 and 𝑤 for the c control volume on the middle. This 
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method, by integration of the conservation quantities, ensures that mass, momentum 
and energy are conserved locally to each control volume, this is what makes FVM 
so attractive. Therefore the global conservation is ensured, whether the grid is fine 
or coarse, it will produce solution which exhibit exact integral balances [64]. The 
FVM discretisation method is utilised in the commercial code Fluent, which will be 
primary tool used in this study. 
 
4.1.5. Pressure-Velocity Coupling 
There are generally two approaches for solving the governing flow equations: 
segregated and coupled solver. They are Segregated and coupled. Segregated solver, 
which are explicit in nature, are used for incompressible flows and employ an 
iterative technique to reach a solution. Pressure and velocity coupling method is 
used to obtain the solutions for compressible flow problems which simultaneously 
solves the algebraic equation for pressure and velocity [109]. The flow around the 
bluff bodies, is comparatively slow, therefore segregated method for incompressible 
flow will be discussed. To ensure that pressure obtained from the momentum 
equations correspond to that of the continuity equations, the pressure-velocity 
coupling technique is applied. Semi-Implicit Method for Pressure Linked Equations 
(SIMPLE), designed by Patankar and Spalding in 1972,  is the most popular method 
for achieving this. This is a robust guess-and-correct scheme for solving the pressure 
field such that continuity is maintained.  
 
The pressure field is denoted by 𝑝∗ and the iterative process starts by guessing the 
pressure field, this is the predictor step [91]. Velocities in the momentum equations 
are natated by 𝑢∗, 𝑣∗ and 𝑤∗ and the values of 𝑝∗ are used to solve for these 
velocities [81]. Since the obtained values of 𝑢∗, 𝑣∗ and 𝑤∗ are based on the guessed 
pressure field, continuity may not be satisfied, once these values are substituted into 
the continuity equation. For this reason, the continuity equation itself is used to give 
the pressure correction equation, namely: 
 
𝑝𝑛𝑒𝑤 =  𝑝
∗ +  𝑝′                                                 (4.1) 
 
Where 𝑝′ is the pressure correction. Therefore the new value of pressure, 𝑝𝑛𝑒𝑤 will 
ensure that the velocity field agrees with the continuity equation more closely [81]. 
This is used to give the velocity corrections, which are given by: 
 
48  
𝑢𝑛𝑒𝑤 =  𝑢
∗ +  𝑢′                                                (4.2) 
𝑣𝑛𝑒𝑤 =  𝑣
∗ +  𝑣′                                               (4.3) 
𝑤𝑛𝑒𝑤 =  𝑤
∗ +  𝑤′                                              (4.4) 
 
The updated values of 𝑝𝑛𝑒𝑤, 𝑢𝑛𝑒𝑤 , 𝑣𝑛𝑒𝑤 and  𝑤𝑛𝑒𝑤 are then substituted into the 
momentum equation in the final step in the SIMPLE procedure, replacing the initial 
guessed 𝑝∗, 𝑢∗, 𝑣∗ and 𝑤∗ quantities. This process is repeated iteratively until the 
computed the velocity field satisfies the continuity equation [81]. Since the equation 
(4.5) can also move towards divergence, the notion of under-relaxation needs to be 
applied. This technique involves applying a fraction, 𝛼, of the pressure correction: 
 
𝑝𝑛𝑒𝑤 =  𝑝
∗ +  𝛼𝑝′                                              (4.5) 
 
As sometimes the guessed pressure is too far away from the final solution, it is 
necessary to reduce the 𝛼, it then ensures that solution progresses without jumping 
too far from the final solution, therefore the probability of convergence is improved 
[91]. The default values of under-relaxation factors, for the commercial CFD code, 
are 0.3 and 0.7 respectively Fluent   [46] for the current work, these value have 
proven to be suitable and they were not changed during the course of simulations.  
 
4.1.6. Differencing Schemes and Accuracy 
Order of descretisation scheme used, influences the accuracy of numerical scheme, 
which in turn depends on how calculations throughout the fluid domain are made. 
FVM requires the value of solution to be computed on cell faces, once the integral 
form of the differential equation has been established. Central differencing, which is 
second order accurate [109] calculates the face value using the average of adjacent 
cell centres. Central differencing is unable to determine the flow direction and that is 
one of its weaknesses. This means that if there is a strong convection current in the 
domain, the average would be inappropriate since the flow should be bias towards 
one side [91].  
 
 Grid Generation 
Process of discretisation which is achieved through grid generation, is one of the 
most time consuming and difficult stages in applied CFD. This is, in fact, a process 
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of deciding where to make the calculations in a fluid domain. Quality of CFD results 
depends on the size and type of the grid as they determine the discretization error. 
Therefore by spending more time and generating a fine grid, the solution of the CFD 
calculations are improved. A good quality grid without sudden changes in structure 
will always provide better results to a coarse one. For three-dimensional geometry, 
this criteria will be extremely challenging. For the simple geometry, grids using 
Cartesian co-ordinate system can be used to disretise the geometries, but for the 
more complex geometries making more flexible gridding approaches are necessary. 
Following types of grid strategies are common [91]: 
 
- Body-fitted grids 
- Block-structured grids 
- Unstructured grids 
 
4.2.1. Body-fitted Grids 
Methods based on body-fitted grid system have been developed to deal with curved 
boundary flows such as flow over an airofoil [91]. Body-fitted grids involve 
mapping the flow domain onto a computational domain with a simple shape [91]. 
Figure 4.2 shows an example of body-fitted grid for a simple geometry together with 
the equivalent Cartesian grid seen by the computer. This allows simple matrices to 




Figure 4.2 Schematic of (a) a simple body-fitted grid for flow past cylinders and (b) 
the computational grid onto which it is mapped (Own Figure) 
 
4.2.2. Structured Grids  
For more complex solution domains, decomposing the domain into sub-blocks is 
more appropriate, the sub-blocks can then be meshed more easily. Refined cells can 
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then be positioned where large gradient is expected in the flow field as it can be seen 
in Figure 4.3. Benefits of structured grids are that they are more accurate. 
 
 
Figure 4.3 Illustration of a typical block structured grid (Own Figure) 
 
4.2.3. Unstructured Grids  
Using unstructured grid generation is another alternative, in unstructured grid each 
cell can be considered as an individual block in its own right [91]. Unstructured grid 
generation has two important advantages: 
 
1) They can deal with complex geometry. 
2) They don’t require domain decomposition. 
An example of unstructured grids using triangle cells is presented in Figure 4.4. 
 
 
Figure 4.4 Illustration of triangular unstructured elements for a fluid domain 
surrounding an ellipse (Own Figure) 
 
51  
4.2.4. Good Practice 
For obtaining reliable and accurate results, producing a high quality grid is very 
important. Despite this importance, there is not any standard procedure for gridding, 
which is probably due to the fact that there is wide range of CFD applications. 
Instead best practice guidelines describe very simple methods for maintaining good 
quality throughout [108]. For example, if the flow variable gradient is expected to 
reduce along a certain geometry, then high density cells can change into less densed 
cells. See Figure 4.5. In contrast, sudden jump from fine cells into coarse ones can 
lead to unstable solution behaviour. Also when two boundaries meet, care needs to 
be taken in order to maintain the uniform cell size.  
 
 
Figure 4.5 Illustration of good practice meshing (Own Figure) 
 
 
 CAD Models  
Generic models can be created with similar dimensions using software such as 
design modeller but it would not contain the very details of the model. This 
technique can be used when the obtaining the real geometry is not possible or 
cleaning of the geometry would not be feasible.  
 
CAD models of industrial parts are often not suitable for CFD meshing as they are 
created by designers for manufacture purposes and which may either be incomplete 
and/or too detailed, have imperfections like gaps, edge/face discontinuities, cracks, 
free vertices/edges/volumes, etc. This makes the CFD mesh generation particularly 
challenging and time consuming and may require several weeks to complete. Figure 
4.6 shows a part of a CAD model geometry before and after repair. These can take 
the form of disconnected panels with fillets with a large number triangle faces that 
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represent the vehicle’s external panels. These can be overcome by: (i) removing the 
fillets (where applicable), (ii) connecting panels by creating in-between faces, and 
(iii) merging triangles.  
  
  
  Figure 4.6 Examples of CAD model geometry before and after repair 
 
 Boundary Conditions 
Appropriate boundary conditions are required prior to solution procedure once the 
governing equations are discretised with a suitable grid. In order to define a problem 
properly, a suitable combination of boundary condition types, to the fluid domain, 
need to be chosen. Some of the boundary conditions available in Fluent 13 [46] are 
as given below: 
 
- Inlets (Velocity) 
- Outlets (Pressure) 
- Walls 
- Symmetry 
- Turbulence intensity and length scale  
 
4.4.1. Inlet, Outlet and Symmetry Planes 
A wide range of boundary condition types permit the flow to enter and exit the 
solution domain, and boundary data required depends on physical model selected. 
For example for incompressible flow, velocity inlet and pressure outlet are normally 
selected, and for compressible flows, mass flow inlet and pressure far field are 
selected. Inlet velocity defines the velocity vector and scalar properties of the flow at 
the inlet and it is intended for incompressible flow and is useful when the velocity is 
known at the inlet. For the pressure outlet, static pressure at the outlet boundary is 
53  
defined which is the static pressure of the environment at which the flow exhausts 
and it is usually assumed to be constant over the outlet. Pressure outlet must always 
be used when model is set up with pressure inlet.  
 
Symmetry boundary condition is used to reduce the computational effort in 
problems such as vehicle inside the wind tunnel. It can be used when the flow field 
and the geometry is symmetric with zero normal velocity at the symmetric wall and 
zero normal gradient of all variables at symmetry plane and it is not valid for 
asymmetrical flow which can occur in the wake of a symmetrical body [92]. 
Symmetry boundary conditions assume that the flow is tangential to the surface with 
no transverse velocity components [91]. For analysing the flow field around a 
vehicle, it is essentially placed inside a large duct with a column of air passing 
through it. In the CFD simulations, there are no limits on the positions of the 
external boundaries. Not only side walls and the ceilings can be placed far away 
from the model but they can also be assigned a full-slip condition so that unrealistic 
boundary layers do not form. If the boundaries such as inlet and outlet are too close 
to the model, they can have a significant impact on the flow. 
 
4.4.2. Walls 
Wall boundary is used to bound the fluid and solid regions are the most common 
boundary type. The grid cells nearest to the wall are assigned a velocity of zero from 
the no-slip condition when the wall DoEs not move. For viscous flow, the no-slip 
condition is enforced at the wall which ensures that the tangential fluid velocity 
equals to wall velocity and normal velocity components are equal to zero. The grid 
cell nearest to the wall is assigned a velocity of zero from the no-slip condition. 
However difficulty with walls is that the development and the growth of the 
boundary layer yields many features including intermediate and small scale 
turbulence. 
 
Broadly speaking there are two approaches to simulating near-wall turbulence, the 
first is to solve all the way from the free-stream to the wall. However, this requires a 
boundary layer grid containing a very high cell density adjacent to the wall [110]. 
The second method is to use wall functions [110] which essentially model the mean 
velocity profile near to the wall, see Figure 4.7. Consequently, a coarse grid can be 
used with the wall function bridging the gap between the computational nodes on 




Figure 4.7 Representation of Wall Function approach vs fully resolving the 
boundary layer [111] 
 
Wall functions are universal because they are characterised in terms of two 
variables, namely the time-averaged dimensionless velocity parallel to the wall, u+ 
and the dimensionless normal distance away from the wall, y+ [112]. y+ is a non-
dimensional measurement of distance from the wall, see Figure 4.8. It is used to 
describe the height of the first grid element next to a wall. Experimental observation 
has confirmed that flows of all scales tend to demonstrate very similar patterns as it 
approaches the wall. So y+ is used to identify where in the boundary layer profile 
the first calculation point resides. For the y+ in the range of y+ ~ 1, there is no need 
for any wall functions, as the flow is solved all the way to the wall. For the coarser 
mesh with the y+ in the range of 30-500, the wall function has to be utilised in order 
to capture the near wall velocity profile [113]. 
 
 
Figure 4.8 y+ definition [113] 
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Looking at the Figure above, the y+ value should not fall outside the boundary layer 
region, as the wall function used by the turbulence model may incorrectly calculate 
the flow properties at this first calculation point, which will introduce errors into the 
pressure drop and velocity results. In addition to the concern about having a mesh 
with y+ values that are too large, if the y+ value is too low then the first calculation 
point will be placed in the viscous sub-layer, see Figure 4.9. Flow region and the 
Wall Functions will also be outside their range validity [113]. 
 
 
Figure 4.9 Dimensionless velocity distribution for the inner region of a boundary 
layer [114] 
 
In this region y+< 5 [114] and the following relation holds: 
 
𝑈+ =  𝑦+                                                             (4.6) 
 
Further away from the wall the log-law layer exists for which, 30 < y+ < 500 [114]. 
The main benefit of this wall function approach lies in the significant reduction in 
mesh resolution and thus reduction in simulation time. However, there will also be 
disadvantages if reduction of the y+ value continues to below 30. This can result in 
unbounded errors in wall shear stress and wall heat transfer [115]. Despite the 
drawbacks of wall functions, they are very widely used for three-dimensional 
turbulent flows because of the benefit of minimising the cell count in the grid. Even 
so, the grid structure should still be sensibly constructed to make this approach 
valid. This ensures that near-wall turbulence is adequately treated without the 
prohibitively large mesh that would be necessary to solve the turbulent structures all 
the way to the wall [115]. 
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4.4.3. Turbulence Intensity 
The turbulence intensity is defined as the root-mean-square of the turbulent velocity 
fluctuations (𝑢/) divided by the Reynolds averaged mean velocity (𝑈) and it is often 
referred as turbulence level [66]. 
 
𝐼 =  
𝑢/
𝑈
                                                              (4.8) 
 
𝑢/ can be computed as when the turbulent energy (k) is known: 
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𝑈 can also be computed as: 
 





2 are the mean velocity components. 
It is often necessary to estimate the turbulence intensity on the inlet when setting the 
boundary conditions for the CFD simulation. The estimation is normally based on 
some form of measurements or previous experience. Some examples for common 
estimation of the incoming turbulence intensity are mentioned below [66]: 
 
- High-turbulence case: Typically the turbulence intensity is between 5% to 
20% for high speed flow inside complex geometries like flow inside rotating 
machinery. 
- Medium-turbulence case: The turbulence intensity is typically between 1% 
to 5% for the flow in not-so-complex devices like large pipes and ventilation 
flows. 
- Low-turbulence case: Flow originating from a fluid that stand still, like 
external flow across cars and aircraft. Quality wind tunnels can reach really 




4.4.4. Turbulence Length Scale 
The turbulence length scale (𝑙) is a physical quantity describing the size of the large 
energy-containing eddies in a turbulent flow. It is often used to estimate the 
turbulence properties on the inlets of a CFD simulation. It is easy to guess a 
reasonable value of the turbulence length scale since it is a quantity which is related 
to the physical size of the problem. The turbulent length scale, in the 𝑘 − 𝜀 model 








                                                 (4.12) 
 
Some CFD codes such as Fluent, use a different length scale definition based on the 








                                                   (4.13) 
 
Where 𝐶𝜇 is the model constant which is 0.09 for the standard version of the 𝑘 − 𝜀 
model. The turbulence length scale used in these codes is about two times larger 
than the length scale variable used in other codes. Turbulence length scale is 
normally set to a certain percentage of a typical dimension of the problem. For 
example at the inlet of a turbine stage a typical turbulence length scale is about 5% 
of the channel height [91]. For some CFD codes, such as Fluent, 0.038 should be 
replaced by 0.07. For external flows such as this work (Wind Tunnel simulation) it 
is customary to set the turbulence intensity to something low such as 1% [107]. This 
is because the fluid is assumed to be standing still before the car pushes a hole into 
it, meaning this parameter is a measure in some way of the initial turbulence energy 
in the system. The turbulence length scale for our case in fluent is set to 7% of the 
hydraulic (characteristic) diameter. This diameter is the scale from which the 
resulting turbulence is generated (in our case the length of the car in the direction of 
motion) [67].  
 
 Turbulence Modelling  
Turbulent flows are characterised by a wide range of spatial and temporal scales. 
Only simple geometries at relatively low Reynolds numbers can be solved without 
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turbulence flow modelling. The motion of a non-turbulent, Newtonian fluid is 
governed by the Navier-Stokes equation. The Navier–Stokes equations as mentioned 
earlier, describe the motion of fluid and they are formed by applying Newton's 
second law to fluid motion, together with the diffusing viscous term and a pressure 
term. Turbulence is characterised by a range of turbulence length scales. Clearly the 
number of length scales involved in the vehicle aerodynamics presents a significant 
challenges for CFD simulations. The necessity to solve such a problems has resulted 
in developments of turbulence modelling, which seeks to capture features of fluid 
flows in an accurate and efficient manner. Therefore, for engineering purpose, 
and/or in case of complex flows, one has to separate the scales so only specific ones 
are solved for certain applications. With this idea, some scales are going to be 
resolved (usually the larger scales) and some others will be modelled. This idea of 
modelling is called turbulence modelling. To do this, several approaches are 
available as below. One approach is chosen depending on the cost, reliability and 
accuracy. The different types of CFD modelling of turbulence are [116]: 
 
4.5.1. Direct Numerical Simulation (DNS) 
In this approach the N-S equations are solved without any turbulent modelling. It 
combines mean flow and turbulent velocity fluctuations and solve the time-
dependent Navier-Stokes equations. The principle of Direct Numerical Simulation 
(DNS) is to directly solve all the turbulent length and time scales. In order to make 
this possible, the grids must be fine enough to resolve the smallest eddies which 
places huge demands on the computing resources [43]. In addition, temporal 
discretization should be sufficient to capture the fastest events which can occur with 
a frequency of on the order of 10 kHz, and should require time steps of 100 𝜇𝑠 [44]. 
Since DNS is expensive, it is limited to flows with low Reynolds number; the flow 
around a vehicle will be out of reach for many decades [46]. In fact directly 
resolving all of the turbulent scales is of little use when it is limited to simulations 
within tiny domains for a very small timeframes [46]. Therefore obtaining such a 
wealth of detailed information is unnecessary and unfeasible in simulating vehicle 
aerodynamic flows. It is sufficiently difficult to resolve Kolmogorov micro-scale 
(smallest dissipative scales in turbulent flow) at which the energy dissipation takes 
place and it is a time consuming approach [108]. Equation (4.15) defines the 








                                                              (4.15) 
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Where 𝜖  is the average rate of energy dissipation per unit mass and 𝜐 is the kinetic 
viscosity. Typical values of the Kolmogorov micro-scale range from 0.1 to 10 
millimetres [117]. This method has proved to be very costly and therefore is not 
widely used. [118] 
 
4.5.2. Large Eddy Simulation (LES) 
LES tracks the larger eddies with most energy and fluxes (important eddies) of the 
flow. This method contains spatial filtering that passes larger eddies and rejects the 
smaller eddies with little energy and fluxes and models the effects of unsolved flow 
(small eddies) by a sub-grid scale model. Demands of this model on computer 
resources are large as unsteady flow equation needs solving. It is more suitable for 
complex geometry [118]. LES is a compromise between the accuracy of the DNS 
and the efficiency demanded by industry. LES only computes the large scale 
turbulence fluctuations in space and time  and turbulence eddies below a certain 
size, are filtered out and modelled using semi-empirical laws in the form of a sub-
grid scale (SGS) model [91, 108]. For this model the grid only needs to be fine 
enough to model the large eddies, and the sub-grid scale accounts for anything 
smaller, but still time dependent nature of the LES makes it expensive for high 
Reynolds number flows and it would be far from affordable for the aerodynamic 
flows for many decades [77, 79, 80].  
 
4.5.3. Detached Eddy Simulations (DES) 
Spalart et al., (1997) proposed a hybrid method that combines the respective 
strength of LES and RANS which is known as Detached Eddy Simulations (DES). 
DES is designed for external flows and the concept is to entrust the entire boundary 
layer to a steady RANS model, which it with attached eddies, whilst allowing LES 
to resolve separated regions containing detached eddies [79]. It offers advantages in 
terms of simplicity because it only requires small alteration to the Spalart Allmaras 
(S-A) one-equation model [119].  
 
4.5.4. Reynolds-Averaged Navier-Stokes (RANS) Equation 
The focus will be more on RANS equations, since they will be used in this work and 
they have been very popular and widely used in similar works. RANS equations 
focuses on mean flow and the effect of the turbulence on the mean flow properties 
and its objective is to compute the Reynolds Stresses. The Reynolds Stress is the 
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stress tensor in a fluid due to the turbulent fluctuations in the fluid momentum. The 
stress is obtained from an average over these fluctuations. The Navier-Stockes 
equations are averaged, they are based on mean velocity, pressure and stress etc. 
They have an extra term (time average) due to iteration between various turbulent 
fluctuations. RANS is based on the assumption that there is an analogy between the 
action of the viscous stress and Reynolds stress on the mean flow. A characteristic 
feature of a turbulent flow is a small - scale, high - frequency random fluctuation 
superimposed on a main flow which has an identifiable direction. Normally, the 
magnitude of the fluctuation is in the range of 5 -10% of the magnitude of the main 
flow [91]. In order to be able to take a time-average, the momentary value is 
decomposed into the parts mean value and fluctuating value. The momentary 
velocity component is u, the time-averaged value is named ?̅? and the fluctuating 
velocity has the letter u′. With help of this definition the decomposition can 
mathematically be written as [107]:  
 
u = u̅ + u′, v = V̅ + V′, w = w + w′, p = p̅ + p′                               (4.16) 
 
In Figure 4.10 the horizontal line in brown colour indicates the time independence of 
a laminar flow. Also, in the same Figure, the fluctuating flow is earmarked with a 
blue horizontal line which represents the time-average of the fluctuating velocities. 








                                                                          (4.17) 
 
 































)                 (4.18) 
 
Note that a time-dependent term 
𝜕𝑢
𝜕𝑡
 has been appended to this equation to take 
account of the fact that a turbulent flow is inherently unsteady. Substituting in 



























)                                                                          (4.19) 
 




































































)                                                                                                     
(4.20) 
 
Figure 4.11 shows the graphical representation of the terms that appear on the right-
hand side of the equation (3.21). 
 
 
Figure 4.11 Graphical representation of the terms that appear on the right hand 
side of the equation [91] 
 
Following rules are applied when above equation is time-averaged: 
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            ?̅?2̅̅ ̅ = ?̅?. ?̅?̅̅ ̅̅ ̅ = ?̅?. ?̅? = ?̅?2           𝑢′𝑣′̅̅ ̅̅ ̅̅ < 0                 (4.21) 
 


























) − 𝜌 [
𝜕
𝜕𝑥
(𝑢′2̅̅ ̅̅ ) +
𝜕
𝜕𝑦
(𝑢′𝑣′̅̅ ̅̅ ̅̅ ) +
𝜕
𝜕𝑧
(𝑢′𝑤′)]                                                                               (4.22) 
 
This is RANS equation in x-direction. The additional terms that arise in this 




′ = −𝜌𝑢′𝑣′̅̅ ̅̅ ̅̅                         𝜎𝑥𝑥
′ = −𝜌𝑢′2̅̅ ̅̅                                            
𝜏𝑦𝑧
′ = 𝜏𝑧𝑦
′ = −𝜌𝑣′𝑤′̅̅ ̅̅ ̅̅                         𝜎𝑦𝑦
′ = −𝜌𝑣′2̅̅ ̅̅                                            
𝜏𝑥𝑧
′ = 𝜏𝑧𝑥
′ = −𝜌𝑢′𝑤′̅̅ ̅̅ ̅̅                         𝜎𝑧𝑧
′ = −𝜌𝑤′2̅̅ ̅̅ ̅                          (4.23) 
 
The RANS approach is the most used method for simulating turbulence, which is 
inherently steady state and only the largest turbulent scales are computed [108]. 
They usually employ wall functions to represent near-wall turbulence and can be 
split into the following types of extra term [91]: 
 
- k−ε model [113] (two transport equations) 
- k − 𝜔 model [120] (two transport equations) 
- Mixing length model (zero transport equations) 
- Reynolds stress Model (seven transport equations) 
- Algebraic stress model 
- Spalart-Allmaras [41] Model (one transport equation) 
 
K−ε model and Spalart-Allmaras models are widely used and will be used in this 
work and discussed in details later. Although the RANS modelling takes away vital 
information in a given flow field, the averaging process considerably simplifies the 
problem and time-averaging is not required. If time dependent solutions are 
required, an unsteady formulation of RANS, URANS, can be adopted which allows 
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phenomena such as vortex shedding to be simulated. URANS solutions are much 
smoother than the true turbulent field and suitable for external aerodynamics [46]. 
Below is an example of the respective performance of different approaches to 
turbulence which are presented by Spalart (2000): Figure 4.12. 
 
 
Figure 4.12 Comparison of computed flow fields around a cylinder for Re = 50,000 
using various turbulence treatments. Experimental CD= 1.2 [43]. Courtesy of 
Philippe Spalart, Boeing Commercial Airplanes.  
 
4.5.5. Efficiency vs. Accuracy  
Since there is a variety of methods to model the flow turbulence, it is difficult to 
choose one amongst them. DNS and LES clearly present the most accurate for 
solving bluff-body flows but since they require immense computational power, they 
are impractical, see table 4.1.  
 
Category Unsteady Empiricism Grid Nodes Ready 
RANS No Strong 107 1990 
URANS Yes Strong 107 1995 
DES Yes Strong 108 2000 
LES Yes Weak 1011.5 2045 
DNS Yes None 1016 2080 
Table 4.1 Summary of turbulence strategies for the 3D flow past an aeroplane or 
vehicle [43] 
 
DES is also impractical for the present study, since it requires many grid elements. 
In terms of grid required to simulate the airflow around a van or a car, both RANS 
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and URANS are suitable. Since the focus of this investigation is to measure the drag 
force, RANS turbulence modelling is the only viable method.  
 
4.5.6. The 𝒌 − 𝝎 Model  
One of the  most commonly used turbulence models is the 𝑘 − 𝜔 model. It is two 
equation model which means it has two extera transport equation ((4.26) and (4.27)) 
to represents turbulence properties of the flow the same as 𝑘 − 𝜔 model. The first 
transported variable is 𝑘 which is turbulent kinetic energy and determines the energy 
in turbulence The second variable is 𝜔 which is the turbulence frequency. Original 
form of 𝑘 − 𝜔 (KO) was proposed by Kolmogorov [120] and later   developed by 
Wilcox (1994). Eddy viscosity and 𝜔 are given as below: 
 
𝜔 =  
𝜀
𝐾




                                                           (4.25) 
 




+ 𝑑𝑖𝑣(𝜌𝑘𝑈) = 𝑑𝑖𝑣 [(𝜇 +
𝜇𝑡
𝜎𝜔











+ 𝑑𝑖𝑣(𝜌𝜔𝑈) = 𝑑𝑖𝑣 [(𝜇 +
𝜇𝑡
𝜎𝜔








2                                                                                              (4.27) 
 
Or in words: 
Rate of change of 𝑘 or 𝜔 + Transport of 𝑘 or 𝜔 by convection = Transport of 𝑘 or 𝜔 
by turbulent diffusion + Rate of production of 𝑘 or 𝜔 - Rate of dissipation of 𝑘 or 𝜔 
Following are the constant values in the equation [91]: 
 
𝜎𝐾 = 2.00; 𝜎𝜔 = 2.00; 𝛾1 = 0.553; 𝛽1 = 0.075; 𝛽
∗ = 0.09 
 
Advantages and disadvantages of  𝑘 − 𝜔 models : 
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𝑘 − 𝜔 model is more accurate for near wall treatment. It performs very well for 
wall-bounded and low Reynolds number flows. It accounts for transitional, free 
shear, and compressible flows and performs well under adverse pressure gradient 
[114]. Its disadvantages are that it normally predicts separation excessively and 
requires mesh resolution near the wall [84]. 
 
4.5.7. The Spalart-Allmaras Model 
The Spalart-Allmaras model [41] only contains one transport equation for a 
kinematic eddy viscosity parameter (𝜈). It is very economical in terms of 
computations of boundary layer for external aerodynamics; the transport equation 


















𝑓𝑤                                                                                     (4.28) 
 
And in words: 
Rate of change of viscosity parameter 𝜈 + Transport of 𝜈 by convection = Transport 
of 𝜈 by turbulent diffusion + Rate of production of 𝜈 - Rate of dissipation of 𝜈 
Where Ω̃ is the local mean vorticity as follows: 
 
Ω̃ = Ω +
?̃?
(𝑘𝑦)2
𝑓𝜈2                                                       (4.29) 










)                                                    (4.31) 
 
The functions 𝑓𝜐2 = 𝑓𝜐2(?̃? 𝜐⁄ )
 and  𝑓𝑤 = 𝑓𝑤 (
?̃?
Ω̃𝐾2𝑦2⁄
) are wall damping functions,  





; 𝑘 = 0.4187; 𝐶𝑏1 = 0.1355; 𝐶𝑏2 = 0.0.622; 𝑎𝑛𝑑  𝐶𝑤1






The Spalart-Allmaras model has proven to give good performance in boundary 
layers with adverse pressure gradient which are important for predicting stalled 
flows. As it is suitable for airfoil applications, therefore it is very attractive for 
turbo-machinery community. The model is unsuitable for complex geometry since it 
is difficult to predict the length scale in complex geometries and also it is not 
suitable for rapidly changing flows as it lacks sensitivity to transport processes [41, 
91].  
 
4.5.8. The Standard  𝒌 − 𝜺 Model 
One of the most common turbulence models is 𝑘 − 𝜀 two transport equation which 
means, it includes two extra transport equations to present the turbulent properties of 
the flow. The first variable which is transported is 𝑘 (kinetic energy), and the second 
one is 𝜀 (turbulent dissipation). 𝑘 determines the energy in the turbulence and 𝜀 
determines the scale of the turbulence [80, 113]. 𝑘 − 𝜀 model is the most widely 
used and validated turbulence model. It has been successful in calculating a wide 
variety of thin shear layer and recirculating flows. It has following advantages and 
disadvantages: 
Advantages [44, 91]: 
 
- Simplest turbulence model  
- Excellent performance for many industrially relevant flows 




- Poor performance in some cases (some unconfined flows, large extra strains 
such as curved boundary layers, rotating flows) 
 
𝑘 − 𝜀 model is a semi-empirical model. The model transport equation for 𝑘 is 
derived from the exact equation but the transport equation for 𝜀 was obtained using 
physical reasoning. In this model it is assumed that the effects of molecular viscosity 
are negligible and the flow is fully turbulent [81]. 𝑘 − 𝜀 model focuses on the 
mechanism that effects the turbulence kinetic energy 𝑘. It is a sum of the mean 
kinetic energy and the turbulent kinetic energy [91]: 
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(𝑈2 + 𝑉2 + 𝑊2)                                        (4.30) 
 





(𝑢↗2̅̅ ̅̅ ̅ + 𝑣↗2̅̅ ̅̅ ̅ + 𝑤↗2̅̅ ̅̅ ̅)                                    (4.31) 
 
 Therefore:  
 
𝑘(𝑡) = 𝐾 + 𝑘                                                     (4.32) 
 




+ 𝑑𝑖𝑣(𝜌𝑘𝑈) = 𝑑𝑖𝑣 [
𝜇𝑡
𝜎𝑘




+ 𝑑𝑖𝑣(𝜌𝜀𝑈) = 𝑑𝑖𝑣 [
𝜇𝑡
𝜎𝜀
𝑔𝑟𝑎𝑑 𝜀] + 𝐶1𝜀
𝜀
𝑘
2𝜇𝑡𝑆𝑖𝑗. 𝑆𝑖𝑗 − 𝐶2𝜀𝜌
𝜀2
𝑘
              (4.34) 
 
In words the equations are: 
Rate of change of 𝑘 or 𝜀 + Transport of 𝑘 or 𝜀 by convection = Transport of 𝑘 or 
𝜀 by diffusion + Rate of production of 𝑘 or 𝜀 – Rate of destruction of 𝑘 or 𝜀 










                                                        (4.36) 
 
The turbulent viscosity, (𝜇𝑡), is computed by combining 𝑘 and 𝜀 as below: 
 
𝜇𝑡 = 𝐶𝜌𝜗𝜄 = 𝜌𝐶𝜇
𝑘2
𝜀
                                (4.37) 
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The equation contains following constants [91]. They have been determined from 
experiments and they have been found to work well for a wide range of wall-
bounded and free shear flow.  
 
𝐶𝜇 = 0.09    𝜎𝑘 = 1.00    𝜎𝜀 = 1.30      𝐶1𝜀 = 1.44     𝐶2𝜀 = 1.92  
 
4.5.9. Realisable  𝒌 − 𝜺 Model 
The Realisable  𝑘 − 𝜀 model is a recent development and is different from standard  
𝑘 − 𝜀 in two ways [114]: 
 
- It contains a new formulation for the turbulent viscosity 
- A new transport equation for the dissipation rate (𝜀) has been derived from 
an exact equation for the transport of the mean-square vortices fluctuation. 
 
𝑘 − 𝜀  model modified by Shih et al., (1995) to account for higher Reynolds number 
flows, and was named realisable 𝑘 − 𝜀. The term realisable implies that turbulence 
quantities such as 𝑘 and 𝜀 must satisfy the condition that they are always greater 
than zero [91]. The model (realisable 𝑘 − 𝜀) satisfies certain mathematical 
constraints on the Reynolds stresses, consistent with the physics of turbulent flows. 
The viscosity, the same as other 𝑘 − 𝜀 models, is computed as below, but the 





                                      (4.38) 
 
𝐶𝜇 =  𝐶𝜇  (
𝑆𝐾
𝜀
)                                   (4.39) 
 
Where: 
𝑆 =  √2𝑆𝑖𝑗𝑆𝑖𝑗                                   (4.40) 
 
There is also a modification to the 𝜀 equation [91]. This model has been validated 
for a wide range of flows (rotating shear flows, free flow including jets and mixing 
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layer and separated flows) [82]. This makes the Realisable 𝑘 − 𝜀 model more 
suitable than the standard 𝑘 − 𝜀 model for bluff body vehicle aerodynamics [9].  
 
4.5.10. The RNG 𝒌 − 𝜺 Model 
In standard 𝑘 − 𝜀 model the eddy viscosity is determined from a single turbulence 
length scale, therefore the turbulent diffusion occurs only at the specific scale but in 
reality all scales of motion will contribute to the turbulent diffusion. RNG  𝑘 −
𝜀 model was developed to account for the effects of smaller scales of motion. It is a 
modified form of the 𝑘 − 𝜀 equation which attempts to account for the different 
scales of motion through changes to the production term [80]. 
 




+ 𝑑𝑖𝑣(𝜌𝑘𝑈) = 𝑑𝑖𝑣 [
𝜇𝑡
𝜎𝑘
𝑔𝑟𝑎𝑑 𝑘] + 2𝜇𝑡𝑆𝑖𝑗. 𝑆𝑖𝑗 − 𝜌𝜀                            (4.41) 
𝜕(𝜌𝜀)
𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝜀𝑈) = 𝑑𝑖𝑣[𝛼𝑘𝜇𝑒𝑓𝑓𝑔𝑟𝑎𝑑 𝜀] + 𝐶1𝜀
∗ 𝜀
𝑘
𝜏𝑖𝑗. 𝑆𝑖𝑗 − 𝐶2𝜀𝜌
𝜀2
𝑘










𝜌𝑘𝛿𝑖𝑗                                                                 (4.43) 
𝜇𝑒𝑓𝑓 = 𝜇 + 𝜇𝑡     ,    𝜇𝑡 = 𝜌𝐶𝜇
𝑘2
𝜀
                                                                    (4.44) 
 










     ,     𝜂 =
𝑘
𝜀
√2𝑆𝑖𝑗. 𝑆𝑖𝑗      ,     𝜂0 = 4.377     ,    𝛽 = 0.012 
 
 Numerical Noise and Convergence Tolerance 
Numerical noise is an inevitable by-product of Computational Fluid Dynamics 
(CFD) simulations which can lead to challenges in finding optimum designs [102]. 
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It is, in fact, the distance from the simulation results to the actual experimental 
value. The noisy simulation results are not in favor of optimisation and it is intended 
to reduce the noise as much as possible. The noisy responses create a unrealistic 
response surfaces and the corresponding optimisation results would not be very 
accurate.  
 
Convergence is arriving at a solution that is close to the exact solution within some 
pre-specified error tolerance or other convergence criterion. Convergence tolerance 
is the specified error between the convergence and the exact result which is 
acceptable and is set initially [121]. At convergence, the following should be 
satisfied: 
 
- All discrete conservation equations (momentum, energy, etc.) are obeyed in 
all cells to a specified tolerance or the solution no longer changes with 
subsequent iterations. 
- Overall mass, momentum, energy, and scalar balances are achieved. 
- Generally, a decrease in residuals by three orders of magnitude indicates at 
least qualitative convergence. At this point, the major flow features should 
be established. 
- Ensure that overall mass/heat/species conservation is satisfied. 
 
If solution monitors indicate that the solution is converged, but the solution is still 
changing or has a large mass/heat imbalance, this clearly indicates the solution is not 
yet converged. In this case, the iterations need to be continued until the solution 
converges. The convergence can be accelerated and the numerical errors can be 
contained by implementing the following [121]: 
 
- Use higher-order discretization schemes (second-order upwind) 
- Refine the mesh 
 
For a Steady State simulation we need to ensure that the solution satisfies the 
following three conditions [122]: 
 
- Residual RMS Error values have reduced to an acceptable value (typically 10-4 or 
10-5) 
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- Monitor points for our values of interest have reached a steady solution 
- The domain has imbalances of less than 1%. 
 
The values of interests such as pressure and velocity needs to converge to a steady 
value and running the simulation for an additional 50 iterations should not produce a 
different result. Ensuring that these values have reached a steady solution means that 
the solution is a single repeatable value [122]. 
 
 Error and Uncertainty in CFD 
Numerical errors are unavoidable within the solution of CFD calculations since they 
involve discretizing a set of continuous governing equations. Their iterative nature 
and other factors including the effects of numerical diffusion also add to the error of 
the solution. The following definitions are widely accepted in the CFD modelling 
for the error and uncertainty [1, 12, 91]: 
 
- Error: recognisable deficiency in a simulation which is not caused by lack 
of knowledge. ( Boundary condition, fluid property) 
- Uncertainty: potential deficiency which is caused by lack of knowledge  
 
Errors can be grouped into three main categories [91]: 
 
1) Coding errors 
2) User errors 
3) Numerical errors 
 
Most of the problems are caused due to the coding and user errors. Coding error can 
catch out even the most sophisticated organisations. Since the modern CFD is 
complex, it is unlikely that these coding and user errors can be totally eliminated but 
they can be minimized by training and experience. Round-off errors and iterative 
convergence error are two examples of numerical  errors. Round-off error is caused 
as a result of the computational representation of real numbers.  Convergence can be 
defined as a point during the CFD simulation when successive iterations yield no 
tangible differences/improvement in the solution. Convergence error occurs when 
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the solution is analysed before through convergence is observed, which can be very 
misleading. In commercial CFD packages such as Fluent, convergence is established 
when residuals reduce by a pre-determined levels, typically, three order of 
magnitude [46]. However, greater precision may be needed in other flows.  
 
 Verification and Validation 
Once the error and uncertainty have been considered in the CFD simulation, it 
becomes necessary to develop a method to quantify the level of confidence in its 
results. The most fundamental methods are verification and validation which relate 
to the error and uncertainty resulting from the numerical simulations [1, 91]: 
 
- Verification: this is the process at which it ensures that the mathematical 
representation of a physical system is solved accurately. (or as Roache 
(1998) [2] calls it: solving the equations right).  
- Validations: this is concerned with whether the correct problem is being 
solved and the model is the accurate representation of the real world from the 
perspective of the intended uses of the model ( or as Roache (1998) [2] calls 
it: solving the right equations. 
 
Since each problem is unique, verification is a difficult process, and discretization of 
the governing equations will inevitably be in error. The process of verification 
involves quantification of the error. Computer coding errors and user errors have 
already been discussed, therefore estimation of the following verification errors will 
be discussed [91]: 
 
- Round off error  
- Iterative convergence error  
- Discretisation error 
 
By comparing the CFD results obtained using different level of machine accuracy, 
round off error can be assessed. Iterative convergence error can also be assessed by 
investigating the effects of systematic  variation of the truncation criteria for all the 
residuals on the target quantity of interest. Discretisation error is quantified by 
systematic refinement of the space and time meshes. Two or three successive levels 
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of mesh refinement of the whole flow field can demonstrate the reduction of the 
discretisation error [91]. Two main source of validation uncertainties are as below 
[91]: 
 
- Input uncertainty 
- Physical modelling uncertainty 
 
Sensitivity or uncertainty analysis can be used to estimate the input uncertainty. This 
involves the multiple test runs of the CFD model with different values of input data. 
By observing the variation of target quantity of interest, the lower and upper bounds 
for the expected range can be produced, they are then useful for input uncertainty 
measurement. Physical modelling uncertainty requires comparison of CFD results 
with high quality experimental results [12]. Therefore the comparison between the 
CFD model output and experimental data is the ultimate test of validation. However 
the way in which such a comparison should be made is not clear and still subject of 
discussion. The most common way of reporting the outcome of the validation 
exercise is to draw a graph of a target quantity such as distance or force on the y-
axis and flow parameter such as velocity or temperature on the x-axis. If the 
difference between the CFD result and the experimental data is small, CFD model is 
considered to be validated. If suitable experimental results for a validation analysis 
are not available, a data set for a similar problem can be used. If the problem chosen 
for the validation is sufficiently close to the actual problem to be studied, the same 













 Design Optimisation 
 
This chapter is concerned with optimising vehicles using CFD-based optimisation 
methods and it presents an overview of the relevant technical methods. This chapter 
explains the process of optimisation which is mainly used for CFD optimisation. It 
will also explain the most popular methods used in different parts of the process of 
optimisation. The main focus will be on the techniques that will be used in this study 
which is the CFD optimisation of the Emergency Response Vehicles. 
 
 Optimisation process 
Optimisation  is defined as the design and operation of a system or process to make 
it as good as possible in some defined sense [80]. The philosophy is to find an 
improved design which may not be intuitive, based on the principle of the 
application under investigation. The maturity of CFD is now such that coupling it 
with formal optimisation techniques offers potentially huge benefits. Although this 
idea is not novel and there is a great interest in coupling CFD with optimisation [80]. 
Following is a review of optimisation and the focus is on the methods which are 
employed later in the study. Optimisation can be done directly by modification of 
the design variables by using the information from the old design until it reaches the 
optimum (MAM) and it can also be done virtually by optimising the response 
surface method which is called virtual optimisation. The method chosen here 
consists mainly of three parts: 
 
- Creation of design variables (DoEs) 
- Creation of response surface (meta-models)  
- Optimisation on the response surfaces 
 
 Design of Experiments (DoEs) 
Response surface modelling is a method for approximating a system’s response 
using function values at certain points in the design variable space and it is often 
used to minimize the number of response evaluations and reduce the effects of 
numerical noise (refer to chapter 4.6). In order to build the response surface the 
response of the system is evaluated by running the simulation model at a series of 




5.2.1. Design vector 
Any engineering system is defined by set of variables and constants. All the 
quantities that are treated as variables in an engineering system are called design 
variables and the space that they are placed in is called design space. Each of these 
points in the design space is called design point which represents either a possible or 
impossible solution to the design problem.  
 
Design variables                                𝑥𝑖 , 𝑖 = 1,2, … , 𝑛                        (5.1) 
Design vector                                       𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛}
𝑇                (5.2) 
 
A key component of developing an accurate Response Surface of a system’s 
response to its input design variables is the use of an effective DoEs strategy for 
obtaining information from across the design space as efficiently as possible [123]. 
Clearly the quality and accuracy of the optimisation will depend on the number of 
points used and the way they are spread out in the design space. DoEs are sampling 
plans which determine the number and distribution of the points required, so it can 
extract the maximum amount of information from the fewest simulations possible 
[77]. It is a branch of applied statistics that deals with planning, conducting, 
analyzing and interpreting controlled tests to evaluate the factors that control the 
value of parameter or group of parameters [73]. Generally DOE or experimental 
design is the design of any information-gathering exercise where variation is 
present. These terms, in statistics, are normally used for controlled experiments. In 
DOE, the experimenter is usually interested in the effect of some process or 
treatment on some objects, which may be group of people, materials, etc. DOE 
economically maximizes the information in an experiment; one or more process 
variables are deliberately changed in order to observe the effect the changes have on 
one or more response variables. It is an efficient procedure for planning experiments 
so that valid objective conclusion can be yielded from the data obtained. DOE starts 
with determining the objectives of an experiment and selecting the design variables 
for the study. It is the laying out of a detailed experimental plan in advance of doing 
the experiment. DOE generally starts with the concept of choosing several discrete 
or continues factors called design variables that can be controlled [74]. DOE studies 
are defined as a test or a series of tests in which input variables of a process or a 
system are intentionally changed so that the reasons for changes in the output 
response can be identified and observed. The factors such as thickness, shape design 
variables, and material properties can be changed to study the output responses of 
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the model. DOE studies can also provide information about interactions between 
these input factors and their effect on the output. The objective of a DOE study is to 
understand how changes to the design parameters of a model influence its 
performance. In such a study, a model is repeatedly run through a simulation for 
various combinations of design parameter settings. Effects and interactions of the 
design variables of the model can be studied.  
 
 
Figure 5.1 Optimisation process [124] 
 
The goal of a DOE study is not to find an optimal, single solute 
on but it is to develop an understanding of the behaviour of a system. The most 
important information obtained from a DOE study is the ability to predict trends, 
even with interacting design variables. The response surface is the next step on from 
the DoEs [75]. 
 
5.2.2. Sampling 
There is high number of sampling method and one of the most popular methods is, 
Latin Hypercube Sampling (LHS), which is also used in this thesis; in the following 
three methods are explained briefly: 
 
- Random Sampling 
- Full Factorial Sampling 
- Latin Hypercube Sampling 
 
Random sampling and Full Factorial Sampling are discussed briefly below and the 
main focus will be on Latin Hypercube sampling which is the most popular method 
and will be used in this study. 
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5.2.3. Random Sampling  
In random sampling, new sample points are generated without taking into account 
the previously generated sample points. There is no need to know beforehand how 
many sample points are needed. 
 
5.2.4. Full Factorial Sampling  
In Full Factorial Sampling, which is probably the most common and intuitive 
strategy and in its most simple form, there are k factors (i.e. design variables) and 
L=2 levels per factor. The samples are given by every possible combination of the 
factors values leading to a sample size of N=2k. The idea of the 2k full factorial 
design can easily be extended to the general case where there are more than two 
factors and each of them have more than two levels. If there are k factors 𝑥1, … , 𝑥𝑘 
having 𝐿1, 𝐿2, … , 𝐿𝑘 levels, then the sample size of the adjustable full factorial 
design is  
 
𝑁 =  ∏ 𝐿𝑖
𝑘
𝑖=1                                                          (5.3) 
Full factorial designs make very efficient use of the data and enable the main and the 
interaction effects between factors to be identified clearly. The family of Lk designs, 
namely full factorial designs where the number of levels is the same for each factor, 
is particularly suitable for interpolation by polynomial response surfaces, since a 2k 
design can be interpolated with a complete bilinear form, a 3k design by a complete 
biquadratic form, a 4k with a complete cubic and so on. The following Figure shows 
graphical representations of the 22, 23 and 33 full factorial designs. 
 
 
Figure 5.2 Simple Full Factorial Designs [123] 
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5.2.5. Latin Hypercube Sampling  
In Latin Hypercube Sampling, which is a space filling method, the base is on the 
concept of levels and do not require discretization and the sample size is chosen by 
the experimenter independently from the number of parameters of the problems. It is 
needed to decide how many sample points to use and for each sample point 
remember in which row and column the sample point was taken. Latin Hypercube 
Sampling is a statistical method for generating a distribution of plausible collections 
of parameter values from a multidimensional distribution. The technique was first 
described by McKay in 1979 [120]. It was further elaborated by Ronald L. Iman, 
and others in 1981 [113] . Latin Hypercube Sampling is a form of stratified 
sampling that can be applied to multiple variables. This method is commonly used to 
reduce the number of runs for a Monte Carlo simulation (Monte Carlo methods are 
stochastic techniques [123]), meaning they are based on the use of random numbers 
and probability statistics to investigate problems to achieve an accurate random 
distribution [79]. The concept behind the Latin Hypercube Sampling is not very 
complex. Variables are sampled using an even sampling method, and then randomly 
combined sets of these variables are used for one calculation of the specified 
function. It ensures the Monte Carlo simulation is run over the entire length of the 
variable distributions, it would also take unlikely extremities into account [80]. In 
Latin Hypercube, the design space is subdivided into an orthogonal grid with N 
elements of the same length per parameter if the variables have uniform 
distributions. Within the multi-dimensional grid N sub-volumes are specified so that 
along each row and column of the grid only one sub-volume is chosen. In the 
following Figure the chosen sub-volumes are black and give a typical crosswords-
like graphical representation of Latin Hypercube designs. Inside each sub-volume a 
sample is chosen randomly. 
 
 
Figure 5.3 Latin Hypercube Sampling [123] 
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It is important to choose the sub-volumes in order to have no spurious correlations 
between the dimensions or to spread the samples all over the design space. For 
example, a set of samples along a design space diagonal would satisfy the 
requirements of a Latin Hypercube DoE but would leave most of the design space 
unexplored. There are several techniques used to reduce the correlations in Latin 
Hypercube designs. The following Figure shows an example of a correlation 




Figure 5.4 Correlation reduction in Latin Hypercube Sampling [123] 
 
There are two different types of Latin Hypercube Sampling [96]: 
 
1) Random Latin Hypercube (RLH) 
2) Optimised Latin Hypercube (OLH) 
 
The effect of two different methods for improving the uniformity of the space-filling 
properties of Latin Hypercube design is now compared briefly. The results below 
compare results from two space-filling Latin Hypercube DoE techniques for a 
sample size N and two design variables/factors, i.e. k=2. The first one, shown later 
on the left creates an optimised Latin Hypercube from a series of random Latin 
Hypercube using the Morris-Mitchell [96] criterion that maximises the minimum 




𝑟𝑝𝑞}                                (5.4) 
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The second one, on the right for comparison, distributes the points as uniformly as 









𝑝=1                                         (5.5) 
 
This is achieved by using a permutation Genetic Algorithm, Bates et al. [97]. These 
results suggest that the Optimal Latin Hypercube sampling method [97] is more 
effective at providing uniform sampling throughout the design space. Swidzinski 
[125] states LHS could be nearly five times more effective in yield estimation than 
traditional sampling methods. 
 
 
Figure 5.5 Comparison between LHS and OLHS for 100 design variables [97] 
 
There is not so many recommendations or estimates for the sample size of LHS in 
the literature and determining the sample size is not a simple task [81]. The problem 
with LHS is that the resulting spread of points can vary significantly from one DoE 
to another which may lead to regions of design space which are under or over 
sampled [77]. Bates et al. [6] confirms that Optimised Genetic Algorithm require on 
average 46-times fewer function evaluations to reach comparing to Random Genetic 
Algorithm [6]. There is generally no best choice, although several DoE techniques 
are available. Key issues to be considered include [123]: 
 
- Number of affordable experiments (N) 
- Number of design variables (K) 
- The number of levels for each parameters  
- The purpose of the DoE 
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 Response Surface Methods (RSM) 
The computational cost of complex scientific and engineering simulations makes it 
impractical to rely on them exclusively for design studies. Using approximations in 
such cases lead to substantial savings of computational resources. The most 
extensive applications of RSM are in the situations where several input variables 
potentially influence some performance measure or quality characteristic of the 
process. Thus performance measure or quality characteristic is called the response. 
Once an appropriate DoE has been selected, the designated design parameters are 
used as input variables for generating high fidelity CFD responses. These responses 
values are then used to assemble the Response Surface. Response Surface Methods 
are used when an outcome of interest cannot be easily directly measured in an 
engineering system and also when measuring it is time consuming. Therefore a 
model of the outcome will be used instead. Using Response Surface models can 
reduce design cycle times and cost by enabling rapid analysis of alternative designs. 
In competitive, technically challenging environments, Response Surface models can 
reduce program cost and increase the efficiency of the design process. These 
approximation models can be applied in different phases and aspects of the 
engineering design process. It can also be used in design optimisation when the 
computational expense of simulations is large [126].  Response surface modelling is 
a statistical method for approximating design space using function values at certain 
points in the design space [6]. As the form of the response function f, is unknown, 
we need to approximate it. In fact, successful use of RSM depends on the 
experimenter’s ability to develop a suitable approximation for f. usually, a low-order 
polynomial in some small region is appropriate. In many cases, first-order and 
second order models are used. The first-order model is appropriate when the 
experimenter is interested in approximating the response surface over a small region 
of the independent variable space in a location where there is little curvature in f. For 
the case of two independent variables (x1,x2), the first-order model in terms of the 
coded variables is 
 
𝜂 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2                                                             (5.6) 
 
The curvature in the response surface is often sharp and strong that the first-order 
model is not sufficient. Therefore there is a need to use a second-order model. For 
the case of two variables, the second-order model is [9]: 
 
𝜂 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽11𝑥1
2 + 𝛽22𝑥2
2 + 𝛽12𝑥1𝑥2                 (5.7) 
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The second-order model is widely used in response surface methodology for the 
above reasons [9]: 
 
1)  The second-order model is very flexible and it can take on a wide variety of 
functional forms, so it will often work well as an approximation to the 
response surface. 
2)  It is easy to estimate the parameters (the β’s) in the second-order model. The 
method of least squares can be used for this purpose. 
3)  There is considerable practical experience indicating that second-order 
models work well in solving real response surface problems. 
 
In some rare situations, order of greater than two is used. Figure 5.6 illustrates a 
simple example of second order Response Surface consisting of 5 points.  
 
 
Figure 5.6 Second order Response Surface Plot [9] 





Interpolation-based Response Surface is constructed by forcing the Response 
Surface to pass through solution points upon which they are built. Examples 
includes Polynomial Regression (PR) and Kriging (KRG) [3, 77]. Whilst these 
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methods have merits, they do not account for errors in solutions. In contrast, a 
feature of Moving Least Squares (MLS) Response Surfaces is that they are built 
using approximations [12], which make allowances for numerical noise (refer to 
chapter 4.6) by selecting an appropriate closeness of fit parameter, 𝜃, for a given 
data set. Supposing the noise levels are high then the Response Surface can be 
loosely fitted to the points. Alternatively, a close fit can be used if the noise levels 
are small. When using approximations, there is a tradeoff between accuracy and 
efficiency then the question is how to generate an accurate representation of the 
response with a low cost or better an affordable cost. There are several methods that 
can be used to evaluate these polynomial approximations, two different algorithms 
that are mostly implemented, are Kriging, Least Square (LS) and Moving Least 
Squares (MLS). The main focus will be on Moving Least Square Methods as it is the 
most suitable method for this study which is noisy and has been used often in the 
recent years and will be used in this study. 
 
5.3.1. Kriging 
Kriging is a group of special statistical techniques to interpolate the value of a 
random field at an unobserved location from statistical observations of its value at 
nearby locations. The theory behind it, was developed by the French mathematician 
Georges Matheron based on the Master's thesis of Daniel Gerhardus Krige [90]. 
Kriging is known to be the best linear unbiased estimator of the Response Surface 
approximation. In the kriging process the sum of weights assigned to the input data 
is adjusted to one, and the error of estimation is kept to a minimum. Kriging uses a 
method, which DoEs not depend on the actual value of the variable, but depends on 
its spatial distribution and internal spatial structure. Simplified kriging equation, is 
as following: 
                   Ζ𝑥
⋆ = ∑ 𝑤𝑖Ζ(𝑥𝑖)                                                      (5.8) 
 
where, 𝑤𝑖 is the weight assigned to the sample Z at location 𝑥𝑖 and ∑ 𝑤𝑖 = 1.  
The kriging weights are derived based on a data-driven weighting function which 
would make the sum of the weights equal to one, therefore it reduces the effect of 
bias towards input sample values. Kriging technique is popular in mining industry 
which is due to the realistic resource model that is created when kriging parameters 
are defined [110]. Kriging is an optimal prediction method designed initially for 
geophysical variables with a continuous distribution. Kriging belongs to the family 
of linear least squares estimation algorithms. The variable values are random but 
their variation is not described by any geometric function. Kriging interpolates an 
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elevation value for each output cell by calculating a weighted average of the 
elevations at nearby vector or database points. Closer points/nodes are weighted 
more heavily than more distant ones in the calculation. The Kriging method 
analyzes the statistical variation in values over different distances and in different 
directions to determine the shape and size of the point selection area as well as the 
set of weighting factors that will produce the minimum error in the elevation 
estimate. If the approximation type is Kriging, the polynomial order of the 
approximation is automatically chosen [93]. 
  
 
Figure 5.7 Examples of Kriging and least square quadratic regression model [93] 
 
5.3.2. Least Square Method 
The fundamentals for least-squares analysis was developed by Carl Friedrich in 
1795. However Legendre was the first to publish the method. If a scatter plot shows 
a linear relationship between two variables, least-squares regression is a method for 
finding a line that summarizes the relationship between the two variables, at least 
within the domain of the explanatory variable, x. The least-squares regression line 
(LSRL) is a mathematical model for the data. A straight line that describes how a 
response variable y changes as an explanatory variable x changes is the regression 
line. It can sometimes be used to predict the value of y for a given value of x and 
residual is a difference between an observed y and a predicted y [87]. In least 
squares methods, if there are n points giving a response f as a function of number of 
design variables 𝑥1, 𝑥2, … , 𝑥𝑛𝑑𝑣, the purpose is to look for polynomial fit of the data. 
For example for a linear fit for two design variables, the data will be fitted to a 
hyper-plane of the form: 𝑓 = 𝑐1 + 𝑐2𝑥1 + 𝑐3𝑥2. The goal is then to find the 3 
regression coefficients 𝑐1, 𝑐2, 𝑐3. Standard regression analysis minimises the sum of 
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the squares of the differences (Square Errors, SE) between the data points and the 
fitted curve. For this example [88]:  
 
𝑆𝐸 =  ∑ (𝑓𝑖 −  𝑐1 − 𝑐2 𝑥1,𝑖 −  𝑐3𝑥2,𝑖)
2𝑛
𝑖=1                                  (5.9) 
 
Where, 𝑓𝑖is the response at the ith sampling point 𝑥1,𝑖, 𝑥2,𝑖. To find the regression 




= −2 ∑ (𝑓𝑖 − 𝑐1 − 𝑐2 𝑥1,𝑖 −  𝑐3𝑥2,𝑖)
𝑛
𝑖=1 = 0                          (5.10) 
𝜕𝑆𝐸
𝜕𝑐2
= −2 ∑ (𝑓𝑖 − 𝑐1 − 𝑐2 𝑥1,𝑖 −  𝑐3𝑥2,𝑖)𝑥1,𝑖 = 0
𝑛
𝑖=1                       (5.11) 
𝜕𝑆𝐸
𝜕𝑐3
= −2 ∑ (𝑓𝑖 − 𝑐1 − 𝑐2 𝑥1,𝑖 −  𝑐3𝑥2,𝑖)𝑥2,𝑖 = 0
𝑛
𝑖=1                       (5.12) 
 
Which leads to the three regression equations: 
 
𝑛 𝑐1 + 𝑐2 ∑ 𝑥1,𝑖 + 𝑐3 ∑ 𝑥2,𝑖
𝑛




𝑖=1                                           (5.13) 
𝑐1 ∑ 𝑥1,𝑖
𝑛
𝑖=1 + 𝑐2 ∑ 𝑥1,𝑖
2 + 𝑐3 ∑ 𝑥1,𝑖𝑥2,𝑖
𝑛




𝑖=1                     (5.14) 
𝑐1 ∑ 𝑥2,𝑖
𝑛
𝑖=1 + 𝑐2 ∑ 𝑥1,𝑖𝑥2,𝑖 + 𝑐3 ∑ 𝑥2,𝑖
2𝑛




𝑖=1                    (5.15) 
 
Equations above will be solved to obtain the regression coefficients 𝑐1, 𝑐2, 𝑐3. Least 
square method is widely used to estimate the numerical values of the parameters to 
fit a function to a set of data and to characterise the statistical properties of 
estimates. Its simpler version is called ordinary least squares and a more 
sophisticated version is called weighted least squares [89].  
 
5.3.3. Moving Least Square Method 
Another type of Response Surface modeling is moving least square method 
(MLSM) which was proposed by Lancaster and Salkauskas [111] for smoothing and 
interpolating data. This model has been suggested for the use in the mesh-less form 
of finite element method [115] and recently proposed for the design optimisation 
applications [127]. It is similar to the traditional weighted least square method but 
weights do not remain constant and are the function of Euclidian distance from a 
sampling point to a point 𝑥 where the surrogate is evaluated and the weight decays 
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as a point 𝑥 moves away from 𝑥𝑖. Since the magnitude of the weight function 
changes or moves with 𝑥, the approximation is called Moving Least Squares. This is 
a modified method for estimating a function, f, at an arbitrary point {𝑥} =
{𝑥1, 𝑥2, … , 𝑥𝑛𝑑𝑣} based on the values at a series of sampling points {𝑓𝑖} =
{𝑓1, 𝑓2, … , 𝑓𝑛} at a series of design points {𝑥1,𝑖, 𝑥2,𝑖, … , 𝑥𝑛𝑑𝑣,𝑖} in order to estimate 
the following: 
 
𝑓(𝑥) =  ∑ 𝑤𝑖(‖𝑥 − 𝑥𝑖‖) 𝑓𝑖
𝑛
𝑖=1                              (5.16) 
 
where 𝑟𝑖 = ‖𝑥 − 𝑥𝑖‖  is the Euclidean norm. Hence the estimate to the response 
function would take the form: 
 
?̂?(𝑥) =  ∑ 𝑤𝑖(𝑟𝑖) 𝑓𝑖
𝑛
𝑖=1                                         (5.17) 
 
It is possible to control the closeness of the fit of the approximation by changing a 
parameter in a weight decay function 𝑤𝑖(𝑟) where 𝑖 is the distance from the 𝑖-th 
sampling point. This feature allows the model to handle the issue of numerical noise 
in the response by adjusting the closeness of fit, setting it to a close fit in a noiseless 
situation or changing it to a loose fit when the response contains considerable 
amounts of numerical or experimental noise. The weighting of points in the 
regression coefficients calculation are determined using a Gaussian decay function, 
which is the most popular decay function, see equation (5.18) [128]:   
 
                         wi = exp(-q ri
2 ).
                
                  (5.18) 
 
where w is the weighting of the DoE build point, θ is a closeness-of-fit parameter, i, 
ri is the normalised distance from the current point to model building point i, and, 
with the value 𝜃 = 0 equivalent to traditional least squares regression and when the 
parameter 𝜃 is large it is possible to obtain a very close fit through the sampling 
points.  Other typical functions for weight decay are as below [128]: 
 
Cubic  𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙                                   𝑤𝑖 = 1 − 3𝑝𝑖
2 + 2𝑝𝑖
3                           (5.19) 
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𝑓𝑜𝑢𝑟𝑡ℎ 𝑜𝑟𝑑𝑒𝑟 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙                         𝑤𝑖 = 1 − 6𝑝𝑖
2 + 8𝑝𝑖
3 − 3𝑝𝑖





⁄   , 𝑅𝑚𝑎𝑥  is the normalised radius of the sphere of the influence 
which is inversely related to the closeness of fit parameter, with the smaller value of 
𝑅𝑚𝑎𝑥, closer fit will be obtained. Toropov [128] mentions that the moving least 
squares method is powerful approximation technique and has a great potential for 
many design optimisation applications and stochastic analysis. It can produce a high 
quality surrogate model for a highly nonlinearbehaviour of an engineering system 
and it can efficiently handle the issue of numerical noise by adjusting the closeness 
of the fit.  
 
 Optimisation Techniques 
Once a Response Surface is constructed using an appropriate number and 
distribution of points, the next step, in the process, is to optimise the Response 
Surface in search of the global minimum. Optimisation is the act of obtaining the 
best result under given circumstances the ultimate goal of such a process is normally 
to find the minimum or maximum. Therefore optimisation can be defined as the 
process of finding a condition that gives the minimum or maximum. Some of the 
engineering applications of optimisation are, design of the aircraft for minimum 
weight, design of civil engineering structures such as frames, bridges, towers and 
dams for minimum cost [124]. Optimisation can be traced to as early days as 
Newton, Langrage and Cauchy. Some of the foundations were laid by Bernoulli, 
Euler, Lagrange and Weierstrass. Only little progress were made until the twenty 
century when high speed digital computers appeared. In 1960s, major developments 
were made in United Kingdom such as development of simplex method by Dantzig 
in 1947 [129] for linear programming, and the introducing the principle of 
optimality by Bellman in 1957 [126] for dynamic programming problems. Multi-
objective programming was developed as a result of desire to optimise more than 
one objective while satisfying the physical limitation. Goal programming (well-
known technique for solving multi-objective optimisation problems) was proposed 
by Charnes and Cooper in 1961. In recent year the modern optimisation techniques 
have been emerged which include Genetic Algorithms, ant colony optimisation, 
particle swarm optimisation, neutral network based optimisation, simulated 
annealing and fuzzy optimisation. Genetic Algorithms were first introduced by John 
Holland in 1975 [130]. It is a computerised search and optimisation algorithm based 
on the mechanics of natural genetics and natural selection. Simulated annealing was 
developed by Kirkpatrick et al. [131] which is based on the mechanics of the cooling 
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process of molten metals through annealing.  The particle swarm optimisation 
algorithm was inspired by the behaviour of social organisms such as swarms or 
insects and it was proposed in 1995 by Eberhart and Kennedy [132]. The ant colony 
optimisation was first developed by Marco Dorigo in 1992 [125] and is based on the 
cooperative behaviour of ant colonies. Neural network method is based on immense 
computational power of the nerves system to solve the parallel processing 
capabilities which was used first for the optimisation by Tank and Hopfield in 1985 
[127]. The fuzzy optimisation method was first presented by Rao in 1986 [124] and 
it was developed to solve optimisation problems which involved design data, 
objective function and constraints. An optimisation problem can be defined and 
stated mathematically as follows: 
 




}   which minimizes  𝑓(𝑋)                           (5.21) 
 
Subject to the constraints 
 
                  𝑎𝑗(𝑋) ≤ 0,           𝑗 = 1,2, … , 𝑛                                            (5.22) 
 
                  𝑏𝑗(𝑋) = 0,          𝑗 = 1,2, … , 𝑚                                             (5.23) 
 
Where X is an n-dimensional vector called the design vector and 𝑓(𝑋) is called 
objective function. 𝑎𝑗(𝑋) and 𝑏𝑗(𝑋) are termed as inequality and equality constraints 
respectively. The problem stated above is called constrained optimisation problem. 
Some problems are without any mentioned constrained and called unconstrained 
optimisation problem. 
 
5.4.1. Design constraints 
The design variables, in many practical problems, have to satisfy certain functions 
and other requirements and cannot be chosen arbitrarily.  These restrictions are 
called design constraints and need to be satisfied to produce an acceptable design. 
Some constraints represent behaviour or performance limitations and other 
represents physical limitations which are called functional and geometric 
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constraints. Figure 4.8 shows a tow-dimensional design space where the infeasible 
region is indicated by hatch lines [112]. 
 
 
Figure 5.8 Constraint surface in a hypothetical two-dimensional design space [124]  
 
5.4.2. Objective function 
The aim of the conventional design procedure is to find an acceptable design that 
satisfies the constraints. There is normally more than one acceptable design in a 
design procedure and the goal of the optimisation is to choose the best one. 
Therefore there should be some criterion in order to compare the different 
acceptable designs and choose the best one. This criterion is called criterion or 
objective function. The choice of the objective function is governed by the nature of 
the problem. For example minimization of the weight is normally taken for the 
application of aircraft and aerospace structure design problems. For the mechanical 
engineering system, maximization of mechanical efficiency is often the choice of 
objective function. The surfaces created by the member of a family (C) is called 
objective function surface and are shown in a two-dimensional design space in 
Figure 5.9. Once the objective function surfaces are drawn with the constraint 
surfaces, the optimum point can be determined without much difficulty. Although as 
the number of design variables exceeds two or three it becomes very complex to 




Figure 5.9 Contours of objective function [124]  
 
 Optimisation Approaches 
Numerical optimisation techniques can be broadly classified as either deterministic 
or stochastic [107, 133] and stochastic programming problems [112]. The nature of 
the flow phenomena inside the enclosed spaces, such as in a wind tunnel, generates 
noisy outputs which in turn causes problems for deterministic method [117]. In most 
cases they are prone to find the local extreme and the convergence speed and final 
result are strongly dependent on the initial guess values [134]. In contrast, stochastic 
methods, also referred to as global methods are better suited to building or indoor 
environment applications. One of the most popular in this category and a widely 
accepted global optimisation technique is the Genetic Algorithms [135]. Inspired 
from Darwin’s theory of natural selection, this method has demonstrated its 
capability to handle discontinuous variables and also noisy objective functions 
[136]. Furthermore, GA being a stochastic method has a better chance to explore the 
entire design space. Hence GA was chosen as the optimisation engine in all our 
study. The optimisation approach can be written mathematically as follows: 
 
 
𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒                           min(𝑓(𝑥))  
𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠                         𝑔𝑖(𝑥) ≤ 0 




There are two types of optimisation approach as mentioned below: 
 
- Deterministic optimisation approach 
- Stochastic optimisation approach 
 
5.5.1. Deterministic optimisation approaches 
Deterministic optimisation approaches try to find an acceptable solution to the 
design problem that minimizes the objective function. Deterministic optimisation 
problem formulation DoEs not consider uncertainty of design variables and response 
surfaces models tend to smooth the noisy behaviour. The design variables are 
deterministic and can be continuous or discrete quantities. Most optimisation 
algorithms push the constraints to the bounds in search of optimal solution and this 
in general leads to a not robust design, where any small change can make the system 
fail. 
 
5.5.2. Stochastic optimisation approaches 
Stochastic optimisation approaches attempt to model uncertainty in the data by 
assuming that (part of) the input is specified in terms of a probability distribution. 
Objective of the robust design problem is to bring the mean on target and minimize 
the variance. There are two objectives for robust designs [137]:  
 
1. Minimize the variance of performance 
2. Bring the mean on target or optimising the “mean of performance’’ 
 
A deterministic model assumes that its outcome is certain if the input to the model is 
fixed and if the optimisation is repeated few times the same results will be obtained. 
robust model is more informative than a deterministic model since the former 
accounts for uncertainty due to varying behaviour characteristics. Stochastic is 
random and based on chance. 
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 Optimisation Methods 
There are several different methods of optimisation, two main optimisation methods 
will be discussed below and the focus will be on Genetic Algorithm which will be 
used in this optimisation study: 
 
- (GA) Genetic Algorithm 
-  (SQP) Sequential Quadratic Programming 
- Multi Approximation Method (MAM) 
 
GA is a global search algorithm and SQP is an efficient local search algorithm. 
 
5.6.1. Sequential Quadratic programming (SQP) 
For SQP the objective function is replaced with a quadratic approximation [131] and 
the constraints of the problem are approximated linearly. The quadratic function is 
then solved in the search direction, leading to the local optimum. Sequential 
quadratic programming (SQP) is a method for solving non-linear and constrained 
optimisation problems. It attempts to solve a non-linear problem directly rather than 
convert it to a sequence of unconstrained minimization problems [132].  The 
solution of the problem indicates the search direction along which the next design 
that improves the objective function and DoEs not violate the constraint can be 
found [132]. 
 
5.6.2. Multi Approximation Method (MAM) 
Multi approximation is an optimisation method where the original problem is 
replaced by succession of a simpler mathematical programming problem. The 
functions in each iteration present mid-range multipoint approximations of the 
corresponding original functions. These functions are noise-free or, at least, the level 
of noise DoEs not cause problems with convergence of an individual optimisation 
sub-problem. The solution of an individual sub-problem becomes a starting point for 
the next step, the move limits are changed and the optimisation is repeated 
iteratively until the optimum is reached. Various optimisation techniques can be 
used to solve the sub-problems because the approximation functions are chosen to 
be simple [138].  
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The technique allows to use in each iterations the information gained in several 
previous design points. It allows to consider, instead of the initial stochastic 
optimisation problem, a sequence of simpler mathematical programming problems 
and it results in reduction of number of simulations[138, 139]. 
 
5.6.3. Genetic Algorithm 
Genetic Algorithm is a branch of Evolutionary computation which involves the 
reproduction, competition, random variation and selection of the individuals. since 
optimisation DoEs not imply perfection, evolution can only discover very precise 
solutions to certain problems [140]. Genetic Algorithm and Sequential Quadratic 
Programing are mainly used to find the global and local minima or maxima 
respectively, see Figure 4.11 [140]. Genetic Algorithms work on a whole population 
of individual, and encode candidate solutions using a specific representation scheme.  
Genetic Algorithms operate on a set of possible solutions. Because of the random 
nature of Genetic Algorithms, solutions found by an algorithm can be good, poor, or 
infeasible, so there should be a way to specify how good that solution is. This is 
done by assigning fitness to the solution. Chromosomes represent solutions within 
the Genetic Algorithm. The two basic components of chromosomes are the coded 
solution and its fitness value [141-143]. Chromosomes are grouped into population 
on which the Genetic Algorithm operates (Population). In each step or generation, 
the Genetic Algorithm selects chromosomes from a population which is based on the 
fitness value of the chromosome and combines them to produce new chromosomes 
which are called offspring. These offspring chromosomes form a new population or 
replace some of the chromosomes in the existing population in the hope that the new 
population will be better than the previous ones. Populations keep track of the worst 
and the best chromosomes, and stores additional statistical information which can be 
used by the Genetic Algorithm to determine the stop criteria. A chromosome, in 
some way, stores the solution which it represents. This is called the representation or 
encoding of the solution. There are a number of probable ways to represent a 
solution in such a way that it is suitable for the Genetic Algorithm as stated below 
and they mostly depend on the nature of the problem [141, 144]. 
 
- binary,  
- real number, 
- vector of real number, 




Figure 5.10 example of binary and real-number chromosome representation [144] 
 
Genetic Algorithms produce new chromosomes or solutions by combining existing 
chromosomes. This operation is called crossover. A crossover operation takes parts 
of solution encodings from two existing parent chromosomes and combines them 
into a single solution which is a new chromosome [144].  
 
 
Figure 5.11 Example of crossover operation for two different representations[144] 
 
After crossover operation, GA performs a mutation operation before it produces the 
new population. A mutation operation makes small random changes to an encoded 
solution. This prevents the falling of all solutions into a local optimum and extends 
the search space of the algorithm. Mutations as well as crossover operations depend 




Figure 5.12 Example of mutation operation for two chromosomes [144] 
 
Crossover and mutation operations are not always performed when producing a new 
chromosome. If crossover is not performed, the Genetic Algorithm produces a new 
chromosome by copying one of the parents. The rates of crossover and mutation 
operations are called crossover probability and mutation probability, respectively. 
The crossover probability is usually high and around 80%, and the mutation 
probability is low and about 3%. A higher mutation probability can turn the Genetic 
Algorithm in to a random search algorithm[145]. The last operations defined by 
Genetic Algorithms used to manipulate chromosomes are fitness operations and 
fitness comparators. A fitness operation measures the quality of the produced 
solution which are chromosome. This operation is specific to the problem, and it 
actually tells the Genetic Algorithm what to optimise. Fitness comparators are used 
to compare chromosomes based on their fitness. A fitness comparator tells the 
Genetic Algorithm whether it should minimize or maximize the fitness values of 
chromosomes[145]. Choosing parents for the production of new chromosomes from 
a population is called selection. Selection can be based on many different criteria, 
but it is usually based on the fitness value. The idea behind this is to select the best 
chromosomes from the parents in the hope that combining them will produce better 
offspring chromosomes. But, selecting only the best chromosomes has one major 
disadvantage; all chromosomes in a population will start to look the same very 
quickly. This causes the followings [141, 142, 144]:  
 
- Narrows the exploration space,  
- Pushes the Genetic Algorithm into the local optimum,  
- Prevents the Genetic Algorithm from finding possibly better solutions that 
reside in inaccessible areas of the exploration space.  
 
To preserve the diversity of chromosomes and a wider exploration space within the 
population, selection operations usually introduce a factor of randomness in the 
selection process. Some implementations of selection operations are entirely 
random. One problem may occur with selection operations that are based on fitness 
values. When there is a chromosome with a dominant fitness value, it will be 
selected most of the times, thus it will cause problems similar to the existing ones. 
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To prevent this, fitness values can be scaled and transformed to lower the difference 
between dominant chromosome(s) and the rest of the population [this allows other 
chromosomes to be selected]. There are many ways to transform a fitness value. 
Usually, they are implemented by applying a mathematical transformation to the 
fitness value, but there are other methods like ranking based scaling that use the 
rank, based on the raw fitness values of chromosomes, of a chromosome as the 
scaled fitness value[145]. A coupling operation defines how the selected parent 
chromosomes are paired for mating [mating is done by performing a crossover 
operation over the paired parents and applying a mutation operation to the newly 
produced chromosome]. This operation gives better control over the production of 
new chromosomes, but it can be skipped and new chromosomes can be produced as 
the selection operation selects parents from the population [144]. The next step 
performed by a Genetic Algorithm is the introduction of new chromosomes into a 
population. Offspring chromosomes can form a new population and replace the 
entire previous population, or they can replace only a few chromosomes in the 
current population. For overlapping populations, the replacement operation defines 
which chromosomes are removed [usually the worst chromosomes] from the current 
population and which offspring chromosomes are inserted. By replacing 
chromosomes, there is a chance that the Genetic Algorithm will lose the best 
chromosomes which have been found so far and to prevent this, the concept of 
elitism is introduced into Genetic Algorithms. Elitism guarantees that the best 
chromosomes from the current generation are going to survive to the next generation 
[144]. An algorithm performs the previously described steps one by one in sequence, 
and when they have been performed, it is said that a generation has passed. At the 
end of each generation, the Genetic Algorithm checks the stop criteria. Because of 
the nature of Genetic Algorithms, most of the time, it is not clear when the algorithm 
should stop, so a criteria is usually based on statistical information such as the 
number of the generation, the fitness value of the best chromosome, or the average 






Figure 5.13 Illustration of global and local maxima [94] 
 
Genetic Algorithms (GAs) are ideally suited to find the optimum and the local 
minimum because even if the location of the optimal solution is unknown, they can 
effectively search space to find the candidate. Conceptually GAs are based on 
natural selection, whereby survival of the fittest ensures that the best solution(s) are 
found [130]. Depending on how complex the objective function is, the application of 
GA may locate a solution which is very close to the global optimum, but a local 
gradient based search method would then be required, using GA results as a starting 
location. The Sequential Quadratic Programming (SQP) technique is a typical 
example of this but because it is limited to local optimisation for which an initial 
















 CFD and Experimental Validation Study of Emergency 
Response Vehicles 
 
For all their advantages, computational approaches are purely simulation tools and 
there is no substitute for working with the actual fluid itself. It follows that in order 
to gauge the degree to which CFD simulations correlate with reality, they should be 
validated against real experimental data. Not only the experimental data are used to 
validate the numerical simulations but they are also useful in their own right. For 
validating the computational results, the low speed wind tunnel of Queen Mary 
University of London is used. The advantage of low speed wind tunnel testing is that 
the environment can be controlled. However using scaled model will not yield the 
exact conditions of the full scale model. The scale must be chosen carefully based 
on the test section size of the wind tunnel. This would reduce the magnitude of 
aerodynamic problems introduced by the wind tunnel walls and stationary floor. 
Therefore resulting data is different from full-scale road testing but practice shows 
that wind tunnel testing when correctly proceeded has an accuracy of about 90% 
[17, 19, 21, 35, 37]. The purpose of this chapter is to provide data by which the 
accuracy of the CFD simulations can be assured.  
 
 Experimental techniques  
Despite the progress in the CFD simulations with high powered computers, there are 
still considerable limitations and there is no simple method for prediction of the 
aerodynamic characteristics of road vehicle [91]. Therefore it is necessary to use 
wind tunnel and road testing both to generate accurate data and to validate CFD 
models.  
 
6.1.1. Wind Tunnel Approach   
The principle of the wind tunnel is very straightforward, rather than moving the 
object and measuring the flow behaviour, it just moves the air over objects; all the 
important flow behaviour can be observed and also measured.  
 
6.1.2. Different Types of Wind Tunnels 
Wind tunnels were originally used for aeronautic applications and in the recent years 
some wind tunnels have been evolved for automotive work such as the one used by 
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MIRA in Nuneaton and Quatro Park UK [119] with test section area of 15m length x 
7.9m width x 4.4m hieght with a cross-sectional projected area of 35m2. There are 
two different types of wind tunnel [85]: 
 
- Closed-return type: air circulates around a continuous closed circuit.   
- Open-return type: it consists of a tube which is open at both ends and air is 
drawn from and returned to the surrounding environment.  
 
Figures 6.1 and 6.2 show the schematic drawing of these two different types of wind 
tunnels. They are both capable of giving accurate results, but the closed-return type 
is often preferred for the practical reasons such as flow not having to exit the tunnel. 
 
 
Figure 6.1 Open Return Wind Tunnel [62] 
 
In the inlet of the wind tunnel where flow enters, there is a flow straightening device 
which would reduces the free stream turbulence and also stops the foreign objects 
entering the tunnel. The flow starts accelerating in the contraction region. Generally, 
large inlet contraction ratio improves the steadiness and uniformity of the flow in the 
test section. Fan is placed downstream of the tunnel which pulls the air through the 
tunnel. Typically the ground vehicles are mounted within the working section on top 
of a ground board to raise the model above the tunnel boundary layer or on a 
rotating belt which simulates the moving ground plane. Wind tunnels are normally 




Figure 6.2 Closed Return Wind Tunnel [63] 
 
 Factors affecting the accuracy of the wind tunnel testing  
In the wind tunnel testing, the flow conditions such as air velocity, relative humidity 
and even the density in the closed-circuit tunnels can be controlled. This is very 
helpful since there is no substitute for air to do the experiment with. Therefore it 
makes it a reliable candidate to obtain experimental data. On the other hand it has 
disadvantages [85, 91, 146]. There are issues that affect the accuracy of data that 
have been obtained using wind tunnel tests such as [85, 91, 146]:   
 
1) Scale or Reynolds number effect 
2) Road moves relative to the car instead of car moving 
3) Blockage error 
4) Failure to model fine detail accuracy  
5) Difficulties to measure forces when wheels are in contact with the road 
 
Each of these issues is described briefly below:  
 
6.2.1. The Scale or Reynolds number effect 
The effect of the scaling and or the Reynolds number is an important issue in the 
wind tunnel experiment. It arises from the fact that the model is scaled and the 
Reynolds number changes due to the length of the model. To obtain similar flow 
patterns and features for both full scale and model, the Reynolds number must be the 
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Where, 𝜌 is the density of air, 𝑉 is the velocity of the air, 𝑙 is the length of the model 
and 𝜇 dynamic viscosity of the air. If the Reynolds number (density, viscosity and 
the velocity of the air) is kept the same as the real one, then the transition of the flow 
would occur at the corresponding place as the real model, this can have important 
consequences on measurements, as shown for example in the Figure 6.3. Since the 
model has been scaled and is a lot smaller than the real one, it will have a greater 
proportion of laminar boundary layer and consequently lower drag per unit of 
surface area than the larger one.  
 
 
Figure 6.3 Schematic showing scale effects in vehicle aerodynamics [85] 
 
Unless something is done to the velocity, density or the viscosity of the air, the 
model would not be representative of the full scale. They have to be changed in the 
scale of 1/8th for our experiment in order to move forward the transition. Scaling the 
velocity means that the wind tunnel is run with the velocity close or even above the 
speed of sound (343 m/s). This would not be possible and the flow field will not be 
similar to the real world. Increasing the density or decreasing the viscosity of the air 
in order to equalise the Reynolds number to the full scale model, is also not 
practical. One way to bring the transition further up is to make the surface of the 
model not as smooth as that of the real one. Slight roughness causes the flow to 
become turbulent faster [79, 85, 146]. 
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6.2.2. Road moves relative to the car instead of car moving 
Under real road conditions, no boundary layer is developed on the road since there is 
no relative motion between the road and the air. However in wind tunnel, a 
boundary layer is developed on the floor and the model will be partially immersed in 
it and this will affect the results. Some of the correction methods are listed below in 
order to minimize the effects of formation of the boundary layer [100]: 
 
- Use of ground board  
- Use of belt moving at the same speed as the wind, with boundary layer 
removal upstream  
- Use of a porous floor with suction 
- The mirror image method 
 
Each of these is described briefly in the following. 
 
6.2.3. The ground board method 
The simplest method to eliminate the effect of the boundary layer is the ground 
board method and can give satisfactory results [100]. The board is mounted above 
the tunnel boundary layer, and although there is relative motion between the air and 
the board, the resulting boundary layer is thin. To compensate for even this thin 
boundary layer, model can be raised by the amount of boundary layer displacement 
thickness: the amount by which the boundary layer displaces the streamlines upward 
[100]. The length of the board influences the drag coefficient measurement. The 
drag coefficient is quite sensitive to the length of the plate downstream of the rear of 
the model. The minimum necessary appears to be the length three times of the 
model and the maximum error occurs when the downstream length equals the model 
width. The ground board length influences the wake structure and therefore drag 




Figure 6.4 Principle of experiment, with stationary ground and wheel [18] 
 
6.2.4. The moving belt method 
The moving belt replicates the fact that there is no relative motion between the road 
and the air. The floor boundary layer has to be fully removed just upstream of the 
model by suction. There are several problems with the use of a moving belt [85, 
147]: 
 
- Belts normally vibrate and care needs to be taken to minimize belt 
fluctuation. 
- Suction in front of the belt needs to be carefully adjusted as too much suction 
causes excessive friction and heating and too little suction causes the belt to 
billow upwards. 
- Breakage of the belt can destroy an expensive model. 
- Model cannot be mounted from underneath and has to be supported either 
from above or behind. 
 
 





Testing using moving belts, is  complicated and expensive however if tests are 
conducted with sufficient care and skill, the result gives a good representation of 
road driving [149, 150]. Despite finding that the moving belt can produce 
significantly different result compared with a fixed ground, Howel [94] argues that 
in a comparative testing, such as early development of passenger cars where the 
criteria is to generate a shapes for minimum drag, to understand trends available and 
to avoid critical geometries, fixed ground is adequate for assessing underbody shape 
[151]. It is a common practise to simply mount the vehicle on the floor of the tunnel, 
in scale tests on anything other than the competition car, despite all the methods for 
removing the floor boundary layer. This is justified when comparative rather than 
absolute measurements are required [85].  
 
6.2.5. Blockage effects     
Blockage effect is also an important issue in wind tunnel testing. When the model is 
placed inside the wind tunnel it blocks the tunnel and the average air speed on that 
specific area is increased. The wake behind the vehicle also increases the blockage 
effects [100]. Since the air is speeded up around the object, the force becomes larger 
and therefore the corresponding drag and lift coefficient will be overestimated if no 
correction is applied. The blockage is defined as an effective reduction in flow area 
and represented by [146] : 
 
𝐵𝑙𝑜𝑐𝑘𝑎𝑔𝑒 =  [1 − (
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑎𝑟𝑒𝑎
𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑎𝑟𝑒𝑎
)]                            (6.2) 
 
A blockage correction can be calculated based on the mass conservation that states 
the same amounts of mass of air must flow through all parts of the tunnel. Mercker 
(1985) gives a blockage correction expression for vehicles as follow: 
 
    𝐶𝐷 =  𝐶𝐷(Indicated) (1 −
1.3𝐴
𝑆
)                                       (6.3) 
 
Where, S is the projected area of the tunnel working section and A is the projected 
area of the model. There cannot be any correction factor that can take full amount of 
the distortion that the wall imposes on the flow and it is always advisable to use 
small blockage ratio, ideally less than 5%. The goal of the experiments is to verify 
that the changes due to aerodynamic designs are significant. It is also used to 
validate the CFD results. For such a test, results can be obtained using scale models 
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in small wind tunnels and the effects of using wrong Reynolds numbers are often 
ignored [85]. In the real life, vehicle moves through space which is unlimited in all 
directions (free air), the road below being the only limiting surface. However the 
dimension of the wind tunnel sections is finite. Therefore the flow around the 
vehicle will be modified compared to the unlimited space. Angularity of the flow, 
the distribution of the velocity and pressure around the vehicle are all modified and 
consequently forces and the moments acting on the vehicle are modified. The 
smaller a wind tunnel relative to a vehicle, the larger are these discrepancies [79]. As 
long as the only objective of the specific investigation is to measure the effect of 
shape modifications on the flow around the vehicle, and specifically drag, these 
discrepancy may be tolerable, provided the wind tunnel has a reasonable size [79].  
 
6.2.6. Importance of Modelling Fine Detail  
One of the difficulties with the wind tunnel experiment is the necessity to model the 
object in fine details. Study done by Olson and Schaub [152] which compares the 
drag coefficient of a detailed model of a truck with simpler block form model found 
11% drag coefficient difference between two models. Therefore detailed fine 
modelling is required for the wind tunnel testing despite it makes it extremely 
expensive [100].  
 
 Flow Measurement and Visualisation  
Similar to aircraft model, car model can be mounted in the same way, either on a set 
of supports connected to an external force-measuring system or on a rigid sting with 
an internal miniature multiple-axis force measuring transducer. Overall forces can 
be measured in this manner. Local surface pressure can also be measured on small 
models by drilling a small holes or pressure tapping through the surface. Tube is 
connected to the hole in one end and pressure measuring device at other end. Very 
sensitive pressure transducer is used, in recent years, which produces an output 
voltage proportional to the applied pressure. Drilling pressure tapping, on full scale 
cars, would be a very highly destructive form of testing, and as an alternative, very 
small static pressure probes with 0.5 mm thick can be tapped directly on to the 
external surface of the vehicle. The technique will slightly affect the boundary layer 
flow, but to an acceptable degree [85]. There are few methods available for 
visualizing the structure of the airflow patterns around the vehicle [85]: 
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-  Smoke visualisation; useful to identify the area of separation, reattachment 
and recirculation. 
- Fine powder painting suspended in oil or paraffin; Provides information on 
the location of transition, separation and reattachment lines. 
- Wool tufts; useful to show the indications of regions of separation, 
attachment, reverse flow, vertical flow and high turbulence as well as 
indication of the flow direction, See Figure 2.13. 
 
Smoke visualisation is the most common method in flow visualisation. Figure 6.6 
demonstrates a hand held smoke visualisation used to observe the flow behaviour 
over the full scale tractor-trailer in wind tunnel. The problem with smoke is that is 
mixes rapidly in the turbulent flow region which is area of interest and also in the 
case of closed return type of tunnel, the whole tunnels rapidly fills with smoke 
[100].   
 
                   
Figure 6.6 Full-Scale Wind Tunnel Tests of Production and Prototype, Second-
Generation Aerodynamic Drag-reducing Devices for Tractor-Trailers [153] 
 
As shown in Figure 6.7 small tufts of wool attached to the vehicle surface give an 





Figure 6.7 Tufts visualisation on a real car [64] 
 
 Wind Tunnel Experiment 
The aim of this experiment is to compare the drag force/coefficient of generic model 
of Vauxhall Vivaro with numerical CFD results and validate the optimisation work. 
The experimental results will also be used to assess if the aerodynamic 
improvements of the optimum design are significant. The experimental results will 
be used to compare with the numerical simulation of different turbulent models and 
different mesh element sizes in order to find out which turbulent model and element 




Figure 6.8 Real model of Vauxhall Vivaro [153] 
 
The dimension of the wind tunnel used in the experiments at Queen Mary University 
of London , is 1m x 0.7m with the maximum velocity of 35m/s as shown in Figure 
5.8. The generic model of Vauxhal Vivaro (Figure 5.9) was drawn using design 
modeller [93] which has a projected area of 4.22m2. It was then scaled to 1/8th which 
would give projected area of 0.06624m2. The intention of scaling was to reduce the 
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blockage area to an acceptable level, which is less than 10% for low speed wind 
tunnel [86]. The blockage area for the scaled model is 8.5% as it is calculated below. 
 
 
Figure 6.9 Generic Schematic of Queen Mary University of London  Wind Tunnel  
 
If projected area of the vehicle, test section area and scale (1/8th) are known, the 
blockage area can then be calculated as below [85] : 
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Figure 6.10 Generic model of Vauxhall Vivaro 
 
The model was built using 3D print by ‘’laserlines’’ Company [93]. In the later 
stages of the experiment, light-bars (Figure 6.11) will be added to measure the 
(b) (a) 
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effects of the light-bars on the drag. The work is solely focused on the effect of the 
light bars; other parts of the vehicle are not considered.  
 
 
Figure 6.11 Vehicle with light-bars, (a)  CAD model, (b) Physical wind tunnel model  
 
 
Figure 6.12 Vehicle with flat light-bars, (a) CAD model, (b) Physical wind tunnel 
model 
 
6.4.1. The Queen Mary Wind Tunnel 
For the present study, a low-speed facility at the Queen Mary University of London 
was used, see Figure 6.14. Its dimensions were measured so that a CAD model 
could be constructed for the subsequent CFD analysis.  
 
 





6.4.2. Experimental Methodology 
Figure 6.14 shows the 1/8th scaled model inside the wind tunnel. It was placed and 
fixed on the scale in order to measure the drag force. As discussed below, the model 
was placed 3mm above the floor of the wind tunnel, above the turbulence boundary 
layer thickness as calculated below, in order to minimize the effect of the wind 
tunnel boundary layer (Figure 5.15).  
 
 
Figure 6.14 Model inside the wind tunnel 
 
Boundary layer thickness of the wind tunnel was calculated as below: 
Turbulence boundary layer thickness is defined by [81]: 
 







                                                 (6.4) 
 
The front of the model is 0.852 m down the working section of the wind tunnel. 
Therefore: 
 












Figure 6.15 Model 3mm above the wind tunnel floor 
 
The scale (force measurement) was connected to a computer which would record the 
readings (drag force). It was set to take 100 readings every 1 second for each 
experimental run. Calibration of the scale was carried out, by setting the reading to 
zero,  before each experimental run to ensure that any drift in the output was 
minimized.   
 
  
Figure 6.16 Wind tunnel contraction section      
 









                                                       (6.5) 
𝑇 = 200                                                                          
𝜌 = 1.22                                                                        
𝑉2 = 4.11 √(𝑃1 − 𝑃2)                           
 
 Experimental Results 
The experiment was done for four different velocities which would give the 
following Reynolds numbers based on the characteristic length of 0.6m which is the 
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length of the vehicle. This is equivalent to 1/8th of the Reynolds number typically 




Figure 6.17 Dimensions of Vauxhall Vivaro [113]  
            
The free stream turbulent intensity was measured to be 0.5% and this value was 
employed in CFD comparisons. No wind tunnel correction formula was employed 
since the subsequent CFD analysis include the geometry of the wind tunnel and the 
same velocities, were used.  
 
(P1-P2) (mmHG) V (m/s) Re 
10 13 528666.6 
25 20.55 835700.0 
30 22.51 915406.6 
42 26.64 1083360.0 
Table 6.1 Different velocities with the corresponding Reynolds numbers 
 
Drag force was measured for all three models (Figures 6.10, 6.11 and 6.12) for 
above velocities. For each case 100 readings were recorded by computer with an 
interval of 1 second. Figure 6.18 gives examples of 100 readings for velocity 26.64 
m/s. The standard deviations of the 100 drag force measurements were measured 
and it only varies between 0.094 and 0.108 m/s which is small comparing to the 




Figure 6.18 Drag force for 100 readings for 26.64 m/s 
 
Average drag force and also drag coefficient were calculated for all four velocities 
and are presented below: 
 
Model Average Drag Force (N) Drag Increase (%) CD CD Increase (%) 
Base 2.46 ……. 0.346 …… 
Light-bar 3.26 32.0 0.436 26 
Light-bar-Flat 3.08 25.0 0.412 19 
Table 6.2 Average drag force for all models for 13 m/s 
 
Model Average Drag Force (N) Drag Increase (%) CD CD Increase (%) 
Base 5.67 ……. 0.319 ………. 
Light-bar 7.82 37 0.418 31 
Light-bar-Flat 7.29 28 0.390 22 
Table 6.3 Average drag force for all models for 20.55 m/s 
 
Model Average Drag Force (N) Drag Increase (%) CD CD Increase (%) 
Base 6.76 ……… 0.317 ………….. 
Light-bar 9.27 37 0.413 30 
Light-bar-Flat 8.65 27 0.386 21 

























Model Average Drag Force (N) Drag Increase (%) CD CD Increase 
(%) Base 9.19 ………. 0.308 ……….. 
Light-bar 12.76 38 0.406 32 
Light-bar-Flat 11.86 29 0.337 22 
Table 6.5 Average drag force for all models for 26.64 m/s 
 
The tables above demonstrate that the drag increase stays in the same range for all 
velocities apart from 13 m/s which would probably be due to the fact that the 
Reynolds number (Re = 475800) is low for this particular case compared to other 
cases and flow did not manage to catch the effects of the add-ons well. Figure 6.19 
shows that the trend of the drag force is consistent for all four different velocities 
and the maximum and minimum velocities belong to the vehicle with original light-
bars and the base model respectively. Least drag force belongs to the optimised 
light-bar amongst all the models with add-ons. As it is expected it also shows the 
drag force increases with the increase in the velocity and the lowest velocity of 13 
m/s has the lowest drag force.  
 
 
Figure 6.19 Drag force for all velocities for four models  
 
Figure 6.20 shows the relationship between the drag coefficients with different 
velocities for all models. As it can be seen, the drag coefficient remains almost in 
the same regions for the same model with different velocities. The reason for the 
slight difference could be the sensitivity of the measurement machine for measuring 
the force which may not have functioned well for lower velocities and have been 
more precise for higher velocities. CD is the indication of how aerodynamic is an 
object, it is non-dimensional form of the drag force as expected not to change with 




Figure 6.20 Drag Coefficient for all velocities for four models  
 
6.5.1. Flow Visualisation  
Flow visualisation was used in order to see the effects of the add-ons on the flow 
field and how the optimum configuration modifies the flow behaviour around the 
vehicle. Smoke visualisation can only be used in open wind tunnels as smoke has to 
exit the wind tunnel in order that the flow stays clear. The wind tunnel used at 
Queen Mary University of London  was a closed circuit one and the only practicable 
way to visualize the flow is, by using tufts. Small tufts of wool were attached to the 
area of interest on the vehicle and the behaviour of the flow was observed. Figure 
6.21 shows the flow visualisation for the baseline model for the velocity of 26.64 
m/s. A small flow disturbance can be seen on the rear of the vehicle and that can be 
assumed is as a results of separation and circulation; but the flow remains streamline 
on the top of the vehicle.  
 
 
Figure 6.21 Flow visualisation using tufts for baseline model 
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As it is demonstrated on Figures 6.22 and 6.23, the flow is completely disturbed on 
the top and the rear of the vehicle with the light-bar which causes the drag force to 
increase as much as 37%. Immediate separation and recirculation can be seen after 
the front light-bar. There is also increase in the flow separation on the rear which is 
the main cause of the increase in drag force. 
 
 
Figure 6.22 Flow visualisation using tufts for model with light-bars (rear view) 
 
 
Figure 6.23 Flow visualisation using tufts for model with light-bars (top view) 
 
 CFD Validations 
The data produced by the experiment, will now be used to assess the accuracy of the 
CFD simulations. An important first step was to generate an accurate reproduction 
of the column of air which is contained within the tunnel walls. Physical 
measurements of the scale model, the working section and the extension of the wind 
tunnel to the inlet and the outlet formed the basis of the CAD model, see Figure 
6.24. Since attention is restricted to steady-state solution of symmetric flow at zero 




Figure 6.24 Computational geometry of the wind tunnel domain including boundary 
conditions 
 
The geometry was constructed above the floor of the wind tunnel, see Fig. 6.25 in 
addition to the symmetry plane, velocity and pressure outlet were employed with 
wall type boundary conditions on all remaining surfaces. 
 
 
Figure 6.25 Geometry of the vehicle inside the wind tunnel above the floor 
 
Each domain was decomposed into a series of zones which permitted appropriate 
cell types to be used in various regions. A fully block structured grid (hexahedral 
cells) would be ideal as it would decrease the computational effort, however this 
proved too difficult to implement because of complication arising from the smaller 
features of the vehicle. Thus, a hex-tet grid combined the clear advantages of 
structured cells with the flexibility of unstructured ones. This strategy allowed the 
majority of the air volume to be discretised using structured elements, see Fig. 5.8 in 
addition, the upstream and downstream section were meshed with line controls, 
thereby stretching the grid longitudinally such that the cell density increased 
immediately ahead of and behind the vehicle, see Fig. 6.26. 
 
Velocity 
Inlet Pressure Outlet Symmetry Plane 
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Figure 6.26 Illustration showing the grid on the symmetry plane and top wall 
 
A region of relatively fine hex cells was placed above the model vehicles. The grid 
in remaining fluid volume was constructed by firstly applying a fine 2-D triangular 
grid to the surfaces of the vehicle before constructing an unstructured volume grid, 
see Fig 6.27. 
 
 
Figure 6.27 Illustration showing the grid around the vehicle 
 
6.6.1. Inlet and outlet sensitivity 
The length of the domain in terms of where to place the inlet and outlet can have an 
important effect on the flow. Inlet boundary condition is prescribed with the free 
stream velocity and the turbulent intensity. It is important to ensure that the airflow 
fully develops before and after the vehicle. To ensure this, the length of the inlet and 




Figure 6.28 Solution domain dimensions with extended inlet and outlet 
 
6.6.2. Grid Independence Study  
A mesh dependency study was carried out on the baseline model to assess the 
dependency of the CFD results on the mesh size used to mesh the domain and in 
particular the area surrounding the vehicle. The above method of producing 
unstructured grids around the vehicle was repeated, producing 3 different grid sizes 
with the global cell count increasing from 4 – 8.5 millions. This was achieved by 
refining the surface mesh on the vehicles from 5 to 3 mm. Second order steady-state 
simulations were conducted for each grid using SIMPLE algorithm and S-A 
turbulence model was used. Solution for drag force was computed as a function of 
the cell count, see Figure 6.29. Despite this grid dependence, the densest grid was 
the maximum possible with the computational resources available at the time of the 
computations and so further refinements could not be made. This study indicates the 
relative independency of the results from the mesh density and shows as the mesh 
grid density changes that the drag force only varies for 1 to 2%. In particular, the 
mesh density used throughout the optimisation is a compromise between 
computational time and the solution accuracy.  
 
 


















Drag Force (N) Vs Number of Cells
Drag Force (N)
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6.6.3. Y+ analysis  
Since all of the solutions were obtained using standard wall functions, it was 
necessary to check that the wall y+ values adjacent to the surfaces of the vehicle 
were in the correct range. Figure 5.35 shows contours of wall y+ generated by S-A 
turbulence models. It is recommended that wall y+ values should be in the range of 
30-500 [114]. The main factor influencing y+ is the near-wall grid spacing so as the 
grid is refined, y+ will reduce accordingly. From Figure 6.30 it is evident that the y+ 
value is less than 100 (average 43) around the vehicle for the fine mesh and average 
of 65 for the medium mesh size. The values lie within the recommended range of 
30-500. The average value of y+ on the surface of the vehicle increases from 43 to 
65 as the mesh size increases from fine to medium. The increase in the y+ value is 
expected since the distance of the first node increases for the medium mesh size. For 




Figure 6.30 Contour of y+ value for S-A turbulence model for a) fine mesh, b) 
medium mesh 
 
6.6.4. Turbulence Model Performance 
- Baseline model 
Simulations were conducted for four turbulence models, namely : S − A, K −
ε (Standard), K − ε (Realisable) and K − ω for baseline model. The motivation for 
selecting these turbulence models was to observe how S-A model is compared with 
the KE (Standard) together with more advanced KE (Realisable) and K − ω . 
Solutions for all four were compared with the experimental drag force values of the 
vehicle. All the simulations were conducted with three different grid size of coarse, 





 Drag Force (N) 
 S − A K − ε (S) K − ε (Re) K − ω Experiment 
Fine (8500000 cells) 9.0 15.2 8.1 10.4 9.2 
Medium (6000000 cells) 9.2 15.0 8.2 12.2 9.2 
Coarse (4500000 cells) 9.3 16.2 8.5 12.0 9.2 
Table 6.6 Drag force results of the mesh grid size and turbulent models comparison 
for baseline model for 26m/s 
 
 
Figure 6.31 Turbulence and mesh grid density comparison with the experiment for 
the Baseline model 
 
Here, the S − A and K − ε (Realisable) clearly match the experimental drag force 
value (9.19), though less accurate, K − ε (Standard) and K − ω models are also in 
reasonable agreement with the experimental drag force value. It would appear from 
Table 5.36 that the S − A exhibits superior performance compared with the other 
turbulence models. Thus S − A and K − ε (Realisable) turbulent models are the best 
at predicting drag force of the four types of turbulence models considered. Due to 
the fact that S − A only uses one transport equation and it is faster and therefore 
cheaper, this turbulent model is considered to be the most suitable one for use on the 
optimisation studies.  
 
- Models with Light-bars 
Another set of simulations were conducted for two different grid sizes, fine and 
medium. Similar four turbulent models were used again this time for baseline model, 
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models with add-ons as well as the optimised configurations. The results for the drag 
force and coefficients are presented in tables 6.7 and 6.8.  
 
 Drag Force (N) CD 
 Baseline  Light-bar Light-bar-flat Baseline  Light-bar Light-bar-flat 
S − A 9.0 13.47 12.32 0.305 0.450 0.412 
K − ε (Re) 8.10 12.68 11.60 0.270 0.420 0.388 
K − ε (S) 15.2 19.46 18.70 0.500 0.640 0.625 
K − ω 10.40 16.32 15.74 0.350 0.540 0.526 
Experiment 9.19 12.76 11.86 0.308 0.406 0.377 
Table 6.7 Comparison of the drag force and coefficients of the fine mesh density for 
different turbulent models for all models with add-ons for 26m/s. 
 
 Drag Force (N) CD 
 Baseline  Light-bar Light-bar-flat Baseline  Light-bar Light-bar-flat 
S − A 9.20 13.90 12.78 0.312 0.466 0.427 
K − ε (Re) 8.20 12.85 11.94 0.275 0.429 0.399 
K − ε (S) 15.0 19.56 18.86 0.500 0.650 0.635 
K − ω 12.20 16.52 15.44 0.410 0.560 0.510 
Experiment 9.19 12.76 11.86 0.308 0.406 0.377 
Table 6.8 Comparison of the drag force results of the medium mesh density for 
different turbulent models for all models with add-ons for 26 m/s. 
 
From Figures 6.32 and 6.33, it can be seen that S − A and K − ε (Realisable) almost 
match the experimental values for all four different models.  K − ε (Standard) and 
K − ω are not as good agreement as the previous mentioned models. Therefore as it 
was mentioned before, it can be concluded that S − A is the most suitable turbulence 




Figure 6.32 Drag force comparison for the medium mesh density for different 
turbulent models for all models with add-ons 
 
 
Figure 6.33 Drag coefficients comparison for the medium mesh density for different 
turbulent models for all models with add-ons 
 
 Experimental CD Difference % 
Baseline 0.308 ……… 
Light-bar 0.406 32 
Light-bar-flat 0.377 22 
Table 6.9 Comparison of the experimental drag coefficient 
 
Table 6.10 contains the experimental drag coefficient for 26.64 m/s. the drag 
coefficient increase by 32% by adding the light-bars similar to the drag force 
increase. It can be seen that there is only slight increase in the value of drag 
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coefficient for optimised model comparing to the base model. The drag coefficient 
increase by adding the add-ons, reduces from 32% to 2.2% by means of CFD 
optimisation.  
 
6.6.5. CFD Simulation Flow Behaviour  
 
Figure 6.34 Behaviour of the flow in front and rear of the baseline model  
 
Streamlines on the Figure 6.34, shows the path that flow takes to move around the 
vehicle. It can be seen that the flow moves around the baseline model smoothly and 
there is region of separation on the rear.  
 
 
Figure 6.35 Velocity contour and streamline of the baseline model  
 
 
Figure 6.36 Pressure contour and streamline of the baseline model  
 
Behaviour of the flow around the baseline is shown on Figures 6.35 and 6.36. 
Similar to the experimental flow visualisation (Figure 6.21), flow stays attached on 





Figure 6.37 Velocity contour and streamline of the model with light-bars   
 
 
Figure 6.38 Pressure contour and streamline of the model with light-bars   
 
Figures 6.37 and 6.38 shows the velocity and pressure contours and streamlines for 
the model with light-bars. Similar to the experimental results and the flow 
visualisation in the wind tunnel (Figures 6.22 and 6.23), the flow separation and 
region in low pressure can be seen immediately after the front light-bar. Rear light-
bar also makes the circulation and separation region to increase as it was also shown 
in the experimental flow visualisation Figures 6.22 and 6.23. 
 
                  
Figure 6.39 Closed view of the velocity contour around the light-bar and rear of the 
vehicle   
 
Closed up view of the behaviour of the flow around the light-bars and how the flow 
is disturbed is shown on Figure 6.40. Likewise the experimental flow visualisation, 
the region of flow separation after the light-bars is evident. Blue streamline indicate 
the region of low pressure which are due to the separation of the flow from the 
vehicles body on the top and the rear. Figures 6.40 and 6.41 show the velocity and 
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pressure contours for the modified flat light-bars. It shows the reduction in 
separation and low pressure area on after the front light-bar and on the rear.   
 
 
Figure 6.40 Velocity contour and streamline of the model with light-bars flat 
 
 
Figure 6.41 Pressure contour and streamline of the model with light-bars flat  
 
Closed up view on Figure 6.42 also shows the small area of the circulation of the top 
front of the modified light-bar.  
 
                     
Figure 6.42 Close view of the velocity contour around the light-bar flat and rear of 
the vehicle   
 
 Conclusion  
The wind tunnel experiments and the CFD simulations show very good agreement in 
terms of flow behaviour around the vehicle and the drag force measurements. Tables 
5.7, 5.8 and 5.9 shows that the drag force measurement by CFD simulations with 
S − A and K − ε  realisable give very close drag force results very close to the 
experimental results. Comparing Figures 6.34 to 6.42 from CFD simulations with 
127  
the Figure 6.21 to 6.23 from experimental flow visualisation also shows very good 
agreement and the regions of low pressure and separations have been outlined by 
both methods and they give consistent results. In summary the flow field from the 
CFD results are consistent with the experimental flow visualisations. It can therefore 
be concluded that CFD simulation can be used in order to measure the aerodynamic 
characters of the vehicles such as drag force and the flow behaviour can also be 
assessed by means of CFD simulations. This enables aerodynamic optimisation to be 

























 Design Optimisation of Emergency Response Vehicle 
 
The aerodynamic and optimisation analyses carried out in previous chapter are now 
extended in order to undertake a formal optimisation study of trailer design. 
Coupling the CFD methodology outlined in previous chapters with optimisation 
techniques in search of the best design offers potentially huge benefits. The focus, 
therefore, of this chapter is on the formulation of an optimisation problem followed 
by three studies aimed at reducing drag force of Emergency Response Vehicle. The 
model used in these studies will be a van-conversion ambulance (Figure 7.1), van-
conversion Police (Figure 7.2) and a sedan Police car (BMW 5series) (Figure 7.3). 
 
 
Figure 7.1 Side view of a Fiat ambulance (courtesy of P. Occardi) 
 
 




Figure 7.3 BMW Police car [13] 
 
 Problem Formulation 
The bluff nature of current, commercially available Emergency Response Vehicles 
induce highly separated flows and significant levels of form drag. However, recent 
substantial increases in fuel prices have brought the need for minimal aerodynamic 
drag into much sharper focus [6, 17]. Applying aerodynamic shape optimisation to 
modify the design of Emergency Response Vehicles has the potential to 
significantly reduce drag and hence fuel consumption. Such a strategy should, of 
course, ensure that any proposed design changes do not adversely compromise the 
purpose and effectiveness of such vehicles. The following section discusses the 
considerations in formulating the optimisation problems. 
 
7.1.1. Objective function and Parameterisation 
Identifying an optimum design involves a number of steps. Results from the baseline 
conFiguration with light-bars (i.e. the standard Ambulance or Police vehicle case), 
show that almost 30% of the vehicle drag is attributable to the added light-bars 
alone. Therefore focusing on modification of the shape of the light-bars in order to 
make them aerodynamic seems reasonable. With these considerations in mind two 
different parameterisation techniques were proposed with two and three design 
variables for different models which will be discussed in the following. 
 
 Ambulance Van-conversion  
The following study focuses on the aerodynamic design optimisation of a specific 
type of light truck, namely emergency response vehicles for providing patient 
transport to hospital (generally referred to as ambulances), that have not been 
considered previously nor reported in the literature. This part consists of a formal 
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optimisation of the aerodynamic design of van-conversion ambulance, typically 
encountered within the United Kingdom. The benefits of employing an airfoil-based 
roof design which minimizes the deleterious aerodynamic effects of the required 
front and rear light-bars is investigated using a formal optimisation study based on 
Computational Fluid Dynamics (CFD), Optimal Latin Hypercube (OLH) Design of 
Experiments (DoEs) and the Multipoint Approximation Method (MAM), (refer to 
chapter 5.6.2). The roof is parameterized in terms of three design variables which 
represent a roof airfoil’s size and orientation and the extent of the rear light-bar. 
Optimisation is done on the generic van-type ambulance conversion design and the 
results are then implemented on a practical Fiat (Ducato) van chassis (Figure 1) to 
see the effectiveness of the optimisation on the real model. In practice, due to a 
range of existing regulations, the shape of ambulances cannot be changed radically 
due to constraints on features such as the maximum vehicle height and the minimum 
vehicle height at the rear in order to provide adequate access to the vehicle. An 
additional complicating feature for aerodynamic design optimisation of ambulances 
is the need for warning lights at the front and rear of the roof. These require a 
flexible shape parameterisation scheme with appropriate bound constraints on the 
associated design variables. 
 
This research is focused on aerodynamic drag reduction based on shape optimisation 
of an ambulance’s roof. Other parts of the vehicle (e.g. the lower surface, underbody 
features) were not considered in the present study. The computational procedure 
involves a sequence of CFD simulations for the drag estimation automatically 
controlled by the optimiser. The latter is based on the Multipoint Approximation 
Method (MAM) optimisation technique (refer to chapter 5.6.2) [101] which is very 
efficient when dealing with noisy analysis responses. The roof is parameterized 
using three design variables that represent a new design based on an airfoil 
(symmetric) profile concept. The optimisation is first performed on a generic 
(simplified) model of an ambulance, before the optimal design concept (pattern) for 
the minimal drag is applied to a more realistic model based on the Fiat van chassis 
(Ducato), see Figure 7.1. Finally, the effect of the obtained drag reduction for the 
Fiat ambulance on its overall fuel consumption is predicted using a simplified 
ambulance duty cycle. 
 
7.2.1. CFD Optimisation Methodology 
The CFD-based optimisation methodology was developed by considering a 
simplified, generic ambulance design. Van type chassis are of increasing interest for 
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ambulance conversions since they are lighter and more aerodynamic than 
conventional box-body vehicles, which are essentially small trucks with box trailers 
placed at the rear. The main steps of the optimisation methodology are described 
below. 
 
7.2.2. CFD Modelling 
The geometry of the generic model is shown in Figure 7.4 and was based on a 
typical Mercedes Sprinter ambulance conversion used by the YAST. In order to 
reduce computational costs, symmetrical, only zero yaw angle air flow cases are 
considered, enabling the flow domain to be reduced by half. The symmetric flow 
simulation domain has a semi-elliptical cross section surrounding the vehicle whose 
height (18.5 m), width (22.5 m) and length (85.5 m) are sufficiently large to 




Figure 7.4 Generic model of van-type vehicle 
 
Prior to meshing, the domain was decomposed into 6 zones (volumes) to apply 
different discretization schemes. The volume immediately surrounding the vehicle 
was discretized by tetrahedral elements, in order to represent the complex of vehicle 
geometry, with element refinement towards the vehicle surface. Other volumes were 
meshed using structured elements, see Figure 7.5 and 7.6. In practice, the mesh 
density used throughout the optimisation is a compromise between computation time 
(as many CFD analyses will be required during the optimisation process) and the 
simulation accuracy. In this example, the generated mesh contains around 2 million 
of elements with a cell size of 4 cm on the vehicle surface.  
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Figure 7.5 Wind tunnel domain and its dimensions 
 
 
Figure 7.6 Mesh structure surrounding the vehicle 
 
Since several previous studies have shown that the two equation 𝑘 − 𝜀 turbulence 
model can successfully simulate exterior airflows past vehicles with dimensions 
similar to ambulance geometries, see e.g. [8, 10, 11, 30], this model is also used here 
to model air flows past ambulances. Comparison with aerodynamic drag data 
provided by Kinetic Special Vehicles for box body conversions showed that the 
CFD modelling carried out here typically predicts drag to within 2.5% of 
experimental values. 
 
7.2.3. Boundary Conditions 
At the inlet flow boundary a uniform horizontal velocity of 26.8 m/s (60 mph) was 
prescribed, while at the outlet an atmospheric pressure condition was specified. The 
same velocity was set for the moving ground and rotational, moving boundary 
conditions were imposed on the wheels. On the surface of the vehicle, no-slip wall 
boundary conditions were specified. The boundary conditions are summarised in 
Table 7.1. 
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Boundary Boundary type Parameters 
Inlet Velocity 26.8 m/s 
Outlet Pressure 0 Pa 
Road Moving wall  26.8 m/s 
Tyres Rotating wall  70.5 rpm 
Vehicle surface Stationary wall  No slip 
Domain top   Stationary wall  Zero shear stress 
Table 7.1 Boundary conditions applied for the generic ambulance model 
 
7.2.4. Ambulance Conversion Schemes 
Two typical ambulance conversion schemes that are widely used in emergency 
response fleets (e.g. in the YAST) are illustrated in Fig 7.7. The first design 
represents an ambulance with detached front and rear lights bars, while the second 
design represents an ambulance with the lights integrated under the vehicle’s roof. It 
is worth noting here that these ambulance conversions always increase the 
aerodynamic drag since the addition of the lights leads to an increase in the effective 





Figure 7.7 Conversion schemes for a generic ambulance model: with detached rear 
(Conversion A, top picture) and front lights bars and with the integrated 
(under the roof) lights (Conversion B, bottom picture) 
 
Front lights-bar Rear lights-bar 
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CFD analysis of Conversion scheme A (Figure 7.7, top picture) applied to the 
generic model with the maximum height of the light bars equal to 10cm, predicted 
that this increases drag by 12.1%, whereas the second conversion (B) with the 
integrated lights bars (Figure 7.7, bottom picture) is significantly more 
aerodynamically efficient since it increases the drag by only 6.2%. This can be 
explained by the fact that the detached front light bar is an obstacle for the oncoming 
flow, forcing it to change its direction abruptly. As a result, immediately after the 
front light bar, the flow separation takes place developing the area of low pressure. 
By integrating the front and rear bars, this area of flow separation is eliminated, 
thereby avoiding the associated aerodynamic drag. 
 
7.2.5. Optimisation Problem Formulation 
The key issue prior to carrying out design optimisation on the vehicle’s roof is to 
choose an efficient parameterisation scheme for modifying its shape. In the 
optimisation process the parameterisation should be automated and provide 
consistent (feasible) geometries and meshes for the sequence of designs generated 
by the optimiser towards an optimum. As 3-dimensional CFD simulations are 
computationally expensive, it is very desirable that the parameterisation is based 
on a small set of design variables since adding design variables will increase 
optimisation time dramatically (this is known as “the curse” of dimensionality).  
 
In the present work, the parameterisation is based on the tools provided by the 
commercial CFD software Fluent’s Gambit which was used for importing geometry, 
modelling and mesh generation. The approach may be categorised as feature-based 
as it involves the creation of individual entities (volumes) that can be moved, rotated 
and subsequently intersected (subtracted) and/or united (merged) with each other. 
These entities have simple geometries which can be modified using a small number 
of feature sizes, such as length, height, thickness, etc. The particular geometry 
entities have been chosen in order to represent a potential (optimal) conFiguration of 
the roof of the generic van conversion that embeds the front and rear lights bars.   
 
The first entity is a symmetric airfoil, which replaces the vehicle’s flat roof. In our 
design concept, a front part of the airfoil (its thickest part next to the leading edge) 
represents the integrated front lights. The airfoil volume was created by sweeping a 
two-dimensional airfoil profile in the z-direction (a direction normal to a symmetry 
plane of the generic model). The sweep distance was chosen as 98.5% of the width 
of the van roof in front so that the designed front light bar was slightly narrower than 
135  
the roof width in front. The airfoil is a simple NACA (National Advisory Committee 
for Aeronautics) symmetric 4-digit profile [16] which is described by the following 
expression: 
                                   
𝑦 = (𝑓 × (0.2969 × √𝑥𝑐)) − 0.1260 × 𝑥𝑐 − 0.3516 × (𝑥𝑐)2 + 0.2843 × (𝑥𝑐)3 −
0.1036 × (𝑥𝑐)4                                                                 (7.1)              
                                                                                  
where: c is the chord length of the airfoil 𝑥𝑐 = 𝑥/𝑐 is a scaled position along the 
chord, 𝑓 is the maximum thickness fraction (%  of chord length) and y is the half 
thickness at a point 𝑥𝑐. The airfoil profile contour (namely its upper symmetry edge) 
was generated using 1000 equally distributed points along the airfoil chord. The 
lower edge of the airfoil was obtained by simply reflecting the upper edge in respect 
to the airfoil chord. Finally, a face between two edges was created and swept to 
produce the airfoil entity (volume). The second entity is the rear light bar, which was 
generated by sweeping a triangular cross section (of length and height 10cm) in the 
z-direction. Using the Gambit journal script language, the newly created entities 
were moved to the location on the roof as shown in Figure 7.8 and then subsequently 
subtracted from the volume surrounding the generic model of the van. 
 
 
Figure 7.8 The generic ambulance model with the airfoil and light bar concepts. 
 
The flow-chart of the geometry modelling is summarised in the following: 
 
1. Create wind tunnel computational domain (geometry/mesh and boundary 
types) for the generic van  
2. Execute Gambit by reading a journal script file that automatically performs 
the following steps: 
a. read preliminary created model (wind tunnel domain) 
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b. create individual entities (airfoil and rear light bar)  
c. move (rotate) entities  
d. subtract the entities from volume surrounding vehicle 
e. re-mesh the volume surrounding vehicle 
f. update boundary types 
g. save model in Fluent case (msh) format 
 
It should be pointed out here that only the second phase is involved in the 
optimisation procedure. The first modelling stage is outside the optimisation loop 
and only has to be completed once, prior to the optimisation procedure. Note also 
that during the optimisation just one volume (that is adjacent to the vehicle surface) 
needs to be re-meshed while a mesh of the rest of the wind tunnel domain remains 
unchanged. 
 
7.2.6. Definition of the Design Variables 
Three design variables were used for shape optimisation of the vehicle roof, Figure 
7.9. The first two design variables are linked to the width and orientation of the 
airfoil entity, namely its angle of attack x1 (degree) and thickness fraction x2 (% of 
the chord length as defined in Equation 6.1). The third design variable x3 is the 
horizontal length of the triangular cross section representing the shape of the rear 
light bar.   
 
 
Figure 7.9 The parameterisation scheme used for shape optimisation of the 
ambulance roof 
 
In order to meet regulations that the rear height of the ambulance should not be 
reduced, it is not changed during the optimisation. This constraint was imposed in 
the journal script file by removing any part of the rotated airfoil volume that 
recessed below the original flat roof. To illustrate the consequences of the airfoil 




Figure 7.10 Ambulance roof shapes obtained with: (left) x1=-2 degrees and (right) 
x1=2 degrees. 
 
After preliminary consideration of a number of possible roof conFigurations 
generated by the vector x = (x1, x2 and x3), the boundary constraints on the design 
variables were assigned. These were chosen in order to: (i) prevent cardinal 
geometry altering (e.g. resulting in wrong topology and mesh failure) during 
optimisation and (ii) prevent the maximum height of an optimised roof being 
significantly higher than the original flat roof. The latter is also important in order to 
comply with ambulance size regulations. These constraints are given in Table 7.2. 
 
Design variable Lower bound Upper bound 
x1 (deg) -1.5 3.00 
x2 (m) 0.1 0.15 
x3 (m) 0.1 1.00 
Table 7.2 Boundary constraints on the design variables 
 
7.2.7. Optimisation Method 
The objective function to be minimized is the aerodynamic drag force D (in 
Newton). Since D is proportional to the product of the vehicle projected area and the 
drag coefficient, this objective function represents a compromise between the size 
and aerodynamic performance of the vehicle. In the present study, the focus is on 
aerodynamic performance only and the influence of other important factors such as 
the rolling and acceleration resistances are not considered. The choice of an 
optimisation method depends on the problem formulation, the number of design 
variables, and a type of a response function. In present study, an unconstrained 
minimization problem with one objective function is considered involving three 
designs variables. Genetic Algorithms (GAs) or direct optimisation methods [149, 
154] is used. An obstacle for the use of direct optimisation methods is that some 
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level of numerical noise may be contained in the objective function (drag) values 
that are derived from CFD computations [11]. In the present work Multipoint 
Approximation Method (MAM) has been used [147]. This method is based on a 
mid-range approximation framework that replaces the original optimisation problem 
by a succession of simpler mathematical programming problems. The functions in 
each iteration present high quality, noise free mid-range approximations to the 
corresponding original functions. The solution of an individual sub-problem 
becomes the starting point for the next step, which is repeated iteratively until the 
optimum is reached. MAM minimizes the number of expensive function evaluations 
and deals effectively with the numerical noise. 
 
7.2.8. Optimisation Results 
Since the parameterisation scheme may result in a non-unique solution, i.e. lead to 
an objective function with multiple optima, and in order to improve the likelihood of 
finding a global optimum, the optimisation problem has been solved using several 
restarts from different initial conditions. Two different designs were obtained after a 
number of the optimisation runs with corresponding design vectors 
x1=(0.71,0.12,0.85) and x2=(-1.5,0.12,0.85). The results are summarized in Table 
7.3, which shows the drags calculated for the generic van (Figure 6.11) and its 
conversions with detached (Conversion A) and integrated (Conversion B) front and 
rear light bars. 
 
Designs  Projected area (m2) Drag (N) 
Van 2.87 599 
Conversion A 2.98 672 
Conversion B 2.98 636 
Optimal 1 3.10 631 
Optimal 2 3.09 617 
Table 7.3 Drag comparison for the original and optimised designs 
 
The profiles of the optimised designs (Optimal 1 and Optimal 2) are shown in Figure 
7.11. A common feature of the optimal configurations is a trend to close the space 
(gap) between two entities (airfoil and rear light bar). This has been achieved in 




   
Figure 7.11The profiles of optimised designs of the generic model: Optimal 1 
(above) and Optimal 2 (below) 
 
In the first case, the optimal conFiguration has been obtained by rotating the airfoil 
in a positive direction (i.e. recessing the profile deeper into the original flat roof) and 
simultaneously extending the length of the rear light bar.  In the second case, the 
angle of attack is negative so the airfoil’s trailing edge has approached the upper 
edge of the rear light bar. In this way the rear light bar has been completely 
integrated into the airfoil roof. (Note that in latter case, the impact of the third design 
variable x3 on the objective is negligible). The second design has produced a better 
drag reduction. The corresponding improvement is 8.2% in comparison with 
Conversion A and 2.9% in comparison with Conversion B.  Note that the restrictions 
on the design variables, to take account of practical constraints on the size of 
ambulances, limit the scope for achieving greater drag reductions. For example, 
reducing the vehicle height (and/or decreasing width) at the rear offers significant 
opportunities to achieve significantly larger reductions in aerodynamic drag [7].  
 
7.2.9. Practical Application  
In this section the optimisation concepts developed for the generic ambulance model 
are applied to a more realistic ambulance based on a Fiat (Ducato) van chassis, see 
Figure 7.1, and important practical aspects of carrying out the optimisation within 
industry are highlighted. In the present study this was done using Fluent’s Gambit . 
Figure 7.12 also shows a preliminary mesh that was generated on several panels 




Figure 7.12 Examples of CAD model geometry 
 
A computational domain (the wind tunnel) and CFD mesh of the Fiat van were built 
using the schemes which had been previously used in the generic van modelling. 
The CFD analysis was performed based on the realisable k-ε turbulence model with 
a dense mesh containing approximately 6.5 million elements that results in a typical 
cell size of 1.5cm on the van surface. Although up to 10,000 iterations were allowed, 
convergence was typically obtained after 4000 iterations. 
 
7.2.10. New Roof Design and Aerodynamic Performance 
Figure 7.13 compares the CFD model of a Fiat van conversion with a real-life 




Figure 7.13 Rear and front light-bars of the Fiat ambulance: actual (above) and  
CFD model (below). 
 
141  
A new roof design incorporating the optimal design concept developed for the 
generic van conversion (Optimal 2) has been implemented for the Fiat ambulance 
conversion. In order to minimize manufacturing effort in implementing any design 
changes, the rear light-bar is unchanged throughout the optimisation while the 
original front light-bar is removed and replaced by an airfoil part next to the leading 
edge.  The airfoil has a negative angle of attack, while was tuned so that airfoil’s 
trailing edge is just below the top surface of the rear light- bar in order to leave the 
shape of the rear part of the roof unaffected. An example of the new roof design is 
shown in Figure 7.14.   
 
 
Figure 7.14 Ambulance roof profile based on airfoil design concept 
 
Any conversion increases the aerodynamic drag in comparison with the non-
converted (baseline) vehicle. Table 7.4 shows that the original conversion design 
results in a 20% increase in aerodynamic drag, whereas the roof optimisation 
concept developed would enable the increase in aerodynamic drag to be limited to 
just over 3%. Note also that this reduction in drag penalty is achieved even with a 
slightly increased projected area compared to the original conversion. 
 
Fiat design Projected area 
(m2) 
CD Drag (N) Drag difference (%) 
Non-converted 5.92 0.29 760.5 ………………….. 
Original 
conversion 
6.24 0.33 915.7 +20.4 
Optimised 
conversion 
6.32 0.28 785.4 +3.2 
Table 7.4 Aerodynamic performance for the original and optimised conversion 
designs 
 
The reason for the improvement in the aerodynamic performance is shown by the 
flow field comparison in Figure 7.15. In the original conversion design the air flow 
separates immediately after the front light-bar whereas separation is delayed until 
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the rear of the vehicle in the optimised conversion. In addition, the height of the low 
pressure wake region is significantly smaller in the optimised conversion, as 
indicated by the arrows in Figure 7.16. 
 
   
Figure 7.15 Pressure contours and velocity streamlines on the vehicle surface for 
the original (left)   and optimised (right) design conversion. 
 
Figure 7.16 shows flow path-lines and pressure contours on the vehicle surfaces. It 
shows how the optimised design avoids recirculating flow and reduces the low 
pressure area over the roof behind front light-bar  
 
  
Figure 7.16 Velocity contours and streamlines for the original and airfoil based 
designs. 
 
 Police Van-conversion  
This part consists of a formal optimisation of the aerodynamic design of van-
conversion Police vehicle (Vauxhall Vivaro, see Figure 6.2), typically encountered 
within the United Kingdom. Similar to previous study, a flexible airfoil-derived 
parameterisation method is employed to derive roof designs which minimize the 
deleterious aerodynamic effects of the compulsory front and rear light-bars. A 
design parameterisation of a three-dimensional generic van model is carried out to 
enable optimisation, for a wide range of roof conFigurations. Optimal Latin 
Hypercubes for Response Surface Model building and model validation points are 
constructed using a permutation Genetic Algorithm and design points are evaluated 
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using CFD. Response Surface Models are built using a MLS approach. A series of 
optimisations for various roof configurations are performed using a Genetic 
Algorithm with responses calculated from the surrogates. This approach results in a 
set of optimised designs, from which appropriate roof design with lower drag can be 
obtained. The results presented show significant potential for aerodynamic drag and 
emissions reductions for Police vans. In practice, similar to the ambulance and due 
to a range of existing regulations, the shape of Police vehicle cannot be changed 
radically due to constraints on features such as the maximum vehicle height and the 
minimum vehicle. An additional complicating feature for aerodynamic design 
optimisation of Police vehicle is the need for warning lights at the front and rear of 
the roof. These require a flexible shape parameterisation scheme with appropriate 
bound constraints on the associated design variables. The computational procedure 
involves a sequence of CFD simulations for the drag estimation and unlike the 
previous study the optimiser will not control the CFD simulations and the drag force 
extracted from the CFD simulations will be used to obtain the Response Surface. 
The optimiser will then find the optimum using the Response Surface created using 
MLSM. RSM was used in this study in order to be able to see the behaviour of the 
design variables in relation to each other as well as visually observe the location of 
the local and global optimum which was not possible with the previous method.  
 
7.3.1. CFD Modelling 
The geometry of the generic Police van is shown in Figure 7.1 and is based on a 
typical Vauxhall Vivaro conversion used by Police Fleets (e.g. in West Yorkshire) in 
the UK. Figure 7.17 shows the schematic of the generic model. Similar technique 
and dimensions to the previous section were used in this work. 
 
 
Figure 7.17 Generic model based on Vauxhall Vivaro 
 
As discussed in previous chapter, the dimensions are sufficiently large to minimize 
any flow blockage effects and to adequately capture turbulent flow behind the 
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vehicle. Since several previous studies have shown that the family of two equation 
k-ε models can be used to successfully predict aerodynamic drag on vehicles with 
dimensions similar to ambulance geometries, see e.g [10, 11, 30]. These are also 
used here to predict the aerodynamic drag of the Police van.  
 
7.3.2. Boundary Condition and Mesh Generation  
Similar boundary condition, as previous study, mentioned in table 1 was imposed on 
the model. In the study of the generic ambulance design an intermediate mesh, with 
approximately 7 million cells and a cell size of 30mm on the vehicle surface, was 
found to be satisfactory for the purpose of predicting the aerodynamic drag. 
 
7.3.3. Model Configuration 
An important example that is considered in this thesis is the addition of front and 
rear light-bars. The addition of light-bars to Conversion A in Figure 7.18, results in a 
32% increase in the drag force. 
 
 
Figure 7.18 Van with light-bars Conversion A,(Original left), Conversion B(Right)  
 
Although such increases in drag are inevitable when adding light-bars, simple design 
changes can reduce the magnitude of such increases. For example, connecting the 
front light bar to the rear one (Conversion B) is very effective in reducing the drag 
forces, this idea reduces the increase in the drag coefficient from the baseline Figure 
to only 7% (Figure 18). From a fluid mechanical perspective, the front light bar is an 
obstacle for the oncoming flow and it causes the flow separate, leading to the 
formation of a significant pressure drag. The rear light-bar also acts as a further 
obstacle to the flow and thereby contributes to a further increase in drag. By 
connecting two light bars together this area of flow separation is reduced, resulting 
in a lower aerodynamic drag. 
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7.3.4. Model Parameterisation 
In the present work, the parameterisation is based on the tools provided by the 
commercial CFD software ANSYS Work-Bench [155] which was used to create the 
geometry and to carry out the modeling and mesh generation as the Gambit was not 
available anymore. A geometrical entity, based on a symmetric airfoil, has been 
chosen to represent a more aerodynamic roof configuration of the generic van 
conversion that embeds the front and rear light bars into the roof. In our design 
concept, the location of the maximum airfoil thickness represents the integrated 
front lights, see Figure 7.19. 
 
 
Figure 7.19 Model with airfoil configuration 
 
The airfoil parameterisation used a simple NACA symmetric 4-digit profile [156] 
which was described in the previous section by equation 1 with two design variables 
as previous study, see Figure 7.20.  
 
 
Figure 7.20 Design parameters  
 
After preliminary consideration of a number of possible roof conFigurations 
generated by the vector x=(x1, x2), the boundary constraints on the design variables 
were assigned.  These constraints are: 0 ≤ x1 ≤ 1.5 and 0.05 ≤ x2 ≤ 0.15.  
 
7.3.5. Optimisation Method and Strategies 
The objective function to be minimized is the aerodynamic drag force D (in 
Newton). Hence, in order to save computational time associated with GA, a 
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Response Surface Method (RSM) method is used to mimic the behaviour of the 
system response with respect to the change in design variables. DoE is carried out 
using an Optimal Latin Hypercube containing build and validation points. The 
surrogate is rebuilt using the combined building and validation DoEs. Global 
optimisation is performed using a Genetic Algorithm (GA) (refer to chapter 5.6.3) 
with responses calculated using the Response Surface Models 
 
7.3.6. Optimisation Results 
A 25 point optimal Latin hypercube DoE is constructed with three dimensions using 
the approach described earlier. Of the 25 points, 15 are building points and 10 are 
validation points. Equal weights are used in equation 4. The distribution of points in 
the design variable space is shown in Figure 6.21 and minimum distances in Figure 
6.22. The values of standard deviation of minimum distances σb, σv and σm for 
building, validation and merged DoEs are found to be σb= 0.56, σv= 1.26 and 
σm=0.54 respectively, see Figure 7.21. 
 
 
Figure 7.21 Distribution of normalised design points in the design variable space. 
 
Optimisation was carried out using HyperStudy v11 software [157]. The drag force 
for each design point is extracted from the CFD data and  MLS approximations of 
the response is then constructed using a second order base polynomial and the 15 
model building points. The closeness of fit parameter is optimised using the 10 
model validation points. MLS surfaces gave equally good agreement with building 
and combined DoEs (R2 values of 0.996 and 0.986 for DOEb and DOEm 
respectively). However there was a slight difference in agreement with the 
validation points (R2 values of 0.816). The surrogate function was then used in 

















Figure 7.22 Sample points minimum distance plat for model building, validation and 
total merged DoEs. 
 
The optimisation problem was formulated in order to minimize the objective 
function D (Drag Force). A  GA was used to find a global minimum with fitness 
evaluations carried out by the Response Surface Models. The GA produced a design 
which, as predicted by the Response Surface Model, would reduce the drag force. 
CFD simulations of the optimised design was conducted and they showed a good 
agreement with the Response Surface Models with a D =438.36 and D=437.244 
which are within 0.2% of the Response Surface’ predictions.  The agreement is 
summarised in Table 7.5. 
 
 Responses 
Optimised design after GA 438.36 (N) 
CFD validation of the optimum 437.44 (N) 
Error (Percentage) 0.2% 
Table 7.5 Comparison of the responses obtained from the optimisation and CFD 
 
The response surface is shown in Figure 7.23. The dark blue area corresponds to the 



































































the airfoil and where the light bar is covered with the maximum angle of attack, the 
thickness is less influential.  
 
 
Figure 7.23 Minimum Drag force in Response surface of the Response Surface 
Model                                     
 
Figure 7.24 shows the CFD model of the optimised design with the angle of 1.50 and 
the thickness of 5cm. The results of the optimisation are summarized in Table 7.6 
which shows the drag calculation for the generic (unconverted) van, its conversion 
A with light-bars and the optimised design. The third column shows the difference 
in drag compared to the unconverted van without light-bars. 
  
Designs Drag force (N) Drag Difference (%) 
Van 408 ……………….. 
Conversion A 540 +32 
Optimised design 437 +7 
Table 7.6 Drag comparison for the original and optimised design 
 
Area of minimum drag 
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Figure 7.24 Optimum conFiguration of the light-bars 
 
Figures 7.25 and 7.26 show the contours and streamlines of the velocity for the 
original conversion and the airfoil based design. The small red areas in front of the 
front light-bar for the original design indicates the increase in the pressure caused by 
the light bar’s projected area and the blue area in the middle of two light bars, shows 
the low pressure and separation of the flow.  
 
 
Figure 7.25 Contours of velocity for original and airfoil-based design  
 
Modification of the roof shape, via the airfoil design, decreases the increase in the 
pressure in front of the vehicle and also minimizes the area of separation and low 
pressure between the light bars, which are mainly responsible for the drag 
production. Implying the airfoil design, as it can be seen in the Figures 7.25 and 
7.26, would decrease the area of low pressure and circulation in the rear of the 
vehicle since the airfoil would redirect the flow downward. Eliminating the area of 
low pressure caused by separation, on the top and rear of the vehicle and well as 
removing the circulation on the rear, would decrease the drag force. 
 
 
Figure 7.26 Velocity streamlines for original and airfoil-based design 
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The common feature of the optimal conFigurations is a trend to close the space (gap) 
between two entities (airfoil and rear light-bar). This has been achieved by the 
airfoil’s trailing edge approaching the upper edge of the rear light-bar. In this way 
the rear light-bar has been completely integrated into the airfoil roof. This design 
resulted in a 25% drag reduction compared to the baseline drag of the unconverted 
van. Note that the restrictions on the design variables, to take account of practical 
constraints on the size of Police van, limit the scope for achieving greater drag 
reductions. For example, reducing the vehicle height (and/or decreasing its width) at 
its rear also offers significant drag reducing potential [7]. 
 
 Police BMW 5series-conversion  
The following is a formal optimisation study of the aerodynamic design of Police 
car. The car specified for this study is sedan BMW 5series which is used in some 
fleets within UK. In the present study, a third order Bezier curve is used as a tool to 
improve the existing design of the light- bars in order to reduce the drag force. The 
advantage of this choice is that, with only two design variables, all the design space 
can be searched [43]. A design parameterisation of a three-dimensional real car 
model is carried out to enable optimisation for a wide range of the configuration of 
the roof. Exactly similar method to section 7.3 were used in this study for the 
purpose of optimization.  
 
7.4.1. CFD Modelling 
The geometry of the model is shown in Figure 7.3 which is based on the real model 
of BMW 5series used in Police fleet, see Figure 7.27. Geometry clean-up of the 
CAD data was done using design modeller inside work-bench [93].  
 
 




Figure 7.28 Wind tunnel domain 
 
These dimensions are large enough to minimize any flow blockage effects (1%) and 
to adequately capture turbulent flow behind the vehicle, see Figure 7.28. Figure 7.29 
also shows the mesh type and size around the vehicle in wind tunnel. 
 
 
Figure 7.29 Illustration of the mesh type and size around the vehicle 
 
7.4.2. Turbulence Model Comparison 
The following study was also done in order to check the validity of the k-ε models. 
BMW 5-series has a drag coefficient of 0.27 [150].  Following different turbulence 
models were used to simulate the drag coefficient and find the most suitable with the 
closest drag coefficient with the real one: 
 
- 𝑘 − 𝜀  standard 
- 𝑘 − 𝜀  Realisable 
- 𝑘 − 𝜀  RNG 
- 𝑘 − 𝜔 
- Spalart-Allmaras 




Table 7.7 presents the results obtained from the simulations with the above 
turbulence models: 
 
Turbulence Model Drag Coefficient 
𝑘 − 𝜀  standard 0.25 
𝑘 − 𝜀  Realisable 0.19 
𝑘 − 𝜀  RNG 0.215 
𝑘 − 𝜔 0.20 
Spalart-Allmaras 0.21 
Table 7.7 Drag coefficients for different turbulent models 
 
The closest value to the real drag coefficient belongs to 𝑘 − 𝜀  standard with 0.25. 
The difference between the real drag coefficient of BMW 5-series with the one 
computed with 𝑘 − 𝜀  standard turbulence model is 7%. The main sources of error 
can be listed as below: 
 
1) The main source of error comes from the fact that the model was simplified 
in order to be made suitable for the CFD simulation. As the model was 
simplified by removing the windows and so on..., therefore flow would move 
smoother around it and the drag coefficient would be lower. 
2) Numerical simulation with CFD may not be able to capture the total 
behaviour of the flow around the vehicle therefore there is always some 
difference between the values. 
 
Along with the previous literature, the following result confirms 𝑘 − 𝜀 (in this case, 
standard) can be an accurate method to capture the flow behaviour around the 
vehicle which contains separation, reattachment and circulation. 
 
7.4.3. Model ConFiguration 
Adding the light bar (Conversion A, Figure 7.30) to the benchmark model would 
increase the drag force by 34% as it is shown in table 7.8. Such a conFiguration of 
the light bars is used in one fleet in West Yorkshire. 
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Model  Drag force (N) Drag difference (%) 
Base 172.80 .......... 
Converted 232.10 +34 
Table 7.8 Drag forces comparison for car with and without light bar 
 
The light bar which is located on the middle of the roof is an obstacle for the 
oncoming flow and it forces the flow to change its direction when moving forward. 
That causes the drag force to increase. Immediately after the light bar, there will be 
an area of separation as the flow moves down, see Figure 31. 
 
 
Figure 7.30 Velocity contour for base car and converted one with light bar 
 
7.4.4. Parametric Study 
In order to find the effects of the different parameters on the drag force produced by 
the light-bar, a parametric study was done on the following parameters; see an 
example in Figure 7.31. 
 
- Radius of curvature ( 0 to 50 mm) 
- Height  ( 50 to 100 mm) 
- Width  (200 to 310 mm) 
 
 
Figure 7.31 Light bar with and without rounded edge 
 
Since the simulation is expensive, complete parametric study cannot be done and 
therefore only corner points were modelled and simulations were done only for these 
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cases in order to find, not only the best possible combination, but also to see how 
effective they are in regards to drag force production: 
 
Radius of curvature (degree) Heigh (mm) Width (mm) Drag (N) 
0 50 200 195 
0 50 310 194 
0 100 200 241 
0 100 310 232 
50 50 200 181 
50 50 310 181 
50 100 200 196 
50 100 310 199 
Table 7.9 Results of parametric study 
 
From the above results, it can be seen that as the radius of curvature changes from 0 
to the maximum of 50 mm while other parameters are still the same; the drag force 
reduces considerably by as much as 24% from the maximum 241N to the minimum 
181N. By also looking at the height of the light bar, it can be seen that, the drag 
force increases as the height changes from 50 mm to 100 mm. It is interesting to see 
that the width of the light bar DoEs not influence the drag force and it only increases 
the drag force slightly as it moves from 200 mm to 310 mm. Optimisation was also 
performed with the above results and the minimum dimensions and drag force was 
confirmed. Figure 7.32 is the approximation surface (MLS) for the design variable 1 
(radius of curvature) and design variable 2 (height) versus drag force. It clearly 
shows the minimum drag force is where the radius of curvature is at its maximum 





Figure 7.32 Approximation surface for DV1 and DV2 versus drag force 
 
Figure 7.33 also shows the approximation surface for design variable 2 (height) and 
design variable 3 (width) versus drag force. It again confirms that the minimum drag 
belongs to the points where the height is the minimum. It also shows that as the 
width moves from 200 mm to 310 mm the drag force DoEs only change slightly and 
therefore the projected area plays an important role in drag production and width 
DoEs not influence it much. Figures 7.32 and 7.33 are effectively planar and optima 
are at the design space boundaries. 
 
 
Figure 7.33 Approximation surface for DV1 and DV2 versus drag force 
 
Another study was conducted on the effect of the height of the light-bar on the drag 
force it produces. The light bar was placed directly on the roof without any stands to 
see the effect it has on the drag force. Figure 7.34 shows the example of light bar 
distanced from the roof and the one attached to it and the result indicates that by 
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placing the light bar on the roof, which would not be against the regulation, the drag 
force will be slightly reduced therefore the optimisation was done on the model with 
zero height roof. 
 
 
Figure 7.34 Light bar with 0 and 48 mm height 
 
Table 7.10 contains the results of the above study: 
 
Height of the light bar (mm) Drag force 
48 232 
0 225 
Table 7.10 Results for the height of light bar study 
 
7.4.5. Model Parameterisation 
The parameterisation, in this work, is based on the tools provided by the commercial 
CFD software Work-Bench which was used for Creating the geometry, modeling 
and mesh generation. Bezier curve has been chosen in order to represent the 
potential (Optimal) conFiguration of the roof of the BMW 5series Police car 
conversion that embeds the light bar. Cubic Bezier curve which has 4 control points 
was used and has been described by the following expression: 
 
𝐵(𝑡) = (1 − 𝑡)3𝑃0 + 3(1 − 𝑡)
2𝑡𝑃1 + 3(1 − 𝑡)𝑡
2𝑃2 + 𝑡
3𝑃3  , 𝑡 ∈    [0,1]         (7.2)   
 
Where 𝑡 is the parameter that varies between 0 to 1 and p is represents the control 
points. The Bezier curve profile was defined using 100 equally distributed points. 
Two design variables were used for shape optimisation of the vehicle roof, the 
design variables are linked to the length (see Figure 7.35) and sharpness (see Figure 




Figure 7.35 Design parameter 2, length  
 
 
Figure 7.36 Design parameter 1, sharpness 
 
Therefore the distance between 𝑃0 and 𝑃1 determines the sharpness of the curve and 
distance between 𝑃2 and 𝑃3 determines the length of the curve. 
 
7.4.6. Optimisation method and Results 
Similar method and strategies as previous model in section 6.3 have been 
implemented as the optimisation method and strategies. The objective function also 
remains as drag force.  25 DoE points were generated similar to the previous study, 
see table 7.21 and 7.22. Values of standard deviation of minimum distances σb, σv 
and σm for building, validation and merged DoEs are found to be σb= 0.56, σv= 1.26 
and σm=0.54 respectively. 
 
Similar method, techniques and values to the previous section were used for the 
optimization study. MLS surfaces gave equally good agreement with building and 
combined DoEs (R2 values of 0.9883 and 0.904 for DoEb and DoEm respectively). 
However there was a slight difference in agreement with the validation points (R2 
values of 0.811). The surrogate function was then used in conjunction with GA to 





Figure 7.37 Response surface Model 
 
The optimisation problem was formulated in order to minimize the objective 
function which is drag force. Genetic Algorithm (GA) (refer to chapter 5.6.3) was 
used to find a global minimum with fitness evaluations carried out by the Response 
Surface Models. The GA produced a design which, as predicted by the Response 
Surface Model, would reduce drag force. CFD studies were made of the optimised 
designs. They showed good agreement with the Response Surface Models with a σD 
=174.36 and σD =173.43 which are within 0.5% of the surrogates’ predictions.  A 
summary is given in Table 7.11. 
 
 Response (N) 
Optimised design after GA 174.36 
CFD validation from optimum 173.43 
Error (Percentage) 0.5% 
Table 7.11 Comparison of the responses obtained from the optimisation and CFD 
 
Dark blue area in Figure 7.39 corresponds to the minimum drag which indicated the 
minimum drag mainly depends on the sharpness of the Bezier curve (Figure 7.35) 
and the length of the curve (Figure 7.36) is less influential on the variation of the 
drag force and plays a less important rule. Therefore the minimum drag is when the 
length and the sharpness of the curve are at their maximum. Figure 7.40 shows the 
CFD model of the optimised design. The results of the optimisation are summarized 
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in table 7.12, which shows the drag calculation for the Generic police car, its 
conversion with light-bars and the optimised design.  
 
Designs Drag force (N) Drag Difference (%) 
Base Car 172.80 ……………. 
Conversion A  ( 48 mm height) 232.00 +34 
Conversion B  (0 mm height) 225.00 +30 
Optimised design 173.43 +0.5 
Table 7.12 Drag comparison for the original and optimised design 
 
 
Figure 7.38 Optimum conFiguration of the car with light bar 
 
Figure 7.41 and 7.42 show the contours and streamlines of the velocity for the 
original conversion and the Bezier curve based design. Blue colour in the Figures 
indicates the area of low pressure which is the main cause of drag production. For 
the base car, this area is only at the rear of the vehicle and is a result of separation 
and circulation of the flow. For the car with light bar, blue area extends to the roof 
and just after the light bar, since the light bar acts as an obstacle and the flow 
separates from the roof and circulates which cause the drag to increase. As it can be 
seen in the Figure for the optimum case, the blue colour on the roof disappears and 
since the flow is more directed towards the ground with new configuration of the 
roof, there is a reduction in the low pressure and circulation area on the rear of the 
vehicle. That is why the drag force for the new configuration (optimum case) is 











Figure 7.39 Contours of velocity for original and airfoil-based design 
 
Modification of the shape, by placing the Bezier curve, will decrease the pressure in 
front of the light bar and also completely removes the area of separation and low 
pressure after the light bars, which are mainly responsible for the drag production. 
By implying the Bezier curve design, as it can be seen in the Figures 7.41 and 7.42, 
the flow is redirected downward. Eliminating the area of low pressure caused by 
separation, on the top and rear of the vehicle, and removing as well the circulation 










Figure 7.40 Velocity streamlines for original and airfoil-based design 
 
The common feature of the optimal configurations is that they eliminate the area of 
the low pressure after the light bar and reduces the circulation on the rear of the 
vehicle by directing the flow downwards. This design has corresponded to 
improvement of 23%. Note that the restrictions on the design variables, to take 
account of practical constraints on the size of Police car, limit the scope for 
achieving greater drag reductions. For example, reducing the vehicle height (and/or 
decreasing its width) at its rear also offers significant drag reducing potential [7]. 
 
 Experimental and CFD Analysis of Optimised Model 
Following the experiments and CFD validation for base model the model with light 
bars in chapter 6, similar study was conducted  for the optimised version of the exact 
model. The experiment was conducted at the same facility with the same condition. 
The aim of this experiment was to compare the drag force and coefficient of the 
optimised model of Vauxhall Vivaro with numerical CFD results for the validation 
purpose as well as assessing the aerodynamic improvements of the optimum design 
and measure their significance. Similar to the chapter 6 the experimental results 
were compared with the numerical simulations of different turbulent models and 
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different mesh element size. Figure 7.43 shows the 1/8 scaled model used for the 
experiment with its corresponding CAD model.  
 
 
Figure 7.41 Optimum conFiguration of the light-bars, (a) CAD model, (b) Physical 
wind tunnel model 
 
Table below contains the experimental drag force and coefficient for different 
velocities for the model with optimised light bar: 
 
Velocity (m/s) Drag Force (N) CD 
13 2.61 0.348 
20.55 6.13 0.327 
22.51 7.23 0.315 
26.64 9.91 0.315 
Table 7.13 Drag force and coefficient for different Velocities for optimum design 
 
Flow visualisation was also used in order to see the effect of the optimisation of the 
flow field and how if controls the flow behaviour. Figure 7.44 shows the flow 




Figure 7.42 Flow visualisation using tufts for optimised model (rear view) 
(b) (b) 
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By means of optimisation the flow has been controlled and the separation and the 
circulation have been completely eliminated on the top of the vehicle. The amount 
of the circulation has also been reduced on the rear of the vehicle as it can be seen 
on Figure 7.44 and 7.45.  
 
 
Figure 7.43 Flow visualisation using tufts for optimised model (side view) 
 
The flow is attached to the roof of the vehicle and there is only minor circulation on 
the rear. This reduces the drag force by almost 30% compared with the original 
light-bar set up. Similar method as chapter 6 was used for the CFD simulation of the 
optimised model and the experimental data was used to assess the accuracy of the 
simulation.  Table below contains the drag force and coefficient for 4 different 
turbulence model compared with the experimental value for velocity of 6 m/s. 
 
Turbulence Model Drag Force (N) CD 
S − A 10.1 0.337 
K − ε (Re) 9.10 0.304 
K − ε (S) 15.88 0.520 
K − ω 13.04 0.450 
Experiment 9.91 0.315 
Table 7.14 Comparison of the Drag force results of the medium mesh density for 
different turbulent models for the optimised model for 26 m/s. 
 
Similar to the previous finding in chapter 6, that S − A and K − ε (Realisable) 
almost match the experimental values for all four different models.  K −
ε (Standard) and K − ω are not as good agreement as the previous mentioned 
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models. Therefore as it was mentioned before, it can be concluded that S − A is the 
most suitable turbulence model to predict the drag force of the vehicle and assess its 
aerodynamics characters. Table 7.15 compares the results of the experiment for the 
baseline, light-bar, flat light-bar and the optimised model for 26.64 m/s.  
 
Model Experimental CD Difference % 
Baseline 0.308 ……… 
Light-bar 0.406 32 
Light-bar-flat 0.377 22 
Optimised 0.315 2.2 
Table 7.15 Comparison of the experimental drag coefficient 
 
The drag coefficient increases by 32% by adding the light-bars similar to the drag 
force increase. It can be seen that there is only slight increase in the value of drag 
coefficient for optimised model comparing to the base model. The drag coefficient 
increase by adding the add-ons, reduces from 32% to 2.2% by means of CFD 
optimisation. As Figures 7.46 and 7.47 show similar to the experimental flow 
visualisations on Figures 6.22 and 6.23, the separation and the low pressure region is 
controlled by placing the optimised light-bar. As wind tunnel experiment showed the 
flow stays attached to the top of the vehicle and the circulation region on the rear is 
also reduced. Low pressure region (blue streamlines) are completely eliminated on 
the top of the vehicle as it was previously seen on Figures 7.46 and 7.47 from the 
wind tunnel experiment.  
 
 




Figure 6.47 Pressure contour and streamline of the optimised model 
 
The flow field from the CFD results are consistent with the experimental flow 
visualisation and it can therefore be concluded that CFD simulation has been used 
successfully in order to measure the aerodynamic characters of the vehicles such as 
drag force. This enables aerodynamic optimisation to be carried out effectively using 
CFD. 
 
 Concluding Remarks 
Rising fuel costs, coupled with the need to reduce the need to reduce the 
environmental impact of its fleet operations, are now stimulating interest in 
improving the aerodynamic design of ambulances and Police car for the first time. 
CFD is now capable of predicting the drag on a range of vehicles accurately. The 
above studies are the first to combine CFD with formal optimisation methods to 
investigate the potential for reducing the aerodynamic design of Emergency 
Response Vehicles. It has shown that, although industrial users will need to invest 
substantial effort in providing CAD models that are suitable for CFD packages, 
improving the aerodynamic design of the roof and light-bars in Emergency 
Response Vehicle conversions offer a significant opportunity for reducing the fuel 











 Discussion and Conclusions 
 
The focus of the research reported in this thesis is Computational Fluid Dynamic 
Based Optimisation of Emergency Response Vehicles with the aim of reducing the 
drag force of the vehicles in interest and consequently lowering the fuel 
consumption of their fleet. This was achieved by using computational and 
experimental techniques to assess and control the flow behaviour around the 
vehicles. The main findings of the investigation are summarised below together with 
suggestions for future work and closing concluding remarks. 
 
 Validation  
First, a preliminary study demonstrated the feasibility of using RANS turbulence 
models for predicting the drag force of Emergency Response Vehicles. For the scale 
model considered, a good match was found between the experimental and 
computational results, in terms of the drag force and coefficient. The Spalart 
Allmaras (S-A) turbulence model exhibited the best overall performance in terms of 
obtaining quantitative results. The standard K − ε and the K − ω  were found to 
over-predict the magnitude of the drag force and K − ε (Realisable) over-predicted 
the value of drag force. Broadly speaking, grid independence study was also 
conducted and the medium grid size provided the best prediction of the drag force. 
As a result of this, the good match with experimental data and suitable wall y+ 
values, the S − A model on the medium density tet-hex grid proved to be the most 
suitable. The strong aspect of the experiment was that the 100 readings were taken 
for each test and average value was used for the comparison with the CFD 
calculations. Another strong aspect of the experiment was that the model was placed 
above the boundary layer thickness in order to prevent the result to be affected by 
the formation of the boundary layer on the floor of the wind tunnel. The CFD 
simulations comparison was done with a like-for-like model which would again 
strengthen the experiment and CFD comparison study. In summary the flow field 
from the CFD results are also consistent with the experimental flow visualisations. It 
can therefore be concluded that CFD simulation can be used in order to measure the 
aerodynamic characters of the vehicles such as drag force and the flow behaviour 
can also be assessed by means of CFD simulations. 
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 Emergency Response Vehicles Design Optimisation  
In chapter 7, aerodynamic shape optimisation was applied to roof with light-bars of 
three different Emergency Response Vehicles. The feasibility of applying formal 
optimisation techniques in search of the best design for minimum drag was 
considered. Multi Approximation method and Response Surface method was used to 
optimise the vehicles of interest in this study. Moving least squares (MLS) Response 
Surface was constructed using a series of High-fidelity CFD solutions in an effort to 
model the CFD responses. Response Surface was used through traditional 
optimisation techniques, giving a potential candidate for minimum drag. Subsequent 
CFD simulations on the proposed designs gave the desired result with overall drag 
reductions. Concluding remarks of the studies on chapter 7 are as below: 
 
 Optimization Techniques  
The first optimization study (ambulance van conversion) was based on the 
Computational Fluid Dynamics (CFD), and the Multipoint Approximation Method 
(MAM), which is a direct optimization method. This method is based on a mid-
range approximation framework that replaces the original optimisation problem by a 
succession of simpler mathematical programming problems. The functions in each 
iteration present high quality, noise free mid-range approximations to the 
corresponding original functions. The solution of an individual sub-problem 
becomes the starting point for the next step, which is repeated iteratively until the 
optimum is reached. MAM minimizes the number of expensive function evaluations 
and deals effectively with the numerical noise. The relationship between the design 
variables and also their behaviour cannot be seen and local optimum may be 
achieved rather than the global optimum and it is suitable for problems with high 
number of design variables. 
 
For the two remaining studies (Police van-conversion and Police BMW 5series-
conversion), response surface method (virtual optimization) was used. The 
optimisation study was based on Computational Fluid Dynamics (CFD), Optimal 
Latin Hypercube (OLH) Design of Experiments (DoEs) and the Response Surface 
Modelling. The roof with light bar design is parameterized into two key design 
variables and a number of designs are produced using an Optimal Latin Hypercube 
design of experiments. Each design is evaluated using CFD analysis and Moving 
Least Squares Response Surface Models of primary and entrained flow rates are 
built. Finally a set of optimisations using a Genetic Algorithm and sequential 
quadratic programming are performed to define a front along which optimal designs 
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exist. Despite this method require more high fidelity CFD simulations, but it allows 
to observing the behavior and also using response surface and the optimum point 
can see the relationship between the design variables by using response surface and 
the optimum point visually. This method is desirable when the numbers of design 
variables are low.  
 
 Results 
Adding the light-bars on the roof on the fiat van (ambulance van conversion), as 
table 8.1 shows, results in a 20% increase in aerodynamics drag. Whereas the roof 
optimization concept developed would enable the increase in aerodynamic drag to 
be limited to just over 3%. 
 
Design Drag (N) Drag difference (%) 
Non-converted 760.5 ……………. 
Original 915.7 +20.4 
Optimized 785.4 +3.2 
Table 8.1 Drag comparison of base-line, original and optimized Fiat ambulance van 
conversion 
 
For the second study (Police van-conversion), the results are shown in table 8.2. The 
drag reduction is in the order of 25%. Adding the light-bars will increase the drag by 
32% and as it can be seen in table 8.2, the optimized model only increases the drag 
force by 7%. 
 
Design Drag (N) Drag difference (%) 
Base-line model 408 ……………. 
Conversion A 540 +32 
Optimized design 437 +7 
Table 8.2 Drag comparison of base-line, original and optimized Fiat ambulance van 
conversion 
 
Results of the final study (Police BMW 5series-conversion) are included in table 
8.3. It shows the greatest improvement possibly because of the type of the vehicle 
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(sedan) studied. The increase in the drag force is from 30% for the vehicle with the 
light-bar to only 0.5% for the optimized model.  
 
Design Drag (N) Drag difference (%) 
Base-line model 172.80 ……………. 
Conversion A 540 +32 
Optimized design 437 +7 
Table 8.3 Drag comparison of base-line, original and optimized Fiat ambulance van 
conversion 
 
The use of CFD within an optimisation framework, where a suitable objective 
function is chosen to represent the desired outcome, allows efficient use of 
computational resource. The choice of objective function is crucial in determining 
what constitutes an optimal design; the challenge is to interpret the physical 
parameters (velocities, pressure, etc) from the CFD solution in a way that links with 
the objective function of choice. The CFD based optimization, therefore, shows an 
effective way to optimized the shapes of the emergency response vehicles and 
consequently can achieve lower fuel consumptions for a particular vehicle as 
follows: 
 
 Fuel Consumption  
As noted earlier, interest in the aerodynamic performance of Emergency Response 
Vehicles, is stimulated by the need to improve fuel economy and reduce emissions 
from their fleet operations. Since there are not any previous study on the fuel 
consumption of the Emergency Response Vehicles, the improvements in fuel 
consumption resulting from the reduced aerodynamic drag of the optimised design 
are quantified based on the trends identified for HGVs. Comprehensive data on the 
fuel consumption of the HGVs are available in studies [16, 19, 37]. The relationship 
between drag reduction and fuel economy improvement for speeds of 30, 60 and 90 











Table 8.4 Relationship between drag reductions and fuel economy improvement for 
tractor-trailer trucks [16] 
 
Table 8.2 shows the benefits of the optimised design of the models considered, in 
terms of drag force reduction compared to the baseline conversion for vehicle speeds 
up to 60 mph, together with the predicted benefits in terms of reduced fuel 
consumption for a range of vehicle. This shows that, compared to the baseline 
model, there is fuel consumption reduction in the range of 8.6% to 12.5% for 
different vehicles at 90 km/h. 
 
Model Drag Reductions (%) Fuel Consumption Reduction  (60m/h) (%) 
Ambulance Van-conversion 17.2 8.6 
Police Van-conversion 25 12.5 
Police BMW conversion 23 11.5 
Table 8.5 Drag and Fuel consumption reductions for optimised Emergency 
Response Vehicles 
 
The data shown in table 7.4 is in the form that can be used to predict actual fuel 
savings, once a representative ambulance duty cycle has been obtained. 
 
 Future work 
Since recessing the light-bars into the body of the vehicle would affect the structure 
of it, manipulation of the geometry above the roof was only investigated. It is worth 
investigating of placing the light-bars into the roof of the different Emergency 
Response Vehicles to measure its effect on the Drag force, when proper structure 
analysis can take place.  
 
Further improvements can be obtained by optimising other parts of the vehicle, such 
as the lower surface and under-body features, and focussing on weight reduction, as 
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is common in the aerospace industry, would also have a significant beneficial effect 
on overall fuel consumption.  
 
There is also a need for identifying realistic ambulance duty cycles where the 
predicted drag reductions, as a function of vehicle speed, can be used to predict the 
fuel savings achievable in practice.  
 
It is also important to note that the aerodynamic modifications proposed have to be 
assessed in terms of the practical costs of manufacturing them. Following are also 
weakness of the work: 
 
- Low number of design parameters  
- Result strongly depended on parameterisation, which can be removed by the 
method of Jens Muller [72] and Carsten Othmer [52, 53, 65, 69] 
- More efficient optimisation method may be used 
 
 Conclusion 
The complementary nature of experimental and computational analysis has 
facilitated a detailed and systematic investigation into the passive manipulation of 
Emergency Response Vehicles exterior design in order to minimise the drag force 
and consequently lowering the fuel consumption. Light-bars are found to increase 
the drag force by almost 30% for different vehicles due to the increase in the 
projected area and separation of the flow. 
  
At the speed of 90 km/h which is the typical speed of Emergency Response 
Vehicles, 30% increase in the drag force account for 15% increase for the fuel 
consumption.  
 
Aerodynamic shape optimisation has been applied successfully to the design of 
light-bars reducing the drag acting on the vehicle by 25%, leading to a fuel 
consumption reduction of 12.5%.  
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Emergency Response Vehicles such as ambulance and Police cars can benefit from 
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