nesting on urban scales [Jacobson, 1997] , with nesting from the global-through-urban 23 scale [Jacobson, 2001b] , with nesting from the global-through-regional scale [Jacobson 24 et al., 2004 [Jacobson 24 et al., , 2005 2006 , 2007 , and on the global scale [Jacobson, 2001c [Jacobson, , 2002b 2004] . 25
Simulations were run on a 4 o S-N x 5 o W-E global domain with 47 layers up to 0.22 hPa 26 (≈60 km), including 6 from 0-1 km, 24 from 1-15 km, and 17 from 15-60 km. 27
Gas photochemistry was solved among 128 gases and 391 reactions [314 kinetic 1 reactions (33 chlorine and 18 bromine), 20 heterogeneous reactions (9 on each aerosol 2 particles and frozen hydrometeor particles and 2 on liquid hydrometeor surfaces), and 57 3 photolysis reactions (including 13 chlorine and 8 bromine) with SMVGEAR II 4 [Jacobson, 1998 ]. Reactions and kinetic rate coefficients are given in the Reaction List at 5 the end of this document. 6
Aerosol processes included size-and composition-resolved emissions, sulfuric 7 acid binary and ternary homogeneous nucleation (solved together with sulfuric acid 8 condensation), secondary organic gas condensation, aerosol-aerosol coagulation, cloud 9 activation, aerosol-cloud coagulation, nonequilibrium dissolution of NH 3 , HNO 3 , HCl 10 coupled with internal aerosol solution-phase and solution-solid equilibrium chemistry, 11
and sedimentation [Jacobson, 2002a [Jacobson, , 2003 [Jacobson, , 2005a . 12 Aerosols were treated over two discrete size distributions, each with 14 size bins 13 (0.002 to 50 µm in diameter), and three hydrometeor distributions, each with 30 bins 14 (Table S1 ). Particle number concentration and mole concentrations of several chemicals 15 were predicted in each aerosol and hydrometeor size bin of each distribution. The aerosol 16 distributions were an emitted fossil-fuel soot (EFFS) and an internally-mixed (IM) 17 distribution. BC, POM, H 2 SO 4 (aq), HSO 4 -, and SO 4 2-were emitted into each bin of the 18 EFFS distribution. Other species [H 2 O, SOM, NO 3 -, Cl -, H + , NH 4 + , NH 4 NO 3 (s), 19 (NH 4 ) 2 SO 4 (s)] formed in the distribution by gas-to-particle conversion or crystallization. 20
The IM distribution consisted of the chemicals in the EFFS distribution plus Na + , soil 21 dust, pollen, spores, and bacteria. All emissions aside from fossil-fuel soot, entered the 22 The two aerosol distributions evolved into three discrete, size-resolved 1 hydrometeor distributions: liquid, ice, and graupel, each of which contained the 2 underlying aerosol components they formed on (Table S1 ). The thermodynamics and 3 microphysics of the convective subgrid and stratus grid-scale cloud treatments is given in 4
Jacobson [2003] . Briefly, cloud microphysical processes included 5 condensation/evaporation, deposition, sublimation, liquid-liquid, liquid-ice, liquid-6 graupel, ice-ice, ice-graupel, graupel-graupel coagulation, liquid-aerosol, ice-aerosol, and 7 graupel-aerosol coagulation, liquid drop breakup, contact freezing (resulting from liquid-8 aerosol coagulation at subfreezing temperatures), homogeneous/heterogeneous freezing, 9 evaporative freezing, melting, lightning formation due to charge separation from size-10 resolved bounceoffs, and sedimentation. Precipitation drops contained the aerosol 11 constituents it grew upon. Cloud-aerosol interactions have been evaluated in Jacobson 12 [2003] and Jacobson et al. [2006, 2007] . 13
To calculate condensation/evaporation and deposition/sublimation, the total 14 number concentration of aerosol particles in each size bin of each aerosol distribution 15 was divided into ice deposition nuclei (IDN), cloud condensation nuclei (CCN), and 16 other, as described in Jacobson [2003] . The fractions were based on current aerosol 17 composition in the bin. Nonequilibrium condensation and deposition equations were then 18 solved simultaneously among the gas phase and CCN and IDN in all size bins of both 19 aerosol distributions. Thus, when supercooled clouds formed, deposition competed with 20 condensation for the limited amount of vapor available. Because aerosol particles were 21 transported vertically with cloud water within all subgrid scale convective clouds, aerosol 22 activation was consistent with that in a rising plume. 23 Activated CCN and IDN and the water grown on them were partitioned into 24 separate liquid and ice hydrometeor size distributions. For example, each size bin of the 25 liquid hydrometeor distribution contained some particles and their chemical components 26 activated from the EFFS aerosol distribution and others from the IM distribution. 27
Unactivated CCN and IDN in each aerosol distribution stayed as interstitial aerosols. A 1 third discretized hydrometeor distribution, graupel, was also tracked. The graupel 2 distribution formed upon heterocoagulation of liquid water and ice hydrometeor 3 distributions, contact freezing of aerosol particles with the liquid distribution, 4 heterogeneous-homogeneous freezing of the liquid distribution, and evaporative freezing 5 of the liquid distribution. Graupel also contained aerosol inclusions. Thus, within each 6 size bin of each hydrometeor type, all aerosol components that the hydrometeor grew on 7 (listed in Table S1 ) were tracked. Interstitial size-resolved aerosol particles within clouds 8 also coagulated with hydrometeor particles of different size, and these aerosol chemicals 9
were tracked within the hydrometeor particles as well. 10
Heterogeneous reactions in the stratosphere can occur on several types of 11 particles, including sulfuric acid tetrahydrate (SAT), sulfuric acid hemihexahydrate 12 (SAH), supercooled ternary solutions (STS), nitric acid trihydrate (NAT), nitric acid 13 dihydrate (NAD), and water-ice, among others [e.g., Toon et al., 1986; Hanson and 14 Mauersberger, 1988; Turco et al., 1989; Worsnop et al., 1993; Zhang et al., 1993; 15 Tabazadeh and Turco, 1993; Drdla et al., 2002a,b,c; Jensen et al., 2002; Strawa et al., 16 2002; Sander et al., 2006] . In the troposphere, heterogeneous reactions also occur on 17 liquid hydrometeor particles. In reality, pure forms of such particles are rare, as all 18 contain at least trace amounts of other chemicals. 19
In the model, heterogeneous aerosol reactions occurred on the two aerosol 20 distributions. Heterogeneous water-ice and NAT reactions occurred on both the ice and 21 graupel hydrometeor distributions (where the determination of whether the ice and 22 graupel distributions were covered with water ice or NAT is described shortly). 23
Heterogeneous liquid reactions occurred on the liquid hydrometeor distribution. 24
Each size bin of each aerosol size distribution contained a different quantity of 25 each chemical listed in Table S1 , including nitrate, sulfate, and supercooled or warm 26 liquid water, among others. Aerosol pH and liquid water content in each size bin of each 27 aerosol distribution in the stratosphere (and elsewhere) were determined from 1 EQUISOLV II [Jacobson, 2005a] , which treats solute activity coefficients of many 2 chemicals at temperatures down to 190 K following the activity coefficient 3 parameterization of Lin and Tabazadeh [2001] . Other processes affecting these aerosol 4 particles included transport, binary (at low ammonia) and ternary homogeneous 5 nucleation, coagulation, condensation (e.g., of sulfuric acid, organics), dissolution (e.g., 6
of nitric acid, hydrochloric acid), and sedimentation. The composition of stratospheric 7 aerosols varied with size and location. Some were primarily sulfate-water; others sulfate-8 ammonium-water, others nitrate-water, but all had trace amounts of all chemicals (e.g., 9
down to machine precision). 10
Each size bin of each hydrometeor size distribution contained all the chemical 11 components found in aerosol particles (Table S1 ). Chemicals entered hydrometeor 12 particles primarily during nucleation scavenging and aerosol-hydrometeor coagulation. In 13 addition, nitric acid grew by deposition onto the size-resolved ice and graupel 14 hydrometeor distributions when (a) its partial pressure exceeded its saturation vapor 15 pressure along ice/NAT boundaries and (b) the partial pressure of water was lower then 16 its saturation vapor pressure along ice/NAT boundaries, as determined from equations in 17 Table 1 of Hanson and Mauersberger [1988] . The solution scheme for nitric acid 18 depositional growth was the Analytical Predictor of Condensation (APC) scheme, given 19 in Jacobson [2002a] . If nitric acid deposited onto ice according to the conditions above, 20 the surface was assumed to be converted to NAT. 21 Sulfur dioxide, hydrogen peroxide, and ozone also entered liquid cloud drops and 22 oxidized irreversibly to S(VI) compounds (H 2 SO 4 (aq), HSO 4 -, and SO 4 2-). All other gases 23 in the model also entered precipitation reversibly according to their Henry's law 24 partitioning and were either carried to lower levels where they evaporated or were 25 removed when precipitation reached the ground [Jacobson, 2003] . 26 of all sizes in all size distributions in which reactions occur. In the case of reactions on 1 aerosol surfaces, it is the area concentration summed over the two aerosol distributions in 2   Table S1 . In the case of reactions on liquid cloud surfaces, it is the area concentration 3 summed over the liquid hydrometeor distribution in Table S1 . In the case of reactions on 4 ice cloud surface, it is the area concentration summed over the ice and graupel 5 hydrometeor distributions in Table S1 . The thermal speed is calculated as 6
, where k B is Boltzmann's constant, T is absolute temperature, A is 7
Avogadro's number, and m E is the molecular weight of species E. 8 Because Equation S1 implicitly includes the concentration of an adsorbed reactant 9 but not of the gas reactant; it is a pseudo-first-order rate coefficient (s -1 ). However, in 10 order to conserve mass of all chemicals in the atmosphere, it is necessary to track the 11 reduction in mass of the adsorbed reactant, whether it is H 2 O, HCl, or HBr, in the 12 reaction. To do this, it is necessary to convert Equation S1 to a second-order rate 13 coefficient (cm 3 molec. s -1 ). This can be done either by first calculating the transfer of gas 14 F to particle surfaces and then solving for the change in F as an adsorbed species in a 15 second-order reaction with E or by solving for F as a gas in a second-order reaction with 16 E, but including the estimated transfer of F to surfaces in the rate coefficient. The latter 17 method was chosen here since it is requires significantly less computational resources. 18
The resulting second-order reaction is E(g)+ F(g)G(g) +H(a) The time-integrated average number concentration of gas molecules adsorbed to 3 particle surfaces is derived by first assuming that the time-rate of change of the number 4 concentration (molec. cm -3 -air) on all surfaces is 5 6 (S3) 7 8 9
where N g,F (t)=N g,F,t-h -N s,F (t) is the instantaneous gas-phase concentration of adsorbing 10 species F. Integrating this equation gives the instantaneous number concentration of 11 molecules on particle surfaces at time t after start of growth as 12 The use of Equation S2 assumes that molecules of gas E react with molecules of 2 adsorbed gas F only on the surfaces of particles. After the reaction occurs, a gas product 3 escapes and an adsorbed product remains. During the long model time interval (e.g., 4 h=14,400 s), additional molecules of gas F adsorb to the surface on top of adsorbed 5 products. The total number of layers of adsorbed gas F that can deposit on a surface 6 during time step h is simply 7 S6 suggests multiple layers of gas are buried each time interval following reaction to a 21 new adsorbed component. 22
In the model, chemical calculations were operator split from other processes for a 23 time interval of four hours, during which SMVGEAR II solved chemistry using time 24 steps varying between 10 -9 and 900 s. Each time step was predicted based on the stiffness 25 of the system, the relative error tolerance (set to 10 -3 ), and the absolute error tolerance 26 (variable). With the second-order rate coefficient expression, Equation S8, all 27 bimolecular heterogeneous reactions used could be solved conserving mass, assuming 28 reactants and products were in the gas phase. Aerosol and liquid heterogeneous reactions 1 occurred on the aerosol and cloud liquid, distributions respectively. Water-ice and nitric 2 acid trihydrate (NAT) reactions occurred on both the cloud ice and graupel distributions. 3
Products were partitioned to the size-resolved aerosol or hydrometeor particle 4
proportionally to the number of surface sites on each particle. 5
Radiative transfer was solved through gases, aerosol particles, clouds, sea ice, and 6 snow [Jacobson, 2004 [Jacobson, , 2006 . Aerosols fed back to meteorology through their effects on 7 radiation, clouds, the relative humidity, and pressure. For example, aerosol uptake of 8 liquid water by hydration, calculated iteratively during internal aerosol equilibrium 9 calculations in each size bin following nonequilibrium growth, modified the absolute 10 humidity and temperature (due to latent heat exchange), both of which affected the 11 relative humidity, which fed back to the rate of water uptake. Similarly, since 12 precipitation and evaporation changed the amount of water vapor, which changed air 13 pressure, changes in aerosols changed air pressure by changing cloud drop size and, 14 therefore precipitation rates. 15
Ocean mixed-layer depths, velocities, temperatures, and energy and mass 16 transport were predicted in time with a 2-D potential enstrophy-, kinetic energy-, and 17 mass-conserving scheme, forced by wind stress [Ketefian and Jacobson, 2008] . [1996] . Gas emissions from this dataset were originally for 1995, except that speciated 27 organics were for 1990 but scaled to 1995 by the 1995:1990 total nonmethane organic 1 emission ratio since the 1995 organic gas inventory did not include speciation. Species 2 not treated explicitly (e.g., alkanes, ethyne, trimethylbenzene) were split into carbon bond 3 groups with splitting factors from Carter (http://pah.cert.ucr.edu/~carter/emitdb/). 4
The world CO 2 emission rate from onroad vehicles in 1995 was 3760 Tg-CO 2 /yr 5 [Olivier et al., 1996] , or 15.2% of the total fossil-fuel carbon dioxide emitted that year. 6
The carbon dioxide emission rate in 2004 was about 22% higher than in 1995 [Marland 7 et al., 2006] . However, 1995 data were used for this study since most other emissions 8
were from that year. The results found here for 1995 may be scalable to other years with 9 different CO 2 emissions. 10
Emission of FFOV H 2 and H 2 O were derived as follows. The mass emission ratio 11 of H 2 :CO from a FFOV was estimated as 0.0285 g-H 2 /g-CO, the mean value from Barnes 12 et al. [2003] . Although the reported uncertainty of this number was +/-12%, such 13 uncertainty, and differences between Barnes et al. and other studies, which are up to 14 about 33%, would have little impact on the results here since it was found that the 15 primary influence on results was the reduction in fossil fuels, not hydrogen chemistry. 16
The 1995 onroad vehicle emission rate of CO was 195.7 Tg-CO/yr [Olivier et al., 1996] Natural and anthropogenic ammonia emissions were from Bouwman et al. [1997] . 23 Natural emissions of biogenic isoprene, monoterpenes, other volatile organics, and nitric 24 oxide; lightning NO and N 2 O, ocean DMS, volcanic SO 2 , CO 2 from bacterial and plant 25 respiration (and CO 2 removal by photosynthesis) and CO 2 from ocean 26 evaporation/dissolution were calculated during the model simulation as in Jacobson and 27
Streets [2008] . In addition natural H 2 , CH 4 , and N 2 O emissions from soils and the oceans 1 were treated, with emissions summarized in Table 1.  2   Table S3 summarizes the baseline black carbon (BC), primary organic carbon 3 (POC), and sulfate emissions from aircraft, shipping, other fossil fuels, biofuels, and 4 biomass burning used here. Fine BC and POC emissions from aircraft were obtained by 5 applying emission factors of 0.038 g-BC/kg-fuel [Petzold et al., 1999 ] to fuel-use data 6 [Mortlock et al., 1998; Sutkus et al., 2001] and assuming a POC:BC emission ratio of 1:1. 7
Those from shipping were estimated by dividing the gridded, monthly sulfur shipping 8 emission rate [Corbett et al. 1999 ] which totaled 4.24 Tg-S/yr, by 29.5 g-S/kg-fuel 9 [Corbett et al., 2003, Table 1 , for 1999 data] and multiplying the result by 1.02 g-BC-10 C/kg-fuel for shipping [Bond et al., 2004] . That for POC was obtained in the same 11 manner, but by multiplying the result by 0.33 g-POC-C/kg-fuel [Bond et al., 2004] . were obtained from Bond et al. [2004] . 17 Natural plus anthropogenic biomass-burning particle and gas emissions were 18 obtained by combining satellite-derived 8-day fuel burn data [Giglio et al., 2006] with 19 landuse data (to determine fire type) and emission factors [Andreae and Merlet, 2002] . 20
Fuel burn data for five separate years were used and repeated beyond five years in all 21 simulations. It is generally estimated that about 90% of biomass-burning emissions today 22 is anthropogenic. Coarse BC and POC aerosol particle emissions (not shown in Table S3 ) 23 for all sources in the model were estimated as 25% and 45% those of fine BC and POC 24 emissions, respectively. The POM:POC emission ratio used was 1.6:1 for fossil fuels and 25 2:1 for biofuel and biomass burning. The emission rate of S(VI) from fossil fuels was 1% 26 that of BC+POM+S(VI). 27
Fossil-fuel components were emitted into the EFFS distribution. ) from biomass and biofuel burning were obtained by 6 multiplying BC biofuel or biomass emission rates by the ratio of the mean biofuel or 7 biomass emission factor for each gas or particle component to that of BC from Andreae 8
and Merlet [2001] . The ions K + , Ca 2+ , and Mg 2+ were not carried in the simulations, but 9 their mole-equivalent emissions were added to those of Na + . Emissions of gases from 10 shipping were obtained by scaling emission factors of individual gases to those of sulfur 11 from the gridded inventory of Corbett et al. [2003] , as described for particles above. 12
Emissions of gases from aircraft were similarly obtained by applying emission factors to 13 fuel use data from Mortlock et al. [1998] and Sutkus et al. [2001] . 14 15 S4. WHFCV Emissions. For the WHFCV scenario, all onroad vehicles worldwide were 16 converted to hydrogen fuel cell vehicles where the hydrogen was generated by wind 17 electrolysis. Hydrogen was assumed to be produced in electrolyzers at local filling 18 stations, and electricity for the electrolyzers was sent from wind farms to the filling 19 station via transmission lines. Thus, no hydrogen pipelines or transport by vehicles was 20 needed. Following electrolysis, the hydrogen was compressed and stored. Electricity for 21 compression originated from the wind farms. Hydrogen was dispensed into vehicles at 22 the stations. 23
The replacement of FFOV with WHFCV resulted in a reduction in emissions 24 associated with FFOV and an increase in emissions associated with WHFCV. The only 25 emissions associated with WHFCV were hydrogen leakage and chemically-produced 26 water vapor (Table 1 , main text). Fossil-fuel-related emissions due to the manufacture of 27 hydrogen fuel-cell vehicles, wind turbines, electrolyzers, and compressors were assumed 1 to be offset by eliminating the manufacture of fossil-fuel vehicles, oil refineries, and oil 2 wells and the transport of oil, diesel, and gasoline by trucks, trains, and ships although 3 this is clearly a simplification. 4
Hydrogen leakage was assumed to occur during electrolysis of water, hydrogen 5 compression, hydrogen storage at the filling station, vehicle fueling, in-vehicle hydrogen 6 storage, in-vehicle flow through the fueling system, and hydrogen usage in the fuel cell 7 stack. Studies have suggested a future hydrogen leakage rate of 3%, since the rate of 8 natural gas leakage today is about 1% and that since hydrogen is a smaller molecule and 9 more permeable than methane [Schultz et al., 2003; Colella et al., 2005] . Here, the 10 leakage rate was similarly assumed to be 3%, the upper limit considered by Zittel et al. 11 [1996] and Shultz et al. [2003] . This leakage rate is lower than that used in Colella et al. 12
[2005], since they used a 10% leakage rate to ensure a conservative result, recognizing 13 that the real leakage rate is most likely 1-3%. For this study, it was desired to calculate 14 climate effects under a likely rather than conservative scenario. Because the major 15 impacts found here were due almost exclusively to reductions in carbon dioxide and air 16 pollution-precursor gases and particles rather than changes in hydrogen, a hydrogen 17 leakage rate of 3 versus 10% does not impact the conclusions of this study. value of hydrogen (120 MJ/kg), and is the fleet-averaged tank-to-wheel efficiency of 7 a WHFCV (0.46). These parameter values were justified in Colella et al. [2005] . 8
In the present study, the leakage rate of hydrogen was determined in each grid cell 9 by combining Equations S9 and S10 with a back-calculation of vehicle miles traveled 10 from onroad transportation carbon dioxide emissions using 11 12 (S11) 13 14 where is the onroad FFOV carbon dioxide emission rate (kg-CO 2 /yr) determined in 15 each grid cell from emission data [Olivier et al., 1996] , is the molecular weight of 16 carbon (12.011 g/mol), is the molecular weight of carbon dioxide (44.0098 g/mol), 17 and is the average emission rate of carbon per mile, selected as the 1999 U.S. fleet-18 averaged value of 0.140 kg-C/mi [Colella et al., 2005, Figure S1 shows modeled annually-averaged vertical profiles of 6 the globally-averaged differences between parameters from the WHFCV and FFOV 7 simulations. These figures are referred to in the main text only. 8 9 S6. Implications and Caveats. An important question to address for this study is the 10 feasibility and unintended consequences of running the world's or U.S.' onroad vehicles 11 on hydrogen produced by electrolysis from wind-generated electricity. A separate 12 analysis [Jacobson, 2008] is that batteries are 75-86% efficient from plug to wheel, whereas WHFCV have three 21 plug-to-wheel efficiency losses -electrolysis (about 74% efficient), compression (about 22 90% efficient), and the fuel cell (about 46-50% efficient) --which together give a plug-23 to-wheel efficiency of about 30-33%. This is much lower than that of WBEV but higher 24 than the tank-to-wheel efficiency of FFOV (around 16-18%). Replacing all U.S. onroad 25 FFOV with WBEV would require an ocean and land area equivalent to 0.35-0.7 percent 26 of the 50 U.S. states, for turbine spacing. The footprint on the ground to power onroad 27 U.S. WBEV would be only 0.9-2.8 km 2 for the turbine towers. 28
The percentages of U.S. land required for turbine spacing in both cases (0.9-2.8% 1 for WHFCV and 0.35-0.7% for WBEV) is much less than the 15% of U.S. land available 2 that has wind speeds at 80 m that are fast enough for economical wind power production 3 [Archer and Jacobson, 2005] . 4
Whereas WHFCV emit water vapor and molecular hydrogen, WBEV do not emit 5 either. The additional hydrogen and water vapor reduction by battery-electric vehicles 6 powered by wind (WBEV) relative to WHFCV, though, should have little impact on 7 stratospheric and tropospheric composition and climate since the changes in pollution-8 precursor gases and particles and carbon dioxide, which are similar for WBEV as for 9 WHFCV in their lifecyle, dominate the effects of WHFCV versus FFOV. 10
The results here found for wind-powered HFCVs and BEVs should apply 11 similarly to such vehicles powered by solar photovoltaic's, concentrated solar power, 12 geothermal power, hydroelectric power, tidal power, and wave power, since these electric 13 power sources have lifecycle emissions not significantly lower than those of wind 14 turbines [Jacobson, 2008] . Turco, R.P., O.B. Toon, and P. Hamill (1989) , Heterogeneous physiochemistry of the 24 polar ozone hole, J. Geophys. Res., 94, 16, 510. 25 Worsnop, D.R., L.E. Fox, M.S. Zahniser, and S.C. Wofsy (1993) Table S3 . Fine-particle global emission rates of black carbon (BC) (Tg-C/yr), primary 1 organic carbon (POC) (Tg-C/yr), and S(VI) (Tg-SO 4 /yr) for the baseline and WHFCV 2 scenarios. 3 Data sources and sulfate/other emissions associated with these sources are described in the text. 
