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Abstract
Suppose S ⊆ ZN := Z/NZ, where N is a prime. A well-studied
question for various types of sets S, is that of whether for a particular
sequence of integers a1, ..., ad satisfying a1 + · · · + ad = 0, S contains
solutions to the congruence
a1s1 + · · ·+ adsd ≡ 0 (mod N).
In particular, the question for d = 3 and a1 = a2 = 1 and a3 = −2 is
that of whether or not S contains three-term arithmetic progressions.
In the present paper, rather than working with sets S we work
with functions f : ZN → [0, 1], and consider the counting function
Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod N)
f(x1) · · · f(xd).
We show that if the function f is “sufficiently smooth” –that is, the
sum of squares of the “small” Fourier coefficients is sufficiently small
– then this counting function must be “large”. The proof is a gen-
eralization of an arugment from an earlier paper of the author [1],
and it appears that there are some close parallels with that proof and
Green’s “arithmetic regularity lemma” appearing in [3] (see remark 3
at the end of the Introduction below).
One may think of this result as a statement about the circle method.
In that context it says that, regardless of what the “major arc” contri-
bution to the counting function above happens to be, so long as along
the “minor arcs” there are only very few places where the exponential
sum corresponding to f (i.e. Fourier transform of f) can be “large”,
then the counting function above much be “large”. So, one does not
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even need to bother computing the contribution of the major arcs if
one is only interested in lower bounds for the counting function. Of
course to get asymptotics, the major arcs would need to be evaluated
precisely.
The theorem is proved in the following way. First, in section 3.1.1
we precondition the Fourier coefficients of f by applying a certain
dilation function, so that the places a where |fˆ(a)| satisfy a certain
technical conditional we call the “separation property”. Next, we
multiply f by a certain “smoothing function”, which will allow us to
transfer the problem of showing that our counting function is large, to
an analogous problem in ZM , where M > N can be factored as M =
m1m2; if the count in the analogous problem is “large”, then so must
be the counting problem in ZN . Not just any number M will do – it
must satisfy a certain property we call the “correspondance property”,
and finding such M will involve carefully selecting m1 and applying
the “separation property”. Then, we apply ideas from [1] to replace
our new smooth counting function with one that is just as smooth,
but also translation-invariant by the subgroup of ZM consisting of
multiples of m2. Finally, we show that the new counting function is
“large”, which means the same is true of all previous ones.
1 Introduction
For a prime N we use the abbreviation ZN := Z/NZ. Suppose that for
N ≥ 2 (we do not assume it is prime) we have a function
f : ZN → [0, 1].
In the present paper we will prove a theorem which says that if f is “suffi-
ciently smooth”, in the sense that the sum of squares of the small Fourier
coefficients of f are “small”, then there are lots of arithmetic structures on
which f is positive; for example, there will be lots of progression triples
n, n+ d, n+ 2d where
f(n)f(n+ d)f(n+ 2d) > 0.
In the context of the Circle Method, our theorem says the following: For a
certain class of additive problems, if one can show that along the “minor arcs”
the measure of the places where the corresponding exponential sum is “not-
too-small”, is itself “small”, then there is no need to bother working out the
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contribution of the “major arcs” (unless one wants asymptotic estimates),
because one can show that regarless of what it is, one must have a large
positive count in the end.
We will apply our theorem to prove, for example, that there are lots of
three-term arithmetic progressions among certain sumsets and among the
pseudoprimes (pseudoprimes of the type considered by Goldston, Pintz and
Yilidrim). Although these results are already known, our result will give the
same conclusion for quite large classes of sets similar to pseudoprimes.
Before we state our main theorem, we need a few definitions. First, for
an a ∈ ZN we define the Fourier transform
fˆ(a) := Σnf(n)ω
an, where ω = e2pii/N .
We let λ1, ..., λN be the Fourier coefficients of f ordered so that
|fˆ(0)| = |λ1| ≥ |λ2| ≥ · · · ≥ |λN |.
We let
σ2 := Σj |λj|
2 = NΣn|f(n)|
2 ≤ θN2.
This second equality follows from Parseval.
Our theorem is as follows.
Theorem 1 Fix
d ≥ 3, and a1, a2, ..., ad ∈ Z \ {0},
satisfying
a1 + · · ·+ ad = 0,
and fix
0 < ε < 1.
Then the following holds for all primes N sufficiently large: Suppose
f : ZN → [0, 1]
satisfies
Σnf(n) = θN > 0,
and has the property that for some integer k satisfying
1000dε
−1
θ−(εd)
−1
logN ≤ k ≤ N1/11,
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we have
Σk≤j≤N |λj|
2 < k−(4+10ε)(d−2)σ2 ≤ k−(4+10ε)(d−2)θN2;
Then,
Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod N)
f(x1) · · · f(xd) > 10
−14−dk−2(d−2)−2ε(d−3/2)θ(θN)d−1
Remark 1. The upper bound we demand for k can be substantially im-
proved, though it would take quite a bit of work to get it above N1/2, assum-
ing this is even possible.
Remark 2. The lower bound we prove here has the general shape of what
we should expect: Assuming that f is the indicator function for some set,
there are (θN)d−1 choices for x1, ..., xd−1 such that f(x1) · · · f(xd−1) > 0, and
then we expect that only θ fraction of the values
xd ≡ −a
−1
d (a1x1 + · · ·+ ad−1xd−1) (mod N)
land in the set as well. So, a reasonable lower bound should be θ(θN)d−1 for
the final sum in the statement of the theorem.
Remark 3. There appears to be a relationship between Theorem 1 and
“triangle deletion” ideas of Szmeredi and Ruzsa [5] and of Green [3]. Indeed,
one of the central ideas in the present paper appears to use some of the same
types of ingredients as those of Green’s theorems from [3] (which I discovered
after finally skimming Green’s paper!). In order to be more specific, it is
worth looking at Green’s “arithmetic regularity lemma” in the case of G :=
(Z/2Z)n. In that proof he constructs a sequence of smaller and smaller
subgroups H (which nonethelss are still quite large) of G, until one fairly
large one is found that has certain nice “regularity” properties; and, these
subgroups appear only to be definable in an iterative manner. By having
some precondition on the sum of squares of the small Fourier coefficients of
our basic starting function f , as we do in Theorem 1 above (though imagine
f is defined on G), we can bypass this iterative process, and can, in fact, just
pick our H randomly, and of fairly high dimension (a positive probability
of the H we could pick will work). Furthermore, this seems to work even
when the functions that one uses have very low density (that is, Σnf(n) is
“small”). (I should say that there only appears to be a connection between
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the two papers, as I have not thought about it in depth.) There is still
the problem of how to make the idea work modulo N . If one tries to use
Bohr neighborhoods as in Green’s paper, one will have lots of new technical
complications to deal with; however, in our proof of Theorem 1 we bypass
these problems by passing to another group ZM that has a large additive
subgroup with certain usable properties.
We now devote a new section to give two common examples of functions
f where the sum is positive, at least in the case corresponding to three-
term arithmetic progressions, which is k = 3 and a1 = a2 = 1 and a3 =
−2: The first example is sumsets, and the second is pseudoprimes. For
both of these examples one can establish the existence of such three-term
arithmetic progressions by other methods, so these examples are only meant
to be suggestive of what types of results one can obtain from our theorem.
2 Some types of sets where Theorem 1 ap-
plies
2.1 Sumsets and arithmetic progressions
Suppose that S is a subset of ZN having at least N
0.999 elements, which
means that its density is θ ∼ N−0.001. We will show how Theorem 1 implies
that the 6-fold sumset S+S+S+S+S+S contains a three-term arithmetic
progression. Note, however, that we know that just the 2-fold sum S + S
contains three-term progressions by an elementary argument; so, Theorem 1
does not give anything new when we apply it to repeated sumsets.
To see how to prove this fact about 6-fold sumsets using Theorem 1, first
define
f(n) := |S|−5(S ∗ S ∗ S ∗ S ∗ S ∗ S)(n),
which is supported exactly on the sumset S + S + S + S + S + S, and has
size at most 1 there. If we let γ1, ..., γN denote the Fourier coefficients of S,
ordered so that
|S| = γ1 ≥ |γ2| ≥ · · · ≥ |γN |,
then we have that the Fourier coefficients of f are λ1, ..., λN , where
λi = |S|
−5γ6i .
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We now give an upper bound for |γk| by observing from Parseval that
k|γk|
2 ≤ Σi|γi|
2 = N |S|.
This then implies that
Σi≥k|λi|
2 ≤ |S|−10|γk|
10
Σi≥1|γi|
2
≤ k−5|S|−4N6.
Now for ε = 1/11 we will have that
Σi≥k|λi|
2 < k−4−10ε(k−ε|S|−4N6).
So, for k ∼ θ−66, which is certainly smaller than N1/11, we will have that
Σi≥k|λi|
2 < k−4−10εΣi|λi|
2;
and so, Theorem 1 implies that S contains a three-term arithmetic progres-
sion on letting d = 3 and a1 = a2 = 1 and a3 = −2.
2.2 Pseudoprimes
We define a pseudoprime in the sense of Goldston, Pintz and Yildirim [2]
as used in the work of Green and Tao [4]: First, let δ > 0 and then for all
n ≤ N/2, say, let
f(n) :=
1
(logN)2maxn≤N/2 τ(n)2
(
Σ d|n
d≤Nδ
µ(d) log(N/d)
)2
.
We note that if n is a prime number, then
f(n) =
1
(logN)maxn≤N/2 τ(n)2
> N−o(1),
and regardless of whether n is prime or not, we have that
f : {n ≤ N/2} → [0, 1].
We furthermore have that if we think of f as a function on ZN (in the obvious
way), then
fˆ(0) ≥ N1−o(1),
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since there are N1−o(1) primes ≤ N/2.
What is not immediately obvious, but true, is that f can be easily per-
turbed so that fˆ is “smooth enough” for Theorem 1 to imply that there are
lots of arithmetic structures where f is positive, at least if our “truncation
level” N δ in the definition of f above is small enough. In order to see this,
we first define
g(n) := Σ d|n
d≤Nδ
µ(d) log(N/d),
and observe that f(n) is the square of g(n) up to a scalar factor of size N−o(1).
The Fourier transform of g is given by
gˆ(a) = Σn≤N/2e
2piian/N
Σ d|n
d≤Nδ
µ(d) log(N/d)
= Σd≤Nδµ(d) log(N/d)Σn≤N/2
d|n
e2piian/N .
This inner sum at the end is a geometric series, and is a fairly “smooth”
function. Unfortunately, it is not quite smooth enough for the particular
way that we apply Theorem 1; so, we will need to multiply it by a certain
weighting function w(n) to make it even smoother. The following standard,
well-known technical lemma does this for us.
Lemma 1 For all 1 ≤ d ≤ N0.0001, there exists a weighting function wd :
ZN → [0, 1] such that
• The function wd is supported at most on the set of all integer multiples
of d lying in [0, N/2] modulo N ;
• all but at most N0.005 points a ∈ ZN we have that∣∣Σdn≤N/2wd(dn)e2piiadn/N ∣∣ < N−2;
• and, wd(dn) = 1 for 1000dN
0.999 < dn < N/2− 1000dN0.999.
Proof of the Lemma. In the proof we will just drop the subscript d on wd.
First, let
X := ⌊N0.999⌋,
and then we define h : ZN → R≥0 via its Fourier transform
hˆ(a) :=
(
Σ0≤n<Xe
2piiadn/N
)1000
.
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Then, we define w, also through its Fourier transform, as
wˆ(a) = X−1000hˆ(a)Σ0≤j≤N/2000dXe
2piiaj(1000dX)/N .
It is not difficult to see that
w : ZN → [0, 1]
that
support(w) ⊆ {dn : 0 ≤ n ≤ N/2d},
and that for
1000dX < dn < N/2− 1000dX
we have that
w(dn) = 1.
Furthermore, it is easy to give non-trivial upper bounds on the number of
places a where wˆ is “large”: First, observe that we have the trivial upper
bound
|wˆ(a)| < X−1000N |hˆ(a)|.
So, the only places a where |wˆ(a)| could exceed N−2 are those where
|hˆ(a)| > X1000N−3.
In other words,
∣∣Σ0≤n<Xe2piiadn/N ∣∣ > XN−3/1000 > (1/2)N0.996.
It is a simple matter to prove that there can be at most N0.005 places a having
this property.

From this lemma we see that if we replace g with g2, where
gˆ2(n) = Σd≤Nδµ(d) log(N/d)Σ1≤dn≤N/2wd(dn)e
2piiadn/N , (1)
then by the third bullet in the lemma above we find that
g2(m) = g(m) whenever 1000dN
0.999 < m < N/2− 1000dN0.999.
We also have that g2 can have only very few places a where |gˆ2(a)| > N
−1:
By the second bullet in the lemma above, along with the definition (1), we
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see that the number of places a where gˆ2(a) can exceed N
−1 is at most the
number of places a where any one of the inner sums (for any d ≤ N δ) of (1)
exceeds N−2. The number of such places a is clearly bounded from above by
N δ+0.005.
Next we show that the function
f2(n) :=
g2(n)
2
(logN)2 maxn≤N/2 τ(n)2
,
also has only very few places a where its Fourier transform is not too small:
First, observe that
fˆ2(a) =
(g2 ∗ g2)(a)
N(logN)2 maxn≤N/2 τ(n)2
= N−1−o(1)Σx+y≡a (mod N)gˆ2(x)gˆ2(y).
In order for a to be such that
|fˆ2(a)| > N
−1,
we must have that a ≡ x + y (mod N) where x and y are places where
|gˆ2(x)| and |gˆ2(y)| exceed N
−1. The number of such a, then, is at most the
square of the number of places x where |gˆ2(x)| > N
−1. It follows then that
there are at most
N2δ+0.01
such places a.
We now pass to one more function f3(n) by performing yet one more level
of smoothing. The reason for this is that we only have that
f2(m) = f(m) whenever 1000N
0.999+δ < m < N/2−1000N0.999+δ. (2)
Thus, we want to zero out the function f2(m) for values of m that are close
to 0 or N/2, while still maintaining the fact that our function has few not-
so-small Fourier coefficients. The function f3 we will use is given by
f3(m) := f(m)w
∗(m),
where w∗ is to be defined via its Fourier transform as follows
wˆ∗(a) = Ce2piia⌈N/5⌉/N
(
Σ0≤n≤N/5000e
2piiam/N
)1000
,
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where C is chosen so that supmw
∗(m) = 1.
Since w∗ is supported at most on [N/5, 2N/5], which is well within the
range (2), we deduce that
f3(m) > 0 =⇒ f(m) > 0.
Furthermore, it is a routine calculation to show that
fˆ3(0) = N
1−o(1),
and that for all but at most
N2δ+0.02
places a ∈ ZN we have that
|fˆ3(a)| < N
−1/2.
This clearly implies that if we let λ1, ..., λN be the Fourier coefficients of f3,
ordered so that
|λ1| ≥ |λ2| ≥ · · · ≥ |λN |,
then for k ∼ N2δ+0.02 < N1/11 (for small δ > 0) we will have that
Σj≥k|λj|
2 ≤ k−5Σi|λi|
2.
Theorem 1 then implies that (for d = 3 and a1 = a2 = 1 and a3 = −2) there
are lots of three-term progressions m,m+ t,m+ 2t such that
f3(m)f3(m+ t)f3(m+ 2t) > 0
and therefore lots of progressions where
f(m)f(m+ t)f(m+ 2t) > 0.
3 Proof of Theorem 1
Throughout the proof we will make use of the two parameters
D := 4d max
1≤i≤d
|ai|, and L := ⌊logN⌋ + 1.
To prove the theorem we will move the problem from ZN to an additive
group ZM having certain subgroups with useful properties. We now work
this out in the following subsection.
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3.1 Moving to another group
We fix a prime number m2 in advance that satisfies
k2+2ε ≤ m2 ≤ 2k
2+2ε, (3)
and then we will later find an integer m1 satisfying
k−2−εN ≤ m1 ≤ 2k
−2−εN, (4)
such that we can transfer our counting from from ZN to ZM , where
M = m1m2 ∈ [k
εN, 4kεN ].
The advantage of making this transfer is that ZM has a relatively small
index subgroup (index m2) consisting of the multiples of m1 which we will
later exploit. In order to make this go through smoothly, however, we will
need to not only select m1 very carefully, but will need to precondition the
Fourier coefficients of f , to get them to satisfy what we call the “separation
property”.
3.1.1 Separation property of Fourier coefficients
Let
{b1, ..., bk} ⊆ ZN
be the places satisfying
fˆ(bi) = λi.
By replacing f with the function
f ∗(n) := f(qn),
for an appropriate 1 ≤ q ≤ N − 1, we will show that we may assume that
the Fourier coefficients b1, ..., bk satisfy the following “separation property”:
Separation property. All but a fraction k−2 of the integers m1 satisfying
(4) have the property that for every quadruple
(bi, bj, au, av) ∈ {b1, ..., bk}
2 × {a1, ..., ad}
2,
we have that
either aubi − avbj ≡ 0 (mod N), or
∣∣∣∣
∣∣∣∣m1(aubi − avbj)N
∣∣∣∣
∣∣∣∣ > k
4ε
m2
.
(5)
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3.1.2 Proof that the separation property can be satisfied
First, let us note that replacing f with f ∗ will not affect our weighted count
(weighted by f) of the number of solutions to
a1x1 + · · ·+ adxd ≡ 0 (mod N),
since this congruence “respects dilations”, in the sense that it holds if and
only if
a1(qx1) + · · ·+ ad(qxd) ≡ 0 (mod N),
whenever (q, N) = 1. That is to say, we will have that
Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod N)
f(x1) · · ·f(xd)
= Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod M)
f ∗(x1) · · ·f
∗(xd).
Also, we note that
fˆ ∗(qa) = fˆ(a),
which means that in place of {b1, ..., bk} where fˆ is of “large size”, we can
work with {qb1, qb2, ..., qbk} where fˆ
∗ has “large size”.
Our job now is to show that there exists a value for q such that if we
let qb1, ..., qbk stand in place of b1, ..., bk, then the separation property can be
made to hold. We will do this using some harmonic analysis, and we begin
by letting J be the integers m1 satisfying (4), and letting
K := [−k4εN/m2, k
4εN/m2] ∩ Z.
By deleting at most one element we can make K = −K, and will assume
this is so. Although J and K are defined as integer intervals, we will think
of them as subsets of ZN .
Next, suppose we fix a quadruple
(bi, bj , au, av) ∈ {b1, ..., bk}
2 × {a1, ..., ad}
2, (6)
satisfying
aubi − avbj 6≡ 0 (mod N). (7)
Then, for a fixed q, the number of integers m1 ∈ J such that
m1(au(qbi)− av(qbj))
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lies in the interval K modulo N is bounded from above by
C = 3|K|−1N−1ΣaJˆ(ax)Kˆ(−a)
2, (8)
where
x ≡ au(qbi)− av(qbj) (mod N).
The reason for this is as follows: First, if we write out
Kˆ(a)2 = Σ−N/2<n≤N/2ℓ(n)e
2piian/N ,
then
ℓ(n) = |K| − |n|, for |n| ≤ |K|.
For |K| ≤ |n| ≤ N/2 the function ℓ(n) will have value 0. Note that for n ∈ K
our formula for ℓ(n) implies that
ℓ(n) > |K|/3,
and this lower bound is the origin of the factor 3|K|−1 appearing in our upper
bound (8) on our count for the number m1 ∈ J above.
Since Jˆ(b) and Kˆ(b) are geometric series, it is easy to prove that for
−N/2 < b ≤ N/2,
we have
|Jˆ(b)| ≤ min(|J |, |N/b|), and |Kˆ(b)| ≤ min(|K|, |N/b|); (9)
in particular this means
|Jˆ(ax)| ≤ min(|J |, ||ax/N ||−1).
An estimate we will need in a minute is
|K|−1Σa|Kˆ(a)|
2 < 20N,
which can be proved by using the upper bound |K| on the size of |Kˆ(a)| for
when
|a| < 3|K|−1N,
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and then applying (9) for when
3|K|−1N ≤ |a| ≤ N/2.
Now, let us suppose for the time being that x is such that
||ax/N || > N |J |−1|K|−1, for all 0 < |a| ≤ N2|K|−2. (10)
Then we have that
C = 3N−1|J | · |K| + E1 + E2,
where
|E1| ≤ 3|K|
−1N−1 sup
|a|≤N2|K|−2
a 6=0
|Jˆ(ax)|Σa|Kˆ(a)|
2
< 3N−1|J | · |K|.
and where
|E2| ≤ 3|K|
−1|J |N−1
∑
N2|K|−2<|a|≤N/2
|Kˆ(a)|2
< 3|K|−1|J |NΣ|a|>N2|K|−2|a|
−2
< 6N−1|J | · |K|.
So, for x satisfying (10) we have that
C < 20N−1|J | · |K|.
What this means is that all but a fraction 20N−1|K| < k−2 of the integers
in m1 ∈ J must satisfy
||m1(au(qbi)− av(qbj))/N || > k
4ε/m2.
Recalling that
x ≡ au(qbi)− av(qbj) (mod N),
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we have that the number of values of q that fail to satisfy the first inequality
of (10) for a particular non-zero value of a is at most
2N2|J |−1|K|−1.
So, the number q failing to satisfy (10) is at most
(2N2|J |−1|K|−1)(2N2|K|−2) = 4N4|J |−1|K|−3
≤ k2−3εm32.
So, the number of q failing to satisfy (10) for all quadruples satisfying (6)
and (7) is, by (3), at most
(d2k2)k2−3εm32 ≤ 8d
2k10+3ε. (11)
Since k < N1/11 and 0 < ε < 1/3, we have that the last quantity of (11)
is smaller than N , and therefore there exists q such that we can make the
separation property hold.
3.1.3 The auxilliary function g
Let
I := [−k−εN, k−εN ] ∩ Z.
Then, define, for a certain value of u ∈ ZN to be decided in a moment,
gˆ(a) := N−1|I|−L+1Σ−N/2<b≤N/2e
2piiub/N fˆ(b)
(
Σn∈Ie
2piin(a/M−b/N)
)L
. (12)
We have that gˆ(a) may be written as
gˆ(a) := Σ−M/2<n≤M/2f(n− u)w(n)e
2piian/M , for some w : Z→ [0, 1],
where here we are thinking of f as a periodic mapping f : Z→ [0, 1] having
period N , instead of as a mapping f : ZN → [0, 1]. Furthermore, the function
w satisfies
Σnw(n) = |I|.
Note that by Fourier inversion this means that g is supported at most on
the interval (−N/2, N/2] modulo M , at least if kε > 2L, and that
g(n) = f(n− u)w(n), for −N/2 < n ≤ N/2.
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By simple averaging we have that there exists u such that
gˆ(0) = Σnf(n− u)w(n) ≥ N
−1|I|fˆ(0) ≥ k−εθN, (13)
and we will assume that we have used any such u to define our function g.
Since this function g is only supported at most on the interval (−N/2, N/2]
modulo M , we have that if
−M/2 < x1, ..., xd ≤ M/2
satisfies
a1x1 + · · ·+ adxd ≡ 0 (mod M) and g(x1) · · · g(xd) > 0,
then, in fact, x1, ..., xd must be confined to the smaller interval (−N/2, N/2],
which then implies that
a1x1 + · · ·+ adxd = 0 in Z,
and therefore this also holds modulo N .
So,
Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod N)
f(x1) · · ·f(xd)
≥ Σ x1,...,xd∈ZM
a1x1+···+adxd≡0 (mod M)
g(x1) · · · g(xd). (14)
3.1.4 The sizes of the Fourier coefficients of g
Next we need to better understand the size of the Fourier coefficients of g.
As this last factor of (12) is a geometric series, we have that
|gˆ(a)| ≤ N−1|I|−L+1Σ−N/2<b≤N/2|fˆ(b)|min
(
|I|L, 2L|1− e2pii(a/M−b/N)|−L
)
≤ N−1|I|−L+1Σ−N/2<b≤N/2|fˆ(b)|min(|I|
L, | sin(π(a/M − b/N))|−L)
≤ N−1|I|−L+1Σ−N/2<b≤N/2|fˆ(b)|min(|I|
L, 2−L||a/M − b/N ||−L).
(15)
We now use this to get some handle on the places a where |gˆ(a)| is “large”:
First, let
S = {b1, ..., bk}, and then let S
c := ZN \ S.
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Then, we know that
b ∈ Sc =⇒ |fˆ(b)| ≤ |λk| ≤ k
−(2+4ε)(d−2)θ1/2N.
Next let X denote the set of all integers a such that
−M/2 < a ≤ M/2,
having the property
for all i = 1, ..., k, ||a/M − bi/N || > k
3ε/M. (16)
Note that
|Xc| < 3k1+3ε, and |X| > M − 3k1+3ε.
For such a ∈ X we will have that
2−L|I|−L+1||a/M − bi/N ||
−L < N−10. (17)
for N sufficiently large, since k > L.
Now, using (15), consider the sum
Σa∈X |gˆ(a)|
2 ≤ N−2|I|−2L+2Σa∈XΣ−N/2≤c,c′≤N/2|fˆ(c)| · |fˆ(c
′)|
× min(|I|L, 2−L||a/M − c/N ||−L)
× min(|I|L, 2−L||a/M − c′/N ||−L). (18)
In this sum, we first observe that the contribution of those pairs (c, c′) that
are “far apart” is very small. Specifically, if
||c/N − c′/N || > k3ε/N, (19)
then we will have that for every a ∈ ZM ,
either ||a/M − c/N || or ||a/M − c′/N || > k3ε/2N.
If either of these occurs, say the first one occurs, then we will have that
min(|I|, 2−L|I|−L+1||a/M − c/N ||−L) < N−10.
So, the total contribution of all such terms to (18) will be at most N−6.
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From this and (18) it is not difficult to see that this implies
Σa∈X |gˆ(a)|
2 ≤ N−2|I|−2L+2Σa∈XΣ −N/2≤c,c′≤N/2
||c/N−c′/N||≤k3ε/N
|fˆ(c)| · |fˆ(c′)|
× min(|I|L, 2−L||a/M − c/N ||−L)
× min(|I|L, 2−L||a/M − c′/N ||−L) +N−6.
Now, if c or c′ equals b1, ..., bk, then from the fact that a ∈ X , one or the
other of these last two factors, when multiplied by |I|−L+1, will be smaller
than N−10, making the total contribution of those terms very small. On the
other hand, if c and c′ both fail to equal b1, ..., bk, then we get that both of
|fˆ(c)| and |fˆ(c′)| will be smaller than |λk|. From this observation, and a little
work, we deduce that
Σa∈X |gˆ(a)|
2 ≤ N−6 + 2k3εk−(4+10ε)(d−2)θ
×Σ−N/2≤b≤N/2 min(|I|, 2
−L|I|−L+1||a/M − b/N ||−L)2.
The factor 2k3ε is to account for the fact that given c there are at most this
many choices for c′ such that (19) holds. It is not difficult to see now that
Σa∈X |gˆ(a)|
2 ≤ 100k−4(d−2)−ε(10d−22)θN2. (20)
3.2 Selecting the right value for m1, and therefore M =
m1m2
The value of M that we will use will should be odd, coprime to a1, ..., ad,
should satisfy
kεN < M ≤ 4kεN,
and should be factorable as
M = m1m2, where gcd(m1, m2) = 1,
where m2 is as we found previously. Furthermore, M should satisfy one more
property, given as follows:
Correspondance property. We want that M satisfies the correspondance
property, which is that for every pair of numbers
x, y ∈ Xc
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and for every pair
ai, aj ∈ {a1, ..., ad},
we have that
aix ≡ ajy (mod M) ⇐⇒ aix ≡ ajy (mod m2).
Another way of thinking of this property is as follows: First, from the
fact that (m1, m2) = 1, we may write
ZM = V + W,
where V and W are subgroups given by
V := {m1x : 0 ≤ x ≤ m2 − 1}, W := {m2x : 0 ≤ x ≤ m1 − 1}.
By the Chinese Remainder Theorem, every a ∈ ZM may be written uniquely
as
a = v(a) + w(a), v(a) ∈ V, w(a) ∈ W.
The correspondance property is then equivalent to saying that for x, y ∈ Xc,
aix ≡ aiy (mod M) ⇐⇒ aiv(x) ≡ ajv(y) (mod M). (21)
Note that by the linearity of the projection maps v and w we have v(aix) ≡
aiv(x) (mod M).
3.2.1 Proof that such M exists
As we have already selected m2 in a previous subsection, it remains to find
m1. To this end, fix a quadruple
(bi, bj, au, av) ∈ {b1, ..., bk}
2 × {a1, ..., ad}
2.
Now suppose that m1 is any integer satisfying
k−2−εN < m1 ≤ 2k
−2−εN. (22)
We say that m1 is “good” for this quadruple if for every x, y ∈ ZM satisfying
||x/M − bi/N || , ||y/M − bj/N || ≤ k
3ε/M, (23)
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we have that
aux ≡ avy (mod m2) =⇒ aux ≡ avy (mod M).
Note that the reverse implication holds automatically.
Clearly, if m1 is “good” for every such quadruple (bi, bj , au, av), then we
will have that M = m1m2 satisfies the correspondance property.
We now show that there can be few such integers m1 that are “bad” for
each quadruple: Suppose m1 satisfies (22). We will show that if m1 satisfies
the separation property, given in (5), then it must be “good” (in the sense
above) for every quadruple.
First, let us suppose that x and y satisfy (23). Then,
||x/m2 − bim1/N || < k
3ε/m2,
and the analogous inequality holds for y/m2. It is not difficult to see, then,
that
||(aux− avy)/m2|| = ||m1(aubi − avbj)/N || + δ,
where
|δ| ≤ 2Dk3ε/m2.
Now, if we also add in the assumption that
aux ≡ avy (mod m2),
then we deduce that
||m1(aubi − avbj)/N || ≤ |δ|.
So, if m1 is one of the integers satisfying (5), then we are forced to have that
aubi ≡ avbj (mod N).
But this, along with (23), implies that
||(aux− avy)/M || ≤ 2Dk
3ε/M.
Since aux− avy must be divisible by
m2 > 2Dk
3ε,
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we are forced to have
aux ≡ avy (mod M).
So, we have shown that if m1 is one of the integers satisfying (22) and
satisfying (5) for every quadruple (bi, bj , au, av), then we will have that the
correspondance property holds for M = m1m2. Since we proved earlier that
all but a fraction at most k−2 of the integers in (22) satisfy (5) for all quadru-
ples (bi, bj , au, av), and since there are clearly fewer than this many integers
m1 having a common factor with lcm(a1, ..., ad, m2), we must have that there
exists m1 satisfying all the above-mentioned properties (the correspondance
property, as well as the coprimality conditions).
3.2.2 A closer look at the correspondance property
In this subsection we use the fact that M satisfies the correspondance prop-
erty to make two further deductions, listed below.
First, we split the subgroup V into the two sets V1 and V2, where
V1 := {v(a) : a ∈ X
c}, and V2 := V \ V1.
The first deduction is given as follows.
v ∈ V1 =⇒ there exists unique a ∈ X
c with v(a) = v. (24)
To see that this holds, note that if there were two values a, b ∈ Xc such that
v(a) ≡ v ≡ v(b) (mod M),
then, say,
a1v(a) ≡ a1v(b) (mod M) =⇒ a1a ≡ a1b (mod M),
which then forces a to equal b mod M , hence a is unique as claimed.
The second deduction is that if
(a1v, ..., adv) ∈ V
d
1 ,
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then the unique d-tuple
(a1x1, ..., adxd) ∈ (X
c)d
that maps as follows
v : (a1x1, ..., adxd) → (v(a1x1), ..., v(adxd)) = (a1v, ..., adv),
must have the form
(a1x1, ..., adxd) = (a1b, ..., adb), where v = v(b). (25)
To make this deduction, we first observe that
aiv(a1x1) ≡ aia1v ≡ a1aiv ≡ a1v(aixi) (mod M).
So, by (21), we deduce that
x1 ≡ xi (mod M).
But this means that the d-tuple (a1x1, ..., adxd) has the form (25), as claimed.
3.3 The auxilliary function h
Using the function g we now construct the auxiliary function h as follows:
For a given translate u ∈ ZM , define
Vu := u+ V = {u+ v : v ∈ V }.
As usual, we associate to Vu and W the indicator functions Vu(n) and W (n)
in the obvious way.
Our function h is to be defined as follows
h := hu = (Vug) ∗W.
So,
h(n) = Σa+b≡n (mod M)Vu(a)g(a)W (b).
We will need a formula for the Fourier transform of h: We have that for
a /∈ V , hˆ(a) = 0; on the other hand, if a ∈ V , then
hˆ(a) = (̂Vug)(a)Wˆ (a)
= m−12 Σx+y≡a (mod M)Vˆu(x)gˆ(y)
= Σx∈We
−2piixu/M gˆ(a+ x). (26)
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3.4 For some u, the function h well approximates g (in
some sense)
We claim that for each
a ∈ Xc
we will have that
gˆ(a) is very close to e2piiw(a)u/M hˆ(v(a)). (27)
And, for v ∈ V2 we will have
|hˆ(v)| is “very small”. (28)
To prove that there exists u ∈ ZM so that both (27) and (28) hold, we
will give an upper bound for the following sum
Σ = Σu∈ZM
(
Σa∈Xc |gˆ(a) − e
2piiw(a)u/M hˆ(v(a))|2 + Σv∈V2 |hˆ(v)|
2
)
. (29)
To evaluate Σ we first note from (26) that the first term of (29) equals
Σu∈ZMΣa∈Xc
∣∣∣Σ x∈W
x 6=w(a)
e−2piixu/M gˆ(v(a) + x)
∣∣∣2
= Σa∈XcΣ x1,x2∈W
x1,x2 6=w(a)
gˆ(v(a) + x1)gˆ(v(a) + x2)Σu∈ZM e
−2piiu(x1−x2)/M
= MΣa∈XcΣ x∈W
x 6=w(a)
|gˆ(v(a) + x)|2. (30)
The contribution of the second term in (29) equals
ΣuΣv∈V2 |hˆ(v)|
2 = ΣuΣv∈V2
∣∣Σx∈We−2piixu/M gˆ(v + x)∣∣2
= Σv∈V2Σx1,x2∈W gˆ(v + x1)gˆ(v + x2)Σue
−2piiu(x1−x2)/M
= MΣv∈V2Σx∈W |gˆ(v + x)|
2.
Combining this with (30), the fact (24), and (20), we find that
Σ = MΣa∈X |gˆ(a)|
2 < 100k−4(d−2)−ε(10d−22)θMN2.
It follows that there exists u ∈ ZM such that
Σa∈Xc|gˆ(a)− e
2piiw(a)u/M hˆ(v(a))|2 + Σv∈V2 |hˆ(v)|
2 < 100k−4(d−2)−ε(10d−22)θN2.
(31)
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We will use any such u for our definition of h.
There are several conclusions that one can read off from this. One such
conclusion is that
a ∈ Xc =⇒ |gˆ(a)− e2piiw(a)u/M hˆ(v(a))| < 10k−2(d−2)−ε(5d−11)θ1/2N. (32)
3.5 Relating the counting problem with g to the count-
ing problem with h
We now wish to consider the size of the error E given by
E = Σ x1,...,xd∈ZM
a1x1+···+adxd≡0 (mod M)
g(x1) · · · g(xd)
− Σ x1,...,xd∈ZM
a1x1+···+adxd≡0 (mod M)
h(x1) · · ·h(xd).
This can be expressed in terms of Fourier coefficients as
E = M−1Σbgˆ(a1b) · · · gˆ(adb) − hˆ(a1b) · · · hˆ(adb)
= M−1Σbgˆ(a1b) · · · gˆ(adb) − M
−1
Σv∈V hˆ(a1v) · · · hˆ(adv). (33)
3.5.1 Contribution of b where gˆ is small
Let us now consider the contribution to this first sum, all those b where
either a1b ∈ X, or a2b ∈ X, ..., or adb ∈ X. (34)
Using (20) the contribution of those b with a1b ∈ X can be bounded from
above by
M−1
(
Σx∈X |gˆ(x)|
2
)1/2 (
Σb|gˆ(b)|
2d−2
)1/2
< 10k−2(d−2)−ε(5d−11)θ1/2
(
Σb|gˆ(b)|
2d−2
)1/2
(35)
To handle this last factor, we first note that
gˆ(b)d−1 = Σn∈ZMν(n)e
2piibn/M ,
where
ν(n) = Σy1+···+yd−1≡n (mod M)g(y1) · · · g(yd−1).
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From the fact that
gˆ(0) ≤ fˆ(0) = θN,
one can show that the sum over ν(n)2 is maximized if ν(n) is supported on an
interval of size θN , and at each such place ν(n) has value at most (θN)d−2.
So,
Σnν(n)
2 ≤ (θN)2d−3,
and this, along with Parseval, implies that
Σb|gˆ(b)|
2d−2 ≤ M(θN)2d−3 ≤ 4kεθ2d−3N2d−2.
It follows that (35) is bounded from above by
20k−2(d−2)−ε(5d−23/2)(θN)d−1.
Recalling that this is only an upper bound for the contribution to the first
expression in (33) with a1b ∈ X , we find that the total contribution to this
expression with b satisfying (34) is bounded from above by
20dk−2(d−2)−ε(5d−23/2)(θN)d−1.
3.5.2 Contribution of b where hˆ is small
Now we consider the contribution to the second sum of (33) of all those v ∈ V
such that
either a1v, or a2v, ..., or adv ∈ V2. (36)
First, let us consider the contribution of those terms with a1v ∈ V2: Using
(31), this can be bounded from above by
M−1
(
Σv∈V2 |hˆ(v)|
2
)1/2 (
Σv∈V |hˆ(v)|
2d−2
)1/2
< 10k−2(d−2)−ε(5d−11)θ1/2
(
Σv∈V |hˆ(v)|
2d−2
)1/2
. (37)
To bound this remaining sum over |hˆ(v)|2d−2 from above, we first observe
from (32), along with the fact that gˆ(0) ≤ fˆ(0), that
hˆ(0) ≤ gˆ(0) + |hˆ(0) − gˆ(0)|
≤ θN + 10k−2(d−2)−ε(5d−11)θ1/2N
< θ(1 + d−1)N, (38)
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which follows since
k > θ−1/4(d−2).
Now write
hˆ(v)d−1 = Σn∈ZMν
′(n)e2piivn/M ,
From our upper bound on hˆ(0), one can easily deduce that
Σn∈ZMν
′(n)2 < 10(θN)2d−3
So, using Parseval this gives
Σv∈V |hˆ(v)|
2d−2 ≤ 10M(θN)2d−3;
and so, the quantity in (37) is bounded from above by
100k−2(d−2)−ε(5d−23/2)(θN)d−1.
This was just the contribution to (33) of all places v ∈ V where a1v ∈ V2.
The contribution of all v satisfying (36) is thus
100dk−2(d−2)−ε(5d−23/2)(θN)d−1.
3.5.3 Comparison of the main terms
Now we are left to consider the contribution to (33) of all those b ∈ ZM and
v ∈ V satisfying
(a1b, a2b, ..., adb) ∈ (X
c)d, and (a1v, a2v, ..., adv) ∈ V
d
1 .
We note that from our deduction in sub-subsection 3.2.2 that there is
a one-to-one correspondance between the set of such b and the set of such
v making so that these d-tuples are in (Xc)d and V d1 , respectively. Indeed,
the correspondance is such that v = v(b). So, we may index both types of
d-tuples by certain elements b ∈ ZM .
For each of these b, let us now consider
gˆ(a1b)gˆ(a2b) · · · gˆ(adb) − hˆ(a1v(b))hˆ(a2v(b)) · · · hˆ(adv(b)). (39)
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Applying (32) we can replace each of the factors gˆ(aib) of (39) with
e2piiw(aib)u/M hˆ(aiv(b)) plus a small error, say
gˆ(a1b) · · · gˆ(adb) =
d∏
i=1
(
e2piiw(aib)u/M hˆ(aiv(b)) + Fi
)
(40)
=
d∏
i=1
(
hˆ(aiv(b)) + F
′
i
)
, (41)
where the Fi and F
′
i are the errors, with |Fi| = |F
′
i |. Note that the reason
we can get rid of the roots of unity factors is that
a1 + · · ·+ ad = 0 =⇒ w(a1b) + · · ·+ w(adb) ≡ 0 (mod M),
since w is a linear map.
If we expand out this product we get
hˆ(a1v(b)) · · · hˆ(adv(b))
as a “main term”, and then we get 2d − 1 “error terms” in all. Suppose we
fix one of these error terms, and sum its absolute value over all b ∈ ZM . It
is easy to see, using (38), (32), Parseval’s identity, and Holder’s inequality,
that an upper bound for the result is
sup
i
|F ′i |Σb|hˆ(b)|
d−1 ≤ (sup
i
|F ′i |)|hˆ(0)|
d−3
Σb|hˆ(b)|
2
≤ 30k−2(d−2)−ε(5d−11)θd−3/2Nd−1M.
That was the error arising from just one of the 2d − 1 terms, and before
multplying through by the M−1 out front of (33). In all, then, the contribu-
tion of these “main term” errors to (33) is at most
2d+5k−2(d−2)−ε(5d−11)θ−1/2(θN)d−1.
3.5.4 The main term for h, and the conclusion of the proof
To finish the proof of our theorem, we will bound the following from below
M−1Σv∈V hˆ(a1v) · · · hˆ(adv) = Σ x1,...,xd∈ZM
a1x1+···+adxd≡0 (mod M)
h(x1) · · ·h(xd). (42)
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To do this we will use the fact that h is translation-invariant by elements of
w ∈ W , along with a lower bound for hˆ(0). This lower bound is a companion
to (38), and is proved in exactly the same way: From (13), (32), and the fact
that
k > θ−1/4(d−2),
we deduce that
hˆ(0) ≥ gˆ(0)− |gˆ(0)− hˆ(0)| ≥ k−ε(1− 1/d)θN
≥ 4−1k−2ε(1− 1/d)θM.
Another fact we will use is that h is translation-invariant by elements of W ;
that is, we will use the fact that for w ∈ W ,
h(n+ w) = [(Vug) ∗W ](n+ w) = [(Vug) ∗W ](n) = h(n).
The way that this helps us to bound (42) from below is that for each n ∈ ZM
and for each d− 1 tuple
w1, ..., wd−1 ∈ W,
if we let
wd ≡ −a
−1
d (a1w1 + · · ·+ ad−1wd−1) (mod M),
then we have that
wd ∈ W, and a1w1 + · · ·+ adwd ≡ 0 (mod M).
This implies in particular that for all n ∈ ZM ,
a1(n+ w1) + · · ·+ ad(n+ wd) ≡ 0 (mod M),
and
h(n)d = h(n+ w1) · · ·h(n+ wd).
So, a lower bound for (42) is given by
|W |d−1Σn∈V h(n)
d = |W |d−2Σn∈ZMh(n)
d
≥ 4−dk−dε(1− 1/d)dθdM |W |d−2
≥ e−14−dk−dεθdMd−1m−d+22
≥ e−14−dk−2(d−2)−2ε(d−3/2)θ(θN)d−1 (43)
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Now we compare this with the sum of all the “error terms” accumulated
from the previous subsubsections. Since
k > 1000dε
−1
θ−(εd)
−1
, and d ≥ 3,
these all sum to at most
2d+5k−2(d−2)−ε(5d−23/2)θ−1/2(θN)d−1
+ 100dk−2(d−2)−ε(5d−23/2)(θN)d−1
+ 20dk−2(d−2)−ε(5d−23/2)(θN)d−1
≤ 10−14−dk−2(d−2)−2ε(d−3/2)θ(θN)d−1.
This last quantity is at most half that in the last line of (43); and so,
Σ x1,...,xd∈ZN
a1x1+···+adxd≡0 (mod N)
f(x1) · · ·f(xd) > 10
−14−dk−2(d−2)−2ε(d−3/2)θ(θN)d−1,
as claimed.
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