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The study of the gravitational field in 2+1 spacetime dimensions (2 space, 1 time) has blossomed in the last few years into a substantial industry, after important contributions by Leutwyler [1] , Deser, Jackiw and 'tHooft [2] and Witten [3] .
It provides a means of studying the conceptual problems it shares with the four dimensional theory. Some of these are the role of diffeomorphism invariance, time, topology, etc. One of the advantages over the four dimensional theory is that it is computationally much easier, although there are many different interpretations at both the classical and quantum levels.
I shall talk about the constraints of this theory, with emphasis on two approaches, namely the second order and first order formalisms, and make comparison with the four dimensional theory wherever possible, and finally, discuss an operator algebra approach that has been developed in the last few years in collaboration with T.Regge [4] .
The starting point for any study of 2+1 dimensional gravity is the observation that the Weyl tensor vanishes in 3 dimensions (but not in 4) [5] . It follows that the full Riemann curvature tensor R αβµν can be decomposed uniquely in terms of only the Ricci tensor R µν the scalar curvature R and the metric tensor g µν itself.
R λµνk = g λν R µk − g µν R λk − g λk R µν + g µk R λν + 1 2 R(g µν g λk − g λν g µk ) (1) * email:nelson@to.infn.it This is no surprise since the number of independent degrees of freedom of R αβµν and R µν are, respectively 
and from (2) it follows that when Einstein's vacuum equations
are satisfied, the full curvature tensor (all components) are zero, i.e.
and spacetime is flat. In (2)
where S is the Einstein-Hilbert action
Thus vacuum solutions of Einstein's equations correspond to flat spacetimes, and there are no local degrees of freedom. Another, perhaps more direct, way to see this was given by Carlip [6] . In 3 dimensions, if the spatial metric tensor g ij , i, j = 1, 2 is the chosen dynamical variable, its 3 components must satisfy the 3 Hamiltonian constraints, or equivalently we have the freedom to choose 3 coodinates -2 spatial coordinates and time, thus eliminating all local degrees of freedom. In 4 dimensions this is not the case -the spatial metric tensor g ij , i, j = 1, 2, 3 has 6 components subject to 4 constraints, or we may choose 4 coordinates, leaving 2 degrees of freedom per spacetime point.
To return to flat spacetimes -recall that curvature is defined by commutators of covariant derivatives, or, by parallel transport around non-collapsible curves.
The change effected by parallel transport around such closed curves is often called holonomy -and is used to characterise flat spacetimes. It is here that the topology of spacetime becomes important -for trivial topologies, for example simply connected, there are no non-collapsible curves, and equation (4) follows. There is no dynamics.
It is possible, however, to solve the field equations and introduce some dynamics, in several ways. The first -developed extensively by Jackiw et al [2] and others, is to add sources, thus creating local degrees of freedom. When Einstein's equations read
where T αβ is the stress-energy tensor of the sources, the curvature is no longer zero, but is proportional to T
The simplest example is perhaps that of a point particle [7] at a spatial point
x which would create a spatial curvature there proportional to its mass
but even this very simple example has a number of different interpretations. Firstly, removing a single point from a flat 2-dimensional manifold produces a singularity in the curvature at that point of the type (6), so it may be useful to study punctured surfaces. Clearly related to this is the observation that if a 3-dimensional knot falls through a 2-dimensional surface (or a dynamical 2-surface passes through a 3-dimensional knot), the knot will puncture the surface in an even number of points. These punctures will then move around the surface, and their number will change. This can be thought of as the dynamics of point particles, and their annihilation and creation [8] . Another interpretation is provided by Regge calculus [9] . If a curved 2-surface is approximated by a number of flat triangles (for example), then the curvature of the surface is only non-zero at the vertices z i say, of the triangles, and is proportional to [10] 
analogous to (6) . Propagating massive gravitational modes can be generated by adding a topological term to the action (5), always possible in an odd number of dimensions [5] . For gravity in 3 dimensions, this is the Chern-Simons form
where the components of the spin connection ω ab µ are to be considered as functionals of the triads e a µ by solving the torsion equation.
with e a µ e b ν η ab = g µν . Variation of (7) with respect to the metric tensor g µν gives the Cotton tensor
which is symmetric, traceless, conserved, and vanishes if the theory is conformally invariant. Therefore, adding the Chern-Simons term (7) to the scalar curvature action (5) with a constant factor 1 µ leads to the field equations
which can be transformed into
In the linearized limit the R.H.S. of (8) vanishes and it is shown in [5] that the solutions of (8) correspond to massive, spin ±2, particles.
A way to introduce global but non-local degrees of freedom is to consider topologies with non-collapsible curves. A simple example is when the spatial surfaces are tori -then the meridian and parallel are clearly non-collapsible (or, non-homotopic to the identity). I shall talk about this in more detail later.
I'd like now to discuss the constraints of 2+1 gravity for the Einstein-Hilbert action (5) in the canonical formalism, where spacetime is R × Σ, and time runs along R. There are many ways to write them and many ways to interpret them.
There is firstly the choice of canonical variables but these are largely equivalent. However there are differences between the first and second order formalisms.
In the second order formalism take as variables the spatial metric tensor g ij , i, j = 1, 2 and its conjugate momentum
The lapse N i and shift N functions are related to the non-dynamical components of g ij and their variation leads to the constraints on g ij ,π
where the covariant derivative D j is with respect to g ij . The constraints (9), (10) are formally the same as in 4 dimensions [11] , are non-polynomial in g ij ,π kl and
the constraints H i generate, as in 4 dimensions, diffeomorphisms (or coordinate transformations) in the spatial surface Σ through the bracket (11) . But the generator of dynamics, or time reparametrisation invariance, is the full Hamiltonian, namely the combination
In the first order formalism the situation is rather different. Here the conjugate variables are the spatial triads e 
where
with a, b, c = 0, 1, 2, i, j = 1, 2, ǫ ij = −ǫ ij , ǫ 12 = 1 and R bc ij , R c ij are the spatial components of the curvature
and torsion
respectively. Since e a 0 , ω ab 0 are non-dynamical, the variational equations (constraints) derived from (12) are evidently
where x, y ǫ Σ the constraints (17), (18) 
Having introduced the constraints (9,10) and (17, 18) of 2+1 gravity it is interesting to see what we could expect if they were quantised and then applied as operators on wave functions Ψ(g) or Ψ(e, ω). In the second order (metric) formalism, if the momenta π ij are applied as operators of the form
then H i Ψ(g) = 0 with H i given by (9) implies that one should identify wave functions of metrics g ij andg ij when they differ as
This is in marked contrast to the 4-dimensional case [13] where the constraints read
and the conjugate variables are ω dimensions, although some partial progress has been made recently [6] .
Things are a little clearer in the first order, triad, spin connection, formalism. Here we must use the connections ω ab i as coordinates and treat the triads e a i as momenta [3] is the same in both 3 and 4 dimensions and implies here that we should identify wave functions Ψ(ω) for connections ω andω that differ by an SO(2, 1) rotatioñ
and is SO(2, 1) invariant. One remarkable difference between 3 and 4 dimensions is that in 3 dimensions the constraints can be solved classically in both the second and first order formalisms.
In the second order, metric formalism, one can always write the metric g ij of the (now compact) spatial Riemann surface Σ of genus g in the form
where g ij is a constant curvature metric on Σ with
For the particular choice of time (gauge) T = T rK = −g 
whereπ ij is the traceless transverse part of the momentum conjugate tog ij , and (9) is automatically satisfied. A solution of (22) for λ always exists for g ≥ 1, and the action (5) becomes
where τ α are coordinates on Teichmuller space, α = 1....6g − 6 and have conjugate momenta
In ( Σ. This programme is extremely interesting, although for g > 1 it seems much harder to solve (22). The role of the gauge T = T rK has yet to be clarified.
The constraints of 2+1 gravity can also be solved in the first order formalism, and this is where I have been most involved [16, 17] . To recall, these constraints (17,18) read
restricted to Σ. They can be solved locally by setting
where G ab ∈ SO(2, 1) and J a ∈ IR 3 together form an element χ of the Poincare group ISO(2, 1) in 3 dimensions represented by the 4 × 4 matrix
Matrices of the type (24) can be used to provide a representation χ(π 1 ) of the fundamental group of the Riemann surface Σ as follows.
If the fundamental group π 1 of the surface Σ has generators U 1 , V 1 , .....U g , V g , for genus g, assign to each generator a matrix of the form (24)
The Poisson brackets between the matrices χ can be obtained by integrating the brackets (19) along infinitesimal intersecting paths on Σ, and then assembling to form finite closed paths [16] . But the relations obtained depend on the base point of the paths (clearly the base points can be moved around Σ by diffeomorphisms). One way to construct invariant quantities is to take traces since for example,
if ρ is a closed path and δ any open path on Σ. Another invariant quantity is defined by
These quantities satisfy the Poisson brackets
valid when the paths ρ, σ have a single intersection. The algebra (25) is very similar to the loop algebras of the new variables 3+1 gravity [14] .
The algebra (25) and its representations are most easily studied by considering the spinor group SL(2, IR) with elements S α β related to the SO(2, 1) elements
where the τ a are the pseudo Pauli matrices
It is also convenient to introduce a cosmological constant Λ [17] to the action 1, 1, s) . So the gauge group now is SO(3, 1) or SO(2, 2) with corresponding spinor groups SL(2, C) or SL(2, IR) ⊗ SL(2, IR) respectively, and ω AB is to be identified with ω AB = (dEE −1 ) AB where
In the spinor representation with Λ < 0, Λ = −
with Dirac matrices γ A satisfying {γ A , γ B } = 2η AB the brackets (25) are united in the single Poisson bracket
In ( 
It is this version (27) of the algebra of observables that has been most studied [17] . I shall now discuss the case g=1 Λ < 0 in more detail. Since for the torus there are only 3 independent paths U, V, U V , all with single intersections, satisfying
we can form 3 traces
which must satisfy
The expression (29) has zero brackets with all x, y, z and is symmetric under cyclical permutations of x, y, z. The brackets (27) are then
and are also cyclically symmetric. Note that F = 0 can be solved by setting x = cos a, y = cos b, z = cos(a + b), and then (30) implies, for the two remaining variables a, b
The algebra (30) is highly symmetrical. Since, for example,
one can think of x as generating a canonical transformation on the other two variables y, z, but mixing them. If y(0) and z(0) represent the untransformed variables then the equation
can be solved (with parameter t) for eigenvalues µ = ∓2shφ, and eigenvectors y(t) + λz(t) with λ = −e ±φ and x = chφ. The result is [18] y(t) z(t) = 1 shφ
so one can think of x as acting like a Hamiltonian for y(t) and z(t) and generating their development in the parameter t. If t is integral then the transformation (32) is polynomial and Ω(n) = Ω(1) n so we may take t = 1. The transformation D x generated by x is then
and comparing with the traces (28) this corresponds to
which is a Dehn twist of the torus. Each element x, y, z generates a transformation
Equation (34) is just one of the Braid group identities for 3 cyclical strings. Similarly for the fundamental group we have
that is, one of the identities of the Dehn or mapping class group.
It has been shown [19] that for g=1 and Λ = 0 the second order (metric) and first order (connection) formulations are classically equivalent. They are related (xy + yx).
The result is e iθ xy − e −iθ yx = 2i sin θz and cyclical
with tan θ =h 4α .
The expression (35) is the cyclical representation of SU (2) q [17] with parameter q = e 2iθ , and its q-Casimir is
The transformations (Dehn twists) (33) are replaced by
with K = e iθ . These quantum, ordered, transformations are generated by [4] y → F (ψ)yF (ψ) The quantum algebra (35) and quantum Casimir (36) are invariant under (37). For g=1 there is a Heisenberg-Weyl representation [4] of (35) which splits into subrepresentations of dimension m, for some m, each acting like the identity, when θ π is rational. This happens when q = e 2iθ is the root of unity.
