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Chapter 1
Introduction
Since the discovery of x rays by W. C. Röntgen in 1895 [Rön95] they have become a powerful
tool in various fields of science. Max v. Laue [vL13] and later the Braggs [Bra13] employed
x rays to investigate the crystal structure of matter. They made use of x-ray diffraction that
is nowadays a common technique to analyze crystalline samples. Nearly every laboratory
around the world that works in the field of material science owns an x-ray diffractometer to
analyze crystalline samples.
Other techniques and experimental setups using x rays have been conceived over the
years by scientists working in various scientific fields. Many of these techniques allow one to
measure physical properties of samples with unique precision or made it possible for the first
time to access these properties by an experiment. This is especially true for the interatomic
configuration and distances in crystalline matter determined by x-ray diffraction.
X-ray absorption spectroscopy (XAS), for instance, provides information about the oxida-
tion state of atoms [Sch03a, Stö96] in condensed matter. Also the corresponding coordination
number and the interatomic distances of atoms to their nearest neighbor atoms can be ob-
tained from x-ray absorption spectra.
Measuring the reflectivity of x ray under grazing incidence is another powerful technique
to investigate samples with x rays. The reflectivity of x rays strongly depends on the density ρ
of the reflecting matter. Therefore, this method is an ideal probe to measure the density ρ of
thin layers with unique precision. In addition, the thickness of layers in multilayer stacks as
well as the roughness of the reflecting surface can be obtained by measuring the reflectivity.
Interfaces are also accessible by this method because the high penetration depth of x rays
allows them to deeply enter into matter.
X-ray fluorescence analysis is a wide spread microanalytic technique. It can be used
to detect and quantify low concentrations of chemical elements in samples. The chemical
elements can be identified because fluorescence radiation emitted by an atom is characteristic
for the chemical species. In the hard x-ray range (E>2keV) the fluorescence radiation again
benefits from the high penetration depth of x rays. X-ray fluorescence can give information
about the occurrence of chemical elements inside of a sample. This determination is not
only very sensitive it is also very precise in terms of quantitative analysis. Thus, it can be
used to quantitatively measure concentrations of chemical element in samples (cf. [dB90]).
Moreover, x-ray fluorescence analysis has been foreseen as a method for certification in the
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field of microanalysis [Ada98].
However, the greatest impact – as already mentioned – x rays have had due to their
property of penetrating matter. Röntgen himself used this to image the inside of objects. A
very well known radiograph (see figure 1.1) taken by Röntgen is the hand of Geheimrath von
Kölliker. Projecting the inside of objects is still used for several applications of modern life.
From material inspection in several fields of industries to the inspection of luggage at airports
to the medical applications of x rays in hospitals projecting the interior of an object by x rays
is very useful. However, the features of an object overlay in a projection and an object is hard
to recognize from a single projection. This drawback led to the development of laminography
where a few projection under different angles are taken. With the upcoming of fast improving
computer technology x-ray tomography was introduced and has since developed into a very
common tool, especially, for physicians but also in other fields of science.
Figure 1.1: The first radiograph publicly taken by Röntgen is the hand of Geheimrath von Kölliker.
He was the chairman of the session in Würzburg where Röntgen presented his discovery
for the first time.
High resolution projections taken by x rays demand high resolution detectors or films.
Today the physical limitation in resolution for such projections appears to be reached. It
amounts to one micrometer. In order to further improve the resolution of projections a mag-
nifying x-ray optic comparable to glass lenses for visible light is needed. Since 1996 parabolic
refractive lenses (PRL) have been developed at the II. Physikalisches Institut B of Aachen
University. These newly developed x-ray lenses work similarly to glass lenses for visible light.
They make it possible to image an object without spherical aberration. This allows to op-
tically magnify the image of samples and to improve the resolution of projections obtained
by this imaging technique. Besides this, they also can serve to demagnify the image of an
x-ray source and to produce a microbeam with an extent in the range of micrometers. The
microbeam can be used to scan a sample stepwise and get local information about the sample.
This information depends on the applied technique which can vary from x-ray absorption spec-
troscopy [Sch03a] to reflectivity measurements to diffraction [Sch03b] of x rays to fluorescence
spectroscopy [Sim01] and other methods.
Within this work, fluorescence spectroscopy is used to obtain the local distribution of
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chemical elements in a sample. In order to access this distribution tomography is employed.
Scanning fluorescence tomography gives the opportunity to measure the chemical element
distribution of samples semi-quantitatively on a virtual slice through the sample without
the need of sectioning the sample. Semi-quantitative measurements demand a specialized
experimental setup. In this work the setup has been optimized to be able to get semi-
quantitative results. Besides the implementation of an adequate algorithm, the detection
limit and the separation of fluorescence lines has been improved. Moreover, the construction
of a laboratory facility has been prepared and its components have been assessed.
The work is structured in the following way. In chapter 2 an overview of several inter-
actions of x rays with matter is given. Besides the description of the different principles of
x-ray absorption the generation of fluorescence radiation is discussed. Afterwards, the refrac-
tion of x rays by matter is shortly treated since this is the concept the lenses are based on.
Chapter 3 is about the detector systems that have been employed to perform the presented ex-
periments. Especially, the energy dispersive detector to measure x-ray fluorescence intensities
is described in detail. Chapter 4 deals with the lenses and their properties. It concentrates
on the application of the lenses to produce a microbeam. The use of PRLs to image samples
is discussed in [Len02, Len99b, Len99a]. Besides the PRLs also the newly developed nanofo-
cusing lenses (NFL) [Sch03c] are introduced and their properties are discussed. In chapter 5
the beam properties of different radiation source are analyzed with respect to their energy
spectrum and intensity. For this purpose the generation of synchrotron radiation is described
for three different kinds of synchrotron radiation sources, namely the bending magnet, the
wiggler, and the undulator. Afterwards the energy bandwidth of the emitted radiation and
methods to optimize the x-ray intensity for the setup are treated. Therefore, two different
energy bandpass for x rays are compared. The details of the fluorescence tomography are de-
scribed in chapter 6. First of all, the setup is presented and described. Subsequently, the data
acquisition and data-processing of the fluorescence tomography is outlined. Then the model
of the fluorescence tomography is elaborated and problems concerning the reconstruction are
pointed out. Using this knowledge the algorithm to reconstruct the fluorescence tomograms is
described. Finally, some problems of the setup are discussed and improvement are presented
that have been elaborated during this work to solve these problems.
Chapter 7 is about the experiments that have been performed during this work to test
the feasibility of the fluorescence tomography as a standard microanalytic tool. The context
of the scientific fields of these experiments is touched on. In chapter 8 an outlook on further
developments is given. It is focused on the development of the fluorescence tomography as a
standard microanalytic technique as well as the assessment of the construction of a laboratory
facility. Such a device is now built at the II. Physikalisches Institute B. Finally, the results of
this work are summarized in chapter 9.
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Chapter 2
Interactions of X Rays with Matter
When light passes through matter it interacts with the matter. The interaction is described
by the index of refraction n. The index of refraction n is a complex value where the real part
describes the refraction of radiation and the imaginary part the absorption. In contrast to
visible light the index n for x rays is closed to one and matter is optically thinner. Thus, one
writes the index of refraction n as [Jam67]:
n = 1− δ + iβ, (2.1)
where δ is the refractive index decrement (δ > 0) and β the absorption index (β > 0).
The refractive index decrement δ is of the order of 10−6 within the hard x-ray range, while
the absorption index β is approximately two orders of magnitude smaller. Nevertheless,
the attenuation of x rays passing through matter is substantial. This is obtained from the
attenuation of the intensity, which is given by the Lambert-Beer law:
I(E) = I0(E) exp {−µ(E)d} . (2.2)
Here, µ(E) is the linear absorption coefficient at the photon energy E and d is the thickness
of the absorbing matter. The absorption coefficient µ(E) is related to the absorption index β
by:
µ(E) =
4pi
λ
β, (2.3)
where λ = hcE is the wavelength of the incident photons. Since for x rays λ is of the order of
10−10m, the absorption coefficient µ of, e.g., silicon, is of the order of 1mm−1. Thus, a piece
of silicon attenuates the intensity to 1e , if it is about one millimeter in thickness (depending
on the energy the absorption may varies).
In the first sections of this chapter the origin of the absorption coefficient µ is discussed.
The overall absorption coefficient µ can be subdivided into a sum of several contributions:
µ(E) = τ(E) + µR(E) + µC(E) (2.4)
where τ(E), µR(E), and µC(E) are the absorption coefficients for the photoabsorption, for
Rayleigh, and for Compton scattering, respectively.
In the last section of this chapter the refraction of x rays by matter is outlined. This
knowledge is important to understand the concept of the refractive lenses, as discussed in
chapter 4.
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2.1 Photoabsorption
The intensity of the x rays is damped by the interaction with electrical charges (mainly
electrons). One can distinguish between the absorption and the scattering of photons. While
the absorption annihilates a photon, scattering only changes its momentum (Rayleigh) or
also its energy (Compton). For the absorption or photoabsorption the absorbed energy of the
photon is released by follow-up processes. These are either the emission of a new photon with
less energy or the excitation of another core electron of the absorbing atom. The first is called
fluorescence, the latter an Auger process.
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Figure 2.1: The mass absorption coefficients µ(E)ρ of beryllium, aluminium, and nickel are plotted
versus the energy E of the incident x rays. The decay due to photoabsorption is approx-
imately proportional to E−3. For higher energies E Compton scattering dominates the
absorption.
The electrons that are responsible for the absorption are bound to the atoms within the
matter. Therefore, the photoabsorption coefficient τ(E) depends on the distribution of the
electrons inside the atoms and the binding energy of the electrons, i.e., on the inner structure
of the atoms. The behavior of the total mass absorption coefficient µ(E)ρ is shown in figure 2.1
for some pure metals (beryllium, aluminium, and nickel). Since the absorption depends on
the atoms, the number of illuminated atoms has to be taken into account. As a result, the
number of atoms in the illuminated volume, i.e., the illuminated area times the thickness d,
depends on the density ρ of the matter. The higher the density ρ of the matter the more
atoms are affected. Hence, the absorption rises proportional to the density ρ. For comparing
the absorption of different materials the mass absorption coefficients τρ (E),
µR
ρ (E) and
µC
ρ (E)
are the appropriate quantities.
The mass absorption coefficient µρ (E) shows some abrupt increases at certain energies.
These are due to the shells of the inner electronic structure of the absorbing atoms. In the
following this is discussed in more detail.
6
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At energies E which are closed to the binding energy of an inner shell of the exposed atom,
the absorption exhibits a so-called absorption edge. The absorption of the material is much
higher at energies slightly above the binding energy of the shell than below it (cf. figure 2.1).
This rise is caused by the ability of the photons with higher energies to also excite electrons
from this inner shell (inner photo effect). Since, the binding energy of this shell is lower than
the energy of the photon, the incident photon can excite the electron out off the atom into a
free vacuum state above the ionization level (see figure 2.2).
This additional possibility of an absorption process yields the dramatically higher absorp-
tion which is shown in figure 2.1 for aluminum and nickel. The K-edges in figure 2.1 are due
to the excitation of K-shell electrons. The beryllium K-shell and all other shells, i.e., L-, M-
and so on, are below one keV, thus they are not visible in figure 2.1.
K-shell
L-shell
incident photon
photo electron
ionization level E F
3s,p
E
2p3/2
1/22p
2s
1s
M-shell
Figure 2.2: For photoabsorption the incident photon excites a core electron, here one of the K-shell,
above the ionization level EF . The photoabsorption lefts behind a hole in the K-shell.
The atom is schematicly adumbrated by its energy levels. The shells up to the M-shell
are shown, however the electrons of the M-shell are neglected.
Besides the dependence on the inner structure of the atom, the photoabsorption coef-
ficient τ(E) decays approximately like an inverse power law of E−3. At low energies the
absorption is dominated by the photoabsorption showing a decay proportional to this power
law of E−3. This decay corresponds to the dashed line in figure 2.1 (note the log/log scale).
At higher energies the decay saturates because Compton scattering becomes more and more
dominant (see section 2.2).
In addition, the absorption also depends on the atomic number Z of the absorbing material.
Thus, the absorption of beryllium at low energies lies below the one of aluminium which again
lies below the one of nickel. A closer look at the details of photoabsorption shows that the
photoabsorption is increasing with the atomic number Z proportional to approximately Z 3.
All together the decay of the photoabsorption is proportional to approximately ( ZE )
3. This
behavior can be explained in an illustrative way as follows (actually one has to write Z
α
Eβ
with
7
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α, β ≈ 3, see for instance [Gro34, Whe34]). A free electron cannot absorb a single photon,
because it always needs a binding partner to be able to absorb a photon. This can easily be
verified by calculating the energy and momentum transfer of such a process. The conservation
of both quantities leads to a contradiction1. With increasing energy E the electron appears
to be less and less bound to the atom. For a higher atomic number Z the binding of the
electrons is stronger, because the nucleus has a higher charge and attracts the electrons more
intensely. Therefore, the relative binding strength is growing with the atomic number Z
and is proportional to ZE . The probability of an absorption process depends on the relative
binding strength of the electron and is rising with approximately
(
Z
E
)3
. In the limit of an
unbound electron it cannot absorb the photon, anymore. To get the exact dependence of the
photoabsorption τ(E) on the energy E and the atomic number Z a detailed calculation has
to be done [Fan68].
While the decay of the photoabsorption coefficient τ(E) between absorption edges is the
same for different atomics species, the structure of the shells and therewith the one of the
absorption edges is characteristic for the atom. The charge of the core is given by the atomic
number Z. Thus, the position of the absorption edges in an x-ray absorption spectrum
(XAS) gives information about the occurrence of elements within the sample. To generate
a significant signal the concentration of the atomic species has to be high enough. For too
low concentrations, the edge in the spectrum vanishes, because its contribution to the total
absorption is too small.
The energetic position of the absorption edges depends on the electron configuration or
core potential of the atom. The binding of an atom to another, e.g., in a covalent binding,
yields a slight deformation of the atom’s potential. This deformation can be observed in a
high resolution XAS like it is shown in figure 2.3 (high resolution means of the order of 0.1eV
for the K-edge of copper E = 8.98keV). Within the spectrum the absorption edge is shifted in
energy, depending on the binding partner and on the chemical state of the investigated atomic
species. An electro-negative partner binds the electrons stronger. This means the oxidation
state of the atom is higher, e.g., for copper oxide (CuO) the oxidation state of copper is +2
and −2 for oxygen (figure 2.3 blue line). This is because the outer or valence electrons of the
atom (Cu) are attracted by the binding partner (O). Therefore, the core’s charge of the metal
atom is less shielded and the inner electrons are more strongly bound. Thus, more energy
is needed to excite them. The energy of the absorption edge is shifted to higher energies for
atoms with a higher oxidation state.
Due to the shift in energy of the absorption edge it is possible to obtain the oxidation state
of an atomic species within a sample. Since only a small range around the absorption edge
is of interest, this technique is called near edge x-ray absorption fine structure (NEXAFS) or
x-ray absorption near edge structure (XANES). A detailed description of this method can be
found in the literature [Stö96].
Here, the follow-up processes of the absorption are of greater importance than the absorp-
tion process itself. The absorption leaves behind a hole in the shell of the atom. This hole
1Energy conservation:
√
m2ec4 + p2ec2 + pPhc =
√
m2ec4 + p′
2
ec
2, momentum conservation: ~pe + ~pPh =
~p′e hence, by squaring the energy conservation and substituting p
′
e one finds: m
2
ec
4 + p2ec
2 + p2Phc
2 +
2pPhc
√
m2ec4 + p2ec2 = m
2
ec
4 + p2ec
2 + p2Phc
2 + 2pepPhc
2 ⇒
√
m2ec4 + p2ec2 = pec ⇒ m
2
ec
4 + p2ec
2 = p2ec
2 ⇒
m2ec
4 = 0 contradiction!
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Figure 2.3: The x-ray absorption spectrum of copper with different oxidation states illustrates the
shift of the K-edge [Sch03a]. The pure copper (black line) has an oxidation state of 0,
the copper of Cu2O (red line) has a oxidation state of +1 and therefore its absorption
edge is shifted to higher energies. The same is valid for the last copper configuration that
includes copper with an oxidation state of +2 (blue line) and thus has an absorption edge
that is shifted to even higher energies than the two others.
is filled by an electron of a shell with higher energy (see figure 2.4). The released energy is
used to emit a photon, a so-called fluorescence photon, or to emit an electron from the atom,
which is called an Auger electron. These two processes are in competition with each other.
The fluorescence dominates for high released energies, i.e., refilling of K-shells and L-shells of
high Z-elements (Z>35).
2.1.1 Fluorescence Radiation
The hole in the inner shells of the atom which has been left behind by photo absorption is
filled by an electron of a higher shell (see figure 2.4). The energy released by the electron
can generate a new photon, a fluorescence photon. This photon has an energy given by the
energy difference of the two atomic levels involved.
As mentioned above (see section 2.1) the shells of atoms have characteristic energy levels.
Thus, one can identify the atomic species by the position of the absorption edge in an XAS.
For fluorescence radiation the energy is characteristic for both levels involved, while for XAS
only one level is involved. Therefore, the difference between the two levels is characteristic
for a particular atomic species, too. Hence, one can identify the element by the emitted
fluorescence radiation as well as by the position of the absorption edge. The advantage of
measuring the fluorescence radiation against the scanning of the absorption (XAS) is in the
much smaller detection limit. Very low concentrations of an atomic species cannot be resolved
9
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Figure 2.4: After photoabsorption by an atom a hole in a shell is generated (here the K-shell). This
hole is filled by an electron from a higher shell, obeying the selection rules in quantum
mechanics for the case of fluorescence emission. The energy is released either by emitting a
fluorescence photon, e.g., Kα2 on the far right-hand side or by an Auger electron (KL1L2)
on the left-hand side.
by XAS whereas fluorescence spectroscopy features a better detection limit.2. The fluorescence
is detected by an energy dispersive detector (see section 3.2). Thus the whole fluorescence
spectrum is taken in one shot whereas for XAS one has to tune the energy over several keV
to obtain all edges.
The fluorescence radiation is indexed according to the nomenclature of atomic shells.
Radiation emitted due to a fluorescence process which fills a hole in the K-shell is called
K-line. Moreover, since the electron that falls into a hole in the K-shell can originate from all
higher shells. The index α, β, etc. indicates the origin of the electron. Thus, the transition
from L to K-shell is called Kα-line and the transition from N to L-shell is called Lβ-line,
because the N-shell lies two levels above the L-shell.
The transition between the shells involved have to obey angular momentum conservation3.
This fact is known as selection rule in quantum mechanics (cf. [Mer98] page 497).
Since all orbitals except the s-orbital split up into sub-orbitals by spin-orbit interaction
(see figure 2.4), the number of possible transitions increases. In order to distinguish between
the transitions, the lines are additionally indicated by numbers starting from the highest
2Since the fluorescence is only present if the incident beam has an energy above the edge this technique is
more sensitive than XAS. However, also for XAS the fluorescence of the sample can be measured instead of
the absorption. This yields a improved detection limit for XAS.
3Because, the photon has a spin of ~ the transition of the electron has to yield this value (|∆l|=1) for the
case of a dipole transition. Hence a hole in the K-shell which only consists of a single s-orbit (l=0), can only be
filled by electrons from a p-orbit (l=1), but not by an electron of an orbit with the same angular momentum
(l=0). Even orbits having higher angular momentum (l=2,3,...) exhibit weak transition probabilities and are
suppressed.
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energy. Thus, the transition in figure 2.4 on the right-hand side is the Kα2-line, because it is
the energetically lower line of the two Kα-lines.
Moreover, the intensity of the emission lines of fluorescence radiation depends on the
quantum mechanical transition probability given by Fermi’s Golden Rule [Mer98]. As a rule
of thumb the intensity of the emission lines decreases for the higher shells, i.e., the L to K-shell
transition is more likely than the M to K-shell transition. In addition the sub-orbital splitting
yields intensity ratios proportional to the electron occupation ratio, i.e., the Kα1-line is twice
as intense as the Kα2-line.
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Figure 2.5: The transition of an atom to the ground state can produce either a fluorescence photon or
an Auger electron. The fluorescence yield K and L represent the fraction of fluorescence
photons generated by the transition into holes of K-shells and L-shells, respectively. (data
from [Gri97] table 35.7).
Not all holes in the shell of an atom are refilled by the emission of a photon. As already
pointed out, the emission of fluorescence radiation competes with the excitation of an Auger
electron. The fraction of processes resulting in the emission of a fluorescence photon is called
the fluorescence yield  (see figure 2.5).
2.1.2 Auger Process
The Auger process is the excitation of another bound electron which picks up the energy
released when the electron hole is refilled. This electron must have a binding energy which
is smaller than the energy released in the refilling process. Thus, only electrons from the
same or higher shells can participate in Auger processes. In figure 2.4 the Auger transition
KL1L2 is depicted. The hole in the K-shell is refilled by an electron from the 2s-orbital or
using the nomenclature of Auger spectroscopy the L1 level. The released energy excites the
Auger electron from the L2. As a result, the atom is ionized twice. Note, that in contrast to
fluorescence emission an Auger process has not to fulfill selection rules.
The Auger electron leaves the atom with a kinetic energy Ekin which is given by the
11
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difference of the K to the L1 level (released energy) minus the energy of the L2 level (excitation
energy):
Ekin = (EK − EL1)− EL2 . (2.5)
This kinetic energy is measured in Auger spectroscopy and gives information about the elec-
tronic levels of the atoms. But there is one big difference to fluorescence radiation: The
emission depth of Auger electrons is in the range of a few nanometers while x rays pene-
trate the sample several millimeters or more (depending on the energy E of the fluorescence
photon). The penetration depth of the fluorescence radiation opens up the possibility of
tomography (see chapter 6 and 7).
The small penetration depth of Auger electrons makes them an ideal probe for surface
investigations, since the layer from which the information is obtained corresponds to a few
mono-layers of atoms. Therefore, Auger spectroscopy is a very useful and established method
in surface science. Unfortunately, in the context of x-ray fluorescence the Auger process is a
competing effect to the fluorescence which deteriorates the detection limit.
Figure 2.5 clearly shows a decrease of  for low-Z materials. Also, the L-line fluorescence
yield L is much smaller than that for the K-lines. Roughly speaking, if the binding energy
is small an Auger process is more likely to happen, whereas for a growing binding energy the
probability for a fluorescence emission increases.
2.2 Compton Scattering
Since the photoabsorption τ(E) decrease in strength as
(
Z
E
)3
, for higher energies the Comp-
ton scattering gains in importance to the absorption of x rays (cf. figure 2.6). For higher
x-ray energy, i.e., above 30keV, the total absorption µ(E) of matter therefore merges into the
Compton scattering µC(E) (see figure 2.6). The threshold in energy depends on the chemical
element of the absorbent. For low Z materials, the photoabsorption τ(E) is weak and Comp-
ton scattering µC(E) becomes already dominant for relatively low energies (cf. figure 2.6).
Compton scattering is the inelastic scattering of photons by electrons. The photon in-
teracts with a weakly bound electron and is deflected by an angle θ. The photon suffers an
energy loss without being annihilated as it is the case for photoabsorption. The loss in energy
results in a wavelength shift given by:
∆λ = λComp (1− cos θ) = h
mec
(1− cos θ) . (2.6)
me is the mass of an electron, h and c are Planck’s constant and the speed of light, respectively.
The factor λComp = hmec = 0.0243Å is the so-call Compton wavelength of a free electron.
From equation (2.6) one finds that the highest energy loss of the photon is given in the
backscattering geometry. In the forward direction the energy loss is zero.
The attenuation of photons due to Compton scattering is given by the cross section σC
which is related to the mass absorption coefficient
(
µC
ρ
)
:
(
µC
ρ
)
=
σCNA
mA
. (2.7)
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Figure 2.6: The total cross section σtot, photoabsorption cross section σph, and the scattering cross
section σsc (given in arbitrary unit a.u.) of different low Z materials are shown. The
abscissa of the plot is the energy E. Since, the scattering σsc is dominated by the Compton
scattering σC , Rayleigh σR and Compton scattering σC are not separately plotted. (data
from Chantler [Cha95])
NA and mA are Avogadro’s number and the atomic mass of the atomic species, respectively.
For a material of more than one atomic species i, the different cross sections σC or the
mass absorption coefficients
(
µCi
ρ
)
have to be weighted by their relative fraction ρiρ of the
compound.
The cross section of Compton scattering σC can be derived from the Klein-Nishina for-
mula [Kle29, Jau76]. In relativistic quantum mechanics this formula describes the scattering
of x rays by a free electron. For energies below 100keV and unpolarized photons this formula
can be approximated and yields a differential cross section dσdΩKN [Kle29, Jau76]:(
dσ
dΩ
)
KN
≈ r
2
e
(
1 + cos2 θ
)
2 [1 + k (1− cos θ)]2 , (2.8)
where re = e
2
mec2
, θ, and k = E
mec2
are the classical electron radius, the scattering angle, and
the photon energy E divided by the rest energy of the electron mec2, respectively. After
integration over the solid angle Ω, σKN is approximately given by:
σKN = 8pir
2
e
1 + 2k + 1.2k2
3 (1 + 2k)2
. (2.9)
For low energies this quantity approaches the Thomson cross section σTh of coherent scatter-
ing, as described in the next section 2.3.
Equation (2.9) describes the scattering by a free or weakly bound electron. Thus if the
atom is left in the ground state the scattering is coherent as described in the next section 2.3.
But for a weakly bound electron the possible excitation of the electron can take energy from
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the photon if the electron is ejected. This electron is called a recoil electron. The excitation
energy of the recoil electron reduces the energy of the scattered photon and the scattering is
inelastic.
For energies of the incident photons above 50keV and not to high Z (<30) of the scatterer
the binding of the electron to the atom becomes small compared to the energy of the photon
and the electron appears to be nearly free. Therefore, the Compton scattering approaches
the Klein-Nishina cross section σKN . This is also valid for low energies (5 to 30keV) and
the weakly bound valence electrons of the atoms, because their binding energies are small
compared to the photon energy.
With increasing energies more and more electrons take part in Compton scattering and
their number approaches the atomic number Z of the atom. Thus, for energies that are high
compared to the binding energy of the lowest shell of the scattering atoms, the Compton
scattering cross section σC is given by:
σC = Z · σKN . (2.10)
On the other hand, for low energies the ratio of the binding energy and the photon energy is
greater. Therefore, the coherent scattering µR(E) dominates this regime. But there is also
photoabsorption τ(E) present, which is even stronger than any of the scattering processes.
Hence, for low energies often only photoabsorption τ(E) is take into account.
The concept of Compton scattering and its relevance in the different energy regimes has
been sketched. For further details on the theory of Compton scattering the reader is referred
to Evans [Eva58].
2.3 Rayleigh Scattering
For the sake of completeness, coherent scattering µR(E) is briefly described in this section.
Its main impact is the Bragg reflection of samples in an ordered crystal, which among other
things is used in monochromatization of x rays (see section 5.1) and in crystal structure
determination.
Rayleigh or elastic scattering of unpolarized light by an individual electron is given by the
Thomson cross section:
dσ
dΩTh
= r2e
(1 + cos2 θ)
2
, (2.11)
where re is the classical radius of the electron given by e
2
mc2
= 2.818 · 10−15m.
The total cross section σR of Rayleigh scattering is calculated by the integration over the
total solid angle of 4pi and gives:
8pi
3
r2e = 6.6542 · 10−29m2. (2.12)
For an atom the cross section incorporates all electrons of the atom. This is considered by
the atomic form factor f(θ). The corresponding cross section for an atom reads:
dσ
dΩ
= r2e |f(θ)|2
(1 + cos2 θ)
2
=
dσ
dΩTh
|f(θ)|2 . (2.13)
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If one assumes a crystal which has a high spatial symmetry, the scattering electrons do
not only cooperate within single atoms but over the whole crystal. Again the distribution of
the charge has to be taken into account by a form factor Fj . For an ideal crystal the cross
section of elastic scattering is given by:
dσ
dΩ
=
dσ
dΩTh
∣∣∣∣∣∣
∑
j
Fj(K)e
i ~K ~Rj
∣∣∣∣∣∣
2
. (2.14)
Here ~K = ~k2 −~k1 is the momentum transfer between the incident beam ~k1 and the scattered
beam ~k2. The length of ~K is K = 2k sin θ with k = |k1| = |k2|4. Rj is the position of the j-th
unit cell in the lattice and Fj(K) the corresponding structure factor that reads:
Fj(K) =
∑
ν
fν(K)e
i ~K~rν . (2.15)
Fj(K) considers the position rν of the atoms in the unit cell and the corresponding atomic
form factors fν(K).
The number of atoms within the illuminated area of the crystal is of the order of 1020 or
more. If the scattered photon coherently interferes, one obtains an intense Bragg reflection,
because the terms of the sum in equation (2.14) are in phase ( ~K ~Rj = n2pi, n  Z). The angle
is given by the Laue condition n2pi = ~K ~Rj ⇒ ~K = 2pin~Rj =
~G or the equivalent Bragg law:
2d sin θ = λ. (2.16)
Here d = 2piG is the distance between to neighboring crystal planes, θ the reflection angle and
λ the wavelength of the incident photons.
For the case of a Bragg reflection the transmitted beam of monochromatic photons is zero.
Therefore, as a matter of principle the attenuation will be very strong or even infinite. The
attenuation is described by the absorption coefficient µρ (E). Thus, the relation of the cross
section σ to the mass absorption coefficient µρ (E) given by equation (2.7) is not appropriate
any more. In order to get a material dependent property one has to look at the cross sections
rather than the absorption coefficient. For this reason in figure 2.6 only the cross sections of
the different effects are plotted to compare their strengths.
2.4 Refractive Decrement
The refractive index decrement δ as it is defined in equation (2.1) can be connected to the real
part of the atomic form factor f . The atomic form factor f already played an important role,
when looking at the coherent or Rayleigh scattering of atoms. In the case of the refractive
index decrement δ only the real part of the atomic form factor f in forward direction, i.e.,
f(θ = 0), is relevant. The absorption index β is described by the imaginary part of the atomic
form factor. Thus the index of refraction n, as it is given in equation (2.1), is identified to be:
n = 1− δ + iβ = 1− re
2pi
λ2
∑
i
Nifi (0) , (2.17)
4The length of ~k1 and ~k2 equals, because the scattering is elastic, i.e., no energy loss.
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where re is again the classical electron radius, as in the sections above, λ the wave length of
the incident radiation, and fi, and Ni are the atomic form factor and the number of atoms
per unit volume of atomic species i, respectively.
The real and imaginary part of the atomic form factor are called Z+f ′ and f ′′, respectively.
Here, Z is the atomic number and f ′ is negative number. Since the imaginary part f ′′
describes the absorption of x rays, it can be related to the atomic photoabsorption cross
section σph =
mA
NA
τ by:
f ′′ =
σph
2reλ
=
τ
2reλ
mA
NA
. (2.18)
Here, NA is Avogadro’s number, and mA the atomic weight of the absorbing matter.
In order to get the real part of the atomic form factor one uses the Kramers-Kronig
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Figure 2.7: The ratio δ/ρ of the refractive index decrement and the density of beryllium, aluminium
and nickel is plotted versus energy. The thin dashed black line shows a decay proportional
to E−2. (data from Henke and co-workers [Hen93])
dispersion relation. This relation connects the imaginary part f ′′ to the real part Z + f ′ by:
f ′(E) =
1
pirehc
∫ ∞
0
ε2σph(ε)
E2 − ε2 dε, (2.19)
where E is the energy of the incident photons. The integration has to be carried out over
all energies which is not feasible because the photoabsorption is not available for all energies.
But in good approximation only the x-ray regime can be taken into account. This yields the
real part f ′ of atomic form factor that can be connected to the refractive index decrement δ
by:
δ =
re
2pi
λ2
NA
mA
(Z + f ′)ρ. (2.20)
ρ is the density of the illuminated matter. This formula is derived from equation (2.17) for a
single atomic species i. For a material consisting of several atomic species i one has to account
for their different relative atomic weights mAi.
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The ratio δρ (E) of the refractive index decrement and the density is plotted over energy in
figure 2.7 for different pure materials. The thin dashed black line shows a strict E−2-law which
is expected from equation (2.20). From this line the other three lines only deviate slightly. The
small deviations are due to absorption edges, as described in section 2.1, they are transfered
into the refractive index decrement δ by the Kramers-Kronig dispersion relation (2.19).
Roughly speaking, the refractive index decrement δ varies only slightly as a function of
the material and its value is approximately 10−6 in the range of 10 to 25keV photons.
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Chapter 3
Detectors
In this chapter, state of the art detector systems for hard x rays are introduced. Since there is
no ideal detector for all applications the detector systems described here are the ones used in
the presented investigation. First of all, detectors to measure intensities with neither spatial
nor energy resolution will be described. Especially the PIN-diode using a scattering foil has
been developed here in order to have a small flux gauge for the setup. Afterwards energy
dispersive detectors will be considered. Understanding its concept was essential for choosing
a detector for the construction of an improved setup (see chapter 8) and for interpreting the
spectra for the data processing of the fluorescence tomography.
3.1 Measurement of X-ray Intensity
A general concept to measure x-ray intensities is the following: X-ray photons that are ab-
sorbed by matter within a detector generate one or more photoelectrons per photon. These
electrons are separated by an electric field generating a current. This current is proportional
to the incident x-ray intensity.
An old and very simple detector to measure x-ray intensities is the ionization chamber.
It will be discussed at first in this chapter. Afterwards semiconductor based detectors will
be presented. Moreover a small PIN-diode with a scattering foil, that was used to perform
the fluorescence tomography of the trichome (section 7.2.2) and the meteorite (section 7.1),
is introduced.
3.1.1 Ionization Chamber and Proportional Counter
An ionization chamber is a gas-filled capacitor (see figure 3.1). The housing of this capacitor
is open at two opposite sides. The openings are covered by thin windows made of, e.g.,
beryllium or mylar so that the space between the two electrodes can be filled with an inert
gas, like argon or nitrogen.
The x rays pass through the ionization chamber parallel to the plates and are partly
absorbed by the filling gas. Photoabsorption results in the production of electron-ion pairs
due the excitation of bound electrons of the atoms within the gas (see section 2.1).
The electrons have a kinetic energy Ekin which corresponds to the difference of the photon
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Figure 3.1: The ionization chamber is built as a capacitor with two thin windows to let the beam pass
through. It is filled with a gas which is ionized by the incident x-ray beam. The ionization
charge yields a current across the chamber which can be measured externally.
energy Eph to the binding energy Ebin of the electrons:
Ekin = Eph − Ebin. (3.1)
This kinetic energy Ekin is high enough to ionize further atoms. The hole in the shell of
the atom is refilled by a cascade of follow-up processes, like fluorescence emission and Auger
electrons (see section 2.1.1 and 2.1.2, respectively). These processes ionize further atoms.
One distinguishes between these processes and the photoabsorption driven ionization.
Hence, the electrons excited by a photon of the x-ray beam are called primary electrons. The
electrons released either by a primary electron or by a follow-up process are called secondary
electrons.
The energy Eph of the incident photon is totally transferred to electron-ion pairs either
by the generation of primary or by secondary electrons. On an average the energy loss of the
absorbed x-ray photons in gases is 30eV per electron-ion pair. But this value varies depending
on the properties of the gas filling (type, pressure, etc.).
Between the anode and cathode of the chamber an electric field is applied. This field
separates the ionized atoms and the electrons in the chamber. Thereby the recombination of
ions and electrons is suppressed. If the density of the filling gas is too high the mean free path
of the electrons is too small and not all of them can fully separate from the ions. Therefore,
the pressure of the filling gas has to be chosen carefully with respect to the applied voltage.
By reaching the electrodes the generated charge inside the ionization chamber yields a
current iion in the externally applied circuit. Because the number of photons absorbed within
the chamber produces one electron-ion pair per 30eV, the current iion is proportional to the
number of incident photons by:
iion = e
Eph
30eV︸ ︷︷ ︸
charge per photon
(1− exp {−µ(Eph)d}) Φ︸ ︷︷ ︸
absorbed flux
. (3.2)
Here µ(Eph) is the absorption coefficient of the filling gas at the energy Eph of the incident
photon as well as the pressure and temperature of the filling gas. d is the path length of the
beam through the chamber, e the charge of an electron, and Φ the flux of the incident beam.
For voltages of about 200 to 500V and a plate separation of about 1cm the current across
the chamber is given by equation 3.2 and the device is referred to as an ionization chamber.
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For higher voltages the electric field strength is increasing and the charge separation in the
chamber is getting better. The higher field strength in the chamber is also reached by a
cylindrical geometry. For this case an anode wire is surrounded by a cylindrical cathode.
Close to the anode the electric field strength is high and the electrons substantially gain
in energy. The gain in energy results in secondary electrons. Thus, one obtains a charge
amplification in the chamber. The generation of secondary electrons has to be quenched by
a special gas which is added to the filling of the chamber. The current across the chamber is
higher than in the case of the ionization chamber, but it is still proportional to the energy of
the incident beam. Therefore, equation 3.2 has to be modified:
iion = Ae
Eph
30eV
(1− exp {−µ(Eph)d}) Φ. (3.3)
A is the amplification factor, that depends on the gas filling, electric field strength, etc.. It
can reach values of 104 to 106. Because the current is proportional to the incident flux, a
detector driven in this regime is called proportional counter.
By further increasing the electric field strength, the Geiger-Müller regime is reached.
The detector generates a highly amplified current pulse for every incident photon. For this
particular case the height of the pulse is no more proportional to the energy of the incident
photon. The amplification of charge in an avalanche of secondary electrons is so strong,
that it has to be quenched by a special gas filling. This gas is the same as in the case of
the proportional counter but in a much higher concentration. The gas limits the discharge
within the counter very quickly. The duration of the current pulse is very small. Therefore
every photon produces a short pulse of current with nearly similar height and the photons are
counted one after the other. The counting can be done by, e.g., a digital counter.
The ionization chamber was one of the first detectors for x rays and is still used in scientific
x-ray diagnostics. But the weak interaction of the x rays with the filling gas and the relatively
large energy amount that is needed to produce an electron-ion pair yields a quite small current.
Therefore, the detection limit depends not only on the ionization chamber itself, i.e. the
geometry, gas filling, pressure, but also on the amplifying electronics.
In order to lower the detection limit the interaction of the x rays with the detector material
has to be improved. Furthermore the energy to produce an electron-ion pair has to be reduced.
This can be done by exchanging the gas with a solid. Solids have much higher absorption of
x rays because the density and thus the number of absorbing atoms is higher (see section 2).
But the separation of positive and negative charges in a solid is only possible for the case of
a semiconductor. Besides this, semiconductor pn-junction have another advantage over the
ionization chamber, there is no need to apply a voltage to the semiconductor. In the next
section the semiconductor as a flux sensitive detector will be described in detail.
3.1.2 Semiconductor Detectors
Semiconductor detectors that measure the flux of x rays are made of a PN-junction like a
conventional diode. The concept is similar to the one of a solar cell or a photo cell. But for
x rays the absorption of the semiconductor is so weak that an extra intrinsic layer is used to
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increase the number of absorbed photons1. The arrangement of the three layers is a positively
doped area (P-zone) followed by an intrinsic (I-zone) and finally a negatively doped (N-zone).
This sequence is called PIN-diode.
p -doped
+
n -doped
+
n-doped
intrinsic
A
νh
a)
UD
p-doped n-doped
νh 
intrinsic
EC
EV
EG=EC-EV
EF
b)
Figure 3.2: a) This sketch of a PIN-diode shows a large intrinsic layer which is covered by a thin p-
doped layer. The bottom is an n-doped layer. Both doped areas are contacted to measure
the current flowing through the diode from outside. The band structure of a PIN-Diode
is sketched in b). On the left-hand side the bands are bent due to the p-doping. In the
n-doped area the bands are lowered. Incident photons generate electron-hole pairs which
are separated by the band deformation. The charge separation results in a current through
the diode.
The concept of the PIN-arrangement is the following. For the P-zone the conduction band
EC and the valence band EV are risen against the Fermi level EF due to the positive doping.
The N-zone has bands that are lowered against the Fermi level EF (cf. figure 3.2). Thus,
if putting the two layers together at the interface a step in the band structure occurs. This
step is compensated by a rearrangement of the free, namely thermally excited, charges. The
majorities from the N-zone, i.e., the electrons, flow into the P-zone and the majorities of
the P-zone. i.e., the holes, flow in the N-zone. This charge flow is called the recombination
current, because the electrons in the P-zone and the holes in the N-zone will immediately
recombine with one of the abundant majorities of the zone they moved into. Recombination
means, an electron from the conduction band EC falls down to the valence band EV and thus
recombines with a hole. This effect of charge flow generates the recombination current.
The charge transfer by the recombination current results in an effective negative charge
of the P-zone and a positive one of the N-zone. This charge displacement yields a voltage
within the diode, the so called diffusion voltage UD. The diffusion voltage UD again leads
to a current opposite to the recombination current. The electrons generated in the P-zone
by excitation into the conduction band EC , move into the N-zone, while holes generated in
the N-zone are attracted by the P-zone. Because of the separation of generated charges, this
current is called generation current.
Without an externally applied voltage the diode is in equilibrium. Therefore the generation
and recombination of electron-hole pairs are the same. The generation current equals the
recombination current. If one applies a voltage U to the diode, a current will flow through
1The area in which electron-hole pairs are produced is mainly the one of the band bending. This extends
about a few µm. The intrinsic layer enlarges this area.
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it. This is due to a change of the slope in band bending. The recombination current is very
sensitive to this change, because the probability pe− for an electron to surmount the potential
step e (UD − U) in the conduction band and to reach the N-zone is proportional to:
pe− ∼ exp
(
−e (UD − U)
kbT
)
. (3.4)
kb is the Boltzmann constant, T the temperature and e the charge of the electron. This
equation illustrates the exponential dependence of the current through diode on the applied
voltage U by the recombination current.
The generation current is driven by the diffusion voltage UD. In contrast to the recom-
bination current it only depends linearly on the difference (UD − U). The separation of the
electron-hole pairs is due to the voltage (UD − U). The electrons are moved from the P-zone
to the N-zone and the holes in opposite direction. The electron-hole pairs are produced by
exciting electrons from the valance band EV to the conduction band EC (c. f. figure 3.2 b).
The energy to excite an electron to the conduction band is given by the band gap EG. The
excitation is either thermal or by an incident photon having sufficient energy Eph. Therefore,
the generation current depends on the temperature as well as on the intensity of incident
photons. The electron-hole pairs, generated thermally or by photons, can be measured in an
externally applied circuit as a current between the N-zone and the P-zone. In general, this
current is given by the difference between the generation and the recombination current. But
in the case of an unbiased diode, i.e., U = 0, the recombination current is constant. Hence,
the current only depends on the number of electron-hole pairs produced by photons, because
at first the thermally generated electron-hole pairs are neglected. The thermal excitation of
electrons is a parasitic effect and it will be outlined later.
For x rays the photon energy Eph is approximately a few thousand times higher than the
band gap EG. Therefore, one x-ray photon generates a few thousand electron-hole pairs. This
number is proportional to the energy Eph of the photon. The incoming x-ray beam is partly
absorbed within the PIN-diode, according to the Lambert-Beer law (cf. section 2). On an
average one absorbed photon produces an electron-hole pair for every 3.6eV. This is nearly ten
times smaller than the 30eV for the ionization chamber. The photo current iPIN generated
in the PIN-diode is given by:
iPIN =
Eph
3.6eV
(1− exp {−µ(Eph)d}) eΦ, (3.5)
where d is the thickness of the PIN-diode, µ(Eph) the absorption coefficient of the material
of the diode at the energy Eph of the incident beam, and Φ the flux of the incident photons
(cf. section 3.1.1, equation 3.2).
Equation (3.5) is similar to equation (3.2) of the ionization chamber, but the current
through the PIN-diode is higher. This is because, an electron-hole pair needs 3.6eV to be
generated while the electron-ion pair of the ionization chamber needs 30eV. In addition, the
absorption of the diode compared to the gas of the ionization chamber is much higher. There-
fore, the sensitivity to incident photons is much higher in the case of a PIN-diode compared to
an ionization chamber. This means the signal to noise ratio(SNR) is better and the detection
limit of the PIN-diode is lower.
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A analysis of the performance of PIN-diodes shows that the dynamic range of PIN-Diodes
is about ten orders of magnitude. with an excellent linearity between the incident flux Φ and
the current iPIN (cf. [Sto90, Sto91]).
In addition cooling the diode shows an improvement in performance. As mentioned before,
the thermal excitation of electrons from the valence band EV to the conduction band EC
is part of the generation current. Therefore the current iPIN through the diode has an
offset which strongly depends on the temperature of the diode. This offset is called dark
current idark, because it is also present without illuminating the diode. Equation (3.5) changes
to:
iPIN =
Eph
3.6eV
(1− exp {−µ(Eph)d}) eΦ + idark, . (3.6)
Here, idark is proportional to exp
(
− EGkBT
)
with kB the Boltzmann constant and T the temper-
ature of the PIN-diode. This expression represents the probability of generating an electron-
hole pair in a semiconductor with a band gap EG by thermal excitation at a temperature T .
Since the dark current idark increases the noise level of the current through the diode iPIN ,
and reduces the signal to noise ratio (SNR), cooling the diode to about -30◦C reduces the dark
current idark and increases the SNR. But a temperature below this value results in a reduction
of free electrons due to carrier freeze-out2. Therefore, the cooling of the diode increases the
resistivity of the diode and this over compensates the gain in performance.
Besides the advantages of the PIN-diode over the ionization chamber (a higher SNR and
no external voltage) there are also some disadvantages. Due to the crystalline character of
the material of the diode Bragg reflections may heavily affect the absorption. This makes it
difficult to use the diode for x-ray absorption fine structure (XAFS) measurements3.
The problem of Bragg reflection can be circumvented by using a polycrystalline scattering
foil. The intensity scattered by the foil can be monitored by means of a PIN-diode. Such a
device was needed to perform some experiments (see section 7.2.2 and section 7.1) because
the lack of space demand a new design. Here, we tested a 25µm thick capton foil covered with
a thin metallic layer of gold and nickel each 30nm in thickness. The metals were deposited by
vacuum deposition, therefore the layers consist of poly-crystalline material. This makes the
scattering isotropic and suppresses Bragg reflection.
As shown in figure 3.3 a) the beam hits the foil under an angle of 45◦ and the PIN-diode
is positioned in 90◦ to the beam with its surface parallel to the beam. The line of sight from
the foil to the diode enclose an angle of 45◦ with the foil. Since the radiation of a synchrotron
source is usually linearly polarized in the plane of the synchrotron (see figure 3.3 b)), the
direction from the foil to the diode is perpendicular to the polarization of the incident beam.
Therefore, the scattering is maximized in the direction towards the PIN-diode due to Malus’
law (Φ ∼ cos2 θ).
The scattered and fluorescence radiation is given by the absorption µ(E) of the foil for
the energy E of the incident beam. For all three kinds of the emitted radiation I(E), namely
2The thermal excitation not only lifts electrons from the valence band to the conduction band, but also
raises the electrons from the donator level to the conduction band (this is valid for the N-zone, for the P-zone
a similar process takes place). Without these electrons the diode is not conducting anymore.
3The Bragg law 2g sin ϑ = λ (cf. section 2.4) can be fulfilled for some energies E = hc
λ
of the scanned
energy range and the intensity transmitted through the diode drops substantially.
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Figure 3.3: The schematic drawing of a PIN-diode employing a scattering foil a) in the plane perpen-
dicular to the synchrotron plane shows the foil and the cone of scattered radiation hitting
the PIN-diode. b) The slice through the diode in the plane of the synchrotron illustrates
the polarization as well as the ϕ-integration.
the fluorescence IF (E), Compton IC(E), and Rayleigh IR(E), the estimated radiation of a
single layer, e.g., the foil itself, is:
IC/R/F (E) ∼ I0(E)
(
1− exp{−µt(E)d}) . (3.7)
Here, I0 is the incident intensity, and µt(E) the absorption coefficient of either Comp-
ton µC(E), or Rayleigh µR(E) scattering, or the photoabsorption τ(E). The thickness of
the layer is given by d.
The proportionality of the incident intensity I0(E) to the sum of the intensities IC(E),
IR(E), IF (E) measured by the PIN-diode can be used to determine the incident intensity.
3.2 Energy Dispersive Detectors
In order to measure fluorescence radiation from a sample an energy dispersive detector is
needed. One such detector is the PIN-diode, which was already described in section 3.1.2.
But there are some differences to the above described concept.
A PIN-diode used as an energy dispersive detector operates in the counting mode rather
than in the current mode. In the counting mode the PIN-diode generates a current pulse for
every incoming photon. The current pulse is converted to a voltage pulse by means of a high
ohmic resistor. The height of the pulse depends on the energy of the incident photon. From
this post-processing electronics can sort the photons in their order of energy and one gets a
spectrum in energy of the incident photons.
The concept of the counting mode of the PIN-diode is similar to the one of the Geiger-
Müller counter as it was described in section 3.1.1. The difference between the ionization
chamber and the Geiger-Müller counter is the applied voltage. Therefore, one difference
between the PIN-diode used to measure the flux and that used to get energy spectra is an
external voltage. In the case of a detector to measure the flux only the diffusion voltage UD of
the PN-junction separates the electron-hole pairs. In the case of an energy dispersive detector
an external voltage of several 100V is applied to the diode, typically 1kV to 2kV. This voltage
reversely biases the diode and increase the slope in band bending between the P-zone and the
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N-zone (see figure 3.2 b)). The large potential drop yields a better separation of the charges,
because the recombination of electron-hole pairs is suppressed.
However, due to the high voltage thermally generated electron-hole pairs are better sepa-
rated as well. This results in a higher dark-current idark within the diode. Therefore cooling
the diode becomes important, in order to avoid saturation of the diode by the thermally ex-
cited electron-hole pairs. But there is another reason to cool down the PIN-diode. In the case
of PIN-diodes made from silicon4 the lithium diffuses more strongly with growing tempera-
ture. Therefore the temperature of a silicon lithium detector (Si(Li)-detector) has to be kept
low.
cooling finger
FET
Si(Li) crystal
ultra thin or
beryllium window
Figure 3.4: An energy dispersive detector is shown schematically. The crystal, here Si(Li) (lithium
doped silicon), is protected by an ultra thin (polymer) or beryllium window. The field
effect transistor (FET) transforms the current which is produced in the crystal by photons
into a voltage. In the case of liquid nitrogen cooling the crystal is cooled via the cooling
finger (from www.canberra.com).
The cooling of the diode is done either by liquid nitrogen or by a Peltier element for newer
Si(Li)-detectors. In the case of liquid nitrogen the diode is cooled via a cooling finger (see
figure 3.4), while the Peltier element is often integrated onto the crystal or into its electronics.
The quality of the spectra taken by the detector is strongly depending on the temperature.
With rising temperature the signal to noise ratio (SNR) decreases and the energy resolution
gets worse. Therefore, a liquid nitrogen cooled detector has a better energy resolution.
An energy dispersive detector should fully absorbs the incident x rays. Thus the PIN-
diode used as an energy dispersive detector has a much greater thickness than in the case of
a flux sensitive device. Typically an energy dispersive detector is 0.5 to 5mm thick and has
a surface of about 5 to 30mm2. The thickness guarantees an increase in x-ray absorption of
the diode and makes it possible to count nearly every single photon even for energies above
15 to 20keV5.
The absorbed photons produce a current that is proportional to the energy of the photons.
However, if the flux of the incoming photons is too high there will be a possibility to find
4Detectors made of silicon are lithium doped to reduce the number of free charges.
5This depends on the energy detection efficiency of the detector (see figure 3.6).
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Figure 3.5: The spectrum of a micrometeorite (see section 7.1) shows the pile-up of two iron Kα
photons and two iron Kβ photons as well as the pile-up of a iron Kβ photon and a iron Kβ
photon. Also the escape peak of the iron Kα-line (6.40keV−1.78keV=4.63keV) is visible,
however it is overlapped by the titanium Kα-line (4.51keV).
two photons at the same time inside the diode. For this pile-up the generated current is
proportional to the sum of the energies of the two photons and one finds an additional peak
in the spectrum (see figure 3.5). Another problem that is illustrated in figure 3.5 is the so-
called escape peak. This phenomenon also becomes severe if the flux of photons is high. For
an escape peak the energy of a fluorescence photon of the detector material is missing, because
the photon has escaped from the detector. Thus this energy fraction has not contributed to
the pulse.
The current pulse generated in the diode has now to be converted into a voltage pulse by
means of a resistor. This resistor is realized by a field effect transistor (FET) (cf. figure 3.4) in
order to be able to vary the resistivity. Thus, one can adjust the energy range to the voltage
range or in other words the gain of the pre-amplifying electronics of the detector.
The thickness of the diode limits the accessible energy range to the high energy side. But
there is also a limit for low energies. The PIN-diode is vacuum sealed, to protect it from air.
The entrance for the x rays is covered by a thin beryllium or polymer window. This window
also absorbs the incident x rays and makes the detector less sensitive to low energy photons.
Therefore, the low limit of the energy range is given by the thickness of the entrance window.
The sensitivity or energy detection efficiency versus energy of an energy dispersive detector
is shown in figure 3.6.
The voltage peaks produced by the pre-amplifier are passed on to a multi channel analyzer
(MCA). This device assorts the incoming peaks into different channels depending on the height
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Figure 3.6: The sensitivity of an energy dispersive detector is limited by the thickness of the diode and
by that of the window. The low energy limit is given by the absorption of the beryllium
window (here 8 and 12µm). The thickness of the diode limits the absorption of the detector
(here 1mm silicon) and thus the sensitivity of detection for x rays at high energies.
of the peak (voltage of the peaks) resulting in a spectrum of the number of incident photons
as a function of their energy (channel number).
Since the gain of the pre-amplifier can be varied the energy range of a spectrum has to
be calibrated. This means that the number of a channel of the MCA has to be assigned to
the energy of the counted photon. This is usually done by a radioactive iron (Fe55) sample.
The decay of the nucleus of iron results in an electron capture which emits a manganese
Kα-photon of 5.9keV. The emission is very well known and due to the relatively long decay
time of the holes in the K-shell the energy line width is small (Heisenberg’s uncertainty
principle ∆t∆E ≥ ~2 ). Typically the width of Kα-lines of lighter elements (Z<50) is some
eV. Thus, the width of the emission line within the spectrum is mainly given by the energy
resolution of the detector. This resolution typically varies between 120eV and 250eV full width
half maximum (FWHM) for the manganese Kα-line depending on the type of detector and
its properties like crystal quality, cooling, electronics, etc..
The shape of emission lines is Lorentzian, because it arises from a decay of an unoccupied
energy level. In contrast to that the peak shape observed from the detector is Gaussian. This
is due to the absorption processes of photons in the diode and the generation of charges.
The generation of the charges by a photon is stochastically independent of the generation of
charges by another photon, thus they have Gaussian distributions according to the central
limit theorem.
When the line profile has comparable contributions from the detector resolution and the
natural linewidth then it is best described by the convolution of a Gaussian and a Lorentzian
peak. In the literature this type of peak shape is called Voigt profile. Since the computation
of the convolution is CPU time consuming, Wertheim and co-workers [Wer74] proposed to
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Figure 3.7: The Gaussian, Lorentzian and Pseudo Voigt peak profiles are compared for the same
height and full width half maximum (FWHM) of the peaks. The weighting factor η of
the Lorentzian shape in the Pseudo Voigt peak is 0.5. The footprint of the three profiles
increase in the order from Gaussian to Pseudo Voigt to Lorentzian profile.
replace the Voigt profile by the sum of the both profiles rather than their convolution. To
take the different widths of the two profiles into account, they weighted the Lorentzian profile
with a factor η. This gives a total line profile called Pseudo Voigt profile that reads:
V oigt(x, Γ, η) = η
(0.5Γ)2
(x− x0)2 + (0.5Γ)2
+ (1− η) exp
{
−
(
x− x0
bΓ
)2}
. (3.8)
Here, Γ is the full width half maximum (FWHM) of the Pseudo Voigt peak, and x0 the center
of the peak. The factor b in the denominator of the Gaussian peak is 22.355 = 0.8493 and takes
account of the difference between standard deviation σ and FWHM.
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Figure 3.8: A Pseudo Voigt peak is fitted to the manganese Kα-line of the total spectrum from a
trichome fluorescence tomography from section 7.2.2. The Lorentzian fraction η was de-
termined to be 3.0 · 10−19. This indicates that the peak profile is fully dominated by a
Gaussian peak shape. The FWHM of the peak is 149eV which is the resolution of the
detector.
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In order to illustrate the difference of the three types of peak shape they are plotted in
figure 3.7. The plot shows all the peaks adjusted to the same height and FWHM. The Gaussian
shape has the smallest footprint, while the Lorentzian has the broadest. The Pseudo Voigt
Peak lies between the two others, as it is expected from the purpose of this function.
Wertheim and co-workers calculated the relation of FWHM Γ of the Pseudo Voigt peak
to that of the Gaussian and Lorentzian, depending on the Lorentzian fraction η. With this
knowledge one is able to apply a Pseudo Voigt peak fitting to experimental data, it is also
possible to fit given FWHMs of the Gaussian and Lorentzian line profile to the data. Even
profiles with different FWHMs can be used as, e.g., the natural line width of the emission line
and the detector resolution.
In figure 3.8 the Kα-line of manganese from the fluorescence tomography of a trichome
(see section 7.2.2) is fitted by a Pseudo Voigt profile. The Lorentzian fraction η turned out to
be 3.0 · 10−19, thus the peak is fully described by a Gaussian profile. This also shows that for
the spectra presented in this investigation (emission line energies below 25keV) the Lorentzian
shape of their peaks can be neglected. The energy resolution of the detector is too low to
resolve the natural line width of the emission lines.
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X-ray Optic: Refractive Lens
Since the discovery of x rays in 1895 by W. C. Röntgen [Rön95], several approaches to focus
x rays have been carried out. Here a new type of refractive optics for x rays is discussed
as it was used within this work. Refractive x-ray lenses work according to the same princi-
ple as glass lenses for visible light. Hence, they can be used for imaging of samples and for
generating a micro beam for x-ray analysis. Alternatively, the microbeam can be produced us-
ing Kirkpatrick-Baez mirrors [Kir48, Iid96, Hig01, Yam02], Fresnel zone plates [Kir73, Sai89,
Lai92, Yun99, Dav01], mono- or polycapillaries [Kum90, Att95, Jan98, Dud00], or other re-
fractive lenses [Cre99, Koh99, Ari00, Ced00, Ced02].
4.1 Parabolic Refractive Lens (PRL)
Parabolic refractive lenses (PRL) have been developed at the II. Physikalisches Institut B at
Aachen University (RWTH) since 1996 [Sni96, Len98, Len99a, Len99b, Len01, Sch01b, Len02,
Sch02a, Sch02b, Sch02c, Sch02d, Sch03c]. As mentioned before, this type of x-ray optics works
similar to glass lens for visible light. For a bi-convex glass lens with equal spherical radii the
lens-maker formula gives the focal length of:
f =
R
2(n− 1) , (4.1)
Here R is the radius of curvature of the lens. The factor two in the denominator accounts
for the two curved surfaces of the lens. n is the refractive index which is approximately 1.5
for glass. Thus, the focal length f of a glass lens is approximately the same as the radius of
curvature R.
As discussed in section 2.4, for x rays the difference of the refractive index n to 1, i.e.,
the refractive index decrement δ, is small. In addition to that, n is smaller than one. This
means, a focusing lens has to have a negative radius of curvature R or a concave curvature
(see figure 4.1 a), instead of a convex one as for visible light. Thus the focal length f of a
concave refractive x-ray lens is written as:
f =
R
2δ
. (4.2)
Furthermore the very weak refraction of x rays in matter (δ = 10−6) forces the radius of
curvature R to be 106 times smaller than the focal length. The radius of curvature R would
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have to be of the order of micrometers in order to get a focal length f within the meter
range. This makes it impractical to build a single refractive lens for x rays, because the very
small radius of curvature R is very difficult to machine. Therefore, for a long time, it was
common opinion that it is not feasible to manufacture a refractive x-ray lens with a useful
focal length f [Mic91]. But, by stacking several single lenses behind each other (see figure 4.1
b), it is possible to reduce the focal length f . For a stack of N single lenses one can use a
machinable radius R which is N -times bigger than the one for a single lens or, from a different
point of view, one reduces the focal length f of the lens by a factor of 1N . Thus, the focal
length of a stack of N lenses is:
f =
R
2Nδ
. (4.3)
Since the refractive index decrement δ depends on the energy E of the incident beam (δ ∼ E−2,
see section 2.4), the focal length f also varies as a function of energy E. Therefore, one has
to calculate the number of single lenses N in the stack for every energy E and focal length f
separately and the lenses show chromatic aberration.
The refractive index decrement δ depends also on the lens material. The highest values of δ
are reached by high Z materials. But these materials also have a high absorption coefficient µ.
In the further description of the properties of the PRL it is found that the absorption of the
PRL strongly limits its optical properties. Therefore, one has to chose a material which
realizes a large δ to µ ratio. This is achieved by low Z materials like aluminium or beryllium.
N Lenses
R
d
2 R
0
w
0
a) b)
Figure 4.1: Schematic drawing of a) a single parabolic refractive lens (PRL) and b) a stack of N lenses.
The radius of curvature is R. The width of one single lens is given by w0. The diameter
of the geometrical aperture of the lens 2R0 is defined by w0, the distance d between the
two apices of the paraboloids, and the radius of curvature R.
A sketch of a single parabolic refractive lens, as it is fabricated at the RWTH, is shown
in figure 4.1 a). The lens has a radius of curvature R which, for the case of an aluminium
or beryllium lens, is usually about 200µm. The thickness of the lens w0 is usually 1mm
for aluminium, and 1.6mm for beryllium. Thus, the radius of the geometrical aperture R0 is
about 0.5mm but it also depends on the thickness d between the apices of the two paraboloids
and the radius of curvature R. For lenses made of aluminium the thickness d can be reduced
to less than 10µm. For beryllium lenses the thickness d is about 50µm.
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4.2 Optical Properties
The relevant properties of this new type of x-ray optics are described in the following. Since
the absorption of the lens is not weak, the transmission TPRL of the lens is rather low in
contrast to visible light optics. Therefore the transmission TPRL limits the optical properties
of the lens. The low transmission TPRL results in an aperture of the lens that is smaller than
the geometrical one. This reduced aperture is called effective aperture Deff . Its relatively
small value (below 1mm) limits not only the field of view of the lens, but it also has a major
impact on the lateral and longitudinal resolution of a setup using these lenses.
4.2.1 Transmission TPRL of the Lens
In order to obtain the transmission of a single lens one has to relate the incoming and outgoing
flux before and behind the lens. Therefore one has to integrate the incoming intensity over
the geometrical cross section piR20 of the lens and to take into account the absorption of the
PRL for all rays of the beam passing through the lens. The beam is attenuated by the PRL
depending on the thickness as well as on the kind of lens material and on the energy of the
beam.
The profile of the lens is a paraboloid with rotational symmetry around the optical axis
(see figure 4.1). This is best described in cylindrical coordinates (rp, φ, z). Here, rp is the
distance from the optical axis, φ the rotation around this axis, and z gives the position along
the optical axis. The surface of one paraboloid can be described by:
z(rp) =
d
2
+
r2p
2R
. (4.4)
Here, R again is the radius of curvature at the apex as above. The surface of the other
paraboloid has the same distance from the center axis of the lens, but to the negative direction
of z. Therefore, the total path of the beam through the lens is twice the path as given in
equation 4.4.
The refraction of the beam within the lens is weak, so that a beam parallel to the optical
axis is assumed in the following. The rays, passing through a single lens in a distance rp from
the optical axis, are damped by the material of the lens by a factor of:
exp {−µ(E)2z(rp)} (4.5)
In order to calculate the transmission, all rays which hit the cross section piR20 of the lens,
have to be considered. This gives a transmission TPRL of:
TPRL =
1
piR20
∫ R0
0
∫ 2pi
0
exp {−µ(E)2z(rp)} ρdrpdφ. (4.6)
Using the rotational symmetry of the lens, the thickness of the lens along the z-axis is in-
dependent of φ, and the integration over φ yields a factor of 2pi. Since the PRL consists
of N lenses, z(rp) has to be multiplied by N . The thickness of the matter between the apices
results in a factor of exp {−µ(E)Nd}. Hence, the transmission TPRL of the PRL is:
TPRL =
2pi
piR20
exp {−µ(E)Nd}
∫ R0
0
exp
{
−µ(E)Nr
2
p
R
}
rpdrp. (4.7)
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The integration of equation (4.7) over rp gives the transmission TPRL of a PRL with N
individual lenses of:
TPRL =
R
µ(E)NR20
exp {−µ(E)Nd}
(
1− exp
{
−µ(E)NR
2
0
R
})
. (4.8)
In order to simplify equation (4.8), the factor ap =
µ(E)NR20
2R is introduced, and the transmission
of a PRL reads:
TPRL =
1
2ap
exp {−µ(E)Nd} (1− exp {−2ap}) . (4.9)
The transmission TPRL represents an important lens property from which the flux behind the
lens can be derived. A few typical values for the transmission are tabulated in table 4.1.
material E N TPRL[%] Beamline
Al 19.5keV 120 0.258 ID18 at ESRF
Al 18.2keV 220 0.119 ID 22 at ESRF
≈19.8keV 220 0.115
Be 8.9keV 51 5.39 1-ID at APS
9.66keV 59 5.79
Be 17.5keV 118 8.71 ID 22 at ESRF
Table 4.1: The table compares the transmission TPRL of lenses typically used in microbeam setups
with respect to the lens material, the used energy E, and the number of individual lenses N .
4.2.2 Effective Aperture Deff
The transmission TPRL of a PRL depends on the material of the lens and on the thickness d
between the apices of the two paraboloids. It describes the reduction of the flux passing
through the lens. Table 4.1 illustrates that the transmission TPRL of typical PRLs is weak,
on the order of percent. This small value reduces the aperture and influences the optical
properties of the PRL. The imaging properties of the lens are limited by diffraction. This is
due to the fact that for imaging interference phenomena are significant. The absorption of the
lens results in an effectively smaller aperture than the geometrical one. Thus the aperture is
called effective aperture Deff . The smaller effective aperture Deff increases the diffraction of
the transmitted rays by the PRL. Hence, additional diffraction results in an additional blur
of the object imaged by the PRL. This means that the absorption of the PRL reduces the
resolving power of the lens.
Since the aperture of the PRL is reduced to the effective aperture Deff by absorption
it should be linked to the transmission TPRL. However, the transmission TPRL takes into
account the intensity while the aperture depends on the field amplitudes. This suggests a
proportionality of the effective aperture Deff to the square root of the transmission TPRL.
A detailed approach to calculate the effective aperture Deff can be found in Lengeler and
co-workers [Len99a]. In that paper the effective aperture Deff is derived to be proportional to
the square root ofTPRL. It reads:
Deff =
√
4
pi
∫ R0
0
2piρ exp
{
−µ(E)Nρ
2
2R
}
dρ = 2R0
√
1− e−ap
ap
, (4.10)
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where ap is the same entry as in equation 4.9.
The effective aperture Deff limits the resolution of the lens as well as the field of view. For
a given setup the effective aperture Deff can be connected to the numerical aperture N.A..
In the next section the microbeam setup, as it was used to obtain the experimental results,
is introduced and the setup depending properties are outlined.
4.3 Microbeam Setup
A PRL can be used to generate a microbeam by imaging the source onto the sample in a
strongly demagnifying geometry. The microbeam gives the opportunity to investigate spatially
resolved properties of the sample.
L1 L2
PRL micro beamsource
optical axis
bh
bv
BhBv
Figure 4.2: A typical microbeam setup images the source onto the sample plane by for instance a
parabolic refractive lens. The image of the source is reduced in size by the ratio of the
distances L1 to L2 according to the demagnification
1
m =
L2
L1
. Focusing increases the
intensity of the beam, since the size Bh/v is reduced.
Figure 4.2 shows a typical setup. According to geometrical optics the size Bh/v of the
image (in the vertical v and horizontal h direction) is given by:
Bh/v = bh/v
L2
L1
= bh/v
f
L1 − f . (4.11)
L2
L1
is the demagnification 1m of the setup. The second equality uses the Gaussian lens formula:
1
f
=
1
L1
+
1
L2
. (4.12)
In order to obtain a small image, the focal length f of the lens should be small and the
length L1 should be large. Furthermore, the image is the smaller, the smaller the source
size bh/v is. The source is usually an insertion device (ID) of a third generation synchrotron
radiation source1. For more details see chapter 5 or [Wil96]. The results presented here were
achieved with an undulator. Insertion devices at third generation source are particularly well
suited for generating microfoci. The optically relevant characteristic of an source, concerning
1Third generation synchrotron source are exclusively build to produce synchrotron radiation. The former
kinds are modified particle colliders.
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material E L1 f m Bh ×Bv Beamline
Al 19.5keV 58m 0.58m 100 7× 0.6µm2 ID18 at ESRF
Al 18.2keV 41.6m 0.33 m 126 7.14× 0.52µm2 ID 22 at ESRF
≈19.8keV 41.7m 0.38m 109 6.3× 0.58µm2
Be 8.9keV 38.6m 0.482m 79 7.14× 0.47µm2 1-ID at APS
9.66keV 38.6m 0.486m 78.4 7.19× 0.47µm2
Be 17.5keV 44m 0.74m 58.5 15.38× 1.03µm2 ID 22 at ESRF
Table 4.2: The table compares the obtained magnification m (demagnification is 1m ), and the corre-
sponding theoretical focal spot size Bh×Bv of different microbeam setups used during this
work. The demagnification depends on the lens material, the energy E, the distance L1,
and the focal length f . The size of the synchrotron source can be reduced in size by a
factor of 58.5 to 126. The focal spot size Bh×Bv are theoretical estimates calculated from
geometrical optics.
the generation of a microfocus by a PRL, is the brilliance B. The brilliance B gives the
number of photons per second, per source size, per solid angle, and per energy bandwidth.
A detailed discussion about the brilliance B and its contributions as well as the difference
between an undulator and a wiggler can be found in chapter 5. Here, it is just important to
know that the brilliance B of an undulator is higher than the one of a wiggler.
It happens that the beam from undulators at third generation synchrotron sources matches
in an excellent way the aperture of a PRL. Thus a PRL is able to catch most of the flux
originating from the source.
If L1  f the demagnification 1m in equation (4.11) is approximately given by fL1 . There-
fore, for a given focal length f the greatest demagnification 1m of the setup can be achieved
by a large distance L1.
At a third generation synchrotron source the distance L1 of the lens is usually between 30
and 60m from the source, except for some special facilities like ID17 and ID19 at the ESRF,
or the 1km-beamline at Spring-8. This means, one gets a demagnification of about 30 to 200,
assuming a focal length f between 0.3 and 1m, for the hard x-ray range (E > 2keV). These
are quite reasonable distances for a microbeam setup as one can see from table 4.2 which
shows some properties of setups used in this investigation.
As obvious from equation (4.12), the demagnification 1m depends also on the focal length f
of the PRL. For smaller focal length f the demagnification is higher. On the other hand, a
smaller focal length f is reached by adding more single lenses what increases the absorption
of the PRL and the effective aperture Deff .
4.3.1 Numerical Aperture N.A.
The lens of a given setup covers a certain solid angle. Due to the rotational symmetry of the
setup around the optical axis, this solid angle is defined by an angle α (see figure 4.3). The
numerical aperture N.A. is defined to be the sine of the angle α between the outermost ray
which still hits the aperture and the optical axis.
The aperture of the lens is given by the effective aperture Deff . The distance between the
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Deff
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α
Figure 4.3: The focus of a microbeam setup has a distance L2 from the parabolic refractive lens. The
sine of the angle α enclosed by half the effective aperture Deff and the optical axis is the
so-call numerical aperture N.A.. For the parabolic refractive lens α is small enough so
that the sinus of α equals the numerical aperture N.A. itself.
lens and the focal spot is L2 for a microbeam setup. From this the numerical aperture N.A.
can be derived:
N.A. = sin (α) =
Deff
2
√
L22 + D
2
eff/4
. (4.13)
Since the effective aperture Deff is much smaller than the distance L2 the second term in
the square root is negligible or, in other words, the angle α is small. Thus, the numerical
aperture N.A. can be approximated by α itself:
N.A. ≈ α ≈ tan (α) = Deff
2L2
. (4.14)
The numerical aperture N.A. is a key parameter of a setup and other quantities are expressed
with respect to it. One of these is the focal spot size as described in the next section.
4.3.2 Focal Spot Size
The size of the focal spot is an important property of a microbeam setup. The transverse
beam sizes Bt = Bh or Bv give the resolution of a scanning microprobe experiment because
the step size has to be on the order of the focal spot size Bt to get proper information2.
Scanning the sample horizontally and vertically through the beam Bh and Bv determines the
resolution of the scanning microbeam setup, respectively.
The longitudinal size Bl of the focal spot is the range along the optical axis in which the
broadening of the microbeam is small compared to its size. This is crucial for the maximum
thickness of the sample. If the widening of the beam is too big, the resolution of the setup
will change along the optical axis across the sample. This could cause severe problems for the
data analysis in tomography.
The broadening of the beam is dominated by two effects. There is the finite image size
due to geometrical optics. Furthermore, the image of the source is broadened by diffraction.
This angular broadening is basically λDeff
2Following Nyquist theorem the step size has to be half the size of the focal spot.
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PRL
L1 L2
Bt
Bl
Figure 4.4: The focus of a microbeam setup has a width Bt = Bh or Bv at a distance L2 from the
PRL. Indeed, due to diffraction and geometric effects this width is dispersed along the
optical axis over a length Bl. The rays penetrating the lens originate from the far away
source and thus they are assumed to be parallel.
The total transverse focal spot size is:
Bt = L2
√
b2t
L21
+
2.77a
k2R2
. (4.15)
Here, a is µNR, and it corresponds to the diffraction broadening of the focal spot while the
first term is the demagnified source size.
Diffraction also spreads the spot size in the longitudinal direction. This spreading in-
creases with the square of the numerical apertureN.A. as in normal optics. In appendix C
the longitudinal focal spot size Bl is deduced in detail. Here, the asymmetry of the beam
broadening in front and behind the focal spot is neglected. Additionally, the broadening due
to diffraction is not taken into account. Thus, the longitudinal spot size reads:
Bl ∼ 2
pi
λ
N.A.2
. (4.16)
The dependence of Bl on N.A.−2 turns out as an advantage of the PRLs. The very small
numerical aperture N.A. of the PRL, on the order of 10−4 results in a very long depth of field
which opens the possibility of microtomography.
4.3.3 Gain g
Another important property of a microbeam setup is the gain g, because the aim of the
microbeam setup is to produce a small beam with a very high flux. This means the intensity If
of the microbeam should be increased. The gain g is defined by the ratio of the intensity If
of the focused beam to the intensity I0 of a beam of equal size in front of the lens.
g =
If
I0
(4.17)
The intensity of the focused beam If is given by the flux of the micro focused beam Φf over
the area Af of the size of the microbeam. This area can be expressed with respect to the two
transverse sizes of the beam Bh and Bv. Since the source of an synchrotron has usually an
elliptical shape, the area of the microbeam Af is derived from pi
Bh
2
Bv
2 . The flux Φf behind
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the lens and in the microfocus, respectively, is obtained from the intensity I0 of the unfocused
beam in front of the lens and the aperture of the lens. Since the geometrical aperture is not
fully transparent to the incident x rays one has to consider the transmission TPRL of the PRL.
Therefore, the transmitted flux Φf is derived from the incident intensity times the geometrical
aperture reduced by the factor of the transmission TPRL. Hence, the transmitted intensity
within the micro beam If is derived from:
If = I0
4piR20TPRL
piBhBv
= I0
2R20
BhBvap
e−µNd
(
1− e−2ap) . (4.18)
Here, the transmission TPRL of the PRL is substituted by its value TPRL = e−µNd 1−e
−2ap
2ap
.
The factor ap is given by
µNR20
2R . Using this expression one finds the gain g:
g =
4R
BhBvµN
e−µNd
(
1− e−
µNR20
R
)
. (4.19)
The transverse sizes of the focal spot Bh, Bv can be expressed in terms of the source size
by geometrical optics, i.e., Bh/v =
L2
L1
bh/v, or to be more precise from equation (4.15). The
highest gain is reached for a large demagnification 1m =
L2
L1
and a good transmission TPRL of
the lens.
material E m g Bh ×Bv Beamline
Al 19.5keV 100 423 7× 0.6µm2 ID18 at ESRF
Al 18.2keV 126 58 7.14× 0.52µm2 ID 22 at ESRF
≈19.8keV 109 101 6.3× 0.58µm2
Be 8.9keV 79 8003 7.14× 0.47µm2 1-ID at APS
9.66keV 38.6m 8524 7.19× 0.47µm2
Be 17.5keV 58.5 5479 15.38× 1.03µm2 ID 22 at ESRF
Table 4.3: The table compares the gain g of different microbeam setups used in this work. The gain g
depends on the focal spot size Bh ×Bv which again depends on the lens material, and the
energy E via the magnification m (demagnification is 1m ). The focal spot size Bh ×Bv as
well as the gain g are theoretical estimates.
4.4 Nanofocusing Lens (NFL)
The gain g is a relevant parameter for the design of a microbeam. The question arises how
the gain can be improved. The gain grows with a shrinking focal spot size Bh/v. In order to
reduce the focal length f , one has to stack more lens behind each other or one has to reduce
the radius of curvature R.
Unfortunately, one cannot scale down the radius of curvature R of the common PRLs
because a much smaller radius is difficult to realize. To further reduce the radius of curvature R
further, a new technique has been followed here. For the production of a microbeam the
rotational symmetry of the PRL is not necessarily required. Thus, one can also use two
crossed planar lenses to focus the vertical and horizontal direction separately (see figure 4.5).
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This also opens the possibility to use different demagnifications 1m in the horizontal and in the
vertical direction. Since the source of a third generation synchrotron is usually of elliptical
shape, one can obtain a circular shape of the focal spot by demagnifying the source differently
for the horizontal and the vertical direction.
(a)
(b)
Figure 4.5: Scanning electron micrograph shows a) an individual and b) a compound nanofocusing
lens (NFL). The lenses have been produced using common silicon wafer technology and
electron beam lithography followed by deep trench etching.
The planar lenses can be made of silicon by lithography to shrink down the radius of
curvature R to some µm. In our particular case [Sch03c], the shape of the lenses was defined
by electron beam lithography with a radius of curvature R between 1 and 2.8µm in steps
of 0.1µm. Afterwards the silicon was etched by deep trench RIE (reactive ion etching). In
our case the depth of the etching amounts 35µm. The thickness d between the apices of the
parabolas was reduced to 3µm which is small compared to 10µm of the aluminium or 50µm
of the beryllium lenses. The number N of single lens within one nanofocusing lens (NFL) was
chosen to be either 50 or 100.
Note that the properties of the NFLs are similar to those of the PRLs, but one has to
carry out the calculation for both direction, i.e. horizontal and vertical, separately.
The NFLs were used to produce a microbeam at the ID22 of the ESRF. A NFL with N=100
was used to focus the beam horizontally. The radii of curvature R for the horizontal direction
were determined to be 2.15µm while the design value was 2µm. The image distance L2h from
the center of the NFL to the focal spot was 15.6mm. The length of the horizontally focusing
NFL was 8.4mm. For the vertical focusing a NFL with N=50 was used and the radius of
curvature R turned out to be 2.0µm. This yield a image distance L2v of 26.7mm. The length
of the lens was 4.2mm.
The vertically focusing NFL was placed in front of the horizontally focusing one to get the
same focal plane for both lenses. Within this plane we obtained a focal spot of Bh=380nm
by Bv=210nm. The flux Φf in the focal spot amounts 1.2 · 108 phs .
We placed an additional beryllium PRL (N=136, R=208µm) 1100mm in front of the NFLs
to increase the flux in the focal spot. This beryllium PRL produced a virtual image of the
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source 400mm behind the NFLs. The beryllium PRL focused the beam onto the aperture of
the NFLs. This increased the flux to 4.6 · 109 ph
s
. But the focal spot was also spread to 1.2µm
horizontally. This setup was the one used to perform the fluorescence microtomography of
the trichome (see section 7.2.2) and the micrometeorite (see section 7.1).
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Chapter 5
Primary Beam Properties
Figure 5.1: A synchrotron radiation source like the European Synchrotron Radiation Facility (ESRF)
has the shape of a polygon and stores electrons at high energy. These particles are deflected
by bending magnets (BM). The bending magnets (BM) and the insertion devices (ID) (lo-
cated in the straight sections between the bending magnet) produce synchrotron radiation
due to acceleration of the electrons.
The experiments described here were performed at synchrotron radiation sources. One
of these facilities is the European Synchrotron Radiation Facility (ESRF) another one the
Advanced Photon Source (APS). They consist of a storage ring to store accelerated electrons
at high energies Ee = γmec2, where γ =
√
1− β2−1 is the relativistic parameter and β =
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ve/c. The energies are 6GeV (γ = 11742) and 7GeV (γ = 13700) for the ESRF and APS,
respectively. A sketch of the ESRF is shown in figure 5.1.
In order to keep the electrons on the closed track of the ring, they are deflected by bending
magnets (BM). The bending magnets generate a magnetic field which is perpendicular to the
plane of the storage ring. This magnetic field deflects the electrons by a Lorentz force. The
acceleration causes the electrons to emit electro-magnetic radiation. The radiation is emitted
into a very small cone. This cone has an opening angle of 2/γ that arises from relativistic
aberration1. This high collimation of synchrotron radiation is one of its great advantages over
other radiation source.
The radiation emitted by a bending magnet consists of a continuous spectrum up to a
critical frequency ωc that is approximately:
ωc ≈ 3γ
3
2ρBM
c. (5.1)
Here, c is the speed of light and ρBM the radius of the bending magnet. This radius lies in the
range of several meters. The three factors of γ arise from length contraction, time dilatation,
and the opening angle of the radiation due to relativistic aberration, respectively. A detailed
discussion concerning this can be found in, e.g., [Wil96, Len96]. For storage rings having
electron energies Ee in the range of GeV the corresponding critical energy Ec = hωc lies in
the hard x-ray range (see table 5.1). For lower electron energies Ee the relativistic effects are
less significant and the photon energies are lower.
Facility Ee [GeV] ρBM [m] Ec [keV]
APS 7 38.96 19.53
DORIS III 4.45 12.2 16.02
ESRF 6 25 19.17
Spring8 8 39.3 28.90
Table 5.1: The critical energies Ec of bending magnets vary around 20keV for different synchrotron
facilities.
The bending magnets are one of two sources to generate radiation at a synchrotron ra-
diation facility. The other source are the so-called insertion devices (ID) that are placed
into straight sections between two bending magnets. Insertion devices are made of dozens of
magnetic poles with an alternating magnetic field (see figure 5.2) that again is perpendicular
to the plane of the storage ring. This is achieved by stacking alternating bending magnets
behind each other. The electrons are deflected by the field of the magnetic poles and jiggle
around the central axis of the insertion device on a sinusoidal path. Similarly to the case of a
bending magnet the deflection of the electrons causes them to emit radiation. The radiation
emitted by an insertion device can be in the hard x-ray range, too.
The intensity emitted by the insertion device as well as its spectrum differs from the those
of a bending magnet. Moreover, the field amplitudes of the radiation generated by all wig-
gles of the pole pairs of an insertion device can superpose either coherently or incoherently.
1The relativistic aberration is due to the Lorentz transformation from the electron system to the laboratory
system.
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Therefore, the spectrum emitted by an insertion device varies depending on the kind of super-
position. The name of the insertion device also depends on the superposition. Additionally,
the emission angle of the insertion device changes depending on the interference.
z
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S
N
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 α
max
Figure 5.2: The insertion devices of a synchrotron radiation source are located in the straight sections
between the bending magnets. Within the insertion device the electrons are forced on a
sinusoidal path by the alternating magnetic field. The acceleration of the electron produces
electro magnetic emission called synchrotron radiation.
As aforementioned the bending magnet emits a continuous or white spectrum. The emis-
sion angle of the radiation is limited in the vertical and horizontal direction. Vertically the
fan of radiation is opened by 2/γ because of the relativistic aberration. The horizontal angle
of emission is the deflection angle αmax of the bending magnet typically 10◦. On the other
hand, for an insertion device the horizontal opening angle is dominated either by the maxi-
mum deflection angle αmax or by the opening angle 1/γ of the emission cone. If the maximum
deflection angle αmax is large compared to the opening angle γ−1 of the radiation cone, the
superposition of the field amplitudes is incoherent and it is the intensities emitted at each
wiggle which have to be summed up. This results in a total intensity of an insertion device
with Nu poles that is Nu-times higher than the one of a single bending magnet. This type
of insertion device is called wiggler. The spectrum of a wiggler is continuous like that of a
bending magnet but Nu-times higher in intensity. Also the horizontal emission angle is given
by αmax like it is the case for a bending magnet. However, usually this angle is much smaller
for a wiggler than for a bending magnet.
In an undulator, on the other hand, the maximum deflection angle αmax is smaller than
the opening angle γ−1 of the emission cone. The field amplitudes of the emitted light add
coherently resulting in strong interference for certain photon energies. The intensity emitted
by an undulator as a function of the wavelength λ exhibits a line spectrum (see figure 5.3).
The lines of this spectrum are given by:
λj =
λu
2γ2 · j · (1 +
κ2
2
+ γ2ϑ2), j = 1, 2, ... (5.2)
λj is the so-called j-th harmonic of the undulator, λu the period of the pole pairs that is
called undulator wavelength, and ϑ the deviation angle from the optical axis in the horizontal
plane (cf. [Tho01, Wil96]). κ is the undulator parameter defined by:
κ :=
eB0λu
2pimec
=
αmax
1/γ
, (5.3)
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with the peak magnetic field B0 of the undulator. The deflection parameter κ is varied by
changing either the peak magnetic field B0 or the wavelength λu of the undulator. Usually
the wavelength λu is fixed and the peak magnetic field B0 is tuned by varying the gap between
the magnetic poles. κ is the parameter that distinguishes the regime of an undulator source(
κ . 1) from a wiggler (κ  1). In figure 5.3 the spectra of an insertion device for κ=1.225
and 1.937 are shown and they show an undulator spectrum rather than a wiggler spectrum.
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Figure 5.3: The brilliance of an U42 undulator of the ESRF was simulated by XOP [dR97]. The
undulator parameter κ was chosen to be 1.937 and 1.225. These values correspond to mean
energies of 19.8keV for the 7th harmonic and 23.15keV for the 5th harmonic, respectively.
The energy bandwidth ∆E of the 7th harmonic at 19.8keV is 76eV.
The energy bandwidth ∆E of an undulator harmonic is given by the coherent superpo-
sition of the different field amplitudes originating from the magnetic poles. Similar to the
interference by multiple reflection (cf. [Lip95]) the width of a single line within the spectrum
is given by the number of coherently interfering wavefronts. For the case of an undulator
the number of wavefronts is the number Nu of magnetic periods times the order j of the
harmonic2. Thus, the relative energy bandwidth ∆EE of the j-th harmonic reads:
∆E
E
≈ 1
Nu · j . (5.4)
The relative energy width ∆EE of an undulator harmonic is typically of the order of 1 to 2%.
For instance, for the 7th harmonic of an U42 undulator3 of the ESRF the relative energy
bandwidth ∆EE is estimated to be
1
38·7= 0.38%. The spectral brilliance (the brilliance is
introduced below) of the ESRF undulator U42 is depicted in figure 5.3 for a gap of 18.79mm
and 29.7mm. The spectrum was calculated by XOP [dR97] a ray tracing program to simulate
synchrotron radiation and x-ray optics related problems. The undulator parameter κ was
chosen to be 1.225 and 1.937, this corresponds to a fundamental energy of 4.63keV and
2For the j-th harmonic the wavelength λj fits j-time into the undulator wavelength λu.
3The name refers to the undulator wavelength λu that is 42mm.
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2.83keV, respectively. The latter one is the configuration of the undulator as it was used for
the ’pink’ beam setup described below (see section 5.2). For this purpose the 7th harmonic
with a mean energy of 19.8 was selected. It has an energy bandwidth ∆E of 76eV. This
corresponds to a relative energy bandwidth ∆EE of
0.076
19.8 = 0.38% in agreement with to the
value estimated from equation (5.4).
The figure of merit of an x-ray source is the brilliance B. The brilliance B of an radia-
tion source is the number of photons per phase space volume or the number of photons per
second, per source size, per solid angle and per bandwidth. The commonly used units are
ph
s·mm2·(mrad)2·0.1%BW . Thus the brilliance B reads:
B =
Φ
hv0.1%BW
. (5.5)
Here, Φ=[Phs ] is the flux the x-ray source emits (the usual units are indicated in bracket).
h/v=[mrad] is the emittance of the beam in the horizontal and vertical direction in the plane
perpendicular to the propagation of beam’s photons. It is given by the source size bh/v=[mm]
times the opening angle βh/v of the beam in the horizontal and the vertical direction, respec-
tively. 0.1% BW refers to the bandwidth ∆E of the radiation that is taken into account to
determine Φ. Thus the radiation of an energy interval of 0.1% around a mean energy is taken
into account for the flux Φ, only.
The phase space of the photons is six dimensional. It is spanned by the source size bh/v
and their corresponding divergence βh/v. The other two dimensions are the bandwidth ∆E
and the time interval over which the flux Φ is measured. By multiplying the latter of these
two quantities by the speed of light c one can identify it with the phase space coordinate
that represent the extend of the phase space volume in the direction of propagation. The
bandwidth ∆E is canonically conjugated variable to the time interval.
The brilliance B is given by the source and it cannot be improved using any optic. Usually
an optic reduces the brilliance B because it reduces the number of photons due to absorption
or imperfect reflection. Therefore, the brilliance B of a setup is given by the source. However,
an optic can improve one or more single parameters of the beam with the disadvantage of
worsen other parameters. This possibility is sometimes favorable in order to optimize the
beam parameters for the setup under consideration.
Brilliance B defined as the number of photons per phase space is conserved according to
Liouville’s theorem (constancy of phase space). Therefore, if an optic improves some beam
parameters its canonically conjugated variables will deteriorate because of Liouville’s theorem.
Additionally, an optic usually damps the flux (see above) and thus the brilliance B decreases.
The improvements and developments in x-ray generation are shown in figure 5.4. Since
the discovery of x rays in 1895 by W. C. Röntgen [Rön95] the brilliance B has been increased
by nearly fourteen orders of magnitude. Another six orders are expected to be gained by using
an x-ray free electron laser (XFEL). The x-ray free electron laser is anticipated to have an
averaged brilliance B of about 1026 ph
s·mm2mrad2·0.1%BW and a peak brilliance which is another
six orders of magnitude higher4.
4The FEL emits short pulses of x rays with a very high flux. This flux has to be averaged over time to be
compared to other devices.
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Figure 5.4: The brilliance of x-ray sources is plotted versus the years. A major increase occurred
when synchrotron radiation sources were introduced. Nowadays the brilliance of 3rd gen-
eration synchrotrons reaches 1020 phs·mms·mrad2·0.1%BW . The proposed x-ray free electron
laser (XFEL) is expected to increase the average brilliance by another six orders of mag-
nitude.
For a microbeam setup it is especially important to have a small source size bh/v in order
to obtain a focal spot as small as possible (see section 4.3.2). The beam divergence is also
important for a microbeam setup because the aperture of the optic should cover as much of the
beam as possible even at larger distances from the source (see, e.g., section 4.2.2). Therefore,
a source with a strongly diverging beam would not be feasible, because the spreading of the
beam would result in a large loss in flux at those distances. Indeed, also other applications
need a small divergence of the beam, e.g., for small angle scattering the divergence of the beam
can be a limit for the resolution of the diffraction pattern [Mül01]. The energy bandwidth ∆E
of the emitted radiation is not so crucial for a microbeam setup (see below). Nevertheless,
the acceptable energy bandwidth ∆E for a microbeam setup is limited.
The source size bh×bv and the vertical divergence βv of a synchrotron source, i.e. bending
magnet, wiggler or undulator, are mainly given by the electron beam stored in the ring, but
the horizontal divergence βh as well as the flux per 0.1% of energy bandwidth ∆E depend
on the type of the source. For a wiggler or a bending magnet the horizontal divergence βh
is given by the maximum deflection angle αmax of the electrons (see above and figure 5.2).
For the undulator the horizontal divergence βh is given by 2/γ because for the case of an
undulator αmax is smaller than γ. Furthermore, the spectrum of a wiggler and a bending
magnet is continuous while the undulator emits a spectrum of discrete harmonics. Therefore,
the flux per 0.1% of energy bandwidth ∆E of an undulator harmonic is usually higher than
the flux emitted over this energy interval by a wiggler or bending magnet. Consequently, the
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undulators are the most brilliant x-ray sources.
The energy bandwidth ∆E of an undulator harmonic is narrow enough for an x-ray flu-
orescence scanning microprobe setup. In the following we will compare the properties of a
monochromatic and a polychromatic ’pink’ beam.
5.1 Monochromatic Beam
The undulator harmonic used for the ’pink’ beam experiment was the 7th (see figure 5.3). Its
energy bandwidth ∆E is 76eV full width at half maximum (FWHM), this corresponds to a
relative bandwidth of ∆EE = 0.38%. This bandwidth
∆E
E can be reduced to the order of 10
−4
by the monochromator. One way to monochromize hard x rays is by a double crystal mono-
chromator made of silicon or germanium. Such monochromators are based on the concept of
Bragg reflection as outlined in the following.
Bragg reflection at the crystal planes of a solid depends on the angle of incidence and the
energy of the x rays according to Bragg’s law:
2d sin ϑ = jλ = j
hc
E
j = 1, 2, 3.... (5.6)
d is the distance between the crystal planes, ϑ the angle of incidence, and j an integer number.
For a fixed angle ϑ the crystal only reflects some energies E that fulfill equation (5.6) for an
integer number j. The angle ϑ between the incident beam and the crystal planes can be
tuned to let pass through a desired energy E for j=1, only. The Bragg reflection of the
desired energy E only reflects a certain energy interval. The energy interval depends on the
divergence of the beam. The beam divergence is transfered to a wavelength interval by:
∆λ = 2d cos ϑ∆ϑ (5.7)
Thus, the energy bandwidth ∆E =
∣∣ hc
λ2
∣∣∆λ of monochromatic radiation is given by the
divergence of the beam.
The second crystal of the double crystal monochromator is tunable, too. The second
crystal is tuned to reflect the beam under the same angle as the first one does. This yields
the advantage of a maximum overlap of both bandpasses and of an exiting beam that is par-
allel to the incident. However, for this case some of the higher harmonics of the undulator
also fulfill the Bragg equation (5.6) and can pass through the monochromator. The wave-
length of higher harmonics of the undulator are integer fractions of the undulator wavelength
(cf. equation (5.2)). Thus, some of them also fulfill the Bragg law in equation (5.6) for an
i > 1.
However, the angle of the second crystal can be detuned against the first one. This results
in a smaller overlap of the bandpasses. The dynamic theory of diffraction predicts diffraction
angles for the higher harmonics of the undulator that are slightly different from the desired
harmonic. Therefore, the smaller overlap of the bandpasses can be used to select the desired
undulator harmonic from the spectrum.
Another approach to damp the higher harmonics is to place a totally reflecting mirror in
front of the monochromator. This also takes the high heat load of the synchrotron radiation
beam off the monochromator.
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Figure 5.5: The reflectivity of total reflecting mirrors for x rays as they are available at ID22 (ESRF) is
plotted versus energy E. The deflection angle is chosen to be 0.148◦ for all three materials.
The reflectivity as a function of the energy E drops proportional to E−4 for energies above
the cut-off energy Ecut. The cut-off energy Ecut depends on the density of the reflecting
material via the refractive index decrement δ.
Total reflecting mirrors for hard x rays are based on external total reflection under grazing
incidence. Since, matter is optically thinner in the hard x-ray regime (cf. chapter 2) and the
deviation of the refractive index n from one is small (n − 1 = δ ≈ 10−6). Thus, one obtains
total reflection of x rays for small angles of incidence. If a mirror is hit by an x-ray beam
under a fixed angle the spectrum of the beam is reflected up to a cut-off energy Ecut. Above
this energy the reflectivity of the mirror drops proportional to E−4 (see figure 5.5).
The maximum angle of total reflection for a fixed energy E is given by
√
2δ, where δ
is the refractive index decrement. Thus, since the refractive index decrement δ depends on
the energy E of the reflected radiation, the maximum angle of total reflection depends on
the energy as well. For smaller angles the cut-off energy Ecut of the mirror is higher. More
details about the total reflection of x rays at surfaces under grazing incidence can be found
in, e.g. [Kle94, Kön95].
The mirror damps the higher harmonics of the undulator spectrum and one gets a mono-
chromatic beam behind the monochromator. But unfortunately monochromizing the beam
also reduces the intensity of the beam. This is because the Bragg reflections within the
monochromator are not perfect, i.e., the reflectivity of the desired energy is only 70 to 80%.
However, the main reduction in intensity is due to the small energy bandwidth which removes
part of the undulator harmonic.
For a fluorescence tomography setup the flux is the figure of merit and a monochromatic
beam interests secondarily. The advantage of a monochromatic beam over a setup without a
monochromator is just the reduced chromatic aberrations of the PRL. As mentioned before,
the refractive index decrement δ depends on the energy E. Thus, the focal length f of the
lens is also changing with the energy E because the focal length f depends on the refractive
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Figure 5.6: The vertical knife edge scan (black crosses) across the monochromatic beam at an en-
ergy E=18.2keV is fitted by two error functions (red line). The beam profile (blue line)
which is the derivative of the fit extends to Bv=480nm. The theoretical estimate for this
aluminium lens is Bv=480nm, too.
decrement δ. This leads to a blur of the focal spot or an increase of the focal spot size Bh/v.
In the following this increase will be determine for typical setup.
A typical microbeam setup with a monochromatic beam consists of a source, a mirror,
a double crystal monochromator, and an optic. Here, the energy was chosen to be 18.2keV.
The optic, a PRL, consisted of N=220 individual aluminum lenses with a radius of curva-
ture R=209µm. For L1 = 41m this gives a vertical spot size Bv of 480nm. The experimentally
determined vertical spot size Bv is shown in figure 5.6. The spot size Bv in the vertical direc-
tion was measured by the knife edge technique and its value amounts 480nm (see figure 5.6),
too.
The knife edge technique uses a sharp and well defined edge that is aligned perpendicular
to the beam. The scan can be performed either in absorption or in fluorescence. In the first
case the edge partly covers the beam while in the latter case the beam excites fluorescence
radiation that originates from the edge. In both cases the intensity varies as a function of the
position of the edge in the beam. Figure 5.6 (black crosses) shows the knife edge scan of the
setup described above. The intensity is the beam profile integrated along the scan direction.
Thus the derivative corresponds to the beam profile.
A sum of two error functions (red line) has been fitted to the data. Its derivative gives
the beam profile (blue line). The FWHM of this curve gives 480nm. The result agrees in an
excellent way with the estimation from the beam parameters.
5.2 Polychromatic Beam
An undulator harmonic offers the possibility to increase the flux at the expense of a slightly
broader energy band width. For certain experiments, like fluorescence tomography, which do
not necessarily need a monochromatic beam but a high flux, a setup with a polychromatic or
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’pink’ beam is advantageous.
Such a setup can be realized by using one undulator harmonic and removing all other
harmonics from the undulator spectrum by a filter. The higher harmonics of such a spectrum
are damped by a total reflecting mirror because all energies above the cut-off energy Ecut are
only weakly reflected by the mirror. The lower energies of the spectrum can be damped by
an absorber. The absorption of the matter is dominated by photoabsorption within the hard
x-ray range (>2keV). Away from absorption edges the photoabsorption is proportional to E−3
(see figure 2.1), therefore the low energy x rays are much stronger absorbed by matter than
photons with higher energies.
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Figure 5.7: Transmission of the ’pink’ beam filter is shown as a blue dashed line. It consists of a 250µm
molybdenum absorber (red line) and a total reflecting mirror (black line) coated with
palladium. The reflection angle of the mirror was 0.148◦, thus the cut-off energy Ecut was
24keV. The molybdenum yields an absorption edge at 20keV which additionally reduces the
higher harmonics as well. Note, the different ordinates of the reflectivity of the palladium
mirror (black line) and the other two components.
In order to increase the flux we have used a bandpass filter shown in figure 5.7 (blue
dashed line). It was obtained by a total reflecting mirror that was coated with palladium.
The deflection angle was 0.148◦. The resulting reflectivity is shown in figure 5.7 (black line).
It drops rapidly above 24keV which is the cut-off energy Ecut. Thus, all harmonics of the
undulator spectrum that lie above the 8th harmonic are only weakly reflected by the mirror.
In addition to the mirror, a molybdenum absorber with a thickness of 250µm was em-
ployed. This absorber substantially damps the lower energies of the spectrum (cf. figure 5.7).
Though the 5th and 6th harmonic of the ’pink’ beam spectrum are visible in figure 5.8 (blue
dashed line) the 6th is already one order of magnitude smaller than the 7th harmonic and the
5th is even nearly two orders smaller. Besides the damping of the low energies the molybdenum
filter sharply reduces x rays with energies above 20keV because the K-edge of molybdenum
yields a sharp low pass at 20keV. Thus, harmonics above the 7th are reduced much better than
by using only the total reflecting mirror. This can clearly be seen from the comparison of the
spectrum of the reflected beam (black line) to the one transmitted through the molybdenum
(red line) in figure 5.8. While the reflected spectrum still shows all harmonics above the 7th,
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Figure 5.8: The spectrum of the ’pink’ beam (blue dashed line) is compared to the spectrum that is
reflected by the Pd-mirror (black line) and the one that remains behind the molybdenum
filter (red line). The pink beam spectrum still exhibits the 6th harmonic but its height is
50 times lower than the one of the 7th.
the molybdenum filter clearly damps the higher harmonics and none is visible in the spectrum
up to 30keV as shown in figure 5.8. However, the mirror substantially reduces radiation with
energies above 25keV for which the absorption of the molybdenum gets weaker. This can be
realized from comparing the molybdenum filter (red line in figure 5.7) to the total filter (blue
dashed line). The gap between the two lines grows with increasing energy.
The energy bandwidth ∆E achieved by the ’pink’ beam setup was 76eV FWHM. This
corresponds to a energy bandwidth ∆EE of 3.8·10−3. The flux in the ’pink’ beam was 2.3·109 Phs
which is nearly one order of magnitude higher than that for the monochromatic beam. The
flux of 2.5 · 108 Phs of the monochromatic beam was measured at an energy E of 19.8keV.
The focal spot size of the ’pink’ beam setup was determined using the knife edge technique.
The result of this measurement is shown in figure 5.9 (black crosses). By fitting a double error
function (red line) to it the vertical spot of the microbeam was obtained from the derivative
of the fit (blue line). The focal spot for the ’pink’ beam exhibits a higher background than
that of the monochromatic beam at 18.2keV(figure 5.6). The FWHM value of the vertical
spot size Bv was found to be 1.36µm. For a monochromatic beam at an energy E of 19.8keV
the vertical spot size is estimated to be 560nm. In other words, the focal spot of the ’pink’
beam is 2.4 times as broad as that of the monochromatic beam. Using this value one can
calculate a gain in intensity of the ’pink’ beam over the monochromatic beam by a factor of
1.56.
This factor increases the intensity of fluorescence radiation, too. Accordingly, the detection
limit is improved. Therefore, the ’pink’ beam mode can be used to take advantage of the high
flux and the improved detection limit.
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Figure 5.9: The knife edge scan across the ’pink’ beam in the vertical direction (black crosses) is fitted
by a double error function (red line). The derivative (blue line) of the fit yields a FWHM
of 1.36µm.
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Chapter 6
Fluorescence Tomography
Fluorescence tomography can be used to investigate the distribution of the chemical elements
inside a sample. This makes it a powerful tool for several fields of research, like cell biol-
ogy [Boh01a, Boh01b, Han01], geology or environmental science [Sni95, Rin97, Mén01, Phi01,
Cam02, Vin02a], material science [Nag98, Har99, Xu01, Chu02], and medicine [Tak95, Tak96,
Yua97, Tak99, Car01, Ort01, Wró00, Zen01]. The technique as it has been implemented in
this work is described in this chapter. First of all a typical setup is shown and its components
are described in detail. Afterwards, the data acquisition and analysis are discussed and the
new approaches that have been developed in this work are outlined. Subsequently, the recon-
struction algorithm is explained that has been implemented and used here. In the last section
problems of this technique that we have faced during this work are outlined and assessed.
The improvements that have been developed are described.
6.1 Setup
The setup of an x-ray microprobe experiment as it was used for the fluorescence tomography
is illustrated in figure 6.1. The sample is hit by a microfocused x-ray beam produced either by
parabolic refractive lenses (PRLs) (cf. section 4.1) or by nanofocusing lenses (cf. section 4.4)
in our case. Other kinds of x-ray optics can also be used [Sni95, Gao96, Vin02b, Isa98].
The beam intensity is monitored in front of the sample and behind it to get the transmis-
sion of the sample and to normalize the fluorescence intensities. The transmission signal gives
the absorption of the sample which is crucial for the self-absorption correction (see below and
section 6.4). The detectors for measuring these intensities can either be ionization chambers
or PIN-diodes (cf. section 3.1). For the results presented here PIN-diodes were used. The
tomograms of the trichome (section 7.2.2) and the micrometeorite (section 7.1) were obtained
using the PIN-diode in combination with a scattering foil (section 3.1.2).
The beam suffers absorption within the sample that corresponds to the transmission mea-
sured behind the sample. The absorption includes photoabsorption that generates holes in
the inner shells of the sample’s atoms due to inner photoeffect (cf. section 2.1). This causes
the atoms to emit fluorescence radiation (cf. section 2.1.1) which is detected by the energy
dispersive detector (see section 3.2). The energy dispersive detector is placed next to the
sample with its line of sight perpendicular to the direction of the beam along the direction
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Figure 6.1: A microprobe setup as it is used for fluorescence tomography consists of an optical ele-
ment, here a refractive lens, that focuses the incoming beam onto the sample. An energy
dispersive detector is placed in 90◦ geometry next to the sample in order to take the spec-
tra of the emitted fluorescence radiation. The sample is moved across the beam to acquire
a line scan of the sample. Afterwards the sample is rotated around its vertical axis by an
integer fraction of 360◦.
of the electric field of the electromagnetic wave. Thus, Compton and Rayleigh scattering is
minimized in relation to the fluorescence signal (cf. section 3.1.2).
The fluorescence radiation of the sample contains different energies which correspond to
the emission lines of different chemical elements within the sample. The energy dispersive
detector measures a spectrum of these emission lines (see, e.g., figure 6.3). From the height
of the emission lines one can deduce the concentration and distribution of the chemical el-
ements inside the sample. Indeed, this measurement provides an integral concentration of
each chemical element along the path of the beam. In order to get a spatial distribution the
sample has to be scanned across the beam. A horizontal movement r of the sample provides
knowledge about the distribution of the chemical elements in the direction perpendicular to
the beam. This motion is performed by a motorized stage which carries the sample. By
moving the sample across the beam a line scan is accomplished. Each position r of the beam
on the sample corresponds to a fluorescence spectrum along the beam.
The one dimensional line scan of each chemical element’s concentration inside the sample
can be extended to a two dimensional map by scanning another direction. The second direction
of scanning can be either the translation along the vertical axis [Gao96, Att95, Iid96, Ada98,
Isa98, Yun99] or as usual in tomography a rotation ϕ of the sample about this axis [Rus98,
Mén01, Chu02]. Here the vertical axis is the one perpendicular to the plane of the storage ring.
Scanning the sample along the vertical axis has a disadvantage over the tomographic approach.
Mapping the sample in the horizontal and vertical direction results in a distribution of the
chemical elements in the plane perpendicular to the beam without any information about
their location along the beam. For this reason, this technique can only be applied to thin
films where the thickness is on the order of the focused beam size. Therefore, most samples
have to be cut into thin slices of a few µm of thickness.
This disadvantage is removed in tomography where the sample is rotated ϕ about the
vertical axis. Tomography gives virtual slices across the sample without cutting it. Thus, the
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necessity of sectioning sample is removed and the effort for sample preparation is reduced.
The fluorescence tomography is able to determine the fluorescence intensity at every location
of this virtual slice across the sample.
The data acquisition of the fluorescence tomography delivers two dimensional raw data
called sinogram. A sinogram consists of the line scans that were taken for every rotational
angle ϕ. For each emission line of the fluorescence spectrum there is a separate sinogram. In
general, a sinogram plots the property measured by the setup over the direction r perpen-
dicular to the beam and the angle of rotation ϕ (cf. figure 6.2). The name of the sinogram
arises from its characteristic sinusoidal shape. The tomogram which is a two dimensional slice
across the sample can be reconstructed from the sinogram by an appropriate algorithm.
ϕ
r
r
m
0
360º0º
100%
0%
Figure 6.2: A sinogram is the raw data taken by a tomography setup. It plots the measured property
over the scan direction r that is perpendicular to the beam and the angle of rotation ϕ
(cf. figure 6.1). The shown fluorescence sinogram exhibits a sinusoidal shape. This shape
is characteristic for sinograms.
The complexity of a fluorescence tomography demand more sophisticated reconstruction
algorithms than needed in the simple tomographic reconstruction techniques like the filter
backprojection technique (FBT) (cf. appendix A). The fluorescence radiation that is emitted
inside the sample is absorbed along the way to the detector by the sample itself. This ef-
fect of self-absorption has to be considered when reconstructing the fluorescence tomograms.
Therefore, a reconstruction algorithm for fluorescence tomograms has to be developed and
implemented newly.
In the literature several approaches have been pursued to calculate the fluorescence in-
tensity distribution of the sample. Some of them use approximations to reconstruct the
fluorescence intensities [Hog91, Sim00, Bru01]. Some of them additionally estimated the
self-absorption or calculated it from data tables. Others again made use of the Compton
scattering, which is usually also measured, to calculate the absorption of the fluorescence
radiation on its way to the detector [Tak95, Tak96]. Another approach is to measure not only
the transmission of the sample at the energy of the incident beam, but also at all fluorescence
energies [Rus98]. However, this is very time consuming when a sample contains many different
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chemical elements. All these elements have different fluorescence energies of which one has to
take the absorption tomograms in order to reconstruct the fluorescence intensity. Moreover,
not all energies of the fluorescence emission can be reached at every single beamline. This
disadvantage is removed by the algorithm implemented here (Schroer [Sch01a]). It calculates
the self-absorption of the sample self-consistently from the fluorescence data and from the
absorption tomogram at the energy of the incident beam. By taking advantage of the E−3-
dependence of the mass photoabsorption coefficient τ(E)ρ away from absorption edges the mass
photoabsorption coefficient τ(E)ρ can be written as a linear combination of the densities ρ of
all atomic species in the sample. This allows one to calculate the absorption of the sample at
the different fluorescence energies from that one at the energy of the incident beam and from
the density distribution of the chemical elements inside the sample. Details are discussed in
section 6.4. Note, that a similar approach to that outlined here was followed by Chukalina
and co-workers [Chu02].
The next section gives a detailed description of the data acquisition and processing.
6.2 Analysis of the spectra
The energy dispersive detector takes spectra of the sample for every location of the sinogram.
These spectra consist of the emission lines of the different atomic species i within the sample
that are excited by the primary beam. The energy Eiν of the emission lines depends not only
on the atomic number Z of the atomic species i but also on the emission line ν itself as for
instance Kα or Lβ etc. (cf. section 2.1.1). Table 6.1 lists the energies of some emission lines.
atomic species Z line ν EF [keV]
Phosphorus 15 Kα 2.01
Kβ 2.14
Sulfur 16 Kα 2.31
Kβ 2.46
Chlorine 17 Kα 2.62
Kβ 2.82
Potassium 19 Kα 3.31
Kβ 3.59
Calcium 20 Kα 3.69
Kβ 4.01
Manganese 25 Kα 5.89
Kβ 6.49
Iron 26 Kα 6.40
Kβ 7.06
atomic species Z line ν EF [keV]
Nickel 28 Kα 7.47
Kβ 8.26
Copper 29 Kα 8.04
Kβ 8.91
Zinc 30 Kα 8.62
Kβ 9.57
Lead 82 Lα 10.5
Lβ 12.6
Lγ 14.76
Rubidium 37 Kα 13.35
Kβ 14.96
Strontium 38 Kα 14.10
Kβ 15.84
Table 6.1: Some emission lines often occurring in the samples of chapter 7 [Kir86]. Already this small
selection of emission lines illustrates the problem of overlapping emission lines. An energy
dispersive detector with a resolution of 150eV is not able to resolve the overlapping lines
of potassium Kβ (3.59) and calcium Kα (3.69keV).
These are the ones that most often occurred in the samples of chapter 7. Other lines can be
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found in [Kir86].
The energies Eiν of the different emission lines iν correspond to channels ch of the multi
channel analyzer (MCA). In order to identify all emission lines iν that are known as a function
of the emission energy Eiν , the MCA’s channels ch have to be calibrated with respect to the
energy. This is usually done by identifying some of the emission lines iν within the spectrum.
Afterwards one can fit a polynomial function E(ch) of first or second order, like:
E(ch) = C ch2 + B ch + A (6.1)
through these points Eiν(chiν) of some identified emission lines iν.
After determining the dependence E(ch) the spectra are rescaled versus energy E and
the other emission lines iν can be identified by using a reference table, e.g., the X-Ray Data
Booklet [Kir86].
The calibration of the energy scale requires a spectrum of high quality. The corresponding
data acquisition time is therefore minutes rather than seconds as for an individual spectrum in
a scan. The emission lines iν can be identified easily from the spectrum with a long acquisition
time. Indeed, getting all atomic species i inside the sample implies to illuminate the whole
sample rather than the small area of the focal spot. Therefore, the lens has to be moved out
of the beam to take a spectrum of the entire sample.
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Figure 6.3: The spectrum of the entire sample shows all atomic species i that are excited by the
incident beam. It shows a high dynamic range and due to the high dynamic range a high
complexity. After calibrating the MCA channels ch to the energy scale E one is able to
determine all emission lines iν.
From this spectrum the emission lines iν are identified as illustrated in figure 6.3. The
spectrum has a high dynamic range with low background. The low background usually allows
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one to clearly separate the peaks and to define so-called regions of interest (ROIs) for each
peak. These ROIs are intervals around a peak as it is shown in figure 6.4 for the iron Kα-line.
After fixing the ROIs a software that processes the spectra from the MCA returns for every
taken spectrum the count-rates integrated over all channels of the ROI. There are also MCAs
that already return count-rates of prior selected ROIs. The count-rate of a ROI gives one
point of the sinogram that corresponds to the emission line of this ROI. Thus, by defining the
ROIs one can gets sinograms from the data acquisition for every emission line iν that is of
interest. These sinograms are the basis for the reconstruction of the fluorescence tomograms.
This method is very fast, especially, when an MCA is used that already returns the
count-rate of ROIs. Moreover, the amount of raw data is much smaller because not a whole
spectrum has to be stored but only the ROIs. But the method using pre-defined ROIs has
serious disadvantages. First, the need of taking a separate spectrum over a long acquisition
time prior to the experiment implies double work because by summing up the spectra of all
points of the sinogram one also gets an overall spectrum with a long acquisition time1. In
figure 6.3 a spectrum generated that way is shown. Its SNR is excellent and its peaks can be
identified over more than two orders of magnitude without a problem. However, this approach
is not applicable to the ROI method because the ROIs have to be defined before taking the
sinogram. Second, as illustrated in figure 6.4 the ROI of Fe Kα overlaps that of Mn Kβ .
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Figure 6.4: The emission lines of manganese and of iron are shown. For the data acquisition either
ROIs can be defined as shown for Fe Kα line or a set of Gaussian peaks can be fitted to
the spectrum (red line). The latter method allows to separate overlapping emission line
like Fe Kα and Mn Kβ .
Therefore, it is not possible to distinguish these two peaks. The ROI method does not allow
to separate peaks that are too close together (see also K Kβ and Ca Kα in figure 6.3), in
1Such sinogram is taken at 60×90 to 110×150 different locations and the integrated spectrum has a 5400
to 16500 times longer acquisition time than a single spectrum.
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particular, if the resolution of the detector is low.
Therefore, it is better to fit analytical functions to the peaks of the spectra rather than
choosing ROIs. This approach has been implemented here in order to improve the quality
of the fluorescence tomograms and, especially, to separate overlapping emission lines from
each other. An example is the potassium Kβ-line and the calcium Kα-line (see below). The
functions that fit best to the data depend on the peak shape. As discussed in section 3.2 the
peak shape of the data presented here was basically Gaussian. Therefore, Gaussian peaks
were chosen to be fitted to the spectra.
A sum of several Gaussian profiles is fitted to the overall spectrum by a least square fit2
as it is shown in figure 6.4 for a section of three peaks (Mn Kα, Fe Kα, and Fe Kβ) from
the over-all spectrum (figure 6.3). This fit gives the position chiν = chj of the peaks in the
spectrum and their width σiν = σj . In a next step a sum of Gaussian profiles is fitted to each
spectrum of the sinogram. Now there is only one sinogram that contains a spectrum for each
location. The positions chj and widths σj of the Gaussian profiles are those from the fit to
the over-all spectrum. These values are kept constant when fitting the profiles to a spectrum
by varying their heights hiν = hj . From this fit one gets all heights hj of all peaks for each
spectrum of the sinogram. In other words, one solves a linear problem bch = Ach jhj of:
b(ch) =
∑
j
hj exp
{
−(ch− chj)
2
2σ2j
}
. (6.2)
Where b(ch) is the spectrum take for each location of the sinogram. It depends on the channel
number ch. In this particular case, the linear problem was solved by QR-decomposition3
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Figure 6.5: The fit of a sum of Gaussian profiles to the overlapping peaks potassium and calcium
K-lines yields an intensity ratio of α to β lines of approximately 7 : 1 (171k:25k). The
ratio of potassium is 5 : 1 (260k:60k) rather than 7 : 1 because of the higher absorption of
the Kα-line.
2The fit was performed using IGOR Pro’s multi peak fitting package.
3QR-decomposition is a standard technique to solve linear problems. It decomposes the matrix Ach j into
an upper triangular matrix A and an orthogonal matrix Q.
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from a standard math library. From the fitted heights hj one finds the sinograms which
represent the fluorescence intensity of the emission lines iν=j.
Ca KαK Kα
Figure 6.6: The calcium is distributed over the boundary of the sample while there are spots of high
potassium concentrations located closer to the middle of the sample (white circles indicate
the outer diameter of the sample). Therefore the self-absorption of the potassium signal
is stronger than that of calcium. The self-absorption in the sample influences the ratio of
Kα and Kβ lines.
These fits were especially important to distinguish between the calcium Kα-line and the
potassium Kβ-line. Indeed, the distinction between the two lines by two fits needs a detailed
knowledge about the height ratio of the peaks as well as the position of the peaks within the
spectra taken by the detector. In figure 6.5 a fit of two Gaussian peaks was performed to the
overlap of the potassium Kβ-line and the calcium Kα-line. By a rule of thumb the ratios of the
Kα to the Kβ-lines are approximately 7 : 1. This is fulfilled within limits for these fits. The
height of the potassium Kα-line is a bit to small. This might arise because absorption affects
this line stronger than the Kβ-line. Indeed, the potassium is located closer to the center of
the sample than the calcium (see figure 6.6). Thus, the self-absorption of the sample is higher
for the potassium lines than for the calcium lines. The self-absorption influences the ratio of
the Kα to the Kβ line. This fact is confirmed by the sinograms in figure 6.7. The intensity
decay from left to right of the potassium Kα sinogram is stronger than that for the potassium
Kβ sinogram.
K Kα Ca KβK Kβ Ca Kα
Figure 6.7: By fitting Gaussian peaks to the spectra taken by fluorescence tomography, the sinogram
of the calcium Kα-line can be separated from the potassium Kβ-line. The structure of
the two potassium lines as well as the structure of the two calcium lines match each other
with substantial congruence.
These two sinograms of potassium are shown in figure 6.7 together with the ones of cal-
cium Kα and Kβ confirming that the separation of the potassium Kβ and calcium Kα signals
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can be done with reasonable confidence. The comparison of the sinograms of calcium Kα
and Kβ yields a good congruence. In addition, the comparison of the sinograms of the two
potassium lines shows also significant similarity. Thus the separation of both lines by fitting
Gaussian profiles to the spectra worked out well.
However, for two peaks which are too close together this technique is not so successful.
This is because as two peaks move closer together their heights hj become more and more
linearly dependent in equation (6.2).
6.3 Model
For the tomographic reconstruction from the sinograms obtained by fluorescence tomography
one needs a detailed understanding of the processes that take place inside the sample during
data acquisition. These are, besides the attenuation of the primary beam and the generation
of fluorescence radiation, the absorption of the fluorescence radiation by the sample in a given
geometry of the setup.
A common setup for fluorescence tomography is schematically shown in figure 6.8. The
sample is horizontally moved through the beam along r that is perpendicular to the beam.
The beam passes through the sample at the different positions r parallel to the s-axis. These
two coordinates (r, s) describe a location on the virtual cross section through the sample in
the laboratory system. The movement of the sample is performed by a motorized stage that
moves the sample in steps of ∆r. This step size ∆r should be half the horizontal size of the
beam Bh (see section 4.3) according to Nyquist’s theorem (cf. [Kak88] section 2.1.6). The
movement along the r-axis yields a line scan across the sample. After every line scan the
sample is rotated by an integer fraction of 360◦. The line scan and the rotational step are
repeated until a full rotation is completed.
The incident beam is partly absorbed by the sample according to the total absorption
coefficient µ(r, s). The intensity I0(E=E0) of the primary beam4 is attenuated by the sample
and the intensity I(r, s, E=E0) left behind at (r, s) is given by:
I(r, s, E0) = I0(E0) exp
{
−
∫ s
−∞
µ(r, s′, E0)ds
′
}
. (6.3)
µ(r, s′, E0) is the total absorption coefficient at the energy E0 of the incident beam at the
location (r, s′) of the sample.
As described in section 2 the total absorption coefficient µ incorporates contributions
of different processes that absorb the photons. For the present case the energy E of the
primary beam varied between 17.5 and 25keV. Within this energy range the absorption is
dominated by photoabsorption (see figure 2.1). The photoabsorption not only damps the
primary beam, it also causes the emission of fluorescence radiation (cf. section 2.1). The
fluorescence intensity IF originating from an area of ∆r∆s at (r, s) depends on the pho-
toabsorption coefficient τ(r, s, E) with ∆r = ∆s. The photoabsorption coefficient τ(r, s, E)
consists of contributions of all different atomic species i with atomic number Z that are present
4Note, that the primary intensity I0(E0) might also depend on the position along the r-axis, because the
intensity is not stable over the time of the data acquisition. But by normalizing I(r, s, E0) to I0(E0) this
problem can be moved out.
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Figure 6.8: The sample is moved across the beam along the r-axis. The beam penetrates the sam-
ple parallel to the s-axis and is partly absorbed. Photoabsorption causes the emission
of fluorescence radiation within the entire path of the beam through the sample. The
fluorescence radiation from each beam position r is measured by the energy dispersive
detector. Once the entire sample is moved across the beam it is rotated by an integer
fraction of 360◦ and the line scan along the r-axis is repeated. The rotational steps are
repeated until a full rotation is completed.
at location (r, s) within the sample. The photoabsorption coefficient τ(r, s, E) can be written
as (see also chapter 2):
τ(r, s, E = E0) =
∑
i
τi(r, s, E0) =
∑
i
(
τ(E0)
ρ
)
i
ρi(r, s). (6.4)
ρi(r, s) is the density of the i-th atomic species at (r, s) and
(
τ(E=E0)
ρ
)
i
the corresponding
mass photoabsorption coefficient at the energy E = E0.
The fluorescence intensity IF is calculated from the photoabsorption coefficient τ(r, s, E0)
and the length ∆s. Since the length ∆s is relatively small – usually less than 10µm – compared
to the attenuation length 1/τ(r, s, E0) for the overall photoabsorption of the sample, the
absorption is considered to be linear5 in τ(r, s, E) within the area ∆r∆s. Thus, the intensity
of the beam that is absorbed due to photoabsorption by the atomic species i in a infinitesimal
small area drds is:
I(r, s, E0)τi(r, s, E0)ds = I(r, s, E0)
(
τ(E0)
ρ
)
i
ρi(r, s)ds. (6.5)
This intensity is not fully remitted as fluorescence radiation but the fraction of fluorescence
radiation is given by the fluorescence yield  (cf. section 2.1.1). The fluorescence yield iν is
varying as function of the atomic species i as well as of the line of emission ν = Kα, Lα, Kβ ,
etc. (see section 2.1.1). Thus the fluorescence intensity IFiν of the emission line ν of the
5Actually, it is (1 − exp {−τ(r, s, E0)∆s}), but this quantity gives a contribution of τ(r, s, E0)∆s for the
first order series of the exp-function. This is especially true for an infinitesimal small length of ds.
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atomic species i that is emitted into a solid angle of 4pi starting from (r, s) is given by:
IFiν(r, s, E0) = I(r, s, E0)iντi(r, s, E0) = I(r, s, E0)iν
(
τ(E0)
ρ
)
i
ρi(r, s)ds. (6.6)
This dependence is vital in the fluorescence tomography, because it measures the fluorescence
intensity IFiν from which one can reconstruct the photoabsorption coefficient τi(r, s, E0). The
photoabsorption coefficient τi(r, s, E0) depends on the density ρi(r, s) of the different atomic
species i inside the sample. These fractions ρi(r, s) are used to calculate the self-absorption
of the sample by combining them linearly to get the absorption µ(EFiν) for the fluorescence
energy EFiν (see below for details).
The fluorescence radiation IFiν(r, s, E0) is emitted into a solid angle of 4pi but the de-
tector covers only a solid angle of ∆Ω (cf. figure 6.9). Therefore the fluorescence inten-
sity I0Fiν=
IFiν(r,s,E0)
4pi normalized with respect to the solid angle has to be integrated over the
solid angle ∆Ω in order to get the intensity IDiν(r, s, EFiν) measured by the detector. Here,
EFiν is the fluorescence energy of the emission line iν (cf. table 6.1). The solid angle ∆Ω(s)
covered by the detector only depends on the position s along the beam (see figure 6.9), because
the distance R between detector and beam is fixed.
microbeam
energy dispersive detector
s
r
(r,s)
x
y
ϕ
µ(x,y)
R
∆Ω
Γ
Figure 6.9: Schematic drawing of the detailed setup 6.8. The sample system (x, y) is rotated by the
angle ϕ against the laboratory system (r, s). The distance R between the beam and the
detector is fixed. Therefore the solid angle ∆Ω covered by the detector is only slightly
varying as function of s and is independent of r.
The fluorescence radiation I0Fiν(r, s, E0) that originates from (r, s) has to pass through the
sample to reach the detector on one of the paths Γ within the solid angle ∆Ω(s). The absorp-
tion of the sample along a path Γ damps the fluorescence radiation I0Fiν(r, s, E0) according to
the mass absorption coefficients
(
µ(EFiν)
ρ
)
j
and the density distribution ρj(x, y, z) of the all
atomic species j inside the sample. The overall mass absorption coefficient µρ (EFiν) for the
fluorescence energy EFiν is given by the sum of all atomic species j:
µ
ρ
(EFiν)ρ(x, y, z) =
∑
i
(
µ(EFiν)
ρ
)
j
ρj(x, y, z) (6.7)
65
CHAPTER 6. FLUORESCENCE TOMOGRAPHY
The attenuation of the fluorescence radiation IFiν is given by the integration of the absorption
along the path Γ. This results in an attenuated fluorescence intensity IFiν(r, s, E0)|Γ for the
path Γ:
IFiν(r, s, E0)|Γ = I0Fiν(r, s, E0) exp
{
−
∫
Γ
µ(EFiν)
ρ
ρ(x, y, z)dγ
}
. (6.8)
All paths Γ within the solid angle ∆Ω(s) have to be summed up or integrated in order to
get the total fluorescence intensity IDiν(r, s, E0) caught by the detector. Thus one finds the
intensity originated from location (r, s) of the emission line iν with a fluorescence energy EFiν
to be:
IDiν(r, s, E0) =
∫
∆Ω(s)
I0Fiν(r, s, E0) exp
{
−
∫
Γ
µ(EFiν)
ρ
ρ(x, y, z)dγ
}
dΩ. (6.9)
The detector is supposed to be small in the z-direction which is the direction perpendicular to
the investigated cross section (image plane of figure 6.9) because the reemitted fluorescence
radiation must not penetrate other slices. The density ρ(x, y, z) can be replaced by the
value ρ(x, y) in the plane of the cross section. This is crucial for the calculation of the self-
absorption of the sample because the algorithm can only recover the density ρ(x, y) from the
detected fluorescence intensities IDiν whereas the density ρ(x, y, z) is not accessible. This is
because, there is no information about the fluorescence intensity in the direction of z. From
the assumption of taking only a two dimensional slice into account the solid angle ∆Ω(s) can
be projected onto an angle ∆φ(s) in this plane. This angle ∆φ(s) is the one covered by the
detector in this plane.
The detected fluorescence intensity IDiν which reaches the detector from every single
location (r, s) has to be integrated over the total path of the beam through the sample. This
path is assumed to be limited by −s0, +s0 which is the maximum extent of the sample along
the s-axis for all angles of rotation ϕ. Furthermore, the quantum efficiency of the detector
(see figure 3.6) and other factors that influence the efficiency of detecting the fluorescence
intensity IDiν are taken into account by a factor Ciν . Summing up, the total fluorescence
intensity IDiν that the detector measures for every translational step is given by:
IDiν(r, E0) = Ciν
∫ s0
−s0
IDiν(r, s, E0)ds
= Ciν I0(E0)
∫ s0
−s0
∫
∆φ(s)
exp
{
−
∫ s
−∞
µ(r, s′, E0)ds
′
}
·iν
(
τ(E0)
ρ
)
i
ρi(r, s)
· exp

−
∫
Γ
∑
j
(
µ(EFiν)
ρ
)
j
ρj(x, y)dγ

 dφds. (6.10)
Equation (6.10) describes the intensity of an emission line iν with a fluorescence energy EFiν
for a ray along the s-axis hitting the sample at r for a fixed rotational angle ϕ. Since the trans-
formation between the sample coordinates (x, y) and the laboratory coordinates (r, s) depends
on the rotation angle ϕ this dependence also affects the detected fluorescence intensity IDiν .
It is given by the absorption µ(EFiν)ρ ρj(x, y) that depends on the the sample coordinates
(x, y) rather than on the laboratory coordinates (r, s). Therefore, the density ρj(x, y) has to
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be expressed by the coordinates (r, s) to get an uniform expression for the detected fluores-
cence intensity IDiν . The relation between the (r, s)-system and the (x, y)-system is given by
(cf. equation (A.1)): (
r
s
)
=
(
cos ϕ − sin ϕ
sin ϕ cos ϕ
)(
x
y
)
. (6.11)
From this the x and y-coordinate can be expressed by the coordinates r, s, ϕ and vice versa.
Thus the normalized fluorescence intensity I0Diν(r, ϕ, E0) =
IDiν(r,ϕ,E0)
I0(E0)
measured by the de-
tector, i.e., the normalized sinogram of the fluorescence tomography, can be written as:
I0Diν(r, ϕ, E0) = Ciν
∫ s0
−s0
exp
{
−
∫ s
−∞
µ(r, s′, E0)ds
′
}
︸ ︷︷ ︸
p(r,s,ϕ,E0)
iν
(
τ(E0)
ρ
)
i
ρi(r, s)︸ ︷︷ ︸
fiν(r,s,E0)∫
∆φ(s)
exp
{
−
∫
Γ
µ
ρ
(EFiν)ρ(x(r, s, ϕ), y(r, s, ϕ))dγ
}
dφ︸ ︷︷ ︸
g(r,s,ϕ,EFiν)
ds (6.12)
Equation (6.12) is a generalized Radon transformation Rµiν of fiν(r, s, E0) = fiν that is in the
following called fluorescence strength of the atomic species i. The fluorescence strength fiν
is multiplied by the factor Ciν that depends on the setup. Its value is not accessible by the
measurement. Note, that the factor Ciν , however, is not affected by Rµiν and could just as
well be considered to be part of the normalization ( I
0
Diν
Ciν
= I ′0Diν) or of the fluorescence strength
(Ciνfiν = f ′iν).
The transformation Rµiν depends on the absorption µ(EFiν) = µiν inside the sample at
the fluorescence energy EFiν . This dependence is represented by the integrated self-absorption
g(r, s, ϕ, EFiν) = giν that depends on the angle of rotation ϕ. The difference of equation (6.12)
to the common Radon transformation R as given in equation (A.2) arises from the integrated
self-absorption giν and the primary beam attenuation p(r, s, E0) = p. Consequently, equa-
tion (6.12) is the common Radon transform R applied to the fluorescence strength fiν but
including the integrated self-absorption giν and the attenuation of the primary beam p. The
latter is negligible for most cases (p = 1)because the sample often consists of a light ele-
ment matrix and its absorption of the primary beam is weak. Thus, equation (6.12) can be
reformulated as:
I0Diν(r, ϕ, E0) = Ciν
∫ s0
−s0
fiν(r, s, E0)g(r, s, ϕ, EFiν)ds = CiνRµiν fiν(r, s, E0). (6.13)
For this generalized Radon transformation Rµiν that depends on the integrated self-
absorption giν the analytical inverse is not known. Since the inversion R−1µiν of the Radon
transform is the reconstruction, it is not possible to reconstructed the fluorescence strength fiν
of the atomic species i by an analytical expression. Thus, a different, numerical, approach
has to be pursued. In the next section this numerical approach will be outlined.
6.4 Reconstruction
The inversion of the generalized Radon transformR−1µiν what is the tomographic reconstruction
of the fluorescence data, can be calculated numerically by different algorithms. Rust and
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Weigelt [Rus98] employed the algebraic reconstruction technique (ART) and minimum entropy
techniques to solve this inverse problem. Also singular value decomposition was used to
reconstruct fluorescence tomograms [Yua97]. Here, the method of conjugate gradients has
been applied.
The method of conjugate gradients as well as the method of singular-value decomposition
are used to solve least square problems. These can be expressed in terms of a quadratic
function F (x) which has to be minimized with respect to x = ~x. When writing such a
quadratic function F (x) in n variables in its general form, this minimization reads:
min
x
F (x) = min
x
{
1
2
xT Ax + bT x + c
}
. (6.14)
Here, A is a symmetric n× n matrix and b a vector of dimension n. From this one finds that
for the minimum of F (x) the gradient G(x) has to be zero. The gradient G(x) is given by:
G(xm) = Axm + b = 0 ⇒ Axm = −b. (6.15)
This is the first-order necessary condition for the minimum. The second-order condition is
that the matrix A is positive definite if looking for a minimum and not a maximum.
The conjugate gradient algorithm is an improved steepest descent algorithm. The steepest
descent algorithm, as its name suggests, finds the minimum of F (x) by iteratively following
the steepest local gradients −G(xi) in negative direction until F is minimized in the direction
of this gradient G(xi). Afterwards the algorithm follows the steepest local gradient at this new
position. This is repeated until the global minimum is reached. For the case of the conjugate
gradient method the algorithm does not follow these gradients directly. The directions pi
that are followed by the algorithm are conjugated to the ones the algorithm has followed in
former steps of the iteration. The conjugacy is meant with respect to the matrix A and can
be expressed by:
pTi Apj = 0 ∀ i 6= j. (6.16)
The search directions pi are calculated from gradients Gi and the one of the previous step Gi−1
(for details of the conjugate gradients algorithm see, e.g., [Nei96]). The conjugacy with respect
to A has the advantage of the conjugate gradient method over the steepest descent method of
using the metric of the matrix A for the search directions pi. Moreover, any search direction pi
is only used once by the conjugated gradients method while the steepest descent method might
follow linearly dependent gradients Gi. For this reason the method of conjugate gradients
needs in average fewer steps to converge than the steepest descent method does.
In order to use the method of conjugate gradients to reconstruct the fluorescence tomo-
grams, one firstly has to identify the least square problem that describes the reconstruction.
For that purpose one has to formulate the problem describing the fluorescence tomography
by a quadratic form of the type of equation (6.14). Equation (6.13) describes the fluorescence
tomography and the quantity one is looking for is the fluorescence strength fiν . For the tomo-
graphic reconstruction of the fluorescence strength fiν from the detected intensity I0Diν one
has to find a tomogram fiν that obeys:
I0Diν = Rµiν fiν ⇒ Rµiν fiν − I0Diν = 0. (6.17)
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Note, that for reasons of simplicity the geometric factor Ciν in equation (6.13) has been
included in fiν . Equation (6.17) cannot be fulfilled in general, due to the noise of the data.
By taking the absolute value of this equation and squaring it, one gets a least square problem
of:
min
fiν
∣∣Rµiν fiν − I0Diν∣∣2 . (6.18)
Indeed, this expression is a quadratic function of the type of equation (6.14) and the method
of conjugate gradients can be applied to it. Taking the absolute and squaring removed two
problems. It is easier to minimize this equation rather than making it zero. In addition, the
problem becomes symmetric.
According to equation (6.13) the inverted generalized Radon transformation R−1µiν links
the fluorescence tomogram fiν to the measured sinograms IDiν . This problem could be over-
determined if these two quantities had different dimensions. The transformation Rµiν there-
fore is not symmetric and could not be identified with the matrix A in equation (6.14) because
fiν and I0Diν have different dimension and A must be symmetric.
Note, that the detected intensity I0Diν and the fluorescence strength fiν are considered
as vectors. Although, commonly these quantities are seen as images in a two dimensional
representation they can be expressed in terms of a vector. For this representation one can use
an arbitrary mapping from the columns and rows of the image to a single index that indicates
the entries of the vector.
The Radon transformation Rµiν maps the vector of the fluorescence tomogram fiν to the
one of the measured sinogram IDiν . Usually, the dimensions of these two vectors do not match
and therefore the transformation Rµiν is a non-symmetric matrix. The method of conjugate
gradients assumes a symmetric matrix A. This can be achieved by squaring:
∣∣Rµiν fiν − I0Diν∣∣2 = fTiνRTµiνRµiν fiν − 2 (I0DiνRTµiν)T fiν + I0 TDiνI0Diν = 0. (6.19)
This quadratic form is of the form of equation (6.14) and all parts of equation (6.14) can easily
identified: the matrix A is RTµiνRµiν , which is symmetric. The vector x corresponds to fiν .
The vector b is given by I0DiνRTµiν and c = 12I0TDiνI0Diν . In order to fulfill equation (6.13) this
expression should be zero or minimized with respect to the vector fiν , if one takes into account
the data noise and fluctuations generated by numerics. This is here done by the method of
conjugate gradients. From this one obtains a fluorescence strength fmiν that minimizes the
least square problem in equation (6.19). fmiν is the reconstructed tomogram of the emission
line ν of the i-th atomic species.
The above section showed that the fluorescence tomograms can be reconstructed by the
conjugate gradient algorithm for a known the generalized Radon transformations Rµiν . Thus
the conjugate gradient is used to calculate its inversion R−1µiν . However, the transform Rµiν
depends on the absorption µiν of the sample at the energy of the fluorescence radiation
indicated by iν. Since the absorption µiν is unknown, it either has to be measured separately or
it has to be determined by the reconstruction algorithm. Here, the absorption µiν is recovered
from the detected intensities I0Diν by a self-consistency condition that is valid for I
0
Diν . The
absorption µiν can be retrieved from the measured sinogram I0Diν by the method conjugate
gradients, too.
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To find this self-consistently one starts from equation (6.13). Using this equation one can
express the fluorescence strength fiν in terms of the detected intensity I0Diν by inversion of
the generalized Radon transformation R−1µiν . This inversion reads (Ciν is again set one):
fiν = R−1µiν I0Diν . (6.20)
This expression for the fluorescence strength fiν is now used to replace fiν in equation (6.13).
From this one gets an self-consistency condition for the detected intensity I 0Diν that reads:
I0Diν = RµiνR−1µiν I0Diν ⇒ I0Diν −RµiνR−1µiν I0Diν = 0. (6.21)
This equation is only valid for the correct absorption µiν of the sample for the fluorescence
energy Eiν . Any other arbitrarily chosen absorption matrix µ′iν would not fulfill this equation.
Therefore, one can use equation 6.21 to calculate the absorption µiν of the sample from
the measured sinograms I0Diν(r, ϕ, E0). This is done by solving equation (6.21). Again this
problem can be formulated as a least square problem:
min
µiν
χ2 = min
µiν
∣∣I0Diν −RµiνR−1µiν I0Diν∣∣2 . (6.22)
Minimizing this equation with respect to µiν involves derivatives of the inverse Radon trans-
formation R−1µiν that are analytically not accessible. However, the inverse Radon transforma-
tion R−1µiν can be calculated from equation (6.18) by the method of conjugate gradients as
described above. Afterwards the derivative with respect to µiν is constructed from directional
derivatives for a set of basis function in the µ-space. These directional derivatives can be
calculated from difference quotients in µ-space.
The dimension of µ-space is large. It has the same dimension as the tomogram fiν – of the
order of 104. Constructing the derivatives of χ2 with respect to µiν is quite time consuming and
sometimes impractical to perform in a acceptable time. However, by physical considerations,
the search space can be significantly reduced. Without these physical constraints, the problem
would often be underdetermined.
The absorption µ(E0) of the sample at the energy E0 of the incident beam is measured
during the experiment. Thus, the tomogram of the primary beam absorption µ(x, y, E0)
is accessible by the experiment. The total absorption coefficient µ(x, y, E0) consists of the
different contributions of all chemical elements i inside the sample:
µ(x, y, E0) =
∑
i
(
µ(E0)
ρ
)
i
ρ(x, y)i. (6.23)
For energies below 25keV the energy dependence of the absorption coefficient µ(E) is dom-
inated by photoabsorption (see chapter 2 and figure 2.6). In good approximation the mass ab-
sorption coefficients
(
µ(E)
ρ
)
i
can be substituted by the mass photoabsorption coefficients
(
τ(E)
ρ
)
i
.
The latter is approximately proportional E−α(α ≈ 3). This proportionality and the factoriza-
tion into contributions allow one to approximate the absorption coefficient µ(x, y, E) of the
sample at an energy E as an energy independent linear combination of the density distribu-
tion ρi(x, y) of all atomic species i inside the sample:
µ(x, y, E) = E−3
∑
i
aiρi(x, y). (6.24)
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Here, ai is an element specific proportionality constant that is independent of the energy
unless an absorption edge is crossed. At an absorption edge the photoabsorption coefficient τi
changes significantly as does the constant ai. Equation (6.24) allows one to split the absorption
into the contributions of all different chemical elements present in the sample and to estimate
them separately from the reconstruction.
The reconstruction starts with the chemical element that exhibits the most energetic
absorption edge below the incident beam’s energy. According to equation (6.24), the self-
absorption µiν of the sample at the fluorescence energy Eiν of this element i is given by a
linear combination of the primary beam absorption µ(x, y, E0) = µ0 and the density dis-
tribution ρj(x, y) of all elements j that have an absorption edge between the fluorescence
energy Eiν and E0. For most cases the only absorption edge between these two energies is
the edge of the element i to be reconstructed. Since the density distribution ρi is unknown
the absorption coefficient µiν has to be approximated iteratively by the conjugate gradient
equation (6.22).
According to equation (6.12) the fluorescence strength fiν is proportional to the density ρi:
fiν(x, y, E0) = iν
(
τ(E0)
ρ
)
i
ρi(x, y). (6.25)
Thus the density ρi can be reconstructed from the sinogram IDiν by the inversion of the
generalized Radon transform R−1µiν as described above. This implies minimizing χ2 in equa-
tion (6.21) with respect to µiν which is unknown. In order to reconstruct ρi in a first step
µ′iν is chosen proportional to µ0 and χ
2 is minimized as a function of µ′iν along the direction
of µ0. Afterwards the retrieved density ρ′i is used together with µ0 to construct the new search
space for µ′′iν , i.e., the search direction µ
′
iν is added to the former search space which has only
been spanned by µ0. After minimizing χ2 in this new search space the newly reconstructed
density ρ′′i is again added to the search space and a next step to approximate µiν can be per-
formed in a continuously growing search space. These iterative steps are repeated until µiν
does not vary significantly. The resulting density ρi is the density of the ith atomic species.
After the successful approximation of the absorption µiν and reconstruction of ρi the
element exhibiting the next energetically lower absorption edge is reconstructed. For this
case the conjugate gradient to approximate the absorption µiν starts with a search space
spanned by µ0 and the absorptions already recovered in previous steps of the reconstruction.
6.5 Improvements and Problems
The discussion of the model of fluorescence tomography showed that the self-absorption µiν
of the sample is a problem for reconstructing the fluorescence tomogram fiν . However, this
is not the only problem. The fluorescence intensity IFiν is attenuated on its way from the
place of emission to the detector by the self-absorption µiν . The self-absorption µiν does not
include the absorption of the matter that surrounds the sample. This is accounted for by the
factor Ciν that unfortunately is not accessible. In good approximation – the sample is usually
surrounded by air – the absorption is assumed to be zero by the reconstruction algorithm as
it was described in section 6.4. But in reality it additionally damps the detected fluorescence
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intensity IDiν and deteriorates the signal to noise ratio (SNR). Therefore, the absorption of
the surrounding matter should be reduced as much as possible.
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Figure 6.10: The comparison of the transmission of 10mm of air path to the transmission of the
beryllium window of the detector shows that the absorption of the air is stronger than
the one of beryllium. By exchanging the air by helium the beryllium window is limiting
the transmission.
The absorption of the fluorescence radiation by the air path from the sample to the detector
is given by the distance R. This distance can usually not be reduced below a few millimeters.
A distance of 10mm is a good mean value for the air path. In figure 6.10 the transmission
of this air path (black line) is plotted versus the energy E. The energy E corresponds to
the fluorescence energy EFiν of the different emission lines iν. The transmission through the
surrounding air significantly drops below 3keV. Slightly above 3keV the argon K-edge from
1% of argon in the air is visible as small bend in the curve.
no helium helium
Figure 6.11: The sinogram of the potassium Kα-line measured in an air atmosphere is compared to
the one measured in a helium atmosphere. The latter shows an improved signal to noise
ratio even though the absorption by air is not significant at the 3.3keV of potassium Kα.
Thus for lower energies the improvement by a helium atmosphere can be expected to be
even better.
The damping of the fluorescence radiation in air is dominated by nitrogen and oxygen.
These gases absorb the radiation stronger than the beryllium window of the detector. The
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transmission through the beryllium window (8µm) is plotted in the graph as a blue line. At
an energy of 3keV the absorption by air is nearly 20% while the one of the beryllium window
is only 5%. Thus, particularly, the fluorescence radiation IFiν of light elements suffer strong
absorption in air. The absorption of the fluorescence radiation IFiν deteriorate the SNR and
the detection limit for these atomic species iν rises.
In order to reduce the absorption of the air either the distance R has to be reduced or
the absorption of the surrounding atmosphere has to be reduced. However, it is not possible
to reduce the distance R below a few mm, because the detector dimensions are too large
to get closer to the sample. Therefore one has to reduce the absorption of the surrounding
atmosphere. This can be done by performing the experiment in vacuum. However, this
annihilates the big advantage of this technique of little sample preparation. Therefore, a
alternative way has to be found. In this work we have tested to substitute the air by helium
in order to reduce the absorption as well as the radiation scattered by the gas atoms.
The transmission of 10mm of helium atmosphere is shown in figure 6.10 (red line). The
transmission of the helium is higher than 95% even down to energies of 1keV and slightly below.
Thus when using helium as a surrounding atmosphere the absorption of the fluorescence
radiation is dominated by that of the window of the detector. The absorption of this window
is significantly increasing below 2keV but down to this energy the fluorescence radiation is
only weakly damped.
The improvement of employing a helium atmosphere is illustrated in figure 6.11. For the
potassium Kα-line with an energy of 3.3keV the air between the sample and the detector
already has a major influence on the signal to noise ratio. Comparing the sinograms taken
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Figure 6.12: In order to determine the scattering effects due to the atmosphere surrounding the sample
these fluorescence spectra were recorded at a location closed to the sample. After the
on-set of helium not only the argon peak in the fluorescence spectrum vanishes but also
the fluorescence radiation excited by photons scattered by air is reduced.
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from the same sample in air (left side) and in helium (right side) shows the advantage of the
latter as a much improved signal to noise ratio.
Another problem arises from the radiation scattered by the surrounding gas atmosphere.
The Compton and Rayleigh scattering of the surrounding atmosphere generates an unwanted
count rate that is measured by the detector, too. Even though it can be suppressed by choosing
a proper geometry (see section 6.1) it cannot fully be eliminated. The second problem that
arise from the scattering is additional fluorescence radiation excited by the scattered radiation.
Unfortunately, this fluorescence radiation is originating from locations not on the beam. These
processes were neglected by the model as described in section 6.3. Therefore they should be
minimized by the setup.
Placing the sample into a helium atmosphere reduces the scattering of the surrounding
atmosphere. The graph in figure 6.12 shows the spectra of the atmosphere that surrounds the
sample. The position of the beam was chosen to be close to the sample in order to investigate
the effect on the measurement of fluorescence radiation excited by scattered scattered. The
fluorescence radiation of calcium, copper, zinc, and lead is excited by scattered photons.
Therefore, the intensity of these emission lines is reduced after the on-set of helium flow.
Starting with an air atmosphere (black solid line) a helium flow was turned on to gradually
replace the air around the sample by helium. After 6 (red line), 8 (blue line) and 15 (green
line) minutes of helium flow a spectrum was taken for 120s. The spectrum after 6 minutes of
helium flow (red line) already shows a significant reduction in peak intensity. Especially, the
argon peak has vanished. The other peaks are reduced to about one half after 15 minutes of
helium flow. The reduction in height of, for instance, the zinc peak is from 90 to 35.5 after
15 minutes of helium flow (green line).
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Figure 6.13: The spectrum of the surrounding helium at a location closed to the sample is compared
to the fluorescence radiation emitted by the sample. The photons scattered by the helium
excite fluorescence photons in the sample. The fluorescence radiation excite by scattered
photons (acquisition 120s) is negligible because it is smaller than the noise of directly
excite radiation (acquisition 2s).
In order to compare the fluorescence radiation excite by scattered photons to that by
direct excitation the overall spectrum (black line) of the sample is plotted in figure 6.13
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together with the spectrum taken after 15 minutes of helium flow (blue dashed line). The
overall spectrum is renormalized to a typical acquisition time of 2s. The height of the zinc
peak in that spectrum is 43 compared to 35.5 of the spectrum after 15 minutes of helium
flow that was acquired over 120s. This means the radiation that is excited by scattering
processes in the helium atmosphere (e.g. for zinc 35.5120s ·2s= 0.6) is much smaller than the noise
(
√
43=6.5) of the spectra taken for each location of a sinogram. Therefore the detection limit
of the setup is given by the noise of the fluorescence intensity detection rather than by the
fluorescence radiation due to scattered photons. Therefore the latter can be neglected in good
approximation.
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Chapter 7
Experiments
This chapter describes fluorescence tomography experiments that have been performed to
assess the feasibility of this new technique in different fields of science. The results and their
relevance to the different fields are discussed. The experiments that have been performed can
be assigned to two different scientific fields. The first is astrophysics or geophysics. Here,
the sample was a micrometeorite listed by the National Aeronautic and Space Administra-
tion (NASA) in their cosmic dust catalog. The very small size of the micrometeorite of about
25µm makes it an ideal sample for a high resolution tomography (step size 600nm). The
investigation focuses on the chemical composition of the micrometeorite which has been de-
termined non-destructively and with an excellent dynamic range by fluorescence tomography.
The second field is the investigation of ion transport in plants. In this scientific context the
fluorescence tomography has been assessed for being a new standard microanalytic technique
to analyze the ion distribution in cross sections of sample tissues from plants. Therefore,
different kinds of feasibility tests have been performed.
7.1 Geology/Astrophysics Investigation: Micrometeorite
In this section the feasibility of non-destructive analysis of the geophysical samples has been
studied. The very small size of a micrometeorite of about 25µm makes it best suited for the
test of a high resolution x-ray fluorescence tomography (600nm step size). Moreover, the high
dynamic range of x-ray fluorescence analysis improves the detectability of chemical elements
and can give additional information about the sample composition.
The meteorite was provided by George Flynn from the University of Plattsburgh, New
York (U.S.). The NASA registered it in their so-called cosmic dust catalog #15 as L2036H18.
The NASA also performed some tests to investigated the origin of micrometeorite. A scanning
electron microscope (SEM) picture is shown in figure 7.1 a). The size is approximately 25µm.
This size is small enough to absorb the fluorescence of sulfur at 2.31keV only weakly.
But this size demands appropriate sample handling, too. The micrometeorite has been
place on the tip of a small capillary. It is fixated by adhesion with a drop of oil. The capillary
is attached onto a standard cylinder that fits onto a goniohead.
The NASA also took an energy dispersive x-ray (EDX) spectrum of the meteorite, which
is shown in figure 7.1 b). This spectrum shows the energy range from 1keV up to 10keV.
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a) b)
Figure 7.1: Results and information about the micrometeorite L2036H18 as provided by NASA:
a) Scanning electron microscope (SEM) image of a micrometeorite. The maximum ex-
tent of the meteorite is approximately 25µm. b) Energy dispersive x-ray (EDX) spectrum
of micrometeorite taken by SEM.
Within this range the spectrum of the micrometeorite exhibits several peaks that correspond
to different chemical elements in various concentrations. The highest peak arises from silicon,
the other peaks, in order of rising energy, originate from magnesium, aluminium, sulfur,
calcium, iron and nickel.
The EDX spectrum taken by an SEM has one major disadvantage over an x-ray fluores-
cence spectrum. The information one obtains from the sample by an SEM, originates from
the surface, only. This can easily be verified by looking at the SEM image of the microme-
teorite in figure 7.1 a). The image shows the surface of the micrometeorite rather than the
inside. The reason for this is the small penetration depth of the electrons into the sample.
The electrons are absorbed by the sample within a few microns. This is even true for high
energies of several keVs. The characteristic length for this penetration is a 1e -decay length of
the electron penetration. Its value in µm can be calculated from [Eve71]:
rG =
0.039
ρ
E1.75. (7.1)
Here, the energy E of the incident electrons is given in keV, and the density ρ of the sample in
g
cm3
. For example, an average density of 4 g
cm3
yields a penetration length rG of about 0.55µm
for 10keV electrons. The density of 4 g
cm3
is a reasonable value for the micrometeorite and this
estimation demonstrates that the penetration length rG of the SEM is significantly below one
micrometer.
On the other hand, x rays and x-ray fluorescence analysis can be used to non-destructively
investigate the inside of the sample. However, the method of x-ray fluorescence also has some
disadvantages compared to the EDX analysis with an SEM. This is the availability of x-ray
fluorescence analyzer. Up to now, the high resolution of an x-ray fluorescence scan that is
comparable to the resolution of a scan using an SEM requires a 3rd generation synchrotron
radiation source. Synchrotron source are only available in a few places whereas an SEM is a
standard tool in microanalysis and is available in many laboratories.
78
CHAPTER 7. EXPERIMENTS
Beside this facts there is a second difference between these two methods. Fluorescence
lines below 3keV are strongly suppressed by absorption in air, helium or beryllium windows
whereas SEM data are obtain in high vacuum. In order to compare both spectra the over-all
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Figure 7.2: A cumulated x-ray fluorescence spectrum of the micrometeorite has been calculated from
individual spectra that were recorded for every point of the sinogram (acquisition time
2s). The spectrum shows the fluorescence intensity of the entire meteorite. Note, that the
spectrum is restricted to the range of interest, i.e., 1.85 to 12.2 keV.
x-ray fluorescence spectrum of the micrometeorite is shown in figure 7.2. Due to the much
better dynamic range and the lack of background, it exhibits many more peaks than the
EDX spectrum taken by an SEM does. The height of the peaks vary over nearly three orders
of magnitude. However, all peaks below 1.85keV are not shown in the spectrum because
they are not intense enough due to the stronger absorption as described above. Besides iron,
nickel, calcium, and sulfur there can be found chromium, manganese, copper, zinc, and rare
concentrations of germanium, arsenic, selenium, and bromine in the micrometeorite, too. The
main component of the micrometeorite is iron and nickel is second.
The fact that the calcium signal is visible in the SEM EDX spectrum, whereas other chem-
ical elements showing equal (like chromium and manganese) or even higher peaks (like nickel)
in figure 7.2, can be understood from the fluorescence tomograms in figure 7.3. The distribu-
tions of most displayed elements show high concentration at the center of the micrometeorite
and lower concentration at the edges. The center area is not accessible to the electrons of the
SEM and the EDX spectrum does not include fluorescence radiation from this part. Further,
the electron beam is small in size compared to the micrometeorite and only a part of the
surface of the micrometeorite is taken into account by the EDX spectrum. In contrast to the
other elements, calcium exhibits two bright spots at the corners of the micrometeorite very
closed to the surface (cf. the white arrows in figure 7.3). These spots also correspond to the
highest concentration of calcium within the micrometeorite. The upper one of these spots
might be hit by the electron beam of the SEM when taking the EDX spectrum in figure 7.1
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Figure 7.3: The tomograms (each scaled to their maximum intensity) of the sulfur, calcium, chromium,
manganese, iron, nickel, copper, and zinc distribution of the micrometeorite are shown.
They are reconstructed from the fluorescence intensities taken during the experiment. The
other chemical elements are left out since their concentration is low.
b). Accordingly, the peak of calcium is visible in the EDX spectrum while the other peaks of
equal height (chromium, manganese) are not. Nickel is visible in the EDX spectrum but the
height of its peak is smaller than that of calcium. The concentration of these three elements
at the surface of the micrometeorite at that location is comparably low and only few fluo-
rescence radiation is excited. The EDX spectrum obviously includes only chemical elements
located on the surface of the micrometeorite. Moreover, the scale of the EDX spectrum is
linear while the one of the fluorescence spectrum is logarithmic. Consequently, the peaks of
calcium, chromium, and manganese would not be visible in the EDX spectrum due to the
background if they had the height as shown in figure 7.2. The background of the EDX spec-
trum is already substantial. It is the bremsstrahlung generated by the electron beam when
hitting the sample. The dynamic range of the EDX is very limited and most of the elements
inside the micrometeorite cannot be resolved. The problem of exciting bremsstrahlung in the
sample does not occur when using x rays. For a full analysis of the chemical compounds of
the micrometeorite x-ray fluorescence tomography is more appropriated than SEM.
Figure 7.3 shows the tomograms reconstructed from the fluorescence intensities of the
micrometeorite for sulfur, calcium, chromium, manganese, iron, nickel, copper, and zinc. The
other chemical elements are not taken into account because their concentration is too low and
the fluorescence signal is too noisy. The pixel size of the tomograms is 600nm which is up to
now the smallest step size for a fluorescence tomography ever. The microbeam is generated
using an NFL as described in section 4.4 at ID22 of the ESRF. Additionally, a beryllium PRL
is used as a field lens in order to increase the flux of the focal spot to 4.6 · 109 phs . This flux is
measured for a monochromatic beam. For this flux an exposure time of 2s is sufficient.
The very small pixel size of the tomogram demands a highly precise rotational stage for the
measurement. Up to now the eccentricity of rotational stages is typically a few micrometers.
This value is too large for a tomography with a sub-micrometer step size because the axis of
rotation of a tomography setup has to be fixed on the scale of the pixel size. Therefore, the
lines of the sinogram of this tomography are shifted against each other as shown in figure B.1.
This shift can be corrected for by the algorithm outlined in appendix B.
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The investigation of the micrometeorite shows that fluorescence microtomography employ-
ing x rays (X-ray Fluorescence Element-specific MicroTomography, XFEMT) is ideally suited
for the investigation of geological samples. However, geological samples are relatively dense
and their diameter is restricted because self-absorption substantially reduces the signal of
elements with energetically low fluorescence energies. Thus, these signals cannot be detected
with sufficient precision. Therefore, for such samples either the size is limited to a few tens
of a micrometer as for the micrometeorite or only emission energies of chemical elements that
do not suffer too much from the self-absorption can be taken into account. However, the
limitation in size of such samples has to assessed in the future. Here, the feasibility of high
resolution fluorescence tomography has been demonstrated for a small geological sample.
7.2 Ion Transport in Plants
The fluorescence tomography seems to be also feasible to analyze the distribution of chemical
elements in biomedical samples. Here, it is focused on plant tissues and the distribution of ions
in these tissues. The purpose is to assess and to further develop the fluorescence tomography
as a standard technique to study the transport mechanisms of ions in those plants. The tissues
were taken from roots, leafs, and stems of different plants. Alternatively, the tissues can also be
investigated by means of other microanalytic methods. These techniques are well established
for this investigations and fluorescence tomography competes with them. These techniques
are secondary ion mass spectroscopy (SIMS), laser microbeam mass analyzer (LAMMA), EDX
spectra taken by an SEM, and particle induced x-ray emission (PIXE). All of them have their
individual advantages over the others, however, the fluorescence tomography demands the
least sample preparation of them all.
Prior to the tomography investigation a certain amount of sample preparation has to
be carried out. Selected root samples were taken from plants and were exposed to a tracer
solution with high concentrations of ions that are of interest for this investigation. The aim of
this investigation, beside the feasibility, is to evaluate the exchange properties of monovalent
cations between the root tissue and soil. Therefore, the exposure of the selected root samples
to the tracer solution was stopped after a certain amount of time, typically several minutes.
In order to prepare the root samples for analysis the samples were shock frozen by rapid
immersion into liquid propane (-150◦C). This preserves the experimental state of ion transport
as it was when removing the plant from the tracer solution. Also the structure of the plant is
kept by this procedure. Subsequently, the samples were freeze dried using a special protocol
(10−6mbar, T < −80◦C over 5 days) in order to remove the water. This is important for most
of the applied techniques. Especially, for the fluorescence tomography the water concentration
inside biological sample would often create too much self-absorption. By freeze drying the
sample, only a light element matrix with the relevant ions in place (where they have been after
the transport by the plant) is left behind. This light element matrix reduces the fluorescence
intensity only marginally.
After freeze drying the sample is ready to be investigated by fluorescence tomography.
This minor sample preparation is a big advantage of the fluorescence tomography over other
microanalytic methods. These methods often need more sophisticated sample preparation
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like cryo sectioning and vacuum preparation (see table 7.1).
Another advantage of the fluorescence tomography is the high penetration depth of x rays.
The penetration depth of x ray is high enough to even penetrate thicker samples (some cen-
timeters, depending on the x-ray energy and the sample density). Therefore, it is possible
to investigate the interior of samples non-destructively. Fluorescence tomography gives the
distribution of chemical elements on a virtual slice through the sample without sectioning.
In order to apply the other methods, the sample has to be sectioned by cryo-sectioning or
as it is needed for the case of SIMS a surface of the sample has to be dissected. The lat-
ter is optional for some of the other techniques (see table 7.1). Sectioning demands extra
preparation with high effort and a highly experienced staff for successful preparation. More-
over, the utilization of these techniques requires vacuum preparation of the samples which
the fluorescence tomography does not. Table 7.1 compares the different techniques with the
fluorescence tomography (XFEMT). The disadvantage of the fluorescence tomography over
Method Vacuum Section Destructive Spot Size Remarks
EDX (SEM) * * 700nm resolution ≈ 1µm
LAMMA * * * 10µm high sensitivity
PIXE * * * 500nm
SIMS * * * 100nm
XFEMT 0.6 to 10µm needs a synchrotron source
Table 7.1: The table compares the different microanalysis techniques that compete with XFEMT
regarding the need of vacuum preparation and sectioning, destructiveness, and spot size.
The values for the spot size of these methods are taken from Spoto and co-workers [Spo00].
The resolution of EDX(SEM) is enlarged to about 1µm due to the so-called proximity
effect. This effect describes an enlargement of the investigated area by electron scattering
inside the sample.
the other techniques is its availability. To produce a highly intensive x-ray microbeam a 3rd
generation synchrotron radiation source is used. Up to now, only three of these facilities (for
hard x ray) are available all over the world. Nevertheless, the advantages of this method make
it a promising alternative to common techniques. In the following experimental results are
presented that display the feasibility as well as the potential of this method.
7.2.1 Spruce Root
In a collaboration with W. H. Schröder and co-workers from the “Institut für Chemie und
Dynamik der Geosphäre ICG-III: Phytosphäre” of FZ Jülich several spruce root samples have
been investigated. The main interest of these investigations is to study the ion up-take of the
roots from soil. The relevant ions are those which are involved in the ion budget of the plant.
Here, the focus is on the up-take of rubidium as a tracer for potassium. Rubidium is commonly
present in the soil, too. Due to the chemical similarity of potassium and rubidium the plants
also take up some rubidium from the soil. The rubidium transport in the plant is similar to
that of potassium unless a biological membrane has to be crossed. The transport of rubidium
and potassium across biological membranes is primarily mediated by ion channels that may
have different transport properties for rubidium and potassium ions. The rubidium is easier
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Figure 7.4: The fluorescence tomograms of a spruce root for several chemical elements show different
distributions. Potassium and rubidium significantly were taken up by the root while most
of the other chemical elements are mainly located at the surface of the root and did not
enter the root.
to detect by analytic techniques and is often distributed similarly to potassium. Therefore,
it is an interesting question, how much rubidium the plant takes up and how it is distributed
in the plant.
For this investigation selected roots of 1-year old Norway spruce trees (Picea abies) were
cut from intact plants. The spruce roots were immersed into a tracer solution with 10 millimo-
lar rubidium. The exposure of the roots to the trace solution was stopped by shock-freezing
after different periodes of time. Commonly, Schröder and co-workers investigate these roots
by SIMS, EDX spectroscopy (in an SEM), and LAMMA [Kuh00], with the disadvantage
of extensive sample preparation. Moreover, the sample preparation as it was done for the
investigation by LAMMA seems to be not applicable to investigate monovalent cation like
potassium. A loss and redistribution of these cations cannot be excluded when performing
this special preparation. This drawback can possibly be removed by x-ray fluorescence tomog-
raphy. Accordingly, fluorescence tomography has been tested to be feasible for investigating
the distribution of monovalent cation in these spruce root samples. The shock-frozen sam-
ples are already suited for x-ray fluorescence tomography without further sample preparation.
However, it is better to remove the water from the samples by freeze drying. This reduces sig-
nificantly the high self-absorption of the sample. Since this step has to be performed anyway
for the other techniques because these need vacuum preparation and cryo sectioning there
is no extra effort for this. The samples for x-ray fluorescence tomography are usually not
dissected separately but are taken from a set of samples already dissected for microanalysis.
Figure 7.4 shows the distributions of chemical elements inside a spruce root sample. For
this case the root was immersed into the tracer solution for 64 minutes. The root took up a lot
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rubidium. The rubidium has even entered the inner part of the root. In this area transport
vessels are located that can transport ions fast. In this area the potassium is replaced by
rubidium and the concentration of potassium is low. In the outer area are located living
cells and the replacement of potassium is not so strong. The exchange of potassium by
rubidium across the cell membranes of these cells is mediated by ion channels. The exchange
across ion channels is slow and consequently less potassium was displaced by rubidium. The
concentration of potassium, calcium, and strontium is significant in the area of living cells.
The other elements shown in figure 7.4 were not absorbed in higher concentrations by the
root. Especially, the distribution of bromine, selenium, and lead show a high coincidence.
They are all localized in a ring around the root that corresponds to the surface of the root.
Consequently, they remained in the tracer solution and are attached to the surface of the root.
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Figure 7.5: Since this root was immersed into tracer solution for only a few seconds, the spatial
distribution of chemical elements shows the natural distribution of ions in the spruce root.
Sulfur, potassium and strontium are found enriched in concentration inside of the root.
Most of the other elements remained on the surface of the root.
The pixel size of these distributions amounts to 10µm. The tomograms are 72× 72 pixels
in size. The setup is realized using a beryllium PRL with N = 136 individual lenses having a
radius of curvature R = 208µm. Using this lens and the U42 undulator of ID22 at the ESRF
a flux for the focused beam of 3 · 1010 phs is obtained at an energy of 17.5keV.
The same setup has been used to investigate a second spruce root that is shown in fig-
ure 7.5. However, the pixel size is a bit smaller and thus the tomograms have 80 pixels in
square with a pixel size of 7µm. This spruce root is a control sample that was immersed into
tracer solution for only a few seconds. Therefore, the up-take of rubidium of this root was
weak or even negligible. The displayed distributions are the natural distributions of the root.
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The interior of the root exhibits sulfur, potassium, and strontium in higher concentrations.
The other chemical elements shown in figure 7.5 were not absorbed so strongly by the root
and remained mostly outside the root.
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Figure 7.6: The up-take of rubidium by this spruce root appears to be low. However, the dynamic
range of this tomogram is reduced because the remains of tracer solution at the outside
of the root are highly concentrated (white arrows). This high concentration of rubidium
distorts the dynamic range of the tomogram and the concentration inside of the root
appears to be weak.
A third spruce root has also been investigated using this setup. Again the pixel size of the
tomograms is 7µm but due to the large extent of this root and its shape the tomograms have
to cover a larger area. Therefore, the tomograms consist of 104 pixel in square. This root
was immersed into tracer solution for 32 minutes. Accordingly, the up-take of rubidium was
relatively high. Although, the intensity of the rubidium signal inside the root is not so high
the concentration is. The problem is the extremely high concentration on the right side of the
root where remains of the tracer solution are located (white arrows in the rubidium tomogram
of figure 7.6). This high concentration of rubidium already depletes the dynamic range of the
tomogram and the parts of interest cannot be resolved. Consequently, the intensity of the
rubidium signal in the interior of the root is low, though the concentration of rubidium is
significant.
This problem is not related to the scaling of the tomogram but the tomographic recon-
struction already limits the dynamic range and the data do not contain sufficient information.
The experimental setup also limits the dynamic range due to the detector used, the flux, and
other components. The high concentration at a location of the tomogram generates artifacts
that significantly contribute to the background of the tomogram. This background might
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be higher than some features of the distributions of interest. In order to avoid this problem
the samples should be cleaned by deionized water after the immersion into tracer solution.
However, this could distort the ion distribution in the sample. This should be part of further
studies.
For the other elements as well as for the two other samples the experimental results are
excellent. In principle, fluorescence tomography is well suited for the investigation of the ion
distribution in root tissues. Its major advantages over other techniques is, nevertheless, the
higher dynamic range and the smaller sample preparation. In the following section the further
reduction of sample preparation is assessed.
7.2.2 Trichomes
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Figure 7.7: A section through a flower stalk of arabidopsis thaliana shows several trichomes of the
plant. The trichomes (small spots outside of the stem, see white arrows) are small hairs
that are related to the ion transport mechanism of the plant. This stalk is ideally suited
for a fluorescence tomography investigation because even the silicon signal at 1.74keV does
not suffer too much from self-absorption.
X-ray fluorescence tomography can be used to study the up-take of ions by roots. It might
also be applied for studying the disposal of ions by plants. Here, the investigation focuses on
trichomes but also a simpler preparation technique has been assessed. Trichomes are hair like
structures found on leaves and stems of plants where they are associated either with defense or
with the excretion of toxic ions and other waste materials by the release of water. Therefore,
they also have a significant relevance for the ion transport of plants.
Figure 7.7 shows the fluorescence tomograms of a arabidopsis thaliana stalk. The sample
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was again immersed into a tracer solution with 10 millimole rubidium and additionally 5
millimole zinc and cadmium. The time of immersion was 4 hours. This stalk was in contrast
to the other samples not shock frozen and freeze dried but dried in air. This was done to
assess the possibility of this minimal sample preparation. However, the surface of the stalk
is shriveled due to the slow drying process and its structure is hardly recognizable. Outside
of the stalk several trichomes are visible as small spots (white arrows) in the tomogram of
calcium in figure 7.7.
The fluorescence tomography setup employed for this investigation was the same as for
the Spruce roots in section 7.2.1. However, since the stalk diameter exceeds one millimeter,
the step size for the horizontal scanning was chosen to be 15µm. For this large value still 82
steps were needed to cover the whole stem. The maximum extent of the stem including all its
trichomes is best recognized from the calcium signal. The calcium tomogram exhibits a small
red spot in the upper right (cf. white arrows in figure 7.7) which corresponds to a trichome.
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Figure 7.8: A single trichome with a diameter of about 30µm (SEM image on the left-hand side)
is investigated to find the distribution (on the right-hand side) of, especially, rubidium,
strontium, zinc, and manganese but also potassium and calcium are of interest. The
tomographic plane is indicated as a red line in the SEM image. Note, the different scales
of the SEM image and the tomograms. (SEM image kindly provided by W. Schröder)
The chemical elements inside the stalk show all quite homogeneous distributions. However,
the concentrations in the trichomes (see white arrows in the calcium tomogram, figure 7.7)
differ for the shown chemical elements. The tomogram of the calcium signal clearly shows
all trichomes of the stem while the potassium and rubidium signal in the trichomes is small.
Therefore, most of the spots that correspond to the trichomes are not visible in the reconstruc-
tions of potassium and rubidium. Also zinc is not apparent in these parts of the tomogram.
The low intensity suggests that the trichomes do not contain much of these elements. However,
this reduction in concentration of rubidium, potassium and zinc could be caused by the drying
process of the stem. The different functional areas of the stalk cannot be recognized in the
tomograms. The slow drying process deformed the stalk too much. Accordingly, the prepa-
ration of plant tissues by shock-freezing is urgently needed for the analysis by fluorescence
tomography.
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To study the transport mechanisms in the trichomes the resolution of these tomograms
is not good enough. Therefore, a single trichome has been investigated. An SEM image
is shown on the left-hand side of figure 7.8. The outer diameter at the tip of trichome is
approximately 30µm. The part on top of the trichome was removed to reduce its size. The
inner diameter is of the order of 10µm. The determination of the distribution of chemical
elements in such a small structure is a challenge. Accordingly, the investigation was also
performed to demonstrate the possibility of x-ray fluorescence tomography to get information
about ion distributions in plants on a sub-cellular level.
The fluorescence tomograms of this individual trichome are shown in figure 7.8 on the
right-hand side. The tomograms were measured by the same setup that was used for the mi-
crometeorite in section 7.1. This setup employed a NFL together with a collimating beryllium
PRL in front of it. However, the pixel size of the tomograms in figure 7.8 is 5µm rather than
600nm as for the micrometeorite. To cover the whole trichome with this step size 60 steps
were needed.
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recorded
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recorded
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recorded
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recorded
Figure 7.9: The SEM images of different elements in the trichome are shown. The zinc image suggests
a plane-like distribution. The fluorescence tomography shows that zinc is only distributed
on a ring. (images kindly provided by W. Schröder)
The tomograms show a sagittal cross section through a trichome as indicate by the red line
in the SEM image on the left-hand side of figure 7.8. In the lower part the trichome is attached
to a leaf. Thus, leaf tissue is visible there. The upper part is a tube over which the trichome
releases water. The concentration of potassium inside the trichome is relatively low. Again,
rubidium displaced the potassium. Consequently, the rubidium concentration is significant
over the entire trichome. Strontium and calcium in contrast are enriched in the walls of the
tube. The highest localization in the tube wall is shown by manganese and zinc. These are
ions that are disposed by the plant via the trichome. Therefore, the walls are enriched by
these ions. While manganese is distributed over a larger area, zinc is located in the lower part
of the tube walls. In this area a membrane separates the leaf from the tube of the trichome.
This seems to be a barrier for zinc. This is confirmed by the SEM images in figure 7.9. The
images show the distribution of potassium, calcium, manganese, and zinc. The SEM image
of zinc suggests that zinc is distributed in a plane at the intersection of the leaf and the tube
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of the trichome. The fluorescence tomogram, however, showed that the distribution is a ring
rather than a plane. The two dots in the tomogram are the cross section of the ring with the
tomographical plane. This example imposingly illustrates how well fluorescence tomography
and EDX spectroscopy complement one another.
This investigation demonstrated that fluorescence tomography can also provide informa-
tion about the distribution of chemical elements in small biological samples (of the order of
100µm). For this investigations also sub-cellular resolution is possible. Moreover, the combi-
nation of fluorescence tomography and other microanalytic techniques can give much better
results or even new aspects of an investigation. This encourages to further develop x-ray
fluorescence tomography in the future.
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Chapter 8
Feasibility of a Laboratory Setup
Chapter 7 showed that fluorescence tomography is a powerful microanalytic tool for biomedical
science as well as for geophysics. It has major advantages over other microanalytic techniques.
The only drawback of the fluorescence tomography over these other techniques is, up to now,
its restricted availability. All experiments described in chapter 7 employed a microbeam
produced by a PRL. This x-ray optic needs a highly brilliant 3rd generation synchrotron
radiation source for hard x-rays of which only three are available worldwide. Consequently,
beam time at these facilities is rare and fluorescence tomography can hardly be seen as a
possible standard technique.
Especially for the investigation of the ion transport in plants tissues of different sections of
the plants as well as different plants have to be analyzed to get sufficient statistics. This is not
possibility when using a synchrotron radiation source. Therefore, a laboratory fluorescence
tomography setup is necessary to perform these kind of investigations.
However, x-ray tubes are significantly less brilliant than synchrotron radiation sources
(cf. figure 5.4). Since the brilliance, as pointed out in chapter 5, cannot be improved by
the optic the most brilliant x-ray tube has to be chosen. The microfocus tubes that are
commercially available since the early nineties are the best choice.
Parabolic refractive lenses are not suited as optical components in combination with a
microfocus tube because the aperture of the lenses is too small (see section 4.2). In order to
produce a microbeam by means of a beryllium PRL in a one to one imaging setup a focal
length f would have to have half the distance L1 from the source to the PRL. Assuming a
focal length f of 0.43m, L1 would be 0.86m. A beryllium PRL exhibiting a focal length f of
0.43m at an energy of, e.g. 17.4keV, would have a effective aperture Deff of 358µm. Thus,
the PRL covers a solid angle fraction ∆Ω4pi of:
∆Ω
4pi
=
pi (Deff/2)
2
4piL21
=
(
3.58 · 10−4m)2
16 · (0.86m)2 = 1.08 · 10
−8 (8.1)
This fraction is much too small to produce a sufficiently intensive microbeam by a microfocus
x-ray tube. Even when optimizing the parameters of such a setup the microbeam will not
be intense enough. Thus, alternative x-ray optics have to be considered and assessed for a
potential use with a microfocus x-ray tube.
There are several x-ray optics commercially available. However, only some of them are
suitable for the use with an x-ray tube. Most optics suffer from the same problem of a small
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aperture. The most promising x-ray optics for this application seem to be polycapillaries.
Therefore, a polycapillary especially designed to produce a microbeam with a microfocus
tube has been tested.
The test setup to generate a microbeam consists of a microfocus tube and a polycapillary
x-ray optic. The tube is equipped with a molybdenum target using an acceleration voltage
of 60keV. The focused electron beam on the anode is 4µm in diameter at a power of 6W.
With increasing power the diameter increases in a linear way. Roughly speaking, the power
in watts scales with the diameter in micrometers.
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Figure 8.1: The horizontal focal spot size of the microbeam setup using a microfocus x-ray tube and
a polycapillary x-ray optic is determined to be 14.8µm. The measurement is performed
using the knife edge technique (see section 5.1). The flux in the focal spot is 2.85 · 107 phs
for a tube voltage of 60kV and a power of 6W.
The polycapillary is designed and optimized for an energy of 17.4keV which is the molyb-
denum Kα radiation emitted by the target. Polycapillary x-ray optics are made of hundreds of
single thin lead-glass capillaries that are sticking together like a tapered optic. The x-ray ra-
diation is reflected at the inside surfaces of the capillaries due to total reflection under grazing
incidence. The maximum angle of incidence, that is still reflecting, depends on the refractive
decrement δ (cf. section 5.1). The refractive decrement δ is proportional to the density ρ of
the material of the capillaries. Therefore, the polycapillaries are made from lead-glass rather
than from pure quartz glass.
The polycapillary used here consists of ellipticly formed capillaries so that it focuses the
point source of the microfocus tube into a small focal spot. The focal spot can have an extent
down to about 10µm in diameter.
In a first test the focal spot size of this setup is determined by the knife edge technique as
it has been outlined in section 5.1. The knife edge is an absorbing gold edge of 18µm thickness
deposited on a silicon wafer. The knife edge scan (black crosses) of the focal spot is depicted
in figure 8.1 for the horizontal direction. The beam-profile (red line) in this direction is given
by a double Gaussian function which is the derivative of two error-functions (blue line) fitted
to the data. The extension of the beam in this direction is 14.8µm FWHM. For the vertical
direction the scan is shown in figure 8.2. By the same method as for the horizontal spot size
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Figure 8.2: The vertical focal spot size of the microbeam setup was determined to be 17.1µm by the
knife edge technique. The vertical spot size is slightly higher than the horizontal spot size
in figure 8.1. However, the line scan for the fluorescence tomography are performed in the
horizontal direction.
the extent of the beam is found to be 17.1µm FWHM in the vertical direction.
The flux of the focal spot is measured by a PIN-diode (see section 3.1.2). It amounts
2.85 · 107 phs for an acceleration voltage of 60kV and a current of 0.1mA. The power output of
6W could be doubled without any effect to the focal spot size as found by measurements.
From these tests the construction of a laboratory facility for fluorescence microtomography
seams to be feasible. The horizontal spot size of 14.8µm FWHM gives the resolution of the
fluorescence tomography setup. The step size for scanning the sample is, according to the
Nyquist theorem, about 7µm. This value compares well to the one of the tomograms presented
in section 7.2.
The flux of a microbeam generated by a PRL at a synchrotron source is usually on the
order of 109 to 1010 phs . The flux of 2.85 · 107 phs at a tube power of 6W for the laboratory
setup employing a polycapillary can easily be increased to 9.5 · 107 phs by applying a power
of 20W. This is only one to two orders of magnitude smaller than the flux of the microbeam
setup employing a PRL at synchrotron radiation source. This factor can be compensated
by increasing the acquisition time for every location of the sinogram by a factor of ten to
hundred. Thus the number of photons that hit the sample is the same as for the case of
the setup at a synchrotron source. The longer acquisition time for a measurement of some
days up to a week for a complete fluorescence tomogram is acceptable because due to the
fully automatized control of the setup it can operate without human supervision, control, or
intervention over this time.
Moreover, for the experiments in section 7.2 the acquisition time of the sinogram was
limited by another factor. The duty cycle in data acquisition has not yet been optimized at
the ESRF. Too much time (about one second) was lost with moving motors and administration
of the data. This overhead is less important at an x-ray tube where the data collection time
is longer. Therefore, an increase of the acquisition time by a factor of 5 or even less could
yield sufficient statistics of the spectra.
There is one problem left when using such a setup. The divergence of the microbeam
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generated by the polycapillary is much larger than that generate by a lens. Therefore the
sample is not penetrated by a pencil like beam as assumed in the model of the fluorescence
tomography outlined in section 6.3. However, the algorithm described in section 6.4 can be
modified to take a fan-like beam into account. Using this adapted algorithm the fluores-
cence tomograms can be reconstructed from the data taken by such a laboratory fluorescence
tomography setup.
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Chapter 9
Conclusion and Outlook
Element specific x-ray fluorescence microtomography (XFEMT) is a powerful technique that
can have a major impact on bioscience, medicine, and geophysics. Measuring the local distri-
bution of chemical elements on a virtual slice is an interesting tool for several fields of science,
especially many biomedical, medical, and geophysical investigations can profit from it.
In chapter 7 different fields of application have been shown. Besides, the determination of
the distribution of chemical elements inside of a micrometeorite of about 25µm in diameter
various biological samples have been investigated. In contrast to the micrometeorite these
biological tissues can be several hundreds micrometers in diameter. These tissues are freeze-
dried leaving behind a light element matrix, only. Thus, the fluorescence radiation does not
suffer so much from self-absorption of the sample as in the case of the micrometeorite.
As discussed in chapter 7, these experiments show two big advantages of XFEMT over
other microanalysis techniques for determining the chemical element distribution of a sample.
Firstly, the penetration depth of x rays is very high compared to that of other probes like
electrons or visible light. Therefore, fluorescence tomography probes the whole sample rather
than just the surface. Another advantage is the little sample preparation (see section 7.2) –
there is needed neither sectioning of the sample nor vacuum preparation.
However, up to now, there is one big disadvantage of the fluorescence tomography. The
generation of a small and intense microbeam demands a highly brilliant x-ray source which is
best provided by a 3rd generation synchrotron facility. As pointed out in chapter 8 there is only
little beamtime available at these facilities. Moreover, for biomedical applications sufficient
statistics are needed which means that a large number of samples has to be investigated.
Therefore, the new method of XFEMT has to be transfered to a laboratory setup. In chapter 8
this possibility has been assessed and the construction of a laboratory setup for XFEMT seems
to be feasible. A prototype is currently under construction at the II. Physikalisches Institut B.
Due to the reduced brilliance of an x-ray tube, for such a setup the resolution is limited
to about 10 to 15µm. For high resolution investigations the XFEMT at a synchrotron ra-
diation source has to be improved in order to compete in resolution with other techniques
(cf. table 7.1). The advances in resolution of XFEMT with the time over which this work has
been performed is impressively illustrated in figure 9.1. The mahogany root was investigated
in September 1999 as one of the first samples. The pixel size of this fluorescence tomogram
is 6.25µm which is more than one order of magnitude larger than the 600nm of the microme-
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Figure 9.1: The extent of a tomogram from the potassium Kα signal of a mahogany root taken at
the very beginning of this work is compared to the one of the iron Kα signal of the
micrometeorite. The tomogram of the mahogany root has a pixel size of 6.25µm which is
more than one order magnitude bigger than the one for the micrometeorite that amounts
600nm.
teorite (see section 7.1). The tomogram of the micrometeorite exhibits the smallest pixel size
of a fluorescence tomogram done up to now. The pixel size is only 600nm which is already
comparable with the pixel size of some of the common microanalytic methods like EDX using
an SEM (cf. table 7.1). Further developments of the NFLs (see section 4.4) promise to reduce
this value down to about 100nm. However, for such a high resolution tomogram there is need
to improve the rotational stages. At present, the sinograms still have to be corrected for
wobble using the algorithm described in appendix B.
Besides the resolution of a method also the sensitivity is an interesting property. For
the XFEMT the sensitivity of the measurement is connected to the intensity of the detected
fluorescence radiation. The fluorescence radiation is reduced due to absorption on its way
from the sample to the detector. In order to increase the detectable fluorescence radiation a
helium atmosphere surrounding the sample and covering the complete path from the sample
to the detector has been employed (see section 6.5). This increases the detected signal and
thus the signal to noise ratio of XFEMT measurements.
Another way to increase the intensity of the detected fluorescence radiation is to use a
more intensive incident beam. By using a less monochromatic beam of ∆EE ∼ 4 · 10−3 one
order of magnitude has been gained for the flux of the incident beam (see chapter 5). From
this increase also the intensity of the fluorescence radiation benefits by the same factor.
Another improvement performed within this work is the separation of neighboring peaks in
the fluorescence spectra taken by an XFEMT setup. This allows, for instance, to distinguish
between the Kα-line of calcium and the Kβ-line of potassium (see section 6.2). This is very
important for the analysis of biomedical samples where these two ions often have different
biological functions. But also for other applications of XFEMT the separation of overlapping
peaks can be important.
In the future several tasks have to be focused on. First of all the construction of the
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laboratory XFEMT setup has to be finished and tests with this facility have to be performed
and evaluated. For high resolution applications of XFEMT the resolution will have to be
improved. Therefore, the development of the NFL will be pushed further on. Moreover, the
XFEMT setup will have to be improved to get a more precise rotational and translational
degrees of freedom (of the order of 100nm). Also the acquisition time has to be reduced
by making the data acquisition more efficient. This will be done by transferring a newly
developed experimental setup of the laboratory facility to the synchrotron source.
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Appendix A
Filtered Backprojection Technique
(FBT)
The filtered backprojection is a common and wide-spread technique to reconstruct tomograms.
This is because of its great advantage of computational efficiency over other techniques. The
computational effort using FBT is much less than the CPU-time consumption of any other
technique available1. Despite this, in some special cases like for the fluorescence tomography as
z
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y
axis of rotation
z
x
y
axis of rotation
a) b)
Figure A.1: For a) the fan beam geometry the object is penetrated by a fan like beam. This beam
is conical in the plane perpendicular to the rotation axis but collimated along this axis.
For b) the cone beam geometry the beam is fully conical.
described in section 6, as well as for fan beam [Maz00, Noo02] or cone beam tomography [Fel84,
Yan92, Gra00], more sophisticated algorithms are needed. The cone and fan beam tomography
are techniques for medical diagnostics in hospitals that will be used in the future when more
powerful computers are available and the reconstruction can be performed instantaneously.
These techniques used a beam that is conical in the plane perpendicular to the rotation axis
but collimated along this axis (see figure A.1 a). This kind of beam is called fan beam. If
1There are new algorithms that further reduce the number of arithmetic operations but these approaches
rely on approximations which generates artifacts.
I
APPENDIX A. FILTERED BACKPROJECTION TECHNIQUE (FBT)
there is no collimation at all the beam will be referred to as a cone beam (see figure A.1 b).
Up to now the computational effort for the reconstruction of the tomograms taken by these
techniques is too high. Therefore, today most tomograms are taken in such a way that
they can be reconstructed very fast by FBT. This makes FBT one of the most important
reconstruction algorithms for tomography today. Even for the reconstruction of tomograms
obtained by fluorescence tomography the FBT is a very good and fast first approximation to
get an idea of the appearance of the measured tomogram. Moreover, discussing the FBT in
detail illustrates the concept of tomography.
In Chapter 6 the setup for fluorescence tomography is explained in detail. The difference
between an ordinary or absorption tomography and fluorescence tomography is the property of
the sample which is investigated. In the case of usual tomography the absorption of the sample
is considered along the incident rays, while fluorescence tomography measures the fluorescence
radiation along the incident beam. Since the fluorescence radiation emitted along this ray is
absorbed by the sample itself, the problem of self-absorption arises when reconstructing such
tomograms (see section 6.4 for details).
The first tomography related topic was described in 1917 by Radon[Rad17]. He described
the transformation from an N -dimensional body to one of its N -1-dimensional projections.
This transformation is now called Radon’s transformation R.
Usually the dimension N of the body is three. However, it can be reduced to two when
a parallel beam is used which slices the object in a stack of thin two dimensional layers
perpendicular to the axis of rotation. After the reconstruction the slices are stacked on each
other to form again the three dimensional body. This much simpler case of a two dimensional
distribution will be discussed in the following. The inversion R−1 of this transformation called
the tomographic reconstruction for two dimensions can be performed by the FBT.
In figure A.2 a sketch of an absorption tomography setup with a parallel beam is shown.
The incident rays are drawn as dashed lines in parallel to the s-axis which defines together
with the r-axis the coordinates of the incident beam’s system. Usually the (r, s)-system is
laboratory fixed, while the sample is moved through the beam (cf. chapter 6). However, in
figure A.2 the beam is moved around the sample to illustrate the concept of projections from
different angles2. The coordinates of the sample system are x and y. The rotation angle ϕ is
enclosed by the x and r-axis. Thus, the coordinates (x, y) are transformed by:(
r
s
)
=
(
cos ϕ − sin ϕ
sin ϕ cos ϕ
)(
x
y
)
(A.1)
to (r, s). This transformation has a determinant that is equal to one. This means it is only a
rotation and both systems have the same scale.
The sample – the grey square with a small black square in the lower left corner – has an
absorption coefficient µ(x, y) given as a function of x and y. The blackening of the sample
indicates the strength of x-ray absorption. The rays pass through the sample at different
angles ϕ and the sample absorbs the photons according to Lambert-Beer’s law (see section 2).
Behind the sample the projection pϕ(r) is given by the line integral over the absorption
2This kind of setup is commonly used for medical applications, too. This is because the patient cannot be
rotated. Therefore, for this particular case, the source is moving around the patient.
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Figure A.2: The incident rays are absorbed by the sample (gray square with a small black square in
the lower left corner) and give different intensity distributions called projections pϕ(r) for
different angles ϕ.
coefficient µ(x, y). This is the negative logarithm of the intensity fraction passing through
the sample:
pϕ(r) = − ln
[
Iϕ(r)
I0ϕ(r)
]
=
∫ ∞
−∞
µ (x(r, s), y(r, s)) ds, (A.2)
I0ϕ(r) is the intensity of the beam in front of the sample at position r, and Iϕ(r) is the
intensity behind it for a given angle of the rotation ϕ.
The set of projections pϕ(r) plotted versus r and the angle of rotation ϕ gives the sinogram
of the sample. The sinogram is the raw data of a tomogram. It is used to reconstruct the
tomogram. The name originates from its shape because the projections pϕ(r) plotted over
the angle of rotation ϕ yield a sinusoidal shape (e.g., see figure B.2 white line).
Equation (A.2) is the Radon transformation R as it was already given by Radon himself.
For the reconstruction the inversion R−1 of this transformation is needed. In order to find it,
the so-called Fourier slice theorem is used. It will be derived in the next section.
A.1 Fourier Slice Theorem
The Fourier slice theorem connects the Fourier transforms of the projections pϕ(r) and the
Fourier transform of the function µ(x, y) itself. It claims the equivalence of these two quanti-
ties. Thus, the reconstruction can be performed by Fourier transforming the projections pϕ(r)
with respect to the radial coordinate r. The quantity is already the Fourier transforms of the
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absorption coefficient µ(x, y), but with respect to the coordinates x and y (see below).
First of all the Fourier transforms p˜ϕ(kr), µ˜(kx, ky) of the projections pϕ(r) and the ab-
sorption coefficient µ(x, y) are given by:
p˜ϕ(kr) =
∫ ∞
−∞
pϕ(r)e
−ikrrdr = Fpϕ(r) (A.3)
µ˜(kx, ky) =
∫ ∞
−∞
∫ ∞
−∞
µ(x, y)e−i(kxx+kyy)dxdy = Fµ(x, y). (A.4)
Here, the asymmetric definition of the Fourier transform F was used. Thus the inverted
Fourier transform F−1 has to be multiplied by a factor of 12pi .
Substituting the projections pϕ(r) in equation (A.3) by their definition from equation (A.2)
one gets:
p˜ϕ(kr) =
∫ ∞
−∞
∫ ∞
−∞
µ (x(r, s), y(r, s)) e−ikrrdsdr. (A.5)
In a next step the Cartesian variables (r, s) have to be expressed by the coordinates (x, y). In
order to do this, the projection of the Cartesian coordinates (x, y) onto the variable r is used:
r = x cos ϕ− y sin ϕ. (A.6)
Substituting r in equation (A.5) yields:
p˜ϕ(kr) =
∫ ∞
−∞
∫ ∞
−∞
µ (x(r, s), y(r, s)) e−ikr(x cos ϕ−y sin ϕ)dsdr. (A.7)
By multiplying kr to the substitution of r one finds an expression for the exponent of:
kr(x cos ϕ− y sin ϕ) = xkr cos ϕ− ykr sin ϕ. (A.8)
By using the transformation of polar coordinates to Cartesian coordinates:
kx = kr cos ϕ (A.9)
ky = −kr sin ϕ (A.10)
one can identify the expression krr with kxx + kyy which is the dot product of ~k~x. Replacing
krr in equation (A.5) by this dot product gives:
p˜ϕ(kr) =
∫ ∞
−∞
∫ ∞
−∞
µ (x(r, s), y(r, s)) e−i(kxx+kyy)dsdr (A.11)
The right-hand side of equation (A.11) matches the Fourier transform of µ(x, y) in equa-
tion (A.4) except for the variables of integration. Therefore, a transformation from (r, s) to
(x, y) has to be performed. However, this transform yields a determinant of one. Thus the
Fourier transform p˜ϕ(kr) of the projections pϕ(r) equals the one of µ(x, y):
p˜ϕ(kr) =
∫ ∞
−∞
∫ ∞
−∞
µ(x, y)e−i(kxx+kyy)dxdy = µ˜(kx, ky). (A.12)
This is th Fourier Slice theorem. From this one is able to derive the absorption coeffi-
cient µ(x, y) from its projections pϕ(r).
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A.2 Filtered Backprojection
Starting with the projections pϕ(r) given by the experiment or a simulation, i.e., calculated
from tomogram by Radon’s transform the Fourier slice theorem suggests to calculate the
Fourier transform of the projections pϕ(r). This Fourier transform equals the one of the
absorption coefficient µ˜(kx, ky):
Fpϕ(r) = p˜ϕ(kr) =
∫ ∞
−∞
pϕ(r)e
−ikrrdr = µ˜(kx, ky). (A.13)
Since the Fourier transform of the projections p˜ϕ(kr) and the Fourier transform of the ab-
sorption coefficient µ˜(kx, ky) have different coordinates. These coordinates are the polar co-
ordinates (kr, ϕ) and the Cartesian (kx, ky). The transformation is given by equation (A.10).
In addition, this transformation yields a determinant det
(
∂(kr,ϕ)
∂(kx,ky)
)
of |kr|.
Applying the inverse Fourier transform to equation (A.13) one obtains the real-space
distribution of the absorption coefficient µ(x, y) from:
1
(2pi)2
∫ ∞
−∞
∫ ∞
−∞
µ˜(kx, ky)e
i(kxx+kyy)dkxdky = µ(x, y). (A.14)
Using the transformation of the Cartesian and polar coordinates and the determinant |kr| ,
equation (A.14) can be written as:
µ(x, y) =
1
(2pi)2
∫ 2pi
0
∫ ∞
−∞
µ˜(kr cos ϕ,−kr sin ϕ)|kr|eikr(x cos ϕ−y sin ϕ)dkrdϕ. (A.15)
Since, for this particular case the Fourier transformed absorption coefficient µ˜ depends on the
coordinates (kr, ϕ), it can be substituted by the Fourier transform of the projections p˜ϕ(kr).
Hence, one finds the transformation from the projections pϕ(r) absorption coefficient µ(x, y),
i.e., the inverse Radon transform R−1 being:
µ(x, y) = R−1pϕ(r) = 1
(2pi)2
∫ 2pi
0
∫ ∞
−∞
p˜ϕ(kr)|kr|eikr(x cos ϕ−y sin ϕ)dkrdϕ
µ(x, y) =
1
(2pi)2
∫ 2pi
0
∫ ∞
−∞
∫ ∞
−∞
pϕ(r)e
−ikrrdr|kr|eikr(x cos ϕ−y sin ϕ)dkrdϕ
=
1
(2pi)
∫ 2pi
0
hϕ(r)dϕ. (A.16)
In the last step the function hϕ(r) has been introduced:
hϕ(r = x cos ϕ− y sin ϕ) =
∫ ∞
−∞
∫ ∞
−∞
pϕ(r)e
−ikrrdr|kr|eikrrdkr. (A.17)
This function can be understood as the filtered sinogram. The filter is |kr| which is a simple
filter for the filtered backprojection technique (FBT). More complicated filter can be applied
to improve the quality of the tomograms. The integration over all angles of rotation ϕ
backprojects all the projections of the filtered sinogram onto the sample area and yields the
tomogram. Therefore, equation (A.16) illustrates the concept of the filtered backprojection
technique (FBT).
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The two dimensional integration in equation (A.17) can be reduce to a one dimensional by
using the convolution theorem. To calculate the filtered sinogram hϕ(r) from the measured
sinogram pϕ(r) two approaches can be perused. The first is to Fourier transform the measure
projections with respect to r. This yields the Fourier transform p˜ϕ(kr) which has to be
multiplied by |kr| according to equation (A.17). Afterwards the result is inverse Fourier
transformed to get the filtered sinogram hϕ(r).
µ(x, y) =
1
(2pi)2
∫ 2pi
0
∫ ∞
−∞
p˜(kr)︷ ︸︸ ︷∫ ∞
−∞
pϕ(r)e
−ikrrdr |kr|eikr(x cos ϕ−y sin ϕ)dkr︸ ︷︷ ︸
hϕ(r)
dϕ (A.18)
An alternative approach is to calculate the convolution of the measured projections pϕ(r) and
the inverse Fourier transform of the filter f(r) := F−1|kr| =
∫∞
−∞ |kr|eikrr
′
dkr.
µ(x, y) =
1
(2pi)2
∫ 2pi
0
∫ ∞
−∞
pϕ(r − r′)f(r′)︸ ︷︷ ︸
hϕ(r)
dr′dϕ (A.19)
This approach can be perused due to the convolution theorem and reduces the two dimensional
integration in equation (A.17) to a one dimensional. However, the convolution of two functions
is more CPU time consuming and usually the first approach is better choice to calculate hϕ(r).
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Appendix B
Correcting Sinograms
When performing tomography the axis of rotation has to be fixed on the scale of the resolution
of the tomogram. Therefore, the precision of the setup including motors, mechanics and stages
is a very critical property. Especially for high resolution tomography with sub-micrometer
resolution the precision of the translation stages is often not good enough to get a position
a reproducibility which is required for scanning the sample through the beam. Similarly,
the rotational stages can show a too high eccentricity and the axis of rotation is not fixed
on the scale of the resolution. These problems cause a deviation of the sinograms from an
exact sinusoidal structure (see figure B.1). This might causes artefacts in the reconstructed
tomogram.
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Figure B.1: A high resolution sinogram of a scanning tomography might be deformed due to the poor
reproducibility of the translation stage or due to the eccentricity of the rotational stage.
The fluorescence intensity of iron Kα-line of the micrometeorite (see section 7.1) is plotted
versus the position x and the angle of rotation ϕ. The center of mass algorithm corrects
the artefacts to get a proper sinogram (see figure B.2).
In order to correct the shift of the line scans various approaches can be pursued. If the
measured property gives an overall integral which does not vanish, one can apply the center
of mass algorithm. This algorithm calculates the center of mass xs for every line scan. This
VII
APPENDIX B. CORRECTING SINOGRAMS
is done by weighting every position of a line scan by the first moment S1ϕ of the distribution
of the measured property:
S1ϕ =
∫ xm
0
xfϕ(x)dx. (B.1)
fϕ(x) is the measured property which is given within the interval [0, xm]. The maximum
in x-direction is xm (cf. figure B.2). The center of mass is derived from equation (B.1) by
normalizing it to the overall integral of the property fϕ(x), i.e., the zeroth moment S0ϕ. Thus
the center of mass xs is calculated from:
xs =
S1ϕ
S0ϕ
=
∫ xm
0 xfϕ(x)dx∫ xm
0 fϕ(x)dx
. (B.2)
The center of mass xs of every rotation angle ϕ is shifted to the middle xm2 of the translation
interval [0, xm]. Doing this, all line scans of the sinogram are aligned to the same axis of
rotation, which is the middle xm2 of the interval or the center of mass. From the corrected
sinogram (see figure B.2) the tomogram can be easily reconstructed without artefacts by using
one of the described algorithms (see chapter 6 and appendix A) as well as other common
algorithms.
ϕ
x
x
m
0
360º0º
100%
0%
Figure B.2: After applying the center of mass algorithm to the deformed sinogram, one gets a unde-
formed sinogram with an axis of rotation at xm2 . Unfortunately, there are still some errors
in this sinogram, namely, a shift by one pixel at approximately 210 degrees as well as 300.
For the case of a distribution with an overall integral which is zero, the zero order moment
vanishes and the normalization is not possible anymore. Therefore, other algorithms have
to be applied, to correct for the aberration of the line scans from the axis of rotation. One
method is discussed in section 3.6.1 [Mey02].
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Appendix C
Calculating the Focal Spot Size
The focal spot size of a microbeam setup is given by two contributions. First, the image size
according to geometric optics and second, the smearing of the image due to diffraction.
Following equation (42) of Lengeler and co-workers [Len99a] the full width half maximum
(FWHM) of the transverse beam size Bt, can be derived from:
B2t = 2.355
2L22
aat + b
2F 2
2ak2R2
, (C.1)
with R the radius of curvature of the parabolas PRL, k = 2piλ the wave number corresponding
to the wavelength λ of the incident photon, b = kR2, F = 1L1 +
1
L2
− 1f defines the imaging
plane and a = µNR describes the diffraction of the lens by its effective aperture Deff (here
the part of a is neglected which accounts for the roughness of the surface of the lens). The
value at is defined to be:
at = a + 2
(
kRbt
2.355L1
)2
, (C.2)
where bt again is the transverse size (FWHM) of the source for either the horizontal bh or the
vertical bv direction. The minimum size of the beam lies in the plane F = 0 and the second
term in equation (C.1) vanishes. Thus one gets a minimal beam size Bt:
Bt = 2.355L2
√√√√2a( kRbt2.355L1)2 + a2
2ak2R2
= L2
√
b2t
L21
+
2.77a
k2R2
. (C.3)
As mentioned before the two contributions to the transverse size Bt can be distinguished into
the geometrically demagnified source size bt L2L1 and the broadening of the image of the source
due to diffraction.
The longitudinal beam size Bl of the microbeam can as well be derived form equation (C.1).
The criteria usually used for this is the broadening of the beam to
√
2 times the minimum
size Bt. This corresponds to case where the first term and the second term in equation (C.1)
are equal. Thus the longitudinal size Bl of the micro beam is derived from:
b2F 2 = k2R4
(
1
L1
+
1
L2 +
Bl
2
− 1
f
)2
= a2 + 2a
(
kRbt
2.355L1
)2
= aat. (C.4)
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By taking the square root on both sides and dividing them by kR2, one finds:
1
L1
+
1
L2 +
Bl
2
− 1
f
= ±
√
a2 + 2a
(
kRbt
2.355L1
)2
kR2
⇒
1
L2 +
Bl
2
=
1
f
− 1
L1
±
√
a2 + 2a
(
kRbt
2.355L1
)2
kR2
. (C.5)
Now 1f − 1L1 is substituted by L
−1
2 and the square root term is expanded by L2. Hence, one
gets an easily invertible equation of:
1
L2 +
Bl
2
=
1± L2
kR2
√
a2 + 2a
(
kRbt
2.355L1
)2
L2
. (C.6)
Finally by inverting this equation and subtracting L2 one gets
Bl
2 :
Bl
2
=
L2
1± L2
kR2
√
a2 + 2a
(
kRbt
2.355L1
)2 − L2. (C.7)
This equation shows the asymmetry of the focal spot size along the optical axis, because the
denominator varies depending on the sign of the square root which determines the sign of Bl.
For small values of the square root the fraction can be expanded with respect to the square
root. Thus, the asymmetry is lost and one obtains a symmetric longitudinal focal spot size Bl
of:
Bl
2
≈ L2 ∓ L
2
2
kR2
√
a2 + 2a
(
kRbt
2.355L1
)2
− L2
Bl ≈ 2 L
2
2
kR2
√
a2 + 2a
(
kRbt
2.355L1
)2
. (C.8)
By replacing the factor a by its value µNR some terms can be identified with the effective
aperture Deff of the PRL. To do so one has to assume that the absorption of the material
of the lens is not weak. This is especially true for aluminium lenses, but also for beryllium
lenses it is a good approximation. Hence, the value of ap is not small and the −e−ap term
of equation (4.10) can be neglected. This yields an effective aperture Deff of 2R0√ap = 2
√
2R
µN .
Using this, Bl becomes:
Bl ≈ 2L22
√(
µN
kR
)2
+ 2
µN
R
(
bt
2.355L1
)2
= 2L22
√(
8
kD2eff
)2
+
16
D2eff
(
bt
2.355L1
)2
. (C.9)
Now one extracts the factor 8
kD2
eff
from the square root and substitutes Deff2L2 by the numerical
aperture N.A. (see section 4.3.1). From this the final expression for the longitudinal spot
size Bl is derived:
Bl ≈ 2
pi
λ
N.A.2
√
1 +
(
piDeffbt
2.355λL1
)2
. (C.10)
The longitudinal focal spot size is depending on the numerical aperture by N.A.−2 as in
normal optics.
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