Outliers and multi-collinearity often have large influence in the model/variable selection process in linear regression analysis. To investigate this combined problem of multi-collinearity and outliers, we studied and compared Liu-type S (liuS-estimators) and Liu-type Least Trimmed Squares (liuLTS) estimators as robust model selection criteria. Therefore, the main goal of this study is to select subsets of independent variables which explain dependent variables in the presence of multi-collinearity, outliers and possible departures from the normality assumption of the error distribution in regression analysis using these models.
Introduction
Traditional variable selection methods are based on classical estimators and tests which depend on normality assumption of errors. Even though many robust alternatives to the traditional model selection methods have been offered in the past 30 years, the associated variable selection problem has been somewhat neglected. For instance, in regression analysis, Mallows's Cp (Mallows, 1973 ) is a powerful selection procedure. But, since the Cp statistics is based on least squares estimation, it is very sensitive to outliers and other departures from the normality assumption on the error distribution. The need for robust selection procedures is obvious, because using Mallow's Cp variable selection method cannot estimate and select parameters robustly. Ronchetti (1985) and Ronchetti et. al. (1997) proposed and investigated the properties of a robust version of Akaike's Information Criterion (AIC). Hampel (1983) suggested a modified version of it. Hurvich and Tsai(1990) compared several model selection procedures for L1 regression. Ronchetti and Staudte (1994) proposed a robust version of Mallows's Cp. Sommer and Huggins (1996) proposed a robust Tp criterion based on Wald Statistics.
Consider the linear regression model
where Y is an n × 1 response vector; X is an n × p full rank matrix of predictors; β is an p vector of unknown parameters; , is an error vector with mean 0 and variance σ 2 I.
For convenience, it is assumed that the X variables are standardized so that X X has the form of correlation matrix.
Multi-collinearity and outliers are two main problems in regression methods. To cope with multi-collinearity, some techniques are proposed. Ridge regression estimator is one of the most widely used estimators to overcome multi-collinearity. Ridge regression estimator is defined as
where k > 0 is the shrinkage parameter. SinceβR(k) is sensitive to outliers in the ydirection, an alternative robust ridge M-estimator has been proposed by Sivapulle (1991) . SinceβR(k) is a complicated function of k, Liu (1993) proposes a new biased estimator for β. Liu estimator
is obtained by shrinking the ordinary least squares (OLS) estimator using the matrix (X X + I) −1 (X X + dI) Where 0 < d < 1 is a shrinking parameter. Since OLS is used in Liu estimator, the presence of outliers in y direction may affectβL(d). To overcome this problem, Arslan and Billor (2000) proposed an alternative class of Liu-type M-estimators (LM) which is defined as:
LM estimator is obtained by shrinking an M-estimator (βM ) instead of the OLS estimator using the matrix (X X + I) −1 (X X + dI). The main objective of this proposed estimator is to decrease the effects of the simultaneous occurrence of multicollinearity and outliers in the data set.
Let λ1 ≥ λ2 ≥ . . . λp be the eigenvalues of XX and q1, q2, . . . , qp be the corresponding eigenvectors. Let Λ = diag(λ1, λ2, . . . , λp) and P = (q1, q2, . . . , qp) such that X X = P ΛP . The regression model can be written in the canonical form by
where C = XP and α = P β.
Then, the LM-estimator of α,αLM (d), becomes
This estimator is resistant to the combined problem of multicollinearity and outliers in the y direction (Arslan and Billor, 2000) . In order to obtainαLM (d) we used the robust choice of d given in equation (5) . Robust d value is 
2 , wi is a weight for i. th observation, andσ 2 is a robust and consistent estimator ofσ in the full model given byσ In robust Cp (RCP) criterion used by Ronchetti and Staudte (1994) , Up-Vp value is constant for all models. In our study, the value of Up-Vp changes according to each subset. Moreover, Ronchetti and Staudte (1994) have used weighting least squares (WLS) while computing the estimates. However, we use Huber-type estimation and Huber weights, instead of WLS. So, Up-Vp is
(see Ronchetti and Staudte,1994) .
Mallows's Cp and RCP are useful tools for model selection in regression. However, they have several disadvantages. First they are difficult to generalize to the situations where residuals are less defined. Second, they are computer intensive and their computation, particularly in robust version, can be time consuming as they require fitting of all submodels (Sommer and Huggins, 1996) . Sommer and Huggins (1996) proposed a flexible easily generalized alternative based on the Wald test (see, Wald, 1994) which requires computation of estimates only from the full model. Models, with values of RCP close to Vp or smaller than VP, will be preferred to others.
Robust Tp criteria.
A robust version of Tp (RTp), based on generalized M-estimators of the regression parameters, is defined by
where Σn is the covariance matrix,
and k and p are dimensions of full model and submodel, respectively,β1 = (β0, β1, . . . , βp−1) andβ2 = (βp, . . . , β k−1 ) (Hampel et all,1986 ) . If submodel P is correct, the value of RTp should be close to p (Sommer and Huggins, 1996).
S and LTS estimators.
Rousseeuw and Yohai (1984) proposed S-estimator which is another high breakdown point estimator having the same asymptotic properties as the M-estimator and used in model selection in linear regression analysis. It has a higher statistical efficiency than LTS estimation even though S and LTS estimates share the same breakdown value. The S-estimator minimizes the sample S-scale of the fitted residuals, while the LTS estimator minimizes the sample root mean square error. To obtain a high breakdown point estimator, which is also √ n-consistent and asymptotically normal, was the motivation for the S-estimators. The ρ is considered to be a quadratic function. Let k = EΦ[ρ] where Φ is the standard normal distribution. For any given sample {r1, r2, . . . , rn} of residuals, an M-estimate of scale σ(r1, r2, . . . , rn) is the solution to ave{ρ(ri/σ)} where ave denotes the arithmetic mean over i = 1, 2, . . . , n. For each value of β, the dispersion of the residuals ri = yi − x T i β can be calculated using the upper equation . Then, the S-estimatorβ of β be defined as
and the final scale estimate isσ = σ(r1(β), r2(β), . . . , rn(β)). The least trimmed squares (LTS) estimate proposed by Rousseeuw (1984) is defined as the p-vector
where .
Suggested Model Selection Method.
In this study, in order to compute RCP and RTP criteria, we propose to useαS and αLT S instead ofαM in equation (5), leading to
Consequently these estimators are used in (12) and (13) to estimate parametersβLiu.S andβLiu.LT S that are used in the calculation of selection criteria RCP and RTP.
(12)βLiu.S = P αS(dM )
where P = (q1, q2, . . . , qp) is the eigenvector matrix, such that XX = P ΛP .
In addition, we propose to use S estimator and LTS (least trimmed square) estimator in (12) for the calculation of selection criteria RCP and RTP, given in (8) and (10), respectively. In this way,β for Vp in (8) andβ in (10) are obtained by using S estimator (βLiu.S), LTS estimator (βLiu.LT S ). Equation (12) and Equation (13) are referred as robust Liu-S and robust Liu-LTS estimator, respectively.
Simulation Study.
In this section, a simulation study was performed to investigate and compare the robust variables selection criteria using S and LTS estimators. First, five independent variables were generated from Uniform distribution (−1, 1) . The data were obtained according to the M 1 = β = (5, 3, √ 6, 0, 0) and M 2 = β = (2 √ 5, 4, √ 3, 1, 0) models. These parameters were obtained by considering β β/σ 2 (non-central signal-to-noise parameter)
ij criteria and also used by Gunst and Mason(1977) and Erar(1982) . In order to search of the effects of multicolinearity and outlier together over the robust selection criteria, a powerful linear dependency structure and a divergentvalue were formed in the data sets between the x1 and x4; x2 and x3 variables in these models. Moreover, robust-d value is used in the robust Liu.M, robust Liu.S and robust Liu.LTS estimators, which are given equation 12-13. These estimators are used for computation of robust Tp (RTP) selection criteria based on Wald tests and robust Cp (RCP).
Furthermore, another goal of this simulation study is to see the results of RCP and RTP selection criteria with liu-S and liu-LTS estimators and to compare the results of RCP and RTP selection criteria with Liu and robust Liu.M estimators used in the previous studies (Çetin, 2009 ).
In order to obtain the percentages of subsets of criteria, a program was coded by using S-Plus function in this study. The results of the two models are given in the tables below. The numbers in these tables are shown how many times each subset is selected. Table 1 shows that, the RTP, which is calculated by using both Liu.S and Liu. LTS estimators selects the real model which includes x1, x2, x3, with a proportion of %82 in a hundred repetitions, and it picked optional models x1, x2, x3, x4 and x1, x2 ,x3, x5 respectively in the proportions of %100 and %98. However, RCP criteria which is calculated by Liu.S and Liu.LTS estimators do not determine any subsets. On the contrary to RCP criteria calculated by Liu estimator gives better results than RTP criteria (Çetin, 2009 ).
As it can be seen from Table 2 , RCP and RTP, both Liu.S and Liu.LTS estimators give the same results in case of multicollinearity. However, RTP criteria tend to choose multivariable models more often. Table 3 gives the results under the assumption of multicollinearity and outliers together. RCP criteria do not work well when both the multicollinearity and outliers are present in the data. RTP criteria results are similar to those given in Table 2 .
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