In the present paper a generalization of a theorem of I.B. Risteski (2004) concerning the solution of a nonlinear functional equation is given. The proof is based on a parametric approach by introducing a parameter λ in an arbitrary set Λ , and on a matrix method for solving linear functional equations.
Introduction
unctional equations find applications in biology, social sciences, engineering, as well as in many other branches of mathematics and a great number of such applications can be found in the monograph by Aczel (1966) . This has led to considerable interest in the study of functional equations and has given rise to numerous articles and monographs on this subject.
The present paper is devoted to the study of a nonlinear functional equation which generalizes the quadratic complex vector functional equation solved by I.B. Risteski (2004) . To the best of our knowledge, up to now this type of nonlinear functional equation has not been considered in the literature. We carried out our research to shed some light on this field of nonlinear functional equations. The results presented here and in (Risteski, 2004) supplement and extend some of the results in (Risteski et al 1999 (Risteski et al , 2000a (Risteski et al , 2000b .
In order to prepare the background for our study, we present the result of I.B. Risteski (2004) . Let V be a complex finite-dimensional vector space and let there exist mappings , : , , , Risteski (2004) 
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where ( )
In the next section we shall consider a slightly generalized version of (1). In the proof of the theorem we shall use techniques developed in Risteski (2002) and Risteski and Covachev (2000, 2001) . On the other hand, the method used in Risteski (2004) cannot be used in the proof of this theorem without imposing a very restrictive assumption on the equation considered.
Statement of the Problem
In this part of our paper, we shall consider the generalized nonlinear complex vector functional equation
n n n f g
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It is easy to see that if a component of f is identically 0 , then the corresponding component of g may be arbitrary. Similarly, if a component of g is identically 0 , then the corresponding component of f may be arbitrary. So we need to consider only solutions ( ) , f g of equation (3) for which no component of f or g is identically 0 . Thus we may suppose that (3) is a scalar functional equation. Moreover, the arguments ( )
may belong to an arbitrary set V (with at least 1 n + distinct elements). Furthermore, it is easily seen that the function f depends on the arguments ( )
as on a parameter. So we can slightly generalize equation (3) by introducing a parameter λ in an arbitrary set Λ instead of ( )
Thus we consider the equation 
where
Proof : Let us introduce the function
It satisfies the linear functional equation 1  0  3  1  1  0 , , , , , , , , , , , .
We will not solve equation (8). Instead, we will just find the form of the solutions of (8) which can be represented as (7). To this end, we use a method similar to that in Risteski (2002) and in Risteski and Covachev (2001) . Below we will denote by n S the symmetric group of degree n (or symmetric group on n letters, see Feyzioğlu (1990) ). This is the group of all one-to-one mappings of the set { } 1, 2, , n … onto itself, and its elements are called permutations (of 1, 2, , n … ). Here, for our convenience, we denote by Then equation (8) is equivalent to the linear homogeneous system
This system of ( ) 1 ! n + equations has a nontrivial solution if and only if its determinant is 0 . We will not
show that this determinant is 0 , but we will use the form of the nontrivial solution and eventually obtain a solution of (8) admitting the factorization (7). According to Risteski (2002) and Risteski and Covachev (2001) , a possible nontrivial solution of (8) , , , , ,
where :
C Λ → C and
Thus the representation (10) takes the form ( )
where we have denoted
By virtue of (7) we must have
Since g is not identically 0 , there exists an n -tuple ( )
Now equation (13) can be written in the form
Now the quotients ( ) ( ) 
We can then write
, , , .
Equation (18) shows that, in fact, equation (5) is valid. It remains to prove that (up to a constant factor) equation (6) also holds. To this end we will determine the constants c α (up to a common factor) so that the pair ( ) , f g given by (18) and (19) satisfies equation (4): 
It is easily seen that each term on the left cancels with some term on the right-hand side of (20). Indeed, let us take the term ( )
