Learning to predict solutions to real-valued combinatorial graph problems promises efficient approximations. As demonstrated based on the NPhard edge clique cover number, recurrent neural networks (RNNs) are particularly suited for this task and can even outperform state-of-the-art heuristics. However, the theoretical framework for estimating real-valued RNNs is understood only poorly. As our primary contribution, this is the first work that upper bounds the sample complexity for learning real-valued RNNs. While such derivations have been made earlier for feedforward and convolutional neural networks, our work presents the first such attempt for recurrent neural networks. Given a single-layer RNN with a rectified linear units and input of length b, we show that a population prediction error of ε can be realized with at mostÕ(a 4 b/ε 2 ) samples. 1 We further derive comparable results for multi-layer RNNs. Accordingly, a size-adaptive RNN fed with graphs of at most n vertices can be learned inÕ(n 6 /ε 2 ), i. e., with only a polynomial number of samples. For combinatorial graph problems, this provides a theoretical foundation that renders RNNs competitive.
Introduction
Generalization bounds for neural networks present an active field of research dedicated to understanding what drives their empirical success from a theoretical perspective. A widespread approach to statistical generalization is based on the sample complexity of learning algorithms, which refers to the minimum number of samples required in order to learn a close-to-optimal model configuration. Because of that, considerable effort has been spent on deriving sample complexity bounds for various neural networks. Recent examples of bounding sample complexities involve, for instance, binary feed-forward neural networks (Harvey et al., 2017) and convolutional neural networks (Du et al., 2018) . However, similar results are lacking for real-valued recurrent neural networks (RNNs). This is surprising, since RNNs find widespread adoption in practice such as in natural language processing (e. g., Socher et al., 2011) , when other unstructured data serves as input (e. g., Graves et al., 2009) , or even when solutions to combinatorial graph problems are predicted (e. g., Wang, 1996) . A particular benefit is the flexibility of RNNs over feed-forward neural network (e. g., Rumelhart et al., 1986) : even when processing input of variable size, their parameter space remains constant. Hence, this dearth of theoretical findings motivates our research questions: What is the sample complexity of learning recurrent neural networks? How can upper bounding the sample complexity of RNNs be applied in practical use cases?
Contributions
Generalization abilities of recurrent neural networks. Our theoretical findings on RNNs allow us to make contributions as follows:
(1) Sample complexity bounds for RNNs. We derive explicit sample complexity bounds for real-valued single and multi-layer recurrent neural networks. Specifically, we find that the estimation of a RNN with a single hidden layer, a recurrent units, inputs of length at most b, and a single real-valued output unit requires onlỹ O(a 4 b/ε 2 ) samples in order to attain a population prediction error of ε. In comparison, a d-layer architecture requires at mostÕ(d 2 a 4 max b/ε 2 ) samples where a max is the width of the first (or widest) layer. During our derivations, we focus on rectified linear units (ReLUs) as these are widespread in machine learning practice. To the best of our knowledge, our work is the first attempt to establish generalization and sample complexity bounds for real-valued recurrent neural networks.
As a cautionary note, sample complexity (as defined here) presents a rate of convergence not towards obtaining the true labels for a combinatorial problem, but towards a statistically consistent estimation of the network parameters. Accordingly, the sample complexity of a neural network model presents a lower bound on the number of samples required in order to choose the best functional approximation that a given network can attain.
Neural networks for combinatorial graph problems. We demonstrate the value of our sample complexity bounds in an intriguing application: we study size-adaptive RNNs for predicting solutions to real-valued combinatorial graph problems. This constitutes a model-agnostic and yet powerful approach in order to to approximate solutions to combinatorial problems.
The use of neural networks has been suggested as heuristic for combinatorial graph problems (Aiyer et al., 1990; Hopfield, 1985) .
2 These network learn approximations to the actual task from labeled data, thereby achieving a generalizable approximation to the true solution. The resulting solver promises an efficient computation scheme for combinatorial problems with clear benefits: it requires only a fixed evaluation cost when being applied to unseen data, and obtains solution schemes, even when any form of heuristic is unknown. As we shall see later, recurrent neural networks can be highly effective at such tasks (cf. also Wang, 1996) . However, this approach lacks theoretical guarantees, foremost number of samples required to attain generalization properties. Upper bounding the sample complexity would provide a mathematical stopping criterion to the size of the training set and, in a broader view, could provide insights into the applicability of neural networks for combinatorial graph problems:
(2) Theoretical findings. Denoting the maximum number of nodes in input graphs n, the sample complexity of our RNN is bounded byÕ(n 6 /ε 2 ). Accordingly, it reveals that only polynomial number of samples is required to choose a close-to-optimal network configuration. This renders our novel approach competitive to other problem-specific heuristics for combinatorial graph problems. As an impact to machine learning practice, it might be interesting to know that sample complexity grows polynomial with n, even when the solution space grows especially (as, e. g., for NP-hard problems).
(3) Numerical validation. The theoretical findings are com-
plemented by numerical experiments that analyze the approximation performance. Here we confirm that 2 See our supplementary materials for a detailed overview on the topic. We also refer to Smith (1999) ; Syed & Pardalos (2013) for extensive overviews on the use of neural network models for combinatorial problems.
state-of-the-art neural networks can yield a satisfactory performance with a considerably smaller number of training samples. Here we draw upon the edge clique cover number problem, as this presents an NP-hard combinatorial graph problem for which even powerful heuristics are scarce. We find that the RNN approach can outperform the numerical performance of the only known heuristic from the literature (Kellerman, 1973) . Hence, this also motivates the theoretical study of RNNs as done in this work.
Comparison with existing work on generalization bounds for neural networks
Network size as a complexity measure. Theoretical research into generalization ability and sample complexity of neural networks has received considerable traction in recent years (e. g., Du et al., 2018; Neyshabur et al., 2017; Bartlett et al., 2017) . A large share of the various approaches relies upon some kind of complexity measure for the defined functional space or the underlying set of parameters. For instance, one line of work draws upon different norms of parameters for capacity measurement (Bartlett, 1998; Bartlett et al., 2017; Neyshabur et al., 2015) . A different approach is to measure the so-called sharpness (Keskar et al., 2017) ; i. e., the robustness of errors to changes in parameters. In contrast to these ideas, we rely upon a more straightforward understanding of complexity given by traditional shattering dimensions and network size, i. e., the number of parameters (Anthony & Bartlett, 2009 ). This choice has several benefits: (1) It yields explicit sample complexity bounds. (2) It provides a uniform notion of complexity which enables us to make very general, distribution-independent statements. (3) The combinatorial structure enables us to derive the first known bounds for recurrent architectures.
Binary vs. real-valued output. Prior research on network-size-dependent generalization ability focused primarily on the binary case covered by the analysis of the VC-dimension (e. g., Bartlett & Maass, 2003; Harvey et al., 2017) . The previous stream of literature concentrates almost exclusively on feed-forward architectures, with a few notable exceptions (DasGupta & Sontag, 1996; Koiran & Sontag, 1998) that are concerned with binary output. DasGupta & Sontag (1996) derive bounds on the VC-dimension of recurrent perceptron mappings, whereas Koiran & Sontag (1998) (Anthony & Bartlett, 2009) , and these works concentrate entirely on feed-forward networks but not on RNNs.
Recurrent/non-recurrent architectures. Bounds to the generalization error have been developed for different non-recurrent network architectures. Arora et al. (2018) suggest a compression framework for re-parametrization of trained networks and, thereby, yield new generalization bounds for deep feed-forward and convolutional networks. Du et al. (2018) derive sample complexity bounds for the learning of convolutional neural networks. Yet, to the best of our knowledge, no prior effort was put into generalization and sample complexity bounds of real-valued RNNs.
Deterministic vs. probabilistic bounds. Besides traditional PAC analysis, an alternative approach for deriving generalization bounds of neural networks is PAC-Bayes analysis (McAllester, 1998; Langford & Caruana, 2002) . PAC-Bayes analysis employs random noise in order to determine the sensitivity of single parameters, which has been used in order to derive probabilistic generalization bounds for feed-forward neural networks Dziugaite & Roy, 2017) and convolutional neural networks (Pitas et al., 2017) . However, the resulting sample complexity bounds are often not on par with traditional approaches from using the network size (Arora et al., 2018) . Moreover, the additional source of randomness impedes statements, as they are probabilistic and thus non-deterministic. In contrast, this paper advocates a traditional PAC analysis based on the network size, which provides us with the benefit of deterministic statements.
Organization
This paper is organized as follows. In Section 2, we specify the problem of learning real-valued RNN function classes and, on top of that, derive novel bounds for its sample complexity. In Section 3, we demonstrate how the theoretical results can be leveraged in applications: we prove that neural learning of single-valued combinatorial graph problems can be achieved with a polynomial rate of consistency. Section 4 provides additional numerical experiments, which reveal a favorable approximation capacity and further point out strengths of RNNs over feed-forward variants. Section 5 concludes with a summary. A detailed overview on neural optimization and detailed derivations for all proofs are relegated to the supplementary materials.
Learning of real-valued RNN
Notably, the below sample complexity bounds are independent of the problem distribution P and, hence, all findings generalize to a wide range of learning tasks. In this sense, our subsequent analysis provides a worst-case analysis for general learning tasks and, in a later section, we demonstrate the benefits by showing an application to neural learning of combinatorial graph problems.
Mathematical preliminaries
Statistical setting. In general, a recurrent neural network with a single real-valued output unit (after appropriate rescaling) presents a parametrized class of functions, F = {f θ : X → [0, 1] : θ ∈ Θ}, where X denotes the set of realvalued input vectors. Given a distribution of labeled samples (X 1 , Y 1 ), . . . , (X n , Y n ) ∼ P , there is a sense of global optimality of the network configuration which is attained by minimizing the population error. For the mean squared error, this is given by θ
An estimator for the minimal population mean squared error is given by the minimal empirical error on some sample
Evidently, the consistency of this estimation corresponds to the convergence of the empirical process
The inner part of the above supremum is generally referred to as the generalization error.
By analyzing ∆(F), one can identify conditions under which neural networks reach generalization ability. For binary-valued function classes, it is well-known that (under mild assumptions) ∆(F) n→∞ −→ p 0 iff the function class has a finite VC-dimension (Wasserman, 2004) . However, this finding is not directly applicable to networks with realvalued output as in our study. Instead, an analysis with real-valued output can be performed by introducing the more general concept of pseudo-dimension. An extensive overview over the corresponding results is given by Anthony & Bartlett (2009); Vidyasagar (2003) . We summarize concepts relevant to this work in the following.
The cardinality of the largest pseudo-shattered subset of X is called the pseudo-dimension Pdim(F).
Sample complexity of learning algorithms. Throughout this paper, we make the assumption of a sufficiently precise sample error minimization (SEM) algorithm, i. e., a mapping which chooses a function f ∈ F for each finite sample such that the empirical error of f is within ε of the minimal empirical error over the whole function class. Given a function class with finite pseudo-dimension, a SEM algorithm directly implies the desired convergence of the empirical process. More precisely, it defines a selection rule
for each sample of length m ≥ M (ε, δ). A function class (or neural network) with this property is called learnable, the selection rule L is a learning algorithm, and the convergence rate M L (ε, δ) is referred to as its sample complexity.
3
The sample complexity defines a rate of consistency of the underlying error estimation. Given a population prediction error ε and a desired confidence δ, we can guarantee that a sample of length M L (ε, δ) is large enough in order to find -with high probability -a network configuration with population error close to optimal. It only requires a bound on the network capacity measured by its pseudo-dimension. In fact, such bound can be used to directly infer a constructive sample complexity bound.
Theorem 2.2 (Sample complexity of learning algorithms).
If F has finite pseudo-dimension, a SEM algorithm for F implies a learning algorithm with sample complexity
Proof. See Anthony & Bartlett (2009).
Explicit bounds on the pseudo-dimension of neural networks are scarce. Anthony & Bartlett (2009) give few examples for feed-forward neural networks, however, a derivation for real-valued RNNs is still lacking.
The upper bound for RNN sample complexity
In the following, we derive explicit sample complexity bounds for learning real-valued RNNs. This is achieved by first providing a bound to their pseudo-dimension for the first time and, based on this, obtaining the actual sample complexity bound. Detailed proofs are reported in the supplementary materials. Upper bounds for the sample complexity are reported for both RNNs with a single recurrent layer and, further, multi-layer RNNs. In all derivations, we study RNNs with ReLU activation functions as these are common in machine learning practice.
SAMPLE COMPLEXITY BOUND FOR SINGLE-LAYER RNNS
Theorem 2.3 (Sample complexity bound for single-layer RNNs). A recurrent neural network with
(1) a single recurrent layer of width a, (2) rectified linear units, 3 If ML(ε, δ) is polynomial, the function class is also called PAC-learnable.
(3) input of maximal length b, and (4) one real-valued output unit is learnable with sample complexity that is bounded by
× 4(a 2 + 3a + 3)(2b(2a 2 + 4a) + 4a + 10 + log 2 (8e)) .
Proof. This first requires a novel bound to Pdim(F) for such recurrent neural networks and, using Theorem 2.2, one can eventually obtain the above bound for M L (ε, δ); see supplementary materials for details.
The previous theorem has important implications: (1) A population prediction error of ε can be obtained with at most O a 4 b/ε 2 samples. Note that theÕ(·) notation indicates that poly-logarithmic factors are ignored. (2) As another insight, the number of required samples grows linearly with the maximum length of the input vector. (3) The sample complexity grows at most polynomially with the number of recurrent units.
SAMPLE COMPLEXITY BOUND FOR MULTI-LAYER RNNS
Complex input such as sequential data or even graphs is often better processed when choosing multiple recurrent layers, as this allows to obtain functional representations that are more sophisticated. Hence, we extend our previous theoretical results to multi-layer ReLU RNNs.
Theorem 2.4 (Sample complexity bound for multi-layer RNNs). A recurrent neural network with
rectified linear units, (3) input of maximal length b, and (4) one real-valued output unit is learnable with a sample complexity that is bounded by
Proof. Again, we derive novel bound to Pdim(F) for RNNs, based on which we can also bound M L (ε, δ); see supplementary materials.
Even when choosing multiple recurrent layers, the polynomial nature of the sample complexity is maintained. For this, let a max = max{a 1 , . . . , a d } denote the largest width among all recurrent layers. Then, a RNN requires at most O(d 2 a 4 max b/ε 2 ) samples in order to learn a close-to-optimal configuration. In machine learning practice, the first hidden layer is commonly chosen to be the widest. In keeping with that, the sample complexity of multi-layer RNNs can be simplified toÕ(d 2 a 4 1 b/ε 2 ).
Application of RNN sample complexity bounds to learning combinatorial graph problems
We now show how our theoretical results aid applications. For this reason, we leverage our sample complexity bounds in order to study the problem of learning combinatorial graph problems. This problem is particularly suited for RNNs: on the one hand, the recursive processing inside RNNs allows them to naturally handle graphs of varying size and, on the other hand, RNNs can numerically outperform feed-forward architectures as we shall see later in our numerical experiments.
Problem Statement
Let G n = {0, 1} n×n denote the set of graphs with n vertices represented by their adjacency matrices, and let G ≤n = G 1 ∪ · · · ∪ G n be the respective set of graphs with up to n vertices. We consider undirected and unweighted graphs without selfloops, i. e., the entries of their adjacency matrices from G n are symmetric with zero diagonal.
We aim at learning an approximation to a graph problem η : G ≤n → R with real-valued output based on a training data sample {(x 1 , η(x 1 )), (x 2 , η(x 2 )), . . .}. We specifically decided upon this problem definition due to the fact that it resembles the general function classes F ⊆ {f : X → [0, 1]} that are typically studied in the context of statistical learning theory. Potential constraints are not explicitly modeled but are inherently reflected in the mapping η (e. g., infeasible input with invalid constraints would be mapped onto an arbitrarily large number).
Learning combinatorial graphs problems with
single-layer RNNs
SINGLE-LAYER RNN CONFIGURATION
We consider a RNN architecture with a single hidden layer and rectified linear units. Different from our earlier theorems, we introduce a size-adaptive approach, i. e., the number of recurrent units is directly set to n. This network is then fed with graphs with up to n vertices but where, prior to that, the adjacency matrix of an n-vertex graph is mapped onto binary, one-dimensional vector x = (x 1 , . . . , x n 2 ). In our RNN, the vector is processed by recursive calculations based on ReLUs, i. e.,
where W ∈ R n×n and U ∈ R 1×n are the weight matrices of the recurrent layer and b ∈ R n is the bias vector. Eventually, a single linear unit with weight w o ∈ R n and bias b o ∈ R is used in order to obtain the final prediction via x → w oT h
Statistically, boundedness of the outputs is required in order to ensure that the prediction errors do not grow arbitrarily large. We address this issue by placing several restrictions on the parameter space:
• Output layer:
These restrictions ensure that image(RNN) ⊆ [0, 1], which can be easily derived by iterative applications of Hölder's inequality.
SAMPLE COMPLEXITY FOR THE SINGLE-LAYER

CASE
Learning single-layer RNNs for the prediction of combinatorial graph problems has bounded sample complexity as follows.
Theorem 3.1. The previous size-adaptive RNN with ReLU activation functions can be learned with sample complexity bounded by
Proof. Based on Hölder's inequality, the restrictions on the RNN imply image(RNN) ⊆ [0, 1] and, with Theorem 2.3, the above sample complexity follows.
Accordingly, when learning an optimal network configuration with population prediction error ε and certainty δ, the sample complexity grows polynomially with the size of the graphs. More precisely, this growth is in O(n 6 ).
Learning combinatorial graphs problems with multi-layer RNNs
MULTI-LAYER RNN CONFIGURATION
We extend the capacity of our previous single-layer RNN to a total of d recurrent layers. Each of these layers operates on the last hidden state of the previous layer in a fully connected manner before transferring to a single real-valued linear output unit. We again choose n units per layer in order to yield a size-adaptive architecture. Hence, the hidden states are computed recursively via
for each hidden layer h j = h 1 , . . . , h d subject to appropriate weight matrices W j , U j , a bias vector b j , and rectifier activation function (·) + . Again, a final prediction is obtained by x → w oT h d n + b o where w o and b o are the parameters of the output unit.
SAMPLE COMPLEXITY FOR THE MULTI-LAYER
CASE
With appropriate restrictions to the parameters, the mulitlayer RNN defines a class of functions
It obtains the following bounded sample complexity for the prediction of combinatorial graph problems.
Theorem 3.2. The previous size-adaptive multi-layer RNN can be learned with sample complexity bounded by
Proof. Analogous to Theorem 3.1.
Based on Theorem 3.2, we supplement our earlier findings in multiple ways.
(1) At mostÕ(d 2 n 6 /ε 2 ) samples are required in order to reach a population prediction error of ε.
(2) The inherent complexity of graph problems -especially for large graphs -might benefit from multiple recurrent layers in order to attain a favorable approximation performance. Our analysis shows that, for a fixed problem size n and prediction error ε, the addition of further recurrent layers merely increases the sample size toÕ(d 2 ). This increase in the sample complexity appears fairly small (e. g., when compared with n) and thus renders a higher depth of network feasible from a theoretical perspective. (3) We chose a problem-size-adaptive approach to the number of recurrent layers (i. e., d = n) and, despite that, the sample complexity remains polynomial in the maximal graph size n. It is thus plausible that a model with a sufficient approximation performance can be retrieved eventually.
Discussion of findings
Comparison of sample complexity to input space. As a key finding, this paper for the first time proves a polynomial growth of the sample complexity for training of RNNs as heuristic solvers for combinatorial graph problems. The same theoretical considerations are used to generalize to multi-layer architectures, while maintaining a polynomial rate of consistency. This is a remarkable result, as both the complexity of a combinatorial problem and the number of distinct graphs typically grow exponentially with the graph size, thus rendering direct calculations computationally intractable for many combinatorial graph problems. The different growth rates suggest that a break-even point n = n * exists for which the sample complexity is smaller than the input space of
graphs. As an example, we assume ε = δ = 0.1 in the following. Then, for n = 10, only 5.82 % of all graphs in G ≤n are needed to satisfy the sample complexity bound of the proposed single recurrent layer RNN model, whereas, for n = 11, the required share of training samples drops to 0.963 × 10 −3 %. Hence, the number of required training samples for finding a learning algorithm is considerably lower than the dimension of the input space.
Learning given predefined population prediction error. As a powerful implication of Theorems 2.3 and 2.4, the above theoretical results even allow for straightforward construction of learning algorithms with a predetermined statistical accuracy ε. Such algorithm can be derived based on the assumed SEM algorithm A by setting the learning algorithm to L(z) = A(z, 8/(3 √ m)) for a sufficiently large sample with m entries. For details on obtaining a desired population prediction error ε, we refer to (Anthony & Bartlett, 2009 ).
As we shall also confirm in our numerical experiments, the polynomial rate renders our approach competitive to other heuristic solvers in the operations research literature. This also reveals a strength of RNNs for such undertakings, as RNNs are naturally flexible in learning from input of variable size.
Numerical experiments for prediction performance
This section amends the theoretical findings through numerical experiments the following reasons: (1) Our notion of sample complexity defines a rate of statistical consistency and is thus detached from the approximation performance of the heuristic solver. Our experimental results show that RNNs indeed comes with the required approximation capacity to compete against and outperform traditional heuristic approaches. (2) In our experiments, RNNs appear superior over feed-forward networks. This justifies our effort in bounding the sample complexity of RNNs. (3) In practical settings the effective sample complexity, i. e., the number of samples effectively required to reach some generalization properties, could be considerably smaller than the upper bound derived above. This stems from the fact that our theoretical considerations are distribution-independent and, hence, reflect some kind of worst-case scenario.
Example problem: prediction of edge clique cover numbers
We have specifically chosen the edge clique cover number (ECCN) problem for demonstrating the performance of our RNN-based approach. The reasons are three-fold:
(1) ECCN is NP-hard and thus computationally challenging.
(2) It is relevant to a variety of practical applications, including computational geometry (Agarwal et al., 1994) , compiler optimization (Rajagopalan et al., 2000) , computational statistics (Gramm et al., 2007; Piepho, 2004) , protein interaction networks (Blanchette et al., 2012) , and real-world network analysis (Guillaume & Latapy, 2004) . (3) Known heuristics are scarce, with the Kellerman heuristic being the notable exception (Kellerman, 1973; Kou et al., 1978 ).
An edge clique cover number refers to the minimum number of cliques, i. e., fully connected sub-graphs, required to cover all edges (see Figure 1 ).
Definition 4.1 (Edge clique cover number). Let G = (V, E)
be an undirected graph and V = {V 1 , . . . , V l } a set of cliques. We denote with
If V is of minimal cardinality with this property, then l gives the ECCN of G.
Computational setup
The goal is to shed light into the characteristics of our neural network approach numerically. We utilize the following networks for our comparisons: (1) a multi-layered feed-forward network (FNN) with ReLUs that receives an adjacency matrix as input, (2) a recurrent neural network as in our derivations, and (3) a long short term memory network (LSTM) as a more complex architecture with a cell structure that finds widespread application in practice. Both RNN and LSTM process the adjacency matrix sequentially. Analogous to our proofs, all activation functions are set to the rectifier function (·) + . In addition, we compare our methods against the state-of-the-art heuristic (Kellerman heuristic) proposed by (Kellerman, 1973; Kou et al., 1978) . See supplementary materials for exact training details.
Our experiments draw upon input given by random Erdös-Renyi graphs (i. e., edges are formed with probability p) based on different scenarios: sparse (p = 0.1), medium dense (p = 0.5), and dense graphs (p = 0.9), as well as a mixture thereof. They contain graphs of different sizes, ranging between 10 to 18 nodes in order to validate the flexibility of prediction performance in the presence of varying n. The maximum size was limited to 18 nodes, since the labeling requires solving the NP-hard ECCN problems, which is computationally intractable for larger values.
Performance across training sample size
We numerically evaluate how the number of training samples affects the out-of-sample performance in predicting solutions of the combinatorial problem. We thus plot the mean squared error as a function of the number of training samples (log-scale) in Figure 2 . The findings justify our derivations for RNNs (as opposed to feed-forward networks) as these appear largely superior. With sufficient training data, neural learning over graphs is either on par with the Kellerman heuristic and often even outperforms it. Notably, a reasonable performance can often be achieved with as little as 4,000 training samples. This contributes to our claim of inherent approximation capabilities of the proposed neural network models. In fact, a satisfactory performance in practical applications seems to require considerably fewer training samples than the derived upper bound to the sample complexity suggests. 
Sensitivity of learning under noise
Figure 3 further establishes that neural networks are effective when being trained with noisy input. For this purpose, we perturb the original labels with Gaussian noise, i. e., y train = y train + with ∼ N (0, σ). Here we draw upon dense graphs as these are particularly challenging for the state-of-the-art heuristic. We observe that d > 1 layers outperforms the single-layer RNN. Accordingly, our approach appears robust, even with high levels of noise (e. g., relative errors of 10 % or more). This benefits real-world use cases, since it is often straightforward to construct training data with near-optimal solutions in a bottom-up fashion; for instance, one can easily construct graphs with a predefined ECCN through dynamic programming, whereas the opposite direction of inferring the ground-truth ECCN for a random graph is NP-hard.
Conclusion
Sample complexity bounds have been derived for various neural network architectures, such as, e. g., binary feedfoward neural networks and convolutional neural networks. Yet we are not aware of any previous work that is concerned with real-valued recurrent neural networks and, to overcome this research gap, we thus bound the sample complexity of RNNs. Our analysis shows that single-layer RNNs with a ReLUs and inputs of length at most b can be learned withÕ(a 4 b/ε 2 ) samples in order to attain a population prediction error of ε. d-layer RNNs (where a max denotes the number of units in the widest recurrent layer) require at mostÕ(d 2 a 4 max b/ε 2 ) samples.
Bounding the sample complexity of RNNs enables interesting applications, as demonstrated in our work when learning combinatorial problems over graphs. While the numerical performance of neural networks has been previously studied for this application, theoretical guarantees remain scarce. As a remedy, this study presents the first effort at deriving sample complexity bounds for approximating combinatorial graph problems. For this application, a size-adaptive RNN obtains a sample complexity bounded byÕ(n 6 /ε 2 ), which grows polynomially with the size of the graph. The polynomial sample complexity renders neural learning for this application competitive against traditional heuristic solvers. However, neural learning is problem-independent and thus eliminates the need for manual and non-trivial derivations of such solution heuristics. Our work is further accompanied with numerical experiments that study the approximation performance: based on the example of the NP-hard edge clique cover number problem, neural learning demonstrates competitive results and frequently outperforms the bestknown heuristic.
A. Related work on neural learning of combinatorial graph problems Combinatorial problems. Combinatorial problems over finite graph structures constitutes a fundamental problem at the intersection of applied mathematics and computer science (Korte & Vygen, 2018) . Examples include the traveling salesman problem, the shortest path problem, and the edge clique cover number. These combinatorial graph problems arise directly from real-world applications, such as in transportation (e. g., Lenstra & A. H. G. Kan, Rinnooy, 1975; Park & Kim, 2010) , communication networks (e. g., Oliveira & Pardalos, 2005; Chen, 2009 ), or scheduling (e. g., Crama, 1997) .
The use of neural networks has been suggested as heuristic for combinatorial graph problems (Aiyer et al., 1990; Hopfield, 1985) . These network learn approximations to the actual task from labeled data. The intuition is that neural networks identify a mapping between pairs of graphs and solutions that generalizes to unseen input, thereby achieving a generalizable approximation to the true solution. We refer to Smith (1999) ; Syed & Pardalos (2013) for extensive overviews on the use of neural network models for combinatorial problems. The resulting solver promises an efficient computation scheme for combinatorial problems with clear benefits: it requires only a fixed evaluation cost when being applied to unseen data, and obtains solution schemes, even when any form of heuristic is unknown.
Neural networks for combinatorial optimization. Extensive research has applied neural networks to tasks from (combinatorial) optimization; see the overviews in (Smith, 1999; Syed & Pardalos, 2013) , including various tasks (e. g., transportation and scheduling (Gupta et al., 2000) ) and ranging from simple feed-forward networks to differential neural computers (Graves et al., 2016) . However, the previous works rely purely on numerical demonstration and thus lack a rigorous theoretical understanding of the underlying estimation.
Neural search process with energy function. Timedependent networks with energy functions, such as Hopfield networks, have been utilized for solving the traveling salesman problem by reformulating the objective as an energy function that is then optimized (Hopfield, 1985) . This has been proven to converge to a fixed point in an input space with a projected traveling salesman problem (Aiyer et al., 1990) . However, in order to apply this approach to other optimization problems, one must carefully adapt the energy function to the specific task (Wen et al., 2009 ). Among their further drawbacks, these approaches sometimes only converge when the network dimension grows with the complexity of the solution (instead of the input size (Wen et al., 2009) ), entail inferior runtimes (e. g., Smith, 1999) , and cannot yield single-shoot predictions but rather lead to a search process similar to reinforcement learning.
Iterative solvers through trial and error learning. Deep reinforcement learning techniques have been shown to yield heuristic solvers for combinatorial graph problems (Bello et al., 2017; Dai et al., 2017; Nazari et al., 2018) . In Bello et al. (2017) , the authors iteratively identify greedy solutions through a pre-trained pointer-network within a reinforcement framework. Dai et al. (2017) draw upon model-free Q-learning to greedily add vertices or nodes in order to obtain a satisfactory solution in bottom-up fashion. The latter work is extended by Nazari et al. (2018) to the vehicle routing problem, which is a dynamic generalization of the traveling salesperson problem. This general approach of reinforcement learning follows a paradigm different from that of traditional neural network approaches, since its training process requires an interactive environment whereby the policy is continuously updated. As a result, the convergence process cannot a priori be foreseen and this thus yields computer programs with unclear runtimes. As a consequence, both paradigms demand distinct theoretical guarantees: trialand-error learning would -in a first step -need a proof of convergence (cf. Singh et al., 2000) , whereas we prove explicit polynomial bounds to the sample complexity of predicting solutions to combinatorial graph problems in a supervised manner.
Synergies. The above descriptions outline several differences between (i) supervised learning of graph solutions and (ii) trial-and-error learning, yet both paradigms can benefit from each other. On the one hand, predictions could be used to obtain a first, near-optimal estimate that is subsequently refined through a policy-based search. On the other hand, the search process in reinforcement learning could provide a data-driven, model-free approach to generating training samples for direct predictions of combinatorial graph problems. Here our experiments with regard to learning under noise hint that this might be a viable approach. Altogether, it would be interesting to see combinations of both approaches in the future.
B. Theoretical contributions B.1. Proof technique and preliminaries
In order to derive our sample complexity bounds, we draw upon empirical process theory, a traditional understanding of shattering, and a straightforward notion of neural network complexity based on the number of trainable parameters. Our proofs are composed of several steps which we will explain in this section. Whereas the most important background is reviewed in the main paper, we refer to (Anthony & Bartlett, 2009 ) for a comprehensive overview on the mathematical basis.
Sample complexity v. s. pseudo-dimension. The basic idea of our proofs is to reduce questions of sample complexity to pseudo-dimension considerations. By Theorem 2.2 in the main paper, a real-valued neural network F = {f θ : X → [0, 1] : θ ∈ Θ} can be learned with sample complexity
if it has finite pseudo-dimension Pdim(F) < ∞. We will therefore concentrate our efforts on the derivation of upper bounds for the pseudo-dimensions for recurrent ReLU networks. However, there is only very little previous work concerned with techniques for direct bounding of pseudodimensions of neural networks. Instead, our proofs draw on the more explored notion of VC-dimension.
Pseudo-dimension v. s. VC-dimension. With the aim of building on previous proof techniques for binary function classes, we relate the pseudo-dimension of a neural network to the VC-dimension of an extension of the network. In particular, we add a new thresholded linear output unit, which takes as input the original output and an additional real-valued input as comprised in the following lemma.
Lemma B.1. Let
define a class of functions on X × R, then it holds that Pdim(F) ≤ VCdim(H).
Proof. See Anthony & Bartlett (2009) . Now, upper bounding of the pseudo-dimension and, hence, upper bounding of the sample complexity boils down to VC-dimension arguments, which can be made on the basis of computational complexity.
Concept classes and computational complexity. In some sense, the VC-dimension of a binary output network is a straightforward measure of its ability to distinguish between a number of inputs. Since this is a combinatorial question, it relates directly to the variety of computations the network can make. In order to make use of this idea, we rely on the notion of concept classes (e. g., Goldberg & Jerrum, 1995) .
Definition B.2 (Concept class). A concept for a function
The family {C f θ : f θ ∈ F} is called concept class.
The key to leveraging the combinatorial nature of VCdimension is then based on the derivation of the worst-case computational complexity an algorithmic procedure requires in order to decide whether an input x ∈ X belongs to some concept. In order to derive this complexity, we count all arithmetic operations on R, i. e. +, −, ×, /, jumps conditioned on <, ≤, >, ≥, =, =, and outputs of "true" and "false" the network performs. This quantity evidently depends on the number of trainable network parameters W , and, since recurrent neural networks process inputs of variable size, also on the maximal input length τ . Denoting the computational complexity T = T (W, τ ), we can then conclude the following theorem.
Theorem B.3. VCdim(1 ≥0 (F)) ≤ 2W (2T + log 2 (8e)).
Proof. See Goldberg & Jerrum (1995) .
B.2. Proof of Theorem 2.3
For the single hidden layer model, we assume a width of a recurrent rectified linear units and input sequences which are processed entry-wise. The ReLU RNN employs a single real-valued output unit. Our first lemma counts the number of adjustable parameters of this architecture.
Lemma B.4. The described RNN has W = a 2 + 3a + 1 trainable weights and biases.
Proof. In each time step, the RNN takes a one-dimensional entry of some input sequence and incorporates it into a adimensional hidden state by creating a weighted average of the previous hidden state and the new input component. Thus for some input sequence x = (x 1 , . . . , x τ ), input processing is based on recursive calculation of
with some weight matrices W ∈ R a×a , U ∈ R 1×a and a bias vector b ∈ R a . These parameters are shared throughout the time steps and, hence, add up to a 2 + 2a adjustable one-dimensional weights and biases. From the last hidden state, a final prediction is generated by a linear unit, which calculates w oT h τ + b o subject to a weight vector w o ∈ R a and bias b o ∈ R. In turn, the whole process relies on W = a 2 + 3a + 1 adjustable parameters.
Based on this above results, we are now able to prove the main theorem by following the proof outline given in Appendix B.1.
Proof of Theorem 2.3. On an abstract level, the given neural network defines a class of functions F = {f θ : X → [0, 1] : θ ∈ Θ} where the respective parameters θ ∈ Θ are arranged in a specific manner. We leverage this function class and define an auxiliary binary class
which contains function on X × R and introduces a new weight and bias w, b ∈ R. From Theorem B.4, we know that H has W + 2 = a 2 + 3a + 3 adjustable parameters.
The function class H defines a concept class {C h ⊆ X × R : h ∈ H}. In order to derive the computational complexity of Figure 4 . Exemplary ER graphs with 10 vertices and edge probabilities p = 0.1 (sparse graphs), p = 0.5 (medium dense graphs), and p = 0.9 (dense graphs).
deciding whether an input belongs to a given concept, we rely on "the worst case", i. e. an input of maximal length (x 1 , . . . , x b , y) ∈ X × R. Then, in each time step, the RNN performs 2a 2 −a arithmetic operations to compute W T h i−1 , an additional a arithmetic operations to compute U T x i , and 4a operations add the components and apply the rectifier activation function. Hence, we require b(2a 2 + 4a) operations to process the whole input x = (x 1 , . . . , x b ) to a final hidden state h b . The original output unit of the real-valued ReLU RNN then performs an additional 2a operations to compute the final value f (x), which functions as an input to the new thresholded output unit. This output unit performs additional 5 operations in order to compute h(x, y) and thereby decides whether (x 1 , . . . , x b , y) ∈ C h as the result is already thresholded. In total, the computational complexity therefore equals
By application of Theorem B.3, we can follow that VCdim(H) ≤ 2(W + 2)(2T (W, b) + log 2 (8e)) = 2(a 2 + 3a + 3)(2b(2a 2 + 4a) + 4a + 10 + log 2 (8e), which, by further application of Lemma B.1 and Theorem 2 in the main paper, implies the desired sample complexity bound.
B.3. Proof of Theorem 2.4
We extend the proof of Theorem 2.3 in order to cover multilayer ReLU RNN and, therefore, assume d recurrent layers of widths (a 1 , . . . , a d ). The following lemma presents the number of adjustable parameters in this case.
Lemma B.5. The described RNN has
trainable weights and biases.
Proof. We start by considering the first hidden layer. Like in the single hidden layer case, the RNN relies on a 2 1 + 2a 1 weights and biases in order to compute the output of the layer. Then, the whole a 1 -dimensional hidden state is treated as an input sequence to the second hidden layer which incorporates the sequence one by one into a new a 2 -dimensional hidden state. As before, this requires a 
C. Experimental details C.1. Data generation
We rely upon Erdös-Renyi (ER) random graphs for both training and testing. ER graphs are defined by a given number of vertices n and a constant edge probability p with which each two vertices independently form an edge. This procedure yields a probability distribution on the set of graphs with n vertices (Diestel, 2000) . Thereby, each graph with the same number of edges m is assigned the same probability of
such that the expected number of edges is p n 2 . We experiment with ER graphs that differ in their density, i. e., their expected number of edges relative to the possible number of edges. Examples are depicted in Figure 4 . We create three datasets containing graphs with different densities. First, we set the edge probability to p = 0.1 and, thereby, yield particularly sparse graphs. Second, we set p = 0.5, which evidently assigns every graph with n vertices the same probability, and, third, we set p = 0.9 to obtain dense graphs. Each of the three datasets contains 150,000 graphs and, finally, we merge the three datasets yielding a set of graphs with a mixture of sparse and dense graphs.
Data generation is parallelized into 48 processes. We limit our analysis to comparatively small graphs and different sizes at different density levels due to computational limitations, since it involves solving the NP-hard ECCN. Exact ECCNs are determined with a search algorithm that (1) determines all maximal cliques with the Bron-Kerbosch algorithm (Bron & Kerbosch, 1973) , and (2) tries to cover the graphs' edges with an increasing number of maximal cliques in a brute-force manner. This is an inherent challenge when comparing RNN predictions to the exact ECCN and, because of this reason, labeling instances larger than 18 vertices becomes computationally intractable
C.2. Training details
Each of the proposed neural networks is analyzed separately on three distinct datasets. Therefore, we divide each data set into a training dataset (70 %), a validation dataset (10 %), and a test dataset (20 %). Both training and validation data are used for selecting the network parameters, while the test data is reserved for evaluating the final network. We ensured that the graphs of different sizes are distributed uniformly in the datasets. In addition, we pad the vector representations of graphs with zeros such that all instances in a dataset have the same length.
In all experiments, neural networks are trained on the respective training data set by a mini-batch-based variant of the stochastic gradient descent algorithm that uses the adaptive learning rate algorithm Adam (Kingma & Ba, 2014) . For the feed-forward network, we implemented a three-layered architecture and tried different learning rates of 0.01, 0.001 and 0.0001. For the RNN and LSTM network, we varied the size of the hidden state across 256, 512 and 1024.
The training data is used for fitting of the network, whereas the validation data is solely used to choose a network specification that successfully generalizes to unseen samples. This ensures that we avoid overfitting, while still achieving a high approximation quality of our results. For this purpose, we further draw upon an early stopping technique that monitors the loss on the validation data set with a maximum of 2000 epochs and patience of 20.
