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Automorphisms of the semigroup of
invertible matrices with nonnegative
elements over commutative partially
ordered rings
Bunina E.I., Semenov P.P.
Suppose that R is an ordered ring, Gn(R) is a subsemigroup of
GLn(R), consisting of all matrices with nonnegative elements. In the
paper [1] A.V. Mikhalev and M.A. Shatalova described all automor-
phisms of Gn(R), where R is a linearly ordered skewfield and n ≥ 2.
In [3] E.I. Bunina and A.V. Mikhalev found all automorphisms of
Gn(R), if R is an arbitrary linearly ordered associative ring with 1/2,
n ≥ 3. In this paper we describe automorphisms of Gn(R), if R is a
commutative partially ordered ring, containing Q, n ≥ 3.
1. Necessary definitions and notions, formulation of the
main theorem
Let R be an associative (commutative) ring with 1.
Definition 1. A ring R is called partially ordered if there is a partial
order relation ≤ on R satisfying the following conditions:
1) ∀x, y, z ∈ R(x ≤ y ⇒ x+ z ≤ y + z);
2) ∀x, y ∈ R(0 ≤ x ∧ 0 ≤ y ⇒ 0 ≤ xy).
We will consider such partially ordered rings that contain 1/m ≥ 0
for all m ∈ N.
Elements r ∈ R with 0 ≤ r are called nonnegative.
Definition 2. Let R be a partially ordered ring. By Gn(R) we denote
the subsemigroup of GLn(R), consisting of all matrices with nonnega-
tive elements.
The set of all invertible elements of R is denoted by R∗. If 1/2 ∈ R,
then R∗ is infinite, since it contains all 1/2n for n ∈ N. The set R+∩R
∗
is denoted by R∗+. If 1/2 ∈ R, it is also infinite.
Definition 3. Let I = In, Γn(R) be the group consisting of all invert-
ible matrices from Gn(R), Σn be symmetric group of order n, Sσ be the
matrix of a substitution σ ∈ Σn ( i. e. the matrix (δiσ(j)), where δiσ(j) is
the Kroneker symbol), Sn = {Sσ|σ ∈ Σn}, diag[d1, . . . , dn] be a diago-
nal matrix with elements d1, . . . , dn on the diagonal, d1, . . . , dn ∈ R
∗
+.
1
2By Dn(R) we denote the group of all invertible diagonal matrices from
Gn(R).
Definition 4. If A,B are subsets of Gn(R), then
CA(B) = {a ∈ A|∀b ∈ B (ab = ba)}.
Let Eij be a matrix unit.
Definition 5. By Bij(x) we denote the matrix I + xEij . P is a sub-
semigroup in Gn(R), generated by all matrices Sσ (σ ∈ Σn), Bij(x)
(x ∈ R+, i 6= j) and diag[α1, . . . , αn] ∈ Dn(R).
Definition 6. Two matrices A,B ∈ Gn(R) are called P-equivalent
(see [1]), if there exist matrices Aj ∈ Gn(R), j = 0, . . . , k, A = A0, B =
Ak, and matrices Pi, P˜i, Qi, Q˜i ∈ P, i = 0, . . . , k−1 such that PiAiP˜i =
QiAi+1Q˜i.
Definition 7. By GE+n (R) we denote a subsemigroup in Gn(R), gen-
erated by all matrices P-equivalent to matrices from P.
Note that if (for example) R is a linearly ordered field, thenGE+n (R) =
Gn(R).
Definition 8. IfG if some semigroup (for example, G = R∗+, Gn(R), GE
+
n (R)),
then a homomorphism λ(·) : G→ G is called a central homomorphism
of G, if λ(G) ⊂ Z(G). A mapping Ω(·) : G→ G such that ∀X ∈ G
Ω(X) = λ(X) ·X,
where λ(·) is a central homomorphism, is called a central homotety.
For example, if R = R (the field of real numbers), then a homomor-
phism λ(·) : Gn(R)→ Gn(R) such that ∀A ∈ Gn(R) λ(A) = |detA| · I,
is a central homomorphism, and a mapping Ω(·) : Gn(R) → Gn(R)
such that ∀A ∈ Gn(R) Ω(A) = |detA| · A, is a central homotety. Note
that a central homotety Ω(·) always is an endomorphism of a semi-
groupG: ∀X, Y ∈ G Ω(X)Ω(Y ) = λ(X)X ·λ(Y )Y = λ(X)λ(Y )X ·Y =
λ(XY )XY = Ω(XY ).
For every matrix M ∈ Γn(R) let ΦM denote an automorphism of
Gn(R) such that ∀X ∈ Gn(R) ΦM(X) = MXM
−1.
For every y(·) ∈ Aut(R+) by Φ
y we denote an automorphism of
Gn(R) such that ∀X = (xij) ∈ Gn(R) Φ
y(X) = Φy((xij)) = (y(xij)).
The main result of this paper is the following
Theorem. Let Φ be an automorphism of a semigroup Gn(R), n ≥ 3,
Q ∈ R. Then on the semigroup GE+n (R) Φ = ΦMΦ
cΩ, where M ∈
Γn(R), c(·) ∈ Aut(R+), Ω(·) is a central homotety of the semigroup
GE+n (R).
32. Constructing of an automorphism Φ′
In this section we suppose that some automorphism Φ ∈ Aut(Gn(R))
is fixed, where n ≥ 3, Q ⊂ R, and by this automorphism we construct
a new automorphism Φ′ ∈ Aut(Gn(R)) such that Φ
′ = ΦM ′Φ for some
matrixM ′ ∈ Γn(R) and for all σ ∈ Σn we have Φ
′(Sσ) = α
sgnσSσ, α
=1.
Lemma 1. ∀x, y ∈ R+(x+ y = 0⇒ x = 0 ∧ y = 0).
Proof. By definition of a partially ordered ring we obtain 0 ≤ y ⇒ x ≤
x+ y, x ≤ 0 therefore, x = 0, similarly y = 0.

Lemma 2. If Φ is an automorphism of Gn(R), where n ≥ 3, Q ⊂ R,
then
1) Φ(Γn(R)) = Γn(R),
2) Φ(Dn(R)) = Dn(R),
Proof. 1) Since Γn(R) is the subgroup of all invertible matrices of
Gn(R), then Φ(Γn(R)) = Γn(R).
2) Consider the set F of all matrices A ∈ Γn(R), commuting with
all matrices that are conjugate to A.
Consider
B = diag[α1, . . . , αn] ∈ Dn(R),
Let
A =

a11 . . . a1n... . . . ...
an1 . . . ann

 ∈ Γn(R), A−1 =

a
′
11 . . . a
′
1n
...
. . .
...
a′n1 . . . a
′
nn

 .
We have
n∑
k=1
a′ik · akj = 0 i 6= j.
Therefore, a′ik · akj = 0 for all i 6= j (by Lemma 1). Then A
−1BA is a
diagonal matrix, so Dn(R) ⊂ F .
Suppose that there exists a matrix C ∈ F \Dn(R),
C =


c11 . . . c1i . . . c1j . . . c1n
...
. . .
...
...
...
...
...
ci1 . . . cii . . . cij . . . cin
...
...
...
. . .
...
...
...
cj1 . . . cji . . . cjj . . . cjn
...
...
...
...
...
. . .
...
cn1 . . . cin . . . cjn . . . cnn


.
4Let us conjugate C by the matrix diag[d, 1, . . . , 1] · Si,j (i, j 6= 1). The
conjugate matrix (C ′) has the form
C =


c11 . . . c1jd
−1 . . . c1id
−1 . . . c1nd
−1
...
. . .
...
...
...
...
...
cj1d . . . cjj . . . cji . . . cjn
...
...
...
. . .
...
...
...
ci1d . . . cij . . . cii . . . cin
...
...
...
...
...
. . .
...
cn1d . . . cnj . . . cnj . . . cnn


.
Using the condition CC ′ = C ′C, we obtain
c211 + c12c21d+ · · ·+ c1icj1d+ · · ·+ c1jci1d+ · · ·+ c1ncn1d =
= c211 + c21c12d
−1 + · · ·+ ci1c1jd
−1 + · · ·+ cj1c1id
−1 + · · ·+ cn1c1n.
Taking d = 2 we obtain
3 · (c12c21 + · · ·+ c1icj1 + · · ·+ c1jci1 + · · ·+ c1ncn1) = 0.
Therefore (by Lemma 1),
c1icj1 = 0 for all i, j 6= 1.
Similarly,
ckicjk = 0 for all i, j 6= k.
Let
C−1 =

γ11 . . . γ1n... . . . ...
γn1 . . . γnn

 .
Then
0 = γ11c1k + γ12c2k + · · ·+ γ1ncnk,
thus
γ11c1k = 0, k 6= 1.
We know
1 = γ11c11 + γ12c21 + · · ·+ γ1ncn1.
Multiplying this equality by c1k, we obtain c1k = 0. Similarly, cij = 0
for i 6= j. Therefore, F = Dn(R), and so ϕ(Dn(R)) = Dn(R). 
Lemma 3. Let τ = (12)(34) . . . (2[n/2] − 1, 2[n/2]) ∈ Sn. If Φ is an
automorphism of Gn(R), n ≥ 3, then there exists a matrix M ∈ Γn(R)
such that ΦMΦ(Sτ ) = bSτ , b ∈ R
∗
+, b
2 = 1.
5Proof. Consider a matrix
A =

a11 . . . a1n... . . . ...
an1 . . . ann


such that A2 = 1. It satisfies the conditions aikakj = 0 for all i 6= j.
Moreover,
1 = a211 + a12a21 + · · ·+ a1nan1.
Let a1iai1 = ei, i = 1, . . . , n. Then {ei} is a system of mutually or-
thogonal central idempotents of R, with the sum 1, i. e. R = e1R ⊕
e2R⊕· · ·⊕ enR. Let us represent A as the sum e1A+ · · ·+ enA. Write
Ai = eiA explicitly:
A1 =


a11 0 . . . 0
0 e1a22 . . . e1a2n
...
...
. . .
...
0 e1an2 . . . e1ann

 ,
Ai =


0 0 0 a1i 0 0
0 eia22 . . . 0 . . . eia2n
0
... ∗ 0 ∗
...
ai1 0 0 0 0 0
0
... ∗ 0 ∗
...
0 eian2 . . . 0 . . . eiann


, i > 1.
Conjugate the matrix A by the matrix B = e1B + · · · + enB =
B1 + · · ·+Bn, where B1 = e1 · I, Bi = ei · S(2i). Then A
′ = B−1AB =
e1A
′ + . . . enA
′ = A′1 + · · ·+ A
′
n, where A
′
1 = A1,
A′i =


0 a1i 0 . . . 0
ai1 0 0 . . . 0
0 0 α11 . . . α1,n−2
...
...
...
. . .
...
0 0 αn−2,1 . . . αn−2,n−2

 , i > 1.
Denote the matrix

 α11 . . . α1,n−2... . . . ...
αn−2,1 . . . αn−2,n−2

 (and in the case i = 1 the
matrix

e1a22 . . . e1a2n... . . . ...
e1an2 . . . e1ann

) by Λi. Note that Λi is a matrix over the
6ring eiR of size< n such that Λ
2
i = E. Therefore we can repeat previous
arguments for the matrix Λi and corresponding system of orthogonal
idempotents of eiR. Finally we obtain a matrix A˜, conjugate to the
initial matrix A, and consisting of diagonal blocks 2× 2 and 1× 1.
Consequently every element of order two in the group Γn(R) is con-
jugate to some matrix consisting of diagonal blocks 2× 2 and 1× 1.
Consider the set
F = {D ∈ Dn(R) |
| ∀N ∈ Γn(R)(N
2 = I ⇒ ∃C ∈ Γn(R)(D(CNC
−1) = (CNC−1D)))}.
This set consists of all diagonal matrices D such that for every
element of the semigroup of order two there exists a matrix conju-
gate to this element that commutes with D. Then D in some ba-
sis has the form diag[α1, α1, α2, α2, . . . , αk, αk, α], if n = 2k + 1, or
diag[α1, α1, . . . , αk, αk], if n = 2k, (∗) since N can be taken equal to
Sτ .
Then consider a set
Λ = {D ∈ F | ∀D′ ∈ FCΓn(R)(D) 6⊃ CΓn(R)(D
′)},
consisting of matrices from F with minimal centralizers.
Every matrix from F commutes (in a basis, where it has the form
(∗)) with all matrices that are divided in this basis to diagonal blocks
2 × 2 (and, possibly, a block 1 × 1 in the end). Therefore, Λ contains
matrices with centralizer only of such matrices. From the other side,
in every basis matrices with given properties exist, for example these
are matrices diag[1, 1, 2, 2, . . . , k, k, . . . ] (here we use supposition that
all natural numbers are invertible).
Consider an involution (an element of order 2 in our semigroup) J ,
that commutes with some matrix C ∈ Λ and, if it commutes with some
diagonal matrix C ′, then CΓn(R)(C) ⊂ CΓn(R)(C
′). Since J ∈ CΓn(R)(C)
C ∈ Λ, then J consists of diagonal blocks 2×2 (and, possibly, one block
1 × 1 in the end). Consider one of these blocks Ji =
(
a b
c d
)
. Since
J2i = I, then e1 = a
2 and e2 = bc are orthogonal idempotents with the
sum 1. We know that Ji · diag[α, β] 6= diag[α, β] · Ji for any invertible
α 6= β (by the choice of J). Take α = 1 = a2 + bc and β = a2/2 + bc.
Then α and β are invertible and Ji · diag[α, β] = diag[α, β] · Ji. So
α = β, i. e. a2 = 0. Consequently, bc = 1. Since abc = 0, we have
7a = 0. Similarly, d = 0. Therefore,
J =


0 b1 . . . 0 0
b−11 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 bk
0 0 . . . b−1k 0

 J =


0 b1 . . . 0 0 0
b−11 0 . . . 0 0 0
...
...
. . .
...
...
...
0 0 . . . 0 bk 0
0 0 . . . b−1k 0 0
0 0 . . . 0 0 b


.
Conjugating J by diagonal matrix diag[b1, 1, b2, 1, . . . , bk, 1], or, re-
spectively, diag[b1, b, b2, b, . . . , bk, b, 1], we obtain a matrix J
′ = Sτ
or, respectively, bSτ . So we found a matrix M ∈ Γn(R) such that
MΦ(Sτ )M
−1 = bSτ , b
2 = 1. 
Lemma 4. Let n = 3, Φ be an automorphism of Gn(R) such that
Φ(Sτ ) = bSτ , b
2 = 1, where τ is a substitution from the previous lemma
(in this case it is simply (12)). Then ∃M ∈ Γn(R), such that Φ
′(Sρ) =
ΦM ◦ Φ(Sρ) = b
sgn ρSρ, ∀ρ ∈ Σn.
Proof. From Lemma 2 it follows that
Φ(diag[α, α, β]) = diag[α′, α′, β ′], ∀α, β ∈ R∗+
since Φ(S(12)) = bS(12) and the first matrix commutes with S(12). If
α 6= β, then α′ 6= β ′, since diag[α, α, β] can not be mapped to a scalar
matrix (the center of the semigroup). Let
Φ(S(23)) = A =

a11 a12 a13a21 a22 a23
a31 a32 a33


Since A2 = I, then, as earlier, we obtain
aikakj = 0, a1iai1 + a2iai2 + a3iai3 = 1 (∗)
Note that A does not commute with diag[α′, α′, β ′]. Therefore we ob-
tain that at least one of the following conditions
αa13 6= βa13, αa23 6= βa23, αa31 6= βa31, αa32 6= βa32
is satisfied. Since A2 = I, then, as in the previous lemma, ξ = a12a21 is
an idempotent. Suppose that it is nonzero. Then let us take α′ = 1 + ξ,
β ′ = 1 (α′ is invertible, and the inverse element is 1 − ξ/2). Then no
one of these above conditions is satisfied. We come to contradiction,
so a12a21 = 0. Since A
2 = I we have a211 + a13a31 = 1. Multiplying
this equality to a12, we obtain a12 = 0. Similarly, a21 = 0. Now we use
8the fact that S(12)S(23) = S(123), i.e. it has order 3, and consequently
(S(12)A)
3 = I. Thus, using (∗), we obtain the conditions
a11a23a32 + a22a13a31 = b, a
2
11a22 = 0, a11a
2
22 = 0, (∗∗)
From (∗) it follows a311 = a11, a
3
22 = a22, a11a23a32 = a11, a22a13a31 = a22,
hence a11+a22 = b. From the other side, a11a23a32+a22a13a31+a
3
33 = b,
and therefore a333 = 0 = a33. Consequently we can rewrite (∗) in the
form
a13a31 + a23a32 = 1, a
2
11 + a31a13 = 1, a
2
22 + a32a23 = 1
Denote e1 = a23a32, e2 = a13a31. These are orthogonal idempotents
with the sum 1. Consequently we know that a11e1 + a22e2 = b (it is one
of equalities (∗∗)). So a11e1 = be1, but since a11 is orthogonal to e2,
then it belongs to the ring e1R, and so a11 = ba11e1 = be1. Similarly
we obtain a22 = be2, and the matrix A has the form
A =

be1 0 a130 be2 a23
a31 a32 0


Take now the matrix
C =

e1 e2 0e2 e1 0
0 0 1

 .
It is invertible (inverse to itself) and commutes with S(12), therefore
under the automorphism ΦC the matrix S(12) is mapped to bS(12). The
matrix A under this automorphism is mapped to the matrix
A′ =

b 0 00 0 b(a13 + a23)
0 b(a31 + a32) 0


Note that (a13 + a23)(a31 + a32) = e1 + e2 = 1. Now let us take the
matrix C ′ = diag[1, 1, a13+ a23] (it also commutes with S(12)) and con-
jugate A′ by this matrix. We obtain bS(23). Since the symmetric group
is generated by substitutions (12) and (23), we get to the obtained
automorphism Φ′ = ΦM ◦ Φ. The lemma is proved. 
Lemma 5. Let n = 4, Φ be an automorphism of the semigroup of
nonnegative matrices such that Φ(Sτ ) = Sτ , where τ is a substitution
from Lemma 3 (in our case it is (12)(34)). Let ρ = (13)(24). Then
∃M ∈ Γn(R), such that ΦM ◦ Φ(Sρ) = Sρ and ΦM ◦ Φ(Sτ ) = Sτ .
9Proof. Let X = Φ(Sρ). Since Sτ commutes with Sρ, then
X =


a1 a2 b1 b2
a2 a1 b2 b1
c1 c2 d1 d2
c2 c1 d2 d1

 .
We will consider X as a matrix 2× 2 over matrices 2× 2:
X =
(
A B
C D
)
, A, B, C,D ∈M2(R).
Since X2 = I, we have A2 + BC = I2, and since A =
(
a1 a2
a2 a1
)
,
we have A2 =
(
a21 + a
2
2 2a1a2
2a1a2 a
2
1 + a
2
2
)
. Therefore the matrices A2 and
(similarly) BC have equal elements on the diagonal. Since the sum
of matrices A2 and BC has zeros outside of the main diagonal, then
the matrices A2 and BC are diagonal (and even are scalar ). Conse-
quently, they are central idempotents of the matrix ring 2 × 2. Note
later that the matrix diag[d1, d1, d2, d2], where d1 6= d2, d1, d2 ∈ R
∗
+, is
mapped under this automorphism to the matrix of the same form,
i.e. diag[d′1, d
′
1, d
′
2, d
′
2], d
′
1 6= d
′
2, because a given matrix is diago-
nal, commutes with Sτ and is not scalar. Let us consider the ma-
trix
(
A2/2 +BC 0
0 I2
)
. It has the form described above and com-
mutes with X (to check it we use the fact that B and C commute,
and also use the equalities B2C = B and BC2 = C, that are ob-
tained from A2+BC = I2 by multiplying to B and C). Consequently,
A2/2 + BC = I2 = A
2 + BC, A2 = 0, BC = I2, and since ABC = 0,
then A = 0, similarly D = 0. Now it is clear that the obtained matrix
is M =
(
C 0
0 I2
)
(note, that it commutes with Sτ ). Therefore lemma
is proved. 
Lemma 6. Let n = 4, Φ be an automorphism constructed in the pre-
vious lemma. Then ∃M ∈ Γn(R) and an involution a ∈ R
∗
+, such that
ΦM ◦ Φ(Sσ) = a
sgnσSσ for any substitution σ.
Proof. Let Y = Φ(S(4321)), where Φ is an automorphism from the pre-
vious lemma. Since S(4321) commutes with S(13)(24), we have that Y has
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the form
Y =


y1 z1 y2 z2
x1 w1 x2 w2
y2 z2 y1 z1
x2 w2 x1 w1

 .
Now use the identity
S(4321)S(12)(34) = S(14)(23)S(4321),
that implies x1 = z2, z1 = x2, y1 = w2, w1 = y2. Therefore,
Y =


y1 z1 y2 z2
z2 y2 z1 y1
y2 z2 y1 z1
z1 y1 z2 y2

 .
Finally, use Y 2 = S(13)(24). We get the conditions y
2
1 + 2z1z2 + y
2
2 =
0, y1z2 + y1z1 + y2z1 + y2z2 = 0, z
2
1 + 2y1y2 + z
2
2 = 1. Multiplying
the last one to y1, we obtain z
2
1y1 + 2y
2
1y2 + z
2
2y1 = y1, but from the
first equalities it follows y21 = 0, y1z1 = 0, y1z2 = 0 (see Lemma 1).
Therefore, y1 = 0, similarly y2 = 0. Consequently,
Y =


0 z1 0 z2
z2 0 z1 0
0 z2 0 z1
z1 0 z2 0

 =


0 z1 0 0
0 0 z1 0
0 0 0 z1
z1 0 0 0

 +


0 0 0 z2
z2 0 0 0
0 z2 0 0
0 0 z2 0

 .
We have z21 + z
2
2 = 1 and z1z2 = 0. Set M1 = z
2
2S(14)(23) + z
2
1I4 (it
is invertible, inverse to itself). Let Φ1 = ΦM1 ◦ Φ, then (since M1
commutes with Sτ and Sρ)
Φ1(S(4321)) = (z1 + z2)S(4321), Φ1(Sτ ) = Sτ , Φ1(Sρ) = Sρ.
Now we will consider the matrix A = Φ1(S12). Then from the condi-
tions of commutativity S12 with S(12)(34) and with diag[α, α, β, β] (the
last one under our automorphism is mapped to some similar matrix if
α, β ∈ R∗+: see the previous lemma) we obtain
A =


a1 a2 0 0
a2 a1 0 0
0 0 b1 b2
0 0 b2 b1

 .
The identity
S(13)(24)S(12)S(13)(24)S(12) = S(12)(34)
implies the conditions for matrix elements
a1b1 + a2b2 = 0, a1b2 + a2b1 = 1.
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From the first equality we obtain a1b1 = a2b2 = 0. Let us multiply
the second equality to a1, then a
2
1b2 + a1a2b1 = a1. Since X
2 = I4
(a1a2 = 0, a
2
1 = 1 − a
2
2), we have a1 = b2(1 − a
2
2) = b2. Similarly,
a2 = b1. Therefore,
A =


a1 a2 0 0
a2 a1 0 0
0 0 a2 a1
0 0 a1 a2

 =


0 a2 0 0
a2 0 0 0
0 0 a2 0
0 0 0 a2

+


a1 0 0 0
0 a1 0 0
0 0 0 a1
0 0 a1 0

 .
Set M ′ = a21S(13)(24) + a
2
2I4 (it is invertible, inverse to itself). Let
Φ2 = ΦM ′ ◦ Φ1, then (since M
′ commute with S(4321),Sτ and Sρ)
Φ2(S(12)) = (a1+a2)S(12), Φ2(S(4321)) = (z1+z2)S(4321), Φ2(Sτ ) = Sτ , Φ2(Sρ) = Sρ.
Now it remains to prove that involutions a1+a2 and z1+z2 coincide. Let
X = Φ2(S(432)) = (a1 + a2)(z1 + z2)S(432). Since (432) = (4321)(12),
we have X3 = I4, consequently (a1 + a2)
3(z1 + z2)
3 = 1. Therefore
(a1 + a2)(z1 + z2) = 1, and so z1 + z2 = (a1 + a2)
−1 = a1 + a2. 
Definition 9. Let a number n be decomposed into the sum of powers
of 2:
n = 2k1 + 2k2 + · · ·+ 2kl, k1 ≥ k2 ≥ · · · ≥ kl ≥ 0.
A diagonal block 2ki × 2ki, i = 1, . . . , l, of the size n×n, corresponding
to basis vectors with numbers 2k1 +2k2 + · · ·+2ki−1 +1, . . . , 2k1 +2k2 +
· · ·+ 2ki, is denoted by Di.
Definition 10. By σ
(j)
i , j = 1, . . . , l, i = 1, . . . , ki, we denote the
substitution that acts identically on all blocks Dm, except the block Dj,
and in the block Dj it is the product of 2
kj−1 transpositions, every of
them is (p, p+ 2i−1).
By σi we denote the substitution σ
(1)
i1
· · · · ·σ
(l)
il
, where iq = min(i, kq).
For example, for n = 7
σ1 = (1, 2)(3, 4)(5, 6), σ2 = (1, 3)(2, 4)(5, 6),
for n = 10
σ1 = (1, 2)(3, 4)(5, 6)(7, 8)(9, 10),
σ2 = (1, 3)(2, 4)(5, 7)(6, 8)(9, 10),
σ3 = (1, 5)(2, 6)(3, 7)(4, 8)(9, 10).
Lemma 7. Let Φ be an arbitrary automorphism of Gn(R). Then ∃M ∈
Γn(R), such that ΦM ◦ Φ(Sσi) = aiSσi, a
2
i = 1, ∀i = 1, 2, . . . .
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Proof. By Lemma 3 we can choose a matrix M1 such that Φ1(Sσ1) =
ΦM1 ◦ Φ(Sσ1) = Sσ1 .
Now consider the matrix A2 = Φ1(Sσ2). Let n be odd. Since it
commutes with Sσ1 , we have that
A2 =


a11 a12 a13 a14 . . . a1,n−2 a1,n−1 a1,n
a12 a11 a14 a13 . . . a1,n−1 a1,n−2 a1,n
a31 a32 a33 a34 . . . a3,n−2 a3,n−1 a3,n
a32 a31 a34 a33 . . . a3,n−1 a3,n−2 a3,n
...
...
...
...
. . .
...
...
an−2,1 an−2,2 an−2,3 an−2,4 . . . an−2,n−2 an−2,n−1 an−2,n
an−2,2 an−2,1 an−2,4 an−2,3 . . . an−2,n−1 an−2,n−2 an−2,n
an,1 an,1 an,3 an,3 . . . an,n−2 an,n−2 an,n


.
Then from A22 = I it follows (if we consider the right column multi-
plying to the second row, the third column multiplying to the fourth
row, etc.) an,iai,n = 0 for all i = 1, . . . , n − 1. Now consider the last
column, multiplying by the last row. From the obtained equalities it
follows a2n,n = 1, i. e. an,n is an invertible element of R. Therefore
ai,n = an,i = 0 for all i = 1, . . . , n− 1. So we can bound a given matrix
for the size (n − 1)× (n − 1). Consequently, we can suppose yet that
the semigroup dimension is even. In this case the matrix has the form
A2 =


a11 a12 a13 a14 . . . a1,n−1 a1,n
a12 a11 a14 a13 . . . a1,n a1,n−1
a31 a32 a33 a34 . . . a3,n−1 a3,n
a32 a31 a34 a33 . . . a3,n a3,n−1
...
...
...
...
. . .
...
...
an−1,1 an−1,2 an−1,3 an−1,4 . . . an−1,n−1 an−1,n
an−1,2 an−1,1 an−1,4 an−1,3 . . . an−1,n an−1,n−1


.
We will consider A2 as a matrix n/2× n/2 over matrices 2× 2:
A2 =

 A
(1,1)
2 . . . A
1,n/2
2
...
. . .
...
A
(n/2,1)
2 . . . A
(n/2,n/2)
2

 , A(1,1)2 , . . . , A(n/2,n/2)2 ∈M2(R).
Since A22 = 1, we have A
(1,1)
2
2
+A
(1,2)
2 A
(2,1)
2 + · · ·+A
(1,n/2)
2 A
(n/2,1)
2 = I2,
and since A
(i,j)
2 =
(
a b
b a
)
, we have A
(1,i)
2 A
(i,1)
2 =
(
a1a2 + b1b2 a1b2 + a2b1
a1b2 + a2b1 a1a2 + b1b2
)
.
Consequently the matrix A
(1,i)
2 A
(i,1)
2 has equal elements on the diago-
nal. Since the sum of all matrices A
(1,i)
2 A
(i,1)
2 has zeros outside the main
diagonal, then all matrices Ei = A
(1,i)
2 A
(i,1)
2 are diagonal, therefore they
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are scalar. Hence they are central idempotents of the matrix ring 2×2.
Therefore {Ei} is a system of mutually orthogonal idempotents with
the sum 1, i. e. M2(R) = E1M2(R)⊕E2M2(R)⊕· · ·⊕En/2M2(R). Let
us represent A2 as E1A2 + · · ·+ En/2A2.
Conjugate the matrix A2 by the matrix B = E1B + · · · + EnB =
B1 + · · · + Bn, where B1 = E1 · I, Bi = Ei · S(3,2i−1)(4,2i). Then A
′
2 =
B−1A2B = E1A
′
2 + . . . EnA
′
2 = A
(1)
2
′
+ · · ·+ A
(n)
2
′
, where
A
(1)
2
′
=


A
(1,1)
2 0 . . . 0
0 α
(1)
11 . . . α
(1)
1,n−1
0
...
. . .
...
0 α
(1)
n−1,1 . . . α
(1)
n−1,n−1

 ,
A
(i)
2
′
=


0 A1i 0 . . . 0
Ai1 0 0 . . . 0
0 0 α
(i)
11 . . . α
(i)
1,n−2
...
...
...
. . .
...
0 0 α
(i)
n−2,1 . . . α
(i)
n−2,n−2

 , i > 1.
Let us denote the matrix

 α11 . . . α1,n−2... . . . ...
αn−2,1 . . . αn−2,n−2

 (and in the case
i = 1 the matrix

 α11 . . . α1,n−1... . . . ...
αn−1,1 . . . αn−1,n−1

) by Λi. Note that Λi is
a matrix over the ring EiM2(R) of the size < n/2 such that Λ
2
i =
I. Therefore, we can repeat previous arguments for the matrix Λi
and the corresponding system of orthogonal idempotents of EiM2(R).
Finally we obtain the matrix A˜2, conjugate to the initial matrix A2 and
consisting of diagonal blocks 4× 4 and 2× 2. So every element of the
order in Γn(R), commuting with Sσ1 , in some basis (where Sσ1 is not
changed) consists of diagonal blocks 4×4 and 2×2 (it is clear that for
matrices of odd sizes there can be one block 1× 1).
Consider now the set
F1 = {D ∈ Dn(R) | DSσ1 = Sσ1D ∧ ∀J ∈ Γn(R)(J
2 = I ∧ JSσ1 =
= Sσ1J ⇒ ∃C ∈ Γn(R)(D(CJC
−1) = (CJC−1D)}.
This set consists of diagonal matrices with pairs of equal elements on
the diagonal that commute in some basis with all matrices of the or-
der 2, that can be represented as blocks 4 × 4 and 2 × 2. Therefore
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every element D of this set in some basis has the form
diag[α1I2, α1I2, α2I2, α2I2, . . . , αkI2, αkI2, I2],
if n/2 = 2k + 1, or
diag[α1I2, α1I2, . . . , αkI2, αkI2],
if n/2 = 2k, (if the dimension of the semigroup is odd, then we add
one more diagonal element in the end) (∗), and the corresponding basis
change does not move Sσ1 , D commutes with Sσ1 and with Sσ2 in some
basis.
Consider the set
Λ1 = {D ∈ F1 | ∀D
′ ∈ F1CΓn(R)(D) 6⊃ CΓn(R)(D
′)}.
Every matrix from F1 commutes (in a basis where it has the form
(∗)) with all matrices that in this basis are divided into diagonal blocks
4 × 4 (and, possibly, 2 × 2 in the end and also, possibly, 1 × 1 in the
end). So Λ1 contains matrices with centralizers only of these matrices.
From the other side, matrices with these properties exist in every basis,
for example these are matrices diag[1, 1, 1, 1, 2, 2, 2, 2 . . . , k, k, k, k, . . . ].
Consider the involution K that is the image of Sσ2 . This matrix
commutes with Sσ1 and with some matrix C ∈ Λ1. Moreover, if it
commutes with some diagonal matrix C ′, then CΓn(R)(C) ⊂ CΓn(R)(C
′).
Since K ∈ CΓn(R)(C) and C ∈ Λ1, then J consists of diagonal blocks
4×4 (and, possibly, one block 2×2, and also possibly one block 1×1).
Consider one of these blocks (4× 4)
K˜i =
(
A B
C D
)
, A, B, C,D ∈ M2(R).
Since K˜i is an involution commuting with Sσ1 bounded on a given
part of basis, then E1 = A
2 and E2 = BC are central orthogonal idem-
potents ofM2(R) with the sum I2. We know that K˜i ·diag[α, α, β, β] 6=
diag[α, α, β, β] · K˜i for any invertible α 6= β (by the choice of K). Take
αI2 = A
2 + BC and βI2 = A
2/2 + BC. Then α and β are invertible
and K˜i · diag[α, α, β, β] = diag[α, α, β, β] · K˜i. Therefore, α = β, i. e.
A2 = 0. Consequently, BC = 1. Since ABC = 0, we have A = 0.
Similarly D = 0. Therefore K (depending of dimension) can have one
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of four forms:


0 B1 . . . 0 0
B−11 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 Bk
0 0 . . . B−1k 0

 ,


0 B1 . . . 0 0 0
B−11 0 . . . 0 0 0
...
...
. . .
...
... 0
0 0 . . . 0 Bk 0
0 0 . . . B−1k 0 0
0 0 . . . 0 0 bk+1




0 B1 . . . 0 0 0 0
B−11 0 . . . 0 0 0 0
...
...
. . .
...
... 0 0
0 0 . . . 0 Bk 0 0
0 0 . . . B−1k 0 0 0
0 0 . . . 0 0 0 bk+1
0 0 . . . 0 0 b−1k+1 0


,


0 B1 . . . 0 0 0 0 0
B−11 0 . . . 0 0 0 0 0
...
...
. . .
...
... 0 0 0
0 0 . . . 0 Bk 0 0 0
0 0 . . . B−1k 0 0 0 0
0 0 . . . 0 0 0 bk+1 0
0 0 . . . 0 0 b−1k+1 0 0
0 0 . . . 0 0 0 0 bk+2


.
After conjugating K by the block-diagonal matrix that has the form
diag[B1, I2, B2, I2, . . . , Bk, I2]
in the first case,
diag[B1, bk+1I2, B2, bk+1I2, . . . , Bk, bk+1I2, 1]
in the second case,
diag[B1, I2, B2, I2, . . . , Bk, I2, bk+1, 1]
in the third case,
diag[B1, bk+2I2, B2, bk+2I2, . . . , Bk, bk+2I2, bk+1, bk+2, 1]
in the fourth case, we obtain the matrix K ′ = Sσ2 , or bk+1Sσ2 , bk+2Sσ2 ,
and the matrix Sσ1 is not changed. Therefore, we found a matrix
M2 ∈ Γn(R) such that MΦ(Sσi)M
−1
2 = biSσi , i = 1, 2. Continuing this
procedure we come to the obtained basis change. 
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Definition 11. We call a diagonal matrix D ∈ Γn(R) a block-scalar
involution, if D2 = I and D is scalar in every block Di, i = 1, . . . , l.
The set (group) of all block-scalar involutions is denoted by Q.
Lemma 8. Let an automorphism Φ of Gn(R) be such that Φ(Sσi) =
aiSσi, a
2
i = 1, i = 1, . . . , k1. Then every matrix Sσ(j)
i
under the action
of Φ is mapped to D · S
σ
(j)
i
, where D ∈ Q.
Proof. We will prove this statement by induction by sizes of blocks Dj.
Induction basis. For a block Dl of the size 1 × 1 we do not need
to prove anything, therefore we start with the block 2× 2 (if it exists).
Suppose that the block 2 × 2 has the place p, p + 1. Consider the
matrix S
σ
(l)
1
= S(p,p+1). It satisfies the following properties:
1) S(p,p+1) commutes with all σi, i = 1, . . . , k1;
2) S2(p,p+1) = I;
3) if some diagonal matrix D commutes with some Sσi , then D com-
mutes also with S(p,p+1);
4) if a diagonal matrix commutes with S(p,p+1), then it also commutes
with any other matrix satisfying the properties 1–3.
Since any matrix that is scalar in every blockDi, commutes with Sσi ,
i = 1, . . . , k1, then the image A(p,p+1) = Φ(S(p,p+1) has to commute, for
example, with the matrix diag[I2k1 , 2 · I2k2 , . . . , l · I2kl ], therefore the
matrix A(p,p+1) can also be divided into blocks D1, . . . ,Dl. Consider
the matrix A(p,p+1) and its block Di of the size greater 2 × 2. In this
block there are exactly ki different Sσ(i)m . Consider a set of diagonal
matrices H1, . . . , Hki, identical in all blocks, except Di, and in the
block Di
H1 = diag[1, 1, 2, 2, 3, 3, . . . , 2
ki−1, 2ki−1],
H2 = diag[1, 2, 1, 2, 3, 4, 3, 4, . . . , 2
ki−1 − 1, 2ki−1, 2ki−1 − 1, 2ki−1],
H3 = diag[1, 2, 3, 4, 1, 2, 3, 4, . . . , ], . . . ,
Hki = diag[1, 2, . . . , 2
ki−1, 1, 2, 3, . . . , 2ki−1].
Every Hj commutes with a corresponding matrix Sσj , therefore (the
condition 3) matrix A(p,p+1) commutes with all Hj , j = 1, . . . , ki. Thus
A(p,p+1) in the block Di is diagonal. From the condition 1 it follows
that A(p,p+1) in the block Di is scalar (since it has the order 2, then the
corresponding scalar number is an involution). Now let us look at the
last block (of the size 2 × 2). Let in this block A(p,p+1) have the form(
a b
c d
)
. Since A(p,p+1) commutes with Sσ1 , then a = d, b = c. Since
A(p,p+1) has the order 2, then a
2 + b2 = 1, ab = 0.
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Use now the condition 4.
Consider the diagonal matrix H , identical in all blocks Di, except
the block under consideration, and in the block under consideration
2× 2 having the form diag[1, a2/2 + b2]. Then(
1 · a 1 · b
(a2/2 + b2) · b (a2/2 + b2) · a
)
=
(
1 · a (a2/2 + b2) · b
1 · b (a2/2 + b2) · a
)
,
since ab = 0, i. e. H and A(p,p+1) commute. Therefore, H commutes
with any other matrix, satisfying the conditions 1–3, and also with
S(p,p+1). It means that a
2/2 + b2 = 1, i. e. a2 = 0. Consequently,
a = 0 (since from a2 + b2 = 1 and ab = 0 it follows a3 = a). Thus
A(p,p+1) = DS(p,p+1), where D ∈ Q.
Induction step. Now we can suppose that the matrix of every
substitution σ
(j)
m , j > i, m = 1, . . . , ki+1 is mapped under our au-
tomorphism into itself multiplied by some matrix from Q. Under
this supposition let us consider now the matrices of substitutions σ
(i)
m ,
m = 1, . . . , ki. Images of all such matrices commute with all diagonal
matrices commuting with all Sσ1 , . . . , Sσk1 , and therefore with the ma-
trix diag[I2k1 , 2 · I2k2 , . . . , l · I2kl ], consequently all these images are also
divided into the blocks D1, . . . ,Dl.
Let A
σ
(i)
1
= Φ(S
σ
(i)
1
). Since A
σ
(i)
1
commutes with all diagonal matrices
commuting with Sσ1 , we have that Aσ is divided into diagonal blocks
2 × 2. Now we can say that Aσ commutes with any diagonal matrix
commuting with σ
(1)
1 ·· · ··σ
(i)
1 = σ1·σ
(i+1)
1 . . . σ
(l)
1 . Such diagonal matrices
can have any arbitrary elements on the diagonal, starting from the
block Di+1, therefore the matrix Aσ(i)1
on the blocks Di+1, . . . ,Dl is
diagonal. According to the fact that it commutes with all S
σ
(j)
m
, j > i,
we obtain that in every block Dj, j > i, the matrix Aσ(i)1
is scalar.
The matrix A
σ
(i)
1
commutes with all Sσ1 , . . . , Sσk1 , therefore inside
every Dj all blocks 2× 2 are equal.
Now consider some block Dj, j < i. The matrices Sσi , Sσi+1 , . . . , Sσk1
coincide on the block Di, hence all their pairwise products are identi-
cal on Di. So the matrix Aσ(i)1
commutes with all diagonal matrices,
commuting with one of Sσ1SσiSσi+1 , Sσ1SσiSσi+2,. . . , Sσ1SσiSσk1 . For
example, we can take the matrix
diag[1, 2, 1, 2, . . . , 2, 1, 2, 1]
on Dj, it commutes with Aσ(i)1
, therefore on the block Dj our Aσ(i)1
is
diagonal, consequently it is scalar.
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Now we only need to consider the matrix A
σ
(i)
1
on the block Di. So
A
σ
(i)
1
commutes with all Sσi , i = 1, . . . , k1. We know that Aσ(i)1
on
Di consists of the same diagonal blocks 2 × 2 of the form
(
a b
b a
)
,
and moreover (since A
σ
(i)
1
has order 2), a2 + b2 = 1, ab = 0. Now
we can note that the matrix S
σ
(i)
1
is such that if some diagonal matrix
commutes with it, then it commutes with any other matrix satisfying
all above properties. Thus the matrix A
σ
(i)
1
has the same properties as
S
σ
(i)
1
. Consequently, as above (in induction basis) we can conclude that
every block has a = 0. Therefore on the blockDi we have Aσ(i)1
= bS
σ
(i)
1
,
b2 = 1, what we needed.
It is clear that the proof for S
σ
(i)
m
, m > 1, is completely the same. 
Definition 12. By τ(i, p,m), i = 1, . . . , l, p = 1, . . . , ki, m = p, . . . , ki,
we denote a substitution, that on all blocks, except Di, is identical,
and on the block Di on the first 2
m basis elements coincides with σp,
and on other basis elements is identical. Therefore, τ(i, 1, 1) is just a
transposition, τ(i, p, ki) = σ
(i)
p .
Lemma 9. Let an automorphism Φ of the semigroup Gn(R) be such
that Φ(Sσi) = aiSσi, a
2
i = 1, i = 1, . . . , k1. Then ∃M ∈ Γn(R) such
that every matrix Sτ(i,1,m), i = 1, . . . , l, m = 1, . . . , ki, under the action
of ΦM ◦ Φ is mapped into D · Sτ(i,1,m), where D ∈ Q.
If τ(i, 1, m) is even, then D = E.
Proof. Let us fix some blockDi and prove the statement for all τ(i, 1, m),
m = 1, . . . , ki by induction from ki to 1. Note that for ki everything is
already proved. Let us make the step from ki to ki − 1.
Every matrix Sτ(i,p,m) commutes with any diagonal matrix, that com-
mutes with Sτ(i,p,ki). It gives that for every m = p, . . . , ki the image
Aτ(i,p,m) = Φ(Sτ(i,p,m)) is diagonal in all blocks, except Di, and since
all Sτ(i,p,m) commute with all Sσ(p)q , q 6= i, we directly obtain that this
image in all blocks is scalar. So we only need to consider the block Di.
In this block we will use induction.
The matrix Aτ(i,1,ki−1) commutes with all Sσq , q = 1, . . . , ki − 1,
therefore on Di the matrix Aτ(i,1,ki−1) consists of diagonal blocks 2× 2,
and the first half of blocks coincide with each other, the second half
also coincide with each other. Let every block in the first half of blocks
is equal to
(
a b
b a
)
, every block in the second half is equal to
(
c d
d c
)
.
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Now use the condition
Sτ(i,1,ki−1)SσkiSτ(i,1,ki−1)Sσki = Sτ(i,1,ki).
It gives (
a b
b a
)(
c d
d c
)
=
(
0 α
α 0
)
,
therefore ac = bd = 0, ad + bc = α. Changing basis with the matrix
b2E+a2Sτ(i,ki,ki) (this basis change commutes with all introduced earlier
matrices), we come to the matrix Aτ(i,1,ki−1), that has in the first half of
Di the matrices
(
0 α
α 0
)
, α2 = 1, and in the second half the matrices
βI2, β
2 = 1. Now let us make the basis change (only in the block Di)
with the help of diagonal matrix diag[α/β, 1, α/β, 1 . . . , α/β, 1]. Such
change does not move A
σ
(i)
q
, q > 1, and the matrix Aτ(i,1,ki−1) under
consideration has in the new basis the obtained form.
Again from the condition
Aτ(i,1,ki−1)Aσ(i)
ki
Aτ(i,1,ki−1)Aσ(i)
ki
= Aτ(i,1,ki)
we see that Aτ(i,1,ki) = Sτ(i,1,ki).
If ki − 1 = 1, we do not need any later considerations. Therefore
we suppose that ki is greater than 2. Let us show one more step of
induction (other steps are completely similar).
At the beginning we want to show that if in the blockDi Aτ(i,1,ki−1) =
αSτ(i,1,ki−1), then necessarily α = 1.
Note that there exists a matrix B (actually it is, for example, the
matrix S(1,3)), that commutes with all diagonal matrices, commuting
with Sσ2 , and also a matrix C (for example, S(1,4)), that commutes with
all diagonal matrices, commuting with Sσ1Sσ2 , such that
B · Sτ(i,1,ki−1) · B
−1 · Sτ(i,1,ki−1) = C · Sτ(i,1,ki−1) · C
−1.
Naturally, this condition remains under any automorphism. Since
the matrix Φ(B) commutes with all diagonal matrices, commuting with
Sσ2 , then it independently acts in the first and in the second halves of
the block Di. The same we can say about Φ(C). Since on the second
half of the block Di the matrix Aτ(i,1,ki−1) is scalar (has the form αI),
then under conjugation it does not change its form. Therefore, α2 = α,
so α = 1.
Consequently, Aτ(i,1,ki−1) = Sτ(i,1,ki−1).
Now consider the matrix Aτ(i,1,ki−2) = Φ(Sτ(i,1,ki−2)).
We know that this matrix is scalar in the blocks Dj, j 6= i. Since it
commutes with all diagonal matrices, commuting with Aτ(i,1,ki−1), we
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have that it is diagonal on the second half of Di. Let us denote the
first half of Di by D
′
i, the second half by D
′′
i .
The matrix Aτ(i,1,ki−2) commutes with all Sσq , q = 1, . . . , ki − 2,
therefore: 1) on D′i it consists of diagonal blocks 2 × 2, where the
first half of block are the same, and similarly the second half of blocks
coincide with each other; 2) on D′′i it has the form diag[aI2ki−2 , bI2ki−2 ],
a2 = b2 = 1. Let on Di Aτ(i,1,ki−1) = αSτ(i,1,ki−1).
Consider the condition
Aτ(i,1,ki−2)Aσ(i)
ki−1
Aτ(i,1,ki−2)Aσ(i)
ki−1
= Sτ(i,1,ki−1).
Repeat arguments, similar to the previous step, and take a basis change
with some suitable matrix b′2E + a′2Sτ(i,ki−1,ki−1). Such a change does
not move any A
σ
(i)
q
, q > 1, and the matrix Aτ(i,1,ki−2) under this change
has now the obtained form.
Continuing this procedure for ki−3, . . . , 1, we come to a basis where
all Aτ(i,1,q), q > 1, coincide with Sτ(i,1,q), and Aτ(i,1,1) differs from Sτ(i,1,1)
by some element from Q.
Note that we proved also the last assertion of our lemma, because
odd elements under consideration are exactly Sτ(i,1,1). 
Lemma 10. Let an automorphism Φ of Gn(R) be such that every ma-
trix Sτ(i,1,m), i = 1, . . . , l, m = 1, . . . , ki, under the action of Φ is
mapped to D · Sτ(i,1,m), where D ∈ Q, and if a substitution τ(i, p,m)
is even, then D = I. Then ∃M ∈ Γn(R) such that every matrix of
the substitution τ , acting independently on the blocks D1,. . . , Dl, is
mapped under ΦM ◦Φ into a matrix DSτ , and if τ is even, then D = I.
Proof. Let us consider matrices of substitutions that act identically on
all blocks except some fixed block Di. Their images commute with all
diagonal matrices, commuting with all images of S
σ
(i)
1
,. . . , S
σ
(i)
ki
, and
also with images of all S
σ
(p)
j
, p 6= i. Consequently in all blocks Dp,
p 6= i, images of such matrices are scalar. Consider now the block Di.
Note that if a size of Di is not greater than two, then everything is
proved. Therefore we can suppose that this size is not smaller than
4×4. For convenience we will suppose that elements of the basis in Di
are numbered from 1 (i. e. it is the first block).
By the condition of the lemma everything is proved for the matrix
of (1, 2), i. e. Φ(S(1,2)) = αS(1,2), α
2 = 1. Since the transpositions
(3, 4), (5, 6),. . . , (2ki − 1, 2ki) are conjugate to (1, 2) by substitutions
σ2, σ3,. . . , σki and their products, then Φ(S(2p−1,2p)) = αS(2p−1,22) for
all p = 2, . . . , 2ki−1.
21
Consider the matrix A(1,3), the image of S(1,3). Since it commutes
with all diagonal matrices, commuting with Sσ2 , and also it commutes
with Sσ2 itself, we have that it is divided into diagonal blocks 4× 4 of
the form

a 0 b 0
0 c 0 d
b 0 a 0
0 d 0 c

 , a2 + b2 = c2 + d2 = 1, ab = cd = 0.
Since the matrix A(1,2)A(1,3) has the order three, we have that all blocks
except the first one, are scalar matrices with the coefficient α. Consider
the first block. From the same condition we obtain ac = bd = 0, a = d,
b = c. Make a new basis change with the matrix b2I + a2S
σ
(i)
1
. Such
basis change does not move any matrices introduced earlier, and our
matrix now has the form αS(1,3). It is clear that all other matrices of
transpositions can be obtained by conjugation of matrices considered
above. 
Lemma 11. Let n > 4, Φ be an automorphism of Gn(R). Then ∃M ∈
Γn(R) and an involution a ∈ R
∗
+, such that Φ1(Sσ) = ΦM ◦Φ(Sσ) = Sσ
for every even substitution σ and Φ1(Sσ) = ΦM ◦Φ(Sσ) = aSσ for every
odd substitution σ.
Proof. According to previous lemmas we can suppose that Φ(S(p,p+1)) =
DpS(p,p+1), Dp ∈ Q, for all transpositions (p, p + 1), changing ele-
ments inside one block Di, i = 1, . . . , l. Since the product of any
to transpositions is even, and the matrix of an even substitution is
mapped to itself, then all matrices Dp coincide. Since all transposi-
tions are conjugate, then the corresponding matrices have the same
trace. If Dp = D = diag[α1I2k1 , . . . , αlI2kl ], then we consider to differ-
ent blocks Di and Dj of nonunit sizes. Consider transpositions τi and
τj, arbitrary transpositions from corresponding blocks. Trace of Aτi
is α12
k1 + · · · + αl2
kl − 2αi, trace of Aτj is α12
k1 + · · · + αl2
kl − 2αj.
Therefore αi = αj always, except, possibly, a block 1× 1.
Let n be odd (then there is a block 1 × 1). Consider A(n−1,n) =
Φ(S(n−1,n)).
We need to consider two cases: there exist a block 2× 2, there is no
such block.
1. Let us have a block 2× 2. It is staying just before a block 1× 1.
The matrix A(n−,n) commutes with all transpositions from the blocks
D1,. . . , Dl−2, and has the order 2. Let us look what does it mean for
the transposition S(1,2) (by our assumption n > 4, i. e. n > 6, therefore
the transposition (1, 2) does not intersect with (n− 2, n− 1)).
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If
A(n−1,n) =


a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
a31 a32 a33 . . . a3n
...
...
...
. . .
...
an1 an2 an3 . . . ann

 ,
then since A(n−1,n) commutes with S(1,2), we have a2i = a1i, ai2 = ai1,
i = 3, . . . , n, a22 = a11, a12 = a21. From the other side the matrix
A(n−1,n) has the order two, therefore a
2
11+a
2
12+a13a31+ · · ·+a1nan1 = 1
(the first column and the first row), a11a12 = a13a31 = · · · = a1nan1 = 0
(the second column and the first row). As usual for matrices of order
two aikakj = 0 for i 6= j. Consequently, a
2
11+a
2
12 = 1, and since a1ia11 =
ai1a11 = a1ia12 = ai1a12 = 0, i = 3, . . . , n, we have a1i = ai1 = 0 for all
i = 3, . . . , n.
By similar arguments for other transpositions commuting withA(n−1,n),
we see that A(n−1,n) in every block Di, i = 1, . . . , l − 2, is scalar and
in the end it has the block 3 × 3. It is clear that we can bound
our consideration on this block. But in this case we come to the
situation of Lemma 4, and by a suitable basis change (of the form
diag[1, 1, . . . , 1, γ](aE + bS(n−2,n−1)), i. e. commuting with all matrices
considered above) we can come to the situation A(n−1,n) = DS(n−1,n),
D ∈ Q, D is scalar on the union of last two blocks. Since the matrix
A(n−2,n−1)A(n−1,n) has order three, we obtain directly D = αE. It is
what we needed.
2. Suppose now that there is no block 2×2. This case is even easier
than the previous one. Initial arguments are similar to the previous
arguments, according to them we obtain that A(n−1,n) in every blockDi,
i = 1, . . . , l−2, is scalar. Then let us consider the block that is previous
to the last one, it has size at least 4× 4. Since A(n,n−1) commutes with
all matrices of transpositions (p, p+1) in this block, except the last one,
we obtain that the matrix A(n−1,n) is scalar on elements of the block,
except the last one, i.,e. the matrix A(n−1,n) is diagonal everywhere,
except the last block 2 × 2. Then it is clear that it has the form
DS(n−1,n) for some diagonal matrix D, and after a basis change with
the matrix diag[1, 1, . . . , 1, γ] we come to A(n−1,n) = αS(n−1,n).
Completely the same arguments can be applied to transpositions,
that join other pairs of blocks. On every step (jointing blocks Di and
Di+1) it is sufficient to apply diagonal changes, that are identical on the
blocks D1, . . . ,Di, and scalar with some coefficient γ on other blocks.
Clear that such changes commute with all considered above matrices
of transpositions, what we need.
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Finally we obtain A(p,p+1) = αS(p,p+1) for all p = 1, . . . , n− 1, so the
lemma is proved. 
3. Action of Φ′ on diagonal matrices.
In the previous section by our initial automorphism Φ we constructed
some new automorphism Φ′ = ΦMΦ such that Φ
′(Sσ) = α
sgnσSσ, α
2 =
1, for all σ ∈ Σn. We suppose that such an automorphism Φ
′ is fixed.
Lemma 12. If n ≥ 3, 1/2 ∈ R, an automorphism Φ′ ∈ Aut(Gn(R)) is
such that ∀σ ∈ Σn Φ
′(Sσ) = α
sgnσSσ, α
2 = 1, then for all α, β ∈ R∗+
we have
Φ′(diag[α, β, . . . , β]) = diag[γ, δ, . . . , δ], γ, δ ∈ R∗+.
If α 6= β, then γ 6= δ.
Proof. By Lemma 2
Φ′(diag[α, β, . . . , β]) = diag[γ1, . . . , γn].
Consider the substitution σ = (2, 3, . . . , n). Since Φ′(Sσ) = αSσ then
Φ′(CDn(R)(Sσ) = CDn(R)(Sσ) Therefore diag[γ1, . . . , γn] commutes with
Sσ, and therefore γ2 = γ3 = · · · = γn. So we only need to prove that
γ1 6= γ2. It directly follows from the fact that the matrix diag[α, β, . . . , β]
does not commute with S(12). 
Lemma 13. If n ≥ 3, 1/2 ∈ R, an automorphism Φ′ ∈ Aut(Gn(R) is
such that ∀σ ∈ Σn Φ
′(Sσ) = α
sgnσSσ, α
2 = 1, then for all X ∈ G2(R)
we have
Φ′


X 0 . . . 0
0 1 . . . 0
. . . . .
. . . . . .
0 . . . . . . 1

 =


Y 0 . . . 0
0 a . . . 0
. . . . .
. . . . . .
0 . . . . . . a

 , where Y ∈ G2(R), a ∈ R∗+.
Proof. Denote
C =


X 0 . . . 0
0 1 . . . 0
. . . . .
. . . . . .
0 . . . . . . 1


Similarly to the proof of Lemma 12 we can prove that for any matrix
A = diag[α, α, β, . . . , β] ∈ Dn(R), α 6= β,
we have
Φ′(A) = diag[γ, γ, δ, . . . , δ] ∈ Dn(R), γ 6= δ.
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Note that the matrix C commutes with A and S(3,4,...,n), consequently
Φ′(C) has the obtained form.

Lemma 14. If n ≥ 3, 1/2 ∈ R, an automorphism Φ′ ∈ Aut(Gn(R)) is
such that ∀σ ∈ Σn Φ
′(Sσ) = α
sgnσSσ, α
2 = 1, then for any x1, x2 ∈ R
∗
+
with x1 6= x2,
Φ′(A1) = Φ
′(diag[x1, 1, . . . , 1]) = diag[ξ1, η1, . . . , η1],
Φ′(A2) = Φ
′(diag[x2, 1, . . . , 1]) = diag[ξ2, η2, . . . , η2]
we have ξ1η
−1
1 6= ξ2η
−1
2 .
Proof. Suppose that for some different x1, x2 ∈ R
∗
+ we have ξ1η
−1
1 =
ξ2η
−1
2 , i. e.
Φ′(A1) = Φ
′(diag[x1, 1, . . . , 1]) = diag[ξ, η, . . . , η] = A
′
1,
Φ′(A2) = Φ
′(diag[x2, 1, . . . , 1]) = α · diag[ξ, η, . . . , η] = A
′
2,
Therefore, Φ′−1(αI) = Φ′−1(A′1A
′
2
−1) = diag[x1x
−1
2 , 1, . . . , 1]) = diag[β, 1, . . . , 1],
where 1 6= β ∈ R∗+, but it is impossible. Consequently, ξ1η
−1
1 6=
ξ2η
−1
2 . 
4. Main theorem.
In this section we will prove the main theorem (Theorem 1).
Lemma 15. If n ≥ 3, 1/2 ∈ R, an automorphism Φ′ ∈ Aut(Gn(R)) is
such that ∀σ ∈ Σn Φ
′(Sσ) = α
sgnσSσ, α
2 = 1, then there exists such a
mapping c(·) : R+ → R+ that for all x ∈ R+ Φ
′(B12(x)) = B12(c(x)).
Proof. By Lemma 13 we have
Φ′(B12(1)) =


α β
γ δ
a
. . .
a

 , a ∈ R∗+,
(
α β
γ δ
)
∈ G2(R).
Let for every x ∈ R∗+
Φ′(diag[x, 1, . . . , 1)] = diag[ξ(x), γ(x), . . . , γ(x)], ξ(x), η(x) ∈ R∗+
(see Lemma 12).
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Then for any x ∈ R∗+
Φ′(B12(x)) = Φ
′(diag[x, 1, . . . , 1]B12(1)diag[x
−1, 1, . . . , 1]) =
= diag[ξ(x), η(x), . . . , η(x)]


α β
γ δ
a
. . .
a

 diag[ξ(x)−1, η(x)−1, . . . , η(x)−1] =
=


α ν(x)β
ν(x)−1γ δ
a
. . .
a


with ν(x) = ξ(x)η(x)−1.
By Lemma 14 for x1 6= x2 we have ν(x1) 6= ν(x2).
For every x ∈ R+ Φ
′(B12(1)) and Φ
′(B12(x)) commute. Let us write
this assertion in the matrix form for x ∈ R∗+:(
α β
γ δ
)(
α ν(x)β
ν(x)−1γ δ
)
=
(
α ν(x)β
ν(x)−1γ δ
)(
α β
γ δ
)
⇒
⇒
(
α2 + ν(x)−1βγ ν(x)αβ + βδ
γα + ν(x)−1δγ ν(x)γβ + δ2
)
=
(
α2 + ν(x)βγ αβ + ν(x)βδ
ν(x)−1γα+ δγ ν(x)−1γβ + δ2
)
.
Therefore, ν(x)−1βγ = ν(x)βγ for distinct x ∈ R∗+. Hence, βγ = 0.
Let us use the condition (B12(1))
2 = diag[2, 1, . . . , 1]B12(1)·diag[1/2, 1, . . . , 1]:

α2 β(α + δ)
γ(α + δ) δ2
a2
. . .
a2

 =


α ν(2)β
ν(2)−1γ δ
a
. . .
a

 ,
that implies α2 = α, δ2 = δ, a = 1 (since a is invertible).
Use the condition B12(1)B13(1) = B13(1)B12(1), it implies
α2 β αβαγ δ γβ
γ 0 δ

 =

α2 βα βγ δ 0
αγ 0 δ

 ,
therefore αγ = γ.
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Now we can use the condition B12(1)B13(1) = B13(1)B23(1)B12(1),
it gives 
α αβ β2γ αδ βδ
0 γ δ

 =

 α2 αβ βδγ αδ β
αγ + γ2δ γδ2 δ2

 .
Thus, αγ + γ2δ = 0, consequently αγ = γ = 0. Since γ = 0, we have
that elements α and δ are invertible, since α and δ are idempotents,
then α = δ = 1. Therefore, Φ′(B12(1)) = B12(β).
Let us consider B12(x), x ∈ R+. From the condition B12(1)B23(x) =
B13(x)B23(x)B12(1) it follows
1 aβ bβ0 a b
0 c d

 =

a aβ + bc bd0 a b
c cβ + cd d2

 .
So c = 0, therefore a and d are invertible. From the condition B12(x)
2 =
diag[2, 1, . . . , 1]−1B12(x)diag[2, 1, . . . , 1] it follows a
2 = a, d2 = d. Hence
a = d = 1. Thus, Φ′(B12(x)) = B12(b(x)). 
Recall (see Definition 8), that if G is a semigroup, then a homo-
morphism λ(·) : G → G is called a central homomorphism of G, if
λ(G) ⊂ Z(G). A mapping Ω(·) : G→ G such that ∀X ∈ G
Ω(X) = λ(X) ·X,
where λ(·) is a central homomorphism, is called a central homothety.
Recall that for every y(·) ∈ Aut(R+) by Φ
y we denote an automor-
phism of Gn(R) such that ∀X = (xij) ∈ Gn(R) Φ
y(X) = Φy((xij)) =
(y(xij)).
Theorem 1. Suppose that Φ is an arbitrary automorpism of Gn(R),
n ≥ 3, 1/2 ∈ R. Then on the semigroup GE+n (R) (see Definition 7)
Φ = ΦMΦ
cΩ, where M ∈ Γn(R), c(·) ∈ Aut(R+), Ω(·) is a central
homothety of GE+n (R).
Proof. By Lemmas 4, 6, 11 there exists such a matrix M ′ ∈ Γn(R),
that for every substitution σ ∈ Σn
Φ′(Sσ) = ΦM ′Φ(Sσ) = α
sgnσSσ, α
2 = 1.
Now let us consider the automorphism Φ′.
Be Lemma 15 there exists a mapping b(·) : R+ → R+ such that for
any x ∈ R+
Φ′(B12(x)) = B12(b(x)).
Consider this mapping. Since Φ′ is an automorphism of Gn(R), we
have that b(·) : R+ → R+ is bijective.
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Since for all x1, x2 ∈ R+ B12(x1 + x2) = B12(x1)B12(x2), then
B12(b(x1 + x2)) = Φ
′(B12(x1 + x2)) = Φ
′(B12(x1)B12(x2)) =
= Φ′(B12(x1))Φ
′(B12(x2)) = B12(b(x1))·B12(b(x2)) = B12(b(x1)+b(x2)),
therefore for all x1, x2 ∈ R+ c(x1 + x2) = c(x1) + c(x2), consequently
b(·) is additive.
To prove multiplicativity of b(·), we will use the condition:
1) Φ′(B13(x)) = Φ
′(S(2,3)B12(x)S(2,3)) = S(2,3)B12(b(x))S(2,3) = B13(b(x));
2) similarly, Φ′(B32(x)) = B32(b(x));
3) (compare with the proof of Lemma 15)
B13(x1)B32(x2) = B32(x2)B13(x1)B12(x1x2)⇒
⇒ Φ′(B13(x1))Φ
′(B32(x2)) = Φ
′(B32(x2))Φ
′(B13(x1))Φ
′(B12(x1x2))⇒
⇒ B13(b(x1))B32(b(x2)) = B32(b(x2))B13(b(x1))B12(b(x1x2))⇒
⇒ ∀x1, x2 ∈ R+

1 b(x1)b(x2) b(x1)0 1 0
0 b(x2) 1

 =

1 b(x1x2) b(x1)0 1 0
0 b(x2) 1

⇒
⇒ ∀x1, x2 ∈ R+ b(x1x2) = b(x1)b(x2).
Therefore b(·) is multiplicative.
Since b(·) is bijective, additive and multiplicative, then b(·) is an
automorphism of the semiring R+.
Consider now the mapping Φb
−1
, that maps every matrix A = (aij)
to Φb
−1
(A) = (b−1(aij)). This mapping is an automorphism of Gn(R).
Then Φ′′ = Φb
−1
◦Φ′ = Φb
−1
◦ΦM ′◦Φ is an automorphism of Gn(R), that
does not move Bij(x) (x ∈ R+, i, j = 1, . . . , n, i 6= j) and Φ
′′(Sσ) =
αsgnσSσ (σ ∈ Σn). Namely, Φ
′′(Sσ) = Φ
b−1(Φ′(Sσ)) = Φ
b−1(αSσ) =
b−1(α)Sσ, since the matrix Sσ contains only 0 and 1; for i = 3, . . . , n
Φ′′(Bi2(x)) = Φ
′′(S(1,i)B12(x)S(1,i)) = S(1,i)Φ
′′(B12(x)))S(1,i) = S(1,i)Φ
b−1(B12(b(x)))S(1,i) =
S(1,i)B12(x)S(1,i) = Bi,2(x); for j = 3, . . . , nΦ
′′(B1j(x)) = Φ
′′(S(2,j)B12(x)S(2,j)) =
S(2,j)B12(x)S(2,j) = B1j(x); for i, j = 3, . . . , n Φ
′′(Bij(x)) = Φ
′′(S(i,1)B1j(x)S(1,i)) =
S(1,i)B1j(x)S(1,i) = Bij(x).
As we know (see Lemma 12), for all α ∈ R∗+
Φ′′(diag[α, 1, . . . , 1]) = diag[β(α), γ(α), . . . , γ(α)], β, γ ∈ R∗+.
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Use the condition
diag[α, 1, . . . , 1]B12(1)diag[α
−1, 1, . . . , 1] = B12(α)⇒
Φ′′(diag[α, 1, . . . , 1])Φ′′(B12(1))Φ
′′(diag[α−1, 1, . . . , 1]) = Φ′′(B12(α))⇒
⇒ diag[β(α), γ(α), . . . , γ(α)]B12(1)diag[β(α)
−1, γ(α)−1, . . . , γ(α)−1] = B12(α)⇒
⇒ β(α)γ(α)−1 = α⇒ β(α) = αγ(α)⇒
∀α ∈ R∗+ Φ
′′(diag[α, 1, . . . , 1]) = diag[αγ(α), γ(α), . . . , γ(α)].
Since for all α1, α2 ∈ R
∗
+
diag[α1α2γ(α1α2), γ(α1α2), . . . , γ(α1α2)] = Φ
′′(diag[α1α2, 1, . . . , 1]) =
= Φ′′(diag[α1, 1, . . . , 1])Φ
′′(diag[α2, 1, . . . , 1]) =
= diag[α1γ(α1), γ(α1), . . . , γ(α1)]diag[α2γ(α2), γ(α2), . . . , γ(α2)] =
= diag[α1α2γ(α1)γ(α2), γ(α1)γ(α2), . . . , γ(α1)γ(α2)]⇒
⇒ ∀α1, α2 ∈ R
∗
+ γ(α1α2) = γ(α1)γ(α2),
then the mapping γ(·) is a central homomorphism (see Definition 8)
γ(·) : R∗+ → R
∗
+.
If A = diag[α1, . . . , αn] ∈ Dn(R), then
Φ′′(A) =
= Φ′′(diag[α1, 1, . . . , 1]S1,2diag[α2, 1, . . . , 1]S(1,2)S(1,3)diag[α3, 1, . . . , 1]×
× S(1,3) . . . S(1,n)diag[αn, 1, . . . , 1]S(1,n)) =
= γ(α1)diag[α1, 1, . . . , 1]S(1,2)γ(α2)diag[α2, 1, . . . , 1]S(1,2) . . .
. . . S(1,n)γ(αn)diag[αn, 1, . . . , 1]γ(αn) =
= γ(α1) . . . γ(αn)A = γ(α1 . . . αn)A.
Recall (see Definition 5), that P is a subsemigroup of Gn(R), gen-
erated by Sσ (σ ∈ Σn), Bij(x) (x ∈ R+, i, j = 1, . . . , n, i 6= j), and
diag[α1, . . . , αn] (α1, . . . , αn ∈ R
∗
+).
Note that determinant of any matrix from GE+n (R) is an invertible
element of Gn(R), that can be compared with zero (it is ≥ 0 or ≤ 0). It
follows from the fact that all diagonal matrices have determinant ≥ 0,
all matrices of substitutions have determinant ±1, matrices Bij(x) and
their inverse matrices have determinant 1.
Let Φ′′(S(1,2)) = αS(1,2), α
2 = 1. Consider the mapping µ : R∗+ ∪
R∗− → R
∗
+, that corresponds every a ∈ R
∗
+ to itself, and every a ∈ R
∗
−
to αa. Clear that it is a homomorphism.
Then the mapping that corresponds every matrix A to the matrix
µ(detA)A, is a central homothety of GE+n (R). Let us denote this
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homothety by Ω′ and consider the composition Φ′′′ = Ω′ ◦ Φ′′. It is an
automorphism of GE+n (R), that does not move Sσ, σ ∈ Σn, and Bij(x),
i 6= j, x ∈ R+.
Clear that every matrix A ∈ P can be represented as
A = diag[α1, . . . , αn]A1 . . . Ak,
where α1, . . . , αn ∈ R
∗
+, A1, . . . , Ak ∈ {Sσ, Bij(x)|σ ∈ Σn, x ∈ R+, i, j =
1, . . . , n, i 6= j}. Then
Φ′′′(A) = Φ′′′(diag[α1, . . . , αn]A1 . . . Ak) =
= γ(α1 . . . αn)diag[α1, . . . , αn]A1 . . . Ak = γ(α1 . . . αn)A.
Now we introduce a mapping γ(·) : P → R∗+ by the following rule:
if A ∈ P and A = diag[α1, . . . , αn]A1 . . . Ak, where A1, . . . , Ak ∈
{Sσ, Bij(x)|σ ∈ Σn, x ∈ R+, i, j = 1, . . . , n, i 6= j}, then γ(A) =
γ(α1, . . . , αn).
The mapping λ(·) is uniquely defined, since if
A = diag[α1, . . . , αn]A1 . . . Ak = = diag[α
′
1, . . . , α
′
n]A
′
1 . . . A
′
m,
then Φ′′′(A) = γ(α1 . . . αn)A and Φ
′′′(A) = γ(α′1 . . . α
′
n)A, therefore
γ(α1 . . . αn) = γ(α
′
1 . . . α
′
n).
Since γ(AA′)AA′ = Φ′′′(AA′) = Φ′′′(A)Φ′′′(A′) = γ(A)A · γ(A′)A′ =
γ(A)γ(A′)AA′, then γ is a homomorphism P→ R∗+.
Now we see that on P the automorphism Φ′′′ coincides with a central
homothety Ω(·) : P→ P, where for all a ∈ P Ω(A) = γ(A) · A.
Let B ∈ GE+n (R). Then (see Definitions 6,7) a matrix B is P-
equivalent to some matrix A ∈ P, i.e. there exist matrices A0, . . . , Ak ∈
Gn(R), A0 = A ∈ P, Ak = B and matrices Pi, P˜i, Qi, Q˜i ∈ P, i =
0, . . . , k − 1 such that for all i = 0, . . . , k − 1
PiAiP˜i = QiAi+1Q˜i.
Then
Φ′′′(P0A0P˜0) = Φ
′′′(Q0A1Q˜0)⇒
⇒ γ(P0)P0γ(A0)A0γ(P˜0)P˜0 = γ(Q0)Q0Φ
′′(A1)γ(Q˜0)Q˜0 ⇒
γ(P0A0P˜0)P0A0P˜0 = γ(Q0Q˜0)Q0Φ
′′′(A1)Q˜0 ⇒
⇒ γ(P0A0P˜0)γ(Q0Q˜0)
−1Q0A1Q˜0 = Q0Φ
′′′(A1)Q˜0 ⇒
⇒ Φ′′′(A1) = γ(P0A0P˜0)γ(Q0Q˜0)
−1A1, . . . ,
. . . ,Φ′′′(B) = Φ′′(An) = γ(Pn−1)γ(An−1)γ(P˜n−1)γ(Qn−1)
−1γ(Q˜n−1).
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Consequently, we can extend the mapping γ(·) : P → R∗+ to some
mapping λ(·) : GE+n (R)→ R
∗
+ such that for every B ∈ GE
+
n (R)
Φ′′′(B) = λ(B) · B.
Since Φ′′′ is an automorphism of GE+n (R), then λ(·) is a central
homomorphism λ(·) : GE+n (R) → R
∗
+ and, therefore, automorphism
Φ′′′ : GE+n (R) → GE
+
n (R) is a central homothety Ω
′′(·) : GE+n (R) →
GE+n (R), where ∀X ∈ GE
+
n (R) Ω
′′(X) = λ(X) ·X .
Since Φ′′′ = Ω′′ on GE+n (R) and Φ
′′′ = Ω′ ◦Φc
−1
◦ΦM ′ ◦Φ on Gn(R),
then Φ = ΦM ◦ Φ
c ◦ Ω on GE+n (R), where M =M
′−1, Ω = Ω′Ω′′. 
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