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Abstrat
Dierent time-stepping methods for a nodal high-order disontinuous Galerkin
disretisation of the Maxwell equations are disussed. A omparison between the
most popular hoies of Runge-Kutta (RK) methods is made from the point of view
of auray and omputational work. By hoosing the strong-stability-preserving
Runge-Kutta (SSP-RK) time-integration method of order onsistent with the
polynomial order of the spatial disretisation, better auray an be attained
ompared to xed-order shemes. This omes without a signiant inrease in the
omputation work. A numerial Fourier analysis is performed for this Runge-Kutta
disontinuous Galerkin (RKDG) disretisation to gain insight into the dispersion
and dissipation properties of the omplete sheme. The analysis also provides
pratial information on the onvergene of the dissipation and dispersion error,
whih is important when studying wave propagation phenomena.
KEY WORDS: high-order nodal disontinuous Galerkin methods; the Maxwell
equations; numerial dispersion and dissipation; strong-stability-preserving
Runge-Kutta methods.
1 Introdution
As pointed out in an extensive review on the state of the art of omputational ele-
tromagnetis [15℄, in many ases nite-dierene time-domain (FDTD) shemes [29, 33℄
are undoubtedly the most popular methods among physiists and engineers to solve the
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time-domain Maxwell equations numerially. This popularity is mainly due to their sim-
pliity and eieny in disretising simple-domain problems. However, their inability to
eetively handle omplex geometries prompted some sientists to searh for alternatives
long ago. Finite-element (FE) methods are an obvious alternative, but early eorts were
marred by the fat that standard ontinuous Galerkin nite-element shemes give rise to
non-physial solutions. Most apparent of these are the spurious modes in the numerial
solution of the frequeny-domain Maxwell equations (see [21℄ and referenes therein). The
revolutionary solution to this problem was to realise that by using a partiular set of ve-
tor basis funtions (vetor elements suh as Nédéle or Whitney elements), it is possible
to mimi many of the speial properties of the Maxwell equations at the disrete level.
See [2℄ and [3℄. Ever sine, vetor elements have been a viable alternative to FDTD and
standard FE methods in omputational eletrodynamis, espeially for frequeny-domain
problems with omplex geometries. The pratial onsiderations of both standard and
vetor nite elements in omputational eletromagnetis are overed in [21℄. For the more
theoretial aspets of Nédéle elements we refer to [24℄.
The need to model eletromagneti wave propagation in large and omplex domains
and over a relatively long time span has inreased the demand for high-order meth-
ods. However, neither high-order FDTD methods nor high-order vetor FE methods
are devoid of pratial drawbaks. High-order FDTD methods fail to eetively handle
omplex geometries whereas high-order vetor FE methods (based on high-order Nédéle
elements [26℄ for example) lead to impliit and therefore omputationally expensive time-
integration shemes. These diulties have motivated the development of disontinuous
Galerkin (DG) nite-element methods [8, 10℄, together with spetral element methods
[22℄. In both the frequeny domain formulation [18, 19, 27, 28, 31℄ and the time-domain
formulation [5, 9, 17, 25℄ signiant progress has been made. One of the most promising
methods for ompliated geometries is the high-order nodal DG method of Hesthaven and
Warburton [17℄, whih proved both aurate and eient for the spatial disretisation. In
time integration, however, the low-storage Runge-Kutta (RK) method the authors applied
poses a omparatively stringent time-step onstraint, whih may turn out to be the bot-
tlenek for long-time integration. Furthermore, xed-order time-integration shemes may
spoil the high-order onvergene of the global sheme. In the meantime, for the disontin-
uous formulations for onvetion-dominated problems [10℄ it has been shown in [13℄ and
in [5℄ that the time-step restrition may be loosened if we use Strong-Stability-Preserving
Runge-Kutta (SSP-RK) methods of one order higher than the polynomial order of the
spatial disretisation.
In this work, we study the behaviour of the high-order nodal sheme when several of
the best-suited time-integration methods are used. In partiular, we have a loser look
at the dispersion and dissipation properties of the Runge-Kutta disontinuous Galerkin
(RKDG) method omprising the nodal high-order DG method and the SSP-RK method.
The main motivation for using this partiular time-integration sheme is its relatively
weak time-step restrition. This property implies that we an retain high-order auray
without losing muh on the omputational work measured as the number of operations.
In wave-propagation problems it is often more advantageous to know the onvergene
rate of the dispersion and dissipation errors than that of the error in the l2-norm. In [1℄
the author presented a detailed analysis on the behaviour of the dispersion and dissipation
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errors in high-order disontinuous Galerkin methods. The analysis, however, is arried out
on the one-dimensional linear advetion equation, and no time disretisation is involved.
See also [20℄. In this work we show, through numerial examples, how the dispersion and
dissipation errors behave in the fully disrete high-order RKDG sheme.
The remaining part of this artile is outlined as follows. In Setion 2 we reall the
system of time-domain Maxwell equations and redue it to the linear autonomous form.
The spatial disretisation is briey reviewed in Setion 3 and the RK shemes for the
temporal disretisation in Setion 4. One-dimensional and two-dimensional Fourier anal-
ysis is arried out in Setion 5, and the assoiated numerial results, along with some
other numerial tests, are presented in Setion 6. Here we examine the behaviour of the
dispersion and dissipation errors in terms of the mesh size per wave length and the size
of the time step. Finally, we sum up our onlusions in Setion 7.
2 Maxwell equations
We begin with deriving the dimensionless time-domain form of the Maxwell equations
in the three-dimensional domain Ω ⊂ R3. Boldfae symbols here refer to vetor elds,
i.e. elds in R
3 → R3. With these notations the Maxwell equations read
∂D
∂t
= ∇×H − J , ∂B
∂t
= −∇×E, (1)
∇ ·D = ̺, ∇ ·B = 0, (2)
with harge distribution ̺(x, t), position vetor x = (x, y, z) ∈ Ω and time t. The
vetor valued quantities are the eletri eld E(x, t), the eletri ux density D(x, t), the
magneti eldH(x, t), the magneti ux density B(x, t) and the eletri urrent J(x, t).
For many appliations it is reasonable to assume that the materials are isotropi, linear
and time-invariant. Thus the system of equations is losed with the linear onstitutive
relations
D = εrE, B = µrH , (3)
where εr(x) and µr(x) are the permittivity and permeability, respetively. Furthermore,
Ohm's law
J = σE
also holds with eletri ondutivity σ(x, t).
To obtain the non-dimensional form of the Maxwell equations (1)(2), we rst intro-
due tilded variables to represent the dimensional elds. The speial notations ε˜0 and
µ˜0 stand for the dimensional permittivity and permeability of vauum. By using the
normalised spae and time variables
x =
x˜
L˜
, t =
t˜
L˜/c˜0
,
3
with referene length L˜ and dimensional speed of light in vauum c˜0 = 1/
√
ε˜0µ˜0, the
physial elds are made non-dimensional through the relations
E =
E˜
Z˜0H˜0
, H =
H˜
H˜0
, J =
J˜
H˜0/L˜
.
Here Z˜0 =
√
µ˜0/ε˜0 and H˜0 are the free-spae intrinsi impedane and referene magneti
eld strength, respetively.
With the onstitutive relations (3), equations (2) are just the onsisteny onditions
for (1). To see that point, we only need to take the divergene of (1), apply (2) and (3)
and realise that the resultant equation represents nothing else but harge onservation,
whih should always hold. Consequently, as long as the initial onditions satisfy (2) and
the elds evolve aording to (1), the solution at any time will also satisfy (2). It is
therefore enough to onsider only
εr
∂E
∂t
= ∇×H − J , µr∂H
∂t
= −∇×E, (4)
in whih the onstitutive relations (3) are also inluded. As for the boundary onditions,
one important speial ase is that of perfet eletri ondutors (PEC). These read
nˆ×E = 0, nˆ×H = 0, (5)
with outward pointing normal vetor nˆ. Between material interfaes, in the absene of
surfae urrents and surfae harge, the following onditions are valid
nˆ× [[E]] = 0, nˆ · [[εrE]] = 0, (6)
nˆ× [[H ]] = 0, nˆ · [[µrH ]] = 0,
where
[[u]] = u+ − u−
denotes the jump in the eld value u. The expressions (6) represent the physial property
that the tangential omponents of both elds are ontinuous aross dierent materials,
whereas the normal omponents may be disontinuous.
3 Disontinuous Galerkin disretisation in spae
We approximate the solutions to the Maxwell equations in spae using the high-order
nodal disontinuous Galerkin method introdued in [17℄ and further studied in [18℄ and
[31℄. In the following we briey review the main features of this disretisation.
We onsider the Maxwell equations in the general domain Ω ⊂ R3 and rewrite (4) in
the ux form
Q(x)
∂q
∂t
+∇ · F (q) = 0, (7)
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where Q(x) represents the material properties, q is the vetor of the eld values and
F (q) = [F1(q), F2(q), F3(q)]
T
denotes the ux. Namely,
Q(x) = diag (εr, εr, εr, µr, µr, µr) , q =
[
E
H
]
, Fi(q) =
[−ei ×H
ei ×E
]
,
where ei is the orresponding Cartesian unit vetor. We seek the numerial solution in
the omputational domain ΩK tessellated into K non-overlapping elements, i.e.
Ω ≈ ΩK =
K⋃
k=1
Ωk.
Here ΩK represents a tetrahedral tessellation in three dimensions and a triangular tessel-
lation in two dimensions.
Before formulating the disontinuous Galerkin disretisation, we introdue the stan-
dard (or referene) element Ωst = T d for dierent spatial dimensions d. These are dened
as T 1 = {ξ : − 1 ≤ ξ ≤ 1} in one dimension, T 2 = {ξ = (ξ, η) : − 1 ≤ ξ, η, ξ + η ≤ 0}
in two dimensions and T 3 = {ξ = (ξ, η, ζ) : − 1 ≤ ξ, η, ζ, ξ + η + ζ ≤ −1} in three di-
mensions. The standard triangle for two dimensions and the standard tetrahedron for
three dimensions are shown in Figure 1. Eah element Ωk is onstruted by the invertible
mapping X k(ξ) : Ωst → Ωk, whih is unique for any given element. For details see the
extensive book [22℄. We now dene the nite element spae as
Vh =
{
qkN ∈ L2(Ωk) : qkN (X k(ξ)) ∈ Pdp (Ωst), k = 1, . . . , K
}
, (8)
where L2(Ωk) is the spae of square integrable funtions on Ωk and Pdp (Ωst) denotes the
spae of d-dimensional polynomials of maximum order p on the referene element Ωst.
Sine this polynomial spae is assoiated with
N =
(n + d)!
n! d!
nodal points ξi ∈ Ωst, we an now introdue the multidimensional Lagrange polynomials
Li(ξ) passing through these nodes:
Li(ξj) = δij , with δij =
{
1 if i = j,
0 if i 6= j.
Taking the Lagrange polynomials as trial funtions and using the mapping X k(ξ), we
approximate the solution at the N nodal points within eah element as
qk(x, t) ≈ qkN(x, t) =
N∑
i=1
qki (t)Li(x) ∈ Pdp (Ωk),
where qkN(x, t) is the nite element approximations, and q
k
i (t) represents the solution at
nodal point xj ∈ Ωk.
The distribution of the nodes is a key issue for the properties of the interpolation, es-
peially for very high-order approximations. It is best measured by the Lebesgue onstant
5
assoiated with the Lagrange polynomials going through a partiular set of nodes. The
Lebesgue onstant shows just how lose a given polynomial approximation is to the best
polynomial approximation. The most popular hoies for nodes in spetral/hp element
methods are the Fekete points [30℄ and the eletrostati points [14, 16℄. It should be noted
that although the Fekete points have the best interpolation properties (lowest Lebesgue
onstant) in a triangle for orders p ≥ 9, no distribution for a tetrahedron has so far been
provided. An (almost) optimal distribution of the eletrostati nodes, however, is given
for a triangle in [14℄ and for a tetrahedron in [16℄. Moreover, the eletrostati points also
perform slightly better for orders p ≤ 8 in triangles. The distribution of these nodes in
the standard triangle is shown in Figure 2 for orders p = 2, 4, 6, 10. We also note that
the nodal distributions in a triangle and tetrahedron with an L2-norm optimal Lebesgue
onstant were determined in [6℄ and [7℄. However, these nodes, in ontrast with the Fekete
and eletrostati points, do not have an edge distribution whih an be identied with
Gauss-Lobatto-Jaobi points. We refer to [22℄ for further overview on nodal (and modal)
spetral/hp methods.
To formulate the disontinuous Galerkin sheme, we rst introdue the loal inner
produt and its assoiated norm on Ωk as
(u,v)Ωk =
∫
Ωk
u · v dx, ‖u‖2Ωk = (u,u)Ωk
and on its boundary ∂Ωk as
(u,v)∂Ωk =
∫
∂Ωk
u · v dx.
We multiply (7) with the loal test funtion φ ∈ Pdp (Ωk), hosen to be the same inter-
polating Lagrange polynomials Li(x) for the trial basis funtions, drop the supersript k
and integrate by parts over element Ωk to obtain the ontinuous weak formulation(
Q
∂q
∂t
, φ
)
Ωk
− (F ,∇φ)Ωk = − (nˆ · F , φ)∂Ωk , ∀Ωk ∈ ΩK . (9)
Replaing the ontinuous variable q with its disrete ounterpart qN and the exat ux
F with the numerial ux F̂ (to be dened shortly), integration by parts for the seond
time results in the the disrete weak formulation(
Q
∂qN
∂t
+∇FN , φ
)
Ωk
=
(
nˆ ·
[
F − F̂
]
, φ
)
∂Ωk
. (10)
The right-hand side of (10) is responsible for the ommuniation between the elements.
Choosing a suitable numerial ux F̂ is of great importane. Taking into aount that
our system is linear, the upwind ux [23℄where information travels along loal wave
diretionsis an appropriate hoie. Possible alternatives are disussed in [18℄ in the light
of the Maxwell eigenvalue problem.
In order to formulate the upwind ux, we rst introdue the impedane Z and the
ondutane Y dened as
Z = Y −1 =
√
µr/εr.
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We also introdue the assoiated quantities
Z± =
1
Y ±
=
√
µ±r
ε±r
, Z¯ =
Z− + Z+
2
, Y¯ =
Y − + Y +
2
.
The upwind ux at dieletri interfaes then reads as
nˆ · F̂ = 1
2
[
Z¯−1
(−nˆ× Z−H−N − nˆ× Z+H+N + nˆ× nˆ× [[EN ]])
Y¯ −1
(
nˆ× Y −E−N + nˆ× Y +E+N + nˆ× nˆ× [[HN ]]
) ] , (11)
where
(
E−N ,H
−
N
)
and
(
E+N ,H
+
N
)
denote the loal and neighbouring solution at the bound-
ary of Ωk, respetively. We emphasise that the ross produt is dened between vetors
at eah node of the element. For a detailed derivation of the upwind ux we refer to [23℄.
We should also reognise that
nˆ · FN =
[−nˆ×H−N
nˆ×E−N
]
,
and ombining this with (11), the penalising boundary term will now read
nˆ ·
(
FN − F̂
)
=
1
2
[
Z¯−1 (Z+nˆ× [[HN ]]− nˆ× nˆ× [[EN ]])
Y¯ −1 (−Y +nˆ× [[EN ]]− nˆ× nˆ× [[HN ]])
]
.
To obtain the semi-disrete system we introdue the N-by-N loal mass and stiness
matries as
Mij = (Li(x), Lj(x))Ωk , S
x
ij = (Li(x), ∂xLj(x))Ωk , (12)
S
y
ij = (Li(x), ∂yLj(x))Ωk , S
z
ij = (Li(x), ∂zLj(x))Ωk ,
and the fae-based mass matries
Fil = (Li(x), Ll(x))∂Ωk , (13)
where the seond index is limited to the boundaries of Ωk.
We an now express the semi-disrete sheme as the following system of ordinary
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dierential equations
dExN
dt
=(εrM)
−1 (SyHzN − SzHyN) + (εrM)−1 F
(
nˆ× Z
+ [[HN ]]− nˆ× [[EN ]]
Z+ + Z−
)x ∣∣∣∣∣
∂Ωk
,
dEyN
dt
=(εrM)
−1 (SzHxN − SxHzN) + (εrM)−1 F
(
nˆ× Z
+ [[HN ]]− nˆ× [[EN ]]
Z+ + Z−
)y ∣∣∣∣∣
∂Ωk
,
dEzN
dt
=(εrM)
−1 (SxHyN − SyHxN ) + (εrM)−1 F
(
nˆ× Z
+ [[HN ]]− nˆ× [[EN ]]
Z+ + Z−
)z ∣∣∣∣∣
∂Ωk
,
(14)
dHxN
dt
=(εrM)
−1 (SzEyN − SyEzN) + (εrM)−1 F
(
nˆ× Y
+ [[EN ]] + nˆ× [[HN ]]
Y + + Y −
)x ∣∣∣∣∣
∂Ωk
,
dHyN
dt
=(εrM)
−1 (SxEzN − SzExN ) + (εrM)−1 F
(
nˆ× Y
+ [[EN ]] + nˆ× [[HN ]]
Y + + Y −
)y ∣∣∣∣∣
∂Ωk
,
dHzN
dt
=(εrM)
−1 (SyExN − SxEyN) + (εrM)−1 F
(
nˆ× Y
+ [[EN ]] + nˆ× [[HN ]]
Y + + Y −
)z ∣∣∣∣∣
∂Ωk
.
(15)
Here the elds ExN , E
y
N , E
z
N , H
x
N , H
y
N , and H
z
N represent the disrete ounterparts of
salar elds. That is the reason they are not typeset boldfae, despite now being in fat
vetors as a result of the disretisation. In ontrast, we evaluate the numerial ux in
the right-hand side of (14)(15) at eah node at the boundaries of the element using the
disrete ounterparts of vetor elds. Then at eah node the orresponding omponent of
the resulting vetor is taken.
The advantages of the above desribed disretisation are disussed in detail in [17℄ and
[31℄, where a number of numerial examples are also provided. Here it sues to mention
its optimal exibility for mesh renement, the possibility of independent adjustment of
polynomial orders in eah element (hp-adaptation), its exellent performane on parallel
omputers and that only matrix-matrix multipliations are needed during the time inte-
gration. In this artile, however, our aim is to analyse the properties of time -integration
methods suitable for this spatial DG disretisation, therefore we assemble the loal semi-
disrete system (14)(15) into a global matrix and onsider the `abstrat' semi-disrete
system
dqh
dt
= Aqh, (16)
where A is the global matrix and qh = [Eh,Hh]
T
represents the numerial approximation
to the elds in the omplete domain. The matrix assembly is somewhat lengthy but
straightforward, and it follows the standard proedure. See [22℄ for example.
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4 Runge-Kutta time-stepping methods
From the point of view of time integration, one of the main diulties in high-order
spetral/hp element methods is the restrition on the time step of expliit time-integration
shemes. For hyperboli systems in general, and for the advetion equation in partiular,
it is known (see [22℄, for example) that the maximum eigenvalue of the semi-disrete global
matrix grows as O(p2) with polynomial order p, hene the time step is usually bounded
by O(1/p2). The time-step restrition then an generally be taken as
∆t ≤ ∆tmax = CFL(p)hk
ck
, (17)
where hk is the minimum edge length of all elements and ck is the maximum wave speed
in the domain. Here the parameter CFL depends on the degree of the polynomials used in
the spatial disretisation. If we apply any given time-integration sheme with xed order
(i.e. independent of the polynomial order p) to the semi-disrete system (16), we have
CFL(p) = C
1
p2
, (18)
where C is a onstant, typially of order one. This ondition may turn out to be rather
restritive as we go to higher and higher order approximations.
The low-storage Runge-Kutta shemes introdued in [4℄ are among the most popular
hoies for time integration of the DG spae-disretised Maxwell equations. Storage an
be essential for large-sale omputations and low-storage shemes require only two storage
units per ODE variable. If we onsider the ODE system
du
dt
= L(u), (19)
the general m-stage low-storage Runge-Kutta sheme [32, 4℄ an be written in the form
u(0) = un, v(0) = 0,
v(i) = aiv
(i−1) +∆tL(u(i−1)), i = 1, . . . , m, (20)
u(i) = u(i−1) + biv
(i), i = 1, . . . , m,
un+1 = u(m),
where only u and an auxiliary variable v must be stored. The oeients ai and bi have
been determined for a number of dierent low-storage Runge-Kutta shemes. See [4℄ and
[12℄ for more details. In this artile we onsider the fourth-order ve-stage low-storage
sheme also applied in [17℄. The oeients we use are listed in Table 1.
One possible way to ahieve a weaker time-step restrition is the appliation of SSP-
RK shemes. In [13℄ it was shown that for the linear autonomous system (19) the lass
of m-stage linear SSP-RK shemes, given reursively by
u(0) = un,
u(i) = u(i−1) +∆tLu(i−1), i = 1, . . . , m− 1 (21)
u(m) =
m−2∑
k=0
αm,ku
(k) + αm,m−1
(
u(m−1) +∆tLu(m−1)
)
,
u(m) = un+1
9
where α1,0 = 1 and
αm,k =
1
k
αm−1,k−1, k = 1, . . . , m− 2
αm,m−1 =
1
m!
, αm,0 = 1−
m−1∑
k=1
αm,k,
are mth-order aurate. This was extended to linear non-autonomous systems by Chen
et al. [5℄. In that work the authors demonstrated that when applied together with the
lassial disontinuous Galerkin method [8, 10℄, the SSP-RK sheme gives (p+1)st-order
onvergene with the stability bound
CFL(p) = C
1
2p+ 1
(22)
with C = 1, as long as for a given spatial disretisation of polynomial order p, the
orresponding SSP-RK method has order p+ 1. The stability regions of several SSP-RK
methods and the low-storage ve-stage fourth-order Runge-Kutta method are displayed
in Figure 3.
5 Analysis of the dispersion and dissipation error
A ritial fator in the numerial simulation of wave-propagation is the artiial dissipa-
tion and/or dispersion inited on the waves due to numerial disretisation errors. In
order to analyse these properties of the dierent shemes, we resort to the one-dimensional
and two-dimensional forms of the Maxwell equations with periodi boundary onditions.
First, these redued models are formulated and then we perform a numerial Fourier
analysis of the fully disrete shemes to investigate the dispersion and dissipation errors
as a funtion of mesh size per wave length and time step. This analysis provides impor-
tant information on the auray of the shemes regarding wave motion and the relation
between time step, mesh size and polynomial order.
5.1 Wave equation in one and two dimensions
The Maxwell equations in one dimension read
εr
∂E
∂t
= −∂H
∂x
, µr
∂H
∂t
= −∂E
∂x
, (23)
or they an be expressed by the wave equation
∂2E
∂t2
− 1
εrµr
∂2E
∂x2
= 0,
in the domain Ω ⊂ R. In onservative form (7), this reads
Q
∂q
∂t
+∇ · F (q) = 0 (24)
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with
Q = diag(εr, µr), q =
[
E
H
]
, F (q) =
[
H
E
]
.
For the two-dimensional analysis we take the transverse magneti (TM) polarisation of
the Maxwell equations
µr
∂Hx
∂t
= −∂E
z
∂y
,
µr
∂Hy
∂t
=
∂Ez
∂x
,
εr
∂Ez
∂t
=
∂Hy
∂x
− ∂H
x
∂y
,
whih is again equivalent to the seond-order wave equation,
∂2Ez
∂t2
− 1
εrµr
∇2Ez = 0.
Thus we arrive at the rst-order system (7)
Q
∂q
∂t
+∇ · F (q) = 0, (25)
with
Q = diag(µr, µr, εr), q =
HxHy
Ez
 , F (q) =
 0 −EzEz 0
Hy −Hx
 .
5.2 Dispersion and dissipation analysis of the global sheme
For the analysis of the fully disrete shemes, we onsider (24) and (25) in the domains
Ω1 = [−1, 1] and Ω2 = [−1, 1]2, respetively. Furthermore, we use uniform meshes and
assume that the boundaries are periodi.
5.2.1 One-dimensional Fourier analysis
We are primarily interested in wave propagation and in the assoiated dispersion and
dissipation error of the RKDG sheme. We onsider the one-dimensional semi-disrete
sheme (16)
dqh
dt
= Aqh
in the domain Ω1 lled with vauum (or air) and assume a monohromati plane wave
(whih is also a Fourier mode)
qh(0) = q
0
h =
[
eikxh, eikxh
]T
11
as initial ondition. Here, xh represents the vetor of the nodes used for the spatial
disretisation. We denote the angular wave frequeny with ω. The exat wave number
k is given by the dispersion relation k2 = ω2/c2, with c being the speed of light. The
time-exat disrete Fourier mode at time level tn = n∆t will read
qh(n∆t) = ν
nqh(0) = e
−iωn∆t
[
eikxh, eikxh
]T
(26)
with exat ampliation fator νn = e−iωn∆t and i2 = −1. To see the eet of the time-
stepping method, we replae the exat ampliation fator νn with its disrete ounterpart
νnh and take the fully disrete Fourier mode as
qnh = ν
n
hq
0
h = ν
n
h
[
eikxh, eikxh
]T
. (27)
In addition, we write the SSP-RK sheme as a two-level expliit sheme. Thus
qn+1h = Bq
n
h (28)
holds with ampliation matrix
B =
m∑
l=0
1
l!
(∆tA)l (29)
and with m being the order of the SSP-RK time-stepping sheme. Substituting (27) into
(28) results in the equation
νn+1h
[
eikxh, eikxh
]T
= Bνnh
[
eikxh, eikxh
]T
,
whih, after division with νnh , redue to the eigenvalue problem
νhq
0
h = Bq
0
h. (30)
Solving this eigenvalue equation will produe p+ 1 dierent values for νh,j (and as many
orresponding eigenvetors q0h,j). Bearing in mind that
νh,j = e
−iω˜h,jn∆t,
with omplex numerial frequenies ω˜h,j, we an establish the dispersion and dissipation
properties of the sheme. For that, we onsider the real (for dispersion) and imaginary
(for dissipation) parts of the omplex numerial frequenies ω˜h,j = (i/∆t) ln νh,j, that is
ωh,j = Re [ω˜h,j] = Re [(i/∆t) ln νh,j] , ρh,j = Im [ω˜h,j] = Im [(i/∆t) ln νh,j] ,
with real numerial frequeny ωh,j and numerial dissipation ρh,j, both orresponding
to the eigenvalue νh,j. One of the omputed modes will be lose to the frequeny of
the physial mode. This represents the approximation properties of our sheme. The
other modes are spurious. To deide whih eigenvalue should be onsidered, we dene
the dissipation error as errdissh,j = |ρh,j| − 1 and the dispersion error as the absolute value
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of frequeny error errdisph,j = |ω − ωh,j|. The numerial Fourier mode is now taken as the
losest eigenvalue to the physial mode
νh :=
{
νh,j : min
j
√(
errdisph,j
)2
+
(
errdissh,j
)2}
. (31)
In the numerial dispersion and dissipation analysis of the fully disrete shemes, we
onsider a wide range of values for ∆t and hk. The eigenvalues of (30) are omputed in
Matlab.
It is also important to onsider the onvergene of the numerial dispersion and dis-
sipation. In [1℄ a thorough dispersion and dissipation analysis was arried out for dis-
ontinuous Galerkin methods with high-order tensor-produt elements. In that artile it
was proven that in the asymptoti region hk = 2pik
λ
→ 0 the dispersion relation for a
pth-order method is aurate to order 2p + 3 for the dispersion error and order 2p + 2
for the dissipation error. See [20℄ and [1℄ for more details. For the fully disrete system
we onsider here, the rate of onvergene is also inuened by the time-stepping method.
However, for most polynomial orders p, the onvergene of the dispersion and dissipation
error still by far supersedes that of the error measured in the l2-norm. The numerial
results are disussed in Setion 6.
5.2.2 Two-dimensional Fourier analysis
As in one dimension, we assemble our right-hand side into the global matrix and onsider
the abstrat Cauhy problem (16)
dqh
dt
= Aqh
where now q = [Hxh , H
y
h , E
z
h]
T
and the matrixA represents the semi-disrete system result-
ing from the disretisation of (25). The only dierene in the mathematial formulation
to the one-dimensional ase is that the dispersion relation now reads k2x + k
2
y = ω
2/c2.
The time-exat disrete Fourier mode satisfying (25) is equal to
qnh = ν
n
[
(ky/ω) e
ikxxh+ikyyh, (−kx/ω) eikxxh+ikyyh, eikxxh+ikyyh
]T
(32)
in the two-dimensional domain Ω2. From here we follow exatly the same line as in the
one-dimensional ase. As initial ondition we take a monohromati plane wave with
dierent wave numbers ky and kx between whih the relation ky = 2kx always holds. This
represents a monohromati plane wave travelling at an angle of about 26.565◦ against
the x axis. As in one dimension, a range of ∆t and hk are onsidered. We note that for
omputing the matrix exponential in (29) the simple Horner's rule is applied (see [11℄ for
example).
6 Numerial results
6.1 One-dimensional avity
In order to investigate if the SSP-RK sheme retains the high-order onvergene of the
spatial disretisation [17℄, we onsider the one-dimensional avity problem in the domain
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x ∈ [−1, 1], with two dierent non-magneti (µr = 1) materials. The material interfae
is situated at x = 0. The materials have a relative permittivity of εr = 1 and εr = 2.25,
respetively. The error is measured against the exat solution, whih is inluded in the
Appendix. In Table 2 we show the l2-error ‖qN − qexact‖ at nal time T = 1 for dierent
orders of the loal polynomials. For the time integration, we use the (p+ 1)st-order SSP-
RK method (4) with orresponding maximum time step (22). We an see that in the
asymptoti region hk ≪ 1, (p+ 1)st-order onvergene is ahieved for polynomial orders
p in the range of 1 ≤ p ≤ 9.
In the next example we ompare the performane of the two dierent time-integration
shemes dened in Setion 4. We also inlude the ubiquitous standard fourth-order RK
sheme as a referene. We onsider the same avity, but now lled with vauum (or air)
and integrate for a relatively long time, until T = 1000 time periods. The results are
shown in Table 3 for dierent orders and dierent number of elements. We measure the
omputational work as the number of operations, whih is simply omputed as
ops = NTm,
where NT is the number of time steps needed until nal time T , and m represents the
number of stages in a given RK sheme. For eah RK sheme we use the orresponding
maximum time step dened in Setion 4. The test was arried out for orders p = 3, p = 6
and p = 10. Signiant dierenes in auray, up to O(4), our between the shemes
for orders p ≥ 5. For eah order, we inlude two subtables, one for a relatively ne spatial
grid and one for a omparatively oarse one. This is to illustrate that the dierene in
auray is also present for oarse spatial meshes, where a lower-order RK may inrease
the error above the desired level. The most favourable harateristi of the SSP-RK
shemes is that the better auray ours without signiantor indeed, anyinrease in
the number of operations.
6.2 Numerial dispersion and dissipation error
To ondut the dispersion and dissipation analysis desribed in Setion 5, we arry out two
types of experiments. First, we onsider the onvergene of the dispersion and dissipation
errors in one dimension. The polynomials we apply for the spatial disretisation range
from p = 1 to p = 10, and for the time disretisation we use the orresponding (p+ 1)st-
order SSP-RK sheme (4) with maximum time step (22). Beause the atual errors may
be rather small for large values of p, we inrease the wave number (thus derease the wave
length) for higher-order polynomials. Consequently, the following wave numbers are used
in our one-dimensional Fourier analysis:
k =

π if p = 1, 2,
2π if p = 3, 4,
4π if p = 5, 6, 7,
8π if p = 8, 9, 10.
The errors, dened in Setion 5, and the rate of the onvergene are shown in Table
4 for the dispersion and in Table 5 for the dissipation. Although we annot sustain the
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onvergene rate of the spatial disretisation found in [20℄ and in [1℄, not even by applying
the appropriate SSP-RK method, an order of onvergene of approximately 2p is ahieved
for both the dissipation and dispersion error.
In the seond experiment, we onsider a wide range of time steps ∆t and mesh sizes
h, and examine the dispersion and dissipation errors of the shemes as a funtion of wave
length per mesh size (λ/h), degrees of freedom per wave length (DoF/λ) and relative time
step (∆t/∆tmax). The value ∆t/∆tmax = 1 indiates the size of the maximum time step,
dened as in (22) in Setion 4. The ontour plots of the dispersion error (or frequeny
error) for the one-dimensional analysis with wave number k = 2π is shown in Figure 4
for orders p = 1, 2. The same plots for the dissipation error are displayed in Figure 5.
For this range of values the dispersion error is generally at least one order higher than
the dissipation error, and it an be improved by both taking smaller time steps and/or
rening the spatial grid.
We arry out the same experiment in two dimensions with wave numbers kx = π and
ky = 2π for orders p = 1, 2, 3, 4, 5 and kx = 2π and ky = 4π for order p = 6. The ontour
plots of the dispersion and dissipation errors are shown in Figure 6 and in Figure 7, respe-
tively. Note that the studied range of wave length per mesh size diers signiantly from
that of the one-dimensional ase and oasionally from one another. It an be dedued
that the spatial disretisation totally dominates the dispersion error, whih is all the more
relevant beause the dispersion error is at least one order higher than the dissipation error
for all polynomial orders onsidered. Another important featureshown in Figure 8is the
dereasing number of degrees of freedom needed to obtain a given auray as we go to
higher-order elements. For instane, to attain a dispersion error of 10−3, we need about
14-15 degrees of freedom per wave length for disretisation with seond-order polynomials
and about six for the disretisation with sixth-order polynomials.
7 Conlusion
The main purpose of this artile has been to study the global dispersion and dissipation
errors of a high-order DG spetral element disretisation and the high-order SSP-RK time
integration. We have shown that by applying the (p + 1)st-order SSP-RK sheme to a
spatial disretisation with pth-order polynomials we an retain (p+1)st-order onvergene
(without preproessing) in the l2-norm. Due to the more favourable time-step restrition
of the SSP-RK shemes, the atual omputational work does not inrease signiantly.
It should be noted, however, that for large systems, the SSP-RK shemes ould have a
major disadvantage over low-storage RK shemes due to storage requirements. This is
beause an m-stage SSP-RK sheme requires m storage units per time step, whereas a
low storage sheme requires only two storage units per time step.
Through numerial Fourier analysis, it has been demonstrated that the dispersion
error of the global sheme is generally at least one order higher than the dissipation error,
irrespetive of the atual order of the disretisation. It has also turned out that we annot
gain anything on the dispersion error by dereasing the time step, i.e. it is worth using the
largest one permitted by the CFL ondition. Using this ondition it has also been shown
that the onvergene rate of the dispersion and dissipation error is far higher, namely
O(2p), than that of the error measured in the l2-norm. Another important feature of the
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global sheme is that the number of degrees of freedom to obtain a given auray also
dereases as the order of the approximation grows.
Aknowledgements
This researh was supported by the Duth government through the national program
BSIK: knowledge and researh apaity, in the ICT projet BRICKS (http://www.
bsik-briks.nl), theme MSV1.
Appendix
The exat solution to (23) in the one-dimensional metalli avity desribed in Setion
6.1with κ = 1, 2 signifying the two regions lled with dierent materialsis given by
Eκ =
[−Aκeinκωx +Bκe−inκωx] eiωt,
Hκ =
[
Aκe
inκωx +Bκe
−inκωx
]
eiωt,
where
A1 =
n2 cos(n2ω)
n1 cos(n1ω)
, A2 = e
−iω(n1+n2),
and
B1 = A1e
−i2n1ω, B2 = A2e
i2n2ω.
Here nκ =
√
εκ represents the loal index of refration, and the frequeny takes the value
ω = 2π/n if n1 = n2 = n or is found as the solution to the equation
−n2 tan(n1ω) = n1 tan(n2ω).
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Figure 3: Stability regions for the ve-stage fourth-order Runge-Kutta method (top left)
and for ve dierent SSP-RK methods of order m = 3, 4, 5, 6, 7
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Figure 4: Absolute value of frequeny error as a funtion of wave length per mesh size
(λ/h), degrees of freedom per wavelength (DoF/λ) and relative time step (∆t/∆tmax) for
polynomial orders p = 1, 2
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Figure 5: Dissipation as a funtion of wave length per mesh size (λ/h), degrees of freedom
per wavelength (DoF/λ) and relative time step (∆t/∆tmax) for polynomial orders p = 1, 2
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Figure 6: Absolute value of frequeny error as a funtion of wave length per mesh size
(λ/h), degrees of freedom per wavelength (DoF/λ) and relative time step (∆t/∆tmax) for
polynomial orders p = 1, 2, 3, 4, 5, 6
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Figure 7: Dissipation as a funtion of wave length per mesh size (λ/h), degrees of freedom
per wavelength (DoF/λ) and relative time step (∆t/∆tmax) for polynomial orders p =
1, 2, 3, 4, 5, 6
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Figure 8: Degrees of freedom as a funtion of polynomial order for given dispersion (or
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Table 1: Coeients of the fourth-order ve-stage low-storage Runge-Kutta method
i ai bi
1 0 0.14965902199923
2 −0.41789047449985 0.37921031299963
3 −1.19215169464268 0.82295502938698
4 −1.69778469247153 0.69945045594912
5 −1.51418344425716 0.15305724796815
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Table 2: Convergene of the global error for the one-dimensional metalli avity lled
with two dierent materials. In eah ase the (p+ 1)st-order SSP-RK sheme is applied.
p = 1 p = 2 p = 3
l2-error Order l2-error Order l2-error Order
Nel = 2 1.7557E-00 2.5843e+00 1.3544E-00
Nel = 4 1.5732E-00 1.5840 7.9723E-01 1.6967 2.0100E-01 2.7524
Nel = 8 8.4106E-01 9.0339 1.0048E-01 2.9880 1.7313E-02 3.5372
Nel = 16 1.9518E-01 2.1074 1.4226E-02 2.8204 1.1295E-03 3.9382
Nel = 32 3.8904E-02 2.3268 1.8855E-03 2.9155 6.8300E-05 4.0476
Nel = 64 9.0807E-03 2.0990 2.3897E-04 2.9800 4.3243E-06 3.9813
Nel = 128 2.2310E-03 2.0251 2.9985E-05 2.9945 2.7049E-07 3.9988
Nel = 256 5.5755E-04 2.0005 3.7547E-06 2.9975 1.6909E-08 3.9997
Nel = 512 1.3944E-04 1.9995 4.6972E-07 2.9988 1.0568E-09 4.0000
p = 4 p = 5 p = 6
l2-error Order l2-error Order l2-error Order
Nel = 2 7.7746E-01 2.7975E-01 1.6624E-01
Nel = 4 5.7034E-02 3.7689 1.0551E-02 4.7286 1.8202E-03 6.5130
Nel = 8 1.9711E-03 4.8548 2.0173E-04 5.7089 1.6440E-05 6.7907
Nel = 16 6.5391E-05 4.9138 3.1504E-06 6.0007 1.3514E-07 6.9267
Nel = 32 2.0736E-06 4.9789 4.9661E-08 5.9873 1.0574E-09 6.9978
Nel = 64 6.4733E-08 5.0015 7.7594E-10 6.0000 8.3515E-12 6.9843
Nel = 128 1.9895E-09 5.0240 1.2161E-11 5.9956
Nel = 256 6.2218E-11 4.9989 2.7547E-13 5.4642
p = 7 p = 8 p = 9
l2-error Order l2-error Order l2-error Order
Nel = 2 1.4124E-02 1.5533E-02 7.3602E-04
Nel = 4 2.7117E-04 5.7028 3.7314E-05 8.7014 4.4752E-06 7.3616
Nel = 8 1.2568E-06 7.7533 8.2859E-08 8.8149 4.9118E-09 9.8315
Nel = 16 5.0129E-09 7.9699 1.6508E-10 8.9714 4.9240E-12 9.9622
Nel = 32 1.9730E-11 7.9891 3.2760E-13 8.9770
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Table 3: Errors and omputational work when dierent time-stepping shemes are applied
to the avity problem with polynomial order p, number of elements Nel and degrees of
freedom DoF after integrating over T = 1000 time periods.
p = 3, Nel = 40 (DoF = 160) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK4 7.1428E-03 560004 4.2370E-04 2.1220E-04
Carpenter&Kennedy 5.5555E-03 900005 6.2719E-05 3.1442E-05
Standard RK4 5.5555E-03 720004 1.5559E-04 7.7676E-05
p = 3, Nel = 20 (DoF = 80) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK4 1.4286E-03 280004 6.6828E-03 3.3938E-03
Carpenter&Kennedy 1.1111E-02 450005 9.5898E-04 5.2903E-04
Standard RK4 1.1111E-02 360004 2.4328E-03 1.2492E-03
p = 6, Nel = 20 (DoF = 140) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK7 7.6922E-03 910007 2.1327E-08 9.5003E-09
Carpenter&Kennedy 5.5555E-03 900005 6.2201E-05 3.1106E-05
Standard RK4 5.5555E-03 720004 1.5543E-04 7.7745E-05
p = 6, Nel = 6 (DoF = 42) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK7 2.5640E-02 273007 1.7646E-05 8.0618E-06
Carpenter&Kennedy 1.8518E-02 270005 7.6505E-03 3.8385E-03
Standard RK4 1.8518E-02 216004 1.9066E-02 9.5896E-03
p = 10, Nel = 4 (DoF = 44) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK11 2.3810E-02 462000 1.9624E-08 9.7129E-09
Carpenter&Kennedy 1.0000E-02 500000 6.5246E-04 2.6565E-04
Standard RK4 1.0000E-02 400000 1.6297E-03 6.6450E-04
p = 10, Nel = 2 (DoF = 22) ∆t = ∆tmax ops l
∞
-error l2-error
SSP-RK11 4.7619E-02 231000 3.3137E-06 3.2341E-06
Carpenter&Kennedy 2.0000E-02 250000 1.0199E-02 4.5032E-03
Standard RK4 2.0000E-02 200000 2.5387E-02 1.1272E-02
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Table 4: Convergene of dispersion for one-dimensional Fourier analysis with wave num-
bers k = π for p = 1, 2; k = 2π for p = 3, 4; k = 4π for p = 5, 6, 7; and k = 8π for
p = 8, 9, 10. In eah ase the (p + 1)st-order SSP-RK sheme is applied.
p = 1 p = 2
Error Order Error Order
Nel = 2 1.1219E-00 5.4535E-02
Nel = 4 1.8866E-01 2.5721 1.9858E-03 4.7794
Nel = 8 3.9271E-02 2.2642 8.0576E-05 4.6232
Nel = 16 9.1970E-03 2.0942 4.2539E-06 4.2435
Nel = 32 2.2573E-03 2.0266 2.5327E-07 4.0700
Nel = 64 5.6163E-04 2.0069 1.5631E-08 4.0182
p = 3 p = 4
Error Order Error Order
Nel = 2 2.8401E-01 4.3239E-02
Nel = 4 1.8427E-03 7.2680 8.7429E-05 8.9500
Nel = 8 1.1103E-04 4.0528 9.1380E-08 9.9020
Nel = 16 8.1803E-06 3.7626 3.1783E-09 4.8456
Nel = 32 5.1772E-07 3.9819 5.1479E-11 5.9481
Nel = 64 3.2403E-08 3.9980 8.0824E-13 5.9930
p = 5 p = 6 p = 7
Error Order Error Order Error Order
Nel = 2 2.2250E-00 6.2763E-01 1.4307E-01
Nel = 4 7.5731E-03 8.1987 4.3307E-04 10.501 1.8263E-05 12.936
Nel = 8 4.8796E-06 10.600 4.9182E-08 13.104 3.2505E-10 15.778
Nel = 16 2.1995E-08 7.7934 1.5744E-11 11.609 4.6185E-13 9.4590
Nel = 32 3.2993E-10 6.0589
Nel = 64 5.1621E-12 5.9981
p = 8 p = 9 p = 10
Error Order Error Order Error Order
Nel = 2 3.8264E-00 8.3880E-01 1.5821E-00
Nel = 4 4.9854E-02 6.2621 6.5271E-03 7.0057 6.6177E-04 11.223
Nel = 8 1.1951E-06 15.348 3.1177E-08 17.676 6.6458E-10 19.925
Nel = 16 6.6187E-12 17.462
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Table 5: Convergene of dissipation for one-dimensional Fourier analysis with wave num-
bers k = π for p = 1, 2; k = 2π for p = 3, 4; k = 4π for p = 5, 6, 7; and k = 8π for
p = 8, 9, 10. In eah ase the (p + 1)st-order SSP-RK sheme is applied.
p = 1 p = 2
Error Order Error Order
Nel = 2 2.5464E-01 2.1860E-02
Nel = 4 1.6710E-02 3.9297 7.5294E-04 4.8596
Nel = 8 1.1239E-03 3.8941 3.1441E-05 4.5818
Nel = 16 7.2499E-05 3.9544 1.6831E-06 4.2235
Nel = 32 4.5729E-06 3.9868 1.0063E-07 4.0640
Nel = 64 2.8649E-07 3.9966 6.2172E-09 4.0166
p = 3 p = 4
Error Order Error Order
Nel = 2 6.1234E-02 6.2971E-03
Nel = 4 6.8779E-04 6.4762 1.4252E-05 8.7873
Nel = 8 4.2695E-06 7.3318 1.8226E-08 9.6110
Nel = 16 2.8124E-08 7.2461 5.9037E-10 4.9482
Nel = 32 2.7328E-10 6.6852 9.5566E-12 5.9490
Nel = 64 3.6039E-12 6.2447 1.5099E-13 5.9840
p = 5 p = 6 p = 7
Error Order Error Order Error Order
Nel = 2 1.7209E-01 3.8318E-02 8.3102E-03
Nel = 4 5.4651E-04 8.2987 3.2754E-05 10.192 1.4167E-06 12.518
Nel = 8 2.8854E-07 10.887 4.0972E-09 12.965 3.7758E-11 15.195
Nel = 16 5.7239E-11 12.300 1.3922E-12 11.523
p = 8 p = 9 p = 10
Error Order Error Order Error Order
Nel = 2 8.7179E-02 1.1417E-01 4.0277E-02
Nel = 4 1.5076E-03 5.8536 2.0997E-04 9.0867 2.2413E-05 10.811
Nel = 8 4.6922E-08 14.972 1.2343E-09 17.376 2.6468E-11 19.692
Nel = 16 2.7467E-13 17.382
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