A novel quantile Fourier neural network is presented for nonparametric probabilistic forecasting. Prediction are provided in the form of composite quantiles using time as the only input to the model. This effectively is a form of extrapolation based quantile regression applied for forecasting. Empirical results showcase that for time series data that have clear seasonality and trend, the model provides high quality probabilistic predictions. This work introduces a new class of forecasting of using only time as the input versus using past data such as an autoregressive model. Extrapolation based regression has not been studied before for probabilistic forecasting.
analysis [6] , smart meters [7] , scheduling [8] , system planning [9] , unit commitment [10] , and energy trading [11] . A thorough overview of probabilistic wind and solar power forecasting is provided in [12] and [13] .
There are several important classes in the type of PF models which include if they are parametric or nonparametric, direct or indirect, and the type of inputs they use for prediction. In PF, we are first trying to predict one of two classes of density functions, either parametric or nonparametric. When the future density function is assumed to take a certain distribution, such as the Normal distribution, then this is known as parametric probabilistic forecasting. For processes where no assumption is made about the shape of the distribution, a nonparametric probabilistic forecast can be made. Nonparametric predictions can be made in the form of quantiles, prediction intervals, or full density functions. For example, nonlinear and non-stationary data such as wind speeds, they may not correspond to fixed distributions. So when in need of forecasting such data it is more beneficial to apply a nonparametric probabilistic forecast to estimate the distribution rather then assume it's shape.
The second classification of PF models is whether they are combined with point forecasts or not. For instance in [14] a deterministic and probabilistic forecast for wind power is studied. This is known as an indirect PF method which first implements a point forecast, such as with support vector regression, and then prediction intervals for point forecast values are obtained with a PF method such as quantile regression. On the other hand when a probabilistic forecasting method estimates future quantiles or prediction intervals without using as input point forecasts, this is known as direct forecasting. The last distinction to be made with PF models, particularly for renewable energies, is if past lagged data are used as inputs to the forecast or if future exogenous variables are used. Typically, for renewable power, if numerical weather predictions (NWP) are provided for each forecasting horizon that we are interested in, then those NWPs are used as inputs to provide a PF in that prediction horizon. When NWPs are not given then we can use lagged past time values of renewable power.
We introduce a new approach to developing a nonparametric direct PF where the input to the model is neither NWPs, in the case of renewable forecasting, nor past data but rather treats the series as a signal. This approach is motivated by Fourier extrapolation which is the process by which a Fourier transform is applied to a data set to decompose it into a sum of sinusoidal components thus interpreting it as a signal. In time series analysis this is related to Harmonic regression. In accounting for periodic and non-periodic aspects of a signal such as trend, Fourier neural networks (FNN) have been proposed. FNNs are feedforward neural networks with sinusoidal activation functions that model the Fourier transform. Most recently, a new FNN called neural decomposition (ND) was introduced in [15] that is able to decompose a signal into a sum of its constituent parts, model trend, and reconstruct a signal beyond the training samples. ND is able to provide a prediction by having time as its only input similarly to an inverse Fourier transform. Our approach follows the ND model.
Several works have explored Fourier extrapolation based deterministic forecasting with sinusoidal neural networks, but none have explored it for probabilistic forecasting. We are the first to introduce a FNN for forecasting composite quantiles that we dub the composite quantile Fourier neural network. The main contributions of our approach can be summarized as follows: 1) We show how to estimate composite quantiles using a Fourier neural network that is able to model seasonality and trend of a time series.
2) We demonstrate a simple weight initialization process that fixes parameters to none random values, and train the model with gradient descent backpropagation.
3) We design experiments to validate our approach for direct probabilistic forecasting and provide insight how this method is able to generalize modeling uncertainty on real-world datasets.
The contents of the paper are: in Section II we provide the mathematical background on probabilistic forecasting, quantile regression, and evaluation methods. In Section III we go over our model, its architecture, training, and weighting initialization scheme. Results and discussion of our case study are presented in Section IV.
II. BACKGROUND ON DENSITY FORECASTING
This section highlights the underlying mathematics in probabilistic forecasting, overviews linear quantile regression, and summarizes the main evaluation metric for density forecasts. Given a random variable Y t such as solar power at time t, its probability density function is defined as f t and its the cumulative distribution function as F t . If F t is strictly increasing, the quantile q (τ ) t at time t of the random variable Y t with nominal proportion τ is uniquely defined on the value x such that P (Y t < x) = τ or equivalently as the inverse of the distribution function q
t+z is an estimate of the true quantile q t+z produced at time t for future horizon t + z is defined by its lower and upper bounds, which are the quantile forecastsÎ
whose nominal proportions τ l and τ u are such
In probabilistic forecasting, we are trying to predict one of two classes of density functions, either parametric or nonparametric. When the future density function is assumed to take a certain distribution, such as the Normal distribution, then this is called parametric probabilistic forecasting. For a nonlinear and bounded process such as wind generation, probability distributions of future wind power, for instance, may be skewed and heavy-tailed distributed [16] . Else if no assumption is made about the shape of the distribution, a nonparametric probabilistic forecastf t+z [17] can be made of the density function by gathering a set of M quantiles forecasts such thatf t+z = q Quantile regression is a popular approach for nonparametric probabilistic forecasting. Koenker and Bassett [18] introduce it for estimating conditional quantiles and is closely related to models for the conditional median [19] . Minimizing the mean absolute function leads to an estimate of the conditional median of a prediction. By applying asymmetric weights to errors through a tilted transformation of the absolute value function, we can compute the conditional quantiles of a predictive distribution. The selected transformation function is the pinball loss function as defined by
where 0 < τ < 1 is the tilting parameter. To better understand the pinball loss, we look at an example for estimating a single quantile. If an estimate falls above a reported quantile, such as the 0.05-quantile, the loss is its distance from the estimate multiplied by its probability of 0.05. Otherwise, the loss is its distance from the realization multiplied by one minus its probability (0.95 in the case of the 0.05-quantile). The pinball loss function penalizes low-probability quantiles more for overestimation than for underestimation and vice versa in the case of high-probability quantiles. Given a vector of predictors X t where t = 1, ..., N , a vector of weights W and intercept b coefficient in a linear regression fashion, the conditional τ quantile is given byq
To determine estimates for the weights and intercept for composite quantile regression we solve the following minimization problem
where y t is the observed value of the predictand and M is the number of quantiles we're estimating. The formulation above in Eq. (2) can be minimized by a linear program.
A. Evaluation Methods
In probabilistic forecasting it is essential to evaluate the quantile estimates and if desired also evaluate derived predictive intervals. To evaluate quantile estimates, one can use the pinball function directly as an assessment called the quantile score (QS). We choose QS as our main evaluation measure for the following reasons. When averaged across many quantiles it can evaluate full predictive densities; it is found to be a proper scoring rule [20] ; it is related to the continuous rank probability score; and it is also the main evaluation criteria in the 2014 Global Energy Forecasting Competition (GEFCOM 2014), the source of our testing data. QS calculated overall N test observations and M quantiles is defined as
where y t is an observation used to forecast evaluation. To evaluate full predictive densities, this score is averaged across all target quantiles for all look ahead time steps using equal weights. A lower QS indicates a better forecast.
III. MODEL DESCRIPTION
Fourier analysis examines the approximation of functions through their decomposition as a sum or product of trigonometric functions, while Fourier synthesis focuses on the reconstruction of a signal from it's decomposed oscillatory components. These well studied processes have a large utility in time series analysis. By decomposing a time series into it's frequencies one could then interpolate missing time values by reconstructing the original signal. Further applications include modeling seasonality and even prediction of a time series through extrapolation of an approximated signal. In the application of Fourier analysis for time series analysis, an important method is the discrete Fourier transform (DFT), which converts a series into it's frequency domain representation, and the inverse discrete Fourier transform (iDFT) which maps the frequency representation back to the time domain. The transforms can be expressed as either a summation of complex exponentials or of sines and cosines by Eulers formula. In this section we explore existing works on Fourier networks that directly use iDFT in their operation or mimic it, then we describe our FNN approach for quantile forecasting.
A. Fourier Neural Networks
Neural networks with sine as an activation function are difficult to train in theory and when initialized randomly yield poor results [21] . Thus, few works have attempted to explore modeling Fourier transforms with sinusoidal neural networks.
We highlight most of the works here. One of the first FNNs was introduced by Adrian Silvescu [22] , [23] who developed Fourier-like neurons for learning boolean functions. The FNN model used the units of the network to approximate a DFT in its output. Similar in spirit to a FNN was a Fourier transform neural network introduced in [24] that uses the Fourier transform of the data as input to an artificial neural network. FNNs have since been used for stock prediction [25] , aircraft engine fault diagnostics [26] , harmonic analysis [27] , and extensions include a single input multiple outputs based FNNs that can turn nonlinear optimization problems into linear ones [25] , FNNs for output feedback learning control schemes [28] , and deep
FNNs for lane departure prediction [29] .
There are two recent works that study FNNs for time series prediction that use the Fourier transform of the data as weights.
The first is a FNN presented by Gashler and Ashmore in [30] . Their technique uses the fast Fourier transform (FFT) to approximate the DFT and then uses the obtained values to initialize the weights of the neural network. Their model uses a combination of sinusoid, linear and softplus activation units for modeling periodic and non-periodic components of a time series. However, their trained models were slightly out of phase with their validation data. The second study on FNNs for time series prediction was presented by Godfrey and Gashler [15] who proposed a similar model to [30] called neural decomposition (ND), except that they do not use the Fourier transform to directly initialize any weights.
The ND network is inspired by the inverse discreet Fourier transform (iDFT) where given time t as input it attempts to model the signal x(t). However, there are some distinctions. First ND allows sinusoid frequencies to be trained and second ND can also model non-periodic components in a signal such as trend. With the ability to train the frequencies ND learns the true period of a signal whereas iDFT assumes that the underlying function always has a period equal to the size of the samples it represents. ND is a feedforward neural network with a single hidden layer with N nodes and has one input and one output node. Hidden nodes are composed of sinusoid units for capturing the periodic component in an underlying signal and other activation functions, such as linear or sigmoid units, for capturing the non-period component. Parameters of ND are initialized in such a way so as to mimic the iDFT. ND is then trained with stochastic gradient descent with backpropagation and uses L1 regularization to promote sparsity by driving nonessential weights to zero. ND was applied to time series deterministic forecasting and showed very promising results across different data sets, often beating state-of-the-art methods such as LSTM, SVR, and SARIMA.
B. Quantile Fourier Neural Networks
Motivated by the ND model we propose a new forecasting method which we call the quantile Fourier neural network (QFNN).
Our model allows sinusoid frequencies to be trained in order to capture cycles in a time series and also has a non-periodic function to model components such as trend. Unlike ND and other FNNs our QFNN model is trained to estimate quantiles of an underlying time series. The use of sinusoid activation functions allows the model to fit periodic data, and coupled with a trend function QFNN is able to probabilistically forecast time series that are made up of both periodic and non-periodic components. The model is defined as follows. Let each a jk represent an amplitude, each w k represent a frequency, and each φ k represent a phase shift. Let f (t) be an augmentation trend function that represents the non-periodic components of the signal. QFNN then can be defined by
where given time as the input, it attempts to predict the τ -level quantile.
QFNNs hidden layer is composed of N units with a sinusoid activation function and an arbitrary number of units with other activation functions to calculate f (t). The output layer is composed of M number of linear units that represent quantiles. The parameters a jk , being the weights between the hidden and output layers allows us to model different amplitudes for composite quantiles while simultaneously learning the frequency and phases for all quantiles in the hidden layer.
To estimate quantiles we need to solve the minimization problem described in Eq. 2. However, the pinball function ρ in Eq.
2. is not differentiable at the origin, x = 0. The non-differentiability of ρ makes it difficult to apply gradient-based optimization methods in fitting the quantile regression model. Gradient-based methods are preferable for training neural networks since they are time efficient, easy to implement and yield a local optimum. Therefore, we need a smooth approximation of the pinball function that allows for the direct application of gradient-based optimization. A smooth approximation [31] of the pinball function in Eq. (1) can be given by
where α > 0 is a smoothing parameter and τ ∈ [0, 1] is the quantile level we're trying to estimate. In Fig. 1 we see the pinball function with τ = 0.5 as the red line and the a smooth approximation as the blue line with α = 0.2. Zheng proves [31] that in the limit as α → 0 + that S τ,α (u) = ρ τ (u). With this smooth approximation we can then define the cost minimization problem for QFNN as
where M number of τ 's we are trying to estimate in the output layer. The input to hidden neurons is calculated, in vectorization notation, by
the output of the hidden layer then uses the logistic activation function
The input to output neurons is then calculated by
and the output layer uses the identity activation functionQ
t .
An architectural view of the QFNN is shown in Fig. 2 . Utilizing conventional neural network notation W [1] is a matrix of the f (t) unit parameters and the frequency parameters in Eq. 3. The b [1] vector can be seen as the phases of the sinusoidal components, W [2] is a parameter matrix of the amplitudes, and we also add additional bias terms to the output nodes for each quantile with the b [2] vector. 
C. Implementation Details
The QFNN model is trained using gradient descent with backpropagation. The training process allows the model to learn better frequencies and phase shifts so that the sinusoid units more accurately represent the seasonality of an underlying time series. Since frequencies and phase shifts are able to change, the model can learns a more reliable periodicity of the underlying series rather than assuming the period is of a predetermined fixed size. Training also tunes the weights of the trend function.
Additionally, the cost function of the model uses elastic net regularization with a smooth approximation to the L1 component so that it is differentiable
Elastic net regularization is used to strike a balance between promoting sparsity amongst parameters and over-fitting the training data. There is a large distinction in how QFNN is initialized compared to other FNNs. Instead of randomly setting parameters or initializing them to mimic the iDFT we set all phases φ and amplitudes a to zero. The frequency ω is set to 2π k/2 where k is a specific hidden node. For the augmentation function we set f (t) equal to wx + b. For initialization the bias b is set to 0 and w is set to the least squares estimation of Y . This is an estimation of the slope of the true trend line.
The full model implementation flowchart is shown in Fig. 3 . First the data is preprocessed which includes partitioning the data into training and testing sets, followed by normalizing all training data between between 0 and 1 on the time axis.
Parameters of the QFNN are then initialized as described in the previous paragraphs. Training of the model is conducted using batch gradient descent. After the max number of training epochs is reached the model is ready to be used on testing data for composite quantile estimation. Forecasts can be provided for a multi-horizon period of indefinite time steps.
IV. RESULTS AND DISCUSSION
In validating the QFNN model for probabilistic forecasting we utilize load, wind, and solar data from the publicly available Global Energy Forecasting Competition 2014 (GEFCom2014). We also use simulated wave elevation provided from WECsim We use three standard benchmark methods [33] for density forecasting. The standard methods are the persistence model that corresponds to the normal distribution and is formed by the last 24 hours of observations, the climatology model that is based on all observations, and the uniform distribution that assumes all observations occur with equal probability. Averaged However in more chaotic and non-stationary data such as wind power where the data is not periodic and has no clear trend, the model is not able to appropriately predict the time series.
Probabilistic predictions can provide a much better analysis of uncertainty then point forecasting. This paper introduces a novel approach for probabilistic forecasting using a quantile Fourier neural network with a smooth approximation to the pinball ball loss function in directly estimating composite quantiles. Empirical results showcase that for time series data that have clear seasonality and trend, the model provides high quality probabilistic predictions. Extrapolation based regression has not been studied before for probabilistic forecasting. This work showcases a new approach of forecasting that only uses time as the input versus using past data such as autoregressive models. Given the novelty of this forecasting approach, more research needs to be conducted to assess its application for more domains and under different scenarios. 
