Using sigma and beta convergence methods, this study tests economic convergence in Turkish NUTS-2 regions between 2004-2011. The findings of sigma convergence analysis show that the interregional income gap decreases during economic recession periods and increases during economic expansion periods. The beta convergence results obtained by the cross-sectional and panel estimations indicate the existence of absolute convergence. In addition, spatial data analysis provides strong evidence for the existence of spatial autocorrelation in regional income distribution.
INTRODUCTION
Turkey suffers from large and persistent development disparities between western and eastern regions. While western regions attract most of the economic activities and investment, eastern regions struggle with severe economic and social problems such as inadequate investment and services, unemployment and poverty. This economic division triggers migration from East to West and results in high unemployment and congestion in metropolitan areas. Thus, reducing these development disparities and ensuring coherent development in the entire country have been among the main concerns of the policy makers. Turkey has developed a set of regional development tools and mechanisms including priority regions for development, comprehensive regional development projects/plans, state aids and large public investment projects. However, these traditional top-down and state-oriented regional policies were far from reducing the spatial economic inequality. Most empirical studies analyzing regional economic convergence in the pre-2001 period indicate lack of significant convergence (Atalik, 1990; Filiztekin, 1998; Berber et al., 2000; Gezici and Hewings, 2002; Aldan and Gaygisiz, 2006) .
The authors observation is that in the 2000s with the process of harmonization efforts with European Union legislation, Turkey went through a transformation in its regional policy adopting a more bottom-up and participatory approach in line with the contemporary regional development literature. Main pillars of this new policy agenda are: (i) adaptation of a new regional classification and statistical system and (ii) the establishment of Development Agencies (DAs) , which brings about the institutionalization of regional level governance and creation of a fund for regional development. The latest regional statistics show that regional development disparities between eastern and western regions are still large (Figure 1.1 ), but they also indicate some preliminary signals for convergence achieved so far. While gross value added (GVA) per capita level of the most developed region is nearly 4.29 times that of the least developed region in 2004, the ratio decreased to 3.94 in 2011. As seen in the Figure 1 .2, poorer regions had better growth performance during 2004-2011 period for which the GVA per capita data are available at regional level. Figure 1 .3 displays relative positions of NUTS II regions with reference to the country average in 2004 and 2011, and points out that poorer regions converge towards the country average. When we look at the absolute values, we see that in the 2004-2011 period, per capita income has increased in all regions (Figure 1.2) . Thus, relative convergence in Figure 3 happened because regions with the relatively low GVA per capita had better growth performance and made relatively more contribution to national growth than they did in the past.
Although general overview of the latest statistics provides some evidence of regional convergence, reaching an accurate conclusion requires further analysis. Thus, this study mainly aims at testing whether the regions of Turkey converge or diverge by using contemporary methods in the literature and answering the questions of whether regional disparities decreased between 2004 and 2011. Secondly, Figure 1 .1 and 1.2 visually show that regions that are close to one another have similar levels of GVA per capita levels and growth rates, the study will test whether geographical proximity has a statistically significant effect on the growth rates of the regions. Finally, the effect of the 2008 financial crisis on the convergence will be assessed to see if the regional convergence has a pro-cyclical character as widely seen in the literature 
CONVERGENCE IN THEORY
Neoclassical growth models developed by Solow (1956) and Swan (1956) have heavily influenced the convergence literature. In the Solow-Swan growth model, all economies are assumed to have the same production function and converge to a steady-state equilibrium. At the equilibrium, level of income per capita grows at an exogenous rate of technological change, while capital and output per unit of effective labor are constant. In this model, as there are diminishing returns to capital, economies with lower capital per unit of effective labor have higher rates of return and thus higher output growth rates. Therefore, for any given economy, it is expected that the lower the initial level of GDP per capita, the higher the growth rate. Thus, neoclassical growth model asserts that relatively poor economies converge to the rich ones over time.
On the other hand, endogenous growth theory pioneered by Romer (1986) and Lucas (1988) questioned the assumptions of diminishing returns to capital and decreasing returns to factors of production. This new theory made technological change and innovation endogenous to the growth models and regarded human capital accumulation, knowledge externalities and knowledge spillovers as the main drivers of economic growth. These endogenous drivers prevent the marginal product of physical capital from diminishing and asserts increasing returns to scale. This approach to economic growth argues that economies would not converge to the same steady state but rather to their own steady states conditioning on their basic initial conditions (conditional convergence). Thus, as opposed to absolute convergence prediction of neoclassical growth theory, endogenous growth theory implies divergence, and predicts the agglomeration of factors of production in certain places due to positive returns to scale. TR10  TR21  TR22  TR31  TR32  TR33  TR41  TR42  TR51  TR52  TR61  TR62  TR63  TR71  TR72  TR81  TR82  TR83  TR90  TRA1  TRA2  TRB1  TRB2  TRC1  TRC2  TRC3   2004 2011 New economic geography (NEG) introduced by Krugman (1991) provided a new perspective into convergence debate by supporting neither convergence nor divergence assumptions. In the NEG, increasing return to scale, monopolistic competition, transport costs and externalities associated with agglomeration are fundamental to a proper understanding of spatial disparities. According to Krugman's core-periphery model, regional clusters and inequalities emerge due to a combination of "centrifugal forces" pulling economic activities together and "centripetal forces" pushing it apart. Depending on which force is stronger, models of new economic geography could generate regional divergence or convergence (Dawkins, 2003) .
EMPIRICAL STUDIES ON CONVERGENCE
The growing interest on convergence in economic growth theory led to numerous empirical studies. First, the idea of beta (β) convergence was introduced by Barro and Sala-i-Martin (1990) based on the theoretical framework developed by neoclassical growth theory. Beta convergence refers to the question of whether economies with low per capita income grow faster than the economies with relatively higher income per capita. This is to say that if convergence occurs, ceteris paribus, poor economies tend to catch up with wealthy ones. Even though the concept was developed by Barro and Sala-i-Martin (1990) , Baumol (1986) and Abramovitz (1986) pioneered the application before its conceptualization. In his seminal work, Baumol (1986) found that the higher a country's initial productivity level in 1870, the slower that level grew in the 1870-1979 period. Similarly, Abramovitz (1986) proposed the catch-up hypothesis claiming that being backward in productivity level generates a potential for rapid advancement and implies a long-run tendency towards the equalization of income or productivity levels.
Beta convergence concept is further enhanced by Barro (1991) and Barro and Sala-i-Martin (1992) by bringing the idea that the poor and wealthy economies may not converge to the same steady-state. They categorize the convergence towards the same steady-state as absolute (or unconditional) and convergence towards the different steady-states as conditional convergence. In conditional convergence, they argue, the expected negative relationship between initial per capita income (or product per worker) level and growth rate holds only when the structural differences between poor and wealthy economies are held constant.
Some other researchers also suggested to test whether convergence occurs within the groups of similar economies, a phenomenon widely referred to as the club convergence hypothesis proposed firstly by Chatterji (1992) and further developed by Galor (1996) . Like conditional convergence, club convergence analyses have almost always find convergence.
Another convergence concept, developed by Baumol (1986) and later named as sigma (σ) convergence by Barro and Sala-i-Martin (1990) is related to the cross-sectional distribution of per capita income across economies. Within this concept if convergence occurs, ceteris paribus, the dispersion of per capita income across economies tends to decline and economies would be expected to converge to a common rate or level.
Following these influential papers, cross-country income convergence studies have proliferated. Similar discussions have taken place for state, regional, and provincial levels. Studies on income convergence across subnational units are pioneered by Barro and Sala-i-Martin (1992) which found empirical evidence for convergence within the US states and European regions. Subsequently, Coulombe and Lee (1995) found absolute beta convergence for Canadian provinces; Cashin (1995) for Australian states; Sala-I- Martin (1996) for Japanese prefectures and regions of Germany, France, UK, Italy and Spain; Hofer and Wörgötter (1997) for Austrian regions; Persson (1997) for Swedish counties; Kangasharju (1998) As the Treaty establishing the European Community defines economic and social cohesion as one of the main priorities of the European Union, the reduction of disparities between development levels of EU regions and Member States is seen as a key target of the European Cohesion Policy. Multiple studies have pointed out evidence of decreasing income disparities over time in Europe, especially across regions (Borsi and Metiu, 2015; Maza et al., 2012; Monfort, 2008) .
As a reflection of this groundbreaking development in literature, empirical studies on regional disparities and convergence has also gained momentum in Turkey. Starting from the 1990s, researchers began to apply contemporary methods of sigma and beta convergence approaches into Turkey. As summarized in Table 3 .1, findings of the literature on absolute convergence is inconclusive while conditional convergence hypothesis holds in almost all studies. We see that the presence of high level of spatial autocorrelation between regions/provinces in Turkey made spatial analysis and spatial econometrics methods an inevitable part of convergence analysis.
On the other hand, we also see that most of these studies cover the period before 2001 in which traditional regional development policies were implemented. Empirical studies analyzing the trends of economic convergence after the implementation of the new regional development policies are very limited. Thus, this study will provide a valuable contribution to our understanding of regional convergence with current developments.
METHOD
There are several competing methods of testing convergence but none of them is capable of capturing all aspects of the process. This study focuses on sigma and beta convergence methods, as they are the two most common measures.
Existence of sigma convergence refers to the decline in the cross sectional dispersion of per capita income across economies. Beta convergence, however, tests whether the economies with low-income level grow faster than rich economies and implies the existence of a longer-term catch-up mechanism.
Sigma Convergence and Static Measures of Regional Disparities
There are several measures that can be used for measuring the sigma-convergence and changes in regional disparities. We use the following measures and methods: (i) Maximum to Minimum Ratio, (ii) Gini Index, (iii) Coefficient of Variation, (iv) Relative Mean Deviation, (v) Atkinson Index, (vi) Theil Index. A summary of these methods are presented in Table 4 .2.
We calculated both unweighted and weighted versions of each indexes. The unweighted version assigns equal weight to each region regardless of its size, whereas the weighted version weights them by population proportions of the regions.
Beta Convergence
Sigma convergence present a snapshot view of regional disparities and dispersion of regional income. This is very helpful but not sufficient for understanding the convergence phenomenon. Beta convergence analysis, however, captures the growth dynamics between poor and rich regions by creating coefficients that directly measure the existence and magnitude of convergence. If this ratio is small (close to 1), then it is easy to interpret that the regions have a relatively equal level of income but if it is large, then the interpretation becomes more problematic. The presence of high ratio can be attributable to substantial variation in the distribution of GDP per capita (high regional disparities) or existence of outliers in the distribution.
Gini Unweighted
Explanations It varies between 0 and 1. The value of 0 represents "perfect equality" where each region has an equal share. On the other hand, the value of 1 represents "complete inequality" where income is concentrated in one region.
Explanations
It varies between 0 for perfect equality and 1-(pi/p) for perfect inequality. If pi is small compared to p, i.e., if the region with a small proportion of the population produced all the GDP then the value for perfect inequality would approach 1.
Coefficient of Variation (CV)
Unweighted
It varies from 0 for perfect equality to √ − 1 for perfect inequality.
Weighted
It varies from 0 for perfect equality to √( − ) for perfect inequality where a single region generates the entire national GDP.
Relative Mean Deviation (RMD)
Explanations
It varies from 0 for perfect equality to (N-1)/N for perfect inequality.
Relative Mean Deviation (RMD)
It varies from 0 for perfect equality to 2 for perfect inequality.
Explanations
Atkinson index uses a parameter (adjustment factor) which allows for giving more or less weight to changes in a given portion of the income distribution. This parameter defines the level of "inequality aversion" and generally denoted by Ɛ. The parameter Ɛ reflects the strength of society's preference for equality. It can take values from zero to infinity. If Ɛ >0, there is a social preference for equality. If the value of Ɛ increases, the society becomes more concerned with inequality and attaches more weight to income transfers at the lower end of the distribution and less weight to transfers at the top. As Ɛ approaches 1, the index becomes more sensitive to changes at the lower end of the income distribution. Conversely, as Ɛ approaches 0, this index becomes more sensitive to changes in the upper end of the income distribution
Theil Index is a member of the family of the Generalized Entropy (GE) inequality measures. The value of GE ranges from zero to infinity, with zero representing an equal distribution and higher values representing higher levels of inequality. The parameter α in the GE class indicates the weight given to distances between incomes at different parts of the income distribution, and can take any real value. For lower values of α, GE is more sensitive to changes in the lower tail of the distribution, and for higher values, GE is more sensitive to changes that affect the upper tail. The commonly used values of α are 0, 1 and 2. Source: Shankar and Shah, 2003; Haughton and Khandker, 2009; Monfort, 2008; Kakwani, 1980 Kakwani, , 1988 Kakwani, , 1990 OECD, 2013; Williamson, 1965; Wahiba, 2014; Atkinson, 1970 Atkinson, , 1975 Atkinson, , 1983 Shahateet, 2006; Litchfield, 1999; Theil, 1967; Banerjee and Kuri, 2015 .
Notes: yi and yj are the GVA per capita of region i and j respectively; N is the number of regions; ̅ is the unweighted (arithmetic) mean of the per capita GVA of regions y
(where yi is the value of variable y (e.g. GVA per capita) in region j when ranked from low (yi) to high (yN) among all regions within a country); pi and pj are the populations of region i and j respectively; p is the national population; ̅ is the national GVA per capita.
There are two specifications of beta convergence: (i) absolute (unconditional) convergence and (ii) conditional convergence. This paper studies absolute regional convergence for two reasons. Firstly, even though conditional convergence has also been widely studied in the literature, absolute convergence is far more relevant in policy discussions. This is due to the fact that the question of whether Turkish regions are converging has many more practical implications than the question of where (i.e a common or a specific steady-state) Turkish regions are converging. Therefore, reducing the regional development disparities in "absolute terms" has been a major policy issue in Turkey since 1960s, not the structure of this convergence. Secondly, structural differences across regions are expected to be much smaller than they are across countries given the fact that regions are under the same macroeconomic policy environment. This makes conditional convergence studies relatively less important for sub-national units than they are across countries.
The first comprehensive method for measuring beta convergence across economies is introduced by Barro and Sala-i-Martin (1990 , 1992 using the following equation:
[ ] +
(4.1) where i denotes the economy, t indexes time, y is per capita income, T is the length of the observation interval, the coefficient β is the rate of convergence, and u is an error term. For our purposes, the equation (4.1) can be rearranged and simply estimated by the following equation:
(4.2) where γ is the coefficient to be estimated for detecting the convergence. A negative value of γ indicates convergence. The convergence rate/speed can be calculated by using the following equality:
In addition, another common indicator to characterize the speed of convergence is half-life (τ), defined as the necessary period for half of the initial income inequalities to disappear. It is calculated as follows: 
Spatial Autocorrelation
In the literature, beta convergence analyses have only recently been performed by taking spatial effects into account. Moreover, empirical studies measuring regional convergence from a spatial econometric perspective have showed that spatial externalities and spillovers are highly important in the analysis of growth patterns and provided richer insights to regional economic growth and convergence process (Rey and Montouri, 1999) . Thus spatial autocorrelation should be considered in regional analyses. Spatial autocorrelation is defined as the correlation among values of a single variable strictly attributable to the proximity of those values in geographic space, introducing a deviation from the independent observations assumption of classical statistics (Griffith, 2003) . The most common measure of spatial dependence is Moran's I, due to the fact that it gives a powerful measurement and it is sensitive to extreme values (Cliff and Ord, 1975) .
Moran's I statistics provide tests and visualization of both global spatial autocorrelation (test for spatial pattern and clustering) and local spatial autocorrelation (test for spatial clusters) (Celebioğlu and Dall'erba, 2010) . Global spatial autocorrelation is measured by using Moran's I, defined as (Anselin, 1988 (Anselin, , 1995 :
where N is the number of regions, yi is the GDP per capita of region i, yj is the GDP per capita of region j, ̅ is the average GDP per capita for all regions, and wij is an element of standardized binary spatial weights matrix (W) using queen contiguity neighborhood structure.
Global spatial autocorrelation as a measure of overall clustering is used to test the null hypothesis of "no spatial association" or "spatial randomness" which assumes the absence of any spatial pattern, while local spatial autocorrelation is a local spatial statistic assessing the significance for each location and allows for the decomposition of global indicators.
Local spatial autocorrelation indicates to what extent each location is surrounded by neighbors having similar or dissimilar values, so it is used to identify spatial clusters and spatial outliers: (i) Spatial Clusters: positive and significant local spatial autocorrelation: (High-High (HH): a high income region with high income neighbors) and (Low-Low (LL): a low income region with low income neighbors); (ii) Spatial Outliers: negative and significant local spatial autocorrelation: (High-Low (HL): a high income region with low income neighbors) and (Low-High (LH): a low income region with high income neighbors. It is calculated by using local Moran's I statistic (Anselin, 1995) 
Moran's I statistics as a measure of spatial autocorrelation basically provides descriptive statistics to determine the existence of spatial dependence. In the existence of significant spatial autocorrelation, it is needed to include spatial parameters and interaction into econometric analysis designed for testing beta convergence hypothesis.
Spatial Econometric Models
Spatial autocorrelation can be handled through three different types of interaction effects explaining why an observation associated with a specific location may be dependent on observations at other locations (Elhorst, 2014) : (i) endogenous interaction effects among the dependent variable (Y); (ii) exogenous interaction effects among the independent variables (X); (iii) interaction effects among the error terms (e).
Elhorst (2014) develops a general nesting spatial model containing all types of interaction effects as follows:
where W is the spatial weights matrix, WY denotes the endogenous interaction effects among the dependent variable, WX denotes the exogenous interaction effects among the independent variables, Wu denotes the interaction effects among the disturbance term of the different units, ε is the independent and identically distributed error term.
We can customize the above general model for our analysis on beta convergence as follows:
Then, three most common linear spatial econometric models can be derived by imposing restrictions on one or more of parameters (δ, θ, λ) of the general nesting spatial model.
First, Spatial Error Model (SEM) assumes that the spatial dependence works through the error process due to the omitted random factors such that the errors from different regions may have spatial covariance (Rey and Montouri, 1999) . It can be expressed as:
Secondly, Spatial Lag Model (SLM) examines how GDP per capita growth rates of regions are related not only to their own initial level of income but also to the growth rates of neighboring regions which can be expressed as: 
DATA
The analyses concentrate on the 2004-2011 period and use real GVA per capita values for Turkish NUTS II regions at 1998 prices. The spatial level (i.e NUTS II instead of NUTS III) and the unit of analysis (i.e GVA instead of GDP) are not preferences but obligations due to lack of data. 6. FINDINGS
Sigma Convergence and Static Measures of Regional Disparities
The box plot presented in Figure 6 .4 shows that all the regions increased their income per capita and also variation in regional income per capita decreased in 2004-2011 period. When the variation is decomposed for shorter time frames, we see that it increased between 2004 and 2007. This is the period when Turkey experienced real economic expansion. Then, we see a reduction in the dispersion of regional income per capita in 2008 and 2009. These are the years when Turkey felt the impact of the 2008 financial crisis, and also experienced sigma convergence. When we check the income per capita growth rates of regions in these crisis years, we notice that while developed regions located in the western part of the country were experiencing a negative income per capita growth, relatively poorer regions located in the eastern part were either only slightly affected by the crisis or achieved growth. This is the main reason behind the sigma converge achieved in 2008 and 2009. Moreover, we see that dispersion began to rise again after 2010 in parallel to the increasing growth performance of the country. Thus, our findings on sigma convergence are in line with the literature which reports that interregional inequality decreases in the recession periods and increases in the economic expansion periods. Figure 6 .5 shows that all inequity measures of sigma convergence follow more or less the same trend in the box plot and support our findings of sigma convergence. Inequality decreased in 2005 and increased in 2006 for all indexes. We start to see a reduction in equality again between 2006 and 2010 for the MMR, Gini Index, CV and RMD and between 2008 and 2010 for the Atkinson Index and Theil Index. On the other hand, it should be noted that for most of the measures, the weighted values are larger than the unweighted values. This indicates that the regions with extreme/high per capita GVAs are generally those with larger populations. As a result, we can conclude that descriptive evidence based on static measures of regional inequalities support the hypothesis of sigma convergence between 2004-2011. Figure 6 .6 provides a disaggregated view of the nature of the spatial autocorrelation diagnostics for GVA per capita for the years 2004 and 2011. It shows that there is a highly significant positive spatial autocorrelation i.e. the value of GVA per capita in a region depends positively on the values in the neighboring regions. The figure also reveals that most of the regions are located in the quadrants I (HH) and III (LL): western regions with high income values are mainly located in the quadrant 1 (HH) while eastern region with low income values are mainly located in the quadrant 3 (LL). Table 6 .3, which displays the Moran's I statistic calculated for each year, supports our finding of statistically significant positive spatial autocorrelation for GVA per capita across NUTS II regions because Moran's I values are very different from the expect values and p-values are less than 0.05. In Figure 6 .6, the Moran scatter plots on the left visualize the relationship between the standardized GVA per capita of a region and its spatial lag (GVA per capita of the neighboring regions). The slope of the regression line corresponds to the Moran's I statistic. Moran's I statistics are obtained through permutation approach (999 permutations). LISA maps display spatial clusters and outliers obtained after the pseudo significance test generated under permutation approach.
Spatial Dependence in Turkish Regions
When we analyze the Moran's I statistics for the growth rate of GVA per capita presented in Table 6 .4 and Figure 6 .7 the value of growth rate for 2004-2011 period is not significant but positive. LISA (Local Indicators of Spatial Association) map presented in Figure 6 .7 shows that HH clusters are mainly located in eastern part of the country (lagging behind area) while LL clusters are mainly located in the western part (developed area). On the other hand, when we look at the yearly based Moran's I statistic in Table 6 .4, we see that 4 of 7 test statistics indicate positive spatial autocorrelation and 2 of them (2008-2009 and 2009-2010) are highly statistically significant. 4 of the 8 test statistics in the table produce statistically significant results at the 10% significance level. In addition, LISA maps for the 2008-2009 and 2009-2010 periods more clearly points out that HH clusters with high growth rate of GVA per capita are located in the eastern part of the country whereas LL clusters with low growth rate values are located in the Marmara and Western Black Sea regions. In addition, Figure 6 .7b shows the fact that developed regions were hit more by the crisis, while developing regions were more resilient to the external shock in 2008. Similarly, Figure 7c shows that growth rates picked up faster in developing regions right after the crisis compared to the developed ones. 
Beta Convergence
If the beta convergence hypothesis holds, we expect to see a negative correlation between per capita income growth rate and initial per capita income levels of regions. Figure 6 .8 displays the negative slope of the fitted regression line.
In order to test the beta convergence hypothesis, we estimated regression models for equations (4.2), (4.9), (4.10) and (4.11) in both cross-sectional and panel data settings. All models presented in Table 6 .5 show that GVA per capita growth rate is negatively and significantly associated with the initial GVA per capita, indicating evidence for regional convergence. The estimated speed of convergence ranges from 1.7% to 2%, which implies a TRC3   TRB2   TRA2   TRC2  TRC1   TRA1  TRB1  TR63TR90  TR83  TR72   TR71   TR52   TR33   TR62   TR82   TR22   Turkey   TR81 TR32  TR61   TR21   TR31 TR41 TR51   TR42  TR10 0.0% half-life of 34 to 40 years. Our findings are in line with Barro and Sala-i-Martin's 2% convergence rate, which is accepted as the iron law in the literature (Barro and Sala-i-Martin, 1991, 1992) . Furthermore, we see that when we incorporate spatial variables into the crosssectional model, our estimations for convergence speed get closer to the iron law rate.
We also see that spatial models that take spatial dependence into account have better explanatory power than the basic OLS model and they achieve a better fit in terms of test statistics (R-sq, Log-likelihood, AIC, BIC). Nevertheless, none of the spatial dependence coefficients is significant. Moreover, given the p-values, model selection tests presented in Tables 6.6 and 6.7 do not indicate statistically significant results for any type of spatial dependence. In other words, cross sectional estimates reject the existence of spatial dependence among Turkish regions and indicate the OLS as the correct specification. On the other hand, we should be cautious while interpreting results of cross-sectional estimations for the existence of spatial dependence. As the number of observations in the cross-section regressions is only 26, the models do not have much cross sectional variation to statistically show that the spatial dependence effect is different from zero. Thus, we use panel data analysis in order to take advantage of time series variation in data in addition to the cross sectional variation. One advantage of panel data over traditional cross-sectional approach is that it is not necessary to keep the steady-state constant because it can be implicitly estimated using fixed effects (Barro and Sala-i-Martin, 1995) . Anselin (1988 Anselin ( , 2001 and Anselin et al. (1996) . Table 6 .8 reports the results of panel data estimations of the fixed effects and spatial maximum likelihood estimations. We basically replicated the estimations of the same econometric models used in the cross-sectional estimations in panel data settings. We prefer the fixed effects model to the random effects model because the results of Hausman's specification test (test statistic: 33.09, p-value: 0.000) rejects the null hypothesis where the preferred model is random effects. Moreover, we ran a joint test to see whether the dummies for all years are equal to 0, and rejected the null hypothesis (F-statistics=95.56, p-value=0000) . As a result, we included both entity (region) and time fixed effects into our fixed effects estimations.
As in the case of the cross sectional estimates, panel data estimations also yield highly significant and negative coefficients for the initial income levels, confirming the existence of absolute beta convergence across Turkish regions. We observe a sharp difference in the convergence rate estimated by the two models: Our pooled OLS estimation yield a convergence speed of 3.2% per year, implying a half-life of 22 years. However, panel data estimations yield very high rates of convergence speed varying from 49.3% to 54.1. In the literature, it is known that estimates of the speed of convergence from panel data with fixed effects tend to be much higher than the 2% per-year estimated from cross-sections or panels without fixed effects. Speeds of convergence ranging from 12 to 20 percent per year are not very uncommon in the literature (Barro and Sala-i-Martin, 1995 Our panel data estimates, unlike our cross-sectional estimates, yield highly significant results for spatial coefficients. Summary statistics in Table 6 .8 show that inclusion of spatial parameters increases the explanatory power of our models and produces a better fit for our estimations. Model specification tests presented in Table 6 .9 also indicate that both spatial lag and error dependences should be included into model estimations, thus the SAC model is suggested as the correct specification. In sum, our results underline the necessity of taking spatial dependence into account in convergence analysis and also point out that Turkish regions are affected by the developments in the neighboring regions.
CONCLUSION
We employed cross-sectional and panel estimations to test the existence of absolute beta convergence of GVA per capita in Turkish NUTS 2 regions for 2004-2011 period. All the models prove that GVA per capita growth rate is negatively associated with initial GVA per capita indicating evidence for regional economic convergence. Thus, our empirical findings support the beta convergence hypothesis such that poorer regions grow faster than the richer ones. This finding is in line with the prediction of the neo-classical growth model and international empirical evidence. The long-lasting regional policy priority of reducing regional development disparities was achieved in the period examined.
Relative reduction in the dispersion of GVA per capita across regions exhibits a sharp trend in 2008 and 2009 when Turkey felt the impact of the 2008 financial crisis. Inequality, however, increased in the pre-2006 period and in the post-2010 period when Turkey experienced high economic growth rates. These results are in line with the literature that crisis periods have asymmetrical effects at regional level. Regions with higher GVA per capita were hit more by the crisis leading to a faster convergence. As a result, inequality across regions decreases in the recession periods and increases in the economic expansion periods. Thus, regional economic convergence is proved to be countercyclical.
Panel models exhibit statistically significant results for the existence of spatial dependence. This finding implies that Turkish regions that are surrounded by regions with high growth rates are, on average, expected to grow faster. Thus, some regions grow faster just because they have "better" neighbors. This finding proves that spatial econometric techniques should always be used when analyzing territorial units in order to better understand the regional growth dynamics. In the case of Turkey, this finding shows that economic division between Western and Eastern regions has a self-reinforcing nature. Western regions grow faster and help their neighboring regions to do the same, creating a larger region of economic growth, while Eastern regions lack this collective regional dynamic. On the policy side, the lesson is that regional policies should take this duality into account if the vicious cycle in the Eastern regions is targeted to be broken, or the virtuous cycle in the Western region is addressed to be exploited.
