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Re´sume´
Ce document re´sume mes re´sultats de recherche apre`s vingt anne´es d’activite´, y compris les travaux en
collaboration avec trois e´tudiants ayant soutenu leur the`se de doctorat : Julien Zory, Youcef Bouchebaba
et Mehdi Amini. Il fournit une vue ge´ne´rale des re´sultats organise´s selon les principales motivations qui
ont soutenu leur de´veloppement, a` savoir la performance, l’e´le´gance, les expe´riences et la diffusion des
connaissances. Ces travaux couvrent l’analyse statique pour la compilation ou la de´tection de proble`mes
dans les programmes, la ge´ne´ration de communications avec des me´thodes polye´driques, la ge´ne´ration
de code pour des acce´le´rateurs mate´riels, mais aussi des primitives cryptographiques et un algorithme
distribue´. Ce document ne donne cependant pas une pre´sentation de´taille´e des re´sultats, pour laquelle
nous orientons le lecteur vers les articles de journaux, de confe´rences ou de se´minaires correspondants.
Les quatre the`mes aborde´s sont : la performance – l’essentiel des travaux vise a` optimiser les per-
formances de codes sur diverses architectures, du super calculateur a` me´moire distribue´e, a` la carte
graphique (GPGPU), jusqu’au syste`me embarque´ spe´cialise´ ; l’e´le´gance – est un objectif des phases de
conception, de meˆme que trouver si possible des solutions optimales, tout en devant rester pratiques ; les
expe´riences – la plupart des algorithmes pre´sente´s sont imple´mente´s, en ge´ne´ral dans des logiciels libres,
par exemple inte´gre´s a` des gros projets comme le logiciel PIPS ou diffuse´s de manie`re inde´pendante, de
manie`re a` conduire des expe´riences qui montrent l’inte´reˆt pratique des me´thodes ; les connaissances –
une large part de de mon activite´ est de´die´e a` la transmission des connaissances, pour des e´tudiants, des
professionnels ou meˆme le grand public. Le document se conclut par un projet de recherche pre´sente´ sous
la forme d’une discussion et d’un ensemble de sujets de stage ou de the`se.
Abstract
This document summarizes my research achievements in twenty years of activity, including works with
three students who have defended their PhD: Julien Zory, Youcef Bouchebaba and Mehdi Amini. It pro-
vides a comprehensive overview of the results organised along the main drivers behind their development,
namely performance, elegance, experiments and knowledge. It covers static analyses for compiling or
reporting programming issues, advanced code transformations, generation of communications based on
polyhedral techniques, code generation for hardware accelerators, as well as cryptographic primitives and
a distributed algorithm. However, it does not aim at providing a detailed presentation of the subjects
covered, for which we refer to the corresponding journal, conference or workshop papers. The four themes
of these documents are: performance – most of the work aims at optimizing the performance of codes
on various architectures, from distributed memory super computers to general purpose graphical pro-
cessing units (GPGPU) or to small special purpose embedded systems; elegance – care is taken about
design issues and to find optimal solutions when possible, although the proposed methods must also
be practical; experiments – most of the algorithms are implemented, usually in open source software,
either integrated in large projects such as PIPS or distributed on their own, so as to conduct extensive
experiments which demonstrate their practical usefulness. knowledge – a large part of my activity is
dedicated to transmitting knowledge, from students to professionals or even the general public. The
document is concluded by a research project presented as a discussion and a set of subjects for PhD
thesis or internships.
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Chapitre 1
Introduction
Apre`s quelques anne´es d’une carrie`re d’enseignant-chercheur, il est d’usage de re´diger un document appele´
Habilitation a` diriger des recherches (HDR) :
• la recherche couvre l’exploration et e´ventuellement la de´couverte de ve´rite´s ou modes ope´ratoires
pour comprendre et re´soudre de nouveaux proble`mes, ou ame´liorer les techniques de re´solutions
existantes ;
• la direction sous-tend l’ide´e d’un choix discriminant des proble`mes aborde´s, mais aussi d’une
attitude exigeante dans leur traitement scientifique ; la direction peut aussi se comprendre dans
le sens de management, a` savoir la direction de la recherche d’e´tudiants en doctorat ou d’autres
chercheurs ;
• l’habilite´ ne concerne pas une qualite´ intrinse`que pourtant souhaitable de l’impe´trant, mais plutoˆt
une reconnaissance par ses pairs d’une aptitude a` diriger de la recherche telle que de´finie ci-dessus.
C’est pre´cise´ment ce document que vous tenez entre vos mains. Sa re´daction est l’occasion de prendre
du recul, de s’interroger, de faire le point, pour continuer ou infle´chir une trajectoire apre`s des anne´es
d’activite´. Je reconstitue tout d’abord et brie`vement le chemin line´aire parcouru ces dernie`res anne´es a`
la section 1.1, puis j’analyse les principes directeurs de mes activite´s scientifiques a` la section 1.2. Ces
principes constituent la base du plan pour organiser la pre´sentation globale de mes diffe´rents travaux aux
chapitres suivants.
1.1 Bre`ve Chronologie
Colle´gien fascine´ par la possibilite´ de de´le´guer a` des machines des taˆches plus ou moins intelligentes,
j’abordai l’informatique en suivant la page programmation en basic du magazine Science et Vie au de´but
des anne´es 1980. J’achetai bientoˆt mon premier ordinateur en cassant ma tirelire pour un Sinclair ZX81
disposant de 1 Ko de me´moire vive puis une extension me´moire de 16 Ko : affichage sur la te´le´vision
familiale, sauvegarde tre`s ale´atoire des donne´es sur lecteur de cassette, aucune application mais juste
de la programmation. Lyce´en, je participai au club informatique local et investissai dans un Amstrad
CPC664 : moniteur monochrome bien vert, lecteur de disquette (oui !) 64 Ko de me´moire vive pour
servir un processeur Z80. Je me passionnai ensuite pour la programmation Pascal enseigne´e en classes
pre´paratoires, avant d’atterrir par le hasard des concours a` l’E´cole des mines de Paris. Je m’aperc¸u alors
qu’il e´tait possible de transformer cette passion en option impliquant cours spe´cifiques et stages, et de
faire des choses concre`tes et techniques dans l’oce´an de mou des cours qui m’e´taient impose´s. Les choses
se´rieuses commenc¸aient.
1.1.1 Stages 1992-1993
L’e´te´ 1992 devait eˆtre consacre´ a` un stage inge´nieur se de´roulant de pre´fe´rence a` l’e´tranger. Graˆce aux
contacts de Pierre Jouvelot, il e´tait question que mon stage se de´roule au MIT. Cette perspective me
re´jouissait grandement, jusqu’a` ce qu’elle ne tombe a` l’eau a` quelques jours de l’e´che´ance et que je me
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retrouve pour l’e´te´ dans le bureau de Franc¸ois Irigoin au CRI, a` Fontainebleau. Tre`s libre, je m’occupai
de choses et d’autres, et suivis en particulier les discussions qui s’ouvraient sur la standardisation d’un
Fortran paralle`le pour machine a` me´moire distribue´e, de´ja` appele´ HPF. Ces travaux d’e´te´ aboutirent a` un
rapport de stage [16] mais aussi a` la pre´sentation des travaux du Forum HPF aupre`s de la communaute´
des chercheurs franc¸ais du domaine dans le cadre du groupe de recherche Paradigme [17].
Je profitai e´galement de la troisie`me anne´e d’e´tudes aux mines pour m’inscrire en DEA Syste`mes
Informatiques a` l’Universite´ Paris 6, en paralle`le des cours de mon e´cole, avec la couverture de mon
professeur d’option Robert Mahl et le soutien et l’accueil de son adjoint Franc¸ois Irigoin. J’appre´ciais
particulie`rement la partie travaux de groupes consistant a` lire, analyser et pre´senter des articles de
recherche. Mes travaux se poursuivirent naturellement au cours de mon stage d’option jusqu’en juin [19]
et de mon stage de DEA jusqu’en septembre [18]. Ils aboutirent a` une premie`re publication a` la confe´rence
Euro-Par 1994 [20].
1.1.2 The`se 1993-1996
A` la suite de ces stages assez oriente´s recherche, la poursuite de ces travaux en the`se sur un sujet ouvert
me paraissait naturelle et souhaitable. C’est d’ailleurs pour cela que j’avais entame´ un DEA afin d’e´viter
de perdre une anne´e en suivant cette voie. De`s octobre 1993 je m’inscris en the`se a` l’E´cole des mines
de Paris, tout en effectuant mon service militaire en tant que scientifique du contingent, ce qui m’offrait
l’occasion de faire de la recherche avec une coupe de cheveux tre`s rase offerte par la nation, une solde
permettant de couvrir la consommation mensuelle de cigarettes d’un bidasse moyen, et des re´ductions
dans les transports ferroviaires pour rentrer voir sa famille. Mes travaux ont porte´ sur la compilation
du langage HPF, notamment a` base de mode´lisations polye´driques, avec une imple´mentation au sein du
compilateur PIPS (Paralle´liseur Interproce´dural de Programmes Scienfiques). J’ai soutenu ma the`se [25]
de´but octobre 1996, apre`s exactement trois ans de travaux. Au cours de cette pe´riode, j’ai e´galement
participe´ aux re´flexions autour de la formalisation de certains travaux de la the`se de Be´atrice Creusillet.
1.1.3 Post-doc et the`se de Julien Zory 1996-1999
A` la suite de ma soutenance, Julien Zory fut recrute´ comme doctorant au centre et j’ai particulie`rement
suivi et encadre´ ses travaux dont le point de de´part e´tait certaines des conclusions ou des proble´matiques
ouvertes par mes propres travaux. En plus de notre collaboration, Julien travailla e´galement avec Franc¸ois
Irigoin et Fre´de´ric Desprez. Il soutint sa the`se fin 1999 [87]. Au cours de cette meˆme pe´riode j’ai encadre´
des stages inge´nieur et de DEA, en particulier Franc¸ois Didry en 1998 [78] qui a travaille´ sur l’interface
graphique de PIPS et Pham Dinh Son en 2000 [86] qui a poursuivi l’imple´mentation de certains travaux
de Julien et ajoute´ une passe de typage explicite des expressions dans PIPS, analyse ne´cessaire a` la
manipulations d’expressions arithme´tiques.
1.1.4 Visite IMEC 1999, the`se Youcef Bouchebaba 1999-2002
J’ai passe´ une moitie´ de l’anne´e 1999 en visite a` l’IMEC (Institut de micro-e´lectronique) a` Leuven en
Belgique (re´gion flamande) dans l’e´quipe de Francky Catthoor, ou` j’ai travaille´ en particulier avec Thierry
Omne`s qui soutiendra sa the`se a` l’E´cole des mines deux ans plus tard [83]. Cette visite m’ame`nera aux
proble´matiques de transformations de code pour l’informatique embarque´e pour laquelle la puissance
e´lectrique disponible est limite´e, qui seront aborde´es dans la the`se de Youcef Bouchebaba [10].
1.1.5 Enseignements et inge´nierie 1998-2012
Les anne´es suivantes ont e´te´ tre`s lourdement consacre´es a` l’enseignement, avec en particulier le mon-
tage et la gestion quotidienne de plusieurs Maste`res Spe´cialise´s sur la pe´riode 1998-2010, ainsi que des
pointes de charge d’enseignement choisies et accepte´es montant ne´anmoins jusqu’a` 450 heures de cours
et TD par an. En paralle`le, j’ai participe´ a` l’inge´nierie logiciel de PIPS, comme l’adaptation a` diffe´rentes
taˆches, en particulier pour l’analyse de tre`s gros codes industriels (plus de 100000 lignes) pour lesquels
la gestion du volume des donne´es re´sultant des analyses posait une proble´matique supple´mentaire. J’ai
e´galement durant cette pe´riode apporte´ diverses ame´liorations concernant la fonction de re´cursion auto-
matique sur les structures de donne´es Newgen (outil de ge´nie logiciel qui ge`re les structures de donne´es
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de la repre´sentation interme´diaire de PIPS), ainsi que le passage de PIPS sous subversion pour proposer
un environnement de de´veloppement centralise´ et accessible a` distance. Mes travaux dans PIPS m’ont
e´galement amene´ a` paralle´liser et automatiser les tests de non re´gression de manie`re a` de´tecter au plus
vite des changements lie´s aux modifications des de´veloppeurs. J’ai aussi accompli quelques travaux de
recherche lie´s a` mes domaines d’enseignement, comme les bases de donne´es et la cryptographie.
Ces anne´es ont e´te´ caracte´rise´es par des collaborations nombreuses avec mes colle`gues, des doctorants,
des e´le`ves, des stagiaires. . . ce n’est pas un travail isole´ qui est pre´sente´ ici mais les re´sultats de travaux
souvent communs.
1.1.6 Reprise d’une recherche plus active depuis 2008
J’ai repris une activite´ plus intense de recherche avec la participation a` l’encadrement des doctorants
Amira Mensi, Mehdi Amini [2] et Karel De Vogeleer, et au projet ANR FREIA qui a implique´ deux
laboratoires de l’E´cole des mines de Paris (morphologie mathe´matique (CMM) et informatique (CRI)),
Te´le´com Bretagne et l’industriel THALES pour construire un environnement de de´veloppement permet-
tant de porter des applications de traitement d’image sur divers acce´le´rateurs mate´riels.
1.2 Principes conducteurs
A` regarder de loin ces diffe´rents travaux, il n’est pas e´vident de leur trouver une cohe´rence : quoi de
commun en effet entre la compilation de HPF et une fonction cryptographique de preuve d’efforts ? Meˆme
si les diffe´rences, les e´volutions sont nombreuses, et c’est heureux – je ne souhaite pas faire toujours la
meˆme chose – on retrouve dans tous ces travaux la permanence de quatre principes qui les guident :
Performance chercher a` aller plus vite (ou moins vite !), optimiser une solution ;
E´le´gance trouver l’expression d’un proble`me plus simple et plus ge´ne´rale ;
Expe´riences mettre re´ellement en œuvre les solutions propose´es ;
Connaissances partage des connaissances acquises, sous forme de confe´rences, de cours ou de logiciels.
Ces quatre principes vont servir de plan a` cet expose´ au cours des prochains chapitres qui nous se´parent
de la conclusion de ce document. Dans le chapitre 2 consacre´ a` la performance, je pre´sente ma the`se et
celles de Julien Zory, Youcef Bouchebaba et Mehdi Amini, ainsi que d’autres travaux motive´s par la
recherche de solutions si possible optimales. Le chapitre 3, portant sur l’e´le´gance, analyse l’e´chec relatif
du langage HPF, puis les approches ambitieuses de strate´gies de compilation globale, j’y poursuis les
diffe´rentes ruptures de pense´es que j’ai essaye´ de contribuer a` mon modeste niveau au cours des travaux
engage´s avec mes doctorants, avant d’aborder la questions des preuves. Le chapitre 4 se focalise sur les
expe´riences qui ont soutenu tous mes travaux. Ceux-ci impliquent en effet une partie imple´mentation
souvent diffuse´e sous forme de logiciels libres et une partie e´tude expe´rimentale de´taille´e. Le chapitre 5
discute du partage de connaissances sous la forme de confe´rences et tutoriels, au cours de nombreux
enseignements assure´s aupre`s de divers publics, et dont l’aboutissement a e´te´ le de´veloppement de nou-
veaux outils pe´dagogiques. Enfin, le chapitre 6 de´crit mon projet de recherche, essentiellement dans la
continuite´ des travaux pre´sente´s ici, c’est a` dire visant a` tirer le meilleur parti des mate´riels disponibles
pour des domaines d’application.
Je reprends dans ce document les principaux re´sultats de mes diffe´rents travaux, pour en donner a`
la fois une vue globale et aussi en analyser avec le recul la pertinence, en allant a` l’essentiel. Je mets
e´galement en e´vidence les limites des me´thodes propose´es. Par contre, je ne re´pe`te pas dans le de´tail les
re´sultats scientifiques de´ja` pre´sente´s par ailleurs, mais je cite les articles correspondants pour le lecteur
qui souhaiterait plus d’informations.
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Chapitre 2
Performance
Re´sultat optimal qu’une machine peut obtenir.
(dictionnaire Le Petit Robert)
Les travaux auxquels j’ai participe´ ont presque tous pour point commun l’optimisation de codes ou
d’algorithmes, souvent dans un contexte de paralle´lisme mate´riel, en passant des plus grosses machines
disponibles a` des machines tenant dans la paume de la main. Ces travaux couvrent en particulier :
• la ge´ne´ration des communications dans le cadre de la compilation du langage HPF ;
• la re´duction du temps d’exe´cution par la manipulation des expressions ;
• la re´duction des transferts me´moires qui induisent la consommation des applications embarque´es
de type traitement du signal ;
• le placement d’applications de traitement d’image sur des acce´le´rateurs mate´riels particuliers ;
• la minimisation des performances atteignables pour les fonctions cryptographiques de preuve d’ef-
fort ;
• la comparaison efficace du contenu de tables dans des bases de donne´es distantes.
La section 2.1 discute le macro-paralle´lisme des super-calculateurs, et de la compilation du langage HPF
qui leur est de´die´. Ensuite, la section 2.2 discute le micro-paralle´lisme du processeur et des applications
embarque´es. La section 2.3 discute nos contributions plus exotiques dans le domaine de la cryptographie
et des bases de donne´es, mais la` encore avec des aspects performances et paralle´lisme. La section 2.4
re´sume ces re´sultats et ouvre quelques perspectives.
2.1 Macro-paralle´lisme
Cette section pre´sente des contributions visant l’exploitation du paralle´lisme gros grain sur machines
a` me´moire distribue´e, faites durant ma the`se ainsi que celle de Julien Zory que j’ai encadre´e et avec
qui j’ai collabore´. Les re´sultats restent d’actualite´, car les super-calculateurs du calcul scientifique des
anne´es 2010, soit 20 ans plus tard, sont toujours des machines a` me´moire distribue´e, et le meˆme type
d’architecture se retrouve dans les petits syste`mes embarque´s, par exemple le MPPA ManyCore de Kalray
cre´e´ en 2012.
La section 2.1.1 introduit le contexte de la cre´ation du langage HPF au milieu des anne´es 1990. Je
pre´sente ensuite le langage a` la section 2.1.2, avec d’une part l’expression du paralle´lisme et d’autre part
celui du placement explicite des donne´es. La compilation du langage, en particulier ce qui concerne les
communications, est aborde´e avec une approche affine a` la section 2.1.3. Elle est raffine´e dans le cas
particulier des entre´es-sorties et des replacements a` la section 2.1.4. L’optimisation des communications,
c’est a` dire leur placement dans le programme et e´ventuellement la possibilite´ de les enlever est aborde´ a`
la section 2.1.5. J’analyserai plus spe´cifiquement les raisons de l’e´chec du langage dans le chapitre suivant,
a` la section 3.1.2.
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2.1.1 Contexte historique
Dans le domaine du calcul scientifique, il a toujours e´te´ tre`s difficile d’extraire des performances pratiques
proches des performances the´oriques pour lesquelles sont vendus les super-calculateurs. Le passage aux
machines vectorielles dans les anne´es 80 a ne´cessite´ de lourdes adaptations des codes, qui entravaient
e´ventuellement leur fonctionnement sur stations de travail (RS6000 par exemple) puis sur les premie`res
machines paralle`les.
Le calcul haute performance au de´but des anne´es 1990 est un marche´ de niche, morcele´ entre de
trop nombreux acteurs tels Thinking Machine Corporation (TMC), Cray Research, Digital Equipment
Corporation (DEC), International Business Machines (IBM) ou Fujitsu. . .. A` ce moment, le mode`le
d’architecture (paralle´lisme a` grain fin ou gros grain, vectoriel, me´moire partage´e ou distribue´e) et de
programmation associe´ (passage de message, paralle´lisme de donne´es, threads) de l’avenir pour la haute
performance n’est pas clair du tout1. Malgre´ la monte´ en performance exponentielle des puissances de
calcul des processeurs, qui suit la loi de Moore depuis trois de´cennies, les besoins en gros calculs sont
toujours aussi pressants. Comme moteur de cet appe´tit insatiable, on peut citer l’arreˆt des essais nucle´aires
de´cide´ par les grandes puissances a` la suite du de´mante`lement du bloc sovie´tique, qui fait du coup porter le
maintien de la dissuasion nucle´aire sur les efforts de mode´lisation. Les super-calculateurs les plus puissants
du monde en 2012 sont toujours associe´s a` des centres de recherche nucle´aire tels les laboratoires nationaux
ame´ricains Oak Ridge, Lawrence Livermore et Argonne, ou le CEA franc¸ais.
Dans ce contexte incertain, et face a` la monte´e en puissance des architectures a` me´moire distribue´e,
les utilisateurs de ces machines, de´veloppeurs des applications, he´sitent a` investir dans des architectures
potentiellement non pe´rennes. La solution propose´e est de de´finir un standard inspire´ des diffe´rentes
extensions propose´es a` Fortran, le langage de choix du calcul scientifique depuis les anne´es 50, pour le
calcul sur machines paralle`les a` me´moire distribue´e. Un forum qui regroupe utilisateurs, fabriquants de
machines, fournisseurs de logiciels se base donc sur Fortran D, Vienna Fortran et quelques autres pour
de´crire un nouveau langage, le High Performance Fortran (HPF).
2.1.2 Pre´sentation de HPF
Le standard HPF est construit sur Fortran 90, et y ajoute essentiellement des directives sous forme
de commentaires spe´ciaux. Je de´cris ci-apre`s les manie`res d’exprimer le paralle´lisme en HPF, puis le
placement des donne´es, et enfin les autres aspects.
Paralle´lisme
Le premier objectif de HPF est de produire de la performance en exploitant le paralle´lisme de l’application.
Le mode`le principal est celui du paralle´lisme de donne´es. Quelques extensions ont aussi e´te´ propose´es
pour le paralle´lisme de controˆle, mais n’ont pas e´te´ retenues.
Une premie`re manie`re d’exprimer la paralle´lisme est l’utilisation de notations de tableaux de´ja` pro-
pose´es par Fortran 90.
! A, B et C sont des matrices
A = B + C
! V et W sont des vecteurs
V(1:10) = 2.0*W(21:30)
Ces notations ne permettant pas la transposition des dimensions, elles ont e´te´ comple´te´es par une
construction FORALL. Cette nouvelle construction a ensuite e´te´ inte´gre´e telle quelle a` Fortran 95.
! transpose B dans A
FORALL(i=1:N, j=1:N)
A(i,j) = B(j,i)
END FORALL
Le paralle´lisme de donne´es exprime´ par ces notations de tableau n’est pas le paralle´lisme d’une boucle.
En effet, la se´mantique data-paralle`le implique que la partie droite de l’assignation soit entie`rement
calcule´e avant d’effectuer l’affectation. On ajoute donc des de´pendances nombreuses a` l’inte´rieur meˆme
1en fait, on prendra presque tout. . .
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!hpf$ independent
do i = 1, 3
la(i) = ra(i)
lb(i) = rb(i)
end do   
1 2 3
ra
la
rb
lb
                                  
 ?
HHHj
HHHj?

?
?
?
?
?
?
?
?
?
forall(i = 1:3)
la(i) = ra(i)
lb(i) = rb(i)
end forall   
1 2 3
ra
la
rb
lb
                                  
 ?
HHHj
HHHj?

?
HHHj
XXXXXXz
 ?
HHHj?

9
?
HHHj
XXXXXXz
 ?
HHHj?

9
?
HHHj
XXXXXXz
 ?
HHHj?

9
Figure 2.1 – Boucles paralle`les de HPF
des expressions, revenant a` des barrie`res entre chaque instructions qui induisent des synchronisations,
comme montre´ a` la figure 2.1 coˆte´ droit pour le FORALL.
Pour proposer une boucle simplement paralle`le, ou` les ite´rations sont inde´pendantes les unes des autres
comme sugge´re´ a` la figure 2.1 coˆte´ gauche, une directive INDEPENDENT a e´te´ introduite. Elle permet
e´galement de de´clarer les variables prive´es aux ite´rations avec NEW et e´ventuellement les variables fai-
sant l’objet d’une re´duction associative-commutative avec REDUCTION :
s = 0
!HPF$ INDEPENDENT, NEW(x), REDUCTION(s)
DO I=1, N
x = A(i)
s = s + x*x
A(i) = 1./x
ENDDO
Certaines ope´rations intrinse`ques de Fortran pre´sentent une certaine forme de paralle´lisme, comme les
re´ductions sur les tableaux exprime´es avec les fonctions SUM, MAX. . .
! A est une matrice
s = SUM(A)
Ces fonctions intrinse`ques ont e´te´ comple´te´es dans HPF avec MAXLOC, MINLOC et quelques autres, ces
fonctions supple´mentaires e´tant ensuite inte´gre´es a` Fortran 95.
Placement des donne´es
Le second point capital de HPF est constitue´ des directives de placement des donne´es, qui s’appuie sur
un mode`le conceptuel affine a` deux niveaux repre´sente´ a` la figure 2.2.
Les quatre directives implique´es sont TEMPLATE, PROCESSORS, ALIGN et DISTRIBUTE : les deux premie`res
permettent de de´clarer des tableaux virtuels utilise´s comme gabarit pour le placement ou pour de´crire
les processeurs ; les deux autres pre´cisent le placement lui-meˆme.
Les donne´es des tableaux de l’application sont d’abord aligne´es les unes relativement aux autres, ce qui
permet de mettre les e´le´ments en correspondance selon les de´pendances des calculs qui seront ope´re´s. Ce
premier niveau permet de pre´ciser des transpositions, duplications, e´crasements et autres transformations
ge´ome´triques re´gulie`res entre les e´le´ments comme illustre´ a` la figure 2.3. Le roˆle du template interme´diaire
peut eˆtre tenu par l’un des tableaux de l’application. Ce template est ensuite distribue´ sur un arrangement
de processeurs virtuels, soit par blocs, soit par cycles, soit par cycles de blocs, comme illustre´ a` la
figure 2.4. Tous les e´le´ments de tableaux aligne´s avec un e´le´ment de template distribue´ sur un processeur
particulier se retrouvent alors sur ce processeur. Ce mode`le ge´ne`re un placement essentiellement re´gulier
des donne´es, qui convient bien a` certains types de calculs comme les diffe´rences finies, mais pas a` des
calculs plus irre´guliers comme ceux des me´thodes par e´le´ments finis.
8 CHAPITRE 2. PERFORMANCE
Template
Processors
Array
Distribution
Alignment
Figure 2.2 – Mode`le de placement des donne´es en HPF
A B
T
Figure 2.3 – Possibilite´s multiples de l’alignement
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q
Figure 2.4 – Possibilite´s multiples de la distribution
Le placement peut e´ventuellement eˆtre modifie´ a` l’exe´cution de l’application avec les directives de
placement dynamique REALIGN et REDISTRIBUTE.
L’utilisateur a aussi la possibilite´ de de´clarer le placement des tableaux en parame`tre d’une sous-routine.
Ce placement peut eˆtre soit descriptif (les arguments seront place´s ainsi), soit prescriptif (il faut placer
ainsi les arguments), soit he´rite´ (compilateur, de´brouille-toi !) avec la directive INHERIT. Cette dernie`re
de´claration n’est e´videmment d’aucune aide pour le compilateur, qui n’est donc pas en mesure de ge´ne´rer
un code efficace dans ce cas, et doit s’appuyer entie`rement sur l’exe´cutif.
Autres aspects de HPF
Le cœur du langage est de´crit ci-dessus. En particulier, on notera que rien n’est pre´vu pour le traitement
des entre´es-sorties.
Sans pre´cision particulie`re sur une fonction, il est e´ventuellement pertinent pour les performances que
chaque processeur d’une machine paralle`le exe´cute l’appel, afin d’e´viter des communications. Cependant,
ce n’est pas du tout une bonne ide´e pour l’affichage. Des directives supple´mentaires ou des analyses seront
ne´cessaires pour prendre de telles de´cisions.
Des entre´es-sorties paralle`les posent de plus la question de la vision du syste`me de fichiers sous-jacent
distribue´ sur les nœuds de calculs, et de la manie`re dont les donne´es e´crites pourront eˆtre effectivement
relues de manie`re cohe´rente. Cette proble´matique e´tant tre`s proche des mate´riels disponibles, un consensus
a e´te´ difficile a` trouver.
2.1.3 Compilation de HPF
La premie`re difficulte´ est de compiler correctement ce gros langage dans un contexte d’exe´cution paralle`le
a` me´moire distribue´e : la spe´cification de Fortran 90 est de´ja` un long document auquel HPF ajoute
quelques centaines de pages. La seconde difficulte´ est de le compiler efficacement, au moins pour une part
significative des applications vise´es, en particulier les plus simples.
Cependant, au moment ou` la spe´cification paraˆıt, le langage est au dela` de l’e´tat de l’art. De plus, sa
richesse n’est pas suffisante pour bon nombre d’applications. Cette contradiction met en e´vidence toute
la complexite´ attache´e au de´veloppement de HPF dans les anne´es qui vont suivre. Elle est illustre´e a` la
section 3.1.2 par la difficulte´ qu’aura Julien Zory au de´but de ses travaux de the`se a` porter en HPF une
application Fortran 77 paralle`le et simpliste pour en tirer des performances correctes.
Approche affine
Une mode´lisation sous forme d’e´quations affines [7, 8] inte´gre´e au cadre polye´drique [79, 80] nous a
permis de proposer un cadre ge´ne´ral pour la compilation du langage HPF, qui porte sur tous les aspects
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program triangle
real A(30,30)
!hpf$ template T(68,30)
!hpf$ align A(i,j) with T(2*i,j)
!hpf$ processors P(4,2)
!hpf$ distribute T(block,cyclic(5)) onto P
read *, m
do j=3,m
do i=3, m-j+1
A(i,j) = 1.0D0
end do
end do
end program
Figure 2.5 – Programme triangle
explication e´quations
tableau A 1 ≤ α1 ≤ 30, 1 ≤ α2 ≤ 30
template T 1 ≤ θ1 ≤ 68, 1 ≤ θ2 ≤ 30
processeurs P 1 ≤ ψ1 ≤ 4, 1 ≤ ψ2 ≤ 2
alignement θ1 = 2α1, θ2 = α2
distribution θ1 = 17ψ1 + δ1 − 16, 0 ≤ δ1 ≤ 16, θ2 = 10γ2 + 5ψ2 + δ2 − 4, 0 ≤ δ2 ≤ 4
re´gion manipule´e α1 + α2 ≤ 1 +m, α1 ≥ 3, α2 ≥ 3
adressage local 2λ1 = δ1 − η1 + 2, 0 ≤ η1 ≤ 1, λ2 = 5γ2 + δ2 + 1
Figure 2.6 – Syste`me line´aire pour le programme triangle
calculs, communications et allocations. Elle peut se concre´tiser sous une forme matricielle, ouvrant la
porte a` des manipulations qui exploitent les proprie´te´s spe´ciales de ces matrices telles l’unimodularite´, les
pseudo-inverses ou les formes de Hermite. Ces e´quations peuvent eˆtre manipule´es par des bibliothe`ques
mathe´matiques spe´cialise´es (Linear/C3, Polylib) qui imple´mentent des sur-approximations des ope´rateurs
ensemblistes ou permettent la ge´ne´ration de code.
Le placement issu des directives de placement HPF se de´crit naturellement sous formes d’e´quations
affines entie`res reliant les indices de boucles, ceux des tableaux, templates et processeurs, voire ceux de
tableaux locaux des nœuds de calculs selon le mode d’adressage local envisage´. L’e´criture pre´cise de ces
syste`mes pour un code particulier ne´cessite des analyses avance´es des acce`s aux tableaux telles que celles
donne´es par les re´gions convexes de tableaux de´crites dans la the`se de doctorat de Be´atrice Creusillet
(Array Region Analyses and Applications, E´cole des mines de Paris, de´cembre 1996).
Cette mode´lisation s’interpre`te ge´ome´triquement comme l’intersection de polye`dres entiers issus des
ine´galite´s et de treillis entiers issus des e´galite´s. Certaines variables peuvent eˆtre interpre´te´es comme des
parame`tres inconnus disponibles seulement a` l’exe´cution, pourvu qu’elles n’interviennent pas comme des
multiplicateurs : ceci pose la question du nombre de processeurs e´ventuellement parame´trique, donc le
caracte`re inconnu au moment de la compilation peut aboutir a` une taille de bloc inconnue qui sort du
cadre ou` les manipulations des syste`mes d’e´quations affines sont aise´es.
La figure 2.5 illustre cette mode´lisation avec une zone triangulaire parame´trique du tableau A initialise´e
a` ze´ro. Pour eˆtre utile, ce code devrait bien suˆr ensuite traiter ces donne´es et sortir des re´sultats. A` partir
de ce code, on peut de´river les e´quations de la figure 2.6, avec les variables : (α1, α2) les dimensions du
tableau, (θ1, θ2) les dimensions du template, (ψ1, ψ2) les dimensions de l’arrangement de processeurs, δ1
l’index dans un bloc sur la premie`re dimension, (δ2, γ2) l’index dans le bloc et le nume´ro de cycle de la
seconde dimension, m le parame`tre, (λ1, λ2) un mode d’adressage local aux nœuds et η1 une variable
auxiliaire.
Ces syste`mes qui repre´sentent des ensembles de donne´es peuvent ensuite eˆtre manipule´s de manie`re
ensembliste pour de´terminer les calculs a` effectuer localement a` un nœud, les donne´es a` transfe´rer entre
les processeurs, etc. Ils incluent alors les e´quations concernant chaque tableau implique´ en sus de la
de´finition du nœud charge´ d’effectuer le calcul. La ge´ne´ration de code de parcours de ces ensembles avec
des techniques ad hoc permet ensuite de re´aliser les ope´rations de calculs et de communications. Les
figures 2.7 et 2.8 montrent un tel code ge´ne´re´ pour chaque nœud de calcul avec un parame´trage par
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program trianglenode
! partie locale du tableau A
real Aloc(9,15)
! identite´ du noeud dans P(4,2)
integer psi1, psi2
psi1 = ...
psi2 = ...
! re´ception du parame`tre
m = receive(...)
! parcours de la zone locale pour l’initialisation
if (m.geq.5.and.17*psi1.leq.2*m+12) then
do gamma2 = (2-psi2)/2, (6-psi2)/2
do alpha2 = max(10*gamma2+5*psi2-4, 3),
$ 10*gamma2+5*psi2
do alpha1 = max((17*psi1-15)/2, 3),
$ min(17*psi1/2, m+1-alpha2, 30)
lambda1 = (18-17*psi1+2*alpha1)/2
lambda2 = alpha2-5*psi2-5*gamma2+5
Aloc(lambda1, lambda2) = 1.0D0
end do
end do
end do
end if
end program
Figure 2.7 – Code SPMD des nœuds pour triangle
program trianglehost
! de´finition du parame`tre
read *, m
! diffusion aupre`s des noeuds
broadcast(m, ...)
end program
Figure 2.8 – Code de l’hoˆte pour triangle
l’identite´ du processeur et pour l’hoˆte du programme triangle. Si l’ensemble des donne´es de´crit n’est
pas exact, des communications supple´mentaires peuvent eˆtre ne´cessaires dans certains cas pour assurer
que les bonnes valeurs seront disponibles.
Le code de parcours de polye`dre ge´ne´re´ pour la de´finition du tableau inclus de nombreuses ope´rations
entie`res. Certaines sont potentiellement couˆteuses, en particulier la division et les extre´ma qui ne´cessitent
des branchements ou au moins des gardes. La simplification et l’optimisation pointue de ces codes consti-
tuent un facteur important pour que de tels codes s’exe´cutent efficacement.
2.1.4 Mode`le affine pour entre´es-sorties et replacements
Je n’ai pas imple´mente´ totalement l’approche ge´ne´rale de´crite ci-dessus au cours de ma the`se. Par contre,
elle a e´te´ de´cline´e, comple´te´e, imple´mente´e et teste´e dans les cas particuliers des entre´es-sorties [22] et
des replacements (modification au cours de l’exe´cution du placement des donne´es, appele´ redistributions
en anglais) [65]. Voici les principaux re´sultats obtenus, et les subtilite´s croise´es au cours du chemin.
Entre´es-sorties
Dans le cadre des entre´es-sorties, j’ai opte´ pour un mode`le de machine avec un hoˆte frontal assurant le
lancement du programme et les interactions avec les pe´riphe´riques et des nœuds de´die´s aux calculs. Ce
mode`le reste ge´ne´ral car le roˆle de l’hoˆte peut tre`s bien eˆtre tenu par un des processeurs de calcul.
La mode´lisation des communications induites par les entre´es-sorties s’inte`gre parfaitement dans le
mode`le affine de´crit a` la section 2.1.3, avec la simplification qu’il n’y a qu’un seul destinataire ou source
des donne´es selon que l’ope´ration sur le pe´riphe´rique est une sortie ou une entre´e.
Par contre, le code ge´ne´re´ doit prendre garde a` l’exactitude ou non de la re´fe´rence analyse´e. Dans
le cadre d’une entre´e et lorsque la description n’est pas exacte, une phase de collecte pre´liminaire des
nœuds vers l’hoˆte est ne´cessaire : elle assure que les e´le´ments diffuse´s apre`s l’ope´ration contiennent bien
les valeurs initiales s’ils n’ont pas e´te´ effectivement rede´finis par l’entre´e. La zone effectivement transfe´re´e
pour une entre´e ou une sortie peut s’appuyer sur les re´gions in-out (e´lements de tableau importe´s dans
dans une zone et exporte´s pour eˆtre utilise´s par la suite), de nature diffe´rente des re´gions read-write
(e´le´ments de tableaux effectivements lus ou e´crits, mais e´ventuellement cre´e´s localements) car prenant en
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parameter (n=20)
dimension A(n)
!hpf$ template Ts(2,n,2)
!hpf$ align A(i) with T(*,i,*)
!hpf$ processors Ps(2,2,2)
!hpf$ distribute T(block,block,block) onto Ps
A = ...
!hpf$ processors Pt(5,2)
!hpf$ redistribute T(*,cyclic(2),block) onto Pt
... = A
Figure 2.9 – Exemple de replacement HPF, illustre´ a` la figure 2.10
compte l’utilisation re´elle des donne´es, comme pre´sente´ au chapitre 5 de [87].
L’e´ventuelle duplication de certaines donne´es sur plusieurs processeurs de calcul induite par l’alignement
se traduit par des variables libres sur les dimensions des processeurs. Elle permet de ge´ne´rer des diffusions,
ou` un meˆme message pre´pare´ est envoye´ a` plusieurs destinataires, amortissant ainsi le couˆt de pre´paration
et profitant e´ventuellement de modes de communication particuliers du mate´riel sous-jacent.
Ce travail a e´galement de´bouche´ sur une re´flexion concernant les entre´es-sorties paralle`les et leur
adaptation a` un contexte HPF. En effet, l’approche suivie peut facilement s’adapter a` un cadre ou` certains
des processeurs de calculs, mais pas tous, disposent d’acce`s a` des pe´riphe´riques, par exemple des disques
de stockage. L’ide´e est alors de repre´senter ces processeurs particuliers sous forme d’un arrangement
supple´mentaire de processeurs, et d’ajouter une distribution au sens HPF des processeurs de calculs vers
ces processeurs particuliers :
!hpf$ processors P(4,2)
!hpf$ io processors Pio(2)
!hpf$ distribute P(block,*) onto Pio
Il induit des e´quations affines supple´mentaires qui s’inte`grent tre`s naturellement au cadre ge´ne´ral.
Replacements
Les replacements sont les rede´finitions dynamiques de HPF qui modifient le placement d’un tableau pour
l’adapter a` une nouvelle phase de calcul. Ils s’adaptent tre`s bien a` la mode´lisation affine, et il n’y a
normalement aucune incertitude sur la zone concerne´e par les ope´rations puisque toutes les donne´es sont
a` transfe´rer.
Par contre, dans un souci d’optimisation, on peut restreindre la communication aux donne´es qui seront
effectivement utilise´es dans la suite, par exemple avec une analyse de re´gions IN.
Le replacement de´crit par l’exemple de la figure 2.9 est illustre´ a` la figure 2.10. L’arrangement cubique
des processeurs sources est coupe´ en deux, chacun des processeurs d’une moitie´ posse´dant la moitie´ du
tableau en local, soit une duplication d’un facteur quatre. L’arrangement rectangulaire des processeurs
cibles posse`de e´galement une duplication d’un facteur deux sur la petite dimension.
Les e´quations lie´es au replacement sont pre´sente´es et comple´te´es par rapport a` [65] a` la figure 2.11, avec :
α1 la dimension du tableau, (θ1, θ2, θ3) les dimensions du template, (ψ1, ψ2, ψ3, ψ
′
1, ψ
′
2) les dimensions des
arrangements de processeurs source et cible, δ2 l’index dans un bloc sur la seconde dimension dans la
source, (δ′1, γ
′
1) l’index dans le bloc et le nume´ro de cycle de la premie`re dimension dans la cible, et enfin
(λ1, λ
′
1) un mode d’adressage local aux nœuds dans la source et la cible respectivement.
La particularite´ du travail sur les replacements est qu’il exploite les opportunite´s lie´es aux duplications
des donne´es sur les processeurs pour ge´ne´rer des diffusions et partager la charge entre les processeurs
qui disposent des meˆmes donne´es. Dans l’exemple ci-dessus les deux duplications de part et d’autre du
replacement s’expriment par l’absence de contraintes reliant les dimensions du template (variables θ1
et θ3) a` certaines des dimensions des arrangements de processeurs (variables ψ1, ψ3 et ψ
′
2). La diffusion
s’exprime naturellement en laissant libre la variable ψ′2. Par contre, l’e´quilibrage de la charge doit relier
les donne´es disponibles sur la source ψ1ψ3 avec les besoins dans la cible avec ψ
′
1 avec une simple forme
line´aire, par exemple :
ψ′1 = 4c+ 2ψ3 + ψ1 − 2
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A(1:20)
1
2
3
1
2
block
Remapping
cyclic(2)
Array Processors
on Ps(1:2,1:2,1:2)
on Pt(1:5,1:2)
Figure 2.10 – Replacement du tableau A dans le code de la figure 2.9
description e´quations
parame`tre n
tableau A 1 ≤ α1 ≤ n
template T 1 ≤ θ1 ≤ 2, 1 ≤ θ2 ≤ n, 1 ≤ θ3 ≤ 2
alignement θ2 = α1
processeurs Ps 1 ≤ ψ1 ≤ 2, 1 ≤ ψ2 ≤ 2, 1 ≤ ψ3 ≤ 2
distribution sur Ps 0 ≤ δ2 ≤ 9, θ2 = 10ψ2 + δ2 − 9
adresse locale sur Ps λ1 = δ2
processeurs Pt 1 ≤ ψ′1 ≤ 5, 1 ≤ ψ′2 ≤ 2
distribution sur Pt 0 ≤ δ′1 ≤ 1, θ2 = 10γ′1 + 2ψ′2 + δ′1 − 1
adresse locale sur Pt λ′1 = 2γ
′
1 + δ
′
1
Figure 2.11 – E´quations du replacement
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La variable c incarne le cycle de partage sur les groupes de processeurs cibles. Elle ne pre´juge cependant
pas du placement effectif de ces processeurs au sens HPF sur des processeurs au sens mate´riel du terme. La
prise en compte de ce niveau pourrait potentiellement induire des communications moindres en profitant
des donne´es de´ja` effectivement disponibles sur un processeur physique.
2.1.5 Optimisation des communications
Inde´pendemment de la ge´ne´ration de code de communication avec des me´thodes affines discute´e ci-dessus,
nous avons aussi travaille´ a` l’optimisation des communications induites par un calcul paralle`le.
Traduction des replacements HPF en copies de tableaux
La compilation des replacements HPF peut eˆtre transforme´e en simples copies de tableaux [31], en asso-
ciant a` chaque point du programme les placements valides d’un tableau, et en inse´rant des affectations
quand une mise a` jour dans un e´tat particulier est ne´cessaire. Allie´e a` la compilation des communica-
tions pre´sente´e a` la section pre´ce´dente, ces deux techniques offrent une gestion pratique comple`te des
replacements de HPF.
Le proble`me est place´ dans le cadre tre`s classique en compilation d’une propagation sur le graphe de
controˆle, en constituant un sous-graphe du graphe de controˆle complet appele´ le Remapping graph, ou
graphe de replacements. Les nœuds du graphe sont les points ou` le placement e´volue : en plus des directives
explicites de replacement, on trouve aussi les appels de fonctions impliquant des tableaux distribue´s.
A` partir d’une construction initiale du graphe, et en prenant en compte les effets en lecture, en e´criture,
les rede´finitions et les replacements sur les tableaux, on pre´cise, pour chaque re´fe´rence, les versions du
tableau qui doivent eˆtre utilise´es, et celles qui sont vivantes. Cette propagation des informations sur le
graphe permet des optimisations, en particulier d’e´liminer les communications des replacements si les
donne´es sont encore disponibles dans la forme attendue.
Le re´sultat net de l’optimisation est un programme HPF a` placement statique, e´quivalent au programme
dynamique de´clare´ initialement. La figure 2.12 illustre sur un exemple simple de calcul d’un produit de
matrices le re´sultat des ope´rations : deux tableaux supple´mentaires sont de´clare´s, et des copies sont
inse´re´es dans le code pour exprimer le passage d’un placement a` l’autre. Les allocations sont faites au
plus pre`s des besoins. Enfin, le tableau B est garde´ malgre´ l’initialisation de la variante B2 parce que le
tableau va eˆtre encore utilise´ pour la sortie finale. On e´vite ainsi un mouvement. Par contre, l’algorithme,
qui travaille au niveau tableaux, ne de´tecte pas que la variante B2 correspond a` une re´plication de B
qui le contient, donc qu’une re´affectation a` B n’occasionnerait en fait aucune communication, et donc la
me´moire correspondant pourrait eˆtre libe´re´e.
Une restriction importante pour que cette me´thode soit applicable est que les placements doivent eˆtre
statiquement connus. Cet aspect est discute´ plus avant a` la section 3.1.1 qui revient sur la conception du
langage HPF et les contraintes souhaitables pour en faciliter a` la fois l’utilisation et la compilation.
Placements des communications hoˆte-acce´le´rateur
Une approche similaire a e´te´ propose´e lors des travaux de the`se de Mehdi Amini pour la compilation des
communications hoˆte-acce´le´rateur de type GPU [3, 4, 5], ou` l’on ge`re un tableau dans deux e´tats, sur
l’hoˆte et sur l’acce´le´rateur suppose´ unique, et ou` l’on cherche a` e´liminer des transferts couˆteux entre les
deux.
L’analogie consiste a` identifier un placement sur l’hoˆte et un sur l’acce´le´rateur. Contrairement a` HPF,
il n’y a pas de points de replacements explicites, mais ceux-ci sont de´rive´s des utilisations effectives des
donne´es place´es par le compilateur soit du coˆte´ de l’acce´le´rateur si un noyau de calcul (nid de boucles)
compatible a e´te´ extrait, soit du coˆte´ de l’hoˆte. Le meilleur point de placement des communications
ne´cessaires est ensuite de´cide´ sur le graphe de flot de controˆle complet, et non pas sur un graphe re´duit
comme dans le cas HPF.
2.2 Micro paralle´lisme
Apre`s des anne´es consacre´es a` l’exploitation d’un macro-paralle´lisme de donne´es sur des multi-processeurs
a` me´moire distribue´e pour en tirer des performances qui restent souvent e´loigne´es des performances creˆtes,
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program remaps
parameter (n=1000)
real, dimension(n,n):: A, B, C
allocatable A, B, C
!hpf$ align with A:: B, C
!hpf$ distribute A(block,block)
allocate A, B, C
read *, B
C = B - 1
!hpf$ realign B(i,*) with A(i,*)
!hpf$ realign C(*,j) with A(*,j)
!hpf$ independent(j, i), new(s)
do j=1, n
do i=1, n
! re´duction sur s
s = 0
do k=1, n
s = s + B(i,k)*C(k,j)
end do
A(i,j) = s
end do
end do
!hpf$ realign with A:: B, C
print *, A-B
end program
program remaps
parameter (n=1000)
real, dimension(n,n):: A, B, C, B2, C2
allocatable A, B, C, B2, C2
!hpf$ align with A:: B, C
!hpf$ align B2(i,*) with A(i,*)
!hpf$ align C2(*,j) with A(*,j)
!hpf$ distribute A(block,block)
allocate B
read *, B
allocate C
C = B - 1
! copies...
allocate B2
B2 = B
! on garde B...
allocate C2
C2 = C
deallocate C
allocate A
!hpf$ independent(j, i), new(s)
do j=1, n
do i=1, n
! re´duction sur s
s = 0
do k=1, n
s = s + B2(i,k)*C2(k,j)
end do
A(i,j) = s
end do
end do
deallocate B2, C2
print *, A-B
deallocate A, B
end program
Figure 2.12 – Traduction des replacements (a` gauche) en simples copies (a` droite)
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l’e´cart pouvant eˆtre attribue´ en partie aux couˆts et a` la complexite´ des communications avec des espoirs
mode´re´s d’ame´liorer significativement l’e´tat de l’art, la proble´matique de l’exe´cution efficace d’un code
sur un simple mono-processeur m’a paru encore plus importante.
Un premier e´le´ment de motivation a e´te´ de constater que le proble`me e´tait (et est toujours) loin d’eˆtre
re´solu. Ajouter quelques parenthe`ses a` une expression dans l’application Onde24 (voir la section 2.2.1)
faisait varier les performances d’un facteur deux, du meˆme ordre de grandeur que le gain atteint avec la
version paralle´lise´e sur re´seau de stations de travail.
Un second e´le´ment e´tait que la compilation de HPF, en particulier ce qui concerne les communications
et l’adressage des donne´es, aboutit a` la ge´ne´ration automatique d’un code qu’en tant que programmeur je
trouvais largement ame´liorable (code invariant dans des boucles, re´duction de force a` appliquer, expres-
sions communes) mais dont les compilateurs n’arrivaient pas a` extraire seuls de bonnes performances.
Ces deux proble`mes ont en commun que l’ame´lioration des performances passe par des techniques
mathe´matiques et de compilation largement connues et de´crites depuis de nombreuses anne´es, mais exploi-
tant des proprie´te´s spe´cifiques des ope´rateurs, comme l’associativite´ et la commutativite´, la distributivite´
permettant la factorisation.
Un point commun avec les travaux pre´ce´dents est que l’ame´lioration des performances s’appuie toujours
sur le paralle´lisme, mais cette fois a` l’inte´rieur du processeur, graˆce a` la disponibilite´ d’unite´s de calculs
multiples et/ou pipeline´es, ainsi que la combinaison de certains ope´rateurs imple´mente´e directement par
le mate´riel.
Mes travaux ont ensuite e´volue´ vers la re´duction de la consommation e´nerge´tique pour les applications
embarque´es, avec la the`se de Youcef Bouchebaba entame´e a` la suite de mon post-doc a` l’IMEC, puis
dans le cadre du projet FREIA focalise´ sur les applications de traitement d’image tournant sur des
petits acce´le´rateurs mate´riels hybrides de type SoC (System on Chip). Ces travaux sont pre´sente´s a` la
section 3.2. Ces dernie`res machines n’excluent cependant pas les performances au sens de la vitesse, ni le
paralle´lisme dans de l’exe´cution des ope´rations.
2.2.1 Onde24, une application simple
L’e´valuation des expressions du code initial et du code ge´ne´re´ automatiquement a pour point de de´part
l’application Onde24 de´veloppe´ par l’IFP (Institut Franc¸ais du Pe´trole). Il s’agit d’un code de ge´ophysique
de moins de 1000 lignes de Fortran 77 qui calcule une propagation d’ondes 2D dans un milieu he´te´roge`ne
avec une me´thode de diffe´rences finies. Les conditions aux limites sont absorbantes sur les bords du
terrain pour mode´liser la propagation dans un espace plus grand que la grille repre´sente´e, re´flexives sur
la frontie`re du haut vers l’atmosphe`re.
Les figures 2.13 et 2.14 illustrent la propagation de l’onde dans un milieu he´te´roge`ne pour la premie`re,
et les mesures re´alise´es par un sismographe pour la seconde. On voit en particulier la re´flexion de l’onde
occasionne´e par la discontinuite´ carre´e du terrain dans le quart en bas a` droite. La technique de calcul a`
base de diffe´rences finies aboutit naturellement a` de simples tableaux bi-dimensionnels qui repre´sentent
directement l’espace du terrain. La figure 2.15 montre la situation ge´ome´trique des donne´es et les diffe´rents
motifs de calculs qui s’appliquent aux les diffe´rentes zones.
2.2.2 Optimisations des expressions
Les travaux de the`se de Julien Zory [87], que j’ai encadre´ et auxquels j’ai participe´, ont principalement
porte´ sur l’optimisation des expressions dans un cadre commutatif et associatif, et plus ge´ne´ralement de
liberte´ de manipulations alge´briques ou` un grand nombre de transformations sont explore´es avec l’objectif
de re´duire les temps d’exe´cution des codes.
Expression de Onde24
La figure 2.16 montre l’expression la plus intensive de l’application Onde24 telle qu’elle apparait dans
le code source. La pression (tableau U) pour le point de l’espace (i,j) au temps suivant kp est calcule´e
en fonction des pressions aux deux temps pre´ce´dents km et kp (espace re´utilise´) au meˆme point, des
pressions voisines au temps pre´ce´dent (de´calages de 1 et 2), et de la vitesse caracte´ristique du milieu au
point conside´re´ (tableau V qui mode´lise le terrain), selon le sche´ma in de la figure 2.15.
Cette expression est inte´ressante a plusieurs titres et a permis a` Julien Zory de tester diffe´rentes
techniques de compilation [88] d’expressions qui ame´liorent les performances :
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Figure 2.13 – Onde24 – Propagation d’ondes 2D
Figure 2.14 – Onde24 – Exemple d’enregistrement par un sismographe
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NP x NP x 2
Space
Time
In Side Border Corner
Source Sismograph
Figure 2.15 – Onde24 – Calculs et zones
DO j = 3, NP-2
DO i = 3, NP-2
U(i,j,kp) =
$ 2*U(i,j,km) - U(i,j,kp)
$ - V(i,j) * ( 60 * U(i,j,km)
$ - 16*(U(i+1,j,km) + U(i-1,j,km)
$ + U(i,j-1,km) + U(i,j+1,km))
$ + U(i+2,j,km) + U(i-2,j,km)
$ + U(i,j-2,km) + U(i,j+2,km))
END DO
END DO
=
60
16
2
V
Figure 2.16 – Onde24 – diffe´rence finie au cœur du domaine
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• elle est tout a` fait repre´sentative de ce que peut produire la discre´tisation d’e´quations physiques
dans un code de calcul ;
• il existe deux factorisations distinctes de l’expression, soit sur V(i,j) comme pre´sente´ dans la
version initiale, soit sur U(i,j,km) apre`s distribution ;
• les additions, dans un contexte associatif-commutatif, permettent d’e´quilibrer ou au contraire de
de´se´quilibrer l’expression, modifiant le paralle´lisme interne et la pression sur les registres ;
• le re´sultat de multiplications est additionne´, ce qui ouvre la voie a` l’utilisation e´ventuelle d’ope´rations
multiply-add combine´es ;
• le programmeur a fait un choix explicite de forme de l’expression sans doute plus guide´ par un
crite`re de lisibilite´ que par une question de performance ou de stabilite´ nume´rique.
A` partir de cette formule il existe 69300 expressions mathe´matiquement e´quivalentes, de´rive´es en
exploitant les proprie´te´s alge´briques des ope´rateurs. Les performances de l’exe´cution effective de ces
expressions, par exemple sur les processeurs IBM Power2, varient du simple au double.
Manipulations d’expressions
Il est possible de reprendre toutes les optimisations de code de´crites dans le Dragon Book de Aho, Sethi
et Ullman (Compiler Principles, Techniques and Tools, Addison-Wesley, 1986) et de les appliquer dans
un contexte de liberte´ alge´brique, voire d’en appliquer d’autres fonde´es sur les proprie´te´s mathe´matiques
des ope´rateurs. Voici un petit catalogue des transformations prises en compte :
substitution en avant (forward substitution) propagation d’une expression dans diffe´rents contextes
ou` elle est utilise´e, pour e´ventuellement ouvrir de nouvelles possibilite´s de factorisation ou de
de´tection d’invariants. Cette transformation fait le contraire de l’atomisation (passage en expres-
sions e´le´mentaires de type code 3-adresses). Elle augmente le nombre d’ope´rations.
t = a+ b
x = t+ c x = a+ b+ c
y = t+ d y = a+ b+ d
e´limination de code mort (dead code elimination)
t = a+ b rien
t n’est pas utilise´ dans la suite
distribution d’une ope´ration sur une autre, la` encore pour mettre a` jour d’e´ventuelles possibilite´s d’op-
timisation. Cette transformation peut augmenter le nombre d’ope´rations.
x(y + z) + yz = xy + xz + yz
simplification d’une ope´ration sur un e´le´ment neutre ou absorbant, ou de toute autre proprie´te´ alge´brique,
comme par exemple :
x− x+ x = x√
x2 = |x|
re´duction de force remplacer des ope´rations couˆteuses par des ope´rations e´ventuellement moins couˆteuses.
3x = x+ x+ x
4x = x << 2 – pour x entier
factorisation d’une expression (contraire de la distribution), e´ventuellement avec la commutativite´ :
yx+ yz + xz = y(x+ z) + xz
xy + xz + yz = y(x+ z) + xz
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Figure 2.17 – Onde24 – Choix des factorisations conduisant aux deux expressions de la figure 2.18
Pour la premie`re, l’e´le´ment commun est pre´sent dans deux sous-expressions.
Pour la seconde, l’e´le´ment commun est dans trois sous-expressions
reconnaissance de FMA (Floating-point Multiply Add) et autres ope´rations combine´es propose´es
par certains processeurs :
ax+ b = fma(a, x, b)
e´quilibrage (balancing) ou de´se´quilibrage de l’arbre repre´sentant une expression en jouant sur l’asso-
ciativite´ et e´ventuellement la commutativite´ :
((a+ b) + c) + d = (a+ b) + (c+ d)
de´placement de code invariant (invariant code motion) hors d’une boucle (peut eˆtre le contraire de
la substitution en avant) :
x = 2d
do i = 1, n do i = 1, n
x = 2d A(i) = x ∗ i
A(i) = x ∗ i
e´limination de sous-expressions communes (common subexpression elimination) pour e´viter de faire
deux fois le calcul d’une ope´ration (peut avoir l’effet inverse de la substitution en avant) :
x = a+ b+ c t = a+ c
y = a+ d+ c x = t+ b
y = t+ d
Il est important de noter que ce petit catalogue comporte des transformations et leurs contraires : la
factorisation a l’effet inverse de la distribution, de meˆme que la de´tection des invariants et des expres-
sions communes vis a` vis de la propagation en avant. Au cours des de´veloppements et des expe´riences, nous
avons re´alise´ qu’une normalisation des expressions e´tait ne´cessaire pour neutraliser les choix e´ventuellement
ope´re´s par le de´veloppeur afin d’en faire peut-eˆtre d’autres. Cette phase de normalisation aboutit a` aug-
menter temporairement le nombre d’ope´rations ne´cessaires, pour de´couvrir de nouvelles opportunite´s
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Figure 2.18 – Onde24 – les deux factorisations possibles de par l’alternative de la figure 2.17
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Figure 2.19 – Optimisation incre´mentale guide´e par des heuristiques
d’optimisation, ou, au pire, retrouver celles qui ont e´te´ de´faites. C’est par exemple le cas avec les deux
factorisations possibles de l’expression principale de Onde24 pre´sente´es aux figures 2.17 et 2.18.
Un autre aspect est que des structures de donne´es doivent eˆtre adapte´es aux ope´rations que l’on
envisage. Il est par exemple utile de repre´senter directement les ope´rations associatives et commutatives en
utilisant des ope´rateurs n-aires plutoˆt que binaires afin d’e´viter des manipulations d’arbres. Ces ope´rateurs
sont repre´sente´s directement dans l’imple´mentation re´alise´e dans PIPS [74] par une liste d’arguments
passe´s aux ope´rations arithme´tiques.
Approche heuristique
La de´marche globale d’optimisation des expressions propose´e au cours des travaux de Julien Zory est
tre`s combinatoire, et nombre des sous-proble`mes aborde´s sont connus comme e´tant NP-complets. De
plus, ces proble`mes the´oriques combinatoires ne sont qu’une approximation de l’objectif re´el qui est de
re´duire le temps d’exe´cution du code : minimiser dans l’absolu le nombre d’ope´rations effectue´es n’est de
ce point de vue en rien la garantie de l’exe´cution la plus rapide. En conse´quence, le re´sultat des travaux
n’e´tait pas une optimisation comple`te et totale, mais plutoˆt une se´rie d’ame´liorations incre´mentales a`
base d’ite´rations guide´es par des heuristiques, illustre´e par la figure 2.19
Le choix de ces heuristiques ne s’est cependant pas fait au hasard : pour profiter du paralle´lisme
interne a` un processeur il faut trouver des ope´rations inde´pendantes les unes des autres, ce qui se traduit
naturellement par une recherche d’e´quilibrage de la forme globale des expressions produites exprime´e par
une simple mesure du centre gravite´ de l’expression (profondeur moyenne ponde´re´e des ope´rations), en
particulier pour la factorisation et la recherche des fma. D’autres fonctions de couˆt sont envisageables,
comme le poids total pour un processeur sans paralle´lisme ou` il faut re´duire le nombre d’ope´rations, ou
la profondeur maximale pour un processeur a` paralle´lisme large (VLIW).
Un point important est que les diffe´rentes transformations de´crites ci-dessus interagissent entre elles.
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Figure 2.20 – Onde24 – quelques choix de multiplications-additions et Mflop/s sur P2SC 595
La version initiale de l’expression atteignait 102 Mflop/s, domaine de taille 800× 800 – hors cache
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Certaines ope´rations en interdiront d’autres ; par exemple l’extraction d’une fma peut empeˆcher la de´tection
d’une expression commune comme dans l’exemple suivant : x = ab+ c; y = ab+d. Il a donc e´te´ ne´cessaire
d’ordonner les diffe´rentes ope´rations d’optimisation de manie`re a` pre´server au mieux l’inte´reˆt des trans-
formations suivantes, en faisant des choix qui leurs sont favorables, et en prenant les de´cisions les plus
importantes au plus toˆt. A` titre d’illustration, le gain potentiel du de´placement de code invariant hors
d’une boucle est d’un ordre de grandeur (n ite´rations de la boucle) au dessus de l’extraction d’une
expression commune qui ne serait pas invariante.
Les re´sultats obtenus ont e´te´ positifs a` double titre :
• une imple´mentation rapide de ces diffe´rentes transformations a pu eˆtre re´alise´e, malgre´ les combina-
toires sous-jacentes explosives, graˆce a` des choix judicieux d’outils (en particulier l’outil CAVEAT
du CEA), d’algorithmes et d’heuristiques ;
• les ame´liorations de performances en temps d’exe´cution des codes traite´s ont e´te´ bonnes a` tre`s
bonnes, quand les codes s’y preˆtaient bien suˆr.
Par contre, la strate´gie d’imple´mentation en partie a` l’exte´rieur de PIPS avec l’outil de re´e´criture CA-
VEAT du CEA ne nous a pas permis de diffuser ce module sous forme de logiciel libre, ni de le maintenir
sur le long terme.
La figure 2.20 montre un petit sous-ensemble de la diversite´ des solutions de factorisation et de
multiplication-addition combine´es possibles avec l’expression principale de l’application Onde24, ainsi
que les performances re´sultantes pour des processeurs Power2 IBM a` l’e´poque.
Notre de´marche est reste´e heuristique dans la mesure ou` nous ne disposons pas de mode`le de perfor-
mance pre´cis et fiable pour les processeurs cibles, et ou` une approche exhaustive et expe´rimentale n’aurait
pas sa place dans un compilateur a` cause de son couˆt prohibitif et ses difficulte´s d’imple´mentation (par
exemple le couˆt d’exe´cution d’une expression peut de´pendre du comportement me´moire qui peut changer
d’une exe´cution a` l’autre si la taille du proble`me change).
2.2.3 Re´duction e´nerge´tique
Le travail de the`se de Youcef Bouchebaba [10, 11, 13, 12, 84, 15, 14] ont e´te´ initie´ a` la suite de mon
post-doc a` l’IMEC pour e´tendre et automatiser les re´sultats obtenus sur la compilation de calculs de
type convolution a` base de motif. Au cours de cette the`se que j’ai encadre´e, Youcef a collabore´ avec moi-
meˆme et Franc¸ois Irigoin. Il s’est focalise´ sur la minimisation des transferts me´moire, qui sont une source
importante de consommation de courant e´lectrique, en prenant en compte les registres, la hie´rarchie de
cache et la me´moire principale. Les applications cibles sont algorithmiquement simples, dans le domaine
du traitement du signal embarque´ : te´le´phones portables, appareils photo et came´ra nume´riques. Elles
consistent en des parcours de tableaux avec des calculs a` base de motifs re´guliers. Les transformations
mises en œuvre sont classiques, principalement :
fusion de boucles successives pour factoriser les espaces d’ite´rations et re´utiliser les donne´es au plus
vite : la gestion des bords pose des difficulte´s particulie`res et induit des conditions supple´mentaires
dans les nouveaux nids de boucles construits ;
pavage multi-niveau pour ge´rer les diffe´rentes me´moires, en partant du ou des ante´me´moires et en allant
jusqu’au niveau des registres ;
de´roulage de boucles pour faire apparaˆıtre explicitement les intersections des motifs de calcul ;
re´-ordonnancement tre`s important des instructions re´sultantes.
Les de´roulage et re´ordonnancement de boucles se nomment parfois dans la litte´rature unroll-and-jam.
Ces diffe´rentes transformations doivent bien suˆr respecter les de´pendances de donne´es de l’application de
manie`re a` assurer la pertinence des calculs effectue´s.
L’accent est mis sur l’allocation et l’adressage des donne´es temporaires utilise´es pour stocker les
re´sultats interme´diares entre les tuiles de calcul. Des petits tableaux interme´diaires sont mis a` jour a`
chaque niveau de boucle. Le dernier niveau me´moire correspond a` une gestion explicite des registres, avec
un glissement des valeurs entre motifs contigus.
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! convolution
INTEGER FUNCTION ma1(x,y,z)
INTEGER x, y, z
ma1 = (68*x + 99*y + 68*z) / (2*68+99)
END FUNCTION ma1
! e´cart maximal
INTEGER FUNCTION ma2(x,y,z,l,m,o,p,q,r)
INTEGER x, y, z, l, m, o, p, q, r
ma2 = MAX(ABS(x-m),ABS(y-m),ABS(z-m),ABS(l-m),
$ ABS(o-m),ABS(p-m),ABS(q-m),ABS(r-m))
END FUNCTION ma2
! inversion
INTEGER FUNCTION ma3(x)
INTEGER x
ma3 = 255-x
END FUNCTION ma3
! seuillage
INTEGER FUNCTION ma4(x,y,z,l,m,o,p,q,r)
INTEGER x, y, z, l, m, o, p, q, r
ma4 = 255
IF (x.GT.m.OR.y.GT.m.OR.z.GT.m.OR.l.GT.m.OR.
$ o.GT.m.OR.p.GT.m.OR.q.GT.m.OR.r.GT.m) THEN
ma4 = 0
END IF
END FUNCTION ma4
! chaı^ne de calcul
SUBROUTINE traite(IN,OUT)
PARAMETER(N=200,M=640)
INTEGER N, M
INTEGER IN(N,M), OUT(N,M), Tem(N,M), Gim(N,M), Cim(N,M), Te2(N,M)
INTEGER i, j
DO i=2, M-1
DO j=1, N
Tem(j,i) = ma1(IN(j,i-1),IN(j,i),IN(j,i+1))
END DO
END DO
DO i=2, M-1
DO j=2, N-2
Gim(j,i) = ma1(Tem(j-1,i),Tem(j,i),Tem(j+1,i))
END DO
END DO
DO i=3, M-2
DO j=3, N-2
Cim(j,i) = ma2(Gim(j-1,i-1),Gim(j,i-1),Gim(j+1,i-1),
$ Gim(j-1,i), Gim(j,i), Gim(j+1,i),
$ Gim(j-1,i+1),Gim(j,i+1),Gim(j+1,i+1))
END DO
END DO
DO i=3, M-2
DO j=3, N-2
Te2(j,i) = ma3(Cim(j,i))
END DO
END DO
DO i=4, M-3
DO j=4, N-3
OUT(j,i) = ma4(Te2(j-1,i-1),Te2(j,i-1),Te2(j+1,i-1),
$ Te2(j-1,i), Te2(j,i), Te2(j+1,i),
$ Te2(j-1,i+1),Te2(j,i+1),Te2(j+1,i+1))
END DO
END DO
END SUBROUTINE traite
PROGRAM cavity
PARAMETER(N=200,M=640)
INTEGER N, M
INTEGER IN(N,M), OUT(N,M)
CALL readimage(IN, ’in/200-640.pgm’ )
CALL Traite(IN, OUT)
CALL writeimage(OUT, ’out/200-640.pgm’ )
END PROGRAM cavity
Figure 2.21 – Application Cavity
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DO i = ...
DO j = ...
A(j,i) = ...
B(j,i) = f(A(j,i),A(j-2,i-2))
END DO
END DO
Figure 2.22 – Exemple avec deux tableaux. . .
live data
Figure 2.23 – Allocation d’un tableau circulaire Figure 2.24 – Donne´es vivantes apre`s un pavage
Les tests effectue´s se sont appuye´s entre autre sur une application de traitement d’image me´dicale pour
de´tecter des cavite´s dans des images obtenues par scanner. Une version en Fortran en est pre´sente´e a`
la figure 2.21. La fusion de tous les nids de boucles permet d’obtenir un seul nid calculant un pixel de
l’image finale a` chaque ite´ration, en combinant tous les calculs interme´diaires.
Les donne´es interme´diaires de niveau cache peuvent eˆtre stocke´es dans un tampon circulaire unique
ou bien dans une se´rie de petites me´moires tampon selon les diffe´rentes dimensions du pavage. Ces deux
solutions sont pre´sente´es pour l’exemple de la figure 2.22, ou` le tableau interme´diaire A est e´liminable,
selon les transformations ope´re´es : dans la figure 2.23, le tableau est simplement remplace´ par un tampon
circulaire. Par contre, dans le cas d’un pavage, la taille ou la structure de ce tampon doit eˆtre adapte´e
comme le montre la figure 2.24.
2.2.4 Traitement d’image embarque´
Le projet ANR FREIA Framework for Embedded Image Applications a regroupe´ le CRI (Centre de re-
cherche en informatique, MINES ParisTech et ARMINES), le CMM (Centre de morphologie mathe´matique,
MINES ParisTech et ARMINES), l’ENST-Bretagne et THALES. L’objectif du projet e´tait de fournir en
environnement de de´veloppement d’applications de traitement d’image pour des acce´le´rateurs mate´riels
embarque´s, allant du langage (une API en C) au ge´ne´rateur de code VLIW pour un processeur SIMD.
Les re´sultats permettent de faciliter le portage d’applications de traitement d’image en temps re´el sur
des acce´le´rateurs de calcul spe´cifiques, a` base de traitement de flux (pipeline vectoriel) ou d’architecture
SIMD, qui sont de plus dynamiquement reconfigurables.
Les enjeux de ces optimisations couvrent a` la fois la vitesse des calculs, le couˆt e´conomique d’une
solution et la consommation e´nerge´tique. Elles ont pour but de permettre de profiter de ces architectures
mate´rielles avec un effort de de´veloppement limite´. Le projet a aborde´ trois aspects :
• la conception d’une API spe´cifique en C pour le traitement d’image afin d’assurer la pe´re´nite´
et la portabilite´ des codes ; la figure 2.25 montre une application utilisant cette API, avec des
initialisations, des entre´es-sorties et des calculs utilisant a` la fois des ope´rateur complexes et basiques
sur des images.
• l’imple´mentation d’applications tests pour valider a` la fois l’API en entre´e et les performances en
sortie ;
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#include <freia.h> // use FREIA user API
int main(void) {
int32_t min, vol; // declarations...
freia_data2d *in = freia_create_data(...); // and similarly od, og
freia_dataio fin, fout; // input & output descriptors
freia_common_open_input(&fin, 0); // idem fdout
freia_common_rx_image(in, &fin); // get input image
freia_aipo_global_min(in, &min); // some computations
freia_aipo_global_vol(in, &vol);
freia_cipo_dilate(od, in, 8, 10); // dilate with 8 neighbors at depth 10
freia_cipo_gradient(og, in, 8, 10); // gradient with 8 neighbors at depth 10
printf("input min=%d vol=%d\n" , min, vol); // show results
freia_common_tx_image(od, &fout); // idem og
freia_common_destruct_data(in); // idem od, og...
freia_common_close_input(&fin); // idem fdout
return 0;
}
Figure 2.25 – ANR999 – une application utilisant l’API FREIA
• la conception d’un environnement de de´veloppement, une chaˆıne de compilation aussi comple`te que
possible pour exe´cuter les applications sur trois types d’acce´le´rateurs diffe´rents.
Ma contribution a concerne´ essentiellement la chaˆıne de compilation globale [69, 70, 9, 71, 72, 73] et
est de´taille´e a` la section 3.2. Je discute e´galement a` la section 3.3.3 des aspects co-conception langage,
compilateur, exe´cutif et mate´riel.
2.3 Autres optimisations
D’autres travaux ont aussi vise´ l’ame´lioration des performances a` prendre cette fois a` un sens plus large
que la re´duction du temps d’exe´cution. Tous ces de´veloppements n’ont he´las pas toujours fait l’objet de
publications, mais ont cependant e´te´ importants pour de´montrer le coˆte´ pratique de certaines me´thodes
d’analyses ou de transformations propose´es par ailleurs.
2.3.1 Manipulations polye´driques
La mise en pratique de me´thodes de calculs polye´driques dans les phases d’analyses (transformers,
pre´conditions, re´gions de tableaux, tests de de´pendances) et de transformations (tuilage, ge´ne´ration de
code de communication pour HPF) dans un prototype de compilateur interproce´dural comme PIPS pose
vite des proble`mes de performance, et une grande attention doit eˆtre porte´e sur l’imple´mentation des
structures de donne´es et des ope´rateurs devant manipuler les polye`dres entiers. J’ai donc e´te´ amene´ a`
intervenir de manie`re fine dans l’imple´mentation de la bibliothe`que line´aire Linear/C3 et indirecte-
ment sur la Polylib utilise´es par PIPS afin de re´duire les temps d’exe´ction et d’ame´liorer la justesse des
re´sultats.
Ame´lioration des calculs sur les polye`dres
Une se´rie d’ame´liorations concerne les ope´rateurs de calculs sur les polye`dres eux-meˆmes. Voici quelques
exemples de ces travaux.
La premier travail effectue´ au cours de ma the`se concernait l’ame´lioration de l’imple´mentation de
l’algorithme de Ancourt et Irigoin row echelon qui ge´ne`re les boucles de parcours de points entiers dans
un polye`dre. Le principe de l’algorithme est de projeter les variables d’ite´ration pour trouver les bornes
de boucles les plus externes, et d’e´liminer les contraintes redondantes en prenant en compte les bornes
des boucles externes en descendant les niveaux de boucles. Les expe´riences ont montre´ que le code
ge´ne´re´ pouvait parfois eˆtre relativement laid et lourd, en particulier parce que des contraintes couˆteuses
(contenant plus de variables et d’ope´rations) e´taient garde´es a` la place de contraintes beaucoup plus
simples. L’algorithme est en effet sensible a` l’ordre dans lequel les contraintes sont e´limine´es. L’ide´e
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naturelle et simple pour ame´liorer le re´sultat a e´te´ de trier les contraintes de manie`re a` essayer d’e´liminer
les contraintes les plus couˆteuses en priorite´, et donc de ge´ne´rer un code plus simple.
Un second travail a e´te´ d’imple´menter une simplification rapide des syste`mes de contraintes pour
certaines ope´rations, au sens de repre´senter un meˆme ensemble avec des e´quations plus simples (moins
de variables et d’ope´rations). Les diffe´rentes ope´rations se passent beaucoup mieux avec des e´galite´s
qu’avec des ine´galite´s qui peuvent induire une explosion exponentielle du nombre de contraintes lors
des projections, par exemple pour l’e´limination de redondance ou bien pour calculer une repre´sentation
par syste`me ge´ne´rateur des polye`dres. En conse´quence, une recherche d’e´galite´, par exemple avec une
de´line´arisation :
an+m = 0 ∧ −a < m < a⇒ n = 0 ∧m = 0
ou` n et m sont des formes line´aires entie`res est toujours profitable.
Le calcul de l’enveloppe convexe de polye`dres est une ope´ration ne´cessaire, fre´quente et particulie`rement
couˆteuse pour les diffe´rentes analyses de PIPS. Cette ope´ration fait en effet appel a` l’algorithme de
Chernikova pour basculer le syste`me de contraintes en syste`me ge´ne´rateur et ope´rer l’union plus sim-
plement sur ce syste`me, puis faire l’ope´ration inverse. De plus, les risques de de´bordements sont e´leve´s
au cours de ces ope´rations, et il est souhaitable de produire une approximation la moins mauvaise pos-
sible lorsque ceux-ci ont lieu. Avec Corinne Ancourt et Franc¸ois Irigoin, diffe´rentes approches ont e´te´
imple´mente´es en de´composant les syste`mes en sous syste`mes orthogonaux. Ainsi on calcule l’enveloppe
convexe (ope´rateur ∨) de deux syste`mes de contraintes en extrayant la partie commune orthogonale P ′
des deux syste`mes :
P1 ∨ P2 = (P ∩X1) ∨ (P ∩X2) = P ′ ∩ ((P ′′ ∩X1) ∨ (P ′′ ∩X2))
En cas de de´bordement au cours de ces calculs, le syste`me P est une approximation de l’enveloppe convexe
de P1 et P2.
2.3.2 Preuve d’effort
Un autre exemple de mon travail dans le domaine de l’optimisation des performances est le de´veloppement
de protocoles cryptographiques de preuve d’effort. Le principe de ces protocoles, introduits par Dwork et
Naor, est celui du  timbre  : pour obtenir un service sur le re´seau, un client doit faire un calcul couˆteux
dont la ve´rification sera tre`s rapide par le fournisseur du service. Il s’agit donc de concevoir des fonctions
particulie`rement dissyme´triques dont les performances ne doivent pas pouvoir eˆtre optimise´es.
La premie`re contribution [40] porte sur des fonctions dont la vitesse est borne´e par les performances
des acce`s me´moire de la machine, et l’analyse des autres propositions effectue´es dans la litte´rature, avec
l’introduction de deux crite`res d’optimalite´ pour comparer ces fonctions. La seconde contribution [55]
est un re´sultat plus the´orique. Il s’agit d’une fonction de preuve d’effort sans interaction directe entre le
demandeur et le fournisseur, pour laquelle la variance de l’effort demande´ est quasi nulle. Le troisie`me
point est le de´veloppement en OpenCL par Etienne Servais [85], e´le`ve du cycle inge´nieur de l’E´cole des
mines, d’un ge´ne´rateur hascash qui lui a permis de prendre le record du plus gros timbre hashcash.
Principe
Le principe des preuves d’effort est qu’un serveur requiert de la part d’un client qui demande un service
un calcul couˆteux pour le client (la re´solution d’un proble`me) mais dont la solution est facile a` ve´rifier,
soit que le serveur lui-meˆme construit le proble`me (re´solution interactive d’un de´fi par le client illustre´
1. request service
3. challenge
7. grant service
5. response
6. verify
4. solve
2. choose
ProviderRequester
Figure 2.26 – Preuve d’effort par de´fi et re´ponse
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Requester Provider
1. compute
2. solve
4. verify
3. send
Figure 2.27 – Preuve d’effort par re´solution et ve´rification
a` la figure 2.26) ou que celui-ci a e´te´ construit par le client en fonction du service demande´ (re´solution-
ve´rification illustre´ a` la figure 2.27). L’objectif de cette preuve d’effort est de limiter la capacite´ d’un
client e´ventuellement mal intentionne´ a` faire des requeˆtes et donc de charger le serveur de demandes qui
compromettent sa disponibilite´. Un exemple d’application qui vient a` l’esprit est la limitation des messages
e´lectroniques pour lutter contre le spam. Ce type d’algorithme est e´galement utilise´ par le syste`me de
monnaie nume´rique Bitcoin (cf pre´sentation sur Wikipedia) pour valider les transactions financie`res.
Hashcash en OpenCL
Hashcash est un standard qui a e´te´ de´veloppe´ pour ge´ne´rer une preuve d’effort par inversion partielle
d’une fonction de hash, en l’occurence SHA1. Le re´sultat de la recherche combinatoire est une chaˆıne de
caracte`re qui de´crit le service demande´, un message envoye´ a` telle date a` telle adresse e´lectronique, et
dont le hash commence par un certain nombre de chiffres binaires a` ze´ro annonce´ a` l’avance. Lors de ses
travaux d’option, Etienne Servais a imple´mente´ une version optimise´e en OpenCL qui a ensuite tourne´ sur
une carte graphique. Il a ainsi e´tabli un nouveau record d’inversion partielle. La preuve d’effort suivante
permet d’envoyer un message a` Calvin le 19 janvier 2038.
1:52:380119:calvin@comics.net:::9B760005E92F0DAE
Son empreinte cryptographique avec SHA1 commence par 52 bits a` ze´ro :
0000000000000756af69e2ffbdb930261873cd71
Ces travaux ont e´te´ pre´sente´s par l’e´le`ve a` une confe´rence [85].
Preuve d’effort borne´e par les performances me´moire
La premie`re ide´e amusante et novatrice – qui n’est pas la mienne, mais qui a e´te´ un moteur de mon inte´reˆt
pour ces travaux – est que l’objectif e´tait de minimiser les performances et non pas de les maximiser
comme c’est le cas d’habitude. La seconde ide´e, qui la` encore n’est pas de moi, est d’e´galiser les capacite´s
des clients en concevant une fonction dont le temps de calcul est borne´ par les acce`s me´moire plutoˆt que
par la vitesse intrinse`que du processeur. En effet, tandis que cette dernie`re valeur e´volue exponentiellement
selon la loi de Moore depuis bientoˆt quarante ans, la premie`re reste limite´e par la propagation des signaux
dans les circuits et e´volue donc beaucoup moins dans le temps.
La technique que j’ai propose´e, de´cline´e en diffe´rentes variantes, entrelace une combinatoire exponen-
tielle a` des acce`s a` un tableau t repre´sentant une fonction ou une permutation ale´atoire. La version a`
base de de´fis est la suivante : le serveur choisit un point de de´part x0 dans un domaine entier de taille 2
n
et effectue ` ite´rations en combinant les re´sultats d’un acce`s au tableau avec des entiers (vi ou wi) choisis
ale´atoirement selon un chemin binaire b dans l’espace des solution e´nume´re´es :
xi = t(xi−1 ⊕ (bi?vi : wi))
et calcule enfin une somme de controˆle peu one´reuse sur le chemin suivi : s = h(x0 . . . x`). A` partir de ce
de´fi, le client doit retrouver connaissant le point de de´part et les entiers perturbateurs vi et wi un chemin
binaire qui donne la meˆme somme de controˆle, en ge´ne´ral le chemin initial si la somme de controˆle est
de taille suffisante. Le couˆt de la recherche pour le client correspond au nombre de chemins explore´s.
Il est de l’ordre de 2`, alors que la ve´rification peut eˆtre faite en recalculant directement la somme de
controˆle a` partir du chemin binaire propose´ par le client, avec un couˆt de l’ordre de `. Le travail du client
est donc exponentiel par rapport a` celui du serveur, ce qui est optimal. Un point clef est que les acce`s
de tableaux induisent des de´fauts de cache, ce qui repose sur le fait que le comportement des ite´rations
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est suffisament impre´visible pour rendre inefficace des techniques de pre-fetching : la formule ite´rative
ne doit pas permettre de savoir quel e´le´ment va eˆtre utile avant d’avoir effectue´ le calcul de l’ite´ration
pre´ce´dente.
Paralle´lisation d’une preuve d’effort
Un autre aspect inte´ressant de ces travaux a e´te´ l’analyse des performances de la recherche de solutions
pour n’importe quelle technique de preuve d’effort. Les travaux pre´ce´dents se fondaient sur une limitation
des performances par la me´moire : en regardant de plus pre`s les argumentations de´veloppe´es, il apparais-
sait que, dans l’esprit des auteurs, il s’agissait d’une limitation par la latence, en s’appuyant sur le fait
que les calculs ite´ratifs utilisaient des donne´es de´pendantes les unes des autres via des acce`s de tableaux.
La chaˆıne de ces de´pendances devant eˆtre respecte´e, le temps de calcul est donc borne´ par la latence de
la me´moire.
Le raisonnement est bien suˆr correct, sauf sur un point : si une recherche pour un essai est en effet
borne´e infe´rieurement par la latence, rien n’empeˆche de faire d’autres essais de manie`re simultane´e. En
d’autres termes, il s’agit de paralle´liser la recherche de solutions du client pour buter non pas sur la latence
me´moire, mais sur la bande passante de celle-ci. Cette recherche simultane´e est force´ment possible car le
principe de la preuve d’effort est d’avoir une dissyme´trie entre la recherche et la ve´rification rapide.
Cet argument de paralle´lisation de la recherche diminue he´las l’inte´reˆt de la limitation par la perfor-
mance de la me´moire de ces fonctions de preuves d’effort. En effet, si la latence me´moire e´volue peu d’une
machine a` l’autre, la bande passante e´volue elle beaucoup plus. Des machines plus che`res proposent des
bus plus larges et permettent le transfert de volumes plus important par unite´ de temps.
E´tude de la variance des preuves d’effort
Dans l’e´tude de ces protocoles et fonctions de preuve d’effort, un point particulier a e´veille´ ma curiosite´ :
celui de la variance de l’effort de la recherche de solution du coˆte´ du demandeur, pour les protocoles de
type re´solution et ve´rification.
Dans les protocoles de type de´fi et re´ponse, il y a une interaction directe entre le fournisseur et le
demandeur de service, ce qui permet au fournisseur de choisir un proble`me dans un ensemble fini, d’en
calculer une proprie´te´, et d’obliger le demandeur a` retrouver cet e´le´ment particulier de l’ensemble en
question. L’effort du demandeur est alors naturellement borne´ supe´rieurement par la taille de l’espace de
recherche.
Par contre, les protocoles de type re´solution et ve´rification ne supposent aucun e´change entre le de-
mandeur et le fournisseur. Le demandeur doit donc lui-meˆme se poser un proble`me et en trouver une
solution. La solution couramment adopte´e consiste a` lier le proble`me a` la description textuelle du service
requis, par exemple envoyer un mail a` Calvin le 20 mars 2013, et a` chercher une inversion partielle d’une
fonction de hachage applique´e a` cette description et un compteur i :
h(description:i) mod N = 0
La description et la valeur du compteur trouve´e est envoye´e au fournisseur qui pourra aise´ment ve´rifier
la proprie´te´. En supposant que la fonction de hachage h se comporte comme une fonction ale´atoire, le
nombre d’ite´ration moyen de cette recherche est N , de meˆme que sa variance, et la recherche n’est pas
borne´e. La re´partition ge´ome´trique des succe`s de la recherche implique des recherches malchanceuses. Par
exemple, 2% des recherches requie`rent plus de quatre fois la moyenne (e−4 ≈ 0.02).
La question que je me suis pose´e est donc de savoir si il e´tait possible d’imaginer une fonction
inte´ressante de recherche borne´e dans ce type de protocoles de preuve d’effort. La litte´rature offre une
seule fonction borne´e qui consiste en une simple formule : le demandeur doit calculer une racine carre´e, qui
est ve´rifie´e par le fournisseur en calculant le produit. L’effort induit par cette technique n’est cependant
pas optimal, contrairement a` la me´thode pre´ce´dente, mais reste inte´ressant.
La nouvelle technique de preuve d’effort introduite pour re´soudre cette question est base´e sur un arbre
de Merkle, i.e. un binaire arbre de hachage. L’ide´e est d’obliger le demandeur du service a` calculer
probablement 90% de cet arbre, alors que le fournisseur n’a qu’une ve´rification tre`s partielle a` faire. Le
demandeur se´lectionne une petite partie des feuilles de l’arbre pour les envoyer, avec en plus des hash
interme´diaires ne´cessaires a` la ve´rification du calcul, comme illustre´ par la figure 2.28. Le couˆt de la
ve´rification pour le receveur est de l’ordre de grandeur du nombre de feuilles se´lectionne´es. Un nombre
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Figure 2.28 – Arbre de Merkle pour preuve d’effort
faible de feuilles se´lectionne´es pseudo ale´atoirement de manie`re non pre´visible par le demandeur assure
que celui-ci doit avoir calcule´ l’essentiel de l’arbre pour passer la ve´rification. Pour que la se´lection a`
ope´rer ne puisse eˆtre connue a` l’avance – sinon il serait facile de produire un arbre partiel en calculant
uniquement les feuilles demande´es – celle-ci est base´e sur une suite pseudo-ale´atoire initialise´e a` partir
du hash a` la racine de l’arbre, de manie`re a` de´pendre du calcul complet de celui-ci.
2.3.3 Comparaison de relations a` distance
Un dernier exemple d’optimisation paralle`le concerne la conception et l’imple´mentation d’un algorithme
de comparaison de tables dans une base de donne´es relationnelle a` distance, par exemple pour resyn-
chroniser des donne´es lors de la rupture d’une synchronisation [58, 62]. L’ide´e est de minimiser les com-
munications en construisant un arbre re´sumant le hachage de la table entie`re (hash-tree) illustre´ a` la
figure 2.29. L’algorithme compare ensuite les sommes de controˆle a` partir de la racine, et redescend les
branches jusqu’a` identifier les tuples diffe´rents. La contribution principale est l’utilisation d’un hachage
additionnel pour identifier les clefs primaires et regrouper des tuples de manie`re uniforme et de´terministe.
L’imple´mentation disponible sous la forme du logiciel libre pg comparator [36]. Elle permet de comparer
et synchroniser les contenus de relations dans des bases de donne´es PostgreSQL, MySQL et SQLite.
b
b
b
b
b
b
b
id val
id val
K − tuple key
V − tuple value
b − block size
id − key checksum
val − tuple checksum
id val
...V K id val
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
TT T1T0 2
K
........
Td........
Figure 2.29 – Construction d’un arbre de hachage sur une relation
2.4 Conclusion
Ce chapitre a pre´sente´ nos contributions dans le domaine de la performance, c’est a` dire de l’optimisation
(minimisation ou parfois maximisation) d’un crite`re mesurable (en ge´ne´ral le temps, e´ventuellement
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l’e´nergie ou les communications) dans l’exe´cution d’un code de calcul intensif. Ces contributions font
porter l’effort sur le compilateur par des analyses statiques et de la ge´ne´ration de code adapte´e a` la cible,
mais sont aussi algorithmiques.
Les premiers re´sultats portent sur la compilation du langage HPF, qui visait a` permettre de programmer
les supercalculateurs a` me´moire distribue´e de manie`re simple et efficace en e´tendant un langage se´quentiel
avec des directives qui pre´cisent le paralle´lisme et le placement des donne´es. La principale contribution
est l’application de me´thodes polye´driques pour assurer la ge´ne´ration des communications. Malgre´ les
me´thodes de compilation propose´es par les chercheurs, ce langage ne sera pas un succe`s, les performances
apporte´es par les compilateurs n’e´tant pas a` la hauteur des espe´rances. Les raisons de cet e´chec sont
analyse´es au prochain chapitre.
La seconde partie concerne l’optimisation alge´brique des expressions flottantes ou entie`res, avec la
The`se de Julien Zory. Elle a e´te´ motive´e par nos re´sultats sur HPF, en particulier la ne´cessite´ d’ame´liorer
les codes de communication, mais aussi les formules calcule´es par l’application. En effet, le couˆt des
super-calculateurs e´tant tre`s e´leve´, et leur programmation paralle`le difficile, il est important d’exploiter
au mieux les capacite´s de chaque processeur disponible. Nos re´sultats ont montre´ le potentiel de ces
optimisations agressives. Les me´thodes propose´es fonctionnent en exploitant au mieux le paralle´lisme
interne des processeurs et en limitant la pression sur les registres. Il est possible d’e´tendre ce type d’ap-
proche a` d’autres domaines, par exemple celui des re`gles de filtrage des parefeu, ou encore les applications
embarque´es de traitement d’image discute´es ci-apre`s.
La troisie`me partie de nos contributions concerne le monde des applications embarque´es, pour des
applications de traitement du signal et de traitement d’image. Dans ce contexte particulier, le soucis de
vitesse est module´ par la limitation de l’e´nergie utilise´e, en particulier dans des contextes ou` l’appareil
est alimente´ par une batterie. Le travail de la the`se Youcef Bouchebaba porte sur la ge´ne´ration de code
prenant en compte comple`tement la hie´rarchie me´moire. Plus re´cemment mon travail au sein du projet
FREIA s’est focalise´ sur le placement d’applications de traitement d’image sur des acce´le´rateurs spe´cialise´s
en manipulant directement les expressions de calcul. Une partie du projet de recherche pre´sente´ au dernier
chapitre propose de poursuivre cette voie : il s’agit d’ajuster un processus de compilation a` un domaine
d’application particulier pour tirer un meilleur profit des cibles mate´rielles, sans pour autant devoir se
re´soudre a` une programmation manuelle.
Les dernie`res contributions pre´sente´es sont plus diverses et opportunistiques, souvent lie´es a` mes do-
maines d’enseignement, mais restent lie´es a` l’optimisation des performances et a` paralle´lisation. Il s’agit
de simplification de syste`mes line´aires utilise´s par PIPS pour des analyses (transformers, pre´conditions,
re´gions de tableau) et la ge´ne´ration de codes (communications HPF), afin de re´duire les couˆts des
ope´rations. Mes contributions sur les fonctions cryptographiques de preuve d’effort visent a` maximi-
ser le temps d’e´xe´cution, et discutent les possibilite´s de paralle´lisation de ces fonctions. L’algorithme de
comparaison de donne´es relationnelles re´duit les communications en calculant des re´sume´s hie´rarchiques.
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Chapitre 3
E´le´gance
Qualite´ esthe´tique qu’on reconnaˆıt a` certaines formes na-
turelles ou cre´e´es par l’homme dont la perfection est faite
de graˆce et de simplicite´.
(dictionnaire Le Petit Robert)
Le second volet de cette pre´sentation aborde une dimension plus esthe´tique. En plus d’aller vite, on
souhaite que les solutions propose´es ou leur preuves soient simples, ge´ne´rales, comple`tes, optimales, en
un mot si possible e´le´gantes. E´videmment, ce n’est pas parce qu’on vise un objectif que celui-ci est
ne´cessairement atteint.
Nous discutons d’abord a` la section 3.1 de la spe´cification du langage HPF et de nos contributions
a` celle-ci, puis des raisons qui ont conduit a` l’e´chec du langage, en illustrant les difficulte´s a` l’aide
de l’application Onde24 de´ja` de´crite au chapitre pre´ce´dent. La section 3.2 discute du de´veloppement
ambitieux de strate´gies globales de compilation, a` la fois dans le cadre du projet FREIA et dans celui des
travaux des the`ses que j’ai encadre´es et auxquels j’ai participe´. La section 3.3 de´crit ensuite nos tentatives
pragmatiques de changer l’approche usuelle de certains proble`mes combinatoires ou simplement complexes
d’un point de vue inge´nierie et reque´rant ne´anmoins une re´ponse effective. Enfin, la section E´vidences 3.4
discute la constructions de certaines preuves.
3.1 HPF grandeurs et de´cadences
Lorsque HPF paraˆıt, la famille du calcul scientifique applaudit a` grand cri ce nouveau langage qui va
permettre de de´velopper des codes portables et ne´anmoins performants sur des machines a` me´moire
distribue´e. Cependant, comme nous l’avons de´ja` indique´ section 2.1.2, ce langage est un langage de comite´
ou` les ne´gociations sont dures et les de´cisions prises a` la majorite´, quelles que soient les contradictions
entre les diffe´rentes de´cisions.
Deux camps se sont affronte´s. D’un coˆte´ les utilisateurs souhaitaient que toutes les applications rentrent
dans un langage ou` le compilateur s’occupera de tout, en compilation se´pare´e, et avec le maximum
d’aspects de´finissables a` l’exe´cution. De plus, dans un marche´ tre`s he´te´roge`ne, ils souhaitent ne pas
perdre leur investissements logiciels si ceux-ci ne sont pas portables d’une machine a` l’autre. De l’autre
les de´veloppeurs de machines et de compilateurs essayaient de restreindre le plus possible, avec parfois une
certaine na¨ıvete´ sur des points clefs inutilement contraints et un manque d’imagination, ce point e´tant
illustre´ ci-apre`s par la question des de´clarations explicites des bords de tableau a` allouer localement.
Le langage obtenu est un mauvais compromis, qui ne satisfera ni les uns ni les autres. Il est difficilement
compilable car au dela` de l’e´tat de l’art, il ne fournit pas suffisamment d’informations statiques au
compilateur pour faire un bon travail. Il ne convient malgre´ tout pas a` des applications tre`s simples.
Il n’est pas suˆr qu’un bon compromis existait et aurait permis d’aboutir a` un langage a` l’objectif tre`s
ambitieux : permettre la portabilite´ en performance sur diffe´rents super-calculateurs paralle`les a` me´moire
distribue´e avec un mode`le de programmation a` fil unique d’exe´cution (single thread) et une vision unifie´e
de la me´moire. Il est certain que l’e´tat atteint n’e´tait pas optimal, comme nous allons le montrer dans
33
34 CHAPITRE 3. E´LE´GANCE
les deux prochaines sections. Un article de Ken Kennedy, Charles Koelbel et Hans Zima (The Rise
and Fall of High Performance Fortran: an Historical Object Lesson, 3rd ACM conference on History of
Programming Languages, 2007) discute, vu de ces acteurs tre`s implique´s, les cinq raisons de l’e´chec du
langage : l’immaturite´ des compilateurs qui conduit a` de mauvaises performances, le manque d’expressivite´
du placement des donne´es, des imple´mentations incompatibles au moins au plan performance, le manque
d’outils, l’impatience de la communaute´. Pour tous ces diffe´rents proble`mes, les auteurs sugge`rent qu’un
investissement fe´de´ral massif aurait pu apporter des solutions. Je donne ici ma propre analyse de cet
e´chec qui diffe`re en partie de cette vue.
3.1.1 Retours sur la conception de HPF
Dans cette empoignade, j’ai milite´ a` distance en intervenant sur les listes de discussions, avec un succe`s
limite´, pour une de´finition statique de HPF qui permette au compilateur de profiter du maximum d’in-
formations disponibles, sans pour autant contraindre inutilement les possibilite´s d’expression offertes au
programmeur. Dans un secteur moins essentiel mais cependant esthe´tiquement important, j’ai essaye´ de
contribuer a` cre´er un langage homoge`ne, orthogonal et complet. Cette vue est de´fendue dans un ar-
ticle [26]. HPF, s’il avait e´te´ un succe`s, aurait e´te´ un tre`s de´licat point d’e´quilibre entre expressivite´ pour
les utilisateurs et imple´mentabilite´ par les fournisseurs.
Assume vs Inherit
Un premier exemple de complication vient des parame`tres de fonctions lorsque ceux-ci sont distribue´s.
Dans un souci de comple´tude, la de´finition de HPF comprends une directive INHERIT qui exprime que le
placement d’un tableau est a` prendre tel qu’il est : le compilateur ne dispose d’aucune information et
doit se de´brouiller pour ge´ne´rer un code correct a` de´faut d’un code performant.
Outre le fait que cette directive ne sert a` rien pour l’aspect  Haute Performance  de HPF et qu’elle
complique se´rieusement la taˆche du compilateur et de l’environnement d’exe´cution, il n’y a aucun moyen
en HPF de donner au compilateur l’information qui permettrait par exemple de de´river des variantes
efficaces pour diffe´rents contextes de placement des tableaux passe´s a` la routine.
Une difficulte´ de la compilation de HPF est lie´e a` ce placement he´rite´. C’est a` la fonction appele´e,
qui n’a pas d’information sur ce qui lui arrive (inherit indique fondamentalement que l’environnement
d’exe´cution doit ge´rer n’importe quel placement), de s’arranger avec le placement des parame`tres, dans
un contexte de compilation se´pare´e. Une meilleure approche aurait au contraire e´te´ que cela soit du
ressort de l’appelant, puisqu’il dispose a` la fois de l’information sur le placement des arguments et sur
le placement attendu par la fonction via une de´claration de prototype. Cependant, le langage HPF ne
reque´rait pas de de´claration de placement dans l’interface des routines.
Pour renforcer les informations donne´es au compilateur et potentiellement remplacer ce placement
he´rite´ au profit de placements prescriptifs ou descriptifs dans un contexte de compilation se´pare´e, nous
avons propose´ [76] une directive ASSUME pour de´clarer au compilateur les diffe´rents contextes de place-
ments et lui permettre de ge´ne´rer du code optimise´ spe´cifiquement pour ces contextes.
subroutine matmul(A, B, C)
real, dimension(:,:):: A, B, C
!hpf$ ASSUME
!hpf$ ALIGN WITH A:: B, C
!hpf$ DISTRIBUTE A(BLOCK, BLOCK)
!hpf$ OR
!hpf$ ALIGN WITH A:: B, C
!hpf$ DISTRIBUTE A(*, BLOCK)
!hpf$ OR
!hpf$ ALIGN WITH A:: B, C
!hpf$ DISTRIBUTE A(BLOCK, *)
!hpf$ OR
!hpf$ NOTHING
!hpf$ END ASSUME
...
end subroutine
3.1. HPF GRANDEURS ET DE´CADENCES 35
!hpf$ independent
do i=1, n
!hpf$ new
x = A(i)
B(i) = x + x*x
!hpf$ reduction
s = s + x
end do
!hpf$ independent(i), new(x), reduction(s)
do i=1, n
x = A(i)
B(i) = x + x*x
s = s + x
end do
Figure 3.1 – Styles de directives interne et externe
Dans l’exemple ci-dessus, une fonction peut avoir trois types de placements pour ses parame`tres tableaux,
ou aucun, de´crivant ainsi des donne´es potentiellement locales pour des tableaux non distribue´s.
En sus de cet ajout, nous avons de´cri une technique pour traduire simplement un programme utilisant
cette directive en un programme a` placement statique et unique e´quivalent. Elle consiste a` cloner la
routine en autant d’exemplaires que de placements particuliers de´clare´s. Malgre´ ses qualite´s pratiques,
cette proposition n’a pas suscite´ l’adhe´sion du forum et il l’a rejete´e. Pourtant, des approches qui offrent
un maximum d’information statique au compilateur auraient pu aider HPF a` atteindre les hautes perfor-
mances vise´es.
Replacements statiques
Une autre erreur de conception qui a empeˆche´ l’utilisation de HPF pour certaines applications a e´te´ la
de´cision de retrait en 1996 du cœur du langage HPF 2.0 des replacements, devenus de simples extensions
approuve´es, ce qui correspondait a` un enterrement de premie`re classe.
L’argument principal de ce retrait e´tait la difficulte´ – re´elle – de compiler des replacements dans leur
de´finition ge´ne´rale. En effet, les directives de replacement pouvant eˆtre place´e a` n’importe quel point de
l’exe´cution du programme, un tableau pouvait avoir en un point donne´ des placements diffe´rents selon le
flot suivi par l’exe´cution, ce qui compliquait singulie`rement la taˆche du compilateur.
En analysant mieux le proble`me sous l’angle de la compilation d’une part, et sous l’angle des applica-
tions d’autre part, il apparaˆıt [31] que ces cas correspondent plus a` des bugs qu’a` des exemples pertinents,
et auraient duˆ eˆtre rapporte´s comme tels a` l’utilisateur, sans meˆme tenter une compilation de toute fac¸on
inefficace. En conse´quence, la solution simple que nous avons propose´e est plutoˆt d’ajouter la contrainte
que le placement des tableaux doit eˆtre connu directement et statiquement dans le programme, a` la fois
au niveau des appels de routine et a` l’inte´rieur d’une routine, au moyen d’une simple analyse structurelle
du code. Sous cette condition, nous avons montre´ que les replacements peuvent eˆtre compile´s efficacement
en e´tant traduits sous une forme statique avec de simples copies entre des tableaux (section 2.1.5). Par
ailleurs, notre me´thode permet de de´tecter facilement des opportunite´s d’optimisation supple´mentaires,
comme par exemple conserver un tableau sous plusieurs formes distribue´es s’il n’est utilise´ qu’en lecture
dans l’application.
Le re´sultat de cet e´pisode est qu’un aspect utile du langage, les replacements, pertinents par exemple
pour une simple multiplication de matrice, et tout a` fait compilable, a e´te´ sorti de HPF.
De´claration des re´ductions
Un exemple personnel de contribution a` la de´finition syntaxique du langage HPF a e´te´ l’homoge´ne´isation
du style des directives de de´claration de proprie´te´s sur les variables scalaires d’une boucle. Mon analyse [26]
n’a cependant pas suscite´ une adhe´sion totale.
HPF 1.0 a pre´vu une directive NEW(...) associe´e a` la de´claration d’inde´pendance des ite´rations d’une
boucle qui permet de pre´ciser le traitement d’un scalaire a` l’inte´rieur de cette boucle. Lors des discussions
sur HPF 2.0, il e´tait propose´ une nouvelle directive REDUCTION permettant de de´clarer une telle se´mantique
sur une ope´ration dans une boucle, dans un style interne.
Cependant, une analyse plus pre´cise montre que le traitement re´ellement souhaite´ est identique a` celui
des variables prive´es aux ite´rations, et qu’il n’y a pas de raison de diffe´rencier les syntaxes. De plus, on
se rend compte que deux styles (figure 3.1) homoge`nes permettent de spe´cifier des proprie´te´s sur des
variables, soit en pre´cisant l’instruction par un commentaire, soit en pre´cisant les variables concerne´es
pour une zone donne´e.
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Il s’ave`re que ces de´clarations de proprie´te´s sont utiles non seulement pour des boucles, mais e´galement
pour des se´quences hors de toute boucle. Elles permettent par exemple de pre´ciser le caracte`re prive´ de
certains scalaires pour des calculs aux coins d’un domaine sur une me´thode de diffe´rences finies. Il y a
donc besoin d’une directive qui permette de de´finir la porte´e de ce genre de directive. Une telle directive a
fini comme simple extension approuve´e dans la de´finition de HPF 2.0 malgre´ son caracte`re indispensable
a` des codes re´alistes.
De´claration des bordures
Un dernier exemple des errements des discussions sur la de´finition du langage HPF est la proposition de
de´claration explicite des ombrages (shadow width) ou bordures des tableaux. Ces zones permettent de
stocker la copie des donne´es des processeurs voisins lorsque celles-ci sont ne´cessaires a` un calcul. Elles
simplifient grandement l’adressage des e´le´ments distants re´cupe´re´s via des communications en les unifiant
au stockage des e´le´ments locaux.
Parce que les de´veloppeurs des compilateurs ne savaient pas comment calculer ces bordures dans le
cadre d’une compilation se´pare´e, il e´tait propose´ de rajouter une syntaxe permettant leur de´claration
explicite. Afin de tenter de couper court a` cette approche, j’avais de´crit [27, 25] comment calculer cette
information au lancement du programme. La technique s’appuie sur des fonctions simples de support
ge´ne´re´es a` la compilation, et qui permettent de re´soudre dynamiquement l’e´quation du calcul de cette
bordure en propageant les informations dans l’arbre d’appel. Cette technique convient tre`s bien a` un
cadre de compilation se´pare´e, mais n’a cependant pas re´ussi a` dissuader le comite´ d’inclure l’extension
SHADOW dans la de´finition de HPF 2.0.
3.1.2 Analyse de l’e´chec de HPF
La fin de mes travaux de the`se a co¨ıncide´ avec la de´finition de HPF 2.0, dernie`re tentative du forum pour
sauver HPF, en limitant les aspects du langage d’une part pour aider les imple´menteurs, et en l’e´tendant
d’autre part pour satisfaire les besoins pressants des utilisateurs, en particulier dans le domaine des calculs
irre´guliers comme ceux des me´thodes a` base d’e´le´ments finis. Les compilateurs HPF ne de´livraient pas
les performances attendues. La seule fac¸on d’obtenir des performances correctes sur les calculateurs a`
me´moire distribue´e semble alors d’optimiser a` la main les codes et les communications. Par ailleurs, la
sante´ e´conomique chancelante des diffe´rents acteurs allait bientoˆt se concre´tiser par une se´rie de faillites
et de rachats. En bref, les choses n’allaient pas tre`s bien.
L’alternative a` HPF dans le domaine des machines paralle`les a` me´moire distribue´e reste le passage
de message programme´ manuellement, avec la bibliothe`que de gestion explicite des communications MPI
(Message Passing Interface). A` de´faut d’offrir une facilite´ de programmation, ces bibliothe`ques permettent
d’obtenir de bonnes performances, tout en restant portable, meˆme si la portabilite´ des performances est
encore une autre question. Par ailleurs, au niveau des machines a` me´moire partage´e, ou` la proble´matique
de l’adressage et du partage de la me´moire est a` la charge du mate´riel et du syste`me d’exploitation, il
faut profiter du paralle´lisme interne de haut niveau des processeurs (hyper threading, multi-core). Pour
cela, le standard OpenMP (Open Multi-Processing) permet au de´veloppeur de controˆler le paralle´lisme
de taˆche ou de donne´es et les synchronisations, la` encore de manie`re standardise´e.
Je commenc¸ai a` ce moment a` travailler avec Julien Zory [87], qui se consacrait entre autre au test en
HPF de l’application Onde24 de l’IFP (Institut franc¸ais du pe´trole) de´ja` pre´sente´e a` la section 2.2.1. Le
portage et l’exe´cution de Onde24 e´tait effectue´ sur plusieurs compilateurs et architectures : le compilateur
HPF de IBM pour SP2, le compilateur Adaptor de Thomas Brandes (membre de mon jury de the`se, et
avec qui Julien avait travaille´ en DEA), et enfin mon propre prototype de compilateur HPF. Ce code
est l’exemple meˆme d’un petit code re´aliste et ne´anmoins trivialement paralle`le : il comprend quelques
entre´es-sorties et fait des ope´rations simples sur de larges matrices avec des acce`s aux voisinages. Aucune
technique avance´e n’est normalement ne´cessaire a` sa compilation. Les efforts qu’a duˆ de´ployer Julien pour
obtenir des temps d’exe´cution proches des performances attendues sur la machine e´taient sans proportion
par rapport a` la taille et a` la simplicite´ du code.
Les points d’achoppement comprenaient :
• l’utilisation de vecteurs temporaires pour les calculs sur les bords, qui doivent eˆtre multiplie´s en
versions Ouest, Sud et Est et place´s inde´pendemment, comme illustre´ a` la figure 3.2 en orange ;
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Figure 3.2 – Onde24 – Placements HPF
• les entre´es-sorties re´alise´es a` l’inte´rieur d’une boucle, qui ne´cessitent soit une analyse de re´gion de
tableau, soit une re´e´criture sous forme de boucle implicite ou de notation de tableau ;
• les calculs aux quatre coins du domaines qui impliquent des de´clarations de variables prive´es hors
de toute boucle ;
• la pre´sence de re´ductions qui n’est pas supporte´es par tous les compilateurs.
Bref, beaucoup d’efforts pour des re´sultats somme toute me´diocres, malgre´ des connaissances et un
support avance´ dans le domaine de la compilation, ce qui augurait mal de l’utilisation de HPF dans un
milieu industriel moins pointu. Les compilateurs HPF ne tenait simplement pas les promesses du langage.
Le compromis essentiel de´ja` de´crit entre expressivite´ et performance induit des conse´quences impor-
tantes sur le de´veloppement des compilateurs. En effet, un compilateur se doit d’abord de ge´ne´rer un
code correct qui respecte la se´mantique du langage. Pour HPF, cela implique la compilation de Fortran 90
complet, sur lequel s’appuie la spe´cification, dans un contexte ou` les tableaux de l’application peuvent
eˆtre distribue´s n’importe ou` sur une machine paralle`le. Les performances ne viennent que dans un se-
cond temps. Pour un petit marche´ comme celui du calcul scientifique, avec quelques (grosses) machines,
quelques de´veloppeurs, quelques chercheurs, et quelques applications clefs, le couˆt e´tait excessif.
Les espoirs sous-jacents de l’approche e´taient que le de´veloppement des compilateurs serait un succe`s.
Un code scientifique initialement de´veloppe´ dans un cadre se´quentiel serait adaptable facilement et ef-
ficacement a` HPF au moyen de quelques directives ajoute´es c¸a et la`, qui conviendraient a` toutes les
imple´mentations, les compilateurs tous performants e´tant plus ou moins interchangeables.
L’approche re´aliste aurait e´te´ de de´cider tre`s rapidement qu’un code HPF e´tait force´ment un code
spe´cial, qui vise des performances exceptionnelles sur un mate´riel exceptionnel, et qu’il demandera des
efforts particuliers pour les de´veloppeurs de l’application. La performance e´tait la seule raison d’eˆtre de
ces machines et du langage. De plus, il fallait aider les imple´menteurs des compilateurs du langage en leur
donnat un objectif atteignable. Dans ce cadre, ce qui importait n’e´tait pas qu’un code Fortran quelconque
puisse eˆtre accepte´ par un compilateur HPF, mais plutoˆt qu’un code HPF de´veloppe´ exceptionnellement
puisse aussi fonctionner dans un cadre se´quentiel classique. Donc que HPF soit dans Fortran, et non pas
que tout Fortran soit dans HPF.
En terme de strate´gie de de´veloppement du langage, il aurait donc e´te´ pertinent de commencer modes-
tement, et d’ajouter a` l’ambition au fur et a` mesure que les techniques de compilations s’ame´lioraient, en
suivant de pre`s la recherche, au lieu de poser des de´fis inaccessibles en de´finissant un langage limite´ en
informations statiques disponibles pour la compilation, mais exigeant en re´sultat sur les performances.
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E´videmment, il est facile de dire tout cela apre`s coup. De plus, meˆme si ces magnifiques conseils avaient
e´te´ suivis, leur re´alisme technique n’aurait en rien garanti le succe`s de HPF : ce possible de´crit ci-dessus
n’aurait sans doute pas e´te´ suffisant du point de vue des utilisateurs pour assurer la pe´rennite´ et la
profitabilite´ des investissements ne´cessaires dans des applications de´veloppe´es spe´cifiquement.
3.2 Strate´gies de compilation
Cette section illustre le de´veloppement d’une chaˆıne comple`te de compilation, en s’appuyant sur une
strate´gie globale qui enchaˆıne diffe´rentes techniques. L’originalite´ n’est pas dans les me´thodes particulie`res
utilise´es, qui sont en ge´ne´ral classiques et pas ne´cessairement optimales, mais au contraire dans la se´lection
de me´thodes simples et leurs mises en œuvre ensembles de manie`re cohe´rente pour atteindre un objectif
ambitieux. Il s’agit de trouver une solution simple et pratique, si possible e´le´gante, a` un proble`me de
compilation global et complexe.
3.2.1 Compilation FREIA
L’environnement logiciel de portage et d’optimisation des applications du projet FREIA introduit a` la
section 2.2.4 a le double objectif d’obtenir de tre`s bonnes performances mais aussi de de´velopper le
compilateur avec un investissement logiciel faible. La chaˆıne de compilation de´veloppe´e est de´compose´e
en trois phases de´taille´es a` la figure 3.3 :
pre´paration du code : a` partir du source de l’application, les fonctions de haut niveau de l’API sont
expanse´es, les constantes propage´es, les boucles de´roule´es, le code simplifie´, de manie`re a` obtenir
des blocs de base contenant des longues se´quences d’ope´rations de base sur des images. La figure 3.4
montre le re´sultat de cette phase sur l’exemple de la figure 2.25 : apre`s inlining et simplifications,
il ne reste plus que des ope´rateurs de base (AIPO) dans une seule se´quence.
optimisation des expressions : a` partir des se´quences d’ope´rations images, on construit et optimise
les expressions de calculs sur images, sous la forme de DAG (graphes oriente´s acycliques). Le DAG
extrait de l’application apre`s pre´-traitement est expose´ a` la figure 3.5. La version optimise´e a` la
figure 3.6 montre que la dilatation re´pe´te´e 10 fois (en bleu), initialement cache´e par deux niveaux
d’appels de fonctions, a e´te´ reconnue comme une expression commune et n’est plus calcule´e qu’une
seule fois.
ge´ne´rateurs de code : les graphes sont ensuite traduits pour les mate´riels cibles par trois ge´ne´rateurs
de codes, spe´cifiques a` chaque cible.
Les ge´ne´rateurs de code s’appuient sur des heuristiques simples pour de´couper et ordonnancer les
ope´rations image sur les mate´riels cibles tre`s diffe´rents. Des heuristiques sont utilise´es afin de re´soudre
de manie`re pratique les proble`mes NP-complets sous-jacents :
SPoC : acce´le´rateur fonde´ sur un pipeline vectoriel d’ope´rations image qui peut combiner plusieurs
dizaines d’ope´rateurs en une seule passe, avec comme contrainte principale le fait que seules deux
images peuvent eˆtre envoye´es dans le pipeline et deux extraites a` l’autre bout. La figure 3.7 pre´sente
le placement effectue´ pour l’application ANR999. Les ope´rations remplissent autant que possible le
pipeline mate´riel. Deux appels a` l’acce´le´rateur sont ne´cessaire pour effectuer le calcul complet.
Terapix : acce´le´rateur fonde´ sur un tableau SIMD de 128 processeurs synchronise´s disposant d’une
me´moire locale limite´e. Comme la me´moire disponible est petite, il est ne´cessaire de de´couper
les images avec un me´canisme de tuilage. La figure 3.8 montre le de´coupage des ope´rations de
l’application ANR999 sur cette cible. Les coupes verticales permettent d’e´quilibrer les calculs et
les communications tout en re´duisant les calculs redondants qui doivent eˆtre effectue´s dans les
zones inter-tuiles. Le compilateur choisit e´galement l’allocation me´moire et l’ordonnancement des
ope´rations – non visible sur la figure des taˆches – qui sera exploite´ par l’environnement d’exe´cution
pour effectuer les calculs.
OpenCL est une cible ge´ne´rique pour utiliser des cartes graphiques et des processeurs multi-cœurs
avec une me´moire partage´e. Il propose un mode`le de paralle´lisme de taˆches data-paralle`les. La
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Phase 1 application preprocessing – enlarge basic blocks
• 1. simplification of safety checks
• 2. inlining of FREIA high-level library functions
• 3. constant propagation
• 4. loop full unrolling
• 5. only for SPoC : convergence while unrolling
• 6. control simplification
• 7. code flattening
Phase 2 DAG optimizations
• 1. DAG construction per basic block
• 2. operator normalization (improve CSE stage)
• 3. algebraic optimizations : constant image detection and propagation
• 4. common sub-expression elimination (CSE), with commutativity and reductions
• 5. dead image operation removal
• 6. forward and backward copy propagation
• 7. extraction of remaining copies
Target-specific back-ends for SPoC, Terapix and OpenCL
Phase 3.1 SPoC configuration : map DAG onto hardware
• 1. DAG splitting and scheduling of sub-DAGs
• 2. instruction compaction and path selection
• 3. pipeline overflow management
• 4. unused image cleanup and image reuse
Phase 3.2 Terapix configuration : map DAG onto hardware
• 1. DAG splitting along scalar dependencies and connected components
• 2. scheduling and memory allocation, including double buffers
• 3. instruction generation, best tile size selected at runtime
• 4. unused image cleanup and image reuse
Phase 3.3 OpenCL code generation
• 1. DAG splitting along scalar dependencies and connected components
• 2. operator aggregation
• 3. OpenCL kernel generation
• 4. unused image cleanup and image reuse
Figure 3.3 – Strate´gie de compilation de FREIA
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freia_aipo_global_min(in, &min); // some computations
freia_aipo_global_vol(in, &vol);
freia_aipo_dilate_8c(od, in, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
freia_aipo_dilate_8c(od, od, k8c);
I_0 = 0; // scalar stuff...
tmp = freia_common_create_data(...); // image allocations...
freia_aipo_dilate_8c(tmp, in, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_dilate_8c(tmp, tmp, k8c);
freia_aipo_erode_8c(og, in, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_erode_8c(og, og, k8c);
freia_aipo_sub(og, tmp, og);
Figure 3.4 – Extrait de ANR999 (figure 2.25) apre`s pre´-traitement
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freia_erode connexity=8 depth=10
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Figure 3.5 – DAG initial de l’application ANR999
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Figure 3.6 – DAG optimise´ de l’application ANR999
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Figure 3.7 – Placement du DAG de l’application ANR999 sur SPoC
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Figure 3.8 – Placement du DAG de l’application ANR999 sur Terapix
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Figure 3.9 – Placement du DAG de l’application ANR999 sur OpenCL
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figure 3.9 montre les taˆches ge´ne´re´es pour OpenCL. Quelques ope´rateurs sont combine´s, et des
versions spe´cialise´es a` la valeur du noyau de calcul sont ge´ne´re´es pour les e´rosions (E8) et les
dilatations (D8).
L’ordonnancement des taˆches pour ces trois cibles, ainsi que la ge´ne´ration de l’allocation pour Terapix,
s’appuie sur une meˆme technique heuristique d’ordonnancement des instructions a` partir d’une se´quence
d’instructions appele´e list scheduling dans le Dragon Book. Il s’agit simplement de prendre les ope´rations
dans l’ordre des de´pendances, et de choisir a` chaque e´tape l’ope´ration a` effectuer avec un tri. La seule
 intelligence  de la me´thode re´side dans le tri qui peut localement favoriser la re´solution de telle ou telle
contrainte en fonction des spe´cificite´s de l’architecture. Par exemple pour SPoC, privile´gier la consomma-
tion des images permet de limiter le nombre d’images vivantes et donc d’avoir moins d’interruptions du
pipeline ; pour Terapix, l’accent est mis sur la meilleure re´utilisation de la me´moire qui est en ge´ne´ral le
point critique. Dans tous les cas, ces me´thodes prennent des de´cisions locales sans garantie d’optimalite´
globale, et obtiennent en pratique des re´sultats excellents, souvent optimaux.
3.2.2 Discussion
Au de´but du projet FREIA, l’ide´e e´tait de se pencher se´pare´ment sur des aspects gros-grain (ope´rations)
et moyen-grain (tuilage) automatiques, en s’appuyant sur les transformations de´ja` imple´mente´es dans
l’outil PIPS. D’autres phases de ge´ne´ration de code ont e´te´ e´tudie´es par THALES pour SPEAR-DE (un
environnement graphique spe´cifique) et par l’ENST-Bretagne pour ge´ne´rer un code assembleur spe´cifique
de l’acce´le´rateur SIMD Terapix.
La partie gros-grain consiste a` ajuster automatiquement les expressions de tableaux de l’application
de traitement d’image en fonction des objectifs d’optimisation et du mate´riel. L’inspiration initiale e´tait
de reprendre les techniques de manipulation a` base de re´e´criture de´veloppe´es dans PIPS lors de la the`se
de Julien Zory, en les adaptant a` ce nouveau contexte ou` les donne´es ne sont pas de simples scalaires
mais des tableaux denses, impliquant en particulier des contraintes de stockage. On pense en particulier
a` des optimisations classiques de compilation comme l’e´limination de code mort, la factorisation d’ex-
pressions communes ou l’extraction d’invariant de boucles. Cette phase implique donc une mode´lisation
des mate´riels cibles pour guider les de´cisions de configuration et reconfiguration mate´rielles, ainsi que
pour prendre en compte des transferts me´moire ne´cessaires, ou au moins d’en instruire l’environnement
d’exe´cution. Cependant, en pratique, les opportunite´s d’appliquer de telles optimisations se sont ave´re´es
tre`s limite´es, comme nous nous y attendions vus les exemples d’applications disponibles. Par contre,
la combinatoire re´duite a permis de valider rapidement la strate´gie globale de calcul, par exemple en
de´cidant certaines fusions de boucles ou au contraire une scission des calculs en fonction des possibilite´s
du mate´riel sous-jacent, en particulier si on emploie un mate´riel reconfigurable ou si les possibilite´s du
silicium limitent les ope´rations qui peuvent eˆtre effectue´es en une passe. Les re´sultats obtenus ont valide´
ces intuitions.
L’ide´e de la partie optimisation grain moyen e´tait de re´utiliser les techniques de compilation applique´es
au traitement du High Performance Fortran durant ma the`se et celle de Youcef Bouchebaba au contexte
du traitement d’image et a` ces mate´riels, en particulier l’acce´le´rateur SIMD Terapix. Les transformations
envisage´es incluaient le tuilage, la fusion de boucles et l’inclusion en ligne de proce´dures, avec pour
objectif de ge´ne´rer les transferts me´moire. A` la fin du projet, cette phase a comple`tement disparu : il
est inte´ressant d’en analyser la raison. Le mate´riel impose des contraintes telles que le degre´ de liberte´
pour le tuilage est en pratique nul, ce qui a amene´ a` de´le´guer celui-ci a` l’environnement d’exe´cution, en
le guidant juste pour l’allocation me´moire et l’ordonnancement des ope´rations locales sur les tuiles dans
l’acce´le´rateur Terapix. Ces deux dernie`res de´cisions peuvent eˆtre prises directement au niveau du DAG
des calculs d’images a` ope´rer, donc sur la meˆme structure de donne´es et le meˆme niveau de de´tail que la
phase gros grain de´crite pre´ce´demment qui ciblait initialement l’acce´le´rateur SPoC.
La ge´ne´ration pour la cible OpenCL partage du code en terme de de´coupage du graphe d’expressions
avec la cible Terapix. Par contre les aggre´gations de taˆches effectue´es est diffe´rente, de meˆme que la
ne´cessite´ de ge´ne´rer un noyau de calcul spe´cifique qui combine e´ventuellement plusieurs ope´rations images.
Suivre une telle approche globale, qui combine de manie`re plutoˆt pragmatique de nombreuses techniques
pour compiler un domaine vers une architecture particulie`re, a des conse´quences significatives pour le
chercheur :
• Tout d’abord, les publications sont plus difficiles, car en ge´ne´ral il y a peu ou pas d’ame´liorations
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d’une transformation particulie`re utilise´e, l’originalite´ e´tant dans la combinaison effective de tech-
niques de´ja` connues, et la solution atteinte n’est pas ne´cessairement optimale ;
• L’effort d’imple´mentation ne´cessaire pour montrer l’efficacite´ de la me´thode est tre`s important, si
on doit le comparer a` un chercheur qui de´veloppe un algorithme dans un cadre ou pour un proble`me
plus contraint ;
• En ge´ne´ral, on cherche a` compiler des applications comple`tes, par opposition a` traiter optimalement
un cas simple : lors des expe´riences on est confronte´ a` de nombreux aspects (syntaxe, entre´es-
sorties. . .) rencontre´s dans une application re´elle qui compliquent fortement les expe´riences.
Malgre´ cela, on a, si cela fonctionne a` la fin, la satisfaction d’avoir re´solu de manie`re pratique et
concre`te un proble`me complet. Les travaux de manipulations d’expressions associatives-commutatives
dans le cadre de la the`se de Julien Zory [87] et pre´sente´s a` la section 2.2.2 sont un exemple d’approche
globale qui combine de nombreuses techniques heuristiques simples pour re´soudre un proble`me complexe.
La the`se de Mehdi Amini [2] que j’ai co-encadre´e est aussi une bonne illustration de la mise en œuvre
d’une approche globale pour re´soudre un proble`me complexe en utilisant tous les outils disponibles, pour
lui de´placer autant de calculs que possible d’une application scientifique vers un GPGPU.
3.3 Pragmatisme
L’objectif meˆme de la recherche est de remettre en cause les croyances, les compromis, les ide´es qui
nous sont transmises, afin d’essayer d’en comprendre les limites, les simplifications abusives, et de cre´er
son propre champ d’exploration, voire faire e´ventuellement des compromis diffe´rents pour re´soudre les
proble`mes aborde´s. La premie`re section 3.3.1 discute des aspects combinatoires aborde´s principalement
lors des travaux de Julien Zory. La second 3.3.2 discute de la philosophie de renversement du paradigme de
compilation avec les travaux de Youcef Bouchebaba : l’objectif de performance permet e´ventuellement de
prendre quelques raccourcis avec la correction des transformations, par exemple en ne´gligeant la justesse
des calculs sur les bords de l’image. La troisie`me 3.3.3 discute de la co-conception de tout un e´co-syste`me
lors du projet FREIA de´ja` pre´sente´, avec des transferts de responsabilite´s entre langage, compilateur,
exe´cutif et mate´riel. La quatrie`me et dernie`re section 3.3.4 aborde l’objectif paradoxal des fonctions de
preuves d’effort borne´es par les performances me´moire, qui cherchent a` maximiser les de´fauts de cache.
3.3.1 Affronter une combinatoire
Un premier exemple d’une telle de´marche est celle qui a conduit a` toute la partie optimisation associative-
commutative (AC) de la the`se de Julien Zory. En quoi cette approche remet-elle en cause l’e´tat de l’art ?
Proprie´te´s des ope´rations informatiques
Un frein particulier aux manipulations alge´briques est que les types de donne´es informatiques, entiers
ou flottants, ont des capacite´s limite´es par rapport a` leurs homologues mathe´matiques. Les ope´rations
imple´mente´es sur ces types sont en ge´ne´ral commutatives (addition, produit), par contre rarement asso-
ciatives a` cause des arrondis ne´cessaires, en particulier pour les flottants, comme le montre cet exemple
trivial en perl :
print 1.0 + 0.000000000000000001 - 1.0;
# re´sultat 0
print 1.0 - 1.0 + 0.000000000000000001;
# re´sultat 1e-18
Un autre exemple est l’ope´rateur fma (floating point multiply-add) de certains processeurs. L’inte´gration
des deux ope´rations peut se faire au be´ne´fice de la pre´cision, parce que le re´sultat interme´diaire est
e´ventuellement stocke´ sur un nombre de bits supe´rieur.
En conse´quence les calculs nume´riques sont intrinse`quement approximatifs, e´ventuellement instables,
et sensibles a` l’ordre des ope´rations effectue´es. C’est pourquoi les langages de programmation restreignent
les possibilite´s d’interpre´tation des expressions.
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Langages contraints
La spe´cification des langages de programmation pre´cise donc, e´ventuellement de manie`re tre`s directe, la
manie`re d’interpre´ter une expression. L’objectif de ces restrictions est de pre´ciser sans ambigu¨ıte´ possible
la se´mantique du langage, et d’e´viter toute surprise au programmeur.
C’est en particulier le cas du langage C dont l’associativite´ gauche des ope´rateurs est un e´le´ment
essentiel de la se´mantique, en particulier pour les expressions logiques :
int * pr = ...;
if (pr!=NULL && *pr!=0)
...
Il est cependant important de noter que ces transformations e´taient autorise´es au de´but de la de´finition de
langage. Le langage Fortran est une exception importante dans ce domaine. Il autorise les manipulations
associatives et commutatives limite´es, dans la mesures ou` celles-ci respectent les parenthe`ses spe´cifie´es
par l’utilisateur, comme illustre´ ici :
! pas de re´association possible
x = (v + z) + (w + (v - z))
! re´association libre par le compilateur
x = v + z + w + v - z
Cependant, aucun compilateur ne semble en tenir compte en pratique.
Un cas particulier dans ce contexte est le cas d’un code ge´ne´re´ par un compilateur, par exemple
pour effectuer des communications dans HPF, par opposition au code donne´ par l’utilisateur. Autant
le respect a` la lettre du code du programmeur peut se comprendre, autant celui spe´cial, ge´ne´re´ de
manie`re automatique, peut offrir des opportunite´s d’ame´lioration et ne ne´cessite pas force´ment de telles
pre´cautions.
Hypothe`ses ne´cessaires
Une barrie`re supple´mentaire a` prendre en compte est que certaines optimisations ne´cessitent des hy-
pothe`ses comple´mentaires pour eˆtre applique´es.
Un premie`re exemple d’une telle hypothe`se est la correction du code, de manie`re a` ce que la se´mantique
du langage soit connue et que l’impact des transformations effectue´es soit maˆıtrise´. Par exemple, une
optimisation sur un pointeur non initialise´ peut faire la diffe´rence entre un code qui fonctionne (du point
de vue de l’utilisateur) et un plantage.
Un second exemple est que certaines simplifications peuvent faire disparaˆıtre des conditions d’erreur.
Par exemple pour l’ope´ration suivante :
x = 1 / y - 1 / y
la substitution x = 0 n’est pas valable si la variable y est nulle. Dans le cas d’un entier, on e´vite une
division par ze´ro qui arreˆterait le programme, et dans le cas flottant on e´vite un re´sultat NaN (not a
number) qui sera propage´ a` tous les calculs suivants qui utilisent x. Les exceptions sont globallement
incompatibles avec toute optimisation.
Un troisie`me exemple de contrainte est qu’une optimisation doit e´ventuellement ame´liorer l’exe´cution
du code dans tous les cas. Conside´rons la boucle suivante :
do i = 1, n
x = log(y)
a(i) = a(i) + x
end do
L’extraction du calcul de x de la boucle ajoute une ope´ration couˆteuse lorsque la boucle est vide, et peut
de plus provoquer une erreur si y est ne´gatif et donc le logarithme non de´fini. La solution est de mettre
une garde sur le calcul afin de ve´rifier si il doit bien eˆtre effectue´ (n ≥ 1) et de le de´placer hors de la
boucle i.
Ce type d’argument interdit tre`s rapidement toute optimisation si celle-ci aboutit potentiellement a` la
moindre variation nume´rique d’un re´sultat, dans la mesure ou` cette diffe´rence peut toujours conduire,
dans certains cas particuliers, a` des re´sultats diffe´rents.
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En d’autres termes, il est ne´cessaire d’eˆtre agressif et de prendre un risque vis a` vis du code, que
ce risque soit ne´gatif (le re´sultat sera diffe´rent) ou positif. Cette sortie du cadre strict de la de´finition
du langage peut eˆtre controlle´e par l’utilisateur via des options du compilateur qui peut l’autoriser ou
l’interdire.
Repre´sentation interne
Si l’on suit les prescriptions usuelles, les repre´sentations interme´diaires des compilateurs s’appuient sur
une forme particulie`re des ope´rations appele´e code 3 adresses et contenue dans des se´quences line´aires
d’ope´rations appele´es basic blocks. Cette approche de´compose toute expression en ope´rations e´le´mentaires
impliquant deux ope´randes et un re´sultat. Elle permet d’exprimer simplement et d’imple´menter efficace-
ment certaines optimisations classiques. Elle est particulie`rement adapte´e aux processeurs qui proposent
en mate´riel ce type d’ope´ration entre des registres contenant des donne´es imme´diatement disponibles.
Cette repre´sentation a cependant un inconve´nient majeur vis a` vis des optimisations associatives-
commutatives, voire qui cherchent a` exploiter comple`tement les proprie´te´s alge´briques des diffe´rentes
ope´rations utilise´es : les ope´rations sont comple`tement  atomise´es  et l’arbre des expressions concerne´es
devient implicite.
Un autre exemple de cette restructuration destructrice d’information est le passage en basic blocs
avec branchements des codes sources. Cette forme permet de repre´senter aussi bien des codes structure´s
(boucles, conditions) que des codes non structure´s venant de langages peu exigeants (goto, branchements
arbitraires), et plus proches de la machine. En particulier, la structure des boucles est implicite apre`s ces
transformations.
En conse´quence, l’optimisation associative-commutative remet en cause profonde´ment la structure
interne de la compilation, dans la mesure ou` elle a besoin d’une forme plus proche du source, non atomise´e
et encore structure´e, pour pouvoir repe´rer et exploiter facilement les opportunite´s d’optimisation.
Combinatoire et mesures
Le dernier frein a` l’application de ce type d’optimisation est le caracte`re exponentiel des combinatoires
implique´es. Les diffe´rents proble`mes et sous-proble`mes sont la plupart du temps au moins NP-complets,
a` quelques rares exceptions pre`s. Les de´nombrements des possibilite´s incluent des exponentielles et des
factorielles.
Au dela` du nombre important de solutions potentielles qui s’offrent a` l’optimiseur, un second proble`me
est que le crite`re dont nous souhaitons l’optimisation, a` savoir le temps d’exe´cution, n’est pas directement
estimable. Le temps d’exe´cution de´pendra certes de ces choix, mais aussi de nombreux aspects invisibles
de l’optimiseur comme la disponibilite´ des donne´es dans le cache, de des choix qui seront faits par d’autres
transformations comme le de´roulage des boucles ou l’affectation des registres.
Cette combinaison de proble´matiques, avec une optimisation tre`s combinatoire et un crite`re d’optimi-
sation non directement estimable, s’annule paradoxalement et simplifie la proce´dure de re´solution : on ne
va pas chercher a` optimiser, au sens de trouver la meilleure solution absolue, mais plutoˆt a` s’en approcher
a` l’aide d’heuristiques qui utilisent des crite`res faciles a` mesurer comme la profondeur moyenne de l’arbre
d’expressions.
Un point inte´ressant de cette approche est qu’elle re´utilise des algorithmes classiques comme l’algo-
rithme d’e´quilibrage de Huffman, ou des algorithmes de compilation, dans un cadre plus large.
3.3.2 Adapter l’application au code cible
Un second exemple de remise en cause (relative) d’une approche est celle qui a conduit au de´but de
la the`se de Youcef Bouchebaba. Plutoˆt que de partir d’un code dont on respecterait la se´mantique, je
souhaitais e´tudier les conditions ne´cessaires aux meilleures performances d’un code, en particulier en
terme de gestion de la me´moire, de l’adressage, mais aussi des registres. Ces parame`tres e´taient en effet
clefs pour la minimisation de la consommation d’e´nergie d’applications embarque´es, qui sont tre`s sensibles
aux transferts me´moires.
Cette e´tude, qui part du re´sultat souhaite´ plutoˆt que du point de de´part applicatif, permet de de´terminer
la nature du code que l’on souhaite produire, plutoˆt simple, de type traitement du signal. Elle permet
ensuite de guider les diffe´rentes transformations qui seront effectue´es sur les applications cibles pour se
rapprocher de l’objectif et exprimer les contraintes ne´cessaires, comme par exemple :
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• inte´gration de conditions a` l’inte´rieur d’un nid de boucle ;
• de´coupage des donne´es en morceaux restant dans le cache ;
• re´ordonnancement complet des calculs pour exploiter les tuiles ;
• utilisation maximale des registres en faisant glisser les motifs.
On aboutit alors a` une se´rie de transformations de programme qui combinent du classique (fusion de
boucles, de´calage d’ite´rations, distribution, tuilage, de´roulement, etc.) vers une destination pre´de´finie,
avec en pratique de bons re´sultats.
3.3.3 Co-conception langage, compilateur, exe´cutif et mate´riel
Dans le cadre du projet FREIA, dont les principaux re´sultats ont e´te´ pre´sente´s a` la section 2.2.4, le
de´veloppement du compilateur a permis d’influencer la de´finition du langage (l’API en C a` compiler),
de l’exe´cutif et de certains points mate´riels des acce´le´rateurs. Cette section discute les aspects de co-
conception aborde´s dans le projet.
Signature des ope´rateurs
Les signatures des ope´rateurs image propose´s ont e´te´ homoge´ne´ise´es et comple´te´es de manie`re a` en
simplifier la description dans le compilateur. Un langage plus orthogonal est plus facile a` traduire et
manipuler automatiquement.
Niveaux d’interface
Un concept conside´re´ pourtant comme essentiel au de´but du projet, celui de la de´finition de deux ni-
veaux d’interface, l’un compose´ d’ope´rateurs e´le´mentaires et l’autre d’ope´rateurs complexes a` expanser
s’appuyant sur les premiers, a e´te´ fortement atte´nue´ en cours de route. En effet, selon le mate´riel cible en-
visage´ les ope´rateurs simples ne sont pas ne´cessairement les meˆmes, et la manie`re de les traduire pourrait
e´voluer au moins au niveau interne de la bibliothe`que accessible au de´veloppeur.
Transfert du compilateur vers l’exe´cutif
Coˆte´ environnement d’exe´cution pour l’acce´le´rateur SIMD, l’exe´cutif prend finalement en charge le tuilage
(les tuiles de calcul sont ne´cessairement rectangulaires vu les contraintes de l’acce´le´rateur en question),
alors que c’e´tait initialement attribue´ au compilateur. En effet, l’environnement d’exe´cution dispose de
plus d’information, par exemple la taille re´elle de l’image, alors que cette information n’est pas disponible
lors de la compilation et conduirait a` ge´ne´rer un code parame´trique assez complexe aussi bien e´crit une
fois pour toutes dans la bibliothe`que. La compilation n’apporte pas de valeur ajoute´e dans ce cas.
Transfert de l’exe´cutif vers le compilateur
Par contre, en sens inverse, l’allocation me´moire pour ce meˆme acce´le´rateur e´tait initialement assure´e
par l’environnement d’exe´cution, au prix d’une diminution d’un facteur deux de la me´moire disponible.
Les deux me´moires permettaient de simplifier l’adressage lors du recouvrement des calculs d’une tuile
par le chargement des donne´es de la suivante. Cette facilite´ conduit a` gaˆcher typiquement un quart de la
me´moire puisque la moitie´ des tuiles est utilise´e uniquement en interne des calculs et ne fait pas l’objet
de transferts me´moire.
En remontant cette phase au niveau du compilateur, on retire alors a` l’environnement d’exe´cution la
gestion de toute la me´moire, ce qui permet d’ajuster au strict ne´cessaire la quantite´ de me´moire utilise´e
pour les recouvrements, et donc d’augmenter la taille des tuiles. L’impact sur les performances ge´ne´rales
est important car les pertes induites par les zones aux bords recalcule´es diminuent rapidement quand la
taille des tuiles augmente.
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E´quivalence fonctionnelle
Un point qui a e´te´ la source de nombreux de´bats entre les intervenants soft et hard du projet e´tait la
non e´quivalence fonctionnelle des codes exe´cute´s par la premie`re version de l’acce´le´rateur Terapix. En
effet, les calculs effectue´s au bord des images e´taient faux pour cet acce´le´rateur car les valeurs par de´faut
ne´cessaires pour les pixels hors champs n’e´taient pas conside´re´es ; au contraire des valeurs plus ou moins
ale´atoires e´taient utilise´es par l’effet du voisinage torique interne au processeur.
Pire, tenter de ge´ne´rer des calculs corrects pour les bords n’aurait pu eˆtre possible qu’au prix d’une
de´gradation drastique des performances car les valeurs externes a` prendre en compte de´pendent de la
se´mantique des ope´rateurs de voisinage utilise´s, et ne peuvent pas eˆtre impose´es si des calculs succes-
sifs sont cumule´s dans l’acce´le´rateur (i.e., les boucles sont fusionne´es), alors meˆme que cette fusion est
essentielle pour obtenir de bonnes performances.
Le contraste e´tait fort avec l’acce´le´rateur vectoriel qui lui traite correctement ces bords et ne re´duisait
donc pas la taille de l’image re´sultat. A` partir du moment ou` deux acce´le´rateurs ne donnent pas les
meˆmes re´sultats pour une meˆme application, toute comparaison objective devient difficile, meˆme si d’un
point de vue applicatif la perte d’une bordure est admise pour l’obtention de bonnes performances.
La de´cision a e´te´ prise de couper le rebouclage interne des processeurs et d’ajouter la circuiterie
ne´cessaire a` la ge´ne´ration des valeurs par de´faut se´mantiquement pertinentes. L’impact sur le proces-
seur est faible, mais la simplification et la correction gagne´es nous semblaient importantes.
Discussion
Ces diffe´rents exemples illustrent les subtiles interactions entre le compilateur, son amont et son aval,
et l’impact de de´cisions prises assez toˆt, voire trop toˆt, et dont on s’aperc¸oit apre`s coup qu’elles ont un
impact ne´gatif. Le dialogue entre disciplines a permis de les re´soudre et de corriger les choix initiaux,
mais mon impression est que ce type de de´cision est souvent pris de manie`re pre´mature´e dans un projet
avec des conse´quences ne´gatives.
3.3.4 Maximiser les de´fauts de cache
Apre`s des anne´es consacre´es a` optimiser des codes pour en maximiser les performances en exploitant
au mieux la hie´rarchie me´moire, c’est avec de´lectation que je de´couvrais l’article de Mart´ın Abadi, Mike
Burrows et Ted Wobbler (Moderately hard memory-bound functions, ACM Trans. Inter. Tech. 5 (2) :
299–327) qui cherchait au contraire a` minimiser les performances d’un algorithme pour n’importe quelle
imple´mentation. . .
Les conditions du proble`me sont e´videmment tre`s spe´ciales. Il s’agit de protocoles cryptographiques
particuliers, pre´sente´s a` la section 2.3.2, qui visent a` prouver qu’un intervenant a fait un certain effort,
exprime´ par exemple en temps de calcul ou en nombre d’acce`s ale´atoires en me´moire, et que cet effort
est aise´ment ve´rifiable par celui qui le requiert, sans avoir bien suˆr a` suivre le meˆme chemin et donc a`
fournir le meˆme effort.
L’ide´e d’attaquer la proble´matique sur le terrain des acce`s a` la me´moire vise a` adapter la technique
de preuve d’effort a` un environnement tre`s he´te´roge`ne d’acteurs : alors que les performances varient de
manie`re tre`s importante en allant des petites machines de poche aux gros serveurs, on ne peut pas en dire
autant des performances des acce`s a` la me´moire. En conse´quence, si la fonction de preuve d’effort de´pend
structurellement de ces acce`s, la variation des performances de haut en bas du spectre des machines sera
moindre.
Au dela` de cette ide´e originale, amusante et utile, la proposition pratique de l’article ne m’a pas
semble´ tre`s inte´ressante pour ce qui concerne les performances. L’e´cart entre la recherche de solution et
la ve´rification e´tait simplement quadratique, cette progression e´tant, qui plus est, due a` l’exploitation de
proprie´te´s tre`s particulie`res des fonctions ale´atoires.
En e´tudiant tre`s pre´cise´ment la structure de la fonction propose´e, je me suis rendu compte que l’objectif
d’utiliser des acce`s me´moire pouvait eˆtre partiellement se´pare´ de l’aspect d’e´cart combinatoire recherche´
pour agrandir l’e´cart entre la recherche de solution et la ve´rification de l’effort. Ceci m’a amene´ a` la
de´finition d’une nouvelle fonction.
Les relecteurs des diffe´rentes soumissions de´crivant ces travaux m’ont permis d’avoir l’occasion de
re´fle´chir en profondeur a` mon approche, en particulier a` la preuve d’optimalite´ de la fonction propose´e,
qui est toujours a` l’e´tat de rapport interne.
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3.3.5 Conseils relationnels
Cette section ne traite pas de psychologie ni de relation humaine. Ce dernier exemple d’approche pragma-
tique, lie´ a` ma passion pour le logiciel libre d’une part et a` l’enseignement de la mode´lisation relationnelle
d’autre part est le petit prototype de sche´ma advisor de´veloppe´ spe´cifiquement pour PostgreSQL [38].
J’ai constate´ depuis quelques anne´es que les mode´lisations et les re´alisations faites par les e´tudiants, mais
aussi par des professionnels, voire parfois par moi-meˆme, contiennent souvent des erreurs plus ou moins
grossie`res ou subtiles.
L’ide´e un peu saugrenue que j’ai eu est d’essayer de de´tecter certaines de ces erreurs directement a`
partir du sche´ma de la base de´ja` imple´mente´e, en interrogeant au moyen de vues le sche´ma syste`me pour
de´couvrir les relations isole´es (personne ne les re´fe´rence, elles ne re´fe´rencent personne), les erreurs de
types sur les clefs e´trange`res, les index inutilise´s, des droits incohe´rents, etc. Il s’agit donc d’inte´grer sous
forme d’un sche´ma spe´cial une expertise inde´pendante et e´ventuellement subjective qui teste le maximum
d’aspects d’un sche´ma applicatif de base de donne´e. Ce sche´ma imple´mente une analyse statique d’un
sche´ma relationnel, et est exprime´ lui-meˆme dans un cadre relationnel.
Un prototype de´nomme´ SALIX [1] (nom latin du saule pleureur) a e´te´ de´veloppe´ pour PostgreSQL
et MySQL et applique´ a` l’analyse des sche´mas relationnels de plus de 500 logiciels libres [63, 64]. Les
re´sultats ont e´te´ valide´s statistiquement pour ne garder que les conclusions re´ellement significatives.
Ils montrent en particulier une utilisation tre`s anecdotique des contraintes d’inte´grite´ re´fe´rentielle dans
ces projets et, pour les projets fonde´s sur MySQL, la de´pendance quasi exclusive de ces sche´mas au
moteur de stockage MyISAM qui n’imple´mente aucune notion transactionnelle. La qualite´ des mode`les
de donne´es relationnels des logiciels libres est faible, et n’est clairement pas la pre´occupation majeure de
leurs de´veloppeurs.
3.4 E´vidences
Le dernier point que je souhaite aborder dans ce chapitre consacre´ a` l’esthe´tique de mon travail de
recherche n’est pas le moindre. Il a trait aux e´vidences, dans le sens anglais du terme, c’est a` dire des
preuves mathe´matiques. Si proposer des algorithmes, des approches, des solutions, les imple´menter, les
tester, est tre`s bien, y ajouter une preuve que ce que l’on fait est parfait, optimal, ou meˆme seulement
correct, est mieux. Enfin, l’ide´al est que la preuve soit elle-meˆme e´le´gante, simple et incontournable. Je n’y
suis sans doute pas toujours arrive´, mais cela a quand meˆme e´te´ un objectif constant. Je note e´galement
que la re´daction pe´nible de ces preuves a toujours e´te´ l’occasion d’aller au cœur des me´thodes propose´es,
donc de mieux les comprendre. Enfin, ces preuves ont tre`s souvent e´te´ un moteur pour perfectionner les
me´thodes propose´es, par exemple afin d’atteindre un optimum.
3.4.1 Cadre ge´ne´ral
Une premie`re satisfaction mathe´matique de mes travaux, principalement avec l’aide de Franc¸ois Irigoin
et Corinne Ancourt, est d’avoir exprime´ les travaux de compilation de HPF dans le cadre e´le´gant d’une
mode´lisation affine sur des points entiers [7, 22, 65, 8], que l’on peut interpre´ter ge´ome´triquement comme
des polye`dres et des treillis. Cette mode´lisation, outre son e´le´gance, ouvre la porte a` de nombreuses
manipulations, de nombreux algorithmes de transformations qui exploite´s convenablement ame`nent na-
turellement a` des solutions des proble`mes que l’on cherche a` re´soudre.
Un autre exemple de ces cadres ge´ne´raux auxquels des travaux se raccrochent est l’expression et l’opti-
misation du proble`me des redistributions dans le cadre classique en compilation d’un proble`me de graphe
et de propagation d’informations sur ce graphe [31], pour aboutir a` la re´solution assez satisfaisante du
proble`me pose´.
Un dernier exemple de contribution est la formalisation des travaux sur les re´gions de Be´atrice Creusillet
a` la fin de ses travaux de the`se. L’essentiel e´tait fait, imple´mente´, prouve´, teste´ ; seule manquait une
pre´sentation simple et formelle, donc intelligible, des facteurs multiples intervenant dans les calculs :
la structure du code, les transformeurs qui expriment le fonctionnement du code, les pre´conditions, les
diffe´rents types de re´gions, et d’y inte´grer en plus la notion de sur ou sous-approximation, de pre´fe´rence de
manie`re syntaxiquement simple, par exemple avec des transformations e´le´mentaires de nature alge´brique.
En partant de la notion classique d’e´tat (store) et d’exe´cution par transformation de cet e´tat, on peut
exprimer le comportement du programme en e´crivant des e´quations pour chaque e´le´ment syntaxique
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de construction d’un langage simple (boucle, affectation. . .), puis naturellement de´crire la propagation
des connaissances extraites comme les pre´conditions ou les re´gions. Comme l’imple´mentation re´elle des
ope´rateurs d’analyse et la repre´sentation des ensembles sont approche´es par rapport aux ope´rateurs
ide´aux, en sur ou sous approchant le re´sultat re´el, les e´quations ide´ales se de´clinent naturellement en sur
et sous approximations des re´gions.
3.4.2 Preuves
Voici quelques exemples choisis de de´veloppements mathe´matiques auxquels j’ai participe´ concernant des
preuves mathe´matiques d’algorithmes, d’optimalite´, ou de de´nombrements, e´ventuellement en collabora-
tion avec des colle`gues ou des doctorants. Le but n’est pas de re´pe´ter ici les preuves, mais plutoˆt de les
discuter.
Optimalite´ des replacements
Lors de mes travaux sur les replacements de HPF pre´sente´s a` la section 2.1.4, une preuve d’optimalite´ a
e´te´ de´veloppe´e pour les communications, qui couvre a` la fois le nombre et le contenu des messages. Ce
de´veloppement assez simple prend en compte l’exactitude de la description utilise´e pour repre´senter les
donne´es a` transfe´rer, les aggre´gations des messages, et le fait que l’imple´mentation ne transmet pas de
messages vides. Ce dernier point n’e´tait pas dans l’imple´mentation initiale pour laquelle des messages
vides pouvaient eˆtre envoye´s et rec¸us dans certains cas particuliers. C’est la preuve elle-meˆme qui a e´te´
le moteur de cette ame´lioration. Un dernier aspect sur cette preuve est qu’elle ne prend pas en compte
le placement particulier des processeurs au sens HPF sur les processeurs physique de la machine, parce
que cette informations n’est pas disponible. La conse´quence principale est qu’en prenant en compte cette
information, on pourrait imaginer construire des communications un peu plus re´duites dans ce cas.
De´nombrement et optimalite´ des expressions
Un premier point important dans les travaux de Julien Zory e´tait de mesurer explicitement la combinatoire
a` laquelle conduisaient les manipulations d’expressions associatives-commutatives. Ces de´nombrements
d’arbres binaires, prenant en compte les ope´rations combine´es type multiplication-addition, sont pre´sente´s
a` la section 7.3.1 de sa the`se [87]. Le proble`me des de´nombrements n’est en ge´ne´ral pas de compter,
mais plutoˆt de comprendre ce que l’on compte et donc de compter ce que l’on souhaite de´nombrer,
et pas d’autres choses. Dans le cas des re´associations, la subtilite´ est que certains e´le´ments peuvent
eˆtre conside´re´s comme interchangeables on non, selon le niveau auquel on se place : par exemple (x1 +
x2) + x3, (x2 + x1) + x3 ou x3 + (x2 + x1) sont les meˆmes arbres d’expression commutative d’un point
de vue ge´ome´trique et nume´rique, mais ils sont nume´riquement distincts de x1 + (x2 + x3) qui leur
est structurellement identique. Nous avons donc compte´ les arbres dans une classe d’e´quivalence a` la
commutativite´ pre`s.
L’optimalite´ des associations et des factorisation associative-commutative propose´e par Julien Zory fait
l’objet de l’annexe A de sa the`se. La preuve prend en compte le rang des variables au sens de la profondeur
de leur cre´ation dans un nid de boucles, de manie`re a` privile´gier les solutions qui favorisent l’extraction
d’invariants. En conse´quence, la complexite´ optimise´e est un polynoˆme dont les termes d’ordre supe´rieur
repre´sentent les ope´rations les plus internes, et la minimisation est a` prendre au sens lexicographique.
Optimalite´ de Hokkaido
Les de´monstrations mathe´matiques dans le domaine de la cryptographie sont assez particulie`res. Une
raison fondamentale est que ce que l’on veut souvent prouver, c’est la difficulte´, au sens de la complexite´, de
certaines ope´rations qui sont force´ment possibles. Par exemple, on souhaiterait prouver que des collisions
de fonctions de hachages h(m1) = h(m2) ne peuvent pas eˆtre facilement construites, ou que le seul
moyen pratique de recouvrer un message chiffre´ est d’utiliser la clef utilise´e pour son chiffrement m =
d(k, c). Cependant, prouver l’impossible ou le difficile n’est pas naturel, parce qu’il faut faire cette preuve
inde´pendamment de toute me´thode de re´solution, connue ou inconnue. Pour les me´thodes connues, il est
facile de les analyser pre´cise´ment et de prouver leur complexite´. Mais qu’en est-il de ce qui n’a pas encore
e´te´ imagine´ ?
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J’ai e´te´ confronte´ a` cette proble´matique de preuve ou de justification pour ma fonction de preuve
d’effort Hokkaido [40]. Le but est de montrer que la re´solution d’un proble`me occasionne intrinse`quement
de nombreux de´fauts de cache, quelle que soit la me´thode de recherche utilise´e. Sur les deux autres travaux
propose´s dans la litte´rature, les preuves apporte´es n’e´taient pas comple`tement convaincantes :
• Abadi et al. n’offre pas de preuve au sens mathe´matique du terme, mais plutoˆt une longue suite
d’arguments et de discussions pour montrer que les auteurs ont envisage´ et pare´ beaucoup d’attaques
potentielles, sans pour autant pre´tendre a` l’exhaustivite´ ;
• Dwork et Naor offrent par contre une preuve assez lourde qui s’appuie sur une mode´lisation
mathe´matique de la hie´rarchie me´moire d’un ordinateur et du fonctionnement du cache ; cepen-
dant, le fait que re´soudre le proble`me ne´cessite de passer par des acce`s de cache est l’objet d’une
proposition non formellement prouve´e (mais sans doute vraie).
En abordant la preuve de ma fonction, vivement encourage´ en cela par l’exigences des relecteurs, je
n’e´tais pas tre`s motive´ par suivre ces deux exemples. La preuve que j’ai propose´e est inte´ressante a`
plusieurs titres, parce qu’elle re´pond a` certaines des lacunes des me´thodes pre´ce´dentes, ou, a` tout le
moins, explicite les hypothe`ses ne´cessaires :
• tout d’abord, elle traite explicitement le cas de me´thodes de re´solution a` e´nume´ration non de´terministe,
qui explorent l’espace des solutions en profitant de manie`re privile´gie´e des donne´es disponibles dans
le cache : il faut montrer que de telles me´thodes ne gagnent pas en efficacite´ ;
• elle ne´glige par contre explicitement les me´thodes qui sont susceptibles d’e´nume´rer plusieurs fois
une meˆme solution : c’est une restriction tre`s subtile, car pour ma me´thode, et sans doute aussi pour
les me´thodes concurrentes, il est possible d’imaginer pour certains parame´trages des techniques de
recherche de solution dont la complexite´ est certes catastrophique, mais qui n’utilisent pas ou peu
la fonction tabule´e a` l’origine des de´fauts de cache souhaite´s ;
• enfin, elle e´vite de mode´liser mathe´matiquement la hie´rarchie me´moire d’un ordinateur et le com-
portement des acce`s en plac¸ant cette proble´matique a` un niveau axiomatique : un acce`s me´moire ou
un de´faut de cache est simplement une unite´ de couˆt lie´e a` l’acce`s a` une fonction tabule´e (re´solution
par e´nume´ration de´terministe) ou a` la de´termination du fait qu’un e´le´ment appartient a` un ensemble
(re´solution par e´nume´ration non de´terministe qui e´vite les doublons).
Cette preuve n’est pas parfaite, puisqu’elle laisse de coˆte´ le cas des algorithmes qui peuvent explorer
plusieurs fois la meˆme solution. Cependant ces cas particuliers n’e´taient pas non plus comple`tement
aborde´s dans les arguments ou preuves des autres travaux. C’est donc plutoˆt un me´rite d’expliciter cet
aspect.
Enfin, l’e´criture de cette preuve a e´te´ l’occasion pour moi de re´aliser que la me´thode que je proposais
avait un ratio de travail entre la recherche et la ve´rification optimal, ce avec une de´monstration parti-
culie`rement simple : le client cherche une solution a` un proble`me soumis dans un espace de taille 2`, et
doit ensuite la communiquer au serveur, ce qui ne´cessite force´ment ` bits, qui est justement la complexite´
de la ve´rification de la solution propose´e. Ici encore, l’e´criture meˆme de la preuve a e´te´ le moteur de
certains des re´sultats obtenus.
Optimalite´s d’une preuve d’effort
Un point important des preuves est bien suˆr la recherche d’une certaine optimalite´, qui doit d’abord eˆtre
de´finie, ce qui n’est pas toujours e´vident. Lors de mes travaux sur les preuves d’effort, j’ai introduit deux
nouvelles notions d’optimalite´ qui permettent de comparer les diffe´rents protocoles et fonctions propose´s
dans la litte´rature :
optimalite´ des communications, si les volumes donne´es communique´es entre le demandeur du ser-
vice et le fournisseurs sont minimales, ce qui est facilement le cas pour les techniques a` base
d’e´nume´ration qui retournent la valeur du compteur pour la solution trouve´e ;
optimalite´ du calcul, si la ve´rification de la preuve d’effort est proportionnelle aux volumes des donne´es
rec¸ues, que celles-ci soient minimales ou non : ce crite`re est important parce qu’il permet d’e´viter
des attaques de de´ni de service sur les syste`mes de preuve d’effort, en e´vitant que de fausses preuves
d’effort ne´cessitent un travail important pour eˆtre e´carte´es.
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Ces deux notions ne sont cependant pas aussi e´videntes que cela a` mettre en pratique. Peu des fonctions
de preuve d’effort de la litte´rature sont optimales selon les crite`res que j’ai propose´.
3.5 Conclusion
Ce chapitre a aborde´ des aspects esthe´tiques de mon travail de recherche, ayant trait a` la conception du
langage HPF, aux strate´gies globales de compilation, au pragmatisme dans la re´solution des proble`mes,
et aux preuves.
La premie`re partie a discute´ les proble`mes de conception de HPF, tout a` la fois dans son esthe´tique
que dans la conception de´taille´e des caracte´ristiques du langage de manie`re a` assurer que sa compilation
pourra eˆtre efficace. Mon analyse des raisons de l’e´chec du langage est une contribution originale de cette
partie : HPF e´tait trop gros pour un petit marche´, en avance sur l’e´tat de l’art, avec un comite´ votant des
ajouts ou des retraits sans pre´occupation claire de leur utilite´ et de leur compilation. En d’autres mots,
trop d’ambition, trop de promesses qui n’ont pas pu eˆtre tenues et ont conduit a` la de´ception et l’e´chec
du langage.
La second partie a pre´sente´ une strate´gie globale de compilation de´veloppe´e dans le cadre du projet
ANR FREIA, qui permet de compiler des applications de traitement d’image vers des acce´le´rateurs
mate´riels spe´cifiques. Un point clef de l’approche est de re´utiliser des techniques de compilation classiques,
usuellement applique´es a` des donne´es scalaires dans des registres, pour les appliquer a` des ope´rations sur
des images. Ceci a permis de de´velopper tre`s rapidement un compilateur et des ge´ne´rateurs de code
spe´cifique au sein du logiciel PIPS, et de de´cliner des expe´riences pre´cises qui montrent l’inte´reˆt de cette
approche globale, comme cela sera pre´sente´ au chapitre suivant.
La troisie`me partie discute le pragmatisme qui guide les approches de´veloppe´es, par exemple la remise
en cause des expressions ou le de´veloppement d’analyses statiques dans le cadre des bases de donne´es rela-
tionnelles. Un aspect particulier aborde´ est la co-conception, avec un langage qui exprime la se´mantique,
du compilateur qui assure des transformations, et enfin de l’exe´cutif et du mate´riel qui imple´mentent in
fine les fonctionnalite´s.
Enfin, la dernie`re partie discute enfin des preuves dont la recherche est, sans surprise, un moteur pour
ame´liorer les me´thodes propose´es.
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Chapitre 4
Expe´riences
Le fait de provoquer un phe´nome`ne dans l’intention de
l’e´tudier (de le confirmer, de l’infirmer, ou d’obtenir des
connaissances nouvelles s’y rapportant).
(dictionnaire Le Petit Robert)
Le monde de l’informatique est a priori celui du de´terminisme total, du pre´visible intrinse`que, du
parfaitement connu : les circuits du processeur n’appliquent qu’une logique programme´e et pre´vue, malgre´
leurs fondements quantiques, et sont donc toujours mode´lisables et simulables. Nous sommes donc loin
des sciences expe´rimentales au sens classique du terme, telle la biologie, dont les ve´rite´s de´rivent du vivant
variable et mal connu. L’ordinateur vient au contraire de la logique mathe´matique. Il est donc paradoxal
de parler d’expe´riences dans ce domaine : on ne voit pas Alan Turing faire des expe´riences sur sa machine ;
il prouve plutoˆt des the´ore`mes. . .
Cependant, les effets et les causes du de´roulement d’un programme conduisent tre`s vite a` une grande
combinatoire. La machine a une complexite´ remarquable. Les entre´es-sorties base´es sur les re´seaux de
transferts d’une machine paralle`le, les acce`s disques de la me´moire virtuelle, les interactions entre des
processus en compe´tition pour l’utilisation d’une me´moire cache, tout cela ajoute une incertitude physique,
et dissimule le de´terminisme sous-jacent. Enfin, nous nous sommes souvent inte´resse´s a` des proble`mes
difficiles au sens the´orique du terme, aux limites de ce qui est pratiquement calculable. Nous avons propose´
des me´thodes heuristiques pour re´soudre des classes de proble`mes. En conse´quence, il nous a toujours
e´te´ ne´cessaire de montrer le coˆte´ pratique et efficace de me´thodes propose´es sur le papier. Pour cela, il a
fallu imple´menter (section 4.1) nos algorithmes, et faire de multiples expe´rimentations 4.2.
4.1 Imple´mentations
L’imple´mentation effective des algorithmes d’analyse et de transformation de´veloppe´s au cours des re-
cherches auxquelles j’ai e´te´ associe´ est un travail d’inge´nierie, donc d’inge´nieur, qui ne fait pas directement
partie de la recherche (en tous cas pas celle directement valorisable par des publications), mais qui est es-
sentiel pour justifier au dela` des mots et des mathe´matiques la re´alite´ des re´sultats obtenus, en particulier
dans le domaine de l’informatique.
Un aspect important de l’imple´mentation d’une nouvelle technique est que celle-ci s’appuie souvent
sur d’anciennes ou d’autres analyses, qui ne sont pas ne´cessairement originales mais qui sont par contre
indispensables pour la faire fonctionner. Cela implique aussi un travail d’inge´nierie lourd qui n’est pas
facile a` valoriser en nombre de publications. Je me suis donc tre`s toˆt lance´ dans l’imple´mentation de
me´thodes de compilation comme le traitement des communications aux voisinages pour la compilation
des boucles paralle`les [16, 19, 18], et j’ai toujours encourage´ mes doctorants dans cette voie.
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4.1.1 Newgen
Les structures de donne´es de PIPS sont de´clare´es avec l’outil de ge´nie logiciel Newgen principalement
de´veloppe´ par Pierre Jouvelot et Re´mi Triolet. A` partir de la de´claration de domaines assez simples, l’outil
ge´ne`re des fonctions et des macros destine´es a` diffe´rents langages cibles qui permettent de manipuler de
manie`re homoge`ne les structures de donne´es correspondantes : allocation et libe´ration de la me´moire,
acce`s aux champs, tests des unions, se´rialisation des donne´es dans un fichier, etc. J’ai apporte´ plusieurs
contributions a` Newgen.
Typage
L’imple´mentation initiale pour le langage C e´tait fonde´e sur des macros ge´ne´re´es par le compilateur
Newgen. Le re´sultat e´tait efficace, mais par contre il n’y avait aucun controˆle du typage, ce qui occasionnait
des difficulte´s dans le de´veloppement de nouvelles fonctionnalite´s dans PIPS parce que des erreurs de type
pouvaient se propager assez loin avant d’eˆtre de´tecte´es. De plus, le typage des structures e´tait lui meˆme
faible et ge´re´ dynamiquement par l’outil.
J’ai donc remplace´ les macros ge´ne´re´es par des structures C classiques et des fonctions. Les structures
reprennent et explicitent l’organisation dynamique pre´ce´dente. Les fonctions assurent la fourniture au
compilateur de toutes les informations de typage ne´cessaires. J’ai e´galement comple´te´ Newgen pour
pouvoir utiliser de manie`re explicite des structures de donne´es imple´mentant des fonctions a` base de
table de hachage (fonctions et ensembles).
Optimisation de la re´cursion automatique
Une seconde contribution a` l’outil de ge´nie logiciel Newgen a e´te´ l’imple´mentation optimise´e d’une fonction
de re´cursion automatique sur des structures de donne´es arbitraires de Newgen. A` partir d’un point de
de´part, la structure de donne´es est parcourue de manie`re a` visiter tous les domaines (types) souhaite´s : a`
la descente dans le graphe une fonction de de´cision permet de de´cider de continuer ou non la re´cursion,
et a` la remonte´e une fonction de re´e´criture permet de modifier le nœud. Chacun des nœuds est parcouru
une seule fois en me´morisant au fur et a` mesure ceux qui ont de´ja` e´te´ visite´s.
Les principales optimisations, simplifications et extensions ont consiste´ a` permettre de spe´cifier un
ensemble de types a` visiter avec pour chacun une fonction de filtrage et de re´e´criture ; a` passer un
contexte (pointeur vers une structure de donne´e arbitraire choisie par l’appelant) qui sera transmis aux
fonctions de controˆle de la re´cursion ; a` ne suivre que les arcs du graphe susceptibles d’aboutir aux nœuds
de type souhaite´, en effectuant une fermeture transitive sur le graphe de type.
Le re´sultat ultime de ces travaux est la fonction a` nombre variable d’arguments dont le prototype est
donne´ ci-dessous :
void gen_context_multi_recurse
(void * start_node,
void * context,
[int domain_to_visit,
bool (*domain_filter)(domain, context),
void (*domain_rewrite)(domain, context)]*
NULL);
Elle a e´te´ utilise´e pour l’imple´mentation de nombreuses analyses et transformations de code dans PIPS [82,
74, 75].
Stockage des re´sultats d’analyses de PIPS
L’application d’analyses interproce´durales fonde´es sur des me´thodes polye´driques sur de tre`s gros codes
industriels, par exemple un code de EDF plus de 1000 routines et 100 000 lignes de code, aboutit a` des
volumes de donne´es tre`s importants, typiquement de l’ordre de 500 Mo, obtenus au prix de nombreuses
heures de calculs. Dans le paralle´liseur et analyseur PIPS, ces donne´es sont stocke´es en me´moire puis
dans des fichiers au format texte qui stockent la se´rialisation des structures de donne´es spe´cifiques ge´re´es
par l’outil de ge´nie logiciel Newgen.
L’imple´mentation initiale du stockage en me´moire e´tait fonde´e sur des listes associant, pour chaque
module et analyse, les donne´es calcule´es. Pour quelques dizaines d’analyses et milliers de modules, la
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taille de cette liste est e´videment prohibitive. Elle a donc e´te´ remplace´e par une cascade de tables de
hachage : a` un module correspond une association qui lie les analyses aux donne´es calcule´es.
Un second aspect a e´te´ de compresser le stockage texte sur disque des donne´es de manie`re a` diminuer
l’espace de stockage mais aussi d’acce´le´rer l’analyse syntaxique pour la re´cupe´ration des structures. Ce
stockage reste cependant au format texte de manie`re a` faciliter le debug e´ventuel des structures en pouvant
consulter facilement le contenu fichier, meˆme si le format se´rialise´ d’une structure de donne´e arbitraire
et re´cursive n’est bien suˆr pas tre`s digeste.
Une troisie`me ame´lioration importante a e´te´ de virtualiser les nume´ros globaux de structures utilise´s par
la sauvegarde de manie`re a` pouvoir ouvrir a` nouveau d’anciennes donne´es sauve´es, meˆme si la structure
de celles-ci a e´te´ modifie´e entre temps, dans la mesure ou` ces modifications sont mineures. Avant cette
modification, l’ajout d’un nouveau champ dans une structure Newgen meˆme sans rapport changeait ces
nume´ros globaux et rendait obsole`tes et inutilisables des re´sultats d’analyses calcule´s a` grand peine.
Conclusion sur Newgen
Newgen e´tait tre`s novateur de`s sa conception a` la fin des anne´es 1980, et il apporte toujours aujourd’hui
une valeur ajoute´e significative pour la manipulations des structures de donne´es au sein de PIPS, en par-
ticulier parce qu’il uniformise les me´thodes d’acce`s a` ces structures et simplifie beaucoup la modification
ou l’ajout de nouvelles structures. Il rend le langage C utilise´ dans PIPS supportable.
4.1.2 Linear/C3
Il est tre`s vite apparu que, sur des codes re´els, l’imple´mentation a` base d’entiers 32 bits de la bibliothe`que
line´aire ne suffisait pas a` repre´senter les syste`mes de contraintes issus des analyses, malgre´ des simplifi-
cations permanentes des syste`mes line´aires cre´e´s lors des analyses. En effet, des coefficients apparaissent
ayant pour valeur le PPCM (plus petit commun multiple) des diffe´rents coefficients, en particulier lors
de la line´arisation des syste`mes pour les calculs des de´pendances. Nous avons donc porte´ la bibliothe`que
pour utiliser les entiers 64 bits, et pour de´tecter les de´bordements de capacite´ lors des calculs entiers. Une
autre contribution, de´crite a` la section 2.3.1, est l’optimisation de l’algorithme de ge´ne´ration de code de
parcours de polye`dre et d’autres ope´rateurs polye´driques.
Passage en 64 bits
Une premie`re e´tape a e´te´ de porter la bibliothe`que line´aire en s’appuyant sur des entiers 64 bits. Une
imple´mentation ge´ne´rique fonde´e sur un type parame´trable Value a donc e´te´ de´veloppe´e, occasionnant des
transformations tre`s importantes des codes sources de la bibliothe`que line´aire et de PIPS (mais moins que
si on avait pris du multipre´cision qui induit la ne´cessite´ tre`s couˆteuse de ge´rer la me´moire pour les valeurs).
Cependant le portage en entier 64 bits ne suffit pas pour repre´senter les polye`dres de certains codes, et
les re´sultats des analyses e´taient potentiellement faux. En effet, les entiers des processeurs imple´mentent
une arithme´tique modulo : les de´passements de capacite´ lors d’une addition ou d’une multiplication ne
sont donc pas de´tecte´s.
Gestion des de´bordements
La seconde e´tape a donc e´te´ de de´tecter les de´passements de capacite´ des diffe´rentes ope´rations effectue´es
sur les entiers et de ge´ne´rer des exceptions. Ceci pose plusieurs difficulte´s :
1. le langage C qui sert de base a` la bibliothe`que ne posse`de pas de me´canisme naturel d’exception
inte´gre´ au langage, contrairement a` d’autres langages comme C++ ou Java ; il n’e´tait pas question
de changer le langage pour ne pas forcer l’utilisation de la librairie avec C++ uniquement ;
2. le C ne dispose pas d’une gestion de me´moire automatique ; lorsqu’une exception est leve´e, les
structures alloue´es doivent pouvoir eˆtre libe´re´es manuellement ou bien la me´moire est perdue ;
3. la de´tection manuelle des de´bordements xyy = x fait naturellement appel a` une division entie`re, qui
est un ope´rateur particulie`rement couˆteux sur les processeurs ; certaines versions pre´liminaires des
processeurs SPARC de Sun de´le´guaient meˆme le calcul au syste`me d’exploitation via une exception.
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L’imple´mentation de sauts arbitraires s’appuie donc sur des long jump fournis par une bibliothe`que
spe´cifique du syste`me. Elle fournit des fonctions de tre`s bas niveau qui permettent de remonter arbitrai-
rement dans la pile d’appels pour se replacer dans un contexte ante´rieur. Un jeu de macros CPP (TRY,
CATCH) permet d’e´crire un code ressemblant a` du C++ qui cache en effet les appels aux fonctions de saut
susmentionne´es. D’autres macros cachent les ve´rifications lie´es aux de´bordements et l’appel e´ventuel a`
la leve´e d’exception qui pre´cise son type. Il permet e´galement d’attraper et de renvoyer certaines excep-
tions de manie`re a` assurer a` la main la libe´ration des structures de donne´es temporaires alloue´es par les
algorithmes.
La pre´cision et la confiance dans les re´sultats des analyses ont e´te´ grandement ame´liore´es par cette
nouvelle imple´mentation. Ne´anmoins il a e´te´ ne´cessaire d’adapter la se´mantique des diffe´rents ope´rateurs
en fonction des besoins lorsqu’une erreur est de´tecte´e, de manie`re a` renvoyer un re´sultat compatible
avec l’attente de l’algorithme utilisant ces ope´rateurs : cre´ation d’une sur ou sous approximation du
re´sultat re´el, basculement sur un autre algorithme, etc. Ces adaptations fines ont e´te´ faites au cas par
cas, principalement par Corinne Ancourt et Be´atrice Creusillet.
Enfin, notre jeu de macros a e´te´ repris pour l’imple´mentation 64 bits de la Polylib, qui avait les meˆmes
besoins de pre´cision et de de´tection des risques de de´bordements.
4.1.3 PIPS
Les principaux efforts d’imple´mentation concernent cependant le logiciel PIPS lui-meˆme, qui utilise l’outil
de ge´nie logiciel et la bibliothe`que line´aire cite´s pre´ce´demment. Parmi les imple´mentations d’analyses et de
transformations d’inte´reˆt ge´ne´ral que j’ai de´veloppe´es dans PIPS en fonction des besoins, e´ventuellement
en collaboration avec des colle`gues, des doctorants, des e´le`ves ou des stagiaires, je peux citer entre
autre : une de´tection de re´ductions simples, une  atomisation  parame´trique, une phase de clonage,
une interface graphique fonde´e sur Java avec des menus construits dynamiquement [78], l’ajout d’une
phase de typage explicite d’un programme Fortran [86], et la de´tection d’invariants de boucles [6]. Un
point commun des diffe´rents compilateurs ou phases de transformations fonde´s sur PIPS, de´crits ci-apre`s,
est leur caracte`re source-a`-source, meˆme lorsqu’il s’agit de compiler pour un acce´le´rateur mate´riel. Ce
choix simplifie beaucoup le de´veloppement et le de´boguage des phases, en laissant en ge´ne´ral les taˆches
de bas niveau comme la se´lection des instructions ou l’allocation de registre au compilateur suivant qui
est vu comme un simple ge´ne´rateur de code binaire.
HPFC
Le prototype de compilateur de´veloppe´ pendant mes stages d’option et de DEA, ma the`se, et ame´liore´
apre`s avec, entre autres, des contributions de Julien Zory, repre´sente 20500 lignes de C pour le compilateur,
5900 lignes de Fortran pour la partie exe´cutif qui utilise PVM ou MPI (en fait la bibliothe`que de support
est beaucoup plus importante, mais l’essentiel des fonctions sont ge´ne´re´es automatiquement a` partir de
mode`les), et enfin 1200 lignes de scripts divers (shell, sed).
Eole
Les diffe´rentes techniques sugge´re´es pour les manipulations d’expressions associatives-commutatives ont
e´te´ imple´mente´es au sein du prototype EOLE de´veloppe´ pour l’essentiel par Julien Zory. Une partie des
transformations, en particulier l’e´quilibrage, et la de´tection d’expressions communes, sont directement
dans PIPS et ont e´te´ de´veloppe´es en C. La partie proprement associative-commutative s’appuie sur l’outil
CAVEAT du CEA, initialement un simplificateur d’expressions, et la bibliothe`que de comparaison de
motifs associatifs-commutatifs STORM des universite´s d’Orle´ans et de Stony Brook. Elle a e´te´ de´veloppe´e
en C++. Les transferts de donne´es entre les deux parties utilisent les structure de donne´es se´rialise´es de
Newgen. Les re´sultats obtenus ont e´te´ tre`s bons, les temps de compilation restant tre`s raisonnables malgre´
la combinatoire des proble`mes sous-jacents. Cet aspect e´tait une condition essentielle pour montrer le
caracte`re pertinent du proble`me aborde´ et des solutions propose´es.
FREIA
Le compilateur pour FREIA, qui traduit l’API vers trois acce´le´rateurs comme de´crit a` la section 2.2.4,
a e´te´ imple´mente´ dans PIPS. La premie`re phase s’appuie sur une se´rie de transformations classiques
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qui e´taient de´ja` disponibles ou ont e´te´ de´veloppe´es ou ame´liore´es pour l’occasion : inlining, e´valuation
partielle, de´roulage de boucle, suppression de code mort, etc. La re´utilisation de l’existant est maximale.
La seconde phase, qui construit et optimise le graphe d’ope´rations image, et la troisie`me phase qui
imple´mente les ge´ne´rateurs de code spe´cifiques a` chaque cible ont e´te´ de´veloppe´s dans une se´rie de passes.
Ces passes repre´sentent moins de 10000 lignes de code en C ajoute´es au compilateur PIPS et utilisant sa
repre´sentation interme´diaire et l’outil Newgen.
Infrastructure
Un travail important effectue´ dans PIPS a e´te´ de mettre a` jour l’infrastructure de compilation et de
gestion des sources de manie`re a` permettre un mode de de´veloppement a` distance et l’existence de
branches inde´pendantes. Ce travail a e´te´ motive´ par l’utilisation de l’outil a` distance par d’anciens du
centre, en particulier Ronan Keryell, Nga Nguyen, Youcef Bouchebaba et Alain Muller.
Le mode`le initial de de´veloppement des trois logiciels interde´pendants Newgen, Linear/C3 et PIPS e´tait
un mode`le centralise´ local sur une machine Sparc SUN, a` base de fichiers partage´s et d’un historique fa-
cultatif utilisant les outils SCCS ou RCS. L’e´diteur de fichier permettait d’assurer l’exclusivite´ des acce`s a`
un fichier particulier. Les Makefiles de chaque re´pertoire e´taient ge´ne´re´s automatiquement par un script.
Deux versions existaient en paralle`le, une version de de´veloppement et une version de production, avec la
possibilite´ de mettre a` jour la version de production a` partie d’une partie de la version de de´veloppement.
Ce mode`le avait l’inconve´nient de ne´cessiter la connexion physique a` la machine he´bergeant le logiciel,
ou au moins le partage des fichiers de donne´es par NFS.
Le nouveau mode`le de de´veloppement, commun aux trois logiciels, est maintenant un mode`le accessible
a` distance [45]. Des de´poˆts SVN accessibles sur Internet via le protocole HTTPS he´bergent les sources
des trois logiciels. Chacun peut librement obtenir une copie de travail de ce de´poˆt et compiler en local.
Les Makefiles sont partage´s et non plus ge´ne´re´s automatiquement. La distinction entre de´veloppement
et production existe toujours, mais est cette fois fonde´e sur des branches personnelles attribue´es a` chaque
de´veloppeur, et cre´e´es en fonction des besoins.
Il faut noter que le passage du mode fichiers directement partage´s a` un mode ou` chaque de´veloppeur
dispose d’une copie locale, et ge`re e´ventuellement ses propres branches, ne´cessite une re´volution de ses
pratiques : mise a` jour et maintenance de sa propre copie de travail, validation personnelle des modifi-
cations, de´cision de fusionner les branches a` prendre, ne´cessite´ de propager ses modifications pour que
celles-ci soient sauvegarde´es, en particulier dans le cas d’un ordinateur portable.
Tests de non re´gression
Pour un logiciel aussi gros que PIPS, les tests de non re´gression permettent de s’assurer de la stabilite´
des re´sultats obtenus par les diffe´rentes passes d’analyses et de transformations, malgre´ les modifications
apporte´es par les de´veloppeurs qui interviennent sur le projet. Les de´veloppeurs ont parfois tendance
a` ne pas faire tourner ces tests, ou bien rarement, parce que ceux-ci sont longs et chargent beaucoup
la machine du de´veloppeur, en particulier quand il s’agit d’un ordinateur portable. En conse´quence, on
peut de´tecter des changements de manie`re tardive et avoir du mal a` trouver la modification qui les ont
occasionne´s.
De manie`re a` ame´liorer cette situation, j’ai de´veloppe´ un syste`me d’exe´cution automatique lors des
modification et pe´riodique la nuit sur une machine de´die´e avec 16 cœurs et 16 Go de me´moire. La
paralle´lisation de la compilation et de l’exe´cution des tests, simplement fonde´e sur GNU make qui ge`re a`
la fois les de´pendances et une limite de charge, permet d’obtenir les re´sultats en quelques minutes qui sont
ensuite envoye´s sur une liste de diffusion. Le fait que le de´veloppeur qui  casse  certaines passes re`gle
les proble`mes qu’il a cre´e´s n’est bien suˆr pas garanti, mais le syste`me permet au moins d’identifier l’auteur
et les modifications qui cre´ent un changement, ce qui est une ame´lioration significative par rapport a` la
situation pre´ce´dente.
4.2 Expe´rimentations
Au cours de mes travaux, j’ai souvent e´te´ confronte´ a` des besoins de mesures pre´cises, d’analyses des
re´sultats obtenus, de mode´lisations pour comprendre les diffe´rents effets des causes possibles. Ces travaux
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ont souvent ouvert des questionnements moteurs des progre`s accomplis ensuite. Voici quelques exemples
de ces travaux expe´rimentaux, suivis des enseignements que j’en ai tire´s.
4.2.1 Quelques exemples
Je fais de la recherche depuis 1992, et j’ai eu l’occasion d’expe´rimenter avec de nombreux mate´riels au
cours de ces 20 ans : mes premie`res expe´riences avec mon prototype de compilateur HPF ont commence´
sur le re´seau de stations de travail Sun disponible a` l’E´cole des mines de Paris [19, 18, 20].
J’ai ensuite eu acce`s a` diffe´rentes machines comme la CM5 du SEH, la SP2 de l’E´cole des mines de Paris,
la ferme de DEC Alpha du LIFL, le CRAY T3D de l’IDRISS. . . sur lesquelles j’ai pu faire de nombreuses
mesures qui ont alimente´ ma re´flexion et mes travaux. En particulier, la ferme d’Alpha a e´te´ une bonne
source de comparaison pour ma technique de compilation des communications des replacements HPF [65].
Le SP2 local a permis a` Julien Zory [88, 87] de tre`s nombreuses expe´riences avec HPF et les mani-
pulations d’expressions comme celles rapporte´es a` la figure 2.20. Les expe´riences nous ont donne´ des
re´sultats surprenants par rapport a` ce que nous attendions : en effet, alors que sur P2SC l’e´quilibrage des
expressions apportaient de meilleures performances, c’e´tait exactement le cas inverse sur MIPS R10000.
L’interpre´tation de ce re´sultat contre-intuitif a induit une e´tude pousse´e du compilateur MIPS pour
de´couvrir que celui-ci de´roulait syste´matiquement les boucles sans prendre en compte la pression sur les
registres. Pendant toute la the`se de Julien, les expe´riences ont e´te´ un moteur pour de´tecter rapidement
des proble`mes concernant les applications, les compilateurs et les mate´riels, et pour les re´soudre, plus
lentement.
L’utilisation de stations de travail ou de simulateurs a aussi e´te´ le support des mesures effectue´es pour
les travaux sur l’exploitation fine de la hie´rarchie me´moire avec Youcef Bouchebaba [13, 12, 10, 11, 15, 14].
Une partie des expe´riences pour les acce´le´rateurs cible du projet FREIA ont e´te´ fonde´es sur des simulateurs
fonctionnels instrumente´s, qui ont permis a` la fois d’exe´cuter les codes de manie`re assez performante sur
une station de travail ou un ordinateur portable, tout en donnant aussi des re´sultats en terme de temps
d’exe´cution.
Divers GP-GPUs ont e´te´ utilise´s pour des expe´rimentations : lors des travaux FREIA pour expe´rimenter
la sortie OpenCL du compilateur, lors des expe´riences sur l’imple´mentation paralle`le de hashcash par
Etienne Servais, et e´galement les nombreuses expe´riences effectue´es par Mehdi Amini pour sa the`se.
Mes travaux sur les fonctions cryptographiques de preuve d’effort [40] borne´es par la me´moire ont permis
quelques expe´riences amusantes : l’objectif de ces fonctions est que leur performance doit faiblement varier
avec l’aˆge de la machine. Pour mesurer cet effet, il a falu donc expe´rimenter avec de vieilles machines
sorties du placard, un peu poussie´reuses, trouver des pie`ces de rechange, installer un syste`me re´cent dans
un espace limite´, et faire fonctionner le tout assez longtemps pour obtenir des mesures.
Un dernier exemple concerne l’algorithme de rapprochement de deux relations de base de donne´es afin
de de´couvrir les diffe´rences en un minimum de communications [47]. Mesurer le temps d’exe´cution ne
pose pas de proble`me ; par contre un point important pour le propos de l’algorithme e´tait de simuler
une communication de faible de´bit, ce qui a e´te´ fait en ajoutant du controˆle de de´bit artificiel sur des
interfaces locales de la machine cliente, avec quelques manipulations des communications initie´es par le
noyau Linux.
4.2.2 Conse´quences
L’activite´ expe´rimentale pousse a` l’humilite´. Les re´sultats sont souvent de´licats a` obtenir, instables car
de´pendant de nombreux facteurs pas tous maˆıtrise´s, comme la charge de la machine ou du re´seau, les
interactions avec les autres processus, etc. Il faut donc eˆtre tour a` tour attentif, soupc¸onneux, patient :
si l’on sait quand la campagne de mesure commence, la date de fin est toujours tre`s incertaine.
Ensuite, la mesure de la performance ne´cessite certes des outils, mais aussi une compre´hension fine de
ce qui est re´ellement mesure´, et des diffe´rentes contraintes qui bornent la vitesse des calculs. Quand je
fais le rapprochement de deux relations a` distance pour diffe´rents parame`tres, suis-je en train de mesurer
la performance des disques des machines he´bergeant la base, ou bien la performance du re´seau qui m’y
relie en latence ou en de´bit, la vitesse de l’interpre´teur d’expressions du syste`me de base de donne´es, ou
encore la vitesse de l’interpre´teur perl qui exe´cute mon algorithme sur le client ? Il est bien suˆr ne´cessaire
de re´pondre a` ce type de question pour pouvoir dire que l’on comprend les mesures obtenues.
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Malgre´ ces difficulte´s, la construction d’une campagne de mesure est passionnante en elle-meˆme : a`
partir d’une hypothe`se fonde´e sur une analyse de la complexite´ de l’algorithme exe´cute´ et e´ventuellement
un mode`le qui permet de relier cette complexite´ aux diffe´rents facteurs composant l’environnement de
l’expe´rience, on fait des mesures, et on valide ces mesures par rapport au pre´vision du mode`le. Je ne
pense pas qu’il me soit arrive´ un jour de faire une seule ite´ration pour arriver a` un re´sultat satisfaisant
et conforme. Il y a toujours eu un impre´vu, une subtilite´ qui avait e´te´ ne´glige´e a` tort et qui devenait
e´vidente apre`s l’expe´rience, ou un re´sultat e´trange qui ne´cessitait de reprendre le mode`le pour l’affiner
ou bien en comprendre les limites ou les hypothe`ses implicites.
Les mesures de performance des transformations de code effectue´es avec Youcef Bouchebaba en sont
une illustration : meˆme si on attendait des mesures line´aires avec des points bien aligne´s sur une droite
fonction de la taille du domaine de calcul et avec une pente pre´visible, les de´crochements e´ventuels a`
l’occasion du passage d’un niveau de cache a` un autre par exemple e´taient e´ventuellement eux plus
inattendus.
Un dernier aspect des expe´riences concerne leur pre´sentation intelligible dans un article ou au cours
d’une pre´sentation. Il s’agit de fait d’une de´marche pe´dagogique, qui doit permettre de mettre en exergue
ce qu’on veut montrer dans un espace souvent limite´.
4.3 Conclusion
Les imple´mentations et les expe´riences constituent des investissements en temps conside´rables pour valider
les propositions faites. Elles paraissent indispensables a` ce domaine de recherche et a` la manie`re dont je
l’envisage. Par contre, leur impact sur les publications, l’aune de la recherche, semble globallement ne´gatif :
les semaines passe´es a` assurer que les de´bordements sont de´tecte´s dans les algorithmes de manipulation
de polye`dres sont irre´me´diablement perdues.
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Chapitre 5
Connaissances
Avoir pre´sent a` l’esprit un objet re´el ou vrai.
(dictionnaire Le Petit Robert)
J’ai eu l’occasion de partager mes connaissances dans diffe´rents contextes : second cycle d’e´coles
d’inge´nieur, pre´sentations de recherches lors de colloques ou de se´minaires, et enfin la diffusion de lo-
giciels libres. Pour la partie enseignement, la diversite´ des publics, en aˆge, en niveau et en objectifs, et
celle des sujets aborde´s ont toujours e´te´ pour moi une source d’enrichissement. Mes principales activite´s
dans ce domaine restent quand meˆme dans le domaine des technologies de l’information, en allant des
mathe´matiques qui en sont un fondement a` l’utilisation quotidienne pratique d’un ordinateur.
Mes principaux publics d’e´le`ves sont ceux des e´coles d’inge´nieur, soit dans le cycle inge´nieur lui-
meˆme (inge´nieur civil, corps des mines et ISIA a` l’E´cole des mines de Paris, ESIGETEL), soit dans
des cycles de formations plus professionnalisantes comme des Maste`res Spe´cialise´s (Inge´nierie des Ap-
plications Re´seaux-Multimedia – IAR2M, Management des Syste`mes d’Informations et des Technologies
– MSIT), et enfin dans le cadre de la formation continue donne´es directement ou via d’autres e´coles
d’inge´nieurs comme l’ENST Bretagne. Le public de la formation continue aborde un sujet souvent pra-
tique lors de stages courts et denses, et est e´videmment tre`s diffe´rent du public des e´coles : plus centre´ sur
ses proble`mes, plus inte´resse´ par des solutions pratiques et ope´rationnelles, et par contre moins inte´resse´s
par les questions the´oriques ou abstraites.
La diffusion des connaissances, the´oriques ou pratiques, devant une audience plus ou moins attentive,
est une e´preuve qui peut tout autant servir de tremplin pour e´tendre ses propres connaissances en creusant
un sujet : j’ai constate´ comme tous mes colle`gues qu’entre connaˆıtre un sujet et eˆtre capable de le faire
comprendre a` un e´le`ve ou un colle`gue, il y a un pas significatif dans le niveau de compre´hension que l’on
doit en avoir. Ces pre´sentations ont donc e´te´ pour moi l’occasion d’approfondir des sujets, et d’approfondir
ma connaissance et ma technique du domaine de la pe´dagogie, jusqu’a` faire des propositions pratiques
pour un outil [43, 44, 42]. Enfin, il est aussi possible de diffuser des connaissances ou une expe´rience sous
forme de contributions a` des logiciels libres comme Apache (serveur web), PostgreSQL (serveur de base
de donne´es relationnelle) ou Subversion (outil de gestion de re´visions).
5.1 Se´minaires et tutoriels
Les se´minaires de recherche et les confe´rences grand public constituent un format que j’appre´cie : avec
typiquement une heure devant soi, il est possible de se donner un temps suffisant pour expliquer des aspects
fins des proble´matiques pre´sente´es. C’est un bon interme´diaire entre la session dans une confe´rence, ou` il
faut parler vite pour donner ses re´sultats, et le cours e´tale´ sur plusieurs jours : l’unite´ de lieu et de temps
ne bloque pas la profondeur de l’expose´. De plus, les sujets sur lesquels j’ai donne´ des se´minaires sont de
plus en rapport avec mes the`mes de recherche, ce qui est une motivation supple´mentaire.
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5.1.1 Se´minaires de recherche
De`s le de´but de mes travaux j’ai e´te´ amene´ a` parler a` de nombreuses reprises du High Performance
Fortran, la premie`re fois pour en pre´senter les particularite´s a` la communaute´ du data-paralle´lisme en
France a` l’occasion d’une re´union du groupe Paradigme [17]. De telles pre´sentations ont e´te´ renouvele´es
a` l’IDRIS [21], au CEA [28], a` un atelier d’automne PRISM [29] lors d’un tutoriel HPF a` Renpar’7 [23]
en franc¸ais et a` Europar’99 [33] en anglais.
Au dela` de la simple pre´sentation du langage HPF, j’ai participe´ a` la pre´sentation des techniques
de compilation de HPF [67] lors de l’e´cole de printemps PRS en 1996 avec Ce´cile Germain et Jean-
Louis Pazat. La compilation des replacements a e´te´ pre´sente´ a` une journe´e PRS [66]. La compilation des
communications a e´galement fait l’objet d’un se´minaire Rumeur en 1996 [24]. Enfin, j’ai pu exprimer mes
vues sur le langage lors d’un se´minaire de recherche de l’INRIA [30].
J’ai pre´sente´ les travaux commun avec Julien Zory au se´minaire Dagstuhl 99161 [34]. Les travaux
FREIA on fait l’objet de plusieurs se´minaires [69, 71].
5.1.2 Grand public
Je dois eˆtre un bon client des spammeurs puisque je rec¸ois typiquement plus de 1000 messages non
souhaite´s par jour. C’est donc naturellement que je me suis inte´resse´ a` ce sujet et que j’ai propose´ des
contributions pre´sente´es a` la section 2.3.2.
L’e´tude de ce phe´nome`ne touche l’e´conomie, les socie´te´s civile et mafieuse, la mondialisation et la mise`re
mondiale, la psychologie, mais aussi des aspects plus techniques comme les protocoles de messagerie et
le fonctionnement ge´ne´ral d’Internet. Les solutions propose´es couvrent elles aussi ces aspects : protocoles
cryptographiques divers, lois et poursuites judiciaires, filtres statistiques, syste`mes collaboratifs pour
identifier les messages, outils d’analyses, etc.
La DSI (Direction des syste`mes d’information) de RFF (Re´seau ferre´ de France, e´tablissement public
ge´rant les voies ferre´es en France) m’a invite´ a` pre´senter la proble´matique du spam au cours de leur
se´minaire annuel en juin 2006 [48]. Une version ame´liore´e de cette pre´sentation a ensuite e´te´ donne´e a`
une re´union mensuelle de l’ANDSI (Association nationale des DSI) [49] en novembre 2006. Enfin, une
pre´sentation grand public a eu lieu a` l’occasion du cycle bellifontain de confe´rences  le gouˆt du savoir  en
fe´vrier 2007 [53]. Un nouvelle formation mise a` jour lors d’une journe´e de la DSI de l’INSERM en juin
2010 [61].
La DSI de RFF m’a a` nouveau invite´ en juin 2007 pour son se´minaire annuel, cette fois pour deux
confe´rences :
Cryptographie et ’Pataphysique pre´sente [51] les diffe´rentes proble´matiques de la cryptographie sous
l’angle des attaques qui fonctionnent : recouvrements de mots de passe, crackage de clefs secre`tes,
me´-compre´hension des me´canismes de signature.
Quelques ide´es sur la se´curite´ des re´seaux discute [52] les grands principes de la se´curite´ des re´seaux
en se fondant sur des exemples d’affaires re´centes ou plus anciennes.
La confe´rence sur la cryptographie a e´galement eu lieu dans le cadre bellifontain [56, 57].
Enfin, dans le cadre des confe´rences organise´e par FedISA, j’ai fait une intervention sur le Cloud
Computing [60].
5.1.3 Tutoriel logiciels libres
J’ai eu l’occasion d’eˆtre invite´ par Te´le´com Bretagne aux journe´es Autour du Libre en 2000 pour y
pre´senter les possibilite´s du langage de script perl [35]. Ce tutoriel perl a servi de base a` une offre de
stage de formation continue ajoute´ au catalogue de l’ENST-Bretagne et est re´gulie`rement demande´e.
5.2 Enseignement
J’ai la chance rare d’enseigner dans des conditions exceptionnelles : peu d’e´le`ves, de haut niveau car
tre`s se´lectionne´s, certains d’entre eux passionne´s par les matie`res qui leurs sont propose´es, et auxquels je
dispense un enseignement plus proche du tutorat que de l’enseignement de masse.
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Le domaine de l’informatique n’est pas limite´ a` un simple savoir scientifique, meˆme si la connaissance de
re´sultats the´oriques ou d’algorithmes est tre`s utile. Il s’e´tend a` un savoir-faire qui ne peut eˆtre de´montre´
qu’en faisant soi-meˆme pour ve´rifier si les me´thodes propose´es fonctionnent re´ellement dans la pratique.
Une partie des domaines touche parfois a` la ’pataphysique, la science humoristique et paradoxale des
exceptions qui n’en est pas une puisqu’elle e´tudie ce qui ne fonctionne pas, n’est pas reproductible. De
plus, la carrie`re e´voluant, les proble´matiques du faire-savoir pour valoriser ce qui est re´alise´ et du faire-
faire manage´rial se posent e´galement. En conse´quence, la transmission passe beaucoup par des se´ances
pratiques, des projets, des stages en entreprise.
L’enseignement a donc repre´sente´ une part importante de mon activite´ ces vingt dernie`res anne´es, tant
par choix que par opportunite´. Voici a` titre d’exemple les matie`res enseigne´es au cours de l’anne´e 2012-
2013. J’ai par ailleurs des responsabilite´s organisationnelles pour plusieurs cycles de l’E´cole des mines de
Paris :
Cycle inge´nieur civil, tronc commun introduction a` l’informatique.
Cycle inge´nieur civil, enseignements spe´cialise´s syste`mes d’information, introduction aux re´seaux.
Cycle inge´nieur civil, Option MSI langage de script, cryptographie, gestion de sources, se´curite´ des
re´seaux, compilation.
MS MSIT exe´cutif mode`les d’affaire.
Cycle du corps des mines, PESTO SI mode`les d’affaire.
A` ces formes d’enseignement classiques s’ajoute le suivi de projets et de stages en entreprise pour des
optionnaires et des maste´riens.
Il est inte´ressant de noter que les travaux d’e´tudiants, meˆme dans le cadre de formation professionnali-
sante, peuvent donner lieu a` des publications [81]. Le de´veloppement de formations avec des partenaires
est e´galement l’occasion de re´pondre a` des appels d’offre sur des sujets de recherche plus oriente´s gestion,
comme ce fut le cas concernant les mode`les d’affaire, et la` encore de faire quelques publications [77].
Globalement, les enseignements que j’ai assure´s jusqu’a` pre´sent se focalisent sur l’inge´nierie logicielle,
les bases de donne´es, le syste`me, les re´seaux et un peu de the´orie, principalement a` un niveau second
cycle informatique. Une partie de mes supports de cours est diffuse´e [50] dans le cadre de l’ope´ration
ParisTech Libres Savoirs qui vise a` donner acce`s gratuitement a` des supports correspondant a` des cours
actuels.
5.3 Outils pe´dagogiques
A` force d’organiser des se´ances pratiques avec des groupes d’e´le`ves, on se trouve confronte´ aux ve´rite´s
e´le´mentaires de la pe´dagogie et de la psychologie : un e´le`ve a besoin de retours rapides pour valider ses
tentatives de re´ponses aux questions pose´es. En l’absence de retour, imme´diat ou au moins rapide, l’e´le`ve
suppose soit que sa re´ponse est bonne sans y passer plus de temps, soit il se de´motive. Un autre point
important est que l’e´tudiant ne retourne pratiquement jamais sur ses re´alisations passe´es : les corrections
propose´es ne sont pratiquement pas regarde´es, ce que j’ai ve´rifie´ en les mettant en ligne et en comptant
les acce`s des e´le`ves curieux. . . l’e´tudiant est passe´ a` autre chose ; il a tourne´ la page. Il existe bien suˆr des
contre-exemples, mais ces exceptions restent largement minoritaires.
Un autre proble`me concerne l’enseignement du langage SQL utilise´ pour interroger une base de donne´es
relationnelle : l’alge`bre relationnelle induit de nombreuses requeˆtes e´quivalentes, et il est difficile de com-
parer une requeˆte re´fe´rence a` une requeˆte produite par l’e´tudiant. Pour re´pondre a` cette proble´matique,
j’ai de´veloppe´ un outil web [42, 44, 43] de validation automatique des questions d’un TP. L’outil Correc-
tor permet a` l’e´le`ve de valider ses re´ponses au fur et a` mesure avec des techniques de corrections adapte´es
aux diffe´rents types de questions : les requeˆtes SQL sont exe´cute´es afin de comparer la relation re´sultante ;
la re´ponse de l’e´le`ve issue de l’interaction avec un serveur est ve´rifie´e par une me´thode cryptographique ;
des mots clefs sont cherche´s dans la re´ponse de l’e´le`ve. . .
L’utilisation de cet outil, en plus d’offrir un retour imme´diat a` l’e´le`ve et d’ajouter ainsi une motiva-
tion, permet de ge´rer de manie`re beaucoup plus facile des groupes d’e´le`ves plus grands, ou` l’enseignant
n’intervient plus que pour assister les e´tudiants bloque´s plutoˆt que pour intervenir aupre`s de tous les
e´tudiants a` fin de validation.
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Par contre, il n’est pas un outil universel et de´finitif. Tout d’abord, la mise au point de la correc-
tion automatique n’est pas toujours facile, en particulier pour des questions ouvertes pour lesquelles la
correction est fonde´e sur une se´rie de mots clefs dont le choix varie d’un e´tudiant a` l’autre. Ensuite,
certains e´le`ves se focalisent sur l’obtention des points au de´triment de l’acquisition des connaissances et
des savoir-faire : tentative de copier-coller d’un dictionnaire entier pour trouver a` coup suˆr les mots clefs,
recopie des re´ponses d’un autre e´tudiant sans se rendre compte qu’elle contient une identification de cet
e´tudiant qui permet de de´tecter la supercherie, etc. La vigilance de l’enseignant est donc toujours requise.
Un autre exemple d’outil re´alise´ a` une fin pe´dagogique est un comparateur de projets qui permet de
mesurer la distance entre diffe´rents codes sources pour de´tecter des inspirations un peu directes dans les
projets d’e´le`ves. Les mesures de distance sont inde´pendantes des choix particuliers d’identificateurs ou
de commentaires qui peuvent facilement eˆtre change´s, et se focalisent sur des e´le´ments de structure dont
une signature caracte´ristique est construite sous forme d’un vecteur. Ces vecteurs sont ensuite compare´s
avec plusieurs mesures qui se focalisent sur l’inclusion de code, la reprise de code, etc. Un tri manuel est
ensuite effectue´ sur les alertes souleve´es par l’analyse automatique.
5.4 Contributions aux logiciels libres
Une dernie`re manie`re de diffuser ses connaissances vers un large public est de contribuer a` ou d’e´crire des
logiciels libres, a` la fois gratuits et disponibles sous forme de sources. C’est le cas des contributions dans
Newgen, Linear/C3 et PIPS pre´sente´es a` la section 4.1. J’ai aussi aborde´ et comple´te´ diffe´rents logiciels
selon mes besoins souvent professionnels et quelquefois personnels. Dans ces re´alisations comme dans mes
travaux de recherche j’ai e´te´ guide´ par des soucis de performance, d’e´le´gance ou de connaissance. . .On
peut rapidement citer pour les contributions a` des logiciels libres largement utilise´s :
Apache httpd (logiciel serveur web) le module macro pour faciliter l’e´criture des fichiers de configura-
tions en autorisant la de´finition de macros [32], en proposant une syntaxe qui s’inte`gre dans celle du
fichier de configuration lui-meˆme (pour e´viter des outils exte´rieurs comme cpp ou m4). Ce module
est fourni sous forme de package avec les principales distributions Linux, et sera directement inte´gre´
dans le serveur a` partir de la version 2.4.6 sortie le 22 juillet 2013.
Subversion (SVN, outil de gestion de re´visions) Cet outil est utilise´ pour l’administration syste`me, pour
le logiciel PIPS mais aussi comme sujet d’enseignement en tant que tel :
• La principale contribution est la francisation [68] de la documentation interactive accessible a`
partir de la ligne de commande, en collaboration avec Marcel Gosselin et d’autres.
• Lors du transfert de PIPS sous subversion, j’ai de´veloppe´ un script de reprise de l’historique
a` partir de RCS rcs2svn [41] ainsi qu’un script de cre´ation de branches de de´veloppement
svn branch.sh.
• Lors du passage des fichiers syste`mes du CRI sous subversion, j’ai eu besoin d’un outil de
fusion de de´poˆts svn-merge-repos [46].
• ve´rifications automatiques parame´trables avant commit pour SVN svn-pre-commit [59] de´veloppe´
pour les de´poˆts de PIPS.
• utilisation de SVN conjointement a` d’autres outils, en particulier make, rsync et ssh, pour
partager, sauvegarder et de´ployer des configurations syste`mes [54].
PostgreSQL (serveur de base de donne´es) Diverses contributions directes ou indirectes, ainsi que d’outils
autour de ce logiciel que j’utilise abondamment dans le cadre de diffe´rents enseignements, parmi
lesquelles je peux citer :
• adaptation de l’infrastructure de compilation a` l’ajout de nouvelles extensions sans avoir a`
repartir des sources de la base de donne´es : pgxs [37].
• un autre exemple est l’ajout d’un petit mot clef ALSO dans des de´clarations de fac¸on a` e´claircir
leur comportement par de´faut.
• affichage explicite de la localisation des erreurs de syntaxe, tre`s utile pour les e´le`ves.
• ajout d’agre´gations boole´ennes et binaires (AND, OR).
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• diverses corrections dans le type date.
• extension tuplock [39] pour verrouiller des tuples dans un table, i.e. empeˆcher la modification
de leur contenu.
• comparaison a` distance de relations en minimisant les communications, par exemple pour
de´tecter les tuples diffe´rents lors d’une reprise apre`s l’interruption d’une synchronisation de
deux bases, avec pg comparator [36, 47, 58, 62].
• controˆle d’un sche´ma de donne´es a` la recherche d’erreurs e´ventuelles avec pg-advisor [38] puis
Salix Babylonica [1, 63, 64].
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Chapitre 6
Projet de Recherche
Mon projet de recherche prolonge l’axe principal de mes travaux pre´ce´dents : concevoir des langages,
e´ventuellement spe´cifiques a` des domaines d’application, et les compiler pour la performance, de manie`re
pragmatique, sans pre´juger de leur forme (syntaxe, directives, API, scripts), des cibles mate´rielles (du
processeur embarque´ aux super-calculateurs), des objectifs (temps, consommation, . . .) des proble´matiques
spe´cifiques (ordonnancement, hie´rarchie me´moire, communications, . . .) ni des outils particuliers (com-
pilation classique, outils polye´driques, JIT. . .). Je montre la pertinence toujours actuelle de cet axe.
J’illustre les ide´es propose´es par des exemples issus de mes travaux passe´s ou re´cents, ou de possibles
travaux futurs pre´sente´s sous forme de sujets de stage inge´nieur, de stage de master recherche ou de the`se.
6.1 Contexte et enjeux
Cette premie`re partie discute la proble´matique de la compilation, de´crit quelques architectures mate´rielles
re´centes qui sont des cibles actuelles et futures, aborde les enjeux et pre´sente les me´thodes envisage´es
pour re´soudre les proble`mes ouverts.
6.1.1 Compilation
La compilation suppose de de´finir de manie`re pertinente deux frontie`res : l’une du coˆte´ du langage
donne´ au de´veloppeur applicatif ou meˆme a` un autre compilateur de plus haut niveau, qui doivent
pouvoir exprimer leurs besoins, et l’autre du coˆte´ de la cible, souvent mais pas ne´cessairement mate´rielle,
impliquant e´ventuellement un environnement d’exe´cution riche, et dont le compilateur doit profiter au
mieux.
En amont, il s’agit de savoir quelle est la bonne de´finition du langage pour permettre a` l’utilisateur
d’exprimer ce qu’il veut dans son domaine d’application, et lui permettre d’aider le compilateur dans des
taˆches qui lui sont particulie`rement difficiles, et ce, sans contraindre inutilement la liberte´ de l’utilisateur.
Ce langage peut eˆtre comple`tement spe´cifique, ou s’appuyer au contraire sur un langage largement utilise´
comme C, mais restreint par exemple a` une API particulie`re. En aval, il s’agit de de´finir ce que doivent
permettre l’environnement d’exe´cution et le mate´riel, sur lesquels le code ge´ne´re´ va s’appuyer. Un effet
de bord positif de bonnes de´cisions prises en amont et en aval est que le compilateur peut devenir un
outil moins one´reux a` de´velopper, et rapidement disponible quand une nouvelle cible arrive.
Ces aspects ont e´te´ aborde´s dans le cadre du projet ANR FREIA auquel j’ai participe´ et dont certains
re´sultats ont e´te´ pre´sente´s et discute´s dans les chapitres pre´ce´dentes (sections 2.2.4, 3.2, 3.3.3, 4.2). Ce
projet visait a` fournir un environnement de de´veloppement complet pour des applications de traitement
d’image, incluant leur compilation vers diffe´rentes classes d’acce´le´rateurs mate´riels. L’un des enjeux est
le dialogue permanent ne´cessaire avec les spe´cialistes du domaine applicatif pour l’aspect langage (quels
ope´rateurs, quelles fonctions, quelle syntaxe) et les concepteurs du mate´riel (quelles ope´rations, quelles
performances cibles, quel e´quilibre entre les diffe´rentes composantes de l’architecture mate´rielle). Ce
dialogue n’est bien suˆr pas uniquement limite´ aux interactions avec le compilateur : les concepteurs
du mate´riel doivent aussi s’inspirer du domaine applicatif pour bien comprendre le fonctionnement des
applications pour de´terminer les caracte´ristiques souhaitables du mate´riel. Par contre, la conversation est
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ne´cessaire pour de´finir une bonne re´partition entre mate´riel, environnement d’exe´cution, compilateur et
langage de manie`re a` servir aux mieux les applications et leurs de´veloppeurs.
6.1.2 Contexte technologique
La progression des performances des microprocesseurs (calcul, me´moire) a suivi la loi de Moore de dou-
blement pe´riodique sur la fre´quence et la densite´ d’inte´gration depuis plusieurs de´cennies. La progression
des fre´quences a cesse´ vers 2002 a` cause du mur thermique, les processeurs ne pouvant plus dissiper
l’e´nergie de´gage´e. La densite´ des circuits continue ne´anmoins de progresser, par exemple avec une finesse
de gravure en 2012 de 28 nm pour TSMC et 22 nm pour Intel, mais cette progression va e´galement
s’arreˆter sur les effets quantiques des composants, sans doute dans la de´cennie a` venir, a` moins d’une
rupture technologique majeure non encore entrevue. Par contre, la vitesse de la lumie`re, qui induit un
temps minimal de propagation des signaux, a fait sentir son effet depuis longtemps sur la latence des
acce`s aux donne´es. Un signal parcourt typiquement quelques centime`tres entre deux tics d’un processeur
moderne : de`s lors que le signal ne peut parcourir qu’une distance faible entre deux instructions, les
donne´es doivent eˆtre tre`s proches pour eˆtre utilise´es imme´diatement. L’objectif de nombreuses transfor-
mations de programme ope´re´es par les compilateurs est donc de diminuer les communications ne´cessaires
en augmentant la localite´ des calculs ou en masquant la latence des acce`s me´moire pour maintenir le
processeur en activite´.
Si on prend une perspective plus historique sur cette progression, force est de constater que les objectifs,
les difficulte´s a` lever, restent les meˆmes au cours du temps : rapprocher les applications qui ont besoin
de performance en vitesse, prix et consommation de ressources des architectures mate´rielles complexes
capables de les fournir. . .
Pour ce qui concerne mes travaux passe´s, j’ai aborde´ les points suivants au cours de ma the`se et des
trois the`ses que j’ai co-encadre´es :
• le de´veloppement du langage HPF pour favoriser l’usage des supercalculateurs paralle`les a` me´moire
distribue´e, avec la ge´ne´ration explicite des communications et de l’adressage de donne´es re´parties
sur toute la machine ;
• les transformations d’expressions e´le´mentaires pour tirer parti du paralle´lisme interne propose´ par
les processeurs (super scalaire, VLIW), en prenant en compte la pression de registre par exemple ;
• l’application de transformations de programme tre`s agressives sur des applications simples de trai-
tement du signal pour augmenter la dure´e d’utilisation sur batterie d’applications embarque´es ;
• la compilation pour des acce´le´rateurs de type GPGPU ;
• une chaˆıne de compilation pour des applications de traitement d’image embarque´es exe´cute´s avec
des acce´le´rateurs mate´riels spe´cifiques.
Dans tous les cas, ces travaux portent sur les analyses et transformations automatiques de programme
pour les adapter a` ces mate´riels et a` des objectifs multiples de performance en vitesse, e´nergie, surface. . .
pour un couˆt de de´veloppement aussi faible que possible. Il est inte´ressant de noter que la pre´occupation
environnementale se focalise maintenant aussi sur les supercalculateurs, qui sont non seulement classe´s par
leur puissance de calcul depuis 1993 (www.top500.org novembre 2012 : Cray XK7, Linpack 17,6 Tflop/s)
mais aussi par leur rendement e´nerge´tique depuis 2007 (www.green500.org novembre 2012 : Appro Int.
Inc. Xtreme-X, Linpack 2500 Mflop/s/W).
Mes travaux pre´sents et futurs continuent dans cette voie, avec pour cible des acce´le´rateurs de calcul
spe´cialise´s, par exemple pour le domaine du traitement image ou du traitement du signal.
6.1.3 Le mate´riel
Voici quelques exemples de mate´riels cibles actuels.
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Processeurs de flux (SPoC – CMM/MINES ParisTech)
Le processeur SPoC est spe´cifique au traitement morphologique d’images. Il a e´te´ de´veloppe´ par Chris-
tophe Clienti dans le cadre de sa the`se de doctorat (Architectures flot de donne´es de´die´es au traitement
d’images par Morphologie Mathe´matique, E´cole des mines de Paris, 2009). Des fonctions de traitement
de haut niveau sont directement incluses sur le silicium, et un bus interne permet le transfert et l’accu-
mulation des donne´es entre ces traitements de manie`re continue et efficace, sous forme d’un long pipeline
vectoriel. Un point clef de cet acce´le´rateur est qu’il incorpore le traitement algorithmique des bords des
images de manie`re transparente.
Processeur SIMD (Terapix – THALES)
Il s’agit d’un acce´le´rateur mate´riel pour le calcul embarque´ de´veloppe´ par l’industriel THALES. Un
vecteur de 128 processeurs e´le´mentaires permet des calculs en mode SIMD strict, qui permet d’exploiter un
paralle´lisme de donne´es et des ope´rations aux voisinages. La me´moire interne est limite´e a` quelques milliers
de mots par processeur e´le´mentaire et doit eˆtre ge´re´e explicitement par le compilateur ou l’environnement
d’exe´cution. Ici encore, les possibilite´s d’inte´grer directement au mate´riel et a` l’exe´cutif le traitement des
bords est un facteur important de simplification pour la compilation.
Processeurs reconfigurables
Les mate´riels fonde´s sur des FPGA (Field-Programmable Gate Array) peuvent eˆtre dynamiquement
reconfigurables : on peut les adapter dynamiquement aux besoins des applications, en fonction par exemple
d’un mode d’utilisation ou d’une phase particulie`re de calcul. Cette possibilite´ ouvre des perspectives
nouvelles pour la compilation et l’optimisation d’applications.
L’inconve´nient de ces mate´riels, compare´ a` des circuit inte´gre´s spe´cifiques, est la consommation supe´rieure
de surface de silicium, la consommation e´nerge´tique plus importante et la vitesse moindre obtenue in fine.
Pour des usages particuliers, un circuit inte´gre´ spe´cifique est par contre plus long a` concevoir et indus-
trialiser, et plus one´reux pour des faibles ou moyens volumes, ce qui laisse un espace a` ces processeurs
entre les ASIC et les processeurs ge´ne´ralistes programmables.
Cartes graphiques (GPGPU)
Les cartes graphiques re´centes, ou leurs e´volutions, permettent de faire des calculs ge´ne´raux en simple
voire double pre´cision (GPGPU : General Purpose Graphical Processing Unit). L’unite´ Tesla S2050 de
NVIDIA (Q2 2010) propose par exemple une puissance creˆte de 2 Tflop/s en double pre´cision. Le fait
meˆme que ces cartes imple´mentent des calculs flottants doubles, qui ne sont d’aucun usage pour une
carte graphique destine´e a` l’affichage, montre le positionnement de NVIDIA sur le marche´ du calcul
haute performance. Certains supercalculateurs actuel, comme le Tianhe-1A en Chine, sont fonde´s sur ce
type de cartes.
L’architecture de ces cartes est pour l’essentiel du SIMD multi-thread e´. La programmation ou la com-
pilation vers ces machines doit prendre en compte les nombreux processeurs e´le´mentaires disponibles, les
contraintes de gestion me´moire fortes qui impliquent souvent une allocation et une gestion manuelles des
donne´es, ainsi qu’une attention soutenue aux mouvements de donne´es entre la machine hoˆte et la carte,
mais aussi au sein de la carte elle-meˆme avec des contraintes d’alignement.
Processeurs ge´ne´ralistes multi-cœurs (multi/many-core)
Les processeurs ge´ne´ralistes inte`grent des capacite´s de calcul paralle`le afin de tirer partie de l’inte´gration
toujours plus pousse´e des transistors, soit avec une logique homoge`ne (Intel dual-core, quad-core, hexa-
core, octo-core), soit avec une logique de coprocesseurs de calcul he´te´roge`nes (IBM CELL). Les processeurs
de laboratoires montent a` plusieurs dizaines de cœurs (Intel, 48 cœurs en 2010) voire plusieurs centaines
de cœurs (Kalray MPPA ManyCore avec 256 cœurs en 2012). Le langage OpenCL permet de de´velopper
des codes devant tourner sur des GPGPU ou des multi-cœurs a` me´moire partage´e ; par contre il semble
e´ventuellement plus adapte´ au premier type de mate´riel qu’au second.
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Processeurs multi-core he´te´roge`nes
L’arrive´e des te´le´phone intelligents (smartphones), par exemple la se´rie des Galaxy S de Samsung, a
cre´e´ un marche´ pour des processeurs a` la fois rapides et tre`s peu gourmands en puissance. L’approche
big.LITTLE de ARM consiste a` inte´grer plusieurs processeurs, l’un faible consommation pour les taˆches
de fond, l’autre beaucoup plus puissant, e´ventuellement multi-cœur, qui n’est de´clanche´ que quand la
charge le requiert.
6.1.4 Enjeux
Les proble`mes a` re´soudre pour obtenir des performances de ces nouveaux mate´riels sont tre`s similaires a`
ceux des supercalculateurs disponibles il y a vingt ans : nombre de processeurs, latence des communica-
tions et ne´cessite´ d’une grande localite´ des donne´es pour que les processeurs e´vitent la famine et puissent
eˆtre actifs la plupart du temps. Le proble`me est pratiquement reste´ le meˆme. La pression e´conomique
est cependant plus forte parce que ces mate´riels, qui e´taient l’exception, sont maintenant la norme. Ce
ne sont plus seulement des applications de calcul scientifique qui doivent profiter de ces mate´riels mais
l’e´cosyste`me complet des applications informatiques, tant du coˆte´ des machines individuelles que des
serveurs. Les fabriquants semblent craindre de ne pouvoir vendre leurs mate´riels s’ils n’affichent pas des
performances supe´rieures a` celles des ge´ne´rations pre´ce´dentes, dans un marche´ habitue´ aux progressions
de performance exponentielles.
Il faut de garder a` l’esprit que la communaute´ scientifique n’a pas trouve´ de bonnes solutions pour une
programmation efficace et facile des machines a` me´moire distribue´e, qui reste un proble`me difficile. Les
performances sont en ge´ne´ral atteintes avec une programmation manuelle des applications par passage
de message. La de´mocratisation de ces machines n’a pas rendu les proble`mes plus simples, et nous ne
sommes pas devenus plus intelligents pour les re´soudre. Il est donc important d’eˆtre re´aliste et de viser
des objectifs atteignables pour e´viter de futures de´convenues, comme l’e´chec du langage HPF.
La mise en place de solutions re´alistes a besoin de s’appuyer sur des hypothe`ses restrictives (domaine
d’application, processeurs particuliers) sur lesquelles s’appuyer pour se de´ployer. Quand un bon e´quilibre
est trouve´ entre une architecture et un domaine d’application, il peut eˆtre inte´ressant de reproduire sur
une autre architecture le fonctionnement de l’architecture performante. Par exemple, dans la mesure ou`
de bons re´sultats sont obtenus pour des applications de traitement d’image avec une approche vectorielle
en flux, il est inte´ressant d’e´tudier les possibilite´s de programmation d’une machine multi-cœur dans ce
mode particulier, c’est a` dire viser l’exploitation d’un paralle´lisme de taˆches plutoˆt qu’un paralle´lisme de
donne´es plus classique.
6.1.5 Me´thodologie
Mes travaux passe´s et pre´sents s’appuient sur des applications repre´sentatives qui sont e´tudie´es de pre`s
pour se´lectionner les transformations et techniques qui s’ave`reront les plus profitables. Le fait de s’appuyer
sur des applications re´elles plutoˆt que des cas d’e´cole ajoute bien suˆr une difficulte´ aux de´veloppements.
Cette difficulte´ accrue est aussi une chance, parce qu’elle permet de se rendre compte des proble`mes re´els
et spe´cifiques qui offrent des opportunite´s d’approfondir les techniques propose´es et de les adapter. Pour
illustrer cet aspect dans ma recherche passe´e, on peut citer le travail sur le traitement des entre´es-sorties
du langage HPF : peu d’articles de recherche se sont porte´s sur ces aspect particuliers, alors qu’il est
indispensable de sauvegarder les re´sultats rapidement pour ne pas perdre le gain de temps de calcul.
Un objectif commun a` mes travaux est de de´montrer la validite´ des techniques sous forme de prototypes
logiciels solides, le cas e´che´ant distribue´s librement comme c’est le cas du logiciel PIPS. Cet objectif est
ambitieux et couˆteux : il est plus facile de faire une transformation a` la main pour de´montrer son inte´reˆt
que de l’imple´menter dans le cas ge´ne´ral pour des langages complexes comme Fortran ou C. De meˆme,
le de´veloppement d’un logiciel de production industriel plutoˆt qu’un de´monstrateur est complique´ par
l’interaction entre les passes de´veloppe´es par les autres utilisateurs de la plateforme.
C’est par exemple le cas du logiciel PIPS utilise´ pour mes travaux et ceux de mes doctorants, qui a e´te´
utilise´ comme base par une jeune entreprise, HPC Project, pour proposer des extensions et des services
autour du calcul haute performance. Il n’est pas possible de modifier brutalement le logiciel sans des
tests extensifs, qui n’auraient pas d’objet si j’en e´tais le seul utilisateur. Par contre, la de´monstration
imple´mente´e ouvre la possibilite´ de construire de nouvelles analyses ou transformations qui re´utilisent ces
techniques et permettent de traiter des cas beaucoup plus re´alistes, voire des codes industriels re´els pour
6.2. SUJETS DE RECHERCHE 71
ce qui concerne ma the`se, celle de Julien Zory et dans une moindre mesure celle de Youcef Bouchebaba
qui ciblait un domaine d’application plus restreint.
6.2 Sujets de recherche
On trouvera ci-apre`s une se´rie de sujets de the`ses, de stages inge´nieur ou de master recherche, qui illustrent
le projet ge´ne´ral discute´ ci-dessus. Certains de ces sujets sont tre`s exploratoires. Ils proposent plus une
ide´e de point de de´part pour un de´veloppement dont le contenu de´pendra de ce que cette phase rapporte.
Les sujets plus recherche impliquent une phase pre´liminaire d’e´tude bibliographique. D’autres sujets
comple`tent et e´tendent des travaux de´ja` effectue´s ou amorce´s. Les derniers sujets sont plus conc¸us pour
l’inge´nieur. Ils illustrent le type d’investissement ne´cessaire pour de´velopper une collaboration industrielle.
6.2.1 Sujets de the`se
Les deux premiers sujets correspondent a` des travaux en cours.
Analyse de pointeurs
The`se soutenue en juin 2013, sujet traite´ par Amira Mensi, co-encadre´e avec Franc¸ois Irigoin et Corinne
Ancourt.
Les diffe´rentes analyses statiques de´veloppe´es pour Fortran 77 dans PIPS (transformers, pre´conditions,
re´gions, de´pendances. . .) ont duˆ eˆtre adapte´es pour C dont le support syntaxique a e´te´ ajoute´. Ces
analyses fonctionnent bien actuellement lorsque les programmes C ont une se´mantique compatible avec
Fortran, mais doivent eˆtre modifie´es pour prendre en compte l’usage des pointeurs. Par exemple, les
calculs de de´pendances doivent conside´rer les possibilite´s d’aliasing ou non entre structures de donne´es.
Cela ne´cessite le de´veloppement de nouvelles analyses interproce´durales spe´cifiques, qui supposent de
faire des choix sur les hypothe`ses e´ventuellement restrictives (par exemple le respect ou non du syste`me
de type), la repre´sentation des informations, l’imple´mentation des ope´rateurs, avec des impacts a` la fois
sur la pre´cision des re´sultats et le couˆt global de l’analyse.
Compilation oriente´e e´nergie pour syste`mes logiciels communicants
The`se en cours, traite´e par Karel de Vogeleer, co-encadre´e avec Ge´rard Memmi et Pierre Jouvelot.
La gestion de l’e´nergie structure la socie´te´. Dans le domaine des interactions humaines, la diffusion
rapide de moyens informatiques ubiquitaires et portatifs (smartphones, netbooks, RFID) impose de
concevoir des dispositifs logiciels et mate´riels qui inte`grent de`s l’origine les aspects e´nerge´tiques, de
fac¸on a` offrir autonomie et le´ge`rete´ dans une approche respectueuse de l’environnement. A` partir d’une
mode´lisation e´nerge´tique des dispositifs mate´riels et de leurs couˆts d’utilisation (instruction, me´moire,
transfert de donne´es), il s’agit de concevoir des algorithmes de compilation qui minimisent la consomma-
tion e´nerge´tique tout en pre´servant les performances attendues en temps de calcul et occupation me´moire.
Macro-compilation d’applications de traitement du signal
Sujet de the`se.
Les applications de traitement du signal peuvent eˆtre vues comme des fonctions applique´es a` des se´ries
spatiales et temporelles vues sous forme de vecteurs, matrices ou tenseurs. Elles peuvent eˆtre typiquement
de´veloppe´es dans un environnement de type Mathlab ou Scilab, s’appuyer sur des API spe´cifiques (par
exemple VSIPL), ou sur un langage spe´cifique a` un domaine comme FAUST de´die´ a` la musique. Leur
forme induit intrinse`quement de fortes opportunite´s de faire des calculs en paralle`le, en exploitant le
paralle´lisme de donne´es et/ou de taˆches.
L’objectif est de partir d’une application de´crite a` travers une vue fonctionnelle de haut niveau, d’ef-
fectuer a` ce niveau des optimisations globales sur l’application (e´limination de code mort, de´tection de
calculs redondants ou d’invariants) puis de ge´ne´rer un code optimise´ s’appuyant sur un exe´cutif portable
sur GPGPU, par exemple fonde´ sur OpenCL. Ce travail est une forme de ge´ne´ralisation du projet ANR
FREIA de´crit pre´ce´demment a` un domaine d’application plus large.
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Optimisation e´nerge´tique d’applications informatiques
Sujet de the`se, exploratoire.
Le domaine de l’informatique embarque´e (ordinateurs portables, te´le´phones intelligents ou non, ve´hicules
e´lectriques, objets divers. . .) est tre`s sensible a` la consommation e´nerge´tique, en particulier quand la
source d’e´nergie est limite´e. D’un autre coˆte´, certaines applications ont des contraintes de temps-re´el qui
imposent des performances minimales pour que l’application soit utile.
De nombreux facteurs influent sur cette consommation pour un syste`me particulier, comme la tech-
nologie du mate´riel lui-meˆme, la fre´quence de fonctionnement qui peut eˆtre ajuste´e, la possibilite´ de
de´sactiver certains composants inutilise´s. La manie`re dont l’application elle-meˆme fonctionne, en parti-
culier son trafic me´moire, mais aussi les instructions assembleur particulie`res se´lectionne´es, ont aussi une
influence sur la consommation.
L’objectif est de de´velopper des analyses automatiques ou des instrumentations pour e´valuer la consom-
mation e´nerge´tique d’applications informatiques fonctionnant sur des mate´riels particuliers (processeurs
multicœur, GPGPU, acce´le´rateurs spe´cialise´s, SoC, processeurs embarque´s type ARM Cortex-A9), puis
de proposer des transformations de programme et e´ventuellement un environnement d’exe´cution associe´
afin re´duire cette consommation pour des classes d’applications et de mate´riel.
Compilation optimise´es de re`gles de parefeu
Sujet exploratoire, master recherche, potentiel de the`se.
Les pare-feux constituent un e´le´ment important de se´curite´ des re´seaux informatiques. Le filtrage des
paquets est en ge´ne´ral de´fini par des listes de re`gles compose´es d’une conjonction de conditions boole´ennes
et d’une action engage´e si les conditions sont toutes ve´rifie´es. Par exemple, l’outil iptables permet de
configurer le pare-feu inte´gre´ au syste`me d’exploitation Linux. Ces listes peuvent eˆtre de taille importante.
Elles sont applique´es sur les paquets qui transitent sur un nœud du re´seau, et occasionnant une charge
CPU proportionnelle au flux. La vitesse des traitement de´termine la vitesse des connexions fibre optique
haut de´bit par exemple.
L’objectif est ici d’e´tudier les possibilite´s d’optimisation un syste`me de re`gles de pare-feu de manie`re
a` limiter la charge du routeur filtrant. Le re´arrangement des conditions des tests revient a` supposer
la commutativite´ et l’associativite´ de l’ope´rateur et logique, et de re´arranger l’arbre d’e´valuation et
de de´cision pour optimiser un crite`re de performance. Cette optimisation peut prendre en compte des
informations statiques, comme le fait qu’une condition soit vraie si une autre l’est de´ja` (par exemple un
test d’appartenance de la destination d’un paquet a` un sous-re´seau qui peut eˆtre inclus dans un sous-
re´seau de´ja` teste´), comme des informations dynamiques, par exemple un profil statistique des paquets
soumis, avec la probabilite´ que les diffe´rentes conditions teste´es soient vraies. La cible par de´faut d’un
tel compilateur serait la ge´ne´ration de re`gles re´ordonne´es et hie´rarchise´es, via la cre´ation de nouvelles
chaˆınes et de branchements entre ces chaˆınes, par exemple avec iptables.
Un point comple´mentaire qui pourrait aussi eˆtre e´tudie´ est la possibilite´ d’inte´grer un tel compilateur
directement dans le syste`me de gestion de re`gles du syste`me. Un autre point qu’il peut eˆtre ne´cessaire
de prendre en compte est la taille du code ge´ne´re´ selon les me´thodes d’optimisation envisage´es. Une
vision dynamique de l’optimisation est aussi envisageable, quand des indications sur le profil statistique
des conditions sont connues a` l’exe´cution, pour re´arranger dynamiquement les re`gles et s’adapter aux
variations du flux. Enfin, on peut imaginer profiter des manipulations du syste`me de re`gles pour ve´rifier
leur cohe´rence, ou au moins de´tecter des incohe´rences comme des re`gles jamais de´clanche´e par exemple.
6.2.2 Sujets de master recherche et inge´nieur
Voici une se´rie de sujet pour des masters recherche.
Ge´ne´ration d’instructions Terapix spe´cifiques a` une application
Sujet de stage master recherche.
Le projet ANR FREIA de´veloppe une chaˆıne de compilation prenant en entre´e une API de manipulation
d’images utilisant entre autre des ope´rateurs morphologiques, et produit du code ciblant des acce´le´rateurs
mate´riels (acce´le´rateur vectoriel SPoC, acce´le´rateur SIMD Terapix, environnement d’exe´cution OpenCL
pour GPGPU).
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Une phase de compilation dite gros grain ge`re l’optimisation globale des ope´rations image d’une appli-
cation, en particulier vers l’acce´le´rateur SIMD Terapix. Une seconde phase bas niveau ge´ne`re les routines
en assembleur Terapix afin de traiter des calculs re´guliers typiques des ope´rateurs image.
L’objectif est de combiner ces deux phases de niveaux diffe´rents en sous-traitant la ge´ne´ration de
code assembleur pour les combinaisons d’ope´rateurs trouve´es dans l’application, de manie`re a` utiliser des
routines optimise´es plutoˆt que d’appeler les versions ge´ne´riques. Du point de vue du haut niveau, il s’agit
de demander la ge´ne´ration d’instructions spe´cifiques aux besoin de l’application. Les transformations
souhaitables incluent la propagation de valeurs de tableaux constants et le de´roulage de boucles internes.
Environnement MPPA ManyCore pour FREIA
Sujet de stage inge´nieur ou master recherche.
Le projet ANR FREIA est introduit au premier sujet. Une nouvelle cible est le processeur MPPA
(Multi-Purpose Processor Array) Manycore de Kalray, qui propose un architecture de clusters a` me´moire
distribue´s, chaque cluster multi-cœur partageant un segment de me´moire. La premie`re version de la puce,
MPPA-256, inte`gre 256 cœurs de calcul. Elle propose deux mode`les de programmation, l’un a` base de fils
communiquants, et l’autre base´ sur un flot de taˆches.
L’objectif de ce projet est de de´velopper un exe´cutif MPPA proposant de tre`s bonnes performances.
Cet environnement devra en particulier optimiser les transferts de donne´es entre les clusters.
Environnement d’exe´cution OpenMP pour FREIA
Sujet exploratoire, stage master recherche.
Le projet ANR FREIA est introduit au premier sujet. Le paralle´lisme multi-cœur des processeurs Intel
ou AMD modernes pourrait eˆtre exploiter.
L’objectif est de de´velopper un environnement d’exe´cution fonde´ sur OpenMP pour FREIA, qui per-
mette d’exploiter les paralle´lismes de donne´es et de taˆches sur les processeurs multi-cœurs.
Fonctions de preuve d’effort
Sujet de stage master recherche.
La preuve d’effort (proof of work) est une mesure de pre´vention des abus d’usage d’un protocole re´seau,
qui consiste a` demander a` l’utilisateur d’un service une preuve de son de´sir en reque´rant un calcul long
a` re´aliser mais rapide a` ve´rifier.
Ce type de mesure dissuasive de nature e´conomique a e´te´ propose´ en 1992 par Dwork et Naor. Depuis,
diffe´rents types de fonctions ont e´te´ propose´s, dont les performances sont borne´es par les calculs ou les
acce`s me´moire. Des crite`res d’optimalite´ ont e´te´ introduits.
Un exemple simple d’une telle fonction est hashcash. Il s’agit de trouver une inversion partielle
(nombres de bits en teˆte d’un hash a` ze´ro) pour une fonction de hachage cryptographique applique´e
a` une chaˆıne de caracte`res compose´e d’une description du service propose´ (la date et le destinataire d’un
message) et d’une partie variable.
L’objectif du stage est d’e´tudier les me´canismes de preuve mathe´matiques de ces fonctions propose´s
dans la litte´rature, et d’en proposer de nouveaux pour des fonctions existantes ou nouvelles. Sur le
plan pratique, l’imple´mentation de certaines fonctions, optimise´e pour divers mate´riels, pourra eˆtre aussi
envisage´e.
De´tection avance´e d’anomalies dans les programmes
Sujet de stage master recherche, exploratoire.
Le compilateur source a` source PIPS proce`de a` des analyses statiques avance´es comme les calculs de
pre´conditions ou celle des acce`s aux tableaux. Ces analyses permettent de´ja` de de´tecter certaines ano-
malies dans les applications analyse´es, par exemple d’utilisation de donne´es de tableaux non initialise´es.
L’objectif est d’explorer plus avant l’utilisation de ces analyses pour de´tecter des anomalies probables ou
certaines dans des codes Fortran ou C.
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Paralle´lisation sur GPGPU de fonctions de preuve d’effort
Sujet de stage inge´nieur ou master recherche.
Les protocoles cryptographique de preuve d’effort permettent a` un serveur de reque´rir un calcul couˆteux
de la part d’un client qui demande un service, de manie`re a` dissuader ou limiter les opportunite´s d’attaques
de de´ni de service qui consisteraient a` faire de nombreuses requeˆtes couˆteuses aupre`s du serveur.
L’objectif est d’e´tudier les possibilite´s d’acce´le´ration sur GPGPU des diffe´rentes fonctions propose´es
dans la litte´rature, et de les imple´menter pour mesurer les performances obtenues en pratique. Dans un
second temps, on cherchera a` caracte´riser les fonctions les plus re´sistantes a` ce portage, et proposer de
nouvelles fonctions plus re´sistantes, selon les points identifie´s.
Pilote de compilation FREIA
Sujet de stage inge´nieur.
Le projet ANR FREIA est introduit avec le premier sujet. L’objectif est de de´velopper un script
pilote (driver) pour le compilateur gros grain de FREIA. Cette nouvelle commande doit permettre a`
l’utilisateur d’appliquer les diffe´rentes transformations, optimisations, compilations et e´ditions de lien de
manie`re comple`tement automatique et inte´gre´e sur son code, en se´lectionnant simplement le mate´riel
cible et le source de son application. Ce pilote peut eˆtre e´crit en python, langage de script de´ja` interface´
nativement avec PIPS. Le de´tail des transformations a` appliquer de´pend du contenu de l’application elle-
meˆme. Il est de plus ne´cessaire de de´cider automatiquement le niveau (la fonction) sur laquelle appliquer
le processus de compilation ; le pilote peut donc eˆtre amene´ a effectuer quelques analyses limite´es sur le
code pour prendre ses de´cisions.
Re´ge´ne´ration de C dans PIPS
Sujet de stage inge´nieur.
La repre´sentation interne du compilateur source a` source PIPS est fonde´e sur un arbre de syntaxe
abstrait proche du source initial. Certaines constructions sont cependant perdues dans la phase de nor-
malisation, comme les switch, les sorties de boucles break transforme´es en goto, gestion des return
multiples, etc.
L’objectif est d’ame´liorer cette phase de rege´ne´ration du source, pour resortir les constructions perdues,
mais aussi de ge´ne´rer des commentaires de documentation (par exemple pour doxygen) issus des re´sultats
des analyses de code faites par PIPS.
De´veloppement d’analyses de sche´mas relationnels
Sujet de stage inge´nieur.
Le logiciel libre Salix, de´veloppe´ avec des e´tudiants du cycle inge´nieur civil de MINES ParisTech, permet
d’analyser automatiquement des sche´mas de bases de donne´es relationnelles (MySQL ou PostgreSQL)
au travers de requeˆtes SQL sur les me´ta donne´es disponibles dans le information schema standard de la
base, ou des me´ta-donne´es spe´cifiques a` la base.
L’objectif est de poursuivre le de´veloppement de ce logiciel sur les axes suivants :
• en ajoutant de nouvelles analyses dans le domaine des performances (suggestions d’indexes par
exemple), des permissions des diffe´rents objets de la base, de la version de la base installe´e et
d’autres ve´rifications a` de´terminer ;
• en ajoutant des mesures de complexite´ intrinse`ques propose´es pour les sche´mas relationnels ;
• en ajoutant au logiciel une ge´ne´ration de rapport plus comple`te et conviviale que l’interface actuelle,
et qui identifie en particulier de manie`re pre´cise la source des proble`mes de´tecte´s ;
• e´tendre l’outil pour qu’il s’interface avec d’autres bases de donne´es, par exemple Oracle ou MS SQL
Server.
6.3. CONCLUSION 75
6.3 Conclusion
J’ai discute´ ci-dessus les enjeux du domaine de la compilation, le type de proble`mes envisage´s et les outils
et approches qui me semblent a priori pertinents pour les re´soudre.
Les sujets propose´s abordent la compilation (analyse et transformations) pour une large gamme de
cibles : multi-core, many-core, GPU, processeurs embarque´s SIMD, routeurs. Ils ouvrent e´galement sur des
proble´matiques d’inge´nierie comme un script pour piloter une chaˆıne de compilation ou un re-ge´ne´rateur
de code source plus performant. Ils poursuivent diffe´rents objectifs : la re´duction des temps d’exe´cution
ou de la consommation e´nerge´tique, mais aussi la qualite´ des logiciels.
Je souhaite aborder les proble`mes de la compilation en visant des domaines industriels et avec des cibles
spe´cifiques, parce que c’est la` qu’il est possible d’apporter une valeur ajoute´e suˆre et significative, avec
l’objectif d’obtenir automatiquement des performances comparable a` ou meilleures que les de´veloppements
manuels, et ce pour un couˆt bien moindre.
De plus, je compte poursuivre, lorsque l’opportunite´ se pre´sentera, les travaux de recherche et de
de´veloppements lie´s a` mes the`mes d’enseignement et a` mon travail d’inge´nieur syste`me occasionnel. Un
dernier aspect important pour moi est le devoir de vulgarisation, de l’informatique mais aussi de sa
recherche, aupre`s de diffe´rents publics professionnels ou profanes.
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Postface
J’appre´cie dans mon travail de recherche le contact avec de nombreuses personnes de haut niveau scien-
tifique et intellectuel, cre´atives et rigoureuses, aupre`s desquelles ma pratique s’est enrichie et mon exi-
gence envers moi-meˆme a augmente´, afin de suivre leur exemple. L’enseignement m’est aussi apparu
comme une e´cole de rigueur et de communication : le niveau de maˆıtrise d’un sujet se trouve largement
ame´liore´ lorsque l’on doit l’expliquer a` d’autres ; de plus, il est ne´cessaire de trouver des explications,
une pre´sentation, qui attirent et inte´ressent l’e´tudiant, sans pour autant ce´der a` la facilite´ du spectacle
agre´able au contenu pe´dagogique faible.
En terme d’e´volution, la progression, le glissement d’une pre´occupation a` l’autre s’est toujours faite de
manie`re continue : la compilation du HPF avec ses communications, sa gestion de l’adressage et ses codes
locaux a ouvert des proble´matiques spe´cifiques d’optimisation associative-commutative du code ge´ne´re´
qui e´tait peu efficace ; les meˆmes transformations de code s’appliquent aussi bien a` l’ame´lioration de la
vitesse que de la consommation des applications ; l’optimisation peut aussi bien porter sur la maximisation
des performances que sur leur minimisation.
Soumettre ses e´crits au jugement de ses pairs s’est ave´re´ une e´preuve, souvent difficile, mais toujours
motivante, au moins quand les relecteurs ont re´ellement travaille´ sur l’article soumis et l’ont disse´que´,
analyse´ et critique´, ce qui a e´te´ souvent le cas.
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