Abstract -In this paper we consider the design and evaluation of a fault-tolerant multiprocessor with a rollback recovery mechanism.
I. INTRODUCTION THERE are numerous benefits to be gained from a multiprocessor. In addition to the decreasing of hardware costs and the inherent reliability of LSI components, the capacity of reconfiguration makes the multiprocessor even more attractive when system reliability is important. It is particularly essential to critical real-time applications that the system be tolerant of failure with minimum time overhead and that the task be completed prior to the imposed deadline. Hence, one of the major issues of reliable multiprocessor design is to provide the capability of error recovery without having to restart the whole task in case of failure.
In general, the tolerance of failure during system operation is achieved by three steps: detection of error, reconfiguration of system components, and recovery from error. The purpose of error detection is to recognize the erroneous state and to prevent a consequent system failure. There are two basic Manuscript received July 30, 1982; revised May 15, 1983 . This work was supported in part by NASA under Grant NAG 1-296. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the authors and do not necessarily reflect the views of the funding agency.
The authors are with the Department of Electrical and Computer Engineering, University of Michigan, Ann Arbor, MI 48109. design approaches for error detection: 1) detect an error upon its occurrence, and 2) isolate the erroneous information before it is propagated. For the first approach, the most widely used techniques are error detection/correction coding, addition of built-in checking circuits (e.g., voting hardware), etc. Error detection schemes such as consistency test, execution of validation routines, or acceptance test are typical examples for the second approach. Following the detection of error, the faulty components, which are the source of error, are localized and replaced so as to enable the system to be operational again. In order to recover from an error, the rollback recovery method or the reinitialization of a fault-free subsystem is usually invoked in order to resume the failed computation. Both methods consist of state restoration and recovery point establishment. In JPL-STAR system [1] the recovery points are defined by the application program which also takes the respons'ibility of compensating for the information prior to the recovery point. Hence, its error recovery capability is constructed in the application software level. On the other hand, the strategies used in PLURIBUS [2] are to organize the hardware and software c'omponents into reliable subsystems and to mask errors'above the interface level of a subsystem. When an error is detected, the subsystem performs backward recovery by restarting the subsystem.
The conventional restart recovery technique could be costly and inept since 1) the computation between the start of task and the time when error is detected has to be undone, and 2) if the task is distributed over different processing units in the multiprocessor, it is difficult to provide a consistent task state and to isolate a subtask to prevent the propagation of erroneous information to others. (This may lead to the restarting of the entire task and may result in high reinitialization overhead.) The rollback recovery method at the software level is devised to tolerate designfaults but may not be effective for tightly coupled processes since 1) the software recovery points by themselves in each process are not sufficient to recover the task unless they belong to the same recovery line [3] , and 2) the program designers have to structure carefully the parallel processes so that the interacting processes establish recovery points in a well-coordinated manner. Several alternatives have been proposed; for example, the conversation scheme [4] , the interprocess communication primitives in a producer-consumer system [5] , the programmer-transparent scheme [6] , [7] , the system defined checkpoints [8] , the decentralized recovery control protocol [9] , etc. These methods could lead to a loss of efficiency in the absence of error, the accumulation of a large amount of recorded states for heavy interprocess communications, or some undesirable restrictions in csommunication schemes.
However, the concept of the recovery block, proposed by Randell [3] , [4] -and Horning [10] processes roll back multiple steps should be examined to decide the effectiveness of this method. Both the recovery overhead and the computation loss resulted from this automatic rollback recovery mechanism should also be studied carefully. Furthermore, since the time interval between two consecutive state savings is related to the final performahce figure of this method, the optimal value of this interval has to be determined. This paper is divided into five sections. Since the cdhstpction of hardware recovery blocks in the multiprocessor plays a basic role, we review it briefly in Section II. The detailed description can be found in [ 1 1], [ 12] . In this section, we also extend our previous design to a general multiprocessor on which our hardware fault recovery can be implemented. Section III presents an algorithm to detect rollback propagations among cooperating processes and also proposes a model to evaluate the coverage of multistep rollback recovery.
Section IV uses the results of Section III and deals with the analysis and estimation of performance in terms of the mean and variance of the task completion time. The paper concludes with Section V.
II. AUTOMATIC ROLLBACK MECHANISM FOR A MULTIPROCESSOR
The multiprocessor under consideration has a general structure and consists of processor modules, interconnection network, and/or common memory modules. To benefit from the locality of reference, every processor module owns its local memory which is accessible via a local bus. Every processor module can also access the shared memory through the interconnection network. The rollback recovery operations of a task can be applied to two types of multiprocessors: in one, there is no common memory, but local memory of one processor module is accessible by other processor modules (e.g., Cm* system [13] ); in the, other, the system is equipped with separate common memory modules [14] the resident process, the system will be reconfigured to replace the faulty component and the associated process will roll back to one of the previously saved states. The detailed operations of state saving and rollback recovery are shown in Fig. 2 .
Similarly to a processor module, each common memory module (CM) also contains state-save memory units and a monitor switch. These SSU's are used to record the updates of CM only. The acce-ss requests of CM are managed by an access queue on the basis of the first-come-first-serve discipline. When a PM refers to a variable resident in a CM, an access request is sent to the destination CM through the interconnection network and enters the access queue associated with the CM. When all the preceding requests to this CM are completed, the access request will be honored and a reply will be sent back to the requesting PM Since the update of dynamic elements is recorded in only one SSU, the other SSU's are ignorant of it. This fact may bring about a serious problem: the newly updated variables may be lost. In order to avoid this, it is necessary to make the contents of the currently updated SSU identical with that of the memory or to copy the variables that have been changed in the previous intervals into the current SSU. A solution to this problem has been discussed in our previous paper [11] . At each state-switching instant, the current SSU contains not only the currently updated variables, but also the previously updated variables. -Consequently, the contents of the current SSU always represents the newest state of the PM or CM. B. Rollback Recovery Operations ofa Task Suppose a task is partitioned and then allocated to M modules (i = 1,2,. ,M). These modules include PM's and CM's and will be dedicated to this task until its completion. The state saving of a task implies the state savings of these modules. The rollback of a process is equivalent to the state restoration of the associated modules. Since the process state includes the internal hardware states, local variables, and global variables, the resumption of a failed process may need cooperation from common memory and/or other processes. Moreover, due to arbitrary interactions between cooperating processes and the asynchrony in state savings among them, the rollback of one process may cause others to roll back and it is therefore possible to require a multistep rollback (a detail of this will be discussed in the next section). In order to make a decision as to rollback propagation and also to perform housekeeping jobs (e.g., task allocation, interconnection network arbitration, reconfiguration, etc.), a system monitor and a switch controller are included in the multiprocessor. The switch controller handles the global variables references and records these references for analyzing rollback propagation and multistep rollback. The system monitor receives the task execution command and then allocates PM's and CM's to perform the task. Both devices are defined in a logical sense. They could be a host computer, or a special monitor processor, or one of general processor modules in the system.
To deal with the error recovery, the system monitor receives reports from each module regarding the state-save operations and its conditions. Once an error is detected, the system monitor will signal "retry" to the module in question. If the error recurs, a permanent fault is declared and the following steps are taken by the system monitor and the switch controller.
1) Stop all PM's that are executing processes of the task in question.
2) Make a decision as to rollback propagation. Fig. 4 , where process PI fails at time tf and saves its state at tl(n) during state-save interval T1(n). Since interactions between PI and P2 exist during the time interval [tl(n), tf], process P2 must roll back to revive the interactions when P1 is resumed. The rollback of P2 will propagate further to other processes; in this example, P2 -* P4, PI -* P3, and P3 -* P2. When Wood's definitions [9] are used, the state of process PI saved at tl(n) can be regarded as a potential recovery initiator of the saved states of P2, P3, and P4.
In the above example, we can find that the rollback of P3 Fig. 5 . Suppose Pi rolls back to ti(k) because of failure or rollback propagation from another pro- 1. ii) If KPn(i,j) = 0, KCn(i,j) = 1,andKCQ(j,i) = 1, then module j also has to roll back n steps. Set RBj(k) for all k ' n to 1. iii) IfKPn(i, j) = 0, KCn(i, j) = 1,andKCn(j, i) = 0, then module j needs to roll back (n -1) steps. Set RBj(k) for all k ' (n -1) to 1. iv) If KPn(i, j) = 0 and KC(i, j) = 0, then there is no direct rollback propagation from module i to module j. S1), S2), and S3) are used to record interactions. S4) initiates rollback in module i which may propagate to a farther state in the same module and/or to cooperating modules. S5) deals with the determination of rollback propagations. In the condition i) of S5), there is an interaction which occurred in both the Pi's (k -n + I)th and the Pj's (k -n)th state saving intervals. Thus, Pj has to roll back (n + 1) steps to recover this interaction. The conditions ii) and iii) indicate that an interaction occurred in the Pj's (k -n + I)th and (k -n + 2)th state saving intervals, respectively. The corresponding bits of RBj are set for these conditions. Since the rollback of Pj decided in S5) can only provide a restorable state for-Pi, recursive checking for every j with RBj(k) = 1 is necessary. S5) can also be easily implemented by a recursive procedure which will cease when no more setting of RB's is needed. The final figure of RB's represents the number of necessary rollback steps for each process. An example is shown in Fig. 4 , where Fig. 4 (a) describes memory references, Fig. 4(b) is the current contents of KC and KP matrices, and Fig. 4(c) 
The coverage of the multistep rollback recovery is calcu- Table I and are also plotted in Fig. 7 . These results include three cases: the best coverage computed fromfiJ for different values ofN1, and the worst coverage computed fromf,. These results show that only a small number of SSU's is enough to achieve a satisfactory cov,erage of rollback recovery. It should be particularly noted that the requirement of a smail number of SSU's is mandatory for actual implementation. On the other hand, this conclusion mdst be interpreted in the context of access localities; the nutnber of SSU's required for a given coverage tbnds to increase with the decrease in access localities (i.e., when there are heavy interactions). This tendency, however, should be understood as an inherent problem associated! with. multiprocessors rather than with the present fault-tolerant mechanism (see [21] for the dependence of multiprocessor performance on access localities).
IV. THE PERFORMANCE OF ROLLBACK RECOVERY MECHANISM
Several methods for analyzing the rollback recovery system have been proposed [22] [23] [24] [25] [26] [27] . They in general deal with a transaction-oriented database system and compute the 0 optimum value of the intercheckpoint interval. Castillo and Siewiorek studied the expected execution time which is required to complete a task with the restart recovery method [28] . All of these approaches either assume the state restoration is obtainable by a single checkpoint or do not include the rollback propagation at all. In this section, we explicitly take into account the problem of multistep rollback and the risk of restart for the rollback recovery mechanism.
A. Notations and Assumptions
The following notations will be used in the sequel: T1: The total execution time to complete the given task with occurrence of errors. It includes the required execution time under error-free condition, the time loss due to rollbacks and restarts, and the time overhead for generating recovery blocks.
Trea,: The total execution time to complete the task when all failures are recovered by rollbacks instead of restarts.
TJot,m: The time lost due to the jth rollback in module m which consists of the setup time for resumption, tsb, and the computation undone by rollback.
Trsv The time lost due to the ith restart which includes the setup time for restart, ts, and the time between the previous start and the moment at which error is detected.
TEk: The accumulated effective computation before the kth rollback when the task can be completed without restart.
XJ(XD):
The duration between two consecutive rollbacks (restarts).
C(i): The accumulated coverage of rollback recovery from a single step to i steps. This value is calculated by (5) and (6) presented in the previous section.
Pb(Ps): The probability of rollback (restart) when a failure occurs.
Pjt(h): The probability of having an h-step rollback given that the failure is recovered by the rollback.
Pr(m): The probability of having m rollbacks during the time interval, Treat.
Zr(z), Zst(z): The probability generating functions of P,(m), Pst(h), respectively.
(tP(S), FDreal(S): The characteristic functions of Tt, Treal, respectively.
The goal of our analysis is to calculate the mean and variance of the total execution time of a given task, Tt. Recall that the task is decomposed and then allocated to M modules. During the normal operation, the small overhead is required to generate consecutive recovery blocks in each module.
When the jth error occurs, module m spends T{o i,m to recover from this error-if the error is recoverable by a rollback. Otherwise, the whole task has to restart. T{oiim consists of the setup time which is composed of the decision delay required for examining rollback propagation, the reconfiguration time, and the time used to make up for the computation undone by the rollback. We assume that the task completion be delayed by max{Troll, m where m = 1, 2, M for the rollback recovery of the jth error. The resultant completion time will be the upper bound because of the following reasons. First, T{'o,m can be interpreted as the time lost due to the rollback in module m. So, the total time lost in all the concerned modules is 2M=1 T{o t,m. Since the completion of a task is regarded as the completions of all its processes, the time lost from the task's point of view could be max{T{i, m} but not larger than this maximal value. Secondly, the true delay effect on the completion of task by a rollback will be shortened because of the possible reduction in the waiting time of process synchronization. To facilitate system reconfiguration, we also assume the multiprocessor has a sufficient number of standby modules so that the task may be executed continuously from start to end without waiting for the availability of modules.
The time needed for error-free execution is regarded as constant and is independent of reconfiguration. Fig. 8 . The last phase is always ended with the completion of task. Other phases are followed by a restart. This implies that the amount of effective computation at the beginning of each phase is zero. During each phase, the effective computation between rollbacks is accumulated toward the task completion. To derive the distribution of Tt, we should determine the distribution of the duration of the last phase (which is defined as Treai), the probability of having R restarts prior to the last phase, and the distribution of the durations of other phases which are defined as Ts,1 for i= 1,2, R.
In the last phase, the task will be executed from the beginning to the completion without any restart. It is assumed that Tef is much larger than Ts, (Tef >> Ts,) so that the rollback distance of an h-step rollback can be approximated by hTss.
The effective computation between two consecutive rollbacks becomes (Xr -hTss)+ when a module rolls back h steps where (X)+ = max{0, X} is a positive rectification function.
With the probability of an h-step rollback, P,,(h), two functions are introduced N Z = E ebAbTssPst(h) (7) h=1 kk H(t, k) = E() (1 -Z)i(Z)k-iGk-i(t) (8) 
This equation presents a general expression of the total execution time. For the system without the rollback recovery mechanism, we can use PS = 1, Pb = 0, and then IDreal(s) becomes esTef. The result obtained from the above equation is the same as that in [28] . The mean and variance of the total execution time can be obtained from -&P1(s)/&sjI=o and akIt(s)/as2I-0. In Fig. 9 , the mean execution time for the example in Section III is plotted. It is obvious that the overhead of generating recovery blocks has an important effect on the rollback recovery method. Since the state savings are performed in parallel with the normal process execution, the overhead contains only the time required for the validation test. When the embedded checking circuits are not very much cost-effective and complex [30] , the overhead of generating recovery blocks can be reduced with a completely selfchecking mechanism. Fig. 10 expresses the variance of exeq cution time for the previous example. It suggests that the prediction of the total execution time becomes more accurate when the rollback recovery mechanism is used. This result is expected intuitively since the probability of restart is reduced considerably. In a system with a higher probability of restart, the system contains a larger and more uncertain recovery overhead (i.e., larger mean and variance). Another interesting parameter is the duration of state-save invocation, Ta,. The interval has two mutually conflicting effects. Fig. 7 indicates that the increasing of Ts. will induce more rollback propagations and degrade the coverage (a larger value of N, means a shorter state-save interval). Since the occurrence of error is distributed throughout the statesave interval, the average computation loss due to rollbacks is proportional to the state-save duration. Therefore the increase of T,S which invokes longer state-save intervals, will introduce more computation loss and higher probability of restart. On the other hand, the percentage of the total time overhead for generating recovery blocks is reduced by the increase of TSS. The optimum value which minimizes the expected execution time can be found in Fig. 11 . Fig. 11 shows Since the rollback mechanism used here only provides a recovery capability to tolerate the hardware faults in processor modules and common memory modules, further improvements are conceivable to achieve the overall system reliability. In addition to memory assignments many program operations may involve file access and input-output interfaces which also affect the system behavior. These operations can not be simply recovered by a standard rollback procedure. Thus, other special recovery actions, such as execution of recoverable procedures [ 10] , should be included (e.g., exception handling for input-output operations). That is, additional recoverable procedures provided by the program designer are needed to take special related recovery actions. With the same concept our hardware recovery scheme can be extended to provide such special recovery actions by, for example-, associating separate save units and/or procedures with each of I/O interfaces, file accesses, etc. In addition, the reliability of the interconnection network can be obtained by using redundant hardware to form additional paths (e.g., additiofial stages ih generalized cube network [31] ) or by using reliable switches (e.g., 2 x 2 fault-tolerant switching element proposed in [32] ). However, the faults which occurred in the supplementary resources, like SSU's and monitor-switches, do not cause damages to the computation itself but will change the recovery capability. Althoughlthe performability [33] of the system at a single state is not affected by SSU's, etc., the overall lifetime performability is changed because of the degradation of recovery capability. A higher recovery capability can be gained by using hardware redundancy. For instance, an additional standby monitor switch can either test the active monitor switch or replace the active one whenever it malfunctions.
To deal with the performance of a fault recoverable and reconfigurable multiprocessor, the delay in the task completion time due to the errors is an important parameter. In such a system one or more faults which cause the errors in the computation and the loss of a portion of function capability may have no serious consequence to the completion of a given task, but the quality of the recovery procedure largely determines the distribution of the task completion time. Thus, the overhead required to treat the contamination of error, and the effect on the task execution time, should be included to represent the effectiveness of fault-tolerance. In addition, for most real-time applications, such as aircraft or industrial control, etc., one major concern is whether the required task can be completed prior to a given deadline or not. The rollback mechanism proposed in this paper not only offers system modularity and simplicity, but also provides fast recovery and accurate prediction of the task completion time. Hence, the present fault-tolerant multiprocessor has a high potential use for critical real-time applications. It is assumed that the time interval between the (i -1)th and the ith restarts, X', is exponentially distributed with mean 1/As. Thus, for a given T,,al, the time lost due to the ith restart, T'r1, is randomly distributed between tsu to Treal + tsu with density function, fXsdT, ai(t) given by Afe-Ast f rst,Treat(t + tsu) = 1 -e-k ea for 0 S t ' Tr,,.
(B.
2)
The probability of having n restarts for a given Tral is PrSIT -l(n) = (e6A3Treal) (1 -e-AslTran. 
