Reticulados distributivos con un operador y álgebras de De Morgan monádicas by Petrovich, Alejandro
Reticulados distributivos con un operador y




Facultad de Ciencias Exactas y Naturales
Universidad de Buenos Aires
www.digital.bl.fcen.uba.ar
Contacto: digital@bl.fcen.uba.ar
Este documento forma parte de la colección de tesis doctorales y de maestría de la Biblioteca
Central Dr. Luis Federico Leloir. Su utilización debe ser acompañada por la cita bibliográfica con
reconocimiento de la fuente. 
This document is part of the doctoral theses collection of the Central Library Dr. Luis Federico Leloir.
It should be used accompanied by the corresponding citation acknowledging the source. 
Fuente / source: 
Biblioteca Digital de la Facultad de Ciencias Exactas y Naturales - Universidad de Buenos Aires
UNIVERSIDAD DE BUENOS 
AIRES. 
Facultad de Ciencias Exactas y 
Nat urales . 
Reticulados distributivos con un 





Tkabajo presentado para optaral titulo 
de Doctor en Ciencias Matemiiticas. 
Buenos Aires. 
1997 
Distributive lattices with an operat or and monadic 
De Morgan algebras 
Abstract 
It was shown in [12] (see alrro [19]) that there is a duality between 
the category of bounded distributive lattices and join-homomorphisms 
and the category of Priestley spaees and Priestley relations. In this 
paper, bounded distributive lattices endowed with a join homomor- 
phism are considered as algebras, which are called modal lattices. We 
characterize the congruence lattice of modal lattices in terms of the 
mentioned duality and certain closed subsets of Priestley spaces. This 
enables us to characterize the simple and subdirectly irreducible modal 
lattices. By means of this characterization, we give a detailed study 
I I of the variety generated by the totally ordered modal lattices. More 
. 1- 1- 
" precisely, we find for each subvariety of this variety, a set of equations 
which determine it. 
In the second part of this paper we introduce the notion of quanti- 
fiers on De Morgan algebras. A De Morgan algebra endowed with 
a quantifier is called a De Morgan monadic algebra. We use the re- 
sults obtained in the f is t  part to characterize the conguence lattice 
of monadic De Morgan algebras rend we characterize the simple and 
subdirectly irreducible monadic De Morgan algebras. We also give 
a construction of the De Morgan spaces of free monadic De Morgan 
algebras. 
In the third part of this paper we extend the duality obtained in 
[12] and we obtain a duality for order-preserving maps into bounded 
distributive lattices. Finally, we give in the appendix a duality for 
partially ordered sets. 
Key words: Distributive lattice, Priestley duality, Priest- 
ley relations, De Morgan algebras, quantifiers, order-preserving 
maps. 
Reticulados distributivos con un operador y 5lge- 
bras de De Morgan monadicas 
En [12] (ver tambihn [19]) ee prob6 que existe una dualidad entre 
la categoia de 10s reticulados distributivos acotados y homomofismos 
superiores y la categoria de 10s espacios de Priestley y las relaciones de 
Priestley. En este trabajo, 10s reticulados distributivos acotados aso- 
ciados con un homomorfismo superior son considerados como idgebras 
que se denominan reticulados m d e s .  En este trabajo caracterizamos 
el reticulado de congruencias de 10s reticulados modales en tQminos de 
la dualidad mencionada y ciertos subconjuntos cerrados de 10s espacios 
de Priestley. Esto nos permite wacterizar 10s reticulados simples y 
subdirectamente irreducibles. Por medio de esta caracterizaci6n hace- 
mos un estudio detallado de la variedad generada por 10s reticulados 
modales totalmente ordenados. ML precisamente, encontramos para 
cada subvariedad de esta variedad, un conjunto de ecuaciones que 
determinan dicha subvariedad. 
En la segunda parte de este trabajo introducimos la noci6n de cuantifi- 
cador sobre Agebras de De Morgan. Un Agebra de De Morgan asoci- 
ada con un cuantificador se denomina cilgebru de De Morgan moncidica. 
Usamos 10s resultados obtenidos en la primera parte para caracterizar 
el reticulado de conguencias de las Qebras de De Morgan mon&di- 
cas y caracterizamos las Qebras de De Morgan monidicas simples y 
subdirectamente irreducibles. Tambib damos una construcci6n del 
espacio de De Morgan de las Qebras de De Morgan moniidicas libres. 
En la tercer parte de este trabajo extendemos la dualidad obtenida 
en [12] y obtenemos una dualidad para funciones mon6tonas entre 
reticulados distributivos acotados. Finalmente, damos en el apkndice 
una dualidad para conjuntos parcialmente ordenados. 
Palabras claves: Reticulados distributivos, dualidad de 
Priestley, relaciones de Priestley, agebras de De Morgan, cuan- 
tificadores, funciones mon6tonas. 
Int roducci6n 
La clLicas dualidades de Stone para Algebras de Boole y de Birkhoff para 
reticulados distributivos finitos ha sido generalizada por H. A. Priestley ([36], 
[37]), mostrando que existe una dualidad entre la categoria cuyos objetos son 
10s reticulados distributivos acotados y cuyos morfismos son 10s homomorfis- 
mos de reticulados acotados, y la categoria cuyos objetos son ciertos espacios 
topol6gicos ordenados denominados espacios de Priestley y cuyos morfismos 
son funciones mon6tonas y continuas entre dichos espacios. 
En [12] (ver tambiCn [19]) se extiende la dualidad de Priestley mostrando 
que existe una dualidad entre la categoria cuyos objetos son 10s reticulados 
distributivos acotados y cuyos morfismos son homomo~smos uperiores, y 
la categoria cuyos objetos son 10s espacios de Priestley y cuyos morfismos 
son ciertas relaciones binarias llamadai relaciones de Priestley. 
Si L es un reticulado distributivo acotado, entonces todo homomorfismo su- 
perior j : L + L define una operacihn unaria que verifica las ecuaciones: 
(1) j(0) = 0. 
(2) j(a v b) = j(a) v j(b). 
Por lo tanto, todo reticulado distributivo acotado asociado con un homomor- 
fismo superior determina un agebra, la que llamaremos reticulado modal. De 
las ecuaciones (1) y (2) inferimos que la clase de 10s reticulados modales es 
una van'edad de cilgebnrs. 
- Uno de 10s hechos importantes de la dualidad de Priestley es que existe un 
isomorfismo entre el reticulado de las congruencias de un reticulado distribu- 
tivo acotado y el reticulado dual de 10s subconjuntos cerrados de su espacio 
de Priestley ([36], [37], [39]). 
En este trabajo generalizaremos este resultado, mostrando que existe un 
isomofismo entre el reticulado de congruencias de un reticulado modal y el 
reticulado dual de ciertos subconjuntos cerrados de su espacio de Priestley, 
utilizando la dualidad obtenida en [12]. 
Por medio de esta caracterizaci6n, determinaremos en forma sistemiitica las 
Algebras simples y subdirectamente irreducibles en la variedad de 10s retisu- 
lados modales, y en ciertas subvariedades conocidas de esta variedad. Esto 
nos permite tambidn hacer un estudio detallado del reticulado de las sub- 
variedades de la variedad generada por 10s reticulados modales totalmente 
ordenados. Miis precisamente, encontraremos un conjunto de ecuaciones que 
caracteriza cada subvariedad de la variedad mencionada. 
La caracterizaci6n de las congrutncias mencionada nos permite en particu- 
lar, dar tambihn una caracterizaci6n del reticulado de las congruencias de 10s 
Q-reticulados distri butivos considnados en [lo]. 0 bservemos que la duali- 
dad considerada en [lo] es obtenida en ttkminos del rango del quantificador, 
suficiente para obtener las dgebras simples y subdirectamente irreducibles, 
pero no para caracterizar las congruencias. 
Todos estos resultados e s t h  contenidos en 10s dos primeros capitulos. 
La noci6n de cuantificador sobre dgebras de Boole fue introducida por 
Halrnos in [24]. Esta noci6n algebraica se corresponde con la noci6n 16gica 
de cuantificador existencial de la l6gica clbic9. 
Esta noci6n algebraica fue extendida a ~ " e b r a s  correspondientes a diferentes 
16gicas no clisicas (ver por ejemplo (101, 1121 y las referencias dadas alli)). . 
En el capitulo 3 se introduce la noci6n de cuantificador existencial sobre 
dgebras de De Morgan. Estas dgebras e s t h  relacionadas con ciertas 16gicas 
no clisicas y han sido estudiadas por varios autores (ver (51, [25], [3], [32]). 
En particular, e s t h  relacionadas con una l6gica cuatrovalente desarrollada 
por Belnap en [2]. 
Como en el caso de las dgebras de Boole, con cada cuantificador existencial 
sobre un dgebra de De Morgan a t i  asociado un cuantificador universal. 
Por lo tanto, las dgebras de De Morgan asociadas con un cuantificador son 
llamadas dgebras de De Morgan montidicas. 
Los cuantificadores son homomorfismos superiores y e s t b  caracterizados por 
su rango. Por lo tanto, como en el caso de 10s reticulados distributivos 
acotados (ver [12]), podemos asociarle a cada cuantificador sobre un agebra 
de De Morgan A, dos relaciones diferentes sobre el conjunto de filtros primos 
de A: una relacidn de Priestley y una wlacidn de equivalencia. 
Las relaciones de Priestley nos van a servir para caracterizar el reticulado de 
las congruencias de un dlgebra de De Morgan monddica, utilizando 10s resul- 
tados obtenidos en 10s capitulos aoteriores. En particular, caracterizaremos 
las agebras de De Morgan mondicas simples y subdirectamente irreducibles. 
Las relaciones de equivalencia s e r b  utilizadas para dar una construcci6n de 
las cilgebras de De Morgan monddicas libres. Esta construcci6n se basa en -la 
construccibn dada por Halmos en 1241 para construir el espacio dual de un 
dgebra de Boole monidica libre. 
Para esto, usaremos el hecho que toda agebra de De Morgan A se puede 
representar como el dgebra de De Morgan de las funciones continuas del 
conjunto de filtros primos de A en un agebra de De Morgan fija con cuatro 
'SF 1 
elementos [17]. 
En (301 se prueba que el reticulado de 1 s  subvarjedades de la variedad 
de las Qgebras de Boole monidicas cs una cadena isomorfa a la cadena que 
se obtiene agregando un liltimo elemento a los niimeros naturales. Esta 
propiedad tarnbihn la satisface la variedad de 10s Q-reticulados distributivos 
considerados por Cignoli en [lo]. 
En este trabajo mostraremos que la estructura de las subvaxiedades de la 
variedad de las zilgebras de De Morgan monAdicas es mucho m b  compleja que 
la de las variedades de las Qgebras de Boole mon&licas y 10s Q-reticulados 
distributivos. 
En el capitulo cuatro extenderemos la dualidad obtenida en [12], obteniendo 
una dualidad para reticulados distributivos acotados y funciones mon6tonas. 
En este caso, mostraremos que los dudes de las funciones mon6tonas son 
ciertas funciones de la forma f : X -+ P(P(Y)), donde X e Y son espacios 
de Priestley. Esta extensi6n es natural en el sentido que en la dualidad de 
Priestley el dual de un homomorfismo entre reticulados distributivos acotados 
es una funci6n mon6tona y continua f : X -, Y; mientras que en la dualidad 
obtenida en [12], el dual de un homomorfismo superior es una relaci6n de 
Priestley entre X e Y. Como toda relacibn binaria entre dos conjuntos X e 
Y se puede identificar con una funci6n f : X -+ P(Y), resulta natural que 
para extender la dualidad obtenida en [12], tengamos que ir un paso mL y 
considerar funciones de la forma f : X + P(P(Y)). 
Un clbico resultado debido a Birkhoff establece. que todo conjunto par- 
cialmente ordenado finito es isomorfo al conjunto parcialmente ordenado de 
10s filtros primos de un reticulado finito. Este resultado es consecuencia 
inmediata de la dualidad de Priestley. 
En [21], se introduce la noci6n de Btomo en un Algebra de Heyting y se 
generaliza el resultado de Birkhoff mostrando que todo conjunto parcialmente 
ordenado es isomorfo al conjunto parcialmente ordenado determinado por 10s 
a'tonos de un cilgebra de Heyting atdmica y wmpleta. Como todo reticulado 
distributivo h i t o  es un zilgebra de Heyting y la noci6n de Atomo se reduce 
en este caso a la noci6n de elemento primo, se obtiene una generalizaci6q del 
Teorema de Birkhoff. 
En el ap6ndice, mostraremos otra generalizaci6n del resultado de Birkhoff 
y obtendremos una dualidad para conjuntos parcialmente ordenados. Esta 
dualidad tiene dos aspectos que conviene destacar. 
Uno de ellos es que existe una notable apariencia con la dualidad de 
Priestley. 
La otra es que tiene una intima conecci6n con 10s resultados obtenidos por 
Guillaume en [21], y con ciertos reticulados denominados bialgebruicos [20]. 
Los resultados obtenidos en el capitulo cuatro fueron expuestos en el XI 
Coloquio Latinoarnericano de Algebra realizado en Mendoza en agosto de 
1994.' 
Quiero agradecer a1 Dr. Cignoli por todo lo que me enseiio y me apoy6 du- 
rante todos estos 60s.  
Capitulo 1 
Preliminares. 
Expondremos en esta secci6n las nociones bbicas y 10s resultados principales 
sobre reticulados distributivos, espacios de Priestley y dgebra universal que 
nos s e r b  necesarios m& adelante. Comencemos estableciendo algunas no- 
taciones . 
El conjunto de ncmeros naturales serd notado con N. 
Sean X e Y wnjuntos y sea R E X x Y una relaci6n binaria. R-I 
denotard la relaci6n inversa de R y si S E X, R(S) denotard la imagen de S 
por R, es decir: 
R(S) = {y E Y I existe x E S td que (z, y )  E R) .  
Si S = {z), escribiremos R(x) en lugar de R((x)) .  El dominio de R serd de- 
notado con dornR. Es f&il ver que domR = R-l(Y).  
Si X = Y, notaremos con R' la composici6n R o R o . . . o R de i factores, 
para todo i f N. 
Denotaremos con P ( X )  al conjunto de las partes de X y si A es un subcon- 
junto de X, CA denotard su funci6n caracteristica. 
- 
1.1 Reticulados distributivos 
Un estudio detallado de la teoria de reticulados puede verse, por ejemplo, en 
[41 Y PI- 
Un reticulado L es un conjunto parcialmente ordenado en el cud todo 
subconjunto de L de dos elementos (a ,  b), posee supremo, notado a V b, e 
infirno, notado a A 6.  L se dice distributive si se cumple la igualdad: 
a A (b V c)  = (a A b) V (a A c) 
para todo a, b, c en L. Si el retidado time minimo, b t e  se notarii cero 0, 
y si tiene mhimo, Cste se notar& wn 1. L se dice acotado si tiene 0 y 1. 
Notaremos con 2 al reticulado con do8 elementos { O , l ) .  
Sea (P, 5) un conjunto parcialmente ordenado. El dual de P es el conjunto 
parcialmente ordenado cuyos elementae, son 10s elementos de P y cuyo orden 
parcial es el orden inverso del orden 5. Notaremos con Pz al dual de P. En 
otras palabras, Pl es el conjunto parcialmente ordenado (P, 2). 
Es inmediato ver que si L es un reticulado, entonces Lz tambiCn lo es. A1 
orden 2 lo llamaremos orden dual de 5. 
Dado un reticulado acotado L, se dice que un elemento a E L es un 
complemento del elemento b E L, si a V b = 1 y a A b = 0. Si L es distributivo, 
es fiicil ver que el complemento de un elemento es hnico, siempre que Cste 
exista. En este caso -.a denotarii el complemento de a. 
Un reticulado distributivo acotado se dice un cilgebra de Boole si todo ele- 
mento tiene complemento. 
El ejemplo tipico de Algebra de Bcmle es el conjunto de las partes de un 
conjunto. Ejemplos tipicos de reticulados distributivos acotados que no son 
Algebras de Boole son 10s reticulados.de los abiertos de un espacio topol6gico 
no discreto, como asi tambiCn 10s conjuntos totalmente ordenados acotados 
con mis de 2 elementos. 
Un reticulado distributivo acotado L se dice un cilgebra de Heyting si veri- 
fica la siguiente propiedad: para todo par de elementos a, b E L, el conjunto 
{x E L I a A x _< b) tiene Cltimo elemento. &te elemento se denomina 
pseudocomplemento relativo de a respecto a b y seri denotado por a + b. 
Por lo tanto, el pseudocomplemento relativo posee la siguiente propiedad: 
Para todo s E L, a A x-5 b si y s6lo si x 5 a + b. 
Si Lz es un Algebra de Heyting, entonces L se denomina un dgebra de 
Brouwer. 
Asi como existe una estrecha relaci6n entre las Agebras de Boole y el d c u l o  
proposicional de la 16gica clbica, las agebras de Heyting son 10s modelos.al- 
gebraicos correspondientes al dcu lo  proposicional de la Mgica intuicionista. 
(Ver por ejemplo [40]). 
Toda Algebra de Boole A es un agebra de Heyting donde a -+ b = -.a V b 
para todo a, b E A. Es claro que todo reticulado distributivo h i t o  es un 
Algebra de Heyting. 
Los abiertos de un espacio topol6gico X forman un Qgebra de Heyting, donde 
el pseudocomplemento relativo eet6 dado por U + V = Int((X\U) U V), 
para todo par de abiertos U, V mntenidos en X e Int  es la opcraci6n de 
interior. Otro ejemplo es el Bgebra de Heyting formada por todos 10s sub- 
conjuntos crecientes de un conjunto parciaimente ordenado P. En este caso, 
el pseudocomplemento relativo de dos subconjuntos crecientes S y T de P es 
el mayor conjunto creciente contenido en (P\S) U T. 
Es inmediato ver que si L es un reticulado acotado, entonces todo sub- 
conjunto finito tiene infimo y supremo. No ocurre lo mismo si el subconjunto 
es infinito (tomar por ejemplo como L a1 conjunto de 10s ncmeros racionales 
entre 0 y 1). 
Un reticulado L se dice wmpleto si todo subconjunto de L tiene supremo 
e infirno. Por ejemplo, P(X)  es siempre un reticulado cornpleto para todo 
conjunto X, como tarnbib lo es todo reticulado finito. 
Una relaci6n importante entre 10s reticulados distributivos completos y las 
Bgebras de Heyting es la siguiente: 
Un reticulado distributivo completo L es un Bgebra de Heyting si y ~610 
si L satisface la ley distributiva generalizada : 
A (Vier = A 'i)? 
para todo x E L y toda familia de elementos x; de L. 
Sea L un reticulado distributivo. Un subconjunto no vacio F de L es un 
filtro si y ~610 si es un conjunto creciente y es cerrado por la operaci6n de 
infirno. Un fdtro F se llama prinao si es distinto de L y ademk verifica la 
siguiente propiedad: 
Si a V b E F, entonces a E F o b E F. 
Si L es acotado, un conjunto creciente F es no vado si y s610 si 1 E F. 
Notaremos con X(L) al conjunto de 10s filtros primos de L. 
Un filtro F de L se dice muximal, si F # L y si F' es un filtro que contiene 
a F, entonces F = F' o F' = L. 
En un reticulado distributivo todo fltro maximal es primo, pero no vale la 
reciproca, basta tomar por ejemplo la cadena con tres elementos 0 < a < 1 
y F = (1). 
Un resultado importante a datacar, es que si L es un Bgebra de Boole, 
entonces un filtro de L es primo si y s610 si es maximal. Mb a h ,  esta 
propiedad caracteriza a las Algebras de Boole. En efecto, un conocido teorema 
de Nachbin ([I]) establece que si en un reticdado disttibutioo acotado L todo 
filtro primo es maximal, entonces L cs un cilgebnr de Boole. 
Un subconjunto I de L es un i d d  si I es un filtro de L?. 
Sea S un subconjunto de L. Notaremos pot [S) el filtro generado por S y 
con ( S ]  el ideal generado por S. Es f&il ver que 
[S) = {a: E L Jexiste n f N y elementos 51,. . . ,s, de S tales que sl A 
... A s n  5 XI. 
La descripci6n de (S] es la misma cambiando A por V y 5 por 2. 
El siguiente teorema es fundamental en la teoria de reticulados distribu- 
tivos y serd usado con frecuencia: 
Teorema de Birkhoff-Stone. Sea L un reticulado distributivo. Si F e 
I son un filtro y un ideal de L respectivamente tales que F n I = 8, entonces 
existe unfiltro primo P E L tal que F C P y P n  I = 8. 
Sea L un reticulado distributivo acotado y sea a un elemento de L distinto 
de 0. Se dice que a es irreducible si a 5 b V c implica que a 5 b o a _< c para 
todo b, c E L. 
Se dice que a es a'tomo si x < a implica x = 0 o s = a para todo x E L. 
Un filtro F de L se dice principal si existe a E L tal que F = [a).  Es fkil  
ver que un filtro primo es principal si y d lo  si a es un elemento irreducible 
de L y que un filtro es maximal si y 8610 si a es un Atomo de L. 
Sean L, M reticulados distributivos. Una aplicaci6n h : L -, M se dice un 
homomorfismo si preserva las operaciones de reticulados, esto es h(a A b)  = 
h(a) A h(b) y h(a V b) = h(a) V h(b) para todo a, b E L. Si L y M son 
acotados, entonces h es un homomorfismo acotado si h es un homomorfismo 
de reticulados que preserva el 0 y el 1. 
Vale la pena notar que existe una correspondencia biunivoca entre filtros 
primos de L y homomorfismos acotados de L en 2. ML precisamente, esta 
correspondencia estd dada por la aplicaci6n P o C p ,  donde P es un filtro 
primo de L. 
. 
Sean L, M reticulados acotadoe. Una aplicacih j : L -+ M se denomina 
un homomorfismo superior si verifica: j(a v b) = j (a )  V j(b) y j (0 )  = 0 Va, b E 
L. La noci6n de homomorfismo inferior se define dualmente. Asi como existe 
una correspondencia biunivoca entre 10s filtros primos de L y homomorfismos 
de L en 2, tambihn existe una correspondencia biunivoca entre 10s ideales de 
L y 10s homomorfismos superiores de L en 2, siendo esta correspondencia la 
que a cada ideal I de L le asigna la funci6n caracteristica del complement0 
de I. Un ejemplo importante de homomorfismo superior proviene de las 
(hs) Sean X e Y conjuntos y sea R X x Y una relacih binaria. Entonces 
la aplicacibn que a cada subconjunto S de Y le ssigna R-'(S) define 
un homomorfismo superior de P(Y) en P(X)  que serd denotado por 
R* . 
1.2 Espacios de Priestley y relaciones de 
Priestley 
Un espacio topoldgico totalmente diswnexo en el orden es una terna 
(X, 5 , ~ )  tal que (X, 5 )  es un conjunto parcialmente ordenado, (X, T) es un 
espacio topol6gic0, y dados x, y en X tales que x $ y, existe un conjunto 
abierto, cerrado y creciente U tal que x E U e y 4 U. 
Un espacio de Priestle y es un espacio topol6gico compacto y totalmente dis- 
conexo en el orden. 
Si X es un espacio de Priestley, D(X) denotard el reticulado distributivo 
acotado de 10s subconjuntos de X que son abiertos, cerrados y crecientes. 
Observaci6n. Sea L un reticulado distributivo acotado. Si consideramos a1 
conjunto 2 como un espacio topol6gic0, con la topologia discreta, &te resulta 
ser un espacio de Priestley. Por el teorema de Tychonoff, 2L es compacto, y 
por lo tanto un espacio de Priestley, doide el orden estd definido coordenada 
a coordenada y la topologia es la topologia producto. 
Es fk i l  ver que el conjunto Hom(L, 2) de 10s homomorfismos acotados de L 
en 2 es un subconjunto cerrado de 2L, y por lo tanto un espacio de Priest- 
ley. De este resultado, se deduce fkilmente que X(L), con el orden de la 
inclusi6n, y con la topologia determinada tomando como subbase 10s con- 
juntos de la forma aL(a) = {P E X(L) I a E L} y X(L)\aL(a) para cada 
a E L, es un espacio de Priestley. En efecto, es fdcil verificar que la. apli- 
caci6n que a cada filtro primo P le asigna su funci6n caracteristica Cp, define 
un homeomorfismo y un isomorfismo de conjuntos ordenados entre X(L) y 
Hom(L, 2). 
Sea-L un reticulado distributivo acotado, y sea X un espacio de Priestley. 
Priestley prob6 en [36], [37] que UL : L -+ D(X(L)) es un isomorfismo de 
reticulados y que la aplicaci6n ex : X -, X(D(X)) definida por la f6rmula: 
cX(x) = {U E D(X) 1 x E U) es UII homeomorfismo y un isomorfismo de 
orden. 
Esto nos dice que todo reticulado distributivo acotado puede considerarse 
como el reticulado de 10s abiertos cenados crecientes de un espacio de Priest- 
ley y que todo espacio de Priestley se lo puede considerar como el conjunto 
de filtros primos de un reticulado distributivo acotado. 
Sea L la categoria cuyos objetos son 10s reticulados distributivos acotados 
y cuyos morfismos son 10s homomorfismos acotados; y sea P la categoria 
cuyos objetos son 10s espacios de Priatley y cuyos morfismos eon las funciones 
mon6tonas continuas. En [36], [37] ee prueba que existe una dualidad entre 
ambas categorias definiendo funtores contravariantes Il, : P :: C y C$ : L :: P 
como sigue. Si X es un objeto en P, entonces $(X) = D(X). Si f E 
P(X,X1) y U E D(Xf), entonces + ( f ) ( U )  = fm'(U). 
Si L es un objeto en C, entonces d(L) = X(L). Si h E L(M, N) y P E X(N),  
entonces C$(h)(P) = h-l(P) . 
Las composiciones Il, o C$ y C$ o 6 son naturalrnente equivalentes a 10s fun- 
tores identidad sobre C y P respectivamente, debido a que 10s isomorfismos 
01, : L + D(X(L)) y ex : X X(D(X)) son las componentes de las 
transformaciones naturales, es decir el siguiente diagrams: 
es conmutativo para todo morfismo h E C(M, N), y el siguiente diagram= 
es conmutativo para todo morfismo f E P(X, XI). 
Sea L un reticulado distributivo acotado y sea X un espacio de Priestley. 
Teniendo en cuenta la dualidad de Priestley, llamaremos tambi6n a X(L) el 
dual de L, y a D(X) el dual de X .  
De acuerdo a la observacihn anterior, podemos identificar al dual de L 
con el conjunto de 10s homomorfismos acotados de L en 2. 
An&logamente, podemos identificar d dual de X de otra manera como sigue. 
Sea C(X) el conjunto de las funtiones monbtonas y continua de X en 2. 
Entonces es fki l  ver que C(X) es un reticulado distributivo acotado, donde 
el orden estd dado puntualmente, es decir, si f ,g  f C(X), entonces f 5 g si 
y s6lo si f (x) 5 g(x) para todo x E X. Por lo tanto: (f ~ g ) ( x )  = f (x) Vg(x) 
Y (f A 9)b.c) = f (4 A g(x). 
Es fk i l  ver que D(X) es isomorfo a C(X), donde el isomorfismo esti  dado 
por la correspondencia U o Cu para &'u E D(X). POT lo tanto podemos 
identificar al dual de X como el reticulado de las funciones mon6tonas y 
continuas de X en 2. 
Sea f E P(X, X'). Una propiedad importante de la dualidad de Priestley 
es que $(f) es un homomorfismo acotado y suryectivo si y s610 si f es un 
monomorfismo de orden, es decir f es inyectiva y para todo x, y E X se tiene 
que x 5 y si y ~610 si f (2 )  5 f (9) .  Anaogamente, $(f) es inyectivo si y &lo 
si f es suryectiva. 
Un espacio Booleano o espacio de Stone, es un espacio de Priestley cuyo 
orden es la igualdad. Esta definicibn proviene del hecho que cuando L es un 
agebra de Boole, todo filtro primo de L es maximal y por lo tanto X(L) es 
un espacio Booleano. 
Si X es un espacio Booleano, entonces todo subconjunto abierto cerrado 
de X es creciente. Por lo tanto D(X) es un Algebra de Boole, donde el 
complemento de un elemento de D(X) es el complemento conjuntista. 
Las definiciones y resultados siguientes es tL  contenidos en 1121 y s e r h  
bkicos para el desarrollo de este trabajo. 
Sean X e Y dos espacios de Priestley y sea R E X x Y. R se dice una 
dacidn de Priestley de X en Y ([12]) si verifica las siguientes condiciones: 
(1) R(x) es un subconjunto cerrado y decreciente de Y, para todo x E X. 
(2) Si V E D(Y), entonces R (V) G D ( X ) .  
Si X = Y, una relacih de Priestley de X en X se dir6 simplemente una 
relaci6n de Priestley sobre X. 
De acuerdo a la definicibn (hs) de R' dada antes de esta seccidn, la condici6n 
(2) nos dice que la restricci6n de R a D(Y) es un homomorfismo superior 
entre D(Y) y D(X). Como d m R  = R ( Y ) ,  resulta que el dominio de R es 
un abierto cerrado creciente. 
Sean L y M reticulados distributivos mtados y sea j : L + M un 
homomo~smo superior. Entonces: 
j* = {(p, Q) E X(M) x X(L) I Q t j-'(P)J 
es una relaci6n de Priestley y domj* = aL(j(l)). Mk a h ,  para todo a E L: 
( j * * ( ~ ~ ( a ) )  = a ~ ( j ( a ) )  
Si X es un espacio de Priestley y R ea una relaci6n de Priestley sobre X, se 
tiene que: 
(x, y) E R si y s610 si (ex(x),ex(y)) E R* para todo x, y E X. 
En [12] hemos probado que existe una dualidad entre la categoria CS cuyos 
objetos son 10s reticulados distributivos acotados y cuyos morfismos son 10s 
homomorfismos superiores; y la categoria cuyos objetos son 10s espacios de 
Priestley y cuyos morfismos son las relaciones de Priestley. M& a h ,  cuando 
restringimos la categoria LS a la categoria C, se obtiene escencialmente la 
dualidad de Priestley descripta anteriormente. ~ s t e  dtimo hecho se basa en 
lo siguiente: 
Sean X e Y espacios de Priestley. Una relaci6n de Priestley R 2 X x Y 
se dice funcional si domR = X y R(x) tiene un liltimo elemento para todo x 
en X. Este 6ltimo elemento seri denotado con fR(x) para todo x E X. 
Por lo tanto, a cada relaci6n de Priestley funcional tenemos asociada la apli- 
caci6n x H fR(x). Esta aplicaci6n es una funci6n mon6tona y continua entre 
X e Y. Reciprocamente, si. f : X -, Y es una funci6n mon6tona y continua, 
entonces 
Rf = {(x,Y) E X  x y l Y If (4)  
es una relaci6n de Priestley funcional. En particular, si X = Y y f es la 
identidad sobre X,  Rf es el orden dual de 5 y serd denotado con zx. 
Sean L, M reticulados distributivos acotados. Entonces h : L + M es un 
homornorfismo acotado, si y sdlo si h* es una relacidn de Priestley funcional 
entre X(M) y X ( L ) ,  y para cada P E X(M), hW1(P) es el tiltimo elemento 
de h*(P). 
Por mediode la dualidad obtenida m [12], deducimos de esta propiedad que 
las relaciones de Priestley funcionales son las que provienen de 10s homomor- 
fismos acotados. 
Sea X un espacio de Priestley y sea S un subconjunto de X. Denotaremos 
con Cl(S) a la clausura de S en X, con max S al conjunto de elementos ma- 
ximalei de S y con min S a1 conjunto de elementos minimales de S. Ademis, 
C(X) denotard el reticulado distributivo acotado formado por 10s subcon- 
juntos cerrados de X. 
Los siguientes resultados s e r b  usados frecuentemente en este trabajo, donde 
las propiedades (iii), (iv) y (v) hsn eido demostraidas en [12]: 
(i) Sea X un espacio de Priestley y sea S un subconjunto cerrado de X. 
Para cada x E S existe z 2 x tal que z E maxS. En particular, maxS # 0 
si S # 0. (Ver por ejemplo [38]). 
(ii) Sea X un espacio de Priestley y sea x E X. Los conjuntos U, = {y E 
X I y f x) y V, = {y f X I y 2 x) son abiertos. 
(iii) Sea L un reticulado distributive acotado y sea j : L -, L un homo- 
morfismo superior. Si F es un filtro de L y P € X(L) es tal que F s j'l(P), 
entonces existe un filtro primo Q de L tal que F E Q s j-'(P). 
Sea X un espacio de Priestley y sea R una relaci6n de Priestley sobre X. 
(iv) Sean x, y E X. Entonces x 5 y implica R(x) C R(y). 
(v) Sean x, y E X. Si y 6 R(x) entonces existe V E D(X) tal que y E V 
y V n R(x) = 0, es decir, x 6 R(V) .  
1.3 Algebra Universal 
Expondremos en esta secci6n las nociones bbicas de dgebra universal que nos 
s e r h  necesarios m b  adelante. Referencias sobre el tema pueden encontrarse 
por ejemplo en [6]. 
Sea A un conjunto y n un n h e r o  natural. Una operacidn n-aria sobre 
A es una funci6n f : An -, A, donde n es la ariedad o rango de f.  Si n = 0, 
un operaci6n 0-aria es una constante de A. Una operacidn finitaria sobre A 
es una operaci6n de rango n para a l g h  nGmero natural n. 
Un lenguaje o tipo de Agebras es un conjunto F, cuyos elementos se llaman 
- simbolos de funcidn, tal que a cada miembro de 3 se le asigna un nhmero 
natural n, llamado ariedad o rango de f ,  y f se denomina simbolo de funci6n 
n-ario. En ttminos de la 16gica de primer orden, un lenguaje de Agebras es 
un lenguaje de primer orden con igualdad sin simbolos de relaci6n. 
Si 3 es un lenguaje de Agebras, entonces un dlgebra de tip0 3 es un par 
(A, F), donde A es un conjunto no vacio y F es una familia de operaciones 
finitarias sobre A indexada por F, tal que a cada simbolo de funci6n n-ario 
f E F, le corresponde una operaci6n n-aria f A  sobre A que pertenece a F. 
El conjunto A se llama el unioerso o conjunto asociado al Algebra A = (A, F). 
En lo que sigue, cuando no haya padbidad de confusi6n, escribiremos f en 
lugar de f A, y si F a, finito, e sc r ibhos  (A, fl, . . . , fk) en lugar de (A, F), 
donde F = { fl,. . . , fk). En este cam, si ni es el rango de f; para 1 5 i 5 k, 
diremos tambiin que A es de tip0 (nl,. . . , nk). En terminos de la Mgica de 
primer orden, un Algebra de tipo F es lo que se llama una interpretacidn o 
estructum adecuada del lenguaje F. 
Todo reticulado distributivo acotado L es un iilgebra (L, V, A, 0,l) de tip0 
(2,2,0,0) que verifica las siguientes identidades: 
(11) X V  y =  y V x , x A y =  y Ax. 
Otro ejemplo importante de hebras  que trataremos son las Algebras 
de Boole. El lenguaje de estas Qebras es el lenguaje de 10s reticulados 
distributivos acotados m L  el simbolo unario 1. 
Como en el caso de los reticulados distributivos acotados, las Algebras de 
Boole tambihn se pueden definir axiomiiticamente; donde las identidades son 
las seis identidades de arriba m k  1as tres identidades: 
Es importante destacar que la eatmctura algebraica de las Algebrass de 
Boole estd intimarnente ligada a1 orden en el sentido que si un reticulado 
distributivo admite una estructura de Algebra de Boole, k t a  es Cnica; o sea 
no puede definirse en dicho reticulado dos operaciones unarias diferentes que 
cumplan con las identidades de las dgebras de Boole. 
Este hecho no ocurre en general con otras estructuras ordenadas como son 
por ejemplo las 4Zgebrus de De Mown que trataremos mL adelante. 
Otro ejemplo de dgebras axiomatizables que trataremos son las dgebras 
de Heyting. Toda dgebra de Heyting H es un dgebra (H, V, A, +,0,1) de 
tip0 (2,2,2,0, O), donde (H, V, A, 0, l )  es un reticulado distributivo acotado 
y --+ verifica las siguientes identidades: (ver [I]) 
(h l )  x A (x --, y) = xA y. 
(h2) xA(y 4 z) = xA(xAy -, x Az). 
Con el objetivo de simplificar la notacibn, algunas agebras que s e rh  de uso 
frecuente, como 10s reticulados distributivos acotados, Qgebras de Boole, etc; 
s e rh  denotadas muchas veces por sus universos en lugar de usar la notaci6n 
que involucra a1 universo y a 10s simbolos del lenguaje. 
Sean A y B dos Algebras del mismo tip0 F. Una funci6n h : A -+ B 
se dice un hornomorfvmo d para cada simbolo de funci6n n-ario f E 7, 
f ( 1  an)) = gB(h(a1), . . . , h(an)) para toda n-upla (al,. .,,an) de 
elementos de A. Si h es inyectiva, entonces h se dice una inmersidn, si h 
es biyectiva, entonces h se denomina isomorfirno. En el caso que h sea 
sobreyectiva, diremos que B es imagen hornornorfa de A. 
Sean A y B dos dgebras del mismo tip0 3. Entonces B es una subdlgebra 
de A si B C A y para cada simbolo de funci6n f E 3, f B  es la restriccihn 
de f A a B .  
Seari (Aj)jEJ una familia de Algebras de tipo 7. Entonces el producto 
direct0 A = njs Aj es un dgebra de tip0 3 cuyo universo es el producto 
cartesiano njEJ Aj, y si f E F es un simbolo de operaci6n n-ario, se define 
fA(al,. . .-,an)(j) = fAj(al(j),. ..,an(j)), donde a1 ,..., an E njEJAj, y si 
1 5 k 5 n, ak(j) denota la j-bima coordenada del vector ak. 
Sea A un Algebra de tip0 F y sea = A x A una relaci6n de equivaleqcia. 
Entonces diremos que r es una congruencia sobre A si satisface la siguiente 
relaci6n de compatibilidad: 
Si f es un simbolo de funci6n n-ario en 3, al, .  . . ,an, b l , .  . . , bn E A, y 
(a;, bi) E f, para todo 1 L i 5 n, entonces: 
(fA(al,...,an),fA(bl,...,bn)) f 5. 
Por lo tanto, para cada simbolo de funci6n n-ario en F, tenemos definido en 
el conjunto cociente A/  r una operaci6n n-aria f * / E que a cada n-upla de 
clases de equivalencias a l /  r, .. . , a,/ E de elementos de A/ r le asigna el 
elemento fA(a l ,  . . . ,a , ) /  E. Luego el cilgebru cociente es el Qgebra de tip0 
3 cuyo universo es A/  E y las operaciones son las operaciones f A /  para 
cada simbolo de funci6n f en F. De esta definici6n resulta que la proyecci6n 
can6nica p : A -, A/ r es un homomorfismo. 
Si A es un Bgebra, Con(A) denotari el conjunto de todas las congru- 
encias sobre A. Notaremos con idA a la relaci6n de identidad sobre A. Un 
resultado importante es el siguiente: 
Si A es un dlgebra, entonces Con(A) w n  el orden de la inclwidn es un 
reticdado acotado cuyo primer elemento es idA y cuyo tiltimo elemento es 
A x A .  
El reticulado de congruencias de un reticulado es siempre distributivo aunque 
el reticulado original no lo sea. Sin embargo Con(A) puede no ser distributivo 
en general, basta tomar por ejemplo el reticulado de congruencias del grupo 
abeliano de 10s enteros. 
Un dgebra A se dice simple si Con(A) = { idA, A x A ) .  Es decir Con(A) 
tiene solarnente dos relaciones de congruencia. 
Un Qgebra A se dice que es producto subdirecto de una familia de Qgebras 
(A;)iEI si verifica las siguientes condiciones: 
(cl) Existe una inmersi6n h : A + njo A!. 
(c2) Si zrj : njEJ Aj + Aj es la proyecci6n sobre la j-Mma coordenada, 
entonces la composici6n nj o h : A -+ Aj es sobreyectiva. 
Un Qgebra A se denomina subdirectamente irreducible si verifica la si- 
guiente condici6n: 
Si A es producto subdirecto de una familia de iilgebras (Ai);E1, entonces 
existe G E I tal que n; o h : A -+ A; es un isomorfismo, donde h es cualquier 
aplicacidn verificando (c l )  y (c2). 
Una propiedad importante que usaremos con frecuencia es la siguiente: 
Un dlgebra A es subdirectamente irreducible si y sdlo si Con(A)\{idA) 
tiene primer elemento. 
Es decir, existe una congruencia E sobre A diferente de la identidad, tal que 
si es una congruencia sobre A, tambihn diferente de la identidad, entonces 
r E g l ;  o equivdentemente, la inkmecci6n de todas las congruencias que 
son distintas de la identidad, es uns conpencia distinta de la identidad. 
Toda Algebra simple es subdirechmente irreducible, pero la reciproca no es 
cierta, basta tomar por ejemplo como agebra un grupo ciclico con 4 elemen- 
tos. Un teorema fundamental del Algebra Universal debida a Birkhoff es el 
siguiente: 
Toda dlgebra es isomorfa a un prodvcto subdirecto de a'lgebrw subdirecta- 
ment e irreducibles. 
Sea K: una clase de Algebras del mismo tipo. Diremos que K: es una 
variedad si es una clase cerrada por imaigenes homomorfas, subagebras y 
productos directos. Si V y W son variedades tales que todo miembro de V 
es un miembro de W, entonces se dice que V es una subvariedad de W. 
Sea K: una clase de Bgebras del mismo tipo. Notaremos por V(At) a 
la variedad generada por At, esto es, a la menor variedad de dgebras que 
contiene a K:. Si K: = {Al, . . . , A,) es una clase finita de Algebras, notarexnos 
a V(K) como V(A1,. . .,A,) en lugar de V((A1,. . . ,A,)). 
V(At) est& caracterizada de la siguiente forma: 
A E V(K) si y sdlo si A es imagen hornomorfa de una subklgebra de un 
product0 direct0 de cilgebras de At. 
Del Teorema de Birkhoff mencionado arriba, se obtiene como corolario 
que toda oariedad esta' generada por la dgebnrs subdirectamente irreducibles 
pertenecientes a la variedad. 
-Sea X un conjunto cuyos elementos se llaman variables y sea F un 
lenguaje de dgebras. El conjunto T ( X )  de t i m i n o s  de tipo F sobre X 
es el menor conjunto que contiene a las variables, a 10s simbolos de funci6n 
0-arios y tal que si pl, . . . , p, E T(X) y f es un simbolo de funci6n n-ario, en- 
tonces la expresi6n f (pl , . . . , p,) E T ( X ) .  En la terminologia de 10s lenguajes 
de primer orden, T(X) son 10s t6rminog del lenguaje F. 
?or ejemplo, si 3 wnsiste de un solo simbolo de funci6n binario y X = 
{x, y, z), entonces usando la notaci6n pl . f i  en lugar de -(pl, p2), tenemos 
que: 
X , Y , ~ , ~ . Y , ~ . ( Y  -2) 
son ejemplos de tQminos sobre X. 
Sean X I , .  . . , x, variables en X y sea p(xl,. . . , x,) un tQmino de tip0 F 
sobre las variables XI,.  . . ,x,. Entonas, si A es un agebra de tip0 3, se 
define una aplicaci6n : An -t A como sigue: 
(1) Si p es una variable xi, entorices $(al,. . . ,an) = ai. 
(2) Si p es de la forma: f (h ( X I ,  . . . , ~ n ) ,  . .. , pk(x1, . . . , x,)), donde f 
un simbolo de funci6n k-ario, entonces: 
A A pA(al, . . . ,an)= f (PI (al,*--,an),.-.,&(al,.--,an))- 
En la termino;ogia de 10s lenguajes de primer orden, $ no es otra cosa que 
la interpretacibn del tkrmino p(xl, . . . , xn) en la estructura (A, F). 
Una identidad de tip0 .F sobre X es una expresicin de la forma p = q, 
donde p y q son t6rminos de tipo F sobre X. Se dice que un dgebra A 
de tip0 F satisface la identidad p(xl,. . . , x,) = q(xl,. . . , x,), si para toda 
n-upla al, . . . , an de elementos de A, $(al,. . . , an) = $(al,. . . ,an). En el 
lenguaje de primer orden F, las identidades son las denominadas fo'rmulas 
atdmicas del lenguaje F. 
Una clase K: de dgebras de tipo F se dice ecuacional si existe un conjunto C 
de identidades de tip0 F, tal que un dgebra estd en K: si y ~610 si satisface 
todas las identidades de C. Un teorema fundamental del Algebra Universal 
debido a Birkhoff es el siguiente: 
Una clase K: es ecuacional si y sdlo si K: es una variedad. 
De acuerdo a 10s ejemplos dados anteriormente, la clase de 10s reticulados 
distributivos acotados, la clase de las Algebras de Boole y la clase de las 
dgebras de Heyting son ejemplos de clases ecuacionales. La clase de 10s 
dominios de integridad es un ejemplo de una clase no ecuacional. 
Sea V una variedad y sea W una subvariedad de V .  Es claro que las 
identidades que definen a V son satidechas por cualquier Qgebra de W. Si 
W es una subvariedad propia de V, existen identidades que son vdidas en W 
y no en V .  Por lo tanto las identidades que definen a W van a ser las de V 
y algunas mis. En lo que sigue, cuaado nos refiramos a las identidades que 
caracterizan una subvariedad propia de una variedad dada, nos referiremos 
a las identidades que son vdidas en la subvariedad y no en la variedad. 
Capitulo 2 
Ret iculados dist ribut ivos 
asociados con un operador 
Un ailgebra modal es un agebra A = (A, V, A, 1, m, 0, I), en el que (A, V, A, 1 
,0,1) es un Qgebra de Boole y m es un homomorfismo inferior definido en 
A. 
Es importante notar que en un eilgebra modal podemos definir un homo- 
morfismo superior j a partir del operador m, definiendo j ( a )  = -m(-.a) para 
todo a f A. Reciprocamente, si A ee un eilgebra de Boole y j es un homomor- 
fismo superior sobre A, entonces dehiendo m(a) = 7 j ( l a )  para todo a f A, 
resulta que m es un homomorfismo inferior y por lo tanto (A, V, A, 1, m, O,1) 
resulta un agebra modal. 
Observaci6n 2.0.1 En [28] las agebras modales son llamadas agebras 
moddes normales. En este trabajo, el autor define un Agebra modal como 
un Qgebra (A, V, A, 1, *, 0, l), donde (A, V, A, 1,0,1) es un Qgebra de Boole 
y * es una operaci6n unaria cualquiera. 
Asi como existe una estrecha relaci6n entre las agebras de Boole y el cdculo 
propositional de la 16gica clbica, las agebras modales e s t b  en relaci6n con 
la denominada l6gica modal (ver por ejemplo [40]). En esta l6gica se de- 
finen dos conectivos, llamados simbolos de necesidad y de posibilidad, que se 
corresponden, en las Qgebras mod&, con 10s operadores m y j respectiva- 
mente. 
Sea L un reticulado distributivo acotado y sea j : L + L un homomor- 
fismo superior. Es claro que j define una operaci6n unaria sobre L que verifica 
las identidades j(a V b) = j(a) V j (b )  y j(0) = 0. Por lo tanto la clase de 10s 
reticulados distributivos acotados wciados con un homomorfismo superior 
determinan una clase ecuacional. Esto nos lleva a la siguiente definici6n: 
2.1 Reticulados modales y dualidad 
Definici6n 2.1.1 Un reticulado modal es un hlgebra Lj = (L, V, A, j ,  0 , l )  
tal que (L, V, A, 0,l)  es un reticuldo distributive acotado, y j : L -, L es 
un homomorfismo superior. 
Notar que el lenguaje de btas Agebras es el lenguaje de 10s reticulados 
distributivos acotados m b  un simbolo de operaci6n unario j. El tCrmino 
modal se debe a que cuando el reticulado es un Algebra de Boole, se obtiene 
la noci6n dual de Algebra modal. 
A toda Algebra modal le podemos asociar un reticulado modal en donde 
el reticulado subyacente es un ilgebra de Boole. Reciprocamente, si Lj = 
(L, V, A, j, 0,l)  es un reticulado modal, entonces j resulta ser un homomor- 
fismo inferior sobre Lz. Por lo tanto, si L es un Algebra de Boole, entonces 
L$ = (Lt ,  V, A , ,  1, j, 0,l)  es un agebra modal. 
.I 
Notaremos por J a la variedad de 10s reticulados modales. Denotare- 
mos por 3 la categoria cuyos objetos son 10s reticulados modales y cuyos 
morfismos son 10s homamofismos de reticulados modales. 
Sean tl y t2 tdrminos del lenguaje de 10s reticulados modales. Es claro que 
la f6rmula tl A t2 = tl es satisfecha por un 4gebra A en J si y s610 .si A 
satisface la desigualdad tf 5 tf .  Por lo tanto, abusando del lenguaje, a las 
identidades de la forma tl A t2 = tl las notaremos con tl 5 t2. 
Definici6n 2.1.2 Un espacio modal a un par (X, R) tal que X es un espacio 
de Priestley y R es una relaci6n de Priestley sobre X. 
d-M Si ( X i ,  Rl)-y -(X2, R2) son espacios modales, cp : XI -, X2 es un morjismo 
de espacios modales si cp es una funci6n mon6tona y continua que satisface 
la igualdad: 
v-'(G(V)> = R;(cp-'(V)) 
para todo V E D(X2). 
La categoria cuyos objetos son espacios modales y cuyos morfismos son 10s 
morfismos de espacios modales serd denotada por ,7M. 
Observaci6n 2.1.3 En [19], R. Goldblatt desarrolla una dualidad de tip0 
Priestley para reticulados asociados con dos aplicaciones f y g n-arias y m- 
arias respectivamente, tales que fijadas n - 1 coordenadas de f y rn - 1 
coordenadas de g, f resulta un hornomorfismo superior en la coordenada 
variable y g resulta un homomofismo inferior en la coordenada variable. 
El autor obtiene la dualidad mencionada asociando a 10s operadores f y g 
dos relaciones, n + 1-arias y rn + 1-arias respectivamente, sobre el espacio de 
Priestley del reticulado. Si n = 1 y Rf es la relaci6n asociada a f ,  entonces 
R:' es una relaci6n de Priestley. Por lo tanto las relaciones de Priestley 
coinciden escencialmente con las relaciones obtenidas en [19]. Sin embargo, 
la dualidad obtenida por Goldblatt es diferente de la dualidad obtenida en 
[121. 
De la definici6n de mofismo dada en ([19, pggina 192]), es inmediato ver 
que si (XI, R1) y (X2, R2) son espacios modales, entonces cp : Xl -, X2 es 
un morfismo si y ~610 si satisface las siguientes condiciones : 
(a)  cp es mondtona y continua. 
(c) Si (~ (z ) ,  r )  E R2 entonces &te y E XI tal que ( x ,  y) E Rl y < cp(y). 
Probaremos abora que existe una duddad entre las categorias 3 y JM. 
Sean 4 : 3 + 3M y Il, : JM -, 3 10s siguientes funtores. 
Si Lj es un objeto en J, definimos 
W j )  = (X(L),jV). 
Si Lj y M k  son objetos en J y h : Lj -, Mk es un homomofismo, definimos 
4(h) como la funci6n de X(M) en X(L) definida por 
$(h)(P) = h-l(P) 
para todo P E X(M). De la dualidad obtenida por Priestley, se tiene que 
4(h) es mon6tona y continua, y para cada a E L, 4(h)-' ( u ~ ( a ) )  = uM(h(a)). 
Teniendo en cuenta que h(j(a)) = k(h(a)) y que (jm)*(aL(a)) = aL(j(a.)), 
inferimos que d(h) es un morfismo de espacios modales. De estos hechos, se 
deduce fhilmente que $ es un funtor wntravariante de J en JM. 
Si (X, R) es un objeto en g M ,  definimos 
Il,(x.,R) = (D(X),R'). 
Si ( X I ,  R1) y ( X 2 ,  R2) son objetos en J M  y cp  : XI  --, X2 es un morfismo, 
definimos +(y) como la funci6n de D(X2) en D(X1)  definida por 
+(u?)(V) = cp-'(V) 
para todo V E D(X 2) .  De la definici'bn de morfismo, inferimos que +(p) 
es un homomo~smo de reticulados modales. Por lo tanto 1C, es un funtor 
contravariante de JM en J. 
El siguiente teorema es una consecuencia inmediata de la dualidad de Priest- 
ley descripta en 10s Preliminam, y del hecho que las aplicaciones aL y ex 
son isomorfismos en las categorias 3 y J M  respectivarnente ([12]). 
Teorema 2.1.4 Las composiciones tC, o 4 y 4 o tC, son naturalmente equiva- 
lentes a 10s funtores identidad sobre 3 y JM respectivamente, y por lo tanto 
I I .  
las dos categorias son dualmente equivalentes. 
I I Y  
'I 8 
I I  I 
I I 2.2 Operadores de clausura, cuantificadores 
y homomorfismos 
Sea L un reticulado distributivo acotado. Un operador de clausura sobre L 
es una operaci6n unaria j sobre L tal que: 
( 1 )  a 5 j ( a )  para todo a f L. 
( 2 )  j ( j ( a ) )  = j (a )  para todo a E L. 
(3) Si a,  b E L, entonces a 5 b implica j ( a )  5 j(b). 
Si j es ademis un homomorfismo superior, entonces j se denomina un ope- 
rador de clawura aditivo. Es fkil  ver que en este caso la condici6n (3) se 
deduce del hecho que j preserva el supremo. 
Sea X es un espacio topol6gico. El ejemplo tipico de operador de clausura 
aditivo definido sobre P(X), es la funci6n que a cada subconjunto de X le 
asigna su clausura. Un ejemplo de operador de clausura no necesariamepte 
aditivo es el siguiente. Sea A un agebra de tip0 F, sea L = P ( A )  y sea j 
el operador que a cada subconjunto S de A le asigna la subdgebra generada 
por A. . 
Es importante destacar que 10s operadores de clausura aditivos e s t h  
determinados por su imagen en el siguiente sentido (ver por ejemplo [I]): 
( e l )  Si j es un operador de clausura aditivo sobre L entonces su imagen j ( L )  
es un subreticulado de L tal que si a E L, entonces j (a )  es el primer 
elemento del conjunto [a) tl j(L). 
( c2 )  Si S es un subreticulado de L td que S t l  [a)  tiene primer elemento 
para todo a E L, -entonces la aplicacibn j : L -+ L que a cada a E L le 
asigna el primer elemento de Sf7 [a) ,  es un operador de clausura aditivo 
tal que j (L )  = S. 
Un subreticulado S de L que verifica la condicibn (c2) se denomina relati- 
vamente completo. Por ejemplo, si S es un subreticulado completo de L, 
entonces S es la imagen de un operador de clausura sobre L. 
En [12] hemos probado el siguiente resultado: 
( c )  j es un operador de clausura aditivo sobre L si y ~610 si j* es un preorden 
sobre X ( L ) .  
La clase ecuacional de 10s reticulados modales donde j es un operador de 
clausura aditivo sobre L serB denotada por C, y la correspondiente categoria 
por C. 
Un C-espacio modal es un espacio modal (X, R) donde R es una relacihn 
de Priestley de preorden sobre X. Denotaremos con C M  a la subcategoria 
completa de JM cuyos objetos eon C-espaicios modales. 
Del Teorema 2.1.4 y de la condici6n (c) dada arriba, deducimos que: 
Las restricciones de 10s funtores 4 y tC, a las subcategorias C de J y C M  de 
JM respectivamente, establecen unu d d i d a d  entre C y C M  . 
Un operador de clausura aditivo j mbre L se denomina un cuantificador si 
verifica la identidad adicional j ( j ( a )  A b) = j (a)  A j(b) para todo a, b en L. 
Un cuantificador j sobre L se llama simple si y ~610 si verifica: j(0)-= 0 y 
j ( a )  = 1 para todo a # 0. 
Un Q-reticulado distributive es un reticulado modal donde j es un cuantifi- 
cador sobre L. La noci6n de cuantificador definido sobre reticulados distribu- - - 
tivos fui introducida por Cignoli en [lo], generalizando la dada por Halmos 
en [22] para las Algebras de Boole. Esta noci6n algebraica se corresponde 
con la noci6n de cuantificador existencia1 en la i6gica de primer orden en el 
siguiente sentido. 
Sean P y Q son dos predicados qae dependen de una variable x. Entonces 
la f6rmula 3x(P(x)  A 3xQ(x))  es equivalente a la f6rmula 3xP(x)  A 3xQ(x).  
Esta equivalencia se traduce a3gebraicamente en la identidad j( j (a)  A b) = 
j(a> A j (b>.  
Es fiicil ver que si X es un espacio topol6gi~0, el operador de clausura asociado 
- 
es un cuantificador si y &lo si todo conjunto abierto es un conjunto cerrado, 
o equivalentemente, el conjunto determinado por 10s subconjunto abiertos de 
X es una subagebra completa del Qebra  de Boole P(X). 
En [lo] Cignoli di6 la siguiente caracterizaci6n del rango de un cuantificador 
definido sobre unjeticulado distributivo acotado: 
Proposici6n 2.2.1 ([lo], Proposiciones 1.8 y 1.3). Sea L un reticulado 
distributivo acotado. 
(q l )  Sea V un cuantijicador sobre L. Si a, b E V ( L )  y a + b existe en L,, 
entonces a -, b E V(L). 
(q2) Si S es un subreticulado de L tal que: 
(i) S n [x) tiene primer elemento para todo x E L. 
(ii) a -, b existe en L para todo par a, b E S y ademtis a -, b E S. 
Entonces la aplicacio'n V : L -+ L que a cada x E L le asigna el primer 
elemento de S n [s), es an cuantificador sobre L y V ( L )  = S. 
De esta proposici6n se deduce el siguiente resultado de Monteiro y Varsavsky 
[31]: 
Sea H = ( H ,  V, A, +, 0 , l )  un dlgebra de Heyting y sea S = (S, V, A, 0,l) un 
subreticulado de  (H, V, A, 0,l).  Entonces S es la imagen de  un cuantificador 
si y sdlo si S es una subdlgebra de H y S satisface la condicidn (92) (ii). 
En particular, si H es un agebra de Heyting finita, entonces un subreticulado 
de (H, V, A, 0,l)  es la imagen de un cuantificador sobre H si y s610 si es una 
subiilgebra de H, pues la condicihn (q2) (ii) se satisface trivialmente. 
Observaci6n 2.2.2 Afirmamos que la reciproca de la Proposici6n 2.2.1 
(ql) tambib se cumple. Esto es, si a, b E V(L) y a + b existe en v(L), 
entonces a -, b existe en L y coincide con a -, b. En efecto, es claro que 
a A a + b 5 b. Sea c E L tal que a A c 5 b. Como V es un cuantificador y 
a, b f V(L), inferimos que a A Vc 5 b, y por lo tanto Vc 5 a -, b. Luego 
c<a+b .  
La clase de 10s Q-reticulados dhtributivos forman una subvariedad de C 
que denotaremos por Q, y la correspondiente subcategoria por Q. Nuestro 
pr6ximo paso serd caraicterizar las relaciones de Priestley que provienen de 
10s cuantificadores. 
Definici6n 2.2.3 Sea (X, S) un conjunto parcialmente ordenado y sea R 
una relaci6n binaria definida sobre X. Diremos que R es de cuasiequivalencia 
si se verifican las siguientes condiciones: 
(i) R es un preorden. 
(ii) Si (x, y)  E R entonces existe z E X tal que y 5 z, (2, z) E R y 
(2, x) E R. 
Notar que cuando la relaci6n de orden 5 es la igualdad, una relaci6n es de 
cuasiequivalencia si y ~610 si es de equivalencia. 
Observacidn 2.2.4 Una relaci6n de Priestley R definida sobre un espacio 
de Priestley X es una cuasiequivalencia si y &lo si R es un preorden, y para 
todo x E X, max R(x) C_ R-l(x). Pata probar esta propiedad, supongamos 
primer0 que R es una cuasiequivalencia y sea y E max R(x). De (ii) y la 
maximalidad de y inferimos que (y, x) E R y por lo tanto y E R-'(x). 
Para ver la reciproca, sea (x, y) f R. Como R es una relaci6n de Priestley, 
existe z > y tal que z E rnax R(x). Luego (x, z) E R y (z, x) E R. 
Teorema 2.2.5 Sea X un espacio de Pn'estley, y sea R una relacidn de 
Priestley sobre X. Entonces R es una cuasiequivalencia si y sdlo si R* es un 
cuantificador sobre D(X) . 
Demostracidn. Sea R m a  cuasiequivalencia sobre X. Como R es un 
preorden, entonces R* es un operador de clausura aditivo sobre D(X). Luego 
debemos probar que R ( U  n R(V)) = R(U)  t l  R ( V )  para todo _ U, V en 
D(X). La inclusihn R* (U n R(V)) R ( U )  n R ( V )  es m a  consecuencia 
inmediata del hecho que R* es un operador de clausura sobre D(X). Para 
probar la otra inclusi6n, sea x E X td que R(z) n U # 0 y R(x) n V # 0. 
Luego existen elementos yl f U, y2 E V tales que (s, yl) E R y (x, y2) E R. 
Como R es una cuasiequivalencia, deducimos que existen elementos zl y 22  
tales que, (x,zl) E R, (21,~)  E 8, (x,zz) E R, ( a x )  E R, YI I zl e 
yz 5 22. Como R es transitiva, obtenemos que (zl, z2) E R, y como U y V 
son subconjuntos crecientes de X, infdmos tambihn que zl E U y 22  f V. 
Por lo tanto zl E R(x) n (U n R ( V ) .  Luego x E R(U)  n R'(V) y la igualdad 
estii probada. 
Para probar la reciproca, supongamas que Lj E Q. Como j es un operador 
de clausura aditivo sobre L, j* es un preorden sobre X(L). Luego por la 
Observacibn 2.2.4, debemos probar que max ju(P) (j*)-'(P), para todo 
P E X(L). Sea P E X(L) y sea Q E maxj*(P). Entonces Q G jml(P), 
lo que implica j-'(Q) E j"(P). Veamos que la otra inclusi6n tarnbiin es 
vdida. Sea a E j-'(P). Como j es un cuantificador, tenemos que para cada 
q E Q j(q A j(a)) = j(q) A j(a) y como Q 5 j"(P), inferimos que el filtro 
F = [Q U j(a)) esti contenido en j-'(P). De la propiedad (iii) dada en los 
preliminares, resulta que existe un filtro primo F tal que F C F' G j-'(P) 
y como Q es un elemento maximal en j*(P) obtenemos F' = Q = F. En 
particular tenemos que a E j'l (Q). Por lo tanto j" (P) = j-'(9) y como 
P C j-'(P), resulta que Q E (ju)"(P). Luego j' es una cuasiequivalencia. 
Por lo tanto, si L = D(X) y j = R*, R*' es de cuasiequivalencia sobre 
X(D(X)), y como ex es un isomorfismo en la categoria ,7M , resulta que R 
es tambib de cuasiequivalencia. 0 
Un Q-espacio modal es un espacio modal (X, R) donde R es una relacibn de 
Priest ley de cuasiequivalencia sobre X. Denotaremos por QM la subcate- 
goria completa de ,7M cuyos objetos son Q-espacios modales. Deducimos 
del Teorema 2.1.4 y del Teorema 2.2.5 el siguiente resultado 
l a  restricciones de 10s funtores 4 y 4(, a las subcategon8as Q de 3 y QM 
de .7M respectivamente, establecen una dualidad entre Q y Q M .  
Un H-espacio modal es un espacio modal (X, R) donde R es una relacibn 
de Priestley funcional sobre X. Denotamnos por 7CM la subcategoria com- 
pleta de J M  cuyos objetos son H-espacios modales. Denotasemos por H a 
la subvariedad de J formada por las Algebras Lj donde j es un homomo~smo 
acotado, y la correspondiente categoria por 7i. De la dualidad obtenida en 
[12], deducimos del Teorema 2.1.4 el siguiente resultado: 
las restricciones de 10s funtores 4 y 11, a las subcategonhs 7i de 3 y EM 
de J'M respectivamente, establecen una dualidad entre 3.t y N M .  
Sea L un reticulado distributivo acotado y sea j : L L un homomor- 
fismo superior. Supongamos que j sea un homomorfismo no necesariamente 
acotado. Luego j verifica las identidades j(0) = 0, j (a V b) = j(a) V j(b) y 
j(a /\ b) = j(a) A j(b). 
Si j (1) # 1 entonces existe un filtro primo P td que j (1) $! P, lo que implica 
que P $! domj*. Por otra parte, es un hecho bien conocido que si P es un 
Btro primo, entonces j-l(P) es un a t r o  primo si y s6lo si j(1) E P. De 
&to deducimos que si P E dom j*, mtonces j" (P) es el liltimo elemento de 
j*(P)-  
Definici6n 2.2.6 Sea X un espacio de Priestley. Una relaci6n de Priestley 
sobre X se dice parcialmente funcional si R(x) tiene liltimo elemento para 
todo x E domR. Como en el caso funciond, notaremos con fR(x) al Gltimo 
elemento de R(x) para todo x E d m R .  
Es claro que R es una relaci6n de Priestley funcional si y s6l0 si R es par- 
cialmente funcional y domR = X. 
De la observaci6n dada arriba y de la dudidad obtenida en [12], deducimos 
el siguiente resultado: 
Proposici6n 2.2.7 (i) Sea L un reticulado distributivo acotado y sea j : 
L -, L un hornornorfisrno superior. Entonces j es un homomorfismo 
si y sdlo si j*(P) tiene tiltirno elemento, para todo P E domj'. 
En thminos del espacio dual, tenernos: 
(ii) Sea X un espacio de Priestley y sea R una relacidn de Priestley 
sobre X. Entonces R* : D(X) + D(X) es un homomorfismo si y 
sdlo si R(x) tiene tiltimo elemento para todo x E domR. 
2.3 Congruencias de reticulados modales y 
conjunt os R-sat urados 
Sea L un reticulado distributivo acotado. Uno de 10s hechos importantes de 
la dualidad de Priestley es que existe una correspondencia biunivoca entre las 
congruencias de L y 10s subconjuntos cerrados de X(L). M& precisamente, 
H. A. Priestley prob6 el siguiente resultado ([36],[37],[39], ver tambiCn [ll]): 
Teorema 2.3.1 (Priestley) Si Y es un subconjunto de X ( L ) ,  entonces: 
8(Y) = {(a, b) E L x L : q ( a )  n Y = at(b) n Y) 
es una congruencia sobn L, y I. cornspondencia Y o B(Y) establece un 
isomorfimo entre C(X(L) )  y Con(L)z. Mds o h :  
B(Y) = B(Cl(Y)) y dado una w n ~ r . c ~ c i a  B sobn L, si X8 denota el espacio 
de Priestley del reticulado cocientcr L/8, p : L -r LIB denota la proyeccidn 
natural y Z = { p - ' ( 8 )  ( Q E Xe}, cntonces 8 = B(Z) y Z E C(X(L) ) .  
Observacicin 2.3.2 Sean A y B aeb ra s  de Boole y sea h : A + B una 
funci6n que preserva el supremo, el infirno, el 0 y el 1; es decir h es un ho- 
momorfismo de reticulados acotados. Entonces h tambi6n preserva el com- 
plement~ y por lo tanto h es un homomorfismo de agebras de Boole. Luego, 
si L es un a'lgebra de Boole y 8 es una wngruencia de reticdados sobre L, 
entonces tomando A = L, B = L/8 y h : L -+ L/8 la proyeccidn candnica, 
resulta que 8 es una congruencia de dgebras de Boole. 
En particular deducimos tambib que si A = (A, V, A, 7, m ,  0 , l )  es un age-  
bra modal, entonces Con(A) es igzld a1 reticulado de congruencias del reti- 
culado modal (A, V, A, j ,  0, I), donde j(x)  = -m(-x). 
En esta secci6n daremos una generalizaci6n del Teorema 2.3.1 , para el 
caso de 10s reticulados modales. 
Definici6n 2.3.3 Sea X un espbcio de Priestley y sea R E X x X una 
relaci6n de Priestley. Diremos que un subconjunto Y C X es R-saturado si 
x E Y implica maxR(x) Y para todo x f X .  Denotaremos por SatR(X) 
al conjunto de 10s subconjuntos R-saturados de X.  
Sea R una relaci6n de Priestley funcional sobre X .  Entonces es claro 
que para cada x f X ,  max R(s)  es el conjunto unitario { fR(x)) .  Luego 
un subconjilnto Y E X es R-saturado si x E Y implica fR(x) E Y para 
todo x E X ,  o equivalentemente Y E fil(Y). Recordernos que cuando 
R es el orden dual z x ,  fR  es la identidad , y por lo tanto en este caso 
s a t ~ ( X )  = P(X). 
Es fk i l  verificar de la Definicicin 2.3.3 que la intersecci6n y la uni6n de 
toda familia de conjuntos R-saturdos es un conjunto R-saturado. Por lo 
tanto, como X y 0 son-claramente R-saturados , deducimos que SatR(X) 
es un subreticulado completo de P(X). En particular, 10s subconjuntos de 
X que son cerrados y R-saturados, ordenados por inclusi6n, forman un sub- 
reticulado de C ( X )  cerrado por intersecciones arbitrarias que seri denotado 
por CR(X) .  Observar que CR(X)  = C ( X )  n SatR(X). Consecuentemente: 
TR = {X\Y 1 Y E  CR(X)). 
define una topologia sobre X cuyos conjuntos cerrados son exactamente 10s 
miembros de CR(X).  Si R = Lx, entonces TR coincide con la topologia de 
Priestley y para cada relaci6n de Priestley R, la topologia original es mQ 
fina que r ~ .  
Sea S un subconjunto de X.  Denotaremos por CZR(S) la clausura de S, 
respecto a la topologia TR. Diremos que S es R-cerrado (R-denso), si S es 
cerrado (denso) en X respecto a la topologia 712. Observemos que si R =Lx, 
entonces Clrz(S) = Cl(S). 
El siguiente teorema es uno de 10s principales resultado de esta secci6n. 
Teorema 2.3.4 Sea Lj un reticdado modal, y sea R = j* . Entonces la 
correspondencia Y 8(Y)  establece un isomorfimto entre CR(X(L))  y
Con(Lj)'. 
Demostracidn. Sea Y E CR(X(L)).  Por el Teorema 2.3.1, tenemos que 6(Y)  
es una congruencia de reticulados, luego debemos probar que 8(Y)  preserva j .  
Sea (a, b) E B(Y) y sea Q E ~ ( j ( a ) ) n Y .  Como [a) j-I (Q),  entonces existe 
un Btro primo P de L tal que a E P y P E f l ( Q ) .  Como R es una relaci6n 
de Priestley, tenemos que R(Q) es un subconjunto compact0 de X ( L ) ,  lo que 
implica que existe P' E X(L)  tal que P E P' y P' E max R(Q). Como Y es 
R-saturado, tenemos que P' E Y nuL(a) = Y n u ~ ( b ) .  Luego b E P' E j-' ( Q )  
y por lo tanto Q E cL(j(b)). Luego uL(y(a)) n Y u ~ ( j ( b ) )  n Y.  La prueba 
de la otra inclusi6n es similar. 
Como CR(X(L))  es un subreticulado de C(X(L)) ,  inferimos que la aplicacibn 
Y ct B(Y) es inyectiva y un homomorfismo de reticulados entre CR(X(L)) 
y Con(Lj)>. Para probar que esta aplicacih es suryectiva, sea 8 E C m ( L j )  
y sea Z el subconjunto cerrado de X ( L )  del Teorema 2.3.1. Como 6 es 
una congruencia de reticulados, tenemos que B(Z) = 8. Por lo tanto, para 
completar la prueba debemos probar que Z E CR(X(L)). Sea P E Z y sea 
Q E max R(P). Supongamos que Q $2. Como Z es un subconjunto cerrado 
de X(L) ,  existen a, b en L tales que Q E aL(a)\oL(b) y (uL(a)\oL(b))nZ = 
lo que implica que (*) (a, a A b)  E 8. Por otra paxte, como Q es maximal en 
R(P) y b 6 8, inferimos que el Gltro [Q U { b ) )  no esti contenido en jel(P). 
Esto implica que existe q E Q tal que (**) j(q A b) 6 P. De * resulta que 
(a A g,a A q A b)  E 8. Luego ( j (a  A q), j (a A q A b) )  E 8. Consecuentemente, 
coma Q C jel(P) y a A q E Q, tendriamos que P E a ~ ( j ( a  A q ) )  n Z = 
oL(j(a A q  A b ) )  n 2. Luego j(a A q A b) E P y por lo tanto j ( q  A b) E P, 
lo que contradice (**). Luego hemos probado que Z es R-satusado, y como 
Z E C ( X ( L ) ) ,  deducimos que Z E CR(X(L) ) .O  
Vale la pena destacar que si j es la identidad sobre L, el Teorema 2.3.4 
se reduce al Teorema 2.3.1, pues en este caso todo conjunto cerrado es 
trivialrnente j* saturado. 
Corolario 2.3.5 Sea X un espacio de Pn'estley y sea R una relacidn de 
Pn'estley sobre X .  Entonces la clausura de todo subcon.nto R-saturado 
de  X es R-saturado . En particular, para todo Y E SatR(X) se tiene la 
identidad CZ(Y) = CIR(Y). 
Demostracidn. Esto es una consecuencia inmediata del Teorema 2.3.4 y el 
hecho que B(Y) = B(Cl(Y)) para todo Y E P(X) .o  
Observaciones 2.3.6 Sea X un espacio de Priestley, sea R una relaci6n de 
Priestley sobre X y sea S E P(X) .  
i) Como ha sido mencionado anterionnente, la interseccibn de cualquier 
--- familia de conjuntos R-saturados es R-saturado. Luego tenemos que existe 
el menor conjunto R-saturado que contiene a S. La construccibn de este 
conjunto es como sigue: 
Para cada n E N, definimos por inducci6n el conjunto H,, del mod0 siguiente: 
a)Ho = S. 
b) 
Definamos ahora 
Es claro que H es un subconjunto R-saturado de X que contiene a S. 
Sea T E SatR(X) tal que S E T. Es obvio que Ho E T. Supongamos 
que Hi C T, y sea y E Hi+l. Esto significa que existe x E Hi td que 
y E max R(x). Como T es R-saturado y x E T, y E T. Luego Hi+l G T, 
y por consiguiente H C T. Esto prueoa que H es el menor R-saturado que 
contiene a S. MAS a h ,  por el Cordario 2.3.5 tenemos que CIR(S) = Cl(H). 
ii) Es fki l  ver que UisN R ( S )  ar sianpre un subconjunto R-saturado de 
X que wntiene a S. En particulax, si R es un preorden, deducimos de la 
iyaldad UiEN R ( S )  = R(S) que R(S) es R-saturado. 
iii) Si X es un espacio Booleano, entonas UiEN Ri(S) es el menor R- 
saturado que contiene a S. En efecto, como X es Booleano, tenemos que 
maxT = T para todo T E P(X). Por lo tanto, un subconjunto Y E X 
serd R-saturado si x E Y implica R(x) E Y, para todo x E X. De i) inferimos 
que para todo i E N, Hi+l = R(x), lo que implica que Hi+l = R(H;), 
y por un argument0 inductivo obtenemos la identidad R(Hi) = R(S).  En 
particular, obtenemos la identidad: 
CIR(S) = c1(uiEN Ri (s))  
(iv) Supongamos que R es funcional Tomando S = {x) 
Supongamos que R es parcialmente funcional y sea x E X. Si fk(x) # d a R  
para al&n i, entonces tomwdo S = {x) en (i) nos queda ClR({x)) = C'l(uz0 {fk(x))) = {x, f ~ ( x ) ,  . .. , fi(z)), donde j el menor niunero natural 
tal que fi(x) 4 domR. 
Si fk(x) E domR para todo i deducimos que: 
c U { x ) )  = cl(U.~{fA(x))) 
(v) Es fk i l  ver que R = X x X si y s610 si R es el cuantificador simple 
sobre D ( X ) .  Luego, si S # 0, inferimos que CIR(S) = Cl(S U max X). 
Un hecho importante que satisface la variedad de 10s reticulados distributivos 
acotados es que el reticulado con 2 elementos es la Cnica agebra subdirecta- 
mente irreducible en la variedad, y lo rnisrno ocurre con las Ogebras de Boole. 
El pr6ximo teorema muestra que la variedad de 10s reticulados modales es 
mucho rnh compleja que la variedad de 10s reticulados distributivos acotados, 
pues la estructura de las dgebras subdirectamente irreducibles lo es. Dicho 
teorema nos da una desripci6n de las dgebras simples y subdirectamente 
irreducibles en J en tirminos topoldgicos, utilizando la dualidad obtenida en 
el secci6n 2. 
Teorema 2.3.7 Sea (X, R) un espacio modal. Entonces: 
(i) $(X, R) es simple si y sdlo si o bien domR = X y max R(z)  es R- 
denso en X para todo x E X, o bien domR = 0 y X es un conjunto 
unitario. En este tiltimo caso D ( X )  es el reticulado con dos elementos 
2 = {0,X), y P ( X )  = 0. 
(ii) +(X, R) es subdirectamente i ~ u c i b l e  y no simple si y sdlo si se verifica 
una y solamente una de las siguientes condiciones: 
(a) {x E X I maxR(x) es R-denso en X) es un abierto no vacio y 
diferente de X. 
(b) Existe x E d m R  tal que x f#. CIR(maxR(x)) y 
{ x )  U ClR(maxR(x)) = X. 
Demostracidn. Sea (X, R) un espacio modal. 
(i) Del Teorema 2.3.4 inferimos que $(X, R) es simple si y ~610 si 10s 
linicos subconjuntos R-cerrados de X son X y 0. De b t e  resultado se deduce 
la suficiencia de la proposici6n. Para probar la necesidad, supongamos que 
$ ( X ,  R) es un Qgebra simple en J, y supongamos primero que existe x E 
X \ domR. Luego R(x) = 8 lo que implica que (x) es un subconjunto R- 
cerrado de X. Por lo tanto, como $(X, R) es simple, tenemos que {x) = X 
y luego domR = 0. Supongamos ahma que domR = X y sea x E X. Como 
R(x) es un subconjunto compacto no d o  de X, m& ~ ( z )  es no Mda. 
Como +(X, R) es simple, debe ser max R(x) R-denso, lo que completa la 
- - A m t r a c i 6 n  de (i). 
(ii) Probemos primero que las condiciones (a) y (b) son incompatibles. 
Supongamos que no. Luego existen durientos x, y en X tales que rnax R(x) es 
R-denso, y E d m  R, y 4 Cl~(max R(y )) e { y ) U Cl~(max R( y ) ) = X. Por lo 
tanto x # y , lo que implica que x f CIR(max R( y )). Como CIR(max R( y )) es 
R-saturado, inferimos que rnax R(x) Cl~(max R(y)), en contradicd6n con 
el hecho que max R(x) es R-denso y CIR(maxR(y)) es R-cerrado y distinto 
de X. Luego (a) y (b) son incompatibles. 
Del Teorema 2.3.4 tenemos que +(X, R) es subdirectamente irreducible si y 
s6lo si CR(X)\{X) tiene un atimo elemento. 
Supongamos que $(X, R) es subdirectmente irreducible y no simple. Sea; Y 
el Gltimo elemento de CR(X)\{X) y definamos: 
T = {x E X I max R(x) no es R-denso en X). 
Como Y es R-cerrado y diferente de X, deducimos que Y G T. Supongamos 
primero que Y = T. Luego X\Y es un abierto no vacio, y de acuerdo a 
la definici6n de T obtenemos (a). Supongamos ahora que existe x E T\Y. 
Luego CIR(max R(x)) es un subconjunto R-cerrado de X diferente de X. 
Por lo tanto CIR(maxR(x)) E Y. Por otra parte es fk i l  verificar que 
(x) U CIR(maxR(x)) es un subconjunto cerrado y R-saturado de X. Con- 
secuentemente, como x $ Y tenemos que {x) U CIR(maxR(x)) = X. Como 
$(X, R) no es simple deducimos tambib que x E d m R  y por lo tanto 
probarnos la parte (b). 
Para la reciproca asurnaxnos primer0 que se cumple (a), y sea T el conjunto 
definido arriba. Como se cumple (a), deducimos que T es diferente de X 
y que $(X, R) no es simple. Sea z € T y sea y € CIR(max R(x)). Como 
CZR(max R(x)) es R-saturado y diferente de X, inferimos que max R(y) no es 
R-denso. Por lo tanto T es R-cerrado. Para ver que T es el mayor elemento 
de CR(X)\(X), sea Y' E CR(X)\{X) y sea y E Y'. Luego max R(y) E Y' 
y por lo tanto Cl~(max R(y)) Y'. Como Y' # X deducimos que y E T. 
Entonces se tiene que Y' E T. Asumamos ahora que se cumple (b). Es 
claro que $(X, R) no es simple. hfhamos Y = CIR(max R(x)). Es obvio 
que Y es R-cerrado y diferente de X. Sea Y' E CR(X)\{X) y sea y E Y'. 
Supongamos que y = x.  Por lo tanto, como Y' es un subconjunto cerrado y 
R-saturado de X, deducimos que X =r {x) U CiR(maxR(x)) E Y' lo que es 
una contradicci6n. Por lo tanto Y' E Y. 0 
2.4 Aplicaciones 
Como aplicaci6n del Teorema 2.3.7, daremos en esta secci6n una caracter- 
izaci6n de las cadenas simples y subdirectamente irreducibles en J; esto es, 
las Qgebras simples y subdirectamente irreducibles en J cuyos reticulados 
subyacentes fonnan una cadena, como asi tambib las Agebras simples y 
subdirectamente irreducibles en las variedades C, Q y H. 
Cuando se consideran estas variedades mencionadas y las cadenas, las condi- 
ciones (a) y (b) del teorema mencionado quedan expresadas en una forma 
m h  simle. Esto es debido a que el operador R* verifica m h  ecuaciones, y 
por lo tanto la relaci6n R verifica miis condiciones. 
Sea Lj E J tal que L es una cadena. Como el orden en L es total resulta 
que j es un homomorfismo de reticulados y por lo tanto j' es una relacidn 
de Priestley parcialmente funcional. 
Comencemos estableciendo las siguientes notaciones. Sea k un nGmero entero 
positivo. Notaremos con Ak, Bk y Ck las siguientes dgebras en J. 
El reticulado subyacente a las t r a  rilgebras is la. d e n a  con k + 1 elementos 
0 < t < & < . . . < < 1, y el operatlor j esti definido en cada agebra de 
la siguiente forma: 
(a) En A*, j ( f )  = & si 1 < i < k, j(1) = 1 y j(0) = 0. 
(b) En Bk, j ( f )  = $ si 1 < i < k, j ( i )  = j(0) = 0 y j(1) = 1. 
(c) En Ck, j ( f )  = si 1 --< i < k y  j ( f )  = j(0) = 0. 
Observemos que el reticulado subyacente a las dgebras A1, Bl y Cl es 2, j 
es la identidad en A1 y en Bl, mientras que en Cl el operador j esti defbido 
por j(1) = j(0) = 0. 
Notaremos con A, y B, las siguientes agebras en J: 
(d) El reticulado subyacente a A, es la cadena infinita: 
L1 = {I, b t , .  . . , !, . . .) u {O), 
y j estd definido como sigue: 
j(1) = 1, j($) = & para n 2 2 y j(O) = 0. 
(e) El reticulado subyacente a B, es la cadena infinita: 
L2={0 , f , $  ,..., q " ,... 1 u (11, 
y j esti definido como slgue: 
j(1) = 1, j(*) = 9 para n 2 1 y j(0) = 0. 
Observaciones 2.4.1 (a) Como Ll es una cadena, entonces X(LI) tambih 
es una cadena. En este caso es f&il ver que P f X(L1) si y ~610 si P = Po = 
L1\{O) o bien existe n > 0 tal que P = P. = {l, i, f, . . . , i}. Observemos 
que Po es el liltimo elemento de X(Ll) y PI es el primer elemento de X(L1). 
De esto deducimos que X(L1) es homeomorfo e isomorfo como conjuntos 
ordenados al siguiente subconjunto de 10s nlimeros reales, con la topologia 
heredada de R: 
" ...) U{l) Xl = {O, 5, I, . . , x7
Como j es un homomo~smo acotado sobre L1, resulta que j* es una relacibn 
de Priestley funcional sobre .X(L1) y por lo tanto j-l(P) es el dltimo elemento 
de j*(P) para todo P E X(Ll). 
De la definicibn de j, tenemos que j"(Po) = Po y j-I (Pn) = Pn+1. Por 
lo tanto podemos identificar al espacio dual de A, con el H-espacio modal 
(XI, R1), donde fl = fR, : X1 -, XI esti ddinida como sigue: 
- 
fl(*) = $ Y fl(1) = 1 
En forma anaoga, deducimos que el dual de B, es el H-espacio modal 
( X z ,  R2), donde es el siguiente subespacio -, - -  de la recta real: 
' I 
X2 = l1 , f . f  ,...,! ,... ) U {0) 
Y f2 = f~~ : X2 + X2 esth definida pol: 
f2(!) = n+l Y fi(O) = 0 
(b) Sea k un enter0 positive. En foma aniiloga a1 caso (a), deducimos que 
el espacio dual de las Qgebras Ak, Rk y Ck es como sigue: 
El espacio de Priestley del reticuldo subyacente a las tres ggebras es ho- 
moeomorfo e isomorfo como conjuntos ordenados a la cadena con k elementos 
x = {t ,..., f . 1 ) .  
(bl) Si el Qgebra es Ak, la relaci6n de Priestley R definida sobre X es fun- 
cional, y fR : X --+ X esti definida por: 
1 fR(f)= - i-1 si 1 <is k y f R ( l ) = l  
(b2) Si el iilgebra es Bk, la relacibn de Priestley R definida sobre X es fun- 
cional, y fR : X ; X esti definida por: 
f ~ ( f ) =  & si 1 < i  < k y fR( f )=  
(b3) Si el Qgebra es Ck, la relaci6n de Priestley R definida sobre X es 
parcialmente funcional per0 no funciond pues j(1) # 1. En este caso 
domR = {A,. . . , f ,  1) y fR : domR --, X esti defmida por 
fR(f) = & si 1s i < k - - 
Lema 2.4.2 Sea X un espacio de Pn'estley, sea R una relacidn de Priestley 
parcialmente funcional y sea x E dornR tal que max R(x) es R-denso. Si x 
es comparable con fR(x), entonas X es el conjunto unitario {x) y por lo 
tanto (D(X), R*) es isomorfa a Al = B1. 
Demostracidn. Como x es comparable con fR(x), entonces x fR(x) o 
~ R ( x )  L 2. 
Supongamos primer0 que x < f ~ ( x ) .  Como max R(x) = { fR(x)} resulta 
que { f ~ ( x ) )  es R-denso. De la Observaci6n 2.3.6 (iv) deducimos que X = 
C~R({~R(X)}) = { f~ (x ) ,  . . . , fi(x)}) para algh j 2 1, o bien X = 
C~R({~R(X)) )  = Cl(Ui21{fh(x))). Supongamos que f ~ ( x )  $ x. Liego 
{ y E X I y 2 f ~ ( x ) )  es un entorno de x que debe intersecar a (u4 { fi(x))) 
o a ( { f ( ) )  En ambos casos llcgamos a que existe j 2 1 tal que 
- 
f i(x)  2 f ~ ( x ) .  Por otra parte, corn0 x 5 fR(x) y fR es creciente, deducimos 
que x 5 f ~ ( x )  5 . . . < fi(x),  lo que es una contradicci6n. Luego fR(x) = x, 
lo que implica que toda las potencias de fR  aplicadas al elemento x son 
iguales, luego X = { x ) .  
Si x 1 fR(x),  la demostracibn es an61~ga.O 
Lema 2.4.3 Sea X un espacio de Priestley, sea f : X -+ X una funcidn 
mondtona y continua. 
(a) S i x  f X es tal quex  < f ( x )  < f2(x)  < ... < f n (x )  < ... y 
C1(UiEN{f ( x ) } )  = X ,  entonces cziate t f X que verifica las siguientes 
condiciones: 
(i) t > f ' ( x )  para todo i E N . 
( 4  x = { t )  U U i E ~ I f ' ( ~ ) } .  
(iii) f ( t )  = t . 
(b) Si x E X es tal que x > f ( x )  > f 2 (x )  > ... > fn(x)  > ... y 
Cl(UrN{ f  ( x ) ) )  = X ,  entonces czirte t E X que ver$ca (ii), (iii) y: 
(i') t < f ' ( x )  para todo i E N . 
Demostracidn. Para cada i E N, sea 
Ai = {Y f X I Y 2. f ' (x )} .  
Es claro que A; es un subconjunto cerrado de X y que Aj C Ai si i < j. 
Por lo tanto, como A; # 8 para todo i ,  la familia (Ai);>* es una familia de 
conjuntos cerrados que verifica la propiedad de la intersiccibn finita, y X es 
compacto, inferimos que existe t f X tal que f ' ( x )  < t para todo i f N. 
Como f ( x )  < f j (x )  si i < j, resulta que t no puede ser igual a ningcin f' ( x ) .  
Esto prueba la parte (i). 
Para demostrar (ii) sea S = U i E N { f  ( x ) )  y sea t' E X\ S. Supongarnos que 
existe i f N tal que f ' ( x )  $ t'. Sea io el menor natural con esta propiedad. 
Si io = 0 entonces x f t'. Luego {y E X I y 2 x )  es un entorno de t'. Como 
S es denso en X, tenemos que dicho entorno debe intersecar a S.- Luego 
existe j tal que f j(x) 2 x,  10 que es un absurdo. Consecuentemente, io 2. 1. 
Por la minimalidad de io y el hecho que t' 4 S, deducimos que fic"(x) < t' 
y fic(x) f t'. 
Luego {y E X I y f fro-'(x)) ,(y E X I y 2 f h ( x ) )  es un entorno de t' 
que debe intersecar a S. Por lo tanto existe j f N tal que f j ( x )  $ f s - l ( x )  
y f j ( x )  2 f'O ( x ) ,  lo que implica que f ( x )  < f j ( x )  < fic (5). Luego 
io - 1 < j < io, lo que es una contradiccibn. Esto demuestra que t' > f ' (x )  
para todo i f N. 
Si t' $ t, entonces {y E X I y $ t) es un entorno de t', lo que implica que 
existe k E N tal que fk(x) $ t, absurdo. Andogamente, el caso t $ t' no es 
posible, lo que demuestra que S U {t) = X y la parte (ii) queda probada. 
La demostraci6n de (iii) es consecuencia inmediata de (i) y (ii) y omitiremos 
la prueba y la demostraci6n de (b) es mdoga. 
Teorema 2.4.4 Sea Lj un cilgebrcr en J tal que L una cadena. Entonces: 
(i) Lj es simple si y sdlo si Lj es isomorfa a Al = B1 r isomorfa a Cl. 
(ii) Lj es un a'lgebra subdirectamente irreducible y no simple si y sdlo si es 
isomorfa a A, o isomorfa a B,, o bien es isomorfa a alguna de las cilgebras 
Ak, Bk o Ck para algtin k > 1. 
Demostracidn. Sea R = j* y sea X = X(L). 
(i) Del Teorema 2.3.7 (i), es fkil  ver que Al = B1 y Cl son Algebras simples. 
Supongamos ahora que Lj es un 4lgebra simple no isomorfa a Cl. Del Teo- 
rema 2.3.7 (i) deducimos que domR = X, y que max R(x) es R-denso para 
todo x E X. Consecuentemente, R es una relaci6n de Priestley funcional. 
Como X es una cadena, tenemos que z es comparable con fR(x) para todo 
x E X. Por lo tanto, deducimos del Lema 2.4.2 que X tiene un solo elemento, 
lo que irnplica que Lj es isomorfa a Al = Bl. 
(ii) De (i), deducimos que A, no es simple. Veamos que A, es subdirec- 
tamente irreducible. De la O b s d 6 n  2.4.1 (a) tenemos que el espacio 
dual de A, es (XI, R1). Sea x E XI. Como R es funcional, tenemos que 
max R(x) = {fR(x)). Tomando x = 0, resulta de la Observaci6n 2.3.6 (iv) 
que - {o) u cl~(maxR(0)) = {o) u c l ~ ( { f ~ ( o ) ) )  = (0) u C~R({;) = {o) u 
n 
cl(Ui2,,{fA(;)} = {O} u Cl({$, :, . , - 9  ...) =XI.  
Por lo tanto x = 0 satisface la condici6n (ii) (a) del Teorema 2.3.7, lo que 
implica que A, es subdirectamente irreducible. 
En forma anBoga se deduce de las Observaciones 2.4.1 que B, , Ah, Bk y Ck 
son subdirectamente irreducible y no simples, con k > 1. 
Sea Lj un Bgebra subdirectamente irreducible y no simple. Supongamos que 
se cumple la condici6n (a) en el Teorema 2.3.7. Entonces se tiene que existe 
x E X tal que max R(x) es R-denso. Por el Lema 2.4.2 obtenemos que X 
tiene un solo elemento, lo que contradice el hecho que Lj no es simple. Por lo 
tanto Lj satisface la condici6n (b) del Teorema 2.3.7. Consideraremos tres 
casos : 
(cl) j(1) = 1 y L es finito. Ltmgo R es una relacicin de Priestley fun- 
cioAl. sea x # Cl(U,, { fi(x))) que {x) u Ci(Uill { fi(x)}) = X. 
X es finito y con la topologia dbmta, luego existe n 2 1 tal que X = 
{x, fR(x), f i (x) ,  . . . , fji(x)). Como L no es simple, debe ser x # f ~ ( x ) .  
Supongamos primero que x < fR(x). Como fR es moncitona, deducimos de 
esta desigualdad que x < f ~ ( x )  < &(x) < . . . < f;i(x) y f;2+'(x) = fi(x),  
para alg;n i entre 0 y n. Como f"dl(x) < fi(x), inferimos que fE(x) < 
f"R+'(x) = fi(x).  Si i # n entonces &(x) < f;t(x) lo que es un absurdo. 
Luego i = n y por lo tanto fR+'((x) = ffi(x). De la Observaci6n 2.4.1 (bl) 
resulta que (X, R) es el espacio dual de 4 + 2 .  
Si fR(x) < x deducimos en forma mdoga que (X, R) es el espacio dual de 
&+2. 
(c2) j(1) # 1. Luego R es una relaci6n de Priestley parcialmente funcional 
y no funcional. 
Sea x E domR tal que {x) U CI~(max R(x)) = {x) U CIR({ f ~ ( x ) ) )  = X. 
Supongamos que fh(x) E domR para todo i. Como domR es un subconjunto 
cerrado de X,  deducimos de la Observaci6n 2.3.6 (iv) que 
x = {x) u CWJitl{fi(x)I) E d m R  
Luego domR = X, lo que es un absurdo. Por lo tanto existe n 2 1 tal que 
ffi(x3 4 domR y n es el menor nlimero natural con esta propiedad. Por lo 
tanto x = {x, fR(x), . . , f s ( ~ ) }  y .@(x) 4 domR 
Supongamos que x 5 f ~ ( x ) .  Como domR es un conjunto creciente y fR es 
una funci6n moncitona, tendn'ambs que fi(x) esta en el dominio de R para 
todo i, lo que es una contradiccicin. Luego tenemos que x > fR(x) > . . . > 
f;i(x) y f;l(x) @ domR. De la Observacidn 2.4.1 (b3) inferimos que (X, R) 
es el dual de Cn+2. 
-- 
- (c3) L es una cadena infinita. Sea x sakisfaciendo la condicicin (b) del Teo- 
rema 2.3.7. Teniendo en cuenta que X es infinito y razonando como en (c2) 
deducimos que domR = X. Luego R es una relaci6n de Priestley funcional. 
Si x = f ~ ( x ) ,  entonces X = {x}, lo que es imposible. Supongamos primero 
que x < f ~ ( x ) .  Luego f i(x)  _< &(x) si i < j. Supongamos que fk(x). = 
fA(x) para alg6n par i, j con i < j. Luego fi-'(x) = fijx) para al*n 
j 2 1s. Luego s = {x, fR(x), . . . ,fi,'(x)}, y ~ ( z )  = f< (5). Por lo 
tanto S seria finito, lo que implim'a que X es finito, absurdo. Por lo tanto 
f i(x)  < fh(x) si i < j. 
Del Lema 2.4.3, dducimos que existe t E X que satisface las tres condiciones 
del mencionado lema con f = fR. Por lo tanto, deducimos de la Observaci6n 
2.4.1 (a), que (X, R) es el dual de A,. Si fR(x) < x deducimos tambikn del 
Lema 2.4.3 y de la Observaci6n 2.4.1 (a) que (X, R) es el dual de B,.D 
Como aplicaci6n del Teorema 2.3.4, daremos una condici6n necesaria, en 
tdrminos algebraicos, para que un reticulado modal sea simple o subdirecta- 
mente irreducible. 
Teorema 2.4.5 Si Lj es un reticulado modal subdirectamente irreducible, 
entonces existen elementos a y b en L tales que a $ b y que verifican la 
siguiente propiedad: 
(I) Para todo x E L\{O) existe un ntimero natural n tal que a 5 b V x V 
j(x) V j2(x).  . . V jn(x). 
M h  atin, si Lj es simple, entonces a = 1 y b = 0 satisfacen (I), y por lo 
tanto 1 = x.V j(x) V j2(x). . . V jn(x). 
Demostracidn. Sea Y el Gltimo elemento de Cj* (X(L))\{X(L)). Como 
X(L)\Y es un abierto no vacio contenido en X(L), inferimos que X(L)\Y 
contiene un abierto brisico de la topologia de Priestley. Por lo tanto existen 
elementos a, b en L tales que a $ b y 
Afirmamos que a y b satisfacen (I). Sea x E L\{O) y definamos S = {c E L I 
c = ji(x) para al& i E N). Para terminar la demostracibn, es suficiente 
ver que a E I, donde I es el ideal generado en L por S U {b). Supongamos 
que no. Luego por el Teorema de Birkhoff-Stone existe un filtro primo P de 
L tal que a E P y P n I = 0. En particular tenemos que P E uL(a)\crL(b). 
Por la Observacih 2.3.6 (ii), tenemos que H = (UiEN(jn)'(P)) es un sub- 
conjunto jn-saturado de X(L). Luego, por el Corolario 2.3.5, resulta que 
Cl(H) es un conjunto j*-cerrado. Como P E uL(a)\o~(b) y P E Cl(H), de- 
ducimos de (*) que Cl(H)  Y. Luego Cl(H) = X(L), pues Y es el tiltimo 
elemento de Cj. (X(L))\{X(L)). 
Como x # 0, tenemos que UL(X) es un abierto no vado que tiene que in- 
t e r s e c t ~  a H. Luego habria un filtro primo Q y un ntimero natural i tal 
que x E Q y Q E (jn)'(p). Consecuentemente, como (jn)' = (ji)*, existiria 
x E Q E (ji)-'(P), lo que impliwia que ji(x) E P n I, contradiciendo la 
igualdad P n I = 0. Luego a y b satisfacen (1). 
Finalmente, si Lj es simple tenmos que Y = 0. Luego a = 1 y b = 0 
satisfacen (1) pues obviamente satisfaen (*). 0 
Sea L un reticulado distributivo acotado. Es fkil  ver que si L es un 
dgebra de Brouwer, el teorema anterior toma la siguiente forma: 
Si Lj es subdirectamente irreducible, entonces: . 
(m) Existe c E L\{O) tal que para todo x E L\{O) existe n E N tal que 
c 5 x v j(x) v j2(x). .. V jn(x). 
Por ejemplo, si Lj es subdirectamente irreducible y L es un Algebra de Boole 
o un reticulado distributivo finito, entonces se verifica (m). 
Observaciones 2.4.6 (i) Sea L la cadena con cuatro elementos 0 < a < 
b < 1 y sea j el homomorfismo superior definido como: j(0) = 0, j(a) = 
j(b) = j(1) = 1. Del Teorema 2.4.4 inferimos que Lj no es subdirectamente 
irreducible. Por otra parte, x V j(x) = 1 para todo x # 0, lo que implica 
que Lj satisface la condicidn (1) del Teorema 2.4.5. Luego la reccJproca del 
Teorema 6.4.5 no es vcilida. 
(ii) Observemos que si a y b satisfacen la condici6n (1) del Teorema 2.4.5, 
entonces para cada x # 0, el n h a o  natural n que verifica la desigualdad 
del teorema depende en general de x como muestra el siguiente ejemplo: 
Sea Lj = A,. Como A, es un Algebra de Brouwer, existe un elemento c # O 
que satisface la condicibn (m). En a t e  ejemplo es f&l verificar que podemos 
tomar c = 1. 
Supongamos que exista un niunero natural n que verifique esta desigualdad 
para todo x # 0. Como x < j(x) para todo x # 0, tendriamos que 1 = jn(x) 
para todo x # 0, lo que implicaria que 1 = j n ( l )  = f ,  absurdo. 
n+3 
La pr6xima proposici6n muestra que la reciproca del Teorema 2.4.5 es 
v a d a  si L es un Bgebra de Boole. Este resultado ha sido demostrado origi- 
nalrnente por Makinson en (281. Nuestta demostracitjn se basa en el Teorema 
Proposici6n 2.4.7 Sea Lj E J, y supongarnos que L es un dgebra de Boole. 
Entonces: 
Lj es subdirectamente irreducible si y sdlo si L satisface (m) . Mds au'n, 
Lj es simple si y sdlo si veri jca : 
( m y  1 = x V j(x) V j 2 ( x ) .  . . V jn(x). 
Demostracidn. Como toda Q@ra de Boole es un dgebra de Brouwer, 
la condici6n es necesaria. Supongas108 ahora que existe c E L\{O, ) satisfa- 
ciendo la condicibn (m). Considermemos dos casos: 
Caso 1. j (c) # 0. Veamos que se verifica la condici6n (ii) (a) del Teorema 
2.3.7. w 
Por la Observaci6n 2.3.6 (iii) tenemos que para todo P E X(L), max j*(P) 
es j* denso si y s61o si CI((J,,(~*)'(P)) = X(L). Luego debemos probar que 
u = 1P E X(L) I CI(UQ1(j*)'(P)) = X(L)l 
es un subconjunto abierto no vacio de X(L). Veamos que U = Ui>l oL(ji(c)). 
Sea P E U. Como uL(c) es un subconjunto abierto no vac6 de X(L), 
inferimos que existe i 2 1 y un fdtro primo Q tal que c E Q y Q f (je)'(P). 
Luego Q E (ji)-'(P). Por lo tanto P E oL(ji(c)). Luego hemos probado 
que U C Ui>l oL(ji(c)). Supongarnos que la otra inclusi6n no vale. Luego 
tendriamos i n  filtro primo P, y un ndmero natural k 2 1 tal que jk(c) E P y 
P 4 U. Como X(L) es Booleano, 10s abiertos bkicos son de la forma uL(a). 
Por lo tanto existe un elemento a en L\{O) tal que 
(1) oL(a) n (j*);(P) = 0 para todo i > 1. 
Por otra p a t e  existe p E N tal que c I a V j (a )  V j2(a). . . V jP(a), lo que 
implica que j '(c) 5 j(a) V j2(a) . . . V jk+p(a), pues k 2 1. Como P es un 
filtro primo y jk(c) E P, deducimos que existe I E (1, . . . , k + p) tal que 
j1(a) E P. Luego existe un filtro primo Q tal que a E Q y Q E (jl)-'(P), 
en contradiccih con (1). Luego U = Ui>l oL(ji(c)), y como Ui>, oL(ji(c)) 
es un abierto no vacio inferimos que LJ & subdirectamente irreducible. 
Caso 2. j(c) = 0. Afirmamos que c es un Atomo de L. En efecto, sea 
x E L\{O) tal que x < c. Luego jk(x) = 0 para todo k 2 1. Por otra parte, 
como x # 0, deducimos que existe n E N tal que c 5 x v  j(x) v j2(x). . . jn(x), 
lo que implica que c 5 x, y por lo tanto c = x. 
Sea P = [c). Veamos que P verifica la condici6n (ii) (b) del Teorema 2.3.7. 
Como c es un iitomo de L, entonces P es el rinico filtro primo que contiene 
a c. En efecto, si Q E X(L) contiene a c, entonces P E Q. Como P es 
maximal, se tiene que P = Q. Lwgo aL(c) es el conjunto unitario {P). 
Si c = 1, entonces L = 2 y p r  lo tanto Lj es subdirectamente irreducible: Si 
c # 1, entonces -c # 0; y de la condici6n (m) inferimos que existe n E N tal 
que c 5 ~ C V  j(-.c) V . . . V jn(-c). Como c es irreducible y c < -c, deducimos 
que c < ji(-c) para al&n i entre 1 y n. Por un argument0 inductivo es 

























Un cilgebra de clausura Lj es srrQdirectamente imducible si y sdlo si 
j(L)\{O) tiene un primer elemento. 
Teorema 2.4.8 Sea (X, R) un C-espacio modal. Entonces: 
(i) $(X, R) es simple si y sdlo si Cl(maxX) = X y R = X x X. 
(ii) $(X, R) es subdirectamente irreducible y no simple si y sdlo si se cumple 
una y solamente una de las siguientes condiciones: 
(ac) maxX es un subconjunto R-denso de X y el conjunto de  10s ele- 
mentos no nulos de  la imagen de  R" tiene primer elemento y dicho 
elemento es diferente de X .  
(bc) Existe x 4 CIR(maxX) tal que { x ) ~ C l ~ ( m a x X )  = X, y R(x) = 
X. 
Demostmcidn. Como R es un prsorden, resulta que UiEN @(x) = R(x), 
y por lo tanto R(x) es R-cerrado para todo x E X. Sea x f X y supongarnos 
que rnax R(x) sea R-denso. Como maxR(x) C R(x), resulta que R(x) es 
R-denso y R-cerrado, lo que implica que R(s) = X y por lo tanto rnax X es 
R-denso. Obviamente si R(x) = X y maxX es R-denso entonces rnax R(x) 
es R-denso. Asi hemos demostrado la siguiente propiedad: 
(p) Sea x E X, entonces rnax R(x) es R-denso si y dlo  si R(x) = X y rnax X 
es R-denso. 
(i) Como domR = X, deducimos del Teorema 2.3.7 (i) que ~ ( X ,  R) es simple 
si y ~610 si rnax R(x) es R-denso para tods x E X. Por la propiedad (p) esto 
es equivalente a decir que R = X x X y maxX es R-denso. 
Es inmediato ver que si R = X x X entonces maxX es R-saturado y por el 
Corolario 2.3.5 resulta que rnax X es R-denso si y 9610 si es un subconjunto 
denso de X. 
(ii) Demostraremos que las condiciones (ac) y (bc) son equivalentes las 
condiciones (a) y (b) del Teorema 2.3.7. 
Sea S = {x E X 1 R(x) = X). De la propiedad (p) deducimos que (x E 
X I rnax R(x) es R-denso en X)  es un abierto no vacio diferente de X si y 
s610 si S es un abierto no vacio diferente de X y rnax X es R-denso. Vearnos 
que S es un conjunto cerrado y a d e n t e .  Para ver esto, sea y E C l ( S )  y 
supongarnos que y $ S.  Luego exiate z E X tal que z ft! R(y) .  Por lo tanto, 
existe V E D ( X )  tal que z E V y V n R(y) = 0. Luego y $ R*(V), y 
como R ( V )  E D ( X ) ,  tenemos que X \ R ( V )  es un entorno de y que debe 
intersecar a S. Luego existe s  E S t d  que R(s)  n V = 0, lo que es un absurdo 
pues R ( s )  = X y z E V. 
Falta probar que S es creciente. Pero esto es consecuencia inmediata del 
hecho que s  5 t implica R(s )  C_ R( t )  para todo par de elementos s, t en X .  
Asi hemos probado que la condicibn (a) del Teorema 2.3.7 es equivalente a1 
hecho que S E D ( X ) ,  S  # 0 ,  S # X y maxX es R-denso. 
Para ver la equivalencia con (ac) debemos probar que S E D ( X )  es no vacio 
y distinto de X si y s610 si R'(D(X))\{@) tiene primer elemento y dicho 
elemento es distinto de X. 
Supongamos primer0 que S es un abierto cerrado no vacio distinto de X. Es 
fk i l  ver de la definici6n de S que S = R*(S), lo que implica que S pertenece 
a la imagen de R'. Sea U E D ( X )  no vacio. Veamos que S E R* (U) .  Sea 
s  E S. Luego R(s )  = X ,  lo que implics que s  E R ( U ) .  Luego S es el primer 
elemento de R(D(X)) \{B) .  
Supongarnos ahora que V sea el primer elemento de R'(D(X))\{B) con 
V # X .  Como R* es un operador de clausura, tenemos que R*(V) = V .  
Afirmamos que V = S. Sea x E V y supongamos que z 4 R ( x )  para algh 
z E X .  Luego existe U E D(X) tal que z E U y x 9 R*(U). Como 
U s R ( U )  deducimos que z f R ( U ) .  Por lo tanto R ( U )  es no vacio lo que 
implica que V c R*(U), absurd0 p u s  x E V y x fit R'(U).  Luego V C S. 
Para probar la otra inclusidn, sea s E S. Como R(s)  = X y V es no vacio 
inferimos que s E R*(V) = V.  Asi hemos probado que S = V lo que implica 
que S es un abierto cerrado no d o .  
Sea x # C l ~ ( m a x  R ( x ) )  tal que { x )  u C l ~ ( m a x  R ( x ) )  = X .  
Como max R ( x )  E R ( x )  y R ( x )  es R-cerrado, deducimos que CIR(maxR(x))  
E R ( x )  lo que implica que { x )  U R(x )  = X .  Como x E R(x )  deducimos que 
R ( x )  = X y esto prueba la equivalencia entre la condici6n (b) del Teorema 
2.3.7 y la condici6n (bc).o 
Del Teorema 2.4.8 y de la Obserwtci6n 2.3.6 (v) obtenemos: 
Corolario 2.4.9 Las dlgebras simples y jinitas en C son las dlgebras d e  
Boole finitas donde el operador de claustrra asociado es el cuantificador sim- 
ple. 
Observemos que toda iilgebra de clausura subdirectamente irreducible 
verifica la condici6n (ac). Un ejenrplo de un iilgebra subdirectamente irre- 
ducible en C que verifica (bc) es Az. MBs aain, es inmediato ver que si Lj E C 
es subdirectamente irreducible y L es una cadena, entonces Lj es A1 o Az. 
En [lo], Cignoli ha caracterizado la agebras simples y subdirectamente irre- 
ducibles en Q. Nuestro pr6ximo paso serb deducir este resultado como coro- 
lario del teorema anterior: 
Proposici6n 2.4.10 Sea X un espacio de Priestley y sea R una nelacidn de 
Priestle y de cuasiequivalencia sobre X .  Entonces: 
(i) rnax X es un subconjunto R-saturado de X. 
(ii) Si maxX es R-denso y R(D(X))\(0)  tiene primer elemento, en- 
tonces R' es el cuantijcador simple sobre D(X). En particular la condici6n 
(ac) del teorerna 2.4.8 no se puule dar. 
(iii) La condicidn (bc) del Twrema 6.4.8 es equivalente a la siguiente 
condicidn: 
(bQ) R' es el cuantijicador simple y eziste x 4 Cl(maxX) tal p e  X = 
CZ(maxX) u (2). 
Demostracidn. (i) Sea x E max X y sea y E rnax R(x). Como R es 
de cuasiequivalencia, deducimos de la Observaci6n 2.2.4 que max R(x) C_ 
R-l(s) lo que implica que x E R(y) y como y E R(x), deducimos que 
R(x) = R(y) pues R es transitiva. Veamos que y es maximal en X. Sea 
z E X tal que y 5 z. Luego R(y) E R(z) lo que implica que x E R(z). 
Como R es de cuasiequivalencia, tenernos que existe x' E X tal que x 5 x', 
(z,x') E R y (xl,z) E R. De 1a.maximalidad de x, inferimos que x = x' 
y por lo tanto R(x) = R(z). Como y es maximd en R(x), entonces es 
maximal en R(z). Pero y 5 z y como z E R(z) deducimos que y = z. Luego 
rnax R(x) c rnax X. 
(ii) Si rnax X es R-denso, entonces por (i) y por el Corolactio 2.3.5 deduci- 
mos que maxX es un subconjunto denso de X. Sea V el primer elemento 
de R(D(X))\{B). Luego R'(V) = V pues R* es un operador de clausura. 
Supongarnos que V # X. Como maxX es denso en X, deducimos que existe 
y E maxX tal que y 4 V. Por lo tanto, si v E V, entonces y $ v lo que 
implica que existe Uv E D(X) tal que y E Uv y v 4 Uv. Por un argu- 
mento de compacidad resulta que existen finitos elementos vl ,  . . . , v, E V 
tales que V E X\Uvl U ... U X\U, e y E U, n ... n Uv, = U. Luego 
V n U = 0. Por el Teorema 2.2.5, R, es un cuantificador lo que implica 
que 0 = R ( V  n U) = F(R*(V) n U) = R"(V) n R ( U )  = V n R(U) .  Por 
otra parte, como U # 0 y V es J primer elemento de R*(D(X))\{0), en- 
tonces V C R ( U )  y por la iguddad de arriba deducimos que V = 0 lo que 
es una contradiccibn. Luego el primer elemento de R(D(X))\{B) es X y 
obviamente esto implica que F es el cuantificador simple. 
(iii) Es claro que la condicicin (bq) implia (bc) pues R = X x X. Veamos 
ahora que (bc) implica (bq). Sea x E X tal que x verifica (bc). Como rnax X 
es R-saturado, entonces CIR(maxX) = Cl(maxX). Luego falta ver que R* 
es el cuantificador simple, lo que equivale a ver que R = X x X. Por 
hipiitesis tenemos que R(x) = X. Sea y E X distinto de x. Como R es de 
cuasiequivalencia, entonces maxX = rnax R(x) C R-'(2) por la Observacicin 
2.2.4. Como R-I (x) es cerrado resulta que Cl(maxX) E R-' (x). Luego 
y E R-' (x) lo que implica que x E R(y). Luego X = R(x) E R(R(y )) = R(y ) 
y por lo tanto R(y) = X lo que prueba que R = X x X.0 
De b t a  proposicicin y el hecho que Q es una subvariedad de C obtenemos 
del Teorema 2.4.8 el siguiente resultado probado por Cignoli en [lo] por un 
m6todo diferente: 
Teorema 2.4.11 Sea (X, R) un Q-espacio modal. Entonces: 
(i) $(X, R) es simple si y sdlo si R" es el cuantificador simple y 
(bq) $(X, R) es subdirectlamente imducible y no simple si y sdlo si R* es 
el cuantificador simple y existe x # Cl(maxX) tal que 
X = Cl (rnax X) U {x) . 
Sea X un espacio de Priestley y ma R una relacibn de Priestley funcional 
sobre X. Del Teorema 2.3.7 y de la Observacicin 2.3.6 (iv), deducimos el 
siguiente teorema: 
Teorema 2.4.12 Sea (X, R) un H-espacio modal. Entonces: 
(i) $(x, R) es simple si y sdlo si Cl(Ui2r {fk(x))) = x para todo x E X. 
(ii) $(X, R) es subdirectamente irreducible y no simple si y sdlo si se cumple 
una y solamente una de las siguientes condiciones: 
(ah) {x E X I Cl(Ui21{fi(r)]) = X es un abierio no vacio diferente 
de X. 
(bh) Exkte x Cl(U;21{fk(~))) tal P U ~  { ~ l u C l ( U ; ~  {fk(x)}) = X. 
Sea A un conjunto finito con n elementos y sea a : A -, A una per- 
mutaci6n. Recordemos que a se dice ciclica de orden n si y ~610 si existe 
a f A tal que A = {a, a(a), a2(a), . . . , an-'(a)), o equivalentemente, n es el 
menor natural tal que an es la identidad sobre A. 
Corolario 2.4.13 Un cilgebra finita Lj en H es simple si y sdlo si L es un 
dlgebra de Boole finita y j es una pemutacidn ciclica sobre el conjunto de 
10s dtomos de L. 
Demostracidn. Sea Lj un ilgebra finita y simple en H y sea X = X(L). 
Como L es finito entonces X tambihn lo a. Sea x f X y sea n el n6mero de 
elementos de X. 
Por el Teorema 2.4.12 (i) resulta que X = { f~ (x ) ,  ..., fi(x)}. De esta 
igualdad deducimos que fR es sobreyectiva y como X es h i to ,  resulta que 
fR es biyectiva. Como x E X, entonces existe i entre 1 y n tal que x = fi(x). 
Luego X = {x, fR(x), . . . , &-'(z)} lo que implica que i = n. Por lo tanto 
deducimos que fR es una permutaci6n ciclica de orden n y por lo tanto 
X = {x, fR(x), . . . , fi-'(x)) y a(%) = x. COmo fj[ es la identidad sobre X 
y fi-' es creciente, inferimos que fR es un isomorfiSmo de orden. 
Ahaxnos  que X es un espacio Boo1cano. Para ver esto observemos primero 
que de la igualdad X = {x, fR(x), . . . , f;t-'(x)} inferimos que vale la igualdad 
X = {y , fR(y), . . . , f;;" (y)} para todo y E X pues fR es una permutaci6n 
ciclica de orden n. Sea y E maxX . Como fR es un isomo&smo de orden, 
entonces fR(y) E maxX y por un argtunento inductivo inferimos que f i (Y)  E 
maxX para todo i entre 1 y n. Luego X = maxX, y por lo tanto L 
es un Qgebra de Boole finita wn n Atomos. Por otro lado, como fR es un 
homeomorfismo, inferimos de la dualidad de Priestley que j es un isomorfi~mo 
y es fk i l  ver que j es tambib una permutacibn ciclica de orden n sobre el 
conjunto de 10s 6tomos de L. Reciprocamente, si j es una permutaci6n ciclica 
de orden n sobre el conjunto de 10s &fiomos de L entonces es inmediato ver 
del teorema anterior que Lj es simple. 0 
Notemos que del Teorema 2.4.4, deducimos que existen Algebras finitas 
y subdirectamente irreducibles en H que no son agebras de Boole. 
De lo visto hasta ahora hemos probsdo que si Lj es un agebra h i t a  y simple 
en C, en H o si es una cadena,, entonces L es un agebra de Boole. Sin 
embargo, esto no es verdadero en general como muestra el siguiente ejemplo: 
Ejemplo 2.4.14 Sea K la cadena con tres elernentos 0 < a < 1 y sea 
L = K x K asociado con el siguiente bomomorfismo superior: 
j((O,a)) = (l,O), j((a,O)) = (O,a), j((a,a)) = (1,4 Y j((l,a)) = j ((a, l))  
= j((1,O)) = j((0,l)) = j((1,l)) = (1,l). Es claro que L no es un Agebra 
de Boole y es fkil  ver que Lj es simple. 
Nuestro pr6ximo paso serd hacer un estudio detdado de la subvariedad de 
J generada por las cadenas, esto es, por 10s reticulados modales Lj donde L 
es una cadena. Denotemos con CH a esta subvariedad. 
Proposici6n 2.4.15 (i) Sean k y m ntimeros naturales positivos, con k < 
rn. Entonces Ak es una subdlgebra de &, Bk es isomorfo a una subdlgebra 
de B, y Ck es imagen homomorfa de Cm. 
(ii) Ak es subdlgebra de A, y Bk cs isomorfa a una subrilgebra de B, para 
todo k > 0 .  
Demostmcidn. (i) Como Ak = {l, $, . . . , $, 0) esti contenida en Am = 
11, f, . . . , f, &, . . . , $, 0) debemos ver que Ak es cerrado por el operador 
j definido en A,. 
Seax E Ak. Six = 0 0  x = 1, daramentej(x) E Ak. Six = f con 1 < i < k, 
entonces j(x) = & y obviamente & E Ak. 
Observemos que el mismo r azonma to  no vale para las agebras Bk. Sin 
embargo, es fki l  ver que la apliesd6n f : Bk + Bm definida p6r f (f) = 
- para i = 2,. . . , k, f (1) = 1 y f (0) = 0, es un homomorfismo inyectivo. 
m-k+i 
Para terminar la demostraci6n, veamos que Ck es imagen homomorfa de C,. 
Definamos la siguiente aplicaci6n f : C, -+ Ck: 
x si x E Ck 
0 en otro caso 
Es claro que f es un homomo~smo de reticulados acotados. Para ver que 
f preserva el operador j, sea i un nlimero natural entre 1 y m. Si i < k 
entonces f ( j ( i ) )  = f (&)  = & P j ( t )  = j(f(!). Si i > k, entonces 
f ( j ( f ) )  = f (&)  = 0. Si i = k enbnees j(f(i)) = j ( t )  = 0. Si i > k 
entonces j ( f ( f ) )  = j (0)  = 0. 
La demostracihn de (ii) es andoga y la omitiremos.0 
De ahora en m b  usaremos con frecuencia el siguiente resultado que es un 
consecuencia inrnediata del hecho que toda variedad estd generada por las 
Algebras subdirectamente irreducibles que contiene: 
Sea K: una clase de cilgebras subdimtamente irreducibles de una variedad 
V y sea a un conjunto de identidades del mismo tipo que tienen las cilgebras 
de V .  Entonces a caracteriza a la variedad generada por K: si y s6lo si se 
verifican las siguientes condiciones: 
(i) Toda cilgebra en K: verifica todm las identidades de a. 
(id) S i  un cilgebra subdirectamente i d u c i b l e  en V verifica todas las iden- 
tidades de a entonces dicha cilgebm pertenece a V ( K ) .  
Teorema 2.4.16 (1) CH estd genemda por las cadenas subdirectarnente 
irreducibles , es decir por las agebras Ak, Bl, C, A, y B,, con k, I ,  m 
enteros positivos. 
( 2 )  CH estci caracterizada por lsg siguientes identidades: 
( c l )  j ( a A  b) = j (a)  A j(b). 
( ~ 2 )  ( a  A j (b))  v (b  A j (a))  < (a A b) V ( j ( a )  
(3) Las dgebras subdirectamente irnducibles en CH son ezactamente las 
dlgebras Ak, BI, C, A, y B,, con k ,  1, m enteros positivos. 
Demostracidn. ( 1 )  Es claro que la variedad V generada por las Algebras 
Ak, Bl, C,, A, y B,, estd contenida en CH. Por lo tanto, debemos ver que 
si Lj E J y L es una cadena, entonces Lj E V. 
Por el Teorema de Birkhoff, Lj es producto subdirecto de agebras subdi- 
rectamente irreducibles en J. Sea Mj cudquiera de btas dgebras. Como 
el reticulado M es imagen homomorfa del reticulado L y L es una cadena, 
entonces es ficil ver que M tarnbik es una cadena. Luego, por el Teorema 
2.4.4, Lj es producto subdirecto de agebras pertenecientes a V, lo que implica 
que Lj E .V. Por 10 tanto, CH = V .  
(2) Sea Lj E J y supongarnos que L es una cadena. Claramente j satisface 
(cl). Afirmarnos que j tambidn verifica la condici6n (c2). Para vex- esto, 
Sean a, b E L. Supongamos sin Mdida de generalidad que a 5 b. Luego 
j(a) 5 j (b), lo que implica que (a A b) V (j(a) A j (b)) = a V j (a). Como 
(a A j ( b ) )  V (b A j(a)) 5 a V (j(a) b idhnaci6n queda probada. Por lo tanto 
toda dgebra en CH verifica (cl) y (c2). 
Veamos ahora que toda qgebra subdirectamente irreducible en J que verifica 
(cl) y (c2) es necesariarnente una cadem Demostraremos primer0 que si un 
dgebra verifica (c2) entonces el reticulado L subyacente verifica la siguiente 
condici6n: 
(c) Si P E X ( L )  entonces P E j"(P) o j"(P) E P. 
Supongarnos que esta condicibn no se cumple para a lgh  filtro primo P. 
Luego existirian elementos a, b E L tales que a E P, j(a) 4 P, j(b) E P y 
b 4 P. Luego a ~ j ( b )  f P. Por (c2) estoimplicaque (a~b)~( j (a )Aj (b) )  f P, 
lo que se deduce que a A b E P o j(a) A j(b) E P, lo que contradice el hecho 
sue b 4 P Y j(a) 4 P. 
Sea Lj un agebra subdirectamente irreducible que verifica las condiciones 
(cl) y (c2). Sea X = X(L) y sea R = j*. Como j es un homomorfismo de 
reticulados entonces R es parcialmente funcional. La condici6n (c) de arriba 
queda expresada entonces de la siguiente fonna: 
Si x E d m R ,  entonces x 5 fR(x) o fR(x) < s. - 
I% decir x es comparable con fR(z). Si X esun conjunto unitario, entonces 
D(X) es la cadena con 2 elementas, y luego se cumple la tesis. Si X tiene 
m b  de un elemento, deducimos del Lema 2.4.2 que la condicibn (a) del 
Teorema 2.3.7 no se puede dar. 
Sea x E domR tal que verifica la wndici6n (ii) (b) del Teorema 2.3.7. 
Supongatnos que exista i 2 1 tal que &(x) 4 domR. Si j es el menor 
naturd con esta propiedad, deducimos de la Observaci6n 2.3.6 (iv) que X = 
{x, f ~ ( x ) ,  . .. , f i i ~ ) } .  Como x es comparable con fn(x) y fR es creciente 
deducimos que X es una cadena y por lo tanto L tambi6n. 
Usando el mismo argument0 que en el caso (c2) del Teorema 2.4.4, deducimos 
que si fi(x) E domR para todo i 2 1, entonces R es funcional. 
Si X es h i t o ,  deducimos como arriba que L es una cadena. Si X es infinito 
entonces i # j implica fA(x) # fi(x) y del Lema 2.4.3 deducimos que Lj es 
isomorfa a A, o a B,. 
(3) Sea Lj un agebra subdirectamente irreducible en CH. Por (2), Lj satis- 
face las ecuaciones (cl) y (c2). Por lo demostratio arriba, esto implica que L 
es una cadena y del Teorema 2.4.4 deducimos (3).0 
Notemos con C H I  y con CH2 a las subvariedades de C H  generadas por 
las Algebras Aw y Bw respectivamente. Sea CH3 la subvariedad de CH 
generada por las agebras Ck. Notemos tarnbikn con CHij la subvariedad de 
C H  generada por CHi y por CHj, con i # j ,  1 < i 5 3 , l  < j 5 3; es decir 
la variedad generada por las Agebras que pertenecen a CHi o a CHj. 
Sean (XI, R1) y (X2, R2) espacios modales y sea cp : XI + X2 un mor- 
fismo. Supongarnos que Rl y R2 seas relaciones de Priestley parcialmente 
funcionales. Como Ri(Xl) = domRl, 4 ( X 2 )  = d m R 2  y cp es un morfismo, 
resulta que para todo x E XI x E h R l  si y s6lo si cp(x) E domR2. Miis 
aCn, es fk i l  verificar que cp es un m o h m o  si y &lo si es mon6tona, continua 
y verifica la igualdad cp( fR, (x)) = fR,(cp(x)) para todo x E domR1. 
Teorema 2.4.17 CH, C H I  y CH2 estdn generadas por las cilgebras finitas 
y subdirectamente irreducibles que eontienen. Mris precisamente, C H I  = 
V(Aw) = V({Ak : k > O)), CH2 = V(B,) = V({Bk : k > 0)). 
Demostracio'n. Veamos que %, ehl imagen homomorfa del dgebra A = 
n,,, Ak. Sea n un ndmero naturd mayor que 0 y sea c, el elemento de A 
que tiene un 1 en las primeras n coordenadas y f a partir de la n + 1 &ma 
coordenada. 
De la definici6n de 10s c,, resulta que el ideal I generado por 10s c, es propio. 
Sea P un a t r o  primo tal que P n I = 0. 
Como cada Ak verifica la desigualdad x 5 j(x), inferimos que A tambihn la 
verifica y es fk i l  ver que esto implica que P C j-'(P) E j-2(P) . . . j-i(P) 
para todo i 1 1. Afirmarnos que cada inclusi6n es propia. De la definici6n 
de 10s c, resulta que j ( ~ )  = 1 para todo n. Mb aCn, cj esti  en la imagen 
del operador j'" para todo i 2 1. Esto es claro si i = 1. Por otra parte, 
1 1 1  
9 = j(l,T, s,13,.  .) = j(d2),cs = j2(1 ) 5 9 3 ,  ' 1 1 r )  i,. . .) = j2(d3), . . - 2  h = 
1 1  jn-I (1, f , . . . , ;, ;;Til z, . . .) = jn-I ( 4 ) .  
Por lo tanto, como j' (di) = 1 ji-' (di) = c. ,  tenemos que cl E j-I (P)\ P, d2 E 
j-2(P)\j-1(P), . . . , d; f j-'(P)\ji-'(P) y la &rmaci6n esti  probada. 
Sea Q = UisN j-i(P). Como Q es una un ih  de una cadena de filtros primos 
resulta que Q es un filtro primo, y es claxo que j-'(Q) = Q. Sea (XI, R1) 
el dual de Aw dado en la Observaci6n 2.4.1 (a). Sea X = X(A), x = P, 
y = Q y f = j-l. Es fh i l  verificas que la aplicaci6n p : XI + X dada 
por p(+) = fn(x) para todo n > 0 y p(1) = y define un monomorfismo 
de H-espacios modales. De la dualidad obtenida en el capitulo I, deducimos 
que /I define un homomorfismo suryedivo p* : ( D ( X ) ,  f ~ )  4 (D(X1, fR,). 
Por 10 tanto A, es imagen hornornorfa de A. 
Anaogarnente se prueba que 8, es imagen homomorfa de B = nk21 &. 
Esto prueba que CH estb generada por las dgebras fbi tas y subdirectamente 
ireduci bles que contiene. 
Como A, es imagen homomorfa de A deducimos que A, E V((Ak : k > 0)) .  
Por la Proposicibn 2.4.15 (ii) deducimos que At E V(A,) lo que prueba que 
CH1 = V(A,) = V({Ak : k > 0)) .  La prueba que CH2 = V(B,) = 
V({Bk  : k > 0 ) )  es andoga. 0. 
Proposici6n 2.4.18 Bk E CHQ para todo k > 0. 
Demostractdn. Mostraremos que si k > 0 entonces Bk es imagen ho- 
momorfa de una subdgebra de C = ne, C,,. Cdculemos primer0 las dis- 
tintas potencias del operador j aplicadas a1 liltimo elemento de C. j(1) = 
(0, f , i, . . .), j 2 ( l )  = (0,0,8,$, . . .),. . . , j k ( l )  es el vector que se anula en las 
primeras k coordenadas y es & a putir de la k + 1 hima coordenada. De 
esto deducimos que 1 > j(1) > j2( l )  > . . . j k ( l )  . . .. 
Sea S = {O)u{j i ( l )  : i E N). Ek inmediato ver que S es una subdgebra de C, 
pues S es una cadena. Sea h : S + Bl la aplicaci6n definida por h(j'(1)) = 1 
para todo i f N y h(0) = 0. Es fiicil vor que h es un homomorfismo suryectivo 
de reticulados modales. Por lo tasto Bl es imagen homomorfa de S. 
Sea k > 1. Definamos el siguiente elermento c de C: 
- 1 1 c1 = c2 = ..- - 4 - 1  = O,ck = l , ~ k + l  = ,..., ck+i = - para todo i. 
a+, 
De la definicibn de c resulta que c > j(c) > j2(c) > . . . > jk-'(c) y que 
jk(c) = 0. Sea Tk la subagebra da C generada por S y por 10s elementos 
c, j(c), . . . , jk-I (c). Veanos que Bk es imagen homomorfa de Tk. Sea dl = 
c, d2 = j(c) = j(dl), . . . , dk = jk-'(c) = j(dk-1). -Es fiicil verificar que 
x E Tk si y ~610 si existen elementos S, s,, ~ 3 ,  . . ., sk E S tales que x = 
s v (sl A dl) V (s2 A d 2 )  v . . . V (sk A d k ) .  
De la definicihn de 10s d; resulta que di A s # 0 para todo s E S no nulo. 
De esta propiedad y del hecho que S es una cadena, inferimos fkilmente 
que P = Tk\{O) es un filtro de Tk. Es claro que P es un filtro maximal en 
Tk y por lo tanto un filtro primo de Tk. Como j es un homomorfismo de 
reticukdos y j i ( l )  E P para todo i, deducimos que jei(P) es un filtro primo 
de Tk para todo i. 
Como j ( x )  5 x,  tenemos que j-I (P) P, lo que implica que j -k(P) C 
j-k+l(P) C . . . j-'(P) C P. COma j(dk) = 0, di = j(di-,) si 1 < i < k 
y dk E P ,  tenemos que dk E PV-'(P),dk-l E j-1(P)\-2(P), . . . , dk-i E 
.j-i(p)\,-i-1 ( P ) ,  .. . ,dl E j-k+l(P)b-k(P).  Por lo tanto tenemos que 
j-"P) c j-k+l(P) c . . . C j-l(P) C P 
y es fiicil ver que: 
j -k(P) = { x  E Tk I existen elementos s,sl,. . . , ~ k  E S tales que s # 0 y 
x = s V s l A d l  V . . . $ k A d k ) ,  
lo que implica que j- l(j-k(P)) = j'"P), pues si s E S es distinto de cero 
entonces tambidn j ( s )  # 0. Sea X = X(Tk) , z  = P y j* = R. Como j es 
un homomorfismo de reticulados, tenemos que R es parcialrnente funcional y 
verifica las siguientes condiciones: &(s) E domR para todo i, x > fR(x) > 
. . . f h (x )  y f ~ (  f h (x ) )  = fk (x) .  POI lo tanto, deducimos de la Observaci6n 
2.4.1 (b2) que X contiene una copia del dual de Bk,  lo que implica que Bk 
es imagen homomorfa de Tk. 0 
Observaci6n 2.4.19 De las proposici6n 2.4.18 y del teorema 2.4.17 deduci- 
mos que CH2 es una subvariedad de CH3. Por lo tanto (*) CH23 = CH3. 
Mh a h ,  CH13 = CH.  En efecto, dd Teorema 2.4.17 deducimos que CH 
est& generada por &, B,  y por lss dgebras Ck. De la igualdad (*) infe- 
rimos que B, E CH13 y de la ddnici6n de CH13 resulta que A, y Ck 
pertenecen a CH13 lo que implica que CH13 = CH.  
Nuestro pr6ximo paso serd dar para cada subvariedad de C H ,  un conjunto 
de identidades que caracterizan dicb  subvariedad. 
Observemos que si V es una subvariedad de C H ,  entonces del Teorema 2.4.16 
se deduce que las ~nicas Agebras subdirectamate irreducibles en V son al- 
gunas de las Algebras A,, B,, Ak, Bl y C,, para k ,  l ,  m = l, 2,. . .. 
- 
Teorema 2.4.20 V es una subvariedad propia de  CH si y sdlo si es algunas 
de las siguientes clases ecuacionales: 
(1)  V = V(A,) = C H I  estd caraderizada por la ecuacidn: 
(el)  x 5 j (x) .  
( 2 )  V = V(B,) = CH2 esta' caracterizada por las ecuaciones: 
(e2) j ( x )  5 x. 
(e3) j(1) = 1. 
(3)  V = V({Cm :m > 0 ) )  = CH8 estd camcterizada por la ecuacidn: 
(e4) j(x) 5 x -  
( 4 )  V = V(A,, B,) = CHI2 esta' caracterizada por la ecuacidn: 
(e5) j ( 1 )  = 1. 
( 5 )  Sea k un entero positivo. Entonces V = V(Ak)  estd caracterizada por 
las ecuaciones: 
(e6) x L j ( x ) .  
(e7) j k ( x )  = jk-l(x), 
( 6 )  Sea 1 un entero positivo. Entonces V = V(Bl)  esta' caracterizada por las 
ecuaciones: 
(e8) j ( x )  < x. 
(e9) j ( 1 )  = 1. 
(el 0) j l ( x )  = j l - I  ( x ) .  
(7) Sea m un entero positivo. mwonces V = V(Cm) estd caracterizada por 
la ecuacidn: 
( e l l )  j m ( l )  = 0. 
( 8 )  Sean k ,  1 enteros positivos, con k > I. Entonces V = V(Ak,  Bl) estd ca- 
racterizada por las ecuaciones: 
(ell?) j r ( x )  v jk(x) = j l - l(x)  v j k - I ( % ) .  
(el$) j ( 1 )  = 1. 
( 9 )  Sean k ,  1 enteros positivos, con k 5 I .  Entonces V = V(Ak,  B,) esta' ca- 
racterizada por las ecuaciones: 
(el4)  j l ( x )  A jk  (x )  = j l - I  ( x )  A j k - I  (z) . 
(e15) j (1 )  = 1. 
(10) Sean k ,  m enteros positivos. Entonces V = V(Ak,  Cm) estd caracteri- 
zada por las ecuaciones: 
(e16) j k (x)  A j m ( l )  = jk-'(x) A jm( l ) .  
(el  7 )  x A jm ( 1 )  5 j (x )  .
por las ecuaciones: 
(e18) j l ( x )  A jm(l) = jl-'(x) A jm(l). 
(e19) j ( x )  A j m ( l )  5 x.  
(e20) jm+' (1)  = j m ( l ) .  
(12) Sean k ,  1 ,  m entems positivos, con k > I .  Entonces V = V(Ak, Bl, Cm) 
esta' caracterizada por las ecuaciones: 
(eel) jr ( x )  v jk(x) = jl-'(2) v jk-'(x). 
(e22) jm+l(1) = jm(l). 
(13) Sean k ,  1, m enteros positiws, con k 5 1. Entonces V = V (  A*, Bl, Cm) 
esta' caracterizada por las ecuaciones: - 
(e2.9) j l ( x )  A jk ( x )  = j l - I  (3) A j k-l ( x )  .
(e24) jm+l ( 1 )  = j m ( l ) .  
(14) Sea 1 un entero positivo. Entonces V = V(A,, Bl) esta' caracterizada 
por las ecuaciones: 
(e25) j r - I  ( x )  5 jl(x). 
(e26) j ( 1 )  = 1. 
(15) Sea m un entero positivo. Entonces V = V(Aw, Cm) esta' caracterizada 
por la ecuacidn: 
(e27) x A jm (1) 5 j ( x ) .  
(16) Sean I ,  m enteros positivos. Entonces V = V(Aw, Bl, Cm) esta' carac- 
terizada por las ecuaciones: 
(e28) jl-' ( x )  A jm ( 1 )  5 jl(x). 
(e29) jm+' ( 1 )  = jm( l ) .  
(17) Sea k un entero positivo. Entonces V = V(Bw, Ak) esta' caracterizada 
por las ecuaciones: 
(e30) j k ( x )  5 j k - I  ( x ) .  









(el), tomando x = 1. Por lo tanto A ae A k  pax8 d@n k > 0 o es &, lo que 
implica que A pertenece a CHI. 
(2) La demostracihn es andoga a (1) y la omitiremos. 
(3) Como C,, verifica la ecuaci6n (e4) para todo m > 0, inferimos que toda 
ilgebra de CH3 tambiin la verifica. Es fhil  ver que si A un ilgebra sub- 
directamente irreducible en CH verifica (&), entonces A no puede ser A, 
ni tampoco ningtin Ak, m k > 1. Por lo tanto, deducimos de la igualdad 
CH23 = CH3 que A E CH3. 
(4) Como las Bgebras A, y B, satinfacen la ecuaci6n (e5), deducimos que 
toda dgebra en CHI2 tambikn la verifica; y es obvio que si un ilgebra 
subdirectamente irreducible en CH verifica la ecuaci6n j(1) = 1 entonces 
dicha iilgebra no puede ser Cm para ningh m > 0. 
(5) Es claro que Ak verifica (e6) y es fkil  ver de la definici6n de j que si 
x f Ak es distinto de 0, entonces jk(x) = jk-"(x) = 1. Luego Ak verifica 
(e6) y (e7) lo que implica que toda dgebra de V verifica ambas ecuaciones. 
Sea A un Algebra subdirectarnente irreducible en CH verifica (e6) y (e7). Es 
claro que A no puede ser nin@ Ck y ningh Bl con I > 1. Por lo tanto 
A es An para a l ~ n   > 0. Si n > k, deducimos de la proposici6n 2.4.15 
1 que Ak+" verificaria (e7) pues Ak+" a una subdgebra de An. Luego x = 
-k 1 verificaria (e7). Pero 3 (k+l ) = 1 y j'-I(&) = f lo que es un absurdo. Por 
lo tanto n 5 k. Por la proposici6n 2.4.15 deducimos que A, E V. 
(6) La demostraci6n es muy similar al caso (5) y la omitiremos. 
(7) Es fk i l  ver que Cm verifica la maci6n (ell), lo que implica que toda 
dgebra de V la verifica. Supongsmos ahora que un ilgebra subdirectamente 
irreducible en CH la verifica. Es clan> que dicha Algebra no puede verificar 
la igualdad j(1) = 1, lo que implica que dicha agebra debe ser Cn para al&n 
n > 0. Si n > m entonces por la Proposicibn 2.4.15 Cm+* verificaria (ell) . 
Per0 en C,+I jm(l) = &, lo que es un absurdo. Por lo tanto n 5 m y por 
la Proposici6n 2.4.15 deducimos que C, E V. 
(8) Por 10s casos (5) y (6) tenemos que Ak y Bl verifican las ecuaciones (e7) 
y (e10) respectivamente. Veamos que Ak verifica (el2). Sea x E Ah. Como 
x 5 j(x) y k > I resulta que jl(x) j jk(x) y jl-I (x) 5 jk-I (x), lo que implica 
que jl(x) v jk(x) = jk(x) = jk-I (2) = jl-'(x) V jk-I ( x )  . Pos lo tanto, Ak 
verifica (e12) y obviamente (e13). En forma andoga se demuestra que Bl 
verifica (e12) y (e13) lo que implica que toda dgebra en V verifica estas 
ecuaciones. Supongarnos ahora que un Agebra subdirectamente irreducible 
A las verifica. Como j(1) = 1 deducimos que A no puede ser ningh Cm. 
Si A es An para algb n > 0, v m o b  que n 5 k. Como k > I y x < j(x) 
entonces An verifica (e12) si y a610 si verifica la ecuacih jk(x) = jk-'(x) 
y por (5), esto implica que n _< k. Por lo tanto A, pertenece a V. El 
mismo argument0 muestra que A no puede ser &. Si A es de la forma B, 
deducimos andogamente que Bn E V ,  y tambihn inferimos que A no puede 
ser B,. 
(9) La demostraci6n es muy similar a1 caso (8) y la omitiremos. 
(10) Por (5) y (7) es inmediato ver que At y C, verifican (e16) y (el?). Luego 
toda dgebra en V la verifica. Sea A un Qgebra subdirectamente irreducible 
que verifica (e16) y (el?). Es claro que A no puede ser Bw y si A fuese A, 
satisfaceria (e7), absurdo pues B, pdeneceria a V(Ak). Supongamos que A 
es Cn para algb n > 0. Si n > m, entonces por la'Proposici6n 2.4.15 Cm+1 
debe satisfacer (e16) y (el?). Tomando x = jm(l) en (e17), llegariamos a 
que jm(l)  /\ jm(l) = jm(l) 5 jm+l(l) = 0. Luego jm(l)  seria 0 en Cm+1, 
absurdo. Luego n _< m y por lo tanto A E V. Supongamos ahora que A 
es Bl para alg6n I > 0. Entonces Bi verificaria la ecuaci6n x 5 j(x) pues 
j(1) = 1, lo que implica que 1 = 1 y por lo tanto B1 = A'. Luego A pertenece 
a V. Finalmente, si A es A,, con n > 0 deducimos de (e16) que A, verifica 
la ecuacibn jk(x) = jk-'(x) y por (5) deducimos que k < n. Por lo tanto A 
pertenece a V. 
(11) La demostraci6n es muy similar d caso (10) y la omitiremos. 
(12) Es consecuencia inmediata de 10s casos (7) y (8) que toda Bgebra en 
V satisface las ecuaciones (e21) y (e22). Sea A un Algebra subdirectamente 
irreducible en CH que satisface (e21) y (e22). Supongarnos primer0 que A 
es Cn para algh n > 0. Si n > rn, entonces Cm+1 satisfaceria (e22). Pero en 
C ~ + I  jm(l) = & y jm+'(l) = 0, absurdo. Luego n 5 m y por lo tanto A 
pertenece a V. Del caso (7) deducimos que A no puede ser A, ni tampoco 
B,. Si A es A, o Bp con n,p > 0, entonces del caso (7) deducimos que A 
pertenece a V. 
(13) La demostracibn es andoga al cam anterior y la omitiremos. 
(14) Como Aw verifica la ecuacibn x _< j ( x )  y jl-I es creciente deducimos 
que A, verifica (e25) y obviarnente (e26). Andogamente, inferimos del caso 
(6) que BI verifica (e25) y (e26) lo que implica que toda dgebra de V verifica 
estas ecuaciones. Sea A un Qgebra subdirectamente irreducible que verifica 
(e25) y (e26). Es claro que A no puede ser ningiin Cm pues A verifica 
(e26). Supongamos que A sea algh B,. Si n > I ,  entonces Bt+l verificaria 
(e25) . En particular, x = verithada wta ecuacib, lo que implicda que 
j'-'(2) = 1 < j1(z) = 0, a M o .  Luego n < I ,  lo que implica que A 1+1 
pertenece a V. Es fhi l  ver que A no puede ser B, y es claro que si A es A, 
o algcin Ak entonces A pertenece a V. 
(15) Como A, verifica la ecuacih x j ( x )  y'Cm verifica la ecuaci6n 
jm(l)  = 0 deducimos que toda agebra en V verifica (e27). Sea A un Alge- 
bra subdirectamente irreducible en CH que verifica (e27). Es claro que A 
no puede ser B,. Supongamos que A es Bj para algh I > 0. Como en 
este caso j(1) = 1, deducimos que Bl verifica la ecuacibn x 5 j(x), lo que 
implica que I = 1. Como Bl = Al deducimos que A estd en V. Supon- 
gamos ahora que A sea al& C,. Si n > m, entonces Cm+l verificaria 
(e27). En particular, x = jm(l) verifficaria esta ecuacidn, lo que implica 
que jm(l) = jm(l) h jm(l )  5 jm+l(l) '= 0, lo que contradice el hecho que 
jm(l)  # 0 en Cm+l. Luego n 5 m, y por lo tanto A pertenece a V. Por 
dltimo, es claro que si A es A, o algh Ak entonces A pertenece a V. 
(16) De 10s casos ( 6 ) ,  (7) y el heeho que A, verifica la ecuacih x < j(x) 
deducimos que toda Algebra en V verifica (e28) y (e29). Sea A un agebra 
subdirectamente irreducible en CH que verifica (e28) y (e29). Es fki l  ver 
que A no puede ser B,. Supongsmos que A sea Bn para algh n > 0. Como - -  
en este easo j(1) = 1, deducimos que Bn verifica la ecuacibn jl-'(x) < jl(x) 
y por lo tanto la ecuaci6n jl-'(x) = jl(x), pues j(x) < x .  Del caso (6) 
deducimos que n < I y por lo bnto A pertenece a V. Supongamos ahora que 
A sea algh Cn. Si n > m, entonces Cm+1 verifican'a (e29), y esto es una 
contradiccibn pues jm(l) # 0 en CWl. Por lo tanto n < m, lo que implica 
que A pertenece a V. Por Gltimo, es claro que si A es A, o a lgh  Ak entonces 
A pertenece a V. 
(17) La demostracibn es andoga al ckso (14) y la omitiremos. 
(18) Razonando como en 10s casos anteriores es inmediato ver que toda age- 
bra en V verifica (e32) y (e33). Sea A un Algebra subdirectamente irreducible 
en CH que verifica (e32) y (e33). E-a claro que A no puede ser A,. Supon- 
gamos que A sea Ak para a lgh  k > 0. Como A satisface (e32) deducimos 
que k = 1 lo que implica que A pertenece a V pues A1 = Bl. Si A es Cn 
para al&n n > 0, veamos que n 5 m. Si n > m, entonces Cm+1 verificaria 
(e33). En particular x = jm(l )  satisfaceria (e33), absurd0 pues jm(l) # 0. 
Por lo tanto n 5 m lo que implica que A estd en V. Por dltimo, es claro que 
si A es B, o a lgh  Bj entonas A pertenece a V. 
(19) La demostracibn es anaoga al caso (16) y la omitiremos. 
(20) De 10s casos (3) y (5) y del heeho que j es creciente deducimos que 
toda Agebra en V verifica (e36). Supongamos ahora que A es un Algebra 
subdirectamente irreducible en CH que verifica (e36). Supongamos que A 
sea A, para algh n > 0. Por el caso (5) deducimos que n 5 k lo que implica 
que A pertenece a V. Es obvio que A no puede ser A,. En cualquier otro 
caso A pertenece a CH3, pues CH2 es una subvariedad de CH3, lo que 
implica que A pertenece a V. 
(21) Razonando como en 10s casos anteriores es fki l  ver que toda Agebra en 
V verifica (e37). Sea A un agebra subdirectamente irreducible en C H  que 
satisface (e37). Si A es C, para algdn n > 0, estonces como en el caso (18) 
deducimos que n 5 m. Por lo tanto A pertenece a V. Por dtimo es claro 
que si A es uno de 10s otros tipos de Agebras subdirectamente irreducibles, 
entonces A pertenece a V . 0  
Daremos ahora una descripci6n del reticulado de subvariedades de CH . 
Denotemos con N U {w) la cadena que se obtiene agregando al conjunto de 
10s nlimeros naturales un dtimo elernento w y sea M el siguiente reticulado: 
M = { ( X , ~ , Z ) E N U { O O ) ~ N U { O O ) X N ~ X # ~ )  
Denotemos con Ao, Bo y Co d dgebra trivial (0). En este caso 0 = 1 y 
j(0) = 0. El pr6ximo resultado es un consecuencia inmediata del teorema 
anterior. 
Corolario 2.4.21 Sea S el reticulado de las subvariedades de C H  y sea 
M U {w) el reticulado que Be obtiene agregkndole a M un u'ltimo elemento 
w. Entonces la funcio'n f : M U {w) -+ S definida por: 
es un isomorjismo de reticulados acotados. 
Capitulo 3 
Algebras de De Morgan 
3.1 Algebras de De Morgan y teoremas de 
representacibn 
Un cilgebra de De Morgan es un dgebra A = (A, V, A, -, 0,l) de tip0 (2,2,1, 
0,O) tal que (A,  V, A, 0,l) es un reticulado distributivo acotado y la operaci6n 
unaria - verifica las identidades: 
- (ml) - ( x ~ y ) = - X A - y .  
A la operaci6n - la llamaremos negacidn de De Morgan. 
Como en el caso de 10s reticulados distributivos acotados, las Qgebras de De 
Morgan s e r h  tambiCn notadas por sus universos. Un dgebra de De Morgan 
A se dice un cilgebra de Kleene si verifica la condici6n: 
(k) xA - z 5 yV y para todo x,y f A. 
Un estudio detallado de las Qgebras de De Morgan y las Qgebras de 
Kleene puede encontrarse en [I] y en [41]. En el libro de Rasiowa ([41]) las 
dgebras de De Morgan son llamadas ilgebras mi-Booleanas. Estas dgebras 
e s t h  relacionadas con ciertas l6gicas no clhicas y han sido estudiadas por 
varios autores ([1],[25] ,[3] ,[32]). En particular, e s t h  relacionadas con una 
l6gica cuatro-valente desarrollada p r  Belnap en (21. 
Si (A, V, A, N, 0,l) es un dgebra de De Morgan, entonces L(A) denotari el 
reticulado distributivo acotado subyacente (A, V, A, 0,l). Para simplificar, 
denotaremos con X(A) a1 conjunto de filtros primos de L(A), en lugar de 
X(L(A)). A la aplicaci6n UL(A) la notamnos tambihn con a ~ .  
Denotaremos con 3 el Algebra de Kleese con tres elementos 0 < c < 1, donde 
N C = C .  
Sea L un reticulado distributivo acotado. Denotaremos con A(L) a1 Qge- 
bra de De Morgan construida de la siguiente forma: el reticulado distribu- 
tivo acotado subyacente es el product0 cartesiano L x Lz , la negaci6n de 
De Morgan estd dehida por: N ( x ,  y) = (y, x) para todo (x, y) f L x Lz. 
Observernos que A(L) no es un Algebra de Kleene, a menos que L sea el 
reticulado trivial con un elemento. En efecto, sea x = (0,O) y sea y = (1,l). 
Entonces xANx=(O,O) A(0,O) =(0,0), yV N y =  (1,l)V (1,l) = (1,l) y 
(0,O) $ (1, I), pues en la segunda coordenada el primer elemento es el 1 y el 
irltimo elemento es el 0. Si L = 2, a = (0,O) y b = (1, I), entonces A(2) es 
el Qgebra de De Morgan con cuatro elementos (0, a,  b, 1) caracterizada por 
- a = a , - b = b , ~ O = l , ~ l = O , a ~ b = l y a A b = O .  
-0bservemos que 2 x 22 es un dgebra de Boole. Por lo tanto, tenemos definida 
en 2 x 21 dos negaciones de De Morgan; una es el complement0 1, y la otra 
la negaci6n N definida arriba. 
Sea A un Algebra de De Morgan. Diremos que a E A es un punto fio 
si N a = a.  En la literatura de Algebras de De Morgan, 10s puntos fijos 
tambi6n son llamados centros. Toda agebra de Kleene tiene a lo sumo un 
punto fijo. Esta propiedad no d e  es general en las dgebras de De Morgan. 
Por ejemplo, 10s puntos fijos de A(L) son 10s pares (x, x), con x E L. Por lo 
tanto, si L no es trivial, deducimos que A(L) tiene por lo menos dos puntos 
fijos que son el (0,O) y el (1,l). 
Toda dlgebra de De Morgan A es isornorfa a una subdlgebra de A(L) 
para algtin reticulado distributivo acotado L. En efecto, sea L = L(A) y sea 
f : A + A(L(A)) la aplicaci6n definida por: 
f (a) = ( a ,  - a )  para todo a E A. 
Es fk i l  ver que f define un homomorfismo inyectivo de A en A(L(A)). La 
pr6xima proposici6n muestra quh condiciones debe verificar un dgebra de De 
Morgan A para que sea isomorfa a A(L) Dara algh reticulado distributivo 
acotado L. 
Proposici6n 3.1.1 Sea A un Qebra de De Morgan. Entonces A es iso- 
morfa a A(L) para algu'n reticufcrdo distributivo acotado L si y sdlo si A 
tiene una subdlgebra isomorfa a A(2). 
Demostracidn. La necesidad de la proposici6n es obvia. Para probar la 
suficiencia, supongamos que A(2) sea isomorfa a una subagebra de A. Luego 
existen a, b E A tales que - a = a, N b = b, a V b = 1 y a A b = 0. Sea 
L = { x  E L(A) ( x < a). Es claro que L es un reticulado distributivo 
acotado, con liltimo elemento a. Afirmamos que A es isomorfa a A(L). Para 
probar la afirmaci6n, demostraremos que la aplicacj6n f : A + A(L) definida 
por : 
f(x) = (x A a,- x A a) 
cs un isomorfismo de agebras de De Morgan. 
(i) f es inyectiva. Sean x, y E A tales que f (x) = f ( y ) . Luego x Aa = y A a 
y - x A a = - y A a. De la segunda igualdad deducimos que x V a = y V a 
pues a es un punto fijo. De ksta dtima igualdad y de la primera resulta que 
x = y. 
(ii) f es suryectiva. Sean x, y E A tales que x 5 a e y 5 a. Sea x' = XV(- 
yAb). ComoaAb= O r d t a q u e x ' h a  = % h a .  Adem&,comobesunpunto 
fijo y a 5 x, tenemos que - xfAa = N x ~ ( y V b ) ~ a  = (yVb) Aa = yAa = y. 
Luego f ( x ' )  = (s , y ). 
(iii) f es un isomofismo de conjuntos ordenados y f preserva la negacib 
de De Morgan. Esto es de fk i l  verificacj6n y omitiremos la prueba.0 
Toda Qgebra de Boole es un agebra de Kleene donde la negaci6n de De 
Morgan coincide con el complemento 7. Es fk i l  ver que toda Algebra de 
De Morgan A en el que el orden subyacente es total, o equivalentemente, 
L(A) es una cadena, es un Qgebra de Kleene. M& alin, toda cadena finita 
con n elementos admite una 6nica estructura de agebra de Kleene. En 
efecto, supongamos que la cadena es 0 < 1 < . . . < n. Entonces definiendo 
i = n - i para todo 0 5 i < n, resulta que N es una negaci6n de De 
Morgan y es fiicil ver que esta es la 6 c a  negaci6n de De Morgan que se 
puede definir en la cadena. 
Este resultado no es d i d o  para cadenas infinitas. Tomemos por ejemplo 
la cadena [0, lIg determinada por 10s niuneros raciondes entre 0 y 1. Esta 
cadena tiene una estructura de Qgebra de Kleene, definiendo - a = 1 - a 
para todo nlimero raciond a entre 0 y 1. Sin embargo es posible definir 
otra negaci6n de De Morgan en esta cadena de mod0 tal que, con esta nueva 
negacibn, se obtiene otra Bgebra de De Morgan no illomorfa a la original. 
En efecto, sea A = [O, 1]Q \$. Coma $ es el punto fijo de [0, l ] ~ ,  resulta 
que A es un Algebra de De Morgan. Por el Teorema de Cantor, L(A) es 
isomorfo a L([O, l ] ~ )  pues A es un subconjunto denso de [O, 1]Q. Sea f : 
(0, -+ A un isomorfismo de conjuntos ordenados. Entonces definiendo 
(a) = f - l ( ~  f(a)) para todo a E [O, 1IQ se obtiene sobre [0, l j Q  otra 
estructura de Algebras de De Morgan no isomorfa a la original, pues esta 
nueva Bgebra de De Morgan no tiene punto fijo. 
Tambihn es posibie que una cadena acotada no admita ninguna estructura 
de Algebra de De Morgan. Tomemos por ejemplo la cadena C = N U (oo) de 
10s nGmeros naturales agregbdole un liltimo elemento w. Si fuese posible 
definir alguna negaci6n de De Morgan - sobre C, entonces N 1 seria el 
penfiltimo elemento de N U {oo), pues - es un isomorfismo de orden de C 
sobre Cz y 1 es un Atomo de C, absurdo. 
Notaremos con A a la categoria cuyos objetos son las Algebras de De Morgan 
y cuyos morfismos son 10s homomorfismos de Bgebras de De Morgan. 
La dualidad de Priestley puede ser extendida a las Bgebras de De Morgan 
y Algebras de Kleene como sigue. Los detalles sobre esta dualidad puede ser 
encontrada en [14] y en [15]. (Ver tambih [7]). 
Un espacio de De Morgan es un par (X, g) donde X es un espacio de Priestley 
y g : X -+ X es un homeomorfismo involutivo (es decir g2 es la identidad 
sobre X)  que es ademb un isomorfismo de orden de X sobre X2. Esta 
aplicaci6n se denomina invoZucidn de De Morgan. 
Si U E D(X) y definimos - U = X \ g(U) se tiene que (D(X), U, n, -, 0, X) 
es un Algebra de De Morgan que serd denotada con M(X,g). 
Sean (X,g) y (Xt,gt) espacios de De Morgan. Una aplicaci6n f : X -, Xt 
se denomina funcidn de De Morgan si es monbtona, continua y satisface la 
igualdad f ( g ( x ) )  = gt( f ( x ) )  para todo x E X. Sea DM la categoria cuyos 
objetos son 10s espacios de De Morgan y cuyos morfismos son las funciones 
de De Morgan. 
Sea ?,hM : DM -, A el siguiente funtor. Si (X, g) es un objeto en DM, 
entonces t,b~(X,g) = M(X, 9). Si es un espacio de De Morgw y 
f : X -, Xt es una funci6n de De Morgan, entonces definiendo lC,M(f)(U) = 
f -'(U) para todo U E D(X), resulta que $M : M(Xt, g') -t M ( X ,  9 )  es un 
homomorflsmo de agebras de De Morgan. 
Por lo tanto q5M es un funtor contravariante entre las categorias DM y A. 
Sea A un Algebra de De Morgan y sea g : X(A) -, X(A) la siguiente 
aplicaci6n: 
g(P) = A  \ { - p : p ~  P). 
Entonces (X(A), g) es un espacio de De Morgan que seri denotado por S(A). 
Sea cjA : A + DM el siguiente funtor. Si A es un dgebra de De Morgan, 
entonces $A(A) = (X(A),g). 
Si A' es un Agebra de De Morgan y h : A -, A' es un homomofismo, 
entonces definiendo 4 ~ ( h ) ( P )  = h-'(P) para todo P E X(A), resulta que 
cjA : (X(A), g) -, (X(A1), g') es una funci6n de De Morgan. 
Por lo tanto $A es un funtor contravariante entre las categorias d y DM. 
Las aplicaciones OA : A -, M(S(A),g) y ex : X -, S(M(X,g)) son 
isomorfismos en las categorias A y DM respectivamente. Por lo tanto 10s 
funtores $M y cjA establecen una dualidad entre ambas categorias. 
Un espacio de De Morgan (X,g) se dice un espacio de Kleene si para todo 
x E  X se tiene que x 5 g(x) o g(x) 5 x. Es fk i l  probar que la restricci6n 
de 10s funtores $M y dA a las categorias de 10s espacios de Kleene y dgebras 
de Kleene respectivamente, establecen una dualidad entre arnbas categorias. 
Recordemos que C es la categoria de 10s reticulados distributivos acotados. 
Sean L : A -, C y AM : C -, d 10s siguientes funtores. 
Si A es un Algebra de De Morgan, entonces L(A) = L(A). Si B es un 
Algebra de De Morgan y h : A -, B es un homomorfismo, entonces definimos 
- L(h) : L(A) + L(B) como L(h) = h. Es claro que L(h) estd bien definida 
pues todo homomorfismo de dgebras de De Morgan es un homomorfismo de 
reticulados acotados. 
Si L es un reticulado distributivo acotado, entonces AM(L) = A(L). Si L' 
es un reticulado distributivo acotado y h : L -, L' es un homomofismo, 
entonces definimos AM(h) : A(L) A(Lt) como 
AM(h)(a, b) = (h(a), h(b)), 
para todo a ,  b E L. Es claro que AM(h) es un homomorfismo de dgebras de 
De Morgan. 
Por lo tanto L y AM son funtores covariantes. M& Cn: 
Proposici6n 3.1.2 L es un adjunto a izquierda de AM. 
Demostracidn. Basta ver que existen transformxiones naturales u : I 
AM o L, u : L o AM -+ I tales que 
AM(vL) 0 ~ A ( L )  =  id^(^) Y VL(A) 0 L ( ~ A )  = id^(^). 
! ib J . 
' I . ,  
- .  
para todo par de objetos A y L en A y L respectivamente, donde I es el 
funtor identidad, idL(AI es la identidad sobre L(A) y idA(L) es la identidad 
sobre A(L). (ver por ejemplo [29]). 
Definamos u como sigue. Si A es un agebra de De Morgan, entonces UA : 
A -t A(L(A)) estb definida por la fbrmula: 
UA (a) = (a, a) 
para todo a E A. Veamos que u es una transformacibn natural. Para ver 
esto debemos probar que el siguiente diagrama es conmutativo: 
para toda Bgebra de De Morgan B y todo homomoriismo h : A -, B. 
Sea a E A. Entonces ua(h(a)) = (h(a), N h(a)) = (h(a), h(- a)) y AM o 
L ( ~ ) ( u A ( ~ ) )  = AM 0 L(h)(a,- a) = (L(h)(a), L(h)(w a)) = (h(a), h(- a)). 
Luego el diagrama es conmutativo. 
Dehamos v como sigue. Si L es un reticulado distributivo acotado, 
entonces VL : L( A(L)) + L estb definida por la fbrmula: 
vL(a, b) = a 
Para todo a E L. Ek decir, VL es la proyeccibn sobre la primer coordenada. 
Veaxnos que v es una transformaci6n natural. Para ver esto debemos probar 
que el siguiente diagrama es conmutativo: 
para todo reticulado distributivo acotado L' y todo homomorfismo h : L + 
L'. Sean a, b E L. Entonces vv(L(AM(h))(a, b)) = vLt((h(a), h(b)) = h(a) 
y h(vL(a, b)) = h(a). Por lo tanto el diagrama es conmutativo. Luego u y 
v son transformaciones naturales. Para completar la demostracibn, debemos 
verificar las igualdades: 
AM(vL) 0 UA(L) = 6d.q~) Y VL(A) 0 L(uA) = ~ ~ L ( A I .  
Verifiquemos primer0 la igualdad de la izquierda. Sea L un reticulado dis- 
tributivo acotado y Sean a, b E L. Luego 
AM(vL) 0 UA(L)((~,  a)) = AM(vL)((~, b), (b, a)) = V L ( ~ ,  b) = (a, b). 
Verifiquemos ahora la otra igualdad. Sea A un Agebra de De Morgan y sea 
a E A. Luego VL(A) 0 L(u~) (a )  = ~ ( ~ ) ( u ~ ( a ) )  = v ~ ( ~ ) ( u ,  a) = a. 
Es claro que las transformaciones natural= u y v de la proposici6n anterior 
no son isomorfismos. Por lo tanto no se obtiene una equivalencia natural 
entre las categorias L y A. 
Observaci6n 3.1.3 Sean L y M reticulados distributivos acotados. Es un 
hecho bien conocido que P es un fltro primo de L x M si y s610 si existe 
Q EX(L)  t a lqueP= Q x M o b i e n c x i s t e R ~ X ( M )  t a l queP =  LxR.  En 
tdrminos de la dualidad de Priestley, esta propiedad significa que el espacio 
de Priestley del product0 direct0 L x M es homeomorfo e isomorfo como 
conjuntos ordenados a la uni6n disjunta X(L) x (0) U X (M) x {I), dopde un 
subconjunto de esta uni6n disjunta es un abierto si y s610 si es de la forma 
U x (0) U V x {I), con U abierto de X(L) y V abierto de X(M); y el orden 
esti  dado del siguiente modo. 
Sean (x,i), (y, j) E X(L) x (0) U X(M) x (1). Entonces (x,i) < (y,j) si y 
~610 si i = j y x 5 y. 
Este espacio de Priestley se denomina el coproducto de X(L) y X(M). 
Reciprownente, si X e Y son espacios de Priestley disjuntos, entonces XUY 
es un espacio de Priestley, donde la topologia y el orden e s t h  dados en la 
forma que recidn mencionamos. En caso el reticulado dual de X U Y es 
D(X) x D(Y). 
En el-o que Y = Xz,  definimos g : X x {O)UXL x {1) + X x {O)uXz x {l) 
por g(x, 0) = ( x ,  1) y g(x, 1) = (2, 0). Es fk i l  verificar que (X x (0) u X z  x 
{I), 9 )  es un espacio de De Morgan cuya Agebra dual es A(D(X)). 
Reciprocamente, para cada reticulado distributivo acotado L, el espacio dual 
de A(L) es el espacio de De Morgan (X x {0) uX> x {1), g), donde X = X(L)  
y g esti  definida como arriba. 
Sean x, Y y Z conjuntos y sea f : X + Y x Z una funci6n. Denotaremos 
con fl y fi las composiciones 1r1 o f y 1r2 o f respectivamente, donde ?rl y 7r2 
son las proyecciones de Y x Z sobre Y y Z respectivamente. 
Sea L un reticulado distributivo acotado y sea X un espacio de Priestley. 
Como ha sido observado en 10s preliminam, X(L) es homeomorfo e isomorfo 
como conjuntos ordenados al espacio de Priestley de 10s homomorfismos aco- 
tados de L en 2; y D(X) es isomorfo al reticulado C(X) de las funciones 
mon6tonas y continuas de X en 2. De este riltimo caso y de la dualidad 
de Priestley, se deduce que todo retidado distributive mtado  se puede re- 
presentar como el reticulado de las heiones monbtonas y continuas de un 
espacio de Priestley en 2 .  Obsemmm que en la dualidad de Priestley, el 
conjunto 2 juega un doble papel, el de reticulado y el de espacio topolcigico 
ordenado. 
Davey y Werner [17] desarrollaron una teoria de dualidad para clases de 
agebras que son producto subdirecto de subagebras de un agebra finita y 
subdirectamente irreducible P. En dicha dualidad, el dual de un agebra 
es un espacio topol6gico asociado con una familia de relaciones, donde en 
particular, el dual de P tiene el mismo universo que P. En este sentido, P 
juega un doble papel a1 igual que el Agebra 2 en la variedad de 10s reticulados 
distributivos acotados. Davey y Werner prueban que toda agebra A de la 
clase se puede representar como el Algebra de 10s morfismos continuos del dual 
de A en el dual de P, donde 10s morfbmos son aplicaciones que respetan las 
relaciones. Como caso particular, prueban que esta dualidad se aplica a las 
agebras de De Morgan, donde en a t e  caso P = A(2).  Nuestro pr6ximo 
paso serd probar que la dualidad para agebras de De Morgan descripta a1 
principio de esta secci6n coincide esccncialmente con la dualidad obtenida en 
[17] y veremos que esta equivaleneia se obtiene directarnente de la dualidad 
de Priestley. 
En (171, se muestra que el dual de A(2)  es 2 x 2,  con la topologia producto 
y el orden definido coordenada a coardenada; y la involuci6n de De Morgan 
es la funci6n definida por: 
Notaremos con 4 a este espacio de De Morgan. - 
Sea A un agebra de De Morgan. Notaremos con H(A)  al conjunto de 
10s homomorfismos de A en A(2). El prciximo lema es consecuencia de la 
Proposicicin 3.1.2. 
Lema 3.1.4 Sea A un dlgebra de De Morgan, sea L un reticulado distn'bu- 
tiuo acotado y sea h : A + A(L) una aplicacidn. Entonces h es un homo- 
morfimo de a'lgebras de De Morgan si y adlo si hl es un homomorfimo de 
reticulados acotados de L(A) en L y h(a) = (hl (a) ,  hl(- a ) )  para todo a E A. 
Sea A un Algebra de De Morgan y ma L E H (A). Por el lema anterior, h(a) = 
(hl (a), hl(- a)) para. todo a E A. Como hl : L(A) + 2 es un homomorfismo 
de reticulados acotados, entonces hS es la funci6n caracten'stica de un filtro 
primo P. Por lo tanto, h queda definido como sigue: 
Reciprocamente, dado un filtro primo P de L(A), es fkil  ver que la aplicacibn 
hp : A + A(2) definida como arriba es un homomorfismo de Algebras de 
De Morgan, y es claro que si P y Q son dos filtros primos distintos de 
L(A), entonces hp # hg.  Por o h  parte, como (4,g) es un espacio de 
De Morgan, entonces (dA, gA) es un sspacio de De Morgan donde 4" es el 
espacio de Priestley en el que el orden estl definido coordenada a coordenada, 
la topologia es la topologia product0 y gA estl definida por la fdrmula: 
gA(f)(a) = g(f(a)) para toda f E 4" y para todo a E A. 
Es fki l  ver que H(A) es un subconjunto cerrado de 4A y que la aplicaci6n 
P H hp es un homeomorfismo entre X(A) y H(A). Mh a h ,  afirmamos que 
H (A) es cerrado bajo la operacihn gA, o sea, si h E H(A), entonces gA (h) E 
H(A). En efecto, del Lema 3.1x tesulta que h(a) = (hl (a), hl(- a)) para 
todo a E A. Luego gA(h)(a) = g(h(a)) = (1 - hl(- a), 1 - hl(a)) . Como 
la conespondencia a H 1 - hl(- a) define-un homomo~smo de reticulados 
acotados, deducimos del Lema 3.1.4 que gA(h) es un homomorfismo de 
Agebras de De Morgan, como qudamos demostrar. Por lo tanto, (H(A), gA) 
es un espacio de De Morgan. 
De estas consideraciones deducimos el siguiente resultado: 
-.. - 
Teorema 3.1.5 Sea A un hlgebru de De Morgan. Entonces la corresponden- 
cia P H hp es un isornorfisrno de espacios de De Morgan entre (X(A),g) y 
Sea (X, g) un espacio de De Morgan. Notaremos con C(X, g) a1 conjunto de 
las funciones de De Morgan X en 4. Como 10s elementos del Algebra de De 
Morgan A(2) son 10s elementos del conjunto 4, deducimos que C(X,g) es un 
subconjunto de A ( Z ) ~ ,  m h  a h :  
Teorema 3.1.6 Sea ( X , g )  un eeplrcio de De Morgan. Entonces: 
(1)  f E C(X,g)  si y sdlo si f l  : X -r 2 es mon6tona y continua y fi(s) = 
1 - f l(g(x)) para todo x  E X .  
( 2 )  C ( X ,  g )  es una sccbdlgebra de ~ ( 2 ) ~  isomorfa a M ( X ,  g). 
Demostracidn. Es ficil ver que si fl es una funcicin mon6tona y continua 
de X en 2, entonces f ( x )  = ( f i ( x ) ,  1 - f l (g(x) )  E C(X,g) .  Sea ahora 
f E C ( X ,  9).  Es claro que f l  : X 4 2 es mon6tona y continua. Como f 
es una funci6n de De Morgan, resulta que f ( g ( s ) )  = ( f i (g (x ) ) ,  f i (g(x) ) )  = 
g ( f  (5) )  = ( 1  - f i ( x ) ,  1 - f l (x))  para todo x  E X ,  lo que implica que j2(x) = 
1 - fi(g(x)) y luego f ( x )  = ( f l ( x ) , l  - fl(g(x))) para todo x  E X. Esto 
prueba (1). De (1) es fki l  ver que C(X,g) es una subagebra de A(2)X.  Sea 
p : M ( X ,  g )  4 C ( X ,  g) la siguiente aplicacicin: 
p(U) = (Cu, 1 - C,(u)) para todo U E D ( X ) .  
Afirmamos que p es un isomorfismo de Algebras de De Morgan. Como g 
es una involucibn, resulta que CSp)(x) = &(g(x)) para todo x  E X .  Por 
10 tanto p esti bien definida. Sea f E C ( X ,  9). Luego f (3)  = ( f l  ( x ) ,  1 - 
f l(g(x))).  Por lo tanto p(U)  = f, donde f l  = Cu. Es inmediato v a  que 
p es un homomorfismo inyectivo. Veamos que p preserva la negacih de De 
Morgan. Sea--U E D ( X )  y sea Uc = X\U. Entonces p(- U )  = p(g(U)') = 
(C,(U,C, 1  - Cue = (1 - C,~J,, CW) = r(U).o 
Es importante destaw que de la condici6n (1)  del teorema anterior, 
deducimos que toda funcibn de De Morgan de X en 4 esti determinada 
por la primer coordenada. 
3.2 Cuantificadores en dlgebras de De Mor- 
gan 
Definici6n 3.2.1 Sea A un Bgebra de De Morgan. Un cuantificador sobre 
A es un cuantificador sobre L(A) que satisface la ecuaci6n: 
(n)  V N V a  = - V a  para todo a E A. 
Un cilgebra de De Morgan mona'dica es un Algebra ( A ,  V ,  A, -, V ,  0, 1) de tip0 
(2,2,1,1,0,0) tal que (A,  V ,  A, N, 0 , l )  es un Qgebra de De Morgan y V es 
un cuantificador sobre A. 
La variedad de las dgebras de De Morgan monMicas seri denotada por M. 
A 10s miembros de M lo denotarem08 simplesnente con (A, V). Denotaremos 
con M a la categoria cuyos objeta son las dgebras de De Morgan monidi- 
cas y cuyos morfismos son 10s homomorfismos de dgebras de De Morgan 
monaicas. 
Sea A un Bgebra de De Morgan y sea V : A -t A una operaci6n unaria 
que satisface las ecuaciones VO = 0,a 5 Va,V(a A Vb) = Va A Vb y la 
ecuacibn (n). Afirmamos que V es un cuantificador sobre A. Para probar 
la afirmacibn debemos ver que V preserva el supremo. Tomando a = b en 
la tercer ecuaci6n deducimos que V es un operador de clausura. De las 
ecuaciones (n) y - (a A b) = N aV - b deducimos que el rango de V, 
V(A), es cerrado bajo la operacih del supremo. Por lo tanto la ecuacidn 
V(a V b) = Va V Vb es consecuencia de las ecuaciones dadas arriba. 
Sea L un reticulado distributivo acotado. Un cuantificador dual sobre 
L es una aplicaci6n A : L -t L tal que A es un cuantificador sobre Lz; o 
equivalentemente, A satisface las ecuaciones: A1 = 1, Aa 5 a, A(a A b) = 
A(a) A Ab, y A(a V Ab) = Aa V Ab. Sea A un dgebra de De Morgan. Un 
cuantificador dual sobre A es un cuantificador dual sobre L(A) que satisface 
la ecuaci6n adicional A - Aa = - Aa. En la nomenclatura de Halmos (ver 
[22]), nuestros cuantificadores cormponden a cuantijcadores aistenciales, y 
nuestros cuantificadores dudes a cuantificadores universales. 
Si V es un cuantificador sobre A y definimos, para cada a E A, Aa = - V - 
a, entonces A es un cuantificador dual sobre A. Reciprocamente, si A es un 
cuantificador dual sobre A, y definimos Va = A - a, resulta que V es un 
cuantificador sobre A y en ambos casos V(A) = A(A). 
Observaciones 3.2.2 (i) Si A es un dgebra de Boole y - = 7 ,  obtenemos 
la noci6n de Qgebra de Boole monlidica introducida por Halmos en [22]. 
En este caso la ecuaci6n (n) se deduce de las ecuaciones que caracterizan 
a la variedad de 10s Q-reticulados distributivos. Esto no es necesariamente 
verdadero si A no es un Bgebra de Boole como muestra el siguiente ejemplo: 
Sea A la cadena con cinco elementos 0 < a < b = - b <- a < 1, y definamos 
VO = 0,Va = Vb= b,V - a =- a,Vl = 1. ComolaimagendeV es un 
subreticulado de L(A) que ademb es cerrado por la implicacibn de Heyting, 
resulta que V es un cuantificador sobre L(A) pero V no satisface n pues 
V - V ~ a = b y - V - a = a .  
(ii) Para cada Algebra de De Morgan A, un cuantificador V sobre L(A) es 
un cuantificador sobre A si y s61o si su rango, V(A), es una subagebra of A. 
Una subagebra S de un Algebra de De Morgan A se dice relativamente com- 
pleta si S es un subreticulado relativamente completo de L(A). Si V es un 
cuantificador sobre A, entonces es claro que V(A) es una subdgebra relativa- 
mente completa de A. Por otra parte, si S es una subagebra relativamente 
completa de A, y para cada a E A definimos Va como el primer elemento de 
[a) n S, entonces V es un operador de clausura sobre L(A) que satidace la 
ecuaci6n (n) per0 no necesariamente la ecuaci6n V(a A Vb) = Va A Vb. 
(iii) Sea S es una subagebra h i t a  de un Algebra de De Morgan A. Luego 
a + b existe en S para todo a, b f S. De la Observacibn 2.2.2, de la 
Proposici6n 2.2.1 y de (ii) deducimos que S es el rango de un cuantificador 
sobre A si y s61o sj existe en A el pseudocomplemento relativo de a respecto 
a b y coincide con a. -, b para todo a, b E S.. 
(iv) Un Algebra de De Morgan A tal que el pseudocomplemento relativo 
a + b esti definido para todo a, b E A se denomina un a'lgebra de Heyt- 
ing simitrica([33]). De la Proposici6n 2.2.1 obtenemos ficilmente que en 
un Algebra de Heyting simitrica A, la correspondencia V cr V(A) define 
una biyecci6n entre el conjunto de 10s cuantificadores sobre el Algebra de 
De Morgan A y el conjunto de las subdgebras relativamente completas de 
A. En particular, si A es un Algebra de Boole, obtenemos la bien conocida 
correspondencia entre cuantificadores y subdgebras relativamente completas 
establecida por Halmos en [22]. Otra eonsecuencia es que 10s cuantificadores 
sobre un Qgebra de De Morgan finita A estb en correspondencia biunivoca 
con las subagebras de A cerradas por pseudocomplementaci6n relativa. 
Ejemplos 3.2.3 Sea A un Qgebra de De Morgan. 
(i) Sea V el cuantificador simple sobre L(A). Como el rango de V es 2 y 2 " 
es una subiilgebra de A, inferimos que el cuantificador simple es un cuantifi- 
cador sobre A. En este capitulo el cuantificador simple se llamari tambihn 
cuantificador de tip0 0. 
- f;$ (ii) Sea a un punto fijo de A. Por a bservacibn 3.2.2 (iii), la subilgebra 
{0, a, 1) es el rango de un cuantificador sobre A si y s610 si a + 0 = 0 en A , 
o equivalentemente, {x f A I x A a = 0) = (0). En este caso, el cuantificador 
asociado a 6 t a  subdgebra seri llamado cuantificador de tip0 1 y estd dado 
por la siguiente f6rmula: 
(iii) Sean a y b puntos fijos de A tales que a V b = 1 y a A b = 0; es 
decir A contiene una subdgebra isomorfa a A(2). De la Proposicibn 2.2.1 
deducimos que S = (0, a, b, 1) es el rango de un cuantificador sobre L(A) y 
como S es una subdgebra de A, resulta que V es un cuantificador sobre A 
que seri llamado cuantificador de tipo 2 y esti dado por la siguiente f6rmula: 
(iv) Como ha sido observado anteriormente, toda dgebra de Boole monxica 
es un dgebra de De Morgan mos6dica. Es claro que la variedad de las 
3gebra.s de Boole monidicas es una subvariedad de M caracterizada por la 
- 
ecuaci6n aV - a = 1. 
(v) Toda a'lgebra de Lukasiewicz triuulente es un dgebra de De Morgan 
monidica que es tambihn un dgebra de Kleene y satisface las ecuaciones 
aA N a = VaA N a, N a V Va = 1 y V(a A b) = Va A Vb. Estas dgebras 
se corresponden con ciertas 16gicas trivalentes desarrollada por Lukasiewicz 
y por Post. ([27], [35]). 
(vi) Las cilgebras de Stone involutivas consideradas por Cignoli y por de 
- Gallego en [8] son tambihn ejemplw de agebras de De Morgan monidicas. 
Estas dgebras coinciden con la clase de las agebras de De Morgan monacas  
que satisfacen las ecuaciones: VaA - Va = 0 y V(a A b) = Va A Vb. 
(vii) Sea L un reticulado distributivo acotado y Sean V y A un cuantificador 
y un cuantificador dual sobre L respectivamente tales que V(L) = A(L). 
Definamos V : A(L) + A(L) como aigae: 
- 
. 
V(a, b) = (Va, Ab) para todo a, b E L. 
Es fkil  verificar que es un cuantifidor sobre A(L). M L  arin, &- 
mamos que toda Qgebra de De Morgan monhdica (A,V) es isomorfa a 
una subdgebra del Agebra de De Morgan monidica A ( L ( A ) ) , v ) ,  donde 
en este caso Aa = - V - a. En efgcto, es f&il ver que la correspondencia 
a - (a,  - a)  define un homomorfiano inyectivo de agebras de De Morgan 
monidicas de A en A(L(A)) .  
Estos ejemplos muestran que las agebras de De Morgan monidicas apare- 
cen en diferentes situaciones. 
Un reticulado moncidico es un Agebra ( L ,  V ,  A, V ,  A, 0, l ) ,  tal que 
( L ,  V ,  A, 0 , l )  es un reticulado distributive acotado, V es un cuantificador 
sobre L y A es un cuantificador dud sobn L que verifica la igualdad V ( L )  = 
A(L) .  Sea L M  la categoria cuyos objetos son 10s reticulados monidicos y 
cuyos morfismos son 10s homomorfismos de reticulados monidicos. A 10s 
objetos de L M  lo denotaremos simplemente por ( L ,  V ,  A. 
Sean LM : M -+ L M  y AMM : LM -+ M 10s siguientes funtores. 
Si (A, V) es un agebra de De Morgan, entonces LM(A,  V )  = ( L ( A ) ,  V ,  A), 
donde A(a)  =- V - a. Si (B,V)  es un dgebra de De Morgan monidica 
y h : A + B es un homomorfismo de Agebras de De Morgan mon&dicas, 
entonces definimos LM(h)  : L(A) + L(B) como LM(h)  = h. Es claro 
que LM(h)  esti bien definida pues todo homomorfismo de Agebras de De 
Morgan monidicas es un homomorfismo de reticulados monidicos. 
Si ( L ,  V ,  A) es un reticulado monUm y v es el cuantificador definido en el 
Ejemplo 3.2.3 (vii), entonces AMM(L,  V, A) = (A(L),  v)). 
- Si (L', V )  es un reticulado mon&dico y h : L -, L' es un homomorfismo de 
reticulados monaicos, entonces definimos 
A M M ( h )  : ( A ( L ) , ~ )  4 ( A ( L ' ) , ~ )  como 
AMM(h)(a ,  b) = (h(a),  h(b)),  
para todo a, b E L. Es claro que AMM(h)  es un homomorfismo de dgebras 
de De Morgan moniidicas. 
Por lo tanto LM y AMM son funtores covariantes. La siguiente proposici6n 
se demuestra en forma similar que la Proposici6n 3.1.2 y omitiremos la 
prueba. 
Proposicibn 3.2.4 LM es un adjunto a izquierda de  A M M .  
Definici6n 3.2.5 Sea ( X , g )  un espacio de De Morgan. Una relaci6n de 
Priestley R sobre X se denomina rehcidn de De Morgan si (x, y) E R implica 
(s(Y),s(x))  E R Para todo X , Y  E X* 
El pr6ximo teorema nos muestrs que el Teorema 2.2.5 se puede extender 
a las dgebras de De Morgan monficas. 
Teorema 3.2.6 Sea (X,g) un espacio de De Morgan. Bntonces R es una 
relacidn de De Morgan de cuasiequivalencia sobre X 9i y so'lo si R' es un 
cuantificador sobre M(X, g) . 
Demostracddn. Sea ( X ,  g) un espacio de De Morgan. Supongamos primero 
que R es una relacidxi de De Morgan de cuasiequivalencia sobre X. Del 
Teorema 2.2.5 inferimos que R es un cuantificador sobre D(X). Por lo tanto 
debemos probar que R*(w R* (U)) = - R ( U )  para todo U E D(X). Como 
R" es un operador de clausura, reulta que - R ( U )  R(- R*(U)). Para 
probar la otra inclusibn, sea x E P(- R ( U ) ) .  Luego R(x)n - R ( U )  # 
0. Por lo tanto existe y f X td que (x,y) f R e y $ g(R'(U)), lo que 
implica que R(g(y)) n U = 0. Supongamos que x #N R*(U). Luego existe 
z E R(g(x)) n U, y como R es m a  relaci6n de De Morgan deducimos que 
(g(z), x )  E R. Como R es transitin y (2, y) E R, tenemos que (g(z), y) E R y 
luego (g(y), z) E R. Por lo tanto z E R(g(y))nU, lo que es una contradicci6n. 
Supongamos ahora que R es un cuantificsdor sobre M(X,g). Del Teorema 
2.2.5 deducimos que R es m a  relsci6n de Priestley de cuasiequivalencia sobre 
X. Por lo tanto, nos resta probar que R es una relaci6n de De Morgan. Sea 
(3, Y) E R Y supongamos que (g(y), g(x)) # R Luego 9(x) # R ( ~ ( Y ) )  10 que 
implica que existe U E D(X) tal que g(x) E U y UnR(g(y)) = 0. Por lo tanto 
x E g(U) e y E- R(U).  Luego y E R(+)n - R ( U )  = R(x) n R'(- R'(U)). 
Por lo tanto, x E R* (N R'(U)) = - R(U)  lo que implica que g(x) $ R* (U), 
absurd0 pues g(x) E U y U R*(U). Por lo tanto R es una relaci6n de De 
Morgan. 
En base al Teorema 2.1.4, el Teorema 3.2.6 y la dualidad de Priestley 
para agebras de De Morgan descripts a1 principio de este capitulo, es fk i l  
ver que existe una dualidad entre la categoria M y la categoria cuyos objetos 
son 10s espacios de De Morgan asociados con m a  relaci6n de De Morgan de 
cuasiequivalencia, y cuyos morfismos son los morfismos de espacios modales 
que son adem& funciones de De Morgan. 
3.3 Algebras simples y subdirectamente 
irreducibles en M 
El Teorema 2.3.1 ha sido extendido por Cornish y Fowler [14],[15] para las 
Bgebras de De Morgan como sigue. Sea (X,g) un espacio de De Morgan. 
Un subconjunto Y E X se llama involutivo si g(Y) = Y. Entonces para cada 
a'lgebra de De Morgan A, el reticukad~ Con(A) es isomorfo a1 reticulado 
dual de 10s subconjuntos cerrados e involutivos de X(A). M& precisamente, 
la correspondencia Y c-, O(Y) dada en el Teorema 2.3.1 es un i somo~smo 
entre ambos reticulados. 
Sea R una relaci6n de De Morgan de cuasiequivalencia sobre X. Notaremos 
con CIR(X)  a1 reticulado distributive acotado de 10s subconjuntos cerrados, 
involutivos y R-saturados de X. 
Sea (A, V, A, -, V, 0,. 1) un Algebra de De Morgan monidica. Teniendo en 
cuenta que (A, V, A, V, 0,l)  es un reticulado modal, obtenemos fkilmente 
el siguiente resultado, cuya prueba sigue exactamente las mismas lineas del 
Teorema 2.3.4. 
Teorema 3.3.1 Sea A = (A, V, A, N, V, 0 , l )  un cilgebra de De Morgan mo- 
ntidica y sea R = V*. Entonces la correspondencia Y H 6(Y) establece un 
isomorfimo entre CRI(X(A)) y Con(A)?. 
Nuestro pr6ximo paso seri caractmiear las dgebras simples y subdirec- 
tarnente irreducibles en M. 
Lema 3.3.2 Sea A un cilgebra de De Morgan tal que todo elemento de A 
distinto de 0 y distinto de 1 es un punto fjo. Entonces A es isomorfa a 2, o 
a 3, o a A(2). 
Demostracidn. Sean a, b E A\{O, 1) .  Supongamos que a V b # 1. Como 
a V b # 0, inferimos que a V b es un punto fijo. Luego a V b = ( a  V b) = 
N aA N b = a A b, pues a y b son puntos fijos. Por lo tanto a V b = a A b lo 
que implica que a = b. Andogamente inferimos que a = b si suponemos que 
a A b # 0. Por lo tanto, A satisface la siguiente propiedad: 
(p) Si a y b son elementos de A difetentes de 0 y de 1 entonces a # b implica 
a y b = l y a A b = O .  
Como L(A) es un reticulado diskibutivo deducimos de (p) que A\{O, 1 )  
tiene a lo sumo dos elementos a y b que verifican a V b = 1 y a A b = 0. 
Consecuentemente, A es isomorfa r 2, a 3 o a A(2) .  0 
Las Algebras de De Morgan subdirectamente irreducibles son las Algebras 
2,3  y A(2.  (ver por ejemplo [l]). El prbximo resultado da una condicibn 
necesaria para que un dgebra de De Morgan moniidica sea subdirectamente 
irreducible. 
Proposici6n 3.3.3 Sea (A, V )  un cilgebra de De Morgan mona'dica subdi- 
rectamente irreducible. Entonces V(A) es un dlgebra de De Morgan subdi- 
rectamente irreducible. 
Demostracidn. Para cada a E V(A)\{O, 1 )  definarnos las siguientes rela- 
ciones binarias sobre A: 
a ( a ) =  { ( b , c ) ~ A x A l  b A a = c A a y - b A a =  N C A ~ ) .  
P(a) = {(b,c) E A x A 1 ( b V a ) h  - a  = ( c V a ) A  - a ) .  
Es fkil  verifiw que a ( a )  y @(a) son congruencias de agebras de De Morgan 
, I 1 m o n a w .  Como (0,  a )  E @(a)  y (1, a )  E @(- a) ,  resulta que @(a) y B(w a )  
I '  - - 1 :  son congruencias diferentes de la identidad. Sea (b, c )  E @(a)  n a(a) .  Luego 
I 
'-'I ' ( b ~ a ) ~  - a  = ( c ~ a ) ~  - a,  b A a  = c A a  y - b A a  = - c A a .  De estaatima 
igualdad, inferimos que b~ N a = cV - a. Por lo tanto bV aV - a = cV aV N 
a y ( b V a ) A ~ a = ( c V a ) ~ ~ a l o q u e i m p l i c a q u e b , v a = c V a .  D e b t a  
igualdad y de la igualdad b A a = c A a deducimos que b = c. Por lo tanto 
a ( a )  n /?(a) es la identidad. Como (A, V )  es subdirectamente irreducible 
entonces existe una congruencia sobre ( A ,  V )  distinta de la identidad tal que 
estd contenida en toda congruencia distinta de la identidad. Por lo tanto 
a ( a )  es la identidad o @(a)  es la identidad. Como ya vimos que @(a)  no es 
la identidad, debe ser a ( a )  la identidad. Aniilogamente vemos que a(- a )  es 
la identidad. Como ( U A  a,  - a )  f a ( a )  y ( U A  - a ,  a )  E a(- a )  inferimos 
que a = - a. Como esta igualdad vale para todo a E V(A) distinto de 0 
y de 1, deducimos del Lema 3.3.2 que V ( A )  es un dgebra de De Morgan 
subdirectamente irreducible. Q 
Observaci6n 3.3.4 Los argumentos usados en la demostraci6n de la Propo- 
-sici&n 3.3.3 pueden ser fkilrnente adaptados para demostrar en una forma 
m b  simple que la dada en [I], el hecho que las Algebras de De Morgan 
subdirectamente irreducibles son 2,3 y A(2). 
De la Proposici6n 3.3.3 y de 10s E;jemplos 3.2.3 (i), (ii) y (iii) obtenemos el 
siguiente resultado: 
Corolario 3.3.5 Sea (A,V) un dlgebra subdirectamente irreducible en M .  
Entonces V es un cuantificador de tipo 0, o de tipo 1 o de tip0 2. 
Observaciones 3.3.6 (i) Es f&il probar del Corolario 3.3.5 que la subva- 
riedad de M generada por las agebras de De Morgan moniidicas asociadas 
con el cuantificador de tip0 0 esti caracterizada por la ecuaci6n N a V Va = 1. 
Andogamente, la subvariedad de M generada por las Agebras de De Morgan 
monidicas (A, V), donde V es de tip0 0 o de tip0 1, estd caracterizada por 
la ecuaci6n VaA Va 5 VbV N V b ,  que equivale a decir que el rango de V 
es un Algebra de Kleene. 
(ii) Sean (A, V) E M, X = X(A) y R = V*. 
(a) De la Observaci6n 2.3.6 (v) y d d  hecho que g(max X)  = min X ,  deduci- 
mos que si V es un cuantificador de tip0 0, entonces un subconjunto cerrado, 
involutivo y no vacio Y X es R-saturado si y &lo si Cl (max X u rnin X )  C 
Y. 
(b) Supongamos que V es un cuantificador de tip0 1. Sea a el punto fijo de 
V(A) y sea P E u ~ ( a ) .  Como V b  es a o 1 para todo b # 0, deducimos que 
R(P) = X. Si a # P, entonces Q E R(P) si y 8610 si a 51 Q. Por lo tanto: 
Por otra parte, como a es un punto fijo, tenemos que: 
(**) g(~A(a)) = X \ U A ( ~ ) .  
Supongamos que Y sea un subconjunto cerrado, involutivo y R-saturado de 
X. Sea P E Y. Si a E P, entonces deducimos de (*) y del hecho que Y es 
R-saturado, que max X E Y. Como Y es involutivo y g(max X )  = min X, 
tambihn mi n x  E Y. Como a E P y a es un punto fijo, entonces a # g(P), 
y teniendo en cuenta ** resulta que 
Cl(max(X \ uA(a)) U min uA (a)) 5 Y. 
Por lo tanto un subconjunto cerrado, involutivo y no vacio Y C X es R- 
saturado si y s610 si: 
Cl (max X u min X u max(X \ uA (a)) U min oA ( a ) )  G Y. 
(c) Supongarnos que V es un cuantificador de tip0 2. Sean a y b 10s puntos 
fijos de V(A). Como a A b = 0 y a V b = 1, entonces X \ oA(a) = aA(b)  y: 
De las igualdades a A b = 0 y a V b = 1 deducimos que para cada P E X,  
a E P o a E g(P)  y max X = maxaA(a)umaxaA(b). Por lo tanto deducimos 
como en (b) que un subconjunto cerrado, involutivo y no vacio Y E X es 
R-saturado si y s610 si: 
Cl(max X U min A') Y. 
Teorema 3.3.7 Sean (A, V) E M, X = X(A) y R = V*. 
(1.1) Si V es un cuantificador de tipo 0 o de tipo 2, entonces (A,V) es 
simple si y sdlo si Cl(max X U min X) = X. 
(1.2) Si V es un cuantificador de tipo 1 y a es el punto fijo de V(A), entonces 
(A, V) es simple si y sdlo si Cl(max X U minx  U max(X \ aA(a)) U 
min aA(a)) = X. 
(1.3) Si V es un cuantificador de tipo 0 o de tip0 2, entonces (A, V) es sub- 
directamente irreducible y no simple si y sdlo si existe P 4 Cl(maxX U 
minx)  tal que Cl(maxX U minx) U {P, g(P)) = X. 
(1.4) Si V es un cuantijcador de tipo 1, entonces (A,V) es subdirecta- 
mente irreducible y no simple si y sdlo si existe P 4 Cl(maxX u 
m i n x  U max(X \ a ~ ( a ) )  U mina~(a ) )  tal que Cl(maxX U min X U 
max(X \ a ~ ( a ) )  umina~(a ) )  u (P,g(P)) = X. 
Demostracidn. Sea (A, V) E M. Por el Teorema 3.3.1, tenemos que 
(A, V) es simple si y ~610 si Cm(X) tiene dos elementos que s6n 0 y X. 
Por lo tanto, (1.1) y (1.2) son conkuencias inmediatas de la Proposicj6n 
3.3.3 y las Observaciones 3.3.6 (iii) (a) y (c). Para probar (1.3) y (1.4), 
supongarnos primer0 que (A, V) es subdirectamente irreducible y no simple. 
Por el Teorema 3.3.1, CRr(X) \ (X) tiene dtimo elemento Y diferente de 
0. Sea P E X \ Y. Por la Proposici6n 3.3.3, V es de tipo 0, o de tip0 1, o 
de tip0 2. Si V es de tipo 0 o de tipo 2, entonces de las Observaciones 3.3.6 
(iii) (a) y (c) inferimos que C l (n i s~X U minx)  U {P,g(P)) es un elemento 
de Cru(X), y como P 4 Y results p e  Cl(maxX U minx)  U {P,g(P)) = X. 
Como (A, V) no es simple, resulk que P 4 Cl(maxX U minx). Si V es 
de tip0 1 la prueba es andoga. Wprocamente, supongamos primero que 
Cl(maxX UminX) U {P,g(P)) = X con P 4 Cl(maxX UminX). Sea Y = 
CZ(maxX U minx). Por las O b ~ o n e s  3.3.6 (iii) (a) y (c), deducimos 
que Y f CRI(X) y es claro que Y ss no vacio y distinto de X. Veamos 
que Y es el liltimo elemento de CRI(X) \ {X). Sea Y' E CRI(X) \ {X) y 
supongamos que existe Q E Y' \ Y. Como Y U {P, g(P)) = X,  tendriamos 
que Q f {P,g(P)) y como Y' es involutivo, deducimos que {P,g(P)) C Y'. 
Como Y' es R-saturado y no ~ ' o ,  inferimos de las Observaciones 3.3.6 
(iii) (a) y (c), que Y 5 Y'. Luego Y U {P,g(P)) = X E Y' lo que es una 
contradicci6n. La demostraci6n para el caso (1.4) es andoga. a 
Es importante destacar que en base al Teorema 3.2.6, es posible expresar 
el Teorema 3.3.7 solamente en t&minos del espacio dual de un Algebra de 
De Morgan monaca ,  en forma da, como enunciamos el Teorema 2.3.7. 
La raz6n por el cual no hicimos esto es que seria mAs dificil visualizar la 
estructura de las agebras simples y subdirectamente irreducibles en M, sobre 
todo en 10s casos (1.2) y (1.4). 
- 
Ejemplos 3.3.8 i) Sea L un reticulado distributivo acotado, X = X(L) y 
Sean V y A un cuantificador y un cuantificador dual sobre L respectivamente 
tales que V(L) = A(L). Afirmamos que el dgebra de De Morgan monklica 
(A(L), 7) ddnido en el Ejemplo 3.2.3 (vii) es simple si y s6lo si V es de 
tipo 0 sobre L y maxX U min X es un subconjunto denso de X. 
En efecto, supongamos primero que ( A ( L ) , ~ )  es simple. De la Proposicih 
3.3.3 deducimos que 7 debeGr de tipo O,16 2. Como V1=  A1 = 1 y VO = 
A0 = 0, inferimos que (1, I), (0, O), (1,O) y (0,l) son elementos del rango de 
- 
V, lo que implica que es de tip0 2 y que el rango de es la subdgebra de 
A(L) formada por estos cuatro elematas. Por lo t anto, V es un cuantificador 
de tip0 0 sobre L. Por otra parte, como el espacio de Priestley de A(L) es 
X x (0) u Xz x {I), deducimos que max(X x (0) u Xz x (1)) = maxX x 
(0) ~ m i n X  x (1) y min(X x {O)UX~ x (1)) = minx  x (0)UmaxX x (1). 
De btas  igualdades inferimos del Teorema 3.3.7 (1.1) que max X U min X 
es un subconjunto denso de X. La reciproca se prueba en forma andoga y 
omi tiremos la demostracibn. 
Por ejemplo, es fkil  ver que si L a una cadena, entonces (A(L), v) es un 
Algebra simple si y dlo  si L tiene a lo sumo 3 elementos, V es de tip0 0 sobre 
L y A es de tip0 0 sobre Lz. 
(ii) Sea A = 3 x 3 y sea V el cuaafificador de tip0 0 sobre A. Como todo 
filtro primo de A es maximal o minimal, deducimos que (A, V) es un Bgebra 
simple. Notemos que A no es isomorfa a A(L(3)), pues A tiene un h i c o  
puto fijo. Sea S la cadena (0,O) < (c,O) < (c, c) < (c, 1) < (1,l). Es fzkil 
ver que (S, V) es una subAlgebra de (A,V) y por el Teorema 3.3.7 (1.1) 
deducimos que (S, V) no es simple. Por lo tanto la variedad de las Bgebras 
de De Morgan monidicas no es hereditariamente simple. 
(iii) Sea (A, V) E M y supongarnos que L(A) es una cadena. 
Luego maxX(A) es el conjunto unitario { ( x  E A I x  # 0)) y minX(A) es el 
conjunto unitario (1). Mb d n ,  si a E A, entonces max(X(A) \ aA(a)) es 
el conjunto unitario { { x  E A I x  > a)) y minaA(a) es el conjunto unitario 
{ { x  E A I x 2 a)). Por lo tanto, deducimos del Teorema 3.3.7 que si (A, V) 
es subdirectamente irreducible entonces A es finita. De 10s incisos (1.1) y 
(1.3) deducimos que si V es el cuantificador de tip0 0, entonces (A, V) es 
subdirectamente irreducible si y sdlo si L(A) es una cadena con a lo sumo 
cinco elementos. En particular, si L(A) es la cadena con cinco elementos, 
resulta que (A, V) es subdirectammte irreducible y no simple. Por lo tanto 
M no es una variedad semisimple. 
Como L(A) es una cadena, enton- V no puede ser de tip0 2.- Supongamos 
que V es de tip0 1. Del Teorema 3.3.7 (1.2) y (1.4) resulta que (A, V) es 
subdirectamente irreducible si y s61o si L(A) tiene a lo sumo siete elementos. 
MQ a h ,  como V es de tip0 1, entiones A tiene un punto fijo. Por lo tanto, 
si A es finita y L(A) es una cadena., entonces dicha cadena debe tener un 
nlimero impar de elementos lo que irnplica que (A, V) es subdirectamente 
irreducible si y sdlo si L(A) es una cadena con tres, cinco o siete elementos. 
(iv) Sea D la variedad de las agebras de Boole monidicas. Una importante 
propiedad que satisface 23 es la dguiente: el reticulado de lcrs subuariedades 
de B es una cadena isomorfa a la cadena de los ntimeros naturales con un 
tiltimo elemento agregado (uer [$U]'. Esta propiedad tarnbib la satisface la 
variedad de 10s Q-reticulacios distributivos (ver [lo]). El pr6ximo ejemplo 
muestra que dicha propiedad no es satisfecha por M. 
Sea t la variedad de las Algebras de Lubasiewicz trivalent-. Es un hecho 
conocido que L estd generada por el agebra 3 asociada con el cuantificador de 
tip0 0. Como 3 no es un Qgebra tie Boole, entonces L no es una subvariedad 
de B. Del Ejemplo 3.2.3 (v) tenemus que un agebra pertenece a L si y ~610 
si satisface la ecuaci6n (*) V(a h b) = Va A Vb. Como el Qgebra de Boole 
con cuatro elementos asociada con el cuantificador de tipo 0 no satisface (*), 
inferimos que B no eg una subvariedad de C. Por lo tanto el reticulado de 
las subvariedades de M no es una cadena. 
Sea X = (xl,. . . , x,) un conjunto finito con n elementos y sea A una matriz 
simktrica de n x n con coeficientes en 2 tal que ki = 1 para todo 1 5 i < n. 
Notemos con YA al conjunto parcialmente ordenado (Y, <A), donde: 
Y = X x (0) U X x (1) y s A )  estd definido por: 
(x;, 0) sA (xj, 1) si Y 9610 si A;j = 1, y 
<A es la identidad sobre X x (0) y sobre X x (1). 
-
EA fkil  ver que LA es m a  relacibn de orden sobre Y. M L  a h ,  si definimos 
g:Y-,Ycomo: 
g(x, 0) = (x, 1) Y g(s,  1) = (2,  O), 
entonces es una consecuencia inmediata de la simetria de A que g es una 
involucibn de De Morgan sobre YA. COmo Y es finito, entonces YA es un es- 
pacio de Priestley con la topologia discreta. Por lo tanto (YA, g) es un espacio 
de De Morgan. Por la construkih de sA, resulta adem& que todo elemento 
de YA es maximal o minimal, donde ma% YA = X x (1) y min YA = X x (0). 
Miis a h ,  como Ai; = 1 para todo i, d t a  que (xi, 0) < (xi, 1) para todo i, 
lo que implica que max YA nmin YA = b. Del Teorema 3.3.7 (1.1) deducimos 
que (M(YA, g) ,  V) es un Algebra simple, donde V es el cuantificador de tip0 
0. 
Supongarnos ahora que A y 3 son dos matrices simiitricasde n x n con 
coeficientes en 2 y con unos en la diagonal. Es f6cil ver que 10s espacios de 
De Morgan (YA, g) y (Yg , g) son isomorfoS si y &lo si B se obtiene a partir de 
A aplicando a la matriz A la siguiente operacibn un niunero finito de veces: 
si se permuta la fiIa i-bima por la flu j-tsima, entonces tambiin se debe 
permutar la columna i-e'sima por la columna j-isima. 
Esta operaci6n entre matrices define ma relacibn de equivalencia sobre el 
conjunto de matrices simhtricas de n x n con coeiicientes en 2 y con unos 
en la diagonal. Por lo tanto, el card id  del conjunto cociente coincide con el 
ntimero de dlgebras simples finitas no isomorfa mtre si, con el cuantificador 
de tip0 0 y tales que no contienen ningtSrr filtro primo que sea simultdneamente 
maximal y minimal. 
Por ejemplo, si n = 2 es fkil ver qae a610 hay dos matrices en las condiciones 
anteriores que son no equivalentes ti ssber, la identidad y la matriz cuyos 
coeficientes son todos iguales a uaa. 
Problerna: Encontrar el cardid del conjunto cociente para todo n > 2. 
Nuestro pr6ximo paso serii ver wmo es la estructura de la subvariedad 
de M generada por las cadenas; o wq la subvariedad de M generada por 
las Bgebras de De Morgan monAdiw cuyo reticulado subyacente es una 
cadena. Notaremos con MC a esta subvariedad. Siguiendo la prueba del 
Teorema 2.4.16, es fkil  ver que MC estb generada por las cadenas subdi- 
rectamente irreducibles en M. Del Ejemplo (iii) dado arriba, sabemos que 
hay un nirmero finito de cadenas mwrectamente ireducibles y por lo tanto 
el nirmero de subvariedades de MC es finito. Sean MI, M2, M3 y M4 las 
cadenas subdirectamente irreducibles asocigdss con el cuantificador de tip0 
0 con dos, tres, cuatro y cinco dementos respectivamente; y Sean Nl, N2 y 
N3 las cadenas subdirectamente irreducibles asociadas con un cuantificador 
de tip0 1 con tres, cinco y siete elmentos respectivamente. Notemos que en 
este liltimo caso, el cardinal es siempre un n b e r o  impar pues todas tienen 
punto fijo. La siguiente proposici6n de ficil verificaci6n y ornitiremos la 
prueba: 
- Proposici6n 3.3.9 a) MI es subbebra de M; y de Nj para todo 2 5 i 5 4 
ypara todo 15 j 5 3. 
b) Mi es subdlgebra de Mi+l pare todo 1 5 i 5 3 y N; es subdlgebra de Ni+1 
para todo 15 i 2 2. 
c )  MC estd caracterizada por la ecucrcidn V(x A y )  = V(x) A V ( y ) .  
d )  El reticulado de las subvariedades de MC es isomorfo ul reticulado que 
se obtiene agrega'ndole un nueuo 0 a1 reticulado 3 x 3.  
3.4 Algebras de De Morgan monidicas li- 
bres 
Sea K: una clase de Algebras del mismo tipo. Un dgebra A E K: se dice libre 
en K: si existe un subconjunto S E A tal que: 
(1) S genera A. 
(2) Si B E K: y f : S -+ B es cura hc i6n ,  entonces existe un homomor- 
fismo g : A -, B que extiende a f .  
El conjunto S se llama un wnjuntd Qe generadores libres. 
Por ejemplo, si K: es la clase de 10s mpacios vectorides, entonces toda dgebra 
en K: es libre, pues todo espacio v~tor ia l  time una base. Este fen6meno no 
ocurre en general, basta tomar por ejemplo la clase de 10s grupos o la clase 
de las dgebras de Boole. En &te tiltimo caso, las Algebras de Boole libres y 
finitas son las Agebras que tienen 22n elementos. Un resultado importante 
del Qgebra universal es que si V es una variedad, entonces para cada cardinal 
ct existe en V un a'lgebra libre que tiene un subwnjunto de generadores libres 
de cardinal a. 
En esta seccibn, daremos una caracterizacibn de 10s espacios duales de 
las Agebra libres en M. Esta caracterizaci6n generaliza una coastrucci6n 
de las dgebras de Boole rnontidicm libres dada por Halmos en [23]. Esta 
construcci6n de Hdmos fue adaptada por Cignoli en [13] para caracterizar 
10s espacios duales de 10s Q-reticulados distributivos libres. Tanto en [23] 
como en [lo], 10s espacios duales de las Agebras de Boole monidicas y de 10s 
Q-reticulados distributivos, son espacios Booleanos y espacios de Priestley 
respectivamente asociados con una, relaci6n de equivalencia que verifica cier- 
tas condiciones. Para obtener la cwacterizacibn mencionada anteriormente, 
utilizaremos la dualidad obtenida en [lo], en lugar de la dualidad obtenida 
en [12]. 
Definici6n 3.4.1 Una MQ-wtrtrdm es una terna (X, g, E) tal que (X, g) 
es un espacio de De Morgan y E es uaa relacihn de equivalencia sobre X que 
satisface las siguientes condiciones: 
(Cl )  E(U) E D(X) para todo U E D(X). 
- 
(C2) Las clases de equivalencias de E son subconjuntos cemdos  de X .  
Definici6n 3.4.2 Sean ( X , g ,  E) y (Y, A, F )  MQ-estructuras. Diremos que 
una funci6n de De Morgan f : X -, Y es un MQ-morfismo si E(f-'(V)) = 
f"(F(V) para todo V E D(Y). 
La categoria de las MQ-estructurm y MQ-morfismos seri denotada con M*. 
De la dudidad obtenida en [lo], es fkil probar que exise una dudidad en- 
tre M y M*. Mh precisarnente, b t a  dualidad esti dada por 10s funtores 
wntravariantes MQ" : M M* y MQ : M* -+ M como sigue. 
En [lo] se demostr6 que para todo cuantificador V sobre un reticulado 
distributivo L, se tiene que: 
E(V) = {(P, Q) E X(L) x X(L) I P n V(L) = Q n V(L)) 
es una relaci6n de equivalencia sobre X(L) que satisface (Cl) y (C2) en la 
Dehici6n 3.4.1. Si V es un cuantificador sobre un agebra de De Morgan 
A, entonces es fkil  ver que E(V) satisface tambikn la condici6n (C3). 
Por lo tanto, definimos para cada objeto (A, V) en M, 
MQ*(A, V) = (X(A), E(V)); 
y para cada morhmo h en M, 
MQ*(h) = cbs(h). 
Si (X, g, E) es un objeto en M* y f es un morfismo f en M*, entonces 
definimos 
MQ(X,g)E) = (M(X,g),E) Y 
MQ(f) = W f  1- 
Como ha sido probado en [lo], E es un cuantificador sobre D(X). De la 
condici6n (C3), es fki l  ver adem& que E es un cuantificador sobre M(X, 9). 
Luego, deducimos de (10, Teorema 2.101 el siguiente resultado: 
Teorema 3.4.3 Los funtores contravariantes M Q  : M* -, M y MQ* : 
M -t M* definen una equiualencia natural entre la categoria M* y la cate- 
gon'a opuesta de M. 
Definici6n 3.4.4 Sea A un Qgebra de De Morgan. 'una eztensidn rnonridica 
libre de A es un Algebra de De Morgan monidica (M, V) que satisface las 
siguientes condiciones: 
(1) A es isomorfa a una suba'lgebra S de M. 
( 2 )  S genera el cilgebra de De Morgan mona'dica ( M ,  V). 
(3) Si (B,V) E M y h : S + B es un homomorfismo de a'lgebras de De 
Morgan, entonces h se puede =tender (en forma u'nica) a un homo- 
morfismo de dlgebras de De Morgan moncidicas de ( M ,  V )  en (B, V). 
Es claro que dos extensiones monidicas libres de un agebra de De Morgan A 
son isomorfas. Sea FM(S) el agebra de De Morgan libre sobre un conjunto 
S. Como toda aplicaci6n de S en un dgebra de De Morgan A se extiende 
en forma iinica a un homomo~smo de FM(S) en A, entonces la extensidn 
mona'dica libre de F M ( S )  es el cilgebra de De Morgan mona'dica libre sobre 
s. 
Lema 3.4.5 Sean (X l ,g l ) ,  (X2,g2) espacios d e  De Morgan y sea d : X; -t 
X2 una funcidn de De Morgan suryectiva. Si d transforma conjuntos abier- 
tos crecientes de  X; en abiertos crecientes de X2,  entonces la relacidn de 
equivalencia E = Ker(d) = { (s , t )  E Xl x X I  I d(s) = d ( t ) }  satisface las 
condiciones (Cl), (C2) y (C9) de la Definicidn 9.4.1. Ma's arin, si iden- 
tificamos a M(X; ,g l )  con el cilgebra d e  De Morgan C(X l ,g l )  del Teorema 
3.1.6, entonces: 
para todo f E C(X1,gl) .  
Demostracidn. Sea U E D(Xl) .  Como E(U)  = d-l(d(U)) y d o gl = 
92 o d ,  entonces es inmediato verificar las condiciones ( C l ) ,  (C2) y (C3). Sea 
f E C ( X l , g l ) ,  sea U E D(&) tal que fl = Cv y sea x E X I .  Como (V f ) l  = 
C,qU), entonces (V f ) l ( x )  = 1 si y ~610 si existe u E U tal que ( x ,  u) E E ,  si 
y ~610 si f l ( u )  = 1 y u E E(x ) ,  si y ~610 si max{f l (u)  ( u E E ( x ) )  = 1 como 
queriamos demostrar. 0. 
Definici6n 3.4.6 Sea L un reticulado distributivo acotado y Sean m : L -, 2 
y j : L -, 2 un homomorfismo inferior y un homomofismo superior respecti- 
vamente. Diremos que j es un m-homomo~smo si j satisface las siguientes 
condiciones: 
(ml)  m ( a )  5 j (a)  para todo a E L. 
( m 2 )  j(a A b)  = j (a)  A j(b) para todo a E L y para todo b E m-l( (1) ) .  
Anzilogamente, diremos que m es un j-homomo~smo si se cumplen las si- 
guientes , condiciones: 




































































































































































Es claro que K ( A )  es un subeonjunto cerrado de H(A) x V ( A )  . Vearnos 
que K(A)  es cerrado por la apbc~ci6n $ x gA. Sea (h,  j )  E K(A)  y sea 
a E A. Luego $ x $(h, j )  = ($"(h),$(j)). Por lo tanto, $(h)l(a) = 
1 - hl(- ~ ) , ~ " ( j ) l ( a )  = 1 - jt(a), y gA(j)r(a) = 1 - j l (a ) ,  lo que implick 
que gA(j);(a) = 1 - jl(- a). Como jt(a) = A(- a )  5 hl(- a )  5 j l ( -  
a), entonces 1 - jl (- a) < 1 - h1(- a) < 1 - j2(a), lo que implica que 
gA x gA (h ,  j )  E K(A) .  Luego (K (A), gA x g A )  es tambiC un espacio de De 
Morgan. 
Para cada n h e r o  natural k y cada sucesi6n de elementos a, bl, . . . , bk, c E 
A, definimos: 
w . ,  ,..., bk,c = {(h,  j) E I((A) I h ( a )  = h(h) = . . . = jl ( b k )  = j2(c) = 1). 
Afirmamos que 10s conjuntos W,,bl,...p,,c forman una base para la topologia 
detenninda por 10s subconjuntas abiertos crecientes de K(A).  Para de- 
mostrar esto, sea U C K(A)  un abierto creciente no vacio y sea (h ,  j )  E U .  
Sea k un nlimero natural y sea Tk = {(a, 4,. . . , bk, c) E Ak+2 I hl (a)  = 
h(4) = . . . = jl (bk) = j2(c) = 1). Supongarnos que para todo ncmero natu- 
ral k y para toda sucsibn (a, b ~ ,  . . . , bk ,  c) E Tk, Wa,bl ,... lbk,c n K ( A )  \ U # 0- 
Como K(A)  \ U es compacto y: 
Walbl ,...,b,,c n Wal,b; l...lb;, ,! = W a ~ a j ~ b ~  ,..., k1b; ,..., b;, ,cvcl, 
entonces la familia detemnada por 10s conjuntos de la forma Wah,...,bklc n 
K(A)  \ U es una familia de subconjuntos cerrados de K(A)  que satisface la 
propiedad de la interseccibn fits Luego existe (h', j') E K ( A )  \ U tal que 
(h< j') E Wash ,,..., bkVc para todo k y para toda sucesibn (a, bl, . . . , bk, c) E Tk. 
De esta propiedad es inmediatover%caz que (h, j )  5 (A', j'). Como (h ,  j )  E U 
y U es creciente, deducimos que (h', j') E U ,  lo que es una contradicci6n. Por 
lo tanto, existe k y elementos a, h, . . . , bk, c E A tales que (h,  j )  E WaA ,..., bk,c 
Y walbl l . . . ,bk ,~  E U lo que prueba la afirmaci6n. 
I 
I .I Lema 3.4.8 Sea A un dlgebra dde De Morgan, sea j E J(A)  y sea b E A. 
' 
Entonces existe h  E H(A) tal que (h ,  j )  E K(A)  y j l (b)  = hl(b). 
Dernostmcidn. Sea 1 = {a E A I jl(a) = 0) y sea F = {a E A I ji(a) = 
1).  Es fkcil ver que I y F son un ideal y un filtro de L(A) respectivamente. 
Como $(a) < jl(a) para todo a E A, resulta que I n  F = 0. Luego existe un 
filtro primo P tal que P n I = 0 y F C P. Si j l (b)  = 0, entonces definiendo 
hl : A -, 2 como la funcibn carwteristica de P, resulta que el homomorfismo 













































































Cu( (h , j ) )  = (hl(a1) A jl(h1) . . . A h ( 6 l k 1 )  A k(c1))V 
. . . v (hi(ak) A h(h )  A . . jl (bk&) ) z ( c ~ ) )  
Por lo tanto, deducimos de (1) y (2) que: 
(3 )  ml = Cv = (c*(al)l (Vc*(41))1 A .. . A ( V ~ * ( h k ~ ) ) l  A (Vc*(c~))a)V 
. . . v (c*(ak)i A (V~*(bk l ) ) l  A . . A (Vc*(bkkb)l A (VcL(ck))2) 
Por otra parte, es fkil  ver que: 
gA x gA(Wa,b1 ,..., bk,c) = { ( h , j )  E K(A) I hi(- a )  = h(h) = 
- 
- . . . = j2(bk) = jl(c) = 0) 
Por lo tanto, tenemos que: 
(4)  m2 = 1 - C,*,,A(U) = (c*(- al)l V ( V c 8 ( b ~ l ) ) ~  v . . . V (vc*(b1k1))2V 
v ( V ~ * ( c i ) ) i )  A .. . A (C*(W ak)i V (Vce(bki))2 v.. . v (Vce(bkkk))2 V ( . V C * ( ~ ) ) I )  
Por lo tanto, deducimos de (3), (4) y del hecho que el orden en la segunda 
coordenada es el orden dual de 3, la siguiente igualdad: 
m = (c*(al) A Vc*(bll) A .. . A V c 8 ( h S ) A  N Vc8(c1))V 
. . . v (c*(ak) A Vce(bkl)  A . . . A V 8 ( b M i ) ~  -VcL(ck)) 
Luego hemos demostrado que MDA esti  generada por c8(A) U V(c8(A)) .  
Por lo tanto, MDA satisface las eondicioms (1) y (2) de la Definici6n 3.4.4. 
Veamos ahora que MDA verifica la condicibn (3). Sea (B,V) un Qgebra - 
de Morgan monBdica y sea h : A + B un hornornorfismo de agebras de De 
Morgan. Sea Z el espacio dual de 3 considerado como el conjunto de 10s 
homomorfismos de agebras de De Morgan de B en A(2). Sea z E 2. Es 
claro que la composici6n z o h es o b d e n t e  un elemento de H(A).  De la 
Observaci6n 3.4.7, deducimos que la correspondencia a w z (V(h (a ) )  es un 
elemento de J(A).  M L  a h ,  es f&il ver que ( z  o h, z o V o h )  E K ( A )  y que 
la correspondencia z H ( z  o h, z o V o h)  define una funci6n de De Morgan 
6' : Z + IC(A). 
Sea F = E(V), donde V es el cuantificador definido sobre B. Del Teorema 
3.1.5 tenemos que ( z , z f )  E F si y &lo si z o V = z' o V .  Afirmamos que: 
F(6-' (Mra,bl ,..., bk,c)) = 
( 2  E I z l ( v (h (a ) ) )  = zl(V(h(b1))) = . = zl (v(h(bk)))  = z l ( ~  
V ( h ( c ) ) )  = 1). 
En efecto, F(e-'(Wa,b1 ,..., bk,c)) = 
F ( { z  E Z I zl(h(a)) = z l ( V ( h ( h ) ) )  = . . . - zl (v(h(bk)))  = Z I ( N  
V ( h ( c ) ) )  = 1) c 
{ z  E Z I zl(V(h(a)))  = q ( V ( h ( h ) ) )  = . . . = zl(V(h(bk))) = a(- 
V(h(c ) ) )  = 11. 
pues a 5 Va .  Para probar la otra hdusi6n, sea z f Z tal que zl (V (h (a ) ) )  = 
z l (V (h (b ) ) )  = . . . = zl(V(h(b&))) = zl(- V(h(c ) ) )  = 1. Sea F' = { b  E 
V ( B )  I zl(b) = 11, sea F" el filtro generado por F' U {h(a) )  y sea I el 
i d 4  generado V ( B )  \ F'. Sup~ngamos que F" n I # 0. Luego habrian 
elementos bl, . . . , bn en B y un dement0 f E F' tal que V b  V . . . V V b ,  E 
V ( B )  \ F' y f A h(a) _< V h  V . . . V Vbn. Como V es un cuantificador y 
f E V ( B ) ,  deducimos que f A Vh(a) 5 Vh V . . . V Vbn y como V h(a) E F ,  
tendriamos que f A Vh(a )  E F'. Luego Vbl V . . . V b, E F', y como F' es 
un filtro primo en V ( B ) ,  tenemos que Vb; E F' para a lgh  i E (1,. . . , n), lo 
que contradice el hecho que Vbi f V(B)  \ F'. Por lo tanto hemos probado 
que F " n  I = 0. Sea P un filtro primode B tal que F" E P y P n  I = 0. 
Sea z', = Cp. Es fk i l  ver de la ddinici6n de zi que el homomorfismo de 
Algebras de De Morgan z' E H(B),  dcdinido por zt(b) = (z',(b), zi(- b))  para 
todo b E B, satisface la igualdad z 0 v = z' o '17 y que z' E 8'1(wa,b 
y esto prueba la otra inclusi6n. 
Como: 
deducimos que: 
- d-l(E(Wa,b1 ,..., b k g c ) )  = @-l({(h,j)  E K ( A )  I jl(a) = jl(b1) = . . . - 
jl (bk) = h ( c )  = 1)) = F(e-l(Wa,h,..,bk,c))- 
y como 10s abiertos cerrados crecientes de K ( A )  son uniones h i t a s  de abier- 
tos de la forrna Wa,h,...,bk,,, resulta que F(8"(U)) = 8-l(E(U)) para todo 
U E D(X). Por lo tanto 8 es un MQ-morfismo de la MQ-estructura 
(2, g, F )  en la MQ-estructura (K(A) ,  gA x gA, E).  Consecuentemente, el 
dual de 8 es un homomorfismo de Algebras de De Morgan mon6dicas 8* : 
MDA -, B. Es fkil  ver que esta aplicacibn estb dada por la correspon- 
dence m I+ m((z  o h, z o V o h) )  para todo rn f MDA y para todo z E 2. 
De la dualidad de Priestley resulta que P ( m )  es el elemento de B que cog-re- 
sponde a la funcicin m((z  o h, z o V o h)) .  Supongamos que m E c'(A), o sea 
m = c* (a )  para al& a E A. Como C(q) ( ( z  o h, z o V o h ) )  = z(h(a)) para 
todo z E 2, tenemos que P(c*(a)) = h(a) para todo a E A, y esto prueba 
que MDA satisface la propiedad (3) de la Definici6n 3.4.4. Por lo tanto, 
MDA es la extensicin monhdica libre de A. 
Como aplicaci6n de esta c o n s t ~ d b n ,  veamos como es la estructura del 
espacio de Priestley del lilgebra de & Morgan, monaica libre con un genera- 
dor. Este espacio de Priestley es X(fim(l)), donde recordemos que FM(1) 
es el dgebra de De Morgan libre can un generador x. 
Calculemos primer0 J(FM(1)). Como FM(1) es un dgebra finita, resulta ' 
que 10s ideales y filtros de FM(1) son principalm. Por lo tmto podemos 
identificar a 10s elementos de J(FM(1)) como pares de elementos de FM(1) 
de la siguiente manera. 
Sea jl un homomofismo superior y sea 4; un homomorfismo inferior. Sea 
I = {a E FM(1) ( jl(a) = 0) y sea F = {a E FM(1) ( j;(a) = 1). Como I 
y F son un ideal y un filtro principales, tenemos que existen a, b f FM(1) 
tales que I = (a] y F = [b). Mb a b ,  es f&il ver que (jl, j;) E J(FM(1)) si 
y &lo si a y b verifican las siguientes propiedades: 
(i) a 2 b. 
(ii) b + a = a. 
(iii) b t a = b. 
Donde t es la implicaci6n de Rrouwer. 
Sean (jl, j;), (kl, Ic;)  E J(FM(1)) y seas al, h, a2, 10s elementos determi- 
nados por jl, j;, kl y 4 respectivammta. Es fki l  ver que (jl, j;) 5 (kl, 4) 
si y &lo si a1 2 a2 y 5 b. Por lo tanto, identificando a J(FM(1)) como 
pares ordenados (a, b) que cumplen (i), (ii) y (iii), resulta que: 
J(FM(1)) = {(xv - x, 1)1 (x,1), (- x, 11, (xA - x, 11, (x,- 4, 
(- x, 4, (xA - 2, xV - 4, (0,1), (0,xV - $1, (0, x), 
(0, - 4, (0, XA -- x)) 
Donde el orden esti dado por la relacibn (a, b) < (c, d) si y &lo si a 2 c y 
b 5 d. 
Anilogamente, se puede ver que los elementos de K(FM(1)) se pueden 
identificar con ternas de elementoa (a, c, b) de FM(1) tales que (a, b) E 
J(FM(1)) y c es un elemento irreducible de FM(1)) tal que 
(iv) c 5 b. 
(4 a 2 c. 
Donde el orden esti dado por: 
(a, c, b) 5 (a', c', b') si y s6lo si a 2 a', c 5 d y b 5 b'. 
Por lo tanto: 
I{(FM(l)) = {(xv - x, 1 , 1 1 9  ( $ 9  1 9  I), (x,-- x, 11, (- x, L l ) ,  
(- x, x, 1)) ( x A  - x, 1,1), (xA x, x, 1)) ( X A  - x, -- x, 1)) (x, - x, - x), 
(N x,x, x), ( x A  x,x, X V  2)) (%A - x, - 2, x V  - 5)) 
( 0 , ~ ~  I), (0, x,1), (0, X A  z,1), (0, x ,  x V  - x), (0, - x, x V  - x), 
(0, x A  - 2, X V  - x ) ,  (O,X, 5 ) )  (0,212 - x,x), (0, - x, N x), 
(0, X A  x,x), (0, x A  - 2, X A  N 8 ) )  
Capitulo 4 
Dualidad de Priestley para 
ret iculados dist ribut ivos y 
Zunciones monotonas 
Como hemos mencionado en 10s preliminws, la dualidad de Priestley entre 
la categoria t de 10s reticulados distributivos acotados y homomorfismos y la 
categoria P de 10s espacios de Priestley .y funciones mon6tonas continuas, ha 
sido extendida en [12] obteniendo una dualidad entre la categoria tS de 10s 
reticulados distributivos acotados y homomrfisrnos superiores y la categoria 
PS de 10s espacios de Priestley y las relgciones de Priestley. Como dar 
una relaci6n binaria R entre dos conjuntos X e Y, es equivalente a dar una 
funci6n R* : X -, P(Y), definiendo R'(x) = R(x) para todo x E X, resulta 
que podemos identificas a 10s morfismos de la categoria PS con funciones de 
X en P(J'), mientras que en la categoria P 10s morfismos son funciones de 
X en Y, con X e Y espacios de Priestley. 
La categoria de 10s reticulados distcbutivos acotados y funciones mon6tonas 
que preservan el 0 seri denotada con MO. En este capitulo veremos que 
se puede extender la dualidad obtenida en [12], a una dualidad entre la 
categoria MO y la categoria cuyos objetos sori espacios de Priestley y cuyos 
morfismos s e r h  ciertas funciones de la forma f : X + P(P(Y)). Esto 
muestra que en las categorias C, LS y MO,  la estructura de 10s mofismos 
de la categoria dual es m h  compleja en la-medida que 10s morfismos de las 
categorias respectivas cumple menos condiciones. 
En [IS] tarnbikn se obtiene una dualidad para reticulados distributivos ace- 
tadbs y funciones monbtonas, aunque esta dudidad es diferente de la que 
obtendremos aqui. 
Sean X e Y conjuntos. A cada funcidn f : X -, P(P(Y))  le asociaremos 
una aplicaci6n f* : P(Y)  + P(X)  defbida de la siguiente forma; para todo 
v f P(Y):  
f '(V) = { X  E X I An V # B para todo A E f ( x ) ) ,  
Observemos que para cada x E X, f ( x )  es una farnilia {A; 1 i E I,) de 
subconjuntos de Y ,  donde el conjunto de indices I, depende de x .  En lo que 
sigue, f ( x )  seri denotado con {A; I i E I,) para todo x E X. 
Observacidn 4.0.9 Sean X e Y conjuntos. A toda familia de relaciones 
binarias ( .&);€I de A' en Y ,  le podemos asociar una aplicaci6n RI : X -, 
P(P(Y) )  definiendo RI(x) = {I&(%) I i E I )  para todo x f X. Recipro- 
camente, toda aplicaci6n f : X -+ 'P(P(Y)) proviene de una familia de 
relaciones binarias de X en Y .  En efecto, sea I, = I,. Definiendo, 
para cada j E I f ,  Rj = { ( x ,  y )  E X x Y I y E Aj,), es f&cil ver que f = RIf.  
Esto prueba que la correspondencia I+ RI es una funcibn sobreyec- 
tiva del conjunto formado por la familia de relaciones binarias de X en Y, 
sobre el conjunto de las funciones de X en F(P(Y)) .  Sin embargo, esta cor- 
respondencia no es inyectiva. Tomemos por ejemplo un conjunto X con dos 
elementos x1 y 2 2 .  Supongarnos quo Y = X y sea I = {1,2,3). Definimos 
Ri = Si = {(~2,~2),(~2,~1),(~1,~2)), Rz = { ( x ~ , x i ) ) ,  S2 = { ( ~ 1 , ~ 2 ) )  Y 
& = S3 como la identidad. Es fkil  verificar que RI = SI y claramente las 
familias son distintas. 
Definici6n 4.0.10 Sean X e Y espakios de Priestley. Una aplicaci6n f : 
X -+ P(P(Y) )  se llama descomposicidn de Priestleyde X en Y ,  si se verifican 
las siguientes condiciones: 
( 1 )  A; es un subconjunto cerrado y decrcciente de Y ,  para todo x E X y para 
todo i E I, 
( 2 )  Si x E X ,  entonces la familia {Ai I i E I,) es una anticadena de 
subconjuntos de Y .  
( 3 )  Si V E D(Y), entonces f*(V)  E D(X). 
( 4 )  Si z E X ,  y (&)iElz es una familia de abiertos cerrados crecientes de Y 
tales que & n A; # 0 para todo i E I,, entonces e&te un n h e m  finito 
i E I,, tdes que z E f*(K, U K, ... U V,,). de indices, il, iz,. . . , , 
Notaremos con D(X, Y) a1 conjunto de todas las decomposiciones de Priestley 
de X en Y. 
Sean X e Y espacios de Priestley y sea f : X + P(P(Y)) una alicaci6n tal 
que f (x) es un conjunto unitario: f (t) = {A,), para todo x E X. Podemos 
pensar a f como una funci6n de X en F(Y), o equivalentemente, como una 
relaci6n binaria Rj de X en Y, donde: 
Rj = {(x ,y)EX x Y I y  E A,). 
En este caso las condiciones (2) y (4) de la Definici6n 4.0.10 se satisfacen 
trivialmente, y de las condiciones (2) y (3), deducimos que f es una descom- 
posicidn d e  Priestley si y s610 si Rj cs una relacik d e  Priestley. 
Definici6n 4.0.11 Sea L un reticulado distributivo acotado y sea S L un 
subconjunto decreciente de L. Diremos que un ideal I de L es un S-ideal si 
I  verifica las siguientes condiciones: 
(s l )  I C S. 
(s2) Si J es un ideal de L tal que I C J E S ,  mtonces I = J .  
En otras palabras, un S-ideal es un ideal que es maximal en el conjunto de 
10s ideales que e s t h  contenidos en 5. Observemos que si S es un ideal de 
L, entonces I  es un S-ideal si y s6o si I  = S.  Si Ts denota al conjunto de 
todos 10s S-ideales, es fk i l  probar, usando el lema de Zorn, que S = U Ts. 
- ,  
Teorerna 4.0.12 Sean L, M ntic~lado~~~btistrilrutivos acotados y sea m E 
MO(L, M). Para cada P E X(M), sea S p  = L \ m-'(P) y sea Ip  = {I E 
P(L) I I es un Spidecll). Definimos para cada I E Ip ,  AI = {Q E X(L) I 
Q n I  = 0 ) .  Entonces la aplicacidn m' : X ( M )  -r P(P(X(L))) definida poc 
m*(P) = {Ar  ( I  E I F )  para todo P E X(M) 
es una descomposicidn de  Priestley. 
Demostracidn. Sea P E X(M).  Como m es una funcihn monhtona, 
resulta que m"(P) es un conjunto mmkmte, y por lo tanto Sp es decreciente. 
Es f Z l  ver que m* satisface las co~idicioms (1)  y (2)  de la Defmicibn 4.0.10. 
Veamos que m* satisface la condiej6n (3). Afirmamos que mk*(aL(a)) = 
aM(m(a))  para todo a E L. Sea P E rtt'*(crL(a)) y supongamos que m(a)  ft' 
P. Luego a @ m-'(P), lo que implica que a pertenece a algdn Sp-ideal I .  
Como P E mk*(oL(a)), tenernos que Az n uL(a) # 8. Luego existe Q E Az 
tal que a E Q. De la definicibn de Az inferimos que Q n I = 0, absurdo, 
pues a E Q n I .  Por lo tanto hem- pmbsdo que mm(aL(a)) E aM(m(a)) .  
Para probar la otra inclusihn, sea P f crM(m(a)) y sea I E Ip. Luego 
a E rn-'(P) y por lo tanto a (C I. Sea Q E X ( L )  tal que Q n I = Q) y 
a E Q. Entonces, Az n a ~ ( a )  # 8, lo que implica que P E mW(aL(a)).  Para 
terminar la demostracibn, veamos que m' satisface la condicibn (4)  de la 
Definicibn 4.0.10. Sea P E X ( M )  y sea una familia de abiertos 
cerrados crecientes de X ( L )  tal que fi n A1 # 0 para todo I E Ip. Esto 
significa que para todo I E Ip existe un demento az E L y un filtro primo 
Qz de L tal que I+ = oL(az), UI e Qz y Qz n I = 0. Sea J = (az]. 
Supongamos que J E Sp. Luego existiria J' E Ip  tal que J C J', lo que 
implica que ~ J I  E J' n Q J ~ ,  lo que es una contradiccibn. Por lo tanto, J Sp 
y como Sp es decreciente, dedudos  que existen elementos az, , . . . , azn tal 
que m(crz, V . . .Valn) E P. Luego P E uM(rn(az1 V .  . . VUZ, ) )  = m**(aL(azl )U 
. . . U aL(aIn)) = mw(f i I  U . . . U vl,).O 
Teorema 4.0.13 Sean X e Y &os tie Prr'estley. Entonces la correspon- 
dencia f I+ f* define una biyeccs'dn entre D ( X , Y )  y M O ( D ( Y ) ,  D ( X ) ) .  
Demostracidn. Sean f ,  g E D(X, Y )  tales que f" = g' y sea x E X. 
Pongamos f ( x )  = {A;  I i E I,) g g ( x )  = (Bj I j E J,). Sea j E J,. 
Supongamos que A; Bj para todo i E I,. Como Bj es un subconjunto 
cerrado y decreciente de Y, inferimos que para cada i E I, existe a; E A, \ Bj. 
Como Bj es decreciente resulta quo ai $ bj para todo bj E Bj, lo que implica 
que existe hj € D ( Y )  tal que ai E hi y bj (C K,. Por lo tanto USjEB, Y \ 'Kj 
es un cubrimiento de abiertos de Bj, y como Bj es compacto, inferimos que 
existe un nGmero finito de indices jl, . . . , j, tales que Bj C (Y \ ) u 
. (Y \ ) Sea K = Kj1 n ... n hjm. Luego Vi E D ( Y ) ,  oi E K y 
K n Bj = 8.  Por lo tanto tenernos que para cada i E I, existe % E D ( Y )  tal 
que Ai n # 0 y n Bj = 0 .  Como f es una decomposici6n de Priestley, 
deducimos que existen il,.  . .,in E Is tales que x E f'(V,, U . . . U V,.) = 
g *  u . . . u ) Luego Bj n (xx U . . . U Vk) # B, lo que es un absurdo. 
Por lo tanto, existe ij E I, tal que Aij C Bj. AnAlogamente se prueba que 
para todo i E Ix existe j E J, tal que Bj S A;. En particular tenemos 
que existe j;, E J, tal que B j i  lo que implica que B,, B .  Como 
J 
10s conjuntos B, forrnan una anticadena de subconjuntos  of)^, deducimos 
que Bj = Bj,, = A;. E S ~ O  prueba que {Bj I j E J.) C_ {A; I i E I.) y el 
mismo argument0 sirve para probar que d e  la otra inclusibn. Por lo tanto 
la correspondencia f H fC es inyectiva. Para terminar la demostraci6n resta 
probar que 6 t a  correspondencia es suryectiva. Sea m E MO(D(Y), D(X)). 
Por el Teorema 4.0.12 m* E V(X(D(X)),X(D(Y))). Definamos para cada 
x E X, f (x) = {ey1(A;) I i E I,, donde m*(ex(x)) = {A; I i E I,). Es fk i l  
ver que f es una deswmposici6n de Priestley y que fC = m. 
Observaciones 4.0.14 (i) Notemos que si Y es un espacio de Priestley 
finito, entonces la condici6n (4) de la Dhic i6n  4.0.10 se cumple siempre 
para toda aplicaci6n f : X -, P(F'(Y)). Por lo tanto, f es una descom- 
posici6n de Priestley si y ~610 si f satisface las wndiciones (1) y (3). 
(ii) El siguiente ejemplo muestra que si precindimos de la condici6n (4), 
entonces la aplicaci6n f H f* no es necesariamente inyectiva cuando Y es 
infini to. 
Sea A = P(N), sea X = Y = X(A) y Sean fi y f2 las siguientes aplicaciones 
de X en P(P(X)).  En ambos uwrs el conjunto de indices no depende de x, 
esto es, para fl, I, = N para todo x E X; y para f2, I, = {I E ?(A) tal que 
I es un ideal maximal de A) para todo x f X. Para cada x f X, definimos 
fi(5) = {QA({~))  I n E N} Y fi(x) = {Az 1 I E I,) ,  donde Az = {A \ 1). 
Es ficil ver que fi y f2 satisfacen las condiciones (1) y (3) de la Definicibn 
4.0.10 y que f,*(V) = f,*(V) = Q) para todo V E D(X) distinto de X ,  y 
f,'(X) = f,'(X) = X. Sea I = {B E P(N) tal que B es finito ) . Es fk i l  ver 
que I es un ideal propio de A. Sea J un ideal maximal de A que contenga 
a I. Supongamos que AJ = oA({n)) para al@n n. Luego {n) E A \ J, 
absurdo, pues 10s conjuntos finitos son elementos de J. Luego AJ # crA({n}) 
para todo n C N, lo que implica que fl # fi. 
(iii) Sea n un dmero natural y sea A el Algebra de Boole 2". Como X(2) es el 
conjunto unitario (1) y X(A) es un espacio Booleano finito con n elementos, 
entonces toda descomposici6n de Priestley f : X(2) -, ?(P(X(A))) se puede 
identificar con una familia de subeonjuntos de X ( A )  que satisface la condici6n 
(2), pues las condiciones (I), (3) y (4) se satisfacen trivialmente . Por lo tanto, 
deducimos del Teorema 4.0.13 y del hecho que UA : A -, D(X(A)) es un 
isomorfismo de agebras de Boole, el siguiente resultado conocido: 
Sea X un conjunto con n elementos. Entonces el ntimero de anticadenas del 
conjunto parcialmente ordenado (P(X), E) es agual a1 nlimero de funciones 
mondtonas de 2" en 2 ,  y que es igud d ntimero de elementos del reticulado 
distributivo libre con n generadores. 
Nuestro pr6ximo paso seri definir la categoria D cuyos objetos son 10s es- 
pacios de Priestley y cuyos morfismos son las descomposiciones de Priestley. 
Para hacer esto debemos definir 1s composici6n de dos morfismos. Sean X, Y 
y 2 conjuntos y Sean f : X -, P(P(Y)) y g : Y -, P(P(Z)) dos aplicaciones. 
Definamos f a g : X + 'P('P(2)) como sigue: 
9 o f (5) = {A E 'PW) I A E 9(9) Para algrin Y E U f (4). 
Es fk i l  ver que si f y g son relaciones binarias, o equivalentemente, f (x) y 
. . 
g(y) son conjuntos unitarios para todo x E X y para todo y E Y, entonces 
g o  f no es otra cosa que la compoaici6n de relaciones. Aunque parece natural 
definir la composici6n de los mofismos en V de esta manera, el pr6ximo 
ejemplo muestra que esta composici6n no es .la adecuada 
Ejemplo 4.0.15 Sea X un espacio Booleano con tres elementos x, y y z. 
Definamos f : X + P(P(X)) por la f6rrnu.l~ 
f (x )  = {{x,Y), {y,z)), 
f (Y) = {{x)), Y 
f (2) = {{x,Y)) 
Es claro que f es una descomposici6n de Priestley y es ficil verificar que 
f f (x) = {{x) , {x, y ), { y, z), ). Luego f f (x) no es una anticadena de 
subconjuntos de X y por lo tanto f 0 f no es una descomposici6n de Priestley. 
Del Teorema 4.0.13, deducimos que hay una forma de definir la com- 
posici6n de dos descomposiciones de Priestley de mod0 tal que el exista un 
funtor contravariante entre las categoria8 M 0 y 27 como sigue. Sean X e 
Y espacios de Priestley y sea p : V(X, Y) + MO la aplicaci6n defbida por 
p(f) = f' para toda f E V(X,Y). Sea f E V(X,Y) y sea g E V(Y,Z). 
Definamos g $ f = p"(f" o g*).  Es fLcil ver que con Csta composici6n, V 
es una categoria y que V es dualmente equivalente a la categoria opuesta de 
MO. Esta categoria no es interesante desde el punto de vista que &a ley 
de composici6n no parece una operaeidn natural de morfismos en la categon'a 
v. 
Apdndice 
Dualidad para conjuntos parcialmente ordenados 
Un resultado debido a G. Birkhoff es que todo conjunto parcialmente 
ordenado h i t o  es isomorfo a1 conjunto parcialmente ordenado de 10s filtros 
primos de un reticulado distributive h i to .  Este resultado ha sido generali- 
zado por M. Guillaume en [21] como sigue. 
Sea H un Qgebra de Heyting. Un elemento a E H se dice un dtomo de H si 
existe un elemento a- E H que verifica las siguientes condiciones: 
( i )  a- < a 
(ii) Si b E H es tal que b < a, entonces b 5 a-. 
Es decir, el conjunto de 10s elementos menores que a tiene liltimo elemento. 
Esta noci6n de Atomo generaliza la dada para reticulados distributivos acota- 
dos en el sentido que si a es un Atomo del reticulado subyacente a H, entonces 
a es un Atomo de H, donde en este cam a- = 0. Mb a h ,  si H es un Qgebra 
de Boole, ambas nociones coinciden. 
En [21], Guillaurne prueba el siguiente resultado: 
Lema .O.l6 ([21]). Sea H un dgebra de Heyting y sea a f H. Entonces 
son equivalentes: -. 
. (i) a es un dtomo de H .  I - . . m- 
(ii) H \ [a) = ( a  -+ a-]. I v' 
(iii) a # 0 y para todo subconjunto S de H tal que existe el supremo V S 
entonces a 5 V S si y sdlo si a 5 s para algzin s E S.  
(iv) a # 0 y para todo subconjunto S de H tal que existe el supremo V S 
entonces a = V S 
De la condicib (ii) del leda de arriba se deduce que si a es un titorno de H, 
entonces el complemento del fitro primo generado por a es un ideal principal 
y generado por el pseudocomplemento a -+ a'. - 
Un Qgebra de Heyting H se dice atbrnica si para todo par de elementos x 
e y de H tales que x $ y existe un &torno a de H tal que a 5 x y a $ y. 
Guillaume ha probado el siguiente resultado: 
Todo conjunto parcialmente ordenado es isomorfo a1 conjunto pariial- 
mente ordenado formado por 10s itornos de un dlgebra de Heyting completa 
y atdmica., m b  precisamente 
Teorema .O. 17 ([21].) Sea (P, 5 )  un wnjunto parcialmente ordenado. En- 
tonces P es isomorfo al conjunto porcialrnente ordenado formado por 10s 
a'tomos del a'lgebra de Heyting de Ios wnjuntos crecientes de P 
Es fdcil ver que si el conjunto parcialmente ordenado es finito, b t e  re- 
sultado coincide con el resultado de Birkhoff mecionado al principio del 
apdndice, pues 10s 6tomos se identifican con 10s filtros primos del reticulado 
de 10s conjuntos crecientes de P. 
Nuestro objetivo serd mostrar demostrar que el Teorema .0.17 puede 
ser expresado en tCrminos topol6gicos y veremos que existe una interesante 
analogia con la dualidad de Priestley para reticulados distributivos acotados. 
Definici6n .0.18 Un reticulado de Priestley es un sistema (L, T, V, A, 0, l )  
tal que (L, V, A, 0,l) es un reticulado distributive acotado, y T es una topo- 
logia sobre L tal que: 
(1) L es compacto. 
(2) Si x , y  E L y x $ y, entonces eziste un filtro prirno P de L abierto y 
cerrado tal que x f P e y 4 P .  
Notaremos con P(L) al conjunto de 10s filtros primos de L que son abiertos 
y cerrados. Si (P, 5)  es un conjunto parcialmente ordenado, notaremos con 
M(P) el conjunto de las funciones monbtonas de P en 2. 
Como veremos m h  adelante, el prdximo ejemplo es el ejernplo mis general 
de reticulado de Priestley: 
Ejemplo .O. 19 Sea (P, 5) un conjunto parcidmente ordenado. 
Es fk i l  ver que M(P) es un subconjunto cerrado de 2P con la topologia 
producto, y por lo tanto es compacto. Por otra parte es claro que M(P) es 
un subreticulado de 2'. Veamos que M(P)  satisface la condici6n (2) de la 
definici6n anterior. Sean f ,  g E M(P) tales que f g. Luego existe a E P 
tal que f(a) = 1 y g(a)  = 0. Sea Q = {h E M(P) I h(a) = 1). 
Es fki l  ver que Q es un filtro primo abierto cerrado de M(P)  tal que f E Q y 
g # Q. Por lo tanto hemos probado que M(P) es un reticulado de  Priestley. 
Un reticulado topoldgiw [4] ee ua sistema (L, T, V, A) tal que (L, V, A) es 
un reticulado y T es una topologia sobre L tal que las operaciones V y A 
son continuas. Como todo reticulado de Priestley L es un espacio de Priest- 
ley, deducimos que 10s abiertos ctrrados crecientes y 10s abiertos cerrados 
decrecientes de L son una subbase para la topologia de L. 
Sea U un abierto cerrado creciento de L. Por medio de un argument0 de 
compacidad, es fkil  mostrar que U es intersecci6n finita de uniones finitas de 
elementos de P(L). De este hecho es tambib fki l  probar que todo reticulado 
de Priestley es urc reticulado topoldgiw. 
Es claro que todo reticulado distributivo finito es un reticulado de Priestley 
con la topologia discreta. Si X es un conjunto infinito, entonces 2X es un 
ejemplo de un reticulado de Priestley infinito con la topologia producto. 
Un elemento no nulo a de un reticulado L que cumpla la condici6n (iii) del 
Lema .0.1,6 se denomina completamente irreducible. Si a verifica la condici6n 
(iv) de dicho lema, entonces a se denomina completamente coprimo. La 
noci6n de elemento primo se define dualmente ([1],[20]). 
Un elemento a de un reticulado L se llama wmpacto si verifica la siguiente 
propiedad: 
Si es una familia de elementos de L que tiene supremo Val xi, 
entonces a _< ViEIx; implica que existe un n h e r o  finito de elementos 
xi,, . . . , x;, de la familia (X;);~I) tal que a 5 xi, V . . . V xi,. 
Como se puede ver, la noci6n de elcmento compacto es una abstracci6n de 
la noci6n de subconjunto conjunto compacto de un espacio topol6gco. 
Es claro que todo elemento completamente irreducible es completamente co- 
primo y que todo elemento cornpletamente irreducible es compacto. Si L 
es un reticulado distributivo acotado que verifica la ley distributiva general- 
izada x A (Vier xi) = Visr(x A x i ) ,  todo elemento completamente coprimo es 
completamente irreducible y por lo tanto tambien compacto. 
Un reticulado cornpleto L se llama dgebraico si todo elemento es supremo de 
elementos compactos. Si L y L? son algebraicos, entonces L se llama bialge- 
braico. Las siguientes son propiedades bbicas de 10s reticulados algebraicos: 
Proposici6n .0.20 ([20]). Sea L un reticulado. 
(i) Si L es distributivo y algebraiw entonces L es un cilgebra de Heyting. 
(ii) Si L es algebraico, entonces todo elemento de L es infimo de elementos 
completamente prirnos. 
Proposici6n .0.21 Sea L un re t idado de Priestley. Entonces L satisface 
las siguientes propiedades: 
(1) Todo filtro cerrado de L es principal. 
(2) Todo ideal cerrado de L es principal. 
(3) L es completo. 
(4) Todo filtro primo abierto cerrado de L. es pt.incipal generado por un  
elemento completamente irreducible. 
(5) L es bialgebraico. 
r I 
(6) L es un iilgebra de Heyting y an iilgebra de Brower. 
Demostracidn. 
( 1 )  Sea a E L. Afirmamos que [a) y (a] son subconjuntos cerrados de L. Sea 
b un elemento de la clausura de [a) y supongarnos que a $ b. Luego existe 
P E P ( L )  tal 'que a f P y b 4 P. Como L \ P es un entorno de b, deducimos 
que L \ P debe intersecar a [a). Sea x  un elemento de &ta interseccibn. 
Como a 5 x y a E P, inferimos que x f P, lo que es un absurdo. En forma 
aniloga se demuestra que (a] es cerrado. 
Sea F  un fltro cerrado de L. Sean a1 , . . . , a, elementos de F. Es clmo 
que F  n (all n . . . n (a,] # 8,  pues a1 A . . . A a, E F.  Luego la familia 
{ F  n (a] I a f F )  es una familia de cerrados que satisface la propiedad de 
la interseccibn finita. Como L es compacto, deducimos que existe f E F tal 
que f 5 a para todo a f F, o sea F = [ f ) .  
( 2 )  La demostraci6n es andoga a (1) y omitiremos la prueba. I 
(3) Sea (a;)iEl una familia de elementos de L y sea F = { x  E L I x 2 a j l  
para todo i E I). Es fk i l  ver que F  es un filtro cerrado de L. Por ( I ) ,  F  es 
principal. Sea a E L tal que F = [a). Es inmediato ver que a es el supremo I I 
de 10s a;. 
(4) Sea P u .  filtro primo abierto cenado de L. Por ( 1 )  P es principal 
generado por un elemento a f L. Sea (ai)iEr una familia de elementos de L 
tal que a 5 ViEl a;. Supongamos que a a; para todo i E I. Como P es un 
filtro primo, resulta que n i n ~ n  supremo finito de 10s a; pertenece a P. Luego 
( L  \ P) n [a;,) n . . . [a;,) # 0 para todo subconjunto finito {a;, , . . . ,a;,) .del 
conjunto {a; I i E I). Por compacidad deducimos que la familia ( L  \ P )  n [a;) 
tiene intersecci6n no vacia, lo que implica que existe b 4 P tal que b 2 a; 
para todo i E I. Por lo tanto, b > ViEI a;. Como Vier ai E P deducimos que 
b f P, absurdo. 
(5) De (1)  y (4) deducimos que si a y b son elementos de L, entonces a $ b 
implica que existe un elemento completamente irreducible c tal que c L a y 
c $ b. Como c es compacto y L m completo deducimos de esta propiedad 
de separacibn que L es algebraico. Es fkil  ver que L> es un reticulado de 
Priestley y por lo tanto L? es algebraico. 
(6) Es consecuencia de la Proposici6n .0.20. D 
El pr6ximo teorema es una g e n e r b i 6 n  del teorema de Birkhoff men- 
cionado al principio y muestra tambi6n que todo reticulado de Priestley es 
de la forma M ( P )  para a lgh  conjunto parcislmente ordenado P. Mia pre- 
cisamente: 
Teorema .O.aa (a) Sea (P, 5) tin conjunto parcialmente ordenado. En- 
tonces (P,  <) es isomorfo a1 conjunto parcialmente ordenado ( P ( M ( P ) ) ,  s). 
(b) Sea L un reticdado de  Pn'estley. Entonces L es homeomorfo e iso- 
morfo a1 reticulado de Priestley M(P(L) ) .  
Demostracidn. 
(a) Sea p p  : P -, P ( M ( P ) )  la siguiente aplicacibn: 
P P ( ~ )  = { f  E M ( P )  I f ( a )  =.I). 
Como hemos dicho anteriormente, es fki l  ver que pP(a) es un filtro primo 
abierto cerrado de M ( P ) ,  lo que implica que pp  estd bien definida. Veamos 
que pp es suryectiva. 
Sea Q un filtro primo abierto y cerrado de M(P). Para cada f f Q, defini- 
mos: 
Tf = {a E P I f (a)  = 1).  
Supongamos que para toda sucesi6n hits al,. . . ,an E TI, pp(al) n . . . n 
pp(a,) $Z Q. Luego pp(a1) n . . . n pp(an) n (M(P) \ Q )  # 0. Por lo tanto la 
familia (pp(a)  fl ( M ( P )  \ Q )  : a f Ti) es una familia de cerrados de M(P) 
que satisface la propiedad de la interseccibn finita. Como M ( P )  es compacto, 
resulta que existe g E M ( P )  \ Q tal que g(a) = 1 para todo a E Tf . Como 
esta condici6n implica que f < g y f f Q, deducimos que g E Q, lo que es 
un absurdo. 
Por lo tanto existe un ndmero finito al, . . . , an de elementos de TI tales (lue 
pp(a1) n . . . n pp(an) E Q,  y es fkil  ver que esto implica que existe i entre 
1 y n tal que pp(a;) C Q, pues 10s pp(a;) son filtros. Asi hemos demostrado 
que para todo f f Q existe a E TI tal que pP(a) E Q. 
Sea T = { a  E Tf t d  que pp(a) Q pur a lgh  f E Q).  Por lo demostrado 
arriba resulta que Q UaET pp(a). C a m  Q a wrnpacto, r d t a  que existen 
al,.  . . ,ar E T tales que Q c Ql U ...Qn, donde Qi = pp(ai), para i = 
1,. . . , k. Otra vez, es fki l  ver qua d t e  i entre 1 y k t d  que Q G Qi, pues 
Q,  Q1, . . . , Qk son filtros. Luego Q E pp(a;), y como ai E T, resulta que 
pp(ai) G Q. Por lo tsnto Q = pp(ai), 10 que prueba la suryectividad de p. 
Falta probar que pp es inyectiva y qne es un isornorfismo de orden, pero esto 
es de fki l  verificacibn y omitiremw la prueba. 
(b) Sea BL : L + M ( P ( L ) )  la siguiente aplicaci6n: 
Veamos primer0 que BL es suryectiva. Sts f ;- M ( P ( L ) )  y sea T = { P  E 
P(L) I f ( P )  = 1). Afirmamos que para todo P E T existe a E P tal que 
9L(a)'1({l}) = { Q  E P ( L )  I a E 9) E T. Supongamos que no. Luego 
existe P E T tal que para todo a E P existe Q, E P ( L )  tal que a f Q,  
y Qa 6 T. Por lo tanto P s UePQ.. Como P es compacto, resulta que 
P estd contenido en una uni6n finilia Q,, U . . . U Q,,. Como P es un filtro, 
tenemos que existe i entre 1 y n td que P s Qai, lo que es un absurdo, pues 
' esto implicaria que Qai E T al scs T d a t e  y P E T. Luego la afirmacibn 
queda probada. 
Sea S = {a  E L I 9L(a)'1({l)) T), Por la Proposicibn .0.21 sabemos 
que L es complete, lo que irnpliu que existe el supremo de S. Sea b este 
supremo. Veamos que { Q  E P ( L )  I b E Q) = T. 
Sea Q E P ( L )  tal que b E Q. Pa la Proposici6n .0.21, Q estd generado por 
un elemento completamente irreducible, lo que irnplica que existe a E S tal 
que a E Q. Luego Q E BL(a)-'((1)) y por la definicibn de S, esto implica 
que Q f T. Luego ( Q  E P ( L )  I b E Q) E T. Para probar la otra inclusibn, 
sea Q E T. De acuerdo a lo que probamos arriba, existe a E Q tal que 
B~(a ) ' l ( { l ) )  C T. Luego a E S, y como a 5 b, resulta que b E Q. Por 
lo tanto {Q  E P ( L )  I b E Q }  = T.  De Qta igualdad es inmediato ver que 
9 ~ ( b )  = f y esto prueba la suryectividad. 
Del hecho que 10s filtros primos abiertos corrados de L separan puntos, resulta 
que OL es un monomorfismo de conjuntos ordenados. Veamos que BL es 
continua. Como 10s conjuntos de la forma { f E M ( P ( L ) )  I f ( Q )  = 1)  y de 
la forma { f E M ( P ( L ) )  I f ( Q )  = 0) forman una subbase para la topologia 

elemento es completamente copriano si y a610 si es completamente irreducible. 
Como L2 es algebraico, deducima de la Proposici6n .0.20 (ii) que 
(*) Todo elemento de L es supremo de elementos completamente irredu- 
ci bles. 
Por otra parte, es un hecho conocido que si un reticulado es algebraico, en- 
tonces L es compacto, con la topologia definida en L tomando como subbase 
10s conjuntos de la forma [k) y 10s complementarios de 10s conjuntos de la 
forma L \ [ x ) ,  con k compacto y s E L. Esta topologia se denvmina la 
topologia de Latmon ([20]). 
Vearnos que L es un reticulado de Priestley con la topologia de Lawson. 
Como L es compacto, falta ver la propiedad de separaci6n. Sean a, b E L 
tales que a $ b. Por (*), existe un elemento completamente irreducible c tal 
que c < a y c b. Como c es compacto, resulta que P = [c) es un filtro 
primo abierto cerrado de L. 
(i) =+ (iii) es la Proposici6n .0.21,0 
Notaremos con P O  a la categoria de 10s conjuntos parcialmente ordenados 
y funciones mon6tonas. La categoria de 10s reticuiados de Priestley y homo- 
morfismos acotados continuos sera denotada con 727. Nuestro pr6ximo paso 
seri probar que existe una dudidad entre F 0  y W. Sean cr : 'PO -+ R7 y 
/3 : R7 -) P O  10s siguientes funtores. Si (P, 5) es un objeto en PO,  entonces 
a(P, <) = M(P). Si (PI, 51) ,(P2, 5%) son conjuntos parcialmente ordenados 
y f : PI -+ P2 es una funci6n monbtona, dehimos cr(f) : M(P2) -, M(Pl) 
como sigue: a(f)(g) = g o f para todo g f M(Pa). Es f&il ver que a(f) es 
un homomorfismo acotado y continuo y que a es un funtor contravariante. 
Si L es un objeto en R7, entonces B(L) = (P(L), E). Si L1 y L2 son 
reticulados de Priestley y h : L1 + L2 es un homomorfismo acotado y con- 
tinuo, definimos @(h) :P(L2) -+ P(L1) como @(h)(Q) = h-'(9) para todo 
Q E P(L2). Es inmediato ver que @(h)  es una funci6n mon6tona y es claro 
que /3 es un funtor contravariante. 
Afirmarnos que a o p : R7 -+ RT y que /3 o cr : P O  -+ PO son naturalmente 
equivalentes a 10s funtores identidad en 1as respectivas categorias, siendo btas  
equivalencias dadas por lo isomoriismos (IL y pp del teorema anterior. Veamos 
primero que si (PI, 51) y (P2, 5) son conjuntos parcialmente ordenados y 
f : PI -+ P2 es una funci6n mon6tona, entonces: 
* P ( 4 f  1) Pl=i = eels f 
Sea a E PI. Luego B(a(f ))(PP~ (a))  = B(a(f))({g E M(P1) I g(a) = 1)) = 
a(f)"({g f M(P1) I g(a) = 1) = ( h  f M(P2) I h(f(a)) = 1). Por otra 
I . .  .. 
-*. 
pate, PA 0 f ( a )  = PR ( f  ( a ) )  = { h  t~ M(P2) I h ( f  ( a ) )  = 11, Y luego hernos 
probado la igualdad *. 
Veamos ahora que si L1 y La WII mticulados topoldgi~~s  y h : L1 -+ L2 
es un homomorfismo acotado y continuo, entonces: 
a (@(h) )  o eLl = BL, o h. 
Sea a E L1. Luego a(p(h))(BLl (a ) )  = OL1 ( a )  o @(h) .  Luego debemos ver que 
( i )  4 ~ 1  (a )  0 B(h) = 81;(h(a)). 
Sea Q E P(L2) .  Luego eL1 ( a )  o @(h)(Q) = 1 8i y s610 si a E h-'(Q), si y s6lo 
si h(a) E Q si y s61o si Bh(h(a))(Q) = 1 y esto prueba la iguddad ( i ) .  Por 
lo tanto existe una dualidad entre la categon'a PO y la categonb, opuesta de 
R7 . 
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