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Abstract 
A means to detector apnoea is presented, consisting of an algorithm and electronic circuits to 
implement the algorithm. The algorithm is robust to noise, being able to reject noise artefacts 
from the wanted signal. A test protocol for the algorithm is designed and results from five people 
show that, on average, it is correct 91.3% of the time (true positives and true negatives). Analogue 
electronic circuits are designed to implement the algorithm and within the implementation the 
weak inversion region is used to achieve ultra-low power consumption. To demonstrate design 
tradeoffs and limitations, design equations are derived for a transconductor operating in weak 
inversion. The tradeoffs and limitations are given as quantitative results, both algebraically and 
graphically. Analogue electronic circuits include a bandpass filter, lowpass filter and rectifier. A 6th 
order bandpass filter is designed and experimental results demonstrate that it operates from a1V 
supply and consumes 70 nW of power. The filter is robust to mismatch and process variation and 
a means of tuning the filter presented. Two novel sub-hertz lowpass filter topologies are proposed, 
both of which achieve a 50 mHz cutoff frequency and consume under 10 nW of power. A rectifier 
suitable for the apnoea detector provides 66 dB dynamic range and consumes 100 nW. These circuit 
blocks are combined and operate in accordance with the specifications for the proposed algorithm 
and consumes a total of 200 nW of power. 
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Introduction 
Breathing is a necessity of human life and being able to detect it allows medical intervention if 
it ceases. Apnoea is the cessation of breathing and certain physiological conditions may lead to 
it including: respiratory diseases, especially when there is a retention of carbon dioxide; neuro- 
muscular diseases causing respiratory failure; epilepsy; and several unexplained reasons including 
sudden infant death syndrome (SIDS or cot death) and sudden adult death syndrome (SADS). 
In both SIDS and SADS irregular cardiac rhythms and breathing cessation are thought to be un- 
derlying triggers. As an illustration of the magnitude of these conditions, on average 1000 people 
die suddenly due to epilepsy [1], 3500 due to SADS [2] and 300 due to SIDS [3] in the UK each 
year. In addition, an estimated 400,000 people suffer from sleep apnoea disorders in the UK [4]. 
By detecting apnoea (the cessation of breathing) and bringing its occurrence to the attention of 
others it may be possible to reduce the number of deaths by allowing faster medical intervention. 
There is an urgent need for devices that can detect breathing and its absence which are small and 
sufficiently discrete for everyday use. 
This thesis considers some of the main challenges associated with a miniature breathing de- 
tection device. A suitable bio-signal requires detection and processing to find whether breathing 
is occurring or whether apnoea is occurring. The anatomy of the respiratory system is explained 
with emphasis on acoustic detection of breathing. Techniques found for processing this signal in 
the literature are surveyed and a breathing detection algorithm proposed which is able to detect 
breathing autonomously from an acoustic signal. The algorithm is suitable for implementation in 
analogue electronic circuits on a single Application Specific Integrated Circuit (ASIC). Circuits 
for this application are then developed, considering that the device should operate from a single 
cell battery and should consume as little power as possible. Weak inversion circuit design tech- 
niques are considered for designing the analogue circuits to reduce power. Novel electronic circuits 
required for a miniature breathing detector are developed and the system is simulated. 
Chapter 1 analyses the main challenges associated with non-invasive, continuous, wearable 
and long-term breathing monitoring. The characteristics of an acoustic breathing signal from a 
miniature sensor are studied in the presence of sources of noise and interference artefacts that affect 
the signal. Based on these results an algorithm has been devised to detect whether breathing or 
apnoea is occurring. It is possible to implement the algorithm on a single integrated circuit, making 
it suitable for a miniature sensor device. The algorithm is tested in the presence of noise sources 
on five subjects and shows an average success rate of 91.3% (combined true positives and true 
negatives). 
Chapter 2 introduces weak inversion circuit design. An overview of the development of weak 
inversion modelling is given, including the EKV model. The ACM and BSIM3v3 models are 
considered: the ACM being an extension of the EKV, and the BSIM3v3 being a model for which 
its parameters are commonly provided by semiconductor manufacturers. Means to extract the 
main EKV, and hence ACM parameters from the BSIM3v3 parameters are shown. Modelling of 
1 
mismatch using the Pelgrom model is discussed as it is an important factor in weak inversion design. 
Further to modelling, a transconductor is used to show how calculation using model parameters 
allows tradeoffs in circuit design to be understood. Tradeoffs between: total harmonic distortion 
and the input amplitude; minimum supply voltage, transistor sizes and applied biasing voltages; 
bias current, bandwidth and transistor gate area are all shown both graphically and in equation 
form. In addition the effects of transistor mismatch are analysed. The chapter lays the foundation 
for the following chapters using weak inversion circuit design to achieve ultra low power electronic 
circuits suitable for a miniature breathing/ apnoea detector. 
Chapter 3 further extends the modelling of transconductors and introduces a 6th order band- 
pass filter suitable for a miniature breathing/ apnoea detector. This chapter considers the practical 
consequences of mismatch; derives the real behaviour of the transconductor block; describes the 
design a mismatch compensated transconductor so that it is robust even under mismatch and 
process variations; and from this, the design a sixth order bandpass filter for the specific applica- 
tion. Calculations of transconductance variation are compared against values from Monte Carlo 
simulations within Spectre using BSIM3v3 models. The topology of the bandpass filter is devel- 
oped from a 6th order Butterworth prototype, using a total of 8 transconductors and utilising a 
minimum sensitivity topology. Finally, experimental results are provided, agreeing with the theory 
developed. The designed filter shows considerable robustness to such variations, having a single 
current to tune the circuit which, after tuning, has a standard deviation of under 3% its nominal 
value. The entire bandpass filter circuit is low voltage and ultra low power, operating from a1V 
supply and consuming under 70 nW. 
Chapter 4 considers another challenging area of filter design, that of designing filters that are 
able to operate at sub-Hertz frequencies. Although sub-Hertz frequency filters are trivial off-chip, 
with sufficiently large resistors and capacitors, the limitations of these devices on a microelectronic 
chip require novel circuit design. Two circuit topologies are investigated as possible solutions to 
this problem. The first, considers the use of two transconductors in a cross-coupled configuration. 
Experimental results show that this technique works but to a limited degree because not all of the 
mismatch found may be compensated for. A second circuit topology uses a clock signal to reduce 
the frequency that the filter operates at. Simulated results show that this technique compares 
favourably with others found in the literature and this topology is not prone to the sensitivities 
due to mismatch seen in the former topology. This type of filter is required for the miniature 
breathing sensor due to the breathing cycle being sub-Hertz in frequency. 
Chapter 5 considers low power, low voltage precision rectifiers for miniature breathing detectors. 
As for Chapter 4, two circuit topologies are provided. The first is suitable for the audio frequency 
range and considers means of providing precision rectification found in the literature and developing 
this for low power operation. Detailed simulated results for this rectifier are provided, including 
mismatch and process variation effects. Problems with linearity of this rectifier lead to the second 
circuit topology, that of a low power, low voltage precision rectifier with increased linearity. This 
rectifier performs a mixing operation, utilising a digital switch to rectify. Such a technique provides 
certain challenges to overcome, such as signal feedthrough. These challenges are discussed and a 
topology that overcomes them given. Results show that the rectifier is indeed highly linear and 
compares well with others found in the literature. 
Chapter 6 draws together the previous chapters on circuit design, providing the complete circuit. 
Additional circuitry required for the complete circuit-consisting of a current reference, voltage 
reference, oscillator and duty cycle generation circuitry-is first discussed. In such a low power 
system these circuit blocks may not be trivial, requiring design effort to maintain a low power 
consumption of the system as a whole. The complete circuit, consisting of the circuit designs 
2 
in previous chapters and this chapter are combined and simulated, showing the system works as 
expected. The total power consumption for the system is 200 nW. 
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Chapter 1 
Apnoea Detection 
1.1 Introduction 
In this chapter a means of detecting apnoea, breathing cessation, is shown. The characteristics 
of a suitable bio-signal are examined and a breathing detection algorithm is proposed. The char- 
acteristics of a suitable bio-signal, the acoustic breathing signal, are explained by considering the 
physical anatomy that produces them before a discussion on the acoustic theory linked to fluid 
dynamics. The acoustic breathing signal alters depending on the location of the sensor and exper- 
imental measurements from different locations on the neck are shown. If this sensor is to be used 
in a domestic environment, with a variety of other noise sources, the sensor's tolerance to noise is 
an important factor. Noise artefacts common on the signal are also characterised and their effects 
on the breathing signal considered. Once the signal is considered, a means to process it is required. 
A literature survey on the subject shows a number of attempts to find a relationship between the 
acoustic breathing signal and airflow rate. In these surveys little attention has been given to the 
presence of noise since the signals have been obtained in controlled laboratory conditions. For the 
sensor to be autonomous and operate in noise filled environments an algorithm is proposed which 
is tolerant to noise. Finally, this algorithm is tested on five people to demonstrate its effectiveness. 
Since apnoea is the absence of breathing, the ability to detect breathing is necessary for deter- 
mining if apnoea is occurring. Breathing may be detected in many ways. Airflow may be sensed 
on the face by placing a mask over the mouth and nose or by a thermocouple under the nose, mea- 
suring the change in temperature of air as it is inhaled and exhaled [1]. Expansion and contraction 
of the chest provoked by breathing may be measured by straps around the chest or by measuring 
the electrical impedance. The content of oxygen in blood is also an indicator for breathing and 
may be measured using a small infra-red emitter and receiver and detecting the absorption of this 
light. This technique is known as oximetry. 
For this particular application, that of a miniature breathing detector, not all these methods 
are suitable. Techniques such as oximetry and impedance across the chest require an input signal, 
which after being applied to the human body is measured. A technique that requires an input 
signal is not power efficient as producing a signal consumes considerable power. This leads to a 
large battery and total device size. In some cases, the sensing devices are too large or not discrete 
to wear and therefore impractical, such as a mask over the face, cumbersome straps on the chest, 
or a sensor placed below the nose. Possibilities that remain are the myo-electrogram (MEG)-the 
electric signals from the neurons in the chest-or the acoustic signal from airflow within the body. 
Both may be detected passively, with no signal emitter required, and from a single point on the 
body, allowing for miniaturisation. Of the two, acoustic sensing is chosen due to the large number 
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Trachea 
Figure 1.1: The anatomy of the respiratory system [2] 
of artefacts on a surface MEG signal from other muscles in the body, hindering the processing of 
this signal and the ability to derive breathing from it. 
1.2 The Signal 
The proposed device is to detect breathing from an acoustic signal. Therefore, before considering 
the device, the nature of the acoustic signal is examined. It is essential to know where and how 
the signal is formed, the spectral and temporal characteristics of it and the characteristics of noise 
sources present. Thus the device can be designed with an informed view of the input signal. The 
anatomy of the human respiratory system is highly complex, containing many elements and is far 
from being completely understood. In this section, basic anatomy is discussed first, providing the 
names, position and function of the constituent parts. Then acoustic theory and its application 
to the human body is given, discussing how acoustic waves are generated within the respiratory 
system and their propagation. This considers both medical research and fluid dynamics. Finally, 
noise from both bio-generated and environmental sources is considered. 
1.2.1 Anatomy 
The parts of the respiratory system involving airflow are the air cavities and pipes, moving air from 
the external environment to the internal surface of the lungs. The air cavities and pipes may be 
segmented into three parts [2]: the pharynx, including the mouth and nose up until the voice box; 
the larynx (voice box); and tracheobronchial tree (trachea and bronchi), the succession of pipes 
leading to and within the lungs. These parts are illustrated in Fig. 1.1 and discussed in detail 
below. 
1.2.1.1 Pharynx 
Considering the first of these sections, the pharynx may be further segmented into three elements: 
the nasopharynx, the chamber linking to the nose; the oropharynx, the chamber linking to the 
mouth; and the laryngopharynx, where the nasopharynx and oropharynx meet. The nasopharynx 
and nose are generally used during quiet breathing. When larger airflow is required or the nose 
is blocked the mouth and oropharynx are used. The mouth, being larger, provides considerably 
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Right main bronchus 
Figure 1.2: The tracheobronchial tree [4] 
less resistance to airflow. These areas filter and moisten the air as it enters the body, affecting 
its density, which in turn affects acoustics. The oropharynx and nasopharynx meet to form the 
laryngopharynx, where airflow is separated from food and drink. Food and drink continue down 
the same pipe, where its name changes to the oesophagus. After the pharynx air enters the larynx. 
1.2.1.2 Larynx 
The larynx, which is often known as the voice box or Adam's apple, performs two functions. It acts 
as a valve, allowing air into the remainder of the respiratory system but preventing food and drink 
from doing so. It also acts as a sound source for speech as parts of it can be forced to oscillate. 
The larynx is an air filled tube containing three pairs of folds, the lowest pair being the vocal folds, 
responsible for sound. The larynx has an inlet into the laryngopharynx and the aperture of this 
laryngeal inlet is controlled by the folds. During swallowing and vomiting full occlusion of the 
larynx occurs. During coughing pressures of at least 12 kPa [3] build up before sudden opening of 
the laryngeal inlet. Partial occlusion of the larynx allows whispering and quiet breathing, where 
airflow is governed by the air resistance controlled by movement of the folds. In forced, gasping 
respiration the laryngeal inlet opens widely. Thus, fine control of airflow by means of air resistance 
is achieved in the larynx. 
1.2.1.3 The tracheobronchial tree 
After the larynx, responsible for controlling airflow, the tracheobronchial tree, Fig. 1.2, exists as a 
distribution network to dispense air to the full surface area of the lungs, around the area of a tennis 
court (140 m2) [2]. Initially, the trachea (or windpipe) extends from the neck into the thorax. The 
trachea is around 18 mm in diameter and 110 mm in length, with U-shaped cartilages and smooth 
muscle bands to support it. The trachea splits into two daughter branches, the left and right main 
bronchi. These in turn split again and again, each time the diameter of the bronchi decreases and 
the number to bronchi doubles. Diameters range from 13 mm down to 4 mm, with around 16 
different sizes of bronchi in total. Once air has reached the end of these, diffusion processes occur 
where oxygen enters the blood for use in the body. 
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1.2.1.4 Summary 
The system under examination, the human respiratory system, has been described in terms of 
airflow through the system. It consists of the pharynx which cleans and moistens the air, the 
larynx which controls the flow rate and stops food and drink entering the remainder of the system 
and the tracheobronchial tree, a structure of successively smaller tubes that distributes air within 
the lungs. How the various structures create an acoustic signal is discussed next. 
1.2.2 Acoustic theory 
Having considered the labelling anatomical parts, the underlying physical processes of the system 
are examined in terms of producing an acoustic signal. The system is far from being completely 
understood. It is made from many millions of pipes, of different sizes, connected in hierarchical but 
non-symmetric way. The airflow within the system is often turbulent and chaotic, and flow rates 
dynamically change as a function of time. Therefore, it is often necessary to apply considerable 
simplifications and assumptions to the system for analysis. 
1.2.2.1 Fluid dynamics 
Sounds generated in the human respiratory system are governed by the laws of fluid dynamics. 
Fluid behaviour is generally separated into two types [3] depending on the rate of flow, the divide 
being known as the critical flow rate. Below the critical flow rate laminar or streamline flow occurs. 
Fluid flow through a straight tube can be modelled as a series of concentric cylinders which slide 
over one another with the peripheral cylinder stationary and the central cylinder moving fastest. 
As fluid flow increases the critical flow rate is surpassed, leading to the breakdown of orderly 
laminar flow, and turbulent flow occurs. Turbulent flow, unlike laminar flow, creates an acoustic 
signal that may be detected [5]. It is therefore important that respiration leads to turbulence even 
for minimal flow rates for breathing; without turbulence the signal is greatly attenuated. 
To calculate the critical flow rate and hence the onset of turbulence the Reynolds number is 
used [6]. The Reynolds number for a straight tube is given by: 
R= Pud (1.1) 
77 
where p is the fluid density, u average velocity, d the inside diameter of the tube and 77 the viscosity 
of the fluid. The critical Reynolds number for the respiratory system is thought to be between 
1800 and 2700 [6], above which turbulence occurs. Considering the equation and research on the 
dimensions of the tracheobronchial tree [6], Reynolds numbers may be calculated, for a low flow 
rate, Table 1.1. In the table, depth refers to the number of bifurcations that have occurred since 
the trachea, zero referring to the trachea itself. Moving further from the trachea, both the radius 
of the pipes and flow rate within decreases. The net result is a reduction in the Reynolds number 
moving further from the trachea, thus the optimum location to observe turbulence is in the trachea. 
Since the flow rate for all types of breathing peaks above 0.3 1/s turbulence may always be found 
in the trachea if breathing is taking place. These calculations agree with experimental research [4]. 
Low flow rates between breaths do not provide a signal until a certain flow rate is achieved. The 
rate at which turbulence appears to start is approximately 0.2 litres per second [6]. From observing 
the peak airflow at various breathing rates this corresponds to a breathing rate of 0.11 Hz [7]. This 
is a very slow rate of breathing and therefore, measuring sound around the larynx is a possible 
way of detecting breathing for all practical breathing rates. 
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Table 1.1: Reynolds numbers along the tracheobronchial tree for a flow rate of 0.3 1/s 
Depth Radius in mm Flowrate in l/s Reynolds number 
0 8 0.3 2900 
1 6 0.15 1100 
2 5.5 75 x 10-3 510 
3 4 38 x 10-3 180 
4 3.65 19 x 10-3 84 
5 2.95 9x 10-3 34 
12 1.45 73 x 10-6 0.13 
Table 1.2: Conflicting equations linking sound and flow rate from various studies 
Researcher, year Model 
1 Que, 2002 [8] S=k"F 
2 Gavriely, 1996 [9] S=k" Fa, a=1.66 f 0.35 
3 Shykoff, 1988 [10] S=k" Fa, a=2.0 
4 Olson, 1985 [11] S=k" Fa, a=3.0 ± 0.2 
5 Hossain, 2002 [12] F= kl log Pavg + k2 
6 Hossain, 2002 [13] Pag =a"F+b 
7 Yee Leng Yap, 2002 [14] F= (k1 log Pavg + k2) " (Pseg /'base) 
k3 
1.2.2.2 Sound from turbulence 
A number of medical studies have attempted to link sound power to respiratory airflow [8-14]. 
The usual procedure is to place an electronic stethoscope on a patient with a respirometer in their 
mouth and record the signal. Curve fitting techniques are used to give a line of best fit. Such trials 
have provided a large number of conflicting equations mapping sound amplitude to respiratory 
airflow, Table 1.2. S is the RMS (Root Mean Squared) sound amplitude, F is flow rate and 
PQ,, 9 is the average sound power and all other symbols are arbitrary constants. Regardless of the 
conflict, there is agreement that the function is monotonic. There is one study that links RMS 
sound pressure, the RMS pressure caused by a sound wave, to respiratory airflow via the Reynolds 
number [6]: 
Prms =K (R2 - Rcrit) (1.2) 
where Prms is the RMS sound pressure, K is a constant, R is the Reynolds number at the current 
flow rate and RenZt is the critical Reynolds number at the onset of turbulence. Thus, considering 
(1.2) the RMS sound pressure has a linear relationship with the flow rate squared. The use of the 
Reynolds number and fluid mechanics to calculate the sound pressure is possibly a more plausible 
equation for the system than the curve fitting techniques. Considering this in relation to curve 
fitting methods may help to explain the inconsistency between the curve fitting methods. Indeed, 
only a limited range of flow rates could present the idea of a linear relationship rather than the 
squared relationship due to small signal effects. Also, recording data where the onset of turbulence 
occurs could provide unrealistic curve fitting when using simple models to fit data to. For this 
project the actual relationship is of less importance than the general agreement that sound power 
is a monotonically increasing function of respiratory flow rate. 
Another factor in the generation of the acoustic signal is its location. Turbulence, and hence 
the sound from it, is not created at a single point [6]. Rather, eddy currents form upstream of the 
constriction or branch point and are carried a distance downstream before terminating. A study 
modelling this effect used six discrete sources each contributing a percentage of the total sound 
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Figure 1.3: The acoustic signal from the trachea [15] 
produced [6]. Since air flows in both directions the area where sound is produced changes as one 
side of the constriction becomes either downstream or upstream. The sound sources are usually 
assumed to be independent with a white gaussian noise distribution [5,6]. Studies show that the 
sound power is wideband [15], Fig. 1.3. The graph shows a constant amplitude for frequency 
components up to 800 Hz. The y-axis represents the log of the amplitude of the power spectral 
density (units not provided in the paper). Although it is normally assumed that this sound is from 
turbulence, it has been suggested that a considerable component could be from other sources [4], 
including air colliding with obstacles and the walls of the trachea. 
1.2.2.3 Summary 
Sound is caused mostly by turbulence and this turbulence is sufficient enough that even at the 
slowest rates of breathing it may be detected acoustically. The precise relationship is debated. 
However, it is clear there is enough signal to detect and the relationship between sound power and 
airflow is monotonic. Therefore a criterion for a miniature acoustic breathing detector is fulfilled; 
there is a signal that is detectable. The characteristics of this signal will now be considered. 
1.2.3 Signal characteristics 
Signal characteristics are determined by the location of the sensor and the breathing rate. Different 
locations produce signal characteristics of different frequencies and amplitudes. The turbulence of 
air created, and detected acoustically, is modulated by the inhalation-exhalation cycle, producing 
characteristics of the signal that help it to be distinguished from other sounds. 
1.2.3.1 Location 
The location of the sound transducer on the skin alters the signal detected [6]. This is due to the 
filtering effects of tissue and the relative location of the sound sources. There are a number of places 
where acoustic signals may be found and their characteristics are described in the literature [9,16]. 
The two main locations for sound detection are the chest and the neck. Signals on the chest are 
considerably weaker than signals on the neck. This is because of: a combination of sound sources 
being further from the detection site with additional tissue in between, filtering of the signal; and 
the sound sources in the chest generating less signal power [8]. Since a particular velocity of air is 
required for turbulence for different diameter tubes, at low air velocity turbulence is only found in 
the trachea [6]. Therefore if sound is detected over the chest, only deep breaths and considerable 
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Figure 1.5: The coupling bell placed between the microphone and the skin 
airflow are detectable whereas gentle breathing would be undetectable. Hence this project focuses 
on sound detected on the neck. 
The trachea is found at the front of the neck, a curved tube that is just under the skin. To 
create adequate coupling between the sound transducer and the skin, there are two regions to 
mount the transducer: either on the side of the neck or around the suprasternal notch, Fig. 1.4. 
Placing it elsewhere on the neck is harder because of the curvature of the trachea just below the 
skin. Within the literature, little attention is given to how the location affects the sound other than 
a correspondence between Gavriely and Charbonneau [17,18]. Gavriely disputes Charbonneau's 
findings arguing their sensor's transfer function has not been considered properly. Charbonneau 
replies that the difference is due to the location of his microphones, being placed on the side of 
the neck rather than the suprasternal notch. Results show a difference in response for the different 
locations, although particular resonances do appear to be present in both showing some possible 
validity of both points. Therefore microphone location was considered in this project. 
To compare the effects of sensor location for the miniature sensor proposed, breathing is mea- 
sured on the side of the neck and the suprasternal notch. The discrepancy between Charbonneau 
and Gavriely's findings are considered by replicating both test locations on the same subject. The 
measurements are not a precise characterisation of the breathing signal but a characterisation of 
the detection stage as a whole, including the effects due to the acoustic sensor. 
The sensor for the miniature device consists of a microphone (Emkay MD4530ASZ-1), usually 
used in hearing aid applications, and an aluminium conical bell, Fig. 1.5. The microphone is placed 
in the 4.5 mm cavity of the aluminium conical bell and attached with glue. The microphone is 
omni-directional and has a uniform sensitivity between the frequencies of 100 and 5000 Hz of 
approximately -42 dB (0 dB =1 V/Pa) [19]. The diameter of the bell at the microphone is 
4.5 mm increasing to 20 mm at the surface of the skin. A lip is included in the aluminium bell to 
provide a seal between the bell and the skin. The sensor's size, shape and weight is designed so 
that when combined with the remainder of the device it may be mounted on the skin with a single 
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Figure 1.6: The frequency response of the signal obtained with the microphone placed on: (a) the 
suprasternal notch; and (b) the side-of-neck 
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piece of medical adhesive tape. Acoustic coupling is non-optimal, only one factor in the design of 
the sensor. This sensor is used for all the subsequent trials. 
Trials are performed with the subject in a sitting position, breathing at their normal rest rate. 
Signals are recorded using the sensor connected to the soundcard of a PC, recorded at a sample 
rate of 11,050 samples per second and at 16 bit resolution. Each signal is downsampled to 3675 
samples per second and segmented into frames of 1024 with 50% overlap. The sampling rate of 
3675 samples per second is chosen as it is a factor of the initial sample rate which sufficiently 
meets the Nyquist sampling criterion. A Fast Fourier Transform (FFT) with a square window was 
applied to each frame and the power of each frame in the 400 to 600 Hz bandwidth is found. This 
is related to airflow as described in [20]. All frames of a particular power range are averaged to 
give a representative spectrum for that power range. Six power ranges are chosen such that the 
frames are split approximately evenly, the precise bands are in the keys of Fig. 1.6(a) and 1.6(b). 
Results for the acoustic sensor located at the suprasternal notch and side-of-neck signals are shown, 
Fig. 1.6. The y-axis scale is normalised RMS power spectral density which is approximately RMS 
Pascals per square root normalised frequency although precise calibration has not been done. The 
normalised frequency is normalised to the sample rate. The signals are measured in terms of RMS 
voltage at the output of the microphone (a microphone sensitivity of -42 dB is assumed). Fig. 1.6 
shows frequency spectra for different acoustic power levels, representing different flow rates. The 
upper most curve represents greatest airflow (at peak flow for inhalation and exhalation). The 
lowest curve represents airflow when its magnitude is close to zero, ie as airflow changes direction 
from inhalation to exhalation or vice versa. The remaining curves show the range in between. The 
suprasternal notch location provides greater signal amplitude in the approximate range 400 Hz to 
800 Hz. An explanation of this is that the trachea is directly under the skin of the suprasternal 
notch and therefore this signal is filtered and attenuated less by tissue. The side of the neck is 
further from the trachea, and the tissue in between attenuates the signal. 
1.2.3.2 Envelope characteristics 
In the previous section the average spectral characteristics of the breathing signal were considered. 
This signal also alters as a function of time, modulated by the inhalation and exhalation cycles 
of breathing. The power found within the signal as a function of time may be calculated and 
averaged to provide a signal that is a function of breathing, as discussed in Section 1.2.2.2. The 
characteristics of this envelope signal, in terms of its frequency content have not been found in the 
literature. Since the frequency components govern the bandwidth required to represent a signal, it 
is necessary to know the frequency components in the envelope signal. This provides information 
of the bandwidth necessary for the input of the miniature apnoea detector. Various levels of 
breathing rate caused by physical exercise are considered, to find the possible frequency content of 
the envelope. 
The means for finding a breathing signal in the acoustic signal is achieved by taking sound 
measurements from the trachea and splitting it into frames of 1024 samples and taking a FFT. 
The RMS power in the band 400 to 600 Hz is summed to provide an envelope signal, Fig. 1.7 where 
the sample number corresponds to a sampling rate of 7 Hz. The band 400 to 600 Hz was chosen 
as it is representative of the whole signal [21). 
The FFT of the envelope signal is taken, using a Hanning window. Three signals were recorded, 
one for slow breathing, one for normal breathing at rest and one for fast breathing. Normal 
breathing is measured with the person in a sitting position, at rest. Fast breathing is achieved via 
rigorous exercise on an exercise bike. Slow breathing is achieved by the subject controlling their 
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Figure 1.7: The envelope of the acoustic breathing signal 
breathing. Signals are recorded over 5 minutes, with the exception of rigorous exercise that was 
undertaken for 1 minute because of the fatigue induced. Results can be seen in Fig. 1.8. 
Both the fast and normal breathing show two peaks. These are at 0.52 Hz and 1.04 Hz for the 
fast breathing and 0.29 Hz and 0.58 Hz for the normal breathing. These are the fundamental and 
first harmonic of the acoustic envelope signal. The slow breathing signal has a single large spike 
at 0.13 Hz, the fundamental frequency. This is because such a low rate of breathing is unnatural 
and maintaining a constant breathing rate where inhalations and exhalations have a constant duty 
cycle is difficult. This is reflected in an attenuated second harmonic, smoothed over a frequency 
range. These frequencies correspond to breathing rates of approximately 31,17 and 8 breaths per 
minute for fast, normal and slow breathing respectively. The literature suggests breathing rates of 
40,12 and 6 breaths per minute for fast, normal and slow breathing respectively (0.67 Hz, 0.2 Hz, 
and 0.1 Hz) [22]. Therefore, although the extremes in breathing have not been obtained, most of 
the range is covered. Assuming extreme hyperventilation, the maximum fundamental frequency 
expected is 2 Hz. Therefore the maximum frequency for the second harmonic is 4 Hz. Supposing 
that the first 5 harmonics are wanted, to cover the main components signal, the bandwidth of the 
acoustic envelope signal is entirely contained below 10 Hz. Assuming that the slowest breathing is 
6 breaths per minute, these results are consistent with the literature where the envelope is said to 
be within the range 0.1-10 Hz [23]. 
1.2.3.3 Summary 
The acoustic breathing signal is measured at the suprasternal notch and the side of the neck. The 
signal from the suprasternal notch shows greater amplitude in the frequency range of 400 to 800 Hz. 
This signal is modulated by inhalation and exhalation cycles of breathing. The characteristics of the 
modulation are considered by taking the modulation envelope and examining the spectral content. 
The fundamental and (usually) the first harmonic dominate and the fundamental harmonic is equal 
to the breathing rate. The frequency content of the modulated signal is below 10 Hz. 
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1.2.4 Noise artefacts 
For the device to operate reliably, tolerance to noise artefacts is essential. Acoustic respiration is 
usually characterised in sound controlled environments and with human post processing to reject 
data corrupted by noise. Neither is possible for the proposed device. Noise sources will affect the 
input signal and need to be automatically removed, without human intervention. Therefore it is 
necessary to consider noise sources that may be present in a non-laboratory environment. Noise 
sources may be categorised as to the location of the source: internal to the body, therefore intrinsic 
to the system under observation; external to the body, so dependent on the environment; or due 
to the acoustic transducer, and dependent on its design. For all the following tests, the previously 
described acoustic sensor is used and connected to a PC via a soundcard. Recordings are made at 
16-bit resolution and 11,025 samples per second. A FFT of the result is taken and the frequency 
range between 100 to 1200 Hz considered. Results are normalised to the same scale as in Fig. 1.6, 
for comparison. 
1.2.4.1 Noise internal to the body 
An acoustic heartbeat signal is detected when the sensor is placed on the neck. To characterise 
this noise source the sensor is placed on the neck in a location that experimentally provides the 
greatest signal (the suprasternal notch) while the subject holds their breath. The response found 
for three breathing holds of 30 seconds is averaged and the frequency response shown, Fig. 1.9(a). 
Comparing with Fig. 1.6(a), in the frequency range 100 to 1200 Hz the acoustic breathing signal 
is greater in amplitude than this signal, with an average signal-to-noise ratio (SNR) of 29.6 dB. 
Myo-acoustic noise, that of muscles moving, is measured by attaching the sensor to the arm, 
away from sources of breathing and an attenuated pulse and the fingers moved constantly for one 
minute. The frequency response, Fig. 1.9(b), shows this noise signal increases in amplitude below 
500 Hz. It should be noted that as well as continuous myo-acoustic noise there are also occasional 
large artefacts, which, by averaging over time, are not apparent in this graph. This is due to joints 
clicking and similar events. Simply band limiting the signal, although considerably attenuating the 
myo-acoustic noise, is not enough to remove these artefacts completely. Therefore a time domain 
feature recognition section has been added to the proposed algorithm to remove transient noise 
artefacts such as myo-acoustic noise. 
Another source of internal noise is speech. When a person talks, vocal folds in the trachea 
vibrate, creating noise on the acoustic breathing signal. In order to characterise this noise the 
subject spoke continuously for 10 minutes and the frequency spectrum found, Fig. 1.9(c). This 
noise signal is greater in amplitude than an acoustic breathing signal, Fig. 1.6, with an average 
SNR of -21.5 dB over the range 100 to 1200 Hz. However, to detect an absence of 
breathing, 
this source need not be considered as noise since air must flow for the vocal folds to vibrate; it 
is actually another form of breathing signal to detect and special provision must be made in the 
device to detect it. 
High amplitude, short duration sounds caused by swallowing may also be present. The envelope 
signal for the modulated acoustic signal with a swallowing artefact is shown in Fig. 1.10. The large 
peak is due to swallowing whereas the remaining peaks are due to breathing. The ratio between 
peaks due to breathing and the swallowing sound is approximately 1: 10. Due to their short duration 
the artefacts have a wideband frequency response, existing over the acoustic breathing signal range 
and so the noise may not be attenuated by limiting the frequency bandwidth of the signal. Provision 
for such transients is made in the proposed algorithm. 
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1.2.4.2 Artefacts and noise due to the acoustic sensor 
The acoustic sensor is sensitive to vibrations caused by the sensor being in contact with other 
objects. To measure this effect, the acoustic sensor is attached to the arm where there is no 
breathing signal and the arm is held still to minimise myo-acoustic noise. The sensor is mounted 
between the main arteries and veins to minimise heartbeat detection. This signal is recorded for 
5 minutes while the top of the acoustic sensor is rubbed with a finger and the frequency spectrum 
found, Fig. 1.11(a). It may be noted that only in the band 500 to 900 Hz is the amplitude of the 
breathing signal (at its peak values) greater than this noise source when compared to Fig. 2(a), ie 
when the SNR is greater than 0 dB. 
1.2.4.3 Environmental noise 
Speech from others is considered as the main form of environmental noise. Speech was recorded 
for 10 minutes while the acoustic sensor was attached to skin on the arm (to attenuate other 
noise sources) and the frequency spectrum found, Fig. 1.11(b). The subject spoke 30 cm from the 
acoustic sensor at their usual speech volume. Comparing Fig. 1.11(b) to Fig. 1.6(b), environmental 
speech is considerably more attenuated than breathing. A peak occurs at 150 Hz for the speaker 
and a plateau extends from approximately 250 to 600 Hz. 
1.2.4.4 Summary 
Various noise sources have been considered. Noise sources internal to the body are pulse, myo- 
acoustic, speech noise and transients caused by swallowing. Speech noise is a special case, which 
although causes a unique signal does indicate that breathing is occurring. Artefacts and noise due 
to the acoustic sensor are caused by the sensor being in contact with other objects and is simulated 
by rubbing the sensor while it is mounted on the skin. Environmental noise is mainly from the 
speech of others and attenuates after approximately 600 Hz. 
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Figure 1.11: The frequency response of the acoustic sensor due to: (a) the sensor being rubbed; 
and (b) external speech. 
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1.2.5 Summary 
In this section the signal has been discussed, its origins in terms of human anatomy, how this 
creates an acoustic signal and its characteristics. To give a complete picture, artefacts and noise 
on the signal have also been considered. In terms of anatomy the various parts of the system under 
observation have been named and a brief description of their purpose and construction given. The 
part of most importance for this project is the tracheobronchial tree which generates sound due 
to turbulence within it. Indeed, a physician with a stethoscope listens to these sounds, especially 
those over the chest to diagnose illness. In this project it is the tracheobronchial sound from the 
trachea that is of most interest as discussed in the section on acoustic theory. Both theory on sound 
generation and experimental results agree that there is turbulence for even the slowest breathing 
rates, thus for any rate of breathing an acoustic signal is generated. The precise relationship 
between airflow and sound power is debated with a large number of empirical formulae given. 
What is generally agreed is that the relationship is monotonic and the main cause of the sound 
is turbulence. The location of turbulence varies, as it is found downstream of constrictions and 
depending on the direction of airflow, downstream is a different location. 
Having concluded that an acoustic signal is created the next stage to examine is the signal's 
characteristics. In the trachea airflow is such that the acoustic respiration signal is present for even 
the lowest of breathing rates. Due to conflict in the literature about how transducer location effects 
sound response, an experiment was carried out to examine this. Two locations were recorded, on the 
side of the neck and at the suprasternal notch. Results show a marked difference between the two 
locations with the supersternal notch being superior. The envelope of the acoustic breathing signal 
is also considered. The frequency response of this signal is found at different rates of breathing, 
showing that the first two harmonics are of significant magnitude. This concludes with a discussion 
of various noise sources and artefacts that may corrupt the signal, their relative importance and 
means to minimise their effects. Some artefacts may be neglected whereas the effects of others 
may be attenuated by improved design of the acoustic sensor. With the signal characterised the 
next section considers the signal processing that needs to be applied to it. 
1.3 Processing the signal 
This section provides an review of techniques found in the literature to process the acoustic breath- 
ing signal and proposes a breathing detection algorithm suitable for a miniature breathing detec- 
tor. The process of determining breathing from the acoustic signal is split into two parts: feature 
extraction, considering the initial bandlimiting and demodulation of the signal; and feature recog- 
nition, taking this partly processed signal and determining which features are the wanted signal 
and which features are unwanted artefacts. The proposed breathing detection algorithm is then 
presented considering the feature extraction and feature recognition stages. Results show that 
this algorithm functions excellently and is suited for a miniature breathing detector. Finally, an 
electrical specification is given for the circuit blocks used to implement the algorithm. 
1.3.1 Feature extraction 
Feature extraction involves the operations to convert the acoustic breathing signal into a waveform 
with features that clearly indicate breathing. First the signal is filtered, to attenuate noise outside 
of the chosen bandwidth. Then the signal is rectified by one of a number of methods, whether in 
an explicit or implicit form. Finally the signal is filtered to remove higher harmonics caused by 
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rectification. These steps are used extensively in the literature to condition the acoustic breathing 
signal, often in implicit forms, such as by using auto-regressive modelling. 
1.3.1.1 Pre-rectification filtering 
The first signal processing step is to bandlimit the input signal, removing as much of the out-of- 
band noise as possible. As discussed in Section 1.2.4, lower frequencies of the input signal are 
dominated by heartbeat and at higher frequencies the breathing signal attenuates such that noise 
dominates. Table 1.3 shows the frequency bands that have been used in the literature, providing 
lower and upper cutoff frequencies and a brief description of the motivation for the research. The 
high pass filter bandwidth is between 50 and 75 Hz and the lowpass filter is between 1000 and 
2000 Hz. This is consistent with the findings of Section 1.2.3. Generally these, considering the 
actual characteristics of the breathing signal, have higher bandwidth to capture the entire signal. 
Research that is more concerned with extracting the signal, such as just its averaged power, often 
do not have such a large bandwidth. Bandwidths are as low as 200 Hz for these systems and 
highpass filtering may have a higher cutoff frequency of round 100 to 200 Hz. This removes 
lower frequencies in the breathing signal, where the signal-to-noise ratio is less. The lowpass filter 
varies considerably more, depending on the purpose of the system. For power measurement the 
lowpass filter has a low cutoff frequency, around 300 to 600 Hz, providing limited bandwidth. The 
frequency response may also be described parametrically where higher frequencies are used with a 
lowpass cutoff between 1000 and 1600 Hz. Despite these differences in approach, there is general 
agreement as to the frequency band where breathing signals may be observed with all but four 
systems, covering the interval 200 to 1000 Hz. 
An additional technique is not just to bandlimit the signal but split this frequency range into 
separate bands. This technique is applied in two systems to: detect inhalation from exhalation [21]; 
and observe unusual characteristics within the overall spectrum [7]. To differentiate inhalation 
from exhalation the power in a second, higher frequency, band (1000-1300 Hz) is used. During 
inhalation there is more power in this higher frequency band than for exhalation; once power is 
above a particular threshold the airflow direction is known. To observe unusual characteristics 
within the spectrum the frequency range is split into 4 bands [7]. Power is found in each of these 
bands and compared against reference levels. Should these alter greatly the health of the patient 
is reviewed. Splitting the signal into bands may also be advantageous for this project for another 
reason, that of noise rejection. Should a single tone be introduced as noise into the breathing 
signal, a means of rejecting it would be via a filter bank as the tone could only be observable in a 
single band whereas the breathing signal is broadband in nature. 
1.3.1.2 Rectification 
After the frequency range of interest has been chosen rectification is applied to find the power in the 
signal. Rectification provides a time varying signal, the envelope of the detected breathing signal. 
Probably the simplest form of rectification is diode rectification in analogue circuitry, or taking 
the absolute value of each sample in a digital system. Most systems within the literature take the 
absolute value of the signal, usually in the frequency domain. The signal is split into frames, an FFT 
of the frame is taken, followed by the modulus (methods 1,3-13 and 18 of Table 1.3). Although 
this is probably the simplest form it is not the only way used in the literature, both the Hilbert 
rectifier and parametric methods are seen and are considered in detail below. Within the discipline 
of communications there are many other means of rectification [33] however these methods usually 
require the assumption of a single carrier frequency. A breathing signal is modulated by wideband 
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Table 1.3: Pre-rectification filtering in the literature 
Method Lower 
frequency 
(Hz) 
Higher 
Frequency 
(Hz) 
Researcher, 
year 
Bandpass filter 
details and reason for use 
1 75 2000 Gavriely, 1981 [15] Finding characteristics of fre- 
quency response of normal 
breath sounds 
2 75 2000 Gavriely, 1992 [16] To use an AR (auto-regressive) 
model to represent characteris- 
tics of normal breath sounds 
3 70 2000 Nissan, 1993 [24] To compare results from [15] 
with patients with respiratory 
complaints 
4 75 2000 Gavriely, 1996 [9] Find relationship between power 
and airflow 
5 60 1800 Charbonneau, 1982 [25] To characterise the difference 
between asthmatic and non- 
asthmatic patients 
6 60 1800 Charbonneau, 1983 [26] Same as above, [25] 
7 100 1600 Soufflet, 1990 [27] Calculate a look-up table to link 
airflow and sound 
8 50 2500 Moussavi, 1998 [28] Characterise respiratory phases 
via sound for use with children 
9 150 300 Moussavi, 2000 [7] Repiratory phase detection in 
children using trachea as refer- 
ence 
300 450 
450 600 
600 1200 
10 20 1200 Moussavi, 2001 [29] Using notch filters to cancel vo- 
cal noise 
11 100 600 Yap, 2002 [14] Find airflow estimate from tra- 
cheal sound 
12 100 300 Hossain, 2002 [12] Find airflow estimate from lung 
sound 
13 100 300 Hossain, 2002 [13] Find best fit model - airflow as a 
function of acoustic power 
14 150 1500 Vandershoot, 1991 [5] Find how AR coefficients change 
with flow and volume 
15 100 1500 Vandershoot, 1992 [30] Find best estimate of order value 
for an AR model 
16 100 1500 Vandershoot, 1992 [31] Find a polynomial model for AR 
coefficients from flow rate and 
volume 
17 100 1500 Vandershoot, 1993 [32] 
18 400 600 Hult, 2000 [21] Find start and stop of respira- 
tory phases accurately 
1000 1300 
19 200 1000 Que 2002 [8] Use tracheal sounds to measure 
standard ventilation parameters 
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noise preventing these techniques from being used. 
The Hilbert rectifier may be used to rectify a breathing signal [34] and works as follows. The 
signal is split into two paths, one of which undergoes a 90 degree phase shift. The two signals are 
then combined via the equation: 
x= a2 + b2, (1.3) 
where x is the output and a and b are the original and phase shifted signals, respectively. Hence 
(1.3) performs the non-linear operation, squaring in this case, required for rectification. The 90 
degree phase shifted signal represents an imaginary component of the signal. Considering a single 
frequency component of the signal, a sinusoid, it is considered as an exponential sinusoid where 
the imaginary part is given by the 90 degree phase shifted signal. Thus each component sinusoid 
of the signal is considered in an exponential form 
xc = Ix exp (cwt) , 
(1.4) 
where x, is a component frequency, w its angular frequency and t is time. The modulus of this 
expression is calculated by (1.3). Within the literature Hilbert rectification is also computed in 
the frequency domain, after an FFT operation. The FFT of a breathing signal is performed; all 
frequency components above the Nyquist frequency are set to zero, the IFFT taken, then (1.3) 
applied to the resulting real and imaginary parts. Although this approach is used, it may be 
more beneficial to consider the operation in the time domain for this project. This is because the 
resulting system is to be implemented with analogue circuitry where a FFT operation is not trivial 
to perform. Therefore, the Hilbert rectifier is of interest in this project due to its implementation 
being possible in the time domain and having an advantage over diode detection in that it takes 
into account an imaginary component. 
Parametric representations of the acoustic signal may be used for rectification. A small number 
of time varying coefficients describe the frequency characteristics of the breathing signal. From 
this the frequency spectra can be estimated for each small period of time. The coefficients change 
over time with the spectral envelope. This is essentially the modulus of a smoothed sonogram 
of the signal and it is very similar to using the modulus of an FFT for rectification. Since the 
signal is formed from noise, assumed white, which is filtered by tissue a model that imitates this 
is advantageous. An AR (auto-regressive) model that suits this purpose, is [16]: 
x(n) _ -ýaix(n - 1) +e(n), 
i=1 
(1.5) 
where x (n) is the nth sample of the input, e (n) is the noise for the nth sample and ai are the 
constant coefficients of the model. It was estimated by [16] that the order of the process for 
characterising trachea sounds correctly should be between 12 and 16. With such a model it is 
assumed that variance of the signal is constant. However, this criterion is not achieved with a 
breathing signal. Therefore, variance is found separately and is normalised to the signal. It is also 
assumed that the spectral characteristics of the signal are independent of the variance or power or 
any other factors. However, it is known that sound is generated at different places due to airflow 
direction, creating spectral characteristics for inhalation and exhalation signals. To take account 
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of these other factors the model may be extended [5]: 
p 
x(n) _ -Ea2(q, v)x(n-i)+e(n, q, v). (1.6) 
i=1 
The coefficients, a2, are not constant but functions of q, the lung volume and v, the airflow rate. 
For completeness the noise, e, is also a function of q and v. It has been shown that the optimum 
order, p, for the model is either 3 or 4 [30]. Combining the results with the variance, 4 parameters 
can be found, all of which alter with velocity and airflow. Therefore the change of envelope for 
all frequencies is estimated in terms of 4 parameters. The disadvantage of this method is that 
flow and volume are both required for the model. Since the function aZ (q, v) is not a one to one 
mapping of a given value of ai to a value for volume and airflow the inverse function does not exist; 
given a breathing signal and a2 coefficients it is not possible to calculate a single value of volume 
and airflow. 
To conclude, diode rectification is the most common means of rectification in the literature. 
However, a Hilbert rectifier and parametric processes may be used. There is, however, a tradeoff 
between the best form of rectification and the complexity of the system. Diode detection requires 
less circuitry to implement so may be beneficial in reducing power consumption although it does 
not take into account an imaginary component to the signal. 
1.3.1.3 Post-rectification filtering 
After rectification, smoothing of the signal is required, removing the high frequency components 
introduced by rectification and averaging out perturbations of the envelope because of the underly- 
ing nature of the signal, that of white noise. The forms of averaging found in the literature (Table 
1.4) can be grouped into three categories: averaging over time, averaging over a number of trials, 
and averaging of the spectrum. 
Over time The most common method to smooth the rectified signal is to sum or average the 
signal over a frame. Consider a frame, 
I M-1 
y(m) =ME x(M"m+lc), 
k=0 
(1.7) 
where x is the input signal, M the frame length and y (m) the output signal. Thus a single value 
is used to represent each frame. This equation may be split into two functions: 
M-1 
1 
v (n) _E x(n+k) 
(1.8) 
k=0 
and 
y(m) = v(m. M). (1.9) 
Equation (1.8) is an FIR filter and (1.9) is a decimation by M operation. Considering the z 
transform, the transfer function of the FIR filter is 
T (z) =I1- 
zM (1.10) 
M 1-z 
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Table 1.4: Post-rectification filtering 
Method Researcher, year Details 
1 Gavriely, 1981 [15] A 4096 point FFT is smoothed with a 7th order FIR filter 
FIR coefficients are weighted as a sine function (type of 
window). 7 Taps represent approx. 7 Hz 
2 Gavriely, 1992 [16] AR coefficients applied to an entire inhalation or exhala- 
tion, resulting in 12 coefficients for half a breath cycle 
3 Gavriely, 1993 [24] 6-8 trials are averaged, other smoothing indicated but de- 
tails are not given 
4 Gavriely, 1996 [9] Initially spectra is averaged over 10 trials for a given average 
flow rate over the window. Then the spectra are averaged 
over frequency to give a single power value of the frame 
5 Charbonneau, 1982 [25] FFT (1024 point, 0.2s) taken and averaged over trials. 5 
to 10 breaths are taken then spectra from inhalations and 
exhalations separated and all from each category summed 
for each spectral coefficient. A spectrum is given for in- 
halation and exhalation. Various values extracted from the 
averaged spectra of dubious meaning 
6 Charbonneau, 1983 [26] Same as above 
7 Charbonneau, 1990 [27] For each frame (128 point, 25 ms) a set of 4 parameters are 
taken from the FFT. These are compared with the mean 
airflow over that frame. Then graphs of airflow verses the 
parameter are given for a typical case 
8 Moussavi, 1998 [28] 100 ms frames, FFT and average (over trials) for inhalation 
or exhalation for each subject 
9 Moussavi, 2000 [7] Average power for each segment in each frequency band. 
Breathing onset detected via "zero crossings", a form of 
threshold detection 
10 Moussavi, 2001 [29] Frames 100 ms. FFT taken and a straight line fitted to 
the frequency response using a running window of 250 Hz 
across the spectrum of 0 to 5000 (perhaps 1200) Hz. If 
there is a peak > 15 dB a notch filter is applied in the time 
domain. Assumes large peaks are linked to noise not the 
gaussian distribution of the breathing signal. Only spectral 
filtering done, no trials 
11 Yap, 2002 [14] 1024 point, 100ms frames, average power for each frame 
between frequencies 100-600 Hz. This is used to calculate 
estimated airflow 
12 Hossain, 2002 [12] Same as above but with frequencies 100-300 Hz 
13 Vandershoot, 1991 [5] Frames 128 25.6ms, order 6 AR model applied to each 
frame. Mean flow and volume over the frame also calcu- 
lated. All points then plotted on graphs. Two subjects 
tested and results for only one given 
14 Vandershoot, 1992 [30] Order estimation for AR process, on frames 256 
15 Vandershoot, 1992 [31] Frames 256 51.2ms, 3rd order AR parameters and variance 
estimated for each frame. Coefficient a2 is plotted against 
flow and volume for a single person 
16 Vandershoot, 1993 [32] One normal health male subject, frames 64 12.8ms, 3rd 
order AR values for each frame then fitted to polynomials 
AR coefficients as functions of flow, volume and direction 
of flow 
17 Hult, 2000 [21] 5 healthy subjects, 256 frames, fft and average power be- 
tween 400 to 600 and 1000 and 1300 found. Threshold de- 
tection applied to each frame (averaging over a frequency 
range) 
18 Que 2002 [8] Sum adjacent 100 samples, 50 overlap then 20 point least 
squares smoothing filter 
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The magnitude of the frequency response is given by 
I1 sin 
(wM/2) 
IT (w) =M 
sin (w/2) I' 
(1.11) 
where w is angular frequency. The 1/M is a gain factor of little interest. The sin (w/2) component 
sweeps from 0 to 1 over the [0,7r] range, as it is in the denominator, the reciprocal function tends 
to infinity at low frequency and unity near the Nyquist frequency. The sin (wM/2) term has M 
peaks associated with it. Considering the equation as a whole, the sin (w/2) term produces a 
lowpass filter which has its transfer function multiplied by a sinusoid with M peaks. Therefore, as 
a lowpass filter, there is a large discrepancy between it and the ideal brick wall frequency response. 
After the FIR filter decimation usually takes place. A FIR filter with equal coefficients, as 
described above, has a low attenuation in the stopband. When decimation takes place, the out- 
of-band signal is of higher frequency than the new Nyquist frequency so these frequencies are 
mapped to the new bandwidth, becoming additional noise to the new signal. The new sampling 
rate provides the bandwidth of the output signal. Frame lengths vary from 0.025 to 0.427 seconds. 
One sample for each frame is provided and with 50% overlap, the signal data rate is between 4.7 to 
80 Hz. Thus the Nyquist frequency is between 2.4 and 40 Hz. This is a similar bandwidth to the 
characteristics of the envelope of a breathing signal as discussed in Section 1.2.3. An improvement 
that could be made to current systems by using a filter with specific lowpass coefficients rather 
than taking an average over a frame. This would increase the SNR by reducing the amount of 
out-of-band signal being folded down into the signal bandwidth. 
Taking a frame average or sum is not the only way to filter the signal. Another method is to 
use a Savitzky-Golay (or least squares) filter [8]. The Savitzky-Golay filter is a FIR low-pass filter 
where the coefficient values are designed to preserve transients. With an equally weighted FIR 
filter the filter is unbiased for signals with zero second and higher order derivatives. For example, 
an equally weighted FIR filter provides an unbiased estimate for a ramp function. This is also true 
for gaussian noise where the mean is provided by equally weighted filter coefficients. The Savitzky- 
Golay filter is designed to preserve higher moments of the signal whilst still low-pass filtering it. 
Such a technique is useful for signals with short transients that contain considerable higher order 
derivatives. Since FIR filters are linear and time independent a single impulse function may be 
considered to represent the input signal. A least squares fitting is applied to a polynomial, usually 
second or fourth order, and the impulse function, from which the FIR coefficients are found. This 
time domain approach is an alternative to a frame based approach. 
Over consecutive frequencies A common technique to filter signals is to apply algorithms 
directly to frequency spectra. These techniques have been applied to acoustic breathing signals, 
including AR modelling [5,16,30-321 and averaging FFT coefficients via FIR filtering [15]. Averag- 
ing FFT coefficients is shown with a 7th order FIR filter with coefficients based on a sinusoid [15]: 
n 
y(n) _ 
Eaix(n-i+1), (1.12) 
2=1 
where the multiplication coefficients, ai, are 
a2 = sin 
ý2 
. 
(1.13) 
n 
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Thus, a smoothed spectrum results, where undulations in consecutive spectra, caused by the 
implicit noise nature of the acoustic breathing signal, are reduced. Alternatively the spectrum may 
be compared to a template, small sections at a time, and adjusted for uncharacteristic frequency 
responses [29]. A frequency response is found for a set time duration of the acoustic breathing 
signal. A running window is then applied to the spectrum. If the sound intensity of the window is 
5 dB greater than expected (from a model) then it is assumed the frequency band is corrupted by 
noise. If this is the case a notch filter is applied, removing 15 dB of the amplitude at that frequency. 
This is to bring it in line with the model. The purpose is to remove additional peaks caused by 
speech. Although these are interesting techniques, creating an analogue system to perform either 
of these techniques is considerably more involved than filtering in the time domain, where theory 
is well understood. Smoothing of the spectrum can be achieved via AR models and removing 
effects of speech to restore the waveform is not needed in this project. AR models may be used 
to perform a dual role: to find a parametric representation of the spectrum and thus aiding with 
encapsulating and rectifying of the frequency response; and by limiting the order of the model, 
to provide a smoothed, estimation of the frequency response. The former role has already been 
discussed in Section 1.3.1.2. There is some literature on AR models being applied to the acoustic 
breathing signal [5,16,30,32], most of which agree that a third order AR model provides adequate 
estimation of the frequency response. Thus the system may be estimated with a third order FIR 
filter where the coefficients are found for frames, frames ranging in length from 12.8 ms to 51.2 ms. 
AR models therefore generalise the frequency spectrum, which is of interest when the input signal 
is assumed to be white noise that undergoes filtering; the same assumption used in AR models. 
Over a number of trials The breathing detector of this project needs to operate in real time. 
Since the absence of breathing must be detected in real time there are only a limited number of 
trials available, approximately 3 for a 30 second period. In other research this restriction is not 
necessary since many trials can be taken and averaged, either where each breath is thought of as 
a trial [5] or a number of people are considered a trial [21]. Thus an average signal may be found 
where slight differences between breaths are removed, allowing a generalisation of the signal. 
1.3.1.4 Fractal dimension 
The fractal dimension, D, is a property a signal has that is independent of its mean and variance. 
It is a measure of how fractal it is, that is, how similar the signal appears to be at different scales 
of enlargement. It is considered in this project as turbulence is chaotic in nature and acoustic 
vibrations also may be. Thus the assumption that the signal sources produce white Gaussian 
noise is not asserted. Applying fractal dimension to bio-signals such as the electroencephalograms 
has been researched [35]. For acoustic respiratory signals it is used to detect the precise moment 
inhalation and exhalation occurs [36]. The advantage of fractal dimension in conjunction with 
spectral power techniques is that the two techniques are mathematically orthogonal, in that the 
information they provide is independent of one another. It provides information that is not ob- 
servable from previously described techniques and could be advantageous for a miniature apnoea 
detector. 
Fractal dimension may be calculated by a computationally rigorous exercise. However, a number 
of approximation algorithms exist for fractal dimension, including the Katz Algorithm [37]. The 
Katz Algorithm shows the good noise tolerance [38] and is simple to compute. The Algorithm is 
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Figure 1.12: The Katz algorithm 
given by 
log10 l(L) (1.14) 
logio( ) 
where D is the fractal dimension, L is the length of the curve, d is the distance from the first point 
in the line-segment to the furthest extreme, Fig. 1.12 (n is the sample number and x (n) is the 
function for which the fractal dimension is being calculated). Katz's algorithm can also be shown 
to be 
_ 
loglo (Ný) 
(1.15) D 
log10 (N') + log10 (d/L) ' 
where N' is the total number of samples. This version of the formula accounts for differences in the 
number of samples in different frame sizes to which the formula is applied and may be implemented 
with the Matlab code: 
n= length(x)-1; 
d= max(abs(x-x(1))); 
L= sum(abs (diff (x))) ; 
D= loglO(n). /(loglO(d. /L) + loglO(n)); 
This technique was applied to the detected acoustic signal signal to examine whether it could be 
used to detect a breathing signal. Results showed that it is probably not a suitable choice as the 
signal produced was modulated in accordance with the heart signal rather than with breathing. It 
appears that fractal dimension is better at detecting transients rather than wideband noise. This 
is probably why it is so successful with ECG, EMG and EEG signals. However, its ability to detect 
transients may still be of use as these often contain large amounts of power across the spectrum 
which are hard to remove by other techniques. If these transients are bandpass filtered there are 
still strong frequency components in the pass band so transients cannot be detected by attenuating 
particular frequency components and observing the power. Therefore fractal dimension offers a 
means to reject transients not otherwise available. 
1.3.1.5 Summary 
Feature extraction involves a number of processes. Pre-rectification filtering removes low frequen- 
cies dominated by the pulse and higher frequencies where noise dominates over the signal. A large 
range of frequency bandwidths are used in the literature, with the lower cutoff frequencies ranging 
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from 20 to 1000 Hz and upper cutoff frequencies ranging between 300 and 2000 Hz. One must look 
at the application of the research when considering this large range. Some research tries to charac- 
terise the entire frequency range of the circuit whereas other research is trying to characterise the 
breathing signal from a limited bandwidth. For rectification the modulus of a FFT may be taken, 
or a Hilbert rectifier or parametric methods may be used. In a miniature breathing detector using 
ultra low power electronics, the complexity, or rather the complexity of implementation, needs to 
be considered. There is a tradeoff between the effectiveness of the rectifier and the ease of imple- 
mentation. Post-rectification filter, to smooth the signal, may be achieved in the temporal domain, 
frequency domain or over a number of separate trials. Few implementations use a simple low pass 
filter, rather they use the average of frames, Savitzky-Golay filters or auto-regressive processes. 
Again the complexity of these filter types needs to be traded with the possibility of electronic 
circuit implementation. Finally, fractal dimension is considered as an alternative to more conven- 
tional feature extraction techniques. This technique is usually applied to electric signals generated 
in the body rather than acoustic signals. It has, however been applied to acoustic signals and offers 
a means to reject transients. The signal from the feature extraction stage is then applied to the 
feature recognition stage. 
1.3.2 Feature recognition 
The input to this block is a number of slowly varying signals which represent breathing. These 
signals represent features in the signal, such as power in particular bandwidths. In the literature, 
characteristics such as bandwidth, mean frequency, mean power and Q-factor for the main peak are 
used as inputs to feature recognition systems [25-27]. These parameters are chosen to distinguish 
between asthmatic and non-asthmatic patients. The choice of these features appears arbitrary, 
with no explanation why the effects of asthma should cause the recorded changes of acoustic 
signal. The feature recognition block, having received the features, is to determine when breathing 
occurs, and when breathing does not occur. Although a block of this description is not seen in 
the literature, various other closely associated blocks are used to determine abnormal respiration 
response [25-27]. The most common form of feature recognition is undertaken manually as the 
human hear is able to detect noise on the signal easily, should the signal be corrupted with noise 
artefacts [7]. However, this is not an option for the autonomous breathing detector of this project. 
Other techniques found in the literature are threshold detection and clustering methods. 
Threshold detection is the use of a threshold to convert a continuous signal into a true/false 
discrete signal. This is advantageous because it is a very simple system to implement and a 
comparator is all that is required. Such a simple system may be extended further by use of a 
Schmitt trigger to increase noise tolerance. Threshold detection is usually applied to sound power. 
When sound power is greater than a particular level the presence of the signal is considered. 
Considering the signal only when above a minimum power stops low power noise from producing 
false positives, adding robustness to the system. Breathing onset, the point where an inhalation 
or exhalation begins may be estimated with threshold detection [7]. Also, the direction of airflow 
may be found [21]. A low frequency band of 400 to 600 Hz is used to detect airflow and a higher 
frequency band of 1000-1300 Hz is used for direction. When the power is greater than the threshold 
in the higher band it is an inhalation. This is due to the positioning of the sensor, in that the sound 
source is closer to the sensor during inhalation, being downstream of the noise creating restriction 
in the neck. 
Soft computing methods may be used with acoustic breathing signals, such as a hierarchical 
clustering analysis [27]. In the threshold detection technique, power over a specific interval of time 
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Figure 1.13: The feature extraction stage of the proposed algorithm 
was compared against a value. In the clustering analysis, frequency magnitudes over a specific 
interval of time are found and used to group the spectra. The aim is to find clusters of like 
breathing spectra and use these as models to which a spectrum may be compared to. These groups 
can be linked to specific events or such as inhalation, exhalation or a specific flow rate. Using this 
method, correlation between spectra and flow-rate is 0.7 for 40 clusters. Such a techniques takes 
into account more information than simply finding if there is enough power in a signal. The 
disadvantage being that considerably more computation is required. Many other techniques exist 
for recognising features, as can be found in the discipline of soft computing however, they have yet 
to be applied to acoustic respiration signals. 
With regards to a suitable feature recognition system for a miniature breathing detector, not 
all the methods found in the literature are suitable. Manually detecting the features by the human 
ear is not a possibility for an autonomous sensor. Soft computing methods often require consider- 
able computation and their ability to detect features in an acoustic breathing signal have not been 
verified. Of the possibilities found within the literature, threshold detection appears most appro- 
priate requiring the least computation and having been tested on the acoustic breathing signal. 
The feature recognition stage used in the proposed breathing detection algorithm (Section 1.3.3.2) 
uses an extension of the threshold detection technique. 
1.3.3 The proposed breathing detection algorithm 
The proposed algorithm for detecting breathing is now presented. For consistency with the previous 
section the algorithm is divided into two stages: feature extraction and feature recognition. The 
algorithm is specifically designed with consideration to the means of implementation-that of 
ultra-low power electronic circuits. The algorithm is tested on acoustic breathing signals from five 
people to show that not only can it be implemented in ultra-low power electronics but it is also 
effective in detecting breathing, and thus apnoea. Finally, an electrical specification is given for 
the circuit blocks used to implement the algorithm. 
1.3.3.1 Feature extraction 
Fig. 1.13 shows the feature extraction stage of the algorithm. This consists of a bandpass filter, 
rectifier and lowpass filter. To help explain the feature extraction stage, Fig. 1.14 shows time- 
domain signals at the input and at the output of the bandpass filter, rectifier and lowpass filter. 
The signal is 4 minutes in length. The subject breathes for 1 minute, holds their breath for 20 
seconds, breathes for 40 seconds, holds their breath for 30 seconds, breathes for 30 seconds, holds 
their breath for 40 seconds and finally breathes for the remaining 20 seconds. Units are normalised 
to the maximum amplitude of the acoustic sensor, beyond which the acoustic sensor clips the signal. 
The curves in Fig. 1.14 are now considered in turn as the blocks within the feature extraction stage 
are examined. 
The first block in the feature extraction stage is the bandpass filter. The parameters to be 
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Figure 1.15: Noise sources spectra (Section 1.2.4) super-imposed onto signal at the suprasturnal 
notch. Noise sources are: (a) speech, (b) the sensor rubbed, (c) external speech, (d) pulse and (e) 
myo-acoustic. The thin solid lines are from the suprasturnal notch signal (Fig. 1.6(a)). 
determined for this block are the frequency range of the passband, the filter type and order. 
The passband for the bandpass filter is determined by signal and noise characteristics reported in 
Section 1.2.3 and Section 1.2.4. These are combined, Fig. 1.15. This figure shows the frequency 
domain plots of the noise sources in Section 1.2.4 superimposed with the signal at the suprasturnal 
notch (Fig. 1.6 in Section 1.2.3). The noise signal with greatest amplitude is due to the subject 
speaking. This may be neglected as a source of noise as it requires airflow through the trachea and 
thus is an indication of breathing (It is dealt with separately within the algorithm, Section 1.3.3.3). 
The thin solid lines (from Fig. 1.6(a)) are for quiet breathing and represent the range of sound 
pressure densities that occur. These lines represent cycles of breathing at rest. Over each inhalation 
and exhalation the sound pressure density increases from minimum to maximum and then back 
again. Breathing at rest provides the lowest amplitudes of the acoustic signal for respiration 
so this set of curves represents the lowest amplitude waveform. Of these curves, only the two 
uppermost curves have signal-to-noise ratios greater than 0 dB and this occurs only in a limited 
frequency range, 500 to 900 Hz (neglecting the speech waveform). Therefore even for the lowest 
amplitude acoustic breathing signals, there are points during each exhalation and inhalation where 
the signal-to-noise ratio is greater than 0 dB. For this reason, the passband of 500 to 900 Hz is 
chosen for the breathing detector. A 6th order butterworth filter is chosen as it provides sufficient 
attenuation for the low frequencies and it is the minimum order bandpass filter that has a ladder 
prototype. There are strong harmonics around 300 Hz and a 6th order butterworth provides 
attenuation of approximately 30 dB at this frequency. A ladder topology provides minimum 
sensitivity which is especially useful for weak inversion implementation where transistor mismatch 
is large. A Butterworth prototype is chosen over a Chebyshev prototype as it provides sufficient 
out-of-band attenuation for the application with less inductor/ capacitor spread. This causes the 
filter to be less sensitive to precise pole placement and so less sensitive to mismatch. The effects 
of the bandpass filter can be seen in Fig. 1.14. One can observe a distinct change in the signal 
between the input from the sensor and the output of the bandpass filter. The signal-to-noise ratio 
is improved, with a visible decrease in the noise floor. This is because the bandwidth selected for 
the filter has an increased signal-to-noise ratio than when the entire input bandwidth is considered. 
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There is also some attenuation of the wanted breathing signal since its actual bandwidth extends 
further than the passband of the filter. Nevertheless the overall signal-to-noise ratio is improved. 
After the bandpass filter is the rectifier and a lowpass filter. This is to provide a signal that 
represents the envelope of the signal at the output of the bandpass filter. The output of the 
rectifier and the output of the lowpass filter are shown in Fig. 1.14. The 3 regions where the 
subject holds their breath can clearly be seen at both the output of the rectifier and the lowpass 
filter. These approximately occur between 64 and 80 seconds, 122 and 150 seconds and 181 and 
221 seconds. In the second breathing hold an artefact of 3 seconds exists in approximately the 
middle of the hold. In the third breathing hold, there are again a number of spikes which are noise 
artefacts. At the output of the lowpass filter the signal represents airflow where, neglecting noise 
artefacts, each peak represents either an inhalation or exhalation. With this particular waveform, 
exhalations correspond to greater amplitude peaks than inhalations. However, this is not the 
case for all the recorded waveforms. Some subjects have inhalations and exhalations of a similar 
amplitude. The lowpass filter smoothes the signal sufficiently so that the segmentation algorithm 
is able to detect an inhalation or exhalation as a single segment. If the cutoff frequency increases, 
the signal is smoothed to a lesser extent and many additional segments are detected hindering the 
effectiveness of the segmentation algorithm. If the lowpass cutoff frequency decreases the waveform 
becomes too smoothed for the segmentation algorithm to detect an inhalation or exhalation. This 
is especially so for fast breathing rates where the bandwidth of the breathing signal is greatest 
and the smoothing has greatest effect on the breathing waveform. To find the cutoff frequency a 
fast breathing rate signal was applied to the system. The signal was 1 minute long and created 
by having a subject exercise as fast as possible on an exercise bike for that time. The signal is 
only 1 minute long due to the tiredness induced by the exercise. The signal contained a total 
of 132 inhalations and exhalations. A first order filter with a low cutoff frequency was initially 
applied, where each inhalation and exhalation was correctly processed as a single segment. The 
cutoff frequency was increased until 10% of the inhalations and exhalations where found to be split 
into multiple segments. (These incorrect segments are ideally rejected by the feature recognition 
stage so the actual error rate of the algorithm as a whole may be greater than this. ) This is a first 
order filter with a cutoff frequency of 350 mHz. 
At the output of the feature extraction stage, the signal has been processed to a point where the 
amplitude of the signal represents airflow and the cyclic behaviour of breathing may be observed. 
There are still clear artefacts in the signal which are especially apparent during the breathing 
holds. After the feature extraction stage the signal is processed by the feature recognition section 
of the algorithm to attempt to reject these artefacts. 
1.3.3.2 Feature recognition 
Fig. 1.16 shows a block diagram of the feature recognition stage of the algorithm. The feature 
recognition stage consists of two channels, one containing a segmentation algorithm and the other 
a lowpass filter. The output of the segmentation algorithm and the output of the lowpass filter 
are compared with constants, A0 to A5, providing threshold detection. Each segment from the 
segmentation algorithm is tested in terms of its integral and length and the output of the lowpass 
filter is compared to threshold levels. Finally the two channels are combined with two logic gates, 
an AND gate and an OR gate. The output of the final logic gate, the OR gate, provides a one bit 
output indicating if breathing or if apnoea is occuring. Fig. 1.17 shows transient signals within the 
feature recognition stage during operation. The first axis shows the input to the feature recognition 
stage, which is the output of the feature extraction stage. The units are normalised and equivalent 
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Figure 1.18: Flow chart of the segmentation sub-block of Fig. 1.16 
to those used in Fig. 1.14. The axis also contains markers showing how the segmentation algorithm 
splits the signal. The second axis shows the length of each segment and the two bounds, A0 and 
Al, which are used to test the signal. The output of the test is TRUE if the length is between the 
two bounds. The third axis of Fig. 1.17 shows the integral of each segment with the two levels, 
A2 and A3, used in the subsequent test. The fourth axis shows the output of the lowpass filter 
with the two thresholds, A4 and A5. In the final axis the output of the system is shown, with 1 
representing breathing and 0 representing apnoea. 
The algorithm used to perform the segmentation is shown in Fig. 1.18. The input signal is the 
signal from the feature extraction stage. In this flow chart, the input signal is represented by a 
discrete signal, x (n), although the segmentation algorithm may also be implemented in continuous 
time. The algorithm functions by testing the input signal, sample by sample (or continuously for 
continuous time), for the maximum. The maximum is registered once the signal has decreased to 
50% of the peak level of the signal. Thus, even with considerable noise the this can still function, 
detecting maxima. Once the maximum is registered, the algorithm then starts to search for a 
minimum. This search is similar, finding the minimum then waiting until the signal is 50% larger 
before it is registered and the search for the next maximum starts. The minima found are used to 
divide the signal into segments, shown in the upper most axis of Fig. 1.17. It can be seen that the 
signal is mostly segmented into inhalations segments and exhalation segments. During breathing 
there are also shorter segments, an example is located at approximately 45 seconds in Fig. 1.17. At 
this location there is a short segment between an inhalation and exhalation. This segment should 
not be attributed to breathing. During the pauses of breathing between approximately 64 and 
80 seconds, 122 and 150 seconds and 181 and 221 seconds there are considerably longer segments 
than expected for inhalation and exhalation. This is the algorithm detecting minima and maxima 
during apnoea. These are either due to artefacts, such as between 135 and 140 seconds (in the 
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Table 1.5: Start and stop times of apnoea measured from the input signal and the output of the 
algorithm 
start /s stop /s start /s stop /s start /s stop /s 
Input signal 
Output of the algorithm 
64.4 
64.0 
80.3 
80.4 
121.5 
122.5 
150.4 
151.2 
181.2 
182.0 
220.7 
220.8 
middle of the second episode of apnoea), or to perturbations in the noise floor, such as in the first 
episode of apnoea, between 64 and 80 seconds. 
After the segmentation algorithm, the segments are then examined in terms of their length 
and integral. Segment lengths are compared with two bounds. A lower bound, Ao, is set to 0.5 
seconds, less than a time period for an inhalation or exhalation. An upper bound, A1, set to 
3 seconds represents a time greater than for a breathing segment. A number of segments exist 
during breathing which are due to non-breathing events and are considerably shorter in duration 
than the breathing signal. One such case occurs at approximately 45 seconds. The length of the 
segment is less than 0.5 seconds so is out of bounds and rejected by the algorithm. During the 
episodes of apnoea segments are often considerably longer than those associated with breathing. 
In this particular signal, over 7 seconds in one case. These segments may be rejected as not being 
caused by respiration. The bounds, A0 and A1, are set from the search routine using the test in 
Section 1.3.3.4. Likewise, the integral of the segments are also compared to two bounds, a lower 
bound (A2) of 0.027 normalised amplitude-seconds and an upper bound (A3) of 0.44 normalised 
amplitude-seconds. These values are found empirically by the search routine using the test in 
Section 1.3.3.4. During episodes of apnoea the length of segments is determined by artefacts 
and small perturbations of the noise floor. It is possible for perturbations in the noise floor to 
have similar length segments as those associated with breathing. These have similar lengths but 
considerably less energy. This is therefore detected by the segment's integral. In Fig. 1.17, at 
approximately 130 seconds there is segment of length 1.9 seconds, occurring during a period of 
apnoea. This has a similar length to segments due to breathing. However, its integral is below the 
lower bound, A2, so is rejected. The outputs from the integral testing block and the length testing 
block are combined with an AND gate, meaning that a segment must be both within bounds for 
length and integral to be accepted as a segment indicating breathing. 
The fourth axis of Fig. 1.17 shows the output of the lowpass filter in the feature recognition 
stage. A lower bound, A4, is used to detect when the average level of the signal is lower than 
that possible for breathing. This rejects segments that occur during apnoea which may meet the 
integral and length criteria but the average power of the signal is below that of breathing. An 
example of this is the segment shortly before 200 seconds in Fig. 1.17. The segment meets the 
integral and length criteria, however the average power of the signal suggests that it is noise rather 
than breathing, so it is rejected. The output of this threshold detector is a third input to the 
AND gate of Fig. 1.16. The segment must meet the integral and length bounds and the average 
level of the signal must be greater than A4, set to 0.014 (normalised amplitude). A4 is found by 
the search routine using the test in Section 1.3.3.4. There may be times during apnoea when this 
threshold is exceeded, such as during the artefact in the second apnoea episode. This is dealt 
with by the length bound as it exceeds the time for an inhalation or exhalation. An upper limit, 
A5, also exists for the special case of speech. Speech caused by the vocal cords vibrating is the 
greatest amplitude of any input signal, Fig. 1.15. This is detected with this upper bound. During 
speech the input signal is greatly distorted due it exceeding the input range of the sensor. This 
prevents the segmentation algorithm from correct operation. However it may be detected due to 
its amplitude. This is considered further in the Section 1.3.3.3. 
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The final axis of Fig. 1.17 is that of the output of the system. Three distinct periods of apnoea 
are observed. Table 1.5 shows the start and stop times of these periods of apnoea measured 
from this figure compared to the start and stop times of apnoea measured from the input signal, 
Fig. 1.14. The difference between the times for the onset and finish of apnoea are within 1 second 
for the waveforms. The first breathing hold lasts for 16 seconds, the second for 28 seconds and 
the third for 39 seconds. Although 20 seconds, 30 seconds and 40 seconds were asked for, this 
does not occur precisely as the person holding their breath will do it within what they consider 
a reasonable time from being asked. In this case one can see the person improved at keeping 
to the timings. For the initial breathing pause the feature recognition algorithm detects apnoea 
before it actually occurs as the segmentation algorithm finds a minimum before the end of the final 
breath, rejecting approximately the final half of it. This is due to the error in the precision of the 
segmentation algorithm. There are some artefacts on this signal. Initially the algorithm claims 
there is apnoea for approximately the first 3 seconds. This is due to the lowpass filter in the feature 
recognition section starting with an initial output value of 0. It requires approximately 3 seconds 
before sufficient energy is detected in the signal for it to be greater than the A4 threshold. There 
are a number of segments which are considered apnoea during breathing. This is either due to the 
segments not being due to breathing or due to the segmenting being caused by breathing and being 
detected incorrectly. Regardless of the cause, these segments are short in duration and if apnoea 
is to be reported after, say 10 seconds of a continuous signal, these are rejected. There are also 
artifacts during the apnoea signal. For the first two apnoea episodes these are rejected however, 
for the third apnoea episode two segments not caused by breathing but indicating breathing are 
present. These have failed to be rejected by the system. Around the time of their occurrence there 
are a number of artefacts, most of which get rejected. The two which do not get rejected have 
the characteristics of segments due to breathing. These waveforms show the algorithm functioning 
and an indication of its ability and limitations in rejecting noise. More precise measurements are 
in Section 1.3.3.4. 
1.3.3.3 Speech as a special case 
The acoustic sensor is attached to the suprasturnal notch and so it is in close proximity to the 
vocal cords. When there is speech the vibration of the vocal cords is greater than the breathing 
signal by over 20 dB in magnitude and causes the acoustic sensor to clip, exceeding the input range 
of the device. Fig. 1.19 shows a speech signal as detected by the acoustic sensor and signals within 
the feature extraction stage of the algorithm. The signal was created by attaching the sensor to 
a candidate and asking them to read text. Shown is a typical 4 minute section of the signal, the 
same length as Fig. 1.14 for ease of comparison. The input signal, in the upper most axis, is highly 
distorted due to the clipping. After the bandpass filter, second axis of Fig. 1.19 the speech signal 
is more evident. Speech consists of periods of the vocal cords vibrating with erratic breathing in 
between. These are mainly inhalations so that the exhalations may be used to make the vocal 
cords vibrate when needed. The signal contains considerably more power than before, which may 
be observed from all the axes in the Fig. 1.14. 
Fig. 1.20 shows the response of the feature recognition stage to a speech signal. Many more 
segments are found within the signal. Some segments many be rejected by the bounds on segment 
length and segment integral, however these are unreliable tests as segments may meet both these 
conditions and be due to speech. The output of the lowpass filter, however detects an averaged 
power of the signal and this may be used. During times of the vocal cords vibrating this increases 
about the upper threshold, indicating there is airflow and not apnoea. The peaks of the output 
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of the second lowpass filter reach approximately 0.5 normalised amplitude. One such peak is at 
approximately 150 seconds, in Fig. 1.20, at the end of a period of vocal cord vibration. After 
this period there is some breathing then a pause of a few seconds. The peak in the output of 
the lowpass filter drops to approximately 0.1 normalised amplitude in 8 seconds. This allows the 
system to detect apnoea within a few seconds of the end of speech. 
The lowpass filter is chosen as a first order filter so it has an exponential decay. The cutoff 
frequency, f, allowing a signal of peak amplitude, Apeak, to reduce to the lower threshold, A4, in 
time 'r is 
fc = 
1 
27rr In (Apeak/A4) 
If the peak amplitude is assumed to be 0.4 and the acceptable time for the filter to reduce to below 
the lower threshold is 10 seconds, then the cutoff frequency is 53 mHz. It may be noted that this 
assumed peak amplitude is exceeded in the waveforms shown. Due to the exponential decay, this 
difference may be neglected. Indeed even if the peak amplitude were 0.75, the time taken for the 
signal to decay to less than the lower threshold is 12 seconds. 
1.3.3.4 Results from the algorithm 
To test the effectiveness of the algorithm, recordings from 5 people were made and the algorithm 
applied to the recordings. Each person is asked to breath and hold their breath during tests to 
simulate the domestic environment. The tests involve each person being in a sitting position, 
having loud music playing, moving the head and shoulders rapidly, walking around, and lying 
down. The protocol is as follows: 
Test 1 Quiet breathing. Breathe at normal rest rate for 10 minutes. 
Test 2 Breathing and holding breath. Breathing for 1 minute, hold breath for 20 seconds, 
breathe for 20 seconds, hold for 30 seconds, breathe for 30 seconds, hold for 40 seconds 
and breathe for 20 seconds. 
Test 3 Background Noise. Music/radio playing in the background for 2 minutes. Breathe for 
1 minute, hold for 30 seconds then breathe for 30 seconds. 
Test 4 Movement of the upper body. Breathe for 1 minute while moving head (around neck) 
and shoulders. 
Test 5 Exercise. Breathe for 1 minute while walking. 
Test 6 Fall. Hold breath for 15 seconds, fall on chair, hold breath for a further 15 seconds, 
breathe for 30 seconds. 
Test 7 Sleep facing ground. Breathe for 1 minute, hold for 30 seconds and breathe for 30 
seconds. 
The protocol was designed by Prof. John Duncan, a medical clinician, who designed it to offer 
a fair test for domestic scenarios [39]. The signals are recorded using the soundcard of a PC at 
a sampling rate of 11,050 samples per second and 16 bit resolution. The algorithm explained in 
Sections 1.3.3.1 to 1.3.3.3 is implemented in Matlab and two test vectors applied to it. The two 
test vectors are formed for each subject, one containing all the time within all the tests (place 
sequentially) where the subject was breathing, and a test vector containing all the time within 
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all the tests (placed sequentially) where the subject was not breathing. The percentage time the 
algorithm is correct is recorded, ie the time breathing is detected in the breathing vector (true 
positive) summed with the time apnoea is detected in the apnoea vector (true negative), and given 
as a percentage of the total time. Values for the threshold levels within the feature recognition 
section of the algorithm were found, for each subject, using an automated optimisation routine, 
searching through a range of values until the combination giving the best results where found. In 
the final device the threshold levels will be found during an initial calibration stage for each patient 
and will not require alteration after the calibration stage. The percentage of time the algorithm 
is correct for each person is shown in Table 1.6. In all cases the algorithm performs effectively, 
with the average percentage of the time correct being 91.3% (true positives and true negatives). 
It is believed that with further optimisation of the algorithm these figures may be improved with 
further development of the algorithm. 
Table 1.6: Results of the algorithm tested on 5 people 
Person Percentage of time correct 
A 91.4% 
B 91.4% 
C 87.1% 
D 95.6% 
E 91.0% 
Average 91.3% 
1.3.3.5 Electrical specification for the algorithm 
The algorithm may be implemented with electronic circuits and the specifications of these blocks 
are now given. The precise circuits to implement the algorithm are described in the following 
chapters of this thesis. The circuits are the bandpass filter, the rectifier and the two lowpass 
filters. Details for the electrical specification of the system blocks are is shown in Table 1.7. 
As already determined, the bandpass filter is a 6th order Butterworth filter with a3 dB passband 
of 500 to 900 Hz. By considering Fig. 1.14 the dynamic range may be determined. The Matlab 
simulations shown in Fig. 1.14 assume filters with no noise and ideal linearity so the noise shown 
in the plots is due to the input signal only. Considering the output of the bandpass filter, the 
maximum peak signal is 0 dB. The average power of the noise during apnoea is measured at 
6.2 x 10-3 normalised units. Thus the inband signal of the bandpass filter has a maximum signal- 
to-noise ratio of 41 dB. So that the signal-to-noise ratio of the input signal dominates, the bandpass 
filter is chosen to have a dynamic range of 47 dB, exceeding the signal-to-noise ratio by 6 dB. In 
terms of linearity, the system is tolerant to some harmonic distortion. Due to the bandwidth of 
the filter, second harmonics of the inband signal are attenuated. Even at the lower 3 dB point of 
500 Hz, its second harmonic is at 1 KHz which falls out of band and is attenuated. Thus the signal 
at the output of the filter approximates a pure tone. To maintain this in a non-ideal filter it has 
been chosen to that the third harmonic intermodulation products are 5% or less in amplitude than 
that of the main tone when the main tone is at full amplitude. 
The output of the bandpass filter is the input to the rectifier. The rectifier requires a bandwidth 
of at least 1 KHz to accommodate the maximum frequency of the passband of the bandpass filter, 
including an extra 100 Hz bandwidth as margin for error. This is sufficient as at 1 KHz the 
bandpass filter has approximately 10 dB attenuation. The rectifier requires a dynamic range of 
47 dB, again to exceed the input signal's signal-to-noise ratio by 6 dB. The input of the rectifier, 
coming from the bandpass filter, is of a sufficiently high frequecy (excess of 50 Hz) to allow ac 
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Table 1.7: Electrical specifications for circuits to implement the algorithm 
Block Specification Value 
Bandpass Filter Type 6th Order Butterworth 
3 dB Passband 500-900 Hz 
Dynamic Range 47 dB 
Linearity 5% Third Order Intermoduation Distortion 
Rectifier Bandwidth 1 KHz 
Dynamic Range 47 dB 
Coupling Input ac / Output dc 
Lowpass Filter 1 Type 1st Order 
Cutoff Frequency 350 mHz 
Dynamic Range 47 dB 
Linearity 1% Total Harmonic Distortion 
Lowpass Filter 2 Type Ist Order 
Cutoff Frequency 53 mHz 
Dynamic Range 43 dB 
Linearity 5% Total Harmonic Distortion 
coupling on-chip. Offsets causes by previous circuitry may be de-coupled from the rectifier. The 
frequencies of interest at the output of the rectifier are under 1 Hz so dc coupling is required at the 
rectifier's output if off-chip components are not to be used. After the rectifier is a lowpass filter. 
The first lowpass filter is used in the feature extraction stage of the algorithm. It is a first 
order filter with a cutoff frequency of 350 mHz, necessary to smooth the signal sufficiently for 
the segmentation algorithm but maintain enough higher frequency information (described in Sec- 
tion 1.3.3.1). The dynamic range is 47 dB, again to exceed the input signal's signal-to-noise ratio 
by 6 dB. The linearity of the filter is specified as 1% total harmonic distortion. The signal-to-noise 
ratio of the input signal is equivalent to the total harmonic distortion so that for a single tone at 
the input, distortion harmonics at the output would be below the noise floor. 
The second lowpass filter is used in the feature recognition stage of the algorithm. It is a first 
order filter with a cutoff frequency of 53 mHz. If the maximum input signal is assumed to be 
0.5 normalised amplitude (from Fig. 1.14) and the lower threshold, A4, is 0.014 then the dynamic 
range may be 31 dB. Values below the lower threshold are neglected as noise. An extra 12 dB is 
added for the dynamic range specification so that the noise floor is 12 dB below the lower threshold 
so that the noise does not trigger the threshold detector. The noise is then 4 standard deviations 
from the lower threshold. The linearity of the filter is specified as 5% total harmonic distortion so 
distortion harmonics at the output are below the noise floor. The details of these blocks are shown 
in Table 1.7. 
1.3.3.6 Summary 
The algorithm has been explained and its performance evaluated. The algorithm has a feature 
extraction and a feature recognition stage. The feature extraction stage consists of a bandpass 
filter, rectifier and lowpass filter and the design parameters of these blocks given. The feature 
recognition stage is somewhat more involved, consisting of two channels, a segmentation algorithm, 
four threshold detectors, a lowpass filter and two logic gates. The output of this stage is a one 
bit signal, TRUE representing breathing and FALSE representing apnoea. A test protocol is 
designed and results from this show that the algorithm is correct, on average, 91.3% of the time. 
From the algorithm a set of electrical specifications are reached which form the basis from which 
the circuit blocks are designed. 
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1.3.4 Summary 
This section provides a review of the signal processing found within the literature for breathing and 
proposes a new algorithm for autonomous detection. Signal processing for the acoustic breathing 
signal is split into two stages and each of these is examined in turn. Feature extraction is split 
into: pre-rectification filtering, examining the initial signal bandwidths used; rectification of the 
signal and the various means in which this is achieved; and post-rectification filtering, examining 
different effects of this in the time and frequency domains. An addition technique is also considered, 
that of fractal dimension, which provides features that are independent from the outputs of the 
other feature extraction methods explained. After feature extraction is feature recognition and 
this examines manual recognition, soft computing methods and threshold detection. From a study 
of the literature, considering the abilities and limitations of the techniques found, an algorithm is 
proposed. This uses a novel feature recognition section and a segmentation algorithm to achieve a 
successful means to detect breathing, and hence apnoea. 
1.4 Conclusions 
The feasibility of designing a miniature breathing detector has been shown in terms of: a signal 
to detect, an acoustic sensor and an algorithm that may be implemented as an electronic circuit. 
Turbulence in the respiratory system is shown to exist and thus an acoustic signal is generated. 
Turbulence in the trachea occurs even for the lowest breathing rates showing that it is possible to 
detect breathing for all breathing rates. Over seven different equations linking sound detected and 
flow rate may be found in the literature. These do not consider the underlying physical processes 
and attempt to fit a curve to the data. Since seven attempts at this has yielded vastly different 
results it calls into question the validity of results from such an approach. A separate paper 
considers the physical process of turbulence in the respiratory system, indicating that the line of 
best fit should have two regions, one for below the onset of turbulence and one for above. On 
inspection of the results, this would appear to fit more closely with results found in the literature 
than the fitting provided. Regardless of the precise function, all results do have something in 
common: they show that the power found within the acoustic signal increases monotonically with 
flowrate. The most important conclusion is that there exists a signal which is possible to detect 
that demonstrates the occurrence of breathing; the precise relationship is not important for this 
application. 
Acoustic signals caused by breathing and noise sources are characterised in terms of their 
frequency content, being measured by the miniature sensor and including any distortion added by 
the sensor to the signal. Two positions for detecting the signal were tested and their frequency 
spectra shown. The signal detected at the side of the neck shows greater attenuation in the 400- 
800 Hz band than a signal detected over the suprasternal notch. When noise is considered, this 
frequency range provides the greatest signal to noise ratio and so the suprasternal notch is the 
preferred position. The greater amplitude of the acoustic signal from the suprasternal notch is due 
to the proximity of the sensor to the trachea in this location, being attenuated less by the tissue in 
between. The acoustic breathing signal may be thought of as amplitude modulated noise, with the 
modulation frequency equal to that of the breathing rate. This has been shown experimentally, 
and additionally frequency spectrums of the modulated signal for slow, medium and fast breathing 
are shown (demodulation is carried out first). These show that the fundamental and (usually) the 
first harmonics dominate. The demodulated (envelope) signal is shown to have a bandwidth of 
under 10 Hz to include up to the 5th harmonic. Noise limits the bandwidth of the sensor, with the 
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SNR being below 0 dB for frequencies below 500 Hz and above 900 Hz. This is then chosen as the 
optimum bandwidth to detect the acoustic breathing signal in. The noise sources considered are 
speech from the subject, myo-acoustic noise, the pulse, environmental speech and environmental 
vibrations. These are considered the most important for the system. Of the noise sources described, 
artefacts causes by the sensor being rubbed and touched have the greatest amplitude (with the 
exception of speech internal to the body, which is considered a type of wanted signal). Despite the 
presence of noise, it is possible to separate the wanted acoustic signal from the noise sources. 
Processing of the acoustic breathing signal found in the literature is discussed and a novel 
algorithm to process the signal proposed. There are at least 19 different papers which attempt to 
process the acoustic breathing signal to extract information. This information is usually to find 
a relationship between acoustic sound power in a bandwidth and airflow rate. Other uses are to 
find the exact point where each breath starts. A review of the signal bandwidths used shows large 
variation in these frequencies. Many algorithms are applied to the signal such as auto-regression 
and Fast Fourier Transforms and dividing the signal into frames. Although a wide, and often 
complex, choice of methods are available, these systems may be reduced to the same few basic 
blocks. The signal is first bandlimited then rectified and filtered. Often these operations are not 
explicitly mentioned, but are nonetheless completed. For example, the auto-regressive models used 
consider the power of the acoustic breathing signal, squaring the amplitude and thus performing 
a form of rectification. From these systems a signal is generated which is a monotonic function 
of the air flow rate. Autonomous detection of features within this signal is less well researched, 
with the most common means being threshold detection (when a signal is above a particular level 
breathing is assumed). Other means involve computationally expensive soft computing methods 
(eg hierarchical clustering analysis) or non-autonomous detection by listening to the signal. None 
of these methods are both autonomous and robust to noise and may not be used in a miniature 
breathing detector. The proposed algorithm is both autonomous and robust to noise. In addition 
it is designed so that it may be implemented in electronic circuits that consume less than 3 nW of 
power. The algorithm is tested using a protocol designed to test its ability to reject noise. Results 
from testing the algorithm on 5 subjects show the algorithm is indeed capable of operating with 
the presence of noise. 
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Chapter 2 
Weak Inversion Circuit Design 
2.1 Introduction 
Weak inversion was discovered by Barron when making measurements of MOSFETs at low currents. 
The measurements and discovery were first published in 1972 [1]. The drain current of a MOSFET 
was found to be an exponential function of the gate-source voltage from 3 pA to 300 nA with the 
particular MOSFETs used. In the same year Swanson and Meindl [2] published similar findings, 
demonstrating the potential for circuits to be designed to operate in this newly discovered region. 
Early circuit design in weak inversion showed the ability to create current and voltage references, 
amplitude detectors and circuits for crystal oscillators [3-6]. The work focused on designing circuits 
that were very low power and could be powered from a single cell battery. The circuits allowed for 
the miniaturisation of battery powered devices, with the specific application of the new development 
of digital watches. After this, publications in the area increased greatly. Table 2.1 shows the number 
of journal and conference papers with `weak inversion' or `subthreshold' in the title published on 
the IEEE website [7] over the following decades. By utilising weak inversion it is possible to design 
circuits that work at lower supply voltages and with lower power consumption. 
More recent publications have considered weak inversion in increasingly complex systems and 
in combination with other techniques. These systems include: high order filters, of various 
types [8-11]; bulk driven transistor techniques which may be applied to transistors operating in 
weak inversion to improve performance of current amplifiers [12], transconductors [13], log-domain 
integrators [14], Gilbert sinusoid shapers [15] and a voltage adder/subtracter [16]. The exponential 
characteristics found within the weak inversion region may also be used with log-domain filter- 
ing techniques [17]. This provides a suitable technology for filters that operate below megahertz 
frequencies. Similarly analogue floating-gate circuits may benefit from the exponential functions 
found in weak inversion. If multiple inputs are provided for floating-gate MOSFETS (FGMOS), 
the sum of their voltages, when applied to transistors in weak inversion, transforms to the multipli- 
cation of drain current. This effect may be used to implement an adaptive FIR filter [18]. FGMOS 
log-domain filters [19-21] that rely on weak inversion operation have also been published. Efforts 
Table 2.1: IEEE papers published with `weak inversion' or `subthreshold' in the title 
Decade Number of papers 
70's 19 
80's 42 
90's 145 
00 (to date) 181 
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to combine the benefits of the weak inversion region with deep submicron processes have resulted 
in circuits operating with supply voltages of 0.5V or less [22]. To summarise, there is considerable 
interest in developing weak inversion circuit designs and a wide variety of circuit types benefit from 
its use. 
This chapter introduces three transistor models which may be used for weak inversion design: 
the EKV model, the ACM model and the BSIM3v3 model. The EKV model provides the most 
elegant equations making it highly suitable for circuit analysis in weak inversion. The ACM model 
provides equations that avoid non-physical interpolating curves between weak and strong inversion, 
with the intension of modelling moderate inversion more accurately. This model is an extension 
of the EKV model and is useful at the limits of weak inversion, where circuits may benefit from 
straying into moderate inversion. Finally the BSIM3v3 model is compared (using a simulator) 
with the EKV model and good correlation is shown. Although the EKV model is considerably 
less complex than BSIM3v3 it is sufficiently accurate to model transistors. To demonstrate the 
ability for circuit analysis using the EKV model, a transconductor is used as an example and design 
equations and trade-offs for the transconductor found. 
2.2 Modelling weak inversion 
2.2.1 The EKV model 
The EKV model developed from work which was the steady progression from the discovery of weak 
inversion in 1972 [1]. This work attempted to fully model a transistor operating in weak inversion. 
Aspects such as the slope factor parameter [2], a symmetrical model [4] and the concept of forward 
and reverse drain current components were gradually developed between 1972 and 1979. Parallel 
work first published in 1977 by Jespers [23] showed that a similar symmetrical model could be used 
to model strong inversion. With the addition of suitable interpolation functions between strong 
inversion and weak inversion, offered in 1982 by Oguey and Cserveny [23], a complete dc model 
could be formulated, valid in all FET operating regions. Work on small-signal ac modelling and a 
refining of the model as a whole lead to the publication of the complete EKV model in 1995 [24]. 
In this section the basic charge-sheet model is used. This does not consider small geometry 
effects nor interpolation functions between weak and strong inversion. However, due to the limita- 
tions of matching in weak inversion circuit design, transistors of large dimensions are required and 
so small geometry effects may be neglected. Also, interpolation functions are chosen to provide a 
smooth transition between weak and strong inversion rather than to accurately model the mod- 
erate inversion region. Both of these factors complicate an otherwise non-complex model, which 
is highly suitable for hand calculation. The basic model is explained in terms of the principle 
equation and a small signal quasi-static model for conductances and capacitances. 
2.2.1.1 The principle equation 
A symmetric approach is taken in defining the model. This reflects the structural symmetry 
between the source and drain in a FET. Definitions of terminal voltages are referred to the local 
substrate as part of this symmetry. Let VD, Vs, VG be the drain, source and gate voltages, all 
referred to the local substrate respectively, Fig. 2.1. The drain current, ID, is separated into two 
components, a forward current IF and a reverse current IR: 
ID = IF - IR. (2.1) 
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Figure 2.1: The definition of voltages in the EKV model 
The forward current is only dependent on the voltage at the source and the gate (referred to the 
bulk) while the reverse current is only dependent on the voltage at the drain and the gate (referred 
to the bulk) only. Thus the effects of the source and drain voltages may be separated: 
yP-VS 
IF = Ise UT (Vs > Vp) 
VP-VD 
IR = ISe UT 
(VD > Vp) 
(2.2) 
(2.3) 
where Is is the specific current, UT is the thermal voltage and Vp is the pinch-off voltage. The 
specific current is given by 
Is = 2njCö, UT L, 
(2.4) 
where n is the slope factor, p is the mobility of the substrate, Cöx is the capacitance per unit area 
of the gate, W is the width of the drain and L is the length of the drain. The specific current, for 
design purposes, is essentially dependent on mobility, W/L ratio of the FET and on temperature. 
The thermal voltage is given by 
UT = 
kT 
(2.5) -ý 
q 
where k is Boltzmann's constant, T is absolute temperature and q is magnitude of electronic charge. 
The pinch-off voltage may be approximated as 
Vp 
VG - VTO 
n 
(2.6) 
where VTO is the threshold voltage, ie the gate voltage such that the inversion charge in the 
substrate is zero when the channel is at equilibrium. The pinch-off voltage plays an important 
part in determining which region the transistor is operating in. Both the source and drain voltage, 
referred to the bulk, must be greater than the pinch-off voltage for the transistor to be operating 
in weak inversion. The use of two components for the drain current leads to a symmetric model 
where the effects of the source and drain may be separated. 
The above equations may be combined to provide an overall principle equation for the drain 
current. Substituting (2.2) and (2.3) into (2.1) gives 
YP- (- vs -VD ID = IS e UT e uT -e UT VS > Vp, VD > VP- (2.7) 
This equation describes, to a first approximation, the behaviour of a weakly inverted FET. This 
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is independent of whether the source and drain voltages are similar or sufficiently different for 
one to dominate over the other. If the source and drain voltages are approximately the same the 
transistor is said to be in the conduction region. Small changes in both the source and drain 
voltage affect the drain current. If the source and drain currents are sufficiently different, say the 
difference being much greater than the thermal voltage, one of these two voltages dominates the 
drain current of the FET. This effect is magnified because the drain current is an exponential 
function of both the source and drain currents. Only a slight difference between these two voltages 
causes one to dominate, making the other negligible. Assuming the source is at the lower potential, 
(2.7) simplifies to 
VP-VS 
ID=Ise UT VS>VP, VD>Vp, VD-VS»UT. (2.8) 
Thus the drain current is (according to the model) no longer dependent on the drain voltage. The 
transistor is said to be in the saturation region. Note, unlike in strong inversion, the same equation, 
(2.7), may be used to describe both the saturation and conduction region of the FET. A region 
exists when the difference between source and drain voltage is not sufficient for the device to be 
considered saturated nor are the voltages approximately the same. There is a smooth transition 
between the two regions. This is useful to observe from a circuit design perspective. A FET, which 
may ideally be in the saturation region, may be operated at a slightly lower VDS , trading output 
resistance for the voltage across the FET. There is not a sudden change as in strong inversion, 
where pinch-off has either occurred or not (in a first order model). In summary, the drain current 
may be given as a function of the terminal voltages and be simplified to (2.8) for the saturation 
region. 
2.2.1.2 The small-signal quasi-static model 
For small-signal analysis, the effects of small variations in the terminal voltages are required, being 
represented as either conductances or resistances. Small changes to the voltages at the terminals 
of the device affect the output current and this variation in the output current can be represented 
as 
AID = 
äv AVG + äV ovs + 19VD AVD (2.9) G Vs'VD S Vc, VD VG, Vs 
= 9mgLVG - 9msLVS + JmdOVD 
(2.10 
where g,, , g, g-,, 3 and gmd are the gate, source and 
drain transconductances respectively. From (2.7) 
the transconductances may be found: 
9mg = ID/12UT (2.11) 
9ms = IF/UT (2.12) 
9md = IR/UT (2.13) 
To simplify small signal models it is often advantageous to use voltages referred to the source rather 
than the bulk. These transconductances are linked to transconductances referred to the source by 
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the following identities [25]: 
9m = 9mg (2.14) 
9mb = 9ms - 9mg - 9md (2.15 
gds = 9md (2.16 
where gm, g2b and gds are the gate-source small-signal transconductance, the body-source small- 
signal transconductance and the drain-source small-signal transconductance, respectively. Thus, all 
conductances are found from (2.7) and using the equations of Section 2.2.1.1 are easily calculated. 
2.2.1.3 Intrinsic capacitances 
Quasi-static modelling of capacitances is suitable for medium frequencies where the distributed 
nature of the coupling between the gate and the bulk may be ignored. It is claimed that quasi- 
static modelling is valid for frequencies below wo/6 [24] where wo is the transition frequency, given 
by 
WO =2 (Vp-VS). (2.17) 
For frequencies above w0/6 a non-quasi-static approach is needed. Assuming a quasi-static model, 
intrinsic capacitances are [24]: 
CGS = CöxWL 
IF (2.18) 
is 
CGD = CoXWL 
IS 
(2.19) 
CGB = 
n - 1COXWL (2.20) 
n 
CBs = (n - 1) CGS (2.21) 
CBD = (n - 1) CGD (2.22) 
It may be seen that the capacitances linked to the source are functions of the voltage at the source, 
and capacitances linked to the drain are functions of the voltage at the drain. In weak inversion 
IFIIS and IR/IS are both less than unity and once deep in weak inversion, are very small. Hence 
the gate-source and gate-drain capacitances are small also. With n between 1 and 2, the bulk- 
source and bulk-drain capacitances are of a similar magnitude to the gate-source and gate-drain 
capacitances respectively. The dominant capacitance is the bulk-gate capacitance as there is no 
channel. With a channel the bulk is shielded from the gate and voltage changes on the gate affect 
charge in the channel, which is strongly coupled to the source and drain. With no channel the 
main capacitance is between the gate and the bulk. This is advantageous from the circuit design 
perspective because the main parasitic capacitor is coupled to the substrate, which is likely to be 
held at a constant voltage and be at a low impedance. It is not effected by the Miller effect nor 
couples to other nodes in the circuit which may cause it to produce parasitic poles and zeros. 
2.2.1.4 Summary 
The EKV model is a symmetric model, with all terminal voltages referred to the bulk. The drain 
current may be written as an explicit function of the source, drain and gate voltages, all referred 
to the bulk. The effects of the drain voltage and the source voltage on the drain current may be 
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isolated, a useful feature for using the model for circuit analysis. Small-signal gate, source and 
drain parameters may be found and calculated from the terminal voltages, again useful for the 
analysis of circuits. The equations for the small signal capacitances are only valid for frequencies 
up to a specified limit. This model will later be used to analyse the performance of a circuit. An 
extension of the EKV model, the ACM model is now introduced which provides equations which 
are valid in all regions of operation. 
2.2.2 The ACM model 
The ACM model, published in 1998 [26], is an extension of the EKV model which attempts to avoid 
the non-physical interpolating curves that are usually used between weak and strong inversion. 
Weak inversion is commonly assumed to occur for normalised forward drain currents of less than 
unity (normalised to the specific current). Strong inversion is commonly assumed to occur for 
normalised forward drain currents greater than 100. There remains a region between unity and 
100, moderate inversion, which in the EKV model is modelled by interpolation. Although this 
chapter is focused on the weak inversion region, there is a continuous function between weak 
inversion and strong inversion. Diffusion currents, the underlying mechanism for weak inversion, 
do not suddenly stop but gradually become less dominant as drift currents become the main charge 
carrier. In this moderately inverted region, some weak inversion diffusion current functionality is 
maintained, although it reduces with increasing inversion. It is sometimes possible to operate a 
circuit designed for weak inversion in moderate inversion, accepting tradeoffs in performance, such 
as increased distortion for greater signal amplitudes. 
The drain current for the ACM model is similar to the EKV model in that the drain current is 
the subtraction of the reverse current from the forward current, 
ID= IS (i f- 2r) , 
(2.23) 
where Is is the specific current and if and i, are the reverse and forward currents normalised to 
the specific current. This is defined differently to the EKV model and is given by 
UT W 
Is = µnCox 2L (2.24) 
Transconductances may be shown to be functions of the normalised forward and reverse currents, 
the specific current and the thermal voltage [26]: 
9ýr+. s 9mg = 
- gmd (2.25) 
n 
= 
UT 
9ms 
(, Fl 
-ý if- 1) 
(2.26) 
21s 
gmd = (1+ it - 1) 
(2.27) 
UT 
where the transconductances have the same definition as in the EKV model. Capacitances are 
defined in terms of the normalised forward and reverse currents, the oxide capacitance (CöXW L) 
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and the slope factor, n: 
Cs = CöXWL2 1- 
1 [i_ 
31+ if 
CGD = CoXWL3 1- l+i 
[i_ 
r 
1+ it 
l+if+ 1-+ir) 
I+ iT 
1+if+ 17 it 
(2.28) 
(2.29) 
n-1 CGB =n (CöXWL - CGS - CGD) 
CBS = (n - 1) CGS 
CBD = (n-1)CGD 
(2.30) 
(2.31) 
(2.32) 
The most important capacitances for circuit design are listed above and are valid in weak, moderate 
and strong inversion (terms may be derived from these for the other capacitances [26]). The 
capacitances may not be assumed to be symmetrical, ie CZj C. In other words, by defining 
Cif = -2-Q--1 the change in charge at node i with respect to a change in voltage at node j is not 
equal to a change in charge at node j with respect to a change in voltage at node i. 
All the parameters of the model, such as the drain current and terminal capacitances, are 
provided as functions of the normalised forward and reverse currents which are required as inputs 
to the model. Unfortunately, it is usually required that the transistor models use terminal voltages 
as the input, thus normalised forward and reverse currents must be calculated from these. An 
approximation may be used, which is a non-physical interpolating function between weak and 
strong inversion. This kind of non-physical interpolating function is the very reason for developing 
the model. Despite the need for interpolating functions for the main two variables, all other model 
variables result without further need of interpolating functions. The approximations for normalised 
forward and reverse currents from terminal voltages are: 
if = 
[i 
+ In 
(1+e_/UT)]2 
-1 (2.33) 
hupVD)IU= [1+1n(1+e_T)]2_1 (2.34) 
The ACM model consists of a reduced set of equations, each of which is valid over all regions. 
Such an approach is beneficial for circuit design as there are no sharp discontinuities in the function 
and no prior assumptions for regions of operation are required when considering circuits. Despite 
the model's success at removing interpolating functions, two still remain, ie the interpolation 
functions for the normalised forward current and the normalised reverse current. Since all other 
variables of the model are defined from these, the model is still as reliant of interpolating functions 
as the EKV. 
2.2.3 The BSIM3v3 model 
The first version of the BSIM3v3 model was made available in 1995, the first in the series of SPICE 
based models to take a single-equation approach [27]. One equation is used for all regions and 
incorporates smoothing functions between regions. Importantly, all derivatives are continuous, ie 
the drain current equation is a C,, function, which solves the problems of discontinuous derivatives 
found in earlier SPICE based models. The model is widely used and model parameters are given 
for many process technologies. However, the large number of variables for the model and the 
complexity of the drain current equation is such that it prohibits hand calculation and elegant 
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Figure 2.2: A circuit to extract the specific current of a FET 
analysis of circuits. Due to the complexity of the equation, means to extract EKV parameters 
are given, rather than to describe the model. This is useful as the process technology used in 
later chapters is only characterised in terms of the BSIM3v3 model. Extracting EKV parameters 
from the BSIM3v3 model allows the EKV model to be used for the analysis of circuits where 
the BSIM3v3 model is too complex. Methods for extracting both large signal and small signal 
parameters of the EKV model are now given. 
2.2.3.1 Large signal parameter extraction 
A dc model of a transistor may be found by substituting (2.6) into (2.7), that is: 
VG_VTO 7 -Vs XL 
ID = Ise rUT e UT -e UT VS > VP, VD > VP. (2.35) 
Thus the drain current is given as a function of terminal voltages. There are 3 parameters to extract 
for this model, the specific current Is, the threshold voltage VTO and the slope factor n. These 
three EKV model parameters may be extracted with two simulations of the BSIM model [28,291. 
The first simulation allows the specific current to be extracted. The specific current of a FET is 
proportional to the W/L ratio so the specific current for a square transistor is found, normalising 
the specific current to the W/L ratio. The specific current is extracted by setting VG and VD to 
the maximum supply voltage and sweeping the source voltage, Fig. 2.2. A plot is then made of 
g, UT/ID as a function of ID, as VS is swept. The FET is forced into saturation and is varied from 
weak inversion to strong inversion. In weak inversion, g,, UTIID equals unity as it equates to the 
forward current divided by the drain current. In strong inversion, gmsUT/ID has an inverse square 
root relationship with drain current. The specific current corresponds to the intercept point of the 
strong and weak inversion asymptotes. Fig. 2.3 shows a typical plot obtained where the intercept 
is 220 nA, the specific current for the transistor. Ideally, the plotted curve should have a gradient 
of zero when the transistor is in weak inversion (low ID). In reality, there is a curve which is due 
to modelling errors within the BSIM3v3 model. This method for extracting the specific current 
considers the operation of the transistor from the weak inversion region to the strong inversion 
region, providing improved accuracy over methods using a smaller data set. 
The second simulation is used to extract the threshold voltage and the slope factor. The FET 
is diode connected, Fig. 2.4, and the gate voltage is swept, with the source biased with a constant 
current that is half the specific current. The source voltage is measured and plotted as a function 
of the gate voltage, Fig. 2.5. The threshold voltage is the gate voltage when the source voltage is 
zero, in this case 524 mV. Using curve fitting on Fig. 2.5, two other parameters may be extracted: 
the body effect factor, -y, and the surface potential, 0. These are found using the equation for the 
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Figure 2.3: Specific current is found by the intercept of strong and weak inversion asymptotes 
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Figure 2.4: A circuit to extract the slope factor of a FET 
pinch off voltage, 
Vp = VG -VTO+7' + 
VG-VTH++ 'YVY'+(2/2 (2.36) 
For the specific transistor used to generate Fig. 2.5 this leads to 0=1.428 V and ry = 0.682 V1/2. 
The value for 0 is slightly greater than expected because it is sensitive to errors in the other 
extracted parameters. The slope factor is then given from these extracted parameters, using the 
EKV model equation 
I 
=1- (2.37) 
n2 VG-VTO+(2ý V4)2 
It may be noted that the slope factor is a function of the gate voltage and is not actually a constant. 
The slope factor is plotted against the gate voltage, Fig. 2.6, to examine this change in slope factor 
as a function of gate voltage. Assuming the transistor is operating in weak inversion, with a drain 
current in the range of nanoamps to tens of nanoamps, VG is between 300 mV and 400 mV. This 
provides a slope factor of 1.300 ± 0.005 which is a sufficiently small variation to be considered 
approximately constant. From the second simulation it has been possible to calculate both the 
threshold voltage and the slope factor. 
To compare the accuracy of the EKV model with extracted parameters and the BSIM3v3 
model, a FET is biased in the saturation region and its gate voltage swept. Results, Fig. 2.7, 
compare the EKV weak inversion model (2.35) to the simulated BSIM3v3 model. There is good 
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Figure 2.7: Drain current verses gate voltage characteristics of: (a) the EKV (WI) model; and (b) 
the BSIM model 
correspondence between the BSIM3v3 model and the EKV model in the weak inversion region 
from drain currents of 10 pA to the onset of moderate inversion. As the gate voltage increases 
and the transistor becomes strongly inverted the EKV weak inversion model no longer models the 
transistor accurately. Fitting functions and strong inversion equations within EKV model are not 
included. The aim of extracting the EKV parameters from the BSIM3v3 model is to provide a 
model elegant enough to allow hand calculation for the analysis of circuits yet still be accurate 
enough for the results to be meaningful. The maximum accuracy between the two models is found 
around the upper region of weak inversion with currents between 1 and 50 nA, the range in which 
circuits designed for weak inversion operation are likely to operate. There is a discrepancy between 
the models at drain currents lower than 10 pA. Theoretically, the weak inversion region should 
continue as VG decreases [25]. It can be seen that the curve representing the drain current of the 
BSIM3v3 model alters below 10 pA. This is due to gmin option in the simulator. The simulator 
places resistors between nets of conductance gmin to aid convergence and in this simulation is 
set to 1 pS. These magnitudes of current are below the thermal noise floor and so inaccuracies 
in simulation are not important. Using the very much simplified EKV model for weak inversion 
design provides results comparable to BSIM3v3 modelling and may be used for circuit analysis. 
2.2.3.2 Small signal parameter extraction 
Small signal parameters to be considered are output conductance, ie the conductance of the channel, 
and the gate-bulk capacitance, the dominant capacitance. Fig. 2.8 is a plot of the drain current 
verses the drain voltage for (2.35) and the BSIM3v3 model. The FET is a 10 µm by 10 µm with 
a gate voltage of 400 mV. Although the plots of the two models are approximately the same their 
gradients are somewhat different. These gradients represent the output conductance of a FET and 
are show in Fig. 2.9. The EKV model of (2.35) is represented by a straight line which departs 
from the BSIM3v3 model at drain voltages above approximately 120 mV. This is due to the model 
assuming a charge sheet approach causing the output conductance to tend to zero. Although a 
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Figure 2.8: Drain current verses drain voltage for a FET 
channel does not exist, a similar effect to channel length modulation occurs [25]. Increasing the 
drain voltage causes a greater electric field to exist between it and the surrounding bulk. This has 
the effect of shrinking the distance between the source and the drain. The behaviour of source-drain 
conductance, gsd, may be given by [25] 
1 Es tox ID 
9Sd 2 Eon L nUT 
(2.38) 
This equation is valid for drain voltages greater than 5 thermal voltages and is also plotted on 
Fig. 2.9. It can be seen that it approximately equals the BSIM3v3 curve for values of drain voltage 
greater than 300 mV. The derivation of gsd considers the effects of Drain Induced Barrier Lowering 
(DIBL) around the drain by assuming simplified geometries of it. Indeed, a number of parameters 
may be added, to be empirically adjusted', to account for the inaccuracies of this modelling [25]. 
Although the value of output conductance given by (2.38) is approximately two fold different to 
the BSIM model, it is significantly closer than a charge sheet model with a drain voltage of greater 
than approximately 300 mV. 
Fig. 2.10 shows capacitances associated with the gate as a function of the gate voltage. The 
capacitances Cgg, C93, C9d, Cgb are from the BSIM3v3 model and are the capacitances linked to a 
small change in voltage at the gate. An additional line is added, representing the Cgb capacitance 
of the EKV model for the weak inversion region. The figure shows the gate voltage varied from 0 
to 1 V, covering weak, moderate and strong inversion, to compare the relative magnitudes of the 
capacitances in different regions with respect to the weak inversion region. The total capacitance 
seen at the gate, Cgg, is less than one third of its value in strong inversion. This is advantageous 
from a circuit design perspective as it reduces unwanted capacitances and improves the poor fre- 
quency characteristics of the weak inversion region. The capacitance Cgg is the sum of capacitances 
Cgs, Cgd and Cgb. In weak inversion it is the gate-bulk capacitance that dominates and the other 
capacitances are sufficiently small to be neglected. The gate-bulk capacitance given by the EKV 
model, (2.20), shows good agreement with the BSIM3v3 model when gate voltage is in the region 
of 200 mV to 400 mV. As already mentioned, this includes the usual range of gate voltages for 
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weak inversion circuit design. Below these values, the drain current is sufficiently below the noise 
floor and so may be neglected. 
2.2.4 Mismatch modelling 
So far the modelling of one transistor is assumed to be accurate for another device, in the same 
technology and of the same dimensions. Two variations occur which limit the ability of one model 
to work for all transistors: process variation and mismatch variation. 
Process variation considers the change in model parameters from one chip to another. This is 
due to changes in production from one silicon wafer to another and also where the die is located 
on that wafer. It is assumed that all the transistors on a single chip are similar in terms of 
characteristics, the difference is between one chip and another. The variation is caused by tolerances 
on mask alinement, oxide growth for the gate oxide layer and implanted ions and may be considered 
as a uniform distribution between limits. These limits represent the maximum range of values 
tolerated during manufacturing. This may be simulated using values from a uniform distribution 
for transistor parameters. A series of simulations, each with different parameters from a uniform 
distribution are used to characterise the effects of process variation. Effects of process variation are 
minimised using good design practices such as biasing using currents rather than voltages. If the 
threshold voltage of the transistors is different to that expected, the bias current when converted 
into a voltage, takes account of the change in threshold voltage and the effect is cancelled. 
Mismatch variation considers the change in parameters from transistor to transistor. It assumes 
that the transistors are in close approximity and in the same environment. Variations due to 
temperature gradients or other design factors are not considered, although they may be present 
on a chip. The Pelgrom model [30] may be used to model mismatch variations in FETs, taking 
into account the effects of transistor area on the distribution. The standard deviation (s. d. ) for a 
parameter P measured on two different FETs (Pl and P2), using the Pelgrom model is 
(Pl - P2) =A (2.39) WL 
where Ap is a constant with appropriate units for the parameter. The model assumes that the 
square root of the area of a transistor is inversely proportional to the standard deviation of the 
parameter. This model applies both for relative and absolute changes in parameters. Two indepen- 
dent variables are used to model FETs: the absolute change in threshold voltage and the relative 
change in mobility. In weak inversion saturation, this may be expressed in the following form: 
VG-VTO- VTO 
ID =IDO 1+ADO=IS1+ 
o° 
e (2.40) 
iV AID 
=1+ 
µ0 
e_ nUT -1 (2.41) IDO µo 
The change in mobility can be considered as a percentage change of the specific current since the 
specific current is proportional to the mobility. For a transistor of 1 pm by 1 ym and using from 
the AMS 0.35 pm process a 3% s. d. change in the threshold causes a 5% change in the drain 
current. Whereas for a 3% s. d. change in the mobility causes a 0.042% change in the drain current. 
Thus variation in drain current is predominately caused by threshold variation in weak inversion 
saturation. Although this is shown for a transistor in the weak inversion saturation region, the 
result is also true for a transistor in the weak inversion triode region. Therefore the changes in 
mobility may be neglected, reducing the number of mismatch variables per transistor to one. 
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A further approximation can be made to aid circuit analysis that takes into account mismatch 
variation. Since the mismatch variation should be small, a linear approximation to the exponential 
function may be used: 
LV VG-VTO VS 
- ID = Is 1+ nUT 
e n1 T ýee UI 
vo ) 
(2.42) 
The accuracy of this approximation improves as the size of transistors increase, decreasing the 
standard deviation of the threshold voltage. This approximation overestimates the percentage 
change in drain current by almost double for a transistor of this size. However, the approximation 
improves as the size of transistors increase. For a 10 pm by 10 pm transistor the drain current 
error at the 3 s. d. threshold voltage change is 0.12%, the same as for when the approximation is 
not used. Thus the approximation has a high accuracy. 
A further technique to aid circuit analysis is to replace variables that represent a change due 
to mismatch with random variables. A random variable representing the Pelgrom model may be 
defined as 
AZ 2 
Xi N0, 
WZLZ 
(2.43) 
that is, Xi has a normal distribution with a mean of zero and a standard distribution of Ail W LZ. 
Assuming the linear approximation to the exponential function can be used (as in (2.42)), the drain 
current of a FET is given by 
ID = IS 1+ 
ýT 
e 
nV UTTO 
e_ 
UT 
- e- UT (2.44) 
Properties of independent normal random variables may now be exploited for circuit analysis. One 
useful property of independent normal random variables (used extensively in Section 2.3.5) is their 
addition and subtraction into new independent normal random variables. That is, let X and Y be 
independent normal random variables with distributions 
X ti N (µX , aX) 
(2.45) 
Y ^' N (p'y, 
4) (2.46) 
then their sum and differences are 
U =X+Y- N(µx+µy, ax+ 4) (2.47) 
V =X-Y- N(µx-µY, ox+ 4Y) (2.48) 
Both U and V are normal distributions and are independent of each other. Since transistors of 
different dimensions will have different normal distributions, this allows their effects to be combined. 
Reducing the number of independent random variables simplifies equations which use them and is 
useful for circuit analysis. 
2.2.5 Summary 
The EKV model has been introduced, referring to its use in the weak inversion region. This 
includes the drain current equation and small signal quasi-static modelling of transconductances 
and capacitances. This model is used extensively in the following sections of this chapter and in 
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the remaining chapters on circuit design in this thesis. A brief overview of the ACM model is given, 
as an extension of the EKV model. The ACM model provides continuous equations from weak to 
strong inversion, attempting to accurately model moderate inversion. This is useful from a circuit 
design perspective as circuits designed for weak inversion may stray into moderate inversion whilst 
maintaining their functionality. A method for extracting EKV model parameters from BSIM3v3 
simulation is explained and the resulting EKV model is compared against the original BSIM3v3 
model, showing consistency between the models. This provides a link between the BSIM3v3 model, 
commonly used for transistor models supplied by foundries, and the EKV model which is simple 
enough to enable hand calculation and theoretical circuit analysis. Process and mismatch variation 
were also discussed and a means to represent mismatch variation of transistors in weak inversion 
given. Mismatch variation of transistors in weak inversion is dominated by threshold mismatch 
and this may be represented as a single random variable per transistor. 
2.3 Tradeoffs in a transconductor 
Having considered the modelling of a FET in weak inversion, showing there is good correlation 
between the full BSIM3v3 model and the simplified uniform charge-sheet EKV model, this can 
be used to design circuits. The EKV model shows good correlation with the BSIM model and 
is elegant enough for use in algebra, developing mathematical models for circuit blocks. As an 
example of this, a simple transconductor operating in weak inversion is considered. As with all 
circuit blocks numerous tradeoffs may be made to improve performance in one area at the expense 
of another. A mathematical model is developed, using the EKV model, to quantify the tradeoffs 
in a simple transconductor. The limits of performance with respect of parameters such as the 
supply voltage are given, showing the possibilities and also what is theoretically not possible. A 
methodical design procedure is presented showing how to design the transconductor in a step by 
step manner, given a specification. 
The transconductor considered, Fig. 2.11, is a differential pair with an active current mirror 
load. Even with such a simple transconductor considerable insight may be gained by modelling it. 
Although many books work through the theory for FETs in strong inversion and BJT circuits, little 
is shown for weak inversion. Weak inversion operation shows most similarity with BJT operation, 
both being based on diffusion currents and thus having exponential characteristics. Nevertheless 
there are sufficient differences between the BJT and FET in weak inversion to provide a separate 
derivation, notably the slope factor and the need for biasing for saturation. 
2.3.1 Setting the bias current 
The principal parameter for a transconductor is its transconductance. This controls the frequency 
of poles and zeros when it is used within a filter and is the basic reason for using a transconductor. 
Conveniently, this is set by one parameter alone, the bias current. Thus if the desired transcon- 
ductance is known, (it being hard to conceive a scenario where it might not be) the bias current 
may be set. This reduces the complexity of the rest of the design effort by removing one degree of 
freedom. 
With reference to Fig. 2.11 and considering the input FETs of the differential pair, M2 and M3, 
currents Il and I2 may be given as, 
VCM+VDM-VTO-nVX 
Il = Ise nUT (2.49) 
VCM-VDM-VTO-TVX 
12 = ISe 'UT (2.50) 
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Figure 2.11: A differential pair based transconductor 
assuming perfect matching and that the devices are saturated. Transistor Ml acts as a current 
source, forcing I. and 12 to sum to a constant value, set by the current source, Ibias, 
'bias = I1 + 12- (2.51 
In practice this value is not perfectly constant due to the output resistance of this transistor. The 
sum and difference of Il and 12 may be used to find the transfer function between the input voltage 
and output current, ie: 
Il - I2 = Ise 
-V nUT 
VXe 
'UT "2 sinh 
VDM 
nIIT 
(2.52) 
Il + I2 = Ise 
V 
nUT 
`ýX 
eVý "2 cosh 
nUT 
(2.53) 
Substituting (2.51) and (2.53) into (2.52) provides the differential pair equation 
lout = I1 - I2 = Ibjas tank 
V DM 
nUT 
This difference of the currents I. and 12 is due to the difference of the voltages at the two inputs. 
The output current is achieved with the current mirror made of M4 and M5, mirroring Il into 
the same node 12 is drained from. The advantage of this topology is that the output current 
may flow in both directions and that, with ideal transistors with infinite output resistance, any 
common mode input voltage does not effect the output current. Transconductors not based on 
differential pairs often require considerable circuitry to reduce common mode effects. In terms of 
power consumption the differential pair is advantageous as the current through it is fixed. If a 
large voltage difference is placed across the input, the overall power consumed does not increase 
as the sum of the currents I. and 12 is constant. The part of (2.54) which is least wanted is 
the hyperbolic tangent function. This limits the differential pair to small signal operation due to 
the distortion it causes. The term VDM/nUT must be kept within limits for a maximum given 
distortion. Compared to the BJT case the addition of the slope factor aids the linearity. Another 
important factor of this term, as pointed out by Gilbert in [31], is that it is inversely proportional 
to temperature. As temperature increases, the linearity of the circuit increases due to the thermal 
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voltage term. 
The trans conductance is given by differentiating (2.54). The trans conductance when VDM = 0, 
that is the maximum transconductance, is 
_ 
Wout 
_ 
'bias 
9m 9VDM 
nUT 
(2.55) 
Assuming a small signal, any deviation from this quiescent value of transconductance may be 
considered distortion, ie if VDM zA 0. The transconductance is a function of the bias current, the 
slope factor and the thermal voltage. The slope factor is a function of the technology and the 
thermal voltage a function of temperature. Thus the only parameter that is a design variable is 
the bias current and as such should be set to achieve the required trans conductance. This single 
one-to-one mapping between transconductance and design variables is advantageous in designing 
a transconductor. 
2.3.2 Distortion - setting VDM 
Distortion of this transconductor is predominantly due to the hyperbolic tangent function of (2.54). 
Distortion may be analysed by expansion of the hyperbolic tangent function. The Taylor expansion 
for the hyperbolic tangent function is: 
tanh (x) =x_1x3+2x5- 
17 
x7 + ... 3 15 315 
(2.56) 
Considering only the hyperbolic tangent term of (2.54), assuming an input signal of VDM cos 0 and 
by applying cosine expansions, it is possible to express the hyperbolic tangent term in the following 
way: 
tanh 
V DM (9) Alcos (0) + A3cos (30) + A5cos (50), (2.57) 
where 
Al 
_ 
VDM 1 VDM 3+1 VDM 5 
(2.58) 
nUT 4 nUT 12 nUT 
1 VDM 31 VDM 5 
2.59 A3 
12 nUT 
+ 
24 nUT 
() 
1 VD M5 A5 = (2.60) 120 
(flUT, 
Fig. 2.12 shows plots of the amplitudes of A1, A2 and A3 as a function of the differential input 
voltage. The differential input voltage is varied between 0.1 mV to 20 mV. The circuit is assumed 
to be working at room temperature and using a technology with a slope factor of 1.3. As expected, 
Al increases approximately linearly with differential input voltage, A3 increases approximately 
proportionately with the cube of the differential input voltage and A5 increases proportionately to 
the differential input voltage to the 5th power. 
An estimate of the the Total Harmonic Distortion (THD) may be made by considering the 
amplitudes of the 3rd and 5th harmonics and neglecting higher order harmonics, ie, 
(2.61) 
5 
THD 
3 +A 
Al 
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Figure 2.12: The amplitude of the harmonics: (a) Al, (b) A2 and (c) A3 as a function of the 
differential input voltage 
Fig. 2.13 compares this approximation to simulation of the circuit using BSIM3v3 models in a 
0.35 µm technology as a function of the differential input voltage. The differential input voltage 
is varied between 0 and 20 mV, corresponding to a THD of up to approximately 2.5%. This 
approximation of THD is accurate up until a few percent, which is suitable for most circuit design. 
Commonly used values for THD are 1% and lower (VDM = 12 mV for a THD of 1%). In terms of 
designing the transconductor, if the required THD is known then the differential input voltage may 
be calculated. This graph illustrates the tradeoff that occurs between THD and the input voltage 
in a quantitative manner. Given a precise differential input voltage amplitude, the distortion may 
be known. This allows the designer to make an informed tradeoff between THD and differential 
input voltage amplitude. 
This, however, is very much an ideal case where transistors are assumed to be perfectly matched. 
If mismatch is considered, the THD is slightly greater than the value calculated here. Mismatch 
mainly contributes to distortion by adding even order terms, which are examined in Section 2.3.5. 
However, the equations provided here are still useful in allowing an approximate calculation, requir- 
ing only knowledge of the slope factors of the technology. It is simple enough for hand calculation 
and adding, say 20%, to the THD value calculated takes into account reasonable mismatch. As a 
first approximation this is sufficient. 
2.3.3 Quiescent Biasing - Setting the supply voltages 
In order for any circuit to operate, a sufficiently large supply voltage is required. As process 
technology moves towards smaller dimensions, the maximum supply voltage reduces. The reduction 
of supply voltage reduces the effectiveness of some techniques commonly used in circuit design, 
such as cascoding. Cascoding allows the impedance of particular nodes to be increased at the 
expense of the voltage required across the cascode. As the voltage supply reduces the number of 
cascode stages that can be used reduces. A reduction of supply voltage also reduces the power 
consumed by a circuit. If a circuit is biased with a particular current and this is maintained as 
supply voltage changes-as in this case of a differential pair being used as a transconductor, with 
fixed transconductance-the power is proportional to the supply voltage. The minimum power 
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supply that may be used with a differential pair transconductor with no cascoding, Fig. 2.11, is 
now considered as a function of design parameters to give the performance required. The aim is to 
find the lowest voltage supply and hence the minimum power for the circuit to operate correctly. 
As the transistors are operating in weak inversion the output resistances of the FETs is large, 
alleviating the need for cascoding. Voltages within the transconductor are now found, and used to 
calculate the minimum supply voltage. 
The voltage Vx may be found from (3.2). (3.2) gives Il in terms of the differential and common 
-mode input voltages and Vx. Il may be given as a function of differential input voltage and the 
bias current by substituting (2.51) into (2.54): 
(2.62) Il = 
Ib2 S1+ tank 
nýT )) 
- 
From (2.62) and (3.2), Vx is a function of the input voltages, bias current and process parameters 
Vx =1 
(VCM 
- 
VTOn) + UT In 
2152 
cosh 
VDM (2.63) 
nn 'bias nn UT 
where IS2 is the specific current for transistor M2 and the n subscript is added to the threshold 
voltage and slope factor terms to show are the values for NMOS transistors. A number of points 
may be noted about this equation. There is a linear relationship between the common mode input 
voltage and VX and this may be used to set VX. VX also varies as a function of the differential 
input voltage, however in a more involved way. When the differential input voltage is large (above 
around 140 mV) the function Vx in terms of VDM approximates a piecewise linear relationship, 
VX =n (VCM+IVDMI -VTOn) - 
UT III IIss (2.64) 
n 
However, with a large differential input voltage amplitude the distortion is larger than desired for 
most circuits. For smaller amplitudes, Vx is a weaker function of the differential input voltage. 
Indeed the gradient approaches zero for zero differential input voltage. This is due to a hyperbolic 
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Figure 2.14: The voltages at nodes X and Y as a function of the differential input voltage 
cosine term in (2.63) being an even function. It may also be noted that the effects of the differential 
input voltage are altered by the bias current used and the specific current of the input transistors 
(it is assumed they are matched). That is, as the bias current increases the effects of the differential 
input voltage on Vx reduce. As the W/L ratio of the input transistors increase the effects of the 
differential input voltage on Vx increase. 
The main effect of the voltage Vx is that it determines the operation of transistor Ml of 
Fig. 2.11. If Vx is small the transistor will operate in the triode region, acting as a resistor 
rather than a current source. Although the transconductor will still operate in a similar way with 
differential signals, the common mode voltage gain will increase. The Common-Mode Rejection 
Ratio (CMRR) greatly reduces [32]. To keep Ml saturated, Vx should be greater than 4 to 5 
thermal voltages [25]. A precise value is not easily defined due to a continuous function between 
triode and saturation regions within weak inversion (Section 2.2.3.2). 
If Vx is greater than the drain source voltage necessary for a transistor to be saturated, VDSsat, 
then the minimum value of VCM is 
Ibias 
) VCM 
min = 
VTOn + nn VDSsat + UT In 
(21S2)) 
2.65 
This determines the gate bias voltages for the input transistors, M2 and M3. If common mode 
signals are expected at the input, these should not drop below this minimum level and the biasing 
of the input transistors should take account of this. Otherwise Ml will not maintain saturation. 
Supposing the common-mode input voltage is known to vary by OVCM, the variation of VX, 
from (2.63) is 
AVx = 
AycM (2.66) 
nn 
Fig. 2.14 shows this information graphically. The minimum voltage at node X is VDSsa, t to maintain 
saturation of M1. As the differential input voltage is changed from zero there is a small increase in 
the minimum value of VX. This increase is small if it is assumed that the differential input voltage 
range is small enough for reasonable levels of distortion. AVX is also added to the diagram to 
account for the range of common mode input voltages expected at the input. This provides the 
curve representing the maximum values of VX as a function of the the differential input voltage. 
The possible values of VX have been demonstrated. The remaining curve of Vy is now considered. 
The voltage at node Y of Fig. 2.11, Vy, is set by the diode connected FET, M4. Considering 
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(2.8), the standard EKV model equation of a FET in weak inversion saturation, 
VY = VDD +npUTIn 
Is 
+VTo,, (2.67 j 
p 
where VDD is the supply voltage, the p subscript for the specific current, threshold voltage and 
slope factor represents the values for PMOS transistors. Il may be substituted using (2.67) to give 
Vy as a function of the bias current and the differential input voltage. 
Vy = VDD + npUT In 
IIZ°'S 
1+ tank 
V 
DM + VTOp. (2.68) 
Sp 
This function is represented in Fig. 2.14. Note that unlike the curves associated with transistors 
Ml-M3 it is not symmetrical about VDM = 0. This is due to Vy being on one of the two current 
branches, whereas VX is common to both branches of the differential pair. The critical point for 
calculating the voltage required for Vy is at the maximum value for the differential input voltage. 
This is the point where Vy is minimum. So that all the NMOS transistors are saturated 
Vy > 2VDSsa, t + OVx " 
(2.69 
VDSsat is present to account for both M2 and M4. Since Vy is dependent on the supply voltage, 
the minimum supply voltage may be calculated: 
VDD 
min = 
2VDSsat +1 AVCM - 
VTOp 
nn 
-npUT In 
'bias 1+ tank 
VDM max (2.70) 
2ISp nn UT 
This shows the minimum supply voltage is a function of the change in common mode voltage at the 
input, the differential input signal amplitude and the bias current. Assuming that AVCM and Ibia, s 
are set by the design specification, the only term which may be altered, given a specific process, 
is Isp, the specific current of M4 and M5. Thus the W/L ratio of M4 and M5 may be increased 
to reduce the minimum voltage supply the circuit will operate at. For a 0.35 µm process, with 
Ibia, s =2 nA and AVCM =100 mV, 
Fig. 2.15 shows the minimum supply voltage as a function 
of the W/L ratio of M4 and M5. Within this process the NMOS threshold voltage is 0.5 V and 
the PMOS threshold voltage is -0.7 V. The curve shows that a drop of 100 mV is achievable by 
increasing the W/L ratio of M4 and M5 from 1 to 20. The curve is such that the greatest change 
in minimum supply voltage with respect to change in the PMOS transistors occurs at lower values 
of W/L ratio. Beyond a ratio of 20 or so, the decrease in supply voltage is small considering the 
increase in ratio. 
Although Vy controls the minimum voltage the transconductor will operate at, the range of 
Vz is also important, when considering the circuit with a load. The largest voltage drop is across 
M4 due to it being diode connected. The voltage drop across M5 may be considerably smaller, a 
single VDSsa, t. The range of VZ so that the transistors of the transconductor are saturated is 
2VDSsat + 
AVCM 
VZ VDD - VDSsat" 
(2.71) 
nn 
The values of voltages and their ranges have been found for the nodes within this simple 
transconductor. From this the minimum voltage supply possible has been calculated. This is an 
important step in the systematic design procedure for the whole transconductor. Bias currents 
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Fig. 2.11 
are set and the maximum differential input voltage established in the previous sections. From this 
knowledge and the choice of the range of common mode input voltage expected, the minimum 
voltage supply can be achieved, trading off the size of the transistors M4 and M5. By using the 
minimum supply voltage, power consumption may be minimised. However, this is not the only 
trade off to be made with the PMOS current mirror transistors; their size affects the performance 
of the circuit in terms of the maximum frequency of operation. 
2.3.4 Frequency effects 
Ideally, the transconductor would provide a constant transconductance between the applied dif- 
ferential input voltage and the output current. Although this is true for low frequency, eventually 
a pole is reached where the transfer function becomes reactive, creating a transadmittance with a 
phase shift and attenuated magnitude. This leads to less desirable performance from the transcon- 
ductor. If this were used in a filter topology, the addition of poles within the transconductors 
can change the overall transfer function of the filter and reduce the phase margin, increasing the 
likelihood of oscillation. Thus the main consideration for the differential mode transfer function is 
the lowest frequency pole. 
A source referenced simplified quasi-static model may be used to determine the lowest frequency 
pole. This model, Fig. 2.16, considers only two components of the full quasi-static model, the gate- 
bulk capacitance and the gate-source transconductance. The gate-bulk capacitance is the largest 
capacitance found as there is no channel to shield a change in charge in bulk for a change in 
voltage at the gate. For the same reason capacitance between the gate and the source is reduced 
as there is no channel. If there were a channel, change in voltage at the gate would change the 
charge in the channel. This charge is sourced from the source and drain and with a pinched-off 
channel this is predominately from the source. The gate-source capacitance may be neglected. 
The other component to be considered is the gate-source transconductance. The source-bulk 
trans conductance, to take account of the bulk effect, is not required. All transistors except M2 
and M3 have a source-bulk voltage of zero and there is no bulk effect. Transistors M2 and M3, if 
perfectly matched, have equal and opposite small-signal drain currents due to a purely differential 
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input signal being applied to their gates. Since these are the only two small signal currents at node 
X (the tail current source is a constant current and may be assumed an open circuit), node X is 
at a constant voltage. The bulk effect is then modelled as a constant current source which may be 
replaced with an open circuit. 
A simplified small signal model of the whole circuit is shown, Fig. 2.17. Current il is created 
by applying a voltage at the gate of transistor M2 
21 = Qm2vdm (2.72) 
An equal an opposite voltage is applied to the gate of M3 causing the relationship il = -i2 . 
The 
admittance to ground at node Y is due to a capacitance and a conductance 
yY = SCY + gm4 (2.73) 
The conductance is approximately equal to the transconductance of M4 due to this transistor 
being diode connected. The output conductances of M4 and M2 are also present although they are 
negligible when compared to gm4. The capacitance at node Y, Cy, is dominated by the gate-bulk 
capacitances of M4 and M5 
Cy Cgb4 + C9b5 (2.74) 
Assuming that M4 and M5 are the same dimensions, they both contribute the same gate-bulk 
capacitance. In addition to these there are the gate-source capacitances of M4 and M5 and the 
extrinsic capacitances associated with the drains of M2 and M4, all of which are present at this 
node. However the effect of all these is small compared to the two gate-bulk capacitances. The 
small signal voltage at node Y is 
ii 9m2ydm 
VY 
yY sCY + gm4 
(2.75) 
Considering the transconductance of M5 converting the voltage at node Y into a current at node 
Z and the second differential input, the output current is 
9m2Qm5 
Zout - 9m3 + vin 
sCY + gm4 
(2.76) 
As has already been assumed, the input transistors are matched (gZ2 = gz3) and the current 
mirror transistors are matched (gm4 = gm5), This provides the differential transfer function, 
Zout 
9m2 
29m4 + SCY (2.77) 
Vdm 9m4 + sCY 
This expression shows a pole, the dominant pole for the transconductor, and a zero at twice this 
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Figure 2.17: A small signal model of the transconductor 
frequency. The close proximity of the zero to the pole is sufficient to effect the 3 dB bandwidth 
of the transconductor, extending the 3 dB bandwidth by a factor of Vý2-. This increase in 3 dB 
bandwidth may be found by equating the dc gain scaled by to the frequency where this same 
gain occurs, ie 
I 2gm4 + sCY 29rn4 + sCy 
9774 + sCy 
(2.78) 
3_p gm4 
+ sCy 
2 2C2 
2= 
49m4+ WY (2.79) 2 2C gm 4Y 
w= CY (2.80) 
where w is the angular frequency. Since M4 is in weak inversion 9.4 is proportional to its drain 
current which, for small values of differential input, is proportional to the bias current of the circuit. 
Thus the 3 dB point of the transconductor is approximately proportional to the bias current. This 
is only approximate because as the bias current changes, the gate-source voltages of M4 and M5 
change. Bulk-gate capacitances reduce as the gate-source voltages increase and this has an effect 
on M4 and M5 and hence Cy. 
To demonstrate the accuracy of (2.80), a set of 5 transconductors are simulated using BSIM3v3 
models. The 3 dB bandwidth was found for each, as a function of bias current. Each transcon- 
ductor had different sizes of transistors M4 and M5, however their W/L ratios were constant. In 
addition to the BSIM3v3 simulation, bandwidth was calculated using (2.80) with values of the 
gate-bulk capacitances and transconductances taken from the BSIM3v3 model. Results are shown 
in Fig. 2.18. The solid lines are those from (2.80) and the dashed lines from the 13SIM simula- 
tion. This demonstrates that the simple model proposed accurately models the bandwidth of the 
transconductor. 
2.3.5 Mismatch 
Mismatch between transistors in the transconductor will alter the performance of the transcon- 
ductor. So far it has been assumed that a current mirror precisely copies the input current to 
the output, neglecting high frequency effects. It has also been assumed that transistors M2 and 
M3 are identical. A deviation from this ideal case changes the gain, offset and linearity of the 
transconductor. Mismatch is considered using statistical analysis to find the standard deviation of 
the gain, offset and linearity and what they are dependent on. 
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2.3.5.1 Overall Equation 
An overall equation may be found to give the output current in terms of the input current, taking 
account of mismatch. The six transistors of Fig. 2.11 may be grouped into three pairs: Ml and 
M6, M2 and M3, M4 and M5. These form the two current mirrors and the input transistor pair. 
The mismatch within a current mirror operating in weak inversion causes a change in the 
gain. If only mismatch within the threshold value is considered (mobility may be neglected), the 
input/output characteristic of a current mirror is 
'out -TS2 "VT02 VTO1 
Iin IS1 
e nUT (2.81) 
where the subscript 1 represents the input transistor and subscripts 2 represents the output transis- 
tor. In addition to the expected gain given by the ratio of specific currents, IS2/Is1, an additional 
term for the differences in threshold voltages of the two transistors from the default threshold 
voltage value is present. If these differences are small, which is usually required for the circuit to 
function as expected, a linear approximation to the exponential term may be taken and replacing 
the changes in threshold voltage with random variables Xl and X2 gives 
'out 
_ 
Ise 
+ 
X2 - Xi (2.82) 
I2. ß 'Si nUT 
Assuming that the mismatch of threshold voltages for each transistor is an independent random 
variable, the random variables may be combined to create a single random variable. This new 
random variable will have a zero mean, as Xl and X2 have zero means, and a variance of the sum 
of the variances of the two distributions. If the two transistors have the same W/L ratio, the gain 
of the current mirror may be written as 
, 
out 
_ 
IS2 (I+ V GXl 
Iin 'Si nUT 
(2.83) 
Thus the mismatch effects on gain of a current mirror may be expressed as a single random variable 
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which has the same standard deviation as the previous two. 
The mismatch of the input transistors may be expressed within the hyperbolic tangent function 
of (2.54). From (2.54) the term within the hyperbolic tangent function is 
, ß, U7 
(2.84) VDDM 
where the differential voltage input signal, VDM, may be split into the voltage at each terminal. If 
Vl is the input voltage at the gate of transistor M2 and V2 is the input voltage at gate of transistor 
M3, the term may be expressed as 
vl-v2 (2.85) 2n7, UT ' 
Considering the threshold voltage mismatch for each transistor as a change in the effective gate 
voltage gives 
Vl 
-V2+OVT01 -O 
VT02 
,ln UT 
(2.86) 
Assuming the two input transistors are the same dimensions and replacing the mismatch terms 
with random variables gives 
vl -v2+ßx2 (2.87) nn UT 
This equation may be combined with the current mirror mismatch equation (2.83) to describe the 
difference in the two currents through the differential pair: 
I2 - Il Ibias 1+ 
-\/2X, tanh 
2VDM +v 2X 2 (2.88) = 
nn UT 2nTUT 
Note that it is 12 - I. rather than Iov, t as the PMOS current mirror of M4 and M5 is not yet been 
accounted for. The output current, Iov, t, taking into account M4 and M5 is 
'out = 12 i+ 
v"2-X4 
npUT 
Il. (2.89) 
Substituting (2.88) into (2.89) gives the final result showing how mismatch affects the dc input- 
output characteristics of the transconductor. 
1+ V2X1 (2.90) 'out = 'bias 
nn UT 
XI -+ 
X4 
tank 
2VDM + iX 2+ 1+ 
/ýX 
4 
ýnpUT 2fnUT V GTpUT 
Three random variables may be used to describe all the mismatch found in the dc input-output 
characteristics of the transconductor. The effects of each random variable are different and are 
summarised in Table 2.2. 
72 
Table 2.2: The effects of each random variable in (2.90) 
Random Variable Effects 
Xl Change in gain 
X2 Offset at the input 
X4 Change in gain and voltage offset at output 
Table 2.3: The s. d. of transconductance of the transconductor with different areas of AT, and Ttfý 
Gate are of M4 and M5 Calculated s. d. of transconductance BSIM model s. d. of transconductance 
25p m 4.7% 4.5% 
50p m2 3.8% 3.6% 
100p m2 3.1% 3.0% 
200p m2 2.8% 2.7% 
400p m2 2.6% 2.5% 
2.3.5.2 Variation in transconductance 
The value of the transconductance of the transconductor varies due to mismatch. Considering 
(2.90) and taking an approximation for the hyperbolic tangent function about zero gives 
Zout 
1+ 
VXl 
+ 
X4 'bias 
(2.91) 
Vdm nn UT v/-2-npUT nnUT 
This assumes the variation of X2 is small enough for an approximation around zero to be valid. 
Since the mismatch terms are small, the brackets of expression (2.91) may be expanded out and 
the Xl " X4 cross term may be considered negligible. 
Zout 
_1+V 
Gx1 
+ 
X4 Ibias 
Vdm nn UT \npUT nnUT 
(2.92) 
The variation calculated from this expression is compared to the variation found using a simulator 
with BSIM models and the same statistical input data. This is to compare the derived expres- 
sion with simulated results to find the accuracy of derived expression. The percentage change 
in standard deviation of transconductance for the expression and simulated results are shown in 
Table 2.3. The gate areas for M4 and M5 take five different values representing square transistors 
of dimensions from 5µm by 5 pm to 20 pm by 20 µm. There is excellent accuracy between the 
results from expression (2.92) and simulated results. It can be noted that for a 16 fold increase 
in area, the standard deviation of transconductance approximately halves. Thus large increases in 
size, and hence chip area, are required for a small improvement in mismatch. 
2.3.5.3 Variation in THD 
When mismatch is considered the THD of the transconductor increases. As before, the distortion 
is caused by the hyperbolic tangent function. With the additional term in the hyperbolic tangent 
function, the function is no longer an even function with respect to the differential input voltage. 
The mismatch term provides an input offset. There are also even order harmonics present, in 
addition to the odd order harmonics. The hyperbolic tangent function may be expanded with the 
following expression to examine the effects of mismatch: 
tanh (a cos (9) + ß) -- Ao + Alcos (9) + A2cos (20) + A3cos (30) 
+A4cos (49) + A5cos (59) . 
(2.93) 
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If cosine expansions are used and the Taylor expansion of tanh (x) is considered up until the fifth 
term, ie 
tanh (x) -- x- 
3x3 
+ 
5x5, 
(2.94) 
the amplitudes of the harmonics are given by 
a5 
_ A5 120 
(2.95) 
A4 = (2.96) 2 
A3 = (2 (4ß2 - 1) a3 + a5) (2.97) 24 
A2 = 6 
((4ß2 - 3) a2 + 2a4) (2.98) 
Al = ((8ß4 - 
1 
12,32 + 12) a+ (12ß2 - 3) a3 + a5) (2.99) 2 
Ao = 
0 ((4ß4 - 200+1)+(40,32 - 30) a2 + 15a4) (2.100) 
6 
The amplitudes of the odd order harmonics are approximately the same as without mismatch 
(2.58)-(2.60). In each of the odd order harmonics the mismatch terms may be neglected and 
(2.58)-(2.60) may be used as before. There are now even order harmonics to consider. The dc 
offset, Ao, need not be considered for distortion purposes. The second and fourth harmonic may 
be approximated as 
1 X2 (2(vDM)43(vDM)2) 
(2.101) A2 ti - 6 /92n UT nn UT nn UT 
1 X2 (VDM)4 
A4 ti - (2.102) 12 \nnUT nn UT 
These terms may be added to (2.61) to give the THD including mismatch effects as 
T HD `42 +A3 +A4 +A5 
Al 
(2.103) 
2.3.6 Summary 
A transconductor consisting of a differential pair with a current mirror load has been analysed. 
It is operating in weak inversion and the EKV model is used to derive expressions for distortion, 
minimum power supply voltage, bandwidth and the effects of mismatch. Total harmonic distortion 
may be approximated from the differential input amplitude, assuming all transistors are saturated. 
An expression for minimum power supply shows that it is a function of the common and differential 
input voltages, the bias current, source-drain saturation voltage and the specific currents of the 
PMOS transistors. The expression is derived from derivations of voltages at all nodes of the circuit. 
The 3 dB bandwidth of the circuit (not considering loading effects) is due to the transconductance 
of the PMOS transistors and their gate-bulk capacitances. Further derivation links the bandwidth 
to the area of the PMOS transistors and the bias current. Mismatch is represented by a single 
equation with three random variables. This is split into two effects, a variation in tranconductance 
and a variation in total harmonic distortion. 
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2.4 Conclusions 
The EKV model is suitable for hand calculation and the analysis of circuits, being based on a 
limited number of variables. Other aids to hand calculation and circuit analysis of this model are 
that the drain and source are within separate exponential terms (due to the model being symmetric) 
which allows simplification if one or both of these terminal voltages are known. This is the main 
model considered within the following chapters to analyse circuits. An extension of the EKD" 
model, the ACM model provides equations that are valid in weak inversion, as well as moderate 
and strong inversion. It is valid in the weak inversion region (it simplifies to the EKV model) and 
extends into moderate inversion. If transistors are at their limits of weak inversion, knowing the 
effects as moderate inversion is reached provides insight for circuit design. The BSIM3v3 model 
is introduced and a means to extract the main EKV dc parameters given. The BSIM3v3 model 
is from the progression of SPICE models, initially modelling strong inversion and including weak 
inversion for completeness. Since BSIM3v3 is so commonly used to model FETs, it is necessary to 
consider extraction of parameters from it to less common models such as the EKV model. 
The main design tradeoffs in a low-voltage, low-power weak inversion implementation of a 
simple CMOS differential transconductor are analysed. In a design with tight power and voltage 
constraints, topology simplicity is paramount to reduce the noise and power consumption. However, 
optimisation of second order effects, such as distortion, is not performed and therefore has to be 
accounted for. This chapter provides design equations and quantitative results that can help the 
designer to estimate second order effects and performance limitations when the CMOS differential 
pair is used in a low power system design. Important conclusions that can be extracted from 
the design equations derived are: a) as expected, mismatch is critical if small size transistors are 
chosen (quantitative effects can be found in Table 2.3); b) conversely, bandwidth decreases greatly 
if sizes increase which can only be compensated for by increasing the bias current and hence 
transconductance (Fig. 2.18); c) the minimum voltage supply for a given transconductance can 
only be controlled by the aspect ratio of the load transistors. As this ratio increases the minimum 
supply voltage decreases. Thus design equations describing the limits and tradeoffs for a particular 
process technology may be found. 
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Chapter 3 
A Robust 70 nW, 1V Bandpass 
Filter Designed in Weak Inversion 
3.1 Introduction 
The initial processing step for the miniature breathing detection algorithm is to bandlimit the 
signal, as discussed in Section 1.3.3. The electrical specification (Table 1.7) for the filter requires 
it to be 6th order butterworth type with a 500 Hz to 900 Hz 3 dB passband, a dynamic range 
of 47 dB and 5% IMD3 (Third order intermodulation distortion). A bandpass filter is designed 
for this particular frequency range and also designed to consume as little power as possible. For 
low power considerations, the weak inversion region is used. This region has poor matching and 
large process variation so consideration is given to these issues. Hence this chapter considers the 
practical issues arising from the design of a very low power and low voltage bandpass filter required 
to process the respiratory signal obtained from an acoustic sensor. 
Gm-C filter topologies have shown to be an excellent choice in low power and low voltage 
systems [1]. The performance of Gm-C filters is directly related to the performance of its con- 
stituent transconductance amplifiers. Many different trans conductance amplifier topologies and 
design strategies have been reported in literature [2-9], each aiming to optimise different perfor- 
mance criteria. In general, for sensor interfacing in biomedical applications the most important 
performance parameters are power consumption and noise, whereas dynamic range and bandwidth 
are secondary [10]. Because of this, a simple transconductance amplifier design may lead to a 
system implementation that consumes the lowest power while maintaining sufficient performance 
for other parameters, for example transconductors based on differential pairs. Although dynamic 
range may not be large, due to the limited input range for low distortion, the structure has ad- 
vantages such as: high common-mode rejection, low noise, operation at low voltage and low power 
consumption. The filter presented in this paper bases its performance on a double differential pair 
CMOS transconductor block with the transistors biased in the weak inversion saturation region. 
A problem when designing circuits that use MOS devices operating in weak inversion is the 
poor matching characteristics between devices that not only degrades performance, but very often 
renders circuits nonfunctional. This is especially critical in bandpass filters and is the reason why 
few experimentally proven topologies have been reported in the literature. 
This chapter: considers the practical consequences of mismatch; derives the real behaviour 
of the transconductor block; describes the design of a mismatch compensated transconductor so 
that it is robust even under mismatch and process variations; and from there a design of a sixth 
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Figure 3.1: The double differential pair 
Table 3.1: Transistor sizes for Fig. 3.1 
Component Value 
Ml, M2, M9 10µm/10µm 
M3, M4, M5, M6 200µm/10µm 
M7i M8 100µm/100µm 
VCM_VDM 
order bandpass filter for the specific application. Calculations of transconductance variation are 
compared against values from Monte Carlo simulations within Spectre using BSIM3v3 models. 
The topology of the bandpass filter is developed from a 6th order Butterworth prototype, using 
a total of 8 transconductors and utilising a minimum sensitivity topology. Finally, experimental 
results are provided, agreeing with the theory developed. 
3.2 The transconductor 
The previous chapter developed theory for a single differential pair transconductor with a current 
mirror load. The transconductor to be used in this filter is an extension of this, a double differ- 
ential pair transconductor. The double differential pair is introduced and an analysis of a double 
differential pair consisting of FETs operating in weak inversion is given. The analysis concentrates 
on the effects of mismatch as this limits the performance of the design bandpass filter. 
3.2.1 Doublet or double differential pair 
The double differential pair transconductor is chosen so that the bandpass filter circuit designed 
with it is able to meet the linearity and dynamic range specifications of Table 1.7. Other types of 
transconductor have been published to increase linear range [11]. However, sufficient linearity and 
dynamic range for this application is possible with a double differential pair. 
The double differential pair, or doublet as referred to by Gilbert [12] consists of two differential 
pairs in parallel with their outputs connected to a single current mirror, Fig. 3.1. Table 3.1 provides 
the sizes of the transistors in Fig. 3.1. Transistors M1, M3 and M4 form the first differential pair 
and transistors M2, M5 and M6 form the second differential pair. A bias current is supplied to 
both differential pairs from the diode connected transistor M9. The input voltages are made of two 
components, the differential-mode voltage VDM and the common-mode voltage VCM. The output 
current is formed by subtracting the sum of 12 and 14 from the sum of Il and 13, via the current 
1-M4 
M5 
1: A'_ 
Me 
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Figure 3.2: THD as a function of peak VDM and A 
mirror M7-M8. The scaling factor, A, is used to provide each differential pair with an input offset, 
in order to increase linearity of the circuit. This increases the dynamic range, allowing a larger 
input swing for a given distortion. For FETs in weak inversion, the scaling factor is achieved by 
using transistors of different aspect ratios. The output current of this circuit is 
lout = Ib2o, 3 tank 
VDM 
+1 In A+ tank 
VDM 
-1 In A (3.1) nUT 2 nUT 2 
where Ibio, s is the bias current, n is the slope factor and UT is the thermal voltage. All devices 
are assumed to be matched. The scaling factor, A, offsets the differential input voltage of both 
differential pairs by the same magnitude, one in a positive and the other in a negative direction. 
The value for the scaling factor may be altered to change the level of distortion caused by the non- 
linear hyperbolic tangent functions. One approach is to minimise the third harmonic at VDM =0 
which occurs at A=3.73205 [12]. Although this theoretically provides the minimum distortion 
with zero differential input, it does not consider distortion as a function of amplitude; a larger 
value of A may be used to increase dynamic range for a given level of distortion. 
The effects of input range on distortion are now examined. The Total Harmonic Distortion 
(THD) of a double differential pair as a function of peak VDM is shown in Fig. 3.2. The double 
differential pair of Fig. 3.1 with device sizes of Table 3.1 is simulated with a1V supply voltage and 
input common-mode input voltage of 0.5 V. The output is connected to an ideal voltage source at 
0.5 V, biasing the output at mid-rail and providing a means to measure the output current, Iout. 
The only curve that monotonically increases is for A=3.5. For the remaining curves, there are 
points on the curve where the gradient is negative and increasing the amplitude actually decreases 
THD. This is linked to the result found when the third harmonic is minimised, which represents a 
stationary point above which the rate of change of the gradient may be negative. Thus the THD 
is only monotonically increasing function of VDM for A<3.73. In the figure only one curve meets 
this, although the curve for A=4.0 is only marginally outside. For this particular application 
A=4 so that THD is close to being a monotonically increasing function of peak VDM. Indeed, 
the non-monotonicity of THD with respect to peak VDM is too small to be visible on Fig. 3.2. 
Also, using an integer value for the scaling factor is beneficial for layout as it improves symmetry 
and so device matching. To maximise the input range for 1% THD, A=5 is suitable as it is 
sufficiently below the 1% THD level that when mismatch is calculated the criterion still holds. 
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Ta. hlP 3.2: Tra, nsconduetor misma, tc. h 
Topology Simulated s. d. of g-Z Calculated s. d. of gm 
As used in filter 2.6% 2.8% 
M1, M2, M9 4xArea 2.5% 2.7% 
M1, M2, M9 1/4xArea 3.2% 3.4% 
M7, M8 4xArea 2.1% 2.2% 
M7, M8 1/4xArea 4.2% 4.5% 
M3-M6 4xArea 2.3% 2.4% 
M3-M6 1/4xArea 3.8% 4.0% 
o. s .. a 
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Figure 3.3: Transconductance as a function of X7 and A 
However, A=4 is chosen over A=5 to achieve an almost monotonically increasing function of 
THD with peak VDM so the THD may be reduced well below 1% if necessary, sacrificing dynamic 
range for distortion. 
3.2.2 Mismatch effects on trans conductance 
Mismatch of transistors within the double differential transconductance amplifier topology affects 
the transconductance of the amplifier, and if used in a Gm-C filter, affects the filter's frequency 
response. This may be examined by adding a random variable to (3.1) for each transistor. Due 
to the complexity of this, it may be done in two stages: adding random variables for the currents 
Il to 14; then combining these (and adding the effects of mismatch in the current mirror M7-M8) 
to form an overall equation. Using the definition for random variables based on threshold voltage 
mismatch found in the Pelgrom process, (2.43), the currents Il to 14 are: 
Il = 
'bias 
1+X1+X9 1+ tank 
VDM 
+ 
X3 - X4 
U +1 
In A (3.2) 
2 nn UT nUT 2nn T 2 
I2 _ 
'bias 
1+ 
Xi + X9 1- tank 
VDM 
+ 
X3 - X4 +1 In A (3.3) 
2 nn UT nUT 2nn UT 2 
13 = 
Ibias 
1+ 
X2 + X9 
1+ tank 
VDM 
+ 
X6 - X5 
-1 In A (3.4) 2 nn UT nUT 2nnUT 2 
14 = 
Thus 
l+X2+X9 1-tank 
VDM 
+X6-X5 - 
11nA (3.5) 
2 nn UT nUT 2nn UT 2 
where Xi is the random variable for the threshold variation of transistor Mi. This is similar to 
the results from a single differential pair, (2.88). In a similar way to before, (3.2)-(3.5) may be 
combined to a single equation for the output current. The output current is the sum of Il and 13 
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passed through the PMOS current mirror and I2 and 14 subtracted from it, that is, 
lout = (I1 + I3) 1+ 
X7 -X8)- (I2 +14) - (3.6) UT rp 
The effects of mismatch on the transconductance may be found by substituting (3.2)-(3.5) into 
(3.6) and neglecting offset caused by the current mirror, 
Lout = a(1+¬i)tanh(x+b+E2)+a(1+E3)tanh(x-(b+E4)), (3.7) 
where 
Ei = 
X1 
(3.8) 
nn UT 
E2 
X3 - X4 (3.9) 2n UT 
E3 = 
X2 
(3.10) 
nn UT 
E4 = 
X6-X5 
(3.11) 
2nnUT 
a= 
Ibias (i+x7_x8) 
1+ 
X9 
(3.12) 
nn UT 2npUT nn UT 
b= 
2 
In A (3.13) 
x= 
VDM (3.14) 
nn UT 
What is desired is an expression showing how the small-signal transconductance is affected by 
mismatch. This may be achieved by considering (3.7) when VDM =0 and using the Taylor 
expansion of tanh with respect to x. The x1 component, a, is 
cr = a(1+E1)sech2(b+62)+a(1+E3)sech2(b+E4) (3.15) 
This is a linearised version of (3.7), however E2 and E4 are still within non-linear terms. Expanding 
the sech term to a linear approximation using the Taylor series and assuming epsilon terms are 
small, gives 
a= 2a. sech2 (b) 1+ 
E1 + E3 
2- 
tanh (b) (E2 + E4) (3.16) 
Thus replacing the substituted terms, the transconductance of the transconductor, g., 1z, is 
Ibias 
1 
X7 - X8 1-f- 
X9x 
2sech2 
1 
In Ax 9m = 
nnUT 2npUT nnUT 2 
X1 + XZ 1 X3 - 
X4 + X6 - 
X5 
1+ 
2n UT - 
tanh 2 In A 2nn UT 
(3.17) 
n 
The random variables are now outside all nonlinear functions, ie tanh and sech. Since Xl and X2 
have the same variance and zero mean and are independent they may be combined. Similarly for 
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X3, X6 and X4, X5 and X7, X8. Thus, 
Ibias X7 
1+ 
U9 
x 2sech2 2 
In Ax 9m 
nUT 
1+ 
ýnUT T 
1+ 
nU 
+ tanh In AXd3 (3.18) 
v/ T 
(2 ) 
2nT 
and after further simplification, 
gm =2n 
b2ÜT sech2 21 
In Ax 
n 
1 -f- +++ tank 
1 
In A 
X4 
- X3) 
. (3.19) 
V 2np UT nn UT % 2nn UT 2 V72-nn UT 
In (3.19) the term on the top line of the right-hand side represents the nominal value of gT,. t when 
there is no mismatch. The second term of the right-hand side (bottom line) represents mismatch. 
Values calculated from (3.19) are compared against simulation values for the standard deviation 
(s. d. ) of 9m, Table 3.2. Sets of transistors are changed each time so that mean values of g,,,, and 
'bias are maintained for all sizing combinations and all transistor width/length ratios are kept 
constant. There is good correspondence between the two sets of values with a range of transistor 
size combinations. The calculated values are slightly larger than the simulated values due to the 
linear approximations used in deriving (3.19). Surfaces, in addition to the table, may be used 
to provide insight into how two parameters affect the transconductance simultaneously. Fig. 3.3 
demonstrates how gm varies with A and X7 from (3.19), using a typical range of values found in 
transconductor design. The relative effects of the threshold variation of transistor M7 and the area 
factor on the transconductance may be observed. 
When the transconductors are placed within a Gm-C filter topology, the transistor M9 of Fig. 3.1 
is used for pairs of transconductors, and further mirroring is required so that there is a single bias 
current for the entire filter. The topology by which the single current bias is mirrored for all the 
transconductors affects the filter's performance because the added devices for current mirroring 
create additional mismatch and correlation between the mismatch of individual transconductors. 
However, these effects can be minimised by using large transistors for mirroring the bias current 
as the frequency response of such transistors is not important. 
3.2.3 Summary 
For Gm-C filter design, the most important parameter for the transconductors is their transconduc- 
tance. An expression representing the transconductance of a double differential pair transconductor 
operating in weak inversion has been found, including the effects of mismatch. The expression is 
simplified so that the effects of mismatch are grouped together as a linear sum. This provides an 
equation that may be used to design transconductors and hence Gm-C filters effectively. 
3.3 Filter topology 
3.3.1 Prototype 
A 6th order Butterworth filter is designed from a LCR ladder prototype (7r configuration), Fig. 3.4. 
Rin and R0., t are chosen to be equal for maximum power transfer and thus the topology has min- 
imum sensitivity to component tolerances. The acoustic detection of breathing requires a3 dB 
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Figure 3.4: The filter prototype 
Table 3.3: Prototype component values 
Component Value 
Rin 16.7 MQ (60 nS) 
C2 23.8 pF 
C3 4.25 pF 
C4 23.8 pF 
L2 2.36 kH 
L3 13.3 kH 
L4 2.36 kH 
Rout 16.7 MSZ (60 nS) 
passband of 500-900 Hz, Table 1.7. The prototype's components values are shown in Table 3.3. 
Element substitution was used to convert the ladder prototype into a gm-C implementation. Ele- 
ment substitution was chosen as it is the most direct route. The same circuit may be reached using 
operational simulation as for gm-C filters the two techniques lead to identical results [13]. All the 
transconductors within the circuit have the same value of transconductance. Thus the conductance 
of the prototype resistors are set to the required transconductance, that is 60 nS. Gyrators are 
used in combination with capacitors to implement inductors, the capacitor values given by 
C= gm L, (3.20) 
and are in Table 3.4. When inductors are implemented with capacitors and gyrators, the smallest 
capacitor is 4.3 pF and the largest is 47.7 pF, a spread of 11.3. The minimum capacitance is chosen 
so that its value is sufficiently greater than any parasitic capacitances. Also, for a given pole/zero 
frequency, the value of gm, is proportional to the capacitor value. Thus larger capacitors mean 
greater transconductance and greater bias currents for the transconductors. This provides a more 
robust design, keeping bias currents in the nanoamp range. 
The Gm-C topology used, Fig. 3.5, has 8 transconductance amplifiers, four of which use both 
inputs. For lowpass Gm-C filters, all transconductors may be connected in the same way-either 
differentially, with both inputs used, or with only one input used and the other grounded. An 
advantage of the differential mode is that, at low frequencies, the magnitude of voltage across 
the transconductor inputs are low, reducing distortion [3]. This extends the input swing and the 
dynamic range at low frequencies. As the lowpass filter nears the cutoff frequency, the difference 
Table 3.4: Gyrator capacitor values 
Inductor Capacitor used in gyrator 
L2 8.50 pF 
L3 47.7 pF 
L4 8.50 pF 
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in voltage at the input increases and so the distortion increases too. With the proposed bandpass 
topology it is not possible to use all trans conductance amplifiers differentially due to the floating 
capacitor and grounded inductors. This increases the difficulty in designing a bandpass filter that 
achieves a similar performance to that of a lowpass filter. The input is applied to two transconduc- 
tance amplifiers, doubling its amplitude and achieving a passband voltage gain of 0 dB. Maximum 
power transfer is chosen to minimise mismatch and this alteration to the topology is necessary to 
meet the specified passband gain. The transfer function can be derived from the nodal equations 
of the topology: 
a3s3 H/ `s) = b6 S6 + b5s5 + b4 S4 + b3 S3 + b2 S2 + bis + bp 
(3.21) 
where: 
a3 = C2C3C59m59m6 (9m1 + 9m3) (3.22) 
b6 = Cl C2C3C4C5C6 (3.23) 
b5 = C2C3C4C5 (C19m6 + C69m1) 
(3.24) 
N= CiC2C3C4gm79m8 + CiC2C3C5gm59m6 + CiC2C5C6gm49m5 (3.25) 
+C2C3C4C59m19m6 + C2C3C5C6gm4gm5 + C3C4C5C6gm2gm3 
b3 = CiC2C5gm4Qm59m6 + C2C3C59m4Qm59m6 + 
C2C3C49migm7gm8 (3.26) 
+C2C3C59m1Qm59m6 + C2C5C69mlgm49m5 + C3C4C5gm2gm3gm6 
b2 = ClC2gm4gm5gm7gm8 + C2C3gm4gm5gm7gm8 + 
C2C59mlgm4gm5Qm6 (3.27) 
+C3C4gm29m3gm7gm8 + C3C5gm2Qm39m5gm6 + C5C6gm29m39m49m5 
b1 = 9m49m5 (9m29m39m6C5 + gmlgm7gm8C2) (3.28) 
bo = gm2gm3gm4gm5gm7gm8 (3.29) 
It can be seen that even for a 6th order filter the transfer function in terms of capacitors and 
resistors has many terms. All terms are positive so no subtraction is necessary, supporting the fact 
that the filter has minimum sensitivity. If subtraction terms were present small changes from the 
nominal values of the coefficients would cause large effects. 
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Table 3.5: Monte-Carlo simulations of topology 
Value Matlab 
mean s. d. s. d. in % 
Cadence 
mean s. d. s. d. in % 
Maximum gain 1.00 0.0183 1.8 1.14 0.015 1.3 
Bandwidth/Hz 400 8.05 2.0 398 9.41 2.4 
Centre Frequency/Hz 670 8.61 1.3 671 12.4 1.8 
Stop Width/Hz 1.86k 25.3 1.4 1.86k 32.9 1.8 
40dB point/Hz 217 3.82 1.8 221 5.00 2.3 
3dB point/Hz 501 6.00 1.2 501 8.97 1.8 
3dB point/Hz 900 12.9 1.4 899 17.5 2.0 
40dB point/Hz 2.08k 25.0 1.2 2.08k 34.1 1.6 
In addition to the capacitance in (3.21)-(3.29) there are parasitic capacitances. The effect of 
these is to change the frequency response of the circuit in an unwanted way. These are mainly due 
to the input capacitance of the trans conductors, which in weak inversion are dominated by the 
gate-bulk capacitor of the input FETs. Since these parasitic capacitors are connected to ground and 
most nodes have a non-parasitic capacitor to ground, the input capacitance of the transconductors 
may be compensated for by adjusting the non-parasitic capacitor values. Node 3 of Fig. 3.5 is an 
exception where the parasitic capacitance may not be compensated for as there is no capacitor 
to ground. Layout considerations are used to minimise the parasitic capacitance at this node by 
connecting the node to the top plate of poly-poly capacitor C3 and reducing wiring interconnection 
lengths. 
A Gm-C filter circuit implementing a 6th order Butterworth filter is designed. The transfer 
function is given in terms of the trans conductance and capacitance values for the components of 
the filter. From this the individual effects on the transfer function of altering a particular capacitor 
or resistor may be found and this is now used to find the effects of mismatch and process variation. 
3.3.2 Mismatch variation 
The mismatch variation in filter parameters for the topology may be found from the mismatch of 
capacitors and transconductance amplifiers by Monte-Carlo simulation. The Monte-Carlo simula- 
tion may be performed using the results from above and Matlab or in a circuit simulator. Using 
the above results provides insight into the effects of specific capacitors and transconductance am- 
plifiers which may not be evident in a circuit simulation. For this circuit, capacitor mismatch may 
be neglected since the physical size of the capacitors causes their variation to be negligible. The 
mismatch variation of the transconductors remains. Taking the s. d. of transconductance variation 
from Section 3.2.2 and (3.21)-(3.29), the mean, standard deviation and standard deviation as a 
percentage of the mean value are calculated by Monte-Carlo simulation using Matlab, Table 3.5. A 
similar Monte-Carlo simulation is performed using a full circuit simulation in Spectre, also in Ta- 
ble 3.5, for comparison. This is to verify that (3.21)-(3.29) model the mismatch variation found in 
the cadence simulations. The cadence simulations include effects not modelled within Matlab and 
it is necessary to compare the two to verify that all the first order effects are sufficiently modelled 
in Matlab. The table shows the main characteristics of the transfer function, ie maximum gain, 
3 dB bandwidth, centre frequency, 40 dB stop width and the 3 dB and 40 dB points from which 
the bandwidth and stopwidth are calculated. The percentage s. d. of the parameters is 0.4% to 
0.6% greater for the Cadence simulation than for the Matlab simulations. Differences between the 
results are due to second order effects modelled in the circuit simulator but not in the proposed 
model, such as changes in transconductor output resistance. It is important to note, however, in 
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both sets of results that the s. d. for the parameters, in all cases, is less than the s. d. for a single 
transconductor due to the low sensitivity of the topology and because both inputs of the differential 
transconductance amplifiers are operated as independent inputs. Furthermore, a tuning strategy 
may be used to reduce the variation more. 
3.3.3 Process variation 
Having considered variation in performance due to mismatch, specially that of the transconductors 
there is also the variation that affects all devices of a similar type by the same amount, process 
variation. This affects every device on the chip but may be considered at block level. In this case, 
that of transconductance amplifiers and capacitors. Let each capacitor change by an amount a so 
that for the ith capacitor the new value of capacitance is aC. Similarly, let ß be the amount each 
transconductance amplifier is changed by such that for the ith amplifier the transconductance is 
ßg,, -L1. The transfer function becomes 
i 
a3 
\ßs/3 H (s) =65 (3.30 
+ b2 
()2 
b6 (ß s) + b5 
() 
+ b4 
()4 
+ b3 
(s)3 
+ bi 
(ns) 
+ bo 
=H-s (3.31) 
where the values of the constants are taken as before, (3.22)-(3.29). Since ß is tuneable from 
the bias current, process variation on the capacitors may be compensated for by adjusting the 
bias current such that a=ß. A single bias current is used for the whole topology and all 
transconductors are proportional to it thus only a single current needs to be altered to compensate 
for process variation. It can also be seen that process variation in either transconductance or 
capacitors provides frequency scaling with no change to the filter's passband gain. 
3.3.4 Tuning the process and mismatch variation 
The frequency tuning for process variation may also be applied to compensate for mismatch vari- 
ation. Although mismatch variation affects different frequency parameters by different amounts, 
correlation between these parameters is high. For example the correlation observed when band- 
width plotted against centre frequency from the Matlab simulation, Fig. 3.6 is 0.86 (a full circuit 
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Table 3.6: Theoretical results for a centre frequency tuned filter 
Value mean s. d. s. d. as a percentage 
Maximum gain 1.00 0.020 2.0% 
Bandwidth/Hz 399 11.6 2.9% 
Centre Frequency/Hz 670 0.048 0.0% 
Stop Width/Hz 1.86k 51.9 2.8% 
40dB point/Hz 216 5.93 2.7% 
3dB point/Hz 500 4.16 0.8% 
3dB point/Hz 899 7.47 0.8% 
40dB point/Hz 2.07k 50.3 2.4% 
gain correction factor 1.00 0.014 2.9% 
Figure 3.7: A microphotograph of the bandpass filter (450 µm by 520 µm) 
simulation has a correlation coefficient of 0.90). If the filter is tuned to a specific centre frequency, 
by means of the bias currents to the trans conductance amplifiers, the variation due to mismatch 
of all the frequency parameters of the filter are found to reduce. Since trans conductance is pro- 
portional to centre frequency, and bias current is proportional to trans conductance the new bias 
current may be found by applying ratios and knowing the untuned centre frequency, ie to normalise 
the frequency to 670 Hz, 
(entre 
'bias = 'bias (centre (3.32) 
where Ibias and fcentre are the desired values and 'bias and fcentre are the initial values found. This 
also compensates for process variation and temperature effects, as described in Section 3.4. The 
variation due to both mismatch and process variation, with the circuit tuned to the desired centre 
frequency using (3.32), Table 3.6, shows that a high tolerance to process and mismatch variation 
is achievable with this topology by tuning a single bias current. 
3.3.5 Summary 
A Gm-C bandpass filter topology has been presented, with consideration of effects of mismatch 
and process variation. The standard deviation of different parameters due to mismatch has been 
calculated and a means to compensating process variation given. 
3.4 Experimental results 
The filter is fabricated in a 0.35 qcm process, with 10 chips tested. A microphotograph of a chip is 
shown, Fig. 3.7. Characterisation results of a single chip, chosen at random rather than for best 
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Parameter Simulation Experimental 
Power Supply 1V 1V 
Current Consumption 67 nA 68 nA 
Noise (with respect to input) -84 dB -86 dB 
Dynamic Range at 1% THD at output 47 dB 49 dB 
IMD3 (tones at 690 and 700 Hz) -33 dBc -25 dBc 
IMD5 -46 dBc -39 dBc 
Input range 40 mVpp 40 mVpp 
PSRR+ -37 dB -39 dB 
performance, is given followed by statistical results for all 10 chips showing sample mean and s. d.. 
Fig. 3.8 shows the test setup for the measurements made. The filter is operated in a single-ended 
mode, with a single input from a signal generator. The circuit is powered by a dual supply with a 
total supply voltage of 1V. The dual supply is necessary so that the common-mode output voltage 
is approximately ground for coupling directly to the network analyser without voltage shifting. 
Two references are provided to the circuit, a voltage reference at the midrail voltage (ie ground) 
and a current bias of approximately 3 nA (the precise value dependent on tuning, see Table 3.8). 
The current bias is generated from a Keithley 236 in current source mode. The output of the 
bandpass filter is connected to a Burr-Brown OPA124 opamp which provides sufficient output 
drive for a1 MSZ load. The opamp has a low input capacitance (under 0.2 pF) and high input 
resistance (greater than 1020 ohms) so its load on the bandpass filter is negligible. 
3.4.1 Characterisation of a single chip 
Experimental results compare well with those predicted from circuit simulation, Table 3.7. The 
circuit operates a1V power supply, suitable to be powered by a single cell battery, and consumes 
under 70 nW of power. A plot of the noise from the network analyser is shown in Fig. 3.9, with the 
noise integrated from 500 to 900 Hz. The noise is measured to be under -86 dBVrms. The dynamic 
range is calculated for an input signal of 40 mVpp at the intermodulation distortion values given. 
Intermodulation distortion values are also calculated with a total input signal of 40 mVpp. The two 
20 mVpp signals were at 690 Hz and 700 Hz, Fig. 3.10. Intermodulation distortion was found to 
be approximately constant for all two tone tests where the intermodulation products fell inband, 
at a value of -25 dBc for IMD3 and -39 dBc for IMD5. The experimental distortion values are 
greater than the nominal values found from simulation, however they are within the 3 s. d. range 
from Monte-Carlo simulation. Fig. 3.11 shows the results of a sinusoid of 700 Hz of amplitude 
10 mVpp injected onto the supply rail. The power supply rejection ratio is -39 dBc. Both the input 
signal and output of the filter are superimposed. Device sizes for all the transconductors are the 
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Figure 3.13: The tuning of chip 1 
same, the filter function being implemented by changing the size of capacitors. The device sizes 
are as in Table 3.1 and the capacitor sizes as in Table 3.3 and Table 3.4. These results meet the 
specification in Table 1.7. 
Fig. 3.12 is the transfer function of the filter. The figure is the amalgamation of three sepa- 
rate plots to achieve sufficient frequency accuracy and noise floor with the instrumentation used. 
Fig. 3.13 shows 9 transfer functions achieved with a single chip by altering the single bias current 
for the filter. Bias currents are 2' nA for n being the integer numbers -1,0,..., 7. It can be seen that 
a series of these filters could be used to create a filterbank within the audio range. Although the 
filter is designed for the passband to be below 1 kHz, it operates when the centre frequency is at 
frequencies beyond this. This demonstrates the versatility of this filter and its possible application 
to other systems beyond a miniature apnoea detector. 
3.4.2 Results from ten chips 
Table 3.8 shows the frequency response results from each chip, together with the sample's mean and 
standard deviation. The test procedure involved adjusting the bias current until the desired centre 
frequency is achieved then measuring frequency response related parameters. Since each chip is 
tuned to centre frequency, the s. d. of the centre frequency is a measure of the tuning precision 
achieved. If ideal tuning were achieved the variation of centre frequency would become zero. 
The mean tested bandwidth is 90% of that desired, with the 3 dB points of the filter closer to 
the centre frequency than wanted. This is due to simulation inaccuracies of transistors, the output 
resistance and input capacitances of the g,,,, blocks. Also, the output buffer for the circuit is off chip 
thus capacitor C6 of Fig. 3.5 is greater than desired. This leads to a reduction of bandwidth due 
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Table 3.8: Results of the 10 chips 
Chip Bias/A Centre frequency/Hz Bandwidth/Hz Attenuation point/Hz 
40dB 3dB 3dB 40dB 
1 -3.41n 672 326 226 528 854 1910 
2 -3.30n 671 373 217 510 883 1900 
3 -3.14n 669 377 217 507 884 1880 
4 -3.30n 671 379 217 508 887 1920 
5 -3.43n 671 351 226 518 869 1910 
6 -3.32n 671 353 236 517 870 1860 
7 -3.19n 670 359 217 514 873 1900 
8 -3.38n 669 350 217 516 866 1900 
9 -3.27n 670 372 212 509 881 1910 
10 -3.34n 669 363 226 512 875 1900 
Mean 3.31n 670 360 221 514 874 1900 
s. d. 0.092n 1.00 16.2 7.16 6.28 10.0 17.3 
s. d. % 2.8% 0.15% 4.5% 3.2% 1.2% 1.1% 0.9% 
5 
dB 
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Figure 3.14: Bandpass filter transfer functions from all 10 chips, superimposed 
92 
Stop: 2.06000032 KHz 
to the reduction of the higher frequency 3 dB point. Thus, to achieve the desired centre frequency- 
a larger bias current is used, and the reduction of bandwidth is shifted and centred about the 
desired centre frequency. C6 has a parasitic capacitance off chip and constant across all chips. 
This explains the low s. d. of the higher frequency 40 dB point. 
The results in Table 3.8 are close to those predicted from the theoretical values in Table 3.6. 
Variation of the chips is slightly greater. This is expected as the theoretical values only take 
into account variation of transconductance and not second order effects, such as changes in dc 
biasing point within the filter topology and changes in output resistances of the transconductors 
due to the finite output resistance of the transistors. Figure 3.14 shows all 10 transfer functions 
superimposed. The robustness of the design may be observed, with little difference seen between 
the transfer functions. 
3.4.3 Summary 
The circuit has been experimentally tested and compared with simulation results. The frequency 
response is found for the circuit tuned to the desired centre frequency. The results show 60 dB of 
attenuation in the stop band. The tuneability of the circuit is also tested with a centre frequency 
ranging from 100 Hz to 25 KHz. Tolerances achieved for 10 chips are given, showing a small s. d. 
percentage error for the centre frequency, bandwidth, and 3 dB and 40 dB attenuation points. 
3.5 Conclusions 
A bandpass Gm-C filter is presented, operating in weak inversion and consuming 70 nW of power. 
This bandpass filter is suitable for use in a miniature breathing detector as the initial step to process 
the signal. To design the filter, a behavioural model of the transconductor block in the presence 
of mismatch and process variations has been developed that allows for system optimisation. The 
filter has been designed using this model. Despite poor matching tolerances found when the 
devices are operating within the weak inversion region, the filter is robust to mismatch variation. 
Temperature and process variations may be compensated for by tuning via a single bias current for 
the circuit. Variations due to mismatch found within the filter compare well with that predicted 
by the proposed theory and values from circuit simulation. 
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Chapter 4 
Sub-Hertz Low Pass Filter Design 
4.1 Introduction 
Sub-hertz low pass filters have applications in biomedical signal processing [1] and sensor interfaces 
[2]. Biomedical signals are usually found in the 0.01 to 100 Hz frequency range [3] and hence often 
require sub-hertz frequency filters to condition the signal. Sensors may sense pressure, presence 
of certain chemicals and temperature. Applications include anti-aliasing filtering for analogue to 
digital conversion, active gain controls and isolation of a wanted signal. In the proposed apnoea 
detection device sub-hertz frequency filters are used to smooth the signal after rectification and 
for finding the average of a signal. 
Creating large time constant lowpass filters off-chip is a trivial problem. A first order lowpass 
filter may be created from a sufficiently large resistor and capacitor. However, creating a large 
time constant low pass filter on-chip is a challenging problem. On chip, area limitations restrict 
the maximum values of capacitors and resistors. Also, poor tolerances of resistors on-chip are 
an additional problem. As with most on-chip design, attention turns to creating the desired 
circuits using active circuitry. Common techniques used for low frequency filters include gm-C 
topologies and switched capacitor circuits. For large time constants switched capacitor circuits 
require large capacitor ratios [4]. Offset problems occur due to charge injection from switches and 
switches must be turned on and off fully, requiring a sufficient power supply voltage for this [1]. 
These problems limit the use of switched capacitor techniques for large time constant filters. gm- 
C topologies require transconductors with low transconductances to achieve suitably large time 
constants. Several techniques are in the literature to lower the transconductance values in a gm-C 
filter: 
1. Scaling capacitors [5,6]. By placing the capacitor across an inverting amplifier, the Miller 
effect may be used to increase capacitance. This allows a larger time constant without 
changing the transconductor and without increasing the thermal noise normally associated 
with reducing the transconductance. 
2. Current division [6-8]. Large ratios of current mirrors in the transconductor may be used 
to reduce the transconductance. This requires considerable area and large bias currents to 
achieve the sufficiently large ratios in dimensions and hence bias currents. A 0.23 mHz cutoff 
frequency is achieved using a gain of 1/40000 and with a total current bias of approximately 
15 µA in [7]. 
3. Cascading gm and 1/gm sections [1,91. A technique of cascading transconductance amplifiers 
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and transresistance amplifiers may be used to reduce the overall transconductance. The 
transconductance amplifiers and transresistance amplifiers are of different values so that 
scaling occurs. It is noticeable that reported circuits using this technique do not supply noise 
or distortion analysis, which is likely to be poor. Every section adds noise and distortion and 
cascading many times provides low dynamic range. 
4. Floating gate and bulk driven circuits [6,10,11]. Floating gate transistors may be used to 
implement current division, to attenuate the input voltage and to provide source degenera- 
tion, all reducing transconductance. Bulk driven input transistors benefit from the additional 
input terminal achieved by using the back gate. This is only possible for transistors isolated 
in a well. 
5. Triode region [8,12,13]. Using transistors in the triode region increases linearity at the cost 
of common mode rejection. This has shown very promising results. 
6. Current cancellation [14]. Current cancellation may be achieved using input transistors 
of different sizes and cross connecting their drain terminals. This requires good matching 
between input transistors and only a few times decrease in transconductance is achievable. 
This chapter presents two new lowpass filter typologies. A variation on the current cancellation 
technique where two separate transconductors are cross coupled, with the difference in transcon- 
ductance controlled by their bias currents. This allows the circuit to be tuneable and the possibility 
of an on-chip tuning circuit. The other lowpass filter typology is based on a hybrid approach using 
a clocked gm-C transconductor. Unlike conventional switched capacitor topologies, this may still 
operate at a low power supply voltage and charge injection may be neglected as it is at a rate which 
is many times the cutoff frequency. The duty cycle of the clock determines the transconductance 
and this may be used for tuning. 
4.2 A sub-hertz low pass filter using the difference of two 
transconductors 
4.2.1 Principle 
Fig. 4.1 shows the transconductor used in the proposed sub-hertz low pass filter, with FET sizes in 
Table 4.1. It comprises of two differential pairs to form the input stage and an output stage that 
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Table 4.1: Transistor sizes for Fig. 4.1 
Component Value 
Ml, M2 200µm/8µm 
M3, M4, M5, M6, M11, M12 10µm/10µm 
M7, M8, M9, M10 200µm/10µm 
M13, M14, M15 
i 
M16 100µm/ 100µm 
provides high output resistance. The one differential pair has a bias current Ibjas2, mirrored by 
transistors M5 and M6. This differential pair has M8 and M9 as its input transistors. 12 and 13, 
the currents flowing through M8 and M9 respectively, are mirrored such that the output current 
is the difference between the two. With this differential pair, Vl is the positive input and V2 is 
the negative input. The other differential pair has the bias current Ibiosl which is mirrored by 
transistors M3 and M4. This differential pair is connected such that Vl is the negative input and 
V2 is the positive input. Thus if the circuit is placed in a feedback arrangement one differential pair 
provides positive feedback whereas the other provides negative feedback. This is used to reduce 
the transconductance of the transconductor. 
Techniques similar to this are in the literature [14] where current subtraction is used. However, 
this is usually achieved with the sizing of transistors rather than through the bias currents. Only one 
bias current is used for both sets of cross-coupled input transistors. With this method, the sizing 
of transistors controls the overall transconductance. This requires excellent matching between all 
four input transistors (the equivalent of transistors M7-M10 in the proposed design). To solve this 
problem, the proposed design uses a difference in the differential pair bias currents to control the 
overall transconductance. The drain currents of the input transistors M7-M10 may be given as 
_ I1 
'bias1 (1+tanh VDM ( 
(4.1) 
2 
)) 
nUT 
I2 = 
Ibias2 (1+tanh DM V ( (4.2) 
2 U)) T 
I3 = 
'bias2 (1_tanh M VD ( ) (4.3) 
2 
) 
nUT 
14 = 
'bias1 
1- tank 
VDM 
(4.4) 
2 nUT 
where VDM = (V1 - V2) /2, the differential input and all other variables are those labelled on 
Fig. 4.1. The cross coupling of the differential pairs causes the currents output from the differential 
pairs to be 
IA =21 (Ibiasl + Ibias2) +2 
(Ibias2 
- 
Ibiasl) tanh 
nUT 
VDT 
(4.5) 
11 VD M 
IB =2 (Ibiasl + Ibias2) -2 (Ibias2 - Ibiasl) tanh nu) 
(4.6) 
The output current of the transconductor is then 
lout = IA - IB = 
(Ibias2 
- 
Ibiasl) tank 
VD M (4.7) 
nUT 
This assumes ideal matching of the input transistors and the current mirrors. The transconduc- 
tance of the proposed circuit is thus the difference of the transconductances from each of the 
differential pairs. If the two bias currents are close in magnitude then the trans conductance may 
97 
be made considerably smaller than for a single differential pair. With a simple differential pair 
the smallest transconductance achievable is limited by the minimum possible bias current and the 
transconductance is proportional to the bias current. Bias currents below a certain level are prob- 
lematic and may cause oscillation within the circuit. The transconductance within the proposed 
circuit is given by a difference of two bias currents thus removing the proportionality between bias 
currents and transconductance. Suitably high bias currents may be chosen provided that their 
difference is small. Accurate tuning of the bias currents achieves the necessary difference, as ex- 
plained in the experimental results (Section 4.2.3). Also, the use of larger bias currents reduces 
the resistance at internal nodes, increasing the frequency of unwanted poles and zeros. This has 
the effect of improving the phase margin of the transconductor. When subtraction techniques are 
used within a circuit there is an increase in sensitivity to mismatch. So far perfect matching has 
been assumed. However, analysis of mismatch is necessary due to its large effects in the circuit. 
4.2.2 Mismatch 
Mismatch may be split into two components: that caused by the input transistors M7-Mio and 
hence it appears within the hyperbolic tangent function in (4.7); and that caused by the various 
current mirrors which appears outside the hyperbolic tangent function in (4.7). The latter is linear 
with respect to the output and has the effect of changing the weightings of the two differential 
pairs and adding dc bias to the output. 
The mismatch of M3-M6 produce a change in the bias currents that is easily compensated for. 
This is because the bias currents are changed by a constant gain. Multiplying the bias current by 
the reciprocal of the gain value compensates for this. If the mismatch of M3-M6 is neglected, the 
currents at the output of the cross coupled differential pairs become 
1 Ibias2 (ViV2+s_9) 
IA =2 ýIbiasl 4 Ibias2) +2 tank 2fUT 
- 
Ibiasl 
tanh 
(Vi - V2 + 07 - A10 (4.8) 
2 2fUT 
1 Ibiasl (Vi_V2+z7_zio) 
IB =2 (Ibiasl + Ibias2) +2 tank 2nUT 
- 
12 s2 tank 
(Vi - V2 O8 - 09 (4.9) 
2nUT 
where OZ is the variation in threshold voltage for transistor Mi. Note that by choosing to measure 
currents IA and IB and neglecting the mismatch of M3-M6 the effects of the other current mirrors 
may be considered separately. Transistors Mi, M2, M13 and M14 cause current IA to be multiplied 
by a gain factor, a, and transistors M15 and M16 cause current IB to be multiplied by a second 
factor, , 3. Thus the output current 
is 
lout = alA - /3IB. 
Equations (4.8), (4.9) and (4.10) may be combined to give the overall equation 
- Iout a=2 (lbiasl + Ibias2) ý" 
a2 Ibias2 tanh 
VD 
+A- lbjasl tanh 
(V DM B, 
T nUT 
(4.10) 
(4.11) 
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Figure 4.2: The effects of terms A and B on trans conductance 
where 
A= (O8 - O9) /2nUT (4.12) 
B= (07 - dlo) /2nUT (4.13) 
It can be seen from (4.11) that the output current, Lout, is split into two terms. A dc term which 
is affected by the difference of the current mirror mismatch terms, a and ß, and a term including 
the differential input signal which is multiplied by the sum of the current mirror mismatch terms. 
If there were no mismatch between the current mirrors, ie a= , 
Q, then the dc term is equal to 
zero. The only other way for this term to be zero is for the bias currents to be equal and opposite, 
however this is not meaningful in a circuit context as both bias currents must be positive for the 
transistors to operate. Thus the dc term with mismatch may not be cancelled out other than by 
changing the gains of current mirrors. These are fixed by the dimensions of the devices. The second 
term in (4.11) is affected by the sum of the current mirror mismatch terms. If both bias currents, 
Ibias1 and Ibias2, are reduced by a factor of (a + /3) then the affect of mismatch in the current 
mirrors is cancelled. This result allows the transconductance of the transconductor to be set so 
that mismatch of the current mirrors is compensated for. This is an advantage of the proposed 
technique. 
Mismatch terms are also within the hyperbolic tangent functions of (4.11) leading to input 
offsets (given by the terms A and B as defined in (4.12) and (4.13)). Effects of these terms are 
harder to analyse. Double angle expansions of the hyperbolic tangent terms in (4.11) do not aid 
simplification. Taking Taylor expansions of the hyperbolic tangent terms is not accurate unless high 
order terms are considered due to the subtraction of the hyperbolic tangent terms. If the current 
mirror mismatch is compensated for, the transconductance may be found through differentiating 
(4.11) 
dlout 
_1 dVDM nUT 
(Ibias2sech2 
nUT 
M+A- IbiaslseCh2 
nV+B 
(4.14) 
T 
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Figure 4.3: The low pass filter topology 
Figure 4.4: A microphotograph of the lowpass filter (590 am by 280 µm) 
Then the transconductance for zero differential input is 
9m =VA=1 
(Ibias2sech2 (A) - Ibiasisech2 (B)) . 
(4.15) 
°ý' vDý, =o n UT 
Fig. 4.2 shows the effects of terms A and B on the trans conductance of the transconductor. The 
differential input voltage is swept between -100 mV and 100 mV. The thermal voltage, UT, is 
assumed to be 25 mV and the slope factor, n, is 1.3. Four curves are shown in the figure. The 
solid line represents no mismatch, with A=0 and B=0. For the technology used (AMS 0.35µm) 
and sizes of transistors (Table 4.1) the values of A represent +2, +1,0 and -1 standard deviations 
in the figure. The values of B represent 0 and +2 standard deviations. The mismatch causes the 
maximum transconductance to increase. This reduces the effectiveness of using the difference of 
two trans conductors. 
The proposed technique allows some transconductor mismatch to be compensated for. The 
mismatch due to the current mirrors, or any other gain factor found in the transconductor, may be 
compensated for by adjusting the two bias currents. However, the mismatch due to the variation in 
threshold voltages of the input transistors may not be compensated for and provides the ultimate 
limit on the minimum transconductance achievable. 
4.2.3 Experimental results 
The proposed transconductor has been fabricated, being placed in negative feedback and with a 
40 pF capacitor, Fig. 4.3. This is made in the 0.35 /im AMS technology and a microphotograph is 
shown, Fig. 4.4. The lowpass filter is required to operate at two different cutoff frequencies, 350 mHz 
and 50 mHz, for the two low pass filters found in the apnoea detector. The cutoff frequency is 
Tnl-h1P A9 THPnrPtirnl vnliiPC fnr t. hP his ciirrent. c 
Cutoff Frequency 'bias1 Ibias2 S 
350 mHz 250 pA 256 pA 0.025 
50 mHz 250 pA 251 pA 0.004 
N/A 10.00 nA 10.25 nA 0.025 
N/A 10.00 nA 10.04 nA 0.004 
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Figure 4.6: PCB layout used for low current measurements (not to scale) 
tuned by adjusting the two bias currents, whose theoretical values are shown in Table 4.2. The 
variable b is defined as 
s_ 
Ibias2 - Ibias1 (4.16) 
Ibias1 
such that (4.7) may be written as 
lout =6' Ibiasl ' tanh 
DM 
(4.17) 
In other words, 6 is the multiplication factor of transconductance achieved by using a subtraction 
double differential pair compared with a single differential pair using the same bias current. In 
addition to characterising the filter at these 350 mHz and 50 mHz, the input stage is characterised 
with bias currents around 10 nA so that its dc performance characteristics may be measured 
accurately. Initially the input section is considered, for both values of 6. Then the results from 
the filter as a whole are presented, for both values of 6. 
To test the input stage of the low pass filter, currents IA and IB where measured directly, 
Fig. 4.5. Keithley 236 Source-Measure units were used to create the negative supply voltage 
and measure the current flowing through transistor M14 and M15. Since these currents were 
measured directly no error through on-chip current mirrors was caused. As low transconductances 
are required and the subtraction effects used by the topology, small differences in the currents 
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IA and IB need to be detected. These are often in the picoamp to hundreds of picoamp range. 
Precautions were taken so that currents of this magnitude could be measured. Fig. 4.6 shows the 
PCB layout used for low current measurements. Guard rings where placed on the PCB around the 
tracks connected to M14 and M15. These were biased at the same voltage as the track enclosed, 
the voltage biasing being provided by the source-measure units. The PCB cleaned thoroughly 
to remove flux so that surface currents on the PCB were minimised. Full ESD protection was 
included on-chip for these nodes, which provided the most leakage. The combined effects of the 
leakage currents were measured to be below 500 fA, low enough for meaningful measurements. 
These were measured by removing the chip-under-test from the PCB whilst the source-measure 
units were attached to the PCB (the chip-under-test was in chip socket for easy removal). The 
currents recorded were under 20 fA. This is the combined effects of the accuracy of the measurement 
units and the leakage currents not associated with the chip-under-test. The chip was then inserted 
with the input bias currents set to 0A and the circuitry powered down. The ESD protection was 
biased from a separate pin, and set to the supply voltage for the circuit. The output currents were 
under 500 fA and caused by leakage currents in the ESD protection. Thus currents of picoamps 
could be accurately measured in testing. The technique of measuring the bias current directly 
proved successful for this circuit, due to the low frequencies involved. Transistors M14 and M15 are 
mirrored to the output stage of the transconductor and provide the load for the differential pairs. 
By measuring IA and IB directly mismatch and other non-ideal effects of the output stage can be 
isolated from the input section. The input section may be tested independently thus allowing the 
true performance of this proposed subtraction technique may be evaluated. Results for the entire 
circuit, with both input and output stage, is considered in Section 4.2.3.3. 
4.2.3.1 Results for 6=0.025 
Fig. 4.7 shows outputs of the differential pairs when 6=0.025 and where VDM = Vl - V2. Bias 
currents are set to 10.00 nA and 10.25 nA for the required value of S and so that small changes 
in current are within the precision of the instrumentation. The circuit is designed to have bias 
current of around 250 pA, a factor of 40 smaller, as in Table 4.2. However, the changes in bias 
102 
300 
200 
100 
CL 
c0 
u, 
U 
100 
200 
..................... .......;....... ...... jý.......;.......:........:...... 
-300' 
-100 -80 -60 -40 -20 0 20 
Vdm in mV 
40 60 80 100 
Figure 4.8: Difference of the differential pairs, IA - IB, ie 14 - Il - (13 - 12). Solid line is the 
measured results and the dotted line is the ideal curve. 
current would be in the hundreds of femtoamps and of the same order of the leakage currents. 
Mismatch of the input transistors causes an input offset error between the two differential pairs, 
a horizontal shift, Fig. 4.7. Thus the curves do not meet at the origin. Whereas differences in 
magnitude and offset may be altered by changes to the bias currents, this effect may not be tuned 
for in the current realisation. The input offset between the curves is approximately 0.5 mV, when 
their currents are zero. This leads to an intersection point between the curves at 19 mV rather 
than at the origin. This is most clearly seen in Fig. 4.8 which is a plot of the difference between 
the currents in the two differential pairs. The solid line is direct measurements of IA and IB and 
does not consider the output section of the transconductor. The dotted line is the ideal case if 
there were no mismatch. The measured result is a hyperbolic tangent function with an offset. The 
offset centres the curve about the intersection point of the two curves in Fig. 4.7. 
The trans conductance of the difference current between the two differential pairs may be seen 
in Fig. 4.9, ie the derivative of Fig. 4.8 with respect to VDM. The graph approximates a sech2x 
function albeit an offset of 19 mV. Peak transconductance occurs at zero output current, as with a 
single differential pair. Peak transconductance for the subtraction differential pair is around 9 nS. 
The amount of deviation of the points from a line of best fit is due to the small differences in output 
currents close to the limits of accuracy of the instrument. Although this error is almost unnoticeable 
in Fig. 4.8, taking the derivative accentuates it. With b=0.025, transconductance should be 
reduced to 7.5 nS, considering the transconductance of single differentials pairs is approximately 
300 nS. This is not quite achieved due to the input offset. When the two differential pairs are 
subtracted with a slight offset, the peak transconductance increases in magnitude. The equivalent 
delta, b, is 0.030, slightly greater than the desired value of 0.025. This change may be compensated 
for by reducing the bias currents. 
Common mode effects were measured over the entire range of the input, for VCM from -200 mV 
to 200 mV where VCM = Vl = V2. Over this range the output current changed by -40 pA, in 
an approximately linear fashion, Fig. 4.10. The line of best fit, in the least square sense, has a 
gradient of 0.11 pS. This provides a common mode rejection ratio of 32 dB. 
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4.2.3.2 Results for 6=0.004 
Having considered the case for S=0.025, for a higher cutoff frequency, the more challenging S of 
0.004 is now considered. The difference between the transconductance of each differential pair is 
now considerably closer so mismatch effects between the differential pairs are magnified. 
Fig 4.11 shows the output currents of each of the differential pairs when S=0.004. The bias 
currents are Ibiasi = 10.00 nA and Ibias2 = 10.04 nA. The input offset between the curves when 
the output current is zero is 0.4 mV, approximately the same as the value before. However due 
to the proximity of the two curves this offset causes a much greater intersection point for the two 
curves, that is 40 mV, approximately double the previous value. Fig. 4.12 shows the difference 
current of the differential pairs. The hyperbolic tangent function is now not found, due to the 
shifts caused by input mismatch. Below a Vdm, of 40 mV the transconductance is negative. If the 
filter enters this region the filter becomes unstable and may oscillate. Hence the combination of a 
small difference in bias currents and mismatch affects the stability of the filter. 
The transconductance of the difference current between the two differential pairs may be seen in 
Fig. 4.13. Compared to the case when 6=0.025 the transconductance as a function of differential 
input voltage less accurately approximates the sech2x function. When the output current of the 
transconductor is zero, ie a differential input of 40 mV to compensate for offset, the transconduc- 
tance is 2.5 nS. This corresponds to an equivalent delta, fi, of 0.0085, approximately double the 
desired value. Nevertheless a considerable reduction of transconductance is still achievable, and 
by adjusting the bias currents S may be reduced to 0.004 as is shown in the filter characterisation 
results. 
Common mode effects were measured over the entire range of the input, for VCM from -200 mV 
to 200 mV where VCM = Vl = V2. Over this range the output current changed by approximately 
200 pA, in an approximately linear fashion, Fig. 4.14. The line of best fit, in the least square sense, 
has a gradient of 0.56 nS. This provides a common-mode rejection ratio of 7.0 dB. For 6=0.025 
the common-mode rejection ratio was 32 dB. Reducing 6 significantly reduces the common-mode 
rejection, an effect of mismatch. 
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Table 4.3: Experimental Results for 6=0.025 
Parameter Value 
Cutoff frequency 350 mHz 
THD (at 350 mHz, 40 mVptp input) 3.2% 
Inband Noise Power (25 mHz - 350 mHz) -89 dBVrms 
Dynamic Range 52 dB 
Power Consumption < 3nW 
4.2.3.3 Filter characterisation 
The filter is characterised in terms of its performance with cutoff frequencies of 350 mHz and 
50 mHz. To test the performance at 350 mHz, values for the bias currents are 250 nA and 255 nA 
for Ibiasl and Ibias2, respectively. The value for Ibias2 was found by adjusting it until a 350 mHz 
cutoff frequency was achieved. The current for Ibias2 is comparable to the 256 nA value predicted 
by theory. When the bias currents were tuned for this cutoff frequency the performance achieved 
is as in Table 4.3. The filter has a total harmonic distortion of 3.2% at the cutoff frequency, the 
frequency at which the distortion is greatest. Distortion was measured at several points inband, 
covering the frequency range, and it was found to be greatest at the cutoff frequency. Noise was 
measured between 25 mHz and the cutoff frequency. The lower bound was due to the limitations 
of the instrumentation. The dynamic range is 52 dB and the power consumption is under 3 nW. 
The low power is achieved due to the low bias currents required for low values of transconductance. 
Fig. 4.15 shows the transfer function for the filter. Two parasitic zeros and one parasitic pole exist 
around the 3 Hz frequency, an order of magnitude above the cutoff frequency. The effect of these 
parasitic poles and zeros is that the stop band attenuation is limited to 40 dB. This attenuation 
is sufficient for this system and does not alter the effectiveness of the filter. When the filter is 
operated with a lower cutoff frequency, these parasitic poles and zeros do not alter in frequency 
and their effect is further reduced. 
The filter was also tested for a cutoff frequency of 50 mHz with bias currents of 250 pA and 
251 pA. Due to the low frequencies involved, it proved difficult to find noise performance of the 
circuit. Power consumption is approximately the same and under 3 nW. Fig. 4.16 shows the transfer 
function, showing a cutoff of approximately 50 mHz. This was measured by applying sinusoidal 
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inputs to the circuit and measuring the amplitude of the filter's output. A fitting line is shown for 
the asymptotes of an ideal first order lowpass filter with a cutoff of 50 mHz. Results approximately 
fit the asymptotes. 
4.2.4 Summary 
A new technique is proposed for designing a sub-hertz lowpass filter. The technique uses the dif- 
ference of two differential pairs to create a low transconductance value. The main factor in the 
effectiveness of the circuit is mismatch between the two differential pairs and within the transcon- 
ductor as a whole. Some of this mismatch may be compensated for by adjusting the two bias 
currents used to control the transconductance. However some mismatch, specifically linked to 
transistors M7-M11 (the input transistors) of Fig. 4.1 cannot be compensated for and limit this 
technique. The input section of the transconductor is tested, using bias currents 40 times larger 
than for usual operation. This is so that the transconductance may be measured with sufficient 
accuracy. The input section is tested for two sets of bias current values, representing cutoff fre- 
quencies of 350 and 50 mHz. The filter is then characterised at 350 mHz providing a dynamic 
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Table 4.4: Comparison of results 
Cutoff Freq. 
in mHz 
Power Consumption 
per pole in nW 
Process 
in pm 
Area 
in rnm2 
Supply 
Voltage in V 
FONT 
IV-1F-1 
[2] 75 Not Stated 1.0 0.25 5 - [6] 83 7000 1.2 Not Stated 3 - [1] 100 230 0.8 0.10 3 - [10] 500 1000 0.8 0.09 1.2 - This Work 50 3 0.35 0.12 1 2.6e21 
0 
in V 
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Figure 4.17: Principle of the proposed low pass filter 
range of over 50 dB. The filter is also tested with a cutoff frequency of 50 mHz. These results are 
compared with those found in the literature in Table 4.4. A Figure of Merit (FOM) is included, 
calculated as the dynamic range per power consumption per pole per total capacitance. It has 
only been included for this work as values for dynamic range are not provided for the other circuits 
found within the literature. 
Although, in theory, this filter topology should allow a low cutoff filter in the order of tens 
of millihertz, in practice the circuit technique is compromised by mismatch. The topology may 
be made to work by carefully tuning two bias currents using precision current sources. However 
if this circuit were used in a miniature battery operated sensor such precision bias currents are 
unlikely to be available. For cutoff frequencies in the tens of millihertz, mismatch can cause the 
transconductance, at certain values, to become negative. Within a feedback loop, this change of 
sign can cause oscillation. Due to these reasons a different approach was taken, as described in the 
next section. 
4.3 A sub-hertz low pass filter using a clocked transconductor 
4.3.1 Principle 
Fig. 4.17 shows the basic principle of the proposed low pass filter using a clocked transconductor. 
The transconductor is placed within a feedback loop arrangement with a capacitor, in a first order 
gm-C low pass filter topology. A switch is added between the output of the transconductor and 
the capacitor, allowing the output of the transconductor to be connected and disconnected from 
the capacitor and the feedback network. In the simplistic diagram in Fig. 4.17, the circuit does 
not obey Kirchhoff's Current Law when the switch is open as the transconductor's output current 
has nowhere to flow. In reality this would cause its output stage of the transconductor to saturate 
at (or near) a supply rail. In the actual implementation, additional circuitry is added to provide 
better control of the voltage at the output of the transconductor when the switch is open. This is 
discussed later. However, the principle effects may be shown with the simplified circuit, Fig. 4.17. 
The switch provides two benefits. The first benefit is the the effective transconductance may 
also be reduce by a factor equal to the duty cycle. The output current from the transconductor, 
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Il, can only flow into the capacitor when the switch is closed, so the average current that flows 
into the capacitor, 12, is reduced by the duty cycle of the clock. If 6 is the duty cycle of the clock, 
0, then 
12 =6xI. (4.18) 
This reduction in transconductance is achieved in the time domain so may be precisely controlled 
with a high precision clock.. The clock frequency must be sufficiently high such that clock har- 
monics are out-of-band. This is trivial in a sub-hertz filter, where the passband frequencies may 
be orders of magnitude lower than the clock. 
The second benefit is the output resistance of the transconductor increases. For a first order 
gm-C filter the time constant, T, is 
Y=c (4.19) 
9o + 9m 
where go is the output conductance of the transconductor and gm is the transconductance of the 
transconductor. So that the transconductance dominates the time constant, go must be small 
compared to gm. It is possible to create a transconductor where the transconductance is small, 
such as by cascading gm, 1/gm sections, however if the output conductance is not decreased the 
minimum cutoff frequency is limited by this. The output conductance may be used rather than 
the transconductance to set the cutoff frequency [1]. However, this relies on accurately knowing 
the output conductance of transistors which in weak and moderate inversion may not be modelled 
well and also may not be controlled well in manufacture. Using the proposed technique the output 
conductance is decreased proportionally to the duty cycle. When the switch is open, a small 
change in the capacitor voltage will not charge the current from the transconductor since the two 
nets are isolated the large resistance of a FET in the off region. When this switch is closed, the 
capacitor observes the usual output conductance of the transconductor. Thus the effective output 
conductance of the transconductor scales with duty cycle. Since both gr,,, and g,, scale at the same 
rate the ratio of the two values is constant so if transconductance dominates with no duty cycle 
then it will still dominate with a duty cycle. 
Fig. 4.18 shows the low pass filter with circuitry to control the voltage at the output of the 
transconductor. A buffer is include between the capacitor and the output/feedback node, Vo.,, t. 
This is to isolate the capacitor node from the load. An additional buffer is included which, via 
a switch, T2, is connected to the output of the transconductor. Switch, T2, is operated with 
the negated clock signal to T1. This circuitry provides a path for the output current of the 
transconductor when Tl is open. When T2 is closed, the output of the transconductor is fixed to 
the same voltage as the capacitor, without current flowing into the capacitor. Thus the voltage 
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Figure 4.19: Circuit blocks used for the: (a) the transconductor; (b) the buffer amplifiers 
at the output of the transconductor should stay approximately the same regardless of whether 
the current from it is flowing into the capacitor or not. This circuitry prevents the output of the 
transconductor changing between the supply rail voltages and the voltage at the capacitor each 
time the switches are toggled. Without the circuitry, the current would be used to charge parasitic 
capacitances at the output of the transconductor rather than charging the capacitor, C, which leads 
to increased distortion in the output signal. Thus, this circuitry to control the output voltage of 
the transconductor improves linearity. 
Charge injection also occurs due to the switches. When a FET is switched, charge distributes 
through the source and drain with the ratio of the capacitance seen at each terminal [15]. As 
Tl is switched, charge is injected predominately into the capacitor as the capacitor offers the 
lowest impedance. As T2 is switched, charge is predominately injected into the buffer. The buffer 
is a transconductor connected in feedback so the output capacitance is dominated by the input 
capacitance of the negative input. Both of these switches are operating at frequencies much greater 
than the bandwidth of the filter so the effects of injected charge is attenuated. 
4.3.2 Circuit blocks used 
c 
Fig. 4.19(a) shows the transconductor used. It consists of two differential pairs connected in 
the doublet arrangement and with input transistors with width ratios of 5: 1. All transistors have 
the same size, 10 µm by 10µm with the exception of M3 and M6 which have an increased width 
of 50 µm. This is to maximise the differential input range for a total harmonic distortion of 1% 
(Section 3.2.1). The bias current used is set at 250 pA, the same bias current as in the proposed 
difference of two transconductors low pass filter (Section 4.2). Switches Tl and T2 are connected 
directly to the output of the transconductor. These switches are single minimum sized NMOS 
FETs. Since the voltage across the switches are small and at the approximate voltage reference 
of half the supply voltage these are sufficient for the application. NMOS FETs were chosen over 
PMOS due to their lower threshold voltage in the technology used. The output buffers, Fig. 4.19(b), 
consist of differential pairs with their outputs connected to their negative inputs to create unity 
gain buffers. All transistors for the output buffers are 10 pm by 10 µm. Since the output buffers 
operate well below their bandwidth, their inputs are approximately equal so these contribute little 
distortion. The bias currents for the unity buffers are 2 nA. Thus the whole circuit in total consumes 
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Table 4.5: Simulated Results for 5=n 119 
Parameter Value 
Cutoff frequency 350 mHz 
THD (at 350 mHz, 40 mVptp input) 1% 
In band Noise Power (1 mHz - 350 mHz) -97 dBVrms 
Dynamic Range 60 dB 
Power Consumption 10 nW 
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Figure 4.20: Transfer function of the filter for 8=0.025 
less than 5 nA, neglecting the digital clock generation. 
4.3.3 Results 
The circuit is simulated with Cadence using the AMS 0.35 pm technology. Periodic ac and noise 
analyses (. pac and pnoise) are necessary to simulated the circuit due to the use of a clock signal. 
Simulated results are given for a low pass filter with a 350 mHz cutoff, Table 4.5. The same cutoff 
frequency and value for 8 is chosen as for the previous topology, for comparison. It may be seen 
that this topology provides better linearity and dynamic range than the previous at the expense of 
power consumption. The power consumption of this circuit over 3 fold greater than the low pass 
filter topology base on the difference of two differential pairs. The transfer function is shown in 
Fig. 4.20. There is a dip at the clock frequency however at other frequencies the transfer function 
is that of a first order filter. The transfer function is also found for a filter with a clock duty cycle 
of 0.004, Fig. 4.21. This shows a3 dB cutoff frequency of 50 mHz, as expected. 
For the simulated results provided, a clock frequency of 80 Hz was used. Provided that the 
input is below 40 Hz, no aliasing occurs. However above 40 Hz aliasing occurs. This may be 
seen in Fig. 4.22(a) where peaks in the responses of the harmonics represent aliasing down to the 
baseband. This figure shows the amplitudes of harmonics as a function of the input frequency. The 
curve labelled harmonic= "0" represents the fundamental frequency harmonic and is the small-signal 
transfer function. The input signal mixes with the clock frequency to produce sum and difference 
terms. The curve labelled harmonic="-1" represents the difference term of the input frequency 
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Figure 4.21: Transfer function of the filter for b=0.004 
and the clock. This is given as a function of the input frequency but the output frequency is 
different. For example, when the input frequency is 90 Hz, the "-1" harmonic has an amplitude of 
-30 dB. At this input frequency, the output frequency of this harmonic is found at 90 - 80 = 10 Hz. 
Hence aliasing occurs with this harmonic albeit -30 dB attenuation. The "1" harmonic occurs at 
the frequency of the sum of the clock frequency and the input frequency. Since the clock causes 
sampling, harmonics of the clock are found at multiples of its fundamental frequency. This causes 
aliasing at higher frequencies, shown by the f2 and ±3 harmonics. This problem of aliasing may be 
removed by low pass filtering the input signal first to attenuate frequencies of the clock frequency 
and higher so that the clock signal has nothing to mix with. Since 30 dB of anti-aliasing attenuation 
is achieved by this filter, to increase this by 20 dB requires a pre-filter with a cutoff frequency of 
8 Hz. This may be achieved without the use of circuit techniques required for sub-hertz filters. 
Alternatively, if the clock frequency is increased to 800 Hz, Fig. 4.22(b), simulated results suggest 
aliasing does not occur. It is proposed that this occurs due to the parasitic double pole found at 
450 Hz (in the transfer function, harmonic="O"). This causes the transfer function to shift by 180 
degrees of phase above this point. In effect, at frequencies above this point, the transconductor 
changes polarity. When the clock frequency is above 450 Hz the 180 degrees of phase shift within 
the feedback loop causes aliasing to be filtered by the lowpass filter topology. When the clock 
frequency is below 450 Hz this does not occur. If the clock frequency is increased above 450 Hz 
then anti-aliasing pre-filtering is not required for this circuit. 
4.3.4 Summary 
A second low pass filter topology is proposed showing excellent characteristics when compared 
with results in the literature. A switch is used at the output to the transconductor to decrease 
the value of transconductance and increase the output resistance. Both these effects are beneficial, 
allowing the circuit to perform low pass filtering with a sub-hertz cutoff frequency. These effects 
utilise the averaging effect of multiplying a high frequency square wave from the switch with the 
signal. Since the square wave is of high frequency only the dc component is found in the passband 
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Figure 4.22: The effects of different clock frequencies on the harmonics generated: (a) for a clock 
frequency of 80 Hz and (b) for a clock frequency of 800 Hz 
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Table 4.6: A comparison of the results 
Cutoff Freq. 
in mHz 
Power Consumption 
per pole in nW 
Process 
in pm 
Area 
in mm2 
Supply 
Voltage in V 
FOM 
W-1F-1 
[2] 75 Not Stated 1.0 0.25 5 - 
[6] 83 7000 1.2 Not Stated 3 - [1] 100 230 0.8 0.10 3 - [10] 500 1000 0.8 0.09 1.2 - 
This Work 50 10 0.35 0.07 1 7.9e20 
so harmonics of the input signal are attenuated. Simulated results show that the performance in 
terms of dynamic range and linearity are improved compared to the previous design, however power 
consumption is higher. These results are compared with those found in the literature in Table 4.6. 
A Figure of Merit (FOM) is included, calculated as the dynamic range per power consumption per 
pole per total capacitance. It has only been included for this work as values for dynamic range 
are not provided for the other circuits found within the literature. Comparing this with the value 
for the first topology, the second topology is worse. However, the second topology is less sensitive 
to mismatch and so is viable in practice whereas the first topology requires very accurate tuning 
currents so is not viable in practice. 
4.4 Conclusions 
Two low pass filter topologies are presented in this chapter, using novel circuit designs to reduce 
the trans conductance of the transconductors used. The first topology is based on the difference of 
two transconductors. By controlling the bias currents for the two transconductors a low value of 
transconductance is achieved. This technique, although successful at reducing transconductance, 
is eventually limited by the mismatch found within the transistors connected to the input. The 
mismatch is high due to the transistor operating in weak inversion. A second topology uses a clock 
to reduce the transconductance, essentially switching the transconductance off for a percentage 
of the time. Low values of duty cycle may be generated with accurate clock signals and so low 
sub-hertz frequencies achieved. Table 4.4 and Table 4.6 compare the two filters to others found 
in the literature. Although the first lowpass filter compares favourably to other topologies- 
consuming the least power and operating at the lowest voltage-implementation in a battery 
operated device is not feasible; two precision current sources are required to make it operate which 
cannot be implemented in such a system. The second lowpass filter topology, however, is feasible 
for implementation. It consumes more power than the first topology however, it is still lower than 
any other implementation found in the literature. It operates at 1V and with a cutoff frequency 
of 50 mHz. 
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Chapter 5 
Low Power Low Voltage Precision 
Rectifiers in Weak Inversion 
5.1 Introduction 
Rectification is one of the most common nonlinear operations to be performed in analogue signals 
processing. Rectifiers are used in RMS-to-dc converters, peak detectors and for AM demodulation 
[1]. They are as also used for power applications, in ac-to-dc and dc-to-dc converters. These 
applications require different circuit topologies to the precision rectifiers used for signal processing. 
Rectifiers in power applications are designed to convert and transmit power at their input to power 
at their output. Precision rectifiers provide output power/voltage from the supply rails rather 
than their input. As the name would suggest, precision rectifiers are to perform the rectification 
operation more precisely than power rectifiers. 
5.1.1 Rectification topology overview 
Probably the simplest conceivable form of rectification is diode rectification, using a single diode 
connected with a resistor, Fig. 5.1(a). A signal voltage, Vi,, is applied and ideally, the half-wave 
rectification function is achieved, ie 
Vout Vin Vin >0 = 
0 otherwise 
However, in reality, a voltage across the diode needs to be applied before it conducts, creating 
a dead-zone, thus the rectification function is distorted. A refinement is to use the diode in the 
feedback path of an opamp, Fig. 5.1(b). When the input of the opamp is greater than zero the 
opamp's output swings such that a unity buffer operation is achieved and the dead-zone effect is 
minimised by the feedback. When the input of the opamp is less than zero, the diode prevents 
feedback operation and isolates the rectifier's output from the output of the opamp. A second 
diode may be added to control the voltage at the output of the opamp preventing the opamp from 
being in negative feedback, the phantom in Fig. 5.1(b). Such a diode may be referred to as the 
clamp diode. The dead-zone of the rectifier is reduced. However active diodes are limited by the 
slew rate of the opamp. As the diode changes from off to conduction a sudden change in voltage 
is necessary at the output of the opamp to overcome the dead-zone effect. Sudden voltage change 
is limited by the slew rate and over this time period the diode's response has a dead-zone. This 
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Figure 5.1: Rectifier topologies: (a) diode, (b) opamp-diode, (c) transconductor-diode, (d) supply 
current sensing, (e) opamp-BJT and (f) current conveyor 
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causes the dead-zone effect to become frequency dependent because, as frequency increases, the 
proportion of the waveform corresponding to the dead-zone increases. If the clamp diode is biased 
such that the output of the opamp is close to its initial voltage when diode conduction occurs 
then slew rate effects are minimised. Also, the slew rate effects may be reduced by using higher 
performance opamps. 
An increase in bandwidth over the opamp-diode circuit may be achieved with a transconductor- 
diode circuit, Fig. 5.1(c) [2,3]. The transconductor circuit drives the diode with a current rather 
than a voltage. This improves the bandwidth as the transconductor is used in an open loop 
configuration. With an opamp, the circuit relies on the negative feedback around the circuit when 
the diode is conducting. The slew rate of the opamp prevents instantaneous feedback and thus 
limits frequency. This need for feedback is removed in the transconductor-diode rectifier. The 
maximum frequency of the circuit is now controlled by the parasitic capacitance found at the 
output of the transconductor and the trans conductance value of the transconductor. Rectifiers 
based on transconductor-diode circuits may operate with megahertz bandwidths [4,5]. 
Other current mode approaches are also found in the literature, taking advantage of performing 
voltage-to-current conversion outside of a feedback loop to increase bandwidth. One technique is 
a current mode precision rectifier that does not use a diode. An opamp is connected in a unity 
gain configuration and the current through the power supplies is measured and subtracted from 
one another, Fig. 5.1(d) [6]. In principle this should increase the operational frequency of the 
system as all opamps are in negative feedback all of the time. However simulated results within 
the paper only show results up to a few tens of kilohertz. The currents from the two supplies of 
the first opamp are then, via resistors converted to voltages, measured by opamps, before a final 
opamp subtracts the two currents. Although this solves the problem of the dead-zone of the diode, 
the problem of mismatch occurs, reducing the benefit of this topology. Mismatch between these 
two differential halves may cause slightly different delays which limits performance. A further 
extension of this work uses an opamp to drive bipolar transistors, Fig. 5.1(e) [7,8]. This technique 
works on a similar principle and improves performance over opamp-diode designs. A topology 
using current conveyors with diodes may also be used for rectification, Fig. 5.1(f) [9-11]. This 
consists of two current conveyors and four diodes for full-wave rectification. This topology may 
be considered as a fully differential transconductor made from the two current conveyors followed 
by a diode bridge and is thus no different in principle from previously mentioned transconductor- 
diode circuits. These topologies are all designed specifically to improve the bandwidth by removing 
feedback. 
5.1.2 Quantitative comparison 
It may be noted that comparison between topologies has been more qualitative than quantitative. 
This is because few characterisation figures of merit are found in the literature. Some figures of 
merit, such as a bandwidth has been given, in some cases. However, evidence of the bandwidth is 
usually shown by an oscilloscope plot or simulation equivalent. Giving performance as a frequency 
and showing the transient waveform is not a precise form of characterisation. The output waveform 
of a rectifier deteriorates gradually as frequency is increased. It is possible to operate a rectifier 
at a higher frequency of operation if one is able to accept a more deteriorated waveform. Thus 
Although precise quantitative results are generally not published for precision rectifiers proposed 
in the literature, there has been some studies to quantify performance [7,8]. Two degradation 
mechanisms are identified: loss in spectral high frequency harmonic components and a loss of a 
segment of the output waveform at the crossing point. 
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Figure 5.2: Degradation mechanisms: (a) loss of high frequency harmonic components; and (b) 
loss of segments of the output waveform. 
Loss in spectral high frequency harmonic components reduces the sharpness of the transition 
between the conduction and stop parts of the rectifier's output. At these sharp transition points the 
spectral content of the output signal is greatest. If the high frequencies are attenuated this ideally 
sharp transition is smoothed. A measure of this is the difference of the minimum of the output 
waveform and the ideal minimum of the output waveform, (d), as a percentage of the amplitude 
(A) at the output, Fig. 5.2(a), ie 
X 100%. (5.1) 
It has been proposed that this should be a figure of merit for a precision full wave rectifier [8]. 
If the waveform is lowpass filtered after rectification such a figure of merit is not important as 
smoothing (attenuation of high frequency harmonics) is purposely implemented by the lowpass 
filter. It is not necessary to design a high bandwidth rectifier when the next step is to remove the 
high frequency components. For this project, the rectifier is followed by a lowpass filter and this 
figure of merit is not important. 
The second degradation mechanism is that a segment of the original wave is lost when recovering 
from a zero-crossing point. In an opamp based design with feedback this is caused by the slew 
rate of the opamp. In a transconductor design the effect is caused by parasitic capacitance at the 
nodes of the diode. It has been proposed that the time (t) before recovery be used as a figure of 
merit for a rectifier [8], Fig. 5.2(b). Since it is a fixed time, the effect becomes more pronounced 
at higher frequencies where the time before recovery becomes a larger proportion of the output 
wave's period. This figure of merit is important as it is a means to determine quantitatively the 
frequency performance of a rectifier at a given amount of signal deterioration, allowing designs to 
be compared. 
More recently, another approach has been taken to quantify the dead-zone [12,13]. This con- 
siders the average output voltage when a sinusoid input signal is applied to the rectifier. The 
amplitude of the input signal is varied and this is plotted against the average output voltage. Ide- 
ally this should be linear for all amplitudes of the input signal. However, there is a lower bound 
caused by the minimum signal the rectifier can rectify due to dead-zone limits. The upper bound 
is due to the distortion and signal range limitations of the circuit blocks. The range of input signal 
amplitudes that provides a linear average value at the output may be considered the dynamic 
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range of the rectifier. This is a function of frequency, and the dynamic range will be least at the 
maximum input frequency. Such a figure of merit is most applicable when the rectifier is being 
used to down-convert signals to the baseband. 
In recent years there has been a focus on designing precision rectifiers that are either low 
voltage [4] or low power [12] or area efficient [14] while still providing accurate rectification at 
high frequencies. This chapter considers another aspect, developing topologies that are specifically 
designed for ultra-low power and low voltage design for low frequency rectification. Weak inversion 
is considered for precision rectifiers, allowing the ultra-low power and low voltage designs desired. 
Two rectifiers are presented in this chapter, an audio range rectifier which is able to rectify signals 
from dc to 10 kHz, and a rectifier that provides improved dynamic range. 
5.2 A low power low voltage rectifier for the audio range 
5.2.1 CMOS rectification schemes from first principles 
Within a CMOS process there are two configurations that are commonly used to implement a 
diode for precision rectification purposes, Fig. 5.3. The type I MOSFET diode uses the gate and 
drain connected together to form the diode's anode and the source acts as the cathode. The type 
II MOSFET diode uses the source as the anode and drain as the cathode. A bias voltage is applied 
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to the gate to enable conduction when forward biased. A NMOS FET is shown for the type I 
diode whereas a PMOS FET is shown for the type II diode since IDIODE and VDIODE have the 
same polarities in both. Other possibilities for rectification include the bipolar junction transistors 
found within CMOS technologies. However these have one terminal common to a supply rail and 
are not suitable for a precision rectifier used to process a signal [151. 
Assuming the devices are operating in weak inversion, minimising drain current and hence 
power, their current-voltage characteristics are 
VS(1-na. n, )-VTOn VDIODEI 
IDIODEI = ISne nnUT e nnUT (5.2) 
VDD(1-lp)+fpVD-VG-IVTOPI VDIODEJI 
IDIODEII = ISPe "P"T e npUT (5.3) 
where Is,, and Isp are the specific currents, n,,, and np are the slope factors and VTOn and VTop are 
the threshold voltages for NMOS and PMOS, respectively. VD, VG and Vs are the drain, gate and 
source voltages, respectively, referred to the bulk. VDD is the supply voltage and the subscripts I 
and II refer to the type I and type II diodes, respectively. Equations (5.2) and (5.3) are derived 
from the EKV model [16]. Fig. 5.4 shows the current-voltage characteristics of the two diode types, 
simulated in the AMS 0.35 um process. VS of the type I diode is set to ground as if it were used in 
a current mirror configuration and the supply voltage, VDD, is set to 1 V. With the non-negligible 
values of VDIODE before conduction, for both diodes, a voltage-mode diode rectifier would have a 
significant dead-zone. 
On first inspection, type I would provide the best solution as it can be incorporated into a 
current mirror [17]. Assuming that the diode is operated in current-mode, the output current 
can be obtained by this current mirror whereas the type II rectifier requires an additional current 
mirror. Using a current mirror makes the type II diode redundant as the current mirror itself may 
operate as a type I diode. However, the type I rectifier has more limited bandwidth. The main 
capacitance in weak inversion is between the bulk and the gate [16] and, with the low current levels 
required for low power operation, the effects of charging this capacitance are more apparent. With 
the type I rectifier, this gate-bulk capacitance is seen at the anode whereas it is not connected 
to either the anode or cathode with the type II rectifier. The main capacitances of the type II 
rectifier are the extrinsic junction capacitances. With the type I rectifier, as the current, IDIODE, 
increases from zero an inversion layer is created and charged. Thus a large signal effect occurs 
where the smallest values of IDIODE are required to charge the largest instantaneous capacitances. 
This limits the bandwidth more so than if the transistor could assume a small signal model with 
suitable current biasing. The current IDIODE cannot be additionally biased as otherwise the non- 
linear rectification effect is lost. The type II diode is thus preferred to the type I diode due to the 
increased bandwidth. 
There are a number of options to bias the gate voltage of the type II rectifier. A constant bias 
may be chosen [1,18] or dynamically set depending on the input voltage, using a dynamic biasing 
scheme [12]. However, this limits the bandwidth of the rectifier [4]. To achieve the smallest voltage 
dead-zone and maximum bandwidth the gate is connected to the power supply. 
5.2.2 The topology of the rectifier 
The topology of the rectifier may be split into three blocks: the transconductance amplifier, the 
current-mode rectifier and the transresistance amplifier, Fig. 5.5. The desired rectifier, as a whole, 
is to have a voltage input and voltage output. Thus transconductance and transresistance blocks 
are used to provide the voltage input and output while allowing a current-mode rectifier. The 
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Figure 5.6: (a) A low power rectifier and (b) the proposed rectifier 
three blocks are now considered, starting with the current-mode rectifier. 
5.2.2.1 The current-mode rectifier 
A low-voltage class AB rectifier has been reported in [4], Fig. 5.6(a). However problems occur 
as the power is decreased and the current levels are reduced to hundreds or tens of nanoamps, 
with transistors moving into weak inversion. The proposed circuit, Fig. 5.6(b) seeks to solve these 
problems (FET sizes of the proposed rectifier are in Table 5.7). 
Bandwidth limiting frequency effects occur at lower frequencies due to the higher resistances 
as smaller currents flow. Fig. 5.8 is the small signal model (neglecting the bulk effect) of the 
low voltage current mirror, Ml,, -M3,, in Fig. 5.6(a). Effects of capacitance at the source of M4a 
Figure 5.7: Transistor sizes for the proposed rectifier 
Component Value 
Mlb, M2b 20µm/20µm 
M3b 10µm/10µm 
M4b, M5b 2µm/2µm 
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Figure 5.8: A small signal model for Mla, -M3a in Fig. 5.6(a) 
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Figure 5.9: Transfer functions of the two current mirrors: (a) the current mirror in Fig. 5.6(a); (b) 
the current mirror in Fig. 5.6(b); and (c) the transfer function given by (5.7). 
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are neglected as these are a function of the voltage at the input and the voltage is determined 
by the preceding transconductor. The effects of M5a are not included as this is off when Mtl4o, is 
conducting and the voltage at its source is also determined by the preceding transconductor. The 
nodal equations for the small signal model are 
X: vy (gm3 + go3) = vx (sC9 + go3) (5.4) 
Y: iin = Vx (gml - 9o3) + vy (sC1 + gm3 + got + go3) (5.5) 
Z: Zout = gm2vx (5.6) 
where C1 = Cdj4 + Cdjl + Csj3 (Cdjk is the drain junction capacitance and Csik is the source 
junction capacitance of transistor Mka,. ); C2 = Cgbl + Cgb2 (Cgbk is the gate bulk capacitance of 
transistor Mk,, ); and gok and gmk are the output conductance and transconductance of transistor 
Mk,,. The transfer function may be found from the nodal equations for the low power current 
mirror, assuming a low resistance load at the output: 
Zout 
_ 
9m2 (9m3 + go3) (5 7ý 
tin s2C1 C2 +s (C19o3 + C2 (9ol + 903 + 9m3)) + 903 (901 + 9ml) + 9m19m3 
If M3a, is removed the simple current mirror yields the standard result, 
tout 
_ 
9m2 (5.8) 
iin sC2 + 9m1 
Fig. 5.9 shows results from a BSIM3v3 simulation and from (5.7). The simulation of the current 
mirror in Fig. 5.6(a) shows a first order response, as predicted by (5.8). Using the small signal 
values from the simulation, (5.8) gives a3 dB bandwidth of 23 KHz, compared with the simulated 
value of 21 KHz. The curves representing Fig. 5.6(a) (one being from BSIM3v3 simulation and 
other from (5.7)) have a similar response. Both low frequency poles are modelled closely by the 
equation, however the simplifications used do not express the higher frequency zero. Despite this, 
the model is accurate for the region of interest. The simple current mirror has a higher bandwidth 
and thus is used to maximise the frequency response. There is, however, a tradeoff. The current 
mirror of Fig. 5.6(a) allows for the supply voltage to lower. The simple current mirror used in the 
proposed topology allows for a minimum supply voltage of 1 V. M3a of Fig. 5.6(a) allows the drain 
voltage to be much lower than if it were directly joined to its gate. With M3a in place a current 
source is required to bias it. With M3a, removed this is no longer required. However a current 
source is included in the proposed design for another reason. Considering Fig. 5.6(b), as the input 
current, IZn, just becomes positive, its magnitude is small. An inversion layer in Mlb starts to form 
under the gate. The charge required to make Mlb conduct, such that its drain current is Iii,,, is 
not negligible, especially considering the small instantaneous magnitude of Iin. The slew rate that 
occurs during initial conduction of the diode limits the performance. The bias source is used to 
alleviate this effect by causing Mlb to conduct a small current beforehand. For a small increase in 
overall power consumption, bandwidth my be greatly increased. 
A half-wave rectifier has been chosen rather than a full-wave implementation. In the low 
voltage rectifier, Fig. 5.6(a), a phase difference occurs between the two halves due to the addition 
of a current mirror in one of the branches. This can be avoided with a half-wave rectifier. Also, 
with other full-wave rectifiers excellent matching is required between the halves. The scheme in [12] 
removes most but not all of this by feedback. Due to poor matching in the weak inversion region, 
transistors are increased in size to reduce the effect but this increases capacitance, and so decreases 
bandwidth. There is a trade-off between matching in Mlb and M2b and bandwidth. Matching of 
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Table 5.1: Sizes of transistors in Fig. 5.10. 
Component Value 
M1i M2 50µm/5µm 
M3, M4 20µm/20µm 
M5 300µm/10µm 
Mlb and M2b is less critical with a half-wave rectifier and so the trade-off is somewhat reduced. 
Also, by removing a current mirror the voltage headroom lost through not having a low power 
current mirror is regained. M5 is still included in the design even though the proposed rectifier 
is half-wave. This is to source current to the input transconductance amplifier when Iin < 0, as 
explained in the next section. 
5.2.2.2 The transconductance amplifier 
A differential pair is used as the transconductance amplifier, Fig. 5.10 (FET sizes in Table 5.1). 
The principle reason for using such a simple transconductor is to keep mismatch effects small. Since 
the design uses small drain currents (a maximum of hundreds of nanoamps of current) the devices 
are in weak to moderate inversion, thus mismatch error is an important design factor. Additional 
benefits from using a differential pair are low power consumption, low noise and a differential input. 
Widths of transistors Ml, M2 and M5 are kept wide to increase the voltage swing at the output. 
This reduces the transistors drain-source resistance so a tradeoff is required. 
When the transconductance amplifier is connected to the current-mode rectifier via M5 of the 
current-mode rectifier, Fig. 5.6(b), IZn must be allowed to be negative. If this is not the case, 
when Vin_ >Vi,, +, M4 will not be able to draw enough current and the voltage at node X will 
decrease. When V i,, + > Vi,, -, this voltage will return to 
its original value but during which time 
the differential pair will not operate as usual, failing to provide the expected value of Iii,,. Thus 
M5b is added to the current-mode rectifier, Fig. 5.6(b) so that Ii,,, may be negative. 
5.2.2.3 The transresistance amplifier 
It is common to use a passive resistor to convert the current into the output voltage. However, in 
this circuit a resistance of the order of hundreds of kilo-ohms is required thus an on-chip resistor 
of this value is impractical. A single FET, acting as a resistor, adds considerable distortion and 
power consumption when biasing is taken into account. A transconductor in negative feedback is 
126 
" 
M7 M8 
M3 ý4 : 11 
M4 
:4 
M6I 
bias2 in 
Vbiasl M1 M'V 2 out 1 ,ý 
Figure 5.11: The transresistance amplifier 
Table 5.2: Sizes of transistors in Fig. 5.11. 
Component Value 
M1, M2i M7, M8 100µm/10µm 
M3, M6 20µm/5µm 
M4i M5 5µm/5µm 
used to create the resistance, Fig. 5.11. A gain of approximately 2 is required to accommodate the 
fact that a halve wave rectifier is used rather than a full wave rectifier. Therefore, the gm is half 
that of the transconductance amplifier described earlier. To maintain linearity over the same input 
range a double differential pair is used. Transistor sizes are shown in Table 5.2. Width over length 
ratios of M5: M6 and M4: M3 are 1: 4 to minimise distortion (see Chapter 3). As before, widths of 
Ml, M2, M7 and M8 are kept large for sufficient voltage swing with the low supply voltage. 
5.2.3 Results (simulated) 
The circuit has been simulated using Spectre with the AMS 0.35 µm technology. Results include 
Monte-Carlo analysis, considering both process and mismatch variation. 
5.2.3.1 DC input-output function 
The input verses output function of the rectifier is shown in Fig. 5.12(a) for the full range of 
the input voltage (-20 mV to 20 mV). This input range is chosen so that the rectifier can couple 
directly to the preceding bandpass filter. The bandpass filter has a gain of 0 dB and input signal of 
40 mVpp to meet the linearity and dynamic range specifications of Table 1.7. The gradient of the 
slope for positive values of input is approximately 2, chosen so that output range is equal to the 
input range. The change in gradients occurs at VZ,,, = 0.46 µV. This offset can be compensated for 
by using a bias voltage at the negative input of the transconductance amplifier or using adaptive 
techniques as in [12]. Monte-Carlo results, Fig. 5.12(b), over both process variation and mismatch 
for 100 runs, show a high yield, with all runs providing the rectification function. 
Fig. 5.13, shows the Monte-Carlo results more clearly. Fig. 5.13(a) shows change of dc offset 
seen at the output when Vi,, = -10 mV. The results are Gaussian and caused by mismatch within 
the second transresistance amplifier. The deviation is small, and if this rectifier was connected to 
a lowpass filter in a demodulation circuit, the offset can be corrected for later. Fig. 5.13(b) is the 
gradient of the dc input-output function when VZ,, = 10 mV. There is 8% error over 3 standard 
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Figure 5.12: The dc input-output function for: (a) the nominal case; (b) 100 Monte-Carlo runs. 
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conducts. 
deviations. Fig. 5.13(c) indicates where the point where the rectifier starts conducting. This, with 
a standard deviation of 1.3 is caused by mismatch in the first transconductance amplifier. The 
negative input to the system, Vi,,,, can be set to an offset value to compensate for this. 
5.2.3.2 Power consumption 
The current drawn from the power supply is given, Fig. 5.14. Since the voltage supply is 1V 
the current is numerically equal to the power consumption. Thus the static power, as predicted 
by the simulator, is 530 nW. With the input at peak amplitude, the maximum power that can be 
consumed is 660 nW. The plot graph can be explained by splitting it into two regions-VZn, <0 and 
Vin > 0. When Vin < 0, the trans conductance amplifier sinks current at its output. This current 
is steered through the NMOS diode and comes from the supply rail. Thus, all the currents within 
the transconductance amplifier and its output current flows through the FET acting as the current 
source in the long-tailed pair and is approximately constant. Considering the transresistance 
amplifier, this has unchanging inputs when Vi,, <0 thus it also consumes a constant current. When 
Vi,, > 0, the first transconductance amplifier sources current at its output. This is not directed 
through the long-tailed pair's current mirror, but rather to an NMOS current mirror. This current 
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Figure 5.14: Current drawn from power supply 
is mirrored and applied to the transresistance amplifier. The two long-tailed pairs which form the 
transresistance amplifier have constant currents flowing though their current sources. Therefore 
all change in current consumption is equal to the change in the sum of the currents through the 
NMOS current mirror. This accounts for the power consumption results. 
5.2.3.3 Full range input 
Fig. 5.15 shows the output voltage when a 40 mVpp 1 KHz signal is applied to the input for (a) 
the typical mean characteristics and (b) for 100 samples of process variation and mismatch. The 
transient Monte-Carlo results are consistent with the dc Monte-Carlo results. Therefore the dc 
offset and peak values in the transient are not shown as histograms, as these can be derived from 
the dc histograms of Fig. 5.13. Half-wave rectification can be clearly seen for all of the Monte-Carlo 
runs. 
5.2.3.4 Total harmonic distortion (THD) 
Since a rectifier is non-linear, distortion for the full input range is not very meaningful as a figure 
of merit. However, when Vi,, >0 the rectifier should be linear, so the harmonic distortion ideally 
is zero. A dc offset of 11 mV with an 1 KHz 18 mVpp signal is applied to the input. THD is 
found to be less than 0.3%. Fig. 5.16 shows a histogram of THD from a Monte-Carlo simulation of 
100 samples over mismatch and process variation. 90% of trials have a THD < 1.3%. The actual 
variation of THD is probably better than this simulation indicates because, if the corner point of 
the dc sweep is greater than 1 mV, the non-linear characteristics of the diode start to be observed 
at the output. 
5.2.3.5 AC characteristics 
Fig. 5.17 shows the transfer function when a 10 mV bias voltage is applied to the input of the 
rectifier. The first pole is at approximately 20 KHz, an order of magnitude larger than the highest 
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Figure 5.17: Transfer function of the audio rectifier 
Table 5.3: Integrated noise of the audio rectifier 
Frequency range Noise Dynamic range (input 40 mVp, ) 
lmHz-34OmHz (cut-off of following LPF) 2.9IVRMs 68 dB 
500Hz-900Hz (band of previous BPF) 4.01VRMS 65 dB 
lmHz-900Hz (full bandwidth) 7.3 µVRMS 60 dB 
frequency signal, so does not effect the rectifier's performance. Gain is approximately 2 as seen 
from the dc function. Considering process variation, mismatch and temperature range, the pole 
does not alter greatly, consistently being approximately 20 KHz. 
5.2.3.6 Noise 
The noise performance, Fig. 5.18, is dominated by flicker noise due to the low frequency of oper- 
ation. Since this rectifier is designed to demodulate a 500-900 Hz signal to a baseband signal of 
1-340 mHz (Section 1.3.3), low frequency noise at the output is important to the characterisation 
of the circuit. Noise is integrated over 3 bandwidths: the baseband bandwidth; the modulated 
signal bandwidth; and the entire bandwidth, Table 5.3. These are evaluated with an input bias of 
10 mV so that the rectifier is conducting. 
5.2.3.7 Considering the rectifier as a converter 
All results so far have considered the rectifier in two sections, the conduction region and the off 
region. Most analysis is concerned with the conduction region as in the off region the rectifier 
provides a dc output voltage. This allows the rectifier to be considered as an approximately linear 
system and analysed is a similar fashion to other approximately linear systems, such as filters. 
The dc input-output function, input amplitude range, THD, transfer function and noise may all 
be found when the rectifier is considered bitwise linear (for each region). 
Another perspective from which to consider the rectifier is as a converter. That is, a converter 
which converts a sinusoid of a particular frequency to a dc value, provided sufficient lowpass 
filtering at the output. If the sinusoid is AM modulated, it is possible to recover the demodulated 
signal provided suitable filtering. The rectifier's operation is being considered as a amplitude-to-dc 
converter or as a demodulator. This functional behaviour may be examined by applying a sinusoid 
of a known amplitude to the input and measuring the dc voltage at the output compared to the 
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Figure 5.18: Input referred noise response of the audio rectifier 
quiescent voltage at the output. Results are shown for a 100 Hz sinusoid with amplitude varying 
between 100 µV and 1 V, Fig. 5.19. It can be seen that the rectifier is approximately linear for 
an input signal amplitude between 1.5 mV to 40 mV. At 40 mV the gradient of the curve sharply 
increases and below 1.5 mV the gradient of the curve also increases, indicating distortion. This 
provides a dynamic range is approximately 30 dB for the region where the rectifier is close to linear. 
The dynamic range is lower when the circuit is considered as a converter. 
5.2.4 Summary 
A low power, low voltage rectification circuit has been proposed which compares favourably with 
those found in the literature. CMOS diodes are reviewed and compared with respect to their per- 
formance in low power, low voltage, circuits. The rectification circuit is then developed. Simulated 
results show that it achieves a power consumption of less than 600 nW and a dynamic range of 
30 dB from a power supply of 1V. However, the linearity of the circuit, when considered as an 
ac-to-dc converter is low. A rectifier with improved linearity is now discussed. 
5.3 A low power low voltage rectifier with increased linearity 
5.3.1 Principle 
To improve the linearity of the rectifier a new approach is taken. The principle of operation is 
explained with the simplified topology in Fig. 5.20. Rather than use a diode to rectify, a comparator 
and switch is used. When Vi,, > Vre f the switch is such that V0,,, t = Vi,, and when Vin < Vout the 
switch is such that V0ut = Vre f. This rectification scheme has a number of advantages over diode 
based schemes. Firstly, the signal need not be converted into a current and then converted back 
to a voltage. This reduces the distortion within the rectifier as the signal is just passed to the 
output when the switch is so positioned. This also reduces noise, since little noise is added to the 
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Figure 5.21: A detailed topology of the high linearity rectifier 
signal. Noise generated in the comparator is not injected into the signal path as it only controls 
the switch. Assuming that the on resistance of the switch is low, the noise created by the switch 
itself may be neglected. Secondly, the comparator may be designed so that it has little offset and 
so the dead-zone of the rectifier is reduced. The reduction in dead-zone increases the dynamic 
range of the rectifier. 
The complete schematic of the rectifier is shown in Fig. 5.21. The input and output are no 
longer directly connected but have a buffer amplifier, Q1, so that the input current is minimised 
and so that the loading at the output is actively driven. Buffer amplifier Q2 is added between 
the reference voltage and the switch. This is so that the current drawn from the reference voltage 
is minimised and to isolate the switch charge injection from the reference voltage. With regards 
to charge injection, creating Q1 and Q2 so that they are identical creates more symmetry with 
respect to the output, so that the charge injection of each switch, Tl and T2, is balanced. 
The comparator consists of: three open loop amplifiers, Q3-Q5, with differential inputs and 
single-ended outputs; dc-decoupling stages between the amplifiers; a chain of inverters; and two 
unity gain amplifiers, Q6 and Q7, Fig 5.21. For large amplitude inputs the first open loop amplifier, 
Q3, acts as the comparator, with the following stages passing the signal. The gain of this amplifier 
is 43 dB (x 150), specifically so that for smaller amplitude signals Q3 functions as an amplifier. 
When the input signal has a small amplitude, the effect of the offset of Q3 is proportionately 
increased. So that a proportionately large offset does not effect the signal, the signal is linearly 
amplified by Q3 and the following dc-decoupling capacitor removes the offset until that point in 
the chain. This conditions the signal input into the second open loop amplifier, Q4. For medium 
amplitude signals, this second open loop amplifier, Q4, functions as the comparator, with any 
dc-offset from previous blocks having been removed. Thus the relative effects of offset on medium 
amplitude signals is no greater than the relative effects of offset on large amplitude signals. For 
small amplitude signals a third amplifier is added to the chain, which acts as the comparator 
whilst the previous open-loop amplifiers act as linear amplifiers. The topology of the open-loop 
amplifiers, Q3-Q5i is a simple differential pair with a current mirror as a load. This provides an 
amplifier where the power consumption is controlled by the bias current, and provides sufficient 
linearity for small amplitudes of input. At the output of Q5 the signal is sufficiently close to a 
square wave that it may drive CMOS NOT gates without excessive power consumption. After the 
chain of open-loop amplifiers four NOT gates are used to condition the transitions between the 
two logic voltages. This provides consistency in rise and fall times for the control signals to the 
switches, Tl and T2. Unwanted feedback may occur between the three open-loop amplifiers in the 
comparator, caused by a finite resistance of the reference voltage. This is due to the large gain 
of the chain of open-loop amplifiers and that the output is of two of the amplifiers is coupled to 
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the reference voltage via the dc-decoupling blocks. It is conceivable that a signal at the output 
of amplifier Q4, through the dc-decoupling, is injected onto the reference voltage. This, in turn, 
causes an input signal to amplifier Q3, inducing oscillation. The possibility of this is reduced by 
using unity gain buffers, Q6 and Q7. These isolate the reference voltages for Q4 and Q5 from the 
main reference voltage, attenuating any fluctuation caused by the dc-decoupling and providing low 
impedance references for Q4 and Q5. 
Switches Tl and T2 are created from single minimum-sized NMOS transistors. NMOS tran- 
sistors are used due to their lower threshold voltage compared to PMOS in the AMS 0.35 µm 
technology. Since, the rectifier is designed for small-signal input voltages at half the supply volt- 
age only the NMOS has a sufficiently low threshold for the switch to have a low impedance. A 
single minimum sized NMOS switch operates sufficiently well at these voltages and simplifies the 
switches, reducing charge injection. No dummy switches have been used as the charge injected 
by one switch should, ideally be absorbed into the other during a switching operation, due to the 
symmetry of the design. 
The de-coupling circuits are created from a8 pF capacitor, size 100 am by 100 [Lm, and a 
PMOS transistor to provide a high resistance contact to the reference voltage. A PMOS transistor 
has its source, drain and gate connected together and the well connected to the reference voltage. 
The source and drain parasitic diodes to the bulk are thus used. Simulation shows the cutoff 
frequency is sufficiently low for the rectifier to operate at all audio frequencies. This provides at 
least an order of magnitude between the wanted frequencies of operation of this application and 
simulation, compensating for any reasonable modelling inaccuracies of these parasitic diodes. 
5.3.2 Results (simulated) 
5.3.2.1 Input-output function 
The input-output transfer function is obtained by applying a sinusoid to the input and measuring 
the dc value at the output. The amplitude of the input sinusoid is plotted against the dc output 
voltage, normalised to its value with no input applied, Fig. 5.22. Results show the input-output 
function for sinusoid frequencies of 100 Hz and 1 KHz, values either side of the passband. Within 
the proposed breathing detector, the rectifier is directly after the 6th order 500-900 Hz bandpass 
filter, thus the input frequency range is well defined (Section 1.3.3). In addition to the input-output 
function, the derivative of the function is given, to show the linearity. At 100 Hz, the gradient of the 
input-output function varies between 0.391 and 0.302 for an input sinusoid of amplitude between 
2 µVpk and 280 mVpk, which represents a 5.4% change of the average gradient of 0.317. The 
cyclic behaviour of the derivative of the input-output function is due to the comparator within the 
rectifier. The comparator is made of a chain of three amplifiers which are dc decoupled to reduce 
the dead-zone. At low amplitudes, only the last amplifier's output saturates, causing its offset 
to determine the linearity of the rectifier. At medium amplitudes, the middle amplifier saturates 
and determines the linearity of the rectifier and at large amplitudes the first amplifier saturates 
and determines the linearity of the rectifier. This cyclic behaviour demonstrates that the proposed 
technique for increasing linearity works. At 1 KHz the cyclic behaviour is not as apparent because 
of the effects of parasitic capacitance, especially at lower input amplitudes. It also exhibits an 
artefact when the input amplitude is at approximately 150 IVpk. This is because at this point Q3 
and Q4 swap roles of amplifier and comparator. This interaction causes the peak. 
If the 5.4% linearity limits taken from the derivative plot of Fig. 5.22(a) are applied to Fig. 5.22(b), 
as shown by the markers, the input amplitude range is slightly reduced to between 2.7 uV k and 
230 rVpk whilst maintaining the same linearity. It is common to provide results of the dc input- 
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output function to show the characteristics of a rectifier. However, such a plot may not be provided 
for this rectifier as it cannot operate at dc due to the dc decoupling employed. Also, the value 
of such plots are limited as, due to zero values and negative values in the axes, they may not 
be plotted on log-log scales. The linear scales do not show how the rectifier works over the full 
dynamic range as the dynamic range of the rectifier preferably spans over several decades which 
is too high resolution to be observed on a linear plot. Thus the plots of Fig. 5.22 provide more 
detailed information. 
5.3.2.2 Noise and dynamic range 
The above section considers the dynamic range of the rectifier in terms of minimum and maximum 
input amplitudes. However, noise must also be considered in finding the dynamic range as this 
may limit the minimum input amplitude that the circuit can function correctly. Thus the dynamic 
range is limited by the noise floor rather than minimum theoretical input amplitude that produces 
rectification. To find the noise, consider the path of the signal through the rectifier: it is buffered 
then switched on and off. The switch is controlled by a digital signal ranging from 0 to 1V. Noise 
caused by amplifiers within the comparator is not passed to the output as they are used to control 
the switch only. This buffer has an output noise of 20 1VRMS from 1 mHz to 350 mHz (the cutoff 
frequency of the following lowpass filter). The switch connects to two identical buffers, Q1 and Q2. 
These are switched between at twice the frequency of the input. The switching reduces the noise 
by removing some of the flicker noise-a sampling effect. This was simulated using the Cadence 
periodic noise simulation tool, pnoise, resulting in an output noise of 14 IVRMS (1 mHz to 350 
mHz) for a 1KHz input signal. 
Dynamic range is calculated at the output. This is not referred to the input as such a procedure 
is not easily defined in a non-linear system. At the output the bandwidth chosen is dc to 350 mHz 
as this is the bandwidth of the following lowpass filter. The output noise is 14 µVRMS. The 
maximum input amplitude is 230 mVpk from Fig. 5.22 which corresponds to an output voltage of 
approximately 80 mV. If the input signal is considered as a purely dc value, the RMS value is 
the same as the peak value. If it is assumed that the input is a modulated sinusoid such that the 
output is a sinusoid with a frequency below 350 mHz, then the output RMS value is a factor 1// 
less than the peak value. The latter assumption is made, providing a dynamic range of 66 dB, 
3 dB lower than if the former assumption is taken. 
5.3.2.3 Transient response 
Fig. 5.23. shows the transient response of the rectifier when a1 KHz, 20 mV input is applied. 
Spikes can be seen due to the switching of the switches, which are removed by the low pass 
filtering directly after the rectifier. 
5.3.3 Summary 
A transmission-gate approach has been used to create a precision rectifier. This provides excellent 
linearity for the rectifier. The circuit rectifier is created from a transmission-gate operated by 
a comparator. This comparator is made from a chain of amplifiers with dc-decoupling stages in 
between. This reduces the offset of the comparator but prevents it from operating with dc and low 
frequency inputs. A summary of the characteristics of the rectifier is shown in Table 5.4 which also 
compares with results found in the literature. It can be seen that the proposed rectifier operates at 
a lower voltage supply and consumes considerably less power compared to [13]. The dynamic range 
achieved is 9 dB less however, the figure quoted for the proposed rectifier considers the effects of 
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Table 5.4: Characterisation and comparison of the high linearity rectifier 
Parameter Proposed Rectifier Zhak et al. 113] 
Supply Voltage 1V 2.8 V 
Max input amplitude 460 mV pp 1.7 Vpp 
Noise at output (1mHz to 350 mHz) 14 /VRMS Not Stated 
Dynamic Range 66 dB 75 dB 
Power Consumption 100 nW 2800 nW 
Figure of Merit (FOM) 2300 W-1 39 W-1 
noise, with a bandwidth given. The dynamic range of Zhak et al. appears to be as a function 
of the minimum offset. No bandwidth is given so the output values may be averaged from many 
measurements of the output, reducing the output bandwidth and hence the noise. A figure of 
merit (FOM) is provided which is the input amplitude normalised to the supply voltage, power 
consumption and dynamic range. It can be seen that the figure of merit for the proposed rectifier 
is approximately two orders of magnitude greater than for [13]. The proposed rectifier is suitable 
for the proposed apnoea detector, accepting an input of 500-900 Hz. 
5.4 Conclusions 
Two rectifiers have been presented, one using a diode as a rectifier and the other using a comparator 
and transmission-gate. Different means of CMOS diode rectification, its limits and application to 
weak inversion circuits has been discussed. The first rectifier consists of a transconductor, current- 
mode rectifier and transresistor. The main difficulty identified is to achieve sufficient bandwidth 
for a given power consumption and a small signal model is indicated which describes the limit 
in bandwidth. Results are given for the dc input-output function, power consumption, harmonic 
distortion when the diode is conducting, bandwidth and noise. However, linearity of the rectifier, 
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when considered as an ac-to-dc converter shows the limitations of the circuit. To improve on 
linearity a different topology is considered, that of a comparator and transmission-gate. This shows 
excellent linearity, due to the simplicity of the circuitry between the input and output. Results 
from this rectifier show it performs well compared to another similar rectifier in the literature. 
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Chapter 6 
The Complete Circuit 
6.1 Introduction 
Over the previous chapters the main circuit blocks for a miniature apnoea detector have been 
discussed. Suitable circuit designs have been proposed and simulated or experimental results 
provided. In this chapter the main circuit blocks are combined, with additional circuitry such as 
voltage and current references and clock generators. Low power analogue systems, formed from 
a number of circuit blocks, are common in other portable miniature biomedical devices. Hearing 
aids contain analogue blocks such as amplifiers, compressors, limiters and the analogue sections 
of sigma-delta ADC converters [1-3]. Portable ECG and EEG monitors, also contain multiple 
analogue blocks such as amplifiers, lowpass and bandpass filters and sample and hold circuits [4,5]. 
In all these systems, power consumption is an important factor and most are designed to operate 
from a supply voltage between 0.9 V and 1.8 V. Although these applications are different their 
electronic systems share certain similarities. The electronic systems must be low power, low voltage 
and contain a series of circuit blocks to process an analogue signal from a sensor. This is the class 
of electronic systems to which the miniature apnoea detector belongs. 
This chapter initially considers additional circuitry required for the system. That is, a current 
reference, a voltage reference and a clock generator. The clock requires a precise and tuneable 
duty cycle, which is achieved with digital circuitry. These circuits are then combined with the 
main circuit blocks from previous chapters to create the whole system. Results from simulation 
demonstrate the system works when the blocks are combined. 
6.2 Additional circuitry 
6.2.1 Current reference 
A proportional-to-absolute temperature (PTAT) current reference is desired. This is so that the 
filters may be compensated for with respect to temperature. The bandpass and lowpass filters are 
based on gm-C designs with differential pair based trans conductors. The transconductance offered 
by such transconductors is inversely proportional to absolute temperature, and proportional to 
their bias currents. The change in transconductance with temperature may be compensated for 
with a PTAT current bias. This maintains the transconductance of the transconductor and so 
maintains the frequency response of the filters build from these blocks. Precise values of bias 
currents to the other blocks are less critical. Small changes in bias current to the rectifier do not 
alter the performance greatly. Most amplifiers within the rectifier are in unity gain feedback with 
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sufficient bandwidth to allow for mismatch effects. Those amplifiers which are not in feedback have 
gains whose precise value does not greatly effect the operation of the rectifier. Also, changes in the 
bias current to the oscillator do not effect the overall function of the circuit. It is the duty cycle 
created from the oscillator's output that is important rather than the precise frequency. Therefore 
the whole circuit is biased from a PTAT current reference as this compensates for temperature 
in the filters and the other blocks function correctly regardless of the changes that occur with a 
PTAT current reference. 
A low voltage CMOS PTAT reference has been proposed by Serra-Graells et al. [6]. Experi- 
mental results show a PTAT source which is able to operate from a1V supply and consume less 
that 5 pW of power. A reference current of 345 nA is generated using a 390 KS2 resistor. If this 
were used as a block in the circuit, the power consumption from this block alone would be greater 
than the others combined. To the author's knowledge all low voltage PTAT references require a 
resistor and have shown to require a resistor in the literature. To reduce the power consumption 
would require increasing the resistor, reducing the current flowing through the circuit. A solution 
chosen for this system is to use a Widlar current reference with an external resistor. This allows the 
resistor to be large, and by using a variable resistor, allows the filters to be tuned to compensate 
for capacitor process variation. Capacitor process variation is the main form of variance for the 
filters and is a constant value for all filters. This is a convenient way to tune to compensate for 
process variation. Fig. 6.1 shows the Widlar current reference. Transistors M3 and M4 function as 
a current mirror so that the drain currents of M1 and M2 are the same. There is a unique voltage, 
VR, which supports the same drain current in Ml and M2 which is dependent on the dimensions 
of these two transistors (a second trivial case does exist for zero drain current). Assuming Ml and 
M2 are in weak inversion, this voltage is given by equating the gate voltages and drain currents of 
the two transistors using the EKV model for weak inversion saturation: 
VR = UT In 
IS2 
Iss 
(6.1) 
where UT, 'Si and IS2 are the thermal voltage, specific current of Ml and specific current of 
M2, respectively. It should be noted that the voltage is independent of the drain currents in Ml 
and M2. This voltage is PTAT due to the thermal voltage term in (6.1) and is not dependent 
on the weak inversion slope factor as this cancels in the derivation. Using two weakly inverted 
transistors in this manner is the basis of many current and voltage references [6-10]. The circuit 
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Table 6.1: Component values of the Widlar current reference 
Component Value 
Ml 150µm/50µm 
MZ 50µm/50µm 
M3 50µm/50µm 
M4 50µm/50µm 
M5 2µm/2µm 
M6 1µm/40µm 
C 9pF 
R 3 MSZ 
may be extended by adding circuitry which is approximately inversely proportional to temperature 
to cancel the temperature effect. Also, to convert this given voltage into a current a component is 
required between the voltage terminal and ground. If this has a small temperature coefficient then 
the circuit can provide a current that is still approximately proportional temperature. Since the 
total power consumption for the circuit must be low, to meet design constraints, the drain currents 
of Ml and M2 must also be small. Although VR may only a few times the thermal voltage a high 
resistance is still required between the voltage terminal and ground. This provides a challenge for 
an on-chip component, to have a small temperature coefficient and be a suitably high resistance. An 
on-chip resistor has sufficient temperature coefficient but uses a large area. An active component 
alters considerably with temperature and the PTAT relationship is lost. A solution to this is to 
use an off-chip resistor. This also provides a convenient means to tune the filters to compensate 
for mismatch. Component values are given in Table 6.1, including the value of the off -chip resistor. 
Transistor sizes are large to reduce the effects of mismatch, which is especially problematic in 
weak inversion. Transistors M3 and M4 are often made long and thin to increase the inversion 
factor, bringing their operation into moderate or strong inversion. In this design, the low supply 
voltage meant that for long thin transistors the increased drain-source voltage of M3 and M4 was 
not desirable. Transistors M5 and M6 provide a current injection on startup, causing the circuit 
to obtain the correct operating point. A second stable operating point exists where zero current 
flows and nodes are either at ground or the supply voltage. Transistor M5 injects current into the 
node connected to the gates of Ml and M2 to causes current to flow and prevent this second stable 
operating point from occurring. After the instantaneous power up, voltage increases at the gate 
of M5 until this voltage approaches the supply voltage and M5 switches off. The time constant of 
the startup circuit is controlled by the dimensions of M2 and the capacitor. A sufficient current 
injection is used to ensure correct operation of the circuit over process and mismatch variation. 
This block creates the bias currents for all the other blocks, the bandpass filter, lowpass filter, 
rectifier and oscillator. The oscillator bias current is sent through a PMOS current mirror, followed 
by an NMOS current mirror, to provide isolation between the current reference and the oscillator. 
This is to prevent noise created by the oscillator, which is a ring oscillator, being injected into 
other bias currents from the bias block. The block utilises the Widlar current reference circuit 
with FETs operating in weak inversion to provide a PTAT current reference. 
6.2.2 Voltage reference 
Within the system, circuit blocks are designed to have a voltage reference which is approximately 
half the supply voltage. A number of voltage reference circuits are found in the literature [6,8,11-13] 
which provide vary accurate voltage references with respect to process, mismatch and temperature 
variations. However, these either provide reference voltages of only a few thermal voltages [6,12], 
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Table 6.2: Sizes of transistors in Fitz. 6.2. 
Component Value 
M1, M2 10µm/10µm 
M3, M4i M5, M6 50µm/50µm 
M7 10µm/10µm 
or if used in this system would consume over 50% of the total power budget [8,11,13]. Blocks 
are specifically designed so that the constraints on the voltage reference circuitry are reduced. 
Since the reference for this project need not be as precise as circuits found in the literature, a 
more elegant, power efficient solution is sought. The voltage reference may be created with two 
resistors to create a potential divider. To achieve this in the AMS 0.35 pm process, with a power 
consumption of less that 10 nW and with a1V supply requires two resistors of 50 MS2 each. The 
total area is 1.2 mm2, larger than the total area of the other blocks combined. Instead, two PMOS 
transistors in diode configuration are used, Fig. 6.2, Ml and M2 (Transistor sizes in Table 6.2). 
These consume below 10 nW over all mismatch and process variation at 27 C. However, their 
combined power consumption does rise to a maximum of 50 nW at 80 C, although the typical 
mean value is somewhat lower at 14 nW at this temperature. The voltage reference (without a 
buffer) provides 500 f2 mV over the range 0 to 80 C. This increases to 500 ±6 mV when the 
output buffer is included. Another difference in using PMOS transistors rather than resistors is 
the noise performance, Fig. 6.3. PMOS diodes have flicker noise associated with them, however 
the corner frequency is low, around 1 Hz. At approximately 10 KHz the noise floor decreases due 
to the parasitic capacitances. In contrast the resistors do not have flicker noise associated with 
them. Also in the resistors used, the parasitic capacitances dominate at a lower frequency due to 
increased physical size of the resistors compared to the transistors. 
The voltage reference generated by the diodes is buffered with a differential pair, transistors 
M3-M7 on Fig. 6.2. All FETs in this circuit are 10µm by 10µm. Transistor M7 is biased by the 
current bias circuit, limiting the tail current to 10 nA. The performance of the circuit, as measured 
at the output of this buffer is shown in Table 6.3. The output resistance may appear high, however 
it is somewhat reduced from around 40 MQ if the buffer was not used. Also, for nanoamp currents, 
resistances in megahertz are comparatively low. The output voltage swing, measured using Monte- 
Carlo is slightly increased however it is acceptable for this application. Around 50% of the noise 
is directly from the diodes, the rest predominately caused by transistors M3 and M4. 
For this application, such a simple voltage reference is sufficient, however it is noticeable that 
there are few suitable designs in the literature for precision voltage references that may operate 
at such low power and low voltage. Most voltage references rely on multiple resistors, consuming 
considerable silicon. 
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Table 6.3: Performance of the voltage reference 
Parameter Value 
Output Resistance 8MSZ 
Output Voltage 500 ±6 mV 
Noise (1mHz to 1KHz) 31 /VRMs 
6.2.3 Oscillator 
100K 
An oscillator is required for the lowpass filter, to create the clock signal. The important parameter 
of the clock signal is the duty cycle as this is proportional to the cutoff frequency of the filter. 
The precision of the frequency is not important, provided it is sufficiently high to prevent aliasing 
effects. The clock signal for the lowpass filter is created from a ring oscillator which is fed into the 
duty cycle generator, a digital block which outputs a signal used as the clock for the lowpass filter. 
The duty cycle generator is discussed in Section 6.2.4. 
Since the frequency of the oscillator does not have to be strictly controlled a ring oscillator is 
used. Fig. 6.4 shows the oscillator used with the transistor sizes shown in Table 6.4. This consists 
of five NOT gates connected as a loop, transistors M5-M14, which are current limited via the 
current mirror Ml and M2. The current is limited to 5 nA for the five NOT gates. The restricted 
current and the size of transistors M5-M14 creates a nominal oscillation frequency of 20 KHz at 
the output. A single transistor, M2, is used to provide current for the five NOT gates as their 
combined current consumption is approximately constant, so less noise is injected into the current 
bias. This is important as the bias current is from a sensitive analogue block. The output of the 
ring oscillator is passed through current limited NOT gates to improve the edges of the signal 
without consuming excessive power during logic state transitions, then through standard NOT 
gates to provide a rail-to-rail digital output. PMOS and NMOS transistors are proportioned so 
that rise and fall times are approximately equal. Finally, a JK flip-flop reduces the frequency by a 
factor of two. Even though PMOS and NMOS transistors are carefully proportioned there is still 
a discrepancy between rise and fall times due to mismatch, especially within the current limited 
gates and due to the changes in digital voltage levels between the current limited gates and the 
standard CMOS gates. A JK flip-flop, in the arrangement in Fig. 6.4, toggles between logic levels 
on each falling clock edge. Since only the falling edge is used any mismatch between rise and fall 
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Ta. hlP 6_4- Tra. nsistnr Sizes fnr t. hP ncrillatnr 
Transistors Size W/L in µm 
Ml 4/2 
M2 10/2 
M3i M4 2/2 
M5, M7, M9, M11, M13 4/5 
M6, M8, M10, M12, M14 2/5 
M15, M17, M19, M21 1/0.35 
M16, M18, M20, M22 0.4/0.35 
times or any undesired duty cycle between the times of the two voltage levels is removed. 
Ring oscillators are sensitive to process variation, to the extent that they are used to measure 
the propagation delay of a chip [141. Changes in oxide thickness change the capacitances within 
the ring oscillator. Changes of mobility effect the output resistance of the NOT gates. Monte- 
Carlo simulation show minimum and maximum oscillation frequencies of 14 KHz and 46 KHz, 
respectively which is acceptable for the application required. 
6.2.4 Duty cycle generation 
This block creates the clock signal for the lowpass filter. The oscillator serves as the input signal, 
which is converted into a clock signal with a variable duty cycle. Fig. 6.5 shows the logic gates used 
for this circuit and a list of logic gates is seen in Table 6.5. The input clock signal is buffered and 
used to feed a ripple counter (top row of flip-flops in the figure) made of eight JK flip-flops. To stop 
glitches, the outputs of the 8-bit counter are connected to D flip-flops before the logic-gates. Since 
D flip-flops operate on the rising edge of the clock whereas JK flip-flops operate on the falling edge 
of the clock, timing errors will only occur if the time taken for the ripple in the ripple counter is 
greater than half a clock period. Timing errors do not occur as the frequencies used are sufficiently 
low. A second series of D flip-flops (bottom row of flip-flops in the figure) act as a shift register, 
which is pre-loaded with an 8-bit value. The circuit works by comparing the value of the ripple 
counter with two values, the value held within the shift register and the value zero. If the value 
in the ripple counter, after being buffered by the D flip-flops, is zero, one is asserted by the JK 
flip-flop at the output. The value of the ripple counter increments with each input clock value. 
When the ripple counter reaches the value stored in the shift register a zero is asserted by the JK 
flip-flop at the output. The counter continues to count up and once it overflows to zero the cycle 
starts again. This produces an output signal with a variable duty cycle depending on the value 
stored in the shift-register. With 256 distinct values which may be placed in the shift register, a 
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Table 6.5: Logic gates in the duty cycle generation circuit 
Logic Gate Number 
JK Flip Flop 7 
D Flip Flop 16 
10 Buffers 5 
NAND (4 input) 2 
NAND (2 input) 1 
NOR (4 input) 2 
NOR (2 input) 1 
NOT (1 input) 1 
XNOR (2 input) 8 
duty cycle accuracy of ±0.2% may be achieved. This is sufficiently accurate for the lowpass filter. 
If more accuracy is required, a larger shift register and counter may be utilised at the expense of 
requiring a faster input clock frequency. 
The duty cycle generator is created from standard cells and simulation results from Spectre are 
shown in Fig. 6.6. The circuit is powered from a1V supply and a 20 KHz clock. The output has 
a frequency of 78 Hz and a duty cycle of 2.3%. This is suitable for the duty cycle generator for the 
lowpass filter, however power consumption is undesirable, with the circuit consuming approximately 
50 µW . 
This is due to the use of standard cells (supplied with the AMS 0.35 µm design kit) for the 
flip-flops, which implement transmission gate logic. At the low supply voltage used (1 V opposed to 
the nominal 3.3 V for the technology) this form of logic is inefficient in terms of power. Indeed, this 
basic logic blocks would consume many times more power than the rest of the system combined. 
If the Flip-flops were implemented using standard CMOS logic rather than the transmission gate 
logic used in the standard cells the problem is avoided. This is a simple alteration to the system 
which would make the power consumed by the digital circuits negligible compared to the analogue 
circuits. Nevertheless, this digital circuit performs the correct functionality allowing the system to 
be tested. Thus the duty cycle generation circuit may be made sufficiently power efficient that it 
may be neglected compared to the power consumption of the analogue blocks. 
6.3 Complete circuit 
The complete circuit is shown in Fig. 6.7. This comprises of the bandpass filter discussed in 
Chapter 3, the second lowpass filter described in Chapter 4, the second rectifier described in 
Chapter 5 and supporting circuits from Section 6.2. The bias block contains the current reference 
(Section 6.2.1) and the voltage reference (Section 6.2.2). The solid line represents the voltage bias, 
which is approximately half the supply voltage. This is connected to the dc decoupling sections, 
bandpass filter and rectifier. The dc decoupling capacitors are 10 pF poly-poly capacitors. The 
dotted line represents the bias currents which are used by all the blocks with the exception of the 
duty cycle generator as it is a digital block. The variable resistor is off-chip to allow for tuning of 
the bandpass filter. dc decoupling is applied at the input and after the bandpass filter. Due to 
the low frequencies after the rectifier it is not possible to dc decouple any blocks placed after the 
rectifier. 
The complete circuit was simulated using Cadence Spectre with the AMS 0.35 pm design kit. 
To reduce the simulation time of the circuit, the oscillator and the duty cycle generator were 
replaced with a square wave voltage source. This provided the same duty cycle, frequency and rise 
and fall times as the output of the duty cycle generator. A transient simulation over 7 seconds 
was carried out. A sinusoid burst is used as an input. For the first second of simulation the circuit 
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Figure 6.5: The duty cycle generation circuit 
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had a zero voltage input, then 3 seconds of a 40 mVpp 700 Hz sinusoid signal followed by another 3 
seconds of zero voltage input, Fig. 6.8 (top waveform). An enlargement of the start of the sinusoid 
burst shows the sinusoid function more clearly, Fig. 6.9 (top waveform). 
Results show that the circuit performs as expected (in simulation), Fig. 6.8 and Fig. 6.9. The 
results from blocks individually may be found in the preceding chapters. The input frequency 
is approximately in the middle of the passband of the bandpass filter and the signal is passed 
as expected. The signal is then half-wave rectified, with the low half of the waveform at the 
output of the bandpass filter removed. The output of the complete circuit shows the effect of 
the lowpass filter. Measuring the time constant from the output waveform demonstrates that the 
cutoff frequency of the lowpass filter is approximately correct, at around 350 mHz. The average 
current from the 1V power supply is 200 nA, providing a power consumption of 200 nW for the 
complete system. 
6.4 The breathing detection algorithm and the complete cir- 
cuit 
In Chapter 1, the characteristics of the acoustic breathing signal was found. Noise artefacts were 
also considered as these hinder the detection of the signal. Various means of processing this signal 
were examined and their applicability to a miniature breathing detector discussed. From this 
study and the characteristics of the signal and noise, a breathing detection algorithm suitable for 
a miniature device was proposed. A study on five people showed the algorithm was correct 91.3% 
of the time. This algorithm was simulated in Matlab using digital filters with a high sample rate. 
The high sample rate was sufficient so that the digital filters closely represented analogue versions. 
In this chapter the various circuit blocks required to implement the Matlab filters and rectifier 
have been simulated as a complete circuit. 
In terms of performance, the analogue circuitry meets the specifications provided in the algo- 
rithm, Table 1.7. The bandpass filter (Chapter 3) has a dynamic range of 49 dB and under 5% 
third order intermodulation distortion. This meets the criteria in Table 1.7. The lowpass filter 
design (Chapter 4) is able to provide a cutoff frequency of 350 mHz when its clock has a duty cycle 
of 2.5%. When the duty cycle is reduced to 0.4%, the filter has a cutoff frequency of 50 mHz. In 
both cases the dynamic range is greater than 60 dB with a total harmonic distortion of less than 
1%. This again meets the criteria in Table 1.7. The rectifier (Chapter 5) has a dynamic range of 
66 dB, a bandwidth of 10 kHz and may be ac coupled at the input and dc coupled at the output 
as in Fig. 6.7. This circuit also meets the criteria in Table 1.7. The total power consumption of 
these blocks combined is under 200 nW. 
6.5 Conclusions 
This chapter has considered the circuit blocks together. This includes the necessary additional 
circuitry to provide bias voltages and currents and clock signals. Although the circuit topologies 
used are well described in the literature, such biasing circuitry is still problematic. The main issue 
is that of power consumption. It is self-defeating to design an ultra-low power circuit only to 
find that the biasing circuitry required consumes many times the power of the circuit. There is a 
point at which the biasing circuitry actually dominates the power consumption. At which point 
low power design focuses on generating the biasing required rather than circuit function. It has 
been possible to design biasing circuits and clock generation circuits which consume less power 
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consumption than the circuit blocks processing the signal for this project. However, the tolerances 
for these biasing and clock generation circuits are more relaxed than would be possible in other 
applications. If circuits requiring precision voltages and currents were required, it is quite possible 
for the power consumption of the biasing circuits to exceed the circuits themselves by orders of 
magnitude. This is a field of study which is current with many of the references for this chapter 
written in the last few years. There are considerable advancements necessary before high accuracy. 
low voltage and low power references become reality. That is, low-voltage and low-power references 
to the same orders of magnitude of that which is possible with signals processing circuits. 
As far as possible the circuit has been designed to minimise additional components off -chip. 
Ideally, the chip should have four pins: the input, the output, ground and supply voltage. In 
the current realisation this has not been achieved, however the circuit is close to this goal. One 
additional component is required, a variable resistor. This performs two functions. Firstly, it 
allows the Widlar current reference to use a resistor that has a low temperature coefficient and 
is of a large resistance. An on-chip resistor of the same resistance is prohibited by the area 
required, approximately a square millimetre. A low temperature coefficient allows the Widlar 
current reference to be PTAT, compensating for the temperature variation of the transconductors. 
Secondly, it allows the bandpass filter to be tuned, and only uses one pin to do so. Thus the pin 
count for the whole circuit is five. 
Simulated results show that when the circuit blocks described in previous chapters are connected 
together along with bias circuitry the circuit is stable and operates as expected. The total power 
consumption for the whole circuit is 200 nW. 
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Conclusions 
This thesis has considered ultra low power circuit design and its application to apnoea detection. 
A miniature apnoea detector benefits from ultra low power circuitry, allowing for miniaturisation 
and operation from a single cell battery. Initially, the signal from a miniature acoustic sensor is 
analysed, providing a characterisation of the input. From this study, an algorithm is proposed 
which detects breathing from the acoustic signal and isolates the signal from noise. Electronic 
circuits to implement the algorithm are developed. To provide ultra low power consumption 
the weak inversion region is used. Theory on weak inversion circuit design is considered, with 
reference to transistor models, and an example given where tradeoffs are expressed algebraically 
and graphically. The circuit design sections concentrate of three necessary topologies, a bandpass 
filter, a rectifier and a lowpass filter. Each presents specific challenges. The bandpass filter is high 
order and mismatch variation is important. This is analysed through the use of random variables. 
A rectifier with sufficient dynamic range is challenging given the low power consumption and 
supply voltage required. The lowpass filter requires novel topologies to achieve a sub-hertz cutoff 
frequency. These circuits are combined to create the feature extraction stage of the algorithm. The 
ultra low power design is such that the only off -chip components necessary are the battery and a 
resistor, making complete circuit desirable for a miniature apnoea detector. 
Chapter 1 provides characterisation of the signal. Two locations are identified where the acous- 
tic breathing sensor may be placed: on the side of the neck and the suprasternal notch. The 
suprasternal notch location is preferred as it provides a higher power signal in the frequency band 
of interest. In addition to the characterisation of the signal, a characterisation of noise sources 
was undertaken. Noise sources are not usually considered in the literature as the experiments are 
carried out in controlled laboratories. This device is designed to tolerate noise so that it may 
be used for everyday use. Over the range 500-900 Hz the suprasternal notch signal is greater, 
in power, than all reported noise sources. Thus this band is used for the detection of breathing 
and hence the detection of apnoea. A comprehensive survey of the literature of different means 
to process this signal shows that, despite the range of approaches taken, all have similarities. The 
signal is initially bandlimited, then rectified and filtered. These functions are often implicit, such 
as rectification and lowpass filtering in an auto-regressive process. A novel algorithm for detecting 
breathing from the acoustic breathing signal is proposed. This algorithm consists of blocks that 
may be implemented in ultra low power electronic circuitry and is suitable for a miniature device. 
A test protocol is devised and the algorithm is correct (true positives and true negatives) 91.3% of 
the time. 
Electronic circuits suitable for a miniature apnoea detection device must be ultra low power 
and this is achieved with the use of the weak inversion region. Chapter 2. shows how transistor 
models and circuit analysis are used to develop expressions for design tradeoffs in weak inversion. 
An example is given of a differential pair operating as a transconductor. Expressions for these 
tradeoffs are shown graphically, as algebraic expressions and in tables. The algebraic expressions 
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show relationships between: mismatch and transistor size; bandwidth, transistor size, bias current 
and transconductance; and the minimum supply voltage and the aspect ratio of transistors. Mis- 
match may be expressed as random variables allowing for algebraic manipulation. The algebraic 
expressions, compared to results from the BSIM3v3 model, are shown to be accurate and may be 
used for design purposes. 
The circuit analysis for weak inversion developed in the previous chapter is applied to the first 
of the circuits to be designed, the bandpass filter (Chapter 3). The mismatch effects of a transcon- 
ductor based on a double differential pair are analysed with random variables. An expression of 
the transconductance is found in terms of four random variables. This aids design by expressing 
the effects of dimensions of specific transistors on mismatch. An elegant design is used, involving a 
minimum sensitivity LCR topology and a non-differential structure. These simplifications provide 
a robust filter which is tolerant to mismatch variation, ultra low power and low noise, trading off 
dynamic range and input range. Experimental results confirm simulated results, showing the filter 
works as expected. The bandpass filter is 6th order, achieves 49 dB dynamic range at -25 dBc third 
order intermodulation distortion attenuation and has a power consumption of 70 nW. This chapter 
demonstrates that an elegant filter structure, with no cascoding and a non-differential structure, 
provides a highly satisfactory circuit for use in a miniature apnoea detector. 
The lowpass filter required presents a challenge, that of achieving a sufficiently low cutoff 
frequency. Two lowpass filter topologies are proposed in Chapter 4, both using novel circuit 
designs to reduce the cutoff frequency. The first achieves this by using the difference between two 
differential pairs. This circuit performs lowpass filtering at sub-hertz frequencies. The technique, 
although successful at reducing transconductance, is eventually limited by the mismatch found 
within the transistors connected to the input. A second topology is developed with is more tolerance 
to mismatch error. This topology uses a clock to reduce the transconductance, moving tolerances 
into the time-domain where high accuracy is possible. A low clock duty cycle is used to achieve low 
cutoff frequencies. Both topologies perform excellently compared to those found in the literature, 
in both cases achieving a 50 mHz cutoff frequency, 10 nW power consumption and operating from 
a1V supply. 
Chapter 5 presents two rectifiers. The first proposed rectifier applies insight gained from the 
literature so that it operates at a low supply voltage and with low current. This circuit functions 
over the entire audio frequency range and uses a current-mode diode to achieve a low power 
consumption. Simulated results show that it achieves a power consumption of less than 600 nW 
and a dynamic range of 30 dB from a power supply of 1 V. A second topology is proposed to 
increase the dynamic range and takes a different approach, not found in the literature for low- 
power precision rectifiers. The rectifier is based on an amplifier and mixer. This circuit mixes the 
signal with an amplified version of it and so down-converts the signal to the baseband. Simulated 
results show a dynamic range of 66 dB for a power consumption of 100 nW and a supply voltage 
of 1 V. This out-performs results found in the literature with a figure of merit approximately 
two orders of magnitude greater. These topologies may be used for ultra-low power rectifiers for 
bio-medical applications, and specifically for a miniature apnoea detector. 
In the final chapter, Chapter 6, the circuit blocks are combined to perform the feature extraction 
stage of the algorithm. Simulation demonstrates that the complete analogue circuitry operates 
correctly when combined. Circuits operate from a single bias voltage and current source, included 
in the design. The circuit is tuned via a single, off-chip resistor. The off chip components consist 
of a single cell battery and a resistor. The total power consumption for the complete analogue 
circuit is 200 nW. All blocks used in the design achieve sufficient dynamic range for implementing 
the algorithm. The characteristics of the blocks meet the specifications of the algorithm proposed 
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in Chapter 1 and so may implement an ultra low power miniature apnoea detection device. 
A set of electronic circuits have been designed, which perform excellently compared to others 
found in the literature. These have been used for a specific application, that of a miniature apnoea 
detector. Although this is the chosen application, such circuits are not limited to this single 
application. Other applications include portable ECG and EEG monitors and hearing aids. A 
means to implement a miniature apnoea detector is developed and an algorithm proposed. The 
electronic circuits developed are able to implement the feature extraction stage of the algorithm. 
Future Work 
This thesis has provided a means to process the acoustic breathing signal, both in terms of an 
algorithm and electronic circuits to implement the algorithm. There are a number of areas where 
this work may be built on, providing several directions for future work. Improvements to the 
algorithm may be made, the circuits may be used in other applications and the circuit techniques 
presented may be developed further. Also, there is a large potential for future work in developing 
a transmission system and further processing of the signal from the miniature apnoea detector. 
A limiting factor for the effectiveness of the algorithm is noise detected from the environment. 
If the sensor were to be made of two sensors, one directed towards the environment, external to the 
body, and one directed towards the body it may be possible to cancel some of these noise. In such 
systems, the cancellation may use a fixed or adaptive filter. Some success of this type of algorithm 
has been shown for hearing aids [1] and may be applicable to this application, improving the 
performance of apnoea detection. An extension of two sensors is to utilise an array, providing both 
directionality and the possibility of better noise rejection. A further extension of the algorithm is 
to consider an implementation which is not constricted by power consumption. The algorithm used 
is designed for implementation using ultra low power analogue electronics. Without this restriction 
a more computationally intensive algorithm may be considered. Again, applying techniques used 
to process other acoustic signals can be used, such as, Hidden Markov Models and soft computing 
methods. One can conceive a need where apnoea detection may be required but the size of the 
electronic device providing the detection need not be small. The algorithm could be implemented 
on a PC with the breathing signal being captured with the PC's soundcard. Another direction 
for the apnoea detection algorithm is to apply it to other signals. These could be other acoustic 
signals, such as from an aircraft's engine, or from other bio-signals, such as an electromyogram 
signal. One would be required a survey of numerous signals, finding ones which exhibit the similar 
characteristics to the signal analysed in this thesis. With regards of the algorithm, the most 
pressing work to undertake is to use the algorithm on a larger sample of people in terms of a full 
medical trial. This is so that the algorithm can be tested on a larger sample and refined and tested 
from the information gathered. 
Future work may also include applying the electronic circuits developed in Chapters 3 to 5 
to different systems. The bandpass filter has been demonstrated to be easily tuneable, with a 
centre frequency spanning the audio range (from 100 Hz to 20 KHz). This circuit may be adapted 
and used as a filterbank for systems such as speech recognition frontends and the multi-channel 
approach found in hearing aids and cochlear implants. Means to increases the dynamic range of 
the bandpass filter also warrant investigation. Although the dynamic range is sufficient for the 
system designed, in audio applications a greater dynamic range is often required. To increase the 
dynamic range a different transconductance amplifier is required and a possibility for future work. 
Sub-hertz lowpass filters are an active field of research due to their role in processing bio-signals. 
Signals from the body are often of millihertz bandwidth, such as blood-oxygen levels and blood-pH. 
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If small low power sensors are to be developed then techniques for improved low frequency filter 
circuits are required. Precision rectifiers, for low frequency signals, are also required to process 
bio-signals, often to find the power within that signal. In the same way as sub-hertz filters. the 
rectifiers proposed may be developed to operate in other systems monitoring bio-signals. Thus the 
circuits presented have applications beyond a miniature apnoea detector. 
Returning to an apnoea detector, much can still be researched on the system. Presented is a 
means to detect the signal and process it. Circuits necessary for its operation have been discussed. 
However, there is the question as to how to transmit the signal. Since most of the processing is 
achieved in the miniature apnoea device, the transmission need be little more than hand-shaking 
between the device and a basestation. Should the device fail to make contact with the basestation 
or an apnoea signal sent then an alarm can be made by the basestation. There exists a need for this 
protocol to be designed and a low power transmission system developed. Without such a system 
the miniature apnoea detector will always require a lead to it. 
There is still much research for this project and many paths for circuits and systems developed 
to be explored. 
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