Abstract-This paper deals with the design of a system, defined as the interconnection of identical LTI subsystems, whose frequency-response is under modulus constraints. Based on the notions of LFT and dissipativity, we propose a method able to compute a solution by solving a linear minimisation problem under LMI constraints. This extends the usual approach by especially generalising the spectral factorisation technique from systems with state-space model to identical dissipative systems interconnection.
I. INTRODUCTION
Modern engineering systems have become increasingly complex. Not only systems have become complex, but also the way they are interconnected in, leading to challenging engineering problems. In the particular case where interconnected systems are identical, a new paradigm has emerged, known as large-scale (distributed/decentralised) systems or homogeneous multi-agent systems approach. In the last decade, this approach has been successful in diverse areas of application such as formation flying [1] , micro-Electronics [2] , [3] , biological networks [4] , etc.
These systems have the common property to be described by a Linear Fractional Representation (LFR). The LFR is the generalisation of the state-space representation. Homogeneous LTI LFR systems are defined as the feedback interconnection between a gain matrix with identical Linear Time-Invariant (LTI) subsystems T s . While the state-space approach can efficiently solve many standard problems, using especially Linear Matrix Inequalities (LMIs) [5] , it appears to be more limited when considering interconnected complex systems. Many useful state-space results have then been extended to homogeneous LTI LFR systems [2] , [4] , [6] , [7] . Nevertheless, there are still extended standard problems to solve. One of them is the computation of the transfer function of an homogeneous LTI LFR system, whose frequencyresponse is under modulus constraints. It is a generalisation of a generic problem with important applications in Signal Processing (frequency filter design) and Automatic Control (H ∞ -weight computation) [8] . This is the main purpose of this paper.
To achieve this, we develop a new approach based on LFR and the dissipativity characterisation of the subsystems T s . This extends the usual approach established for state-space systems, which consists of two steps, both relying on convex optimisation. First, a magnitude function M (ω) satisfying the modulus constraints is calculated. Then, a transfer function is computed from M , using the spectral factorisation technique.
Our first contribution is to extend the usual approach to any lossless dissipative T s . For that purpose, the spectral factorisation technique is generalised to dissipative systems. This provides our second contribution. Finally, the lossy part of general dissipative systems introduces a new term which prevents from extending each step independently. Our third contribution is then to provide an alternative approach, still relying on convex optimisation, which reveals how to handle this term.
The paper is organised as follows: Section II introduces the notions of LFR and dissipativity. Two design problems of interconnected dissipative systems are defined in Section III, and are solved in Section IV. An illustrative example is given in Section V. Section VI concludes the paper.
We use the following notation. Lower (upper) case letters are used for vectors (matrices). I n denotes the identity matrix of R n×n and 0 n×m the zero matrix of R n×m . The subscripts are omitted when obvious from the context. X T and X * stand for transpose and transpose conjugate of X respectively while M > (≥) 0 denotes positive (semi-) definiteness.
represents the Redheffer star product [9] . In an optimisation problem, bold characters are, or depend on, decision variables. For sake of briefness, the additional notations are used:
II. PRELIMINARIES
In this paper, systems are described using the LFR/LFT framework [9] .
Definition 1 (LFR/LFT): A Linear Fractional Representa-
where G is a real matrix and ∆ an operator. Provided that (I − A∆) −1 exists, the Linear Fractional Transformation (LFT) is defined as ∆ G := D + C∆(I − A∆) −1 B,and links the input w and the output z: z = (∆ G)w.
An important concept is the dissipativity characterisation of systems [10] . A specific version is used in the paper [3] .
T be real matrices and I be either R or a sub-interval
is full rank, X ≤ 0 and
If ≥ is replaced with = in (2), the system will be said to be lossless {X, Y, Z}-dissipative on I. When I is not specified, it is assumed that I = R.
III. PROBLEMS STATEMENT
In this section, we first define systems under consideration. The design problems are then presented.
A. Identical Dissipative Systems Interconnection
We focus on systems defined as the interconnection between a constant matrix and identical, SISO, LTI, {x d , y d , z d }−dissipative subsystems T s , and denoted W (T s ). They are referred to as identical dissipative systems interconnection in the sequel.
Such systems can be represented by an LFR (1), where ∆ = T s · I n . A compact formulation is then obtained:
and is represented by the block diagram of Fig. 1 
Remark 1: This problem is actually the extension of the usual frequency filter design [8] , where T s (s) = 1/s, to identical dissipative systems interconnection.
Remark 2: Conditions (4) and (5) extend to MultipleInput Multiple-Output (MIMO) W (T s ) as:
The following approach holds for general MIMO W (T s ). However, since usually SISO W (T s ) are of practical interest, design problems are presented in the SISO case.
C. Discrete-Mask Design Problem
Problem 2 (Discrete-Mask Formulation): Given N positive real numbers W i and frequencies ω i , Minimize λ such that there exists a stable identical dissipative systems interconnection W (T s ), such that:
and compute W (T s ).
IV. PROPOSED APPROACH
When T s (s) = 1/s, Problem 1 and 2 are solved in two steps [11] , [12] :
The motivation is that while condition (5), for instance, is not convex in the variable W , the change of variable from W to M allows to recast the computation of a solution as a convex optimisation problem (step (i)). The purpose of step (ii), known as spectral factorisation, is then to obtain W from M .
The resulting problem is a convex optimisation problem but infinite dimensional. First, as the decision variable M is a rational function of ω, it belongs to an infinite dimensional space. To overcome this, M is factorised as
two real symmetric matrices, and B(s) a chosen basis of polynomials in s. The decision variables X N and X D are then in a finite dimensional space. Second, there is an infinite number of constraints as they depend on ω. Applying the so-called KYP Lemma and its extensions [13] to these constraints, a finite convex optimisation is finally obtained.
In the rest of this section, we investigate how this approach can be generalised to Problem 1 and 2. In subsection IV-A, an alternative version of the KYP Lemma is applied to extend step (i) to identical dissipative systems interconnection. In subsection IV-B, a dissipative version of the spectral factorisation theorem extends step (ii). In subsection IV-C, it appears that it is not possible to obtain a solution by generalising each step independently for lossy dissipative T s . We then reveal that a general solution of Problem 1 and 2 can be convexly computed by coupling both steps.
A. Step (i): Magnitude Design
This subsection presents the extension of step (i) to identical dissipative systems interconnection for continuousand discrete-spectral masks. Both results are based on the following lemma.
Lemma 1: Let I be either R or a sub-interval of R. Assume T s is {x, y, z}-dissipative on I. Let X = X T ∈ R nz×nz be a real symmetric matrix. Let B(T s )
be described by the LFT:
where
(ii) The condition (7) is satisfied:
By definition of positive definite matrices, inequality (6) is equivalent to:
Defining the signal q ∈ C n as in the LFR (1), one has: Finally, as q = (I n − AT s (jω)) −1 Bw, little calculations from (8) gives: ∀w ∈ C nw , ∀ω ∈ I, w * (B(T s (jω)) * X B(T s (jω))) w > 0. which implies (7). Remark 3: (6) is an LMI in the matrices P and X . Remark 4: If T s (s) = 1/s and I = R, Lemma 1 matches with the KYP lemma. When I is a sub-interval of R, it matches extended versions of the KYP lemma [13] .
In the rest of this subsection, continuous-and discretemask magnitude design problems are formulated as feasibility/linear minimisation problems under LMI constraints.
1) Continuous-Mask Magnitude Design:
be real symmetric matrices. Let B B (T s ) be as:
hold, where ∀ω ∈ R,
Conditions (10) - (13) imply by Lemma 1 that:
Mere calculation gives then (14) and (15).
2) Discrete-Mask Magnitude Design: In the discretemask formulation, it is aimed to find the squared magnitudes M N (T s ) and M N (T s ) such that: λ is minimised and
is satisfied. As (18) is generally not convex, an alternative problem is to minimise λ such that 
nz×nz and X D = X T D ∈ R nz×nz be real symmetric matrices. Let B B be as in (9) . Let λ > 0 ∈ R be a real positive scalar.
If there exist (10), (11) and (20) are satisfied:
with
defined respectively by (16) and (17) .
Proof: By applying successively the Schur complement Lemma [14] , (19) becomes equivalent to (20).
B. Step (ii): Dissipative Spectral Factorisation
The following theorem extends the spectral factorisation theorem from state-space systems to identical dissipative systems interconnections.
Theorem 3 (Dissipative Spectral Factorisation): Assume that T s is {x d , y d , z d }-dissipative on R. Let B B (T s ) be as in (9) . Let A B , B B , C B and D B be defined as in Lemma 2. Let X = X T ∈ R nz×nz and P = P T ∈ R n×n > 0 be such that
R is solution to the Algebraic Riccati Equation (ARE):
Then there exist C W ∈ R nw×n and D W ∈ R nw×nw such that W (T s ), defined by (22), is stable and satisfies: ∀ω ∈ R, 
The proof is based on Lemma 2. Lemma 2: The following matrices are congruent:
Let now prove Theorem 3.
and D W ∈ R k×nw be such that:
Let prove that one can set k = n w . By Lemma 2, Q(P R ) and Q(P R ) are congruent. Then, they have same rank [14] :
By Schur complement Lemma, Q(P R ) is congruent with:
If P R is solution of (21), by congruency of matrices:
Thus by (25):
Finally, ∀w ∈ C, setting p as in the LFR (1):
a little bit of calculation ends up with (22)-(24). 1) Discussion on the factorisation: When T s is lossless dissipative, the factor F B (T s (jω))
) is equal to zero as:
The factorisation is said to be lossless, meaning that W (T ) is computed such that |W (T (jω))| 2 = M (T (jω)).
When T s is lossy dissipative, the lossy factor
There is then a mismatch between |W (T s (jω))| 2 and M (T s (jω)). The conventional two-steps approach can not be applied. In Subsection IV-C, we develop a new approach able to cope with lossy dissipative T s .
2) Discussion on implementation: The spectral factorisation requires to solve the ARE (21). The extreme positive semi-definite solutions P R min and P R max of the ARE are the extreme positive semi-definite solutions of the set of solutions P of the LMI Q(P ) ≥ 0 [15] , [16] . In the sequel, only P R min will be considered, as it corresponds to minimumphase filter in the usual state-space approach. As Q(P ) and Q(P ) are congruent, P R min is obtained by minimising the trace of the decision variable P over Q(P ) > 0.
C. Coupled Design-Factorisation Approach
The idea behind the coupled design-factorisation approach is to include the lossy factor into the magnitude design problem. The frequency constraints are then set on Then the solution of the optimisation problem (i) gives a solution to problem (ii). (10), (11), (26), (27), (28) hold:
T ,
is stable, with
and satisfies (4) and (5). Proof: As the trace of P N and P D are minimised under (10), (11) , by Theorem 3 and Subsection IV-B.2:
with F B (T s ) defined by (24). Moreover, (27) and (28) imply by Lemma 1: (4) and (5) hold . 2) Discrete-Mask Design Solution: A solution of Problem 2 is given in the following theorem.
Theorem 5: Let B B (T s ) be as in (9) . Define A B , B B , C B and D B as in Lemma 2.
Then the solution of the optimisation problem (i) gives a solution to problem (ii). (10), (11), (26) and (31) 
is stable, with W N (T s ) and W D (T s ) defined by (29), (30), and satisfies
Proof: Similar proof as in the continuous case.
V. ILLUSTRATION
In this section, our approach is illustrated on the weighting transfer function generation for H ∞ control of PLL network, introduced in [17] . A PLL (Phase-Locked Loop), used in micro-Electronics, is the feedback connection of an oscillator with a dynamical controller [3] . The synchronisation problem of these PLL can be formulated as a weighted-H ∞ control problem. As noticed in [2] , this requires the weighting function W (T s ) to be expressed as an LFT in T s .
The dynamics of the PLL in this example is given by:
7 , a 1 = 6.172 × 10 6 , a 2 = 1.093 × 10 6 , a 3 = 2.742 × 10 4 , a 4 = 238.6 and a 5 = 1. T s is lossy {x = −6, y = 2, z = 3.8}−dissipative. The spectral mask of interest is discrete, is given in Table I and represented on Fig. 2 by red circles. B B (T s ) is chosen as in (9) In this paper, we have focused on the design of identical dissipative systems interconnection W (T s ) under magnitude constraints. We have generalised the usual approach by independently extending each step from T s (s) = 1/s to any dissipative T s , by especially generalising the spectral factorisation theorem (Theorem 3). While for lossless dissipative T s this enables to solve the design problem, the lossy part of general dissipative T s prevents from generalising the second step. We have finally revealed a new coupled approach able to convexly solve the design problems (Theorems 4 and 5).
Techniques generalised in this paper are used for numerous problems in Control and Signal Processing (refer to [16] for a sample of them) in the usual state-space approach. Future research directions include to apply these techniques to extended versions of these problems. Electronic system design, with new components of interest [18] , is one of them.
