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1. Bevezetés
A disszertációban tárgyalt diszkrét optimalizálási feladatok bonyolultságelméleti szempont-
ból két csoportra oszthatók. Az els® csoportban két feladattal foglalkozunk.
1.1. Feladat. Egydimenziós ládapakolási feladatnál adott egy n elem¶ L = {a1, a2, . . . , an}
lista, ahol ai, i = 1, . . . , n, jelöli az elem méretét, és ai ∈ (0, 1]. Adva van legalább n darab
egységnyi kapacitású láda. A feladat az, hogy rendeljük hozzá az elemeket a legkevesebb
számú ládához úgy, hogy az azonos ládához rendelt tárgyak összmérete legfeljebb 1 lehet.
1.2. Feladat. Párhuzamos gépek ütemezése során adott n munka, J1, . . . , Jn, és m azonos
(sebesség¶) gép, M1, . . . ,Mm. A Ji munkát pontosan pi id® alatt lehet elvégezni. A munkák
bármilyen sorrendben végrehajthatók, de egy megkezdett munka nem szakítható meg. Rendel-
jük a munkákat a gépekhez úgy, hogy minimalizáljuk a maximális befejezési id®t az ütemezett
munkák halmazán.
Mindkét probléma NP-nehéz [36]. A számítógépek kapacitása az elmúlt évtizedekben
rohamosan b®vült, sebességük is nagyságrendekkel javult, ezért ma már viszonylag nagy-
méret¶ feladatok is megoldhatók egzakt algoritmusok segítségével. A polinomiális id®ben
futó közelít® algoritmusok vizsgálata azonban továbbra is a kutatás középpontjában ma-
radt. Ennek egyik oka az, hogy a közelít® algoritmusok vizsgálata hozzájárul ahhoz, hogy
egy probléma elméleti hátterét jobban megérthessük.
A vizsgált problémák másik csoportjába tartozik a szöveg-tömörítési feladat. A disszertá-
cióban a szótárakkal történ® szövegtömörítési problémára keresünk hatékony algoritmusokat.
1.3. Feladat. Legyen adott egy szótár, amely (forrás-szó, kód-szó) adatpárokból áll. Az
adatpárok véges ABC-b®l kiválasztott karaktersorozatokat tartalmaznak. A szótár alapú tö-
mörítési eljárás során a forrás-szöveget olyan karaktersorozatokra bontjuk, amelyek mind-
egyike megfelel egy forrás-szónak, és ezeket helyettesítjük a szótár megfelel® kód-szavával. A
cél az, hogy a forrás-szöveget a könyvtár által meghatározható minimális hosszúságú kód-
szöveggé kódoljuk.
Ez a probléma ekvivalens egy megfelel®en konstruált súlyozott gráf élein alkalmazott
legrövidebb út megkeresésével, és így a probléma polinomiális id®ben megoldható. Mégis,
sok esetben a kezelend® probléma mérete megkívánja a (online) közelít® megoldások alkal-
mazását.
Számos olyan gyakorlati probléma van, amely modellezhet® a disszertációban tárgyalt fel-
adattal vagy annak valamely változatával, ezért a fenti feladatok vizsgálata gyakorlati szem-
pontokból is jelent®sséggel bír. Fontos tudni, hogy a feladat polinomiális id®ben megoldható-
e, mert ez alapvet®en befolyásolja azt, hogy egzakt vagy közelít® algoritmusokat használunk
a megoldáshoz. Általában, ha egy probléma bonyolultságát gyakorlati szempontból vizsgál-
juk, akkor pusztán az a tény, hogy az polinomiális id®ben megoldható, nem feltétlen garancia
arra, hogy egy egzakt algoritmus elfogadható id®n belül szolgáltat optimális megoldást. Az
általunk vizsgált feladatok azonban ebb®l a szempontból jól viselkednek.
A közelít® algoritmusok alkalmazhatóságát két tényez® befolyásolja: ismernünk kell a fel-
adat megoldásához szükséges id®t, és rendelkeznünk kell egy hatékony mér®számmal, amely
megmondja, hogy a gyorsaság érdekében milyen mértékben távolodunk el az optimális meg-
oldástól. Egy gyorsabb, hatékonyabb algoritmus általában jobban alkalmazható a gyakor-
latban, de azt is érdemes leszögezni, hogy egy algoritmus elméleti gyorsasága semmiképpen
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nem biztosíték arra, hogy a valós életb®l vett feladatokon egy elméletileg lassabb algorit-
mus ne lenne jobban használható. Ha vannak hatékony és gyors algoritmusaink, akkor egy
adott algoritmus-osztályon belül megtalált optimális algoritmus lezárhat kutatási irányokat,
és biztosítékokat nyújthat az alkalmazóknak.
A disszertációban azokat az  általunk legfontosabbnak tartott  eredményeket mutatjuk
be, amelyeket a fenti feladatok vizsgálata során elértünk.
2. Algoritmusok versenyképessége
Egy közelít® algoritmus versenyképessége az algoritmus-elmélet egyik központi kérdése. Kü-
lönböz® módszereket ismerünk a versenyképesség mérésére. Ezek közül a versenyképességi
analízisekkel és a valószín¶ségszámítási módszerek alkalmazásával végzett elemzésekkel fog-
lalkozunk.
Ha a versenyképességi elemzés mellett döntünk, akkor olyan hatékonysági garanciákat
várunk el, amelyek érvényesek minden input esetén. Ehhez szükséges az is, hogy olyan szél-
s®séges példákra is elemzzük az algoritmus viselkedését, amelyek a gyakorlati életben nagyon
ritkán  vagy egyáltalán nem  fordulnak el®. Az ilyen patológikus példák vizsgálata mégis
nagyon fontos, mert ezek felfedhetik az adott algoritmus leggyöngébb pontjait. Legyen A
egy tetsz®leges közelít® algoritmus, és legyen I egy, az adott problémához tartozó input.
A(I) és OPT(I) rendre jelölje az A algoritmushoz, és az optimumhoz tartozó megoldásokat.
A leggyakrabban használt mér®számok ezen a területen a következ®k.
2.1. Deﬁníció. Az abszolút versenyképességi hányados minimum feladatra a következ®.
RA = sup
I
A(I)
OPT(I)
.
Legyen C egy olyan valós konstans, amelyre RA ≤ C. Ekkor azt mondjuk, hogy az A
algoritmus abszolút C-versenyképes.
2.2. Deﬁníció. Az aszimptotikus versenyképességi hányados Minimum feladatra a követ-
kez®.
R∞A = lim sup
k→∞
{
max
I
{
A(I)
k
∣∣∣∣OPT(I) = k}} .
Maximum feladatra a következ®képpen adhatjuk meg a deﬁníciót:
R∞A = lim inf
k→∞
{
min
I
{
A(I)
k
∣∣∣∣OPT(I) = k}} .
Az aszimptotikus versenyképességi hányadosra használják a következ® deﬁníciót is.
2.3. Deﬁníció. Egy minimum feladatra az A algoritmus aszimptotikusan C-versenyképes,
ha létezik olyan B valós konstans, amelyre A(I) ≤ C ·OPT(I)+B teljesül bármely I inputra.
Valószín¶ségszámítási elemzéseket akkor tudunk végezni, ha a példáinkhoz tartozó ada-
tok valószín¶ségi eloszlását ismerjük. Válasszuk a feladathoz tartozó példa inputjait egymás-
tól függetlenül az adott valószín¶ségi eloszlásból. Ekkor a változók viselkedése elemezhet®,
és mind az optimum, mind a feladat megoldására használt közelít® algoritmus által szolgálta-
tott megoldás várható értéke létezik. Ilyenkor az aszimptotikus versenyképességi hányadosok
deﬁníciójában a valószín¶ségi változók várható értékeinek határértékeivel számolunk.
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3. A versenyképesség kiszámítása
Az algoritmusok versenyképességének vizsgálatakor felmerül az a kérdés, hogy egy adott
algoritmus-osztályhoz tartozó algoritmusok versenyképessége meddig javítható? A követke-
z®kben röviden bemutatjuk a különböz® ládapakolási feladatok közelít® megoldására hasz-
nált algoritmusok versenyképességének vizsgálatánál használt eszközöket.
3.1. Konkatenált listák
3.1. Deﬁníció. Egy online algoritmus az input elemeit az érkezés sorrendjében pakolja el
úgy, hogy az elpakolt elemek többé nem mozdíthatók. Az aktuális elem elpakolásakor az
algoritmus semmit nem tud az utána következ® elemekr®l, sem azok száma, sem a méreteik
nem ismertek.
3.2. Deﬁníció. Az L1, . . . , Lk listák konkatenációján értjük azt a listát, amelyben az Li
lista elemeit az Li+1 lista elemei követik, 1 ≤ i ≤ k − 1. A konkatenált listát (L1 . . . Lk)-val
jelöljük.
Online ládapakolási algoritmusok esetén az alsó korlátok keresése során a leggyakrabban
alkalmazott módszer a következ®: Válasszuk az L1, . . . , Lk listákat úgy, hogy egy listán belül
az elemek méretei legyenek azonosak. Határozzuk meg a minimálisan szükséges ládák számát
az (L1 . . . Lj), 1 ≤ j ≤ k, konkatenált listák elpakolása során, és számítsuk ki ugyanezen
listákra az A algoritmus által elhasznált ládák számát is. Ekkor a
min
A
max
j
(
A(L1 . . . Lj)
OPT(L1 . . . Lj)
| j = 1, . . . , k
)
(1)
egy alsó korlát az adott algoritmus-osztályon belül.
3.2. Sylvester sorozat
Ládapakolási algoritmusok esetén alsó korlát meghatározására használt konstrukciók hosszú
id®n keresztül egy speciális sorozatot használtak. A sorozatot az r = 1 esetre el®ször Syl-
vester alkalmazta 1880-ban egy számelméleti probléma megoldására [57]. Ezt a sorozatot
általánosítottam [28]-ban tetsz®leges r ≥ 1 egész értékekre.
3.3. Deﬁníció. Legyenek adva k > 1 és r ≥ 1 egészek. Ekkor az általánosított mr1, . . . ,mrk
Sylvester sorozatot a következ® rekurzió adja meg.
mr1 = r + 1, m
r
2 = r + 2, m
r
j = m
r
j−1(m
r
j−1 − 1) + 1, j = 3, . . . , k.
A fenti rekurzió az r = 1 esetben a Sylvester sorozat elemeit deﬁniálja.A disszertációban
gyakran használjuk a következ® deﬁníciót.
h∞(r) = 1 +
∞∑
i=2
1
mri − 1
.
h∞(r) els® néhány értéke: h∞(1) ≈ 1.6910, h∞(2) ≈ 1.4231, h∞(3) ≈ 1.3023.
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3.3. Pakolási minták elemzése
A (1) meghatározásához többször használjuk a pakolási mintákat.
3.4. Deﬁníció. Tegyük fel, hogy az L = (L1 . . . Lk) konkatenált lista elemeit az A algorit-
mus úgy pakolja ládákba, hogy az Lj listából pj elemet helyez el egy ládában (1 ≤ j ≤ k).
Ekkor a p = (p1, p2, . . . , pk) vektort pakolási mintának nevezzük, ha
∑k
j=1 pjaj ≤ 1.
Legyenek adva a cj > 0, j = 1, 2, . . . , n, egészek. Egy adott n egészhez legyen nj = cjn,
ahol j = 1, . . . , k. Az Lnj részlista tartalmazzon nj azonos méret¶ tárgyat. Jelöljük P -vel az
összes pakolási minta halmazát. Legyen
Pi = {p ∈ P | pi > 0, pj = 0, ha j < i}, i = 1, . . . , k. (2)
Egy alsó korlát értékének kiszámításához több helyen is használjuk a következ® tételt.
3.3.1. Tétel (J. Balogh, J. Békési, G. Galambos, [4]). Legyenek αj és βj 1 ≤ j ≤ k-
re olyan pozitív egészek, amelyekre teljesül, hogy bármely p ∈ Pi, i = 1, 2, . . . , k, esetén
k∑
j=i
βjpj ≤
k∑
j=i
αj . (3)
Ekkor bármely A online algoritmusra
R∞A ≥ max
1≤j≤k
lim sup
n→∞
A(Ln1L
n
2 . . . L
n
j )
OPT(Ln1L
n
2 . . . L
n
j )
≥
∑k
j=1 βjcj∑k
j=1 αjUj
. (4)
3.4. Súlyfüggvények alkalmazása
Az A algoritmus által felhasznált ládák számának fels® becslésére a súlyfüggvényt Johnson
[41] alkalmazta el®ször. Legyen L = {a1, a2, . . . , an} egy n elem¶ lista. Pakoljuk el az L lista
elemeit az A algoritmussal. Legyen W (x) : (0, 1] → R+ egy olyan súlyfüggvény, amelyre
bármely S ⊆ L esetén W (S) =∑ai∈SW (ai). Ekkor, ha létezik olyan C konstans, amelyre
(i) W (L) ≤ C ·OPT(L), és
(ii) A(L) ≤W (L) +B
teljesül bármely L listára, és B <∞, akkor R∞A ≤ C.
4. A disszertáció eredményei
4.1. Egydimenziós online ládapakolás
A gyakorlati életben s¶rün el®fordul, hogy az elhelyezend® tárgyak méretei sokkal kisebbek,
mint a ládák méretei. Az a tapasztalat, hogy az ilyen esetekben az algoritmusok verseny-
képessége szigniﬁkánsan javul. Érdemes tehát megvizsgálni az algoritmusokat a tárgyak
méretére tett korlátozások mellett is.
4.1. Deﬁníció. Az egydimenziós (1D) ládapakolási problémát r-parametrikusnak nevezünk,
ha az elemek méretei a (0, 1r ] intervallumba esnek, valamely r ≥ 1 pozitív egész értékre.
4
dc_1191_16
Powered by TCPDF (www.tcpdf.org)
4.1.1. Alkalmazás. Egy olyan egydimenziós darabolási feladat, amelyben nagyobb rudak-
ból megrendeléseket kell kivágni úgy, hogy a nem felhasználható anyagmennyiség (selejt)
minimális legyen, átfogalmazható egydimenziós ládapakolási feladattá. A hirdetési id®k el-
helyezése a rendelkezésre álló id®keretben szintén egy ládapakolási feladattal írható le. Ez a
modell használható a banki átutalások ütemezésekor is, ha az egy napra ütemezhet® átutalá-
sok összege korlátozott.
Online algoritmusokra Yao [60] 3/2 alsó korlátot bizonyított, majd Liang [46] javított ezen
úgy, hogy k ≥ 4 listát vizsgált. Az általa bizonyított alsó korlát 1.5364 . . . . Felhasználva
a Sylvester sorozat általánosított deﬁnícióját a parametrikus esetet vizsgáltam [29]-ben.
Lineáris programozási modellre alapozva [58]-ben van Vliet bebizonyította, hogy minden A
online algoritmusra R∞A ≥ 1.5401 . . ..
Sokáig úgy t¶nt, hogy van Vliet javítása azért lehetséges, mert az LP modell pontosabb,
mint a tisztán kombinatorikus módszereken alapuló bizonyítás. A disszertáció 2. fejezetében
el®ször megmutatjuk, hogy a súlyok helyes választásával az [58]-ban megadott alsó korlátok
kombinatorikus eszközökkel is elérhet®k.
Az a kérdés közel 20 évig nyitva maradt, hogy adható-e élesebb alsó korlát az online
algoritmusokra más sorozatok alkalmazásával. A parametrikus esetet vizsgálva [3]-ban a
következ® sorozatot deﬁniáltuk. Bármely r ≥ 1 egész értékre legyenek
b1,r = r + 1, b2,r = r + 2,
b3,r = b1,rb2,r + 1, bj,r = b
j−2
3,r , 4 ≤ j ≤ k − 1,
bk,r = b1,rb2,rb
k−3
3,r + 1.
A disszertációban megmutatjuk, hogy az αj és a βj értékek választhatók úgy, hogy a 3.3.1
Tétel feltételei teljesüljenek, és a megadott értékek segítségével bebizonyítható a következ®
állítás.
4.1.1. Tétel (J. Balogh, J. Békési, G. Galambos, [3])). Legyen r egy pozitív egész,
és tekintsük a parametrikus feladatot. Ekkor bármely A online egy-dimenziós ládapakolási
algoritmusra
R∞A ≥
r6 + 8r5 + 29r4 + 60r3 + 75r2 + 55r + 20
r6 + 7r5 + 22r4 + 40r3 + 45r2 + 33r + 13
. (5)
Ez a korábbi korlátok javítását eredményezi, és pl. az r = 1 esetben R∞A ≥ 1.5403 . . . .
4.2. Egydimenziós félig-online ládapakolás
4.2. Deﬁníció. Ha egy online algoritmus alkalmazása során azt feltételezzük, hogy az ele-
mek méreteik szerint rendezve érkeznek, vagy az elemek elpakolása során megengedett kor-
látos számú láda tartalmának átrendezése, vagy egy elem elpakolása el®tt korlátozott számú
elem átpakolható a nyitott ládák között, akkor félig-online algoritmusokról beszélünk.
4.2.1. Rendezett listák pakolása
Az már elég korán kiderült, hogy az online algoritmusok aszimptotikus versenyképessége
szigniﬁkánsan javul, ha azt feltételezzük, hogy az elemek csökken® sorrendben érkeznek.
Ha az input lista elemeinek sorrendjére nem teszünk feltételeket, akkor a legjobb ismert
algoritmust Seiden publikálta ([53]). Az általa adott algoritmus aszimptotikus versenyké-
pességi hányadosa R∞A ≤ 1.5889. Rendezett listákra a legjobb ismert online algoritmus a
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Modiﬁed First Fit Decreasing [41], amelyre R∞MFFD =
71
60 = 1.1833 . . .. Az ilyen, el®re rende-
zett listákat pakoló algoritmusokra hosszú ideig a legjobb alsó korlát 87 volt, amelyet [23]-ban
bizonyítottunk. A disszertációban  a [3]-ban alkalmazott technika segítségével  egy javítást
adunk erre az alsó korlátra.
4.2.1. Tétel (J. Balogh, J. Békési, G. Galambos, [4]). Érkezzenek egy online pakolá-
si feladatban a listák elemei monoton csökken® sorrendben. Ekkor bármely A online algorit-
musra R∞A ≥ 5447 = 1.1489 . . . .
4.2.2. Átpakolás korlátozott számú ládák között
4.3. Deﬁníció. Amikor egy algoritmus egy ládába el®ször pakol elemet, akkor azt mondjuk,
hogy a láda aktívvá (nyitottá) válik. A láda mindaddig aktív marad, amíg az algoritmus
nem dönt annak bezárásáról. Az egyszer bezárt láda az adott lista elemeinek elpakolása
során nem aktíválható többé.
4.4. Deﬁníció. Egy ládapakolási algoritmust k-tárkorlátosnak nevezünk, ha minden ai elem
elpakolásakor maximum k aktív láda közül választhatunk.
4.2.1. Alkalmazás. Tárkorlátos pakolással modellezhet® a kamionok rakodása egy olyan
depó esetén, ahol több berakodó hely van, és a kamionok közötti átpakolás a rakodás során
megengedett.
A k-tárkorlátos algoritmusokat széles körben elemezték. Lee és Lee [45] bebizonyították,
hogy bármely k-tárkorlátos online algoritmusra R∞A ≥ h∞(1). [28]-ban bebizonyítottam,
hogy az állítás igaz az r-parametrikus esetre is, R∞A (r) ≥ h∞(r). A cikkben megmutattam,
hogy létezik olyan k-korlátos algoritmus, amelyre h∞(r), ha k →∞.
Az nyitott kérdés volt, hogy véges sok aktív ládával el lehet-e érni a h∞(r) értékét. A
disszertáció 3.2. fejezetében megadunk egy három aktív ládát használó algoritmust, amellyel
a fenti korlát az r = 1 esetben elérhet®. Az algoritmust Repacking-3 algoritmusnak (REP3)
neveztük. Az algoritmus elemzésekor súlyfüggvény technikát alkalmazunk. Legyen x ∈ L.
Ekkor
W (x) =
 x+
1
mi+1−1 , for
1
mi
< x ≤ 1mi−1 , and 1 ≤ i
mi+1
mi
· x, for 1mi+1−1 < x ≤ 1mi , and 1 ≤ i.
A súlyfüggvényr®l belátható, hogy egy L lista elpakolásakor bármilyen pakolás esetén az
egy ládába kerül® elemek súlyának összege nem lehet nagyobb, mint h∞(1). Így W (L) ≤
h∞(1)OPT(L). A REP3 algoritmus a következ®.
(1) Vegyük az input lista következ® x elemét, és rakjuk x-et egy üres aktív ládába.
(2) Pakoljuk át a három aktív láda tartalmát úgy, hogy vagy keletkezzen egy üres láda,
vagy legyen legalább egy olyan láda, amelyben az elemekhez tartozó súlyok összege
legalább 1.
(3) Zárjunk be minden olyan ládát, amelyben az elemek súlyának az összege legalább 1,
és nyissunk minden bezárt láda helyett egy üres ládát. Goto (1).
Az algoritmus aszimptotikus versenyképességi hányadosának kiszámításához a következ®
tétel bizonyítása szükséges.
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4.2.2. Tétel (G. Galambos, G. J. Woeginger, [33]). Tegyük fel, hogy egy L lista ele-
meit a REP3 algoritmussal pakoljuk el. Legyen BIN1, BIN2, BIN3 a három aktív láda. Ekkor
lehetséges a három aktív láda tartalmát átpakolni úgy, hogy vagy keletkezzen egy üres láda,
vagy legyen benne legalább egy láda, amelyben az elemek súlyának összege legalább 1.
A 4.2.2 Tétel állításából következik, hogy bármely L listára teljesül, hogy REP3(L) ≤
W (L) + 3. Mivel W (L) ≤ h∞(1)OPT(L), így
REP3(L)− 3 ≤W (L) ≤ h∞(1)OPT(L),
ami a [45]-ben adott alsó korláttal kombinálva szolgáltatja, hogy R∞
REP3
= h∞(1).
Mivel k = 3-ra a REP3 optimális, ezért kézenfekv® volt a kérdés, hogy k = 2-re is létezik-e
optimális algoritmus. A cikkben beláttuk, hogy a REP3 algoritmusnál alkalmazott technika
a k = 2 esetre nem használható. Mivel Csirik és Johnson [25]-ben vizsgált egy olyan 2-
tárkorlátos algoritmust, amely nem használ átpakolást és az aszimptotikus versenyképessége
17/10, a megmaradt eltérés nagyon kicsi. Ennek ellenére a probléma a mai napig nyitott.
4.2.3. Korlátozott számú elem átpakolása
4.5. Deﬁníció. Ha egy A félig-online algoritmus k <∞ elem átpakolását engedi meg min-
den lépésben, akkor A-t k-elemkorlátos algoritmusnak nevezzük.
A disszertáció 3.3. fejezetében egy HR-k-val jelölt algoritmust deﬁniálunk. Az algorit-
musról el®ször azt bizonyítjuk be, hogy egy lépésben maximum k elemet pakol át, majd
belátjuk azt, hogy az algoritmus id®-bonyolultsága O(kn). Végezetül bebizonyítjuk a követ-
kez® tételt.
4.2.3. Tétel. (J. Balogh, J. Békési, G. Galambos, G. Reinelt, [6]). Bármely rögzített
k ∈ N+ egészre (
3
2
+
bk
1− bk
)(
1− 2bk
(1− bk)2
)
≤ R∞HR-k ≤
3
2
+
bk
1− bk .
A fels® korlát bizonyításához súlyfüggvényes technikát használunk, míg az alsó korlátot
egy konstrukció segítségével látjuk be.
A k-elemkorlátos algoritmusok versenyképességére egy 43 alsó korlátot adott Ivkovi£ és
Lloyd [40]-ben. Ezt javítottuk meg az [5] cikkben. Az ott publikált eredmények a következ®
tételben foglalhatók össze.
4.2.4. Tétel. (J. Balogh, J. Békési, G. Galambos, G. Reinelt, [5]). Bármely k-
elemkorlátos online algoritmusra
R∞A ≥ 1−
1
W−1
(−2
e3
)
+ 1
≈ 1.3871,
ahol W−1 (x) a Lambert W függvény W (x) ≤ −1 ágát jelöli.
A tétel bizonyítása során különböz® eszközöket alkalmazunk: el®ször egy LP modellt
állítunk fel, amelynek megoldásához a lineáris algebra tételeit használuk, és végül egy nem-
lineáris optimalizációs feladat megoldásával kapjuk a keresett alsó korlátot.
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4.3. Kétdimenziós téglalap-pakolás
4.3.1. Feladat. Adott egy L = {a1, a2, . . . , an} n elem¶ lista, amelyben az elemek méreteit
a (w(ai), h(ai)) rendezett párok deﬁniálják. Adva vannak téglalap alakú ládák W és H mére-
tekkel. (Feltehetjük, hogy W = H = 1, és w(ai) ≤ 1, h(ai) ≤ 1.) A cél az, hogy pakoljuk el a
kis téglalapokat minimális számú ládába oly módon, hogy a kis téglalapok oldalai maradjanak
párhuzamosak a ládák megfelel® oldalaival (a 90 elforgatás nem megengedett), és az elemek
a pakolás során nem fedhetik egymást.
4.3.1. Alkalmazás. Ehhez a feladathoz a bútorlapok és az üvegtáblák szabását említik gya-
korlati alkalmazásként. Érdemes azonban megjegyezni, hogy üvegtáblák esetében a  derék-
szög¶  forgatás megengedett, ami egy kissé bonyolítja a modellt.
A fenti feladat közelít® megoldására az els®  oine  algoritmust Chung, Garey és
Johnson elemezték [15]. Az általuk vizsgált Hybrid-First Fit (HFF) algoritmusra bebizonyí-
tották, hogy 18290 ≤ R∞HFF ≤ 178 . A Hybrid-Next Fit (HNF) tárkorlátos algoritmust [27]-ben
elemezve azt kaptuk, hogy R∞HNF = 3.38.
Az online algoritmusokra az els® eredményt Coppersmith és Raghavan [18]-ban publi-
kálták. Az általuk vizsgált algoritmusokra R∞A ≤ 3.25. Kés®bb Csirik, Frenk és Labbé
bebizonyította ([22]), hogy a versenyképesség a kétdimenziós online algoritmusokra 3.1666-
ra javítható. A Harmonic Fit algoritmus kétdimenziós kiterjesztésével kapott tárkorlátos
algoritmusokat [47]-ben elemeztek, és R∞A = 2.86 aszimptotikus versenyképességet bizonyí-
tottak. A ma ismert legjobb fels® korlát 2.66013, lásd [54].
Az els®  nem triviális  alsó korlátot egy 4-listás konstrukcióval [30]-ban bizonyítottam.
4.3.1. Tétel (G. Galambos ([30]). Bármely A 2D online algoritmusra R∞A ≥ 1.6.
A tétel azt mutatta meg, hogy a 2D online algoritmusok nem lehetnek olyan jók, mint
az 1D online algoritmusok. További javítást sikerült bizonyítani [32]-ben.
4.3.2. Tétel (G. Galambos, A. van Vliet [32]). Bármely 2D online algoritmusra
R∞A ≥ lim
k→∞
4
∑k
j=1
j
mj−1
4
∑k
j=1
1
mj−1 − 1
= 1, 8028 . . . .
Kés®bb, az LP-technika alkalmazásával van Vliet bizonyította [59], hogy minden kétdi-
menziós online algoritmusra R∞A ≥ 1.851 . . . .
4.4. Valószín¶ségszámítási módszerek alkalmazása
A disszertáció 5. fejezetében azokat az eredményeket mutatjuk be, amelyeket a különböz®
ládapakolási algoritmusok valószín¶ségszámítási módszerekkel történ® elemzése során ér-
tünk el. A vizsgálataink során azt feltételezzük, hogy az elemeket egymástól függetlenül
választjuk, és a méretek eloszlásfüggvénye ismert. A disszertációban mindig azt feltételez-
zük, hogy a méretek egyenletes eloszlást követnek a (0, 1] intervallumon. A korábbiaktól
eltér®en, ebben a fejezetben egy A algoritmus ill. egy optimális pakolás által felhasznált
ládák számát A(n) ill. OPT(n) jelöli. Az ismert tény, hogy egyenletes eloszlás esetén
limn→∞
E(OPT(n))
n/2 = 1.
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4.4.1. Az egydimenziós ládapakolási feladat
4.4.1. Algoritmus. A Next Fit Decreasing (NFD) algoritmus az L listához tartozó ele-
meket el®ször átindexeli úgy, hogy a1 ≥ a2 ≥ . . . ≥ an. Az így kapott listát ezután ebben
a sorrendben helyezi el ládákban. Új ládát akkor nyit, ha az éppen nyitott ládában nincs
elég hely arra, hogy elhelyezze benne az aktuális elemet. Egy új láda megnyitásakor az addig
nyitott ládát lezárja.
Az NFD algoritmussal elpakolt listák által felhasznált ládák várható értékének becslé-
séhez az r-paraméter¶ Sliced NFD algoritmust használjuk (SNFDr). Legyen r ≥ 2 egész.
Az algoritmus az NFD szabályai szerint pakolja az elemeket mindaddig, amíg ai > 1/r. A
maradék elemeket pedig r-es csoportonként rakja külön ládába. Az világos, hogy
SNFDr(n) ≥ NFD(n), lim
r→∞ SNFDr(n) = NFD(n),
ahol r ≥ 2 és n ≥ 1. Felhasználva azt, hogy az SNFDr algoritmus valószín¶ségszámítási
eszközökkel jobban elemezhet®, mint az NFD, a következ® tételt bizonyítjuk be.
4.4.1. Tétel. (J. Csirik, J.B.G. Frenk, A. Frieze, G. Galambos, A.H.G. Rinnooy
Kan, [20]). Tekintsünk egy L listát, és legyenek az ai elemek független, a (0, 1] intervallu-
mon egyenletes eloszlásúak. Pakoljuk el az L lista elemeit az NFD algoritmussal. Ekkor
lim
n→∞
E(NFD(n))
n/2
= 2
(
pi2
6
− 1
)
= 1.289 . . . .
Az NFD pakolás által felhasznált ládák számának a várható értékt®l való eltérésére érvényes
a következ® becslés.
Pr
{∣∣∣∣NFD(n)− E(NFD(n))∣∣∣∣ ≥ nt
}
≤ 2 exp
(
−2n
(
t− 3
n2/3
))
.
Az NFD algoritmus elemzését a következ® a következ® centrális határeloszlás tétellel zárjuk.
4.4.2. Tétel ([20]). Bármely x valós értékre
lim
n→∞Pr
{
NFD(n)− n(pi2/6− 1)√
nσ∞
≤ x
}
=
1√
2pi
∫ x
−∞
e−y
2/2dy,
ahol σ2∞ =
∑∞
i=1 i
−3 + pi
2
6 − pi
4
36 = 0.14118 . . ..
4.4.2. Kétdimenziós ládapakolási feladat
A kétdimenziós téglalalap pakolási feladatot fentebb deﬁniáltuk. [27]-ben elemeztük a
Hybrid Next Fit (HNF) algoritmust. Az algoritmust a következ®képpen írhatjuk le.
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(1) Legyen p az L lista egy eleme. Rendezzük az elemeket a h(p) magasságuk szerint
nemnövekv® sorrendbe. Vegyük az els® elemet a rendezett listából, és helyezzük el
az els® ládában a bal alsó sarokban. Azt a h(p) magasság által kialakított téglalap
alakú területet a ládán belül, amelynek baloldali részét w(p) lefed, nevezzük a p által
megnyitott blokknak.
(2) Vegyük az L következ® elemét, és az aktuálisan nyitott láda utoljára megnyitott
blokkjába próbáljuk elhelyezni az elemet. Ha nem lehet elhelyezni, akkor nyissunk
egy új blokkot a ládán belül. Ha ez sem lehetséges, akkor zárjuk le az aktuális ládát,
és nyissunk egy új, üres ládát egy új, els® blokkal.
(3) Ha van még elhelyezetlen elemünk, akkor ugorjunk a (2) pontra, különben vége az
eljárásnak.
A [27] cikkben az algoritmus versenyképességi elemzése mellett vizsgáltuk annak visel-
kedését véletlen inputra is. Igaz a következ® tétel.
4.4.3. Tétel (G. Galambos, J.G.B. Frenk, [27]).
lim
n→∞
E(HNF(n))
n
= lim
n→∞
E(NF(n))
n
lim
n→∞
E(NFD(n))
n
.
Mivel
lim
n→∞E(OPT(n)) =
1
4
és lim
n→∞
E(NF(n))
n
=
2
3
(lásd [50]), ezért
lim
n→∞
E(HNF(n))
E(OPT(n))
=
2n
3
(
pi2
6
− 1
)
4
n
=
8
3
(
pi2
6
− 1
)
= 1.7153 . . . .
4.4.3. Az egydimenziós ládalefedési feladat
4.4.1. Feladat. A ládalefedési feladatban adott egy L = {a1, . . . , an} n elem¶ lista, ahol
(ai ∈ (0, 1), i = 1, . . . , n). Rendeljük az elemeket maximális számú egységnyi kapacitású
ládához úgy, hogy az azonos ládához rendelt elemek összmérete legalább 1.
4.4.1. Alkalmazás. Ezzel a feladattal modellezhet® a mélyh¶tött áruk csomagolása, ameny-
nyiben el®írt minimális súly tartozik a csomagolt termékhez. Ugyancsak ez a modell alkal-
mazható abban a gazdasági modellben, amely egy recessziós id®szakban úgy allokál feladatokat
maximális számú üzemhez, hogy a feladatok kumulált intenzitásának üzemenként el kell érnie
egy minimális szintet.
A problémát el®ször Assmann és munkatársai vizsgálták [2]. Az elemzéseik els®sorban
a versenyképességi vizsgálatokra vonatkoztak. A disszertáció 5.3. fejezetében azokat az
eredményeket mutatjuk be, amelyeket a [19] és [21] cikkekben ismertettünk. Az els® tétel
az optimális pakolás várható értékére egy  a triviálisnál élesebb  fels® korlátot ad.
4.4.4. Tétel. (J. Csirik, J.B.G. Frenk, G. Galambos, A.H.G. Rinnooy Kan, [21].)
Tegyük fel, hogy a lista elemei egymástól függetlenül vannak választva, és méreteik a (0, 1]
intervallumon egyenletes eloszlást követnek. Ekkor
E(OPT(n)) ≤ n
2
−
√
n
32pi
.
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A disszertáció következ® részében megmutatjuk, hogy a megadott fels® korlát éles. Ennek
bizonyításra deﬁniáljuk a Párosítási Algoritmust (PA).
4.4.2. Algoritmus. A Párosítási Algoritmus el®ször rendezi az elemeket méretük szerint
nemnövekv® sorrendbe. Ezután a legnagyobb elemhez keresi meg azt a legkisebb elemet,
amellyel együtt lefednek egy ládát. Ha nincs ilyen elem, akkor a NF szabállyal pakolja el a
lista maradék részét.
4.4.5. Tétel ([21]). Tegyük fel, hogy a lista elemei egymástól függetlenül vannak választva,
és a méreteik a (0, 1] intervallumon egyenletes eloszlást követnek. Ekkor
E(PA(n)) ≥ n
2
−
(
n
2pi
)1/2
− α,
ahol α egy valós konstans.
A disszertációban további algoritmusokat is vizsgálunk. Az NF algoritmus elemzése során a
következ® állítást bizonyítjuk be.
lim
n→∞
E(NF(n))
n
=
1
e
= 0.3690 . . . . (6)
A NFD algoritmusra belátjuk, hogy
lim
n→∞
E(NFD(n))
n
= 2− pi
2
6
= 0.3551 . . . .
Ez azt jelenti, hogy a ládalefedési feladat esetén az NF algoritmus hatékonyságának várható
értéke  egyenletes valószín¶ségi eloszlás esetén  jobb, mint az NFD algoritmusé.
4.5. Párhuzamos gépek ütemezése
4.5.1. Feladat. Párhuzamos gépek ütemezése során adott n munka, J1, . . . , Jn, és m azo-
nos (sebesség¶) gép M1, . . . ,Mm. A Ji munkát pontosan pi id® alatt lehet elvégezni. A
munkák bármilyen sorrendben végrehajthatók, de egy megkezdett munka nem szakítható meg.
Rendeljük a munkákat a gépekhez úgy, hogy minimalizáljuk a maximális befejezési id®t az
ütemezett munkák halmazán.
A disszertáció 6. fejezetében az online problémát vizsgáljuk: a munkák egyesével érkez-
nek, és azonnal el kell dönteni, hogy melyik gépen hajtjuk azokat végre. Ha egy munkát egy
géphez rendeltünk, az többé nem "mozgatható" át egy másik gépre.
1969-ben Graham [30] egy egyszer¶  List Scheduling (LS) algoritmust javasolt az online
feladat megoldására: Az LS algoritmus az aktuális munkát ahhoz a géphez rendeli, amelyen a
munka végrehajtása leghamarabb megkezdhet®. Graham megmutatta, hogy az LS abszolút
versenyképességi hányadosa 2− 1/m. Faigle, Kern és Turán [26]-ban bebizonyították, hogy
az LS algoritmus az m = 2 és m = 3 esetre nem javítható, és az m ≥ 4 esetre egy 1 +√
2/2 ≈ 1.707 alsó korlátot szolgáltattak. Hosszú ideig tartotta magát az az elv, hogy
az LS algoritmus alapgondolata  minden lépésben a lehet® legegyenletesebben terheljük
a gépeket  nem javítható, és az új algoritmusokat is ezen elv mentén konstruálták. A
kísérletek eredménytelenek voltak, és több mint 20 évig nem publikáltak az LS-nél jobb
algoritmust.
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1993-ban a [34] cikkben egy új elv mentén kerestünk jobb algoritmust. Legyen m ≥ 4,
és legyen adva két valós szám, α(m) és β(m), ahol 0 ≤ α(m) ≤ 1/3 és 1 ≤ β(m) ≤ 5/4.
Azt is feltételezzük, hogy (β(m) + 1)/β(m)3 > α(m) + 1. (A disszetációban és itt is α(m)
és β(m) helyett az egyszer¶bb α és β jelölést követjük.) Az x, y nemnegatív valós számokra
deﬁniáljuk a következ® szimmetrikus relációt.
4.6. Deﬁníció. Azt mondjuk, hogy x hasonló y-hoz (x ∼ y,) ha
y
β
≤ x ≤ βy.
Az S nemnegatív valós számok halmaza akkor és csak akkor hasonló, ha S bármely két eleme
hasonló. A hasonló halmaz jelölése: ∼ S.
Jelölje L1, L2, . . . , Lm a gépek terhelését, azaz azt az id®pontot, ameddig a gép foglalt.
Az általunk vizsgált  Reﬁned List Scheduling , (RLS)  algoritmus a következ®.
(1) Rendezzük át a gépeket úgy, hogy legyen L1 ≤ L2 ≤ . . . ≤ Lm, és legyen x a
következ® munka.
(2) Ha 6∼ (L1 + x, L2, L3, . . . , Lm) akkor rendeljük x-t az M1 géphez, és goto (1).
(3) Különben, ha L1 > αLm akkor ütemezzük x-t az M2-höz, és goto (1).
(4) Különben, ha L1 ≤ αLm akkor
(4.1) Rendeljük x-t az M1 géphez.
(4.2) Mindaddig, amíg Lmin ∼ Lmax tegyünk minden új munkát az M1-re.
(4.3) Goto (1).
Az algoritmus attól függ®en, hogy az egyes gépek milyen mértékben vannak terhelve az aktu-
ális munka elpakolásakor, más-más gépet választ a munka elhelyezésére. Jelölje C∗ az adott
munka elhelyezésekor az optimális befejezési id®t. Az elemzés során α és β függvényében
fels® korlátokat adunk meg az RLS(m)/C∗ aktuális értékeire. Ezek minimuma szolgáltatja
a keresett fels® korlátot az RRLS abszolút versenyképességi hányadosra. A disszertációban
belátjuk, hogy a minimumot egy  a β-ban negyedfokú  függvény zérushelyeiben kaphatjuk
meg. Ennek segítségével belátjuk, hogy ha m ≥ 4, akkor RRLS < 2 − 1m , és a különbséget
εm-mel jel®ljük. Így a következ® tételt kapjuk.
4.5.1. Tétel (G. Galambos, G. Woeginger, [34]). Legyen m ≥ 4. Ekkor RRLS ≤
2− 1m − εm, ahol εm > 0.
A fenti tételben ha m → ∞, akkor εm → 0, azaz határértékben az RLS és az LS algo-
ritmusok abszolút versenyképessége megegyezik. A cikk eredménye több kutatót inspirált.
Felhasználva a cikkben deﬁniált hasonlóság elvét, rövid id®n belül több javítást is publikál-
tak. Ezek közül itt megemlítjük a [7], [8], [14], [43] és [59] cikkeket. A legjobb algoritmusok
versenyképessége ma már minden m ≥ 4 értékre jobb az LS algoritmus versenyképességénél.
4.6. Egy open-shop feladat bonyolultsága
4.6.1. Feladat. Legyen adva m gép, M1, . . . ,Mm, és n munka, J1, . . . Jn. A Ji munkának
m m¶velete van, Oi1, . . . , Oim, i = 1, 2, . . . , n. Az Oij m¶veletet az Mj gépen kell végrehaj-
tani, és pij ideig tart. A m¶veletek nem megszakíthatók. Egy gép egy id®ben legfeljebb egy
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munkát végezhet. Az azonos munkához tartozó m¶veletek bármilyen sorrendben végrehajtha-
tók. A feladat az, hogy rendeljük a gépeket a munkákhoz úgy, hogy a legutoljára befejezett
m¶velet a legkorábban érjen véget. (Más célfüggvény is lehetséges: ilyen például a maximális
késések minimalizálása, a kés® munkák számának a minimalizálása.)
A feladat gyakorlati alkalmazhatóságát a következ® példával illusztrálhatjuk (lásd [37]).
4.6.1. Alkalmazás. Tekintsünk egy autójavító m¶helyt, ahol az egyes speciális feladatokat
különböz® épületekben végzik el. Egy beérkez® autón javításokat kell végrehajtani. Legye-
nek ezek a következ®k: olajcsere, a gumik ellen®rzése, karosszéria-munkák, tuningolás. Ezek
egymástól függetlenül elvégezhet®k, de a m¶szerigényesség miatt más-más épületben kell elvé-
gezni a m¶veleteket, ezért párhuzamosan nem hajthatók végre. Ütemezzük a munkákat úgy,
hogy a javításra leadott gépkocsik a leggyorsabban elkészüljenek.
Az egységnyi hosszúságú végrehajtási id®kkel (UET) rendelkez® open shop problémák a
fenti feladatok egy speciális esetét alkotják. Ebben az esetben pij = 1 minden 1 ≤ i ≤ n
és 1 ≤ j ≤ m értékre. Néhány kivételt®l eltekintve a tetsz®leges m¶veleti id®vel rendelkez®
open shop problémák NP-nehezek, ugyanakkor majdnem minden UET open shop probléma
polinomiális id®ben megoldható. Egy egységes módszert ismertettek [12]-ben arra, hogy
miként lehet polinomiális algoritmusokat készíteni az open shop feladatokra. Egy olyan eset
volt, amelyet az általuk javasolt módszerrel nem lehetett kezelni:
4.6.2. Feladat. Adott m = 2 gép. Minden Ji munkához tartozik egy ri érkezési id®, egy di
lejárati id®, és egy wi súly, i = 1, . . . , n. Egy munka akkor késik, ha az ütemezésünk olyan,
hogy azt a di lejárati id® után fejezzük be. A cél az, hogy megtaláljuk azt az ütemezést, amely
minimalizálja a kés® munkák súlyozott összegét.
Vezessük be a következ® jelölést: legyen Ui = 1, ha az i.munka ütemezése késik, különben
Ui = 0. Ez a feladat a [39]-ben bevezetett jelöléssel O2|pij = 1, ri|
∑
wiUi formában írható
fel. A probléma bonyolultsága nyitottként volt említve [12]-ben. (Egészen pontosan: már a
wi = 1 súlyozatlan probléma bonyolultsága is nyitott volt.)
A [35] cikkben a fenti nyitott problémára adtunk egy megoldást azzal, hogy bemutattunk
egy polinomiális algoritmust. A megoldás arra alapul, hogy a problémát transzformáljuk
egy megfelel®en konstruált él-súlyozott gráfba, amelyben keresünk egy  kissé módosított 
teljes, minimális súlyú 2-faktort. A polinom-id®ben történ® megoldhatóságot a következ®
tétel biztosítja.
4.6.1. Propozíció. (Lovász és Plummer, [48]). Egy G = (V,E) élsúlyozott gráfra a mini-
mális súlyú teljes 2-faktor kiszámítható O(|E|2 log |V |) id®ben.
A fejezet f® tételének bizonyításához el®ször bevezetjük a következ® deﬁníciót.
4.7. Deﬁníció. Tekintsünk egy G = (V,E) gráfot, amelynek V = V2 ∪V∗ legyen egy csúcs-
partíciója. A G gráf G′ = (V ′, E′) részgráfja (2, ∗)-faktort alkot, ha deg′(v) = 2 ha v ∈ V2,
és deg′(v) ≤ 2 ha v ∈ V∗, ahol deg′(v) a G′-beli fok.
A feladathoz tartozó G gráfhoz konstruálunk egy G
′′
= (V
′′
, E
′′
) gráfot, amelyre |V ′′ | ≤
|V2|+16 |V∗| és |E′′ | ≤ |E|+24 |V∗|. Ezután megmutatjuk, hogy miként lehet transzformálni
egy G′′ gráfban megtalált 2-faktort egy G-beli (2, ∗)-faktorrá, és leírunk egy eljárást az
ellenkez® irányba is. A G és G
′′
gráfok közötti összefüggések felhasználásával bebizonyítjuk
a következ® állítást.
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4.6.2. Tétel (G. Galambos, G. Woeginger, [35]). Tekintsük az
O2|pij = 1, ri|
∑
wiUi
munkát tartalmazó UET open shop problémát. Létezik olyan algoritmus, amely ezt a prob-
lémát megoldja O(n4 log n) id®ben.
4.7. Páros m¶veletek ütemezése
4.7.1. Feladat. A páros m¶veletek ütemezésének problémájánál adva van 1 gép és n mun-
ka, amelyek mindegyike két m¶veletet tartalmaz. A két m¶velet sorrendje kötött, és köztük
pontosan meghatározott követési id®nek kell eltelni. Az i. munka egy (ai, Li, bi) számhár-
massal írható le, ahol ai és bi a két m¶velet id®szükséglete, Li a követési id®. A követési id®
alatt a gép üresjáratban lenne, ebben az id®szakban más munkához tartozó m¶velete(ke)t is
végezhet. A megkezdett m¶veletek nem megszakíthatóak.
A feladat az, hogy az n m¶veletpárt ütemezzük egy gépen úgy, hogy a m¶veletek nem
fedhetik egymást, és a legutoljára ütemezett munka a lehet® legkorábbban fejez®djön be. (Ezt
az id®pontot Cmax-al jelöljük.)
4.7.1. Alkalmazás. Számos olyan gyakorlati feladat van, amelynek matematikai modellje
a páros m¶veletek problémájával írható le. A repül®gép-anyahajók felszállópályáján a repü-
l®gépek fel- és leszállásának ütemezése, és a kamionok ki- és berakodása egy központi depónál
egyaránt erre a modellre vezethet® vissza.
Ezzel a problémával el®ször Shapiro foglalkozott [56]. Az általa bemutatott algoritmuso-
kat empírikusan vizsgálta, versenyképességüket nem elemezte. Orman és Potts kimerít®en
tanulmányozta a problémát bonyolultság-elméleti szempontból [51].
Egyetlen olyan probléma van, amelynek id®bonyolultsága tisztázatlan maradt: az azonos
m¶veletpárok ütemezésének a problémája. Ekkor ai = a, Li = L, bi = b, i = 1, . . . , n. A
disszertáció 8. fejezetében [1] alapján ezt a feladatot vizsgáljuk.
4.8. Deﬁníció. Egy L hosszúságú 0-1 sorozatot P (a, L, b) mintának nevezünk, ha a minta
1-eseket csak b hosszúságú blokkokban tartalmaz, és minden ilyen blokkot egy legalább a−b
hosszúságú 0-kat tartalmazó blokk követ.
4.9. Deﬁníció. Legyen p egy P (a, L, b) minta, jelölje p[i] a p minta i. elemét, és legyen i,
1 ≤ i ≤ L− a+ 1, olyan egész, amelyre teljesül, hogy
p[i] = p[i+ 1] = . . . = p[i+ a− 1] = 0. (7)
Ekkor S(p, i) legyen egy olyan 0-1 sorozat, amelyre
p[i+ a] p[i+ a+ 1] . . . p[L] 1b 0i+a−b−1
ahol 1k (0k) egy k darab 1-kb®l (0-kból) álló sorozatot jelöl. Legyen továbbá w(p, S(p, i)) =
i+ a− 1.
El®ször belátjuk, hogy a P (a, L, b) minták száma O(rL) nagyságrend¶, ahol r ≤ a−1√a,
majd a fenti deﬁníciók alapján megkonstruálunk egy olyan G súlyozott, irányított gráfot,
amelynek csúcspontjai a lehetséges minták, él akkor vezet két csúcspont között, ha a vég-
ponthoz tartozó minta (S(p, i)) a kezd®ponthoz tartozó minta (p) követ®je, és a (p, S(p, i))
élhez tartozó súly w(p, S(p, i)) = i+ a− 1.
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Így a páros m¶veletek problémáját egy G gráfban keresend® n hosszúságú, minimális
összsúlyú út keresésére vezetjük vissza. A disszertációban megadunk egy olyan algoritmust,
amely ezt az utat maximum O(nr2L) id® alatt találja meg. Az algoritmus n-ben lineáris, L-
ben azonban exponenciális. Ezért, ha a két m¶velet közötti el®írt id® nagyon hosszú, akkor az
algoritmus használhatósága kétséges lehet. Ugyanakkor az is igaz, hogy lima→∞ a−1
√
a = 1,
ezért növekv® a értékekre az exponenciális tag egyre kevésbé lesz domináns. A feladat
összesen négy adattal leírható, ezért a bonyolultságelméleti kérdés még nyitva maradt, de
az algoritmusunk jelenleg is a legjobb az azonos m¶veletpárok ütemezésére.
4.8. Szövegtömörítési feladat
A disszertáció 9. fejezetében a szótárak segítségével történ® szövegtömörítési eljárásokkal
foglalkozunk.
4.8.1. Feladat. Egy szótár (forrás-szó, kód-szó) párokat tartalmaz, ahol a kódok egy-egy
ABC-b®l választott karakter-sorozatok. A szótáron alapuló kódolás során a szótár eleme-
inek megfelel®en a forrás-szöveget karaktersorozatokra bontva megfeleltetünk mindegyiknek
egy kód-szót, és ezzel helyettesítjük a kódolt szövegben. Ha a szótárat a kódolás során nem
változtathatjuk, akkor statikus szótárról beszélünk.
Legyen D = {(wi, ci) : i = 1, . . . , k} egy statikus szótár. Legyen Bt az S forrás-szöveg egy
karakterének hossza bitekben mérve, |wi| jelölje a wi forrás-szó karaktereinek a számát, és
‖ci‖ a ci kód-szó hosszát bitekben. Vezessük be a következ® jelöléseket:
- lmax(D) = max{|wi| i = 1, . . . , k},
- cmin(D) = min{‖ci‖ i = 1, . . . , k},
- cmax(D) = max{‖ci‖ i = 1, . . . , k}.
Legyen A egy tetsz®leges tömörít® algoritmus. A versenyképessége alapvet®en függ a
rendelkezésre álló szótár tulajdonságaitól. Jelölje az S forrás-szöveg tömörítése során kapott
szövegeket A(D,S) ill. OPT(D,S), és a tömörített szövegek hossza legyen rendre ‖A(D,S)‖
és ‖OPT (D,S)‖. Ekkor az aszimptotikus versenyképességi hányados
R∞A (D) = lim sup
n→∞
{ ‖A(D,S)‖
‖OPT (D,S)‖
∣∣S ∈ S(n)}
lesz, ahol S(n) az összes n karaktert tartalmazó forrás-szövegek halmazát jelöli. A ládapako-
lástól és az ütemezést®l eltér®en, ahol legtöbbször egy konstans adható meg egy algoritmus
aszimptotikus versenyképességére, az adattömörítés esetében ez az érték az lmax, cmin, és
cmax értékek függvénye.
4.10. Deﬁníció. Amennyiben sem a forrás-szavakra, sem a kód-szavakra nem teszünk ki-
kötéseket, akkor általános szótárról beszélünk. Egy D általános szótár
- egységes kódolású, ha minden kód-szó egyforma hosszú,
- nem-hosszabbító, ha egyetlen kód-szó sem hosszabb a hozzá tartozó forrás-szónál,
- suﬃx, ha minden w forrás-szó esetén az összes hozzá tartozó suﬃx is a szótárhoz
tartozik ( ha w = ω1ω2 · · ·ωq ∈ D ⇒ ωhωh+1 · · ·ωq ∈ D 2 ≤ h ≤ q),
15
dc_1191_16
Powered by TCPDF (www.tcpdf.org)
- preﬁx, ha minden w forrás-szó esetén az összes hozzá tartozó preﬁx is a szótárhoz
tartozik ( ha w = ω1ω2 · · ·ωq ∈ D ⇒ ω1ω2 · · ·ωh ∈ D 1 ≤ h ≤ q − 1).
A fejezet els® tétele az általános szótárakra ad egy fels® korlátot.
4.8.1. Tétel (J. Békési, G. Galambos, U. Pferschy, G. Woeginger, [9]). Legyen D
egy általános szótár. Akkor bármely A szövegtömörítési algoritmusra
R∞A (D) ≤
(lmax− 1)cmax
cmin
.
4.8.1. Longest Matching (LM) algoritmus
4.8.1. Algoritmus. Az LM algoritmus a tömörítend® szöveget balról jobbra haladva ellen-
®rzi, és minden pozíciójában a leghosszabb forrás-kódot választja a tömörítéshez.
Az LM algoritmust Katajainen és Raita [44]-ben elemezték sufﬁx, egységes-kódolású és
nem-hosszabbító szótárakra. A preﬁx algoritmusokat [10]-ben vizsgáltuk. Eredményeinket
a következ® tételekben foglalhatjuk össze.
4.8.2. Tétel ([10]). Legyen D1 egy preﬁx és D2 egy preﬁx és egységes kódolású szótár.
Ekkor
R∞LM (D1) ≤
(lmax− 1)cmax
cmin
, R∞LM (D2) ≤ lmax− 1,
és mindkét korlát éles.
4.8.3. Tétel (J. Békési, G. Galambos, U. Pferschy, G. Woeginger, [10]). Legyen
D1 egy preﬁx, nem-hosszabbító és D2 egy preﬁx, nem-hosszabbító és egységes kódolású szótár.
Ekkor
R∞LM (D1) ≤
lmaxBt
cmin
, R∞LM (D2) ≤ lmax− 1,
és mindkét korlát éles.
4.8.2. Diﬀerential Greedy (DG) algoritmus
4.8.2. Algoritmus. A DG algoritmus az aktuális pozícióban mindig azt a forrás-szót vá-
lasztja, amelyre a lokális tömörítés mértéke (|wi|Bt− ‖ci‖) maximális.
Belátható, hogy a DG és az LM algoritmusok preﬁx szótárakra hasonlóan viselkednek. Suﬃx
típusú szótárakat használó online algoritmusokat [10]-ben vizsgáltunk.
4.8.4. Tétel ([10]). Legyen D egy suﬃx szótár, és legyen lmax ≥ 3. Ekkor
R∞DG(D) ≤

2cmax− Bt
cmin
ha cmax ≤ 32 Bt
(2cmax + Bt)2
8Bt cmin
ha 32 Bt < cmax
≤ (lmax− 32 )Bt
(lmax− 1)(2cmax− (lmax− 2)Bt)
2cmin
ha (lmax− 32 )Bt
< cmax
és a megadott fels® korlátok élesek.
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Suﬃx, nem-hosszabbító szótárakra [44]-ben egy
R∞DG(D) ≤
min{lmaxBt, 2cmax− Bt}
cmin
.
fels® korlátot adtak. A disszertációban bebizonyítjuk, hogy a fels® korlát éles.
4.8.5. Tétel ([10]). Végtelen sok Bt, lmax, cmin és cmax pozitív egészekb®l álló szám-
négyeshez (cmin ≤ Bt, cmin ≤ cmax, cmax ≤ lmaxBt) létezik olyan nem-hosszabbító, suﬃx
szótár, amelyre
R∞DG(D) ≥
min{lmaxBt, 2cmax− Bt}
cmin
.
4.8.3. Fractional Greedy (FG) algoritmus
Egy korábbi cikkben ([44]) azt kérdezték, hogy deﬁniálható-e a fenti algoritmusoktól el-
tér®, jó aszimptotikus versenyképességgel rendelkez®, új algoritmus. [9]-ben deﬁniáltuk a
következ® algoritmust, amelyr®l bebizonyítottuk, hogy több szótártípus esetén jobb ver-
senyképességgel rendelkezik, mint a korábban ismert algoritmusok.
4.8.3. Algoritmus. Az FG algoritmus az adott pozícióban azt a forrás-kódot választja,
amely arányaiban a legjobb tömörítést adja. Ha I jelöli a szöveg adott pontjában rendel-
kezésre álló kód-párok indexeinek a halmazát, akkor az FG algoritmus azt az i0 indexet
választja, amelyre
i0 = min
i∈I
‖ci‖
|wi|Bt .
A következ® tételek azt mutatják, hogy suﬃx szótárak esetében az FG algoritmus viselkedése
teljesen eltér a korábbi heurisztikák viselkedését®l.
4.8.6. Tétel ( [9])). Legyen D egy suﬃx szótár. Ekkor
R∞FG(D) ≤
cmax(ln(lmax− 1) + 1)
cmin
és megadható egy olyan D0 suﬃx szótár, amelyre
R∞FG(D0) >
cmax(ln(lmax− 1) + 1− ln 2)
cmin
.
4.8.7. Tétel ([9]). Legyen D egy suﬃx és nem-hosszabbító szótár. Ekkor
R∞FG(D) ≤
min{lmaxBt, cmax (ln ( lmaxBtcmax )+ 3)− Bt}
cmin
.
Az alsó korlátra csak egy nagyon közeli  de nem éles  állítást tudtunk bizonyítani.
4.8.8. Tétel ([9]). Létezik olyan D1 suﬃx, nem-hosszabbító szótár, amelyre
R∞FG(D1) ≥
cmax
(
ln
(
lmaxBt
cmax
)
+ 1
)
cmin
.
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4.8.4. Iterated Longest Fragment (ILF) algoritmus
Az algoritmust Stauﬀer és Hirschberg ([55]) dogozta ki párhuzamos architektúrájú gépekre.
Nagumo, Liu és Watson ([49]) bizonyította be, hogy az algoritmus adaptálható az egypro-
cesszoros környezetre is. Tekintsünk egy 12 (lmax− 1)(lmax− 2) + lmax hosszúságú puﬀert.
(1) Mozdítsuk el a puﬀer ablakának kezd®pontját az els® olyan csúcspontba, amelyhez
tartozik  nem eliminált  (forrás-szó, kód-szó) pár a szótárban.
(2) Válasszuk ki az els® leghosszabb élet kódolásra a puﬀerterületen belül, és hagyjuk el
az összes ®t átfed® élt a gráfból. Ugorjunk az (1) pontra.
Az algoritmus versenyképességét nem vizsgálták. A disszertációban a [11] cikk alapján
teljeskör¶ elemzést adunk az ILF algoritmusról, és valamennyi szótártípus kombinációra éles
aszimptotikus versenyképességi becslést bizonyítunk.
4.8.9. Tétel (J. Békési, G. Galambos, [11]). Legyen D egy általános szótár, és legyen
lmax ≥ 3. Ekkor
R∞ILF (D) =
2 (lmax− 1)
3
cmax
cmin
.
Egységes kódolású szótárra hasonló tétel mondható ki, ha ﬁgyelembe vesszük, hogy
cmax = cmin. Nem hosszabbító kódolással rendelkez® szótárra a következ® állítás bizo-
nyítható be.
4.8.10. Tétel ([11]). Legyen D egy nem-hosszabbító általános szótár, amelyre Bt ≤ cmax.
Ekkor
R∞ILF (D) =
(2lmax− 3) Bt + cmax
3cmin
Egy korábbi cikkben ([44]) azt a sejtést fogalmazták meg, hogy a preﬁx típusú szótárak
alkalmazása általában nem nem javítja az algoritmusok versenyképességét. A disszertáció-
ban megmutatjuk, hogy ez a sejtés az ILF algoritmus esetén nem igaz. Belátjuk, hogy az ILF
algoritmus versenyképessége preﬁx típusú szótárakra közel kétszer olyan jó, mint az általá-
nos szótárak használatakor. Azt is megmutatjuk, hogy a preﬁx és a suﬃx típusú szótárak
esetén az ILF algoritmus közel azonos aszimptotikus versenyképességet eredményez.
4.8.11. Tétel ([11]). Legyen D egy preﬁx, általános szótár. Ekkor
R∞ILF (D) =
lmax + 1
3
cmax
cmin
.
4.8.12. Következmény. Legyen D egy preﬁx, nem-hosszabbító általános
szótár. Ekkor
R∞ILF (D) =

(lmax−1)Bt+2cmax
3cmin , ha Bt < cmax ≤ (lmax− 2)Bt
(2lmax−3) Bt+cmax
3cmin , ha (lmax− 2)Bt < cmax
4.8.13. Következmény. Legyen D1 preﬁx, egységes-kódolású és D2 preﬁx, egységes- kódo-
lású és nem-hosszabbító általános szótár. Ekkor
R∞ILF (Di) =
lmax + 1
3
, i = 1, 2.
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A disszertáció utolsó tétele suﬃx szótárakra vonatkozik.
4.8.14. Tétel ([11]). Legyen D suﬃx szótár, és legyen lmax ≥ 3. Ekkor
R∞ILF (D) =
lmax
3
cmax
cmin
.
4.8.15. Következmény. Legyen D egy suﬃx, nem-hosszabbító általános
szótár. Ekkor
R∞ILF (D) =

(lmax−2)Bt+2cmax
3cmin , ha Bt < cmax ≤ (lmax− 1)Bt
(2lmax−3) Bt+cmax
3cmin , ha (lmax− 1)Bt < cmax
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