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Abstract
We offer a convergence analysis of the secant method for solving nonlinear operator equations in Banach spaces
using Kantorovich’s technique of majorization. In contrast with other known convergence analyses of this method,
ours is based on a different continuity characteristic of the divided difference operator (called regular continuity)
which is more general (but not too general) and more ﬂexible than those used by other researchers. As we show, it
allows to obtain broader convergence domains and tighter error bounds. Another distinctive feature of our analysis
is the use of a functional equation for precise description of convergence domain of the majorant generator (a system
of difference equations).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The term “the secant method” is used usually for methods for solving operator equations in Banach
spaces which have the form
x+ := x − [x, x−, f ]−1f(x), (1.1)
where x stands for the current approximation to a solution of the equation
f(x) = 0, f : X ⊃ D → W , (1.2)
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(X,W are Banach spaces, D is an open convex subset of X), x− for the previous one, x+ for the next, and
the symbol [x, y, f] denotes a divided difference operator (abbreviated dd): [x, y, f] ⊂ L(X,W) (the
Banach space of bounded linear operators from X into W ) and
[x, y, f](x − y) = f(x) − f(y) ∀x, y ∈ D. (1.3)
For given x ∈ X and w ∈ W , linear operators A satisfying the equation Ax = w constitute an afﬁne
manifold in the spaceL(X,W):
A0x = w&Ax = w ⇒ (A − A0)x = 0 ⇒ A ∈ A0 +Lx ,
where Lx ⊂ L(X,W) is the subspace of all linear operators vanishing on x. So, the symbol [x, y, f]
should be understood as the notation for this manifold or, more precisely, as a particular representative
of the manifold selected from it according to a certain rule speciﬁed in advance. This understanding is
adopted throughout the paper.
The secant method was for a long time and still is the subject of extensive research and for good
reason. It has several attractive properties: it is self-correcting likeNewton’smethod, it exhibits superlinear
convergence under natural assumptions, no knowledge of derivatives of the operator in question is required
what not only makes the secant iteration much cheaper than Newton’s, but renders this method applicable
to equations with nondifferentiable operators. Its one-dimensional prototype boasts of higher efﬁciency
index [18] than the one-dimensional Newton’s method.Another indication of high efﬁciency of the secant
method can be found in [14], where other efﬁciency measures are used.
In view of the classical Maistrovsky’s result [15] on optimality of Newton’s method, it is natural to
expect that the closer a chosen dd approximates the derivative f ′(=[x, x, f], if the dd [x, y, f ] is selected
to be continuous in y), the better the method (1.1) should perform.All convergence analyses of the secant
method appearing in literature are based on one or the other measure of proximity of dd [x, y, f ] to
the derivative f ′(x). For example, Potra in [20,19] assumes dd to be a consistent approximation to the
derivative:
‖[x, y, f ] − f ′(u)‖c(‖x − u‖ + ‖y − u‖) ∀x, y, u ∈ D. (1.4)
In [1,12], the inequality
‖[x, y, f ] − [u, v, f ]‖c(‖x − u‖ + ‖y − v‖) ∀x, y, u, v ∈ D (1.5)
(Lipschitz continuity of dd) is required. In [8] Hernández and Rubio replace Lipschitz continuity by the
more general Hölder continuity, which means that
‖[x, y, f ] − [u, v, f ]‖c(‖x − u‖p + ‖y − v‖p) ∀x, y, u, v ∈ D (1.6)
for some p ∈ (0, 1]. In [9–11] these authors relax this requirement still further assuming that a continuous
nondecreasing function  : [0,∞) × [0,∞) → [0,∞) is known such that
‖[x, y, f ] − [u, v, f ]‖(‖x − u‖, ‖y − v‖) ∀x, y, u, v ∈ D. (1.7)
In the present paper, we offer convergence analysis of the secant method satisfying another general
continuity assumption (regular continuity) which is not too general as is (1.7), but general enough to cover
most operators encountered in computational practice. It is deﬁned and discussed in the next section. The
concept of regular continuity was introduced in [4] and used later for convergence analyses of Newton’s
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method [3,5], Newton-type methods [6], and Ulm’s method [7]. As is shown in these papers, the regular
continuity yieldsmore precise results underweaker assumptions as comparedwith several other continuity
characteristics. The same we are going to demonstrate this time.
Another distinctive feature of our analysis is the use of a functional equation for description of the
exact convergence domain of the majorant generator (a system of difference equations). This idea was
exploited for the ﬁrst time in [2], where convergence domains of a class of two-dimensional generators are
constructively described. The generator we have to deal with here is three-dimensional. It is introduced
in Section 3 and its convergence domain is obtained in Section 4. In Section 5, the convergence theorem
is proved and commented upon.
2. Regularly continuous divided differences
Denote by h([x, y, f]) the quantity infx,y{‖[x, y, f ]‖|(x, y) ∈ D2} and letN be the class of continuous
nondecreasing concave functions  : [0,∞) → [0,∞) with (0) = 0.
Deﬁnition 2.1. The dd [x, y, f ] is said to be - regularly continuous on D, if an  ∈N (call it regularity
modulus) and a constant h ∈ [0, h([x, y, f ])] are known such that ∀x, y, u, v ∈ D
−1(min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − h + ‖[x, y, f ] − [u, v, f ]‖)
− −1(min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − h)‖x − u‖ + ‖y − v‖. (2.1)
We say also that it is regularly continuous on D, if it has there a regularity modulus.
This deﬁnition admits zero as a possible choice for h. However, the closer h is to h([x, y, f ]), the less
the condition (2.1) requires of a potential candidate for a regularity modulus, the greater their stock to
choose from is, and so the better the chances are to ﬁnd a good modulus.
Concavity is understood in the sense of convex analysis [21,16], that is  is concave if it has con-
vex subgraph {(s, t) | s0& t(s)}. Analogously, −1 denotes the function whose closed epigraph
cl{(s, t) | s0& t−1(s)} is symmetrical to closure of the subgraph of with respect to the axis t = s.
Clearly, −1 is a convex function on [0,∞) vanishing at zero, increasing in [0,(∞)], and equal to ∞
for all s >(∞) (if any).
Being monotone, the function  has left- and right-hand derivatives at each s0 (they coincide ev-
erywhere except, perhaps, for a countable number of points). In what follows, we denote the right-hand
and two-sided derivatives by the usual prime (′), whereas the backprime () will symbolize the left-hand
derivative.
If the dd [x, y, f ] is Lipschitz continuous on D, then it is regularly continuous with the same mod-
ulus t → ct . On the other hand, because of convexity of −1, each -regularly continuous dd is also
-continuous in the sense that
‖[x, y, f ] − [u, v, f ]‖(‖x − u‖ + ‖y − v‖) ∀x, y, u, v ∈ D. (2.2)
Such -continuity (as well as one of (1.7)) is too coarse a tool for convergence analysis. First we note
that the least  satisfying this condition
(t) := sup
x,y,u,v
{‖[x, y, f ] − ‖[u, v, f ]‖|(x, y, u, v) ∈ D4 & ‖x − u‖ + ‖y − v‖ t},
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in addition to being continuous and nondecreasing, is zero at zero and subadditive:
(s + t)(s) + (t), ∀s > 0, t > 0.
To prove subadditivity, take any four points x, y, u, v in D with ‖x − u‖ + ‖y − v‖s + t and deﬁne
(w,w′) :=
(
x + s
s + t (u − x), y +
s
s + t (v − y)
)
.
Then
‖x − w‖ + ‖y − w′‖ = s
s + t (‖x − u‖ + ‖y − v‖)s
and
‖w − u‖ + ‖w′ − v‖ = t
s + t (‖x − u‖ + ‖y − v‖) t ,
so that ‖[x, y, f] − [w,w′, f]‖(s), ‖[w,w′, f] − [u, v, f]‖(t), and
‖[x, y, f] − [u, v, f]‖‖[x, y, f] − [w,w′, f]‖ + ‖[w,w′, f] − [u, v, f ]‖(s) + (t).
In as much as this is true for any quadruple of points x, y, u, v of D satisfying ‖x −u‖+‖y − v‖s + t ,
this is true also for the corresponding supremum (s + t). The functions  possessing all four properties
(i) (0) = 0,
(ii) continuity on [0,∞),
(iii) monotonicity,
(iv) subadditivity,
are called in [22] continuity moduli, because each such function is a continuity modulus of itself [17].
So, there is no sense in allowing for ’s which are not continuity moduli, for such an  can be replaced
by a pointwise lesser continuity modulus and the replacement will result in immediate improvement of
all parameters describing convergence properties of the iterative method in question. In our deﬁnition of
regular continuity, we have restricted admissible continuity moduli to the concave ones, partly for the
sake of simplicity of dealing with concave functions instead of subadditive ones, partly because that in
all applications considered in the papers referred to in Introduction it has been possible to ﬁnd a concave
continuity modulus for the particular operator under discussion.
The regular continuity requirement narrows the class of admissible operators still further allowing to
get better values for convergence parameters of the iterativemethod under scrutiny. In fact, the-regularly
continuous dd’s constitute a proper subset of the set of -continuous ones. This follows from the next
Proposition 2.2. If dd [x, y, f ] is regularly continuous on D, then it is Lipschitz continuous on every set
Dh := {(x, y) ∈ D × D | ‖[x, y, f ]‖ − hh}, h> 0.
Proof. Let  be a regularity modulus of [x, y, f ] on D, so that inequality (2.1) holds ∀x, y, u, v ∈ D. If
both pairs (x, y) and (u, v) are in Dh, then
min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − hh
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and so the left-hand side of (2.1) −1(h + ‖[x, y, f ] − [u, v, f ]‖) − −1(h). This difference in turn
(−1)′(h)(‖[x, y, f ] − [u, v, f ]‖) = ‖[x, y, f ] − [u, v, f ]‖
′(−1(h))
(again because of convexity of −1). Thus,
(x, y), (u, v) ∈ Dh ⇒ ‖x − u‖ + ‖y − v‖ ‖[x, y, f ] − [u, v, f ]‖
′(−1(h))
⇒ ‖[x, y, f ] − [u, v, f ]‖′(−1(h))(‖x − u‖ + ‖y − v‖). 
The function f (t) := f (0) + t + 0.75 t4/3 violates the assumption of the proposition, though its dd
[s, t, f ] has continuity moduli (t → (4t)1/3, for example).
To ﬁnd a regularity modulus  for a selected dd of an operator of interest is not signiﬁcantly more
difﬁcult than a continuity modulus. One general approach to this problem is pointed out by the following
proposition. To state it, we deﬁne the sets
P(h, t | f ) :=
{
(x, y, u, v) ∈ D4
∣∣∣∣ (x, y) ∈ Dh & (u, v) ∈ Dh‖x − u‖ + ‖y − v‖ t
}
Q(h,  | f ) :=
{
(x, y, u, v) ∈ D4
∣∣∣∣ (x, y) ∈ Dh & (u, v) ∈ Dh‖[x, y, f ] − [u, v, f ]‖
}
and the functions
h(t | f ) := sup
x,y,u,v
{‖[x, y, f ] − [u, v, f ]‖|(x, y, u, v) ∈ P(h, t | f )}.
h( | f ) := inf
x,y,u,v
{‖x − u‖ + ‖y − v‖|(x, y, u, v) ∈ Q(h,  | f )}.
It can be shown [5] that these functions are mutually inverse.
Proposition 2.3. Let  ∈N. The following statements are equivalent:
(1)  is a regularity modulus of the dd [x, y, f ];
(2) (−1(h) + t) − hh(t | f) ∀h0, t0; (2.3)
(3) −1(h + ) − −1(h)h( | f) ∀h0, 0. (2.4)
Proof. It is enough to prove equivalence of (1) and (2). The identity (1) ⇐⇒ (3) is demonstrated
analogously. Let an  ∈N satisfy (2.1), so that
‖[x, y, f ] − [u, v, f ]‖(−1(min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − h) + ‖x − u‖ + ‖y − v‖)
− min{‖[x, y, f ]‖, ‖[u, v, f ]‖} + h. (2.5)
For (x, y) ∈ Dh and (u, v) ∈ Dh, min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − hh,
−1(min{‖[x, y, f]‖, ‖[u, v, f]‖} − h)−1(h),
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and (in view of concavity of ) the right-hand side of (2.5)
(−1(h) + ‖x − u‖ + ‖y − v‖) − h.
If, in addition, ‖x − u‖ + ‖y − v‖ t , then (x, y, u, v) ∈ P(h, t | f ) and
‖[x, y, f ] − [u, v, f ]‖(−1(h) + t) − h.
Conversely, if this inequality holds ∀(x, y, u, v) ∈ P(h, t | f ), whatever h0 and t0, then it is true, in
particular, for h := min{‖[x, y, f ]‖, ‖[u, v, f ]‖} − h and t := ‖x − u‖ + ‖y − v‖. Thus, we have (2.5),
which is equivalent to (2.1). 
In practice, there is no need for exact evaluation of h or h, which may be difﬁcult.Any closed concave
upper bound for h (closed convex lower bound for h) will do.According to a well known fact of convex
analysis [21,16], the pointwise greatest of all such bounds for h (called the closed convex hull of it)
coincide with its second conjugate ∗∗h , which is shown to have the representation
∗∗h ( | f ) = sup
s0
(s + E(h, s | f )),
E(h, s | f ) := inf
x,y,u,v
{
‖x − u‖ + ‖y − v‖ − s‖[x, y, f ] − [u, v, f ]‖
∣∣∣∣ (x, y) ∈ Dh(u, v) ∈ Dh
}
. (2.6)
Let for short
p(h) := inf
>0
−1h−( | f ), P (h) :=
∫ h
0
p(t) dt .
Since h is nonnegative and nondecreasing with respect to h, p is nonnegative and nondecreasing too.
Consequently, P is nondecreasing and convex.
Corollary 2.4. The dd [x, y, f ] is regularly continuous on D, if and only if
p(h)> 0 ∀h> 0.
In this case, P−1 is a regularity modulus of [x, y, f ].
Proof. Let [x, y, f ] be regularly continuous on D and  be its regularity modulus. Then we have
(2.4) and in particular 0( | f)−1() ∀0. It follows that infh−10( | f) infh−1−1() =
h−1−1(h)> 0. If p(h) = 0 for some h> 0, then
0 = inf
0<h
−1h−( | f) inf0<h 
−1[−1(h) − −1(h − )] = h−1−1(h)> 0,
which is a contradiction. Conversely, if p(h)> 0 ∀h> 0, then P−1 ∈ N. Besides, monotonicity of p
yields P(h + ) − P(h)p(h + ) =  inf t>0 t−1h+−t (t | f)h( | f), i.e. P obeys (2.4). 
Corollary 2.5. Let  satisfy (2.1) with h=0 and let A be a bounded linear operator from W into another
Banach space Z: A ∈ L(W,Z). Then, for all ‖A‖, the function 1 :=  is a regularity modulus of
the dd [x, y,Af ] on D.
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Proof. As follows from the deﬁnition (1.3),
[x, y,Af ] = A[x, y, f ], (2.7)
so that ‖[x, y,Af]‖h ⇒ ‖[x, y, f ]‖h/‖A‖h/ and
‖[x, y,Af ] − [u, v,Af ]‖ ⇒ ‖[x, y, f ] − [u, v, f ]‖ ‖A‖


.
Hence, Q(h,  |Af) ⊂ Q(h/, / | f) and h( |Af)h/(/ | f). On the other hand, by Proposition 2.3,
h/(/ | f)−1((h + )/) − −1(h/) = ()−1(h + ) − ()−1(h).
Thus, h( |Af)−11 (h+ )−−11 (h), which means by Proposition 2.3 that 1 is a regularity modulus
of the dd [x, y,Af ]. 
We conclude this section with an immediate consequence of -regular continuity of a dd [x, y, f ],
which will be of use in the next section.
Lemma 2.6. If dd [x, y, f ] is -regularly continuous on D, then
|−1(‖[x, y, f]‖ − h) − −1(‖[u, v, f ]‖ − h)|‖x − u‖ + ‖y − v‖ ∀x, y, u, v ∈ D.
Proof. If ‖[x, y, f ]‖‖[u, v, f ]‖, then (2.1) turns into
−1(‖[u, v, f]‖ − h + ‖[x, y, f ] − [u, v, f]‖)−1(‖[u, v, f]‖ − h) + ‖x − u‖ + ‖y − v‖,
while (owing to monotonicity of −1) ‖[x, y, f ]‖‖[u, v, f ]‖ + ‖[x, y, f ] − [u, v, f ]‖
⇒ −1(‖[x, y, f ]‖ − h)−1(‖[u, v, f ]‖ − h + ‖[x, y, f ] − [u, v, f ]‖).
Thus,
‖[x, y, f ]‖‖[u, v, f ]‖ ⇒ −1(‖[x, y, f ]‖ − h)−1(‖[u, v, f ]‖ − h) + ‖x − u‖ + ‖y − v‖.
Changing the roles of [x, y, f ] and [u, v, f ] in this argument yields
−1(‖[u, v, f ]‖ − h)−1(‖[x, y, f ]‖ − h) + ‖x − u‖ + ‖y − v‖. 
It follows that
−1(‖[x, y, f ]‖ − h)(−1(‖[u, v, f ]‖ − h) − ‖x − u‖ − ‖y − v‖)+, (2.8)
where the superscript + denotes the nonnegative part of a real number:
r+ := max{r, 0}.
3. The majorant generator
If dd [x, y, f ] is -regularly continuous on D, then the current approximation x induces the real
quadruple (t¯ , ¯, ¯, ¯), where
t¯ := ‖x − x0‖, ¯ := −1(‖[x, x−, f]‖ − h), ¯ := ‖x − x−‖, ¯ := ‖x+ − x‖. (3.1)
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Obviously, t¯+ := ‖x+ − x0‖ t¯ + ¯, ¯+ := ¯, and by (2.8)
¯+ := −1(‖[x+, x, f ]‖ − h)(−1(1 − h) − ‖x+ − x0‖ − ‖x − x−1‖)+
(−1(1 − h) − t¯+ − t¯ − ‖x0 − x−1‖)+. (3.2)
Deriving a similar bound for ¯+ we can assume without a loss that f is acting on X and
[x0, x−1, f ] = I (3.3)
(the identity operator), since replacing f by its normalization [x0, x−1, f ]−1f does not affect the method
(1.1). Indeed, by (2.7)∀A ∈ L(W,X) [x, y,Af ]=A[x, y, f ] and so [x, y,Af ]−1Af(x)=[x, y, f ]−1f(x).
For the sake of brevity, we adopt additional notations:
0 := −1(1 − h), ¯0 := ‖x0 − x−1‖, a¯ := 0 − ¯0, 	(s, t) := (s + t) − (s).
Owing to concavity and monotonicity of the regularity modulus , the function 	 is not increasing in the
ﬁrst argument and not decreasing in the second.
Lemma 3.1. Let the dd [x, y, f ] be -regularly continuous on D. If
d¯ := 	((a¯ − 2t¯ − ¯)+, 2t¯ + ¯ + ¯0)< 1,
then (1) the dd [x+, x, f ] is boundedly invertible and ‖[x+, x, f ]−1‖(1 − d¯)−1,
(2) ‖f(x+)‖ ¯	(min{¯, (a¯ − 2t¯ − ¯)+}, ¯ + ¯),
(3) ¯+ ¯
	(min{¯, (a¯ − 2t¯ − ¯)+}, ¯ + ¯)
1 − d¯ .
Proof. First, we have to demonstrate that ‖I − [x+, x, f ]‖< 1, since then the operator series∑∞
k=0 (I − [x+, x, f ])k converges to [x+, x, f ]−1 and
‖[x+, x, f ]−1‖ 11 − ‖I − [x+, x, f ]‖
(the Banach lemma). In view of (3.3) and (2.1),
‖I − [x+, x, f ]‖ = ‖[x0, x−1, f ] − [x+, x, f ]‖
(−1(min{1, ‖[x+, x, f ]‖} − h) + ‖x+ − x0‖ + ‖x − x−1‖)
− min{1, ‖[x+, x, f ]‖} + h
(min{0, ¯+} + t¯+ + t¯ + ¯0) − (min{0, ¯+})
	(min{0, ¯+}, 2t¯ + ¯ + ¯0).
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By (3.2), ¯+(0 − t¯+ − t¯ − ¯0)+(a¯−2t¯ − ¯)+0. So, taking into account monotonicity of the function
	, we get
‖I − [x+, x, f ])‖	((a¯ − 2t¯ − ¯)+, 2t¯ + ¯ + ¯0) =: d¯ < 1,
by assumption. So, (1) is true. Then ¯+‖[x+, x, f ]−1‖ · ‖f(x+)‖‖f(x+)‖(1 − d¯)−1. As
f(x+) = f(x) + [x+, x, f ](x+ − x) = −[x, x−, f ](x+ − x) + [x+, x, f ](x+ − x),
due to (1.3) and (1.1), we see that ‖f(x+)‖ ¯ ‖[x+, x, f ] − [x, x−, f ]‖. Applying (2.1) once more, we
obtain that ‖[x+, x, f ] − [x, x−, f ]‖
(−1(min{‖[x, x−, f ]‖, ‖[x+, x, f ]‖} − h) + ‖x+ − x‖ + ‖x − x−‖)
− min{‖[x, x−, f ]‖, ‖[x+, x, f ]‖} + h
=(min{¯, ¯+} + ¯ + ¯) − (min{¯, ¯+})
=	(min{¯, ¯+}, ¯ + ¯),
where, as was noted above, ¯+(a¯ − 2t¯ − ¯)+. So,
‖[x+, x, f ] − [x, x−, f ]‖	(min{¯, (a¯ − 2t¯ − ¯)+}, ¯ + ¯)
and ¯+ ¯	(min{¯, (a¯ − 2t¯ − ¯)+}, ¯ + ¯)(1 − d¯)−1 as claimed. 
The lemma suggests to consider as a majorant generator (or just generator) themap g : R4 ⊃ Q → R4,
which takes each quadruple q = (t, , , ) of
Q :=
{
q
∣∣∣∣ t0& 0& 0& 0	((0 − 2t −  − 0)+, 0 + 2t + )< 1
}
into q+ = (t+, +, +, +) according to the following formulas:
t+ := t + , + := (0 − 2t −  − 0)+, + := ,
+ :=  	(min{, (0 − 2t −  − 0)
+},  + )
1 − 	((0 − 2t −  − 0)+, 0 + 2t + )
, (3.4)
where 0 is any upper bound available for ¯0: ¯00. Since
 = (0 − 2t− − − − 0)+(0 − 2t− − − − 0 −  − −)+ = (0 − 2t −  − 0)+,
we can rewrite the last formula as
+ :=  	(+,  + )1 − 	(+, 2t +  + 0)
. (3.5)
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We say that the quadruple q ′ = (t ′, ′, ′, ′) is majorizing q = (t, , , ) (symbolically q ≺ q ′), if
t t ′ & ′ & ′ & ′.
As follows from Lemma 3.1, q¯+ ≺ g(q¯).
Monotonicity of the function 	 implies monotonicity of the generator g:
Lemma 3.2. If q, q ′ ∈ Q and q ≺ q ′, then g(q) ≺ g(q ′).
Proof. As t t ′ & ′ by assumption, we have t+ := t +  t ′ + ′ =: t ′+, + := ′ =: ′+,
and + := (0 − 2t −  − 0)+(0 − 2t ′ − ′ − 0)+ =: ′+. Then, + :=  	(+,+)1−	(+,0+2t+)
′ 	(
′+,′+′)
1−	(′+,0+2t ′+′) =: 
′
+. 
Being fed with an initial quadruple q0 = (t0, 0, 0, 0) ∈ Q, the generator iterates
qn+1 := g(qn), n = 0, 1, . . . ,
as long as dn := 	(n+1, 0 + 2tn + n) remains < 1. Otherwise, it stops to produce the majorant or,
worse, blows up. As t¯0 = 0, we always can (and should) set t0 to zero. We will use also (for short) the
notations
a := 0 − 0 = −1(1 − h) − 0, 
n := ‖xn − x∞‖,
assuming that 0 <−1(1−h) (this assumption is not a restriction, for x−1 can always be chosen as close
to x0 as needed) and the limit x∞ exists.
Lemma 3.3. (1) dn < 1 ⇐⇒ 2tn + n < a.
If &
n
(dn < 1), then
(2) the sequence qn is deﬁned and converges to (t∞, a − 2t∞, 0, 0), where t∞0.5a;
(3) q¯0 ≺ q0 ⇒ &
n
q¯n ≺ qn;
(4) the sequence xn generated by the method (1.1) remains in the ball B(x0, t∞ − t0) and converges to
a solution x∞ of the equation f(x) = 0;
(5) ∀n = 1, 2, . . . , the inequalities
‖f(xn+1)‖n[(a − 2tn + n) − (a − 2tn − n)]n(n + n),

n := ‖x∞ − xn‖ t∞ − tn,

n+1
n
(a − tn−1 − tn) − (a − tn−1 − tn − 
n−1)
(a − tn − tn+1) <

n(
n−1)
(a − 2t∞) ,
hold.
(6) x∞ is the only solution in the ball B(x0, a − t∞).
Proof. (1) dn < 1 ⇐⇒ ((a − 2tn − n)+ + 0 + 2tn + n) − ((a − 2tn − n)+)< 1. This is possible
only if 2tn + n < a, for the converse leads to a contradiction:
dn < 1&2tn + na ⇒ 1 = (a + 0)(0 + 2tn + n) = dn < 1.
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Conversely,
2tn + n < a ⇒ (a − 2tn − n)+ = a − 2tn − n
⇒ dn = 	(a − 2tn − n, 0 + 2tn + n)
= (a + 0) − (a − 2tn − n) = 1 − (a − 2tn − n)< 1.
(2) By (1), &
n
(dn < 1) ⇐⇒ &
n
(2tn+n < a) ⇒ &
n
(tn < 0.5a). Since the sequence tn is not decreasing,
it converges: ∃ lim tn =: t∞. Taking limits in the relations
n+1 = n = tn+1 − tn, n = a − 2tn − n, 2tn + n < a,
we obtain ∞ = ∞ = 0, ∞ = a − 2t∞, and t∞0.5a.
(3) As we have shown above q¯n+1 ≺ g(q¯n). On the other hand, by Lemma 3.2, q¯n ≺ qn ⇒ g(q¯n) ≺
g(qn) =: qn+1. So, q¯n ≺ qn ⇒ q¯n+1 ≺ qn+1. By induction,
q¯0 ≺ q0 ⇒ &
n
(q¯n ≺ qn).
(4), (5) By (3), &
n
(¯nn). Therefore,
‖xn+m − xn‖
n+m−1∑
k=n
‖xk+1 − xk‖ =
n+m−1∑
k=n
¯k
n+m−1∑
k=n
k <
∞∑
k=n
k = t∞ − tn.
In as much as t∞ <∞ by (2), it follows that xn is a Cauchy sequence: ∃ lim xn =: x∞. Forcing m to ∞
yields the inequality ‖x∞ − xn‖ t∞ − tn, while taking n= 0 shows that &
m
(xm ∈ B(x0, t∞ − t0)). Finally,
as seen from Lemma 3.1, (2),
‖f(xn+1)‖ ¯n	(min{¯n, (0 − 2t¯ − ¯ − ¯0)+, ¯n + ¯n)
n	((0 − 2tn − n − 0)+, n + n)
= n	(a − 2tn − n, n + n)
= n[(a − 2tn + n) − (a − 2tn − n)]n(n + n),
by (1). Hence ‖f(x∞)‖ = lim ‖f(xn+1)‖ lim n(n + n) = 0. Now
xn+1 − x∞ = xn − x∞ − [xn, xn−1, f ]−1f(xn)
= [xn, xn−1, f ]−1([xn, xn−1, f ](xn − x∞) − f(xn) + f(x∞))
= [xn, xn−1, f ]−1([xn, xn−1, f ] − [xn, x∞, f ])(xn − x∞),
and so 
n+1
n‖[xn, xn−1, f ]−1‖ · ‖[xn, xn−1, f ] − [xn, x∞, f ]‖. Owing to -regular continuity of the
dd [x, y, f ], ‖[xn, xn−1, f ] − [xn, x∞, f ]‖
(−1(min{‖[xn, xn−1, f ]‖, ‖[xn, x∞, f ]‖} − h) + ‖xn−1 − x∞‖)
− min{‖[xn, xn−1, f ]‖, ‖[xn, x∞, f ]‖} + h
=(min{¯n,−1(‖[xn, x∞, f ]‖ − h)} + 
n−1) − (min{¯n,−1(‖[xn, x∞, f ]‖ − h}).
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By (2.8), −1(‖[xn, x∞, f ]‖)(¯n − 
n−1)+, so that
‖[xn, xn−1, f ] − [xn, x∞, f ]‖((¯n − 
n−1)+ + 
n−1) − ((¯n − 
n−1)+)
((n − 
n−1)+ + 
n−1) − ((n − 
n−1)+).
As follows from (3.4) and (1), n = a − tn−1 − tn and 
n−1 ¯n−1 + 
nn−1 + t∞ − tn. Hence,
n − 
n−1a − tn − t∞ > 0 and
‖[xn, xn−1, f ] − [xn, x∞, f ]‖(a − tn−1 − tn) − (a − tn−1 − tn − 
n−1)(
n−1),
because of concavity of . Besides, by Lemma 3.1,
‖[xn, xn−1, f ]−1‖(1 − 	((a¯ − 2t¯n − ¯n)+, ¯0 + 2t¯n + ¯n))−1
(1 − 	((a − 2tn − n)+, 0 + 2tn + n))−1
= (1 − 	(a − 2tn − n, 0 + 2tn + n))−1
= (1 − (a + 0) + (a − 2tn − n))−1
= 1/(a − tn − tn+1)< 1/(a − 2t∞).
Therefore,

n+1
n
(a − tn−1 − tn) − (a − tn−1 − tn − 
n−1)
(a − tn − tn+1) <

n(
n−1)
(a − 2t∞) .
(6) Let x∗ be another solution of the equation f(x) = 0. Then
0 = f(x∗) − f(x∞) = [x∗, x∞, f ](x∗ − x∞),
which implies that the dd [x∗, x∞, f ] is not invertible and so
‖I − [x∗, x∞, f ]‖1.
Invoking -regular continuity of dd’s under consideration, one can see then that
1‖[x−1, x0, f ] − [x∗, x∞, f ]‖
(−1(min{1, ‖[x∗, x∞, f ]‖} − h) + ‖x−1 − x∗‖ + ‖x0 − x∞‖)
− min{1, ‖[x∗, x∞, f ]‖} + h.
By (2.8),
−1(‖[x∗, x∞, f ]‖ − h)(−1(1 − h) − ‖x−1 − x∗‖ − ‖x0 − x∞‖)+
(−1(1 − h) − ¯0 − ‖x0 − x∗‖ − t¯∞)+
= (a¯ − ‖x0 − x∗‖ − t¯∞)+.
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So, concavity of  allows to assert that
1(min{−1(1 − h), (a¯ − ‖x0 − x∗‖ − t¯∞)+} + ¯0 + ‖x0 − x∗‖ + t¯∞)
− (min{−1(1 − h), (a¯ − ‖x0 − x∗‖ − t¯∞)+})
=((a¯ − ‖x0 − x∗‖ − t¯∞)+ + ¯0 + ‖x0 − x∗‖ + t¯∞) − ((a¯ − ‖x0 − x∗‖ − t¯∞)+)
((a − ‖x0 − x∗‖ − t∞)+ + 0 + ‖x0 − x∗‖ + t∞) − ((a − ‖x0 − x∗‖ − t∞)+)
(0 + ‖x0 − x∗‖ + t∞).
It follows that ‖x0 − x∗‖−1(1) − 0 − t∞a − t∞0.5 a. 
The lemmamakes possible to simplify generator’s deﬁnition (3.4) and rewrite it in a bitmore transparent
form:
t+ := t + , + := , + := 
(
(a − 2t + )
(a − 2t − ) − 1
)
. (3.6)
Indeed, since d < 1 ⇒ + = a − 2t −  according to the lemma, we have
	(+,  + ) = (a − 2t + ) − (a − 2t − )
and
1 − 	(+, 2t +  + 0) = 1 − (a + 0) + (a − 2t − ) = (a − 2t − ).
The lemma raises also the interesting question: precisely which q0 ∈ Q cause the series ∑ n (or,
equivalently, the sequence tn) to converge? In other words, what is the convergence domain Qc of the
generator (3.6)? We are going now to ﬁnd the answer.
4. The convergence domain of the generator
To get a constructive description of the set Qc, consider the limit t∞ of the sequence tn as a function of
the starting point (t0, 0, 0) ∈ Qc:
t∞ = t∞(t0, 0, 0).
Lemma 4.1. (1) t∞(Qc) = [0, 0.5a], a := −1(1 − h) − 0.
(2) The function t∞ is increasing on Qc in the ﬁrst and the third of its arguments and not decreasing in
the second.
Proof. (1) As we have seen above (Lemma 3.3, (1)), convergence implies the inequality t∞0.5a.
So, t∞(Qc) ⊂ [0, 0.5a]. Conversely, if t ∈ [0, 0.5a], then taking t0 := t , 0 := 0 := 0, we get
&
n
((tn, n, n) = (t, 0, 0)) and t = t∞(t, 0, 0) ∈ t∞(Qc). Hence, [0, 0.5a] ⊂ t∞(Qc).
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(2)
0 < 
′
0 ⇒ (a − 2t0 − 0)(a − 2t0 − ′0)
⇒ 1 := 0
(
(a − 2t0 + 0)
(a − 2t0 − 0) − 1
)
< ′0
(
(a − 2t0 + 0)
(a − 2t0 − ′0)
− 1
)
=: ′1
⇒ &
n
(n < 
′
n) ⇒ t∞(t0, 0, 0) = t0 +
∞∑
0
n < t0 +
∞∑
0
′n = t∞(t0, 0, ′0),
that is t∞ is increasing in its third argument. Similarly,
0 < 
′
0 ⇒ (a − 2t0 + 0)(a − 2t0 + ′0)
⇒ 1 := 0
(
(a − 2t0 + 0)
(a − 2t0 − 0) − 1
)
0
(
(a − 2t0 + ′0)
(a − 2t0 − 0) − 1
)
=: ′1
⇒ &
n
(n′n) ⇒ t∞(t0, 0, 0) t∞(t0, ′0, 0),
Finally, because of concavity of ,
t0 < t
′
0 ⇒ (a − 2t0 + ) − (a − 2t0 − 0)(a − 2t ′0 + ) − (a − 2t ′0 − 0)
⇒ 1 := 0 (a − 2t0 + 0) − (a − 2t0 − 0)
(a − 2t0 − 0)
0
(a − 2t ′0 + ) − (a − 2t ′0 − 0)
(a − 2t ′0 − 0) =: 
′
1
⇒ &
n
(n′n) ⇒ t∞(t0, 0, 0) = t0 +
∞∑
0
n < t
′
0 +
∞∑
0
′n = t∞(t ′0, 0, 0). 
According to the lemma, each t ∈ [0, 0.5a] can serve as the limit of the sequence tn. The set Q(t) :=
{(t0, 0, 0)|t∞ = t} is called (as in [13]) the attraction basin of the ﬁxed point (t, 0, 0) of the generator
(3.6). Obviously,
Qc =
⋃
0 t0.5a
Q(t),
so that the description of the convergence domain can be obtained through description of attraction basins
of ﬁxed points. This idea is exploited in the following:
Theorem 4.2. (1) For all triples (t ′, t, ) with 0 t t ′0.5a & 0 the equation t∞(t, , ) = t ′ is
uniquely solvable for  :  = t ′(t, ).
(2) The function t ′(t, ) is increasing in t ′, decreasing in t , and not increasing in .
(3) It is the only solution of the system
x(t, )
(
(a − 2t + )
(a − 2t − x(t, )) − 1
)
= x(t + x(t, ), x(t, ))& x(t ′, ) = 0, (4.1)
that is decreasing in t .
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(4) The attraction basin of the ﬁxed point (t ′, 0, 0)
Q(t ′) = {(t, , )|0 t t ′ & 0&  = t ′(t, )}.
(5) The convergence domain
Qc = {(t, , )|0 t0.5a & 0&00.5a(t, )}.
Proof. (1) By Lemma 4.1, (1),
0 t ′0.5a ⇒ t ′ ∈ t∞(Qc) ⇒ ∃(t0, 0, 0) ∈ Qc with t∞(t0, 0, 0) = t ′,
i.e. 0 solves the equation t∞(t0, 0, ) = t ′ for . Thanks to monotonicity of t∞ in the third argument,
< 0 ⇒ t∞(t0, 0, )< t ′ and > 0 ⇒ t∞(t0, 0, )> t ′. So, 0 is the only solution of this equation.
Thus, the function t ′(t0, 0) mapping each triple (t ′, t0, 0) with 0 t0 t ′0.5a & 00 to the unique
solution of the equation t∞(t0, 0, ) = t ′ is deﬁned.
(2) Let t < t ′,  := t (t0, 0), and ′ := t ′(t0, 0). Then t∞(t0, 0, ) = t < t ′ = t∞(t0, 0, ′), which
means, due to monotonicity of t∞ in the third argument (Lemma 4.1, (2)), that t (t0, 0)< t ′(t0, 0),
i.e. t ′ is increasing in t ′. If so, then (again due to monotonicity of t∞)
t0 < t
′
0 ⇒ t := t∞(t0, 0, 0)< t∞(t ′0, 0, 0) =: t ′
⇒ 0 = t (t0, 0) = t ′(t ′0, 0)> t (t ′0, 0),
that is t is decreasing in t0. Analogously, 0 < ′0 ⇒ t (t0, 0)t (t0, ′0).
(3) First we show that t ′ satisﬁes the system (4.1).
 := t ′(t, ) ⇒ t∞(t, , ) = t ′ ⇒ t∞(t+, +, +) = t ′
⇒ + = t ′(t+, +) = t ′(t + , ) = t ′(t + t ′(t, ), t ′(t, )).
On the other hand,
 := t ′(t, ) ⇒ + = 
(
(a − 2t + )
(a − 2t − ) − 1
)
= t ′(t, )
(
(a − 2t + )
(a − 2t − t ′(t, ))
− 1
)
.
Hence,
t ′(t, )
(
(a − 2t + )
(a − 2t − t ′(t, ))
− 1
)
= t ′(t + t ′(t, ), t ′(t, )). (4.2)
Besides,  := t ′(t ′, ) ⇒ t∞(t ′, , ) = t ′ ⇒  = 0 ⇒ t ′(t ′, ) = 0.
Now, let x(t, ) be a solution of the system (4.1) decreasing in t. To establish the equality x = t ′ , it is
enough by (1) to demonstrate that t∞(t, , x(t, )) = t ′. Indeed,
0 := x(t0, 0) ⇒ 1 := 0
(
(a − 2t0 + 0)
(a − 2t0 − 0) − 1
)
= x(t0, 0)
(
(a − 2t0 + 0)
(a − 2t0 − x(t0, 0))
− 1
)
= x(t0 + x(t0, 0), x(t0, 0)) = x(t0 + 0, 0) = x(t1, 1)
and by induction&
n
(n=x(tn, n)&2tn+n < a). It follows that t∞0.5a, ∞=∞=0, and so x(t∞, 0)=0.
Then t∞ = t ′, for the function t → x(t, 0) is undeﬁned beyond t ′ and t∞ < t ′ ⇒ x(t∞, 0)> x(t ′, 0)= 0.
Thus, t∞ = t∞(t0, 0, x(t0, 0)) = t ′.
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(4) (t0, 0, 0) ∈ Q(t ′) ⇒ ∃ t∞ = t∞(t0, 0, 0) = t ′ ⇒ 0 t0 t ′&0 = t ′(t0, 0).
Conversely, 0 t0 t ′ & 0 = t ′(t0, 0) ⇒ t∞(t0, 0, 0) = t ′ ⇒ (t0, 0, 0) ∈ Q(t ′).
(5) As Qc =⋃0 t ′0.5aQ(t ′), we have
(t, , ) ∈ Qc ⇒ ∃t ′ ∈ [0, 0.5a] with (t, , ) ∈ Q(t ′)
⇒ 0 t t ′ & 0&  = t ′(t, )
⇒ 0 t0.5a & 0&0 max
0 t ′0.5a
t ′(t, ) = 0.5a(t, ).
Thus, Qc ⊂ {(t, , )|0 t0.5a & 0&00.5a(t, )} =: S. To see that S ⊂ Qc, we need
continuity of the function
0 → t∞(t0, 0, 0) = t0 +
∞∑
k=0
k(t0, 0, 0).
The function 0(t0, 0, 0) = 0 is trivially continuous. Suppose that all functions 0 → k(t0, 0, 0),
k = 0, 1, . . . , n, are continuous. Then the functions 0 → tn(t0, 0, 0) = t0 +
∑n−1
k=0k(t0, 0, 0) and
0 → n(t0, 0, 0) = n−1(t0, 0, 0)are continuous too. If so, the function
0 → n+1(t0, 0, 0) = n(t0, 0, 0)
(
(a − 2tn(t0, 0, 0) + n(t0, 0, 0))
(a − 2tn(t0, 0, 0) − n(t0, 0, 0))
− 1
)
is also continuous. By induction, all terms of the series t0 + ∑∞k=0k(t0, 0, 0) are continuous in 0.
Besides, it is majorized on [0, 0.5a(t0, 0)] by the convergent series t0 +
∑∞
k=0k(t0, 0, 0.5a(t0, 0)) =
t∞(t0, 0, 0.5a(t0, 0)) = 0.5a. Therefore, the function  → t∞(t, , ) is continuous on [0, 0.5a(t, )].
Continuity of t∞ in  implies (by theimplicit function theorem) continuity of the function t ′ → t ′(t, ).
Besides, it is increasing, by (2), in [t, 0.5a] from t (t, ) = 0 to 0.5a(t, ). So,
0 t0.5a & 0&00.5a(t, ) ⇒ ∃ t ′ ∈ [t, 0.5a] with  = t ′(t, )
⇒ (t, ) ∈ Q(t ′) ⊂ Qc. 
As t¯0 = 0 (see (3.1)), we can (and should) set t0 to zero. So, we are interested primarily in those pairs
(0, 0), for which the sequence tn taking off from (0, 0, 0) converges to a ﬁnite limit t∞(0, 0, 0) ∈
[0, 0.5a]. We refer to the set of all such pairs as Qc0:
Qc0 :=
{
(0, 0)
∣∣∣∣&n (tn0.5a)
}
.
Corollary 4.3. Qc0 = {(0, 0)| 00&000.5a(0, 0)}.
For Lipschitz continuous dd, when the regularity modulus is linear: (s) = cs, the generator (3.6)
reduces to
t+ := t + , + := , + := 
 + 
c−1 − 0 − 2t − 
, (4.3)
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or, after the change of variables (u, v,w) := (t, , )/(c−1 − 0),
u+ := u + w, v+ := w, w+ := w v + w1 − 2u − w .
For u′ ∈ [0, 0.5], the corresponding system (4.1)
x(u, v)
v + x(u, v)
1 − 2u − x(u, v) = x(u + x(u, v), x(u, v))& x(u
′, v) = 0,
admits elementary (even rational) solution
u′(u, v) =
(0.5 − u)2 − (0.5 − u′)2
2(0.5 − u) + v . (4.4)
It follows that u∞(u, v,w) = 0.5 −
√
(0.5 − u)2 − w[2(0.5 − u) + v] and, by the theorem,
Q(u′) =
{ {(u, v,w)|0uu′ & v0&w = u′(u, v)}, if 0u′0.5,
∅, otherwise,
Qc =
{
(u, v,w)
∣∣∣∣∣0u0.5& v0&0w (0.5 − u)
2
2(0.5 − u) + v
}
,
and
Q0c =
{
(v,w)
∣∣∣∣v0&0w 0.251 + v
}
.
According to Theorem 4.2, the function t ′ characterizing the convergence domain of the generator
(3.6) can be found as the solution of the system (4.1). So, our next task is to devise a way to solve this
system.With this aim in mind, we set x0(t, ) := t ′− t , ∀(t, )with 0 t t ′ & 0, and deﬁne xn+1(t, )
to be the least positive zero of the function
 → 
(
(a − 2t + )
(a − 2t − ) − 1
)
− xn(t + , ) =: n(t, , ).
Lemma 4.4. For all n = 1, 2, . . . ,
(i) xn(t, ) is the only zero of the function  → n−1(t, , ) in the interval [0, xn−1(t, )),
(ii) the function xn(t, ) is continuously decreasing in t and not increasing in ,
(iii) xn(t ′, ) = 0.
Proof. The function
 → 0(t, , ) := 
(
(a − 2t + )
(a − 2t − ) − 1
)
− t ′ + t + 
is increasing in the interval [0, a − 2t) from t − t ′0 to inﬁnity and so has there the only zero x1(t, ).
Besides, because of concavity of , the function t → (a − 2t + ) − (a − 2t − ) is not decreasing.
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Then, the function t → 0(t, , ) is increasing. So,
0< t t ′ ⇒ 0(, , x1(, )) = 0 = 0(t, , x1(t, ))>0(, , x1(t, ))
⇒ x1(, )> x1(t, ),
that is x1 is decreasing in its ﬁrst argument. Analogously, < ′ ⇒ x1(t, )x1(t, ′). Moreover,
0(t
′, , ) = 0 ⇐⇒  = 0, which means that x1(t ′, ) = 0.
Suppose that the statements (i)–(iii) are true for some n1. Then the function
 → n(t, , ) := 
(
(a − 2t + )
(a − 2t − ) − 1
)
− xn(t + , )
is continuously increasing in the interval [0, xn(t, )) from n(t, , 0) = −xn(t, 0)0 to
n(t, , xn(t, )) = xn(t, )
(
(a − 2t + )
(a − 2t − xn(t, )) − 1
)
− xn(t + xn(t, ), xn(t, ))
> xn(t, )
(
(a − 2t + )
(a − 2t − xn(t, )) − 1
)
− xn−1(t + xn(t, ), xn(t, ))
=n−1(t, , xn(t, )) = 0
and so has there the only zero xn+1(t, ). Again, exploiting concavity of , we can assert that the function
t → n(t, , ) is increasing. Then
0< t t ′ ⇒ n(, , xn+1(, )) = 0 = n(t, , xn+1(t, ))>n(, , xn+1(t, ))
⇒ xn+1(, )> xn+1(t, ).
A similar argument shows that 0< a − 2t ⇒ xn+1(t, )xn+1(t, ). Finally, since n(t ′, , )=
0 ⇐⇒  = 0, we have xn+1(t ′, ) = 0. By induction, the proof is complete. 
Theorem 4.5. The sequence of functions xn is deﬁned ∀ (t, ) with 0 t t ′ & 0, decreasing, and
converges to the function t ′ introduced in Theorem 4.2.
Proof. By the lemma, for all n, 0xn+1(t, )< xn(t, ). Hence convergence: ∃ lim xn =: x∞. Taking
limits in the equalities n(t, , xn+1(t, )) = 0 = xn(t ′, ) results in ∞(t, , x∞(t, )) = 0 = x∞(t ′, ).
Thus, x∞ satisﬁes the system (4.1). In as much as xn is decreasing in its ﬁrst argument, x∞ is not in-
creasing. Moreover, it is not identical zero. To see it, take a triple (t0, 0, 0) ∈ Qcwith 0 > 0 (it is
possible, by Theorem 4.2, (5)) and consider the sequence (tn, n, n) initiated by (t0, 0, 0). Clearly,
&
n
((tn, n, n) ∈ Q(t∞)), so that &
n
(n < t∞ − tn = x0(tn, n)). Suppose that n−k < xk(tn−k, n−k)
or, equivalently, k(tn−k−1, n−k−1, n−k−1)< 0. Since k is increasing in the third argument, it fol-
lows that n−k−1 <xk+1(tn−k−1, n−k−1). By induction, 0 <xn(t0, 0). Forcing n to inﬁnity yields
x∞(t0, 0)0 > 0,which shows that x∞ is not zero. It remains to prove that the function t → x∞(t, ) is
nowhere constant, for then it is decreasing and so has to be t∞ (Theorem 4.2, (3)). Indeed, the converse
would mean that
∃(p, q) ⊂ (0, t ′) with x∞(t, ) = c ∀t ∈ (p, q). (4.5)
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Assuming without a loss that
t ′ = sup{t |x∞(t, )> 0}, (4.6)
we have c > 0 and q < t ′. For t ∈ (p, q), two situations are conceivable:
(i) a − 2t − c < t˜ := inf{t |(t) = (∞)}, (ii) a − 2t − c t˜ .
In the ﬁrst case, the function t → (a − 2t + ) − (a − 2t − c) is not decreasing in (p, q), while
t → (a − 2t − c) is decreasing. So, the function
t → c
(
(a − 2t + )
(a − 2t − c) − 1
)
is increasing, whereas t → x∞(t + c, c) is not increasing as has been proved above. This contradicts the
equality
x∞(t, )
(
(a − 2t + )
(a − 2t − x∞(t, )) − 1
)
= x∞(t + x∞(t, ), x∞(t, ))
which holds also for t ∈ (p, q). In the second case, the function
t → c
(
(a − 2t + )
(a − 2t − c) − 1
)
is zero ∀t ∈ (p, q). Then x∞(t + c, c) = 0 too. However, x∞(t, )< x0(t, ) = t ′ − t , ∀t ∈ (0, t ′), and
in particular c < t ′ − t , ∀t ∈ (p, q). So, t + c < t ′ and x∞(t, c) = 0, ∀t ∈ (p + c, q + c), contrary to the
assumption (4.6). Thus, the hypothesis (4.5) cannot be true and the proof is complete. 
This theorem gives a practical method for computing the quantity 0.5a(0, 0), which determines the
convergence domain Q0c (Corollary 4.3).
5. The convergence theorem
Having the convergence domainQc0 described,we are ready to state and prove the convergence theorem
for the method (1.1).
Theorem 5.1. Suppose that the dd [x, y, f ] is -regularly continuous on D. If the starters x−1, x0 and
the constants 0, 0 satisfy the relations
[x−1, x0, f ] = I, ‖x−1 − x0‖0−1(1 − h), ‖f(x0)‖00.5a(0, 0),
where a := −1(1 − h) − 0 and t ′(t, ) is the solution of the system (4.1) decreasing in t , then
(1) the sequence (tn, n, n) produced by the generator (3.6) from (0, 0, 0) is deﬁned and converges
to a limit (t∞, 0, 0), 0 t∞0.5a;
(2) the sequence xn generated by the method (1.1) is deﬁned, remains in the ball B(x0, t∞), and
converges to a solution x∞ of the equation f(x) = 0;
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(3) for all n = 1, 2, . . . the inequalities
‖f(xn+1)‖n[(a − 2tn + n) − (a − 2tn − n)]n(n + n), (5.1)

n := ‖x∞ − xn‖ t∞ − tn, (5.2)

n+1
n
(a − tn−1 − tn) − (a − tn−1 − tn − 
n−1)
(a − tn − tn+1) <

n(
n−1)
(a − 2t∞) , (5.3)
hold;
(4) the solution x∞ is unique in the ball B(x0, a − t∞);
Proof. (1) is the subject of Corollary 4.3.
(2), (3) By (1), &
n
(tn + tn+1 <a) and so &
n
(dn = 1 − (a − tn − tn+1)< 1). Then, the claims follow
from Lemma 3.3.
(4) is (6) of Lemma 3.3. 
Inequality (5.3) characterizes the convergence rate of the secant method. For example, if (t) = ctp,
0<p1, then letting for short b := (c/(a − 2t∞))1/p, we get b
n+1 <b
n(b
n−1)p. Consider the
related difference equation
xn+1 = xnxpn−1. (5.4)
By induction, b
−1x−1 & b
0x0 ⇒ &
n
(b
n < xn). Equation (5.4) is solved by the sequence
xn = xrn−1xsn0 , rn := p
n2 − n1
2 − 1 , sn :=
n+12 − n+11
2 − 1 ,
where
1 := −
√
1 + 4p − 1
2
, 2 :=
√
1 + 4p + 1
2
,
(the roots of the equation 2 −  − p = 0). As
rn+1 = rn + prn−1, sn+1 = sn + psn−1, rn − 2rn−1 = pn−11 , sn − 2sn−1 = n1,
it follows that
xn+1
x
2
n
= x(1−2)rn+prn−1−1 x(1−2)sn+psn−10 = x
pn1−1 x
n+11
0 → 1
as n → ∞. It means that 
n tends to zero with Q-order 2 (at least). The same value is obtained for
Ostrovski’s efﬁciency index which for the secant method is lim ln xn+1/ ln xn.
In the Lipschitz case, the theorem statements admit more explicit formulations.
Corollary 5.2. Suppose that the dd [x, y, f ] is Lipschitz continuous on D: (t) = ct . If
[x−1, x0, f ] = I, ‖x−1 − x0‖0c−1, ‖f(x0)‖0
(1 − c0)2
4c
,
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then (1) the sequence (tn, n, n) produced by the generator (4.3) from (0, 0, 0) is deﬁned and converges
to the limit (t∞, 0, 0), t∞ = 0.5c−1
(
1 − c0 −
√
(1 − c0)2 − 4c0
)
;
(2) the sequence xn generated by the method (1.1) is deﬁned, remains in the ball B(x0, t∞), and
converges to a solution x∞ of the equation f(x) = 0;
(3) for all n = 1, 2, . . . the inequalities
‖f(xn+1)‖cn(n + n),

n := ‖x∞ − xn‖rn −
√
r2n − n(2rn + n), rn := 0.5(c−1 − 0) − tn,

n+1

n
n−1
1 − c(tn + tn+1) <

n
n−1
c0 +
√
(1 − c0)2 − 4c0
, (5.5)
hold;
(4) the solution x∞ is unique in the ball B
(
x0, 0.5c−1
(
1 − c0 +
√
(1 − c0)2 − 4c0
))
.
Proof. As follows from (4.4),
n = t ′(tn, n) =
r2n − (0.5a − t ′)2
2rn + n
,
and so
0.5a(0, 0) =
(1 − c0)2
4c
,
t∞ = 0.5(c−1 − 0) −
√
r2n − n(2rn + n) = 0.5c−1
(
1 − c0 −
√
(1 − c0)2 − 4c0
)
,
t∞ − tn = rn −
√
r2n − n(2rn + n),
1 − c(tn + tn+1)> 1 − 2t∞ = c0 +
√
(1 − c0)2 − 4c0,
c−1 − 0 − t∞ = 0.5c−1
(
1 − c0 +
√
(1 − c0)2 − 4c0
)
. 
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