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Abstract
We consider stationary and nonstationary problems of viscous incompressible uid ows with slip boundary
conditions in a rotating bounded domain. We show a geometrical representation of the slip conditions where
principal curvatures of its boundary surfaces are characteristic coecients. When the domain is axisymmetric,
it is proved that a steady ow exists if external force f˜ in equations of motion is orthogonal to rigid rotational
ows, and that a nonstationary ow converges to a steady ow depending on its initial ow as time tends
to innity, if f˜ is independent of time and orthogonal to rigid rotational ows and if the L2-norm of f˜ is
suciently small.
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1. Introduction
In this paper we will treat incompressible viscous uid ows with slip boundary conditions in a
bounded rotating container.
Let G be the interior of a closed container which is rotating at a constant angular velocity  !˜(!˜
is a unit vector) about an axis and which is lled up with a viscous incompressible uid. Flows in
the container are subject to the equations

Du˜
Dt
+ 2!˜× u˜+∇p= u˜+ f˜ (1.1)
and
∇ · u˜= 0 (1.2)
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in a rotational coordinate system, where u˜ is a velocity of the uid relative to a rotating frame
of reference,  and  are constant density and constant viscosity of the uid, respectively, and
p is a modied pressure which is a sum of pressure of the uid and potentials of centrifugal
and external forces acting on the uid. We have used the material derivative of u˜ dened by the
formula
Du˜
Dt
=
9˜u
9t +
3∑
i=1
ui
9˜u
9xi
;
where the components of velocity vector u˜ and those of position vector x˜ are denoted by ui and
xi(i = 1; 2; 3), respectively, in a xed rectangular rotating coordinate system. Hereafter we write
Di = 9=9xi.
We consider the system of equations (1.1)–(1.2) with initial condition u˜|t=0 = u˜ 0 in G and with
slip boundary conditions which consist of the nonpenetration condition
u˜ · n˜= 0 (1.3)
and a condition of the type
(E · n˜)tangential = 0˜ (1.4)
on the boundary  of G, where E is a rate-of-strain tensor dened by the formula
E= (eij (˜u)) and eij (˜u) = (Diuj + Djui)=2; i; j = 1; 2; 3:
Then E · n˜ means the stress on the boundary  with outer normal n˜. Cf. [1,7,8].
In Section 2 we will express the slip boundary conditions in a geometrical form, which will suggest
how this condition should be approximated in computational schemes of nite dierence methods.
In Section 3 we prove that, when f˜ = 0˜, steady solutions to our problem are rigid rotational ows.
In Section 4 we will show an elementary proof of Korn’s second inequality for functions with (1.3).
In Section 5 an existence theorem of steady ows is proved for f˜ orthogonal to rigid rotational
ows. In Section 6 we treat asymptotic behaviours of nonstationary ows for suciently small f˜
orthogonal to rigid rotational ows. In Section 7 we will include a result on linear stability of rigid
rotational ows.
2. A geometrical representation of slip boundary conditions
Let (1; 2; 3) be a system of orthogonal curvilinear coordinates in a neighbourhood of a point
x˜0 on  such that the surface 3 = 0 is a portion of  and the surfaces 3 = constant are parallel
to it and that 3 increases towards the outside of G. By Dupin’s theorem (see, e.g., [3]), on each
surface 3 = constant the 1− and 2− curves are lines of curvature of the surface. We denote by
i the principal curvature of  corresponding to the i-curve for i = 1; 2. The sign of the principal
curvature is positive whenever the center of the corresponding curvature is in the direction of the
inside of G.
We introduce unit vectors e˜ i and scale factors hi by
9˜x
9i
= hi˜e i; hi ¿ 0; i = 1; 2; 3:
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Then the principal curvature can be expressed by
i =− e˜3hi ·
9˜ei
9i
;
since the coordinate curves on  are lines of curvature. Moreover, since the surfaces 3 = constant
are parallel to , for i = 1; 2 we have
9h3=9i = 0 and 9˜ei=93 = 0˜ (2.1)
and so
i =− e˜3hi ·
9˜ei
9i
=
e˜ i
hi
· 9˜e39i =
e˜ i
hi
· 99i
(
1
h3
9˜x
93
)
=
e˜ i
hi
·
{
1
h3
92x˜
9i93
+
9
9i
(
1
h3
)
9˜x
93
}
=
e˜ i
h3hi
· 9(hi˜e i)93 =
1
h3hi
9hi
93
: (2.2)
We denote u˜=
∑3
i=1 u˜ i˜e i and u˜ tangential =
∑2
i=1 u˜ i˜e i where u˜ i = u˜ · e˜ i(i = 1; 2; 3). Then we have
9
9nu˜ tangential =
1
h3
9
93
2∑
i=1
u˜ i˜e i =
2∑
i=1
e˜ i
h3
9u˜ i
93
: (2.3)
Making use of a formula for components of rate-of-strain tensor which is the rst equality of (2.4)
below (see e.g. [1]), by (2.1) and (2.2) we get
ei3 =
h3
2hi
9
9i
(
u˜ 3
h3
)
+
hi
2h3
9
93
(
u˜ i
hi
)
=
1
2hi
9u˜ 3
9i
+
1
2h3
9u˜ i
93
− iu˜ i
2
: (2.4)
Therefore, denoting
(∇u˜ 3)tangential =
2∑
i=1
e˜ i
hi
9u˜ 3
9i
and using (2.3), we get
(E · n˜)tangential = 12
(
9
9nu˜ tangential −
2∑
i=1
iu˜ i˜e i + (∇u˜ 3)tangential
)
on ;
from which there results the following proposition.
Proposition 2.1. Let  and b˜ be scalar- and vector-valued, respectively, smooth functions dened
on . If u˜ · n˜=  is satised on , the equation (E · n˜)tangential = b˜ on  is rewritten in the form
9
9n u˜ tangential −
2∑
i=1
i (˜u · e˜ i )˜ei + (∇)tangential = 2˜b on 
where
(∇)tangential =
2∑
i=1
e˜ i
hi
9
9i
:
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If = 0 and b˜= 0˜ as in the case of slip boundary conditions (1.3)–(1.4), we have the following
corollary.
Corollary 2.2. Under (1.3) the condition (1.4) is rewritten as
9
9n u˜ tangential −
2∑
i=1
i (˜u · e˜ i )˜ei = 0˜ on : (2.5)
Remark. In general, if u˜ satises (1.3)–(1.4) on , by (2.5) and (2.1) we get
9
9n (˜u · e˜ i)− i (˜u · e˜ i) = 0 on  for i = 1; 2:
Hence, at a point x˜ near , velocity components u˜ · e˜ i are nearly proportional to distances between
x˜ and the centres of the corresponding principal curvatures i on the line normal to  and passing
through x˜.
3. Dissipation of the kinetic energy of a ow
The kinetic energy of a ow is dened by Ekin = ‖˜u‖2(L2(G))3=2.
We assume f˜= 0˜. For a solution u˜ to Eqs. (1.1)–(1.2) with slip boundary conditions (1.3)–(1.4)
it is easy to see that
d
dt
Ekin =−2E(˜u);
where E(˜u) =
∑3
i; j=1
∫
G eij (˜u)
2 dV . Hence, if u˜ is stationary, we have eij (˜u) = 0 and so
u˜(˜x) = U˜ + a˜× (˜x − x˜0) (3.1)
for some constant vectors U˜ ; a˜ and x˜0.
Lemma 3.1. The function u˜ given by (3.1) satises (1.2) and the stationary equation
u˜ · ∇u˜+ 2!˜× u˜+∇p= u˜ (3.2)
with some p. Moreover, a˜ is parallel to !˜, if  = 0.
Proof. If u˜ is given by (3.1), then ∇× u˜= 2˜a and we easily get
u˜× (∇× u˜) =∇{2(U˜ × a˜) · (˜x − x˜0) + |˜a× (˜x − x˜0)|2}: (3.3)
Since u˜ · ∇u˜=∇|˜u|2=2− u˜× (∇× u˜), Eq. (3.2) is reduced to
2!˜× u˜+∇p1 = 0˜; (3.4)
where p1 =p+ (|˜u|2=2−) and  is the expression in the braces of the right-hand side of (3.3).
If  = 0, from (3.4) we obtain
∇× (!˜× u˜) = !˜∇ · u˜− !˜ · ∇u˜= !˜× a˜= 0˜;
from which it follows that a˜ is parallel to !˜. The proof is completed.
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If the function u˜ given by (3.1) satises (1.3), then U˜ = 0˜ and, when a˜ = 0˜, the domain G must
be axisymmetric about a straight line passing through x˜0 and parallel to a˜.
Conversely, in case of =0, if G is spherically symmetric with respect to x˜0, u˜= a˜× (˜x− x˜0) for
any a˜ is a solution to the stationary problem (3.2) and (1.2) with slip boundary conditions (1.3)–
(1.4). On the other hand, in case of  = 0, if G is axisymmetric about an axis passing through x˜0
and parallel to !˜, the function
v˜ = !˜× (˜x − x˜0) for any real  (3.5)
is a solution to the stationary problem with the slip boundary conditions, or otherwise if G is not
axisymmetric about any straight line parallel to !˜, the zero function v˜0 = 0˜ corresponding to  = 0
is the only solution to the stationary problem with (1.3)–(1.4).
Notation. We assume  = 0 once and for all. Let us denote by S the set of all solutions to the
stationary problem (3.2) and (1.2) with slip boundary conditions (1.3)–(1.4). If G is axisymmetric
about an axis parallel to !˜, then S is the set of v˜ dened by (3.5) for all real  where x˜0 is any
point on the axis.
If G is not axisymmetric about any straight line parallel to !˜, we have S= {˜0}.
Let us denote the orthogonal projection from (L2(G))3 onto S by PS.
We can easily prove the following lemma, which will be used in Sections 5–7.
Lemma 3.2. If G is axisymmetric about an axis parallel to !˜, then each integral over G of
functions (˜u · ∇u˜) · v˜;∇p · v˜;u˜ · v˜ and (!˜× u˜) · v˜ vanishes for any p∈H 1(G), any solenoidal
u˜∈ (H 1(G))3 with (1.3) and any v˜ ∈S.
4. Korn’s inequality
It is well-known that, if G is a Lipschitz bounded domain, there exists a positive constant C such
that Korn’s second inequality
E(˜u) + ‖˜u‖2(L2(G))3 = CD(˜u) (4.1)
holds for all u˜∈ (H 1(G))3, where D(˜u) =∑ij ∫G (Diuj)2 dV . See, e.g., [2, p. 381] or [5, p. 194].
However, we can elementarily prove inequality (4.1) for u˜ with (1.3) by making use of the integral
identity (4.2) below. Cf. [7].
Lemma 4.1. When  is of class C2, we have
2E(˜u) = D(˜u) +
∫
G
(∇ · u˜)2 dV −
∫

(1(˜u · e˜1)2 + 2(˜u · e˜2)2) dS (4.2)
and (4.1) for any u˜∈ (H 1(G))3 with (1.3).
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Proof. If u˜ is of class C2 in the closure of G and satises (1.3), using integration by parts, we
obtain
2E(˜u) = D(˜u) +
∫
G
(∇ · u˜)2 dV +
∫

n˜ · (˜u · ∇u˜) dS:
Cf. [7]. We employ the orthogonal coordinates used in Section 2 and note that
n˜ · (˜u · ∇u˜) = u˜ · ∇u3 + u1h3h1
(
u3
9h3
91
− u1 9h193
)
+
u2
h2h3
(
u3
9h3
92
− u2 9h293
)
:
Cf. [1]. Then, using (2.2), we obtain n˜ · (˜u · ∇u˜) =−1u21 − 2u22 on . Hence we have (4.2) for u˜
of C2 and, on a density argument, for u˜ of H 1.
Since there exists a positive constant C	 for any positive number 	 such that
‖˜u‖2(L2())35	D(˜u) + C	‖˜u‖2(L2(G))3
whenever u˜∈ (H 1(G))3, and since i is bounded on , we get (4.1) from (4.2). The lemma is
proved.
Lemma 4.2. For u˜∈ (H 1(G))3 with (1.3) we have
‖˜u− PSu˜‖2(L2(G))35CE(˜u); (4.3)
where C is a positive constant independent of u˜.
Proof. For the proof we argue by contradiction. Assume that there exists a u˜ n with (1.3) for any
positive integer n such that 1 = ‖˜un − PSu˜ n‖2(L2(G))3 = nE(˜un). Hence, using (4.1) and setting
w˜n = u˜ n − PSu˜ n, we have
1
n
= E(w˜n)= CD(w˜n)− ‖w˜n‖2(L2(G))3 : (4.4)
Therefore, since ‖w˜n‖(L2(G))3 = 1, the sequence {w˜n} is bounded in (H 1(G))3 and it has a subse-
quence, denoted by {w˜n} again, strongly convergent in (L2(G))3. Then w˜n converges weakly to
a w˜∈ (H 1(G))3 satisfying (1.3) and ‖w˜‖(L2(G))3 = 1. Moreover, we have w˜∈S⊥, where S⊥ is the
orthogonal complement of S in (L2(G))3.
By taking the inferior limits of both sides of the rst inequality in (4.4) as n → ∞, we obtain
eij(w˜)=0; i; j=1; 2; 3, which implies w˜∈S. Hence w˜=0˜. This contradicts ‖w˜‖(L2(G))3 =1. The proof
of the lemma is completed.
5. Existence of steady ows
In this section we consider the existence of solutions to the stationary equations
u˜ · ∇u˜+ 2!˜× u˜+∇p= u˜+ f˜ (5.1)
and (1.2) with slip boundary conditions (1.3)–(1.4), when f˜ = 0˜ in general.
Let H and V be the closures in (L2(G))3 and in (H 1(G))3, respectively, of the set V of all
u˜∈ (C1( G))3 satisfying ∇ · u˜= 0 in G and u˜ · n˜= 0 on .
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A function u˜∈V is called a weak solution to the stationary problem (5.1) and (1.2) with (1.3)–
(1.4), if
2
E(˜u; v˜)− B(˜u; v˜; u˜) + 2C (˜u; v˜) = (f˜; v˜)0 (5.2)
holds for all v˜∈V, where 
= = and we have used notations E(˜u; v˜) =∑ij ∫G eij (˜u)eij (˜v) dV and
B(˜u; v˜; w˜) =
∫
G (˜u · ∇v˜) · w˜ dV for u˜; v˜; w˜∈V and C (˜u; v˜) = !˜ ·
∫
G u˜× v˜ dV and (˜u; v˜)0 =
∫
G u˜ · v˜ dV
for u˜; v˜∈ (L2(G))3.
Assume that G is axisymmetric about an axis parallel to !˜. If u˜∈V satises (5.2) for all v˜∈V,
then we have
(f˜; v˜1)0 = 0; (5.3)
where v˜1 = !˜× (˜x − x˜0). Because v˜1 satises E(˜v1) = 0; (˜u · ∇v˜1) · u˜= u˜ · (!˜× u˜) = 0 and
C (˜u; v˜1) =
1
2
∫
G
∇ · (˜u|˜v1|2) dV = 0
and so (5.3) follows. See Lemma 3.2. Hence, the existence of a weak solution for f˜ implies f˜∈S⊥.
The converse of the above implication is also valid. More precisely, we have the following
theorem.
Theorem 5.1. Let f˜∈ (L2(G))3. The stationary problem (5.1) and (1.2) with (1.3)–(1.4) has a
weak solution u˜∈V, if and only if f˜∈S⊥.
Moreover, if G is axisymmetric about an axis parallel to !˜, for any f˜∈S⊥ and for any real
number  there exists a weak solution u˜ of the form
u˜= v˜+ v˜; v˜∈V ∩ S⊥; v˜ = !˜× (˜x − x˜0): (5.4)
Sketch of the proof. We take as  an arbitrary real number if G is axisymmetric about an axis
parallel to !˜, and = 0 otherwise.
First, we note that for all v˜; w˜∈V and for all v˜ ∈S
B(˜v; w˜; v˜) =−B(˜v; v˜; w˜) =−C (˜v; w˜)
and
B(˜v; w˜; v˜) =−2C (˜v1; w˜) = 
2
2
((∇|˜v1|2); w˜)0 = 0:
Therefore, the function u˜= v˜+ v˜ is a weak solution to the stationary problem, if v˜∈V∩S⊥ satises
2
E(˜v; w˜)− B(˜v+ v˜; w˜; v˜) + (2 + )C (˜v; w˜) = (f˜; w˜)0 (5.5)
for all w˜∈V. We dene an operator T in V∩ S⊥ as follows: for v˜∈V∩ S⊥ we set T(˜v)= v˜′ such
that v˜′ ∈V ∩ S⊥ satises
2
E(v˜′; w˜) =−B(˜v+ v˜; w˜; v˜) + (2 + )C (˜v; w˜)− (f˜; w˜)0
for all w˜∈V ∩ S⊥. Then, when f˜∈S⊥, our problem (5.5) is reduced to nding a v˜∈V ∩ S⊥ such
that
E(˜v+ T(˜v); w˜) = 0 ∀w˜∈V ∩ S⊥: (5.6)
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Using Sobolev’s imbedding theorem and Lemmas 4.1 and 4.2 we can show that the operator T
is compact in the space V∩ S⊥ and that all the solutions v˜∈V∩ S⊥ of the equation v˜+ T(˜v) = 0˜
are uniformly bounded with respect to ∈ [0; 1]. Then by the Leray–Schauder theorem a solution v˜
of (5.6) exists.
6. Asymptotic behaviours of nonstationary ows
As regards the existence of a weak solution to the nonstationary problem (1.1)–(1.4) with
u˜(0; x˜) = u˜ 0(˜x); (6.1)
we have the following theorem.
Theorem 6.1. For any u˜ 0 ∈H and f˜∈L1(0; T ; (L2(G))3) there exists a weak solution u˜ of the
problem (1.1)–(1.4) and (6.1), that is, u˜ is a function in L2(0; T ;V) with the following three
properties:
(i) u˜(t) is continuous in the weak topology of H in the interval 05 t5T .
(ii) u˜(t) tends to u˜ 0 in the strong topology of H as t → +0.
(iii) The equality
−
∫ t
0
(
u˜();
d
d
˜()
)
0
d+ (˜u(t); ˜(t))0 − (˜u 0; ˜(0))0
=−
∫ t
0
{2
E(˜u(); ˜()) + B(˜u(); u˜(); ˜()) + 2C (˜u(); ˜())} d
+
∫ t
0
(f˜(); ˜())0 d
holds for all t ∈ [0; T ] and all ˜∈C1(0; T ;V).
This theorem can be proved by employing the method used in [4], Chapter VI, Section 4, with
some suitable modications, and so we will show here only basic details of its proof.
Sketch of the proof. Let {˜ak}∞k=1 be a complete orthonormal system in H of functions in V. Then
each a˜k is bounded in G. Let u˜ n(˜x; t) =
∑n
k=1  kn(t)˜ak (˜x) for n = 1; 2; 3; : : : be determined by the
relations
d
dt
(˜un; a˜k)0 =−2
E(˜un; a˜k)− B(˜un; u˜ n; a˜k)− 2C (˜un; a˜k) + (f˜; a˜k)0 (6.2)
and  kn(0) = (˜u 0; a˜k)0 when 15k5n. Then we can easily show
1
2
d
dt
‖˜un(t)‖2(L2(G))3 + 2
E(˜un(t)) = (f˜; u˜ n)0; (6.3)
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from which we obtain
‖˜un(t)‖(L2(G))35 ‖˜un(0)‖(L2(G))3 +
∫ t
0
‖f˜()‖(L2(G))3 d; (6.4)
‖˜un(t)‖2(L2(G))3 + 4

∫ t
0
E(˜un()) d52‖˜u 0‖2(L2(G))3 + 3
(∫ T
0
‖f˜()‖(L2(G))3 d
)2
= A1
and
‖˜un(t)‖2(L2(G))3 + C
∫ t
0
‖˜un()− PSu˜ n()‖2(H 1(G))3 d5A1
when 05 t5T for some positive constant C independent of n and t and where we have used the
inequality ‖˜un(0)‖(L2(G))35 ‖˜u 0‖(L2(G))3 and Lemma 4.2. Since a˜‘ is in V ∩ (L∞(G))3, making use
of (6.2), we can prove that, for each ‘, the sequence of functions { ‘n}n=‘ is uniformly bounded
and equi-continuous in 05 t5T . Then, by Ascoli–Arzela’s theorem, we can choose a subsequence
nk for which  ‘nk (t) converges uniformly in 05 t5T as k → ∞ for all ‘. Then u˜ nk (t) con-
verges weakly in H to a u˜(t) uniformly in 05 t5T . Then u˜ satises the property (i) mentioned
in Theorem 6.1. Moreover, by virtue of Friedrichs’ inequality, we can show that u˜ nk converges to
u˜ strongly in L2(0; T ;H) (see [4]) and some subsequence of u˜ nk converges weakly in L
2(0; T ;V).
Hence u˜∈L2(0; T ;V).
To prove (ii), we take the inferior limits in both sides of (6.4) with n= nk as k →∞. Because
of the weak convergence of u˜ nk (t) and the strong one of u˜ nk (0), we obtain an inequality which is
a modication of (6.4) with u˜(t) and u˜(0) replacing u˜ n(t) and u˜ n(0), respectively. Next, taking the
superior limits as t → +0 in both sides of the inequality just obtained, we have the inequality
lim sup
t→+0
‖˜u(t)‖L2(G))35 ‖˜u(0)‖(L2(G))3 :
Then (ii) follows from the above inequality and from the weak continuity of u˜(t) at t = 0.
To prove (iii), let Vm be the linear space spanned by a˜‘; 15‘5m. For any ˜∈C1(0; T ;Vm), any
n= m and any t in 05 t5T , by (6.2) we have(
d
dt
u˜ n(t); ˜(t)
)
0
=− 2
E(˜un(t); ˜(t))− B(˜un(t); u˜ n(t); ˜(t))− 2C (˜un(t); ˜(t)) + (f˜(t); ˜(t))0:
Integrating both sides of the above equality with respect to t and using integration by parts in the
left-hand side of the equality just obtained, we get
−
∫ t
0
(
u˜ n();
d
d
˜()
)
0
d+ (˜un(t); ˜(t))0 − (˜un(0); ˜(0))0
=−
∫ t
0
{2
E(˜un(); ˜()) + B(˜un(); u˜ n(); ˜()) + 2C (˜un(); ˜())} d
+
∫ t
0
(f˜(); ˜())0 d
for all t ∈ [0; T ]. Then, taking limits of terms of the above equality with n= nk as k →∞, we have
(iii) for all ˜∈C1(0; t;Vm). For any ˜∈C1(0; t;V) we can choose a sequence of positive integers
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mj and that of functions ˜j ∈C1(0; T ;Vmj) such that ˜j(t) converges strongly in H to ˜(t) uniformly
in [0; T ]. Hence, setting ˜ = ˜j in equality (iii) and taking limits of its terms as j → ∞, we get
(iii) for ˜∈C1(0; t;V). Thus we have proved that u˜ is a weak solution to the problem (1.1)–(1.4)
and (6.1). The sketch of the proof has been done.
For some f˜∈L1(0; T ; (L2(G))3) we can treat asymptotic behaviours, as t →∞, of solutions u˜ to
the nonstationary problem (1.1)–(1.4) with initial data u˜ 0 ∈H. We assume that u˜ is a solution which
is obtained in the above sketch of the proof of Theorem 6.1. Cf. [6]. If G is axisymmetric about an
axis parallel to !˜, we take a˜1 = v˜1 in the sketch of the proof and we get dPSu˜(t)=dt=PSf˜(t) when
05 t5T . Cf. Lemma 3.2. Integrating both sides of the above equality, we get PSu˜(t) = PSu˜ 0 +∫ t
0 PSf˜() d when 05 t5T .
Theorem 6.2. If f˜(˜x)∈S⊥ and ‖f˜‖(L2(G))3 is suciently small, then u˜(t) satises
‖˜u(t)− v˜‖(L2(G))35e−Ct ‖˜u 0 − v˜‖(L2(G))3 ; t ¿ 0; (6.6)
where v˜ is a solution to the stationary problem (5.1) and (1.2) with (1.3)–(1.4) satisfying PSv˜ =
PSu˜ 0, and C is a positive constant independent of t and depending on ‖f˜‖(L2(G))3 , 
 and G.
In particular, if f˜ = 0˜, we can take v˜ = PSu˜ 0 as the stationary solution in the statement of the
above theorem. Hence by (6.6) we nd limt→∞ u˜(t) = PSu˜ 0.
Proof of (6.6). Set w˜(t)= u˜(t)− v˜, where v˜ is a solution, mentioned in the statement of the theorem,
to the stationary problem with some q. Then we easily see
9w˜
9t + w˜ · ∇w˜ + w˜ · ∇v˜+ v˜ · ∇w˜ + 2˜ × w˜ +
1

∇(p− q) = 
w˜:
As in the sketch of the proof of Theorem 6.1, we have a sequence w˜n ∈C1(0; T ;V) such that w˜n(t)
converges weakly in H to w˜(t) uniformly in 05 t5T as n → ∞. Then, in a manner as we have
got (6.3), we obtain
1
2
d
dt
‖w˜n‖2(L2(G))3 + B(w˜n; v˜; w˜n) =−2
E(w˜n): (6.7)
Making use of Sobolev’s inequality, we have
|B(w˜n; v˜− PSv˜; w˜n)|5C0‖w˜n‖2(H 1(G))3
√
D(˜v− PSv˜):
Here and hereafter C0 and Ci are suitable positive constants independent of v˜; w˜n and 
. Using
Lemmas 4.1 and 4.2 and taking inner products in (L2(G))3 of v˜ − PSv˜ with terms of (5.1) where
u˜ is replaced by v˜, we have D(˜v− PSv˜)5C1E(˜v)5C2‖f˜‖2(L2(G))3=
2. Thus, using (4.1), from (6.7)
we obtain
1
2
d
dt
‖w˜n‖2(L2(G))35
(
−2
+ C3


‖f˜‖(L2(G))3
)
E(w˜n):
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Therefore, when ‖f˜‖(L2(G))3 ¡ 2
2=C3, using Lemma 4.2, we nd (6.6) with w˜n(t) and w˜n(0) instead
of u˜(t)− v˜ and u˜ 0− v˜, respectively. Since w˜n(t)→ u˜(t)− v˜ weakly and w˜n(0)→ u˜ 0− v˜ strongly in
(L2(G))3 as n →∞, we obtain inequality (6.6), which is to be proved.
7. Linear stability of rigid rotational ows
In this section we assume that G is axisymmetric about an axis parallel to !˜. For every real
number , (˜u; p) = (˜v; p) is a stationary solution to the problem (1.1)–(1.4) when f˜ = 0˜, where
v˜ ∈S given by (3.5) and p = |˜v|2=2. In this section we treat perturbations of (˜v; p).
Let us denote by (˜v; q) a perturbation of (˜v; p), where the pair of u˜= v˜ + v˜ and p=p + q is
a solution to problem (1.1)–(1.4). So we have a linearized system of perturbation

{
9˜v
9t + v˜ · ∇v˜+ v˜ · ∇v˜
}
+ 2˜ × v˜+∇q= v˜ in G and for t ¿ 0; (7.1)
∇ · v˜= 0 in G and for t ¿ 0; (7.2)
v˜ · n˜= 0 and (E(˜v) · n˜)tangential = 0˜ on  and for t ¿ 0 (7.3)
and an eigenvalue problem corresponding to the above system of perturbation
˜v+ v˜ · ∇v˜+ v˜ · ∇v˜ + 2˜ × v˜+ 1 ∇q= 
v˜ in G and for t ¿ 0 (7.4)
with (7.2) and (7.3). Now we will nd out some properties of solutions to the problem (7.2)–(7.4).
For v˜∈V we set A˜v= v˜′, if there exists a uniquely determined v˜′ ∈H such that
(˜v · ∇v˜+ v˜ · ∇v˜ + 2˜ × v˜− 
v˜; w˜)0 = (v˜′; w˜)0 for all w˜∈V:
Then A is a linear operator in H. We can show that A has a compact resolvent in H. Hence, by the
Riesz–Schauder theory, the spectrum of A which coincides with the set of eigenvalues of problems
(7.2)–(7.4) consists of a sequence of eigenvalues j of nite multiplicity with |j| → ∞ as j →∞.
Let v˜∈H be an eigenfunction belonging to an eigenvalue =j of the eigenvalue problem (7.2)–
(7.4), and assume ‖˜v‖(L2(G))3 = 1. Taking inner products of v˜ and terms of (7.4) in the complex
Hilbert space (L2(G))3, we have
(˜v · ∇v˜; v˜)0 =−2i(˜v · ∇Re v˜; Im v˜)0; (7.5)
(˜v · ∇v˜; v˜)0 =−i(Im v˜ · ∇Re v˜− Re v˜ · ∇ Im v˜; v˜)0 (7.6)
and
(!˜× v˜; v˜)0 = 2i(!˜× Im v˜;Re v˜)0; (7.7)
all of which are purely imaginary or null. Moreover, the inner product (v˜; v˜)0 =
−2 ∑ij ∫G |eij (˜v)|2 dV is negative or null, and Re = 
 (v˜; v˜)0.
By assumption, G is axisymmetric with respect to an axis parallel to !˜, and so we see by Lemma
3.2 that all the inner products of (7.5)–(7.7) are null when (v˜; v˜)0=0. Hence =0 is an eigenvalue
of problems (7.2)–(7.4) and S is the eigenspace belonging to the eigenvalue 0. Moreover, all the
other eigenvalues of A have negative real parts. Therefore we conclude that rigid rotational ows
are linearly stable.
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