This paper examines the long-run relationship between oil prices and stock market prices of G7 countries by using Robinson (1994a) tests for fractional integration and cointegration instead of the classical approaches. Having found that the unit root null hypothesis cannot be rejected for any individual series, it is examined whether oil prices and stock market prices have a fractional cointegration relationship. Test results on the residuals from the cointegrating regressions indicate that there is evidence of fractional cointegration between oil prices and DAX 30, Dow Jones, FTSE 100 and SP-TSX indices while there is no evidence of fractional cointegration for others.
Introduction
Oil plays an important role in most economies around the world as a major source of inputs for a variety of petrochemical products (Happe, 1984) . The simple demand and supply rule is valid for oil price, whereas it results from a perception of the equilibrium between the oil demand and supply. Although this perception is important, there are other external factors such as an increase of the oil demand from emerging countries, multiplication of tensions with Iraq and Iran and the recent interaction between oil and fi nancial markets, which cause sharp increases (Jawadi and Leoni, 2009) . If the oil price increases, this acts as an infl ation tax on consumers and producers, while following two things happen (Basher and Sadorsky, 2006) : -consumers try to spend on other goods and services, -oil price volatility increases risk and uncertainty, which negatively affects the stock prices and reduces wealth and investment.
Various transmission channels exist through which oil prices may have an impact on economic activity (Brown and Yücel, 2002; Jones et al., 2004; Lardic and Mignon, 2006) . The relationship between oil prices and GDP can be understood via the classic 178  PRAGUE ECONOMIC PAPERS, 2, 2011 supply side effect. Oil price increases have a negative impact on output. An increase in oil prices leads to an increase in the cost of production which in turn causes a decrease in growth of output and productivity. Oil price increase represents an infl ationary shock. As oil prices increase, the amount of money demand also increases. According to money demand increase, the infl ation rate of the country may rise, investments may decrease and total GDP may decline. An oil price increase may have a negative effect on consumption, unemployment and trade of oil importer countries. In addition to these effects, oil price movements may also have an impact on stock prices. While there is a huge literature concerning the relationship between oil prices and macroeconomic variables, there is relatively little work on the relationship between oil prices and stock markets prices. Huang et al. (1996) examine the link between daily oil future returns and daily United States stock returns. Their fi ndings indicate that oil future returns do lead some individual oil company stock returns but they do not have much impact on general market indices. Jones and Kaul (1996) use quarterly data to test whether the reaction of international stock markets to oil shocks can be justifi ed by current and future changes in real cash fl ows and/or changes in expected returns. Their results indicate that the reaction of Canadian and US stock prices to oil price shocks can be completely accounted for by the impact of these shocks on real cash fl ows. In contrast, the fi ndings for Japan and the UK are not as strong. Jones and Gautam (1996) investigate the stock market of US, Canada, Japan and England based on a standard cash/dividends valuation model and fi nd that oil price changes have a decisive effect on the real stock returns. Sadorsky (1999) using monthly data over the period shows that an oil price shock has a negative and statistically signifi cant initial impact on stock returns. Higher production costs due to higher oil prices will cause earnings to decline. An effi cient stock market will react with an immediate decline in stock prices. Thus, individual oil price shocks depress real stock returns. Papapetrou (2001) examines the dynamic relationship among oil prices, real stock prices, interest rates, real economic activity and employment in Greece by using multivariate VAR approach and fi nds that oil price changes affect real economic activity and employment. Another fi nding of the paper is that oil prices are important in explaining stock price movements. Maghyereh (2004) investigates the linkages between crude oil price shocks and stock market returns in 22 emerging countries and fi nds that oil shocks have no signifi cant impact on stock index returns. El-Sharif et al. (2005) examine the link between oil prices and measures of stock market performance. Hammoudeh and Choi (2006) examine the relationship between fi ve Gulf Cooperation Council's stock markets and their links to the three Global factors -the WTI oil prices, the US 30 months treasury bill rate and S&P 500 index. According to their fi ndings, there is no direct effect of oil price on the S&P 500 index. Anoruo and Mustafa (2007) investigate the relationship between oil prices and stock market returns for the United States by using cointegration techniques and modifi ed VECM approach. Their results reveal evidence in favour of the cointegration between oil prices and stock markets and imply that the oil market accommodates changes in stock prices. Cong et al. (2008) investigate the interactive relationships between oil price shocks and Chinese stock market by using multivariate VAR model and fi nd that oil price shocks do not show statistically signifi cant impact on the real stock returns of most Chinese stock market indices. By analysing the US and 13 European countries, Park and Ratti (2008) conclude that the impacts of oil price shocks on the stock market of oil-importing countries are negative while the impacts on the stock market of oil-exporting countries are positive.
The aim of the paper is to investigate the long-run relationship between oil prices and stock market prices of G7 countries by using fractional integration and cointegration methods instead of the classical approach based on (0) I stationarity or
(1) I cointegrating relationships. As a difference of the paper, we use different versions of Robinson (1994a) tests for fractional integration and cointegration following Gil-Alana (2003) and Caporale and Gil-Alana (2004) . In their procedure, if the individual series are integrated of the same order according to the Robinson (1994a) test results, integration order of the residuals from the cointegrating regression is tested in the second step. As a result, there will be an evidence of fractional cointegration if the residuals have smaller integration order than the individual series. Robinson method has several distinguishing features compared with other procedures (Gil-Alana, 2004) : It has standard (normal) null limit distribution and it is the most effi cient one when directed against appropriate fractional alternatives. In addition, this standard distribution holds independently of the inclusion or noninclusion of deterministic components in the regression model.
The rest of the paper is structured as follows: Section 2 presents the Robinson (1994a) tests for fractional integration and cointegration. Section 3 describes data and reports the empirical results while Section 4 concludes.
Robinson (1994a) Tests for Fractional Integration and Cointegration
In this section, we describe the tests of Robinson (1994a) , which is employed to analyze the fractional cointegration relationship between oil prices and stock market prices in G7 countries. In studies relying on standard cointegration analysis, the equilibrium errors are restricted to be an I (0) process which is not persistent. However, it might be the case that the equilibrium errors respond more slowly to shocks which results in highly persistent deviations from equilibrium (Caporale and Gil-Alana, 2002) . For this purpose, Robinson (1994a) considers the following regression model,
where y t is the observed time series for t = 1, 2, ... T, β = (β 1 ,..., β k )´ is a (k 1) vector of unknown parameters, z t is a (k 1) vector of deterministic regressors such as an intercept or a linear trend. And the regression errors x t can be explained as follows:
where L is the lag operator and u t is an I(0) process. Here, d can take any real value. If d = 0 in equation (2), x t = u t and a "weakly autocorrelated" x t is allowed for. When d > 0, x t is said to be "strongly autocorrelated" or "strong dependent". Clearly, the unit root case corresponds to d = 1 in (2). If d > 0, X t is said to be long memory (Granger and Joyeux, 1980; Hosking, 1981) . If 0.5 < d < 1, the process is nonstationary and exhibits long memory. If 0 < d < 0.5 , the process is stationary and exhibits long memory. It is important to note that when d < 0.5 the process is stationary as well as mean reverting with the effect of the shocks dying away in the long run and when 0.5 ≤ d the process is non-stationary even if the fractional parameter is signifi cantly less than 1. Robinson (1994a) 
where () j I  is the periodogram of u t and T * is a compact subset or the Euclidean space. The main advantage of the Robinson (1994a) procedure is that it tests unit and fractional roots with a standard null limit distribution, which is unaffected by inclusion or not of deterministic trends. Under certain regularity conditions, Robinson (1994a) showed that the test statistic is
Thus, a one sided 100α% level test of Eq(3) against the alternative
given by the rule "Reject H 0 if rz   " where the probability that a standard normal variate exceeds z  is α and conversely, a one sided 100α% level test of Eq(3) against the alternative
applications of the test with this version and other versions can be found in Robinson (1997, 2001) , Gil-Alana (1999 , 2000 , 2001 , 2002b . Gil-Alana (2003) and Caporale and Gil-Alana (2004) introduce the fractional cointegration concept and propose a procedure based on two steps. According to the simplest defi nition, a given vector X t is fractionally cointegrated if (Caporale and Gil-Alana, 2004 ): i) all its components (X it ) are integrated of the same order (d ) and, ii) there is at least one linear combination of these components which is fractionally integrated of order b , with b < d .
In the fi rst step of their procedure, the integration orders of the individual series are tested by using Robinson (1994) tests and if all are integrated of the same order, in the second step, the integration order of the residuals from the cointegrating regression is tested. Gil-Alana (2003) and Caporale and Gil-Alana (2004) consider the following model for fractional cointegration:
(1 )
where e t are the OLS residuals from the cointegrating regression and t v is I(0). The null H 0 : θ = 0 hypothesis is tested against the one sided alternative H 1 : θ < 0. If H 0 hypothesis on the estimated residuals is rejected, there will be an evidence of cointegration of a certain degree since the residuals will be integrated of a smaller order than the individual series. If we cannot reject the null hypothesis, no cointegration will be found since the integration order of the residuals will be same as the univariate series.
Data and Empirical Results
This study examines the fractional cointegration relationship between oil prices and stock market prices of G7 countries by using Robinson (1994a) normality. The signifi cance of 1  in all series suggests the presence of short term dependence. As a fi rst step of the analysis, we examine seasonality for monthly data by using eleven dummy variables, each representing one of the months in a year. Since the dummy variables are insignifi cant, they are not taken into account in the analysis. The next step of the analysis is to investigate the unit root properties of the oil prices and stock market prices by using Augmented Dickey Fuller (ADF), Philips and Perron (PP) and Kwiatkowski, Philips, Schmidt and Shin (KPSS) unit root tests. The results are presented in The ADF and PP unit root tests results show that oil prices are stationary after fi rst differencing in the cases with intercept but it is found stationary in the level with intercept and trend. The results for stock market prices indicate that all of them are stationary after fi rst differencing. It is known that standard ADF and PP tests are not very informative on how to distinguish between a unit root and near unit root cases and they have low power in small sample size. Therefore the alternative KPSS test is used to confi rm the results of both ADF and PP tests. The KPSS test, which is suggested by Kwiatkowski et al. (1992) , has the advantage of allowing for weakly dependent and nonhomogeneously distributed errors. This test differs from other unit root tests in that the series are assumed to be stationary under the null. According to the KPSS test results, the null hypothesis is rejected in favour of the unit root hypothesis for all cases at levels. These fi ndings confi rm that all series are stationary after fi rst differencing. However, these unit root tests do not take account of the possible long memory properties of the series. Therefore, we also apply different versions of Robinson (1994a) tests to examine the long memory properties of the data. Under the null hypothesis H 0 (3), we examine the cases with an intercept and a linear time trend and model the I(0) disturbances to be both white noise and AR(1) processes. Table 3 reports the one sided test statistics r with .05 value for DAX 30 index cannot be rejected. It is seen that unit root null hypothesis (d=1) cannot be rejected for all univariate series. These results indicate that all series may be integrated of order 1, although other fractional orders of integration lower than or higher than 1, also appear to be plausible in some cases. Having found that individual series have unit root, it is examined whether oil prices and stock market prices have a fractional cointegration relationship. The OLS estimation results of the cointegrating regressions are reported in Table 4 . The results indicate that all the coeffi cients are statistically signifi cant and all of them are positive except β coeffi cient for Nikkei 225 index. It means that oil prices have a negative effect on Nikkei 225 index and have a positive effect on the remaining indices. In the next step of the analysis, we investigate whether the estimated residuals from these cointegrating regressions have an integration order smaller than the individual series (d < 1). It is known that there will be an evidence of fractional cointegration if the residuals have smaller integration order than the individual series. In order to investigate it, Robinson (1994a) tests are applied for the estimated residuals following Gil-Alana (2003) and Caporale and Gil-Alana (2004) . Table 5 reports values of the one sided statistic r under the assumptions of white noise and AR(1) disturbances.
Here, we can still rely on the asymtotic critical values. The fact that the least square estimations of the cointegrating parameters are consistent estimates of the true value under cointegration, allows to use the asymptotic critical values given by the normal distribution when testing d for the estimated residuals (Caporale and Gil-Alana, 2004) These results indicate that integration orders of the residuals for Dax 30, Dow Jones, FTSE 100 and SP-TSX indices are smaller than the individual series. In other words, fractional cointegration is found between oil prices and Dax 30, Dow Jones, FTSE 100 and SP-TSX indices if the disturbances are AR(1). Because of that unit root null hypothesis cannot be rejected for CAC 40, MIB 30 and the integration order of the residuals for Nikkei 225 is bigger than 1, there is no evidence of fractional cointegration between oil prices and corresponding indices.
To sum up, this paper gives mixed results based on the disturbances. If the disturbances are assumed to be white noise, there is evidence of fractional cointegration between oil prices and Dow Jones index. If the disturbances are AR(1), fractional cointegration is found between oil prices and Dax 30, Dow Jones, FTSE 100 and SP-TSX indices.
Conclusions
In this paper, long-run relationship between oil prices and stock market prices of G7 countries is investigated by using Robinson (1994a) tests for fractional integration and cointegration. For monthly data, at fi rst, we examine seasonality by using eleven dummy variables, each representing one of the months in a year. Since the dummy variables are insignifi cant, they are not taken into account in the analysis. To investigate the unit root properties of the series, we use ADF, PP and KPSS unit root tests and fi nd that all series are stationary after fi rst differencing. It is known that these unit root tests do not take account of the possible long memory properties. Therefore, we also apply different versions of Robinson (1994a) tests to examine the long memory properties of the data. The test results for individual series indicate that unit root null hypothesis (d = 1) cannot be rejected for all the series. Having found that the series may be integrated of order 1, although other fractional orders of integration lower than or higher than 1, also appear to be plausible in some cases, we examine whether oil prices and stock market prices have a fractional cointegration relationship. Following Gil-Alana (2003) and Caporale and Gil-Alana (2004) , Robinson (1994a) tests are applied on the residuals from the cointegrating regressions. The fi nding results show that there is evidence of fractional cointegration between oil prices and Dow Jones index if the disturbances are white noise. For AR(1) disturbances, fractional cointegration is found between oil prices and Dax 30, Dow Jones, FTSE 100 and SP-TSX indices. But, there is no evidence of fractional cointegration for CAC 40, MIB 30 and Nikkei 225 indices.
