In deep neural networks, the spectral norm of the Jacobian of a layer bounds the factor by which the norm of a signal changes during forward or backward propagation. Spectral norm regularization has also been shown to improve the generalization and robustness of deep networks. However, existing methods to compute the spectral norm of the jacobian of convolution layers either rely on heuristics (but are efficient in computation) or are exact (but computationally expensive to be used during training). In this work, we resolve these issues by deriving an upper bound on the spectral norm of a standard 2D multi-channel convolution layer. Our method provides a provable bound that is differentiable and can be computed efficiently during training with negligible overhead. We show that our spectral bound is an effective regularizer and can be used to bound the lipschitz constant and the curvature (eigenvalues of the Hessian) of neural network. Through experiments on MNIST and CIFAR-10, we demonstrate the effectiveness of our spectral bound in improving the generalization and provable robustness of deep networks against adversarial examples. Our code is available at https://github.com/singlasahil14/CONV-SV.
Introduction
Bounding the singular values of different layers of a neural network is a way to control the complexity of the model and has been used in different problems including robustness, generalization, optimization, generative modeling etc. For example, the spectral norm (the maximum singular value) of a layer bound the factor by which the norm of the signal increases or decreases during both forward and backward propagation within that layer. If all singular values are all close to one, then the gradients neither explode nor vanish [1, 2, 3] . Previous work has shown that the generalization error of the network can be bounded by the Lipschitz constant of the network [4, 5] which in turn can be bounded by the product of the spectral norm of the layers. Therefore, bounding the singular values can enhance the generalization of the network. Lipschitz constraint on the neural network is also known to be useful for Wassterstein distance estimation [6, 7, 8] which in turn can be used for generative models such as Wasserstein GANs [9, 10] , Wasserstein VAEs [11] etc. Some previous works have also tried to certify robustness of neural networks against adversarial attacks by bounding the Lipschitz constant of the network [8, 12, 13, 14, 15, 16] . These considerations have resulted in multiple works to regularize neural networks by penalizing the spectral norm of the network layers [17, 18, 19, 20, 21] .
For a fully connected layer with weights W and bias b, the lipschitz constant is simply given by spectral norm of the weight matrix i.e, W 2 , which can be computed efficiently using the power iteration method [22] . In particular, if the matrix W is of size p × q, the running complexity of power iteration (assuming convergence in constant number of steps) is O(pq).
Convolution layers [23] are one of the key components of modern neural networks, particularly in computer vision [24] . Given a convolution filter L of dimensions c out × c in × h × w (h, w, c in , c out denote the height, width, number of input, output channels respectively) and a square input sample of size c in × n × n (the height and width are n), a naive representation of the Jacobian of this layer will result in a matrix of size n 2 c out × n 2 c in . For example, for a typical convolution layer with the filter size 7 × 7 × 64 × 3 and Imagenet [25] sized input 3 × 224 × 224, the corresponding jacobian matrix has a very large size: 802816 × 150528. This makes the computation of spectral norm using the power iteration difficult. Furthermore, due to the structure of convolution operation, the jacobian will be a sparse matrix. But a naive computation of the gradient using the outer product of singular vectors (corresponding to the largest singular value) will result in non-zero gradient at locations that are identically zero throughout training.
Recently, Sedghi et al. [21] has provided a principled approach to exactly compute the singular values of convolution layers. However, the method proposed in [21] is still computationally expensive prohibiting its use during the training of deep networks. In particular, their method requires the computation of the norm of n 2 matrices of size c out ×c in (here n is the width and height of the input) for every convolution layer. Thus to compute the spectral norm of the convolution filter discussed in the previous paragraph, their method will compute the norm of 224 × 224 = 50176 matrices, each of size 64 × 3. (see Table 1 for the running time). This makes their method prohibitively expensive to use during training. Moreover, computing the gradient of the spectral norm using this method is not straightforward. Thus, they compute all the singular values and clip above a certain threshold to bound the spectral norm of the layer.
Because of the aforementioned issues, efficient methods to control the spectral norm of convolution layers have resorted to heuristics and approximations [18, 19, 20, 26] . Typically they reshape the convolution filter of dimensions c out × c in × h × w to construct a matrix of dimensions c out × hwc in , and use the spectral norm of this matrix as a (heuristic) estimate of the spectral norm of the convolution layer. To regularize during training, they use the outer product of the corresponding singular vectors as the gradient of the largest singular value with respect to the reshaped matrix. Since the weights do not change significantly during each training step, they use one iteration of power method during each step to update the singular values and vectors (using the singular vectors computed in the previous training step). This method generally results in negligible overhead during training, however it does not have any theoretical underpinnings.
Spectral norm estimates
Running time (in seconds) Filter shape Exact method [21] Heuristic method [19] Upper bound (Ours) Exact Heuristic Ours Table 1 : Comparison between the exact spectral norm of the jacobian J 2 (computed using Sedghi et al. [21] ), the heuristic method [19, 20] and our proposed bound min( √ hw R 2 , √ hw S 2 ) for the first 6 layers of a Resnet-18 network pretrained on Imagenet [25] . The heuristic is always significantly smaller than the exact spectral norm. However, min( √ hw R 2 , √ hw S 2 ) is within 1.5 times the exact spectral norm J 2 (except the first layer). All running times were computed on the CPU using tensorflow. Results for all layers in Appendix Table 7 . We observe a similar trend.
On one hand, there is a computationally efficient but heuristic way of computing and bounding the spectral norm of convolutional layers [19, 20] . However in Table 1 , we show that this heuristic estimate can be very small compared to the exact spectral norm for a standard Resnet-18 architecture [27] pretrained on Imagenet [25] . On the other hand, the exact computation of the spectral norm of convolutional layers proposed by Sedghi et al. [21] can be very expensive for commonly used architectures. For example, Table  1 shows the running time of the method proposed in [21] .
In this paper, we resolve these issues by deriving a differentiable and efficient upper bound on the spectral norm of convolutional layers. Our bound is provable and not based on heuristics. Moreover, our computational complexity is similar to that of Miyato et al. [19, 20] allowing our bound to be used as a regularizer for efficiently training deep convolutional networks. In this way, our proposed approach combines the benefits of the speed of the heuristic approach and the rigor of the approach by Sedghi et al. [21] . Table  2 summarizes the differences between previous work and our approach. Exact (Sedghi et al. [21] ) Heuristic (Miyato et al. [19] ) Upper bound (Ours)
Computation
Norm of n 2 matrices, each of size c out × c in Norm of one matrix of size c out × (c in wh)
Norm of one matrix of size (c out h) × (c in w)
Principled bound Table 2 : Comparison of various methods used for computing the norm of convolution layers. n is the height and width for a square input, c in is the number of input channels, c out is the number of output channels, h and w are the height and width of the convolution filter.
Below we briefly explain our main result. Consider a convolution filter L of dimensions c out × c in × h × w and input of size c in × n × n. The corresponding jacobian matrix J is of size n 2 c out × n 2 c in . We show that the largest singular value of the jacobian i.e J 2 is bounded as follows:
where R and S are matrices of sizes hc out × wc in and wc out × hc in , respectively, and can be computed by appropriately reshaping the filter L (details in Section 3). Also note that the usual heuristic would reshape L to a matrix of size c out × hwc in in contrast to matrices R and S of sizes hc out × wc in and wc out × hc in , respectively. Further note that this upper bound is independent of the input width and height (n). Formal results are stated in Theorem 1 and proved in Appendix Section A. This leads to an extremely efficient method to compute the spectral norm of convolution layers using the following numpy code:
def Si ng ul arV al ue sB oun d ( k e r n e l ) : c o u t , c i n , h , w = k e r n e l . shape k e r n e l t r a n s p o s e = np . t r a n s p o s e ( k e r n e l , ( 0 , 2 , 1 , 3 ) ) k e r n e l m a t r i x = np . r e s h a p e ( k e r n e l t r a n s p o s e , ( h * c o u t , −1) ) return ( np . s q r t ( h * w) * np . l i n a l g . norm ( k e r n e l m a t r i x , ord=2) )
Code is available at https://github.com/singlasahil14/CONV-SV.
Notation
For a vector v, we use v j to denote the element in the j th position of the vector. We use A j,∶ to denote the j th row of the matrix A, A ∶,k to denote the k th column of the matrix A. We assume both A j,∶ and A ∶,k to be column vectors (thus A j,∶ is constructed by taking the transpose of j th row of A). A j,k denotes the element in j th row and k th column of A. A j,∶k and A ∶j,k denote the vectors containing the first k elements of the j th row and first j elements of k th column, respectively. A ∶j,∶k denotes the matrix containing the first j rows and k columns of A:
For n ∈ N, we use [n] to denote the set {0, . . . , n} and [p, q] (p < q) to denote the set {p, p + 1 . . . , q}. We will index the rows and columns of matrices using elements of [n], i.e. numbering from 0. Addition of row and column indices will be done mod n unless otherwise indicated. For a matrix A ∈ R q×r and a tensor B ∈ R p×q×r , vec(A) denotes the vector constructed by stacking the rows of A and vec(B) denotes the vector constructed by stacking the vectors vec(B j,∶,∶ ), j ∈ [p − 1]:
For a given vector v ∈ R n , circ(v) denotes the n × n circulant matrix constructed from v i.e rows of circ(v) are circular shifts of v. For a matrix A ∈ R n×n , circ(A) denotes the n 2 × n 2 doubly block circulant matrix constructed from A, i.e each n × n block of circ(A) is a circulant matrix constructed from the rows A j,∶ , j ∈ [n − 1]:
We use F to denote the Fourier matrix of dimensions n × n, i.e F j,k = ω jk , ω = e −2πi n , i 2 = −1. For a matrix A, σ(A) denotes the set of singular values of A. σ max (A) and σ min (A) denotes the largest and smallest singular values of A respectively. A ⊗ B denotes the kronecker product of A and B. We use A ⊙ B to denote the hadamard product between two matrices (or vectors) of the same size. We use I n to denote the identity matrix of dimensions n × n.
We use the following notation for a convolutional neural network. L denotes the number of layers and φ denotes the activation function. For an input x, we use z (I) (x) ∈ R N I and a (I) (x) ∈ R N I to denote the input (before applying the activation function) and output (after applying the activation function) of neurons in the I th hidden layer of the network, respectively. Thus a (0) denotes the input image x. To simplify notation and when no confusion arises, we make the dependency of z (I) and a (I) to x implicit. φ ′ (z (I) ) and φ ′′ (z (I) ) denotes the elementwise derivative and double derivative of φ at z (1) . W (I) denotes the weights for the I th layer i.e W (I) will be a tensor for a convolution layer and a matrix for a fully connected layer. J (I) denotes the jacobian matrix of vec(z (1) ) with respect to the input x. θ denotes the neural network parameters. f θ (x) denotes the softmax probabilities output by the network for an input x. For an input x and label y, the cross entropy loss is denoted by (f θ (x), y).
Main Result
Consider a convolution filter L of size c out × c in × h × w applied to an input X of size c in × n × n. The filter L takes an input patch of size c in × h × w from the input and outputs a vector of size c out for every such patch. The same operation is applied across all such patches in the image. To apply convolution at the edges of the image, modern convolution layers either not compute the outputs thus reducing the size of the feature map, or pad the input with zeros to preserve its size. When we pad with zeroes, the corresponding jacobian becomes a topelitz matrix.
Another version of convolution treats the input as if it were a torus; when the convolution operation calls for a pixel that is off the right end of the image, the layer "wraps around" to take it from the left edge, and similarly for the other edges. For this version of convolution, the jacobian is a circulant matrix. The quality of approximation between a toeplitz and circulant matrix has been heavily analyzed in the case of 1D [28] and 2D signals [29] . For the 2D case (similar to the 1D case), O(1 p) bound is obtained on the error, where p × p is the size of both (topelitz and circulant) matrices. Consequently, theoretical analysis of convolutions that wrap around has been become standard. This is the case that we analyze in this work. Furthermore, we assume the stride size to be 1 in both horizontal and vertical directions. Thus, the corresponding output Y produced from applying the filter L to input X is of size c out × n × n.
The corresponding jacobian (J) will be a matrix of size n 2 c out × n 2 c in satisfying:
Our goal is to bound the norm of jacobian of the convolution operation i.e J 2 . Sedghi et al. [21] also derive an expression for the exact singular values of the jacobian of convolution layers. However, their method requires the computation of the spectral norm of n 2 matrices (each matrix of size c out × c in ) for every convolution layer making it impractical to use during training.
In this work, we show that it is possible to construct a matrix G (j,k) parametrized by the Fourier vectors F ∶,j , F ∶,k such that for each j and k, singular values of G (j,k) are a subset of the singular values of the jacobian J. Specifically, the matrix G (j,k) is given by the following equations:
where R and S are matrices of sizes c out h × c in w and c out w × c in h defined as follows:
Using the property of kronecker product A ⊗ B 2 = A 2 B 2 , we have:
Thus, taking the norm of G (j,k) and using the above properties, we get the following theorem:
The jacobian of Y with respect to X (call it J) will be a matrix of size n 2 c out × n 2 c in . The spectral norm of J is bounded by:
where R and S are matrices defined in equation (1).
Proof is presented in the Appendix Section A. In the current literature [19] , the heuristic used for estimating the spectral norm involves combining the dimensions of sizes h, w, c in in the filter L to create a matrix of dimensions c out × hwc in . The norm of resulting matrix is used as a heuristic estimate of the spectral norm of the jacobian of convolution operator. This is motivated by the fact that convolution filter outputs a vector of size c out for each input patch of size c in × h × w. However, as we show in Table 1 , this is not a correct way of bounding the spectral norm of the convolutional layer. Theorem 1 proves that the correct bound would instead combine the dimensions of sizes h and c out or equivalently w and c out in the filter. The norm of this matrix multiplied with a factor of √ hw gives a provable upper bound on the singular values of the jacobian.
Gradient Computation
Since the matrix R can be directly computed by reshaping the filter weights L (equation (1)), we can compute the derivative of our bound √ hw R 2 (or √ hw S 2 ) with respect to filter weights L by first computing the derivative of √ hw R 2 with respect to R and then appropriately reshaping the derivative obtained. Let u and v be the singular vectors corresponding to the largest singular value i.e R 2 , then the derivative of our upper bound √ hw R 2 with respect to R can be computed as follows:
Moreover since the weights do not change significantly during training, we can use 1 iteration of power method to update u, v and R 2 during each training step (similar to Miyato et al. [19, 20] ). This allows us to use our bound as a regularizer during training.
Experiments

Comparison with existing methods
In Table 1 , we show a comparison between the exact spectral norm (computed using Sedghi et al. [21] ), the heuristic method of [19, 20] and our upper bound i.e min( √ hw R 2 , √ hw S 2 ) on a pre-trained Resnet-18 network [27] . Except for the first layer, we observe that our bound is within 1.5 times the value of the exact spectral norm while being significantly faster to compute. However, the heuristic method of [19, 20] is significantly smaller than J 2 for all layers. In Appendix Table 6 , we observe that both elements of our proposed bound (i.e. √ hw R 2 and √ hw S 2 ) are close to each other (but not equal). Thus, by taking the minimum of the two, we can get a small gain.
Effect on generalization
In Table 3 , we study the effect of using our proposed bound as a regularizer on the generalization error. Since we empirically observe a small difference between the two components of our bound (i.e. √ hw R 2 and √ hw S 2 ), we use √ hw R 2 for regularization. We use a Resnet-32 neural network architecture and the CIFAR-10 dataset [30] for training. For regularization, we use the sum of spectral norms of all layers of the network during training. Thus our regularized objective function is given as follows:
where β is the regularization coefficient, (x, y) are the input-label pairs in the training data, u (I) denotes the bound for the I th linear (convolution or fully connected) layer. For the convolution layers, u (I) is computed as √ hw R 2 using Theorem 1. For the fully connected layers, we can compute u (I) using power iteration [19, 20] .
Note that weight decay [31] is indirectly minimizing the Frobenius norm squared which is equal to the sum of squares of singular values. Thus, it implicitly forces the largest singular values for each layer (i.e the spectral norm) to be small. Therefore, to measure the effect of our regularizer on the test set accuracy, we compare the effect of adding our regularizer both with and without weight decay.
Our experimental results are reported in Table 3 . For the case of no weight decay, we observe an improvement of 0.95% over the case when β = 0. When we include a weight decay of 10 −4 in training, there is an improvement of 0.7% over the baseline. We note that [21] show an improvement of 0.9% using clipping of singular values above a certain threshold. However, since their method requires the computation of all singular values, it is significantly more time consuming compared to ours which results in negligible overhead. We report the running time of these methods in Table 1 . Figure 2 : We plot the effect of increasing β on the sum of the bounds (computed using our method i.e √ hw R 2 ) and sum of true spectral norms ( J (I) 2 computed using Sedghi et al. [21] ) for a Resnet-32 neural network trained on CIFAR-10 dataset (without any weight decay). We observe that the gap between the two decreases as we increase β. In Appendix Table 5 , we show the effect of increasing β on the bounds of individual layers of the same network.)
Effect on robustness
A robustness certificate against adversarial examples is the minimum distance (or a lower bound) of a given input to the decision boundary of the classifier. For any perturbation of the input with a magnitude smaller Table 3 : Effect of our proposed regularizer on test accuracy on CIFAR-10 dataset for a Resnet-32 network than the certificate, the classification output will provably remain unchanged. Computing exact robustness certificates for deep classifiers is difficult in general since it requires solving a non-convex optimization. However, recent work [32] shows that using a global upper bound on the largest eigenvalue of the Hessian (with respect to the input) as a regularizer during training results in provable robustness against adversarial examples (for the l 2 metric). Specifically, the authors derive a closed form expression for the Hessian of a deep network and use the global upper bound on the spectral norm of the same expression as a regularizer during training. Using Lemma 1 in [32] , we know that for a two-layer (or equivalently one-hidden layer) network, the Hessian of the i th logit of the neural network with respect to the input x is given by the following expression:
Furthermore using Theorem 3 in the same work, we also know that if the double derivative the activation function φ is globally bounded (a condition satisfied for popular activation functions such as sigmoid, tanh, softplus) i.e:
The upper bound on the spectral norm of the hessian matrix (or equivalently the bounds on the eigenvalues of the hessian) is simply given by:
Thus for label y and adversarial target t, the curvature bound on the difference between logits (z
t,j in inequality (4):
Due to the difficulty of computing J
2 when the I th layer is a convolution, the authors restrict their analysis to fully connected networks where J (I) simply equals the I th layer weight matrix. However using Theorem 1, we can further bound J (I) and run similar experiments for the convolution layers. Thus for a 2 layer convolution network, our regularized objective function is given as follows:
where γ is the regularization coefficient, (x, y) are the input-label pairs in the training data, u (I) denotes the bound on the spectral norm for the I th linear (convolution or fully connected) layer. For the convolutional layer (i.e the first layer), u (1) is again computed as √ hw R 2 using Theorem 1. In Table 4 , we study the effect of the regularization coefficient γ on robustness of a 2 layer convolutional neural network with the softplus [33] activation function when trained with CRT [32] . We assume l 2 norm bounded adversarial perturbations of size 0.5. We achieve certified accuracy of 91.47% on MNIST dataset and 29.26% on CIFAR-10 dataset. We further observe that adversarial training using CRT [32] (without any curvature regularization i.e γ = 0) results in zero certified robust accuracy. However curvature regularization significantly boosts certified robustness. Empirical robust accuracy is computed by running l 2 bounded PGD (200 steps, step size 0.01). Certified Robust Accuracy is computed as the fraction of correctly classified samples with CRC [32] greater than 0.5. We use convolution layer with 64 filters and stride of size 2. To the best of our knowledge, this is the first work that derives a non-trivial certified robust accuracy on a single hidden layer network with differentiable activation function. 
Conclusion
In this paper, we derive an efficient method to compute an upper bound on the spectral norm of convolution layers. We show that using the same bound as a regularizer during training results in lower test error on the CIFAR-10 dataset. We also show that the same bound can be used to bound the eigenvalues of the Hessian (the curvature) of a deep neural network. By regularizing the curvature, we achieve non-trivial certified robustness on a 2 layer CNN for MNIST and CIFAR-10 dataset. Since it is also known that lipschitz constraint on a neural network is useful for generalization bounds, provable adversarial robustness and the Wasserstein distance estimation, this opens up the possibility of several avenues of future research.
A Proof of Theorem 1
Proof Consider an input X ∈ R cin×n×n and a convolution filter L ∈ R cout×cin×h×w to X such that n > max(h, w). Using L, we construct a new filter K ∈ R cout×cin×n×n by padding with zeroes:
The output Y ∈ R cout×n×n of the convolution operation is given by:
We construct a matrix J of dimensions c out n 2 × c in n 2 as follows:
By inspection we can see that:
This directly implies that J is the jacobian of vec(Y) with respect to vec(X) and our goal is to find a differentiable upper bound on the largest singular value of J. From Sedghi et al. [21] , we know that singular values of J are given by:
where each G (j,k) is a matrix of dimensions c out × c in and each element of G (j,k) is given by:
Using equation (7), we can directly observe that a differentiable upper bound over the largest singular value of G (j,k) that is independent of j and k will give an desired upper bound. We will next derive the same. Using equation (8), we can rewrite G (j,k) c,d
as:
Using equation (6), we know that K c,d,∶,∶ is a sparse matrix of size n × n with only the top-left block of size h × w that is non-zero. We take the first h rows and w columns of K c,d,∶,∶ i.e K c,d,∶h,∶w , first h elements of F ∶,j i.e F ∶h,j and first w elements of F ∶,k i.e F ∶w,k . We have the following equality:
Now consider a block matrix R of dimensions c out h × c in w given by:
Using equation (6), we can write R as follows:
Thus the block in c th row and d th column of R is the h × w matrix L c,d,∶,∶ . Consider two matrices: I cout ⊗ (F ∶h,j )
T of dimensions c out × c out h, I cin ⊗ F ∶w,k of dimensions c in w × c in . Using equations (9) and (11), we can see that:
Taking the spectral norm of both sides:
Using A ⊗ B 2 = A 2 B 2 and since both I cout 2 and I cin 2 are 1:
Further note that since F j,k = ω jk , we have F ∶h,j 2 = √ h and F ∶w,k 2 = √ w.
Alternative inequality: Note that equation (10) can also be written by taking the transpose of the scalar (F ∶h,j ) T L ∶,∶,c,d F ∶w,k :
Now consider a block matrix S of dimensions c out w × c in h given by: T of dimensions c out × c out w, I cin ⊗ F ∶h,j of dimensions c in h × c in . Using equations (9) and (11), we again have:
Taking the spectral norm of both sides and using the same procedure that we used for R, we get the following inequality:
Using equations (11) and (13), we can see that both R and S are independent of j,k and input size n. Furthermore, we can differentiate R 2 by computing the singular vectors u and v that satisfy:
The derivative of R 2 with respect to R is then given by:
T R 2 , u and v can be computed using power iteration. Derivative of S 2 with respect to S can be computed similarly. Using Theorem 1, we know that both √ hw R 2 and √ hw S 2 are upper bounds on the largest singular values of the convolution layer. In Table 6 , we compare the difference between the two bounds on a Resnet-18 convolutional neural network pretrained on Imagenet and observe small difference.
B Effect of increasing β on singular values
