Complexes formed by proteins binding to RNAs are essential in biological processes, and can also be useful for identifying causal disease variants, gene expression regulation and translation. Protein-RNA interactions identified in vivo can be affected by experimental condition, noise, and some bias, while in vitro experiments yield clearer signals. Therefore, accurately inferring RNA-protein binding models from in vitro data, to predict bound and unbound RNA transcripts in vivo, has become a key challenge. We constructed RDense, a novel deep neural network model. Using existing RNA sequences and secondary structure information, we introduced the pairwise probability feature extracted from the RNA secondary structure as the input. The bidirectional long and short memory neural network (Bi-LSTM) and densely connected convolutional neural networks (DenseNet) were then combined to learn protein-RNA binding preferences. We found that our prediction of in vitro binding was better than all current methods with a significant improvement in model accuracy. In addition, there was also some improvement when in vitro data-trained RNA binding models were used to predict in vivo binding. In summary, we have introduced new pairwise probability feature of RNA to improve the robustness of the model. By comparing the Deepbind and DLPRB methods based on CNN, our method combines the strength of Bi-LSTM and DenseNet, with better performance in accuracy and scalability of prediction.
I. INTRODUCTION
Protein-RNA interactions play a crucial role in biological processes. A protein that binds to RNA is called an RNAbinding protein (RBP) and has the ability to regulate gene transcription and expression [1] . An RBP can identify either the primary structure, secondary structure, or combination of sequence and structure of the RNA [2] . Thus, decoding the RBP sequence, structure and binding preferences can enhance our understanding of RNA-protein binding.
Researchers have developed different types of highthroughput techniques (HTP) to measure the sequence specificities of DNA and RNA binding proteins, such as PBM,
The associate editor coordinating the review of this manuscript and approving it for publication was Quan Zou . SELEX and CLIP-SEQ technologies [3] . High-throughput techniques can be used in both in vivo and in vitro applications. The CLIP method and its derivatives measure protein-RNA binding in vivo on a transcriptome-wide scale [4] - [7] . One of the main reasons for inaccurate measurements in in vivo experiments is that the internal environment is complex and affected by many factors. The experimental output is also significantly affected by technical artifacts and noise [8] , [9] . However, the enhanced CLIP (eCLIP) method improves the probability of discovering real binding site specificity [7] . While eCLIP improves the success rate of discovering RNA binding specificity to a certain extent, it also reduces the signal-to-noise ratio during measurement. Learning the intrinsic protein-RNA binding preferences from in vivo data remains a formidable challenge [6] , [10] .
In vitro experiments are less susceptible to noise, environmental factors, or other genes, and can accurately measure the binding strength of sequence and RNA structure. RNAcompete technology, for example, has been used to generate the most comprehensive in vitro data [11] . The RNAcompete database contains 244 experiments, each of which measures the binding of one protein to around 240,000 short synthetic RNAs. This demonstrates that we can more easily learn protein-RNA preferences from in vitro data and thus infer binding models.
Classical computational methods still have difficulties in dealing with complex data and capturing the intrinsic links between features, however, with the development of machine learning, these problems have been alleviated. Recent deep learning methods have accelerated the calculation speed and improved prediction accuracy. Neural networks in deep learning can mine the relationship between data contexts to extract effective information, and researchers have already used it to accomplish various specific biological target tasks in computational biology, such as gene clipping and transcription [12] , protein structure or binding site prediction [13] , [14] , DNA methylation [15] and biological image analysis [16] , achieving good results in these research areas.
In exploring methods for making protein-RNA binding preference models, Kazan et al. introduced an RNAcontext method that can infer PWM models and structural background preferences from RNAcompete and CLIP data [17] . Maticzka et al. proposed a GraphProt method [18] , which can discover the binding preference based on structure and sequence. However, both methods have intrinsic limitations in predicting protein-RNA binding: GraphProt cannot reveal the complete set of possible structures [19] and the PWM obtained by RNAcontext cannot simulate the position dependencies in the binding site. Orenstein et al. developed an RCK method that can easily combine experimentally-measured RNA structure to improve in vivo binding predictions and address two problems [20] . Alipanahi et al. proposed a Deep-Bind method based on deep learning [3] , using convolutional neural networks (CNN) to predict protein-DNA binding and protein-RNA binding based on RNA sequences in different datasets, including RNAcompete and CLIP datasets. Zhang et al. introduced a Deepnet-PRB method [21] , which considers the secondary and tertiary structures of RNA to learn RNA binding preferences, but it only learns binding preferences from in vivo data. An iDeep method uses a deep belief network (DBN) to deal with different data sources representing the cellular environment and processes the sequences with CNN. Although it accepts protein binding preferences as part of the input, it predicts binding sites based on CLIP-seq datasets [22] . A similar method which also uses CNN is Pysster [23] , which considers only one RNA structure per sequence and it solved the classification problem of biological sequences and provided some other sequence information. Ben-Bassat et al. provided a DLPRB method that uses CNN and RNN machine learning techniques to learn intrinsic binding protein-RNA sequences and structural binding preferences from quantitative high-throughput in vitro data [24] . A latest method ThermoNet [25] , integrating thermodynamic and sequence contexts to improve protein-RNA binding prediction, has obtained good results on RNAcompete dataset, but it may interfere with preference by processing k-mer of various lengths. With the emergence and integration of new frameworks for deep learning, there is still space for improvement in the prediction of protein-RNA binding in vivo based on machine learning methods. Additionally, feature mining on RNA structural information can also be used as part of the information source to explain the effects in protein-RNA interactions.
We have developed RDense, a new deep learning framework for predicting protein-RNA binding. Our protein-RNA binding model not only considers RNA sequences and secondary structures, but also extracts pairwise probability features from RNA as a feature input. The deep learning framework uses Bi-LSTM [26] to train input data and obtain dependencies between RNA sequence information. Then, by taking the advantage of densely connected convolutional networks (DenseNet) [27] in feature reuse, the generalization ability of the model has been enhanced. In in vitro RNAcompete experiments, we verified that our framework has more advantages than the current best DLPRB method with the same feature inputs, and the introduction of RNA pairwise probability feature improves the prediction results to a certain extent. We have also designed different network models based on CNN, such as Bi-LSTM_CNN and DenseNet, to compare with, and reflect the advantages of the RDense model. For in vitro data modeling to predict in vivo binding, our method performs best among all compared methods, and demonstrates that it can significantly improve in vivo binding prediction.
II. DATA PROCESSING A. RNA SECONDARY STRUCTURE PREDICTION
RNA secondary structural context profiles were predicted using a variant of RNAplfold [28] . In this variant, the probabilities for four structural contexts are calculated for each position: hairpin loop, inner loop, multi loop and external region [17] . The probability for each position is paired so that the total sum is 1. The probabilities were represented as vectors of length five, one for each position in the sequence. They were provided with the sequences as inputs for RCK, RNAcontext, DLPRB and our RDense (DeepBind does not have such an optional input).
B. RNA PAIRWISE PROBABILITY FEATURE EXTRACTION
The The RNA pairwise probability feature was extracted using the Triplet method found in repRNA [29] . The Triplet [30] method uses structural information from RNA sequences to provide a better representation of microRNA recognition than other sequence-based methods. Considering the short-sequence RNA characteristics of in vitro data, we can use the Triplet method to obtain a more direct eigenvalue from the initial paired and unpaired probability of sequence secondary structure. For a given RNA sequence, a feature vector containing 32 components is formulated according to the paired and unpaired states of nucleotides in its secondary structure and considering the possible combination of any three adjacent nucleotides. They were written as 4×8 matrix and used as input.
C. IN VITRO BINDING PREDICTION EVALUATION
To evaluate the performance of the algorithms for in vitro binding prediction, we used the RNAcompete database [11] which includes 244 experiments. Each experiment contains the binding intensities between a single protein and more than 240, 000 RNA sequences. The set of sequences was designed as a union of two sets (A and B), such that each set has similar 9-mer coverage. For each experiment, we trained a model on sequences from set A and predicted the intensities on set B. Performance was determined by the Pearson correlation of predicted and measured intensities of set B. Outlier intensities were clamped as per the DeepBind study [3] : all intensities above the 0.5 percentile were clamped to the value of the 0.5 percentile. Four methods were compared in this evaluation: RNAcontext, RCK, DeepBind and DLPRB, using the results obtained from DLPRB [24] .
To test the effects of our method, we also designed different network models based on CNN using the same in vitro data set. These models will use the sequence and structural features as input to calculate the Pearson correlation on the RNAcompete dataset.
D. IN VIVO BINDING PREDICTION EVALUATION
To predict in vivo binding, we used eCLIP experiments [7] , whose proteins overlap with the RNAcompete dataset. These datasets have 21 proteins in common and these proteins were covered by RNAcompete and eCLIP experiments, forming a total set of 94 experimental pairs covering the 21 proteins. For each eCLIP experiment, the bound peaks were used as positive sequences, and regions 300 nucleotides downstream were used as controls, resulting in an equal-sized control set. The nearby regions were selected to test how well the binding model distinguishes between different regions on the same RNA transcript that are available for binding, while only one of them is bound. Structure prediction was performed using RNAplfold, together with 150 nucleotides flanking regions [18] , [20] , and only the original sequence peaks were used for prediction. Performance was measured by area under the ROC curve, which is appropriate for the balanced positive and negative sets in this study. Each binding model was trained on a complete RNAcompete experiment and tested on its paired eCLIP experiment.
We evaluated the performance of our networks in predicting in vivo binding by using a dataset from the GraphProt study [18] . This dataset includes 23 CLIP experiments, where the intersection with RNAcompete data covers 10 proteins.
III. METHOD A. DATA REPRESENTATION
Our deep neural network approach uses three types of data as inputs, which are obtained from RNA sequences and secondary structure information ( Figure 1 ). An RNA sequence of length L is first input in which each nucleotide belongs to the alphabet = {A, U, G, C}. One-hot encoding of each nucleotide yields a L × 4 matrix. The pairwise probability feature of the RNA sequence is a vector with 32 components extracted by the method used in RNA pairwise probability feature extraction, which is then converted into a 4 × 8 matrix. The structural information of RNA is a S ∈ R k×L matrix, where k represents the number of possible structural contexts. In this paper, we consider the possible structural background with k = 5.
For one-hot encoding, after sequence processing, structural context probability matrix, and the sequence pairwise probability feature are all independent. Unlike DLPRB, these features are not combined [24] . Regarding the length of input data, the longest sequence length is selected, and the missing values in the shorter sequences are filled with zero, except for the RNA sequence features.
B. DENSELY CONNECTED CONVOLUTIONAL NETWORKS
Traditional convolutional neural networks can lead to unstable training results or gradient disappearance problems as the number of layers increases. The protein-RNA binding model based on convolutional neural networks also loses some important information about RNA sequences and structures during training calculations. The ResNet network [31] with improved CNN, can effectively address these problems. DenseNet has further improved network performance on the basis of ResNet, and has become the benchmark network for image classification [27] . It reduces, to an extent, the number of parameters and avoids the gradient disappearance of the neural network. It also improves the network performance by multiplexing features in dense block. The output calculation formula of the layer l of the ResNet network is
The output of layer l is the output of layer l−1 plus the nonlinear transformation of the output of layer l − 1. Compared with ResNet, the binding strength of the l layer calculated by DenseNet is
where [X 0 , X 1 , . . . , X l−1 ] indicates that the output sequence from 0 to l − 1 layers and the structural feature map are connected, and that is the combination of the channels. The former ResNet adds the values together and the number of channels remains unchanged. Here, DenseNet combines the channels, can learn the binding strength of RNA with fewer parameters, and enhance the generalization effect of the model. The H l function includes 4 processes:
where BN is normalization [32] , ReLU is rectifying linear unit [33] , Pooling is combining [34] , and Conv is convolution.
C. PROTEIN-RNA BINDING PREDICTION ENHANCEMENT MODEL BY COMBINING Bi-LSTM AND DenseNet
When predicting protein-RNA binding using convolutional neural networks, we typically use combinatorial features as inputs for training, however, we cannot get the context between each sequence feature by this method. Here, we can solve this problem through utilizing bidirectional LSTM. We input the three types of data extracted in data processing into three Bi-LSTMs in the form of matrices for training, so we can reduce the impact of the different combinations of feature data and obtain the features of close relationships between each data type. Then, the trained features are integrated and put into the DenseNet structure in the form of image data to predict protein-RNA binding strength. Figure 2 illustrates the neural network architecture we have built. A: Three types of data input. B: Bidirectional recurrent neural network learns context information on different features and captures bidirectional protein-RNA binding information. Input Gate, Forget Gate, and Output Gate in LSTM are used to simulate the dependencies between data. The unit size is set to 128, and the trained one-dimensional vector of three layers with 256 lengths is obtained. C: Convert the one-dimensional vectors into a 3-channel 16 × 16 matrix by reshape and concatenate, each channel represents a feature, and then put them into the DenseNet training network, which is easy to train and has efficient parameters. The network includes convolution layer, pooling layer, linearization, and ReLU activation function. D: Connect the DenseNet output to a 128-node fully connected layer, and the last layer predicts the result. E: DenseNet divides the network into multiple densely connected dense blocks. We repeat the experiment tuning and select the 3-layer dense block to get the optimal prediction result.
Due to the large amount of data we have, we used a minibatch Adam optimization to train the model with 64 samples in each batch. Our initial learning rate was 0.01, and the learning rate was reduced to 0.001 and 0.0001 when the test data reached 50% and 75%, respectively. We used the mean absolute percentage error (MAPE) as a loss function, the formula is
where y i is the predicted value of the i-th sequence, f i is the true value of the i-th sequence, and n represents the size of each training batch. MAPE can normalize the error of each data to reduce the influence of absolute errors caused by individual discrete data points. When minimizing the loss function, we add the sum of the squares of the weights in the structure to the loss function by L 2 regularization. The dropout is set to 0.2 to reduce the risk of overfitting.
To highlight the advantage of our network structure, we also modified the input by only using one-hot encoding of the nucleotide and its structural probability (the same input as the DLPRB method). This can evaluate the robustness of our structure and we can also verify the influence of our pairwise probability feature on the predicted binding strength. We used the same parameter optimization method and loss function as before.
D. VISUALIZING MODEL
To demonstrate the visual impact of the RNA-binding prediction model, we used DenseNet in our RDense and set the convolution filter in a dense block as a pattern detector. This method is used to convert model parameters into a position weight matrix (PWM) in DeepBind and Basset [3] , [35] . For all input sequences, we selected a set of sequences in the dense block where the ReLU activation was greater than 0.5 to bind the test data. We analyzed the output of the filter in a dense block and extracted the subsequence of the sample from each test. We aligned all the obtained subsequences and calculated the modified position frequency matrix (PFM) that can obtain the RNA sequence and structure information. We used ggseqlogo to draw sequence and structure logos [36] .
IV. RESULTS
We designed a new protein-RNA binding preference prediction model by constructing a neural network that combined Bi-LSTM and DenseNet. Based on DLPRB, the model further takes advantage of the neural network in extracting effective features, and adds a new sequence pairwise probability feature to improve the accuracy of in vivo binding prediction. Because DenseNet's dense blocks have a denser connection mechanism, the depth of our neural network model is deeper and the prediction performance better than other existing methods. The effective features extracted by the nucleotides in each sequence during training are used multiple times by our dense block, something which is not possible with traditional convolutional neural networks. Additionally, our models are also more scalable, which can increase or decrease the number of protein-RNA binding training features needed.
To demonstrate the advantage of constructing the network structure, we replaced the DenseNet in the model with CNN and verified it in the corresponding in vitro RNAcompete dataset experiment. We also designed several CNN-based network structures and calculated the average and median Pearson correlation coefficients of the experiment. The new model has certain advantages, as can be seen in the prediction results. In table 1, we compared Deep-Bind's convolutional neural network, DLRRB's multi-scale convolution and bidirectional recurrent neural networks, the combination of Bi-LSTM and CNN, DenseNet, and the combination of Bi-LSTM and DenseNet. The results show that the mean and median Pearson correlation coefficients by our Bi-LSTM_DenseNet were 0.631 and 0.683, respectively. This was the best performance of all networks and showed our network can effectively fit in vitro data. Additionally, we determined the optimal parameters of our dense blocks by repeating experiments and adjustments during the experiment. It shows that the parameters used by the three-layer dense block are 9, 12, and 24 with optimal prediction results.
A. IN VITRO BINDING PREDICTION
To measure the performance of this method in vitro and compare it with other existing methods, we used a comprehensive RNAcompete dataset, which contains 244 experiments. For each experiment, we used half of the RNA sequence to train the model and the other half to test it. We measured the prediction performance using Pearson correlation of predicted and measured intensities.
RDense, our deep neural network, was significantly better than other existing methods, as shown in figure 3a . For sequence-based methods, we compared DeepBind, RNAcontext, RCK and DLPRB. Our deep neural network frame calculated an average Pearson correlation of 0.643, methods, and its average Pearson correlation was 0.628, which was better than the best DLPRB in the existing. This result indicates that our method outperformed other methods, since it can extract more effective pairwise probability features in the sequence as input for deep neural networks.
When we only used RNA sequence and structural information to train and test, our average Pearson correlation was 0.631, higher than the average Pearson correlation of DLPRB of 0.623, and lower than the complete input result of 0.643 (figure 3b). Previous approaches in RCK, DLPRB have shown that using structural information can improve binding prediction, indicating that sequence pairwise probability feature can improve in vitro binding prediction. Our sequence pairwise probability feature is also extracted from a secondary structure, so the improvement in results is limited. When we repeated the experiment to adjust the parameters of the dense blocks in DenseNet, we found that the parameters of dense blocks have a great influence on the Pearson correlation coefficient, so the effective information between repeated nucleotides plays a crucial role in the prediction of protein-RNA binding. Complete results can be seen in appendix.
B. IN VIVO BINDING PREDICTION
To measure the proposed method's performance, we compared the proposed neural network model with the existing in vivo binding prediction methods. We used the common dataset between CLIP and RNAcompete, which includes 21 proteins. Each binding model was trained on a complete RNAcompete experiment, and tested on its paired eCLIP experiment. We reported the performance in predicting in vivo binding by AUC, which is an appropriate metric for balanced bound and unbound sets as in our case. We also tested our method on the CLIP dataset taken from the GraphProt study. The overlap with RNAcompete covers 10 proteins.
Regarding the in vivo binding prediction on the eCLIP dataset, our method, RDense, performed better than other compared methods. The results show that our median AUC was 0.678, compared with DeepBind (0.648) and DLPRB (0.657) (figure 4a) and our mean AUC was 0.625, in comparison with DeepBind (0.617) and DLPRB (0.605). These results show that, in terms of the overall AUC performance, our method is greatly improved. We also used the GraphProt dataset for testing, and found that RDense performed better than all other methods, with a median AUC of 0.821, compared to DeepBind (0.803) and DLPRB (0.809) (figure 4b) and a mean AUC of 0.804, compared to DeepBind (0.783) and DLPRB (0.765) (table 2). There were only 10 overlapping proteins in the GraphProt and RNAcompete datasets. There may be some deviations in the calculation of the sequence pairwise probability feature in the in vivo data, so while the advantage of RDense is not obvious, there is a clear improvement of the AUC in the overall experimental results. Complete results can be seen in appendices 2 and 3.
In vitro data modeling is used to predict in vivo binding. Although we have achieved good results, in vivo data is still disturbed by noise and other proteins, and in vivo RNA structure prediction is not as accurate as in vitro, meaning that the effect of learning structural preferences is uncertain. We need separate data to train the model for each protein and obtaining more in vivo and in vitro overlapping multi-faceted datasets will help us better explain protein-RNA binding.
C. IN VIVO-ONLY BINDING PREDICTION
Although the DLRRB and RCK methods have shown that experimentally-measured structure can improve in vivo binding prediction, inaccurate structure prediction of long RNA transcripts in vivo still limits the accuracy of binding prediction. We already know that in vitro protein-RNA binding prediction is accurate by using quantitative high-throughput in vitro techniques. This is because the RNA structure is relatively accurate and subject to less noise interference in in vitro binding predictions. Therefore, our main goal is to establish a good protein-RNA binding model which can learn from in vitro data to ensure accuracy in in vivo predictions. To verify the advantage of our model, we planned to learn and predict protein-RNA binding only from in vivo data (as Deepnet-RBP did) and then compared the in vitro to in vivo approach. We used 23 pairs of in vivo overlap experiments and modeled in the same way described in In vitro binding prediction evaluation. Half of the data was used for training and the other half for testing and the performance of the prediction from only in vivo data is measured using AUC.
These results show that the in vitro to in vivo approach is superior for training and prediction to only in vivo binding (figure 5). The neural network method designed in this paper predicts in vivo binding from in vitro data modeling, which can maximize the use of sequence and structural information, and learning structure preference to predict in vivo binding, which will reduce the interference caused by inaccurate structural prediction of in vivo data. The mean AUC predicted from only in vivo binding was 0.755, which was close to 0.76 for DeepBind, RNAcontent and RCK. The reason for limiting predictions from only in vivo data is that the sequence lengths data are different (between 5-186 nucleotides in our experiment), which increases the uncertainty of data processing. The positive sequences extracted from bound peaks may contain some false positive sequences, which can influence our in vivo binding prediction. For in vivo data processing, we need more analyses to construct different models to further improve the performance of in vivo prediction.
D. BINDING PATTERN IDENTIFICATION BY RDense VISUALIZING RNA
Our approach can learn protein-RNA binding properties from the parameters of the model while looking for a motif detector in DenseNet. We uniformly adjusted elements in the filter to get optimal binding of the test data, and generate the position frequency matrix of RNA sequence by alignment. We have plotted these as sequence identifiers [37] , with the character size related to the importance of each nucleotide in RNA binding. Figure 6 (in appendix 4) shows a comparison of sequence and structure logos generated by different methods on different datasets for three proteins: ELAVL1, PTB, and HuR. RNAcontext [17] was used to train HuR and PTB proteins on the RNAcompete dataset, GraphProt [18] was used to train ELAVL1 and PTB proteins on the PAR-CLIP [5] dataset, and our method used DenseNet to train all proteins on the version of the RNAcompete dataset [37] . We found that our results are highly consistent in terms of sequence. This confirms that DenseNet can learn binding preferences from in vitro data and can easily see the importance of each nucleotide during learning and produce an interpretable visualization. Our visualization also has some limitations. We cannot explore how the protein-RNA binding properties act on the training process of deep neural networks to provide the interpretability of the model. We were unable to use the available subject databases such as CIS-BP [38] , and comparison tools such as TOMTOM [39] , because only sequence motifs are retained and processed, and those selected k-mer sequences cannot be aligned using WebLogo [40] to obtain sequence motifs.
V. CONCLUSION
We have developed a new protein-RNA binding prediction model based on deep neural networks. To better understand the protein-RNA binding preferences, we integrated the RNA sequence, RNA secondary structure and pairwise probability features extracted from secondary structure as a model input, and used the RNAcompete dataset as a training set to obtain model parameters. Through 244 experiments from an in vitro dataset, we have verified that our method has advantages in RNA structural feature information acquisition, and our binding predicting results are better than exiting methods. By comparing different neural network structures, we have shown that our method firstly uses LSTM to extract features with dependency, and then uses DenseNet to reuse RNA features in each layer to obtain more effective information which will improve accuracy. We also find that the pairwise probability features of RNA introduced in this paper are indeed helpful in predicting RNA binding, which can go towards providing a biological explanation for protein-RNA binding.
We finally demonstrate the advantages of our model through the eCLIP and GraphProt datasets. In several method comparisons, our average AUC is 0.804 (GraphProt dataset) and 0.64 (eCLIP dataset). This shows that the overall prediction results in in vivo datasets are good, however, some experimental data of protein-RNA binding did not perform well in our model, and their Pearson correlation or AUC were below 0.5. This is because there were only a few overlapping proteins between the in vivo and in vitro experiments, and the experimental data obtained are all trained and predicted using the same model. This means that there is a lack of sufficient overlapping datasets to make the model suitable for more proteins. Because in vivo binding is affected by noise or the internal environment, RNA transcripts sometimes involve thousands of nucleotides, and the transcription process is complex and variable. With the RNA pairwise probability feature we introduced, it is sometimes difficult to extract accurate in vivo predictions, and the effects on any prediction from bound and unbound RNA transcripts will be reduced.
The neural network framework we have developed provides a new way to predict protein-RNA binding transcripts. There are several avenues to be investigated in future work. If we can obtain some useful information on the process of protein-RNA binding, such as nucleotides involved in RNA transcription and which proteins can interfere with RNA transcription, how to add this information into our predictive framework will be one area for future work. In addition to this, how to apply our method to RNA transcripts involved in gene regulation is another area for future work. Table 3 compares the results of 244 experiments in different methods of the in vitro RNAcompete dataset; Tables 4 and 5 show experimental results in the in vivo eCLIP dataset and the GraphProt dataset, respectively. Figure 6 is a visualization of RNA sequences and structures. 
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