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Abstract
Background: Protein secondary structure prediction provides insight into protein function and is a valuable
preliminary step for predicting the 3D structure of a protein. Dynamic Bayesian networks (DBNs) and support
vector machines (SVMs) have been shown to provide state-of-the-art performance in secondary structure
prediction. As the size of the protein database grows, it becomes feasible to use a richer model in an effort to
capture subtle correlations among the amino acids and the predicted labels. In this context, it is beneficial to
derive sparse models that discourage over-fitting and provide biological insight.
Results: In this paper, we first show that we are able to obtain accurate secondary structure predictions. Our per-
residue accuracy on a well established and difficult benchmark (CB513) is 80.3%, which is comparable to the state-
of-the-art evaluated on this dataset. We then introduce an algorithm for sparsifying the parameters of a DBN. Using
this algorithm, we can automatically remove up to 70-95% of the parameters of a DBN while maintaining the same
level of predictive accuracy on the SD576 set. At 90% sparsity, we are able to compute predictions three times
faster than a fully dense model evaluated on the SD576 set. We also demonstrate, using simulated data, that the
algorithm is able to recover true sparse structures with high accuracy, and using real data, that the sparse model
identifies known correlation structure (local and non-local) related to different classes of secondary structure
elements.
Conclusions: We present a secondary structure prediction method that employs dynamic Bayesian networks and
support vector machines. We also introduce an algorithm for sparsifying the parameters of the dynamic Bayesian
network. The sparsification approach yields a significant speed-up in generating predictions, and we demonstrate
that the amino acid correlations identified by the algorithm correspond to several known features of protein
secondary structure. Datasets and source code used in this study are available at http://noble.gs.washington.edu/
proj/pssp.
Background
Understanding a protein’s functional role often requires
knowledge of the protein’s tertiary (3D) structure. How-
ever, experimentally obtaining an accurate 3D structure
can be labor-intensive and expensive, and methods for
computationally predicting 3D structure are far from
perfect. Therefore, protein secondary structure provides
a useful intermediate representation between the pri-
mary amino acid sequence and the full three-dimen-
sional structure. The secondary structure of a protein is
most commonly summarized via a labeling of the amino
acids according to a three-letter alphabet: H = helix, E =
strand, L = loop. Knowledge of a protein’ss e c o n d a r y
s t r u c t u r ec a np r o v i d ei n s i g h tinto its structural class,
suggest boundaries between functional or structural
domains, and give clues as to the protein’sf u n c t i o n .
Furthermore, because protein secondary structure pre-
diction is often used as a subroutine in tertiary structure
prediction algorithms, any significant improvement in
secondary structure prediction is likely to yield
improved tertiary structure predictions as well.
The earliest method for secondary structure prediction
[1] used a neural network to achieve a base-level predic-
tive accuracy of 64.3% from a dataset of 106 labeled pro-
teins. In the ensuing 22 years, dozens of methods have
been proposed for improving upon this baseline, with
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the query sequence [2] and by employing methods, such
as hidden Markov models, which exploit patterns in the
protein sequence [3]. State-of-the-art methods now
achieve accuracies in the range of 77-80% on a variety
of published benchmark datasets [4].
Our secondary structure prediction method combines
a dynamic Bayesian network (DBN) and a support vec-
tor machine (SVM). DBNs and SVMs have already been
used successfully to predict protein secondary structure
[5,6]. A DBN is a type of graphical model, which is an
intuitive, visual representation of a factorization of the
joint probability distribution of a set of random vari-
ables. DBNs are Bayesian networks that can be extended
in one dimension to arbitrary lengths. This type of
model is therefore ideally suited to handling variable
length data such as protein sequences. Indeed, the hid-
den Markov model, which has been used extensively to
model protein sequences [7-11], is a very simple exam-
ple of a DBN. Generative models such as DBNs and
HMMs are also used in modeling torsion angles and in
predicting the three-dimensional structure of proteins
[12-14]. An SVM is a non-parametric statistical method
for discriminating between two classes of data [15,16].
SVMs have been applied widely in bioinformatics [17].
The SVM operates by projecting the data into a vector
space and finding a hyperplane that separates the
classes in that space. SVMs are motivated by statistical
learning theory, which suggests an optimal method for
identifying this separating hyperplane. SVMs are thus
functionally similar to neural networks, but can be
mathematically represented as a convex optimization
problem, meaning that the cost function has a single
minimum, making it possible to identify a globally opti-
m a ls o l u t i o ni na ne f f i c i e n tf a s h i o n .I nt h i sw o r k ,w e
first extend a previously described DBN [5], combine it
with an SVM, and introduce several improvements that
yield performance comparable to the state-of-the-art on
an established benchmark.
In addition to improving the predictive performance
of DBNs, we introduce an algorithm for learning a
sparse DBN for protein secondary structure prediction.
In this context, sparse refers to a model in which a large
percentage of the model parameters are zero. Methods
for encouraging sparsity have been the subject of much
recent work in the statistical machine learning commu-
nity [18-20] because these methods have the potential to
learn the trade-off between over- and under-fitting a
given data set. In general, a model with many para-
meters will tend to overfit the training set and therefore
fail to generalize to the test set. Conversely, a model
with too few parameters will underfit the training data
and hence achieve poor predictive power on both the
training data and the test set. Ideally, a sparse learning
algorithm will be allowed to fit a large number of para-
meters but, depending on properties of the training set,
will choose to set some percentage of those parameters
to zero. The sparse learner thus, analogous to a non-
parametric model, balances model complexity against
training set size, with the goal of balancing between
under- and over-fitting. Other technical benefits of the
resulting sparse model include improved robustness to
new test data and greater efficiency. In addition to tech-
nical advantages, sparse models enable us to discover
correlations inherent in protein structure, including
local correlations among neighboring amino acids as
well as non-local correlations among b strands or
coiled-coil regions. The algorithm we propose in this
paper interleaves iterations of the expectation maximiza-
tion (EM) algorithm [21] with a simple sparsification
operation, which is straightforward and very effective.
Results and Discussion
Comparison with the state-of-the-art
In our first experiment, we performed a seven-fold
cross-validation on CB513, which is a well-known and
difficult benchmark dataset with 513 chains and 84,119
amino acids [22]. The details of the cross-validation pro-
cedure is explained in “Model training, parameter opti-
mization and testing for cross-validation” section. To
assign the true secondary structure labels, we mapped
the eight-state representation of secondary structure
labels (the raw format available in DSSP [23]) to three
states with the following conversion rule: H, G, I to H;
E, B to E and S, T, ‘‘to L. For the experiments in this
section, we did not apply the model sparsification algo-
rithm introduced in this paper.
The results of the seven-fold cross-validation are sum-
marized in Table 1, including the amino acid level accu-
racy (called Q3 [24]), the segment overlap score (SOV)
[25], and Matthew’s correlation coefficients (MCC) [26].
In this table, a variety of secondary structure prediction
Table 1 Comparison of secondary structure prediction
methods on the CB513 benchmark dataset
Method Q3(%) SOV(%) MCCH MCCE MCCL
SVMpsi 76.6 73.5 0.68 0.60 0.56
JNET 76.9 N/A N/A N/A N/A
YASSPP 77.8 75.1 0.58 0.64 0.71
DBNfinal 76.3 72.7 0.71 0.61 0.57
DBNpred 77.3 73.0 0.74 0.61 0.59
DBNN 78.1 74.0 0.74 0.64 0.60
PSIPRED 78.2 77.3 N/A N/A N/A
SVM_D3 78.4 N/A N/A N/A N/A
DESTRUCT 79.4 77.5 N/A N/A N/A
DISSPred 80.0 N/A 0.77 0.68 0.62
DSPRED 80.3 77.7 0.78 0.68 0.63
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Page 2 of 21methods–S V M p s i[ 2 7 ] ,J N E T[ 2 8 ] ,Y A S S S P[ 2 9 ] ,
DBNfinal [5], DBNpred (our method), DBNN [5],
P S I P R E D[ 3 0 ] ,S V M _ D 3[ 3 1 ] ,D E S T R U C T[ 3 2 ] ,
DISSPred [6], and DSPRED (our method)–are evaluated
with respect to the CB513 benchmark. We evaluated the
statistical significance of the differences between the
accuracies (i.e., Q3 measure) reported in Table 1 using a
one-tailed Z-test, which attempts to determine if one
proportion is greater (or lower) than another. When we
compare our method to DISSPred [6], a 0.3% difference
in accuracy yields a p-value of 0.062 from a one-tailed
Z-test. This difference is not significant when we set the
confidence level to 95% or 99%. When we compare our
method to DESTRUCT [32], which is 1.0% less accurate
than our method, we get a very small p-value (truncated
to zero) in a one-tailed Z-test.
Therefore, the 1.0% accuracy difference between our
method and DESTRUCT is statistically significant.
Furthermore, in our experiments with the SD576 bench-
mark dataset [5] (see below), we have observed that a
one-tailed Z-test when applied to variants of our DBN
yields p-values < 0.006 for differences in Q3 on the
order of 0.5%, which indicates statistical significance.
Therefore among the methods that we tested, our
method achieves performance comparable to the state-
of-the-art in secondary structure prediction.
I nt h es a m eb e n c h m a r k ,w ea l s oa n a l y z e dt h ec o n t r i -
bution of the SVM classifier to the predictive accuracy.
To analyze this, we implemented DBNpred, which com-
putes predictions by taking the average of the marginal
ap o s t e r i o r idistributions from the four DBNs as
described in “Combining multiple DBNs.” The DBNs in
DBNpred are trained on the subset of proteins allocated
for DBNs (see “Model training, parameter optimization
and testing for cross-validation”). The results in Table 1
show that combining the position specific scoring
matrix (PSSM) profiles and the four DBNs using an
SVM classifier (DSPRED) performs 3% better according
to the Q3(%) measure and 4% better according to the
SOV(%) measure than simple averaging of the ap o s t e r -
iori distributions from the DBNs (DBNpred). This dif-
ference is statistically significant from a one-tailed Z-test
(p <1 0
-10) and is mainly due to the following factors.
First, the SVM classifier uses the PSSM profiles (PSI-
BLAST and HHMAKE) as well as the a posteriori distri-
butions generated by DBNs, whereas the DBNpred only
combines the ap o s t e r i o r idistributions to reach a final
decision. Therefore, the SVM is learning the relation-
ships among the PSSMs and the ap o s t e r i o r idistribu-
tions jointly. Second, DBNpred takes a simple averaging
of the distributions, but the SVM classifier is able to
assign more flexible weights to these features.
In our second experiment, we performed seven-fold
cross-validation on SD576, which contains 576 chains
and 89,384 amino acids [5], and we compared the per-
formance of our method to DBNfinal and the DBNN
methods of Yao et al. [5]. Table 2 shows that our
method outperforms DBNfinal by 3.4% and DBNN by
1.6% according to the Q3(%) measure. In SOV (%), we
outperform DBNfinal by 3.6% and DBNN by 2.3%. This
result and the 2.2% increase in Q3(%) evaluated on the
CB513 set (see Table 1) are statistically significant as
measured by a one-tailed Z-test (p <1 0
-10); hence, our
method outperforms the DBN methods of Yao et al. [5].
Sparsifying the model while maintaining accuracy
A sparse model enables us to control the model com-
plexity and balance between under- and over-fitting
against training data. It also brings improved robustness
to new test data and greater efficiency. Not all sparsity
levels are practically useful mainly because an over-spar-
sified model will typically have reduced generalization
ability and will perform poorly on new test data. There-
fore, the primary goal of our study is to develop sparse
models that maintain predictive accuracy while reducing
the effective number of parameters in the learned
model. Accordingly, we measured the extent to which
Algorithm 1 (see the “Learning a Sparse Model for a
DBN” section) could successfully sparsify a given model.
For this experiment, we considered the following three
methods: (1) the two DBN classifiers that use PSI-
BLAST PSSMs as the input observations (DBNpred-PSI-
BLAST) (2) the two DBN classifiers that use HHMAKE
PSSMs (DBNpred-HHMAKE), and (3) the DSPRED
method with the four DBNs and the SVM. For methods
(1) and (2), we performed a seven-fold cross-validation
experiment on the SD576 dataset [5], fixing the hyper-
parameters of the DBNs as LAA =5 ,LSS =3 ,ω =0 . 4
and a = 0.035, where LAA is the number of positions in
the sequence window excluding the current position, LSS
is the length of the secondary structure label window
excluding the current label, ω is the sequence profile
weight, and a is the weight of the covariance regularizer
(see the “Methods” section for details). For the DSPRED
method, we performed a seven-fold cross-validation
experiment as described in “Model training, parameter
optimization and testing for cross-validation” section,
a n dw eu s e dt h eo p t i m i z e dv a l u e sf o rt h eh y p e r p a r a -
meters of the DBN and SVM. Therefore, in this method,
the training set allocated for the DBNs is half the
Table 2 Comparison of our method and the methods in
Yao et al. on the SD576 benchmark dataset
Method Q3(%) SOV(%) MCCH MCCE MCCL
DBNfinal 78.2 76.8 0.74 0.65 0.60
DBNN 80.0 78.1 0.77 0.68 0.63
DSPRED 81.6 80.4 0.79 0.71 0.65
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training set, we first eliminated a specified percentage of
the parameters from the DBNs by applying Algorithm 1
and then used the sparse DBN models to compute the a
posteriori distributions of secondary structure labels. For
methods (1) and (2) we computed the final secondary
structure prediction by taking the average of the mar-
ginal ap o s t e r i o r idistributions from the DBNs and for
(3) we computed the final prediction by the SVM (see
the “Combining multiple DBNs” section). For this
experiment, we set k = 1%, which corresponds to
removing 1% of the edges at the end of each EM itera-
tion, and we considered a range of sparsity values (ℓ =
0, 5, 10, . . . , 100). The results of this experiment are
summarized in Figure 1(A), which suggests that we can
eliminate 70% of the edge parameters of the DBNs (see
the “Graphical model representation” section) when we
use PSI-BLAST PSSMs, 80% of the edge parameters
when we use HHMAKE PSSMs and 95% of the edge
parameters when we use the DSPRED method without
significantly decreasing the accuracy of our predictions.
To validate this result, we performed a one-tailed Z-test.
For method (1), we compared the performance of the
fully dense model with the models obtained after remov-
ing 70%, 75% and 80% of the edge parameters. Using a
significance threshold of 0.01, the performance after
removing 70% of the edge parameters–corresponding to
a decrease in predictive accuracy of only 0.40%–is not
statistically significant (a p-value of 0.021). For 75%
removal, the accuracy drops by 0.5% (a p-value of 0.006)
and for 80% removal, it drops by 0.63%, (a p-value of
0.001). However, even when removing 80% of the edge
parameters, the loss in predictive accuracy is not large.
When we remove all the edge parameters (100% spar-
sity) the accuracy plummets to around 66%. This shows
that the sparsification algorithm is removing redundant
parameters first, which is a desired behavior for a sparsi-
fier. Once we start removing essential parameters, the
accuracy falls quickly. Note that removing all the edge
parameters does not correspond to eliminating all the
parameters in the DBN model, which explains why the
accuracy is not zero (see the “Methods” section). The
statistical analysis performed for method (1) can also be
performed for methods (2) and (3) but is omitted here
for simplicity. When we use HHMAKE PSSMs the per-
formance loss was 0.3% at 80% sparsity and when we
use the DSPRED method it was 0.21% at 95% sparsity.
Note that the DBN model that uses HHMAKE profiles
(method (2)) can generate more accurate predictions (a
Q3(%) of 79.70%) and sparser models than the DBN
model that uses PSI-BLAST PSSMs only. Combining
both PSSMs by an SVM classifier (the DSPRED method)
yields even more accurate predictions (a Q3(%) of 81.6%)
and is more robust to even sparser DBN models as
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Figure 1 The effects of sparsification. (A) The figure plots accuracy as a function of the percentage of dlinks eliminated. Dlinks are the weight
parameters that are assigned to the edges in the graphical model representation of the DBN. In an auto-regressive model, the majority of the
model parameters become dlink coefficients. It is possible to remove significant proportion of the dlinks while maintaining the overall predictive
accuracy such that 70% of the dlink parameters can be removed for the DBN model that uses PSI-BLAST PSSMs only, 80% of the dlink
parameters can be removed for the DBN model that uses HHMAKE PSSMs only and the 95% of the dlink parameters can be removed for the
DSPRED method (DBN combined with SVM) that uses PSI-BLAST PSSMs, HHMAKE PSSMs and posterior distributions of secondary structure labels.
(B) The figure plots the percentage of dlinks that are retained as a function of the sparsity of the model. The three series correspond to all dlinks,
only the current dlinks and only the auto-regressive dlinks. In the auto-regressive and the current series, the percentages are computed with
respect to the total number of dlinks within each of these series separately. For both panels, results are computed via seven-fold cross-validation
on SD576. The hyperparameters of the DBN are LAA =5 ,LSS =3 ,a = 0.035, ω = 0.4.
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Page 4 of 21shown in Figure 1(A). Note that even if we eliminate all
the edge parameters for the DBNs, the DSPRED method
still performs considerably well (a Q3(%) of 80.50%)
because this only causes the a posteriori distributions to
be less accurate, which is highly compensated by the
availability of PSI-BLAST and HHMAKE PSSMs in the
SVM’s feature set.
The auto-regressive section of the model contributes to
accuracy
The sparsification experiment presented in the previous
section also allows us to test the hypothesis that the
auto-regressive portion of the model is an important
contributor to its accuracy. This hypothesis is most
directly supported by the fact that a model with LAA =
0, LSS = 0 achieves only 67% accuracy [5]. To investigate
more directly the value of the auto-regressive portion of
the model, we subdivided the edge parameters into two
groups: current edges, which connect pairs of amino
acids at the current position, and auto-regressive edge
parameters that connect an element of the PSSM vector
at the current position to another PSSM element in a
neighboring position. Figure 1(B) plots the percentage of
current edge parameters and the percentage of auto-
regressive edges that are retained as a function of the
sparsity of the DBN model that uses PSI-BLAST PSSMs
only (method (1) in the previous section). Not surpris-
ingly, for every sparsity level, the current edges are pre-
ferentially retained by the model; on the other hand,
even when we eliminate 90% of the edges, the model
still contains 7.11% of the auto-regressive edges.
Furthermore, when carrying out this analysis, we
observed that, even in extremely sparse models with 80-
90% of the edges eliminated, the model still includes
edges from all positions within the dependency window.
For instance, if the LAA parameter is chosen as 5, then
at 80% sparsity level, edges that remain in the resulting
graph stem from all five amino acids that are neighbors
of the current amino acid. This observation suggests
that even if there is a strong correlation between the
current amino acid and those that are three or four resi-
dues apart (see the “Local correlations” section), other
positions also contain useful correlations that contribute
to the predictive accuracy.
Recovery of true sparse model structures
We have demonstrated that the sparse learning proce-
dure proposed in the “Learning a sparse model for a
DBN” section yields a model that provides highly accu-
rate predictions. Next, we would like to verify that the
parameters learned by the model are accurate. To
address this question, we use simulated data, because
the true parameters associated with real data are not
known.
Our experiment consists of four steps. First, we learn
the parameters of a DBN–state transitions, length distri-
butions and multivariate conditional Gaussians–from
real data at different sparsity levels (from 0% up to 20%)
using the algorithm described in the “Learning a sparse
model for a DBN” section. For this step, we use the
SD576 benchmark [5], and we set the model hyperpara-
meters to LAA =5 ,LSS =0 ,ω = 1.0 and a = 0.0. Second,
we use each trained model to generate a series of syn-
thetic data sets of various sizes (100, 250, 500, 1000,
5000, 15000, and 30000 proteins) by sampling from the
parameters of DBN. Third, we use the synthetic proteins
to learn sparse models, again employing the algorithm
in the “Learning a sparse model for a DBN” section. As
in step one, we consider a range of sparsity levels (0% to
20%), and we also train from different numbers of syn-
thetic proteins. Finally, in step four, we compare, for
each model, the true underlying parameters and the
inferred parameters. In this experiment, we only consid-
ered the past dependency DBN in the “Combining mul-
tiple DBNs” section and we utilized PSSMs derived
from PSI-BLAST [33].
Figure 2(A) shows the difference betweeen the true
and learned parameters for one particular DBN. These
values are associated with the edges of a graph, as illu-
strated in Figure 3. Because we set LSS =0 ,w eh a v ea
total of three such graphs to learn, one for each second-
ary structure type. The matrix in Figure 2(A) corre-
sponds to the helix graph structure learned from 30,000
proteins with 20% sparsity. In the figure, rows represent
the elements of the PSSM vector at position i and col-
umns represent elements of the PSSM vectors at posi-
tions i -5t oi with column indices increasing from left
to right. From this figure, we can see that most of the
edge differences are close to zero, implying that the
learned parameters are close in value to the true values.
T op r o v i d eam o r eq u a n t i t a t i v ee s t i m a t eo ft h ed i f f e r -
ence between the learned and the true edge parameters,
we repeated the synthetic data generation experiment ten
times. We then averaged the absolute values of the edge
parameter differences across all of the parameters in the
model, which is called the mean absolute difference
(MAD) metric. Figure 2(B) plots the mean and standard
deviation of the MAD metric across the ten replicate
experiments. The figure shows that, as the sample size
increases, the MAD metric decreases. For the largest data-
set, the average difference between the true and inferred
parameters is very small (0.00183 for helix, 0.00234 for
strand and 0.00183 for loop). Figure 4 provides an alterna-
tive way of comparing the true and the inferred edge para-
meter values, based on comparing the inferred graph
structures. Both sets of results demonstrate that, given suf-
ficient training data, the sparsification algorithm can suc-
cessfully infer the correct graph structure.
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amino acids
One motivation for employing sparse models is the
improved interpretability of a model with fewer para-
meters. Therefore, to complement the simulation
experiment described in the previous section, we analyze
the graphs of DBNs (past and future dependency models
with PSI-BLAST PSSMs) learned from real protein
sequences, searching for evidence of various correlations
that occur in different types of secondary structure.
Therefore, in this section, we are not generating any
secondary structure predictions but training a DBN only
and sparsifying the graphical model of the PSSM pro-
files. In this type of analysis, the edges that remain in
the sparsified model will represent the particular pairs
of PSSM elements that are strongly correlated.
Local correlations
It is well known that, in helices, there is a hydrogen
bond between every three or four amino acids, depend-
ing on the type of helix (excluding the rare type that
has bonds every five residues). This bonding pattern
causes pairs of helix amino acids that are three and four
residues apart to be statistically correlated. Similarly, in
b strands, amino acid pairs that are adjacent and those
that are separated by one amino acid are strongly
correlated due to hydrogen bonds and chemical interac-
tions. In contrast, the correlations in loops are more
irregular, with the highest correlation occurring between
the adjacent amino acids.
To assess the relation between the learned graph and
these known statistical correlations, we first set LSS =0 ,
so that we have one Gaussian for each type of secondary
structure element. We chose the input observation win-
dow LAA = 10 so that we cover a wide range of local
correlations. Other parameters of the DBN are selected
as ω =1 . 0a n da = 0.0 for simplicity. Then we learned
the parameters of the model on the SD576 benchmark
and sorted the edges with respect to the edge coeffi-
cients. The results, summarized in Figure 5, show good
agreement with the expected correlation structure. It
can be observed that in helices, edges with separation
distances of 1, 2, 3, 4 and 7 have high edge coefficients
as compared to the other offset values. A similar pattern
is obtained for the mean values of the edge coefficients.
Furthermore, most of the remaining edge coefficients in
the resulting sparse model fall into one of these five off-
set bins. For b strands and loops, edges whose vertices
come from adjacent positions as well as positions that
are separated by one amino acid had high coefficient
values. These results show that the sparse models can
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Figure 2 Comparison of learned and true dlink values. (A) The figure depicts the difference between the dlink values learned from real data
and synthetic data with 30,000 proteins for helices at 20% sparsity level (see Figure 4(A) for a more detailed representation of this result). (B) The
figure plots, as a function of training set size, the mean of the MAD metric (see text) computed across ten replicate experiments with 20%
sparsity. The three series correspond to the helix, strand, and loop graphs. Error bars correspond to standard deviations. Both figures
demonstrate that the model parameters learned from synthetic data are close to the parameters learned from real data. This shows that when
the data is generated from a sparse model (i.e., the true model we are trying to recover is sparse) the sparsity algorithm proposed in this paper
is able to learn these parameters correctly.
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Page 6 of 21be used to capture the biological and statistical correla-
tions that are characteristic of local secondary structure.
Non-local correlations in b strands
The chemical interactions in b strands differ from those
in helices and loops. Specifically, in helices and loops,
interactions are primarily local with respect to the
amino acid backbone, whereas b strand interactions are
both local and non-local. The non-local interactions in
b strands arise mainly due to hydrogen bonds between
amino acid pairs positioned in interacting b strand seg-
ments. We hypothesize that some of the remaining
error in our secondary structure predictions–the differ-
ence between 80% accuracy and 100% accuracy–results
from the failure of our model to capture these non-local
interactions. To assess the extent to which such
interactions occur and could in principal be captured by
our model, we carried out an experiment in which we
provided the DBN with additional information about the
location of b strand interactions. We then measured the
extent to which these non-local interactions yield corre-
lation structure in the model. For training, we collected
a set of 3,824 protein chains. This dataset, called PDB-
PC15, was obtained using the PISCES server [34] (see
the “PDB-PC15 dataset” section for details). To analyze
the non-local correlations in b strands we modified the
probability density that is normally used in DBN to
model the generation of PSSMs from each secondary
structure segment. Details of this updated version of the
model can be found in the “Model for analyzing correla-
tions in b strands” section. Having designed the model
Figure 3 Schematic of the dlink structure, used to represent correlations in the DBN. Each node represent a PSSM element and edges
represent the dlink coefficients of the DBN. The rightmost column corresponds to the i
th vector of the PSSM Xi (i.e., the vector for the i
th
position along the amino acid sequence). The remaining columns represent the columns of the PSSM that come before the i
th position if we
traverse the sequence from the N-terminal to the C-terminal of the protein. Rows represent the 20 amino acids in the PSSM. For simplicity only
edges for the child node xi(1) is shown, which is the first element of the observation vector at the i
th position. The child nodes are in the
rightmost column and the parent nodes are in positions i-L AA, ..., i.
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Page 7 of 21and the dataset, we set LSS = 0 and applied the sparsity
algorithm, eliminating 80% of the edges from the gra-
phical model. Because our dataset contains no helices or
loops, the algorithm sparsifies the graph for b strands
only. In this experiment, we used PSI-BLAST’sP S S M
profiles only as the observation data (see the “Generat-
ing position-specific scoring matrices” section), and set
the other hyperparameters to LAA =5 ,ω =1 . 0a n da =
0.0. We obtained the non-local base pairing information
from the DSSP database [35]. For simplicity, we only
considered the non-local residue pairs in the BP1 col-
umn of the database files.
After eliminating 80% of the edges from the graphical
model, we observed that ~ 61% of the remaining edges
are from local positions and ~ 39% are from non-local
positions on the interacting b strand. Thus, a significant
percentage of edges are retained from positions that are
related to non-local interactions. The percentage of cor-
relations that remain in the resulting model is shown in
Figure 6 in a position specific manner. Figure 6(A) illus-
trates the degree of correlation between a b strand resi-
due at position i and residues at flanking positions (i -5
to i + 5) as well as residues flanking the paired amino
a c i da tp o s i t i o nj. As a control, we repeated the experi-
ment using randomly selected, non-local residues (posi-
tions denoted by k) rather than the true pairing
locations. The resulting flat correlation structure is
s h o w na sb a r sl a b e l e d“k” in Figure 6(B). This control
experiment shows that the correlation structure on the
interacting b strand is much stronger than would be
expected by chance. Note that the distribution we get
for the local positions in Figure 6(A) is slightly different
from the distribution in Figure 6(B) because in each of
these experiments, we combined the set of model para-
meters from local positions and those that come from
distal positions into a single model and sparsified this
set instead of sparsifying the two sets separately. The
explicit inclusion of non-local strand interactions into
our model suggests that future work on improving sec-
ondary structure prediction should perform these pre-
dictions in the context of a strand interaction prediction
procedure. In addition, our modified model allows us to
discover significant correlations among the individual
elements of the PSSMs. Figure 7(A) shows the learned
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Figure 4 Comparison of learned dlink structure and true dlink structure. (A) This is a discretized version of Figure 2(A). For a given pair of
matrices, we can characterize each edge as a true positive if it occurs in both the true and inferred dlink matrix, a true negative if it occurs in
neither, or a false positive or false negative if it occurs only in the inferred or only in the true matrix, respectively. In the resulting sparse model,
an edge (i.e., dlink) is counted as occurring when the absolute value of its dlink coefficient is greater than zero. Otherwise, it is counted as non-
occurring. In the figure, each dlink is colored according to whether it is a true positive, false positive, true negative or false negative. Overall, this
particular inference procedure yields 4 false positives, and 9 false negatives from a total of 2190 possible edges, for an accuracy of 2177/2190 =
99.4%. (B) The figure plots inference accuracy ((TP + FP)/(TP + FP + TN + FN)) as a function of training set size, for a fixed sparsity level of 20%.
As the size of the training set grows, the algorithm is able to converge to the true sparse model.
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Figure 5 The relationship between model parameters and secondary structure element types. (A) The figure plots, for helices, the learned
non-zero dlink parameters at the 90% sparsity level as a function of the offset from the current amino acid. The mean of positive (red squares)
and negative values (black squares) are displayed separately. (B)-(C) The figures show similar plots for b strands and loops, respectively. Certain
positions retain more dlink parameters than the others demonstrating the correlation behavior between a given position and its local neighbors.
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Page 9 of 21edge parameters that represent local correlations, and
Figure 7(B) depicts the corresponding edge parameters
for the non-local correlations (between a residue and
the residues surrounding its paired neighbor). This type
of analysis may allow us to discover subtle relations
among interacting amino acids and provide a deeper
insight into protein structure. Furthermore, the edge
parameters values shown in Figure 7(B) represent the
propensity of possible amino acid pairs to make contacts
(or interactions) and can be used as a priori information
in a contact map prediction or b strand pairing predic-
tion algorithm, which relies on the prediction or residue
contacts of a given protein.
Conclusions
Our primary goal in this work was to develop and vali-
date methods for predicting secondary structure and for
training sparse DBN models. Our method outperforms
the DBNN method introduced by Yao et al [5], which is
a DBN cascaded by a neural network. This performance
improvement results from several factors: we use PSSMs
derived from HMM-profiles in addition to PSI-BLAST
PSSMs, and we optimize the four hyperparameters: the
amino acid profile window parameter LAA, the second-
ary structure label window parameter LSS, the diagonal
covariance regularizer a, and the parameter ω that bal-
ances the contributions from discrete and continuous
functions. Furthermore, we have demonstrated the uti-
lity of our proposed sparse model learning algorithm in
three ways: (1) we can successfully eliminate 70-95% of
the edge parameters in a DBN without significantly
affecting the predictive accuracy of the model; (2) the
learned graph structure successfully recapitulates the
true underlying structure, and (3) the sparsity algorithm
is able to capture local as well as non-local correlations
among amino acids that are characteristic of structure
formation.
The ability to reveal correlations among the elements
of the observation vectors can be useful in a wide
range of other problems in bioinformatics. For
instance, a correlation analysis based on sparse models
could be used for feature selection in other types of
structure prediction algorithms such as contact map or
solvent accessibility prediction. By sparsifying the fea-
ture set used by a classifier, it may be possible to
jointly use additional feature representations such as
PSI-BLAST and HMM-derived PSSMs to obtain even
higher accuracy. Another application could be drug
design simulations, where a short segment of amino
acids that bind to a particular region in a target pro-
tein is designed by searching the space of possible
amino acid combinations. Instead of considering all
possible combinations, the procedure might be signifi-
cantly simplified by concentrating on the structurally
and biologically meaningful alternatives. A similar cor-
relation analysis can also be performed to discover
other types of non-local correlations, such as disulfide
bonds or interactions in coiled-coil regions. Many
coiled-coil type proteins are involved in important bio-
logical functions such as the regulation of gene expres-
sion and transcription factors. Moreover, the gp41
hexamer unit contains coiled-coil regions initiating the
entry of HIV virus into its target cell and therefore is
closely related to HIV infection [36].
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Figure 6 Comparison of the local and non-local correlations in b strands. (A) The figure plots the percentage of dlinks for the local and
paired neighbors of a b strand residue at position i. (B) Similar to (A), except that paired neighbors are seleted randomly, rather than according
to the true pattern of b strand pairing. The figures suggest a strong correlation between a b strand residue and its local neighbors as well as
non-local partners (i.e., those that make hydrogen bridge interaction) as compared to the remaining positions.
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(B)
Figure 7 The learned dlink values for local and non-local positions in b strands. (A)The figure shows the dlink values learned from the real
data for local correlations in b strands. The first plot illustrates the dlink values for the correlations between the i
th position and the positions at i
- LAA, ..., i - 1. The second plot depicts the dlink values for the correlations within the i
th position. The third plot shows the dlink values for the
correlations between the i
th position and the positions at i + 1, ..., i + LAA. In each plot, rows represent the 20 amino acids for the observation
vector at position i.(B) The figure depicts the dlink values learned from the real data for non-local correlations in b strands such that the b strand
residues at positions i and j are known to make a bridge interaction. The first plot illustrates the dlink values for the correlations between the i
th
position and the positions at j - LAA, ..., j - 1. The second plot depicts the dlink values for the correlations between the i
th position and the j
th
position. The third plot shows the dlink values for the correlations between the i
th position and the positions at j + 1, ..., j + LAA. In each plot,
rows represent the 20 amino acids for the observation vector at position i. In this experiment, LAA is chosen as 5 corresponding to a window of
11 residues. In both figures, gray colored bins represent dlinks that are not present in the resulting sparse model.
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Page 11 of 21Many methods exist for achieving sparse models. In
comparison to methods such as ℓ1 regularization, our
algorithm, which involves a simple truncation operation
interleaved inside the standard EM algorithm [21], is
quite simple. The EM algorithm is computationally effi-
cient on the proposed model. An EM iteration for a sin-
gle DBN with LAA =9a n dLSS = 6 on PDB-PC15 set of
3,824 proteins takes approximately 22 min 16 sec on a
single Intel(R) Xeon(R) 2.33 GHz CPU. Furthermore, for
computing predictions on test proteins, a sparse model
will be much faster than the corresponding dense model,
simply because the model contains fewer parameters. For
example, on the SD576 benchmark, a DBN with LAA =5
and LSS = 3 at 90% sparsity level is 3.28 times faster than
the fully dense model when evaluated on a single CPU.
In future, we plan to further exploit the sparse model-
ing paradigm by extending our model to include addi-
tional types of observations and to identify even longer-
range correlations among amino acids and secondary
structure labels. As a second direction, we also plan to
utilize sparse models to improve the feature set repre-
sentation for other types of prediction tasks such as
contact map prediction. In addition, the sparse non-
local interaction patterns obtained in Figure 7(B) charac-
terize the propensity of residue pairs to interact and can
be used as features directly in a contact map prediction
or b strand pairing prediction algorithm. Finally, the
subsequent use of the secondary structure prediction
method in a 3D structure prediction algorithm is also
another future extension. For this purpose, it is possible
to provide the posterior distribution generated from the
DBNs directly as input features to a structure prediction
algorithm or convert the output of the SVM to a prob-
ability [37,38].
Methods
In the simplest variant of the secondary structure pre-
diction problem, we are given a query protein as a series
of amino acid symbols from a 20-letter alphabet. Our
goal is to assign to each amino acid a structural label
from a three-letter alphabet (H = helix, E = strand, L =
loop). Here, we consider a variant of this problem, in
which the query sequence is replaced with a position
specific scoring matrix (PSSM). Transforming the amino
acid sequence to a PSSM has been shown to signifi-
cantly improve the predictive accuracy of secondary
structure prediction [30,39,40].
Generating position-specific scoring matrices
W eu s eP S S M sg e n e r a t e db yt h eP S I - B L A S T[ 3 3 ]a n d
HHMAKE [41] algorithms as input features. Each PSSM
contains a smoothed statistical summary of the amino
acid composition of database proteins that are closely
related to the query protein. In a PSI-BLAST PSSM, the
entry in row i and column j is related to the frequency
of the i
th amino acid at position j in the alignment and
is computed as
PSSM1(i,j)=
1
λu
log

Qij
Pi

=
1
λu
log

afij + bgi
a + b
×
1
Pi

,
(1)
Where Qij is the estimated probability for the amino
acid i to be at j, Pi is the background probability (also
called the background frequency) of observing amino
acid i,fij is the weighted frequency of amino acid i at
position j, gi is the expected frequency of amino acid i,
which is also called the “pseudocount” frequency and
enables a non-zero value in the numerator when fij is
zero, a and b are scaling factors, and lu is a constant
parameter for ungapped alignments (see [42] for a more
detailed description of pseudocounts).
In this work we used BLAST versions 2.2.24 and
2.2.20 and the NCBI’s non-redundant (NR) database to
generate PSI-BLAST PSSMs. We used BLAST version
2.2.24 and the NR database dated November, 2010, to
generate the PSSM profiles for proteins in the CB513
dataset (see the “Comparison with the state-of-the-art”
section). For 4 out of 513 proteins, there were no hits
from the NR database and version 2.2.24 did not report
any profile tables. For these proteins, we used version
2.2.20, which reports PSSMs (based on the sequence
and the BLOSUM matrix) even in the absence of hits.
For the SD576 dataset, we used BLAST version 2.2.24
and the NR database dated November, 2010, to generate
the PSI-BLAST PSSMs used in the sections “Compari-
son with the state-of-the-art”, “Sparsifying the model
while maintaining accuracy”,a n d“The auto-regressive
section of the model contributes to accuracy”. Note that
the SD576 dataset contained no proteins with zero hits.
In “Recovery of true sparse model structures” section,
we derived the PSI-BLAST PSSMs of the SD576 dataset
using BLAST version 2.2.20 and an NR database from
2009 because we performed this experiment earlier.
Finally, for the PDB-PC15 dataset, we obtained the PSI-
BLAST PSSMs using BLAST version 2.2.20 and the NR
database dated May, 2010. The command line we used
to derive the profiles from version 2.2.24 was: ./psi-
blast -query protein.fasta -out protein.
align -out_ascii_pssm protein.pssm
-num_iterations 3 -evalue 0.001 -inclusio-
n_ethresh 1e-10 -db nr.filtered and for ver-
sion 2.2.20: ./blastpgp -i protein.fasta -o
protein.align -Q protein.pssm -j 3 -e
0.001 -h 1e-10 -d nr.filtered. To generate the
alignments, we used the filtered NR database, which is
obtained by removing the low-complexity regions,
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Page 12 of 21transmembrane regions, and coiled-coil segments. For
this purpose, we used the “pfilt” binary of PSIPRED
[43]. The PSI-BLAST and the NR database can be
obtained from the help section of [44]. We derive
HHMAKE PSSMs from HMM-profiles created using the
HHMAKE algorithm, which is the first step of the
HHsearch method [41]. Specifically, we convert the
HMM-profile representation produced by HHMAKE to
a PSSM by applying the following transformation:
PSSM2(i,j)=l o g

Pe
ij
Pb
i

, (2)
where Pe
ij is the emission probability for a match state
of amino acid i at position j,a n dPb
i is the background
probability for amino acid i both of which are computed
by HHMAKE. Here we assume that there are N match
states, where N is the number of amino acids in the
query protein. This condition was satisfied for all the
proteins in the benchmarks evaluated in this paper. To
obtain the HMM-profiles with HHMAKE, we used the
following pair of command lines: ./buildali.pl
protein.fasta followed by ./hhmake pro-
tein.a3m and the HMM-profile is saved in pro-
tein.hhm. In this work, we used the HHsearch version
1.5.1 to generate profiles. The recommended database
for HHMAKE is the NRE database, which is a combina-
tion of the NR and the ENV databases. The ENV data-
base contains proteins derived from environmental
sequencing projects such as “Sargasso Sea” [45] and
“Mine Drainage” [46]. In addition to the type of the
database used by HHMAKE, buildali.pl (the program for
computing the alignments) prefers to generate the align-
ments first on NRE90 and then on NRE70. For this rea-
son, we first downloaded the NR90 and ENV90
databases dated November, 2010, from [47], which are
the filtered versions of NR and ENV databases at 90%
and 70% identity thresholds, respectively. Then we con-
c a t e n a t e dN R 9 0a n dE N V 9 0t oo b t a i nN R E 9 0 .W e
obtained the NRE70 database similarly. The binaries
used for generating the HMM-profiles can be obtained
from [48].
Previous work suggests the utility of scaling the PSSM
values by applying a transforming function [5,30,49]. In
this work, we employ the following sigmoidal transfor-
mation to scale the PSI-BLAST and HHMAKE PSSM’s:
fsigmoid(x)=
1
1 + exp(−x)
. (3)
The sigmoid transforms the PSSM values into the
range [0,1]. Presumably, one of the benefits of the sig-
moidal transform is that it maps PSSM values in (-∞,∞)
to [0,1], which normalizes the variance. Another
approach is to scale the PSSM’s by a linear transforma-
tion, which gives similar predictive performance as the
sigmoidal transformation [5] but in this work, we did
not consider this type of transformation.
A dynamic Bayesian network for protein secondary
structure prediction
We implemented the DBN shown in Figure 8(A), which
is similar to the model proposed by [5]. A DBN models
the generation of observation data for all possible values
of hidden variables in a probabilistic framework. Thus,
each node in the model represents a random variable.
Our model contains five random variables. The state
variable models the secondary structure label of an
amino acid, which can be H, E, or L. This variable is
observed during training and hidden when the model is
employed to make predictions. The amino acid profile
variable models the observation data, which is a 20-
dimensional vector of PSSM scores (i.e., a column of the
PSSM) derived by running the PSI-BLAST or HHMAKE
algorithms against the protein database (see the “Gener-
ating position-specific scoring matrices” section). The
state class history variable keeps track of the current
and preceding secondary structure labels. This variable
is represented as a tuple with LSS + 1 elements, where
LSS + 1 is the size of the label window, including the
current label. Finally, the state count down and change
state variables model the length of a secondary structure
segment. When the length of a segment is less than or
equal to Dmax, then the value of state count down is the
number of residues from the current position to the end
of the secondary structure segment. If the length of a
segment is greater than Dmax by k residues, then state
count down is set to Dmax for the first k +1r e s i d u e s
and is set to Dmax -1 ,Dmax -2 ,. . . ,1f o rt h er e m a i n i n g
residues in that segment. This allows us to estimate the
length distribution of the segments that are shorter than
Dmax + 1 using the frequency of occurrence counts in
the training set. For segments longer than Dmax we are
fitting an exponential distribution to model the tail of
the length distribution because we do not have enough
data to reliably estimate this part. Details of the length
distribution modeling is available in [5]. The change
state variable simply signals when a transition to a new
secondary structure segment should be made. It is set to
1i fstate count down i s1a n d0o t h e r w i s e .A ne x a m p l e
showing the values of state, state count down, and
change state i sg i v e ni nF i g u r e8 ( B ) .T h ev a r i a b l e sstate,
state count down, change state,a n damino acid profile
are observed during training, because the true secondary
structure labels are available. During testing, only the
amino acid profile is observed, and the other variables
are hidden. Therefore the DBN used for training can be
slightly different from the one that is used during
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Page 13 of 21testing. The relations among discrete variables in the
DBN are defined by conditional probability distributions
(CPDs), and continuous variables are modeled by prob-
ability density functions. For instance, the state transi-
tion distribution assigns probabilities to transitions from
one secondary structure state to another; distributions
related to the lengths of the segments assign probability
values for all possible lengths of secondary structure
segments, and the observation density models the gen-
eration of the observed data.
Because of the dependencies among adjacent amino
acids, the first amino acid is modeled slightly differently
than the rest of the amino acids. Therefore, in Figure 8
(A), the first column (prologue) shows the nodes for the
first amino acid, and the second column (chunk)i sa
model for the rest of the amino acids. By extending the
chunk N - 1 times to the right, we obtain the full net-
work structure, where N is the number of amino acids
in the protein. Detailed formulations for the CPDs that
define the relations among discrete nodes can be found
in [5].
In the next section, we elaborate on the probability
density function that models the generation of observa-
tion data.
Graphical model representation
We model the PSSM observations using a linear condi-
tional multivariate normal density,
p(xi|zi,Qi = q) ∼ N(Wqzi + cq, q), (4)
where xi is the d-dimensional transformed PSSM
score vector for the i
th amino acid, zi is a dL AA-dimen-
sional vector, which is a concatenation of xi-1 up to
xi−LAA, Qi is the secondary structure label history defined
as a tuple Qi =( si−LSS,....,si) with si being the secondary
structure label of the i
th amino acid, Wq is a matrix of
weight coefficients, cq is a shift vector, and Σq is a condi-
tional covariance matrix. In this formulation, the length
o ft h eP S S Mp r o f i l ew i n d o wi sLAA+1, which is the sum
(A)
state count down 
state 
state class history 
amino acid profile 
change state 
state count down 
change state 
state 
state class history 
amino acid profile 
(B)
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change state:
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Figure 8 A dynamic Bayesian network for protein secondary structure prediction. (A) The first column shows the variables of the prologue
(models the first amino acid) and the second column shows the variables of the chunk (models the second up to the last amino acid). The
chunk is rolled (i.e.) extended to the right to get the final network. (B) An example state sequence and the values of state count down and
change state variables for Dmax =7 .state count down and change state are used to control transitions from one secondary structure segment to
the next and model the length distribution of segments.
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Page 14 of 21of LAA neighboring positions and the current (i.e. the i
th)
position. Similarly, LSS+1 is the length of the secondary
structure label window. Equation 4 describes a switching
autoregressive model–i.e., a linear dependence between
an observation xi, and past observations zi,p l u sw h i t e
noise, all dependent on a state, q. Note that we can con-
vert Equation 4 into a form that allows us to represent
the dependency relations among the observation vectors
as a graphical model.
Following the regression approach introduced by [50]
we can convert the normal density from full covariance
form to diagonal covariance representation by comput-
ing a Cholesky decomposition of
−1
q :
 −1
q = UT
q qUq (5)
Vq = I − Uq (6)
Jq = UqWq (7)
hq = Uqcq, (8)
where Uq is an upper triangular d × d matrix with 1’s
along the diagonal, Ωq is a diagonal matrix of size d ×
d, Vq is a d × d matrix, Jq is a d × d · LAA matrix, and
hq is the new shift vector. In that case, our multivariate
normal distribution can be re-expressed as:
p(xi|yi,Qi = q) ∼ N(Bqyi + hq, −1
q )
= Kq exp

−
1
2
vT
i  qvi

,
(9)
where Kq = ((2π)d/2| −1
q |1/2)−1, Bq =[ Vq | Jq]i so fs i z e
d × d ·( LAA + 1) and is the horizontal concatenation of
Vq and Jq, yi =[ xi | zi] is the horizontal concatenation of
xi and zi having dimension d ·( LAA + 1), vi is equal to xi -
Bqzi - hq,a n dBqzi + hq is the new mean vector. Because
we have a 20-dimensional Gaussian, d is 20.
At the end of this conversion, the linear regression
relation between xi and zi can be represented as a gra-
phical model [51], as illustrated in Figure 3. In this fig-
ure, nodes represent the individual elements of the
observation vectors, i.e., xi(n)w i t h1≤ n ≤ d, and edges
represent the dependency relations among those nodes.
T h ef i g u r ec o n t a i n s2 0r o w s ,o n ef o re a c he l e m e n to f
the observation vector, and LAA + 1 columns represent-
ing the amino acid positions. Each edge in this graph is
called a dlink (directed time-link) and is associated with
a dlink score bmn, which is a non-zero element of the Bq
matrix defined in Equation 9. In this graph, the child
nodes are at position i, which is the current position,
and parent nodes are at positions i - LAA, ..., i such that
the left-most column corresponds to i-L AA.
Representing the dependency relations among the ele-
ments of the observation data by a graphical model
facilitates the derivation of sparse models as indeed our
algorithm (below) demonstrates. Mathematically, this
means that many of the elements of the final Bq matrix
are zero. We note that such sparse switching vector-
autoregressive models have been used in the past for
speech recognition problems [52], but finding a sparse
structure that yielded improved performance was diffi-
cult. In practice, most such structures caused dramatic
decreases in performance, and only discriminatively
derived structures were beneficial. In our current case,
however, where the observations are PSSMs, we see that
such models can be extremely useful. We implemented
the model shown in Figure 8(A) using the Graphical
Models Toolkit (GMTK) [53], a C++ package for DBNs
and other dynamic graphical models. GMTK represents
a conditional multivariate normal density by three para-
meters: a mean shift vector, diagonal covariance matrix,
and dlinks [53].
These correspond to the parameters in Equation 9,
where μnew
q is the mean shift vector,  −1
q is the diagonal
covariance matrix, and Bq is the d × d ·( LAA + 1) matrix
that defines dlink coefficients, which are the parameters
that are sparsified by Algorithm 1.
Assigning a weight to the observation densities
One difference between our model and the DBN proposed
by Yao et al. concerns the relationship between discrete
and continuous variables in the model. In the “A dynamic
Bayesian network for protein secondary structure predic-
tion” section, we modeled the generation of observation
data by a multivariate normal density that is conditioned
on the PSSM scores at positions i, i - 1, ..., i - LAA as well
as the secondary structure labels at positions i, i - 1, ..., i -
LSS. Frequently, when a single DBN contains both discrete
and continuous variables, the continuous densities domi-
nate the CPDs that define the relations among the discrete
variables, preventing them from contributing significantly
to the overall model performance. Therefore, to reach a
more balanced contribution of the CPDs and the observa-
tion density, we assign a weight to the branch that con-
nects state class history and amino acid profile in Figure 8
(A). We denote this parameter by ω and optimize it by
performing an internal cross-validation procedure; i.e.,
within each training set in the cross-validation experi-
ments described in “Model training, parameter optimiza-
tion and testing for cross-validation” section, we first
perform a secondary cross-validation to select ω.
Learning the parameters of a DBN and regularization
GMTK uses the expectation maximization (EM) algo-
rithm [21] to learn the parameters of a DBN. Because
the true secondary structure labels are available during
training, EM converges to the maximum-likelihood
(closed form) solution for the mean and covariance of a
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maximum number of EM iterations to five to learn the
parameters of a DBN with fixed graphical model struc-
tures. When we learn the structure of graphical models
by the sparsification algorithm described in “Learning a
sparse model for a DBN” section, we perform as many
EM iterations as possible until the desired level of spar-
sity is achieved.
During training, we applied two types of parameter
regularization to better model the normal densities for
rarely observed secondary structure label histories. The
first regularizer adds a diagonal component to the cov-
ariance matrix, which acts as a prior on the parameters
of the normal density. This regularizer was employed by
[5] but is not directly implemented in the current ver-
sion of GMTK. Therefore, we first converted GMTK’s
learned parameters to the full covariance form
Uq = I − Vq (10)
 q =( UT
q qUq)−1 (11)
and then carried out the following regularization:
 
reg
q =( 1− α) q + αI, (12)
where
reg
q is the regularized covariance matrix, a is
the regularization coefficient, and I is an identity matrix.
We then converted the parameters back to the Cholesky
form representation as formulated in Eqs. 5 to 9. We
learn the a parameter by a cross-validation procedure.
This type of regularization is known as shrinkage in sta-
tistical machine learning [54]. In the case of sparse mod-
els, we first apply Algorithm 1 to sparsify model
parameters, add diagonal covariance regularizer as
described in this section, and then eliminate any dlinks
that were originally discarded by Algorithm 1 (see the
“Sparsification of model parameters with a diagonal cov-
ariance component regularizer” section).
The second type of regularization stems from the fact
that, when Qi is fixed, xi is a linear regression from yi
with coefficients [Bq | hq] as formulated in Equation 9.
As with any linear regression, we can impose an ℓ2-reg-
ularizer on the coefficients. In GMTK, the weight of the
regularizer is controlled using two parameters: ld, which
controls regularization of each element of Bq;a n dlh,
which controls regularization of hq. ℓ2-norm regulariza-
tion of [Bq | hq] occurs during the E-step of the EM
subroutine in Algorithm 1. Detailed description of the
ℓ2-regularizer can be found in [55]. We optimized ld
and lh, using grid search, but did not find any improve-
ment in the overall accuracy (result not shown). In our
simulations, we set lh =1 e - 4a n dld = 500, which pro-
vided satisfactory results. Note that, in this work, we
regularize both Bq and hq, but sparsify only Bq.W e
further note that ℓ2-regularization will not guarantee a
sparse solution for Bq, unlike our sparsification algo-
rithm, introduced below.
Learning a sparse model for a DBN
The number of edges in Figure 3 and hence the number
of dlink coefficients that need to be learned during
training increases linearly with respect to LAA and expo-
nentially with respect to LSS. The latter is mainly
because we have 3Lss+1 different models for each possible
value of Qi = q. For larger values of LAA and LSS,t h i s
exponential increase in parameters might cause pro-
blems due to the limited amount of training data.
Therefore, it is useful to derive sparse graphical models,
which concentrate on the strongest dependencies
among the variables.
For this purpose, we developed an iterative structure
learning algorithm, which is interwoven with the EM.
Let Gq =( Vq, Eq) be a graph, such as the one in Figure
3, where Vq denotes the set of nodes and Eq represents
the set of edges in Gq.L e teq be an edge in Eq with a
dlink score of s(eq), where s(eq) is a non-zero element of
Bq in Equation 9. In our case, we have 3(LSS+1) possible
graphs, i.e, one for each normal density. For some of
those Gaussians, there is no sample of the Qi variable
(Equation 9) in our training data, mainly because not all
possible label tuples are biologically possible. For this
reason, we first scan the training set and determine the
particular label tuples that have zero-occurrence counts.
Then we eliminate the Gaussians that correspond to
such label tuples before applying the sparsity algorithm
because for those Gaussians the edge coefficients (i.e.,
the Bq matrix) will all be learned as zero. In other
words, we only concentrate on sparsifying the Gaussian
d e n s i t i e st h a tc o r r e s p o n dt ot h o s eQi with non-zero
occurrence counts in training set. The sparsification
procedure can be summarized as follows. We first do
one EM iteration and learn the parameters of the multi-
variate normal densities. Then we sort the dlink edges
in descending order with respect to their absolute values
and eliminate the bottom k%o ft h ee d g e s( i.e.,d l i n k s ) .
Note that eliminating dlinks is equivalent to setting the
dlink coefficients to zero. In the next step, we initialize
the next EM iteration with the new graph structure, its
edge coefficients and the other learned parameters (the
mean shift vector and the diagonal covariance). We iter-
ate this procedure until the desired overall percentage of
edges are eliminated. Note that we follow a greedy
approach such that once we remove an edge from the
graph (i.e., set its edge coefficient to zero) we force that
value to be zero in subsequent EM iterations. When the
desired sparsity level is achieved, we learn the para-
meters of the final DBN by a full run of EM. At the
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parameters for the multivariate normal density. A pseu-
docode description of this procedure is given in Algo-
rithm 1. The sparsification of the model parameters in
the presence of a diagonal covariance component regu-
larizer is explained in the next section.
Algorithm 1 Learning a sparse DBN. The algorithm
takes as input four parameters: the training data D,t h e
percentage k of edges to remove at each iteration, the
total fraction ℓ of edges to remove from the model, and
the total number m of EM iterations to carry out after
sparsification is complete. The final output is a trained,
sparse DBN. The Initialize() subroutine initializes
the 3Lss+1 graphs such that xi(n) are the child nodes, and
the edges are defined according to the regression rela-
tion given in the exponential term of Equation 9. The
subroutine also sets the edge weights to zero, randomly
initializes the mean shift vector, and sets the diagonal
covariance component parameters to a fixed value. The
EM subroutine carries out one iteration of the expecta-
tion maximization algorithm.
1: procedure LEARNSPARSEDBN(D, k, ℓ,m )
2: G ¬ Initialize(); j ¬ 0
3: while jk < ℓ do
4: G ¬ EM(G, D)
5: E ¬ ZeroLowest(SortByAbsVal(GetEdges
(G)), k)
6: G ¬ UpdateEdges(G, E)
7: j ¬ j +1
8: end while
9: for j ¬ 1 ... m do
10: G ¬ EM(G, D)
11: end for
12: return G
13: end procedure
Sparsification of model parameters with a diagonal
covariance component regularizer
After applying Algorithm 1, we convert the model para-
meters to the full covariance representation following
Eqs. 10 and 11, add a diagonal covariance component
and then convert the covariance matrices back to the
Cholesky form (i.e., dlink) representation following Eqs
5-8. Once we add the covariance regularizer, from each
graph, we eliminate those dlinks that were originally dis-
carded by Algorithm 1. This final elimination is neces-
s a r yb e c a u s ew h e nw ea d dad i a g o n a lc o v a r i a n c e
regularizer to the full covariance representation, dlinks
that were eliminated by Algorithm 1 might have non-
zero coefficients when they are converted back to the
dlink representation.
Combining multiple DBNs
Motivated by previous work [5,56], we make our predic-
tions by combining the results from multiple DBN
models. In the first model, formulated in Equation 4, we
only allow dlinks from past positions. Conversely, in the
second model, we reverse the PSSM profile vectors as
well as the secondary structure labels and then use the
same model in Figure 8(A). Effectively, the second
model only allows dlinks from future positions. In both
models, we use PSI-BLAST’sP S S M sa st h eo b s e r v a t i o n
data. Additionally, we implement a similar pair of DBNs
characterizing past and future dependencies for PSSM
profiles derived using HHMAKE (see the “Generating
position-specific scoring matrices” section). As a result,
we have a total of four DBNs. Each model produces a
marginal a posteriori distribution over secondary struc-
ture labels for each amino acid. The ap o s t e r i o r iprob-
abilities can be averaged to produce a secondary
structure prediction or used as features for an SVM
classifier. In our simulations that analyze the predictive
accuracy of sparse models (see the “Sparsifying the
model while maintaining accuracy” section), we combine
the DBNs by taking the average of the a posteriori dis-
tributions over secondary structure labels and selecting
the particular label at each position that has the maxi-
mum probability. In the cross-validation experiment
performed on the CB513 and SD576 benchmarks (see
the “Comparison with the state-of-the-art” section), we
combine the DBNs and the PSSM profiles by an SVM
classifier as explained in the next section. Combining
multiple models that characterize different profile repre-
sentations as well as different sections of the depen-
dency structure has a positive impact on predictive
accuracy.
Support vector machine classifier
The SVM used to combine the outputs from multiple
DBNs employs a radial basis function kernel, and is
trained using the LIBSVM package [57]. As the input
features, we use a symmetric window of PSSM vectors
derived from PSI-BLAST and HHMAKE, as well as a
window of marginal ap o s t e r i o r iprobabilities that are
generated from the DBNs described in the “Combin-
ing multiple DBNs” section. For simplicity, we set the
lengths of the PSSM and the posterior probability
windows to be five, which is similar in size to the LAA
window parameter optimized for DBNs (see the
“Model training, parameter optimization and testing
for cross-validation” section). Our feature set contains
the following a posteriori distributions: (1) average of
posterior probabilities from the four DBNs, (2) aver-
age of posterior probabilities from past dependency
and future dependency DBNs that use PSI-BLAST
PSSMs, (3) average of posterior probabilities from
past dependency and future dependency DBNs that
use HHMAKE PSSMs. This gives a total of 539
features.
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boundaries of a protein (i.e., those that are close to the
N- or C-terminus), we include zeros to the feature set.
In our SVM classifier, we performed 5-fold internal
cross-validation on a randomly downsampled version of
each training set to optimize the cost parameter C and
the radial basis function kernel width parameter g.I n
this procedure, the downsampling rate is set to 5 and a
grid search is performed such that C Î {2
-5,2
-3,. . . ,2
5}
and g Î {2
-7,2
-13, ..., 2
2}. Then we use the selected para-
meters to train an SVM classifier on the training set
and generate predictions on the test set. LIBSVM uses a
one-against-one method to generate predictions for
more than two classes.
Model training, parameter optimization and testing for
cross-validation
For each train/test split of the cross-validation experi-
ment in the “Comparison with the state-of-the-art” sec-
tion, we randomly divided each training set into two
such that the first half is used to optimize and train the
DBNs and the second half the SVM. Each DBN requires
the specification of four hyperparameters: the depen-
dency parameters LAA and LSS, the diagonal covariance
regularizer a, and the discrete/continuous weighting
parameter ω. In our cross-validation experiment with
the CB513 benchmark, we performed internal cross-vali-
dation on each training set allocated for DBNs and
selected the hyperparameters of the DBNs that yielded
the highest amino acid level accuracy. To avoid an
expensive search over the full, four-dimensional search
space, we performed the optimization in a step-wise
fashion. First, we optimized the LAA and LSS parameters,
fixing a =0 . 0 1a n dω = 1.0. In this step, we considered
ag r i do fv a l u e sf o rLAA and LSS, i.e., LAA from 0 to 10
and LSS from 0 to 6. Second, we fixed LAA and LSS to
their optimum values and searched for the best a para-
meter. Third, we fixed a to its optimum value and opti-
mized the ω.F o ra and ω,w ed i dab i n a r ys e a r c h ,
where we started with values from {0.1, 0.2, ..., 1.0},
selected the optimum on this grid and then selected a
finer grid of values, with increments of 0.01, around that
optimum. After selecting the optimum on this finer grid,
we selected a third grid of values with increments of
0.001 around that optimum and searched for the best
values of the hyperparameters. Once we obtained the
optimum values for the hyperparameters we repeated
this optimization procedure starting with the second
round of optimization for LAA and LSS fixing a and ω to
their optimum values from the first round, followed by
the reoptimization of a and ω. For DBNs that use
PSSMs derived from PSI-BLAST, the hyperparameter
optimization for the CB513 set yielded values in the
vicinity of LAA =4 ,LSS = 2 both for the past and future
DBN models. The mean and standard deviation of the a
parameter was (0.0424, 0.014) for the past DBN and
(0.0450, 0.012) for the future DBN. For the ω parameter,
these statistics were (0.567, 0.094) for the past DBN and
(0.525, 0.081) for the future DBN. Similarly, for DBNs
that use HHMAKE PSSMs, the optimum values were
approximately LAA =3 ,LSS =2f o rt h ep a s tD B Na n d
LAA =4 ,LSS = 2 for the future DBN. The mean and
standard deviation of the a parameter was (0.020, 0.087)
for the past DBN and (0.012, 0.035) for the future DBN.
For the ω parameter, the mean and standard deviation
values were (0.420, 0.032) for the past DBN and (0.367,
0.031) for the future DBN. We observed that, the opti-
mized values are more consistent across different cross-
validation splits for DBNs that use PSI-BLAST based
P S S M sa sc o m p a r e dt oD B N st h a tu s eH H M A K E
PSSMs. We hypothesize that this difference arises
because PSI-BLAST PSSMs are regularized using pseu-
docounts, whereas HHMAKE PSSMs are not. Including
pseudocounts in the HHMAKE PSSMs might make the
estimated hyperparameters more consistent across dif-
ferent cross-validation splits because a pseudocount will
smooth the estimated PSSM values by assigning a back-
ground measure to the cases with zero-occurrence i.e.,
cases with no hits to a particular amino acid in a col-
umn of the multiple alignment block; however, we did
not explicitly test this hypothesis. Detailed description of
pseudocounts can be found in [42] and in [58]. Similar
values for the hyperparameters are obtained for the
SD576 set (data not shown). In our DBN model, LAA,
LSS and a control the model complexity, determining
whether the classifier will underfit or overfit to a given
training set. For instance, as we increase LAA or LSS,
after a certain point, we will start observing a decrease
in the predictive accuracy, which is known as over-fit-
ting (a detailed analysis of the performance with respect
to to LAA and LSS can be found in Yao et al [5]). On the
other hand, the covariance component regularizer a
allows us to smooth the model (high values enable more
smoothing) and reduce over-fitting. Therefore, the accu-
racy with respect to these hyperparameters will be close
to a concave function. In our simulations, we also
observed a similar concave behavior for the ω parameter
(data not shown). To optimize C and g, which are the
two hyperparameters of the SVM, we performed an
internal cross-validation on the training set allocated for
the SVM (see the “Support vector machine classifier”
section). The optimum values were around C =1 . 0a n d
g = 0.00781 for the CB513 and SD576 benchmarks.
After optimizing the hyperparameters, for each train/
test split, we trained the DBNs using the first half of the
training set and generated marginal ap o s t e r i o r iprob-
ability distributions for proteins in the second half of
the training set as well as proteins on the test set. Then
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set and predicted the secondary structure of proteins in
the test set. Pseudocode for the nested cross-validation
procedure is given in Algorithm 2. Detailed descriptions
of the hyperparameter optimization algorithms are also
available in Supplementary Algorithms 1, 2, and 3 (see
the Additional file 1).
Algorithm 2 Pseudocode for cross-validation with
hyperparameter optimization by internal cross-vali-
dation. The algorithm takes as input four parameters:
the dataset D, the number of cross-validation folds K,
the number of folds for internal cross-validation Kint,
and the set of hyperparameters Θ =( LAA,L SS, a, ω). For
each train/test split, the algorithm optimizes the hyper-
parameters of the DBNs by doing internal cross-valida-
tion on the training set. Then it trains the DBNs on the
training set with the optimized set of parameters and
computes predictions on the test set.
1: procedure NESTEDCROSSVALIDATION(D, K,
Kint, Θ)
2: Split dataset D into K (train, test) sets
3: Split each train set into two (trainDBN , trainSV M
)
4: for each (trainDBN , trainSV M , test) do
5: Split trainDBN into Kint (subtrain, subtest) sets
6: for each hyperparameter θ Î Θ do
7: for each (subtrain, subtest) do
8: Train DBNs on subtrain and predict on
subtest
9: end for
10: Compute the accuracy on trainDBN for θ
11: end for
12: Select θ* with the best accuracy for a given
trainDBN
13: Train DBNs on trainDBN with θ*a n dp r e d i c t
on trainSV M and test
14: Train SVM on trainSV M and predict on test
15: end for
16: Return the accuracy on D
17: end procedure
PDB-PC15 dataset
To obtain the PDB-PC15 dataset, we used the following
set of criteria in PISCES server [34]: percent identity
threshold of 15%, resolution cutoff of 2.5 Å, and R-value
cutoff of 1.0. We also used PISCES to filter out non-X-
ray and Ca-only structures and to remove short (< 40
amino acids) and long (> 10000 amino acids) chains. In
the resulting set of proteins, we replaced chemically
modified residues (i.e., the ones annotated as “X” by the
DSSP algorithm [23]) with the unmodified versions
taken from the PDB. Finally, we assigned a secondary
structure label to each amino acid from the DSSP data-
base [35]. We mapped the 8-state representation of
secondary structure labels to 3-states by applying the
following conversion rule: H, G, I to H; E, B to E and S,
T, ‘‘to L. The final version of our dataset contains
3,824 chains and 792,146 amino acids.
For the b strand analysis, we extracted the b strand
segments only, eliminating the particular segments that
contain amino acids with zero bridge interactions and
those that are of length one (b-bridge residues). The
final set contained 16,927 b strand segments with a
minimum segment length of 2, maximum of 18 and
average of 4.
Model for analyzing correlations in b strands
To allow the analysis of correlations among b strand
residues, we update the definition of the multivariate
normal density in Equation 4 as
p(xi|zi,Qi = E)= p(xi|xi−LAA,...,xi−1,
xi+1,...,xi+LAA,
xj−LAA,...,xj+LAA,Qi = E),
(13)
where xi is the observation vector of a b strand resi-
due ri,a n dxj is the observation vector of the residue rj,
which makes a bridge interaction with ri.T h i sf o r m u l a -
tion allows us to fit a multivariate normal density to p(xi
| zi, Qi = q) as in Equation 4 and analyze the correlation
relations between ri and its spatial neighbors.
Additional material
Additional file 1: Cross-validation and hyperparameter optimization.
Detailed descriptions of the algorithms for cross-validation and
hyperparameter optimization by internal cross-validation.
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