We present a new stochastic analysis for steady and transient one-dimensional heat conduction problem based on the homogenization approach. Thermal conductivity is assumed to be a random field K consisting of random variables of a total number N. Both The configurational contribution is shown to be proportional to the local gradient of T . 
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I. Introduction
The modeling and analysis of heat conduction for any mechanical systems is a fundamental problem that is critical to standard engineering design. Traditional deterministic modeling is based on the assumption that problem input parameters (material properties, boundary and initial conditions, and problem geometry etc.) are known and fully deterministic [1] . However, only using the mean values from the deterministic study for design variables is generally not enough for most engineering practice and a safety factor must be introduced in order to take into account the uncertainty associated with the physical properties, initial, and boundary conditions. This factor of safety provides a measure of the reliability of a particular design. An accurate estimation of the safety factor to be used in the design will significantly reduce the manufacturing and operating cost. Therefore, there is an increasing interest in stochastic analysis and modeling for engineering problems, where uncertainty quantification and sensitivity analysis can be implemented in order to estimate an optimized factor of safety.
As the use of probabilistic design methodology becomes a standard practice for most engineering design, a number of stochastic modeling methods have been developed in different ways. A popular approach is to employ a large number of Monte Carlo simulations (MCS) over a sufficiently large probability space. Statistical information can then be extracted from the outcome of MCS. Since the standard deviation is inversely proportional to the number of samples (N sim ), a N sim ≈500 is usually required in order to estimate the cumulative distribution function (CDF) [2] . Therefore, this statistical approach often suffers from the enormous computational effort that is required for sufficiently large samples.
Some non-statistical approaches have also been developed to overcome the computational hurdles associated with the direct statistical approach. The Galerkin method applied to stochastic systems has been proposed in [3] . The stochastic version of Taylor expansion, where the stochastic fields are discretized around mean values by a Taylor series expansion, is also known in the literature as the perturbation method [4] [5] [6] . As a powerful tool for solving the stochastic partial differential equations (PDEs), the stochastic finite element method (SFEM), an extension of the standard finite element method to the stochastic framework, has been put forward and applied to a number of examples [7] [8] [9] , where the underlying formulation uses the second-order perturbation for the expansion of the random fields. Another popular approach, called polynomial chaos, is based on the decomposition of the random inputs and solutions into chaos polynomials which do form a complete and orthogonal basis. The original version employs a spectral expansion using Hermite orthogonal polynomials for Gaussian random variables. These approaches have been applied to the uncertainty analysis of heat conduction by a number of authors [10] [11] [12] . In contrast to the method mentioned, the new approach is based on the homogenization through expansion of dispersion relation. The original problem is reduced to quantify the uncertainty associated with the ensemble and configurational contributions. Significant computational savings can be achieved, as demonstrated in the numerical examples.
The homogenization approach was applied in our previous work [13, 14] to derive the effective properties and homogenized solutions. Reduction of problem dimensionality can also be achieved through the cross-sectional homogenization using the reduced-boundaryfunction method [15, 16] . The objective of this paper is to present a stochastic analysis based on the homogenization approach (employing the dispersion relations) presented in [13, 14] to provide some insights of uncertainties associated with steady-state and transient heat conduction, where the thermal conductivity can be any arbitrary random field in principle.
The paper is organized as follows. We first present the analysis for steady problem in Section II, followed by the analysis for transient problem using a homogenization approach in Section III. Numerical examples are presented in Section IV.
II. Stochastic Analysis for Steady-State Heat Conduction
In this section we consider the steady-state heat conduction problem subject to uncertainty in the thermal conductivity. We consider a one-dimensional model problem where the thermal conductivity K(x) is a random field that consists of random variables at different location of x. The equation for this problem is written as,
with Dirichlet boundary conditions
where x is the position and T is the temperature field. The steady-state temperature T is also a stochastic field because of the randomness in thermal conductivity K. The objective is to find the statistical properties of T for given random field K. From Eq. (1), we can easily find
where A is a constant that can be determined from boundary conditions, where
0,1 after discretization. K is a random field in space. Equation (4) leads to the constant A,
The temperature field T can be explicitly written as,
where 1 N Nx = represents the number of random variables between [0, x] . By substitution of
into Eq. (6), we arrive
where random variables 1 S , 2 S , and Z are defined as
and 2 1 z S S = .
From Eq. (8), the temperature field can be simply written as ( ) 
T x T T T x T T W x
where we introduced another random variable W that is a function of random variable z,
The temperature field T has two contributions (indicated in Eq. (11) as 1 and 2). Obviously, term 1 represents the homogenized solution by solving the homogeneous heat conduction problem and term 2 represents the stochastic contribution due to the randomness of K.
Up to this stage, we do not use any statistical information of the random field K. solutions (11) and (12) are applicable to any arbitrary random field K. For the purpose of demonstration, thermal conductivity K at any given position x is assumed to follow an independent and identical distribution K f (i.i.d) with a mean of K µ and a standard deviation of K σ . Next, we can find the probability distribution function for
Clearly , 
and
Two Random variables 1 S and 2 S are the sum of many independently and identically distributed variable ξ (Eq. (9)). Therefore, we can make use of the central limit theorems 
where → denotes convergence in the probability distribution. Since 1 S and 2 S represent two normal random variables independent of each other, the random variable z from Eq. (10) should follow the Gaussian ratio distribution and the corresponding probability distribution function is:
where
After simplification, we obtain the distribution function for random variable
where two dimensionless number α and * N are defined as 21) is dominating over the first term for 1 z ∼ . An approximate
In order to find the distribution function for random variable W that is a function of z, we make use of the characteristic function W
where ω is the frequency. From Eq. (12), we obtain 1 1 1
and 2 1 1
Substitution of Eqs. (26) and (27) into Eq. (25) leads to the characteristic function ( ) ( )
and the distribution function for W (namely W f ) is written as ( ) ( )
After we substitute the approximate distribution ( ) ( )
(29)), we obtain the probability distribution for random variable W ( ) 
where the mean and standard deviation are
with ξ µ and ξ σ determined from Eqs. (14) and (15) 
It is noted that both mean and variance of temperature field are position-dependent, with largest variance at the middle location 0.5 x = . For random field K consisting of i.i.d
variables, all we need to determine the variance of temperature T are the ξ µ (first order moment of f ξ ) and ξ σ (second order moment f ξ ).
III. Stochastic Analysis for Transient Heat Conduction
In this section, results from our previous study on the homogenization of heat conduction with arbitrary position-dependent thermal conductivity by employing the dispersion relation 
and the initial condition
where C is the product of material density and the heat capacity. Both C and K can be random fields. We use the Dirichlet boundary conditions (Eq. (34)) for the purpose of 
( ) ( )( ) ( )
where integral functions 1 G and 1 F , 2 F , and 4 F are defined as
( )
( ) For the simplest situation where we only consider K as a random field and a constant field 1 C = is used for Eq. (33), the following simplifications can be made
The expressions for ( )
and ( )
Expressions for ( ) n L x (Eqs. (47)- (49)) satisfy the boundary condition ( ) ( )
The total solution converges to the homogenized solution ( T T → ) as 
The homogenized solution ( ) , T x t is stochastic in nature because it is the solution of effective Equation (37), where 1 C = and effective K is a random variable. Similarly, we do not use any statistical information of the random field K up to this stage. Solutions (36)- (45) are applicable to any arbitrary random field K. Stochastic properties of effective properties K and functions ( ) n L x must be determined first for given random field K, followed by the calculation for stochastic properties of temperature field T. Again for demonstration, thermal conductivity K at any given position x is assumed to follow an independent and identical distribution K f (i.i.d) with a mean of K µ and a standard deviation of K σ .
The statistical properties of K can be found from Eq. (38), where we have
Using central limit theorem (CLT) we obtain, ( )
By applying the delta method, K was found to asymptotically converge to the normal
By comparing expressions of 1 G (Eq. (42) and Eq. (36)) and W (Eq. (12) and Eq. (8) 
The mean and the variance of the solution T can be found by ( )
and 
IV. Numerical Examples
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We first assume a uniform distributionof K within the range of [ ] (Fig. 6 ) and standard deviation (Fig. 7 ) of solution T. 
V. Conclusion
