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En el siguiente trabajo se desarrollo´ una metodolog´ıa para la creacio´n de modelos
generales dina´micos de redes de regulacio´n gene´tica (GRN). El entendimiento de estas
redes permitira´ aumentar el conocimiento de procesos celulares fundamentales tales como
ciclo celular, diferenciacio´n celular, apoptosis, etc. En los u´ltimos an˜os ha aumentado la
disponibilidad de series de tiempo de datos de expresio´n gene´tica, lo cual permite el estudio
de genomas y no solo de pares de genes o un conjunto reducido de ellos. Este conocimiento
es de vital importancia para genetistas y bio´logos debido a su rol en el metabolismo de
un organismo. Sin embargo el comportamiento de estos datos presenta efectos no lineales
que hacen dif´ıcil su estudio y por tanto las inferencias de las relaciones entre genes. La
metodolog´ıa desarrollada se basa en redes neuronales recurrentes en tiempo continuo, las
cuales dependen de una suavizacio´n de los datos de las series de tiempo a modelar. Esta
suavizacio´n permite estimar dina´micas de campo medio de las variables, por lo que la
solucio´n de las ecuaciones diferenciales se sustituye por un suavizado bayesiano, lo que
lleva a un ahorro en el tiempo de co´mputo para la estimacio´n de los para´metros de la red
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. El me´todo se probo´ en datos reales de regulacio´n gene´tica y tiene un mejor desempen˜o
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La inferencia de redes de regulacio´n gene´tica es un tema con un fuerte proceso de
investigacio´n en muchas universidades y centros de investigacio´n, esto en parte debido
a que la cantidad de informacio´n disponible se obtiene de manera ma´s sencilla y en
mayor cantidad de organismos. Estos datos se refieren a diferentes niveles del proceso
celular: concentracio´n de prote´ınas, concentracio´n de mRNA, etc. Sin embargo establecer
las relaciones entres los diferentes genes au´n se encuentra en fase de estudio, pues el
planteamiento de modelos, su resolucio´n y los experimentos derivados de estas conclusiones
han dado resultados con poco nivel de precisio´n en la mayor´ıa de los casos. Por este tipo
de resultados se siguen planteando diferentes modelos, as´ı como algoritmos de ca´lculo para
e´stos. Por ello la aportacio´n de esta tesis se centrara´ en el planteamiento de un modelo
que tenga las siguientes caracter´ısticas: adecuado para la representacio´n de estas redes,
con la capacidad de obtener inferencias acerca de la relacio´n entre los diferentes genes y
que adema´s sea aplicable a diferentes fuentes de informacio´n.
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1.2. Antecedentes
Las redes de regulacio´n gene´tica son un tema de relevancia actual para la biolog´ıa, por
lo que su estudio se ha llevado a cabo desde diferentes vertientes [2, 5, 12]. Una de estas
forma de estudio corresponde al estudio de prote´ınas espec´ıficas asociadas a un gen con
mediciones realizadas en diferentes puntos del tiempo.
Dentro de esta rama se han realizado diferentes aproximaciones para el planteamiento y
resolucio´n de un modelo que permita hacer una estimacio´n de las diferentes interacciones
entre los genes que conforman una red de regulacio´n gene´tica. Varias de estas aproxi-
maciones se mencionan en [12, 40], donde diferentes tipos de modelos y algoritmos de
solucio´n se aplican a diferentes conjuntos de datos para encontrar las interacciones entre
estos genes.
Uno de los trabajos que plantea un modelo lo suficientemente general para modelar dife-
rentes tipos de interacciones corresponde al trabajo de [25] que utiliza como modelo una
red neuronal recurrente, la cual resuelve mediante una optimizacio´n basada en part´ıcu-
las. Otro de los trabajos que hace mencio´n a uno de los temas presentados en esta tesis
corresponde a [20] que utiliza un esquema de ecuaciones diferenciales y un proceso de sua-
vizacio´n previo durante el proceso de optimizacio´n. Esta te´cnica de suavizado es similar
a la usada en esta tesis, pero los principios de justificacio´n son muy diferentes, adema´s
de que se usa de manera conjunta durante el proceso de optimizacio´n, mientras que en el
presente trabajo se utiliza de manera separada la suavizacio´n y la optimizacio´n que hacen
ma´s sencillo el problema de optimizacio´n.
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1.3. Motivacio´n
Las redes de regulacio´n gene´tica son un tema de intere´s actual puesto que su enten-
dimiento llevara´ a una mejor comprensio´n de las rutas metabo´licas para el combate de
diferentes enfermedades, sin embargo estas corresponden a un proceso complejo donde
existen mu´ltiples interacciones a diferentes niveles entre los genes, prote´ınas y mRNA
mensajero entre otros. Adema´s de que es un proceso dina´mico donde las concentraciones
de cada uno de estos elementos es cambiante. Por otra parte existe la limitante de que
la medicio´n de estos elementos es compleja y requiere de material especializado, por lo
que las muestras temporales del proceso son pequen˜as y esta´n sujetas a ruidos de medi-
cio´n. De ah´ı el intere´s de desarrollar un me´todo que permita hacer inferencia acerca de




A continuacio´n se presentan las aportaciones de la tesis.
El desarrollo y calibracio´n de un procedimiento para la inferencia de redes de regulacio´n
gene´tica mediante el uso de redes neuronales en tiempo continuo el cual se publico´ en [52],
adema´s de presentarse como una exposicio´n en el CLAIO XVII en Monterrey Nuevo Leo´n.
Entre las aportaciones espec´ıficas derivadas de este trabajo se encuentran: la propuesta
de una descripcio´n de campo medio para el nivel de expresio´n gene´tica en un tiempo fijo, lo
cual permite realizar un suavizado de los datos para su representacio´n posterior; otra es el
suavizado basado en transformadas de Fourier, donde la estimacio´n de los para´metros de
la serie de Fourier se estiman mediante un procedimiento de minimizacio´n de funcio´n del
error derivado de un planteamiento bayesiano, adema´s se comparo´ el me´todo desarrollado
en este trabajo con otros me´todos de suavizado para muestras pequen˜as y con ruido de
medicio´n, donde se obtuvo que el me´todo planteado tuvo un mejor desempen˜o que sus
alternativas de comparacio´n.
Una aportacio´n clave en el trabajo es el uso del suavizado de datos para el entrena-
miento de la red neuronal recurrente, este procedimiento, como se menciono´, es derivado
de un planteamiento bayesiano de las observaciones, esto permitio´ mejorar el tiempo de
procesamiento necesario para el entrenamiento de la red neuronal debido a la disminucio´n
de evaluaciones de la funcio´n objetivo. Esta aportacio´n se ve sustentada mediante un ex-
perimento de comparacio´n contra otro me´todo competitivo donde se controlan diferentes
factores que afectan el tiempo de procesamiento. Por otra parte el entrenamiento de la red
se basa en un planteamiento de una funcio´n de error de los gradientes usando los datos
calculados a partir de la red neuronal recurrente y de los datos suavizados.
Por u´ltimo se presenta como aportacio´n la comparacio´n de la metodolog´ıa propuesta,
redes neuronales recurrentes ma´s suavizacio´n, contra otros procedimientos sobre los mis-
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mos conjuntos de datos obteniendo una mejora en los niveles de error para datos dentro
y fuera de muestra.
En resumen la metodolog´ıa propuesta con respecto a alternativas competitivas requiere
una menor cantidad de evaluaciones de la funcio´n objetivo, lo que se traduce en un
disminucio´n del tiempo de procesamiento necesario para la estimacio´n del modelo. Por
otra parte se encuentra que el error de ajuste de este me´todo para datos fuera de muestra
es menor que para otros me´todos, para diferentes conjuntos de datos de redes de regulacio´n
gene´tica, lo que lo coloca como una alternativa viable para el estudio de este tipo de redes.
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1.5. Organizacio´n de la Tesis
Esta tesis se organiza de la siguiente manera. En el cap´ıtulo 2 se hace una revisio´n de
los conceptos de redes de regulacio´n gene´tica, los tipos de modelos que se han usado para
estudiarlas, as´ı como los algoritmos que se han empleado para solucionar dichos modelos,
as´ı como una revisio´n de las diferentes fuentes de informacio´n disponibles. Posteriormente
se explicara´ el uso de las redes neuronales en tiempo continuo en el a´rea de redes de
regulacio´n gene´tica.
En el cap´ıtulo 3 se menciona el uso de las redes neuronales en tiempo continuo en
trabajos anteriores, especialmente el trabajo de [25] donde se realizo´ una aplicacio´n de
este modelo mediante un me´todo de solucio´n basado en PSO (optimizacio´n basada en en-
jambres de part´ıculas por sus siglas en ingle´s). Posteriormente se describe la metodolog´ıa
propuesta que tiene como base una red neuronal recurrente, cuya estimacio´n de para´me-
tros se realiza mediante un me´todo basado en la suavizacio´n de los datos muestrales.
Esta te´cnica esta basada en la suposicio´n de que la expresio´n gene´tica en un tiempo fijo
puede representarse como una expresio´n de campo medio, con lo que las derivadas corres-
pondientes de la concentracio´n del sistema pueden aproximarse mediante una adecuada
suavizacio´n de los datos. Para encontrar el mejor me´todo de suavizacio´n se realiza una
serie de experimentos sobre datos simulados para encontrar el mejor me´todo de suaviza-
cio´n cuando se tienen pocos datos. Con esta informacio´n se aplica el me´todo a estos datos
suavizados y se reportan los resultados. Posteriormente para realizar una comparacio´n
con una alternativa razonable de resolucio´n para este tipo de problemas, se planteo´ un
experimento de comparacio´n con un algoritmo evolutivo, donde las medidas a contrastar
fueron velocidad y error obtenido. Al final del cap´ıtulo se muestra una comparacio´n del
me´todo propuesto contra otros me´todos de la literatura usando diferentes conjuntos de
datos reportados en la literatura [20] y [42, 43].
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En el cap´ıtulo 4 se comentan los resultados y se hace un serie de recomendaciones
para trabajo futuro en esta l´ınea. Adema´s en los ape´ndices se muestra la publicacio´n
realizada con el trabajo de la presente tesis, as´ı como las pruebas estad´ısticas resultado




2.1. Redes de regulacio´n gene´tica
2.1.1. Definicio´n de red de regulacio´n gene´tica
Las ce´lulas realizan diferentes procesos en muchas y diferentes situaciones por medio
de un conjuntos de genes, que definiremos de manera amplia como redes de genes inter-
actuantes, prote´ınas y metabolitos [1]. De manera formal, una red de regulacio´n gene´tica
(RRN) es un conjunto de segmentos de ADN que interaccionan entre ellos (de manera
indirecta a trave´s de su ARN y productos de expresio´n prote´ınica) y con otras sustan-
cias en la ce´lula, para de esta manera controlar la velocidad a las cuales los genes en la
red se transcriben en mARN. En general, cada mole´cula de mARN genera una prote´ına
espec´ıfica (o conjunto de prote´ınas). Estas prote´ınas generadas puedes ser estructurales,
enzima´ticas (que catalizan reacciones), sin embargo ciertas prote´ınas solo sirven para ac-
tivar otros genes, y dichas prote´ınas se denominana factores de transcripcio´n que son los
agentes principales en redes de regulacio´n. Estas prote´ınas al unirse a la regio´n del promo-
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tor que se encuentra al inicio de otros genes los activan, iniciando la produccio´n de otra
prote´ına y as´ı sucesivamente, mientras que otros factores de transcripcio´n son inhibitorios
[2]. En la Figura 2.1 se muestra una representacio´n del proceso de transcripcio´n, donde
las prote´ınas se encuentran fuera del nu´cleo en el citoplasma de la ce´lula.
La importancia de estas redes se debe a que muchos procesos celulares tales como
ciclo celular, diferenciacio´n celular y apoptosis son controlados mediante la regulacio´n de
genes, lo cual es esencial para todos los virus, procariontes y eucariotes. Este proceso les
permite transformar la informacio´n codificada en los genes en prote´ınas para incrementar
la versatilidad y adaptabilidad de un organismo permitiendo que la ce´lula exprese la
prote´ına cuando sea necesario. [2]
2.1.2. Modelos biolo´gicos
El modelo biolo´gico que soporta a una red de regulacio´n gene´tica se observa en la
Figura 2.2 [4], donde los diferentes elementos que la constituyen y los procesos que los
conectan se encuentran representados.
2.1.3. Formas de medicio´n de los elementos de regulacio´n gene´ti-
ca
La cuantificacio´n de los elementos en un proceso de regulacio´n biolo´gica depende de la
etapa en la que se encuentra y de los elementos que se van a medir. La Tabla 2.1 muestra
las tecnolog´ıas y elementos de medicio´n para en una red de regulacio´n gene´tica [5] .
Cada una de las diferentes te´cnicas de medicio´n se encuentra asociada a una etapa
espec´ıfica del proceso de regulacio´n, as´ı como a un actor espec´ıfico. Las etapas y te´cnicas
ma´s usadas en las redes de regulacio´n gene´tica corresponden a elementos de ARN, debido
17
Figura 2.1: Proceso de transcripcio´n de prote´ınas [3]
18
Figura 2.2: Regulacio´n de la expresio´n gene´tica en diferentes etapas de la s´ıntesis de
prote´ınas
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Tabla 2.1: Elementos de medicio´n de una red de regulacio´n gene´tica
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a la dificultad que existe para medir prote´ınas espec´ıficas.
Entre las te´cnicas ma´s populares para la medicio´n de ARN se encuentran la te´cnica
de los microarreglos, dicha te´cnica consiste en tomar diferentes muestras de tejidos para
despue´s utilizar un colorante fosforescente y posteriormente hibridizarlo en el microarre-
glo, el cual consiste en un conjunto de minisensores de ADN dispuestos en una plataforma
so´lida en forma de matriz. Posteriormente se hace un lavado y esto intensifica la sen˜al
fosforescente de los minisensores (productos PCR o iniciadores cortos de ADN) lo cual
permite medirlos por medio de un scaner la´ser, con lo que se provee una medida semi-
cuantitativa de la cantidad de mole´culas de a´cido nucleico que son complementarias a los
sensores del microarreglo [6]. Una de las te´cnicas ma´s usadas para la experimentacio´n con
microarreglos es el uso de muestras control y experimental, las cuales se hibridan en un
mismo microarreglo para realizar su comparacio´n, en la Figura 2.3 se muestran los pasos
de este procedimiento [7].
2.1.4. Fuentes de informacio´n de redes de regulacio´n gene´tica
2.1.4.1. Conjuntos de datos reales de bases de informacio´n gene´tica
Una de las metodolog´ıas ma´s recientes para la medicio´n de datos de interaccio´n de
prote´ınas-DNA corresponde a la inmonuprecipitacio´n de cromatina (ChIP en ingle´s), esta
metodolog´ıa permite encontrar relaciones particularmente en los factores de transcripcio´n
y los promotores objetivos. Este procedimiento se centra en los factores de transcripcio´n
de ep´ıtopos conocidos que se encuentran unidos a fragmentos de ADN que contienen los
promotores objetivos, a estos factores se les realiza la inmonuprecipitacio´n de cromatina,
para despue´s hibridizar los fragmentos de DNA en un microarreglo intergene´tico.
Actualmente muchos datos de ChIP sobre levadura y otros organismos se encuentran
21
Figura 2.3: Diagrama de un experimento de microarreglos con dos muestras.
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pu´blicamente disponibles, por ejemplo los datos de la investigacio´n de [8, 9] acerca de la lo-
calizacio´n de genes y se puede descargar de (http://web.wi.mit. edu/young/regulatory network/).
Otro ejemplo es YEASTRACT (Bu´squeda para reguladores transcripcionales y con-
senso sobre levadura) que es un repositorio de ma´s de 12,5000 asociaciones regulatorias
entre factores de transcripcio´n y genes objetivo en la Saccharomyces cerevisiae. [2]
Uno de los conjuntos de datos ma´s influyentes con respecto a la Saccharomyces cere-
visiae fue el trabajo de [10] donde por medio de la te´cnica de microarreglos y muestras
tomadas a diferentes tiempos, se realizo´ un ana´lisis de ma´s de 800 genes, esta informacio´n
se puede consultar en http://genome-www.stanford.edu/cellcycle/. En [40] se muestra una
comparacio´n de diferentes me´todos para recrear los datos de expresio´n del ciclo celular
de la Saccharomyces Cerevisiae del conjunto de datos de Spellman. En e´l existen tres
diferentes conjuntos de datos con diferente nu´mero de genes (6, 7 y 24). Varios autores
mencionan que el trabajo [40] es actualmente uno de los estudios comparativos ma´s ex-
haustivos con respecto a te´cnicas de inteligencia artificial aplicadas a modelos no lineales
de las redes de regulacio´n gene´tica[26], [41]. Adema´s [37] considera a [40] como un resumen
detallado de algoritmos de reconstruccio´n aplicados a diferentes conjuntos de datos.
2.1.4.2. Bases sinte´ticas de informacio´n
Entre los esfuerzos que se han realizado para crear datos de comparacio´n para la
inferencia de redes de regulacio´n gene´tica, se encuentra la opcio´n de crear redes artificiales
que generen dina´micas semejantes a las de una red real. Entre estos esfuerzos se encuentra
GeneNetWeaver [11] que genera datos de una red de regulacio´n gene´tica in silico a trave´s
de un modelo matema´tico subyacente y datos reales de redes de informacio´n gene´tica. En
la Figura 2.4 se puede observar la forma de este sistema. La generacio´n final corresponde
a series de tiempo que sera´n usadas para realizar la inferencia de la red que las genero´.
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Entre los puntos relevantes de este acercamiento se encuentra el uso de ecuaciones para
la generacio´n de las series de tiempo. Para cada gen i de la red, la tasa de cambio de
concentracio´n de mRNA FRNAi y la tasa de cambio de concentracio´n de prote´ınas F
Prot
i




= mifi(y)− λRNAi xi
F Proti (x,y) =
dyi
dt
= rixi − λProti yi
(2.1)
Donde mi es la ma´xima tasa de transcripcio´n, ri es la tasa de traduccio´n, λ
RNA
i y
λProti son las tasas de degradacio´n de RNA y prote´ına respectivamente, y x,y son los
vectores que contienen todas las concentraciones de mRNA y prote´ınas respectivamente
y fi(·) es la funcio´n de activacio´n de gen i que calcula la activacio´n relativa del gen, que
se encuentra entre 0 y 1. Parte de esta evidencia nos lleva a concluir que es necesario
verificar los modelos matema´ticos que se usan para la modelacio´n de las redes complejas,
sus supuestos y los resultados obtenidos de e´stos.
2.2. Modelos matema´ticos de representacio´n de re-
des de regulacio´n gene´tica
Los modelos matema´ticos de representacio´n de las redes gene´ticas son variados y tienen
diferentes representaciones. En [12] se describen los siguientes formalismos matema´ticos
para la representacio´n de una red de regulacio´n gene´tica.
2.2.1. Redes Bayesianas
El primer formalismo discreto corresponde a las redes bayesianas, donde la estructura
gene´tica se representa mediante una gra´fica ac´ıclica dirigida G = 〈V,E〉. Los ve´rtices
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Figura 2.4: Representacio´n del procedimiento NetWeaver para la generacio´n de redes in
silico y posterior benchmark.
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i ∈ V, 1 ≤ i ≤ n representan genes y tiene correspondencia con variables aleatorias Xi,
donde esta variable representa el nivel de expresio´n del gen i. Para cada Xi, se define una
distribucio´n condicional p(Xi | ancestros(Xi)), donde ancestros(Xi) denotan las variables
correspondientes a los reguladores director de i en G. La gra´fica G y las distribuciones con-
dicionales p(Xi | ancestros(Xi)) definen a la red Bayesiana, la cual especifica de manera
u´nica una distribucio´n de probabilidad conjunta p(X). Esta gra´fica contiene el supuesto
de Markov, donde las distribuciones para un gen i en especifico son independientes de los




p(Xi | ancestros(Xi)) (2.2)
En la Figura 2.5 se muestra un ejemplo de una red de regulacio´n gene´tica
2.2.2. Ecuaciones diferenciales no lineales no ordinarias
En este formalismo se usa la concentracio´n de mRNA, prote´ınas y otros elementos a
trave´s del uso de variables dependientes del tiempo. Las interacciones regulatorias toman
la forma de relaciones funcionales y diferenciales entre las variables de concentracio´n. De
una manera ma´s espec´ıfica la regulacio´n gene´tica se modela por ecuaciones de velocidad
de reaccio´n que expresa la velocidad de produccio´n de un producto gene´tico (prote´ına,
mRNA) como una funcio´n de las concentraciones de otros elementos del sistema. Estas
ecuaciones tienen la forma
dxi
dt
= fi(x), xi ≥ 0, 1 ≤ i ≤ n (2.3)
Esta ecuacio´n puede ser extendida para utilizar concentraciones de elementos externos






i(X1;X2, X3), i(X2;X1), i(X4;X3|X1, X2)
i(X3;X1, X4, X5|X2), i(X5;X1, X2, X3|X4)
Figura 2.5: Representacio´n de una red de regulacio´n gene´tica a trave´s de una Red Bayesia-
na, representada por una gra´fica (imagen de la izquierda, donde los nu´meros representan
nodos y las flechas las relaciones entre ellas). A la derecha se encuentran distribuciones de
probabilidad condicional, la distribucio´n de probabilidad conjunta y las independencias
condicionales
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se puede expresar como
dxi
dt
= fi(x,u), xi ≥ 0, 1 ≤ i ≤ n (2.4)
Tambie´n es posible incluir retrasos en el tiempo, los cuales surgen del tiempo necesario
para completar los procesos necesarios para expresio´n de una prote´ına, por lo que la
ecuacio´n se puede expresar como
dxi
dt
= fi(x1(t− τi1), ..., xn(t− τin)), xi ≥ 0, 1 ≤ i ≤ n (2.5)
donde τi1, ..., τin > 0 representan retrasos temporales.
Algunas de las ecuaciones ma´s usadas de este tipo hacen uso de te´rminos de degrada-
cio´n y de excitacio´n, las cuales tienen la forma
dx1
dt
= κ1nr(xn)− γ1x1, x1 ≥ 0
dxi
dt
= κi(i−1)xi−1 − γixi, xi ≥ 0, 1 ≤ i ≤ n
(2.6)
donde los para´metros κ1n, κ21, κn.n−1 ≥ 0 corresponde a constantes de produccio´n y
γ1,..., γn ≥ 0 a constantes de degradacio´n. En el caso de x1 se encuentra una funcio´n de








donde θij > 0 es el umbral de influencia de j en i y m > 0 es un para´metro de inclinacio´n
de la curva. La funcio´n toma valores entre 0 y 1 y se incrementa cuando xj → ∞, para
m > 1 las curvas de Hill tienen una forma sigmoidal. En la Figura 2.6 se puede observar
esta funcio´n junto con otras funciones de regulacio´n.
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Figura 2.6: Ejemplos de funciones de regulacio´n: (a) Funcio´n de Hill h+, (b) Funcio´n de
Heaviside o de escalo´n s+, (c) Funcio´n logoide l+
En [20] el modelo esta´ definido por
∂xi
∂t




donde xi(t) es la concentracio´n del gen i en el tiempo t, si y γi son las tasas de s´ıntesis
y degradacio´n basal para cada gen i. La variable βij denota la fuerza de la regulacio´n del
componente xj sobre xi y fij es la funcio´n de regulacio´n correspondiente. βij > 0 es una
activacio´n, βij < 0 una inhibicio´n, y βij = 0 significa que no hay regulacio´n del gen j al
gen i.
Un subcaso de las ecuaciones diferenciales no lineales corresponde al sistema S, que[21]
considera un modelo base dentro de la literatura de procesos metabo´licos pues se encuen-
tran basados en la teor´ıa de los sistemas bioqu´ımicos.














donde αi es la la s´ıntesis basal, βi la tasa de degradacio´n (constantes de cambio); gij indica
la fuerza de la influencia del gen j en la s´ıntesis del gen i y hij la influencia del gen j en
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la degradacio´n del gen i (o´rdenes cine´ticos).
2.2.3. Ecuaciones estoca´sticas
El supuesto principal de las ecuaciones diferenciales es que las concentraciones de las
sustancias var´ıan continua y determinist´ıcamente, lo cual es cuestionable en el caso de la
regulacio´n gene´tica, por lo que ciertos autores han propuesto el uso de modelos discretos
y estoca´sticos de regulacio´n gene´tica. En estos casos alternativos se considera que existe
una cantidad discreta X de mole´culas que se toman como variables de estado y que existe
una probabilidad conjunta p(X, t), la cual expresa la probabilidad de que en el tiempo t
se contenga X1 mole´culas de la primer sustancia, X2 mole´culas de la segunda sustancia y
as´ı sucesivamente. La evolucio´n de la funcio´n p(X, t) se puede expresar como







donde m corresponde al nu´mero de reacciones que pueden ocurrir en el sistema, αj△t es
la probabilidad que la reaccio´n j ocurrira´ en el intervalo [t+△t] y βk△t es la probabilidad
que la reaccio´n j llevara´ al sistema de un estado X a otro durante el intervalo [t +△t].






(βj − αj)p(X, t) (2.11)
Esta representacio´n del sistema es ma´s fa´cilmente entendible, sin embargo al involucrar
las probabilidades es mucho ma´s dif´ıcil de resolver por medios anal´ıticos que una ecuacio´n
diferencial.
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Figura 2.7: (a) Ejemplo de red booleana, (b) ecuaciones correspondiente. En este caso
n=3, y k=2. (c) Diagrama de la red booleana
2.2.4. Redes booleanas
Este formalismo representa a la activacio´n de un gen mediante una variable booleana (0
inactiva, 1 activa), por lo que la interaccio´n entre los genes se puede representar mediante
funciones booleanas que calculan el estado de activacio´n de un gen de los estados de otros
genes. En la Figura2.7 se puede observar un ejemplo de red booleana.
El vector xˆ de n-variables representa el estado de un sistema regulatorio de n variables,
cada uno de los xi tiene un valor de 1 o 0 por que el sistema tiene 2
n estados. El estado xˆi
de un elemento en el tiempo t+1 se calcula mediante una funcio´n booleana o regla bˆi que
se basa en el estado de k elementos del total de elementos en el tiempo t. En resumen, las
dina´micas de un red booleana describiendo un sistema regulatorio esta´ dado por (2.12).
xˆi(t+ 1) = bˆi(x(t)), 1 ≤ i ≤ n (2.12)
2.2.5. Me´todos de teor´ıas de informacio´n
Los me´todos de teor´ıas de informacio´n esta´n basados en los conceptos de distancias
y similitudes como lo describe [13]. El modelo ma´s simple corresponde a una red simple
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donde el peso de las conexiones corresponde a la correlacio´n entre las variables. En este
caso se considera que existe una interaccio´n si el coeficiente de correlacio´n es mayor a
cierto nivel preestablecido. Otras medidas de distancias como medidas euclidianas, como
informacio´n mutua, permite encontrar relaciones entre los diferentes genes.
2.2.6. Redes neuronales recurrentes en tiempo continuo
2.2.6.1. Conceptos Ba´sicos
Las redes neuronales en tiempo continuo fueron introducidas por [14] de manera for-
mal donde se comprobo´ que este formalismo aproxima la trayectoria finita de cualquier
sistema dina´mico con cualquier precisio´n deseada, y que cualquier curva continua puede
ser aproximada por las salidas de una red neuronal.









wijσ(uj(t)) + Ii(t), i = 1...m (2.13)
donde ui(t) corresponde al estado de la unidad i, τi es la constante de tiempo de la unidad
i, wij son los pesos de conexio´n entre las unidades y σ corresponde a la funcio´n de salida.
Esta funcio´n de salida generalmente tiene una forma sigmoidal. Una representacio´n de
este sistema se muestra en la Figura 2.8.
2.2.6.2. Me´todos de entrenamiento
Entre los me´todos de solucio´n que se encuentran esta´ el recocido simulado [18], el
BPTT y el PSO.
32
Figura 2.8: Representacio´n gra´fica de una red neuronal recurrente [17].
2.2.6.3. Usos en otras aplicaciones
Estas redes se han usado especialmente en las a´reas de: robo´tica evolutiva, visio´n [15]
y cooperacio´n [16] especialmente.
2.3. Algoritmos de solucio´n para los diferentes mo-
delos matema´ticos
En [40], que utiliza como base un modelo S, se mencionan diferentes me´todos de
optimizacio´n para calcular αi, βi, gij, h: un algoritmo gene´tico anidado con una estrategia
evolutiva (GA + ES), un algoritmo iterativo basado en algoritmos gene´ticos (PEACE1),
evolucio´n diferencial como estrategia de bu´squeda (DE + AIC), algoritmo gene´tico para
inferencia de para´metros (GA+ANN) y bu´squeda local gene´tica (GLDSC). Por otra parte
en [20] el me´todo de solucio´n fue un modelo bayesiano cuyos datos se muestrearon con
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Figura 2.9: Proceso de ana´lisis de regulacio´n gene´tica
una cadena de Markov Montecarlo (BSM).
2.4. Comparacio´n de Ana´lisis de sistemas de regula-
cio´n gene´tica
De acuerdo a [12] el ana´lisis de regulacio´n gene´tica se puede resumir en la Figura 2.9.
Este proceso de ana´lisis se ha usado desde la de´cada de 1960, pero con limitaciones debido
a la cantidad de datos disponibles. En este momento la cantidad de informacio´n disponible
permite realizar una mayor cantidad de modelaciones que en el pasado se encontraban
restringidas por la cantidad de informacio´n.
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La comparacio´n de los resultados entre diferentes modelaciones, datos experimentales
y te´cnicas de solucio´n nos permite validar cuales son los enfoques ma´s usuales de esta
a´rea en: conjuntos de datos, modelos matema´ticos y te´cnicas de solucio´n. Un resumen de
estas combinaciones de datos, modelos y algoritmos se observa en la Tabla 2.2.
Tabla 2.2: Comparacio´n de diferentes estudios por autor,
tipo de datos, modelo usado y algoritmos de solucio´n





































Levadura 6178 99 Red Bayesiana Stepwise
(escalado)
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Tabla 2.2: Comparacio´n de diferentes estudios por autor,
tipo de datos, modelo usado y algoritmos de solucio´n



















































Tabla 2.2: Comparacio´n de diferentes estudios por autor,
tipo de datos, modelo usado y algoritmos de solucio´n
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Aplicacio´n de redes neuronales en
tiempo continuo a redes de
regulacio´n gene´tica
3.1. Aplicaciones previas de redes neuronales en tiem-
po continuo(CTRNN)
En [18]se aplica una CTRNN sobre datos de levadura, de la Saccharommyces cerevi-
siae, y se logro´ ajustar los datos correspondientes a la curva seleccionada. Por otra parte
[19] realiza una comparacio´n entre diferentes metodolog´ıas de reconstruccio´n, entre ellas
la CTRNN.
En [25] se realiza una aplicacio´n de una CTRNN para inferir una red de regulacio´n
gene´tica. El algoritmo para obtener los para´metros necesarios es un PSO (optimizacio´n
a trave´s de enjambre de part´ıculas), este algoritmo se aplico´ a datos sinte´ticos y reales,
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con lo que se obtuvo una buena reconstruccio´n de la curvas de expresio´n. Este enfoque es
semejante al usado en la seccio´n 2.4, usando diferentes conjuntos de datos.
3.2. Descripcio´n de la metodolog´ıa
3.2.1. Bases teo´rica del planteamiento
El modelo inverso para el entendimiento de las interacciones de genes en un contexto
dina´mico puede plantearse de la siguiente manera: dada una serie de tiempo de expresio´n
gene´tica xˆi(t), un modelo xi(t) puede ser inferido. Una funcio´n de error que depende del











Donde las sumas son sobre R muestras, T puntos temporales y N genes.
Un modelo para redes de regulacio´n gene´tica que se considera que captura de manera
realista las interacciones de los genes dentro de la ce´lula esta dada por una red neuronal











donde las cantidades w,v, β, τ y λ son para´metros (de ahora en adelante codificados por
el vector θ), mientras que x y u representan niveles de expresio´n gene´tica y variables
externas, respectivamente.
La base de nuestro enfoque es proponer una descripcio´n de campo medio para el nivel











xiqi(xi)dxi = mi (3.4)ˆ
ukqk(uk)dui = u¯k (3.5)
Los te´rminos mi y u¯i dan una descripcio´n de campo medio de la dina´mica. Algunas
funciones de verosimilitud adecuadas hacen uso de la suavizacio´n de las variables de
campo medio, de tal manera que estas pueden ser definidas, por ejemplo, en te´rminos del
error






[< x˙i(t) >Q −m˙i(t)]2, (3.6)
donde












La densidad posterior de los para´metros de la red esta´n dada por [34],
P (θ|{m˙}) = 1
Z
g(θ)h(V ), (3.8)
donde g es una densidad a priori y h una densidad de verosimilitud. Varios me´todos
pueden ser considerados para la obtencio´n de informacio´n u´til de los de los para´metros



































V . De las ecuaciones (3.9) y (3.10) los para´metros subyacentes pueden ser
estimados de manera directa. El estimado MAP, por ejemplo, se obtiene directamente
mediante la minimizacio´n directa de Eq.(3.10) con respecto a θr, µr y σr. De esta manera
se deriva un modelo probabilist´ıco que asocia un valor medio y una varianza para los
para´metros de interaccio´n de la red. Esto se espera que sea ma´s adecuado para la ingenier´ıa
inversa de la interaccio´n de los genes que un estimador puntual.
3.2.2. Suavizamiento de los datos
La suavizacio´n de los datos requiere conocer cual es el mejor me´todo de suavizacio´n,
para comparar las diferentes metodolog´ıas de suavizacio´n se utilizo´ el siguiente esquema:
generar datos de una red de regulacio´n gene´tica conocida (datos sinte´ticos ), muestrear
datos de la simulacio´n, posteriormente suavizar la serie de datos y despue´s entrenar la
red neuronal recurrente en tiempo continuo mediante la funcio´n de error regularizada
(3.1). Este procedimiento verificara´ el impacto del me´todo de suavizacio´n y el me´todo de
muestreo mediante el usos de datos sinte´ticos de tal manera que se encuentre un taman˜o
de muestra recomendado as´ı como un me´todo de muestreo.
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3.2.2.1. Datos sinte´ticos
Para generar los datos se utilizo´ el modelo de regulacio´n gene´tica Represilador [35]




i < 3 dmi
dt
= −mi + α1+uni+1 + α0
i = 3 dmi
dt
= −mi + α1+un
1
+ α0




donde las ui son proporcionales a la concentracio´n de las prote´ınas mientras que las mi
son proporcionales a las concentraciones de mRNA correspondientes a esas prote´ınas. El
sistema muestra un comportamiento c´ıclico con un per´ıodo de estabilizacio´n con respecto
a las condiciones iniciales como se muestra en Figura 3.1.
3.2.2.2. Impacto del taman˜o de la muestra y me´todo de suavizacio´n
Para representar las condiciones experimentales se an˜adio´ un te´rmino estoca´stico en
cada punto de datos que se distribuye de manera gaussiana con media = 0 y varianza σ2p
, este te´rmino es la varianza del proceso para cada prote´ına, este procedimiento se usa de
manera comu´n cuando se usan datos artificiales para aproximarlos a datos reales[37]. Para








donde O es el valor verdadero de la serie, E es el valor suavizado,
σ2p es la varianza del proceso y n es el nu´mero de mediciones en la muestra. Se calculo´
este indicador en cada una de las prote´ınas ui. El taman˜o de la muestra es importante
debido a que cada punto muestral tiene un costo asociado, el cual es generalmente alto
para perfiles de expresio´n gene´tica [38]. Los me´todos de suavizacio´n que se compararon
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Figura 3.1: Concentraciones de prote´ınas ui (u, v y w)
fueron: spline de suavizacio´n, LOESS, Kernel and suavizacio´n MAP basada en series de
Fourier, la cual es una contribucio´n original de este trabajo.
3.2.2.3. Suavizacio´n por MAP




t) donde la estimacio´n de los para´metros al es aproximadamente bayesiana.
Se considero´ que los para´metros al son probabilist´ıcos de tal manera que
P (al)→ P (ft)⇒< f >=
ˆ
f(t)P (ft)dft, (3.12)
con una varianza asociada
σ2t =< f
2 > − < f >2 . (3.13)
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Suponiendo una muestra M y a una distribucio´n a priori uniforme, se propone la funcio´n
de probabilidad posterior:
P (~al|M) = 1
z
h(µ|~al), (3.14)
donde h es una densidad de verosimilitud y z es un factor de normalizacio´n. La funcio´n












[yˆm − f(aˆl)]2 − µ
2
(2πσ2) (3.16)
Minimizamos la expresio´n(3.16) mediante un me´todo de gradiente conjugado. Con
una revisio´n sistema´tica de diferentes nu´meros de componentes, se llego´ un a un valor
recomendado L = 8.
3.2.2.4. Comparacio´n de me´todos de suavizacio´n
El me´todo de suavizacio´n utilizado posee las siguientes caracter´ısticas: nu´mero de
repeticiones (3,5,7,9,10 ) y nu´mero de puntos por repeticio´n (5-50 puntos en intervalos
de 5). Cada combinacio´n de me´todo de suavizacio´n y me´todo de muestreo (repeticiones
y nu´mero de puntos) se repitieron 10 veces. Se utilizo´ el software R.14.0 con la librer´ıa
KernSmooth para usar los me´todos spline, LOESS y Kernel. Las comparaciones se basaron





(suma de χ2red para ui). La Figura 3.2 muestra este
indicador para cada combinacio´n etiquetada mediante “Smoothing type”. La suavizacio´n
MAP tiene el error ma´s pequen˜o en el a´rea de [40-100] puntos.
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Figura 3.2: χ2Tot para diferentes taman˜os de muestras y tipo de suavizacio´n
3.2.3. Aplicacio´n de redes neuronales en tiempo continuo
La metodolog´ıa propuesta esta´ basada en las derivadas con respecto al tiempo de una
funcio´n basada en la forma de la red neuronal recurrente mencionada en (3.2). Las etapas
del procedimiento fueron las siguientes:
1. A partir de la serie de datos suavizada mi(t) calcular las derivadas con respecto al
tiempo, usando un pequen˜o intervalo de tiempo, para cada unas de las series de ex-
presio´n gene´tica. Estas derivadas aproximan los valores de las derivadas temporales
reales de los datos de expresio´n ˙ˆxi(t) o m˙i(t) ≈ ˙ˆxi(t)..
2. Con la funcio´n de error (3.1) y los estimados de las derivadas con respecto al tiempo
de (3.2) se obtiene una funcio´n de error basada en las derivadas con respecto al
tiempo de la funcio´n suavizada y las derivadas temporales calculadas por la red
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La ecuacio´n (3.17) es un caso especial de la ecuacio´n de error (3.1). Para aproximar












En este caso se emplea la funcio´n tanh(x) en lugar de la funcio´n gene´rica f . Tambie´n
se omitio´ el te´rmino
∑K
k=1 vi,kuk debido a que representa el efecto de otra variable




j=1wi,jxj + βi)− λixi
τi
, (3.19)












j=1wi,jxj + βi)− λixi
τi
]2 (3.20)


















Esta funcio´n de error es dependiente de los para´metros wij, βi, λi, τi las deri-
vadas temporales x˙i(t) las concentraciones xi(t), la funcio´n de error E se vuelve
E(wij,βi, λi, τi, σ) ≡ E. Dado que se usaron los datos suavizados como represen-
tacio´n de las concentraciones reales y sus derivadas temporales o m˙i(t) ≈ ˙ˆxi(t) la



















3.2.4. Algoritmo de solucio´n de la red neuronal aplicado
1. Usamos un me´todo de optimizacio´n en la funcio´n de error E(wij,βi, λi, τi, σ) basada
en el me´todo del gradiente conjugado y se obtuvieron los estimadores wˆij, βˆi, λˆi, τˆi,
σˆ . Con ello es posible calcular las derivadas temporales del sistema dina´mico.
2. Con wˆij,βˆi, λˆi, τˆi, σˆ y los datos suavizados mi(t) se estiman las derivadas temporales
mediante (3.19). Este procedimiento calcula la derivada temporal para cada punto




j=1 wˆi,jmj(t) + βˆi)− λˆimi(t))
τi
(3.23)
3. Se realizo´ la simulacio´n de los niveles de expresio´n de cada gen aplicando las deriva-
das estimadas por el modelo en el primer punto real para cada serie de una manera
iterativa.
xi(t1 +∆t) =xi(t1) + x˙i(t1)∆t
t2 =t1 +∆t
xi(t2 +∆t) =xi(t2) + x˙i(t2)∆t
(3.24)
3.3. Resultados obtenidos con diferentes conjuntos
de datos
3.3.1. Aplicacio´n sobre datos simulados
La metodolog´ıa propuesta anteriormente se aplico´ en datos sinte´ticos generados de la
siguiente manera:
1. Se inicia con un modelo represilador de tres genes (A,B,C)
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2. Se muestrean 20 puntos temporales con 3 repeticiones cada uno en la parte estable
del ciclo
3. Se an˜ade un te´rmino estoca´stico en cada punto de muestreo, el te´rmino estoca´stico
tiene las caracter´ısticas de un ruido gaussiano con media=0 y varianza σ2p
La eleccio´n del modelo represilador fue para asegurar que se pudieran generar muestras de
manera sencilla a fin de tener un conocimiento total del sistema dina´mico que las generaba.
El me´todo de muestreo utilizado (pocos puntos temporales y repeticiones) se hizo para
representar una situacio´n con pocos datos, una situacio´n comu´n en la reconstruccio´n de
las redes de regulacio´n gene´tica. Esta aplicacio´n de la metodolog´ıa fue repetida 100 veces
para asegurar que los resultados fueran estables y representativos.
Los resultados completos del procedimiento en todo el ciclo de simulacio´n se muestra
en la Figura 3.3, en esta las l´ıneas representan la media de las trayectorias suavizadas, as´ı
como la media de las trayectorias del modelo, las cuales empiezan siempre en el mismo
punto temporal pero con un valor diferente de concentracio´n, esto debido a la adicio´n del
te´rmino estoca´stico. Observamos que los datos predichos por el modelo de la CTRNN es la
fase estable como se observa en la Figura 3.4 concuerda con el comportamiento real de las
interacciones del sistema dina´mico del represilador, es decir, cuando hay un incremento
de la concentracio´n del gen A existe un decremento en la concentracio´n del gen B, y
cuando la concentracio´n de B aumenta, C disminuye, esto de acuerdo con las dina´micas
reales. Debe de hacerse notar que el procedimiento genera un modelo CTRNN en el cual,
a partir de una condicio´n inicial, se reproducen las interacciones seguida por las variables
del sistema dina´mico. Por asociacio´n directa de los pesos de la interaccio´n gen a gen del
modelo estimado, se alcanza una precisio´n de alrededor del 30% en el modelo represilador
incluso cuando aumenta el nu´mero de genes. Esto es consistente con resultados previo de
la literatura en el contexto de las redes neuronales artificiales recurrentes [25]. Con estos
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Figura 3.3: Datos sinte´ticos completos y los resultados del modelo CTRNN en una fase
estable
49
Figura 3.4: Fase estable de los datos sinte´ticos y los datos del modelo CTRNN
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resultados como evidencia, se realizo´ una comparacio´n de esta metodolog´ıa con respecto
a una alternativa viable para medir su desempen˜o en te´rminos de ajuste y tiempo de
procesamiento.
3.4. Estimacio´n del costo computacional
Este me´todo implica ahorros en el esfuerzo computacional medido en te´rminos de
evaluacio´n de las funciones de costo. Para visualizar esto se considero un me´todo de
integracio´n de Euler en un intervalo T0 definido por el primer y u´ltimo punto observable.
El nu´mero necesario de evaluaciones de la funcio´n de costo para integrar el sistema escala
como T0N
△t
, donde △t es un pequen˜o paso de integracio´n y N corresponde al nu´mero
de variables. Asumiendo que existen T puntos observables para cada variable, el costo
computacional para evaluar la funcio´n de error (3.20) crece como T T0N
△t
. En contraste el
me´todo propuesto en este trabajo requiere TN evaluaciones de la funcio´n de costo para
el ca´lculo de (3.20).
Sin embargo, existe un impacto de dos factores no discutidos en la evaluacio´n de la
funcio´n de costo: primero, la eleccio´n del taman˜o del paso para evaluar las funciones de
gradiente en el me´todo propuesto, y segundo, el nu´mero de te´rminos de derivacio´n que
entran en la funcio´n de error y que dependen del taman˜o de la muestra.
Para obtener un estimado de la importancia de estos factores, se realizo´ un experimento
contra una alternativa viable. El me´todo alternativo se baso en la minimizacio´n de (3.1)
donde los xˆi,r(t) se obtienen mediante la solucio´n nume´rica de (3.2) en el lapso de tiempo
definido por la muestra utilizando un paso de integracio´n △t y como para´metros un
conjunto de w’s, v’s, β’s, τ ’s y λ’s (codificados de ahora en adelante por el vector θ). La
minimizacio´n de la funcio´n de error fue hecha con un algoritmo gene´tico en el vector θ[39].
51
Inicialmente se empleo´ un algoritmo basado en bu´squeda aleatoria en un intervalo cerrado
el cual proporciono´ valores muy altos del error cuadrado medio, incluso usando un alto
nu´mero de iteraciones. Este resultado motivo´ a la bu´squeda de un me´todo alternativo, en
este caso, un algoritmo gene´tico. Este algoritmo utiliza intervalos cerrados basados en las
soluciones encontradas por la red neuronal recurrente y tiene las siguientes caracter´ısticas:
generacio´n de poblacio´n a trave´s de una distribucio´n uniforme continua, recombinacio´n
basada en aritme´tica local y mutacio´n aleatoria uniforme con un factor de elitismo del
5% con una poblacio´n inicial de 50 y un l´ımite superior de 50 iteraciones.
El experimento utilizo´ datos sinte´ticos del represilador de 3 genes en una fase estable,
y se controlaron los siguientes factores: me´todo, nu´mero de puntos muestrales, nu´mero
de repeticiones del experimento, taman˜o del paso de integracio´n y diferentes niveles de
ruido en las mediciones, todo lo anterior impacta en el error cuadrado medio y tiempo
de procesamiento (medido en segundos). La configuracio´n del experimento fue: 20% de
los datos se dejaron fuera para comparacio´n y el restante 80% se uso para entrenar el
modelo. Despue´s de entrenar el modelo, se empleo´ para predecir el 20% restante y estos
datos fueron comparados contra las mediciones reales mediante el error cuadra´tico medio.
Los niveles para cada factor son:
1. Me´todo: CTRNN y Algoritmo Gene´tico
2. Nu´mero de puntos muestrales: 10, 20 y 30
3. Nu´mero de repeticiones del experimento: 1, 2, 3
4. Taman˜o de paso de integracio´n: 0.01, 0.05, 0.10, 0.50
5. Niveles de ruido: 10%, 20% y 30% de la varianza de las prote´ınas,
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Para cada combinacio´n de los factores se generaron 5 muestras con las caracter´ısticas
antes mencionadas, de tal manera que se pudiera hacer un disen˜o factorial completo. Los
me´todos fueron implementados en R 3.1.0 y el hardware usado para las pruebas fue un
procesador Intel(R) Xeon(R) CPU X5690 3.47GHz. Las medias para el factor me´todo
se muestra en la Figura 3.5 donde CTRNN resuelta por el me´todo propuesto tiene una
media menor para el error cuadra´tico medio as´ı como para el tiempo de procesamiento
que el algoritmo gene´tico. El valor P asociado con este factor es p < 0,0001 de tal manera
que podemos rechazar la hipo´tesis nula de que el modelo no afecta a la media. Las tablas
completas para el ANOVA del tiempo de procesamiento y el error se encuentran en el
ape´ndice. Estos resultados experimentales muestran buena generalizacio´n a pesar del uso
de herramientas sencillas de optimizacio´n, lo cual confirma la metodolog´ıa propuesta de
mantener separado la fase de suavizado del modelo para de esta manera tener un problema
de optimizacio´n ma´s simple. La introduccio´n de errores por la suavizacio´n son manejados
mediante la construccio´n de una funcio´n de error generalizados para los para´metros de
suavizado, y se realizaron experimentos preliminares para verificar la calidad del suaviza-
miento propuesto (ver Figura 3.2)
3.5. Comparacio´n de los resultados con otros datos,
modelos y algoritmos de solucio´n
3.5.1. Conjunto de datos
Para contrastar los resultados de la investigacio´n, se toma como punto de referencia
el trabajo [20], el u´nico me´todo previo en la literatura que incluye una estrategia de
suavizacio´n para optimizacio´n de para´metros de modelos dina´micos no lineales de Redes
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Figura 3.5: Medias del experimento factorial completo para MSE y tiempo de proce-
samiento
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de Regulacio´n Gene´tica. El intere´s principal de [20] son las interacciones de los genes, sin
embargo, sus resultados tambie´n generan dina´micas globales que pueden ser comparadas
con la metodolog´ıa propuesta. El caso de estudio de [20] son los datos de expresio´n de
DREAM2 con cinco genes, este conjunto de datos son generados a partir de una red
pequen˜a bio-disen˜ada, a trave´s de la insercio´n de nuevas combinaciones promotor/gen en
el DNA cromoso´mico de la levadura; este conjunto de datos fue creado como una base
de comparacio´n para la inferencia en redes [42, 43]. Se empleo´ este conjunto de datos
para aplicar la metodolog´ıa propuesta y compararla con otros me´todos. En todos los
casos, la estrategia general (especificada en las siguientes subsecciones) consiste en una
combinacio´n de un modelo con una te´cnica de optimizacio´n.
3.5.2. Modelos
Cada uno de los me´todos en [40] usa un modelo basado en un sistema S el cual se
describio´ en una seccio´n anterior.
3.5.3. Comparacio´n
En el trabajo de [40], el error cuadra´tico medio (ECM) se uso para comparar diferentes
me´todos en conjuntos de datos reales. El ECM se ha usado como una medida de ajuste
y se define como la diferencia entre los valores de expresio´n calculados por el modelo y
las dina´micas experimentales observadas, entre ma´s pequen˜o el valor, mejor es la relacio´n
entre la dina´mica observada y la calculada por el modelo [44]. De acuerdo a [44] esta
medida fue introducida por primera vez en esta aplicacio´n por [45] y despue´s usada en los
trabajos de [46, 47, 48, 49].
Se aplico´ la metodolog´ıa propuesta en este trabajo para cada uno de los conjuntos de
datos y se calculo´ el ECM para cada uno de ellos, utilizando las siguientes condiciones: el
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primer punto experimental en cada conjunto de datos representa el valor inicial a partir
del cual las dina´micas de los modelos evolucionan. En [20] no existe una medicio´n expl´ıcita
del ECM de su modelo con respecto a los datos originales, sin embargo se presenta una
comparacio´n gra´fica del estimado. Obtuvimos el estimado del ECM a trave´s del programa
“g3data” que permite extraer valores nume´ricos de gra´ficas con alta precisio´n [50]. Se
tomaron veinte repeticiones para cada uno de los modelos a comparar. Los resultados se
muestran en la Figura 3.6 con una comparacio´n de gra´fica de caja sobre el ECM para
cada uno de ellos.
Para hacer una comparacio´n con datos fuera de muestra el me´todo propuesto se com-
paro contra un algoritmo gene´tico usando los datos reales de los conjuntos de datos de:
Spellman (6 y 7 genes) , DREAM 2 (5 genes) y DREAM7 [51]. Los algoritmos se entre-
naron con 80% de los datos y los datos remanentes se usaron para calcular el ECM de
los datos predichos por los algoritmos. Los resultados se muestran en la Figura 3.7 donde
se comparan mediante una gra´fica de caja del error cuadrado medio para cada conjunto
de datos.
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Figura 3.6: Comparacio´n del ECM para diferentes me´todos con 6,7 y 24 genes del conjunto
de datos de Spellman y el conjunto de datos de 5 genes de DREAM2. La razo´n (Mejor
ECM de me´todo alterno/ECM de CTRNN+M ) para cada conjunto de datos son los
siguientes: 1.56, 1.14, 1.85, y 1.65. Las pruebas ANOVA para cada conjunto de datos da
un p < 0.0001, lo que implica una diferencia entre las medias de los me´todos.
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Figura 3.7: Comparacio´n del ECM para diferentes me´todos para: conjunto de datos de
5 genes de DREAM2; 6, 7 del conjunto de datos de Spellman y 11 de DREAM7. Las
pruebas ANOVA para cada uno dan un valor p < 0.0001, lo cual implica que las medias




En la presente tesis se presento´ un modelo basado en redes neuronales en tiempo
continuo que permite la recuperacio´n de la dina´mica de un sistema de redes de regulacio´n
gene´tica. Se comprobo´ que la estrategia de suavizacio´n de los datos junto con la red
neuronal permite una ganancia en tiempo de procesamiento as´ı como de disminucio´n del
error con respecto a algoritmos usados para la resolucio´n de este tipo de sistemas. Por otra
parte al aplicarse esta metodolog´ıa a conjuntos de datos reales se encontro´ que el error
cuadrado medio obtenido con esta te´cnica es competitivo con respecto a otros me´todos de
la literatura, los cuales utilizan diferentes tipos de modelos y algoritmos de solucio´n. Este
modelo es lo suficientemente general para ser aplicado a diferentes conjuntos de datos,
adema´s de ser adecuado para representar redes de regulacio´n gene´tica, sin embargo la
posibilidad de realizar inferencias con respecto a la relacio´n entre los genes es de´bil, lo





En la investigacio´n futura se explorara´n: medidas adicionales de relacio´n entre genes y
su relacio´n con un sistema dina´mico, la aplicacio´n a diferentes conjuntos de datos de redes
de informacio´n gene´tica y su posible uso en aplicaciones alternas a las redes de regulacio´n
gene´tica.
En este caso las medidas esta´ndar de relacio´n entre genes corresponden a:
Correlacio´n
La medida de relacio´n ma´s comu´n es la correlacio´n lineal, definido por el coeficiente
de correlacio´n, el cual toma valores entre 1 y -1, donde un 0 implica que no hay relacio´n
lineal entre las variables y un 1 una relacio´n lineal positiva perfecta, y un -1 una relacio´n
lineal negativa. El coeficiente de correlacio´n ρX,Y de Pearson esta definido por (5.1).
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ρX,Y =




La correlacio´n parcial es una medida de relacio´n que describe la relacio´n entre dos
variables mientras se controla una tercera o ma´s variables. La correlacio´n parcial esta





Estas medidas no toman en cuenta el factor temporal, que dentro de un sistema dina´mi-
co es ba´sico para su comprensio´n. Por ello un trabajo futuro se basara´ en el estudio de
estas medidas de asociacio´n desde un punto de vista dina´mico, y ver su derivacio´n a trave´s
de un modelo general, como en el planteado en esta tesis.
Aplicacio´n a conjuntos de datos ma´s complejos
El me´todo propuesto se aplicara´ a conjuntos de datos publicados y de libre acceso
ma´s grandes y actuales. Entre los posibles conjuntos de datos se encuentran aquellos
correspondientes al DREAM Challenge que se encuentra ya en su iteracio´n nu´mero 10,
as´ı como los benchmark (referentes de comparacio´n) propuestos por [11] de una manera
ma´s detallada y con conjuntos de genes superiores a 15, de tal manera que se pueda medir
la utilidad del me´todo donde existan mayor cantidad de posibles relaciones.
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Aplicaciones alternas
En la revisio´n de posibles aplicaciones al me´todo se encontraron similitudes con pro-
blema´ticas en el a´mbito de las series de tiempo financieras, las cuales pueden contener
ruido de medicio´n y tener pocas observaciones [53]. Otra a´rea que presenta problemas
similares con respecto a la reconstruccio´n e inferencia de redes corresponde al estudio de
redes neuronales biolo´gicas donde las sen˜ales ele´ctricas provenientes de diferentes a´rea del
cerebro sirven como base para ver si existe relacio´n entre dichas regiones cuando se realiza
alguna funcio´n espec´ıfica [54, 55].
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Genetic expression time series
Bayesian inference
a b s t r a c t
A new inference approach to general dynamic models of gene regulatory networks (GRN) is introduced.
The methodology is based on a Maximum a Posteriori (MAP) smoothing of time series data from which
mean ﬁeld variables of the dynamics are estimated. The interactions are modeled by a Continuous Time
Recurrent Neural Network (CTRNN). Parameter estimation of the CTRNN is performed without the need
to numerically solve the system of nonlinear differential equations. The method is tested on a benchmark
of real genetic networks and displays superior performance, in terms of the mean squared error of the
expression dynamics, compared to other formalisms.
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1. Introduction
Although Artiﬁcial Neural Networks (ANNs) are ﬂexible models
capable to represent arbitrary nonlinear dependencies, adequate
generalization from insufﬁcient samples often requires computation-
ally intensive techniques like re-sampling or Bayesian training [1].
From a probabilistic standpoint, the Bayesian approach optimally uses
the available data in the sense of the expected out of sample error
[2,3]. Standard Bayesian training procedures like Markov Chain Monte
Carlo sampling require a careful exploration of the posterior dis-
tribution associated to the network's parameters, which implies a
large number of error function evaluations [1,3]. This aspect might be
responsible for the almost absent use of Bayesian strategies in the
training of dynamical models like the Continuous Time Recurrent
Neural Network (CTRNN). ). With these kind of systems, each error
function evaluation depends on the numerical integration of a set of
coupled nonlinear differential equations, giving a numerical burden
that makes even the simple training by direct error function mini-
mization a difﬁcult task [8]. In this contribution we propose an
approximate Bayesian training for the CTRNN capable of general-
ization at affordable computational costs. Our main motivation is gene
expression time series, where data is scarce and corrupted by strong
measurement noise but generated by complex nonlinear interactions,
making generalization an important issue for this domain [4].
In addition to limited and noisy data, the large scale of gene
interaction networks makes parameter inference for general
nonlinear dynamical models a very difﬁcult problem [4]. The
methods proposed to solve this problem tend to focus on a par-
ticular application and are not robust [7]. The usual approaches
therefore make simpliﬁcations regarding the underlying dynamics,
hence being suitable only in speciﬁc contexts [6]. On the other
hand, evidence indicates that the available methods to tackle fully
nonlinear dynamical situations, like the CTRNN, are capable to
accurately reconstruct the observed time series and the essential
interactions [8], making them one of the promising paradigms for
this problem [9]. However, as already stated, the parameter
inference of these models usually involves the numerical solution
of a coupled system of differential equations at every iteration of
an optimization method, which limits the size of tractable reg-
ulatory networks [4]. Moreover, as the available techniques focus
on training via solely error minimization, they are in principle
more prone to over-ﬁtting than a Bayesian approach.
In this contribution, we propose a new procedure to deal with
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(i) Use available data to smooth the time series in the most
unbiased manner possible, without any reference to the
underlying network (i.e. using a nonparametric description).
(ii) Interpret the smoothed time series as an average from some
posterior distribution of the underlying network parameters.
(iii) Construct a regularized expression for parameter inference of
a Continuous Time Recurrent Neural Network (CTRNN).
The advantage of the separate time series smoothing from network
inference is to avoid the inherent computational burden in evaluating
likelihood functions from the iteration of dynamicmodels. By considering
posterior distributions subject to produce a given average trajectory, the
network inference can be recast in terms of much more tractable like-
lihood functions, allowing less biased network parameter estimations.
The proposed generic procedure can be applied in many different ways,
depending on the available data and the relevant interaction quantities.
The basic idea is also general enough to be of interest in other global
dynamics inference contexts. The concept is implemented on the CTRNN
model using smoothing techniques suitable for gene expression time
series. The CTRNN model is among the most general dynamic repre-
sentations of genetic networks [11], although its training is a quite non-
trivial task [8]. For instance [8] the CTRNN model is trained from
expression data using a particle swarm optimization method to estimate
the network parameters and [12] used a generalized extended Kalman
ﬁlter for weight update in back-propagation through time to train the
CTRNN. We therefore propose to train the CTRNN from smoothed tra-
jectories from which average time derivatives of the variables can be
estimated. The numerical effort is in this way substantially reduced. The
concept of parameter estimation of dynamic models from smoothed
trajectories has been originally proposed [10] by using interpolating cubic
splines as the smoothing method. A variation of the original concept
more suited to short and noisy time series in the context of a particular
model of gene regulatory networks has been proposed [4,5]. To our
knowledge, this is the ﬁrst extensive comparison between smoothing
methods for short and noisy real data, including an approximately
Bayesian approach, instead of synthetic data as in [13,14]. Moreover, we
introduce for the ﬁrst time the average trajectory strategy in the training
of a CTRNN, together with a Bayesian regularization which to our
knowledge is also new in the context of CTRNN.
Our approach results are on a quite general dynamical model.
Clearly, more restricted models with further assumptions on the
nonlinearities or coupled linear differential equations should be
more efﬁcient in some cases, but for complex systems like gene
regulatory networks, it is in generally not possible to beforehand
assume particular interaction structures. Our numerical experi-
ments strongly suggest that our approach displays superior gen-
eralization performance compared to restricted models when
tested on representative gene expression time series benchmarks.
The reverse engineering gene interaction in a dynamical con-
text can be stated as follows: given time series gene expression
data x^ iðtÞ, a model xi(t) must be inferred. An error function which










The summations are over R samples, T time points and N genes. A
model for regulatory networks which is widely accepted to be general
enough to realistically capture gene interactions in the cell is given by
a continuous time recurrent neural network (CTRNN) [15,16],











where the quantities w's, v's, β's, τ's and λ's are parameters (hereafter
encoded by the vector θ), while x and u represent gene expression
levels and external variables, respectively.
The base of our approach is to propose a mean ﬁeld description
for the gene expression levels at ﬁxed time, using a joint prob-
ability distribution Q. This function, for a simple initial approach,
considers the distribution functions of xi;uk denoted as qi and qk
respectively as independent, which gives the expression








xiqiðxiÞ dxi ¼mi ð4Þ
Z
ukqkðukÞ duk ¼ uk ð5Þ
The m's and u's give a mean ﬁeld description of the dynamics.
Using (3) we can write (2) as











Eq. (3) is based on the assumption that the species are statis-
tically independent at a ﬁxed time. This leads to the averaged
dynamic Eq. (6). This is analogous to the mean ﬁeld approach of
statistical mechanics: the distribution Q encodes the aggregated
effect on each species from all the species at previous times. The
averaged dynamic Eq. (6) is therefore associated to the smooth-
ened trajectory rather than to the actual trajectory.
Then a suitable likelihood function that take advantage of the
smoothness of the mean ﬁeld variables can then be deﬁned, for
instance in terms of the error, using a subcase of (1) for R¼1 and (6):






½o _xiðtÞ4Q  _m iðtÞ2; ð7Þ
where o4Q denotes average under probability function Q.
The posterior density for the network parameters θ is given by
[17],
P θj _m  ¼ 1
Z
gðθÞhðVÞ; ð8Þ
where g is a prior density, h a likelihood density and Z a normal-
ization factor. Several methods can be considered for the extrac-
tion of useful information about the network parameters from (8).
Consider for instance a Gaussian model with independent priors,
hðVÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2πσ2ε

































. From (9) and (10) the underlying parameters can be
estimated in a straightforward manner. The MAP estimate, for
instance, is directly obtained by the minimization of Eq. (10) with
respect to the θ's, μ's and σ's. A probabilistic model which
associates a mean value and a variance for the interaction net-
work's parameters follows. This is expected to be more adequate
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2. Methods
The method previously proposed relies on getting the best pos-
sible smoothing trajectory and then applying the minimization of the
squared error to get the parameters of the CTRNN. In this section we
described our study on a synthetic data set, described in Section 2.1,
which we will use to compare different smoothing methodologies
with different data sizes and sampling methods. The basis for com-
parison, methods and results are described in Section 2.2.
These subsections describe the next scheme:
1. Generate data from a known gene regulatory network
(synthetic data)
2. Sample data from the simulation
3. Smooth the series with different methods
4. Make a comparison of smoothing methodologies and sampling
methods
With these steps we estimated the impact of sampling method
and smoothing techniques on synthetic data to get a recom-
mended sample size and smoothing method.
In Section 2.3, the previous results described the method to
train the CTRNN with a regularized error function (1) and then
apply it to the synthetic data set. In the next subsection, we dis-
cuss the estimated computational cost and describe the results of
an experiment for comparison against another algorithm, using
different factors to control variability of the result.
2.1. Synthetic data
To generate the data we used the Repressilator regulatory
network model [18] in its version described in [19]. The con-




















where ui are proportional to protein concentrations while mi are
proportional to the concentrations of mRNA corresponding to
those proteins. The system shows a cyclic behavior with a period
of stabilization from the initial conditions as seen on Fig. 1.
2.2. Impact of sample size and smoothing method
Sampling of biological data on genetic regulatory networks is
usually done on regular intervals, sometimes with repetitions and
also has measurement error. To represent this error inherent to
experimental conditions, we added a stochastic term on each
sampling point distributed as a Gaussian error with mean¼0 and
variance σp
2, where σp
2 is the variance of the process for each
protein, a process commonly used when artiﬁcial data is used to
approximate to “real” biological data [20], this variance took the
value of 10% the variance of the protein concentration. Sample size
is of special importance because each measurement has an asso-
ciated cost, which is usually high for genetic expression proﬁles
[21]. The compared smoothing methods are: Smoothing spline,
LOESS, Kernel and MAP smoothing based on Fourier series, this
method is described in next subsection.










where O is the true value of the synthetic series, E the smoothed
value, σp
2 is the variance of the process and n is the number of data
points.
2.2.1. MAP smoothing
This proposed smoothing method is based on a Fourier series of
the form f ðt; a^;LÞ ¼ PLl ¼ 1 al cos ðlð2π=TÞtÞ where the estimation of
the parameters al is approximately Bayesian. We considered that
parameters al are probabilistic so
PðalÞ-Pðf tÞ ) 〈f 〉¼
Z
f ðtÞPðf tÞ df t ; ð13Þ
with an associated variance
σ2t ¼ 〈f 2〉 〈f 〉2: ð14Þ
Assuming a sample M and uniform prior, we can propose the
posterior probability function




where h is a likelihood density and z is a normalization factor. The
likelihood density function is
hðμj a!lÞ ¼ ∏
μ
m ¼ 1
N½f ða^l Þ;σ2m ð16Þ
which leads to








We minimized the expression (17) by a conjugated gradient
method. By systematically considering different number of com-





























































































































































Fig. 1. Concentrations of proteins ui (u, v and w).
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2.2.2. Comparison of smoothing methods
The three factors we used for comparison were:
1. Sampling-Number of repetitions of the sampling method:
3,5,7,9,10 repetitions.
2. Sampling-Number of data points per repetition (5–50 data
points by intervals of ﬁve).
3. Smoothing method: Spline, LOESS and Kernel methods and the
MAP smoothing previously described. We used R.3.1.0 with the
library KernSmooth for the ﬁrst three.





where χ2redi is of the form of the expression (12).
Every combination of smoothing method, sampling method
(repetition and number of data points) was repeated 100 times.
2.2.3. Results of comparison of smoothing methods
Fig. 2 showsχ Tot
2 (Y-Axis) for each combination of sampling
size (X-Axis) and smoothing method tagged by “Smoothing type”.
A line tagged “Smoothed method” resumes the results, this line is
calculated by a smoothing of all the points for each method. The
MAP smoothing (bayes) has the smallest in all the X-axis which is
related to sampling size.
2.3. Application of the methodology to synthetic data
2.3.1. Description of the methodology
The methodology is based on time derivatives of the recurrent
neural network of the form of (2). Steps we followed are:
1. We used the smoothed data series mi(t) to calculate time deri-
vatives using a small interval of time for each one of times series
expression data. We used these calculated time derivatives as a
proxy of the real time derivatives _^x iðtÞ of the expression data, or
_m iðtÞ  _^x iðtÞ.
2. Using the error function of (1) and the estimation of the time
derivative with (2) we created an error function based on the
time derivatives of the smoothed data and the time derivatives








½ _x iðtÞ _^x iðtÞ2; ð19Þ
which is a sub-case of (1). To approximate the time derivatives




j ¼ 1 wi;jxjþ
PK





In this case we used a tanhðxÞ as f. We also omitted the termPK
k ¼ 1 vi;kuk because it represents the effect of another inde-
pendent variable in the model. The reduced form is
_xiðtÞ ¼
f ðPNj ¼ 1 wi;jxjþβiÞλixi
τi
; ð21Þ
which is dependent on the parameters wij;βi; λi; τi. Combining






























Notice that E¼ Eðwij;βi; λi; τi;σÞ. we are using the smoothed data
as a proxy for the real concentrations and time derivatives or


















3. Next we used an optimization method on the error function
Eðwij;βi;λi; τi;σÞ based on the conjugated gradient and we got
estimates w^ij ,
^β i,
^λi, τ^ i, σ^ . These are the base to calculate the
time derivatives of the dynamical system.
4. With w^ ij;
^β i;
^λi; τ^ i; σ^ and the smoothed data mi(t) we estimate
the time derivatives using (21). The procedure calculates the
time derivative for each time point of the smoothed series.
Using (21) and the smoothed data
_xiðtÞ ¼
f ðPNj ¼ 1 w^ i;jmjðtÞþ ^β iÞ ^λ imiðtÞÞ
τi
ð25Þ
5. We did the simulation of expression of each gene with the ﬁrst
real data point for each series as starting conditions,
xiðt1þΔtÞ ¼ xiðt1Þþ _x iðt1ÞΔtt2 ¼ t1þΔt
xiðt2þΔtÞ ¼ xiðt2Þþ _x iðt2ÞΔt ð26Þ
2.3.2. Results of the methodology on synthetic data
We used the proposed methodology on synthetic data gener-
ated with the next steps:
1. Create a repressilator model of three genes (A,B,C).
2. Sample 20 time points with 3 repetitions each on the stable part
of the cycle.
3. Add a stochastic term on each sampling point distributed as a
Gaussian error with mean¼0 and variance σp2.
The choice of a simple repressilator model was to ensure we could
generate samples easily for study and had a total knowledge of the
behavior of the dynamic system. In the case of our chosen sampling
method (few time points and repetitions) it was done to represent a






































































































































2 for different samples and smoothing methods.
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of genetic regulatory networks. This set up was repeated 100 times
to ensure the results were stable and representative.
The results for the procedure in all the simulation cycle are shown
in Fig. 3. In which lines represent the mean of smoothed data tra-
jectories, and mean of model trajectories which begins at the same
time point but with a different value of concentration, because of the
addition of the stochastic term. We observed the data predicted by
the model of the CTRNN on the stable phase as seen in Fig. 3. It
matches the real behavior of the interactions of the dynamical sys-
tem of the repressilator, when there is an increase of concentration
on gene A there is a decrease on the concentration of B, and when
the concentration of B rises C diminishes, in accordance with the
actual dynamics. It should be stressed that the procedure generates a
CTRNNmodel, inwhich, from a given initial condition reproduces the
interactions followed by the variables of the actual dynamical system.
By direct association of the estimated model's weights with the
gene–gene interactions, a precision of around 30% in the repressilator
model with increasing number of genes is obtained. This is consistent
with previous results found in the literature based on recurrent
ANN's [8]. Using these results as evidence, we compared this meth-
odology against a suitable alternative to measure its performance in
terms of ﬁt and processing time.
2.4. Estimated computational cost and comparison
Our method implies savings on computational effort measured in
terms of cost function evaluations. To see this suppose an Euler inte-
gration method on an interval T0 deﬁned by ﬁrst and last observed
points. The necessary number of cost function evaluations for integrate
the system scales like T0N=▵t, where▵t is an small integration step
and N is the number of variables. Assuming T observed points for each
variable, the total computational effort to evaluate error function (22)
grows like TðT0N=▵tÞ. Our method in contrast, requires TN evalua-
tions of the cost function for the calculation of (22).
However, there is also an impact of two factors not discussed in
the evaluation of cost function: ﬁrst, the choice of step time used
to evaluate the gradient functions in the proposed method, and
second, the number of derivative terms which enter the error
function and depend on sample size.
To get an estimate of the importance of these factors, we did an
experiment against a suitable alternative. The alternative method was
based on the minimization of (1) where the x^i;rðtÞ are obtained by the
numerical solution of (2) on the time lapse deﬁned by the sample
using an integration step▵t using a set of w's, v's, β's, τ's and λ's as
parameters (hereafter encoded by the vector θ). The minimization of
the error function was done with a genetic algorithm on the vector θ
[22]. Initially, we used an algorithm based on a random search on a
bounded interval which yielded very high MSE even using a high
number of iterations, that result made us look for an alternative
method. In this case, a genetic algorithm. This algorithm used bounded
intervals based on the solutions found by the CTRNN with: random
uniform population generation, local arithmetic crossover and uniform
randommutation and an elitism factor of 5% with an initial population
of 50 and an upper limit of 50 iterations.
The experiment was done using synthetic data of the repres-
silator system on a stable phase, and accounted for the following
factors: method, number of sample points, number of repetitions
of the experiment, size integration step and different levels of
noise on the measurements, which affect MSE and processing time
(measured in seconds). The setup was: 20% of the data was taken
out for comparison and the other 80% to train the model. After
training the model we used it to predict the 20% left and this data
was compared using MSE against the original measurements.
The levels for each factor are
1. Method: CTRNN and Genetic Method.
2. Number of sample points: 10, 20, 30.
3. Number of repetitions of the experiment: 1, 2, 3.
4. Size Integration Step: 0.01, 0.05, 0.10, 0.50.
5. Levels of noise: 10%, 20% and 30% of variance of proteins.
For each combination of factors we generated 5 samples with the
sampling characteristics previously mentioned, so we could make a
full factorial design. The methods were implemented in R 3.1.0 and the
hardware used to run the tests was a Intel(R) Xeon(R) CPU X5690
3.47 GHz. The means for the factor model is shown in Fig. 4 where the
CTRNN solved by the proposed method has a lower mean for MSE and
processing time than the genetic algorithm. The P-Value associated
with this factor is po0:0001 so we can reject the null hypothesis of
the model not affecting the mean. The complete tables for ANOVA of
the factorial experiment for MSE and time can be found in the
appendix. Experimental results indicate good generalization despite
the use of straight forward deterministic optimization tools, which
conﬁrms our proposal to kept separated the smoothing phase from
the model in order to have a more simple ﬁnal optimization problem.
Possible errors introduced by the smoothing are handled by the
construction of a regularized error function for the smoothing para-
meters, and preliminary experiments on the proposed regularized
approach are performed (see Fig. 2) to assess the quality of the
introduced level of smoothing.
3. Results: application on real expression data
In the next section, we applied the methodology to different data
sets and compare it to results from different methods. In Section 3.1,
we described the origins of the data sets, and in 3.2, the models
proposed to explain a genetic regulatory network in previous works.
3.1. Data sets
In [23] there is a comparison of different methods to recreate the
expression data from the Saccharomyces Cerevisiae cell cycle taken
from the Spellman data set included and referenced in this pub-
lication. There are three different data sets with different number of
genes (6, 7 and 24). As acknowledged by several authors, the work
presented in [23] is currently one of the most comprehensive com-
parative studies regarding artiﬁcial intelligence techniques applied to
nonlinear dynamical models of GRN [9,24]. Moreover, in [20] the
work of [23] is considered a detailed review of Q2available recon-
struction algorithms which also makes comparisons of the results of






























































































































































Fig. 3. Stable phase of synthetic data and the results of the CTRNN data.
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the work presented in [4], because to our knowledge it is the only
previous method which includes a smoothing strategy for the para-
meter optimization of nonlinear dynamical models of GRN. The main
interest in the work presented in [4] is on gene interactions. How-
ever, their results also give a global dynamics which can be compared
to our methodology. The case study in [4], is the expression data
from the DREAM2 challenge 5 gene data set, which is generated from
a small bio-engineered network made by inserting new promoter/
gene combinations in the chromosomal DNA of budding yeast. This
data set was created as a benchmark for comparison of network
inference [25,26]. We used these data sets to apply our previously
mentioned methodology, and compare against the different meth-
ods. In all cases, the general strategy (which we specify in the next
subsections) consists on a combination of a model with an optimi-
zation technique.
3.2. Models
Each of the methods in [23] used a model based on a S system














where αi and βi, the rate constants, represent the basal synthesis
and degradation rate, and gij and hij, which indicate the strength of
the inﬂuence of gene j on the synthesis and degradation of the
product of gene i, are the kinetic orders.






jβij j f ijðxjðtÞÞ ð28Þ
where xi(t) is the concentration of gene i at time t, si and γi are
basal synthesis and degradation rates for each gene i. Variable βij
denotes the regulation strength of component xj on xi and fij is the
corresponding regulation function. βij40 corresponds to an acti-
vation, βijo0 to an inhibition, and βij ¼ 0 means that there is no
regulation from gene j to gene i.
In our framework, the model was the already stated CTRNN.
3.3. Optimization methods
In [23], different optimization methods are used to calculate
αi;βi; gij;h: nesting a genetic algorithmwith an evolution strategy (GA
þ ES), an iterative algorithm based on genetic algorithms (PEACE1), a
differential evolution as a search strategy (DE þ AIC), an artiﬁcial neural
network as a model and genetic algorithm for parameter inference
(GAþANN) and a genetic local search (GLDSC). In [4], themethodwas a
Bayesian framework sampled with a Markov chain Montecarlo (BSM).
We used a conjugated gradient applied to the error function previously
described obtained with the smoothing procedure (M).
3.4. Comparison
In the original work of [23], mean square error (MSE) is used to
compare their different methods on real data sets. MSE has been
used as a measure of the ﬁtness which is the difference between the
calculated expression levels and the observed experimental dynam-
ics, the smaller the value the better the match between the observed
dynamics and the one calculated by the model [27]. According to [27]
this measure was ﬁrst introduced in this application by [28] and then
used in the works of [29–32] in the same venue.
We applied our methodology to each of the data sets and cal-
culated the MSE for each one, following the same conditions. The
ﬁrst experimental point on each data set is taken as an initial value,
from which each of the dynamic models evolve. In [4], there is no
explicit measurement of the MSE of their model against the original
data, but they give a graphical comparison of the estimated global
dynamics. We have been able to get an estimate of their MSE by
using the program “g3data”, which allows the extraction of
numerical values from graphical ﬁgures with high precision [33].
Comparison with competing models, we made 20 repetitions of our
procedure on each data set. This number was selected because [23]
mentioned it as the number of repetitions made by them for those
algorithms and models. These results are shown in Fig. 5, compared
with a box-plot of the MSE for each of them.
In order to make a comparison with out of sample data, the
proposed method was tested against a genetic algorithm on the
real data sets of Spellman (6 and 7 genes), DREAM 2 (5 genes) and
DREAM7 (11 genes) [34]. The algorithms were trained with 80% of
the data and the remaining data as a measure to get the MSE of the
predicted data. These results are shown in Fig. 6, compared with a
box-plot of the MSE for each of them.
4. Conclusion
We have introduced a new approximately Bayesian training
procedure for CTRNN models for coupled nonlinear dynamical
systems. Evidence on synthetic and real time series from gene
regulatory networks, indicates that despite the high ﬂexibility
of the CTRNN model, adequate generalization follows from our
approach. The method is competitive with respect to widely
accepted dynamic reconstruction from genetic expression time
series, based on the evidence of the ratio of MSE of competing
methods against MSE of CTRNN þ M, which is always higher
for other methods and also CTRNN þ M has a smaller variance
(see Figs. 5 and 6). This is achieved by introducing in the





































































































































Fig. 4. Means of the full factorial experiment for MSE and processing time.
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not necessary to integrate the network dynamics for the pur-
pose of parameter optimization. However a full Bayesian
treatment, in which the parameter's estimations are drawn, for
instance, from the sampling of the posterior, is intended as a
future work.
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Fig. 5. Comparison of MSE for different methods for 6, 7, and 24 genes from Spellman data set and 5 gene data set from DREAM2. The ratios (Competing methods best MSE)/
(MSE of CTRNNþM) for each data set are the following : 1.56, 1.14, 1.85, and 1.65. ANOVA tests for each one gives a po0:0001 for each one, which means that the means of









































Fig. 6. Comparison of MSE for different methods for: 5 gene data set from DREAM2; 6, 7 from Spellman data set and 11 from DREAM7. ANOVA tests for each one gives a
po0:0001 for each one, which means that the means of the methods are different between them.
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Appendices






































































































































Analysis of variance for MSE for factorial experiment.
Source GL SS SS Adjust. Mean SS Adj. F P
SampleRep 2 2617 2617 1309 0.48 0.620
SampleTemp 2 6936 6936 3468 1.27 0.282
Noise 2 9867 9867 4933 1.8 0.165
StepSize 3 13,373 13,373 4458 1.63 0.181
Method 1 859,042 859,042 859,042 313.93 0.000
SampleRepnSampleTemp 4 21,460 21,460 5365 1.96 0.099
SampleRepnNoise 4 1677 1677 419 0.15 0.962
SampleRepnStepSize 6 18,892 18,892 3149 1.15 0.331
SampleRepnMethod 2 3797 3797 1899 0.69 0.500
SampleTempnNoise 4 7770 7770 1942 0.71 0.585
SampleTempnStepSize 6 13,651 13,651 2275 0.83 0.546
SampleTempnMethod 2 10,593 10,593 5297 1.94 0.145
NoisenStepSize 6 10,605 10,605 1768 0.65 0.693
NoisenMethod 2 11,459 11,459 5730 2.09 0.124
StepSizenMethod 3 14,210 14,210 4737 1.73 0.159
SampleRepnSampleTempnNoise 8 16,109 16,109 2014 0.74 0.660
SampleRepnSampleTempnStepSize 12 31,705 31,705 2642 0.97 0.480
SampleRepnSampleTempnMethod 4 20,411 20,411 5103 1.86 0.115
SampleRepnNoisenStepSize 12 27,974 27,974 2331 0.85 0.597
SampleRepnNoisenMethod 4 4392 4392 1098 0.4 0.808
SampleRepnStepSizenMethod 6 14,064 14,064 2344 0.86 0.526
SampleTempnNoisenStepSize 12 37,432 37,432 3119 1.14 0.324
SampleTempnNoisenMethod 4 12,182 12,182 3045 1.11 0.349
SampleTempnStepSizenMethod 6 12,329 12,329 2055 0.75 0.609
NoisenStepSizenMethod 6 8460 8460 1410 0.52 0.797
SampleRepnSampleTempnNoisenStepSize 24 65,954 65,954 2748 1 0.457
SampleRepnSampleTempnNoisenMethod 8 14,431 14,431 1804 0.66 0.728
SampleRepnSampleTempnStepSizenMethod 12 33,486 33,486 2791 1.02 0.428
SampleRepnNoisenStepSizenMethod 12 21,144 21,144 1762 0.64 0.805
SampleTempnNoisenStepSizenMethod 12 36,883 36,883 3074 1.12 0.337
SampleRepnSampleTempnNoisenStepSizenMethod 24 69,601 69,601 2900 1.06 0.385
Error 864 2,364,251 2,364,251 2736
Total 1079 3,796,758
Table 2
Analysis of variance for time for factorial experiment.
Source GL SS SS Adjust. Mean SS Adj. F P
SampleRep 2 7730 7730 3865 4.23 0.015
SampleTemp 2 67,458 67,458 33,729 36.95 0.000
Noise 2 59,349 59,349 29,675 32.51 0.000
StepSize 3 181,382,308 181,382,308 60,460,769 66228.9 0.000
Method 1 1,323,363 1,323,363 1,323,363 1449.62 0.000
SampleRepnSampleTemp 4 31,325 31,325 7831 8.58 0.000
SampleRepnNoise 4 24,745 24,745 6186 6.78 0.000
SampleRepnStepSize 6 60,987 60,987 10,164 11.13 0.000
SampleRepnMethod 2 1598 1598 799 0.88 0.417
SampleTempnNoise 4 118,056 118,056 29,514 32.33 0.000
SampleTempnStepSize 6 19,482 19,482 3247 3.56 0.002
SampleTempnMethod 2 171 171 86 0.09 0.910
NoisenStepSize 6 483,680 483,680 80,613 88.3 0.000
NoisenMethod 2 10920 10,920 5460 5.98 0.003
StepSizenMethod 3 4,868,088 4,868,088 1,622,696 1777.51 0.000
SampleRepnSampleTempnNoise 8 84,978 84,978 10,622 11.64 0.000
SampleRepnSampleTempnStepSize 12 86,440 86,440 7203 7.89 0.000
SampleRepnSampleTempnMethod 4 514 514 128 0.14 0.967
SampleRepnNoisenStepSize 12 139,301 139,301 11,608 12.72 0.000
SampleRepnNoisenMethod 4 1708 1708 427 0.47 0.759
SampleRepnStepSizenMethod 6 4239 4239 707 0.77 0.590
SampleTempnNoisenStepSize 12 477,384 477,384 39,782 43.58 0.000
SampleTempnNoisenMethod 4 14,514 14,514 3628 3.97 0.003
SampleTempnStepSizenMethod 6 1593 1593 265 0.29 0.941
NoisenStepSizenMethod 6 57,004 57,004 9501 10.41 0.000
SampleRepnSampleTempnNoisenStepSize 24 161,404 161,404 6725 7.37 0.000
SampleRepnSampleTempnNoisenMethod 8 5840 5840 730 0.8 0.603
SampleRepnSampleTempnStepSizenMethod 12 3886 3886 324 0.35 0.978
SampleRepnNoisenStepSizenMethod 12 4138 4138 345 0.38 0.971
SampleTempnNoisenStepSizenMethod 12 35,370 35,370 2948 3.23 0.000
SampleRepnSampleTempnNoisenStepSizen 24 16,820 16,820 701 0.77 0.780
Method
Error 864 788,751 788,751 913
Total 1079 190,343,145
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Ape´ndice 2
Tablas de ana´lisis de varianza para el experimento
Table 5.1: Ana´lisis de varianza para el ECM para el ex-
perimento factorial





Repeticiones Experimento 2 2617 2617 1309 0.48 0.620
MuestrasTemporales 2 6936 6936 3468 1.27 0.282
Ruido 2 9867 9867 4933 1.8 0.165
Taman˜o Paso 3 13373 13373 4458 1.63 0.181
Me´todo 1 859042 859042 859042 313.93 0.000
Repeticiones Experimento *
MuestrasTemporales
4 21460 21460 5365 1.96 0.099
Repeticiones Experimento *
Ruido
4 1677 1677 419 0.15 0.962
Repeticiones Experimento *
Taman˜o Paso
6 18892 18892 3149 1.15 0.331
Repeticiones Experimento *
Me´todo
2 3797 3797 1899 0.69 0.500
Muestras Temporales * Ruido 4 7770 7770 1942 0.71 0.585
Muestras Temporales *
Taman˜o Paso
6 13651 13651 2275 0.83 0.546
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Table 5.1: Ana´lisis de varianza para el ECM para el ex-
perimento factorial







2 10593 10593 5297 1.94 0.145
Ruido * Taman˜o Paso 6 10605 10605 1768 0.65 0.693
Ruido * Me´todo 2 11459 11459 5730 2.09 0.124
Taman˜o Paso * Me´todo 3 14210 14210 4737 1.73 0.159
Repeticiones Experimento *
Muestras Temporales * Ruido








4 20411 20411 5103 1.86 0.115
Repeticiones Experimento *
Ruido * Taman˜o Paso
12 27974 27974 2331 0.85 0.597
Repeticiones Experimento *
Ruido * Me´todo
4 4392 4392 1098 0.4 0.808
Repeticiones Experimento *
Taman˜o Paso * Me´todo
6 14064 14064 2344 0.86 0.526
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Table 5.1: Ana´lisis de varianza para el ECM para el ex-
perimento factorial





Muestras Temporales * Ruido
* Taman˜o Paso
12 37432 37432 3119 1.14 0.324
Muestras Temporales * Ruido
* Me´todo
4 12182 12182 3045 1.11 0.349
MuestrasTemporales *
Taman˜oPaso * Me´todo
6 12329 12329 2055 0.75 0.609
Ruido * Taman˜oPaso *
Me´todo
6 8460 8460 1410 0.52 0.797
Repeticiones Experimento *
Muestras Temporales * Ruido
* Taman˜o Paso
24 65954 65954 2748 1 0.457
Repeticiones Experimento *
Muestras Temporales * Ruido
* Me´todo
8 14431 14431 1804 0.66 0.728
Repeticiones Experimento *
Muestras Temporales *
Taman˜o Paso * Me´todo
12 33486 33486 2791 1.02 0.428
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Table 5.1: Ana´lisis de varianza para el ECM para el ex-
perimento factorial






Ruido * Taman˜o Paso *
Me´todo
12 21144 21144 1762 0.64 0.805
Muestras Temporales * Ruido
* Taman˜o Paso * Me´todo
12 36883 36883 3074 1.12 0.337
Repeticiones Experimento *
Muestras Temporales * Ruido
* Taman˜o Paso * Me´todo
24 69601 69601 2900 1.06 0.385
Error 864 2364251 2364251 2736
Total 1079 3796758
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Table 5.2: Ana´lisis de varianza para el el tiempo en el
experimento factorial






Repeticiones Experimento 2 7730 7730 3865 4.23 0.015
Muestras Temporales 2 67458 67458 33729 36.95 0.000
Ruido 2 59349 59349 29675 32.51 0.000
Taman˜o Paso 3 181382308 181382308 60460769 66228.9 0.000
Me´todo 1 1323363 1323363 1323363 1449.62 0.000
Repeticiones Experimento *
Muestras Temporales
4 31325 31325 7831 8.58 0.000
Repeticiones Experimento *
Ruido
4 24745 24745 6186 6.78 0.000
Repeticiones Experimento *
Taman˜o Paso
6 60987 60987 10164 11.13 0.000
Repeticiones Experimento *
Me´todo
2 1598 1598 799 0.88 0.417
Muestras Temporales * Ruido 4 118056 118056 29514 32.33 0.000
Muestras Temporales *
Taman˜o Paso
6 19482 19482 3247 3.56 0.002
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Table 5.2: Ana´lisis de varianza para el el tiempo en el
experimento factorial








2 171 171 86 0.09 0.910
Ruido * Taman˜o Paso 6 483680 483680 80613 88.3 0.000
Ruido * Me´todo 2 10920 10920 5460 5.98 0.003
Taman˜o Paso * Me´todo 3 4868088 4868088 1622696 1777.51 0.000
Repeticiones Experimento *
Muestras Temporales * Ruido








4 514 514 128 0.14 0.967
Repeticiones Experimento *
Ruido * Taman˜o Paso
12 139301 139301 11608 12.72 0.000
Repeticiones Experimento *
Ruido * Me´todo
4 1708 1708 427 0.47 0.759
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Table 5.2: Ana´lisis de varianza para el el tiempo en el
experimento factorial







Taman˜o Paso * Me´todo
6 4239 4239 707 0.77 0.590
Muestras Temporales * Ruido
* Taman˜o Paso
12 477384 477384 39782 43.58 0.000
Muestras Temporales * Ruido
* Me´todo
4 14514 14514 3628 3.97 0.003
Muestras Temporales *
Taman˜o Paso * Me´todo
6 1593 1593 265 0.29 0.941
Ruido * Taman˜o Paso *
Me´todo
6 57004 57004 9501 10.41 0.000
Repeticiones Experimento *
Muestras Temporales * Ruido
* Taman˜o Paso
24 161404 161404 6725 7.37 0.000
Repeticiones Experimento *
Muestras Temporales * Ruido
* Me´todo
8 5840 5840 730 0.8 0.603
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Table 5.2: Ana´lisis de varianza para el el tiempo en el
experimento factorial








Taman˜o Paso * Me´todo
12 3886 3886 324 0.35 0.978
Repeticiones Experimento *
Ruido * Taman˜o Paso *
Me´todo
12 4138 4138 345 0.38 0.971
Muestras Temporales * Ruido
* Taman˜o Paso * Me´todo
12 35370 35370 2948 3.23 0.000
Repeticiones Experimento *
Muestras Temporales * Ruido
* Taman˜o Paso*Me´todo
24 16820 16820 701 0.77 0.780




Abreviaturas usadas en el documento
Abreviatura Significado
GRN Red de regulacio´n gene´tica
mRNA ARN mensa
CLAIO Congreso Latinoamericano de Investigacio´n de Operaciones
PSO Optimizacio´n basada en enjambre de part´ıculas
ChIP Inmonuprecipitacio´n de cromatina
BPTT Propagacio´n hacia atra´s del tiempo
CTRNN Red neuronal recurrente en tiempo continuo
MAP Estimacio´n ma´xima a posteriori
LOESS Regresio´n local
ANOVA Ana´lisis de Varianza
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