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1. INTRODUCTION 
Let W be a finite Coxeter group of rank Z, (see [IO]). This means that W 
is a finite group with a set R = {rl ,..., rz} of involutory generators and a set 
of defining relations of the form (r,>nl.ig = 1. For each subset KofI = {l,..., Z} 
let W, be the subgroup of W generated by the rk with k E K. In [8] I proved 
a character formula 
where +K is the character of W induced by the principal character of W, , 
and E is the alternating character of W, the homomorphism of W into the 
group { +l, -I} such that E(?J = - 1 for i E 1. The argument avoided any 
close scrutiny of the characters of W and depended on application of the 
Hopf trace formula to the action of W on a suitable simplicial complex, the 
Coxeter complex of W (see [ZO, 121). 
The present paper provides an algebraic explanation for this formula and 
a generalization of it conjectured in [S]. It also gives some new information 
about the group algebra of W, in particular a decomposition of the group 
algebra of W into a direct sum of 2z left ideals. We begin by assuming only 
that W is a finite group generated by a set R = {ri : i E I} and that there exists 
a homomorphism E : W -+ { + 1, -l} with e(ri) = - 1 for i E I. This amounts 
to saying that the generating set R lies outside some subgroup of index two 
in W. The proof of Theorem 1 requires no additional hypothesis and hence 
shows that formulas of type (1) exist for a wide class of finite groups. In the 
* This work was supported in part by the National Science Foundation under 
grant GP-6080. 
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remainder of the paper we assume that W is a Coxeter group. Throughout 
the paper we adhere to the following notation: 
Z;Q;R 
ISI 
J, K,..., P, Q,... 
j 
A=QW’l 
AJ = QPJI 
s, = I WJ l--l c w 
WEWJ 
integers; rational numbers; real numbers 
cardinality of a finite set S 
subsets of I 
complement of J in I 
group algebra of W over Q 
Both eJ and rlJ are idempotents in the center of A,, 
THEOREM 1. Let W be a Jinite group generated by a set R = {ri : i E I} 
and let E : W-t {+l, -l} be a homomorphism with <(ri) = -1 for ie I. 
Then the sum 
B = c &JTP 
JGI 
is direct. If 4K is the character of W afforded by the left ideal B& of A, then for 
any subset J of I we have 
In case J is empty, this is a formula of type (l), although we cannot assert 
in general that +K is induced by the principal character of W, . In fact, some 
of the left ideals BfK may be zero, in which case the corresponding & are 
zero. However, since +I is the principal character and E is not the principal 
character, the formula of Theorem 1 will always have some content. In case 
W is a Coxeter group, we can prove that B = A and hence 
THEOREM 2. Let W be a jinite Coxeter group. Then 
A = c AS;w 
JCI 
is a direct sum. If $K is the character of W induced by the principal character of 
W, and E is the alternating character of W, then for any subset J of I we have 
J~cI(-l)‘“Ur = E c - kKC* ( 1) ‘j”-% * 
- - -- 
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Steinberg [9] has also given a proof of the character formula in Theorem 2. 
In case J is empty, this is precisely the formula (1). The following theorem and 
its corollary give a refined statement concerning the direct sum decom- 
position of Theorem 2. 
THEOREM 3. Let W be a finite Coxeter group. Let P, Q be disjoint subsets 
of I and suppose i E I, i $ P u Q. Let S = P u {i}, T = Q u {i}. Then we have 
an A-module isomorphism 
A&qa E At,?, + Afrqr , internal direct sum. 
COROLLARY 3.1. Let P, Q be disjoint subsets of I. Then we have an A-module 
isomorphism 
A&lo N 1 AfJyK, internal direct sum, 
where the sum is over all pairs (J, K) f o corn pl ementary subsets of I such that 
JZPandKZQ. 
Theorem 2 insures that the sum in Corollary 3.1 is direct. The corollary 
thus follows at once from Theorem 3, arguing by descending induction on 
/ P u Q I. In case P and Q are empty, Corollary 3.1 amounts to the direct sum 
decomposition of Theorem 2. Although, on the face of it, Theorem 3 seems 
the natural route to Theorem 2, I have not been able to argue it in this way. 
We may reformulate some of these results in terms of induced characters. 
In the notation of Theorem 3 write L = P U Q and M = L U {i}. Let GP,o 
be the character of W, afforded by the AL-module AL&qQ . Then Theorem 3, 
applied with W, in place of W, states an isomorphism 
~~AL~PIQ) = AM~PIQ 'v &~SIQ + &~P'IT - 
Thus, letting ind=+, denote the induction map from characters of W, to 
characters of W, we have 
COROLLARY 3.2. inb,,$P,Q = #S.Q -t #PST. 
Now for i = 0, I,..., 1 let Wi be the group generated by {ri ,..., ri) and 
follow the behavior of the character induced by the principal character of 
W,, = 1 as we move up the chain of subgroups 1 = W, C W, C **. C W, = W. 
Each character “z+V’ of Wi induces a sum of two characters “#” of W,+l . 
After 1 steps we arrive at a splitting of the character of the regular represen- 
tation of W into 2z characters “$” and this is the character formulation of the 
direct sum decomposition of Theorem 2. 
Since we have little general information about the irreducible represen- 
tations of finite Coxetergroups, it would be worthwhile to try to describe 
the submodules of AtJ7j. The following theorem gives some information 
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in this direction. We assume that W is indecomposable, in the sense that we 
cannot write I = J u K as a disjoint union of nonempty subsets such that 
rjyk = ykyj for j E J and k E K. If W is decomposable, then W = W, x W, 
and the representation theory of W reduces to that of II; and W, . If W is 
indecomposable then the Witt representation of W as a reflection group 
([IO, 111) is an irreducible representation. Let V be the Euclidean space of 
dimension 1 which affords this representation, and let A” V, p = 0, l,..., 1, 
be its pth exterior power. From [7] we know that h” I’ is an irreducible 
R[W]-module and the following theorem describes the isotypic component 
of type /\” V in the R[l%‘l-module A @ R = R[W]. In case W is the Weyl 
group of a simple Lie algebra, the representation by reflections may be written 
in a vector space V over Q and there is no need to extend the ground field 
from Q to R. 
THEOREM 4. Let W be a finite indecomposable Coxeter group. Let 
p : W -+ GL( V) be the Witt representation of W as a reflection group, so that V 
is an irreducibleR[ WI- module. If J is a subset of I andp = 1 11, then A(,79 @ R 
has a unique irreducible submodule isomorphic to A” V and has no submodule 
isomorphic to A” Vfor q f p. 
Since the number of subsets J with 1 p j = p is equal to the dimension of 
A” V and hence to the multiplicity of A” V as R[WJ-submodule of A @ R, 
we have indeed described the isotypic component of type A” V in A @ R. 
We have no explicit construction for the irreducible submodule of A,,& @ R 
isomorphic to A?’ I/; its existence is shown by a character argument. 
In the final section of the paper we show, in case W is the symmetric group, 
that the character formula of Theorem 2 amounts to an identity of MacMahon 
in symmetric functions, and that MacMahon has, in a sense, anticipated our 
decomposition of the group algebra with the introduction of an object he calls 
a zigzag diagram. For the case of the symmetric group, the character formula 
of Theorem 2 is closely related to an old question in combinatorics called 
Simon Newcomb’s problem ([3,5]). 
2. PROOF OF THEOREM 1 
The hypothesis in this section is that W is a finite group generated by a 
set R = (ri : isI} and that E: W -{(t-l, -1) is a homomorphism with 
~(YJ = -1 for iEI. 
LEMMA 1. Let J, K be subsets of I. If J n K is nonempty then yK& = 0. 
Proof. Let L = J n K, Since W, 6 W, n W, , we may write 
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W, = uj W,uj as a union of left cosets mod W, and we may write 
W, = (Jk vkWL as a union of right cosets mod W, where the ui and vk are 
coset representatives. Then 
fJ = I WJ : WL YEL (c %j 
j 
7K = I WK: WL 1-l (q W%j 7L * 
Now the elements [L , rlL are primitive idempotents in the center of AL and 
since L is nonempty, fL and vL are distinct. Thus rlLeL = 0 and hence 
7K5J = 0. 
Let * be the unique Q-linear map of A into A such that w* = w-1 for 
w E W. Then * is an involutory antiautomorphism of A. 
LEMMA 2. Let f, 7 be idempotents of A such that f* = .$ and T* = 7. 
If a E A and CZ(&)” = 0, then a& = 0. 
Proof. If b E A, let T(b) : A -+ A be the Q-linear map defined by 
T(b)u = ab, a E A. The bilinear form F : A x A + Q defined by 
F(a, b) = trace T(a*b), is symmetric and positive definite. Since F(ab, c) = 
F(a, cb*) for a, b, c E A, the transformation T(b) is self-adjoint for the form F 
whenever b = b*. Thus T(&$) is self-adjoint and hence, since F is positive 
definite, T(&f) is semisimple. In particular, Ker T(f$)2 = Ker T(.&f). 
Thus if ~~(57)~ = 0, then a(&02 = 0 and hence a&E = 0. Now, using 
E* = f and T* = 7 = 72 we have 
LEMMA 3. Let K be a subset of I. Then the sum 
is direct. 
KCJCI -- 
Proof. If KC J, then WKC WJ, so w& = & whenever w E WK and 
hence [J&J = .$J . Suppose we have a relation 
KgcI aJ5h?tK = OS aJ E Aa 
-- 
For simplicity write bJ = aJ[fl&. We prove by descending induction on 
1 J 1 that bJ = 0 for all J1 K. If 1 J 1 = I, then J = I. Multiply the given 
relation on the right by & . Since, by Lemma 1, 7ytr = 0 unless J = I and 
then 79 = 1, we conclude that a& = 0 so b, = 0. Now suppose we have 
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shown for some integer r that bJ = 0 whenever Js K and / J ( > r. Choose 
a set L 1 K with / L 1 = r. Multiply the relation 
KZC? = O -- 
IJIQT 
on the right by eL. Since L 1 K, fKfL = sL and thus bJfL = aJ&vjtr. . 
Now, by Lemma 1, ~1s~ = 0 unless 9 n L is empty, that is unless L C J. 
But then r = 1 L j < j J 1 < Y shows L = J. Thus a,(,& = 0 and a fortiori 
aJ(&Tp)” = 0. Now Lemma 2 shows a&Jrlp = 0 and hence bJ = 0. 
Let 
Lemma 3, applied with K empty, says that this sum is direct. This proves the 
first assertion of Theorem 1. 
LEMMA 4. Let K be a subset of I. Then 
BtK = c A[,7ytK, direct sum. 
KCJCI -- 
Proof. This is immediate from the definition of B and Lemmas 1 and 3. 
If J is a subset of I, let +J be the character of W afforded by the left ideal 
B& and let #J be the character afforded by the left ideal A&;rlj . 
LEMMA 5. Let K be a subset of I. Then 
+K = c $.I 
KCJCI -- 
Proof. Suppose J 2 K. Consider the A-module epimorphism A&;?~J--+ 
AtJrlgtK defined by right multiplication by [K. If a&TjfK = 0 for some 
a E A then, since &&J = &, right multiplication by 4, gives a&79.$ = 0, 
so a(fJqp)” = 0 and by Lemma 2, a&v1 = 0. Thus the epimorphism is an 
isomorphism so that A[J;~~J[K and Ae,~y are isomorphic A-modules. The 
lemma is now a consequence of Lemma 4. 
LEMMA 6. Let 0 : W -+ ($1, -I} be a homomorphism and let M be an 
A-module which afords the character 8. Let ’ be the unique Q-linear map of A 
into A such that w’ = t?(w) w-l for w E W. If x E A then Ax’ and M @ Ax 
are isomorphic A-modules. 
Proof. First note that the left ideal Ax and the right ideal xA afford the 
same character of W. One can see this by reducing to the case in which x lies 
in a minimal two-sided ideal of A, in which case equality of the characters 
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amounts to equality of the dimensions of Ax and xA. Second, note that the 
map ’ is an involutory antiautomorphism of A. Thus if b, ,..., b, are a Q-basis 
for xA, then b; ,..., bi are a Q-basis for Ax’. Furthermore, for w E W, 
bp = i Cjk(W)b, e lqw)w-lb; = 5 c,k(w)b;: 
k=l k=l 
where cjk(w) E Q is a matrix coefficient. Thus if Ax affords the character # 
and Ax’ affords the character t,Y, then 
?44 = g1 CkkW ~‘(w-Y = we g1 CkkW 
But O(w-l) = 19( w an ) d since (CI’ is the character of a representation of W in 
the rational field, we also have #‘(w-l) = $‘(w). Thus #’ = O#. The lemma 
follows, since two A-modules are isomorphic if and only if they afford the 
same character of W. 
LEMMA 7. If J is a subset of I, then 
Proof. Apply Lemma 6 with 0 = E. If ’ is the corresponding antiauto- 
morphism of A, then & = 7 J and 7; = [J . Thus ([Jqj)’ = fjvJ, whence the 
result. 
Now we may complete the proof of Theorem 1. Let I be a finite set and 
let f be a function which has for domain the set of all subsets J of I and which 
takes values in some additive Abelian group. If 
g(K) = C f(J), 
then 
KCJCI -- 
f (1) = Jc;cr (-lYK-Jk(W. 
-- 
This inversion formula, which may be verified directly, is a special case of a 
general combinatorial principle which also includes the Mobius inversion 
formula of elementary number theory. In our present situation the Abelian 
group is the additive group of generalized characters of W and we conclude 
from Lemma 5 that 
#J = ,,& ( --I)‘K-J’$K. 
-- 
Theorem 1 is now a consequence of Lemma 7. 
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3. PROOF OF THEOREM 2 
Let W be a finite Coxeter group with R = {ri : i E I} as its set of distin- 
guished generators. One knows ([IO, 111) that there exists a Euclidean space I’ 
of dimension 1, a basis n = {iyi ,..., x1> for I’, and a faithful representation p 
of W by orthogonal transformations of V such that 
(i) p(rJ is the reflection in the hyperplane orthogonal to 0~~ . 
(ii) Ifd = WIi’andol=c,ol,+..* + clal is the unique expression of a 
vector a E A as a linear combination of the 01~ , then either all ci are non- 
negative, in which case we say 01 E A+, or all ci are nonpositive, in which case 
we say a E A-. 
The set d is called a root system for W. The vectors in A are called roots 
and the vectors in II are called simpZe roots. The facts we need about root 
systems are summarized in the following paragraph. Proofs and further 
references are given in [2,8, II]. F or simplicity of notation we write w in 
place of p(w). 
If w E W, let N(w) be the set of roots LY. E A+ such that WOI E A-. If N(w) is 
empty, then w = 1, and for w f 1 the cardinality n(w) of N(w) is equal to the 
least integer p such that w = ri, *.* ri, with ii ,..., i, ~1. If J is a subset of I, 
let 
IIJ={,j:jEJ} A, = W,Il, A,+ = AJ n A+. 
Let V, be the subspace of V spanned by nJ. Then AJ = A n V, . The map 
w+p(w) I VJ,WE WJ, is a representation of W, by orthogonal transfor- 
mations of V, having properties (i) and (ii) with W, V, 17, A, A+ replaced by 
W, , V, , l7,, AJ , AJf. Thus theorems known to be true for W and its root 
system A may be applied to W, and its root system AJ . If w E W,, then 
N(w) C AJ . If / is nonempty, the group W, has a unique involution, denoted 
WJ such that N(wJ) = AJ+. If w E WJ and w # wJ, then n(w) < n(wJ). In 
[8] we introduced for each subset J of I a pair of subsets XJ , YJ of W defined 
as follows: XJ consists of all w E W such that wnJ c A+; Y; consists of all 
w E W such that wnJ C A+ and WDJ C A-. Thus, directly from the definition, 
X, = u YJ , disjoint union. 
KcJCt 
LEMMA 8. The set XJ is a set of right coset representatives for W mod WJ . 
IfwEWandw=xuwithxEXJanduEWJ,thenn(w)=n(x)+n(u). 
Proof. See Lemma 4 of [8] and the discussion immediately following that 
lemma. 
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LEMMA 9. Let J be a subset of I and let K = 1. If y E Y, , then yw, E X, 
and n(y) = n(yw~) + n(wK), 
Proof. If w E 17,) then wKcu E AK- so 
WK” = c Ck”k 
ksK 
for suitable real numbers ck < 0. Then 
ywK(u = c C, yolk E A+, 
EEK 
since by definition of YK , yak E A-. Thus ywKnK CA+, so ywKE XK . The 
equality n(y) = n(ywK) + ti(wK) f 11 0 ows now from y = (ywK) wK and 
Lemma 8. 
LEMMA 10. Let J be a subset of I and let K = g. Suppose given for each 
y E YJ a rational number c(y) and let 
L= c 4Y)YSJrlK 3 p = 0, 1, 2 ).... 
ueyJ,“(uwK)>n 
If 6, = 0, then c(y) = 0 whenever n(ywK) = p and hence [,,1 = 0. 
Proof. Ignore for a moment the hypothesis 1, = 0 and write 
for uniquely determined d,(w) E Q. Suppose z E YJ and n(zwK) = p. The 
coefficient d,(zwK) is equal to 1 W, j-11 WK I-lC c(y) E(V) where the sum is 
over all triples (y, U, v) such that y E Y, , u E W, , v E WK , n(ywK) 3 p and 
yue, = i?+. The last condition may be rewritten as yu = zw@-l. Since 
y E YJ , u E W, and YJ C X, , Lemma 8 implies n(yu) = n(y) + n(u). 
Lemma 9 states zwK E X,, so since v-l E WK, we conclude again from 
Lemma 8 that n(zws-l) = n(xwK) + n(v-l). Lemma 9 implies n(y) = 
n(ywK) + n(wK) > p + n(wK) and, on the other hand, since v-r E WE, 
we have n(v-‘) < n(wK). Thus, putting all our information together we have 
p + n(WK) + n(u) < n(y) + n(u) = n(zWK) + n(v-') <p + n(wK)s 
This forces n(u) = 0 so that u = 1, and it also forces n(v-‘) = n(wK) SO that 
v-l = WK. Thus v = wK and y = z. Thus the sum over all triples consists 
of a single term and hence dD(ZWK) = 1 W, 1-l) WK 1-l c(z) E(wK). Now 
assuming 5, = 0, we have d,(w) = 0 for all w E W so that c(z) = 0 whenever 
n(zwK) = p and the lemma is proved, 
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LEMMA 11. Let J be a subset of I. The elements y&;rlp , y E Y, , are a 
Q-basis for A&l1 and hence dim At575 = / Y, 1. 
Proof. Suppose we have a relation 
for some c(y) E Q. Define the 5, as in Lemma 10. By hypothesis &, = 0, 
and the vanishing of all c(y) is now an immediate consequence of an induction 
in which Lemma 10 provides the inductive step. Thus the elements J$J?~, 
y E YJ , are linearly independent over Q. In particular, dim A&qy > 1 YJ (. 
From Theorem 1 we know that the sum 
is direct so that 
dimA > dimB = c dimA[nj> 11 YJI. 
JCI JQ 
But we see at once from the definition of the YJ that W is a disjoint union of 
the YJ , J C I, and hence 
c 1 YJI = ( WI = dimA. 
rg 
Thus we must have equality throughout, and hence dim A[,13 = ) YJ \ so 
the y&~rl~ are indeed a basis. 
As a corollary of the preceding argument we also have 
> 
A=B=CAtpp 
JGI 
This proves the first assertion in Theorem 2. Since & is thus the character 
of W afforded by the left ideal A& , +K may also be interpreted as the character 
of W induced by the principal character of W, and this completes the proof 
of Theorem 2. 
4. PROOF OF THEOREM 3 
LEMMA 12. 1f J, K are subsets of I, then A&qK and A~I&J are isomorphic 
A-modules. 
Proof. Apply Lemma 6 with e(ul) = 1 for all w E W. If ’ is the corre- 
sponding antiautomorphism of A, then x’ = x* for x E A, Since 
(&-)* = 7&, we have the result, 
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Theorem 3 is now a consequence of the following statements numbered 
(i)-(iv), in which we adhere to the notation of the theorem: 
(i) The sums AfSvo + At,rlr and A[,70 + A7TfPvo.are direct: For 
if afsqQ = btpyT with a, b E A, then since T > Q, we have 707T = 7T and 
right multiplication by 7= gives afs7r = b[,r], . But S n T is nonempty, so 
Lemma 1 shows atsrp = 0 whence bf per = 0 and the sum A,$,70 + Atp7T 
is direct. Similarly, if afs70 = &fPvo with a, b E A, then right multi- 
plication by 7r shows bvTfPvT = 0. Then b(71fp)e = 0 and by Lemma 2 
(with f and 7 interchanged)we have bp-fp = 0 so the sum Afs7a + ArlTfprlo 
is direct. 
(ii) A7Tfp70 and Afp7T are isomorphic A-modules: Right multi- 
plication by 71~ defines A-module epimorphisms A7Tfp7s -+ A7Tfp7T and 
ArlTfP --+ A7rfP7r. Using Lemma 3 we see, as in the proof of Lemma 5, 
that these epimorphisms are isomorphisms. Then Lemma 12 gives 
-46~7~ - Awfp ‘v AwfprlQ. 
(iii) Afs?Q 2 Afm + Awfprla : This is clear since S > P and hence 
Af, C AfP. 
(iv) dim AfprlQ = dim AfS71Q + dim AfprlT : We introduce some nota- 
tion. If J, L are subsets of I with / CL, let 
XL,, = (w E W, : w&6 A+}. 
If /, K are disjoint subsets of 1, let 
YJ,, = {w E WJ”, : wl?, 2 A+ and wnK C A-}. 
Thus if L = I = J u K, we have X,,, = X, and Y,,,‘= Y,, in our earlier 
notation. Now in the notation of Theorem 3, let L = P u Q and let 
M = L U (i}. Suppose x E X,,, and y E Yp,o . Then by definition yaj E A+ 
forj E I’, yaj e A- for j E Q, and xaj E A+ for j E P v Q. Since y E W, we have 
yA, C AL , and since x preserves the sign of all roots in AL we have xya9 E A+ 
for j E P and xyai E A- for j E Q. Since xy E W, it follows that xy E Ys,o 
if xy01~ E A+, and xy E Y,,r if xyai E A-. Thus 
Since YP,Q C W, we conclude from Lemma 8 applied to the group W, and 
subgroup W, that 
IX,,, I = I WM: WL land IXM.LYP.Q I = IXM,LI I YP,Q I 
so that 
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Now hold L fixed, let (P, Q) vary over all pairs of complementary subsets of L 
and let us agree that for any given (P, Q) we set S = P u {i}, T = Q u {i}, 
and M = L u {i>. Then summing the preceding inequality over all such 
pairs (P, &) gives the inequality 1 W, : W, 1 ( W, / < / W, /. But this is 
actually an equality, so we must have equality throughout and hence 
I w&4: WL I I YP,Q J = I y,,, I + I YP,, I. 
Then using Lemma 11 for the groups W, and W,, in place of W we have 
dim A.&?o = I W: W, I dim A&Q 
= I w: WL 11 yP,Q / 
=~w::~liYs,oI+l~:~~l/~P.Tl 
= I W: W, ( dim AMfs7jQ f / W: a’, I dim A.&P~T 
= dim &,T)Q ‘f- dim &$pqr. 
This completes the proof of Theorem 3. 
5. PROOF OF THEOREM 4 
Let W be a finite indecomposable Coxeter group. We adhere to the 
notation of the previous section so that V is a Euclidean space in which the yi , 
i E I, act as reflections, and we identify W with the corresponding group of 
orthogonal transformations of V. Since W is indecomposable, V is an 
irreducible R[W]-module ([ZZ]). Let (* , *) denote the inner product in V 
and let fir ,..., j3r be the basis for Vdual to 01~ ,..., (or so that (ai, &) = &, . The 
cone spanned by /3, ,..., /3r is a fundamental region for W in its action on V 
(see [II]). If K is a subset of I, then’the group W, generated by the rk with 
k E K may also be described as the subgroup of W fixing the flk with k E rz‘ 
(see [ZZ]). 
In this section WK-module means R[WK]-module. If M is a WK-module, 
we let I,(M) denote the subspace of Wrinvariants, elements x E M such that 
wx = x for all w E WK. If M = Ml + MS is a direct sum of WK-modules, 
then IK(M) = I&M,) + IAM,). 
LEMMA 13. IJCJZKCI, then dimI, = / K I - 1 J I. 
Proof. Since ri is the reflection in the hyperplane orthogonal to oli we have 
yjv = -v - 2((ui ( a,)-yv, cq) ‘yi , v E v. 
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Thus yi fixes er E Vif and only if (v, CXJ = 0 and hence dim IJ( V) = I - I J I. 
Now {CQ : K E K} u {/& : k E k} is a basis for V so that 
which is a direct sum of vector spaces. But W, and a fovtiori WJ fixes 
Since V, is a WJ-module this means that the direct sum is one of WJ-modules. 
Hence 
W’> = W’K) + 1~ @J+%). 
Equating dimensions gives 
I-IJI =dimb(Vd+(~-lKK1) 
and the lemma is proved. 
LEMMA 14. Let K be a nonempty subset of I. Then I&P VK) = 0 for all 
p = 1, 2,... . 
Proof. Argue by induction on ( K I, and for fixed / K J by induction on p. 
For 1 K 1 = 1, W, is generated by a single yk and V, is spanned by 01~ , so 
since rkak = -ak , the result is clear. For / K 1 > 2 andp = 1 the statement 
is a consequence of Lemma 13. Thus we may assume / K ( > 2 and p > 2. 
Let J be a subset of K with 1 J 1 = / K 1 - 1. Then Lemma 13 shows 
dim IJ( V,) = 1 so we may choose a vector D E V, which is fixed by W, . 
Since Lemma 13 shows I,( V,) = 0, it follows that u # V, so V, = V, + Rw 
and thus 
A” v, = A” v, + (p-1 v, A v) 
where the sums are direct. Since W, fixes v, both summands are WJ-modules 
so 
MA” VK) = &(A” VJ> + IJ(A”-~ I/;h 8) 
= IdA” VJ) + (IJ(A”~ v.r)~ ~1. 
Our induction hypothesis implies Ir(A” V,) = 0 and since p > 2 it also 
implies I&j”-’ V,) = 0. Thus Ir(A” V,) = 0 and a fortiori Idl\p Vx) = 0. 
If K = {kl ,..., kD} is a subset of I and ki < *a- < k, , write 
a~ = ak,h “‘A a& and bK = &,A “‘A pk, . 
If K is empty we agree that CQ = 1 = bK, identifying A0 V with R. 
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LEMMA 15. Let K be a subset of I. Then I&J’ V) = 0 for / f? 1 < p, 
while I&p V) = R/3gfor 1 l? ) = p. 
Proof. Since (elk : k E K) U {& : k E 2) is a basis for V it follows that 
theelementsolMAIgNwithMCK,NCRandIM/ -klNl =pareabasis 
forAPZ’.ForeachNC&withINj <plet 
UN = c WM A Bd 
M 
where the direct sum is over all M _C K with ) M 1 + / N 1 = p. Thus 
A” V = EN U, where the direct sum is over all NC k with ) N 1 < p. 
Since W, fixes all /3, with k E l?, it fixes all PN with NC R. Furthermore, 
since VK is a W,-module, CM RaM is a WK-module and hence so is U, . Thus 
IK(I\P V) = c IK(UN). 
N 
Let y E I&P V) and write y = CN yN where yN E IK( U,). Write 
YN = CM cMM.~aM A BN where cM,N E R and the sum is over all M C K with 
1 M / + j N / = p. Then setting SN = CM cMM,NYM we have SN E /Jo I’, 
where 4 = p - / N /. In case N is empty we agree that 6, = 1. 
If w E W,, then w/IN = PN SO (wSN - S,) A fin = WyN- YN = 0. But 
I’, is a W,-module so wS, - SN is a 1 inear combination of the 01~ with 
M _C K, and since the czM A ,13N are linearly independent we have 
wSN - 6, = 0. Thus 6, E IK(//” V,). It follows from Lemma 14 that SN and 
hence YN is zero whenever 4 = p - 1 N / is positive. 
IfIR/ <p,thenINI <pforallNCRsoYN=OforallN_C&and 
hence y = 0. Thus I&j?- V) = 0 for j R / < p. If 1 R I = p, then / N I < p 
for all N C 2 except N = k and hence y E R@t. Since /3g E IK(Ap V) we 
have I&j” I’) = R/3k and the lemma is proved. 
Now to prove Theorem 4, let x be the character of W afforded by V and 
let A” x be the character of W afforded by A” V. We have shown in the proof 
of Theorem 2 that 
$4, = c (-1)‘“JyJK. 
JCKCI -- 
Thus letting (A” x, #J) denote the multiplicity of /\” x as irreducible con- 
StitUent Of tjJwe have 
(A” X, #J) = 1 (-l)‘KeJ’(Ap~, 5~). 
JCKCI -- 
The multiplicity (A” x, #K) is, by the Frobenius reciprocity theorem, equal 
to the multiplicity of the principal character of WK in the restriction of A” x 
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to W, , and hence equal to dim I&p V). Thus 
(A” x, lcIJ) = c (-1)1”“1 dim IK(A~ V). 
JCKCI 
IfI 11 =p,th en L emma 15 shows dim IJ( A” V) = 1, while dim IK( A” V) = 0 
whenever J C K. Thus if 1 11 = p, then (A” x, #J) = 1, so that the W,- 
module A&;77J @ R, which affords the character (crJ, has a unique submodule, 
call it MJ, isomorphic to A” V. But A @R is a module for the regular 
representation of W so the isotypic component of A @ R of type A” V is 
isomorphic to a direct sum of dim A” V = (b) copies of A” V. Since 
Theorem 2 insures that the sum 
is direct; it is in fact the isotypic component of type A” V. Thus if q f p, 
A&q3 can have no submodule isomorphic to A” V. This completes the proof 
of Theorem 4. 
6. THE SYMMETRIC GROUP 
The source of Simon Newcomb’s problem ([4], $156) is a game of patience 
which Professor Newcomb would play as a respite from his astronomical work. 
A deck of cards marked l,..., n is shuffled1 and the cards are dealt one by one. 
As long as the cards occur in increasing order, one puts them into a single pile. 
As soon as there is a break in the increasing order, one starts a new pile, deals 
until there is a break in the increasing order, starts a new pile, and so on. 
The problem is to determine for any integer k = I,..., n the probability that 
there are precisely k piles. 
Let W = 6, be the symmetric group on the letters I,..., n and let yi E W 
be the transposition of the letters i and i + 1. Then W is an indecomposable 
Coxeter group of rank 1 = n - 1 on the generators yi . The irreducible 
representation of W as a reflection group may be described as follows. Let 
x r ,,.., X, be an orthonormal basis for a Euclidean space E of dimension n. 
Give E a W-module structure by defining whi = &,u) where w(i) denotes the 
image of the letter i under the permutation w. Let V be the 
subspace of dimension n - 1 spanned by the vectors hi - &, ;,j = l,..., n. 
Then V is an irreducible W-module and the yi , restricted to V, are reflections. 
One may take I = { l,..., n - l}, oli = hi - &+r , i E 1, and then 
A+ ={A,-Aj:i<j} A- = {Xi - hi : i >j} 
1 One might use I + 1 instead of n here. This would give us a notation more in 
keeping with the earlier sections but less natural for the symmetric group. 
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In Simon Newcomb’s problem, each w E W defines an initial ordering 
w(l),..., w(n) of the deck, and hence an ordered collection p = (pi ,..., plc) 
of positive integers, where pi is the number of cards in the ith pile and 
k = k(w) is the number of piles. Since every card occurs in some pile we have 
p, + ... +Pk = n. From the definition of the pi we have inequalities 
w(l) < ... < w(p1) W(Pl) > W(P1 + 1) 
W(Pl + 1) < *** < 4Pl +PJ 4Pl + PJ > w(p,+ Pz + 1) 
. . . . . . ..*......... 
4Pl + Pz + ... i-pg-1 -I- 1) < ... < w(p, + *** +plJ = w(n) 
so that the elements of 17 which are mapped into A- by w are 
%I ) %,+v2 )..a) aBlfD2f.~ +D’lc-1 * 
SettingJ=(P,,P,+P,,...,P,+Pz+ ... + pkel} we see that w defines the 
ordered collectionp = (p, ,..., pk) if and only if w E Yj . If wI is the involution 
in Wwhich changes the sign of all the roots, then YJ = wIY,so 1 YJ 1 = 1 Y, 1. 
Thus for a given integer K E { 1,. .., n} the number of elements w E W which 
produce K piles is 
,,&-I ’ yJ ‘- 
Simon Newcomb’s problem amounts to computing this number and hence to 
computing the numbers ( YJ 1. Since 
IXKI = c I YJI, 
KCJCI -- 
we conclude, using a Mobius inversion and Lemma 8, that 
1 YJ 1 = c (-l)‘K-J’I x, / = c (-l)lK-J’I TV : w, I. 
JCKCI -- JCKCI 
The / YJ ] are thus computable in terms of the known orders of certain sub- 
groups of the symmetric group. MacMahon’s solution ([4], $157) is purely 
combinatorial in the sense that he does not use any of the group structure, 
but his argument also involves a M6bius inversion and is substantially the 
same as the one above. 
To see the connection between Theorem 2 and MacMahon’s work we 
translate the character formula of Theorem 2 into the language of symmetric 
functions. The next two paragraphs describe the necessary apparatus of 
Schur functions; proofs are in Littlewood’s work, [3]. 
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Let G,, , m = 1,2, 3,... be the symmetric group on m letters. Let X, be the 
free Z-module which has as its basis the set of irreducible characters of G,, 
and let us agree that X, = Z. We agree to ignore the natural multiplicative 
structure in X, . If w is a character of 6, and Z; is a character of 6, , let 
w x 5 denote the character of G,, x 6, defined by (w x I) = w(w) t(z) 
for w E 6,, and x E 6,. We may view G,, x G,,, as a subgroup of G’m+n by 
letting B, act on the letters l,..., m, and 6, on the letters m + I ,..., m + n. 
Then w x [ induces a character of G,,, which we denote ~5, and (0, 5) + w< 
defines a Z-bilinear map of X, x X, into Xm+n . With this bilinear map as 
multiplication, the graded Z-module 
3=pcm 
m>0 
becomes an associative commutative graded Z-algebra called the Schur algebra. 
Now choose a fixed integer n and let xi , . . . , x, be commuting indeterminates 
over Z. The group 6, acts naturally as a group of automorphisms of the 
polynomial algebra Z[X, ,. . . , x,]. Let ‘X be the subalgebra of &-invariant 
polynomials, the so-called symmetric functions of the indeterminates 
x, )..., x, . Then 
2l=p& 
Tl%>O 
where $3, consists of the homogeneous invariants of degree m. Let 
h,= c Xi,Xi2 *** Xi, E 81, y m = 1, 2, 3 ,.., , 
iI<...<& 
a, -= il-;Cci,n~il~iI -a. xi, E a,, m = l,..., fi. 
We agree that ho = 1 = a, . The graded Z-algebra 91 is generated by either 
h i ,..,, h, or a, ,..., a, , and the identity. Let 
s, = txim~91m, m = 1,2, 3 ,.... 
If w E 6, I let ri(w), i = I,..., m be the number of cycles of length i in the 
permutation w. For x E X, let 
be the Schur function associated with the character x. From the definition 
we know only that S,(x) EQ’%~ CQ[xi ,,.., x,]; but in fact, S,(x) E’%, so 
that S, is a Z-linear map of X, into ‘& . In case m = 0 we agree that So maps 
the identity element of X, into the identity element of %,, . The direct sum S 
of the A’,,, is a Z-linear map of X into $3 which is in fact an epimorphism of 
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graded algebras, called the Schur homomorphism. The Schur homomorphism 
maps the principal character of 6, into h, and maps the alternating character 
of 6, into a, . It is an isomorphism in degrees 0, l,..., n and thus allows one 
to translate formulas involving characters of G’n. into identities in the algebra2I. 
A composition of the integer n is an ordered collection p = (p, , p, , p, ,..,) 
of positive integers with sum equal to n. The pi are called the parts of the 
composition. MacMahon ([4], $$168-171) has defined for each composition p 
a pair of symmetric functions h, , a, as follows: h, is the determinant 
00 1 h . . . p4 
..* . . . . . . . . . . . . 
and up is the corresponding determinant in which the h, are replaced by 
the a, . 
Each composition p of n determines a subset of the set I which we denote 
F(p) and define as the complement of the set {p, , p, + p, , p, + pa + pa ,...}. 
The correspondence p -F(p) is suggested by the solution of Simon 
Newcomb’s problem and is a one-to-one correspondence between the set of 
all compositions of n and the set of all subsets of I (see [4], $125). We define 
the composition fi conjugate to the composition p by requiring F@) to be the 
complement of F(p) in I (see [4], $126). MacMahon has shown ([4], $168) 
that the determinant h, may also be written as 
h, = c (-l)IF’q’-=“‘Ih~~hpahp.s ,..,, 
F(q)>=(,) 
where the sum is over all compositions q = (or , qz , q3 ,...) of n such that 
F(q) 2 F(p). One has a corresponding formula for the ar, . Since S maps the 
principal character of 6, into h, and the alternating character of 6, into a, 
we conclude, setting K = F(q), that 
W+K) = ha,ha,ha, a-. 
Setting J = F(p), we have 
WK) = aapa,aas ,..- 
h, = s ( c ( -l)l”‘l+K) = S(tJ,) 
JCKCI - _ 
ap = S iJc~,(-l)'"J'~+Kj = S(+J). 
-- 
4w9/2-8 
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Since #p = 64, and 3 = F(e) the character formula of Theorem 2 is thus 
equivalent to the identity h, = a; in symmetric functions, which MacMahon 
proves ([4], 9173) by induction on the number of parts in p. Aitken [I] gives a 
direct proof of the identity as a consequence of a general theorem on deter- 
minants whose entries are the symmetric functions h, and a, . 
As for the left ideals A&,711, MacMahon anticipates their construction in 
the following way (see [4], $129): T o each composition p of n he associates 
a diagram of n nodes. There arepi nodes in the ith row of the diagram and the 
right end node in any row lies immediately above the left end node in the row 
beneath. Thus the MacMahon diagram corresponding to the composition 
(4,2,3) is 
. . . . 
The diagram of fi is the transpose of the diagram of p. Now let us replace the 
nodes in the diagram by the integers l,..., n in such a way that the integers 
increase from left to right in each row and from top to bottom in each column. 
This can be done in just one way. Call the resulting figure the standard 
MacMahon tableau and denote it M(p). Thus 
1234 
M(4,2,3) = 56 . 
789 
If J = F(p) is the subset of I corresponding to the composition p, then W, is 
the subgroup of W leaving the rows of M(p) invariant and W3 is the subgroup 
of W leaving the columns of M(p) invariant. The left ideals A&‘,173 are thus 
defined by the standard MacMahon tableau in the same way that minimal 
left ideals of A are defined by the standard Young tableaux [JJ. The direct 
decomposition of Theorem 2 may thus be viewed as an analog of Young’s 
direct decomposition of A into minimal left ideals. 
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