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The strategy of shortcuts to adiabaticity enables us to realize adiabatic dynamics in finite time.
In the counter-diabatic driving approach, an auxiliary Hamiltonian which is called the counter-
diabatic Hamiltonian is appended to an original Hamiltonian to cancel out diabatic transitions.
The counter-diabatic Hamiltonian is constructed by using the eigenstates of the original Hamilto-
nian. Therefore, it is in general difficult to construct the counter-diabatic Hamiltonian for quantum
many-body systems. Even if the counter-diabatic Hamiltonian for quantum many-body systems
is obtained, it is generally non-local and even diverges at critical points. We construct an ap-
proximated counter-diabatic Hamiltonian for the infinite-range Ising model by making use of the
mean-field approximation. An advantage of this method is that the mean-field counter-diabatic
Hamiltonian is constructed by only local operators. We numerically demonstrate the effectiveness
of this method through quantum annealing processes going the vicinity of the critical point. It
is also confirmed that the mean-field counter-diabatic Hamiltonian is still well-defined in the limit
to the critical point. The present method can take higher order contributions into account and is
consistent with the variational approach for local counter-diabatic driving.
PACS numbers: 64.60.Ht,05.30.Rt,64.70.Tg,75.40.Mg
I. INTRODUCTION
Shortcuts to adiabaticity are collectively called meth-
ods which enable us to realize adiabatic dynamics in finite
time [1–6]. One of the famous methods is the counter-
diabatic driving approach [1–4] (or in other words, the
transitionless quantum driving approach), in which an
additional auxiliary Hamiltonian is introduced to let a
system be adiabatic in an original Hamiltonian frame.
In contrast, in the invariant-based inverse engineering ap-
proach [5], variables of a Hamiltonian are parametrized
according to schedules of a dynamical invariant [7]. At
first, these methods have been applied to simple systems
which have small degrees of freedom [6].
Application of these methods to quantum many-body
systems is a curious problem and recently has been inves-
tigated as a central issue [8–14]. In quantum many-body
systems, quantum phase transitions drastically change
properties of systems [15, 16]. In particular, when we
consider quenched dynamics, critical points of systems
play an important role. That is, correlation length and
relaxation time diverge at critical points, which leads to
effectively frozen dynamics [17–23]. It means that adi-
abatic dynamics is broken down around critical points.
Associated with the divergence of correlation length, the
counter-diabatic Hamiltonian for quantum many-body
systems becomes non-local and even diverges at criti-
cal points. In addition, the counter-diabatic driving ap-
proach requires the eigenstates of a Hamiltonian. There-
fore, application to general quantum many-body systems
is quite restricted.
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In infinite-dimensional system cases, the infinite-range
Ising model, which is also known as the Lipkin-Meshkov-
Glick model, was studied [9, 12, 14]. One of the ways to
treat this model is taking the Holstein-Primakoff trans-
formation in the thermodynamic limit [9, 12]. Then,
this model is mapped to a harmonic oscillator and an
approximated counter-diabatic Hamiltonian can be ob-
tained. In combination with the optimization approach,
quasi-adiabatic dynamics was realized across the criti-
cal point [12]. This model was also investigated in the
invariant-based inverse engineering approach [14]. Al-
though dynamical invariants of this model generally con-
tain infinitely non-local operators, a local dynamical in-
variant was constructed by making use of the mean-field
approximation. The similar idea should be also explored
in the counter-diabatic driving approach.
In this paper, we construct a local counter-diabatic
Hamiltonian for the infinite-range Ising model by mak-
ing use of the mean-field approximation. Then, we can
express the counter-diabatic Hamiltonian by only local
operators although there is an auxiliary self-consistent
equation. Following the previous work [14], we numeri-
cally demonstrate the usefulness of this method through
quantum annealing processes. We also show the non-
divergence of the mean-field counter-diabatic Hamilto-
nian in the limit to the critical point for certain situa-
tions. The relation to the variational approach for local
counter-diabatic driving [13] is also of interest. We con-
firm that the present mean-field counter-diabatic driving
approach includes higher order contributions, which can-
not be taken into account if we naively adopt the varia-
tional approach.
This article is constructed as follows. Section IIA is
devoted to the brief review of shortcuts to adiabaticity
2by the counter-diabatic driving approach and the sim-
plest example is shown as a preliminary in Sec. II B.
In Sec. II C, the couter-diabatic Hamiltonian for the
infinite-range Ising model is constructed by making use
of the mean-field approximation. The infinite-range Ising
model can be easily calculated by numerical simulations
because it is equivalent to the uniaxial single-spin sys-
tem as seen in Sec. II D. The usefulness of the mean-
field counter-diabatic driving is demonstrated through
quantum annealing processes in Sec. III A. The non-
divergence of the mean-field counter-diabatic Hamilto-
nian in the limit to the critical point is shown for a cer-
tain class of schedules of the transverse field in Sec. III B.
The relation to the variational approach for local counter-
diabatic driving is discussed in Sec. III C. We summarize
in Sec. IV.
II. METHOD
A. Counter-diabatic driving
We consider a time-dependent HamiltonianH0(t) with
the eigenenergies and the eigenstates
H0(t)|ψn(t)〉 = En(t)|ψn(t)〉. (1)
The time-evolution operator of adiabatic dynamics is de-
fined by
U(t) =
∑
n
eiαn(t)|ψn(t)〉〈ψn(0)|, (2)
where αn(t) is the dynamical phase
αn(t) = − 1
h¯
∫ t
0
dt′En(t
′)
+i
∫ t
0
dt′〈ψn(t′)|∂t′ψn(t′)〉. (3)
We construct the assisted Hamiltonian H(t) so that the
adiabatic dynamcis |Ψ(t)〉 = U(t)|Ψ(0)〉 becomes the so-
lution of the Schro¨dinger equation
ih¯
∂
∂t
|Ψ(t)〉 = H(t)|Ψ(t)〉, (4)
|Ψ(t)〉 =
∑
n
cne
iαn(t)|ψn(t)〉, (5)
where cn is the coefficient of the initial state, |Ψ(0)〉 =∑
n cn|ψn(0)〉. By inversely solving Eq. (4), we find that
the assisted Hamiltonian is constructed as
H(t) = H0(t) +Hcd(t), (6)
Hcd(t) = ih¯
∑
n6=m
〈ψn(t)|∂tψm(t)〉|ψn(t)〉〈ψm(t)|. (7)
where Hcd(t) is called the counter-diabatic Hamiltonian.
In order to construct the counter-diabatic Hamilto-
nian, the eigenstates of the Hamiltonian H0(t) are re-
quired as seen in Eq. (7). However, in general, it is
difficult to explicitly obtain the eigenstates of quantum
many-body systems. Even if the eigenstates are obtained,
the counter-diabatic Hamiltonian becomes highly non-
local and even diverges at critical points.
B. Preliminary: Two-level system
When we adopt the mean-field approximation, prob-
lems of the infinite-range Ising model is reduced to prob-
lems of a two-level system. Therefore, as a preliminary,
we consider a two-level system
H0(t) = −Γ(t)σx − h(t)σz , (8)
where σα, α = x, y, z are the Pauli matrices, Γ(t) is a
transverse field, and h(t) is a longitudinal field. The
eigenenergies and the eigenstates are given by
E±(t) = ±
√
h(t)2 + Γ(t)2, (9)
|ψ−(t)〉 =
(
cos θ
sin θ
)
, |ψ+(t)〉 =
(− sin θ
cos θ
)
, (10)
with
sin 2θ =
Γ(t)√
h(t)2 + Γ(t)2
, (11)
cos 2θ =
h(t)√
h(t)2 + Γ(t)2
. (12)
The counter-diabatic Hamiltonian is given by
Hcd(t) = θ˙(t)σy , (13)
θ˙(t) =
1
2
h(t)Γ˙(t)− h˙(t)Γ(t)
h2(t) + Γ2(t)
. (14)
Here and hereafter, h¯ = 1.
C. Mean-field counter-diabatic driving
for the infinite-range Ising model
The Hamiltonian of the infinite-range Ising model is
given by
H0(t) = − J
2N
∑
i,j
σzi σ
z
j − Γ(t)
∑
i
σxi − h
∑
i
σzi , (15)
where J is the coupling constant and N is the number of
Ising spins. Throughout this paper, we consider the time-
dependent transverse field Γ(t) and the fixed longitudinal
field h. There exists the critical point at the transverse
field Γ(t) = J and the longitudinal field h = 0. The
system is in the ferromagnetic phase for Γ(t) < J , and
the paramagnetic phase for Γ(t) > J .
Owing to the long-range nature of the interactions, the
mean-field approximation is valid for static properties of
3largeN systems. By using the mean-field approximation,
we obtain the following mean-field Hamiltonian
HMF0 (t) =
JN
2
(mz(t))2 − (Jmz(t) + h)
∑
i
σzi
−Γ(t)
∑
i
σxi , (16)
where mz(t) is given by the expectation value of σzi and
determined later. In the mean-field Hamiltonian (16),
N spins are decoupled from each other. Therefore, the
eigenstates are the products of the eigenstates of the two-
level system (10), and the eigenenergies are the summa-
tions of the eigenenergies of the two-level system (9).
We remark that the longitudinal field is modulated as
h(t) → Jmz(t) + h due to the existence of the mean-
field. The counter-diabatic Hamiltonian derived by the
mean-field approximation is given by
HMFcd (t) = θ˙(t)
∑
i
σyi , (17)
θ˙(t) =
1
2
(Jmz(t) + h)Γ˙(t)− Jm˙z(t)Γ(t)
(Jmz(t) + h)2 + Γ2(t)
. (18)
In this paper, we only consider the ground state track-
ing. Therefore, we impose the following self-consistent
equation
mz(t) = 〈ψ−(t)|σz |ψ−(t)〉
=
Jmz(t) + h√
(Jmz(t) + h)2 + Γ2(t)
, (19)
which can be rewritten as
0 = J2(mz(t))4 + 2Jh(mz(t))3
−(J2 − h2 − Γ2(t))(mz(t))2
−2Jhmz(t)− h2. (20)
Here, this equation is a quartic equation with respect to
the mean-fieldmz(t). Therefore, we can in principle solve
this equation although the expression for the mean-field
mz(t) is quite complicated. By differentiating Eq. (20)
with respect to time t, we obtain the time-derivative of
the magnetization
m˙z(t) = −Γ(t)Γ˙(t)(mz(t))2
×{2J2(mz(t))3 + 3Jh(mz(t))2
−(J2 − h2 − Γ2(t))mz(t)− Jh}−1. (21)
In combination with Eqs. (20) and (21), we can calculate
the mean-field counter-diabatic field (18).
D. Mapping to the single-spin system
In order to confirm availability of the mean-field
counter-diabatic Hamiltonian (17), we perform numer-
ical simulations. The total assisted Hamiltonian is given
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FIG. 1. Schedule of the transverse field and the mean-field
counter-diabatic field. The horizontal axis is the normalized
time s = t/tf and the vertical axis is the strength of the fields
Γ(t) and θ˙(t). The purple curve represents Γ(t) and the green
curve does θ˙(t).
by the summation of (15) and (17)
HMF(t) = H0(t) +HMFcd (t)
= − J
2N
∑
i,j
σzi σ
z
j − Γ(t)
∑
i
σxi
−h
∑
i
σzi + θ˙(t)
∑
i
σyi . (22)
Because this assisted Hamiltonian commutes with the
square of the total spin (
∑
i σi)
2, Eq. (22) can be block-
diagonalized. Therefore, in our choice of the initial state,
i.e. the ground state, dynamics driven by Eq. (22) is
equivalent to dynamics driven by the Hamiltonian
HMF(t) = −J
S
(Sz)2 − 2Γ(t)Sx − 2hSz + 2θ˙(t)Sy, (23)
where Sα, α = x, y, z is the quantum spin operator with
spin-size S = N/2. Now, we consider the Schro¨dinger
dynamics of this Hamiltonian
i
∂
∂t
|ΨMF(t)〉 = HMF(t)|ΨMF(t)〉. (24)
III. RESULTS
A. Quantum annealing process
We consider quantum annealing processes going the
vicinity of the critical point, so we sweep the transverse
field Γ(t) from a positive certain value to zero and fix the
longitudinal field h to be infinitesimal [24, 25]. Here, we
adopt a polynomial schedule
Γ(t) = J [48(t/tf)
5 − 120(t/tf)4
+100(t/tf)
3 − 30(t/tf)2 + 2]
= J [48s5 − 120s4 + 100s3 − 30s2 + 2], (25)
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FIG. 2. Operation-time dependence of the magnetization processes (left) without and (right) with the mean-field counter-
diabatic Hamiltonian. The horizontal axis is the normalized time s = t/tf and the vertical axis is normalized magnetization
〈Sz〉/S. The dotted line represents the exact adiabatic magnetization dynamics of the original Hamiltonian. The number of
spins is N = 2S = 1000.
where tf is the operation time and we denote s = t/tf .
Here, Γ(0) = 2J , Γ(tf ) = 0, and Γ˙(0) = Γ˙(tf ) = 0
at the initial and final time, and this system smoothly
reaches the critical point at t = tf/2, Γ(tf/2) = J and
Γ˙(tf/2) = 0. The schedule of the transverse field (25) and
the consequent mean-field counter-diabatic field (18) are
depicted in Fig. 1 for J = 1, h = 10−3, and tf = 1.
Hereafter, J = 1 for all numerical calculations and h =
10−3 in this subsection.
Figure 2 represents the quantum annealing processes
driven by (left) only the original Hamiltonian (15) and
(right) the assisted Hamiltonian (22). Here, the num-
ber of spins is N = 2S = 1000. With the mean-field
counter-diabatic Hamiltonian, the magnetization along
the z axis reaches 〈Sz〉/S ≃ 0.998 for the fast opera-
tion tf = 1, while 〈Sz〉/S ≃ 1.9 × 10−3 without the
mean-field counter-diabatic Hamiltonian. It is evident
that the mean-field counter-diabatic Hamiltonian greatly
improves adiabaticity. We remark that adiabaticity is
not good for slow operations because errors due to the
mean-field approximation are accumulated for long time.
We also check the other components of the magnetiza-
tion. We compare the assisted adiabatic magnetization
dynamics with the exact adiabatic case in Fig. 3. Here,
the other components of the magnetization also have a
good agreement with the exact adiabatic dynamics.
Now, we discuss how adiabatic the system is because
we cannot conclude the system is almost adiabatic just
looking at the magnetization dynamics. Figure 4 rep-
resents the fidelity of the assisted adiabatic dynamics,
which is the absolute square of the inner-product between
the assisted state |ΨMF(t)〉 and the exact adiabatic state
|ψ0(t)〉, i.e. |〈ψ0(t)|ΨMF(t)〉|2. Although there exist de-
viations, in particular, around the critical point, a strong
deviation is removed for large N (Fig. 4, left). It should
be pointed out that the fidelity in the final state is al-
most independent of N . It is rather surprising because,
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FIG. 3. All the components of the magnetization dynam-
ics. The horizontal axis is the normalized time s = t/tf and
the vertical axis is the normalized magnetization 〈Sα〉/S, α =
x, y, z. The solid curves represent the magnetization processes
assisted by the mean-field counter-diabatic Hamiltonian and
the dashed curves represent the exact adiabatic magnetization
dynamics. Here, N = 2S = 1000 and tf = 1.
in general, it is very hard to maintain a large fidelity
for a large number of spins. For example, if we consider
the absolute square of the inner-product between a full-
directed state |Ψ1〉 = ⊗Ni=1| ↑〉i and a slightly deviated
state |Ψ2〉 = ⊗Ni=1(
√
1− ǫ2| ↑〉i + ǫ| ↓〉i) with ǫ ≪ 1,
where | ↑〉 and | ↓〉 are up and down spin states, the fi-
delity is suppressed as |〈Ψ1|Ψ2〉|2 = (1− ǫ2)N → 0 when
N → ∞. Therefore, this result tremendously supports
the effectiveness of our method in the present model.
We conclude that the mean-field counter-diabatic driv-
ing approach, which is expected to realize the quasi-
adiabatic dynamics, works well and the dynamics is al-
most adiabatic for fast operations.
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FIG. 4. Fidelity of the adiabatic dynamics driven by the mean-field counter-diabatic field. (left) The system-size dependence of
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axis is the normalized time s = t/tf and the vertical axis is the fidelity, which is the absolute square of the inner-product
between the exact adiabatic state |ψ0(t)〉 and the state driven by the mean-field counter-diabatic Hamiltonian, |Ψ
MF(t)〉.
B. Non-divergence
of the mean-field counter-diabatic field
in the limit to the critical point
In the above calculations, we consider the dynamics
near the critical point through the quantum annealing
processes. Now, we show that the mean-field counter-
diabatic field (18) is still well-defined in the limit h→ +0.
We assume the limit h→ +0 in Eq. (19). Then, the self-
consistent equation (19) can be easily solved as
mz(t) = 0, Γ(t) > J, (26)
mz(t) =
√
1− Γ
2(t)
J2
, Γ(t) ≤ J. (27)
Then, substituting Eqs. (26) and (27) for Eq. (18), we
obtain the approximated expression for the mean-field
counter-diabatic field
θ˙(t) = 0, Γ(t) > J, (28)
θ˙(t) =
Γ˙(t)
2
√
J2 − Γ2(t) , Γ(t) ≤ J, (29)
for h → +0. Here, the divergence appears in the
mean-field counter-diabatic field θ˙(t) at the critical point
Γ(t) = J . However, this divergence can be removed by
a natural choice of schedules of the transverse field Γ(t),
for example, Eq. (25). From Eq. (25), we find that the
divergence of the mean-field counter-diabatic field comes
from the following factor
1√
J2 − Γ2(t) ∝
1
(s− 1/2)3/2 , (30)
while the time derivative of the transverse field Γ(t) pro-
duces
Γ˙(t) ∝ (s− 1/2)2. (31)
Therefore, the divergence of the mean-field counter-
diabatic field is removed as
θ˙(t) ∝ (s− 1/2)1/2, (32)
at the critical point s = 1/2.
C. Relation to the variational approach
for local counter-diabatic driving
Sels and Polkovnikov developed the variational ap-
proach to construct the local counter-diabatic Hamilto-
nian [13]. Their method can be applied to a wide range
of quantum and classical systems including many-body
systems. It is also an advantage of their method that
the eigenstates of the original Hamiltonian are not nec-
essary to construct the counter-diabatic Hamiltonian. In
this subsection, we explain the relationship between their
and our methods.
Regarding our Hamiltonian (15), we require the follow-
ing form of the gauge potential
A∗(t) = α(t)
∑
i
σyi , (33)
where α(t) is nothing but the counter-diabatic field θ˙(t)
in the present paper. From Eqs. (15) and (33), we obtain
the following function
G(t) ≡ ∂tH0(t) + i[A∗(t),H0(t)]
= −(Γ˙(t)− 2hα(t))
∑
i
σxi
+
Jα(t)
N
∑
i,j
(σzi σ
x
j + σ
x
i σ
z
j )
−2Γ(t)α(t)
∑
i
σzi , (34)
6or equivalently
G(t) = −2(Γ˙(t)− 2hα(t))Sx
+
2Jα(t)
S
(SzSx + SxSz)
−4Γ(t)α(t)Sz, (35)
as discussed in Sec. II D. We calculate the Hilbert-
Schmidt norm of this function and obtain
TrG2(t) =
4
3
(Γ˙(t)− 2hα(t))2S(S + 1)(2S + 1)
+
1
15
(
2Jα(t)
S
)2
S(S + 1)(2S + 1)
×(2S − 1)(2S + 3)
+
1
3
(4Γ(t)α(t))2S(S + 1)(2S + 1). (36)
By minimizing this norm with respect to α(t), we obtain
the local counter-diabatic field
α(t) =
1
2
hΓ˙(t)
h2 + Γ2(t) + (J/S)2(2S − 1)(2S + 3)/20 ,
(37)
where the correction factor (J/S)2(2S − 1)(2S + 3)/20
vanishes for J = 0 or S = 1/2, for which the long-range
Ising model is equivalent to the independent N two-level
spins.
It is obvious that this local counter-diabatic field does
not equal to the mean-field counterdiabatic field (18).
If we adopt the mean-field Hamiltonian (16) instead of
(15), we can obtain the mean-field counter-diabatic field
(18) as the local counter-diabatic field although there
is no longer an advantage of the variational approach,
which is the unnecessity of the eigenstates. This re-
sult suggest that our mean-field counter-diabatic driving
approach takes higher order contributions into account
and is consistent with the variational approach for local
counter-diabatic driving.
IV. SUMMARY
In this article, we constructed the counter-diabatic
Hamiltonian for the infinite-range Ising model (15) by
making use of the mean-field approximation. This mean-
field counter-diabatic Hamiltonian (17) is quite useful be-
cause it is constructed by only the local operators. How-
ever, owing to the mean-field approximation, we had to
check if this mean-field counter-diabatic Hamiltonian can
assist the adiabatic dynamics of the original Hamiltonian.
First, we tested the mean-field counter-diabatic driv-
ing in the quantum annealing processes. If we adopt
the polynomial schedule (25), the mean-field counter-
diabatic field (18) becomes a two-pulse like shape as seen
in Fig. 1. It was found that the quasi-adiabatic dynamics
realizes under the mean-field counter-diabatic field (18)
as seen in Figs. 2, 3, and 4. In particular, it was the sur-
prising result that the fidelity of the final state is almost
independent of the system size N . We also confirmed the
non-divergence of the mean-field counter-diabatic field at
the critical point although we require an infinitesimal lon-
gitudinal field h = +0 in order to break the symmetry.
We also investigated the relation to the variational ap-
proach for local counter-diabatic driving [13]. We found
that our mean-field counter-diabatic driving approach
takes higher order contributions into account. This con-
tributions cannot be taken into account if we naively
adopt the variational approach. If we apply the mean-
field approximation to the variational approach, we can
obtain the same local counter-diabatic field in the present
paper. However, this treatment spoils the unnecessity of
the eigenstates, which is an advantage of the variational
approach.
Finally, we discuss application of the mean-field
counter-diabatic driving approach. One of the applica-
tion which we can immediately apply to is fast magneti-
zation switching. When we consider magnetization rever-
sal of uniaxial single-spin magnets under finite-rate mag-
netic field sweeping, systems are inevitable to be excited
associated with the formation of the hysteresis caused by
the first order phase transitions [26, 27]. The mean-field
counter-diabatic driving approach can avoid such exci-
tations. On the other hand, there exist gaps to realize
the quantum annealing processes in experiments, which
we demonstrated in this paper. We use the information
of the ground state to calculate the mean-field. How-
ever, the purpose of quantum annealing is nothing but
to obtain the information of the ground state. There-
fore, this method cannot apply to quantum annealing in
the present formalism. Further development in order to
apply to quantum annealing should be investigated in the
future.
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