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Introduction
The study of the determinants of the real exchange rate is a topic that has received much attention in international economics. The first theoretical approach to its conceptualization dates back to Cassel's (1918 Cassel's ( , 1922 thesis, which stated that there is an equilibrium exchange rate for money across different countries and that the exchange rate should converge to this value regardless of temporary fluctuations (i.e., appreciation or depreciation due to different inflation rates). This is the core of the PPP theory, which has been extensively tested empirically with different methodological approaches in order to demonstrate that exchange rate time series are stationary. The evidence, however, is mixed (Froot and Rogoff 1995) ; and these inconclusive results have been explained as resulting from (1) the short time frame of the observation windows and (2) the particular exchange rate dynamics of the countries under analysis (e.g., in high-inflation economies, PPP theory appears to hold, while the evidence for normal economies tends to reject this thesis). Given the existence of long-term deviations from PPP in some countries, scholars were interested in explaining these deviations; and those who believed that PPP theory does not hold attempted to identify the factors behind appreciations or depreciations of the real exchange rate.
So far, the studies on this subject are not conclusive about the particular factors that affect the real effective exchange rate (REER). 1 This paper contributes to our knowledge about its determinants in a number of ways, mostly related to methodological aspects. Since the empirical studies have shown mixed results depending on the countries that have been studied, we use a methodological approach that does not restrict the slope coefficients of the independent variables to be the same for each country. We also take into account the issues of potential endogeneity between the REER and trade openness and of cross-sectional dependence. This latter problem arises because movements in nominal exchange rates and their concomitant effects on real exchanges rates may affect countries not only individually, but collectively as well-for instance, shocks to the US dollar, either caused by exogenous political factors or endogenous economic determinants, have an immediate impact upon the domestic exchange rates of individual countries. Omitting the consideration of crosssectional dependence leads to a potentially severe bias in the regression coefficients; and our methodological strategy deals effectively with this problem, which is indeed present in the data as we will later show. We also use a new REER dataset that covers a larger numbers of countries over an extended period of time, allowing to observe changes of the REER subject to different economic conditions. In addition, given the issues that have been addressed pertaining the adequate operationalization of trade openness, our analysis uses three alternative indicators of this concept.
Taking all these methodological considerations into account, we find robust support for the hypothesis that trade openness is associated to a depreciation of the REER (Dornbusch 1974) . This empirical finding is not only of theoretical interest. It also has relevant implications for economic policy. In some countries, problems of overappreciation of the REER cannot be simply solved by means of a nominal devaluation because of limits to monetary policy (e.g., countries that use the Euro as a monetary unit; Ecuador whose monetary unit is the US dollar, etc.). Our study suggests a viable alternative as there are several economic measures that can be readily taken by the economic policy maker to increase trade openness and thus generate a depreciation of the REER.
The rest of the paper is organized as follows. In Sect. 2, we briefly review the literature on the determinants of the real exchange rate. Next, we present the data and methods used in Sect. 3. We report the results obtained in Sect. 4. Finally, the concluding section summarizes the findings of the study.
2 The determinants of the real exchange rate: a look at theory and evidence
Trade openness
The explanation of the relationship between trade openness and the REER is that when the real effective exchange rate appreciates, domestic products become more expensive for the rest of the world, and therefore their demand decreases. On the other hand, an overappreciated exchange rate makes foreign tradable products become cheaper than domestic ones, which increases imports unless the government raises their cost through tariffs or restrict their entrance by other means (e.g., quotas). Thus, protectionism through tariff barriers, quotas or other forms restricts imports and consolidates a situation of REER appreciation. Therefore, many authors have argued that trade liberalization leads to the opposite effect, a depreciation of the REER. Early theoretical models support this hypothesis (Dornbusch 1974) . According to Balassa (1975) , the logic is straightforward: once a reduction in import tariffs is implemented, there is an imbalance in the current account as a results of the increasing demand for imports. In turn, this induces the need to generate a depreciation in the real exchange rate. However, Edwards (1989b) has shown that these initial theoretical approaches were too simplistic. He has argued that a trade liberalization does not have an unambiguous effect, since there are two different effects at work, a substitution and an income effect, that operate in opposite directions. Edwards (1989a) proposed an intertemporal model of the real exchange rate that leads to the same conclusion, under the assumptions that tradables and non-tradables are substitutes and that the substitution effect is greater than the income effect. A similar conclusion is deduced from Khan and Ostry's (1992) model, assuming that the income effect is not predominant. Nevertheless, for Edwards (1989b) , the model should take into account the initial conditions of the tariffs level. If this level is low, a decrease in tariffs will produce a real depreciation, as a substitution effect will dominate (i.e., the price of nontradables will diminish relative to that of exports). But if the liberalization occurs with a large initial level of tariffs, there may be an increase in welfare (income effect), which may produce an excess demand for nontradables and their price will go upwards.
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So far, the empirical evidence about the relationship between trade openness and the REER has been mixed. This may partly be due to the operationalization of trade openness. The most used approach is trade volume (the sum of exports and imports over the GDP), which entails the idea that protectionism fundamentally reduces the value of this indicator on the imports side. The indicator's advantage resides in its wide availability. Alternative approaches involving the estimation of averages of quotas or tariffs have been proposed, but they have severe practical limitations of data availability over long time periods. Besides, as we do not know to what extent such indicators are reliable and comparable, their actual use is not widespread. As alternative indicators of trade openness, we have also used (1) the import penetration ratio (imports as a share of GDP), which has been utilized by Romelli et al. (2016) and Yanikkaya (2003) , among others, and (2) structure-adjusted trade intensity, an indicator proposed by Pritchett (1991) , which is the difference between a country's actual trade volume and its theoretical trade volume estimated as a function of its size and other structural characteristics.
Among the studies dealing with the relationship between trade openness and the REER, we can mention Devereux and Connolly's (1996) , which found that import taxes (protection) appreciate the REER in a sample of Latin American countries, supporting the hypothesis that liberalizing trade produces a depreciation of the REER. Moreover, Li (2004) has also found that, consistently with theoretical expectations, the REER depreciates after trade liberalization, but his study shows that partial or incomplete liberalization policies do not produce this effect. More recent works by Zakaria and Ghauri (2011) and Yusoff and Febrina (2014) also suggest that economic openness produces a REER depreciation in some developing countries. Nevertheless, other studies have not found an association between trade openness and the REER (e.g., Elbadawi 1994) , possibly because of the many factors at work in the establishment of trade policies or idiosyncratic aspects in the economies included in these studies.
Trade balance
Most empirical research on the link between the trade balance and the REER has focused on the effect of the latter over the former. The question posed in this regard is whether a nominal devaluation with actual effects on the REER improves the trade balance. In general, the answer to this question has been positive (Bleaney and Tian 2014; Brada et al. 1997; Himarios 1989; Narayan 2006; Shirvani and Wilbratte 1997) . 2 For the purpose of our study, though, it seems relevant to ask the inverse question: does the trade balance have an effect on the REER? In this regard, Lane and MilesiFerretti (2002) have proposed an intertemporal open-economy model in which they consider the trade balance as a factor that influences the REER; and they found a statistically negative relationship among these variables with a sample of 20 OECD countries, indicating that a deterioration of the trade balance, which in many cases may be tantamount to a deterioration of the current account, produces an appreciation of the REER. Similar results were also obtained in a recent study by Zhang and MacDonald (2014) .
Terms of trade
The terms of trade is a measure of the purchasing power of exports relative to imports. As such, the evolution of this indicator represents the changes in relative prices of a country's foreign trade. Edwards (1988) and Edwards and Van Wijnbergen (1987) have argued that changes in the terms of trade may generate a substitution and an income effect. The income effect occurs when an increase in the price of exports or a decrease in the price of imports produce an increase in domestic income, which is spent in both tradable and non-tradable goods. Since the price of tradable goods is presumed to be exogenously determined, it is therefore unaffected; but there is an increase in the price of non-tradables relative to tradables, which may cause an appreciation of the REER. On the other hand, a substitution effect may occur when an increase in the price of exports causes a decrease in the foreign demand for these exports, which is then followed by decreased production of such goods. This generates a movement of production factors from the tradables sector to the non-tradables one, and the price of non-tradables will tend to diminish, something that may lead to a depreciation of the REER. In sum, the net effect of changes in the terms of trade is a priori ambiguous, depending on what effect, substitution or income, finally predominates.
Several empirical studies have found that improvements in the terms of trade tend to appreciate the REER (Clark and MacDonald 1999; De Gregorio and Wolf 1994) . However, Dungey (2004) contends that most empirical analyses of the link between terms of trade and REER fail to consider relevant variables, hence yielding misleading results. On the other hand, the effects of changes in the terms of trade on the REER seem to differ according to the countries' exchange regime type. In this regard, Broda (2004) has found that terms-of-trade changes are larger in flexible regimes (floats) than in fixed regimes (pegs). In addition, Dungey (2004) suggests that terms-of-trade effects are larger in developed countries than in developing ones, although Mendoza (1995) claims the opposite. Moreover, Odedokun's (1997) study on African countries shows that improvements in the term of trade derived from falling imports prices appreciate the REER, but this does not occur when such improvements come from rising exports prices. Another factor that appears to have an intervening role in the impact of the terms of trade on the REER is the countries' financial integration with the world, which appears to diminish the volatility of terms-of-trade shocks (Al-Abri 2013).
Factor productivity
According to the Balassa-Samuelson effect, a key explanatory factor of the REER is the difference in productivity. In its more elementary version (Balassa 1964) , it has been argued that since there is a productivity gap between high-and low-income countries, and assuming that differences in labor productivity are greater in the tradable-goods 123 sector than in the nontradable-goods one, the real exchange rate in richer countries will be overappreciated relative to its purchasing power parity. While there has been some empirical evidence in favor of this effect, it may be contingent upon the estimation methods used (Drine and Rault 2003; Bahmani-Oskooee and Nasir 2005) . Moreover, a recent work by Choudhri and Schembri (2010) suggests that variations in the elasticity of substitution between domestic and foreign goods may cause variable effects (either negative or positive) of the improvements in traded-goods productivity on the REER.
Exchange rate regime
A factor that may influence the REER is the type of exchange rate regime through its influence over the nominal exchange rate. In many cases, particularly in developing countries, a fixed or pegged exchange regime is used as an anchor against inflation (Palley 2003) . As a result, while the inflation rate may be reduced, this is done at the expense of delinking the nominal exchange rate from actual inflation, thus producing an appreciation of the REER. Some studies have found that a floating exchange rate regime may be associated to a devaluation of the REER (Broda 2004) , and Bodart et al. (2015) also suggest that a flexible exchange rate regime has a negative effect on the REER.
Other factors
To conclude this brief review, we must mention that other factors have also been suggested as relevant in predicting movements in the real exchange rate, but we were not able to obtain homogeneous and comparable empirical data about them for an extended period of time, so they have not been empirically tested here. One of them is the level of government spending. According to Froot and Rogoff (1995) government spending in an economy increases the real exchange rate, as it is presumed to produce an increase in prices of nontradable goods. However, recent work by Ravn et al. (2012) points at the opposite effect, suggesting that an increase in government spending raises private consumption and depreciates the real exchange rate.
It has also been argued that capital inflows tend to appreciate the REER, but this effect seems to vary by country and region. For Sjaastad and Manzur (2003) , several reasons account for this variability: whether capital inflows are FDI, in which case they do not affect the REER since they are used to pay capital imports; whether they are used for investment or consumption; and whether the central bank can effectively sterilize their effect through financial markets mechanisms. A fourth explanation proposed by these authors is that trade openness reduces the effects of capital flows on the REER. In highly protected economies there is a large effect of capital inflows over the REER, while in liberalized economies the effect can be negligible. In any case, the net capital flow is reflected in the current account; and although we were not able to gather reliable comparative data on this variable, we did include the trade balance, which for some authors can be considered a reasonable proxy for the current account (Diaz-Alejandro 1984; Doukas and Lifland 1994) .
Data and methods
The dependent variable, real effective exchange rate (REER), is operationalized through the real effective exchange rate index elaborated by Darvas (2012) . For country i and period t, the REER is calculated as the nominal effective exchange rate of the focal country (which, in turn, is a geometrically weighted average of the bilateral exchange rates between this country and its trading partners) multiplied by the consumer price index of the focal country in period t and divided by the geometrically weighted average of the consumer price indexes of its trading partners for the same period. The base year of this calculation is 2007 with value 100. 3 The REER variable is expressed in natural logarithms.
We used three indicators for trade openness, which are expressed as natural logarithms. First, is has been operationalized as the sum of exports and imports as a percentage of the GDP (trade volume) using the World Development Indicators (WDI) as data source (World Bank 2016) . Second, we have used the import-penetration ratio (imports as a percentage of GDP) also from the WDI. Third, we constructed an indicator for structure-adjusted trade intensity. Following Pritchett (1991) , this was estimated as the residuals of a regression of trade volume on the following variables: population, surface area, real GDP, real GDP squared and whether the country is an oil producer. 4 To this end, we used an unbalanced panel of 164 countries for the 1960-2011 period with the WDI as data source except for real GDP, which we have estimated from the Penn World Table ( PWT) 8.0 dataset (Feenstra et al. 2015) . 5 As we used panel data, we also included a trend term in our pooled OLS regression. To avoid taking logs of negative values, we transformed the values of structure-adjusted trade intensity by adding 1 minus the minimum value of this indicator in our dataset.
For the terms-of-trade variable, we used two alternative indicators: (1) the natural logarithm of the net barter terms of trade taken from the WDI, which is expressed as an index with base value 100 for the year 2000, and (2) the natural logarithm of an index that we computed dividing the price of exports index by the price of imports index of the PWT. The base year for both, exports and imports price indexes, is the year 2005. We prefer indicator (2) because of its greater coverage of countries and time periods, since the barter terms of trade of the World Bank only has reported values from 1980 onwards.
We calculated the trade balance indicator as the difference between exports and imports as a share of the GDP. We used the natural logarithm of this indicator, but we previously transformed the figures by adding 1 minus the minimum value in the dataset in order to avoid logs with null values. For the factor productivity variable, we also used two alternative indicators, both taken from the PWT 8.0: (1) the logarithm of total factor productivity indicator, with value 100 for the base year 2005, and (2) the labor productivity indicator calculated as the yearly real GDP divided by the number of workers for each year, both figures provided by the PWT. Finally, the exchange rate regime variable was operationalized by a dummy variable with value 1 if the exchange rate regime is considered a peg and 0 otherwise for a given calendar year. The data source was the Shambaugh (2017) exchange regime classification dataset, which covers yearly observations for our whole period of analysis. Following the criteria of Klein and Shambaugh (Klein and Shambaugh (2008) , 72), a peg is defined as such when a country has its currency pegged to the currency of a base country and "its month-end official bilateral exchange rate stays within the same ± 2% band for the entire year".
Only countries with a population greater than 1,000,000 and more than 30 consecutive yearly observations for all variables are included in the sample.
We used the following econometric model:
and each independent m variable
for i = 1. . .N, t = 1. . .T, and m = 1. . ..K In Eq. (1), the dependent variable g it is the log of the REER and k = 4, as we have four independent variables: trade openness, trade balance, terms of trade and factor productivity. The β ki coefficients are country-specific slopes for each independent variable. The error term u it is decomposed in Eq. (2) into unobservables: α i , which captures country-specific fixed effects (i.e., time-invariant heterogeneity); λ i f t , which is a set of time-variant common factors with country-specific factor loadings; and the random disturbance term ε it . Each observed independent variable can be decomposed in Eq. (3) into unobservable terms: an individual fixed-effects term, two sets of common factors, h mt and f nmt , which can capture time-variant heterogeneity and cross-sectional dependence, and a random noise error term. Since the model allows for the possibility that the f nmt factors are included in f t , these factors may influence both the observed regressors in (3) and the error term in (2), thus inducing endogeneity. Finally, we must add that the f t and h t unobserved factors could be nonstationary.
The consideration of the different possibilities derived from Eqs. (1) to (3) is implemented in the Common Correlated Effects (CCE) Mean Group estimator introduced by Pesaran (2006) , which utilizes an empirical augmentation of Eq. (1) that specifically addresses the presence of cross-sectional dependence, which if ignored may produce biased coefficients. In order to deal with this problem, the means of the dependent and all the independent variables are computed for each period and included as additional regressors in each individual country regression. Then, the coefficients obtained in the individual country regressions are averaged to give a consistent estimator of the observed variables. The CCE estimator is not affected by unobserved common factors and is robust to endogeneity, as well as to the presence of nonstationary common factors (Kapetanios et al. 2011) . Therefore, this estimator does not require prior knowledge of the cointegrating properties of either the observables or the unobservables (Eberhardt and Teal 2011) .
However, an additional difficulty is the problem of potential simultaneity bias between the REER and (1) trade openness and (2) trade balance, which we have approached by instrumenting both independent variables with their first available lags in a two-step OLS framework, as proposed by Banerjee et al. (2010) in what they denominate the IVCCE mean group estimator. Therefore, the final estimated model is of the form:
in whichv it stands for the instrumented variables (trade openness and trade balance), which were instrumented with their first lags individually for each country, and x it represents the non-instrumented independent variables, whileḡ t ,v t , andx t are the means of the dependent variable, the instrumented variables and the non-instrumented independent variables, respectively. As a test of robustness, we also used the augmented mean group (AMG) estimator (Bond and Eberhardt 2009; Eberhardt and Teal 2010) , which also takes into account the issue of cross-sectional dependence. In addition, we have also estimated the results of the robust versions of these estimators using the methodology introduced by Bond et al. (2010) , which simply uses weights for the values of the country regression parameters to diminish the influence of extreme values in the calculation of the average coefficients of the parameters. The estimations were performed with the Stata xtmg routine (Eberhardt 2012) .
Results and discussion
Since we have used different operationalizations of some of the independent variables, our results are presented in several tables with different combinations of indicators. Table 1 shows the results of the regression with trade openness operationalized by structure-adjusted trade intensity in combination with labor productivity and the terms of trade operationalized with data from the PWT. With this combination we have achieved coverage for 101 countries. The results obtained with the CCE estimator are presented in column 1. They show that our main variable of interest, trade openness in the structure-adjusted trade intensity operationalization, has a negative and statistically significant effect on the REER, suggesting that as an economy increases its international trade its local currency depreciates. In addition, the trade balance 123 has also a negative and statistically significant association with the REER (i.e., a larger trade balance deficit is associated with an overappreciation of the REER), while the exchange regime variable (peg) has a statistically significant positive relationship with the REER, which is aligned with the literature that indicates that having a pegged exchange rate regime tends to appreciate the REER. Other independent variables lack statistical significance. Moreover, the coefficients of the averaged variables for the CCE model can be interpreted as nuisance parameters, which are simply incorporated in the model to deal with the issue of cross-sectional dependence. In column 2, we present the robust version of the CCE estimator, and the results are very similar. With the AMG estimator (column 3), only trade openness has a statistically significant influence on the REER. The common dynamic process coefficient, which is the term introduced by this estimation approach for dealing with cross-sectional dependence, has also statistical significance. With the robust version of the AMG estimator (column 4), not only trade openness has a statistically significant effect, but also the trade balance variable with a negative sign and the exchange regime variable with a positive sign gain statistical significance, possibly because this version of the estimator is less affected by outliers from the individual regressions.
At this point, we must make a digression. Is there indeed a problem of crosssectional dependence that justifies our use of these estimators? In order to answer this, we have run the Pesaran (2004) test for cross-sectional dependence, performed on the residuals from the individual regressions with the xtcd Stata routine (Eberhardt 2011) . We first run this test with the Pesaran's mean group (MG) estimator, a model that allows for individual variation of the coefficients' slopes but does not take crosssectional dependence into account (i.e., this is basically the same model as those presented in Table 1 without the augmentation with the averages of the variables or the common dynamic process). Although the results for the coefficients (not reported here) were similar with this estimator, this model did not pass the Pesaran (2004) test, indicating that there is cross-sectional dependence in the data. In contrast, this test is unable to reject the null hypothesis of no cross-sectional dependence for the CCE 123 estimator in Table 1 , and thus it can be concluded that models 1 and 2 have dealt adequately with this problem. However, the Pesaran (2004) test does not reject the possibility of cross-sectional dependence with the AMG estimator models. Therefore, the issue of cross-sectional dependence has not been solved in models 3 and 4, but we have nevertheless included them in Table 1 for informative purposes. 6 In Table 2 , we report the results of the estimated models with trade openness operationalized as trade volume. In this case, the number of countries is just 80 because we use total factor productivity instead of labor productivity. We did not report the results with the sample of 101 countries when trade openness (operationalized either by trade volume or import penetration ratio) is combined with labor productivity, which are similar to those obtained in Table 1 , because the Pesaran (2004) test indicates that both the CCE and AMG estimators do not eliminate the problem of cross-sectional dependence with this sample. In models 1 and 2, trade openness has again a negative and statistically significant effect on the REER.
The same occurs with the trade balance. For the other independent variables there are a few differences between model 1 and model 2, which is to be preferred because it eliminates distortions caused by the presence of outliers. In model 2, the exchange regime variable acquires statistical significant and has a positive sign as in Table 1 . In addition, the log of the terms of trade shows a positive and statistically significant effect over the REER, consistent with some findings of the literature, while total factor productivity has the positive sign predicted by the Balassa-Samuelson effect, but lacks statistically significance (it appears significant in model 1, but possibly as a result of some outlier values). Models 3 and 4, the non-robust and robust versions of the AMG estimator, do not pass the Pesaran (2004) test of cross-sectional dependence for the 81 countries sample, so the results presented should be interpreted with caution. Trade volume has a negative effect, but it is only statistically significant with the robust version of the AMG indicator (model 4). Only the trade balance variable has statistical significance in both models. The coefficient of the terms of trade is positive and statistically significant with the robust version of the estimator; total factor productivity has only a positive and statistically significant in the robust version of the estimator; and the exchange regime variable, while having a positive sign as expected, lacks statistical significance. Table 3 presents the results of trade openness operationalizated by the import penetration ratio. As with the case of trade volume, the sample of 101 countries did not pass the Pesaran (2004) cross-sectional dependence test, so we report the results for the sample of 80 countries in which factor productivity is operationalized by total factor productivity. The log of the import penetration ratio shows a negative and statistically significant effect in both variants of the CCE estimator as well as in the robust version of the AMG estimator-the results of this estimator, however, should be taken with caution since it could not eliminate the problem of cross-sectional dependence according to the Pesaran (2004) test. Regarding the other independent variables, only trade balance has a negative and statistically significant effects in all the models. The terms of trade have the positive and statistically significant effect expected by the literature in the robust versions of both the CCE and the AMG estimators, and total factor productivity only has a positive effect and statistically significant effect with the non-robust version of the CCE estimator.
We have also run other robustness tests using an alternative indicator of the terms of trade obtained from World Bank data. This reduces the sample to 65 and 48 countries (when combined with labor productivity and total factor productivity, respectively, as alternative indicators of factor productivity). The different combinations of indicators for trade openness and factor productivity are presented in summary form in Tables 4 and 5 . In addition, we report the results of the sample of 80 countries for the indicator of structure-adjusted trade intensity in Table 6 . All the models estimated in Tables 4, 5 and 6 pass the Pesaran (2004) cross-sectional dependence test, except the AMG estimator in Table 6 . The indicators for trade openness, in their three variants, have a negative and statistically significant effect in all cases, except with the non-robust versions of some estimators. The effect of some of the other independent variables is consistent with theoretical expectations but is not completely robust to the choice of alternative estimators. To sum up, after dealing with the problem of endogeneity in two of our variables and with the issue of cross-sectional dependence, we find a few interesting results. First, there appears to be a robust relationship between trade openness and the REER. In this regard, since we have controlled for the dominance of exports over imports or vice versa with the introduction of trade balance as a regressor, it can be affirmed that this relationship holds whether the "size" effect of trade openness is dominated by an export economy (i.e., a trade superavit) or by an economy relying on imports (i.e., a trade deficit). This robust relationship holds regardless of the instrumentation adopted for the trade openness variable and the number of countries included in the analysis. For example, according to the results of the CCE robust estimator in Table 2 , a one percentage point increase in trade volume is associated to a 0.33 percentage points depreciation of the REER. Likewise, in model 2 of Table 3 (CCE robust estimator), a one percentage point increase in imports over GDP leads to a REER depreciation of about 0.35 percentage points.
Moreover, the trade balance-which in most countries can be understood as a proxy for the current account and, in this sense, may reflect the net inflow/outflow of foreign currency-is significant in many cases with a negative effect on the REER. This gives partial support to the work of Lane and Milesi-Ferretti (2002) , but the relationship is not quite robust. On the other hand, the effect of the terms of trade is positive and statistically significant in some cases, but this finding is not robust to different samples and models. In contrast to the predictions of the Balassa-Samuelson effect, factor productivity of the economy (in both indicators of this variable, total factor productivity and labor productivity) does not have a positive and statistically significant association with the REER, except in a few cases when the indicator of total factor productivity was used and mostly with the non-robust version of the estimators. This is consistent with recent findings of Gubler and Sax (2017) , who suggest that this effect may depend on the dataset that has been selected. Finally, having a fixed (pegged) exchange rate appears in some cases as having a positive and significant effect on the REER. For instance, according to the results of the CCE robust estimator in Table 2 , pegging the exchange rate would generate approximately a 1.6 percentage points appreciation of the REER. In terms of economic policy, this finding would suggest that, while the choice of exchange rate regime may matter for purposes of inflation control, it may also cause a small appreciation of the REER. The fact that the results for some independent variables are not robust across all model specifications should not come as a surprise since, as we have seen earlier, conflicting results have not been unusual in the literature on the determinants of the REER. Besides, in the case of the terms of trade, a REER appreciation occurs in a country when the income effect is greater than the substitution effect; and given that our choice of alternative indicators has led to samples of quite different sizes, statistically significant results are contingent upon the countries included in each sample. On the other hand, even the effect of outliers may alter the results, so results from robust versions of the estimators are to be preferred.
A serious problem for the economic policy maker in developing countries is how to reduce an overappreciated exchange rate without a large nominal depreciation, which is feared to fuel inflation. Our findings suggest that increasing trade volume or even just imports is likely to decrease currency overappreciation. In the case of imports, Table) Ln total factor productivity the interpretation is straightforward. Increasing imports may lower the price of some tradable goods in the local country. In other words, following the logic of PPP theory, with the same amount of foreign currency than before trade openness, tradable goods become cheaper (i.e., the local currency depreciates vis-à-vis the foreign currency). However, it must be pointed out that increasing trade openness is a measure that may face resistance, particularly in some developing countries. The usual argument in this regard is that opening up the economy to international trade may harm domestic industries that cannot compete with foreign imports. A case in point is the Argentine economy where protectionism has been rampant and is considered by some authors as one of the main causes of the country's underdevelopment (Espert 2017) . Finally, we must acknowledge some limitations in this study. It would have been interesting to use another additional indicator of trade openness, more directly linked with trade policies, like average weighted tariffs, whose results could have been potentially more useful for informing economic policy. Unfortunately, we could not collect data about such indicator over a large enough period of time. In addition, another variable that should have been incorporated as a relevant control regressor in the analysis is the level of public expenditure.
Conclusion
This study advances our empirical knowledge of the determinants of the REER by using novel estimation techniques and a new dataset covering a large number of countries over an extended period of time. Given the existence of disparities in the results from individual country studies, constraining the parameters to be homogeneous across countries does not seem a reasonable assumption. By allowing heterogeneity in the parameters and taking into account the issue of cross-sectional dependence, which appears as a basic feature of an increasingly interconnected international economy, our econometric approach is a realistic way to address the complex nature of the global economy. In addition, our use of the REER, instead of the real exchange rate (a construct based on a bilateral relationship), represents an improvement over other previous studies.
After considering five potentially relevant determinants of the REER in our regression, we obtained the following findings. Factor productivity, trade balance, the terms of trade, and the exchange rate regime have statistically significant results that are in accordance with theoretical expectations, but these results are not robust to different sample compositions and choice of alternative estimators. The most important result, though, is a strong support for the hypothesis of the existence of a negative relationship between trade openness and the REER (i.e., increasing trade openness depreciates the REER), which is robust to (1) the number of countries used in the regressions, (2) two alternative indicators for two of the regressors included in the analysis, and (3) three alternative operationalizations of trade openness. This result demonstrates that trade openness is indeed a relevant determinant of the REER, supporting earlier thinking on this subject. Thus, our findings suggest that increasing overall trade volume or even the import penetration ratio-something that can be achieved by several means like reducing tariffs, diminishing export taxes, signing trade agreements, eliminating quotas, etc.-are instrumental in achieving a competitive exchange rate, which is considered by many economists as a basic prerequisite to put in motion a virtuous circle of export-oriented development
