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Wie in der Arbeit [l], deren Bezeichnungen wir iibernehmen, 
betrachten wir eine polynomiale Schar L: 
L(X) = PI+ PID,-, + ..a + AD, + D, (1) 
(Q , Dl ,**-9 D,-,- beschrinkte selbstadjungierte Operatoren) im 
Hilbertraum 43 mit der Eigenschaft, dal3 jedes Polynom p,: p,(h) := 
(L@)x, 4, x E $9 x z 0, nur reelle Nullstellen &(x) > h,(x) >***> h,(x) 
besitzt. Wir sagen in diesem Falle, die ScharL habe nur reelle Nullstellen. 
In [l], Satz 1, wurde gezeigt, dal3 die Wertebereiche A, dieser 
Nullstellenfunktionale Xi Intervalle der reellen Achse sind, von denen 
je zwei hochstens einen Randpunkt gemeinsam haben; wir nennen (li 
such die i-te Spektralzone der Schar L, i = 1, 2,..., n. 
Eigentliches Anliegen dieser Note ist die Verallgemeinerung von 
Satz 3 aus [I] auf Scharen n-ten Grades mit nur reellen Nullstellen, 
d.h. wir zeigen, dal3 jedem Nullstellenfunktiona1 hi einer solchen 
Schar L (mindestens) eine Wurzel 2, der Gleichung 
L(Z):=Z"+D,-,Zn-l+~~~+DIZ+Do=O (2) 
mit ~(2,) = /li A a(L) entspricht. Da jede hyperbolische Schar [2] 
nur reelle Nullstellen hat, enthalt dieses Ergebnis insbesondere den 
Sat2 4 aus [2]. 
Im zweiten Abschnitt betrachten wir fur ein in Satz 1 erhaltenes 
System 2, , 2, ,..., 2, von Wurzeln der Gleichung (2) mit a(.&) = 
Ai n a(L) den in [3, 41 eingefiihrten Vandermondeschen Operator 
(siehe (12)). 
Wesentliches Hilfsmittel fiir den Beweis von Satz 1 ist der Satz 2 
aus [I], der besagt, da13 der einer Schar L mit nur reellen Nullstellen 
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im Raume 8 = &” zugeordnete Operator 
-D,-, -D,-, ... -D, -Do 
(3) 
definisierbar ist, und zwar gilt 
[f(L)& xl 3 0 (XESj) 
fiir die Funktion f(x) := nTirr (h - yi); dabei bezeichnet yi einen 
beliebigen Punkt mit 01~ := inf Ai > ‘yi > j3$+l : = sup ll{+r , 
i = 1, 2, . . . . n - 1. Im letzten Abschnitt dieser Note beweisen wir- 
grob gesprochen-die Umkehrung dieser Aussage, also sind Scharen 
mit nur reellen Nullstellen sogar in gewissem MaBe durch diese 
Eigenschaft ihres zugehorigen Operators L charakterisiert. 
SAT2 1. Es sei L(h) = @I + hn-‘D,-, + *a. + )tD, + D,, eine 
polynomiale Schar n-ten Grades im Hilbertraum fi mit nur reellen 
Nullstellen. Dann gibt es xu jeder Spektralxone Ai eine Wurzel 2, der 
Gleichung (2), i = 1, 2 ,..., n, mit den folgenden Eigenschaften: 
(a) CT(&) = (li n a(L); 
(b) Si : = (- l)i+l & (Zi*)n-k 2;:; D,+Z;---j--l > O.)l 
Der Operator Zi wird durch Si von links symmetrisiert. Gehiiren die 
Endpunkte von A, nicht xu u,,(L)) 2 und sind es keine singuliiren kritischen 
Punkte von L, so ist S, streng positiv und die Wurzel Zi durch ihre 
Eigenschaften (a) und (b) eindeutig bestimmt. 
Dem Beweis des Satzes schicken wir einige Lemmata voraus. 
LEMMA 1. Es sei A ein beschriinktes Interval1 der reellen Achse, c 
eine isotone, beschriinkte Funktion auf A und 
1 In der entsprechenden Beziehung in [l], Satz 3, steht falschlicherweise (- 1)‘ an 
Stelle von (- I)‘+l. 
* o,(L) bezeichnet die Menge der kritischen Eigenwerte von L (siehe [l]). 
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Weiter sei p ein Polynom vom Grade m >, 1 mit der Eigenschaft, daj 
m + 1 Punkte t, > t, > a** > t, existieren, so daJ gilt: 
(-l)jp(q) < (-l)j&), j = 0, l,..., m; 
dabei liege eine ungerade Anxahl dieser Punkte tj rechts von A. Dann 
gilt lim,,, p(t) = -co. 
Beweis. Wir stellenp in der Form 
PM = co + cl(t - to) + *** + Cm@ - to) *-* (t - L-1) 
dar ; dabei ist c, die v-te Steigung von p beziiglich der Punkte to, t, ,.. ., t, 
(v = 0, I,..., m). Aus den Voraussetzungen folgt 
d4’) 
co = ptto) < J4 X 9 
da c 
1 
= PO4 - P@o) ( &I> - &o) = 
t, - to ’ t1 - to s A 0 - to)(h - t1) ' 
I WV cmG d(X-to)(h-tl)...(h--t,)’ 
Da eine ungerade Anzahl der Punkte tj rechts von A liegt, folgt 
c, < 0 und daraus leicht die Behauptung. 
BEMERKUNG. Die Aussage von Lemma 1 bleibt richtig, wenn man 
darin ye durch 
ersetzt und eine gerade Anzahl (22) der Punkte tj rechts von A liegt. 
Neben dem Operator L betrachten wir wie in [l] den Operator 
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Dann ist GL selbstadjungiert in 6. Wir benutzen weiter im folgenden 
die Matrixdarstellung der Resolvente von L: 
Rz : = (L - 4-l = (4&))i,k=l.s ,..., n , 
1 
-pjL-l(z) i .Zk-mD n-m+1 + .+-u+l)~, i < k 
WI,=1 
J&c(z) = (4) 
-Zn-jL-l(Z) 5 .Zk-mD n--m+1 > j > k. 
n&=1 
SchlieDlich bezeichne Pi den durch die Gleichung 
Xl 
PjX = Xj fiir x= . 
0 
x2 Eb, j = 1, 2 ,..., 11, 
XV2 
e&l&ten Operator von sj auf !$ 
Der Beweis des folgenden Lemmas kann dem Leser iiberlassen 
werden. 
LEMMA 2. Ist L eine Schar n-ten Grades, so hat in der Matrix- 
darstellung van GL’, v = 1, 2 ,..., n - 1, die in der linken oberen E&e 
stehende (n - v)-reihige quadratische Matrix die Gestalt 
i 
0 0 **. 0 1 
0 0 **. I . 
. . *. . . . . . . 
. -. . . 
0 I . . . . . 
I . . . . . . . 
1. (5) 
Den Beweis von Satz 1 fi.ihren wir jetzt in mehreren Schritten. 
((II) Ohne Beschrankung der Allgemeinheit nehmen wir an, da13 
keines der Intervalle /Ii , i = 1, 2,..., n, zu einem Punkt entartet; 
anderenfalls kann man namlich L(h) durch h - ayi dividieren und die 
erhaltene Schar niedrigeren Grades betrachten. Es sei weiter n > 4, 
da die Aussage fiir n = 2 in [5] und fur TZ = 3 in [l] bewiesen 
wurde.3 
3 Der hier gegebene Beweis gilt nach einfachen Modifizierungen such fiir diese 
FSille. 
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Die erste Aussage von Satz 1 ist gemal Lemma 2 aus [6] und 
Lemma 1 und 2 aus [l] bewiesen, wenn wir zeigen, da0 zu jeder 
Spektralzone di, i = 1, 2 ,..., n, ein Teilraum Z$ von $ existiert mit 
den Eigenschaften: 
1) LZq < OEpi; 
2) fur ungerades bzw. gerades i ist Zi G-nichtnegativ bzw. 
G-nichtpositiv; 
3) a(L 1 .Epi) = di n a(L); 
4) pi hat die Gestalt 
(6) 
mit beschrinkten linearen Operatoren Zjl), Zi’),..., Zl+‘). 
Einen solchen Teilraum 9$ erhalten wir folgendermaBen. Gemal [7, 
Satz 3.21 gibt es einen maximalen G-nichtnegativen Teilraum 9+ und 
einen maximalen G-nichtpositiven Teilraum Z&Y = ZZ?,?l, die invariant 
sind beziiglich L. Dabei folgen aus dem Beweis von [7, Satz 3.21 die 
Inklusionen 
[h-l) /al bml 
+ I %> c u 41+12 u(L I E) c u 41. 
LO 14 
Die Intervalle AZ,+, , I = O,..., [(n - 1)/2], und ebenso die Intervalle 
& , z = L..., WI, sind paarweise disjunkt, deshalb la& sich der 
Teilraum Z-?+ (bzw. 9-) darstellen als direkte G-orthogonale Summe 
von Teilraumen Zi , i = 1, 3 ,..., 2[(n - 1)/2] + 1 (bzw. i = 
2, 4,..., 2[n/2]) mit den Eigenschaften 1) und 2) sowie den folgenden: 
3') o(L 1 qcA$, u(L ~9ci'])c(--co, co)\A& 
5) pi ist maximal beziiglich der Eigenschaften l), 2), 3’), d.h., 
es gibt keinen .Epi echt enthaltenden Teilraum von b mit denselben 
Eigenschaften. 
Die Beziehung 3’) 1aDt sich ohne Schwierigkeit zu Beziehung 3) 
prazisieren: Gehort namlich ein Punkt aus dem Inneren von (1, zu 
u(L j ZQ, so gehort er offensichtlich such zu (1, n u(L) und umgekehrt. 
1st z.B. der linke Endpunkt ai von II, ein isolierter Punkt von u(L 1 ZQ, 
so ist er notwendig Eigenwert der Einschrankung L 1 dip, also gehiirt 
q zu (li und damit such zu (1, n u(L). 1st CX$ ein isolierter Punkt von 
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Ri n a(L), SO mu13 er sowohl zu o(L) als such zu (1, gehoren. Letzteres 
besagt, da0 er Eigenwert von L ist mit einem Eigenelement, das fGr 
ungerades i G-nichtnegativ und fiir gerades i G-nichtpositiv ist. Auf 
Grund der Eigenschaft 5) folgt daraus LY~ E o(L 1 S$). Da sich diese 
Uberlegungen fur den rechten Endpunkt /$ von (li wiederholen lassen, 
folgt die Beziehung 3). Wir haben somit noch zu zeigen, daB .z$$ 
such die Eigenschaft 4) hat. 
(/3) Fur x E S?$‘-l und 
n-1 
.fdh) := &i n (A - Yi), &= --I 
I 
i=l 
2% 1 sonst ’ 
gilt: 
ifi-l,i 
[.ML)X, Xl 2 0. (7) 
Urn das zu sehen, wahlen wir ein offenes Interval1 Ui , das /r, enthalt 
und von (lj , j # i - 1, i, i + 1, einen positiven Abstand hat, und 
zerlegen .E”p] in der Form J+$‘-l = ,Epi,0[+19~,l mit 9$,s := E(U$Z’~] 
und gi,i = (I - E(Wii wenn E(s) die Spektralfunktion des 
Operators L bezeichnet ([5, 71). Dann ist die Beziehung (7) fiir 
x E 9$,i erfiillt, denn z.B. im Falle i # 1 ist (X - yJ(h - yi-i) auf 
a(L 1 ZZ&) positiv, also in der Form ha(h) mit einer auf a(L 1 gii.i) 
holomorphen, positiven Funktion h darstellbar, woraus 
[fi(L)x, xl = [f(L) h-YL)x, qw1 2 0 
folgt. Urn die Giiltigkeit von (7) fiir x E 9& nachzuweisen, stellen 
wir z.B. fiir ungerades i die Funktion fi in Ui in der Form f*(X) = 
---g,“(h) mit einer in Ui holomorphen positiven Funktion gi dar. Da 
9i die Eigenschaft 5) hat, ist 9$ fiir ungerades i ein maximaler 
G-nichtnegativer Teilraum von E(U$j; dann ist q,a G-nichtpositiv, 
denn es gilt 
[&*, , q = [E(U,) s-y’, .g] = [zi+l, .&I = {O}, 
und wir erhalten fur x E .S?& 
[h(L)x, xl = - rgmx, &@4Xl 2 0. 
(y) Es gilt Px = $3, i = 1, 2 ,..., n. Anderenfalls giibe es ein 
Element x,, E $j mit (P,9i , x0) = {O), also gehijrte das Element x0 
0 
x0 := . (I 0 
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zu J&L]. Mit a[; s) := [fi(c) --fi(x)]/[C - z] besteht weiter die 
Beziehung 
f&)[(~ - q-l xo , xo] = [fi(L)(L - zI)-l xo > xol - IQ@; 4x0 9 x01. (8) 
Die Funktion Q({; x) ist bei festem z ein Polynom in 5 vom Grade 
< n - 3, also gilt gemal Lemma 2: [Q(L; 2)x0, x0] = 0. Auf Grund 
von (7) hat die Funktion [f,(L)(L - xI)-~x,, x,,] in der oberen 
Halbebene einen nichtnegativen Imaginlrteil, gestattet also die Dar- 
stellung JYa do(X)/@ - ) z mi einer nichtabnehmenden beschrankten t 
Funktion u, deren Triger in a(L)\Ai liegt. Dann geht (8) iiber in 
f,(z)[(L - zI)-1 xo , xo] = I -; 2 * 
Beachten wir (4), so folgt 
(L-‘(i7))xo, x0) = 0 -$ ( 1 
gilt und zf(x) ein Polynom vom Grade < A - 1 ist, folgt Jza do(X) = 0, 
d.h. (t”(x)x 0 , x0) = 0 fiir alle z. Nach Multiplikation mit zn und 
Grenztibergang 1 x / + co ergibt sich x0 = 0. 
(6) Fur ein Element x,, E 9d folgt aus Pax,, = 0 such x,, = 0. Wir 
beweisen diese Aussage nur fur Indizes i mit [n/2] + 1 < i < n; fiir 
1 < i < [n/2] ergibt sie sich entsprechend.4 
Zunlchst folgt namlich aus (4) fiir z E p(L) und ein x, E 9% mit 
P,x, = 0 
KL - 4-l x, 9 x01 = -(a-’ dz>, km + AZ44 
mit einem Polynomp,, vom Grade n - 4 und 
n-1 j 
g(z) = c 1 z~-~D,,+lPjxo l 
j==lm=l 
4 Es ist sogar hinreichend, die Aussage des Satzes nur fiir [n/2] i- 1 < i Q n zu 
beweisen, da sich durch die Transformation A + --I jede Spektralzone /lj , 1 < i < 
[n/2], in eine solche Zone iiberfiihren 1%. 
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Weiter ist g(z) = --L(z) h(z) mit h(z) := P,(L - x1)-lx, , also 
KL - w1 x0 3 x01 = -6w 44, W)) + pn&). (9) 
Die linke Seite hat aber fur ungerades bzw. gerades i die Gestalt 
mit einer nichtabnehmenden beschrankten Funktion o; damit erhalt 
(9) die Form 
!I(“) : = (44 &a 43) = A-*(4 - 9Jw (10) 
Wir setzen noch y0 :- /3i :=sup/I,,y,:=or,:=inf(1,. Dann gilt 
im Falle n = 4, i = 3: q(ya) > 0, q(yJ < 0 also mit j+&z) = c: 
c 2 ho) > dY1) 3 0, Widerspruch. Ebenso 1aBt sich der Fall 
n = 4, i = 4 behandeln. 1st n > 5, so ergibt sich aus (10) 
(-l)jq(yJ 2 0 fiir j= O,l,..., n; j # i- l,i. 
Die Punkte t,, = yi , t, = y2 )..., ti--3 = yi-2 , ti-2 = yi+1 ,..., t,, = 
ynwl geniigen folglich den Voraussetzungen von Lemma 1, also 
gilt p&t) -+ - co fur t -+ co, was auf Grund von (10) und L(t) > 0 
fiir hinreichend groBes t nicht sein kann. 
(e) Nach den Ergebnissen von (y) und (6) hat der Teilraum pi die 
Gestalt 
mit einer dichten Menge a C $$ und linearen Abbildungen ZJ1), 
2!2’ z ,..., Zinml) von 3 in 45. Ware einer der Operatoren Zj’), Y = 1, 
n - I, unbeschrankt, dann gabe es eine Folge (xm) C lb mit 
iLlj/ --t 0, I( Zp)x, 11 = I (m = 1, 2,...) und 
II -e% II < 1 (v = 1, 2,..., n - 1; m = 1, 2,...). 
Wie in [6], Beweis von Lemma 6, fiihren wir einen Hilbertraum 5 
in folgender Weise ein: Die lineare Menge 2 aller beschriinkten 
Folgen (x,) von Elementen aus & wird mit dem Skalarprodukt 
Mn>, (em)) := LIWxm 9 urn> 
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versehen, wobei LIM einen beliebigen, im folgenden festgehaltenen 
Banachlimes bezeichnet, der Faktorraum von 2 nach 
-% := &%) E LE ((%rJ, ha)) = 01 
gebildet und vervollstandigt. Ein beschrinkter linearer Operator D 
in qj erzeugt einen beschrankten linearen Operator D in 5 durch die 
Festsetzung f)(q,J := (0~~). 
Der Schar L kann eine Schar E in $j zugeordnet werden, die 
ebenfalls nur reelle Nullstellen hat, und der zugehijrige Operator 
L in 5 ist dann offensichtlich eine Erweiterung von L in &. Die 
Folgen (G) E 2 mit x, E -Epi erzeugen einen fur L invarianten 
Teilraum ?& von 5, der e-nichtnegativ oder &nichtpositiv ist und 
fur den I@, 1 tit) C & gilt. Das Ergebnis von (a), angewandt auf L 
und ?&, ergibt dann 1) Zp)xnL 11 -+ 0, im Widerspruch zur obigen 
Annahme. 
(5) Durch einfache Rechnung iiberzeugt man sich von der 
Richtigkeit der Gleichung S,Z, = Z,*S, . Gehoren die Randpunkte 
von /li nicht zu u,(L) und sind es keine singularen kritischen Punkte 
von L, so ist der Teilraum pi fur ungerades i streng G-positiv und fur 
gerades i streng G-negativ. Daraus ergibt sich unmittelbar die strenge 
Positivitat von Si . 
1st umgekehrt 2, eine Wurzel der Gleichung (2) mit den Eigen- 
schaften (a) und (b), so hat der mit ihr gemal (6) fur Zji) := .Q, 
j= 1,2 ,--*, n - 1, gebildete Teilraum pi die Eigenschaften 1)-4). 
Dann hat er such die Eigenschaft 5): 1st namlich .$z pi und pc 
maximal beziiglich der Eigenschaften l), 2), 3’), so gestattet J& die 
Darstellung (6) mit .?Y’ = 2.i an Stelle von Zi’ 
wegen 9; 2 pi gilt aIs .& 2 Zi , 
 ) i = 1, 2,..., n - 1, 
d.h. &i = Zi . Sind die Rand- 
punkte von /l, keine singularen kritischen Punkte von L und gehijren 
sie nicht zu u,,(L), so ist der Teilraum pi durch die Eigenschaften 
I), 2), 3’) 5) eindeutig bestimmt (vgl. [7j). Damit ist Satz 1 bewiesen. 
Geni.igt eine Wurzel & der Gleichung (2) den Bedingungen (a) und 
(b), so sagen wir, diese Wurzel entspreche der Spektralzone rli . 
Gem8 dem Beweis des Satzes besteht eine eineindeutige Beziehung 
zwischen den Wurzeln 2, von (2), die der Spektralzone lli entsprechen, 
und den TeilrPumen Z$ von b mit den Eigenschaften 1), 2) 3), 4) 
oder l), 2), 3’), 5). W ir sagen in diesem Falle such, die Wurzel Zi und 
der Teilraum 6pi seien einander xugeordnet. 
SATZ 2. Es sei L eine Schar mit lzur reellen Nullstellen, A ein IntervaIl, 
a&en AbschlieJ?ung ganz im Inneren G%Y Spektralzone A, liegt. Dann 
580/16/z-8 
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gibt es einen Teilraum =.Yd von !& so daJ fiirjede Wurzel Z, der Gleichung 
(2), die der Spektralzone Ai entspricht, und den zugehlirigen Operator Si 
aus Sate 1, (b), gilt: 
1) Z&.YA c 94 , U(Zi / J?d) c ii; 
2) die Einschr&kung Zi 1 9A ist tihnlich zu einem selbstadjungierten 
Operator; 
3) fiir zwei Intervalle A, 0” mit den 0.8. Eigenschaften und 
A n 0” = M ist (S&F4 , 9~) = (0); 
4) 9d besitzt einen i.a. van Zi abh&gigen komplementiiren 
Teilraum PA’ mit (&$pd , PA’) = (0) sowie den Eigenschaften 
ZigA’ c c.V4’, u(Z, j 9A’) C /.&\A. 
Beweis. Wir setzen 9d : = P,E(A)Sj, PA := P,(I - E(A))Pi , 
wenn -E”, den der Wurzel Zi zugeordneten Teilraum bezeichnet. Man 
sieht leicht, da13 J?~ und sd abgeschlossene Teilrliume von fi sind. 
Aus der Beziehung 
(11) 
folgt wegen LE(A).$j C E(A)@ C 9i such Z&4 C 9A , o(Zi / YJ C A 
sowie wegen der strengen G-Positivitat des Teilraumes E(A)% die 
Ahnlichkeit von Zi 1 9’& zu einem selbstadjungierten Operator. Die 
Aussage 3) und die erste Gleichung von 4) sind nichts anderes als die 
Beziehungen [E(A)*, E(h)sj] = {O> (A n b = a) bzw. [E(A)& 
(I - E(A))5&] = (01, die letzten beiden Inklusionen von 4) ergeben 
sich wieder aus (11). Damit ist Satz 2 bewiesen. 
BEMERKUNG. Gehoren die Randpunkte von Ai nicht zu u,(L) und 
sind es keine singularen kritischen Punkte von L, so bleiben die 
Aussagen von Satz 2 fiir beliebige, in A, enthaltene Intervalle A, d” 
(A n n” = 0) richtig. Insbesondere ist dann ,E”,l = $j und Z, 
selbstadjungiert beziiglich des (streng positiven) Skalarproduktes 
{x, y} := (8% y), x, y E sj. 
2, Es sei L wieder eine Schar n-ten Grades mit nur reellen 
Nullstellen, 2, , Z, ,..., 2, ein System von Lijsungen der Gleichung 
MY wobei Zi der Spektralzone Ai entspreche, i = 1, 2,..., n. 
Insbesondere besteht also der Durchschnitt ~(2~) n m(Z,+r) hochstens 
aus einem Punkt (ri), und zwar gilt das genau im Falle CQ = &+1 ( =ra). 
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Wir untersuchen den Vandermondeschen Operator (siehe [3, 41) 
dieses Systems 2, , 2, ,..., 2, , 
SATZ 3. Die folgenden Aussagen sind li’quivalent: 
(I) FiirkeinenIndexi(=l, 2,..., n - l)habenZiundZ~+,einen 
gemeinsamen Eigenwert mit gemeinsamem Eigenelement; 
(II) ker W(Z, ,..., 2,) = {O};5 
(III) W(Z, ,...) 2,)s = $5. 
Beweis. Die Bedingung (I) ist aquivalent der folgenden: 
(I’) q n J&+l = (01, i = 1, 2 ,..., n - 1, 
wenn gj den der Wurzel Zj zugeordneten Teilraum von $j bezeichnet. 
Offensichtlich gehort namlich fiir ein Eigenelement x,, von Zi und 
Z,+i zum Eigenwert yi ( =CQ = pi+,) der Vektor 
pXO’ 
x0:= . 
ii 
YiXo 
x0 
sowohl zu 9$ als such zu Y$+r . 1st umgekehrt x,, E 9$ n St+, , x,, # 0, 
so ist x,, oder Lx, ein Eigenelement von L zum Eigenwert ‘yi , das zu 
9$ und ~i+l gehiirt. Dann ist aber P,x, oder P,Lx, ein Eigenelement 
von Z, und Z,,, zum Eigenwert yi . 
Unter der Bedingung (I’) sind die TeilrPume 9i , 5Fs ,..., 9% linear 
unabhangig: Aus 
x1 + 0.. + x, = 0, XfE.Pi, i = 1, 2,..., n, (13) 
folgt namlich, da13 sich R,x, (RBxm bzw. RBxi , i = 2,..., n - 1) in alle 
Punkte x # y1 (x # yn-r bzw. x # yi , ri-J holomorph fortsetzen 
Mt. Wir zerlegen xi: x, = xi’ + x5 , i = 2 ,..., n - 1, wobei xi’ 
(bzw. xi) zum algebraischen Eigenraum von L zum Eigenwert yiel 
(bzw. ri) gehoren SOB; xi’ = xi = 0. Offensichtlich ist dabei xi’, 
xi” E Pi . 
5 ker W bezeichnet den Nullraum des Operators W. 
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Dann ergibt sich aus (13) 
n-1 
zl (x(i’ + x;+~) = 0, also xj” + xj’,, = 0, j = 1,2 ,..., n - 1. 
Wegen xj” = -x;+r E Z$ n q+r folgt x(i’ = x(i+, = 0, also such 
xj = 0,j = 1,2 )..., n. 
Da sich umgekehrt aus der linearen Unabhangigkeit der Teilraume 
dp r ,..., 9’ trivialerweise (I’) ergibt, sind beide Bedingungen aquivalent. 
Die lineare Unabhangigkeit der Teilraume -Epr ,..., Z$ ist aber gerade 
die Aussage (II). 
Die Beziehung (III) ist iquivalent mit der Gleichung 
(14) 
Daraus folgt aber (I’), denn gilt x, E 9i n 9i+l fiir ein i, 1 < i < n - 1, 
so ist x,[I]P~ fur j = 1,2,..., n, woraus sich wegen (14) x,, = 0 
ergibt. Es sei jetzt umgekehrt x0 G-orthogonal auf 9r + *** + 9m . 
Dann l& sich x, in der Form x,, = xTiir xi darstellen, wobei q 
zum algebraischen Eigenraum von L zum Eigenwert yi gehort 
und-wie man leicht sieht-wieder [xi , q] = {0} gilt, i = 
I, 2 )...) n - 1 ;i = 1,2 ,..., n. Das Element xq kann nicht G-positiv oder 
G-negativ sein, denn in diesem Falle gehijrte es zu einem der Teil- 
rlume 9$ oder sd+r , konnte also nicht auf diesem Teilraum G-ortho- 
gonal sein. Als G-nullartiges Element liegt xi aber im Durchschnitt 
-E”i n 3+1 , also ist wegen (1’) xi = 0, i = 1, 2 ,..., n - 1, d.h. 
x,, = 0. Deshalb sind such die Aussagen (14) (d.h. (III)) und (I’) 
aquivalent. Damit ist der Satz bewiesen. 
Die Bedingung (III) ist offensichtlich iiquivalent der Bedingung 
(III’) ker W(Z, ,..., Z,)* = {O}. 
1st eine der Bedingungen (I)-(III) erfiillt, so hat der Operator L 
keinen geometrischen Eigenraum, auf dem das G-Skalarprodukt 
entartet; insbesondere hat er also keine Jordansche Kette einer 
Lange > 1, d.h., such die Schar L hat keine Jordansche Kette mit 
dieser Eigenschaft. 
FOLGERUNG. 1st eine (und dumit je&z) der Bedingungen (I)-(III) 
erfiillt und bilden die Eigenvektmen jeder Wurzel Z, , i = 1, 2 ,..., n, ein 
vollstiindiges System in &, so ist das System d&r Eigenvektoren der 
Schar L n-fach vollstiindig. 
Aus der Vollstandigkeit des Systems der Eigenvektoren von Zi 
folgt, dal3 die zu Eigenwerten in rl, gehorigen Eigenvektoren von 
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L ein vollstindiges System von 9i bilden. Auf Grund der Gleichung 
(14) ergibt sich daraus die Behauptung. 
3, Wir beweisen in diesem Abschnitt die folgende Umkehrung 
von Sat2 2 aus [l]. 
SATZ 4. Ist der Operator L aus (3) definisierbar, so hat jedes 
dejinisierende Polynom einen Grad > n - 1. Gibt es fiir L ein dejki- 
sierendes Polynom vom Grade n - 1 mit lauter reellen Nullstellen, dann 
hat such die Schar L aus (1) nur reelle Nullstellen. 
Beweis. Ware Gf (L) ein nichtnegativer Operator fiir ein Polynom f 
vom Grade v < n - 1, dann miil3te die (n - v)-reihige Matrix (5) 
semidefinit sein, was offensichtlich nicht der Fall ist. Es sei jetzt f ein 
definisierendes Polynom vom Grade n - 1 mit reellen Nullstellen: 
f(t) = c n;” (t - yi). D a in der linken oberen Ecke der Matrix 
von Gf (L) der Operator c1 steht, mu13 c > 0 sein. Wir nehmen 
0.B.d.A. c = 1 und yr > ya > *** > yn-r an. Die Behauptung ist 
bewiesen, wenn wir zeigen, da13 
(-lY (Jqr&, 4 2 0 fiir alle x E !$, j = 1;2,..., n - 1 (15) 
gilt. Zu diesem Zweck bemerken wir zunachst die offensichtliche 
Beziehung 
Weiter iiberzeugt man sich leicht davon, daB in der Matrixdarstellung 
des Operators 
n-1 
G I1 (L - ~1) 
i=l 
ifi 
die erste Zeile die folgende Gestalt besitzt: 
0 00 -01 02 -a* (-1)” u,-z 
dabei ist a0 = 1 und ulc , K = 1, 2 ,..., n - 2, der K-te elementar- 
symmetrische Ausdruck der Zahlen ya , i = 1, 2,..., n - 1; i # j. 
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Beachtet man, dal3 (16) ein symmetrischer Operator ist, so folgt fiir 
XE!&~ = 1, 2 ,..., n - 1, und 
woraus sich auf Grund der Voraussetzung [f(L)x, x] > 0 (x E 6) die 
Ungleichungen (15) ergeben. 
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