We consider a stochastic SIS model for the spread of an epidemic amongst a population of n individuals that are equally spaced upon the circumference of a circle. Whilst infectious, an individual, i say, makes both local and global infectious contacts at the points of homogeneous Poisson point processes.
Introduction
Stochastic epidemic modeling has focused in recent years on the analysis of infectious diseases in heterogeneously mixing populations. The prime example is the household model, see [3] , where the population is partitioned into small groups (households) and, * Postal address: School of Mathematics, University of Manchester, Alan Turing Building, Oxford Rd, Manchester, M13 9PL, United Kingdom 1 whilst infectious, individuals make infectious contacts both with the population at large and at an increased rate with members of their own household. This is a twolevel mixing model with global infectious contacts uniformly at random with the whole population and local infectious contacts, uniformly at random, with members of ones household. However, there are other examples of two-level mixing models such as the overlapping groups model ( [1] , Section 6) and the spatially motivated great circle model ( [3] , [5] ). The great circle model is the focus of this paper and in contrast to [5] we shall study SIS epidemics. That is, we assume that there is a closed population of n individuals equally spaced upon the circumference of a circle with individuals numbered sequentially such that individuals 1 and n are neighbours. The individuals are in one of two states either susceptible or infectious. A susceptible individual when contacted by an infectious individual becomes infectious for a random period of time (infectious period) during which it can make infectious contacts. Infectious individuals make global infectious contacts, uniformly at random, with members of the whole population and local infectious contacts according to a contact probability distribution V n . That is, the individual contacted by a local infection by individual i is given by (i + V n ) mod n . At the end of its infectious period the individual returns to the susceptible state and can be reinfected. A full description is given in Section 2.
Contact processes, see, for example, [9] , [12] , [10] , [8] and [6] , are closely related to the SIS great circle model. The contact process model assumes that there is an infinite population equally spaced in a one dimensional space, usually taken to be at the points of Z. At any point in time an individual is either susceptible or infectious.
On becoming infected an individual has an exponentially distributed infectious period before returning to the susceptible state. Individual i, whilst infectious, makes infectious contacts at the points of a homogeneous Poisson point process with rate λ L and the individual contacted is given by i + V , where V is a probability distribution with support in Z. With the notable exception of [12] , virtually all attention has been focused upon the nearest neighbour model, where P(V = 1) = P(V = −1) = 1 2 . The contact process only has local (spatial) infectious spread in contrast to the great circle model. Therefore in Section 2, a contact process with global infection is introduced for general V . This is interesting in its own right but will prove particularly useful when analysing the limiting behvaiour as n → ∞ of the great circle model.
A key tool in analysing both the contact process with global infection and the great circle model is the susceptibility process which is defined in Section 3. The susceptibility process is the SIS analogue of the susceptibility set which has been utilised to great affect in analysing SIR two-level mixing epidemics, see [4] and [5] . Also in Section 3, the simpler notion of a susceptibility time is introduced. In particular, the susceptibility time is crucial in determining both the probability of a major epidemic and should an endemic equilibrium exist, the proportion of the population infected in equilibrium.
The paper is structured as follows. In Section 2, a description of both the epidemic and contact processes is given. Then in Section 3, susceptibility processes and susceptibility times are defined. In Section 4, contact processes and, in particular, their endemic equilibrium measure is derived. Moreover, provided that there are infinitely many infectives in the initial population configuration, the population converges to the endemic equilibrium measure as time t → ∞. In Section 5 the emphasis switches to the SIS great circle epidemic model. A law of large numbers is proved showing that the proportion of the population infected in the SIS great circle model converges to the proportion infected in the contact process as the population size n → ∞. The results of Sections 4 and 5 are applicable if, in the limit as the population size n → ∞, there are infinitely many initial infectives. Therefore, in Section 6, we derive a branching process approximation for the case where there is only one initial infective. In particular, we find that the susceptibility time plays an important role in determining the probability that a major epidemic outbreak occurs. In Section 7, we specialise the results to the nearest neighbour case and provide a useful self-consistent mean field approximation for the proportion of the population infectious in the endemic equilibrium. Finally, in Section 8, extensions of the current paper are discussed. In particular, how the concepts of susceptibility processes and times can be used in the analysis of other SIS models.
Outline of the epidemic and contact processes
A graphical representation of the contact process, C, upon Z following [10] Finally, for i ∈ Z and t ∈ R, let ξ i (t) = 1 if individual i is infectious at time t and
The above construction assumes no initial condition on the population. However, we will also be interested in the behaviour of the epidemic given for an initial configuration of infectives at time 0. Let χ = (. . . , χ −1 , χ 0 , χ 1 , . . .) denote the initial configuration with χ i = 1 (i ∈ Z) if individual i is initially infectious and χ i = 0 otherwise. Then ξ(0) = χ and for t ≥ 0, ξ(t) can be constructed as above using χ and the time lines in R + . The time lines prior to time 0 are then redundant.
For n ≥ 1, the contact process C n is defined upon {1, 2, . . . , n} with individuals 1 and n as neighbours to form a circle. Global infections and removals take place as for the contact process C. Local infections are the same except that the individual contacted at the j th local infectious contact by individual i is (i+V L ij ) mod n . For the epidemic process, E n , simply take C n and replace y(·) by X n (·) where X n (t) denotes the proportion of the population infected in the epidemic E n at time t. Therefore the epidemic process corresponds to infectious individuals having independent exponentially distributed infectious period with parameter γ. Whilst infectious, an individual, i say, makes global contacts at the points of a homogeneous Poisson point process with rate λ G , the individual contacted being chosen uniformly at random from the whole population and makes local infectious contacts at the points of a homogeneous Poisson point process with rate λ L , the individual contacted being chosen according to (i + V ) modn .
Susceptibility Process
In the analysis of two-level mixing SIR epidemic models infectious clumps and susceptibility sets have proved useful, see [4] and [5] . We define the natural SIS epidemic analogue to the susceptibility set which we shall term the susceptibility process. The susceptibility process in itself is not particularly illuminating and we shall therefore define a simpler quantity called the susceptibility time which will often prove sufficient for our needs.
For the contact process C, the susceptibility process is defined as follows. For i, j ∈ Z and s ≤ t, we say that i s j t if there exists a path of local infection from individual i at time s to individual j at time t. That is, if individual i is infectious at time s then individual j will be infectious at time t regardless of global infections. Therefore the local infectious paths are determined by
Then the susceptibility process of individual i at time t is given by
where
Thus for i ∈ Z and s ≤ t, S t,s i is the total number of individuals who need to avoid global infection at time s for individual i to be susceptible at time t. The susceptibility time of individual i at time t is defined to be
the total amount of time across the whole population which needs to avoid global infectious contacts for individual i to be susceptible at time t. The local infectious paths are spatially and temporally homogeneous. Therefore for all i ∈ Z and t ∈ R,
and y(·), the probability that individual i is susceptible at time t is
Thus if y(s) = u (s ∈ R) for some u > 0, then (3.4) simplifies to
All of the above assumes no initial conditions. We discuss complications in the susceptibility process and susceptibility time caused by initial conditions as they occur.
For n ≥ 1 and 1 ≤ i ≤ n, the susceptibility process S t i,n and susceptibility time T t i,n can be defined in the obvious fashion for C n and E n . Note that C n and E n only differ in the global infectious process, and so, can be coupled to have identical susceptibility processes.
Contact Processes with global infection
The aim of this section is to study contact processes with global infection. We begin with a simple result for constant global infectious pressure y(t) = u (u ∈ R) for some u > 0. We then define a self-referential process {y(s); s ≥ 0} for an initial population
The self-referential process will then be used in Section 5 as the limiting process of a sequence of epidemics E n as n → ∞.
Suppose that y(s) = u (s ∈ R) for some 0 < u ≤ 1. Then there exists π u , an invariant measure on {0, 1} Z such that in the absence of initial conditions ξ(t)
where T is the susceptibility time of a typical individual defined in Section 3.
Theorem 4.1. For any χ ∈ {0, 1} Z and u > 0, with ξ(0) = χ and {y(s) = u; s ∈ R},
. Then the equation Moreover, for epidemics we want the global infectious pressure to depend upon the number of infective individuals at a given point in time. A natural infinite population analogue is to let the global infectious pressure depend upon the (expected) proportion infected at a given point in time. In particular, we define a self-referential process where y(t) denotes the expected number of individuals infectious at time t. Throughout we shall assume that
We shall begin by assuming that ξ(0) D = π ǫ for some ǫ > 0 before extending the results to general The following result will prove useful in coupling contact and epidemic processes throughout the remainder of the paper. Consider two contact/epidemic processes, labeled 1 and 2, upon the same population structure (Z or {1, 2, . . . , n}). For i = 1, 2, let individuals in process i make local infectious contact at the points of a homogeneous Poisson point process with rate λ i L and let the individual contacted, relative to individual i, be given by V . Let y i (t) (t ∈ R) be a non-negative function and any given individual is subjected to global infectious contacts at the points of an inhomogeneous Poisson point process with rate λ i G y i (t). Let ξ (i) (t) denote the state of the population in process i at time t with initial condition χ (i) , if specified. Finally, let removals occur at the points of a homogeneous Poisson point process with rate γ i .
with initial conditions
or without initial conditions,
least one strict inequality).
Then there exists a coupling of the two processes such that for all t ≥ 0,
Furthermore, if any of the inequalities are strict, for all t > 0, and A ⊆ Z,
where for j = 1, 2, ξ
i (t)) i∈A , and for any finite subset A,
Note that for (4.7) and (4.8), it is sufficient that there exists a > 0 such that
Proof. The proof is similar to [15] , Proposition 4.1 and hence the details are omitted.
An immediate consequence of Proposition 4.1 is the following Corollary which will prove useful in the proofs of Lemma 4.1 and Theorem 4.2.
Corollary 4.1. Let y(·) be non-increasing (non-decreasing) in t. Suppose that there exists a ∈ R such that for all h > 0, y(a + h) < y(a) (y(a + h) > y(a)). Then in the absence of initial conditions, for all t > a,
is strictly decreasing (increasing) in t.
Proof. Suppose that y(·) is non-increasing and for all t > a, y(t) < y(a).
For a < t 1 < t 2 , define contact processes 1 and 2 such that contact process 1 has global infectious pressure y 1 (t) = y(t+t 2 −t 1 ) and contact process 2 has global infectious pressure y 2 (t) = y(t). Then for all s ∈ R, y 1 (s) ≤ y 2 (s) and for all a − (t 2 − t 1 ) ≤ s < a,
The corollary is then immediate from (4.8).
Finally, before defining and studying the self-referential process we prove a generalisation of (4.2).
Proposition 4.2. Suppose that there exists u > 0 such that y(t) → u as t → ∞.
Proof. By [7] , page 19, (4.2) holds if for any
where ξ A (t) = (ξ i (t)) i∈A and π and hence, the same susceptibility processes. Thus for an individual i, say, at time t, Then ǫ s → 0 as s → ∞. To study (4.12) it is easiest to consider T t i ≤ t/2 and T t i > t/2 separately. Since for s ≥ t/2, y(s) ≥ u − ǫ t/2 , we have that
(4.13)
The latter term on the righthand-side of (4.13) is less than
(4.14)
Therefore from (4.12), (4.13) and (4.14), We have completed the preliminaries and are now in position to define the selfreferential process. For ξ(0) o = χ and t ≥ 0, let
and take {x χ (s); s ≥ 0} to be the global infectious pressure. Note that for all i ∈ Z,
For clarity of exposition, the index χ will be omitted except where it is explicitly required to avoid ambiguities. The special case χ
equivalent to imposing no initial condition and taking y(s) = u for s < 0. For u > 0,
and from Proposition 4.2,
Proof. The Lemma is immediate if u = u * . We prove the result for u > u * with similar arguments applying for u < u * .
Let 0 =t 0 <t 1 < . . . be a sequence of times to be defined shortly. For k = 1, 2, . . .
. .) denote the state of the population at time t in the contact processC k with piecewise constant global infectious pressure, 
Note that π
, where < st denotes stochastically smaller than.
Therefore by Proposition 4.1, for all t ≥ 0,
Thus lim inf t→∞xu (t) ≥ u * .
The main part of the proof involves showing that for all t ≥ 0 and k = 1, 2, . . .,
and hence, lim sup t→∞ x(t) ≤ u * from which the Lemma follows immediately.
Firstly, we definet = (t 0 ,t 1 , . . .). For k = 1, 2, . . ., lett k be such that z k (t k ) = u k+1 .
Then for all t ≥t k , z k (t) < u k+1 . Note that x(0) =ũ 0 < u 1 . Therefore since x(·) is continuous, there exists t * 1 such that for all 0 ≤ t ≤ t * 1 , x(t) < u 1 = y 1 (t). Hence for all 0 ≤ t ≤ t * 1 ,
However, by Corollary 4.1, z 1 (t) is decreasing with z 1 (t) ≤ũ 0 < u (t ≥ 0), and so, it is straightforward to show that (4.22) holds for all t ≥ 0.
Fix k > 1. Suppose that for all t > 0,
Then for all 0 ≤ t <t k−1 ,
Therefore x(t k−1 ) < u k , and so, there exists t *
(4.23)
Since by Corollary 4.1 z k (t) is decreasing in t with z k (t) ≤ũ k−1 (t ≥t k−1 ), it follows that (4.23) holds for all t > 0.
Therefore since z k (t) →ũ k as t → ∞, for any ǫ > 0, there exists K ∈ N such that u K < u * + ǫ, and so,
Hence for all ǫ > 0, 
Moreover, by Proposition 4.2,
Proof. Since individuals have exponentially distributed infectious periods a (mean)
proportion e −t of the initial infectives will still be infectious at time t. Therefore for all t ≥ 0, x(t) ≥ φe −t . Furthermore for δ > 0, if δ < φ, there exists t * > 0 such that δ = φ exp(−t * ) and for 0 ≤ t ≤ t * ,
is concave in t, and so, there exists δ * > 0 such that
Moreover for all 0 <δ < δ * , Note that χ ≤ st π ∞ with lim sup t→∞x∞ (t) = u * , and the proof follows by Proposition 4.1, (4.8).
Convergence of epidemic processes
The reason for introducing the contact processes with global infection was to represent the limiting behaviour of the sequence of epidemic processes (E n ) as n → ∞.
From the descriptions of the epidemic and contact processes upon {1, 2, . . . , n} given in Section 2, the epidemic process is the special case of the contact process, where the global infectious pressure depends upon the proportion of the population infected.
Throughout this section we take κ > 1 to be a constant such that E[|V | 1+κ ] < ∞.
Let χ denote the initial configuration of the infinite population. For n ≥ 1, let
. . , χ n ) denote the initial configuration of infectives in E n . For n ≥ 1, y = {y(s); s ≥ 0} and t ≥ 0, let θ n i (t; y, χ n ) = 1 (θ i (t; y, χ) = 1) if individual i in C n (C) is infectious at time t given that each individual is exposed to global infectious pressure at rate λ G y(s) at time s and the initial population configuration is χ n (χ).
Let θ n i (t; y, χ n ) = 0 (θ i (t; y, χ) = 0) otherwise. Let X n (t; χ n ) denote the proportion of the population infectious at time t in the epidemic E n . Then θ n i (t; X n , χ n ) = 1 if individual i is infectious at time t in E n and
Such explicit descriptions of the epidemic and contact processes will prove useful, cf.
[15], Section 2.
Let x χ (= x) be defined by (4.16) . Then the aim of this section is to show that
As will be noted in Theorem 5.1, (5.2) can only be proved for certain initial configurations χ.
We begin by introducing a new process {X 1 n (·; ·)} which is easier to analyse. For n ≥ 1, let
Since χ n = (χ 1 , χ 2 , . . . , χ n ), X n (t; χ n ) and X 1 n (t; χ n ) can be coupled on a common probability space such that X n (0;
only if individual i's susceptibility processes differs between E n and C on the interval [0, t]. Therefore we can construct bounds for 
and
Equations (5.7) and (5.8) also hold withL t in place ofR t .
Proof. The proof that E[B κ ] < ∞ follows [13] , Lemma 2.1. Then (5.7) follows straightforwardly using Markov's inequality. The lemma is proved, since for κ > 1, (5.7) implies (5.8).
The following Corollary is an immediate consequence of Lemma 5.1.
Proof. Fix ǫ > 0. Then by Markov's inequality,
Therefore analysis can be focussed upon X 1 n (·; ·) rather than X n (·; ·).
Proof. Note that
Using the theorem of total probability and Chebyshev's inequality, (cf. [14] , Lemma 5.4),
(5.10)
For t ≥ 0, letR i,k (t) (L j,k (t)) denote the furthest individual to the right (left) that is infected up to time t by the local epidemic having as initial infectives all individuals
Then following [5] , Lemma 3.1, for any y, |cov(θ i (t; y; χ), θ j (t; y; χ))| ≤ |P(θ i (t; y; χ) = 1, θ j (t; y; χ) = 1) − P(θ i (t; y; χ) = 1)P(θ j (t; y; χ) = 1)| ≤ 5P(B i,j (t)) 12) and so, 
Thus x * n = {x * n (t); t ≥ 0} defines the behaviour of the deterministic equivalent of E n and we want to show that
However, before we study (5.15) we require the following preliminary result.
Couple two epidemic (contact) processes with the same initial configuration χ, local transitions and removal times. That is, any given individual i has the same susceptibility process in both epidemic (contact) processes. Let processes 1 and 2 be subjected to global infectious pressures y 1 (·) and y 2 (·), respectively. For j = 1, 2, let θ j i (t; y j ; χ) = 1 if individual i is infectious in process j at time t andθ j i (t; y j ; χ) = 0 otherwise. We then have the following proposition which is similar to [15] , Proposition 3.1.
Proposition 5.1. There exists a coupling of the two epidemic (contact) processes described above such that for all i ∈ {1, 2, . . . , n} (i ∈ Z) ,
Therefore from (5.18) and Proposition 5.1,
and 2. there exists 0 < φ ≤ 1 such that the components of χ are independent and identically distributed with P(χ 0 = 1) = φ;
Branching process approximation and invasion
The results presented in Sections 4 and 5 are relevant if the initial number of infectives is large, namely,
of general interest is the progression of the disease started from one initial infective, or more generally a initial infectives (1 ≤ a < ∞). The initial stages of both SIR and SIS epidemics can be modeled in a similar manner with branching process approximations being appropriate in both cases. A branching process approximation for the SIR great circle epidemic model is developed in detail in [5] , Section 2, and can, with a little bit of care, be adapted to the SIS great circle epidemic model presented above.
Therefore we give an outline of the approximating branching process and an alternative construction of the epidemic which is amenable for coupling to the branching process.
Note that individuals in the branching process correspond to local epidemic clumps (see description below) in the epidemic process.
Consider a sequence of independent and identically distributed contact processes/epidemics to the branching process. The above construction is similar to that given on page 237
of [5] . The only difference is in the explicit construction of C i and η i . Finally, let Y (t) denote the total number of individuals alive in the branching process at time t.
For n = 1, 2, . . ., a realisation of the epidemic E n can be constructed as follows. is a probability space (Ω, F, P) on which are defined a sequence of epidemic models indexed by n (the population size) and the approximating branching process, with the following properties.
Denote by A the set on which the branching process Y (·) becomes extinct:
Then as n → ∞,
for P-almost all ω ∈ A. Further, for any 0 < K < ∞, as n → ∞,
for P-almost all ω ∈ A c .
Proof. The proof is follows along similar lines to [5] , Theorem 2.5, hence the details are omitted.
The only technicality is that, in contrast to the SIR epidemic model, the local epidemics {C i } are not necessarily almost surely finite. However, arguments along the lines of Lemma 5.1 can be used to show that the rate of growth of the local epidemic C 1 is linear in t. Therefore over any finite time interval the arguments follow [5] .
In Theorem 6.1, a weaker condition has been imposed upon the moments of V than in [5] , Theorem 2.5. This is since (6.2) is stated for fixed K. A stronger result in the vein of [5] , Theorem 2.5 subject to higher finite moment constraints on V .
Let T n (∞) and T (∞) denote the total number of infectious clumps in the epidemic E n and individuals in the branching process, respectively.
Proof. The result follows immediately from Theorem 6.1 since (6.2) holds for all
Theorem 6.1 and Corollary 6.1 give us an invasion threshold theorem for the SIS great circle epidemic model. A global epidemic is said to occur if in the limit as n → ∞ the epidemic generates infinitely many local infectious clumps.
, by a time reversal argument, see [10] , [8] ,
where T denotes the susceptibility time, see Section 3. In this case 2. the probability of a global epidemic is p, where q = 1 − p is the smallest root of
where u * is defined in Theorem 4.1 as the non-zero solution of
An immediate consequence of Corollary 6.2 (c) is that the probability of a global epidemic is identical to the proportion of the population infected in the endemic equilibrium. This holds generally for SIS models and is discussed further in Section 8.
Nearest Neighbour
The nearest neighbour contact process has received by far the most attention, see, for example, [9] , [10] , [8] and [6] . Assuming without loss of generality that γ = 1, it is known that there exists 0 < λ [16] . (Note that the contact rate λ which is usually quoted for contact processes, see, for example, [10] , [8] [16] , corresponds to λ L /2.) Let T denote the susceptibility time of a typical individual, cf. Section 3. Then for
However, the distribution of T is not known, and so, exact calculation of the proportion infected in endemic equilibrium u * is not possible. There are two fruitful approaches for evaluating u * . The first approach is derive to analytical upper and lower bounds for T , and hence u * . The second approach is heuristic and uses a self-consistent mean field approximation. This approximation works very well when λ G is not too small
By [10] , T D = C, where C is the total infectious time generated by a local infectious clump emanating from a single individual. Then a lower bound for C is given by the SIR model, C L where individuals can be infected at most once. An upper bound, C U , assumes that all local infectious contacts result in infection. Thus
where all random variables in (7.1) and (7.2) are independent. Specifically, L ∼
Since C L ≤ st C ≤ st C U , we have that, for all α ≥ 0,
Then u L ≤ u * ≤ u U , where for Z = L, U , u Z is the non-zero solution of
The self-consistent mean field approach takes the following argument. Consider a random individual, i say. In equilibrium a proportion s of the population is infected and thus each individual is exposed to global infection at the points of a Poisson point process with rate λ G s. Therefore if an individual has a constant number of infectious neighbours, k say, the probability that individual i is infectious at any given point in time is λGs+kλL/2 1+λGs+kλL/2 (the probability that the last event involving individual i is an infectious contact). Moreover, for any individual the probability that a given neighbour is infectious is s. Thus the probability that individual i is infectious is
However, the probability that individual i is infectious is simply s. Therefore the selfconsistent mean field estimate of the proportion infectious in stationarity is u H , where u H is the non-zero solution (should it exist) of
There are two assumptions implicit in the above arguments which are obviously incorrect. Firstly, the number of infectious neighbours is constant and secondly, the infectious status of a neighbour of individual i is independent of individual i's infectious state. However, if λ G s is not small, an individual is only likely to escape infection if it has a short susceptibility time. Over short time intervals it is reasonable to assume The analytical upper and lower bounds are of limited use for λ G small, although they do become far tighter as λ G increases, where only individuals with short susceptibility times avoid infection. However, the self-consistent mean field approach gives very good estimates for u * except in the case where λ G and u * are small when it overestimates the proportion infected in stationarity.
Summary
The main results of the paper are given in Theorem 4.2 and Corollary 6.2 and can be summarised as follows for exponentially distributed infectious periods. The probability, p, of a major epidemic outbreak (initiated from one initial infective) and the proportion, u * , of the population infected in endemic equilibrium are the same.
Moreover, u * = p is the non-zero solution (should one exist) of Therefore a global epidemic is only possible if λ G > 1 and the proportion of the population infectious in equilibrium is the non-zero solution of
That is, u * = λG−1 λG agreeing with [11] .
More generally, the susceptibility time, T , of a typical individual can be defined for other two-level mixing SIS epidemic models. Of particular, interest is the household model, see [2] and [15] . The proportion u * of the population infectious in endemic equilibrium has been derived by different methods from those employed here, see [15] , Section 4. However, by using susceptibility times and arguing along the lines of Section 6, it can be shown that the probability of a major epidemic outbreak emanating from a single infective is also given by u * .
Finally, the main drawback of the methodology is that the distribution of T is difficult to derive. By restricting attention to the nearest neighbour model (v 1 = v −1 = 1 2 ) stochastic upper and lower bounds for T can be obtained. However, a self-consistent mean field approach provided more useful approximations for u * .
