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The lvell known Least Square WIethOd fOr the estilnatiOn of parameters in Linear
Regression Models depends on the histOric data which is a collectiOn of an previous
observations
The Truncated Least Square Method presented here depends on a truncated data
which is a coHection of the last h/1 observations.Here,Wf is any number greater than
N which is a number Of unkno、vn parameters in a regression model.The method also
includes a exponential forgettilag factor.
The efficiency of the derived algorithm is examined by simulation studies of a first
order system.



























,k=θk-lTVkttvok            (2)
を与え、kステップまでの情報から
θk=θk_1+」θk                (3)
'を求めるアルゴリズムを導出することである。
最小二乗法は、評1西






















=((1入"=I sak)Wik+λh i slkWok)/dk  (10)
g2k=QkVk―H
=((λls2k)Wok―slkWik)/dk       (11〉
ek =yk―V T θぃI               (12)
chk=yk_“一Vk_HT θk_1            (13)
どθk=gikek一λh g2k eHk           (14)
Qk =(Qk―,一g‖wik了十λh~igぞ(wok')/λ   (15)
Wak41=QkVk―H・1              (16〉




(粋iヤkJ Vい1)θ =壇λiVk引ytti  ⑩
が得られる。ここで
Qρ=杜μ Vrivr「    Q"
と定義すると
Q正1=λQkt~1 +VkVkT―λい  HVk ttT    (20)
が求まる。次によく知られた逆行列の補題












Qk=(Qk-1-N/D〉/入           (23)
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N=((1-λ口'Vk_"TQk-lVk")Qk iVャ
+λ"~1(Vレ_柄TQk_iVk)Qk‐lV″H)VkT Qk_1
-λH l((λttVkT Qk‐IVk)Qk lVk郎
+(VkT Qk_lVに,")Qk-lVk,Vk"TQk_1  (231)




Wok=Qk-l Vk II,s ak=Vk hTwOャ,Wik=Qk―iVk
sl,=VkT wOk, S ek=VkT Wi″
とおくと、
Qk =(Qレ_1-giLWlレT十λm-l gttwokl)/λ   (24)
glャ=((1‐λⅢ lsDk)Wik+入匈~l sl,Wak)/dk (241)
g?″=((λl s2k)wDk~SikWlk)/dk     (24-2)
dk ユ(1-λh―i sat)(λ tt sぞ´)十八H~1(slk)2    (24-3)
さらに、若干の計算によつて
Qk Vk=g,,                  (25)
QkVk Ⅲ=g2,              (26)
も成立する。一方、Q″が正則であるとして、(18)式より





























































撮かiVk"lyk"_i =(琵かiVヤーⅢ―iVk_h if〉θo (38)
であり、一方(19)式より
Qk―H lθk"=Q・H iθo








Qk lQk‐1 =λI+Vk VkI Qk_l λttVk_‖Vk_HI Qk_1(40)
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ここでT=Zつ十ti z+t2,Q=z tt q とすると(50)式は、となる。ここで、Qk-11よ正則であるがQk(従つてQk~1)
は正則でないとする。すると(40)式の両辺の行列式をと


































































X=yDttpo y l―t _1              (5')
が求まる。ここに、
















r=0.25431   0≦k




























































































が加わつた場合を調べてみる。D us,Du",D yh すべて
大きさが0.01の場合の(N=2)(P2)に対する結果を [図1
us=0 3 ti H‐0 1,M=OO,
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FOR I=l TO a   ,A(1,0)と0





u"   i  a=6, b=5, c=6
D yh i  a=5, b=4, c=5
D um :  a=4, b=2, c i4
を用いた(図30)。同期は
u側:126,D yH:62,Du瞬30
である。
