In the last twenty years network science has proven its strength in modelling many real-world interacting systems as generic agents, the nodes, connected by pairwise edges. Yet, in many relevant cases, interactions are not pairwise but involve larger sets of nodes, at a time. These systems are thus better described in the framework of hypergraphs, hyperedges being able to effectively account for multi-body interactions. We hereby propose a new class of random walks defined on such higherorder structures, where multi-body proximity is associated to highly probable exchanges among agents belonging to the same hyperedge. We provide an analytical characterisation of the process, deriving a general solution for the stationary distribution of the walkers. The dynamics is ultimately driven by a generalised Laplace operator that reduces to the standard random walk Laplacian when all the hyperedges have size 2 and are thus meant to describe pairwise couplings. We illustrate our results on synthetic models and real-world networks, where higher-order interactions are at play. Moreover, we compare the behaviour of random walkers on hypergraphs to that of traditional random walkers on the corresponding projected networks, drawing interesting conclusions on the associated rankings. Taken together, our work contributes to unveiling the effect of higher-order interactions on diffusive processes in higher-order networks, shading light on mechanisms at the hearth of biased information spreading in complex networked systems.
INTRODUCTION
From social systems and the World Wide Web to economics and biology, networks define a powerful tool to describe many real-world systems [1] [2] [3] . Over the last twenty years of network science [4, 5] , many interacting systems with different functions were shown to exhibit surprisingly similar structural properties, at different scales. Interestingly, the complex architecture of real-world networks was found to significantly interfere with the dynamical processes hosted on them, from social dynamics [6] to synchronisation [7] . As a consequence, properly tailored dynamical processes are now routinely employed to extract information on the a priori unknown structure of the underlying graphs architectures.
Networks materialise as pairwise interactions, represented by edges, among generic agents, the nodes: by their very first definition they are thus bound to encode binary relationships among units. However, an increasing amount of data indicates that, from biological to social systems, real-world interactions often occur among more than two nodes at a time. This phenomenon is not properly described by the traditional paradigm constrained on pairwise interactions, and highlight the need for extended notions in the realm of network theory. In recent years, an emerging stream of research has been focusing on developing higher-order network models that account for the diverse kinds of higher-order dependencies, as found in complex systems.
Let us here observe that the current "high-order framework" bears some ambiguity, as it has been occasionally assumed to embrace features which are more specifically stemming from the interactions [8] , as e.g. temporal and/or memory effects [9, 10] , or reflect the multiplex nature of the examined system [11] [12] [13] . Here, the term higher-order is exclusively meant to refer to agents interacting in groups of arbitrary numerosity [14] [15] [16] [17] , a process often modelled via simplicial complexes [18] [19] [20] or hypergraphs [21] [22] [23] [24] , non trivial mathematical generalisation of the ordinary networks.
Our focus is on hypergraphs, where relationships among agents are described as collections of nodes assembled in sets, called hyperedges, made by any number of nodes. Hypergraphs provide a natural representation for many higher-order real-world networks [25, 26] . In social systems they can for instance be suited to describe collaboration networks, where nodes denote authors and hyperedges stand for groups of authors, who have written papers together. Alternatively, hypergraphs can be invoked to describe face-to-face social networks where individuals can interact in groups of arbitrary sizes [27] . In biology, hypergraphs allow to properly model biochemical reactions simultaneously involving more than two species, or conveniently describe higher-order inter-actions among different families of proteins [15] . Crucially, in all these examples, interactions among agents occur in groups of arbitrary size, and cannot be split into disjoint pairwise interactions. Differently from simplicial complexes, a higher-order interaction described by an hypergraph (e.g. a single three body interaction) does not require the existence of all lower order interactions (e.g. the three pairwise interactions associated to the same triangle) [28] . Heterogeneous hypergraphs have been sometimes studied by mapping the nodes belonging to a hyperedge into a clique of suitable size. However, the drawback of this procedure is that it eventually yields a projected network, e.g. shown in Fig. 1 , where only pairwise interactions are ultimately accounted for (see Appendix A).
Linear dynamics [29] [30] [31] , and specifically random walks [32] , constitute a simple, although powerful tool to extract information on the relational structure of interacting systems. In particular, random walks on complex networks [33] have been proven useful to compute centrality scores [34] , finding communities [35] and providing a taxonomy of real-world networks [36] . In the simplest case, at each time step, a walker jumps from the node where it belongs to one of its adjacent neighbours, traveling across one of the available edges, chosen at random with uniform probability. Many variations of this fundamental process have since then been considered. These include more sophisticated dynamical implementations, which allow to targeting the walks towards nodes with given structural features [37] , let them interact at the nodes of the network [38] , investigate non-linear transition probabilities [39] and crowded conditions [40] , consider the temporal [41] [42] [43] or multilayer [44, 45] dimensions of the edges under different network topologies.
Random walks have been defined on simplicial complexes [46, 47] , but because of the cumbersome combinatorics involved, applications have been limited to higherorder interactions of the lowest dimensions, i.e. triangles. In parallel, also random walks on regular hypergraph have been considered, where i.e. all the hyperedges contain the same fixed number of nodes [48] . Interestingly, more complicated nonlinear dynamics have been also recently studied on simplicial complexes [16, 20, 49, 50] . Once again, however, the focus has been on low-dimensional simplicial complexes, i.e. triangles. Recently, several dynamics, including epidemic spreading [16, 49, 51] and synchronisation [39] , have been shown to produce new collective behaviour when higher-order interactions are considered in the networked system.
Starting from this setting, in this work, we propose a new class of random walks, on generic heterogeneous hypergraphs, without any limitation on the sizes of the hyperedges. In this framework, multi-body proximity is associated to highly probable exchanges among agents belonging to the same hyperedge, and walkers mitigate their inclination to explore the system with a tendency to naturally spend more time in highly clustered cliques and communities. This feature is reminiscent of bias in information spreading, which is known to be affected by the phenomenon of echo chambers [52] . Similarly to the standard random walk, at each time step a walker sitting on a node, selects a hyperedge among the ones containing the origin node, with a probability proportional to the size of the hyperedge; then the walker jumps with uniform probability onto any node contained in the selected hyperedge. In this way higher-order interaction between a group of nodes drive the process.
We shall in particular provide an analytical description of the process, by deriving a general formula for the stationary distribution of the walk, and show that the dynamics is driven by a generalised Laplace operator, that reduces to the standard random walk Laplacian when all hyperedges have size 2, and the hypergraph results in a traditional network.
As already stated, random walks can be used to rank nodes, based on the stationary occupancy probability of walkers across the network. Because of these implications, it is therefore interesting to compare the stationary distribution, as obtained within the newly introduced framework, with that displayed by standard random walkers on the corresponding projected network. Because of the tight interactions among agents belonging to the same hyperedge, the probability to find a walker on a given node is in principle different, when confronting the outcome of the two aforementioned processes. As a consequence, we expect a different order in the ranking to be obtained for the same node, depending on the dynamical process employed in the analysis. This observation opens up the way to a new definition of centrality for systems where the high-order structure is known to be relevant. In particular, we will provide a direct evidence for our claims working with co-authorship networks, as extracted from the arXiv on-line preprint server. Summing up, we here introduce and discuss the first generalisation of the random walk picture to higher-order networked systems and hint at important exploitations of this novel dynamical framework.
MODEL
Incidence and hyper adjacency matrices. Let us consider an hypergraph H(V, E), where V = {1, . . . , n} is the set of n nodes, E = {E 1 , . . . , E m } the set of m hyperedges, with E α an unordered collection of nodes, i.e. E α ⊂ V , ∀α = 1, . . . , m. We observe that whenever E α = {i, j}, i.e. |E α | = 2, then the hyperedge is actually a "standard" edge, denoting a binary interaction among nodes i and j. An hypergraph where |E α | = 2 ∀α reduces to a network.
We can define the associated hyper incidence matrix e iα , carrying the information about how nodes are shared among hyperedges, as
We note that the same matrix exists for networks. However, while in regular networks each column can have only two non zero entries, as each edge can contain two nodes only [53] , in hypergraphs each column can display several non zeros entries (i.e. an hyperedge can contain several nodes). Starting from the above matrix, one can construct the n × n hyper adjacency matrix, A = ee T , whose entry A ij represents the number of hyperedges containing both nodes i and j. We note that often the adjacency matrix is defined by setting to 0 the main diagonal. Let us also define the m × m hyperedges matrix, C = e T e, whose entry C αβ counts the number of nodes in E α ∩ E β .
Transition probability. To describe a random walk process, we need to define the transition probability to pass from a state, hereby represented by the node on which the walker belongs to, to any other state, compatible with the former, in one time step. In the case of simple unbiased random walks on networks, one assumes the walker to take with equal probability any link emerging from the node that is initially occupied. Hence, the transition probability can be readily computed as A ij /k i , where k i = j A ij is the degree of the origin node. When dealing with hypergraphs, by choosing with uniform probability any of the neighbouring nodes, namely all the nodes belonging to hyperedges connected with the origin node, is not a sensible choice. In this way, in fact, the real structure of the systems is not incorporated into the dynamical picture. On the contrary, nodes belonging to the same hyperedge exhibit a higher-order interaction and we consequently assume that spreading among them is more probable than with nodes associated to other hyperedges; because of this the information can thus spend long periods inside the same hyperedge. For instance, a gossip can spread faster because of group interaction among individuals, than as follows successive binary encounters; similarly, ideas can circulate more effectively among collaborators, the coauthors of a joined publication, as compared to the setting where exchanges in pairs are solely allowed for. To compute the transition probability to jump from i to j, we count the number of nodes, excluding i itself, belonging to the same hyperedge of i and j. Recalling the definition of the matrix C, this can be written as
whereĈ is a matrix whose diagonal coincides with that of C and it is zero otherwise (see Appendix B). By normalising so as to impose a uniform choice among the connected hyperedges, we get the following expression for the transition probabilities:
where k H i = l A il is the hyperdegree of the node i, a synthetic measure reminiscent of the node degree, which takes into account both the number and the size of hyperedges i in which i is involved.
When the hypergraph is a network, all hyperedges have 2 nodes. Hence
and Eq. (3) reduces to the standard transition probability for random walk on networks
where we used the fact that, under this assumption, k H i = k i .
Stationary solution.
Having computed the transition probabilities, we can proceed further by formulating the dynamical equation which rules the temporal evolution of the probability p(t) = (p 1 (t), . . . , p n (t)) of finding the walker on a given node after t > 0 steps. The process is governed by the following equation:
where the right hand side term combines the probability to be in any node j at time t and the probability to perform a jump towards the target node i, during the next time of iteration. As j T ij = 1 for all i, the stationary probability distribution, p (∞) , is thus the left eigenvector associated with the eigenvalue λ 1 = 1 of T. Given T, it is possible to obtain an exact analytical solution for the stationary state p (∞) which encapsulates the higher-order structure of the system. Indeed, a straightforward computation (see Appendix C), yields:
for all j = 1, . . . , n. In the case the hypergraph is indeed a network, we recover the well known expression q (∞) j = k j / l k l for the stationary solution of the walk. Let us observe that L ji = T ji − δ ij is a new Laplacian which generalises the random walk one, moreover the former reduces to the latter in the case |E α | = 2 for all α.
We observe that the formalism readily extends to the case of continuous-time random walks, where the evolution of the probability is given byṗ
Similarly to the case of networks, as j T ij = 1, it is possible to rewrite the latter asṗ i = j (T ji − δ ij )p j = j p j L ji , where L is the above defined Laplace matrix. In the following, for a sake of for the sake of definiteness we limit our analysis to explore the properties of the discrete-time random walks on synthetic and real-world hypergraphs, leaving the continuous time case to a further work.
RESULTS
Since the Page-Rank [54, 55] , random walks on networks are routinely applied to compute centrality scores [34] . Indeed they can be used to rank nodes according to the probability to be visited by the walker, the larger the latter the more "important"/"central" the node. In this section, we show that high-order interactions can strongly modify the ranking, as resulting from a random walk process on hypergraphs, with respect to the homologous estimate as computed for the corresponding projected network. This fact can thus bear relevant implications for ranking real data, stemming from a dynamical process which is better explained in terms of hypergraphs. In this case, in fact, the applications of ranking tools tailored to pairwise interactions might produce misleading results (see Appendices C and E).
To illustrate the effect of a non-trivial higher-order structure, we consider a simple hypergraph made by m hyperedges of size 2 all intersecting in a common node, h; a different node, say c, belongs to one of such 2hyperedges and to a hyperedge of size k (see Fig. 2 panel a) for the case m = 7 and k = 6).
The random walk on the projected network will rank nodes according to their degree, i.e. q (∞) i ∼ k i . Hence for m > k, the node h with k h = m, is ranked first, followed by the c node, k c = k, and all other ones (see green curves in panel c Fig. 2 ). In contrast, the random walk on the hypergraph ranks nodes taking into account higher-order relations. Since from Eq. (7) we get p (∞) h ∼ m and p (∞) c ∼ 1+(k −1) 2 , thus h is the top node as long as m > 1+(k − 1) 2 (see orange curves in panel c Fig. 2 ). In conclusion, for a fixed size of the hyperedge k, if the "hub" node is too small (see panel d), m <k = k+1, or the hub is very large (see panel f), m >k = 1 + (k − 1) 2 , then both processes will rank nodes in the same way. However, there exists a range of intermediate values,k < m <k, for which the top ranked node on the hypergraph is the c node while the random walk on the projected network returns the h node as top rank (see panel e). This phenomenon of ranking inversion will be further discussed in Appendix C. In the aim of maximising the probability of occupancy of a given node, it is preferable for this latter to be connected to nodes organised into few large hyperedges, than to many parcelled units.
To further characterise the impact of the high-order interactions on diffusion on larger systems, we consider a second model where all nodes have the same number of neighbours, which are arranged in a tunable number of triangles, i.e. hyperedges of size |E α | = 3. The model interpolates between the case where the number of triangles is zero, f = 0, meaning that all interactions involve simple pairs, and the case where there are no pairwise interactions but only 3-body ones, f = 1. More precisely, we start with a 1D regular lattice where nodes are connected to 4 neighbours (2 on the left and 2 on the right). Each nodes has hence degree 4 and takes part to 2 distinct triangles, i.e. hyperedges with size 3, and f = 1. Then with probability p we iteratively swap the ending points of the links with a "criss-cross" rewire, i.e. preserving the nodes degree, progressively eliminating 3hyperedges, hence triangles. In the limit of high rewire triangles have a negligible probability to be formed, and one eventually obtains a regular random graph with degree k = 4. In the process, we control that no hyperedge of size greater than 3 is created, so that competition is only between 2-body and 3-body interactions.
As the degree sequence is unchanged throughout this process and every node shares the same number of links, the asymptotic distribution of walkers on the projected network is uniform and given by q i = 1/N for all i, where N is the number of nodes, set to 500 in the example below, no matter the value of f . This is also the case for the random walk on hypergraph, in the two limiting cases f = 0 and f = 1; indeed in the former case the hypergraph and the projected network do coincide because all the hyperedges have size 2. In the latter setting, all nodes are involved in the same number of higher-order interactions and thus they are all equivalent. However, for the walk on hypergraphs the stationary state changes at the intermediate stages of f . In order to quantify the heterogeneity of the stationary state we rely on the Gini coefficient, which is defined as the average absolute difference between all pairs of elements in the vector p, divided by the average:
The Gini coefficient for the stationary state of random walk on the above described hypergraph is reported in top panel of Fig. 3 . For the limiting values f = 0 and f = 1 the stationary state on the hypergraph coincides with the one on the projected network and the Gini index is 0 being the asymptotic solution homogeneous. However, high-order structures arising for intermediate values of the fraction of triangles induce a heterogeneity in the occupation of the different nodes at equilibrium, which is thus different from the one obtained for the associated projected network.
A standard metric to compare lists is the Jaccard index, a measure of the fraction of elements that are common between two lists with respect to the total number of involved elements, J(A, B) = |A ∩ B|/|A ∪ B|. As the Jaccard index does not take into account the order of the elements as appearing in the two confronted lists, we compare the rankings of the two stationary distributions by means of a modified Jaccard index,Ĵ, recently introduced in [56] . Here differences at the top of the ranking induce a stronger change, than differences associated to the lower ranked elements. Let us observe also that the Jaccard index is unable to detect a permutation in the order of the elements in a list, while the modified one does. In the bottom panel of Fig. 3 , we show the average modified Jaccard index,Ĵ, for the M -top ranking, M = 100, 300, 500, as a function of the fraction f of 3-hyperedges existing in the system. The results are in agreement with the ones obtained via the Gini coefficient; for f = 0 and f = 1 the rankings do coincide and thusĴ achieves is maximum value, i.e. 1, while for intermediate values of f the indexĴ drops down reflecting differences among the rankings. Moreover, we can appreciate the presence of a large turnover in the top lists: indeedĴ associated to small M , i.e. comparing relatively few nodes in the top list, are much smaller than that for large M , i.e. longer lists.
To take one step forward, we consider a model where high-order structures are not limited to 3-body but larger hyperedges are allowed for. We thus build a third model which interpolates from a 1D ring to a fully connected network. More precisely, we start from a 1D ring where all the nodes have degree 2, and then progressively increase its density as measured by the total number of links, l, until the process terminates with a complete network, corresponding to a hypergraph with a single hyperedge containing all the nodes. Links are added at random avoiding self-loops and multiple links. We note that differently from the previous case, at intermediate values of l, this model presents a much wider variety in the size of the hyperedges (or cliques in the projected network), which are not anymore limited to 2-body and 3-body interactions. For this reason, the structure of the ranking difference is definitely more complex and rich than what one could eventually guess by just looking at the number of 3-hyperedges, 4-hyperedges or 5-hyperedges (see Fig. 4 ).
In the initial configuration of a 1D ring, the stationary solutions of the hypergraph and the projected network coincide, because of the absence of higher-order interactions. Similarly, they are also equivalent in the opposite limit, i.e. when the fully connected network is generated. For intermediate number of added links, the two processes result instead in different rankings. In Fig. 4 , we reportĴ as a function of the total number of links l, to compare the M -top rankings, as obtained by using the random walk on the hypergraph and on the projected network, respectively. We reports in particular results for three values, M = 5, 10, 20. The behaviour of the threes curves is qualitatively similar. Indeed they all reach the value 1, i.e. perfect matching of the respective rankings for l = 20 (initial 1D ring). Then, even the addition of just few links makes the rankings to change abruptly andĴ consequently drops to low values. This is associated with the creation of small hyperedges with size equal to 3 (see bottom panel of Fig. 4 ). Adding more links reduces the differences, namelyĴ increases, up to l = 190 (complete network) where again the rankings do coincide and the index equals 1. This is associated with the birth of larger hyperedges. Let us remark thatĴ for M = 5 is much smaller than the same quantity computed with M = 10 (rank half of the nodes) and M = 20 (rank all the nodes) meaning that there is a strong turnover in the top positions. FIG. 4. Impact of high-order structures on the asymptotic distribution of walkers for the random walk on the hypergraph and on the projected network. Using the algorithm presented in the text, by iteratively adding links we create hypergraphs that interpolate from a regular 1D ring (where N = 20 nodes are connected each one with its two neighbours) to a complete graph. We then perform the random walk process on respectively the hypergraphs and the associated projected network and compare the resulting ranking (the top 5 blue, the top 10 red and the top 20 green, i.e. the whole set of nodes) usingĴ (bottom panel). For a small number of available links, l, the hypergraphs does not present many hyperedges and thus the ranking are very close, J ∼ 1. As l starts to increase, few hyperedges of size 3 are created (see circles in the top panel) and the rankings estimated with the two alternative methods deviate, the values of J dropping in turn. However, as l increases even more, larger high-order structures, e.g. 4 and 5 hyperedges, emerge (see square and diamond symbols in the top panel) andĴ steadily increases. For a large ensemble of added links, l 170, the rankings become similar andĴ ∼ 1.
The heterogeneity in the stationary solutions of this model, as well as the start-clique example, is further investigated in the Appendix D where the corresponding Gini coefficients are shown. In Appendix E we also show an application of the proposed model of random walk to the study of real networks of scientific collaborations. The analysed data have been gathered from the arXiv database. Human collaborations are traditionally schematised as pairwise interaction networks, a work-ing ansatz which amounts to ignoring the organisation in teams. We have instead built a hypergraph where researchers co-authoring an article are part of the same hyperedge. We compare the normalised stationary state of random walk on the traditional network with the stationary states obtained when the random walk takes place on the hypergraph of collaborations. Different rankings of the authors are obtained, the novel one being more sensitive to the organisation in groups. The comparison drawn may allow to introduce a correction to the usual bibliographic indicators, by properly weighting the participation to large collaborations, as opposed to research activities carried out in small groups.
CONCLUSIONS
Summing up, we have here introduced a new class of random walks defined on hypergraphs which take into account the presence of higher-order interactions. We provided an analytical expression for the ensuing stationary distribution, based on the structural features of the networked system, and compared it to the distribution associated to a traditional random walk performed on the corresponding projected network. We further characterised the dynamics by comparing the two processes on several synthetic and real-world networks, both by means of numerical simulations and analytical arguments. Taken all together, our process produces new diffusive behaviour which can not be obtained in the corresponding projected network, and that proves sensitive to higher-order structure in a networked architecture. Applications of this novel framework to refined ranking and centrality measures are foreseen, in a perspective of further developments which aims at exploiting the subtle interplay between structure and dynamics in higher-order interaction networks. Once we build the projected network, π(H 2 ), starting from the latter hypergraph we get a complete 3-clique, loosing thus information on the existence of hyperedge E 4 (see left panel Fig. 6 ). Hence, we cannot get back to H 2 , by inverting the construction, π −1 π(H 2 ) = H 2 . A possible way to overcome this difficulty is to consider a weighted projection (see right panel Fig. 6 ) where edges inherit a weight counting the number of different hyperedges they belong to. Observe however that for large hyperedge sizes the inversion can be computationally costly because of the combinatorial structure of the problem. Fig. 5 . In the latter case, the edge (a, b) has weight 2 because it belongs to two different hyperedges in H2.
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Appendix B: Transition probability
The aim of this section is to provide some details about the calculation of the generalised transition probabilities which take into account the high-order structure of the hyperedges. To compute the transition probability to jump from i to j, we first count the number of nodes, excluding node i itself, belonging to the same hyperedge of i and j:
namely for each hyper edge E α we consider the number of its nodes minus one, i.e. C αα − 1. Then, this quantity is added to k H ij if and only if e iα = e jα = 1, that is if and only if both i and j belong to E α . Secondly, we normalise this quantity by considering a uniform choice among the connected hyperedges. Hence, we obtain a first formula for the transition probability T ij to jump from node i to node j:
so that j T ij = 1 ∀i. The latter can be rewritten in an equivalent form, which allows one to draw a comparison with the transition probability for unbiased random walks on networks. Indeed. By recalling the definition of C αβ = (e T e) αβ = l e T αl e lβ = l e lα e lβ , we get C αα = l e lα e lα and then
whereĈ is a diagonal matrix: the diagonal ofĈ coincides with that of C and its off-diagonal are identically equal to zero. This allows us to rewrite Eq. (B1) in a more compact way, Eq. (2) in the main text:
where in the last step we used the definition of the hyper adjacency matrix. We thus eventually get Eq. (3) as reported in the main text
where k H i = l A il is the hyperdegree of the node i. Let us observe that this equation remains valid even for not simple hypergraphs. For instance using again the hypergraph H 2 shown in Fig. 5 we get k ab = (E 3 − 1) + (E 4 − 1) = 2 + 1 and k ac = E 3 − 1 = 2 , and thus the following transition probabilities T ab = 3 5 and T ac = 2 5 , so the transition from a to b is 1.5 more probable than to c because a and b share two hyperedges. Among not simple hypergraphs, one has to account for the fact that hyperedges are repeated several times. The theory here proposed holds true also for weighted hyperedges.
Nonlinear transition rates
In deriving the transition rates Eq. (3), we assumed that the size of the hyperedge linearly correlates with the probability for the walker to perform a jump, one can of course relax this assumption and introduce nonlinear transition rates. In other words, one can add a bias in (B1) in the selection rule for a target node j, as operated by a walker sitting on node i. For example, one can posit:
In this way large hyperedges are even more favoured, if γ > 0, while the opposite happens if γ < 0, and we eventually get for the transition probabilities
Clearly, other choices are possible but exploring further generalisations is left for future investigations.
the hypergraph reduces to a standard network; on the other hand the node j belongs to a 3-hyperedge, hence k j = 2, because it is part of a 3-clique, but d H j = 4. Hence, k i > k j but d H i < d H j . Nodes j will be consequently ranked above i using the generalised random walks on the hypergraph, while the contrary happens if one relies on random walks on the projected network.
The above construction can be readily generalised, as shown by the example presented on the right panel of Fig. 7 . Here, i belongs to a 3-hyperedge and to two 2-hyperedges, hence k i = 4 and d H i = 6; node j instead belongs to a 4-hyperedge, thus k j = 3 and d H j = 9. So again k i > k j while d H i < d H j .
i j Examples with ranking inversion. We propose two typical examples of high-order structures that locally produce two different rankings. On the left panel an example involving three 2-hyperedges and one 3-hyperedge, while on the right panel the case with one 3-hyperedge and two 2-hyperedges compared with a 4-hyperedge. In both cases the first configuration will be ranked above the second one, when using the random walks on hypergraphs, while the opposite holds when the random walkers run on the projected networks.
Appendix D: Heterogeneity of stationary solution
The stationary solution that we obtain from random walk on a hypergraph is very different from the one we can get from the corresponding projected network, the first one being more sensitive to the organisation in groups. The heterogeneity of the state, i.e. the difference among the occupation probability of the different nodes at equilibrium can be quantified by making use of the Gini coefficient. Fig. 8 reports on the ratio between the coefficient G computed for the hypergraph and for the projected network of Fig. 2 of the main text, at varying m, the size of the star, and k, the size of the clique. Fig. 9 instead shows the heterogeneity for the model which goes from a 1D lattice to a fully connected network, by subsequently adding the links (see Fig. 4 of the main text). The red points show the Gini coefficient for the hypergraph, while the green ones are plotted for the projected network, at varying l, the number of links in the graph.
From the results presented in these Figures one can appreciate that the Gini coefficient associated to the stationary solution for the random walk on the hypergraph is always larger than the same quantity computed for the random walk on the projected network. This implies thus that the distribution of walkers on the hypergraph is more heterogeneous than for the projected network.
Appendix E: Co-authorship networks from arXiv
The collaboration network is one of the most representative examples of hypergraph; nodes are authors and hyperedges are groups of authors that collaborated to accomplish a task, e.g. write a scientific paper. For this reason we decided to applied the method that we developed to the co-authorship networks extracted from the online preprints platform arXiv and hence analyse the nodes ranking obtained using the two processes. In this section we report some results for the co-authorship hypergraph for the subdomains of arXiv, since their existence up to 2018 included (second column Table I ). In each subdomain, we gathered all the papers and then extracted the authors names, so creating a hyperedge whose nodes are the authors. We thus obtain a set of nodes V (1) and hyperedges E (1) , and also the edges of the associated projected network, E
q . Such quantities are reported in parentheses in the third, fourth and fifth column of the Table I . Once the hypergraph has been built we identify the largest connected component that will contain the nodes V (cc) ; then we identify all the maximal, i.e. not properly contained in any other larger hyperedge, and unique hyperedges E (cc) and the edges of the associated projected network E (cc) q . Columns 3-4 and 5 of the Table show such values. Finally, we compute the largest hyperedge and the largest node degree in the maximal connected component (columns 6 and 7). For instance in the arXiv-cs there is a node that belongs to a hyperedge of size 65 and that is linked to other 406 nodes: this means that this researcher has signed a paper with 64 other researchers and in total he/she had 406 different collaborators with whom he/she has written a paper. Let us also observe that because of the maximality and uniqueness assumptions, we do not know if he/she has co-authored other papers with a subset of the 64 scholars. Moreover, because we used unweighted networks, we also cannot estimate how many papers he/she wrote with her 406 collaborators. Let us recall that the need for the maximality and uniqueness is only to compare the results with the projected network, while our method works also without these assumptions.
Authors and articles in each subdomain follow different "rules" and "habits" of publication and writing papers. However, the distribution of node degrees, i.e. number of different collaborators per author, and of hyperedges size, i.e. number of co-authors in papers, exhibit quite similar shapes across the domains, as e.g. broad tails (see Fig. 10 for the degree distribution and -see Fig. 11 -for the hyperedges sizes distribution).
As already stated the random walk on the hypergraph gives more relevance to the size of the hyperedge, i.e. on the number of co-authors, while the same process on a network emphasises the number of different collaborators. Let us remember that we hereby considered unweighted hypergraphs and networks. We can thus use these approaches to distinguish the different "publication habits" in the considered subdomains. To this aim we first normalise the stationary probabilities p (∞) i for the hypergraph and q (∞) i for the projected network, with respect to their maximum FIG. 10 . Degree distribution. We report for the arXiv subdomains the probability distribution of node degrees, p(ki), associated to the maximal connected component. In all the cases, we observe a broad distribution; Notice that the arXiv-econ has a relatively small number of papers and authors because of its young age (2017-2018) and thus also the maximal degree, i.e. number of papers written by an author, is quite small. FIG. 11 . Hyperedges size distribution. We report for the arXiv subdomains the probability distribution of hyperedges size, p(|Eα|), associated to the maximal connected component. In all the cases we observe a broad distribution, except for the arXiv-econ for which the number of papers and authors is relatively small because of its young age (2017-2018) and thus also the maximal hyperedge size, i.e. number of co-authors of a paper, is quite small. For this reason we report data in the form of a histogram. 
