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ABSTRACT 
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Nowadays, industrial robot manipulators and manufacturing processes are associated as 
never before. Robot manipulators execute repetitive tasks with increased accuracy and speed, 
features necessary for industries with needs for manufacturing of products in large quantities by 
reducing the production time. Although robot manipulators have a significant role for the enhance-
ment of productivity within industries, the programming process of the robot manipulators is an 
important drawback. Traditional programming methodologies requires robot programming ex-
perts and are time consuming.  
This thesis work aims to develop an application for programming industrial robot manipulators 
excluding the need of traditional programing methodologies exploiting the intuitiveness of hu-
mans’ hands’ gestures. The development of input devices for intuitive Human-Machine Interac-
tions provides the possibility to capture such gestures. Hence, the need of the need of robot 
manipulator programming experts can be replaced by task experts. In addition, the integration of 
intuitive means of interaction can reduce be also reduced. The components to capture the hands’ 
operators’ gestures are a data glove and a precise hand-tracking device. The robot manipulator 
imitates the motion that human operator performs with the hand, in terms of position. Inverse 
kinematics are applied to enhance the programming of robot manipulators independently of their 
structure and manufacturer and researching the possibility for optimizing the programmed robot 
paths. Finally, a Human-Machine Interface contributes in the programming process by offering 
important information for the programming process and the status of the integrated components. 
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1. INTRODUCTION 
This chapter presents the motivation, justification for the problem statement and the re-
search questions of this Master thesis. In addition, this chapter introduces the scope, the 
limitations and the objectives to consider during the implementation of this Master thesis 
work. 
1.1 Motivation 
Nowadays, robots are becoming more and more an integral part in the lives of humans. 
From the simplest robot vacuum cleaner to robotics in the field of healthcare and complex 
industrial robotic systems even mobile robots to planet Mars, robots have a direct or 
indirect impact to the humans’ lives. Humans takes advantage of the benefits that robots 
offer, especially in manufacturing processes. According to “International Federation of 
Robotics” (IFR), there is a progressively increase on investments for robots by industries, 
[1], [2].  
Industrial robot manipulators are commonly employed for executing various manufactur-
ing processes. The programming of an industrial robot manipulator requires people with 
expertise on the field of robot programming. The wide-spread techniques to program an 
industrial robot are offline and online.  
Programming of an industrial robot manipulator with the offline technique requires a soft-
ware in which the programmer can visualize the cell of the robot, including potential ob-
stacles, along with the robot manipulator model. Then, follows the definition of targets 
and paths for the completion of a task. The software can simulate the robot movements 
and detect collisions along the paths. The online technique demands from the program-
mer to be in short distance from the physical robot. A teach pendant is the mean to 
control the robot manipulator and lead it on the desired targets. Once the definition of 
the paths is completed, the robot programmer creates the final robot code through the 
teach pendant.  
Although, both techniques have their own advantages and disadvantages. The required 
time to stop the operation of the robot manipulator in order to add the new code and test 
its less on the offline compared to online. On the other hand, the time to create the visu-
alization of the cell and program the robot is higher than the online.  
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It is clear that in order to enable the HRI, there is a need for a software or some interme-
diate specialized input devices. However, the manipulation of such means requires pro-
fessionals with knowledge in the field of robotics. 
As a result, the process of robot programming consumes time either for the creation of 
the robot’s work cell or the suspension of the manufacturing process, which in turn leads 
increases the cost. To reduce the impact of these factors, some approaches at-tempt to 
develop alternative ways for enabling HRI. In this scope, voice recognition [3], human’s 
movements [4] and hand-gestures are used to control robots [5]. In this way, the pro-
gramming process can be achieved by non-robot professional intuitively. However, an 
important factor to consider is how accurately can such approaches control and precisely 
navigate the robot manipulator to desired target. 
This thesis focuses on developing an application for programming robot manipulators, 
deployed on the factory floor, with hand-gestures to control robot’s actions and move-
ments independently of the robot’s structure or manufacturer. The robot manipulator 
must be able to imitate the movement of the hand in order to achieve robot Programming 
by Imitation (PbI). In addition, the programming process will be performed by non-robot 
professionals, but with the required training on how to operate this application. 
1.2 Justification 
Over the past years many research works have been conducted in developing ap-
proaches for intuitively program industrial robot manipulators, [6]–[8]. 
The emergence of new input devices, such as data gloves [9] and cameras [10], mostly 
designed and developed for gaming purposes, created an opportunity to utilize them if a 
wider range of applications. The reason is that such input devices, eliminate or some-
times reduce the need for using buttons, and use the natural and intuitive human motion 
to interact with a computer, machine and robot manipulator. 
As a result, the need of offline programming software and non-intuitive device, such as 
the teach pendant, are eliminated. Consequently, programming experts might be substi-
tuted by experts in tasks’ execution. 
1.3 Problem Statement and Research Questions 
As the market and customers’ needs change day by day, industries attempt to maintain 
flexible manufacturing processes. Therefore, re-programming of industrial assets is nec-
essary. In this context, robot manipulators have a significant role, but the programming 
process is time-consuming and costly. Input devices that enable an intuitive interaction 
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with the robot can be beneficial in such approaches. there is a need to develop ap-
proaches for intuitively programming robot manipulators quickly and without the need of 
programming experts.  
So the following research questions are raised: 
• How to allow non-programming experts to program industrial robot manipulators? 
• What are the appropriate devices to recognize gestures and precisely control the 
robot manipulator? 
• How to program industrial robots independently the robot’s structure and manu-
facturer? 
• How to optimize the robot’s task, after the hand-gesture based programming? 
1.4 Objectives 
In order to achieve and successfully implement the goal of the thesis work, there is a 
need to define the objectives. 
The aim of this thesis work is the development of an application which will allow a non-
programming expert to program intuitively an industrial robot manipulator. The human 
operator will be to control the actions and movements of the robot manipulator using 
hand-gestures of both right and left hand. The recognition of left and right-hand gestures 
requires two devices to capture the pose and motion of the left and right hand respec-
tively. The provided data from those devices will be transmitted to the main application 
in which the next action will be decided.  
The purpose of the left-hand gestures is to control the robot actions. Those actions are 
the enable and disable of interaction with the robot, allow the movement of it, enable and 
disable the teaching phase, grasp or release a work object and allow the robot to exe-
cute the previously taught path.  
Human operator will move the right hand above or below the hand tracking device. The 
centre of the hand tracking device will correspond to a fixed position for the robot. This 
is pre-declared, so that the human operator can have a reference position for beginning 
the control of the robot. 
Moreover, depending on the robot’s structure different, the inverse kinematics have to 
be calculated to control the robot’s position using joint angles and not Cartesian coordi-
nates.  
4 
 
The solution of the inverse kinematic must then be sent to the robot’s controller. In addi-
tion, the application’s main controller must also receive this solution. The reason is that 
robot programming code will contain robot tasks in the Joint space. 
1.5 Limitations 
This chapter presents the intended limitations for developing this thesis. Those limita-
tions have been set prior the implementation. However, some limitations can change or 
extend. 
• The application to be developed is only applicable for single industrial robot ma-
nipulators.  
• Industrial robot manipulators with two robotic arms are not possible to be pro-
grammed within this thesis. 
• This implementation focuses on programming the ABB  IRB120 6 DOF industrial 
robot [11] and an OMRON Adept  eCobra 600 pro 4 DOF/Scara robot from [12]. 
The robot manufacturer and type can be extended as long as it supports Web 
Socket communication. 
• The robot manipulator cannot be programmed using only one hand.  
• The generated final robot code includes only move robot commands. Using I/Os 
or sockets for any purpose cannot be generated automatically but programmed 
manually by the user. 
1.6 Outline 
The thesis structure is the following: Chapter 2 reviews research work in the field of HRI 
concerning the control and programming of robots. In Chapter 3 the approach for imple-
menting this thesis is presented. In addition, the kinematic analysis for a robot manipu-
lator is given. Chapter 4 presents the implementation of the approach. Finally, Chapter 
5 concludes the implemented approach and suggests future work in order to extend this 
thesis. 
Part of the Thesis Work was presented and published on the IEEE International Confer-
ence on Industrial Informatics (INDIN) in 2019 at Espoo, Finland. The title of the paper 
is “Hand Gesture-Based On-Line Programming of Industrial Robot Manipulators” and the 
authors are Antonios Sylari, Dr. Borja Ramis Ferrer, Prof. José Luis Martinez Lastra. [13] 
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2. LITERATURE REVIEW 
This chapter reviews and summarizes related research works related to HRI for robot 
control and robot programming. Moreover, this section presents research works for pro-
gramming robots utilizing different input devices. As input devices, they can be consid-
ered devices that connect to a computer for Human-Computer Interaction such as key-
board, joystick, data gloves or vision-based devices. Furthermore, the chapter overviews 
on-line robot programming approaches and applications.  
2.1 Human-Robot Interaction 
HRI is a field to research various approaches regarding the communication of humans 
and robots. Goodrich and Schultz describe HRI as a research devoted to the develop-
ment of interfaces which will enable the communication of human and robots [14].  
The HRI can be classified as physical and remote interactions. The differentiation is not 
necessarily on the grounds of distance that separate human and robot but how humans 
and robots interact. [14] 
In the paper from Michalos et al. [15], and as a part of the European Union Project, 
ROBO-PARTNER [16], describe the physical HRI that might appear in an industrial en-
vironment on the factory floor, as those examined within the project. The first category 
presents the co-existence of human and robot in the robot’s work-envelop. Sensors at-
tached to the robot, detect the presence of human for safety reasons. On the second 
category, a mobile robot feeds the human with necessary tools and parts for the com-
pletions of hu-man’s task. The required time to execute the task is decreased as the 
human does not get distracted. The last category describes a direct physical HRI. The 
human is responsible for the task completion. However, the robot provides assistance 
as it holds parts and human through lead control moves it to the appropriate target. [15] 
From another point of view, Bdiwi et al. [17] in 2017, classify the physical HRI in four lev-
els. Compared to [15], they propose on the first level a common work-envelop without a 
common task. The second level allows the cooperation of human and robot but without 
a direct interaction; the robot operates as an assistant within a pre-defined path. The 
third and fourth levels from Bdiwi et al. [17] can be matched with the second level of 
Michalos et al. [15], in which robot feeds the human with tools or parts and the robot and 
human work together with direct interaction respectively. 
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Apart from physical interactions, human can also interact remotely with robots in cases 
which the human presence is not a feasible option; distance and safety form the main 
motives for such interactions.  
To overcome the barrier of distance, Marescaux et. al [18] attempt a remote surgery be-
tween two continents, [18]. Another case is the hazardous environment in which opera-
tions have serious consequences on human’s health, [19]. Robots have also been em-
ployed for rescuing purposes, [20]. Experts independently on their field is not possible 
always to travel, especially in great distances and thus, remote interactions provide the 
ease for accomplishing the required tasks. Indeed, for such interactions, robots must 
provide feedback to the human through sensors [18] such as cameras [21]. 
However, remote interactions occur also within the industrial environments. More specif-
ically, the online programming process of industrial robot manipulators requires an input 
device, which in most of the cases is the teach pendant. The ABB teach pendant is 
shown in Figure 1. In addition, gesture-based systems allow intuitive control of robots 
[22]. Even the human can be in close proximity with the robot manipulator, the interaction 
is not necessarily direct. The human utilizes an input device for the control and visually 
observes the robot. 
 
Figure 1. ABB teach pendant [23] 
Overall, this section presents the HRI and its classification as physical and remote inter-
actions. Physical interactions commonly appear on the factory floor, particularly with the 
growth of the quantity of robots in the factories and the need of human-robot cooperation. 
The research works show that with physical HRI it is possible to reduce the time for a 
task completion with the least possible human effort. Moreover, remote interaction re-
quires human to utilize a device able to manipulate the robot. Such devices can be de-
fined as input to a computer device, which in turn create the base for establishing the 
HRI. However, the interface to enable the remote HRI, must be human-friendly and allow 
an intuitive robot control. 
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2.2 Human-Robot Interaction for Robot Control 
Over the past few years, different devices are developed, especially within the scope of 
electronic games. However, speech is another option for and intuitive HRI. The objective 
is to allow the user to experience an interaction as intuitive as possible. As a result, 
researchers attempt to benefit from the possibilities of such devices for remotely control 
robots.  
A web-based human robot collaboration is introduced by Wang [24]. In this paper, the 
objectives are the safety and the network. Yet, it worth to mention the remote control and 
monitor of the robot manipulator that are part of the paper and are examined. The remote 
control of the robot manipulator is achieved through a web-based human-robot interface 
in which human can monitor the robot and jog individually each robot joint. [24] This 
approach can successfully manipulate a robot but the interface, as a mean for HRI, does 
not indicate an intuitive approach.   
A different approach for HRI is presented by Nilas et al. [25]. The authors designed a 
PDA (Personal Digital Assistant) to send “high-level task” commands to a robot within 
the scope of path planning. These commands are related to manipulating the robot and 
controlling the end-effector. Similar approaches can be found in [26]–[28]. Such a device 
provides options for controlling a robot but are considered less intuitive compared to 
other devices for HRI.  
Joystick is one of the primary devices for remote interactions. In 2008, Yang et al. [21], 
attempt to control remotely a field robot. The system integrates two different methods of 
control with visual feedback. In the first method, manual mode, a user manipulates the 
displacement of the robot. Meanwhile, on the second method, auto mode, the user con-
trols the robot's end-effector and utilizes inverse kinematics for the robot's displacement. 
[21] Even with such a device, human can control a robot, it is not recommended for 
intuitive robot control especially with the advances of input devices. 
Control panel, kinesthetics guidance and a data glove are compared by Fischer et al. 
[29] as means for HRI. The most appropriate approach for remote robot control is the 
control panel and the data glove, while the kinesthetics guidance necessitates human to 
be in direct interaction. Within this research work an experiment with 51 users was con-
ducted for controlling a robot manipulator. The grade of familiarity with robots was ap-
proximately 2 on a scale 1-4. A video with the robot’s task execution and errors was 
presented to the participants of the experiment in order to familiarize with the system’s 
operation. 15 participants were asked to interact with the data glove and their statements 
regarding it varied. Some users commented it as a natural feeling regarding the robot 
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control and quite simple for manipulating the robot at big distances. However, other users 
reported that the robot’s control was not easy enough and it felt sensitive. For the tests 
of the control panel 18 participants were recruited. On the positive side of comments for 
this experiment, users stated that it is a convenient mean for users that are do not have 
any knowledge with motor skills and felt sure about their actions without the fear of dam-
aging. However, other users found difficult to learn and understand the functionality of 
each button, latency problems were observed, and this option does not allow and intuitive 
interaction. The last mean of interaction, the kinesthetics guidance, the control of the 
robot felt easy and by moving the hand the robot was following exactly the same path. 
But, the weight of the robot does not always allow every user to use the kinesthetics 
guidance. In addition, the workspace of the robot is not always suitable for such a control 
as each human has different height and thus more difficulties on reaching different tar-
gets. Finally, users indicated that is not appropriate for high precision robot control. [29] 
Aspects such as ease of use and intuitive feeling are crucial for operations in which user 
must manipulate a robot.  
Another approach for controlling a humanoid robot has been implemented by Song et al. 
[30]. This approach attempts to allow human to intuitively control the robot. This is 
achieved by capturing the human’s body motion through a Kinect device. Figure 2 illus-
trates the Kinect device. The conducted experiments regard the human motion detection, 
the robot’s response in real-time as for human’s motion and robot’s obstacle avoidance. 
The authors state that the results indicate a “correct and feasible” robot control [30]. 
However, no results regarding the ease of this approach and the motion recognition rate 
are provided. Nevertheless, this paper presents an alternate option for intuitive robot 
control. 
 
Figure 2. Kinect device [31] 
Nowadays, the research on HRI focuses on approaches, in which humans use their body 
and hand for an intuitive HRI. However, another approach for intuitive and natural HRI is 
speech recognition. Mubin et al. [32], present an approach for interacting with robots 
through speech. The authors used ROILA “a speech recognition friendly artificial lan-
guage” that could perform better compared to English. ROILA is a developed language, 
designed to be simple to understand by the robot and easy to learn, [32], [33]. To validate 
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the operation of their approach 15 participants with native language Australian English 
participate. This restriction was set in order minimize the error due to various dialects. 
The accuracy of speech recognition was about 70%. [32] This accuracy is considered 
low as stated by the authors as it can be proven to be critical in various applications of 
HRI. In addition, the accuracy rate could vary in case the participants had different native 
languages. In [34], where an approach for offline robot programming is presented, it is 
mentioned that if the pronunciation is not the correct, the chance for a false speech 
recognition is increased. This issue could be resolved by implementing an approach 
which integrated artificial intelligence algorithms but training such an approach can re-
quire a huge amount of data from people with various native speaking languages, which 
in turn, is a time-consuming process. 
Collectively, this section reviews research works that utilize a variety of input devices as 
mean for establishing HRI. Each device has its own advantage but also drawback. In 
terms of intuitiveness kinesthetics guidance, data glove, vision-based systems along with 
speech recognition allow humans to control robots by instinct without much effort. In-
deed, training for the operation of the system is required.  
2.3 Gesture-Based HRI for Robot Control 
The manner humans manage their body, head and hands to express themselves or point 
to an object, raises through their natural instincts. Nowadays it is possible to capture 
those natural expressions mostly by developing approaches which integrate cameras 
[35], depth sensors [36] and data gloves [37]. The use of input devices in the field of HRI 
for robot control was introduces in the previous section. Nevertheless, this section pro-
vides a more in-depth emphasis in related work conducted on gesture-based approaches 
for intuitive robot control. 
Park et al. [38], develop a vision-based gesture interface for controlling two humanoid 
robots. The system includes two fixed cameras for capturing head and hand gestures 
from the two users. The 13 available gestures allow the users to move the robot in all 
directions (forward, backwards, right and left) and move the arms of the humanoid ro-
bots. In a similar approach Nickel and Stiefelhagen [39] utilize a stereo camera for cap-
turing pointing gestures. The gesture recognition depends on visually capturing the head, 
hands and head orientation. The experiments were conducted on the humanoid robot 
ARMAR, [40]. The experiments show that without the feature of head orientation the 
gesture recognition accuracy was 74% and with it, the accuracy could improve up to 
87%.  
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The introduction of devices which integrate depth sensors [4] and/or infrared supported 
cameras (IR) [41] replaced the traditional cameras for developing body and/or hand ges-
ture recognition for HRI. The Kinect sensor was deployed by Yavşan and Uçar [42] for 
capturing upper-body human gestures and later a humanoid robot imitates human’s mo-
tion. Qian et al. [22] control a dual arm robot with hand gestures. The user can move the 
robotic arms up, down, left and right depending on the captured gestures through a depth 
sensor. The gesture recognition precision through Hidden Markov Model (HMM) classi-
fication within this research work was 85%. 
Depth cameras are also utilized to detect the position of the hand. In [43], a depth camera 
detects the user’s hand position and uses it as a reference point for initiating the robot 
control. The user’s hand displacements will be then translated to robot manipulation. 
Participants in the experiments indicate that this approach is easy to learn and to control 
the robot. In addition, the authors state that this approach is intuitive and accurate, but 
no numerical results were provided. [43] Although, an analysis regarding the depth ac-
curacy of the Kinect sensor shows a standard deviation about 1.5cm, [44]. 
However, the available in the market devices are not the only option. Neto et al. [45], 
utilize two accelerometers, one for each hand, in order to capture gestures and postures 
of right and left hand. One arm enables and disables the control of the robot and the 
other handles the manipulation of a 6 DOF robot in X, Y and Z-axes and the rotation 
about X, Y and Z-axes. The manipulation for translation and rotation is achieved in one 
axis at the time. To boost the recognition ratio, the authors put in practice Artificial Neural 
Networks. The average accuracy of the system is 92%. [45] 
Accelerometers were also deployed for the development of data gloves, [46]. In [47], five 
accelerometer were installed in each finger and one in the centre of the palm. The recog-
nition rate varies relying on the number of samples and the rate varies from 30% (for one 
sample) to 98% (for 25 samples). [47] Additionally, inertia and magnetic measurement 
units (IMMUs) can replace the accelerometers [9], [48], [49]. Flex sensors is another 
choice for data gloves. They offer accurate tracking for each finger detection with-out the 
need of additional back systems, [50].  
This section reviewed approaches for gesture based HRI for robot control. For most of 
the gesture recognition approaches, vision-based devices were utilized for capturing 
gestures but with lower gesture recognition rates compared to wearable devices. 
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2.4 Online Robot Programming 
Programming of industrial robot manipulators demands robot programming experts, halt 
of the manufacturing lines for long period of time and as a result the financial expenses 
are increased. Offline and online robot programming methods are those used throughout 
the industry. On the one hand, offline programming is based on a computer software, in 
which the robot’s work envelop along with any obstacles must be designed and posi-
tioned accurately as the real factory floor. On the other hand, online robot programming 
is achieved with the teach pendant, through which the industrial robot is manipulated to 
the positions of the desired path. The use of these methods require time and are not 
user-friendly for the people without knowledge on the field of robotics. Various ap-
proached, systems and frameworks have been developed by researchers, having as 
main goal the simplicity of the industrial robot programming process.  
Kohrt et al. [51], introduce a supportive system for programming a 5-axis industrial robot 
manipulator online, along with a plan planner for generating the final robot’s path. The 
proposed system is composed of a camera, joystick, teach pendant and the industrial 
robot manipulator. The purpose of the camera is to capture images from the robot’s cell 
to acquire information related with the position and orientation of possible objects and 
generate the CAD model of those objects. More information regarding the robot’s work 
envelope are acquired through manual manipulation of the robot (joystick and teach pen-
dant), non-specified robot movements and previously created robot programs. Different 
targets can be manually defined by the user. A path planner along with Voronoi roadmap 
generation and a mission planner, define the robot’s trajectory. [51] 
On the other hand, Schou et al. [52] develop an interface for programming “Autonomous 
Industrial Mobile Manipulator” (AIMM), [52]. The concept of AIMM consists of an indus-
trial robot manipulator attached to a mobile robot, [52]. The human-robot interface is built 
upon a graphical user interface and physical HRI through kinesthetics guidance. The 
process of robot programming is achieved into two steps. The first step is called the 
“Specification Phase”, [52]. On this step the user declares the sequence of the skills, 
such as move and pick, and the skills’ parameters. Then the user proceeds to the “Teach-
ing Phase”, [52]. The user through kinesthetics guidance, leads the robotic arm to de-
sired positions in skills sequence, as those were declared in the previous step. Kines-
thetics guidance is achieved through a force sensor which in turn, enables the direct 
physical HRI. The authors conducted two experiments; one simple (pick and place) and 
an advanced task (assembly). Within this work, the user graphical interface and the kin-
esthetics guidance are the means for the robot programming. [52] This research work, 
describes an interesting technique for programming which can be also operated by non-
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programming experts. However, it is restricted as the kinesthetics guidance requires 
force sensors attached to the robot manipulator, which in most of the cases is not a built-
in feature.  
In [53], Zoliewski and Pioskowik propose a “concept and implementation” for online robot 
programming. This implementation consists of body gestures and a user interface for 
enabling HRI. Human can interact with the robot via body gestures captured by a depth 
sensor. The target of the user interface is to manually manipulate the robot. A user ma-
nipulates the robot in X-Y-Z axes and rotate the end-effector. [53] 
A similar approach is presented in [54] by Pedersen et al. In this research work, a depth 
camera detects human body gestures along with the integration of a user interface. 
Within the user interface, the user defines the sequence of the robot’s skills to perform, 
similar to [53]. Such a skill is a grab an object; the object is indicated to the robot from 
the user by performing pointing gesture. Programming the robot is a process completed 
within two phases; sequence and teaching. In the initial phase, the user deals only with 
the user interface to define the sequence of the robot’s skills. Then, in the second phase 
user by performing body gestures can instruct the mobile robot manipulator to follow 
him/her, and later point out the object to grasp. The authors integrated QR codes in order 
for the robot to recognize which location or object the user points out. [54]  
On the other hand, body and hand-gestures are combined for programming an industrial 
robot, [5]. Body gesture are capture with a Kinect device, while hand gestures with Leap 
Motion Controller, as shown in Figure 3. The user can manipulate the robot upwards, 
downwards, right, left, forward and backward. The validation of this framework has been 
achieved after applying on an automotive industry for assembly. The experiments of this 
framework from five users indicate that body gestures are more appropriate for program-
ming the robot only if the robot’s accuracy is not required. Hand-gestures were preferred 
when the users were near the robot. Moreover, the participants mentioned that both hand 
and body-gestures are less time-consuming and are easier for the programming process 
compared to other ways of programming. [5] 
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Figure 3. Leap Motion Controller 
Within this section, related works to the online robot programming have been presented. 
Different approaches with the use of different input devices such as force sensors, cam-
eras and voice commands attempt to simplify the programming process. However, the 
vision-based systems provide an intuitive way for establishing the HRI. 
2.5 Summary 
This section summarizes the related works carried out for the field of HRI regarding the 
robot control and robot programming along with diverse input devices.  
The field of HRI studies the communication of the human and robot under different con-
ditions. The growth of the robots’ usage initiates the need for physical interaction for 
humans and robots, especially within the factory floor. The research works show that 
with physical HRI it is possible to reduce the time for a task completion with the least 
possible human effort. Moreover, the emergence of sensors, allow humans access harsh 
environments where human presence is not possible, by remotely controlling robots. Re-
mote interactions are not defined only due to the distinct distance among the human and 
the robot. Such a case is the online programming of an industrial robot manipulator 
through a teach-pendant. 
This thesis work is classified as a remote HRI as the human operator will manipulate the 
industrial robot for programming purposes in close proximity but without any direct inter-
action. 
Researchers developed various approaches for controlling industrial robot manipulators. 
The emergence of different gaming input devices which offer a more natural and intuitive 
experience, lead to the integration within the field of HRI for robot control. Vision-based 
devices and data glove capture the motions and movements of the human body. The 
users feel more comfortable as there is no need for in-depth knowledge for the operation 
of such devices. On the other hand, joysticks can equally control a robot manipulator, 
but this device as mean of interaction is not characterized as intuitive device. Similarly, 
hu-man-computer interfaces allow joint by joint control, but it is a rather complicated 
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mean. However, human-computer interfaces are helpful when their purpose is to observe 
the status of the operation. 
Speech is another approach for interacting with robots. However, the results show that 
such a mean of interaction has a low recognition rate, compared to gesture recognition, 
and it is highly affected by the pronunciation of the people. On the other, PDA as a device 
for HRI allows a successful interaction but such a device lacks intuitiveness. From one 
perspective this device could be considered as a replacement of a teach pendant as 
humans defines targets to be reached and robots’ end-effectors actions.  
The humans use their body, head and hands to express themselves or point to an object. 
Such expressions raise through the humans’ natural instincts. Vision-based and weara-
ble devices capture those expressions, but with different success rates which may be 
critical depending the applied application. Indeed, sensors, integrated software and de-
veloped applications can increase the recognition rate.  
The gesture-based robot control is extended to programming industrial robots online. 
Having in mind that the target is to allow task experts program industrial robots, the ap-
proach must enable an intuitive human-robot interface. From the literature, the most ap-
propriate method to achieve this is by utilizing vision-based and wearable devices. Other 
approaches, such as kinesthetics guidance, require sensors equipped on the industrial 
robot. Collaborative robots offer this option, but they are not as widely used as the known 
industrial robot manipulators. 
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3. PROPOSAL FOR HAND-GESTURE BASED 
PROGRAMMING  
The focus of this thesis is the development of an application that allow human operators 
to program industrial robot manipulators intuitively using hand-gestures as an attempt to 
reduce the need of traditional programming methods. Furthermore, human operator will 
manipulate the motion of the industrial robot with hand gestures. The use of hand ges-
tures by the humans, comes out naturally and by instinct. Thus, hand gestures as a mean 
of communication, might allow humans without robot programming skills to interact and 
program industrial robot manipulators. Concurrently, the industrial robot manipulator, will 
imitate the motion that the human operator performs with the hand. Within this thesis 
work, the human operator must program industrial robot independently of its manufac-
turer and structure. 
3.1 Proposal description 
In order to achieve the hand-gesture based programming of the industrial robot manipu-
lator, human operator will use both hands in order to proceed with the programming. One 
hand will control the robot’s action and the second hand will move on the space, so that 
the robot will imitate this movement. As a result, two devices are required. To select the 
most suitable devices it must be considered the ease of use, intuitiveness of handling 
such devices and precision and accuracy. 
The first device must be able to detect the static gestures performed with the left hand 
with the least possible errors. The second device must have hand-tracking possibilities 
to detect the motion of the hand and yield accurately the position of human operator’s 
hand as a reference within the Cartesian space. The two devices purchased for this 
thesis is a data glove from CaptoGlove Company1 and a hand-tracking device form Leap 
Motion Company2.  
In the industries the industrial robot manipulators that dominate are two types, 6 DOF 
and SCARA robots. FAST-Lab possesses both these types in its facilities. The ABB 
IRB120 [11] and the Adept eCobra 600 Pro from OMRON [12] were chosen to be the 
robot manipulators for this thesis.  
 
 
1 https://www.captoglove.com/ 
2 https://www.leapmotion.com/ 
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To compute the inverse kinematics, for creating the joint target, the MATLAB3 software 
will be used. Apart from this, within the MATLAB software, inverse kinematic solutions 
that are not feasible for the industrial robot manipulators must be discarded. The final 
joint target must be sent to robot’s controller and at the AC.  
A graphical web-based HMI (Human-Machine Interface) is required to be developed. The 
purpose of the HMI is not related to the robot’s programming process rather to define a 
set of settings for establishing the HRI. The HMI must allow the human operator to select 
the industrial robot manipulator that is going to be programmed. The importance of this 
selection is to redirect the Application Controller to the choose the appropriate kinematic 
calculator to solve the inverse kinematics. Moreover, the human operator must be able 
to declare what will be the available workspace limits to manipulate the industrial robot. 
The limits must define the upper and lower possible reachable coordinate in X-Y-Z axes.  
As each robot manipulator might have different IP and port settings in order to establish 
a connection, human operator must be able to define those settings. Then the human 
operator must connect the data glove with the Application Controller. The same option 
does not exist for the hand-tracking device as there is no need for such an action. After 
the completion of the robot’s programming process, the human operator must be able to 
generate the final robot’s code. The HMI provides also to the user the possibility to ob-
serve I which Cartesian coordinate position is currently the TCP of the robot and the 
connection status of all the components within the system must be shown in order to 
recognize any failure in the connection process. Finally, instructions regarding the oper-
ation of the whole application and the predefined hand gestures must be easily accessi-
ble. 
Human operator must be able to determine by hand gestures the actions of the robot. In 
another approach all of the controlling commands regarding the robot’s action could be 
added in the HMI. However, such an approach reduces the intuitiveness are distracts 
the human operator from the main goal, the robot programming. The main actions of the 
robot must be to move in the workspace or hold its current position. Two more gestures 
are required to control the end-effector of the gripper. For this thesis as an end-effector 
is selected a gripper, and thus the human operator must be able to send the command 
to grasp or release the work-object. The initiation and termination of storing the targets 
must be marked with two different hand gestures. Moreover, the distinction of different 
task within one robot code can be achieved. Last but not least, is the determination of 
whether the gestures are enabled or disabled. This feature ensures that any accidental 
 
 
3 https://www.mathworks.com/products/matlab.html 
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attempt to perform a gesture by the human operator will not cause any undesirable ac-
tion.  
To establish the HRI it is vital to develop a controller that will handle all the communica-
tion of all the aforementioned components. The controller for this thesis has been named 
Application Controller (AC) and precedes that all the components must be able to com-
municate using Sockets for exchanging all the data. The AC must receive the readings 
from the sensors of the data glove and recognize the currently performed gesture by the 
human operator’s left hand. Meanwhile, the right hand must be in the interaction area of 
the hand-tracking device, so that the AC receives the position. In case that one these 
requirements are not fulfilled the AC should not order any action to the robot.  
After the AC receives from the HMI the robot to be programmed, the robot’s network 
settings and the workspace limits, it establishes connection with the MATLAB software. 
Then the position of the tracked by the hand-tracking device, is sent to MATLAB as a 
target in the Cartesian space, where the inverse kinematics will be computed and then 
sent to the robot’s controller the new joint target. This new joint target must be received 
also by the AC in order to be stored for creating the robot’s code.   
The human operator indicates the termination of the programming process by performing 
the appropriate gesture. The AC analyses the programmed paths and discards unnec-
essary targets. The human operator orders the final robot code from the HMI, the AC 
must generate the appropriate code, depending the robot manufacturer. 
Finally, task optimization techniques will be examined in order to optimize the created 
path by the human operator. The purpose of such algorithms is to attempt to smooth the 
created path and reduce the cycle time of the task. 
3.2 Components 
This section presents a description and the technical characteristics of the selected com-
ponents to proceed with this thesis work. The first component is the data glove. Various 
data gloves are available in the market with different integrated sensors. Most common 
are the bending sensors and IMUs (Inertial Measurement Units). Wireless communica-
tion technologies allow the users to operate such a device without the restriction of being 
in close proximity with the computer. Regarding the gesture recognition, data gloves offer 
higher successful recognition rates compared to vision-based devices. 
The hand-tracking device chosen, the Leap Motion Controller, tracks the displacement 
of the hand and have the possibility to have a reference point from which the human 
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operator can always start to manipulate the robot manipulator. Devices with depth cam-
eras can also detect the position of the hand. However, the Leap Motion Controller pro-
vides data with high accuracy, [55]. 
The selected industrial robot manipulators are the ABB IRB120 and OMRON Adept eCo-
bra 600 PRO. The IRB120 is a 6 DOF industrial robot and eCobra 600 PRO a SCARA 
type of robot manipulator with 4 DOF. The selection of these robot manipulators is based 
on the validation of hand-gesture programming robot manipulators independently of their 
manufacturer and structure. 
The calculator of inverse kinematics is software component. The development is 
achieved through the MATLAB software.   
The integration and communication of the all the hardware and software components will 
be achieved through a main controller, the Application Controller. AC will connect to the 
data glove, hand-tracking device and the Inverse Kinematics Calculator (IKC) to recog-
nize the performed gestures, receive the hand-position information and transmit them to 
the IKC. Finally, the industrial robot manipulators, will communicate only with the IKC.  
3.2.1 Data glove 
The pair of data glove chosen for this thesis is the CaptoGlove. Figure 4 depicts the right-
hand glove of CaptoGlove utilized within this thesis. Table 1 shows the technical speci-
fications of the data glove. They offer individual finger and hand-tracking features. In 
order to capture the static gestures five bending sensors are integrated on the glove, one 
on each finger. The glove offers wireless connection with the computer using BTLE 
(Bluetooth Low Energy)4 technology, which allows the user to move freely without being 
restricted from cables.  
The CaptoGlove Company provides offers different SDK (Software Development Kit) 
packages (Unreal 4.0, .NET and Unity, C++) [56] for developing applications in order to 
retrieve data from the data glove’s sensors. For this thesis, the C++ SDK will be used in 
order to acquire data from the finger’s sensors and then transmit them to the controller. 
 
 
4 https://www.bluetooth.com/ 
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Figure 4. CaptoGlove [57] 
Table 1. CaptoGlove technical specifications [57] 
Characteristics Attributes 
Sensors 
• Gyroscope (X, Y and Z-axes) 
• Accelerometer (X, Y and Z-axes) 
• Magnetometer (X, Y and Z-axes) 
• Barometer 
• Five bending sensors 
• One pressure sensor 
Battery 
Ten hours rechargeable Li-ion Polymer 
Battery (3.7V USB cable) 
Connectivity Technology BLTE 
 
This pair of data glove was chosen for this thesis due to the ease of data transmission, 
the wireless connectivity, the battery’s capacity and the availability to replace the bending 
sensors in case of breaking down. Another data glove was previously purchased with 
similar characteristics, but the replacement of sensors and the support were insufficient. 
3.2.2 Hand-tracking device 
As the robot manipulator must follow the position of the human operator’s hand, a hand-
tracking device is required. The Leap Motion Controller, is presented in Figure 5 (left 
figure), can track the palms and the fingers of both hands and offers accurate date of the 
palm and the fingers’ pinpoint with low latency. More technical specifications of the de-
vice are shown in Table 2. Compared to other tracking devices which integrate depth 
sensors, Leap Motion Controller integrates cameras and IR (Infrared) LEDs. As a result, 
the tracking of the hand can occur also in low lighting conditions, but the interaction area 
is significantly smaller compared to depth sensor devices. The interaction of the Leap 
Motion Controller is shown in Figure 5 (right figure). The device is able to detect motions 
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of a human operators’ hands 80 cm above the device, 80 cm wide and deep with 150o 
and 120o angle respectively [58]. 
 
 
Figure 5.  Leap Motion Controller (left figure) and the interaction area (right figure) 
[58] 
Table 2. Leap Motion Controller technical specifications [59] 
Characteristics Attributes 
Sensors 
• Two IR cameras 
• Three LEDs 
Frames 200 per second 
Dimensions 
• Width: 80 mm 
• Depth: 30 mm 
• Height: 13 mm 
Connectivity Technology USB cable 
3.2.3 Industrial Robot Manipulators 
Two robots were chosen for this thesis work, the ABB IRB 120 and the Adept eCobra 
600 Pro from OMRON. The FAST-Lab has is equipped with different robot manufacturers 
and robot types. For this thesis, the two robots were chosen to test the outcome of this 
thesis not only in one specific robot type and manufacturer. The following subsections 
briefly describe the specifications of the two industrial robot manipulators. 
3.2.4 OMRON Adept eCobra 600 PRO 
The first industrial robot manipulator is the Adept eCobra 600 Pro from OMRON [60]. 
Figure 6 shows the eCobra 600 Pro robot. This is a SCARA robot with 4 DOF. The max-
imum reach is 600 mm and it can carry out payload up to 5.5 kg. the robot’s controller 
and amplifiers are fully integrated in back side of the robot. Table 3 shows the eCobra 
600 Pro specifications [12]. The robot is integrated in the FASTory line at the FAST-Lab 
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of Tampere University in Hervanta. In this case the robot is already equipped with an 
end-effector for painting mobile phones on paper. 
 
Figure 6. OMRON Adept eCobra 600 PRO [60] 
Table 3. Adept eCobra 600 PRO specifications [12] 
Feature             Value 
Degrees of Freedom 4 
Handling capacity (kg) 5.5 kg 
Reach 600 mm 
Weight (kg)            41 kg 
 
3.2.5 ABB IRB120 
The second industrial robot manipulator to be programmed is the ABB IRB120, as shown 
in Figure 7 (left figure). This is a 6 DOF robot with maximum reach at 580 mm and can 
carry workpieces up to 3 kg taking into consideration the weight of the robot’s end-effec-
tor. The robot has as an end-effector the ABB Smart Gripper. 
The robot’s controller is the IRC5 Compact [61], as shown in Figure 7 (right figure), with 
the control software RobotWare in charge of robot’s motion control, development and 
external communication. Table 4 show the specification of ABB IRB120 robot manipula-
tor. 
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Figure 7. ABB IRB120 industrial robot (left figure) [11], and IRC5 Compact robot 
controller (right figure) [61] 
Table 4. ABB IRB120 specifications [62] 
Feature             Value 
Degrees of Freedom 6 
Handling capacity (kg) 3 kg 
Reach 580 mm 
Weight (kg)            25 kg 
3.3 Robot manipulator kinematics 
The robot manipulator kinematics are classified into two kinematics problems, the for-
ward and inverse kinematics, as shown in Figure 8. Forward kinematics regards the cal-
culation of position and orientation for the end-effector, given the angles of each robot’s 
joint. On the other hand, the inverse kinematics problem, computes the robot’s joint an-
gles given the desired position and orientation to be reached by the industrial robot ma-
nipulator. 
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Figure 8. Transition from forward to inverse kinematics 
3.3.1 Forward kinematics 
Forward kinematics concern the derivation of the position (in Cartesian space) and ori-
entation of the robot manipulator’s end-effector considering the given angle of each ro-
bot’s joint (𝐽1 … 𝐽𝑛),  as shown in Figure 9. 
 
Figure 9. Outcome of forward kinematics 
In 1955, Denavit and Hartenberg [63], [64] presented a convention for attaching coordi-
nate frames to spatial linkages. Paul [65], showed the ease of DH convention to describe 
the geometry of a robot manipulator and from it derive the kinematic equations of the 
robot manipulator which later leads to the calculation of the forward kinematics. The DH 
table along with the description of each feature is presented in Table 5. 
Table 5. Denavit-Hartenberg convention [66], [67] 
Feature Symbol Description 
Joint angle 𝜃 
The angle from 𝑥𝑖−1to 𝑥𝑖 
axes about 𝑧𝑖−1 axis. 
Link offset 𝑑 
The distance from the 
origin of frame 𝑖 − 1 to 𝑥𝑖 
along 𝑧𝑖−1. 
Link twist 𝑎 
The angle from 𝑧𝑖−1to 𝑧𝑖 
axis about 𝑥𝑖. 
Link length 𝛼 The offset distance from 
the 𝑧𝑖−1 to 𝑧𝑖 along the 𝑥𝑖. 
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This convention, or as it is usually called DH convention, describes the rotation and 
translation between two frames along Z-axis and X-axis, and it represented by a 4x4 
homogenous transformation matrix. This matrix is a representation of the rotation and 
the translation that occurs on X and Z-axes, and it is described using the following matrix 
representation, as shown in [67]:  
 𝑇𝑖
𝑖−1  =   𝑅𝑜𝑡𝑧𝑖(𝑑𝑖) 𝑇𝑟𝑎𝑛𝑠𝑧𝑖(𝑑𝑖) 𝑅𝑜𝑡𝑥𝑖(𝛼𝑖) 𝑇𝑟𝑎𝑛𝑠𝑥𝑖(𝑎𝑖) ( 1 ) 
Each of the individual matrices to construct the homogenous transformation matrix are 
presented below: 
 𝑇𝑟𝑎𝑛𝑠𝑧𝑖(𝑑𝑖)  = [
1 0 0 0
0 1 0 0
0 0 1 𝑑𝑖
0 0 0 1
]   
( 2 ) 
 𝑅𝑜𝑡𝑧𝑖(𝜃𝑖) = [
cos 𝜃𝑖 − sin 𝜃𝑖 0 0
sin 𝜃𝑖 cos 𝜃𝑖 0 0
0 0 1 0
0 0 0 1
]   
 𝑇𝑟𝑎𝑛𝑠𝑥𝑖(𝑎𝑖 , 𝑖+1 ) = [
1 0 0 𝑎𝑖 , 𝑖+1
0 1 0 0
0 0 1 0
0 0 0 1
]   
 𝑅𝑜𝑡𝑥𝑖(𝛼𝑖 , 𝑖+1 )  = [
1 0 0 0
0 cos 𝛼𝑖 , 𝑖+1 −sin 𝛼𝑖 , 𝑖+1 0
0 sin 𝛼𝑖 , 𝑖+1 cos 𝛼𝑖 , 𝑖+1 0
0 0 0 1
]   
The complete transformation matrix is: 
 𝑇𝑖
𝑖−1  = [
cos 𝜃𝑖 −cos 𝛼𝑖 sin 𝜃𝑖 sin 𝛼𝑖  sin 𝜃𝑖 𝑎𝑖 cos 𝜃𝑖
sin 𝜃𝑖 cos 𝛼𝑖 cos 𝜃𝑖 −sin 𝛼𝑖 sin 𝜃𝑖 𝑎𝑖  sin 𝜃𝑖
0 sin 𝛼𝑖 cos 𝛼𝑖 𝑑𝑖
0 0 0 1
]   ( 3 ) 
where 𝜃𝑖, 𝑑𝑖, 𝑎𝑖 and 𝛼𝜄 are the geometric parameters of the 𝑖
𝑡ℎ joint as those were defined 
in DH convention [67], [68].  
The homogenous transformation matrix consists of two sub-matrices, a 3x3 rotation ma-
trix and a 3x1 translational vector. The homogenous transformation matrix can be repre-
sented, as shown in [67], as: 
 𝑇 =  [
𝑅3𝑥3 𝑃3𝑥1
0 1
]𝑖
𝑖−1  ( 4 ) 
3.3.2 Inverse kinematics 
Inverse kinematics concern the calculation of the robot manipulator’s joint angles 𝐽1 …𝐽𝑛,  
given the position and orientation of the end-effector as it can be seen through Figure 
10. 
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Figure 10. Outcome of inverse kinematics 
To solve the problem of inverse kinematics different approaches can be selected, de-
pending the robot’s structure. The following sub-sections describe the kinematic analysis 
of the two industrial robot manipulators and the calculation of the inverse kinematics for 
each individual robot of this thesis. 
3.3.3 Adept eCobra 600 PRO kinematics analysis 
First the DH convention is defined for the OMRON Adept eCobra 600 PRO according to 
the Denavit-Hartenberg rules, as those defined on Table 5. Table 6 shows the D-H con-
vention for the Adept eCobra 600 PRO industrial robot. 
Table 6. D-H convention of Adept eCobra 600 PRO 
Joint 𝒊 𝜽 𝒅 𝒂 𝜶 
1 𝜃1 387 325 0 
2 𝜃2 0 275 𝜋 
3 0 𝑞3 0 0 
4 𝜃4 0 0 0 
Then the homogenous transformation matrices between two joints from the robot’s base 
to the robot’s TCP are defined using the Equation ( 1 ). In total 4 matrices will be created. 
 𝑇1
0  = [
𝑐1 −𝑠1 0 325 ∗ 𝑐1
𝑠1 𝑐1 0 325 ∗ 𝑠1
0 0 1 387
0 0 0 1
]   
( 5 )  𝑇2
1  = [
𝑐2 𝑠2 0 275 ∗ 𝑐2
𝑠2 −𝑐2 0 275 ∗ 𝑠2
0 0 −1 0
0 0 0 1
]   
 𝑇3
2  = [
𝑐3 −𝑠3 0 0
𝑠3 𝑐3 0 0
0 0 1 𝑞3
0 0 0 1
]   
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 𝑇4
3  = [
𝑐4 −𝑠4 0 0
𝑠4 𝑐4 0 0
0 0 1 0
0 0 0 1
]   
where 𝑐𝑖 = cos (𝜃𝑖) and 𝑠𝑖 = sin (𝜃𝑖). 
To obtain the homogenous transformation matrix from the base of the industrial manip-
ulator till robot’s TCP, the previous matrices must be multiplied as: 
 𝑇4
0 = 𝑇1
0 ∗  𝑇2
1 ∗  𝑇3
2 ∗  𝑇4
3  ( 6 ) 
This matrix from Equation ( 6 ) will have the following form: 
 𝑇4
0  = [
𝑟11 𝑟12 𝑟13 𝑝𝑥
𝑟21 𝑟22 𝑟23 𝑝𝑦
𝑟31 𝑟32 𝑟33 𝑝𝑧
0 0 0 1
]   ( 7 ) 
where: 
𝑟11 = 𝑐4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2) + 𝑠3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)) + 𝑠4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)
− 𝑠3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)) 
( 8 ) 
𝑟12 = 𝑐4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1) + 𝑠3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)) − 𝑠4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)
− 𝑠3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)) 
𝑟13 = 0 
𝑟21 = 𝑐4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1) − 𝑠3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)) − 𝑠4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)
− 𝑠3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)) 
𝑟22 = −𝑐4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2) + 𝑠3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)) − 𝑠4 ∗ (𝑐3 ∗ (𝑐1 ∗ 𝑠2 + 𝑐2 ∗ 𝑠1)
− 𝑠3 ∗ (𝑐1 ∗ 𝑐2 − 𝑠1 ∗ 𝑠2)) 
𝑟23 = 0 
𝑟31 = 0 
𝑟32 = 0 
𝑟33 = −1 
𝑝𝑥 = 325 ∗ 𝑐1 + 275 ∗ 𝑐1 ∗ 𝑐2 − 275 ∗ 𝑠1 ∗ 𝑠2 
𝑝𝑦 = 325 ∗ 𝑠1 + 275 ∗ 𝑐1 ∗ 𝑠2 − 275 ∗ 𝑐2 ∗ 𝑠1 
𝑝𝑧 = 387 − 𝑞3 
and 𝑐𝑖 = cos (𝜃𝑖) and 𝑠𝑖 = sin (𝜃𝑖). 
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3.3.4 Adept eCobra 600 PRO inverse kinematics 
The structure of the Adept eCobra 600 PRO consists of three revolute (𝜃1, 𝜃2, 𝜃4) and 
one prismatic (𝑞3) joints, so the robot has a configuration of RRPR. The calculation of 
the inverse kinematics for the OMRON Adept eCobra 600 pro is achieved using the ge-
ometric approach, similarly to [69]. In order to proceed with solving the problem of inverse 
kinematics of the Adept eCobra 600 PRO industrial the schematic diagram of a SCARA 
robot in 2D from the top side must be considered, as shown in Figure 11. 
 
Figure 11. Schematic diagram of SCARA robot in 2D 
From the above diagram 𝑎1 and 𝑎2 represent the length of the segment 𝑃1 to 𝑃2 and 𝑃2 
to (𝑃𝑥 , 𝑃𝑦) respectively. 𝜃1 and 𝜃2 are the angles of joint 1 and joint 2. The values 𝐴1 and 
𝐴2 are the divided angles of 𝜃1. 
The points 𝑃1, 𝑃2 and 𝑃𝑥 , 𝑃𝑦, form a triangle with three sides, 𝑎1, 𝑎2 and 𝑑. Applying the 
law of cosines in this triangle it is possible to calculate the angle of 𝜃2. The law of cosines 
comes from the Pythagorean theorem which is applied only on right-angle triangles. The 
following Equation ( 9 ) express the law of cosines, from which the angle 𝜃2 is calculated: 
 𝑑2 = 𝑎1
2 + 𝑎2
2 − 2 ∗ 𝑎1 ∗ 𝑎2 cos(𝜃2) ( 9 ) 
and therefore: 
 𝜃2 = ±cos
−1(
𝑎1
2 + 𝑎2
2 − 𝑑2
2 ∗ 𝑎1 ∗ 𝑎2
) ( 10 ) 
The next step is to calculate the angles of 𝐴1 and 𝐴2 in order to find the 𝜃1. From the 
schematic diagram of the Figure 11, it can be observed that a right-angle triangle is cre-
ated, with points 𝑃1, 𝑃2 and 𝑃𝑥 , 𝑃𝑦. 
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 Applying the arctangent of y and x the angle of 𝐴1 is calculated as shown in the following 
equation: 
 𝐴1 = tan
−1(
𝑦
𝑥
) ( 11 ) 
On the other hand, in order to calculate 𝐴2 the law of cosines must be applied again. 
 𝐴2 = cos
−1(
𝑑2 + 𝑎1
2 − 𝑎2
2
2 ∗ 𝑑 ∗ 𝑎1
) ( 12 ) 
Then by adding or subtracting the angles of 𝐴1 and 𝐴2 it is possible calculate angle of 𝜃1 
depending the required configuration of the robot (right or left configuration).  
To solve the displacement of 𝑞3: 
 𝑞3 = 𝑑1 − 𝑃𝑧 ( 13 ) 
Finally, the calculation of 𝜃4 is achieved by: 
 𝜃4 = 𝜃1 + 𝜃2 − 𝑡𝑎𝑛2
−1(𝑟11, 𝑟12) ( 14 ) 
3.3.5 ABB IRB120 kinematics analysis 
The DH convention is constructed following the Denavit-Hartenberg rules as shown in 
Table 5. Therefore, the DH convention for the ABB IRB120 robot is shown in Table 7: 
Table 7. DH convention for the ABB IRB120 
Joint 𝒊 𝜽 𝒅 𝒂 𝜶 
1 𝜃1 290 0 −𝜋/2 
2 𝜃2 − 𝜋/2 0 270 0 
3 𝜃3 0 70 −𝜋/2 
4 𝜃4 302 0 𝜋/2 
5 𝜃5 0 0 −𝜋/2 
6 𝜃6 +  𝜋 72 0 0 
Then the homogenous transformation matrices between two joints from the robot’s base 
to the TCP are defined using the Equation ( 1 ). In total 6 matrices will be created. 
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 𝑇1
0  = [
𝑐1 0 −𝑠1 0
𝑠1 0 𝑐1 0
0 −1 0 𝑑1
0 0 0 1
]   
( 15 ) 
 𝑇2
1  = [
𝑐2 −𝑠2 0 270 ∗ 𝑐2
𝑠2 𝑐2 0 270 ∗ 𝑠2
0 0 1 0
0 0 0 1
]   
 𝑇3
2  = [
𝑐3 0 −𝑠3 70 ∗ 𝑐3
𝑠3 0 𝑐3 70 ∗ 𝑠3
0 −1 0 0
0 0 0 1
]   
 𝑇4
3  = [
𝑐4 0 𝑠4 0
𝑠4 0 −𝑐4 0
0 1 0 302
0 0 0 1
]   
 𝑇5
4  = [
𝑐5 0 −𝑠5 0
𝑠5 0 𝑐5 0
0 −1 0 0
0 0 0 1
]   
 𝑇6
5  = [
𝑐6 −𝑠6 0 0
𝑠6 𝑐6 0 0
0 0 1 72
0 0 0 1
]   
where 𝑐𝑖 = cos (𝜃𝑖) and 𝑠𝑖 = sin (𝜃𝑖). 
To obtain the homogenous transformation matrix from the robot manipulator’s base to 
the robot’s TCP, the previous matrices must be multiplied as: 
 𝑇6
0 = 𝑇1
0 ∗  𝑇2
1 ∗  𝑇3
2 ∗  𝑇4
3 ∗ 𝑇5
4 ∗ 𝑇6
5  ( 16 ) 
This matrix will have the following form: 
 𝑇6
0  = [
𝑟11 𝑟12 𝑟13 𝑝𝑥
𝑟21 𝑟22 𝑟23 𝑝𝑦
𝑟31 𝑟32 𝑟33 𝑝𝑧
0 0 0 1
]   ( 17 ) 
where: 
 
𝑟11 = 𝑠6 ∗ (𝑐4 ∗ 𝑠1 − 𝑠4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3)) − 𝑐6 ∗ (𝑠5(𝑐1 ∗ 𝑐2 ∗ 𝑠3 + 𝑐1 ∗ 𝑐3 ∗ 𝑠2)
− 𝑐5 ∗ (𝑠1 ∗ 𝑠4 + 𝑐4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3)) 
( 18 ) 
𝑟12 = 𝑠6 ∗ (𝑠5 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑠3 + 𝑐1 ∗ 𝑐3 ∗ 𝑠2) − 𝑐5
∗ (𝑠1 ∗ 𝑠4 + 𝑐4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3))) + 𝑐6
∗ (𝑐4 ∗ 𝑠1 − 𝑠4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3)) 
𝑟13 = −𝑐5 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑠3 + 𝑐1 ∗ 𝑐3 ∗ 𝑠2) − 𝑠5 ∗ (𝑠1 ∗ 𝑠4 + 𝑐4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3)) 
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𝑟21 = −𝑐6 ∗ (𝑠5 ∗ (𝑐2 ∗ 𝑠1 ∗ 𝑠3 + 𝑐3 ∗ 𝑠1 ∗ 𝑠2) + 𝑐5
∗ (𝑐1 ∗ 𝑠4 − 𝑐4(𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3))) − 𝑠6 ∗ (𝑐1 ∗ 𝑐4 + 𝑠4
∗ (𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3)) 
𝑟22 = 𝑠6 ∗ (𝑠5 ∗ (𝑐2 ∗ 𝑠1 ∗ 𝑠3 + 𝑐3 ∗ 𝑠1 ∗ 𝑠2) + 𝑐5
∗ (𝑐1 ∗ 𝑠4 − 𝑐4 ∗ (𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3))) − 𝑐6 ∗ (𝑐1 ∗ 𝑐4 + 𝑠4 ∗ (𝑐2
∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3)) 
𝑟23 = 𝑠5 ∗ (𝑐1 ∗ 𝑠4 − 𝑐4 ∗ (𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3)) − 𝑐5 ∗ (𝑐2 ∗ 𝑠1 ∗ 𝑠3 + 𝑐3 ∗ 𝑠1 ∗ 𝑠2) 
𝑟31 = 𝑠4 ∗ 𝑠6 ∗ (𝑐2 ∗ 𝑠3 + 𝑐3 ∗ 𝑠2) − 𝑐6 ∗ (𝑠5 ∗ (𝑐2 ∗ 𝑐3 − 𝑠2 ∗ 𝑠3) + 𝑐4 ∗ 𝑐5 ∗ (𝑐2 ∗ 𝑠3 + 𝑐3
∗ 𝑠2)) 
𝑟32 = 𝑠6 ∗ (𝑠5 ∗ (𝑐2 ∗ 𝑐3 − 𝑠2 ∗ 𝑠3) + 𝑐4 ∗ 𝑐5(𝑐2 ∗ 𝑠3 + 𝑐3 ∗ 𝑠2)) + 𝑐6 ∗ 𝑠4 ∗ (𝑐2 ∗ 𝑠3 + 𝑐3
∗ 𝑠2) 
𝑟33 = 𝑐4 ∗ 𝑠5 ∗ (𝑐2 ∗ 𝑠3 + 𝑐3 ∗ 𝑠2) − 𝑐5 ∗ (𝑐2 ∗ 𝑐3 − 𝑠2 ∗ 𝑠3) 
𝑝𝑥 = 270 ∗ 𝑐1 ∗ 𝑐2 − 72 ∗ 𝑐5 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑠3 + 𝑐1 ∗ 𝑐3 ∗ 𝑠2) − 72 ∗ 𝑠5
∗ (𝑠1 ∗ 𝑠4 + 𝑐4 ∗ (𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 𝑐1 ∗ 𝑠2 ∗ 𝑠3)) + 70 ∗ 𝑐1 ∗ 𝑐2 ∗ 𝑐3 − 302
∗ 𝑐1 ∗ 𝑐2 ∗ 𝑠3 − 302 ∗ 𝑐1 ∗ 𝑐3 ∗ 𝑠2 − 70 ∗ 𝑐1 ∗ 𝑠2 ∗ 𝑠3 
𝑝𝑦 = 270 ∗ 𝑐2 ∗ 𝑠1 − 72 ∗ 𝑐5 ∗ (𝑐2 ∗ 𝑠1 ∗ 𝑠3 + 𝑐3 ∗ 𝑠1 ∗ 𝑠2) + 72 ∗ 𝑠5
∗ (𝑐1 ∗ 𝑠4 − 𝑐4 ∗ (𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 𝑠1 ∗ 𝑠2 ∗ 𝑠3)) + 70 ∗ 𝑐2 ∗ 𝑐3 ∗ 𝑠1 − 302
∗ 𝑐2 ∗ 𝑠1 ∗ 𝑠3 − 302 ∗ 𝑐3 ∗ 𝑠1 ∗ 𝑠2 − 70 ∗ 𝑠1 ∗ 𝑠2 ∗ 𝑠3 
𝑝𝑧 = 302 ∗ 𝑠2 ∗ 𝑠3 − 302 ∗ 𝑐2 ∗ 𝑐3 − 70 ∗ 𝑐2 ∗ 𝑠3 − 70 ∗ 𝑐3 ∗ 𝑠2 − 270 ∗ 𝑠2 − 72 ∗ 𝑐5
∗ (𝑐2 ∗ 𝑐3 − 𝑠2 ∗ 𝑠3) + 72 ∗ 𝑐4 ∗ 𝑠5 ∗ (𝑐2 ∗ 𝑠3 + 𝑐3 ∗ 𝑠2) + 290 
and 𝑐𝑖 = cos (𝜃𝑖) and 𝑠𝑖 = sin (𝜃𝑖). 
3.3.6 ABB IRB120 inverse kinematics 
The ABB IRB 120 is an industrial robot manipulator with a spherical wrist. This can be 
justified due to the fact that the axes of joints 4, 5 and 6 of the robot intersect. Hence, to 
solve the inverse kinematics for the IRB120, a closed-form solution will be chosen to 
obtain all the joint angles. The problem of inverse kinematics will be splitted into two 
distinct parts. The first problem concerns the calculation of the position of 𝜃1, 𝜃2 and 𝜃3, 
similarly to [67], [70], [71]. Then, the second problem regards the orientation to be 
achieved by the end-effector. This concerns the calculation of the last three joint angles 
(𝜃4, 𝜃5 and 𝜃6),  as J. J. Craig, [72]. 
On such a manipulator, the first step is to define the 𝑉 point, which is the point in which 
the last three joints intersect. The 𝑉 can be calculated using the following equation similar 
to [67]: 
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 𝑃𝑉 = [
𝑝𝑥
 𝑝𝑦
 𝑝𝑧
] − 𝑑6 ∗ [
𝑎𝑥
 𝑎𝑦
 𝑎𝑧
] ( 19 ) 
Then the angle 𝜃1 can be computed as: 
 𝜃1 = 𝑡𝑎𝑛2
−1(𝑃𝑉𝑥 , 𝑃𝑉𝑦) ( 20 ) 
If there is a solution for the 𝜃1, then there is also a solution for 𝜃1 + 𝜋, [67]. If 𝜃1 has two 
possible solutions, then angles 𝜃2 and 𝜃3 can also have two possible solutions. Up to 
this point, there are in total four possible solutions.  
The next step is to calculate the 𝜃2. To achieve this, a schematic diagram of link 2 and 3 
of the robot’s manipulator will be considered, as shown in the following Figure 12. 
 
Figure 12. Schematic diagram of link 2 and link 3 
To calculate the 𝜃2 angle, the law of cosines is applied.  
The points 𝑃𝑉𝑥 and 𝑃𝑉𝑦 are the robot’s TCP in terms of the previously calculated 𝜃1. The 
matrix 𝑇1
0  is calculated according to the solved 𝜃1 angle and then multiplied by the previ-
ously calculated 𝑃𝑉 matrix. 
 𝑃𝑉1 = [
𝑃𝑉𝑥
 𝑃𝑉𝑦
 𝑃𝑉𝑧
] ∗ 𝑇1
0  ( 21 ) 
Now, the angle 𝜃2 is calculated according to the following equations. 
 𝑟 =  √𝑃𝑉𝑥1
2 + 𝑃𝑉𝑦1
2  ( 22 ) 
 𝐴1 = 𝑎𝑡𝑎𝑛2
−1(𝑃𝑉𝑦1, 𝑃𝑉𝑥1)) ( 23 ) 
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 𝐴2 = cos
−1((𝐿2
2 + 𝑟2 − 𝐿3
2)/(2 ∗ 𝑟 ∗ 𝐿2)) ( 24 ) 
Now we calculate 𝜃2 for two possible configurations, elbow up and elbow down [70], [71].  
 𝜃2 =
𝜋
2
− 𝐴1 − 𝐴2 ( 25 ) 
and, 
 𝜃2 =
𝜋
2
− 𝐴1 + 𝐴2 ( 26 ) 
The angle of 𝜃3 is calculated similarly to 𝜃2, as in [70], [71] with the following equations: 
 𝑟 =  √𝑃𝑉𝑥1
2 + 𝑃𝑉𝑦1
2  ( 27 ) 
 𝐴3 = cos
−1((𝐿2
2 + 𝐿3
2 − 𝑟2)/(2 ∗ 𝐿2 ∗ 𝐿3)) ( 28 ) 
Finally, the two solutions as for the robot’s configuration with the elbow up and elbow 
down for 𝜃3 are calculated similar to [70], [71]: 
 𝜃3 = 𝜋 − (𝜋 − 𝐴3) − 𝐴3 ( 29 ) 
 
𝜃3 = 𝜋 − (𝜋 − 𝐴3) + 𝐴3 
 
( 30 ) 
Now the calculation of the first subproblem (calculation of the position of 𝜃1, 𝜃2 and 𝜃3) 
is completed. Then, the second problem regards the orientation of the end-effector will 
be calculated (angles of 𝜃4, 𝜃5 and 𝜃6). To achieve this, the Z-Y-Z Euler solution will be 
utilized to determine the  𝜃4, 𝜃5 and 𝜃6, as those explained by J. J. Craig’s book, [72]. 
The rotation matrix of the Z-Y-Z Euler solution will be the following, [72]:  
 𝑅𝑧𝑦𝑧(𝜑, 𝜃, 𝜓) = [
cos 𝜑 −sin𝜑 0
sin𝜑 cos𝜑 0
0 0 1
] [
cos 𝜃 0 sin 𝜃
0 1 0
sin 𝜃 0 cos 𝜃
] [
cos𝜓 −sin 𝜓 0
sin𝜓 cos𝜓 0
0 0 1
] ( 31 ) 
 𝑅𝑧𝑦𝑧(𝜑, 𝜃, 𝜓) = [
𝑐𝜑 ∗ 𝑐𝜓 ∗ 𝑐𝜓 − 𝑠𝜑 ∗ 𝑠𝜓 −𝑐𝜑 ∗ 𝑐𝜓 ∗ 𝑐𝜓 − 𝑠𝜑 ∗ 𝑠𝜓 𝑐𝜑 ∗ 𝑠𝜃
𝑠𝜑 ∗ 𝑐𝜃 ∗ 𝑐𝜓 − 𝑐𝜑 ∗ 𝑠𝜓 −𝑠𝜑 ∗ 𝑐𝜃 ∗ 𝑐𝜓 − 𝑐𝜑 ∗ 𝑠𝜓 𝑠𝜑 ∗ 𝑠𝜃
−𝑠𝜃 ∗ 𝑐𝜓 𝑠𝜃 ∗ 𝑠𝜓 𝑐𝜃
] ( 32 ) 
In order to calculate the angles of the last three joints, their rotation matrix must be de-
rived. With the already calculated 𝜃1, 𝜃2 and 𝜃3, it is possible to calculate the rotation 
matrix 𝑅3
0 . Given the rotation matrix from the robot’s base to the robot’s TCP, the 𝑅6
3  can 
be derived as, [72]: 
 𝑅 =6
3 ( 𝑅)𝑇 ∗3
0 𝑅6
0  ( 33 ) 
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Then, 
 𝑅6
3
𝑍′𝑌′𝑍′(𝜑, 𝜃, 𝜓)  = [
𝑟11 𝑟12 𝑟13 𝑝𝑥
𝑟21 𝑟22 𝑟23 𝑝𝑦
𝑟31 𝑟32 𝑟33 𝑝𝑧
0 0 0 1
]   ( 34 ) 
Now the angles of  𝜃4, 𝜃5 and 𝜃6 can be calculated by applying Z-Y-Z Euler’s formula, 
[72]. 
If 𝜃5 ≠ 0 then for elbow up: 
 𝜃5 = 𝑡𝑎𝑛2
−1(√𝑟31
2 + 𝑟32
2 , 𝑟33) ( 35 ) 
 𝜃4 = 𝑡𝑎𝑛2
−1(
𝑟32
𝑠𝛽
,
−𝑟31
𝑠𝛽
) ( 36 ) 
 𝜃6 = 𝑡𝑎𝑛2
−1(
𝑟23
𝑠𝛽
,
𝑟13
𝑠𝛽
) ( 37 ) 
and for elbow down: 
 𝜃5 = 𝑡𝑎𝑛2
−1(−√𝑟31
2 + 𝑟32
2 , 𝑟33) ( 38 ) 
 𝜃4 = 𝑡𝑎𝑛2
−1(−
𝑟32
𝑠𝛽
, −
−𝑟31
𝑠𝛽
) ( 39 ) 
 𝜃6 = 𝑡𝑎𝑛2
−1(−
𝑟23
𝑠𝛽
, −
𝑟13
𝑠𝛽
) ( 40 ) 
In case that  𝜃5 = 0, then: 
 𝜃4 = 0 ( 41 ) 
 𝜃6 = 𝑡𝑎𝑛2
−1(−𝑟12, 𝑟11) ( 42 ) 
And if  𝜃5 = 180, then: 
 𝜃4 = 0 ( 43 ) 
 𝜃6 = 𝑡𝑎𝑛2
−1(𝑟12, −𝑟11) ( 44 ) 
3.4 Interactions and communication of integrated components 
To enable the HRI for programming industrial robot manipulators, the abovementioned 
components must communicate to exchange the necessary data for achieving the goal 
of programming the industrial robot manipulators with hand-gestures. The main mean of 
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communication among the integrated components is the Sockets. All the hardware de-
vices (data glove, hand-tracking device and industrial robots) allow the external commu-
nication with Sockets.  
The data glove transmits via Bluetooth the data from its sensors, to the AC through a 
C++ application. This application is developed through the provided SDK by the data 
glove’s company. On the other hand, the hand-tracking device connects to a computer 
via USB cable. However, a built-in application from the hand-tracking device’s company 
receives the data extracted through the device’s cameras and sends them to the AC 
through Sockets. Those two hardware components enable the HRI to manipulate and 
program the industrial robot.  
The industrial robot manipulators connect to a computer through an Ethernet cable, and 
communicate only with the IKC. The IKC receives the target that contains the coordinate 
in terms of the Cartesian space, to be reached by the robot manipulator. Afterwards, it 
calculates the robot configuration and transmits it to the industrial robot.  
The web-based HMI has an active role on the programming process for the initialization 
of the programming process, the duration, as long as the termination of the process. The 
HMI is accessible by the human operator through a web browser. 
The Figure 13, depicts the communication and interactions of the integrated hardware 
and software components. Each bidirectional connection represents the communication 
among each component.  
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Figure 13. Integration and communication of hardware and software compo-
nents 
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4. IMPLEMENTATION 
The previous chapter introduces the description of the proposal for the programming of 
industrial robot manipulators using hand-gestures. In addition, a description of the com-
ponents utilized within the Thesis Work is provided. Finally, the kinematics analysis and 
inverse kinematics of two industrial robots are also presented along with the integration 
and communication of the selected components.  
This chapter presents the functionality of the application (Application Controller) devel-
oped to handle the interactions among human and robot. This includes the communica-
tion of the components with the AC, the defined static hand-gestures and the functions 
of the HMI. Moreover, a description is provided related to the path improvement func-
tions, the creation of the target and the generation of the final’s rapid code, along with 
the path improvement functions and the limitations set on the AC. Last are described the 
approaches to optimize the robot’s task. 
4.1 Application Controller 
AC is the main controller of the Thesis Work. Its purpose is to enable HRI for program-
ming the industrial robot manipulators by recognizing hand-gestures and hand displace-
ments. So, AC must handle all the required communications with the components. The 
communication between AC and the components is achieved with Sockets. For this The-
sis work, each of the component is determined as a server, while AC hosts three clients. 
More details regarding these communications are provided in the sections, 4.1.1, 4.1.3 
and 4.1.4. Figure 14 depicts the general sequence diagram with the exchanged mes-
sages among the components. 
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Figure 14. Sequence diagram with the components’ communications 
The programming language of the AC is JavaScript5 using Node.Js6, a JavaScript envi-
ronment, based on the Chrome’s V8 Engine7, developed by Ryan Dahl in 2009. 
4.1.1 Data glove communication 
The AC communicates with the data glove through a developed application. The Cap-
toGlove Company provides a C++ SDK in order to develop applications for various pur-
poses. For the Thesis Work, the data of the flex sensors from each finger are needed. 
The communication is achieved using Sockets with IP address “127.0.0.1” and port num-
ber 20000.  
The interaction with the data glove is enabled by the human operator executing the afore-
mentioned application on the HMI, as described in section 4.3.3. The application sub-
scribes to the data glove’s controller to initiate the retrieval of the data from the integrated 
sensors. AC requests for the data and the CaptoGlove application responds with a mes-
sage containing all the values of the fingers’ sensors. Finally, AC recognizes the per-
formed by the human operator gesture and informs the CaptoGlove app that the data 
are received, and it is waiting for the next data. Figure 15 depicts the sequence diagram 
with the exchanged messages for establishing the data glove communication and re-
trieving the necessary data. 
 
 
 
5 https://www.w3schools.com/js/ 
6 https://nodejs.org/en/ 
7 https://v8.dev/ 
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Figure 15. Data glove communication, sequence diagram 
4.1.2 Hand-tracking device communication 
The Leap Motion Company offers various SDKs for developer. As the programming lan-
guage of the AC is JavaScript the corresponding SDK has been used to retrieve the data 
related to the position of hand. To establish the communication, AC hosts a client that 
connects to the Leap Motion server. To launch this server, human operator launches the 
Orion software from Leap Motion Company. The connection is established using the IP 
address “127.0.0.1” and port number 6437. Then using the function “frame” from the 
Leap Motion SDK it is possible to retrieve the data.  
4.1.3 HMI communication 
The communication of HMI and AC is established using Sockets with the server-client 
model. The data on HMI are refreshed from AC every 50 ms. All the necessary settings 
to establish the HRI are defined from the human operator through the HMI. Those set-
tings are sent to AC. The generation of the final code is initiated through the HMI. The 
connection status of the components is sent from AC to the HMI. More information re-
lated to the Human-Robot interface are provided in the section 4.3. Figure 16 depicts the 
messages that are exchanged between AC and HMI. 
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Figure 16. HMI communication 
4.1.4 Inverse Kinematics calculator communication 
The IKC is in control for solving the inverse kinematics for each target received from the 
AC, and the dispatch of the calculated joint angles to the industrial robot manipulator and 
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the AC. For the development of IKC, the MATLAB software was used. In addition, the 
ARTE8 robotics Toolbox has been utilized.  
The communication of AC with IKC and the industrial robots is achieved with Sockets. 
AC transfers to the IKC all the necessary settings to connect to the industrial robot. 
Thereafter, the robot’s controller requests the joint angles to move the robot. AC having 
already received the hand position in the Cartesian space, sends a target to be reached 
to IKC. Then depending the chosen robot (eCobra 600 PRO or IRB120) the joints’ angle 
are calculated. Robot’s controller receives the angles and leads the robot. Whereas robot 
achieves the movement a confirmation is sent to IKC and in turn, the angles are sent to 
AC for storing and use within the final’s robot code. Figure 17 depicts the exchanged 
messages among AC, IKC and the industrial robots. 
 
Figure 17. Inverse kinematics calculator communication 
4.2 Hand-gestures 
This section introduces the static hand-gestures that enable the interaction among hu-
man and robot. Table 8, presents the hand pose for executing each one of the nine 
 
 
8 http://arvc.umh.es/ /index_en.html 
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gesture. The definition of each static gesture is not unique, and it can be changed through 
the AC depending on the individual ease and comfort.  
Table 8. Hand gestures [13] 
# Gestures How to When to use Pose 
1 Enable Gestures 
Bend thumb and pinky fin-
ger 
Enable gestures 
 
2 Disable Gestures 
Bend thumb and ring fin-
ger and extend the other 
3. 
Disable gestures. 
 
3 Move Robot Fist and thumbs up Manipulate robot 
 
4 Hold Position Extend all fingers Keep current position 
 
5 Grasp 
Bend thumb and index fin-
ger and extend the other 
3 
Close gripper 
 
6 Release 
Bend thumb and middle 
finger and extend the 
other 3 
Open gripper 
 
7 
Start Recording 
Path 
Bend thumb, ring and 
pinky finger and extend 
the other 2 
Save desired targets 
to the path 
 
8 
Stop Recording 
Path 
Bend thumb, index and 
middle finger and extend 
the other 2 
Indicate the comple-
tion of a path 
 
9 Run Path 
Thumb up, index finger 
extended and the other 3 
bend 
Execute recorded 
path 
 
Two gestures are devoted for indicating whether the use of gestures is enabled or disa-
bled (gestures 1 and 2). The purpose of these static gestures is to ensure that in case 
human operator performs by accident a control gesture, there will be no response from 
the industrial robot manipulator. Similarly, in case human operator removes the other 
hand from the interaction area of the Leap Motion Controller, the interaction with the 
robot is instantly aborted. [13] 
Moreover, four gestures (gestures 3, 4, 5 and 6) are defined for controlling the robot’s 
action. Human operator must place one hand on top of the Leap Motion Controller and 
perform Gesture 3 with the other hand, in order to start manipulating the industrial robot. 
Human operator must keep the hand with the corresponding pose of Gesture 3 to con-
tinue manipulating the industrial robot. Gesture 4 halts the manipulation and the robot 
manipulator maintain its current position until Gesture 3 is re-performed. Gestures 5 and 
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6 define the action of the robot’s end-effector, for grasping or releasing a work-object. 
[13] 
Two gestures are assigned to indicate the initiation and the termination of the robot’s 
programming process. While the Gesture 7 is once performed, any action that human 
operator denotes to the industrial robot (manipulate robot, grasp and release a work-
object), is stored by the AC. Gesture 8 terminates the programming process and one 
path is completed. Each time, human operator performs this sequence a new robot’s 
path is created.  
Finally, Gesture 9 retrieves and executes only the latest stored path. This is gesture 
cannot be performed while human operator manipulates the robot for recording a new 
path. In case human operator desired to delete the path and teach it again, it is possible 
through the HMI (section 4.3.7). [13] 
4.3 Human-Machine Interface 
As it was mentioned in 3.1, HMI is used to define the necessary settings to establish the 
HRI. The robot’s programming process is strictly relied on the hand-gestures. The devel-
opment of HMI was based on four programming languages, JavaScript, HTML9 (Hyper-
text Markup Language), CSS10 (Cascading Style Sheets) and W3.SCC11. The developed 
HMI is web-based, and it can run in a web browser. To access the HMI, the AC must be 
already executed, and the “localhost:8000/UserInterface.html” opens the web-page.  
Three different pages were developed. The first page shows the interface that human 
operator will use through the process, one page with the required instructions for con-
necting all the components and the last page describes the use and purpose of the al-
ready mentioned (4.2) hand-gestures. 
The purpose of the Human-Machine Interface is to define the necessary settings to es-
tablish the communication of the AC, the IKC and the industrial robot. Moreover, the 
execution of the data glove’s application, which establishes the connection with the AC, 
is manually activated from the human operator through the HMI. The workspace in which 
the human operator will manipulate the industrial robot and the name of the final robot’s 
code are declared on the HMI. Finally, human operator can use the HMI for observing 
 
 
9 https://www.w3schools.com/html/default.asp 
10 https://www.w3schools.com/css/default.asp 
11 https://www.w3schools.com/w3css/default.asp 
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the connection status with all the connected components and robot related information. 
Figure 18 depicts the develop HMI.  
 
Figure 18. Human-Machine Interface 
4.3.1 Define workspace limits 
The industrial robot manipulators are located within cells in order to ensure safety. The 
dimensions of a cell are not fixed for every robot and depends on the application. This 
can affect the reachability of the industrial robot. Within the field “Setup Workspace lim-
its”, human operator defines the limits that are possible to manipulate the industrial robot. 
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The connection to the robot manipulator will not be successful until the human operator 
fills in the “Low” and “High” limits and press the “Submit” button. Figure 19 depicts the 
field to insert the workspace limits. 
 
Figure 19. Setup Workspace limits 
4.3.2 Connect to robot 
The field “Connect to the robot” requires from human operator to insert the IP address 
and robot port in order to connect with the robot’s controller. Figure 20 depicts the afore-
mentioned field. This field aims to allow human operator to connect to different robot 
controllers from various manufacturers. For this Thesis Work, human operator can con-
nect to the Adept eCobra 600 PRO robot by typing “127.0.0.1”, IP address, and 50000 
port number. For the ABB IRB120 robot the following settings connect the AC to the 
IRC5 controller, “192.168.101.100” and 32100. 
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Figure 20.  Connect to the robot 
4.3.3 Connect to data glove 
As it was described on subsection 4.1.1, the data glove as a device cannot directly trans-
mit the data to the AC. A C++ application was developed to retrieve all the necessary 
data. Human operator can execute this application through the field “Connect to Cap-
toGlove” as shown in Figure 21. 
 
Figure 21.  Connect to CaptoGlove 
4.3.4 Select type of robot 
On this field, human operator chooses the industrial robot manipulator to be pro-
grammed, as shown in Figure 22. The necessity of this field is to declare the robot, so 
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AC knows beforehand which IKC to choose and which type of robot’s code suffix to 
choose on the generated robot’s code. 
 
Figure 22.  Select type of robot 
4.3.5 Gestures 
The field “Gestures” contains three sections, as shown in Figure 23. Section “Gestures 
Enabled”, shows whether human operator enabled the recognition for the performed 
gestures. “Current gesture” describes the currently performed gesture. In case of data 
glove’s malfunction, a wrong reading will appear. The last section, “Hand out of range”, 
displays that the hand is detected by the Leap Motion Controller. These sections are 
dedicated only for ensuring the human operator that the AC is recognizing correctly the 
performed gestures and the hand is correctly detected. 
 
Figure 23.  Gestures field 
4.3.6 Robot information 
The “Robot Information” field is divided in four sections, as shown in Figure 24. The first 
field provides information related to the robot’s TCP position in the Cartesian Space. The 
shown values are measured in millimetres (mm). 
The second field shows the “Robot Status”. Three different status have been defined, 
“IDLE”, “BUSY”, and “IN OPERATION”. “IDLE” appears when the AC is disconnected 
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from the robot’s controller. The robot is in “BUSY” status while human operator performs 
“Move Robot”, “Hold Position”, “Grasp” and “Release”. The “IN OPERATION” status de-
fines the process of performing “Run Path” and the robot is re-executing the path. 
The “Recording Path” section depicts whether the human operator is recording a path 
(“RECORDING” status), the completion of a recording (“COMPLETED”) or “IDLE” when 
human operator is only manipulating the robot. 
Finally, the “Gripper Pose”, changes its value between “OPEN” and “CLOSE” depending 
the pose of the end-effector. Even human operator can visually observe the status of the 
actual end-effector, this section is used by the human operator to detect any malfunction 
on the end-effector 
 
Figure 24.  Robot information 
4.3.7 Create robot’s code / Delete Paths 
After the completion of the recording all the needed paths for the industrial robot manip-
ulator, human operator can request from the AC to generate the final robot’s code. Hu-
man operator types only the name for the file to be generated, without adding a suffix 
with the type of the file to be generated, as human operator has already chosen the robot 
to be programmed (4.3.4), AC generates the appropriate file. For the Adept robot the 
suffix is “.pg” and for the ABB is “.mod”. Last, any recorded path that needs to be dis-
carded, can be deleted with the “DELETE recorded paths” button. Figure 25 shows the 
aforementioned field.  
 
Figure 25. Create robot's code 
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4.3.8 Connectivity 
Within the “Connectivity” field, human operator can observe the connection status be-
tween the AC, the robot manipulators, the data glove and the Leap Motion Controller, as 
shown in Figure 26. There are three possible statuses, “Connected”, “Disconnected” and 
“Not Connected”. “Disconnected” status appears when a device has been disconnected 
from the AC, while “Not Connected” appears only before any connection was attempted 
to be established. 
 
Figure 26. Connectivity field 
4.4 Frame and trembling correction 
Within the implementation, two issues were discovered related to the difference in the 
axes of the Leap Motion device and the industrial robots. The first issue regards the 
frames between the device and the robots, and the second issue is related to the sub-
millimeter accuracy of the Leap Motion device. 
As it can be seen from the Figure 27 and Figure 28 the axes on the robots’ base and the 
Leap Motion device does not correspond to each other. In turn, any motion of the human 
operator’s hand above the Leap Motion device, results in a different motion of the indus-
trial robot. As a result, the data that AC receives from the Leap Motion Controller, must 
be mapped to correspond with the robots. So, the X-axis of Leap Motion, will be trans-
lated to Y-axis for the robot, Leap Motion’s Y-axis will correspond to the axis of Z of the 
robot’s frame and last, Z-axis of the Leap Motion, will conform the X-axis of the robots. 
[13] 
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Figure 27.  Base frames of the two industrial robots [13] 
 
Figure 28.  Leap Motion Controller's base frame  
Leap Motion Controller provides accurate data related to the position of the hand above 
the device. As a result, any small hand displacement will result to a small displacement 
of the robot’s TCP, the robot appears to vibrate which burdens the motors of the robot. 
To resolve this issue, AC compares the previously received data with new. For displace-
ments under 5 mm in all axes, the robot remains in the previous position until a higher 
displacement occurs.  
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4.5 ”Home” and ”Previous” position 
The purpose of Leap Motion device is to detect the position of the hand, send the infor-
mation to the AC and then move the robot manipulator. However, for the human operator 
to start manipulating the robot, there must be a reference point from which the process 
starts. This reference point is the “Home” position. Both robot manipulator and the posi-
tion of the human’s operator’s hand are set to be in a specific initial position to start the 
robot manipulation. In this way, it is ensured that human operator has the control of the 
robot manipulator without any sudden movements. Moreover, in case that human oper-
ator could start the operation from any position, the robot’s response could lead to haz-
ardous situations, if any obstacles were within the workspace.  
“Previous” position defines the latest reached target of the robot manipulator. One of the 
defined static gestures is “Hold Position” gesture, with which human operator holds the 
current position of the robot. However, in this situation, human’s operator’s hand might 
be displaced. Therefore, the manipulation of the robot must not continue until human’s 
operator’s hand is placed again in the previous position. To overcome this issue, AC 
provides the freedom to human operator to approach the previous position with a devia-
tion of 20 mm in order to continue the robot manipulation. [13] 
4.6 Path improvement functions 
The functions regarding the improvement of the path taught by the human operator aim 
to reduce the targets created from uncertain hand movements. During the implementa-
tion it was observed that the number of targets stored for generating the robot’s final 
code was great. Such targets are created during human operator is attempting to perform 
a straight movement, and thus short-hand displacements and collinear targets were 
added to the final path. Those functions improve the path after the human operator com-
pletes a robot’s path. So, the performing of “Stop Recording Path” initiate the execution 
of those functions 
4.6.1 Collinear targets 
This function is used to discard targets that lie on a straight line within the robot’s path. 
The function extracts three targets from the path to calculate the distance among them 
using. Equation ( 45 ) [73].  
As an example, from Figure 29, the function calculates the distances of “AB”, “BC” and 
“AC”. Then, the sum of “AB” and “BC” targets is compared with the distance of “AC”.  
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 𝛥 = √(𝛥𝑥)2 + (𝛥𝑦)
2
+ (𝛥𝑧)2 ( 45 ) 
 
Figure 29. Example of collinear targets 
Targets are discarded based on the two following conditions: 
• In case that the targets ‘A’, ‘B’ and ‘C’ lie on the same line, targets “A” and “C” 
are added to the final path and function continues from target “C”. 
• Otherwise, if the length of ‘AC’ differs from the length of ‘AB’ and ‘BC’, then the 
function adds only target ‘A’ to the final path and continues searching for collinear 
targets from “B”. 
4.6.2 Discard targets depending the angle 
While human operator attempts to perform a straight movement, such as move along Z-
axis, it was observed that oscillations occur during this movement. Thus, the industrial 
robot manipulator had to go through an additional target to complete a task. As an ex-
ample, in Figure 30, in an attempt to move from target “B” to target “C”, an additional 
target is added to the path, target “A”. 
 
Figure 30. Example of additional target 
The function operates by monitoring three consecutive targets from the path in order to 
detect if an angle between 150o and 180o degrees appear while moving from target “B” 
to target “C”. The aforementioned range was defined after teaching the robot manipulator 
various tasks. It was observed that within this range it was most probable that an oscil-
lation of human’s operator hand will occur. 
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The calculation of this angle is achieved with the mathematical method of ‘vector analy-
sis’. The function is executing the following steps to find the angle: 
• The function creates two vectors and each element of the vectors (Equation ( 46 
) and Equation ( 47 )) contain the difference in X, Y and Z-axes between “AB” 
and “AC” targets. 
• Calculate the magnitude for the vectors “AB” and “AC” using Equation ( 48 ) and 
Equation ( 49 ), [73]. 
• Then to calculate the angle “θ”, function uses the Equation ( 50 ) of the dot prod-
uct, [74].  
• Calculate the dot product of “AB” and “AC” with the Equation ( 50 ). 
• Finally, the function calculates the “θ” angle with Equation ( 51 ), [74]. 
𝐴𝐵 = < 𝐵𝑋−𝐴𝑥, 𝐵𝑦 − 𝐴𝑦 , 𝐵𝑧 − 𝐴𝑧 > ( 46 ) 
𝐴𝐶 = < 𝐶𝑋−𝐴𝑥 , 𝐶𝑦 − 𝐴𝑦 , 𝐶𝑧 − 𝐴𝑧 > 
( 47 ) 
𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒: ‖𝐴𝐵⃑⃑⃑⃑  ⃑‖ =  √(𝐴𝐵[1])2 + (𝐴𝐵[2])2 + (𝐴𝐵[3])2 
( 48 ) 
𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒: ‖𝐴𝐶⃑⃑⃑⃑  ⃑‖ =  √(𝐴𝐶[1])2 + (𝐴𝐶[2])2 + (𝐴𝐶[3])2 
( 49 ) 
𝐷𝑜𝑡 𝑝𝑟𝑜𝑑𝑢𝑐𝑡: (𝐴𝐵⃑⃑⃑⃑  ⃑ ∙ 𝐴𝐶⃑⃑⃑⃑  ⃑) = (𝐴𝐵[1] ∗ 𝐴𝐶[1]) + (𝐴𝐵[2] ∗ 𝐴𝐶[2]) + (𝐴𝐵[3] ∗ 𝐴𝐶[3]) ( 50 ) 
𝐴𝑛𝑔𝑙𝑒: 𝑘 = cos−1(
𝐴𝐵⃑⃑⃑⃑  ⃑ ∙ 𝐴𝐶⃑⃑⃑⃑  ⃑
‖𝐴𝐵⃑⃑⃑⃑  ⃑‖ ∗ ‖𝐴𝐶⃑⃑⃑⃑  ⃑‖
)  ∗ (
180
𝜋
) ( 51 ) 
If angle in the range 150o and 180o degrees is calculated, the targets “B” and “C” are 
added to the final path, while target “A” is discarded. Otherwise the function stores also 
target “B” in the final path.  
4.6.3 Short-hand displacements 
Short-hand displacements by the human operators add redundant targets within the path 
resulting to additional cycle time for the completion of the robot’s task. The function de-
tects displacements of the hand less than 20 mm in all axes on the Cartesian space.  
Three targets are examined in order to determine whether a short displacement occurs. 
Those targets are the current and the two following targets. The result of displacement 
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is stored in two Boolean flags. A third flag contains the result of the previously calculated 
short-hand displacement. Figure 31 depicts an example of short-hand displacements.  
From Figure 31, the function calculates the distance of “B” and “C” and “C” to “D” dis-
placements. On the distance “BC” the displacement does not exceed the limit of 20 mm 
and thus, the flag “currentSmallChange” will have the value of “TRUE”. Meanwhile, the 
distance of “C” to “D” the displacement does not exceed the limit and the flag “nextSmall-
Change” becomes “FALSE”. As for the flag regarding the previous displacement, the 
displacement is more than 20 mm and so the “previousSmallChange” is “FALSE”. For 
this example, the function will store only the targets, “A”, “B” and “D”. 
 
Figure 31. Example of short-hand displacements 
Moreover, all the decision blocks are described in Table 9. The following table considers 
as “previousSmallChange” the distance “A”’, “currentSmallChange” as the distance “BC” 
and finally the distance “CD” for the flag “nextSmallChange”. 
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Table 9. Short-hand displacements, decision blocks 
Flags: ‘previousSmallChange’ 
‘currentSmall-
Change’ 
‘nextSmallChange’ Targets to add 
 FALSE FALSE - 
Target ‘B’ and 
‘C’ 
 FALSE TRUE FALSE Target ‘D’ 
 FALSE TRUE TRUE 
Target ‘B’ and 
‘D’ 
 TRUE FALSE - Target ‘B’ 
 TRUE TRUE FALSE Target ‘B’ 
 TRUE TRUE TRUE 
Target ‘B’ and 
‘D’ 
4.7 Creating the robot’s target 
The creation of the robot’s target is performed twice within this Thesis Work. Initially, a 
robot’s target in the Cartesian space is created from the received data related to the 
hand’s position as this detected by the Leap Motion. This target is sent to the IKC for 
solving the inverse kinematics and hence, create the second robot’s target on the Joint 
space.  
The messages that contain the robot’s target, have the “string” format, due to the fact 
that both robots’ controllers accept and interpret this format. In the Cartesian space, the 
message four attributes, the position to be reached in the X, Y and Z-axes and the num-
ber “1” or “0” for denoting the grasping or releasing action of the end-effector. Each at-
tribute is separated by “;” symbol. Similarly, the message with the joint values contains 
seven attributes for the IRB120 industrial robot (six robot joints values and the end-ef-
fector’s action) and five for programming the eCobra 600 RPO (four robot joints values 
and the end-effector’s action).  
4.8 Generate the robot’s code 
Human operator must be able to program any industrial robot independently of its man-
ufacturer. Thus, the AC contains two different templates for generating the final robot’s 
code using joint variables for both robots. For this Thesis Work, the templates are defined 
for the Adept and the ABB robots.  
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Different paths can be recorded by the human operator using “Start Recording Path” and 
“Sop Recording Path” gestures. AC stores each path within a JavaScript object, the “dic-
tionary”. Then depending on the defined robot (4.3.4) AC executes appropriate function 
to generate the code.  
For the Adept robot, a main function is created, through which all the different paths are 
executed sequentially (i.e. CALL Path_1()). Each path is defined within different files and 
contain the “MOVE” (MOVE #PPOINT(joint_1, joint_2, joint_3, joint_4)) for all the taught 
joint targets, as those calculated through the inverse kinematic calculator.   
On the other hand, for the ABB robot, the joint targets’ definition and execution can occur 
within one program file. Initially, the joint targets are defined with the data type “jointtar-
get”. Similarly, with the Adept robot, a main procedure executes each path individually. 
As described in 4.7, the robot’s target contains also the action to be taken for the robot’s 
end-effector. For the ABB IRB120 the ABB Smart Gripper is selected as its end-effector. 
In order to utilize this end-effector an initialization procedure must be defined. The initial-
ization consists of the definition of grasping speed and force, and a calibration procedure.   
4.9 Human-Robot interaction area 
The Human-Robot interaction area provides a site, in which human can replicate the 
robot’s environment for the ease of the programming process. For example, in a pick 
and place robot application, human operator handles the corresponding work-objects 
that robot manipulator has to handle.  
Two different structures were developed depending the position of the Leap Motion de-
vice. On the first structure, the Leap Motion device is placed on the bottom of the Human-
Robot interaction area. The second structure holds the Leap Motion device on the top 
side, facing downwards. Within the first option, human operator is able to manipulate to 
industrial robot, but handling corresponding work-objects is not possible. This occurs due 
to the interaction area of the Leap Motion device (Figure 3) which does not detect the 
position of the hand is whole spectrum. On the other hand, while Leap Motion device is 
facing downwards, the manipulation of work-objects by the human operator is possible 
as those lie on the bottom side which is within the device’s interaction area.  
The interaction area is a structure of five sides. The structure of the interaction area was 
retrieved from maker case online tool, [75]. This structure has slot edge joints with slots 
for attaching all the sides, and slots for M3 nuts and 10 mm bolts to tight the structure. 
The materials used for the structure are MDF (Medium-density fiberboard) for the bottom 
and top sides, and acrylic glass for the right, left and back side of the interaction area 
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and the thickness of the materials is 3 mm. The length of the structure is 800 mm, the 
width 550 mm and the height 520 mm.  
Figure 32 depicts the back side of the interaction area which is used for both structures. 
Figure 33 shows the bottom side of the interaction area with the Leap Motion Device 
facing upwards as this was used for the first structure. Figure 34 and Figure 35 illustrate 
the top and bottom sides of the Human-Robot interaction area in the case that Leap 
Motion device is placed on top.  
 
Figure 32. Back side of Human-Robot interaction area 
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Figure 33. Bottom side of Human-Robot interaction area, Leap Motion device 
faces upwards 
 
Figure 34. Top side of Human-Robot interaction area, Leap Motion device 
faces downwards 
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Figure 35. Bottom side of Human-Robot interaction area, Leap Motion device 
faces downwards 
4.10 Limitations on AC 
The industrial robot manipulators are placed within a cell or they are surrounded by 
fences to prevent any physical interactions with humans working close to them. Moreo-
ver, performing accidental static gestures and hand movements on the interaction area 
of Leap Motion Controller must be foreseen from the AC to avoid non-desirable actions 
to the robot manipulator.  
Both industrial robot manipulators are arranged inside two different cells and as a result 
the available workspace is limited. Human operator must define manually through the 
Human-Machine Interface the lower and upper limits for the workspace that the industrial 
robot can be manipulated to. These limits regard the X, Y and Z-axes in the Cartesian 
space. 
Exceeding those workspace limits, leads to the recursion of the industrial robot to the 
predefined initial position. Similarly, the industrial manipulator returns to “Home” position 
if the hand of the human operator is out of the Leap Motion device’s interaction area. In 
addition, the gestures are disabled, and human operator must the programming process 
from the beginning.   
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4.11 Task optimization 
The task optimization aims to improve the programmed path by the human operator, in 
terms of time execution. Three approaches were researched to optimize the time of the 
task execution, path planning, trajectory planning and genetic algorithms for reducing the 
time cycle.  
Path planning consists of various algorithms that attempt to generate the shortest possi-
ble path when the initial and final target are given, in conjunction with any obstacles that 
possibly lie on the industrial robot’s workspace. However, the goal of this Thesis is pro-
gramming the industrial robot manipulator by imitation. Hence, adapting a path planning 
algorithm adds the necessity for additional procedures, which include the declaration of 
initial and final target along with the creation and of the industrial robot’s work-envelop 
for generating the robot’s optimized path.  
The second approach is considered the introduction of the trajectory planning within the 
overall application. In principle, the output of the trajectory planning is a set of joint angles 
defined in time along with the position, velocity and acceleration to be achieved by each 
joint of the robot. While creating a robot’s code, variables regarding position, velocity and 
acceleration, it is not possible to be defined as those, are controlled and defined through 
the robot’s controller. Only the velocity is possible to be defined through the robot’s code, 
but this is related to the velocity of the robot’s TCP.  
Last approach tested to optimize the task was the adaption of genetic algorithms to gen-
erate the near optimum time cycle for a robot’s task by evaluating different robot config-
urations for each target. A genetic algorithm was developed on MATLAB in order to gen-
erate the most appropriate set of configurations.  
A genetic algorithm generates the desired near optimum result through five different 
steps: 
1. Initial population 
2. Fitness function 
3. Selection 
4. Crossover 
5. Termination. [76] 
Initial population defines a defined number of random robot’s joint configurations for each 
path. The number of the population in the developed genetic algorithm was configured 
from 50 to 3000 while performing the validation of the genetic algorithm. 
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The fitness function calculates the time cycle for each one of the joints’ configuration for 
the path and provides a score. This score is used to discard the paths which time cycle 
was high. This is completed within the selection phase. The discard is achieved by se-
lecting the percentage of the population. For example, for this Thesis Work the percent-
age varied from 25% to 60%.  
The crossover phase reproduces a new generation from the population that was kept on 
the selection phase. Crossover, exchanges robot configurations for each target of the 
path between the population. Finally, the termination phase determines the number of 
repetitions of the process to generate the near optimum solution.  
The genetic algorithm provided the same or similar result in a rate of 90% within the 
tests. However, applying the result to the industrial robot, provided almost the same time 
cycle with the one that human operator programmed. The differences were less than 0,5 
ms and as a result this approach was either feasible for optimizing the robot’s task. 
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5. CONCLUSION 
The aim of this Thesis is the development of an application to intuitively program indus-
trial robot manipulators by hand-gestures. Human operator performs with the one hand 
static gestures, recognized through a data glove, to control the next action of the robot 
manipulator. A hand tracking device traces the hand’s position in terms of the Cartesian 
space. This position is converted to a target in the Joint space and the industrial robot 
follows the position of the human operator’s hand.  
The application allows human operators to program robots independently of their manu-
facturer. Two robots were selected to test the application, the ABB IRB120 industrial 
robot with 6 DOF, and the OMRON Adept eCobra 600 PRO, a SCARA type of industrial 
robot with 4 DOF. These types of robots (6 DOF and 4 DOF) were selected as they are 
commonly used within the factory floor for various manufacturing processes.  
To validate the operation of the application developed within this Thesis works, various 
paths were tested within the scope of the industrial process pick and place. Both config-
urations of the Human-Robot interaction area (LEAP Motion device faces upwards or 
downwards) were applied. With the first configuration, LEAP Motion device faces up-
wards, the robot could be manipulated and programme. Although the presence of corre-
sponding work-objects it is not possible as LEAP Motion Controller could not detect the 
motion of the hand. However, while placing the LEAP Motion device on the top of the 
workspace, human operator can manipulate the corresponding work-objects. The gen-
erated robot’s code was added to the robots’ controllers and robot manipulators suc-
cessfully performed the taught paths. 
The path improvement functions reduced the additional targets. However, the task opti-
mization was not successfully achieved. Path planning, trajectory planning and genetic 
algorithms were considered for optimizing the task. The path planning algorithm requires 
from the human operator additional steps through the programming process and leads 
to an out of scope programming methodology, as the hand-gestures would not be re-
quired. Moreover, the trajectory planning provides results concerning the position, veloc-
ity and acceleration for each robot’s joint. Those results are not possible to be included 
within a robot’s code, as are internally handled by the individual robot manufacturer. Fi-
nally, the developed genetic algorithm was successfully operating, but applying the re-
sults on the industrial robot did not provide any significant reduction on the time cycle. 
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5.1 Future work 
The development and implementation of this Thesis work suggest the following as pos-
sible future works for further extension and development: 
• Expand the possible robots to program.  
• Add robot code templates for additional robot manufacturers.  
• Adaption of industrial robots with more degrees of freedom.  
• Investigation of algorithms to optimize the task, programmed by the human op-
erator. 
• Enable the hand-gesture programming of industrial robots through teleoperation. 
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