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DEGENERACY SECOND MAIN THEOREMS FOR MEROMORPHIC
MAPPINGS INTO PROJECTIVE VARIETIES WITH
HYPERSURFACES
SI DUC QUANG
Abstract. The purpose of this paper has twofold. The first is to establish a second main
theorem with truncated counting functions for algebraically nondegenerate meromorphic
mappings into an arbitrary projective variety intersecting a family of hypersurfaces in
subgeneral position. In our result, the truncation level of the counting functions is
estimated explicitly. Our result is an extension of the classical second main theorem
of H. Cartan, also is a generalization of the recent second main theorem of M. Ru
and improves some recent results. The second purpose of this paper is to give another
proof for the second main theorem for the special case where the projective variety is
a projective space, by which the truncation level of the counting functions is estimated
better than that of the general case.
1. Introduction
Let f be a meromorphic mapping from Cm into Pn(C). For each hypersurface Q in Pn(C)
with f(Cm) 6⊂ Q, we denote by f ∗Q the pull back divisor of Q by f , where Q is considered
as a reduced divisor in Pn(C). As usual, we denote by Tf (r) the characteristic function of
f with respect to the hyperplane line bundle of Pn(C) and N
[M ]
Q(f)(r) the counting function
of f ∗Q with multiplicities truncated to level M (see Section 2 for the definitions).
Let {Hi}
q
i=1 be hyperplanes of P
n(C). Let N ≥ n and q ≥ N + 1. We say that the
family {Hj}
q
j=1 are in N -subgeneral position if for every subset R ⊂ {1, 2, · · · , q} with the
cardinality |R| = N + 1, ⋂
j∈R
Hj = ∅.
If they are in n-subgeneral position, we simply say that they are in general position.
In 1933, H. Cartan [3] established a second main theorem for linearly nondegenerate
meromorphic mappings and hyperplanes as follows.
Theorem A. Let f : Cm → Pn(C) be a linearly nondegenerate meromorphic mapping
and {Hi}
q
i=1 be hyperplanes in general position in P
n(C). Then we have
|| (q − n− 1)Tf(r) ≤
q∑
i=1
N [n](r, f ∗Hi) + o(Tf(r)).
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Here, by the notation “‖P” we mean that the assertion P holds for all r ∈ [0,∞) excluding
a Borel subset E of the interval [0,∞) with
∫
E
dr <∞.
The above second main theorem of H. Cartan plays an important role in Nevanlinna
theory, with many applications to Algebraic or Analytic geometry. We note that in
Theorem A, the mapping f is assumed to be linearly nondegenerate. In the case where f
may be linearly nondegenerate, we need to consider f as a linearly nodegenerate mapping
into the smallest subspace V of Pn(C) containing the image f(Cm). However in that case,
the family of hyperplanes {Hi|V }
q
i=1, the restrictions of H
′
is to V , may not be in general
position in V , but they are in subgeneral position. Thanks the notion of Nochka weight,
in 1983 Nochka [14] gave the following second main theorem for the case where the family
of hyperplanes is in subgeneral position as follows.
Theorem B (cf. [14, 16]). Let f : Cm → Pn(C) be a meromorphic mapping and {Hi}
q
i=1
be hyperplanes in N−subgeneral position in Pn(C) (N ≥ n). Then we have
|| (q − 2N + n− 1)Tf(r) ≤
q∑
i=1
N [n](r, f ∗Hi) + o(Tf(r)).
The above result is usual called Cartan-Nochka’s theorem. This result will deduce the
second main theorem for the case of degenerate meromorphic mappings.
Over the last few decades, there have been several results generalizing this theorem
to abstract objects. Especially, it is important to generalize these results to the case
where the hyperplanes are replaced by hypersurfaces. In 2004, M. Ru [19] firstly proved a
second main theorem for algebraically nondegenerate meromorphic mappings into Pn(C)
intersecting hypersurfaces in general position in Pn(C). With the same assumptions,
T. T. H. An and H. T. Phuong [1] improved the result of M. Ru by giving an explicit
truncation level for counting functions. Similarly as above, in order to consider the case
where the mappings may be algebraically degenerate, we need consider such mappings
as algebraically nondegenerate mappings into the smallest subvariety of Pn(C) containing
thier images. In 2009, M. Ru [20] proved the following result for the case where the
meromorphic mappings into an arbitrary projective subvariety of Pn(C).
Theorem C (cf. [20]) Let V ⊂ Pn(C) be a smooth complex projective variety of dimension
k ≥ 1. Let Q1, ..., Qq be q hypersurfaces in P
n(C) of degree di, located in general position
in V . Let f : C → V be an algebraically nondegenerate holomorphic map. Then, for
every ǫ > 0,
|| (q − k − 1− ǫ)Tf (r) ≤
q∑
i=1
1
di
NQi(f)(r) + o(Tf (r)).
Here, the family of hypersurfaces {Qi}
q
i=1 is said to be in N−subgeneral position in V
if for any R ⊂ {1, ..., q} with the cardinality |R| = N + 1,⋂
j∈R
Qj ∩ V = ∅.
If they are in k-subgeneral position, we also say that they are in general position in V .
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We may see that Theorem C also holds for the case where f : Cm → V without so much
modification in the proof. Also, we note that the family of hypersurfaces in the above
result is assumed to be in general position in V and the proof does not work if this family
is in subgeneral position in V . In particular, Theorem C does not deduce the case of
degenerate mappings. The difficult comes from the fact that there is no Nochka weights
for the families of hypersurfaces. Hence, it may be very difficult to generalize this result
for the case of degenerate mappings.
Recently, there are some second main theorem for the case of degenerate maps given
by many authors, such as Z. Chen, M. Ru and Q. Yan [4, 5], L. Giang [11], S. Lei and M.
Ru [12] and others. However, these results are still not yet optimal. In particular they
cannot deduce Theorem C of M. Ru or the classical second main theorem of H. Cartan.
In another direction, recently D. D. Thai, D. P. An and S. D. Quang [2, 17] gave a
generalization of the notion of Nochka weight for the case of hypersurfaces in subgeneral
position. Applying that new Nochka weight, these authors gave a generalization of The-
orem B to the case of meromorphic mappings with family of hypersurfaces in subgeneral
position. They proved the following.
Theorem D (cf. [17]) Let V be a complex projective subvariety of Pn(C) of dimension
k (k ≤ n). Let {Qi}
q
i=1 be hypersurfaces of P
n(C) in N-subgeneral position with respect
to V with degQi = di (1 ≤ i ≤ q). Let d be the least common multiple of d
′
is, i.e., d =
lcm(d1, ..., dq). Let f be a meromorphic mapping of C
m into V such that f is algebraically
nondegenerate. Assume that q >
(2N − k + 1)HV (d)
k + 1
. Then, we have
∣∣∣∣
∣∣∣∣
(
q −
(2N − k + 1)HV (d)
k + 1
)
Tf(r) ≤
q∑
i=1
1
di
N
[HV (d)−1]
Qi(f)
(r) + o(Tf(r)),
where HV (d) is the Hilbert function of V .
Unfortunately, even this result generalizes the Cartan-Nochka’s theorem, but in the
case of d > 1, the total defect obtained is
(2N − k + 1)HV (d)
k + 1
, which is more bigger than
(2N−k+1). The reason here is that the Nochka weight is still not generalized completely.
Our purpose in this paper is to generalize the above result of M. Ru and extend the
result of H. Cartan to the case of meromorphic mappings into projective varieties with
hypersurfaces in subgeneral position. We will consider the case where the mapping f into
a subvariety V of dimension k in Pn(C) is algebraically nondegenerate and the family of
q hyperplanes {Qi}
q
i=1 is in N -subgeneral position in V . Our main idea to avoid using
the Nochka weights is that: each time when we estimate the auxiliary functions, which
deduces the second main theorem (see Lemma 3.1 and (3.2) for detail), we will replace
k+1 hypersurfaces from N +1 hypersurfaces by k+1 new other hypersurfaces in general
position in V so that this process does not change the estimate. Moreover, in our result,
we will give an explicit truncation level for the counting functions. Namely we will prove
the following.
Theorem 1.1. Let V ⊂ Pn(C) be a smooth complex projective variety of dimension
k ≥ 1. Let Q1, ..., Qq be hypersurfaces in P
n(C) of degree di, located in N−subgeneral
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position in V . Let d be the least common multiple of d1, ..., dq, i.e., d = lcm(d1, ..., dq).
Let f : Cm → V be an algebraically nondegenerate meromorphic mapping. Then, for
every ǫ > 0,
∣∣∣∣ (q − (N − k + 1)(k + 1)− ǫ) Tf(r) ≤ q∑
i=1
1
di
N
[M0]
Qi(f)
(r) + o(Tf(r)),
where M0 =
[
deg(V )k+1ekdk
2+kpk(2k + 4)klkǫ−k
]
with p = N − k + 1 and l = (k + 1) · q!
Here, by the notation [x] we denote the biggest integer which does not exceed the real
number x.
Then, we see that, if the family of hypersurfaces is in general position, i.e. N = k,
our result will imply Theorem C, and it also is an extension of the classical result of H.
Cartan. Moreover, since (n−k+1)(k+1) ≤ (n
2
+1)2 for every 1 ≤ k ≤ n, from the above
theorem we immediately have the following corollary, which is a degeneracy second main
theorem.
Corollary 1.2. Let f : Cm → Pn(C) be a meromorphic mapping and let Q1, ..., Qq be
hypersurfaces in Pn(C) of degree di, located in general position. Then, for every ǫ > 0,
there exists a positive integer M such that∣∣∣∣
∣∣∣∣
(
q −
(n
2
+ 1
)2
− ǫ
)
Tf (r) ≤
q∑
i=1
1
di
N
[M ]
Qi(f)
(r) + o(Tf (r)).
Moreover, for the case V = Pn(C), we will give another proof for the second main
theorem to get better truncation level for counting functions. Our last result in this
paper is stated as follows.
Theorem 1.3. Let f : Cm → Pn(C) be an algebraically nondegenerate meromorphic
mapping and let Q1, ..., Qq be q hypersurfaces in P
n(C) of degree di, located in N-subgeneral
position. Let d be the least common multiple of all d′is, i.e., d = lcm(d1, ..., dq). Then, for
every ǫ > 0,
|| (q − p(n+ 1)− ǫ)Tf (r) ≤
q∑
i=1
1
di
N
[M0]
Qi(f˜)
(r) + o(Tf (r)),
where p = N − n+ 1 and M0 = 4 (edp(n+ 1)
2I(ǫ−1))
n
− 1.
Here, by the notation I(x) we denote the smallest integer number which is not smaller
than the real number x. We see that the truncation level M0 obtained in Theorem 1.3 is
much smaller than that in Theorem 1.1. Therefore, this result may will be more helpful to
study problems which are related to truncating multiplicity of the intersections between
meromorphic mappings and hypersurfaces. We would also like to emphasize that our
above result implies the second main theorem of T. T. H. An and H. T. Phuong [1] for
the case of N = n with the a better truncation level.
Acknowledgements. This research is funded by Vietnam National Foundation for
Science and Technology Development (NAFOSTED) under grant number 101.04-2015.03.
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2. Basic notions and auxiliary results from Nevanlinna theory
2.1 Characteristic function. Set ||z|| =
(
|z1|
2+· · ·+|zm|
2
)1/2
for z = (z1, . . . , zm) ∈ C
m
and define B(r) := {z ∈ Cm : ||z|| < r}, S(r) := {z ∈ Cm : ||z|| = r} (0 < r < ∞).
Define
vm−1(z) :=
(
ddc||z||2
)m−1
and
σm(z) := d
c log ||z||2 ∧
(
ddc log ||z||2
)m−1
on Cm \ {0}.
Let f : Cm → Pn(C) be a meromorphic mapping. Let f˜ = (f0, . . . , fn) be a reduced
representation of f, where f0, . . . , fn are holomorphic functions on C
m such that I(f) =
{f0 = · · · = fn} is an analytic subset of codimension at least two of C
m. The characteristic
function of f (with respect to the hyperplane line bundle of Pn(C)), denoted by Tf(r), is
defined by
Tf(r) =
∫ r
1
dt
t
∫
B(t)
f ∗Ω ∧ vm−1,
where B(t) = {z ∈ Cm ; ||z|| < t} and Ω is the Fubini-Study form on Pn(C). By Jensen’s
formula, we have
Tf(r) =
∫
S(r)
log ||f˜ ||σm −
∫
S(1)
log ||f˜ ||σm,
where ||f˜ || = (|f0|
2 + · · · |fn|
2)
1
2 .
2.2 Counting function. Fix (ω0 : · · · : ωn) be a homogeneous coordinate system on
Pn(C). LetQ be a hypersurface in Pn(C) of degree d. Thoughout this paper, we sometimes
identify a hypersurface with the defining polynomial if there is no confusion. Then we
may write
Q(ω) =
∑
I∈Td
aIω
I ,
where Td = {(i0, ..., in) ∈ Z
n+1
≥0 ; i0 + · · · + in = d}, ω = (ω0, ..., ωn), ω
I = ωi00 ...ω
in
n with
I = (i0, ..., in) ∈ Td and aI (I ∈ Td) are constants, not all zeros. Here Z≥0 denotes the
set consist of all (n + 1)-tuples of non negartive integers. In the case d = 1, we call Q a
hyperplane of Pn(C).
Now for a divisor ν on Cm and for a positive integer M or M =∞, we set
ν[M ](z) = min {M, ν(z)},
and define
n(t) =


∫
|ν| ∩B(t)
ν(z)αm−1 if m ≥ 2,∑
|z|≤t
ν(z) if m = 1.
Similarly, we define n[M ](t). The counting function of ν is defined by
N(r, ν) =
r∫
1
n(t)
t2m−1
dt (1 < r <∞).
Similarly, we define N(r, ν [M ]) and denote it by N [M ](r, ν).
6 SI DUC QUANG
If ϕ is a nonzero meromorphic function on Cm, we denote by ν0ϕ (resp. ν
∞
ϕ )the zero
divisor (resp. pole divisor) of ϕ. We will denote by Nϕ(r) (resp. N
[M ]
ϕ (r)) the counting
function N(r, ν0ϕ) (resp. N
[M ](r, ν0ϕ)).
2.3 Proximity function. Let f and Q be as above. The proximity function of f with
respect to Q, denoted by mf (r, Q), is defined by
mf (r, Q) =
∫
S(r)
log
||f˜ ||d
|Q(f˜)|
σm −
∫
S(1)
log
||f˜ ||d
|Q(f˜)|
σm,
where Q(f˜) = Q(f0, ..., fn). This definition is independent of the choice of the reduced
representation of f .
2.4 The first main theorem.We denote by f ∗Q the pullback of the divisor Q by f . We
may see that f ∗Q identifies with the zero divisor ν0
Q(f˜)
of the function Q(f˜). By Jensen’s
fomular, we have
N(r, f ∗Q) = NQ(f˜)(r) =
∫
S(r)
log |Q(f˜)|σm −
∫
S(1)
log |Q(f˜)|σm.
For convenience, we will denote NQ(f)(r) = N(r, f
∗Q).
Then the first main theorem in Nevanlinna theory for meromorphic mappings and hy-
persurfaces is stated as follows.
Theorem 2.1 (First Main Theorem). Let f : Cm → Pn(C) be a holomorphic map, and
let Q be a hypersurface in Pn(C) of degree d. If f(Cm) 6⊂ Q, then for every real number
r with 0 < r < +∞,
dTf(r) = mf (r, Q) +NQ(f)(r) +O(1),
where O(1) is a constant independent of r.
2.5 Nevanlinna’s functions. Let ϕ be a nonzero meromorphic function on Cm, which
is occasionally regarded as a meromorphic map into P1(C). The proximity function of ϕ
is defined by
m(r, ϕ) =
∫
S(r)
logmax (|ϕ|, 1)σm.
The Nevanlinna’s characteristic function of ϕ is define as follows
T (r, ϕ) = N 1
ϕ
(r) +m(r, ϕ).
Then
Tϕ(r) = T (r, ϕ) +O(1).
The function ϕ is said to be small (with respect to f) if || Tϕ(r) = o(Tf(r)).
2.6 Some lemmas. The following play essential roles in Nevanlinna theory.
For each meromorphic function g on Cm and an p-tuples α = (α1, ..., αm) ∈ Z
m
≥0, we set
|α| =
∑m
i=1 αi and define
Dαg =
∂|α|g
∂α1z1...∂αmzm
.
We have the lemma on logarithmic derivative stated as follows.
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Lemma 2.2 (see [15]). Let f be a nonzero meromorphic function on C. Then for all
positive integer k, ∣∣∣∣
∣∣∣∣ m
(
r,
Dα(f)
f
)
= O(log+ T (r, f)) (α ∈ Zm+ ).
Repeating the argument in [10, Proposition 4.5], we have the following proposition.
Proposition 2.3 (see [10, Proposition 4.5]). Let Φ1, . . . ,Φk+1 be meromorphic functions
on Cm such that {Φ1, . . . ,Φk+1} are linearly independent over C. Then there exists an
admissible set {αi = (αi1, . . . , αim)}
k+1
i=1 ⊂ Z
m
+ with |αi| =
∑m
j=1 αij ≤ i−1 (1 ≤ i ≤ k+1)
satisfying the following two properties:
(i) {DαiΦ1, . . . ,D
αiΦk+1}
k+1
i=1 is linearly independent over M (the field of all meromor-
phic functions on Cm), i.e.,
det (DαiΦj)1≤i,j≤k+1 6≡ 0,
(ii) det
(
Dαi(hΦj)
)
= hk+1 det
(
DαiΦj
)
for any nonzero meromorphic function h on Cm.
We note that α1, ..., αk+1 are chosen uniquely in an explicit way (see [10]). Then we
define the general Wronskian of the mapping Φ = (Φ1, . . . ,Φk+1) by
W (Φ) := det (DαiΦj)1≤i,j≤k+1.
The following theorem is called the general form of the second main theorem, which is
given by M. Ru [18]
Theorem 2.4 (see [18]). Let Cm → Pn(C) be a linearly nondegenerate holomorphic curve
with a reduced representation f˜ = (f0, ..., fn). Let H1, ..., Hq be arbitrary hyperplanes in
Pn(C). Denote by W (f˜) the general Wronskian of (f0, ..., fn). Then, for every ǫ > 0,∫
S(r)
max
K
log
∏
i∈K
||f˜ || · ||Hi||
|Hi(f˜)|
σm +NW (f˜)(r) ≤ (n+ 1 + ǫ)Tf (r),
where the maximum is taken over all subsets K of {1, ..., q} so that {Hi | i ∈ K} is linearly
independent.
We note that, M. Ru proved the above theorem for the case m = 1, but this theorem
also holds for the general case. The proof of this theorem for the general case is the same
with that of the special case m = 1.
2.6 Chow weights and Hilbert weights. We recall the notion of Chow weights and
Hilbert weights from [20].
Let X ⊂ Pn(C) be a projective variety of dimension k and degree ∆. To X we associate,
up to a constant scalar, a unique polynomial
FX(u0, . . . ,uk) = FX(u00, . . . , u0n; . . . ; uk0, . . . , ukn)
in k + 1 blocks of variables ui = (ui0, . . . , uin), i = 0, . . . , k, which is called the Chow
form of X , with the following properties: FX is irreducible in C[u00, . . . , ukn], FX is
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homogeneous of degree ∆ in each block ui, i = 0, . . . , k, and FX(u0, . . . ,uk) = 0 if and
only if X ∩Hu0 ∩Huk 6= ∅, where Hui , i = 0, . . . , k, are the hyperplanes given by
ui0x0 + · · ·+ uinxn = 0.
Let FX be the Chow form associated to X . Let c = (c0, . . . , cn) be a tuple of real
numbers. Let t be an auxiliary variable. We consider the decomposition
FX(t
c0u00, . . . , t
cnu0n; . . . ; t
c0uk0, . . . , t
cnukn)
= te0G0(u0, . . . ,un) + · · ·+ t
erGr(u0, . . . ,un).
(2.5)
with G0, . . . , Gr ∈ C[u00, . . . , u0n; . . . ; uk0, . . . , ukn] and e0 > e1 > · · · > er. The Chow
weight of X with respect to c is defined by
eX(c) := e0.(2.6)
For each subset J = {j0, ..., jk} of {0, ..., n} with j0 < j1 < · · · < jk, we define the bracket
[J ] = [J ](u0, . . . ,un) := det(uijt), i, t = 0, . . . , k,(2.7)
where ui = (ui0, . . . , uin) denotes the blocks of n + 1 variables. Let J1, . . . , Jβ with
β =
(
n+1
k+1
)
be all subsets of {0, ..., n} of cardinality k + 1.
Then the Chow form FX of X can be written as a homogeneous polynomial of degree
∆ in [J1], . . . , [Jβ]. We may see that for c = (c0, . . . , cn) ∈ R
n+1 and for any J among
J1, . . . , Jβ,
[J ](tc0u00, . . . , t
cnu0n, . . . , t
c0uk0, . . . , t
cnukn)
= t
∑
j∈J
cj[J ](u00, . . . , u0n, . . . , uk0, . . . , ukn).(2.8)
For a = (a0, . . . , an) ∈ Z
n+1 we write xa for the monomial xa00 · · ·x
an
n . Let I = IX
be the prime ideal in C[x0, . . . , xn] deffning X . Let C[x0, . . . , xn]m denote the vector
space of homogeneous polynomials in C[x0, . . . , xn] of degree m (including 0). Put Im :=
C[x0, . . . , xn]m ∩ I and define the Hilbert function HX of X by, for m = 1, 2, ...,
HX(m) := dim(C[x0, ..., xn]m/Im).(2.9)
By the usual theory of Hilbert polynomials,
HX(m) = ∆ ·
mn
n!
+O(mn−1).(2.10)
The m-th Hilbert weight SX(m, c) of X with respect to the tuple c = (c0, . . . , cn) ∈ R
n+1
is defined by
SX(m, c) := max

HX(m)∑
i=1
ai · c

 ,(2.11)
where the maximum is taken over all sets of monomials xa1 , . . . ,xaHX(m) whose residue
classes modulo I form a basis of C[x0, . . . , xn]m/Im.
The following theorem is due to J. Evertse and R. Ferretti [7] and is restated by M. Ru
[20] for the special case when the filed K = C.
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Theorem 2.12 (Theorem 4.1 [7], see also Theorem 2.1 [20]). Let X ⊂ Pn(C) be an
algebraic variety of dimension k and degree ∆. Let m > ∆ be an integer and let c =
(c0, . . . , cn) ∈ R
n+1
>0 . Then
1
mHX(m)
SX(m, c) ≥
1
(n+ 1)∆
eX(c)−
(2n+ 1)∆
m
·
(
max
i=0,...,n
ci
)
.
The following lemma is due to J. Evertse and R. Ferretti [8] for the case of the field Qp
and reproved by M. Ru [20] for the case of the field C.
Lemma 2.13 (Lemma 3.2 [20], see also Lemma 5.1 [8]). Let Y be a subvariety of Pq−1(C)
of dimension n and degree ∆. Let c = (c1, . . . , cq) be a tuple of positive reals. Let
{i0, ..., in} be a subset of {1, ..., q} such that
Y ∩ {yi0 = · · · = yin = 0} = ∅.
Then
eY (c) ≥ (ci0 + · · ·+ cin)∆.
3. Proof of main theorems
In order to prove main theorems, we first give the following key lemma.
Lemma 3.1. Let V be a smooth projective subvariety of Pn(C) of dimension k. Let
Q1, ..., QN+1 be hypersurfaces in P
n(C) of the same degree d ≥ 1, such that(
N+1⋂
i=1
Qi
)
∩ V = ∅.
Then there exists k hypersurfaces P2, ..., Pk+1 of the forms
Pt =
N−k+t∑
j=2
ctjQj , ctj ∈ C, t = 2, ..., k + 1,
such that
(⋂k+1
t=1 Pt
)
∩ V = ∅, where P1 = Q1.
Proof. Set P1 = Q1. It is easy to see that
dim
(
t⋂
i=1
Qi
)
∩ V ≤ N − t, t = N − k + 2, ..., N + 1,
where dim ∅ = −∞.
Step 1. Firstly, we will construct P2 as follows. For each irreducible component Γ of
dimension k − 1 of P1 ∩ V , we put
V1Γ = {c = (c2, ..., cN−k+2) ∈ C
N−k+1 ; Γ ⊂ Qc, where Qc =
N−k+2∑
j=2
cjQj}.
Here, we also consider the case where Qc may be zero polynomial and it detemines all
Pn(C). It easy to see that V1Γ is a subspace of C
N−k+1. Since dim
(⋂N−k+1
i=0 Qi
)
∩V ≤ k−2,
there exists i (1 ≤ i ≤ N − k + 1) such that Γ 6⊂ Qi. This implies that V1Γ is a proper
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subspace of CN−k+1. Since the set of irreducible components of dimension k−1 of P0∩V
is at most countable,
CN−k+1 \
⋃
Γ
V1Γ 6= ∅.
Hence, there exists (c12, ..., c1(N−k+2)) ∈ C
N−k+1 such that
Γ 6⊂ P2
for all irreducible components of dimension k − 1 of Q1 ∩ V , where P2 =
∑N−k+2
j=2 c1jQj.
This clearly implies that dim (P1 ∩ P2) ∩ V ≤ k − 2.
Step 2. Now, for each irreducible component Γ′ of dimension k−2 of (P1 ∩ P2)∩V , put
V2Γ′ = {c = (c2, ..., cN−k+3) ∈ C
N−k+2 ; Γ ⊂ Qc, where Qc =
N−k+3∑
j=2
cjQj}.
Hence, V2Γ′ is a subspace of C
N−k+2. Since dim
(⋂N−k+3
i=1 Qi
)
∩ V ≤ k − 3, there exists
i, (2 ≤ i ≤ N − k + 3) such that Γ′ 6⊂ Qi. This implies that V2Γ′ is a proper subspace of
CN−k+2. Since the set of irreducible components of dimension k − 2 of (P1 ∩ P2) ∩ V is
at most countable,
CN−k+2 \
⋃
Γ′
V2Γ′ 6= ∅.
Then, there exists (c22, ..., c2(N−k+3)) ∈ C
N−k+2 such that
Γ′ 6⊂ P3
for all irreducible components of dimension k−2 of P1∩P2∩V , where P3 =
∑N−k+3
j=2 c2jQj.
And hence, this implies that dim (P1 ∩ P2 ∩ P3) ∩ V ≤ k − 3.
Repeating again the above steps, after the kth-step we get hypersurfaces P2, ..., Pk+1
stisfying
dim
(
t⋂
j=1
Pj
)
∩ V ≤ k − t.
In particular,
(⋂k+1
j=1 Pj
)
∩ V = ∅. We complete the proof of the lemma. 
Proof of Theorem 1.1. Firstly, we will prove the theorem for the case where all
hypersurfaces Qi (1 ≤ i ≤ q) are of the same degree d. We may also assume that
q > (N − k + 1)(k + 1). We denote by I the set of all permutations of the set {1, ...., q}.
Denote by n0 the cardinality of I. Then we have n0 = q!, and we may write that
I = {I1, ...., In0} where Ii = (Ii(1), ..., Ii(q)) ∈ N
q and I1 < I2 < · · · < Iq in the lexico-
graphic order.
For each Ii ∈ I, we denote by Pi,1, ..., Pi,k+1 the hypersurfaces obtained in Lemma 3.1
with respect to the hypersurfaces QIi(1), ..., QIi(n+1). It is easy to see that there exists a
positive constant B ≥ 1, which is chosen common for all Ii ∈ I, such that
|Pi,t(ω)| ≤ B max
1≤j≤N−k+t
|QIi(j)(ω)|,
for all 1 ≤ t ≤ k + 1 and for all ω = (ω0, ..., ωn) ∈ C
n+1.
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Consider a reduced representation f˜ = (f0, . . . , fn) : C
m → Cn+1 of f . Fix an element
Ii ∈ I. We denote by S(i) the set of all points z ∈ C \
⋃q
i=1Qi(f˜)
−1({0}) such that
|QIi(1)(f˜)(z)| ≤ |QIi(2)(f˜)(z)| ≤ · · · ≤ |QIi(q)(f˜)(z)|.
Since Q1, . . . , Qq are in N−subgeneral position in V , by Lemma 3.2, there exist a positive
constant A, which is chosen common for all Ii, such that
||f˜(z)||d ≤ A max
1≤j≤N+1
|QIi(j)(f˜)(z)| ∀z ∈ S(i).
Therefore, for z ∈ S(i) we have
q∏
i=1
||f˜(z)||d
|Qi(f˜)(z)|
≤ Aq−N−1
N+1∏
j=1
||f˜(z)||d
|QIi(j)(f˜)(z)|
≤ Aq−N−1Bk
||f˜(z)||(N+1)d(∏N+1−k
j=1 |QIi(j)(f˜)(z)|
)
·
∏k+1
j=2 |Pi,j(f˜)(z)|
≤ Aq−N−1Bk
||f˜(z)||(N+1)d
|Pi,1(f˜)(z)|N−k+1 ·
∏k+1
j=2 |Pi,j(f˜)(z)|
≤ Aq−N−1BkC(N−k)
||f˜(z)||(N+1)d+(N−k)kd∏k+1
j=1 |Pi,j(f˜)(z)|
N−k+1
,
where C is a positive constant, which is chosen common for all Ii ∈ I, such that
|Pi,j(ω)| ≤ C||ω||
d, ∀ω = (ω0, ..., ωn) ∈ C
n+1.
The above inequality implies that
log
q∏
i=1
||f˜(z)||d
|Qi(f˜)(z)|
≤ log(Aq−N−1BkC(N−k)) + (N − k + 1) log
||f˜(z)||(k+1)d∏k+1
j=1 |Pi,j(f˜)(z)|
.(3.2)
We consider the mapping Φ from V into Pl−1(C) (l = n0(k + 1)), which maps a point
x ∈ V into the point Φ(x) ∈ Pl−1(C) given by
Φ(x) = (P1,1(x) : · · · : P1,k+1(x) : P2,1(x) : · · · : P2,k+1(x) : · · · : Pn0,1(x) : · · · : Pn0,k+1(x)).
Let Y = Φ(V ). Since V ∩
⋂k+1
j=1 P1,j = ∅, Φ is a finite morphism on V and Y is a complex
projective subvariety of Pp−1(C) with dim Y = k and ∆ := deg Y =≤ dk. deg V . For every
a = (a1,1, . . . , a1,k+1, a2,1 . . . , a2,k+1, . . . , an0,1, . . . , an0,k+1) ∈ Z
l
≥0
and
y = (y1,1, . . . , y1,k+1, y2,1 . . . , y2,k+1, . . . , yn0,1, . . . , yn0,k+1)
we denote ya = y
a1,1
1,1 . . . y
a1,k+1
1,k+1 . . . y
an0,1
n0,1
. . . y
an0,k+1
n0,k+1
. Let u be a positive integer. We set
nu := HY (u)− 1, lu :=
(
l + u− 1
u
)
− 1,(3.3)
and define the space
Yu = C[y1, . . . , yp]u/(IY )u,
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which is a vector space of dimension nu+1. We fix a basis {v0, . . . , vnu} of Yu and consider
the meromorphic mapping F with a reduced representation
F˜ = (v0(Φ ◦ f˜), . . . , vnu(Φ ◦ f˜)) : C
m → Cnu+1.
Hence F is linearly nondegenerate, since f is algebraically nodegenerate.
Now, we fix an index i ∈ {1, ...., n0} and a point z ∈ S(i). We define
cz = (c1,1,z, . . . , c1,k+1,z, c2,1,z, . . . , c2,k+1,z, . . . , cn0,1,z, . . . , cn0,k+1,z) ∈ Z
p,
where
ci,j,z := log
||f˜(z)||d||Pi,j||
|Pi,j(f˜)(z)|
for i = 1, ..., n0 and j = 1, ..., k + 1.(3.4)
We see that ci,j,z ≥ 0 for all i and j. By the definition of the Hilbert weight, there are
a1,z, ..., aHY (u),z ∈ N
l with
ai,z = (ai,1,1,z, . . . , ai,1,k+1,z, . . . , ai,n0,1,z, . . . , ai,n0,k+1,z), ai,j,s,z ∈ {1, ..., lu},
such that the residue classes modulo (IY )u of y
a1,z , ...,yaHY (u),z form a basic of C[y1, ..., yp]u/(IY )u
and
SY (u, cz) =
HY (u)∑
i=1
ai,z · cz.(3.5)
We see that yai,z ∈ Ym (modulo (IY )m). Then we may write
yai,z = Li,z(v0, . . . , vHY (u)),
where Li,z (1 ≤ i ≤ HY (u)) are independent linear forms. We have
log
HY (u)∏
i=1
|Li,z(F˜ (z))| = log
HY (u)∏
i=1
∏
1≤t≤n0
1≤j≤k+1
|Ptj(f˜(z))|
ai,t,j,z
= −SY (m, cz) + duHY (u) log ||f˜(z)||+O(uHY (u)).
This implies that
log
HY (u)∏
i=1
||F˜ (z)|| · ||Li,z||
|Li,z(F˜ (z))|
=SY (u, cz)− duHY (u) log ||f˜(z)||
+HY (u) log ||F˜ (z)|| +O(uHY (u)).
Here we note that Li,z depends on i and z, but the number of these linear forms is finite.
We denote by L the set of all Li,z occuring in the above inequalities. Then we have
SY (u, cz) ≤max
J⊂L
log
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
+ duHY (u) log ||f˜(z)||
−HY (u) log ||F˜ (z)||+O(uHY (u)),
(3.6)
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where the maximum is taken over all subsets J ⊂ L with ♯J = HY (u) and {L;L ∈ J }
is linearly independent. From Theorem 2.12 we have
1
uHY (u)
SY (u, cz) ≥
1
(k + 1)∆
eY (cz)−
(2k + 1)∆
u
max
1≤j≤k+1
1≤i≤n0
ci,j,z(3.7)
We chose an index i0 such that z ∈ S(i0). It is clear that
max
1≤j≤k+1
1≤i≤n0
ci,j,z ≤
∑
1≤j≤k+1
log
||f˜(z)||d||Pi0,j||
|Pi0,j(f˜)(z)|
+O(1),
where the term O(1) does not depend on z and i0. Combining (3.6), (3.7) and the above
remark, we get
1
(k + 1)∆
eY (cz) ≤
1
uHY (u)
(
max
J⊂L
log
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
−HY (u) log ||F˜ (z)||
)
+ d log ||f˜(z)||+
(2n+ 1)∆
m
max
1≤j≤k+1
1≤i≤n0
ci,j,z +O(1/m)
≤
1
uHY (u)
(
max
J⊂L
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
−HY (u) log ||F˜ (z)||
)
+ d log ||f˜(z)||+
(2n+ 1)∆
m
∑
1≤j≤k
log
||f˜(z)||d||Pi0,j||
|Pi0,j(f˜)(z)|
+O(1/m).
(3.8)
Since Pi0,1..., Pi0,k+1 are in general with respect to X , By Lemma 2.13, we have
eY (cz) ≥ (ci0,1,z + · · ·+ ci0,k+1,z) ·∆ =
( ∑
1≤j≤k
log
||f˜(z)||d||Pi0,j||
|Pi0,j(f˜)(z)|
)
·∆.(3.9)
Then, from (3.2), (3.8) and (3.9) we have
1
N − k + 1
log
q∏
i=1
||f˜(z)||d
|Qi(f˜)(z)|
≤
k + 1
uHY (u)
(
max
J⊂L
log
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
−HY (u) log ||F˜ (z)||
)
+ d(k + 1) log ||f˜(z)||+
(2k + 1)(k + 1)∆
u
∑
1≤j≤k+1
1≤i≤n0
log
||f˜(z)||d||Pi,j||
|Pi,j(f˜)(z)|
+O(1),
(3.10)
where the term O(1) does not depend on z.
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Integrating both sides of the obove inequality, we obtain
1
N − k + 1
q∑
i=1
mf (r, Qi) ≤
k + 1
uHY (u)

∫
S(r)
max
J⊂L
log
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
σm −HY (u)TF (r)


+ d(k + 1)Tf (r) +
(2k + 1)(k + 1)∆
u
∑
1≤j≤k+1
1≤i≤n0
mf(r, Pi,j).(3.11)
On the other hand, by Theorem 2.4, for every ǫ′ > 0 (which will be chosen later) we have
∣∣∣∣ ∫
S(r)
max
J⊂L
log
∏
L∈J
||F˜ (z)|| · ||L||
|L(F˜ (z))|
σm −HY (u)TF (r)
≤ −NW (F˜ )(r) + ǫ
′TF (r) ≤ −NW (F˜ )(r) + ǫ
′duTf(r).
Combining this inequality with (3.11), we have(
q − (N − k + 1)(k + 1)
)
Tf (r)
≤
q∑
i=1
1
d
NQi(f)(r)−
(N − k + 1)(k + 1)
duHY (u)
(NW (F˜ )(r)− ǫ
′duTf(r))
+
(N − k + 1)(2k + 1)(k + 1)∆
ud
∑
1≤j≤k+1
1≤i≤n0
mf (r, Pi,j)
(3.12)
We now estimate the quantity NW (F˜ )(r). We consider a point z ∈ C
m which is outside
the indeterminacy locus of f . Without loss of generality, we may assume that z ∈ S(1),
where I1 = (1, ...., q). Then we see that ν
0
Qi(f)
(z) = 0 for all i ≥ N + 1, since {Q1, ..., Qq}
is in N -subgeneral position in V . We set ci,j = max{0, ν
0
Pi,j
(z)−HY (u)} and
c = (c1,1, . . . , c1,k+1, . . . , cn0,1, . . . , cn0,k+1) ∈ Z
l
≥0.
Then there are
ai = (ai,1,1, . . . , ai,1,k+1, . . . , ai,n0,1, . . . , ai,n0,k+1), ai,j,s ∈ {1, ..., lu}
such that ya1, ...,yaHY (u) is a basic of Yu and
SY (m, c) =
HY (u)∑
i=1
aic.
Similarly as above, we write yai = Li(v1, ..., vHY (u)), where L1, ..., LHY (u) are independent
linear forms in variables yi,j (1 ≤ i ≤ n0, 1 ≤ j ≤ k + 1). By the property of the general
Wronskian, we see that
W (F˜ ) = cW (L1(F˜ ), ..., LHY (u)(F˜ )),
where c is a nonzero constant. This yields that
ν0
W (F˜ )
(z) = ν0
W (L1(f˜),...,LHY (u)(F˜ ))
≥
HY (u)∑
i=1
max{0, ν0
Li(F˜ )
(z)− nu}
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We also easily see that
ν0
Li(F˜ )
(z) =
∑
1≤s≤k+1
1≤j≤n0
ai,j,sν
0
Pj,s(f˜)
(z),
and hence
max{0, ν0
Li(F˜ )
(z)− nu} ≥
HY (u)∑
i=1
ai,j,scj,s = ai · c.
Thus, we have
ν0
W (F˜ )
(z) ≥
HY (u)∑
i=1
ai · c = SY (u, c).(3.13)
Since P1,1, ..., P1,k+1 are in general position, then by Lemma 2.13 we have
eY (c) ≥ ∆ ·
k+1∑
j=1
c1,j = ∆ ·
k+1∑
j=1
max{0, ν0P1,j(f)(z)− nu}.
On the other hand, by Theorem 2.12 we have that
SY (u, c) ≥
uHY (u)
(k + 1)∆
eY (c)− (2k + 1)∆HY (u) max
1≤j≤k+1
1≤i≤n0
ci,j
≥
uHY (u)
k + 1
k+1∑
j=1
max{0, ν0
P1,j(f˜)
(z)− nu} − (2k + 1)∆HY (u) max
1≤j≤k+1
1≤i≤n0
ν0
Pi,j(f˜)
(z).
Combining this inequality and (3.13), we have
k + 1
duHY (u)
ν0
W (F˜ )
(z) ≥
1
d
k+1∑
j=1
max{0, ν0
P1,j(f˜)
(z)− nu}
−
(2k + 1)(k + 1)∆
du
max
1≤j≤k+1
1≤i≤n0
ν0
Pi,j(f˜)
(z).
(3.14)
Also it is easy to see that ν0
P1,j(f˜)
(z) ≥ ν0
QN−k+j(f˜)
(z) for all 2 ≤ j ≤ k + 1. Therefore, we
have
(N − k + 1)
k+1∑
j=1
max{0, ν0
P1,j(f˜)
(z)− nu}
≥ (N − k + 1)max{0, ν0
Q1(f˜)
(z)− nu}+
k+1∑
j=2
max{0, ν0
QN−k+j(f˜)
(z)− nu}
≥
N+1∑
i=1
max{0, ν0
Qi(f˜)
(z)− nu} =
q∑
i=1
max{0, ν0
Qi(f˜)
(z)− nu}.
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Combining this inequality and (3.14), we have
(N − k + 1)(k + 1)
duHY (u)
ν0
W (F˜ )
(z) ≥
1
d
q∑
i=1
max{0, ν0
Qi(f˜)
(z)− nu}
−
(N − k + 1)(2k + 1)(k + 1)∆
du
max
1≤j≤k+1
1≤i≤n0
ν0
Pi,j(f˜)
(z)
≥
1
d
q∑
i=1
(ν0
Qi(f˜)
(z)−min{ν0
Qi(f˜)
(z), u})
−
(N − k + 1)(2k + 1)(k + 1)∆
du
max
1≤j≤k+1
1≤i≤n0
ν0
Pi,j(f˜)
(z).
Integrating both sides of this inequality, we obtain
(N − k + 1)(k + 1)
duHY (u)
NW (F˜ )(r) ≥
1
d
q∑
i=1
(NQi(f)(r)−N
[nu]
Qi(f)
(r))
−
(N − k + 1)(2k + 1)(k + 1)∆
du
max
1≤j≤k+1
1≤i≤n0
NPi,j(f)(r).
(3.15)
Combining inequalities (3.12) and (3.15), we get
∣∣∣∣ (q−(N − k + 1)(k + 1))Tf(r) ≤ q∑
i=1
1
d
N
[nu]
Qi(f)
(r) +
(N − k + 1)(k + 1)
HY (u)
ǫ′Tf (r))
+
(N − k + 1)(2k + 1)(k + 1)∆
ud
∑
1≤j≤k+1
1≤i≤n0
(NPi,j(f)(r) +mf (r, Pi,j))
=
q∑
i=1
1
d
N
[nu]
Qi(f)
(r) +
(
(N − k + 1)(k + 1)ǫ′
HY (u)
+
(N − k + 1)(2k + 1)(k + 1)p∆
u
)
Tf (r).
(3.16)
We now choose u is the biggest integer such that
u < (N − k + 1)(2k + 1)(k + 1)p∆ǫ−1
and
ǫ′ = ǫ−
(N − k + 1)(2k + 1)(k + 1)p∆
u
> 0.
Form (3.16), we have
∣∣∣∣ (q − (N − k + 1)(k + 1)− ǫ)Tf (r) ≤ q∑
i=1
1
d
N
[nu]
Qi(f)
(r).(3.17)
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We note that deg Y = ∆ ≤ dk deg(V ). Then the number nu is estimated as follows
nu = HY (u)− 1 ≤ ∆
(
k + u
k
)
≤ dk deg(V )ek
(
1 +
u
k
)k
< dk deg(V )ek
(
(N − k + 1)(2k + 4)p∆ǫ−1
)k
≤
[
deg(V )k+1ekdk
2+k(N − k + 1)k(2k + 4)kpkǫ−k
]
=M0.
Then, the theorem is proved for the case where all hypersurfaces Qi have the same degree.
Now, for the general case where Qi is of the degree di, i = 1, ..., q, and d = lcm(d1, ..., dq).
Then the hypersurfaces Q
d/di
i (1 ≤ i ≤ q) are of the same degree d. Applying the above
result, we have
∣∣∣∣ (q − (N − k + 1)(k + 1)− ǫ)Tf (r) ≤ q∑
i=1
1
d
N
[M0]
Qd/di(f)
(r)
≤
q∑
i=1
1
di
N
[M0]
Qd/di(f)
(r) + o(Tf(r)).
This completed the proof of the theorem. 
Proof of Theorem 1.3. Similar as the argument of the proof of Theorem 1.1, we may
assume that all Qi (1 ≤ i ≤ q) are of the same degree d and q > (N−k+1)(k+1). Letting
V = Pn(C), k = n and using the the same notation, we will repeat some arguments as in
the proof Theorem 1.1. Similarly as (3.14), for z ∈ S(i0) we have
log
q∏
i=1
||f˜(z)||d
|Qi(f˜)(z)|
≤ log(Aq−N−1BkC(N−k)) + (N − k + 1) log
||f˜(z)||(k+1)d∏k+1
j=1 |Pi0,j(f˜)(z)|
≤ (N − k + 1) log
||f˜(z)||kd∏k
j=1 |Pi0,j(f˜)(z)|
+O(1),
(3.18)
where the term O(1) does not depend on z.
Now, for a positive integer u, we denote by Vu the vector subspace of C[x0, . . . , xn] which
consists of all homogeneous polynomials of degree u and zero polynomial. We consider u
divisible by d. For each (i) = (i1, . . . , in) ∈ N
n
0 with σ(i) =
∑n
s=1 is ≤
N
d
, we set
W i0(i) =
∑
(j)=(j1,...,jk)≥(i)
P j1i0,1 · · ·P
jk
i0,k
· Vu−dσ(j).
Then we see that W i0(0,...,0) = Vu and W
i0
(i) ⊃W
i0
(j) if (i) < (j) (in the sense of lexicographic
order). Therefore, W i0(i) is a filtration of Vu. We have the following lemma due to Corvaja
and Zannier in [6].
Lemma 3.19 (see [6]). Let (i) = (i1, . . . , ik), (i)
′ = (i′1, . . . , i
′
k) ∈ N
k
0. Suppose that (i
′)
follows (i) in the lexicographic ordering and defined
mi0(i) = dim
W i0(i)
W i0(i)′
.
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Then, we have mi0(i) = d
k, provided dσ(i) < u− kd.
We assume that
Vu = W
i0
(i)1
⊃W i0(i)2 ⊃ · · · ⊃W
i0
(i)K
,
where (i)s = (i1s, ..., ius), W
i0
(i)s+1
followsW i0(i)s in the ordering and (i)K = (
u
d
, 0, . . . , 0). We
see that K is the number of k-tuples (i1, . . . , ik) with ij ≥ 0 and i1 + · · ·+ ik ≤
k
d
. Then
we easily estimate that
K =
(
u
d
+ n
n
)
.
We define mi0s = dim
W
i0
(i)s
W
i0
(i)s+1
for all s = 1, . . . , K − 1 and set mi0K = 1.
Let mu = dimVu. From the above filtration, we may choose a basis {ψ
i0
1 , . . . , ψ
i0
mu} of
Vu such that
{ψ
mu−(m
i0
s +···+m
i0
K )+1
, . . . , ψmu}
is a basis of W i0(i)s . For each s ∈ {1, . . . , K} and l ∈ {mu− (m
i0
s + · · ·+m
i0
K)+ 1, . . . , mu−
(mi0s+1 + · · ·+m
i0
K)}, we may write
ψi0l = P
i1s
i0,1
. . . P insi0,nhl, where (i1s, . . . , iks) = (i)s, hl ∈ W
i0
u−dσ(i)s
.
Then we have
|ψi0l (f˜)(z)| ≤ |Pi0,1(f˜)(z)|
i1s . . . |Pi0,n(f˜)(z)|
iks|hl(f˜)(z)|
≤ c2|Pi0,1(f˜)(z)|
i1s . . . |Pi0,n(f˜)(z)|
iks ||f˜(z)||u−dσ(i)s
= c2
(
|Pi0,1(f˜)(z)|
||f˜(z)||d
)i1s
. . .
(
|Pi0,n(f˜)(z)|
||f˜(z)||d
)iks
||f˜(z)||u,
where c2 is a positive constant independently from l, i0, f and z. This implies that
log
mu∏
l=1
|ψi0l (f˜)(z)| ≤
K∑
s=1
mi0s
(
i1s log
|Pi0,1(f˜)(z)|
||f˜(z)||d
+ · · ·+ ins log
|Pi0,n(f˜)(z)|
||f˜(z)||d
)
+muu log ||f˜(z)||+ log c2.
(3.20)
We fix φ1, ..., φmu , a basic of Vu, ψ
i0
s (f˜) = L
i0
s (F˜ ), where L
i0
s (1 ≤ s ≤ mu) are linear
forms and F˜ = (φ1(f˜), . . . , φu(f˜)) is a reduced representation of a meromorphic mapping
F . We set
bi0j =
K∑
s=1
mi0s ijs, 1 ≤ j ≤ k.
From (3.20) we have that
log
mu∏
s=1
|Li0s (F˜ )(z)| ≤ log
(
n∏
j=1
(
|Pi0,j(f˜)(z)|
||f˜(z)||d
)bi0j )
+muu log ||f˜(z)||+ log c2.
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We set b = minj,i0 b
i0
j . Since f is algebraically non degenerate over C, F is linearly non
degenerate over C. Then there exists an admissible set α = (α1, ..., αmu) ∈ (Z
m
+ )
u, with
|αs| ≤ s− 1, such that the general Wronskian satisfying
W (Φ(f˜)) := W α(Φ(f˜)) =W α(φ1(f˜), ...., φmu(f˜)) = det(D
αi(φs(f˜)))1≤i,s≤mu 6≡ 0,
where Φ = (φ1, ..., φmu). We also have
log
||f˜(z)||qdb|W α(Φ(f˜))(z)|p∏q
i=1 |Qi(f˜)(z)|
b
≤ log
||f˜(z)||pndb|W α(Φ(f˜))(z)|p∏n
j=1 |Pi0,j(f˜)(z)|
pb
+O(1)
≤ log
||f˜(z)||pd
∑n
j=1 b
i0
j |W α(Φ(f˜))(z)|p∏n
j=1 |Pi0,j(f˜)(z)|
pb
i0
j
+O(1)
≤ log
||f˜(z)||pmuu|W α(Φ(f˜))(z)|p∏mu
i=1 |ψ
i0
i (f˜)(z)|
p
+O(1)
≤ log
||f˜(z)||pmuu|W α(Ψi0(f˜))(z)|p∏u
i=1 |ψ
i0
i (f˜)(z)|
p
+O(1),
(3.21)
where Ψi0 = (ψi0 , ..., ψi0mu), W
α(Ψi0(f˜)) = det(Dαi(ψi0s (f˜)))1≤i,s≤mu and the term O(1)
depends only on u and {Qi}
q
i=1. This inequality implies that
log
||f˜(z)||qdb−pmuu|W α(Φ(f˜))(z)|p
(
∏q
i=1 |Qi(f˜)(z)|
b)
≤ log
|W α(Φ(f˜))(z)|p∏mu
i=1 |ψ
i0
i (f˜)(z)|
p
+O(1),(3.22)
for all z ∈ Cm outside a proper analytic subset of Cm, which is the union of zero sets of
functions Qi(f˜), Pi0,j(f˜).
From the above inequality, we obtain
log
||f˜(z)||qdb−pmuu|W α(Φ(f˜))(z)|p
(
∏q
i=1 |Qi(f˜)(z)|
b)
≤
n0∑
i0=1
log+
|W α(Φ(f˜))(z)|p∏mu
i=1 |ψ
i0
i (f˜)(z)|
p
+O(1),(3.23)
for all z ∈ Cm outside the union of zero sets of functions Qi(f˜) and Pi(f˜).
We easily see that W α(Φ(f˜))(z) = Ci0W
α(Ψi0(f˜)), where
W α(Ψi0(f˜)) = det(Dαi(ψi0s (f˜)))1≤i,s≤mu
and Ci0 is a nonzero constant. Then by using the lemma on logarithmic derivative, we
easily have∣∣∣∣
∣∣∣∣
∫
S(r)
log+
|W α(Φ(f˜))(z)|p∏mu
i=1 |ψ
i0
i (f˜)(z)|
p
σm =
∫
S(r)
log+
|W α(Ψi0(f˜))(z)|p∏mu
i=1 |ψ
i0
i (f˜)(z)|
p
σm = o(Tf (r)).
Integrating both sides of (3.23) over S(r) with the help of the above inequality, we obtain
|| (qdb− pmuu)Tf(r) + pNWα(Φ(f˜))(r)− b
q∑
i=1
NQi(f)(r) ≤ o(Tf(r)),
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which means that
|| (q −
pmuu
db
)Tf(r) ≤
q∑
i=1
1
d
NQi(f)(r)−
p
db
NWα(Φ(f˜))(r) + o(Tf(r)).(3.24)
We now estimate
(∑q
j=1 ν
0
Qj(f)
− p
b
ν0
Wα(Φ(f˜))
)
. Fix z ∈ Cm. Without loss of generality,
we may assume that
ν0
Q1(f˜)
(z) ≥ · · · ≥ ν0
Qt(f˜)
(z) > 0 = ν0
Qt+1(f˜)
(z) = · · · = ν0
Qq(f˜)
(z),
where 0 ≤ t ≤ N, (t may be zero). We note that I1 = (1, 2, ..., q) and let M = mu − 1.
Then we will see that
ν0
P1,1(f˜)
(z) = ν0
Q1(f˜)
(z),
ν0
P1,j(f˜)
(z) ≥ ν0
QN−n+j(f˜)
(z) (2 ≤ j ≤ n).
We have
pν0
Wα(Φ(f˜))
(z) = pν0
W (Ψ1(f˜))
(z) ≥ p
mu∑
s=1
max{ν0
ψ1s(f˜)
(z)−M, 0}.
For ψ = P t11,1...P
tn
1,nh ∈ {ψ
1
s}
mu
s=1, we have
ψ(f˜)(z) = P t11,1(f˜)(z) . . . P
tn
1,n(f˜)(z).h(f˜ )(z).
Hence
max{ν0
ψ(f˜)
(z)−M, 0} ≥
n∑
j=1
max{ν0
(P
tj
1,j(f˜)
(z)−M, 0}
≥
n∑
j=1
tj max{ν
0
P1,j(f˜)
(z)−M, 0}.
This implies that
p
mu∑
s=1
max{ν0
ψ1s(f˜)
(z)−M, 0} ≥ p
∑
(i)
m1(i)
n∑
j=1
tj max{ν
0
P1,j(f˜)
(z)−M, 0}
= p
n∑
j=1
b1j max{ν
0
P1,j(f˜)
(z)−M, 0} ≥ p
n∑
j=1
bmax{ν0
P1,j(f˜)
(z)−M, 0}
≥
N∑
j=1
bmax{ν0
Qj(f˜)
(z)−M, 0} =
q∑
i=1
bmax{ν0
Qi(f˜)
(z)−M, 0}.
Hence
q∑
i=1
ν0
Qi(f˜)
(z)−
p
b
ν0
Wα(Φ(f˜))
(z) ≤
q∑
i=1
max{ν0
Qi(f˜)
(z)−mu + 1, 0}.
This implies that
q∑
i=1
NQi(f)(r)−
p
b
NWα(Φ(f˜ ))(r) ≤
q∑
i=1
N
[mu−1]
Qi(f)
(r).
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Combining (3.23) and the above inequality, we have
||(qdb−
pmuu
db
)Tf (r) ≤
q∑
i=1
1
d
N
[mu−1]
Qi(f)
(r) + o(Tf(r)).(3.25)
We now have some estimates. First,
mu =
(
u+ n
n
)
=
(u+ 1) · · · (u+ n)
1 · · ·n
.
Second, since the number of nonnegative integer l-tuples with summation ≤ T is equal
to the number of nonnegative integer (l+1)-tuples with summation exactly equal T ∈ Z,
which is
(T+l
l
)
and since the sum below is independent of j, we have that
b1j =
∑
σ(i)≤u/d
m1(i)ij ≥
∑
σ(i)≤u/d−n
m1(i)ij
=
∑
σ(i)≤u/d−n
dnij =
dn
n+ 1
∑
σ(i)≤u/d−n
n+1∑
j=1
ij
=
dn
n + 1
∑
σ(i)≤u/d−n
(u
d
− n
)
=
dn(u− nd)
(n+ 1)d
(
u/d
n
)
=
dnu(u/d− 1) · · · (u/d− n)
1 · · · (n+ 1)d
.
This implies that
pmuu
db
≤ p(n+ 1)
(u+ 1) · · · (u+ n)
(u− d) · · · (u− nd)
≤p(n+ 1)
n∏
j=1
u+ j
u− (n + 1)d+ jd
≤p(n+ 1)
(
u
u− (n+ 1)d
)n
.
We now note that, for each positive number x ∈ (0, 1
(n+1)2
], we have
(1 + x)n = 1 + nx+
n∑
i=2
(
n
i
)
xi ≤ 1 + nx+
2∑
i=1
ni
i!(n+ 1)2i−2
x
= 1 + nx+
n∑
i=2
1
i!
x ≤ 1 + (n + 1)x.
(3.26)
We chose u = (n+ 1)d+ p(n + 1)3I(ǫ−1)d. Then u is divisible by d and one gets
(n+ 1)d
u− (n + 1)d
=
(n+ 1)d
p(n + 1)3I(ǫ−1)d
≤
1
(n+ 1)2
.(3.27)
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Therefore, using (3.26) and (3.27) we have
pmuu
db
≤p(n + 1)
(
u
u− (n+ 1)d
)n
= p(n+ 1)
(
1 +
(n+ 1)d
u− (n+ 1)d
)n
≤p(n + 1)
(
1 + (n + 1)
(n+ 1)d
u− (n + 1)d
)
≤p(n + 1)
(
1 + (n + 1)
(n+ 1)d
p(n+ 1)3I(ǫ−1)d
)
≤p(n + 1)
(
1 +
1
p(n+ 1)ǫ−1
)
= p(n + 1) + ǫ.
Also, the number mu is estimated as follows
mu =
(
u+ n
n
)
≤ en
(
1 +
u
n
)n
≤ en
(
n+ (n + 1)d
n
+
p(n+ 1)3I(ǫ−1)d
n
)n
= en(p(n+ 1)2I(ǫ−1)d)n
(
1 +
1
n
+
n+ (n+ 1)d
np(n + 1)2I(ǫ−1)d
)n
≤
(
edp(n+ 1)2I(ǫ−1)
)n
·
(
1 +
1
n
+
2
n(n+ 1)
)n
< 4
(
edp(n+ 1)2I(ǫ−1)
)n
=M0 + 1.
Thus, from (3.24) we obtain
||(q − (N − n+ 1)(n+ 1)− ǫ)Tf (r) ≤
q∑
i=1
1
d
N
[M0]
Qi(f)
(r) + o(Tf(r)).
Then we complete the proof of the theorem. 
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