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ANALISI MATEMATICA B
Esercizio 1. Data la funzione f(x) =
∞∑
n=2
(−x)n
n(n− 1):
A) Determinarne il dominio;
Se si considera la serie di potenze nella variabile x i coefficienti sono dati da an =
(−1)n/n(n − 1), altrimenti, pensando la serie nella variabile −x, i coefficienti sono dati
da an = 1/n(n − 1). In ogni caso il raggio di convergenza vale 1 e la parte interna
dell’intervallo di convergenza e` data da |x| < 1, visto che | − x| = |x|. Agli estremi
x = ±1, la serie converge assolutamente per confronto asintotico con la serie armonica
generalizzata
∑∞
n=1 1/n
2. Concludendo, il dominio della funzione f(x) e` l’intervallo chiuso
[−1, 1].
B) Scrivere la derivata seconda f ′′(x) nei punti interni al dominio come serie di potenze
e, riconosciuto che si tratta di una serie notevole, determinarne la somma trovando in tal
maniera una espressione esplicita di f ′′(x);
Derivando due volte termine a termine si ottiene la serie geometrica di ragione −x
f ′′(x) =
∞∑
n=2
(−x)n−2 = 1− x+ x2 + . . . , −1 < x < 1,
che, per gli x indicati, converge a
f ′′(x) =
1
1 + x
.
C) Dalla rappresentazione esplicita di f ′′(x) ottenuta in B) ricavare quella per f(x), sempre
nei punti interni al dominio;
Il fatto che la serie che definisce f(x) abbia come primo termine non nullo quello in x2
significa f(0) = f ′(0) = 0. Integrando una prima volta e tenendo conto di f ′(0) = 0 si
ottiene
f ′(x) =
∫
1
1 + x
dx = log(1 + x), −1 < x < 1.
Integrando una seconda volta, ora per parti, e tenendo conto di f(0) = 0 si ottiene
f(x) =
∫
log(1 + x)dx = x log(1 + x)−
∫
x
1 + x
dx =
x log(1 + x)−
∫ (
1− 1
1 + x
)
dx = (1 + x) log(1 + x)− x
sempre per −1 < x < 1.
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D) Dedurre, con passaggi ben motivati, la somma della serie numerica
∞∑
n=2
(−1)n
n(n− 1).
La serie indicata vale f(1). Per il Lemma di Abel,
f(1) = lim
x→1−
f(x) = lim
x→1−
(1 + x) log(1 + x)− x = 2 log 2− 1.
Esercizio 2. Si consideri il campo vettoriale nello spazio G = (x, y + z, y + 2z).
A) Senza determinarli esplicitamente prima della domanda F), provare che G ha potenziali
globali U(x, y, z);
Da
∂y(x) = 0 = ∂x(y + z), ∂z(x) = 0 = ∂x(y + 2z), ∂z(y + z) = 1 = ∂y(y + 2z)
segue che il campo e` chiuso. Essendo definito su tutto lo spazio R3 e` anche esatto.
B) Determinare i punti critici liberi del potenziale U(x, y, z) e classificarli;
Per definizione,
Ux = x, Uy = y + z, Uz = y + 2z.
Il sistema

x = 0
y + z = 0
y + 2z = 0
ha come unica soluzione l’origine (0, 0, 0). La matrice hessiana
H =

1 0 0
0 1 1
0 1 2

ha minori principali
A1 = 1, A2 =
∣∣∣∣∣∣ 1 00 1
∣∣∣∣∣∣ = 1, A3 =
∣∣∣∣∣∣∣∣∣
1 0 0
0 1 1
0 1 2
∣∣∣∣∣∣∣∣∣ = 1
tutti positivi quindi e` definita positiva. L’origine e` punto di minimo.
C) Presa la retta nello spazio intersezione dei due piani x+z = 0 e y = 3, si scriva una sua
parametrizzazione e, tramite la regola della catena, provare che il potenziale U(x, y, z) ha
un minimo assoluto vincolato su di essa;
Prendendo x come parametro, si scrive
x = t
y = 3
z = −t
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con t ∈ R. Dalla regola della catena si ha la derivata
dU
dt
= Uxx
′ + Uyy′ + Uzz′ = t · 1 + (3− t) · 0 + (3− 2t) · (−1) = 3t− 3
il cui studio del segno porta ad un minimo assoluto vincolato per t = 1 quindi in cor-
rispondenza del punto (1, 3,−1) sulla retta.
D) Ritrovare il punto critico vincolato di C) col metodo dei moltiplicatori di Lagrange;
Il sistema di Lagrange per U sulla retta, intersezione dei due piani, e`
x+ λ · 1 + µ · 0 = 0
y + z + λ · 0 + µ · 1 = 0
y + 2z + λ · 1 + µ · 0 = 0
x+ z = 0
y − 3 = 0
da cui si ottiene di nuovo 
x = 1
y = 3
z = −1
(λ = −1)
(µ = −2).
E) Direttamente dalla definizione, calcolare il lavoro di G sul segmento orientato, parte
della retta di cui sopra, di punto iniziale (0, 3, 0) e punto finale (1, 3,−1);
Il segmento orientato si ottiene dalla parametrizzazione della retta imponendo t ∈ [0, 1].
Il lavoro vale∫ 1
0
[t · 1 + (3− t) · 0 + (3− 2t) · (−1)]dt =
∫ 1
0
(3t− 3)dt = −3/2.
F ) Ricavare ora una espressione esplicita dei potenziali U(x, y, z) e verificare il risultato
in E).
Integrando le componenti si ottiene, ad esempio,
U =
∫
(y + 2z)dz = yz + z2 + h(x, y).
Imponendo Ux = x si ha poi hx(x, y) = x da cui h(x, y) = x
2/2+g(y). Infine, da Uy = y+z
si ha g′(y) = y quindi g(y) = y2/2. In conclusione
U = x2/2 + y2/2 + z2 + yz.
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La differenza di potenziale
U(1, 3,−1)− U(0, 3, 0) = −3/2
consente di ritrovare il valore precedente del lavoro di G.
Esercizio 3. Dato il solido A = {(x, y, z) : x2 + y2 + z2 ≤ 1, z ≥ 1/2}, calcolare∫ ∫ ∫
A
(x2 + y2 + z2)−1dxdydz.
Visto che A e` parte della sfera unitaria conviene passare a coordinate sferiche
x = r cosϑ sinϕ
y = r sinϑ sinϕ
z = r cosϕ.
L’insieme viene descritto da
0 ≤ r ≤ 1, r cosϕ ≥ 1/2, 0 ≤ ϑ ≤ 2pi, 0 ≤ ϕ ≤ pi.
Tenendo conto del determinante jacobiano r2 sinϕ la funzione da integrare in drdϑdϕ
diventa sinϕ. Essendo la variabile ϑ non correlata alle altre, l’integrale in dϑ produce un
fattore 2pi. Poi bisogna decidere un ordine di integrazione tra drdϕ e dϕdr nella riduzione
del rimanente integrale doppio. Se si integra prima in dr si osserva che, da z ≥ 1/2,
l’intervallo di massima variazione di ϕ e` 0 ≤ ϕ ≤ pi/3 e per ϕ fissato in tale intervallo,
sempre da r cosϕ ≥ 1/2, si ha r ≥ 1/(2 cosϕ). L’integrale vale dunque
2pi
∫ pi/3
0
sinϕ
∫ 1
1/(2 cosϕ)
drdϕ = 2pi
∫ pi/3
0
(sinϕ− sinϕ/(2 cosϕ))dϕ =
2pi[− cosϕ]pi/30 + pi[log cosϕ]pi/30 = pi(1− log 2).
Se si scegle l’altro ordine di integrazione, si osserva che l’intervallo di massima variazione
per r e` 1/2 ≤ r ≤ 1 e per r fissato in tale intervallo, sempre da r cosϕ ≥ 1/2, si ha
0 ≤ ϕ ≤ arccos(1/2r). Si ottiene di nuovo
2pi
∫ 1
1/2
∫ arccos(1/2r)
0
sinϕdϕdr = 2pi
∫ 1
1/2
[− cosϕ]arccos(1/2r)0 dr =
2pi
∫ 1
1/2
(1− (1/2r))dr = pi − pi[log r]11/2 = pi(1− log 2).
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Esercizio 4. Della funzione x(t) e` nota la trasformata xˆ(ω) = (1 + iω)−2.
A) Determinare x(t). [ Risultato: x(t) = u(t)te−t]
Per la formula di antitrasformazione
x(t) =
1
2pi
lim
R→+∞
∫ R
−R
eiωt
(1 + iω)2
dω.
Consideriamo la funzione di variabile complessa
f(z) =
eizt
(1 + iz)2
, z = ω + iy.
Da
|eizt| = |eiωt−yt| = e−yt
si deve integrare nel semipiano superiore y > 0 per t > 0 ed in quello inferiore y < 0 per
t < 0. Dal momento che f(z) e` olomorfa nel semipiano inferiore si ha x(t) = 0 per t < 0.
Nel semipiano superiore la funzione f(z) ha un polo doppio per z = i con residuo che vale
lim
z→i
d
dz
(z − i)2f(z) = lim
z→i
d
dz
(−eizt) = − lim
z→i
iteizt = −ite−t.
Ne segue che per t > 0
x(t) =
1
2pi
· 2pii · (−ite−t) = te−t.
In ogni caso, per t ∈ R,
x(t) = u(t)te−t
con u(t) il gradino unitario.
B) Dopo aver detto perche` la derivata prima di x(t) in senso usuale coincide con quella
nel senso delle distribuzioni, determinare la derivata seconda debole x′′ aplicando alla
funzione x′ la definizione di derivata distribuzionale.
La funzione x(t) e` assolutamente continua quindi la derivata prima debole coincide con
quella forte. Entrambe le derivate sono rappresentate dalla funzione
x′(t) = (1− t)u(t)e−t
che ora presenta un salto pari a 1 per t = 0. La derivata seconda, applicando la definizione,
segue da
〈x′′, ϕ〉 = −〈x′, ϕ′〉 = −
∫ +∞
0
(1− t)e−tϕ′(t)dt =
− [(1− t)e−tϕ(t)]+∞0 +
∫ +∞
0
(t− 2)e−tϕ(t)dt = ϕ(0) +
∫ +∞
−∞
(t− 2)u(t)e−tϕ(t)dt =
〈δ, ϕ〉+ 〈(t− 2)u(t)e−t, ϕ〉
e vale
x′′ = δ + (t− 2)u(t)e−t
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che coincide con la derivata seconda forte sommata alla δ per il salto pari a 1 in t = 0
della derivata prima.
C) Calcolare xˆ′′ direttamente dal risultato di B) e verificare poi la relazione attesa con xˆ.
[Durante il calcolo di xˆ′′, per uno dei termini si puo` utilizzare A)]
Il termine cui fa riferimento il suggerimento e` u(t)te−t di cui si conosce la trasformata
(1+iω)−2. Vista la trasformata notevole δˆ = 1, resta da trasformare il termine −2u(t)e−t.
Con semplici calcoli, per esso si ottiene −2/(1 + iω). Quindi
xˆ′′ = 1 +
1
(1 + iω)2
− 2
1 + iω
= − ω
2
(1 + iω)2
che verifica
xˆ′′ = (iω)2xˆ.
