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A statistically-based technique is used to study the variability and predictability of South African summer rainfall. The country is divided into homogeneous regions on the basis of the inter-annual rainfall variability. Canonical variates are then used to make 3-month aggregate precipitation forecasts for October-November-December and January-February-March for South Africa from global-scale sea-surface temperatures. Four consecutive 3-month mean periods of sea-surface temperatures are used to incorporate evolutionary features as well as steady-state conditions in the global oceans. Levels and possible origins of forecast skill are investigated for up to 5-month lead-times. Modest skill (correlation > 0.5) is found over mainly the central and western interiors of the country, but the skill is poor over the north-eastern regions. The most important contribution of the prediction skill comes from the equatorial Pacific Ocean, with weaker predictability from the equatorial Indian and Atlantic oceans. Sea-surface temperatures in the Atlantic and Indian oceans have important influences on the atmospheric circulation and moisture fluxes over southern Africa, and therefore provide useful predictability, at least for the October‑December rainfall. When forecasting South African rainfall, it is insufficient to consider only the El Niño/Southern Oscillation (ENSO) phenomenon, because it does not occur every year and because the sea-surface temperatures of the adjacent oceans modify the ENSO forcing on South African rainfall. Unfortunately, the predictability during years not associated with the El Niño/Southern Oscillation is weak.






The El Niño/Southern Oscillation (ENSO) phenomenon involves inter-annual variations in the thermal circulation of the tropics, and affects the atmospheric circulation outside the tropics in a more indirect way (Philander, 1990; Allan et al., 1996). For southern Africa, rainfall of the south-east African region, including portions of all African countries south of 15°S, is influenced by ENSO events (Ropelewski and Halpert, 1987, 1989; Mason and Jury, 1997). Drier than normal conditions are associated with warm events during the rainfall season from November to May. The association with southern African rainfall is evident also in the Southern Oscillation: the high-phase of the Southern Oscillation is associated with an increase in rainfall, while the low-phase is associated with decreased rainfall (Lindesay, 1988; van Heerden et al., 1988; Mason and Jury, 1997). The association is strongest in a north-west to south-east line across the South African central summer rainfall region (Lindesay, 1988). Southern Africa tends to undergo dry conditions during approximately the same season when equatorial eastern Africa has a wetter than normal season (Ropelewski and Halpert, 1987).
The response to the Southern Oscillation of austral summer rainfall could be explained by changes in the subtropical jet. During low-phase seasons, the preferred location of tropical convection shifts to the north-east and weakens over the land in association with an equatorward displacement of the jet (Lindesay et al., 1986). The Southern Oscillation-South African rainfall association apparently is modulated with the phase of the stratospheric Quasi-Biennial Oscillation (Mason and Lindesay, 1993). High-phase (low-phase) wet (dry) conditions typically occur over the summer rainfall regions during the January to March season only when the Quasi-biennial Oscillation is in the westerly phase (for possible mechanisms, see Jury et al., 1994). On the other hand, for the October to December season, there is no apparent difference in the Southern Oscillation-South African rainfall between westerly and easterly years.
The greater importance of the Southern Oscillation to South African rainfall variations in the late- rather than in the early-summer season is in accordance with changes in the atmospheric circulation over southern Africa on a semi-annual cycle (Lindesay, 1988). Comparison of the thermal winds over the central interior with rainfall, suggests that tropical systems dominate the rain-producing systems during January and February. However, during December a shift from baroclinic systems occurs, and during March, a shift to baroclinic systems occurs (van Heerden et al., 1988).
Sea-surface temperature anomalies of the oceans adjacent to southern Africa, as well as of the equatorial Pacific, are related to southern African rainfall (Nicholson and Entekhabi, 1987; Walker, 1990; Jury and Pathack, 1991; Mason et al., 1994; Mason, 1995; Mason and Jury, 1997; Rocha and Simmonds, 1997). Anomalous sea-surface temperatures in the areas surrounding South Africa may help to improve predictions of the severity and rain-producing potential of particular synoptic weather events (Walker and Lindesay, 1989). Sea-surface temperature gradient intensity in the south-western and south-eastern Atlantic Ocean varies closely in phase with the annual rainfall totals of the summer rainfall region (Mason, 1990). However, the strongest rainfall/sea-surface temperature association is in the central south Atlantic Ocean (Mason, 1995). In the Indian Ocean, sea temperature variability in the Agulhas system can, in association with the atmospheric circulation, account for some of the variability of the summer rainfall (Mason, 1990; Jury et al., 1993). Stronger associations between sea-surface temperature and rainfall are located distant from land in the tropical Indian Ocean east of 50°E (Walker, 1990), but with the strongest rainfall/sea-surface temperature association in the western equatorial Indian Ocean (Mason, 1995). Rainfall/sea-surface temperature associations vary over the summer rainfall season of October to March. October is the least predictable using only sea-surface temperatures. November (the start of the summer growing season) is associated with central-south Atlantic sea temperatures, while the Arabian sea area, as well as the equatorial Pacific Ocean, present potential for prediction of December rainfall. January rainfall has a poor association with sea-surface temperatures, while the central equatorial Indian Ocean shows very significant associations with February and March rainfall (Pathack et al., 1993).
The drought experienced in southern Africa which was associated with the 1982/83 ENSO event, caused estimated damages close to US$1 billion (Moura et al., 1992; Moura, 1994). Rainfall variations in South Africa have an important impact on agriculture, housing of, and water supply to rural communities, industries and tourism, to name but a few. With an increasing population and the associated demand for fresh water, the development of objective and reliable methods for long-range rainfall predictions is becoming increasingly more important. From the early 1990s, a number of institutions in South Africa started to issue seasonal forecasts for southern African summer rainfall (Barnston and Smith, 1996; Barnston et al. 1996; Mason et al., 1996; Jury, 1996; Landman, 1997; Mason, 1998). The predictors are primarily global-scale sea-surface temperatures, cloud depth and upper zonal winds. Predictions for southern Africa are frequently discussed in NOAA’s Experimental Long-Lead Forecast Bulletin.





Sea-surface temperatures are responsible for a large percentage of the rainfall variability of the austral summer rainfall over southern Africa. Global Ocean Global Atmosphere (GOGA) sea-surface temperature data (Pan and Oort 1990, Lau and Nath 1994) of the global oceans (between about 45°N and 45°S; 704 grid-points), are used as predictors of rainfall over South Africa. The sea-temperature data set has a resolution of 4.5°´7.5° latitude-longitude, and was obtained for the period 1950 to 1985. Data before 1950 is of questionable quality because of changes in measurement techniques and poor spatial coverage. Blended (Reynolds 1988) and Optimum Interpolation (OI) sea-surface temperature data (Reynolds and Smith 1994) have been obtained for the period 1985 to 1996. The complete set forms the training period of the forecast model. The OI data is available in near-real time and is therefore used in the operational forecasts. Both the blended (2° latitude´longitude) and the OI data (1° latitude´longitude) are interpolated to the GOGA grid, using cubic interpolation. The sea-surface temperature data, which are used as a predictor in a statistically based model are in the form of 3-month means.





Statistical methods in current statistical forecasting (Zhaobo, 1994) include regression analysis (Barnston, 1994; Lin et al., 1994; Prasad and Singh, 1994; Singh et al., 1995), discriminant analysis (Ward and Folland, 1991; Mason, 1998), cluster analysis, analogue methods (Barnett and Preisendorfer, 1978; Drosdowsky, 1994; van den Dool, 1994), time-series analysis and period analysis. Recently, optimal climate normals (Huang et al., 1996) and non-linear methods such as neural networks (Elsner and Tsonis, 1992; Navone and Ceccatto, 1994; Hastenrath et al., 1995) have been used with some success.
The statistically-based method used in constructing the forecast model in this paper, as well as the sea-surface temperature/rainfall diagnosis, is canonical correlation analysis (CCA). Canonical correlation analysis, which is often used as a forecast technique (Barnett and Preisendorfer, 1987; Graham et al., 1987a, 1987b; Barnston and Ropelewski, 1992; Barnston, 1994; Chu and He, 1994; Barnston and Smith, 1996; Shabber and Barnston, 1996), is a multivariate statistical methodology to determine linear combinations of two data sets (the predictor data set, e.g. sea-surface temperature, and the predictand data set, e.g. rainfall) that are highly correlated. The theory of CCA is described extensively in the literature (Glahn, 1968; Anderson, 1984, Barnett and Preisendorfer, 1987; Tatsuoka, 1988; Jackson, 1991; Johnston, 1992), and is at the top of the regression modelling hierarchy (Barnett and Preisendorfer, 1987). The setting up of the prediction equations follows that of Glahn (1968), Tatsuoka (1988), Jackson (1991) and Chu and He (1994).


3.1. The canonical correlation analysis procedure

Canonical correlation analysis is used to seek relationships between two sets of variables. It attempts to find the optimum linear combination between the two sets with maximum correlation being produced. Because the predictor field (combined 3-month mean sea-surface temperatures, resulting in 2816 variables), and to a lesser degree the predictand field (eight time series), contains a large number of highly correlated variables and few observations (45 years in this case), it is recommended that pre-orthogonalisation (Barnston, 1994) using standard EOF analysis be performed. The predictor and predictand data sets are first standardised, resulting in correlation matrices on which the EOF analysis is performed. The standardisation ensures that all the grid points and homogeneous region indices have equal opportunity to participate in the prediction process (Barnston, 1994; Jackson, 1991). EOF analysis is performed separately for each of the predictor and predictand fields. An EOF analysis performed on the same variable measured at different time periods, which is the case for the predictor field, is known as extended empirical orthogonal function (EEOF) analysis (Weare and Nasstrom, 1982; Chen and Harr, 1993). The leading patterns within one EEOF can be interpreted as the propagation or evolution of the patterns in time, for example a warming trend in the Indian Ocean or a cooling trend in the equatorial Pacific Ocean.





With single period (3-month mean) sea-surface temperatures, increases in predictability of the seasonal rainfall can be achieved by using different lead-times. “Fishing” the best model in this way may lead to subjective forecasts. Combining consecutive sea-surface temperature 3-month mean seasons should resolve this problem and has the additional benefit of introducing evolutionary features such as a warming equatorial Pacific Ocean into the model (Barnston et al., 1996). Using evolutionary features in the model has further advantages: a warm eastern equatorial Pacific during the late austral autumn and early winter, could indicate the late decay or early development of an El Niño event. Rainfall prospects for the coming season could be entirely different depending on which of the above two is actually the case. However, the warming and cooling would be distinguishable as evolutionary features in the EEOF analysis. Joining adjacent predictor periods will also make provision for steady-state conditions, such as a prolonged ENSO event. The El Niño/Southern Oscillation has its most intense phase lasting about a year (Glantz et al., 1991). It was therefore decided to combine sea-surface temperatures of four consecutive 3-month periods.
Combining consecutive sea-surface temperature 3-month mean seasons may underestimate skill from the Atlantic and Indian Oceans. This could happen because the sea-surface temperature predictor set is “tuned” to the ENSO time-scale, while the time-scales of sea-surface temperature variability in the Atlantic and Indian Oceans can be shorter. However, skill levels obtained predicting rainfall for individual months during the summer rainfall season can be higher when combining different oceans such as the Indian and Pacific (Landman, 1997).
The lead-time, which is varied from 0 to 5 months, is defined as the number of months between the last month of the predictor data and the first month of the predictand season. A lead-time of 0 implies that the forecast/hindcast is for the season beginning immediately after the end of the predictor period. Two predictand seasons are defined for this paper: October-November-December (OND) and January-February-March (JFM), which is in agreement with changes in the atmospheric circulation over southern Africa on a semi-annual cycle (Lindesay, 1988). As an example, the following schematic illustrates the definition of the predictor seasons for hindcasting the October‑December rainfall of 1982 at different lead-times:
Predictors						Predictand
1981		1982				1982
A M J J A S O N D J F M A M J J A S	=>	OND	(5-month lead)
A M J J A S O N D J F M A M J J A S	=>	OND	(4-month lead)
A M J J A S O N D J F M A M J J A S	=>	OND	(3-month lead)
A M J J A S O N D J F M A M J J A S	=>	OND	(2-month lead)
A M J J A S O N D J F M A M J J A S	=>	OND	(1-month lead)
A M J J A S O N D J F M A M J J A S	=>	OND	(0-month lead)

Similarly, for the January‑March (JFM) predictand season of 1983:
Predictors						Predictand
   1981		1982					1983
J A S O N D J F M A M J J A S O N D	=>	JFM	(5-month lead)
J A S O N D J F M A M J J A S O N D	=>	JFM	(4-month lead)
J A S O N D J F M A M J J A S O N D	=>	JFM	(3-month lead)
J A S O N D J F M A M J J A S O N D	=>	JFM	(2-month lead)
J A S O N D J F M A M J J A S O N D	=>	JFM	(1-month lead)
J A S O N D J F M A M J J A S O N D	=>	JFM	(0-month lead)


3.3. Estimating forecast skill






4.1. Optimal number of predictor and predictand modes

The number of predictor (combined 3-month mean sea-surface temperature fields) EOF and predictand (rainfall indices of the homogeneous regions) EOF modes selected prior to the CCA eigenanalysis was determined by identifying the combination which is associated with optimal skill (highest average cross-validation correlation). The number of CCA modes retained was the minimum of the number of the retained predictor and of the predictand EOF modes, but with the constraint that the minimum number of modes was two. For the sake of simplicity and computational cost, only 0-month lead models were used to determine the optimal number of modes.
The variation of skill for the October‑December period, averaged across the eight regions, with varying numbers of predictor/predictand modes is shown in Figure 1. The number of predictand EOF modes are on the abscissa, and the correlation values on the ordinate. Only correlation values associated with predictor modes three to six are considered because predictor mode numbers beyond six were associated with a further decrease in skill. The varying number of predictor EOF modes is rather noisy: the lowest skill is associated with five predictor EOF modes, and the highest skill with six predictor EOF modes. This may be because the skill for this season is rather low for any of the predictor EOF modes considered. However, six predictor and two predictand modes deliver the optimal skill, resulting in only two CCA modes used in the prediction equations. The possible physical mechanisms represented by the predictor and predictand modes are discussed below.
Figure 2 shows that the optimal model skill for the January‑March season is associated with three predictand modes and four predictor modes. The prediction equations for the January‑March season therefore will use a maximum of three CCA modes. This is different to what was found when predicting October‑December rainfall and probably is one indication of the fact that the physical mechanisms responsible for the model skills are different for the two seasons.


4.2. Model skill with increasing lead-time

Figure 3 shows the variation of skill (correlations) with increasing lead-time for both October‑December (top graph) and January‑March rainfall (bottom graph). It is evident that there appears to be higher skill for the January‑March period. This is to be expected because the inherent predictability of the atmosphere over southern Africa is highest during the second half of the summer rainfall season when the tropical atmosphere is usually dominant (Mason, et al., 1996).
Unfortunately, most of the correlations between the hindcast and observed regional rainfall indices for the October‑December season are statistically insignificant, indicating that the models have low skill. However, significant skill levels are obtained for the north-eastern regions (regions A and B) with short leads, as can be seen in Table 1 (regions are numbered in Figure 5(a)). Skill over the western Cape (region D) is very poor, but this region is mainly an austral winter rainfall region and so a lack of skill here is not a major concern. Skill over the western (region H) and central interior (regions F and G) is poor also and cannot be used in an operational sense. For the western interior, October‑December is not a season of high rainfall: this area receives most of its rainfall during January‑March.
The cross-validation skill levels for January‑March are notably higher than for October‑December, but skill levels again drop off with increasing lead-times (Table 2). Skill scores generally are highest over the western part of the country (regions G and H). Skill over the western Cape (region D) is once again poor, where negative correlations between the hindcast and observed rainfall are found at all lags. The north-eastern region, which does receive summer rainfall, is also associated with low skill levels. The low skill in some areas is partly attributable to the fact that higher order, but important, sea-surface temperature EOF modes are not included in the CCA process.
For both predictand seasons, the highest skill is associated with short (0- and 1-month) lead-times, in contrast to the results of Barnston et al. (1996). They found that during most of the austral summer season, highest skill is obtained at long lead-times, which raised the possibility that information one year or more prior to the predictand period may provide useful predictability. It should be noted that in this paper only lead-times of up to five months are considered, although with a five-month lead-time, sea-surface temperature variability as much as one and a half years before the predicted rainfall is considered. There is no obvious physical reason why predictability would increase by lengthening the lead-time further still.
Figure 4 illustrates the cross-validated predictions of the observed and predicted indices over the homogeneous region of the central interior (region F, an important maize growing area) for January‑March with a 1-month lead. The January‑March rainfall during El Niño years (1964, 1966, 1973, 1977, 1983, 1987, 1992 and 1993) and La Niña years (1955, 1956, 1972, 1974, 1975, 1976 and 1989) are adequately predicted. The extremely wet and dry years during some of the events are also skilfully predicted (1972, 1974 to 1976 and 1983). However, the overall skill is disappointing. If the observations and hindcasts are grouped into equi-probable terciles (below-, near- and above-normal), only about 40% of all the years in the training period were predicted correctly. Some years were extremely poorly predicted: the predictions for the 1965, 1967, 1988 and 1991 seasons were two categories out. The hit-rate (not conditional on ENSO state forecasts) increases to 50% if it is recalculated for El Niño and to 58% for La Niña years only, suggesting that in an operational environment this model would have useful skill only during ENSO events. If all years are considered, the model is not equally skilful at predicting rainfall in all categories. When a prediction of above-normal was made, above-normal rainfall occurred 47% of the time; for near-normal predictions, near-normal rainfall was observed 40% of the time; for predictions of below-normal, below-normal rainfall was observed 33% of the time. These hit rates are all higher than or equal to the rates expected by chance, but rather surprisingly the model appears to have greatest skill when predicting wet seasons rather than dry seasons. Wet seasons are frequently associated with La Niña conditions, whereas dry conditions are often associated with El Niño events (Mason and Jury, 1997). It may have been expected that highest predictability would have been provided by El Niño events rather than La Niñas, although Mason (1998) also did not identify a bias toward higher predictability of dry conditions.


5.  POSSIBLE ORIGINS OF PREDICTION SKILL

CCA spatial patterns (or maps) and canonical vector time series are discussed in detail by Barnett and Preisendorfer (1987). These diagnostic features of CCA are used to provide an indication of the physical processes that are responsible for the skill of the long-lead forecasts presented in this paper. The maps (g-map: predictor spatial pattern; h-map: predictand spatial pattern) show the associations between the sea-surface temperatures and rainfall fields and their respective canonical component time series. A third type of map is also discussed here, which shows the correlation between the rainfall fields and the canonical component time series of the sea-surface temperatures (hn-maps). These latter maps demonstrate the extent to which the rainfall fields are predictable from the sea-surface temperatures. By investigating the temporal variability of the canonical coefficients and the spatial patterns, it is possible to draw inferences about the nature of ocean-atmosphere interactions that contribute to the seasonal predictability of rainfall over South Africa. By combining the contributions (summation over the canonical modes), the predictor and predictand fields are sufficiently described.
The interpretation of the g- and h-maps can be demonstrated by the case presented in Figure 5. Areas of significant negative correlations between the raw sea-surface temperature data and the canonical component time series are evident in an area on the equator, east of the date-line (Figure 5(d)). However, the homogeneous rainfall indices (Figure 5(a)) are positively correlated with the corresponding canonical component time series of rainfall. Strong correlations indicate areas where the association between sea-surface temperature and rainfall is greatest. The form of the association can be determined from the sign of the correlations and the canonical component time series. For example, the canonical component time scores are positive during 1975 for both the sea-surface temperatures and rainfall (Figure 5(b)). The opposing signs for the predictor and predictand fields imply that the sea-surface temperatures were colder and the rainfall above average. A negative correlation is thus implied, with cold (warm) sea-surface temperature of the equatorial Pacific Ocean associated with wet (dry) conditions. Diagnostics of the predictor/predictand fields associated with the highest skill are subsequently discussed. The g-maps are constructed for the four 3-month mean sea-surface temperature periods that form part of the predictor field. The h- and hn-maps are only those for the target predictand season.


5.1. The October-November-December season

The first CCA mode shows areas of importance at the shortest lead (i.e. July‑September) over mainly the Pacific and Atlantic oceans (Figure 5(d)). The Indian Ocean becomes important with increasing lead-time within the predictor field, but the significant region is restricted to the southern Indian Ocean as can be seen in Figure 5(e). This latter figure also demonstrates the importance of the southern Atlantic Ocean. For both the southern Indian and southern Atlantic oceans, anomalously warm (cold) sea-surface temperatures are associated with wet (dry) conditions over land. However, anomalously cold (warm) sea-surface temperatures over the eastern equatorial Pacific Ocean are associated with wet (dry) conditions. The contribution to the predictability of the October‑December rainfall from the equatorial Pacific Ocean seems to be of lesser importance than the southern areas of the Atlantic and Indian oceans, because the association is restricted to only half the predictor field lead-time and is over a relatively narrow area saddling the equator. It is the southern oceans of the Atlantic, Indian and Pacific that have a large contribution over long leads as reflected in the large area of significance found there and its contribution to the predictability, especially over longer leads. By inspecting the hn-map (Figure 5(a)), correlations above 0.4 are found over the austral summer rainfall regions, suggesting that this mode is a major contributor to the predictability of October‑December rainfall. Low or insignificant correlations of the hn-map are indicative of poor expected forecast skill.
The second CCA mode is associated with a trend in sea-surface temperatures (Kawamura, 1993). Areas of significance are found over the southern Atlantic, Indian and large areas over the Pacific Ocean (Figure 5(f)). The association weakens with increasing sea-surface temperature lead-time. The hn-map (Figure 5(a)) shows very weak correlations which suggest that the second mode is probably not contributing significantly to the predictability of the October‑December rainfall. Also, the overall skill predicting October-December rainfall is poor, implying that factors other than sea-surface temperatures, or other approaches such as General Circulation Model forecasts, may have to be considered to predict the rainfall for this season.
To better understand the physical mechanisms responsible for some of the prediction skill, the relationships between the predictor canonical modes and the predictor EOFs were investigated by correlating the EOF and CCA time scores. Higher order modes are not clearly related to physical mechanisms such as ENSO but it may happen that leading modes appear non-physical or are governed by sampling variations of only one or two cases (Barnston and Smith, 1996). The first EOF time series is associated with the warming trend over the equatorial oceans in particular (Kawamura, 1993). ENSO features can also be distinguished in this mode. The second EOF mode is best associated with the first canonical mode, while the third EOF mode is best correlated with the second canonical mode. CCA mode one is reminiscent of ENSO, and the second mode of an upward trend in sea-surface temperatures which is associated with EOF mode three that shows a “jump” of negative scores during the first half of the training period to positive scores during the second half.


5.2. The January-February-March season

The maps (Figure 6(a)) and canonical vector time series (Figure 6(b)) of the first CCA mode show features that are associated with ENSO. For example, all the El Niño years, except for 1977, were associated with below-average rainfall when the sea-surface temperatures over the equatorial Pacific Ocean were anomalously warm, and most La Niña years (except 1965, 1968 and 1996) were associated with above-average rainfall when the equatorial Pacific Ocean was anomalously cold. The sources of predictability are found mostly over the equatorial Pacific Ocean and the South Pacific Convergence Zone, the Indian Ocean between 10 and 20°S, an area south of Madagascar, and the southern section of the North Atlantic (Figure 6(d)). The greatest predictability is provided by these features at short leads (i.e. September-October-November). The sea-surface temperature pattern for December-January-February about one year ahead (Figure 6(e)) looks very similar to the optimal structure as described by Penland and Sardeshmukh (1995) that evolves within about seven months into a structure reminiscent of the mature phase of an ENSO event. For the predictand spatial pattern (h- and hn-maps), the strongest association with these sea-surface temperature features are located mainly over the western interior with the strongest association found over the south-eastern coastal region and adjacent interior. A very weak association is seen over the austral winter rainfall region.
For the second CCA mode, the predictor canonical vector is representative of a feature that could be associated with low frequency variability (Figure 6(c)). Negative predictor canonical vector scores are found during the period 1952 to 1972, and positive scores from 1973 to 1995. The predictor map of the shortest sea-surface temperature lead (Figure 6(f)) shows ENSO-like features, but with closer inspection of the map it can be seen that the largest loadings are found over the southern Indian and Atlantic oceans as well as over the northern Pacific Ocean. The second canonical vector time series do not show any ENSO-like features. With increasing sea-surface temperature lead-time, the significant regions become confined to the mid-latitudes. From the predictand maps, only the north-eastern regions of the country are significantly related to the ocean areas as mentioned here. The third mode is associated with a trend in sea-surface temperatures, but is characterised by weak canonical correlations (0.09) and is not discussed in detail here.
There is not always a direct relationship (one-to-one) between modes and specific climatological phenomena such as ENSO. This is because mixing occurs between the modes and intrusion of other climate variability may sometimes occur (Barnston and Smith, 1996). In order to investigate the contribution of the predictor EOFs to the prediction process, the relation between these EOF time series and the predictor canonical vectors were again considered. The first EOF time series is associated with the warming trend over the equatorial oceans, while the second time series is more associated with ENSO variability (Kawamura, 1993). The warming trend is strong over the tropical Indian Ocean over the last two decades, while the leading ENSO mode has recently become less pronounced over this ocean and is more restricted to the central and eastern tropical Pacific (Kawamura, 1993). This first predictor EOF is only correlated with the third canonical predictor vector that may not even be considered significant enough to be included in a prediction equation, suggesting that the trend observed in the oceans does not contribute to the predictability of this rainfall season. EOF number two is more representative of ENSO with the largest loadings over the equatorial Pacific Ocean. The third mode could be related to the low-frequency variability of the second CCA mode as discussed above. Mode number four is best correlated with the first canonical mode, suggesting that this mode is also related to an ENSO-like phenomenon.


5.3. Contributions from individual oceans

When separate oceans carry unique climatic signals, significant improvements in forecast skill should be attained by combining the oceans in a single model (Barnett and Preisendorfer, 1987). If forecast skill is not appreciably higher, then the oceans probably did not contribute separate signals. Considering the oceans adjacent to southern Africa and the equatorial Pacific Ocean separately instead of the global set of sea-surface temperatures, the model skill seems to be lower when only the first few EOF are included in the CCA process. Skill improves significantly when lower order EOFs are included, suggesting that the climate signal from the individual oceans are not included in the first few EOFs. These lower order EOFs of the individual oceans are not included when using the global set, subsequently excluding them from the CCA prediction process. This problem may be resolved when EOF analysis is performed separately for each ocean and then, through a possibly complicated process, weighting the EOFs before including them in the CCA process (Barnston, pers. comm.). Another possibility is to investigate which mode numbers are represented by a significant region of the oceans adjacent to the country and to include them in the CCA process.
The southern Atlantic Ocean has been shown to contribute to the prediction skill for October‑December (Figure 5(e)). Using this ocean as the only predictor once again shows that skill is mostly found over the north-eastern regions of South Africa as was found using the global field (Table 1). The skill associated with the southern Atlantic model is lower than from the global model. However, the Indian Ocean lower order EOFs have the ability to improve on the forecast skill of the global model. When including nine EOF modes of the Indian Ocean, the skill over the north-eastern regions improves considerably, especially over region A. The equatorial Pacific on its own is less skilful than the global field, indicating that models using this ocean exclusively in predicting October‑December rainfall may not be as reliable as those including contributions from the oceans adjacent to southern Africa. This illustrates that sources of predictability of October‑December rainfall using sea-surface temperatures are not restricted only to the equatorial Pacific Ocean.
The situation appears to be different for the January‑March season, however. The oceans adjacent to southern Africa do not seem to carry a significant climatological signal that can influence the predictability of the second half of the rainfall season, except for higher order EOF modes of the Atlantic Ocean. For this particular season, the equatorial Pacific is the main contributor to the prediction skill, but skilful forecasts are still only restricted to mainly the western parts of the country. Higher order EOFs of the equatorial Pacific do not contribute to any improvement in skill as opposed to using global-scale sea-surface temperatures. The CCA sea-surface temperature spatial patterns show that the equatorial Pacific Ocean is of importance because of its significant association with the seasonal rainfall over almost all lead-times and modes.


6.  DISCUSSION AND SUMMARY

A canonical correlation analysis (CCA) model has been constructed to provide operational (real-time) rainfall forecasts for the austral summer rainfall regions of South Africa and low to modest skill (although statistically significant for some of the regions) has been demonstrated (for the western interior during January-March, correlations > 0.5). Global-scale sea-surface temperatures are used as the only predictors. Four consecutive 3-month mean sea-surface temperatures are used to incorporate evolutionary features as well as steady-state properties of the predictor oceans, predicting 3-month rainfall aggregates. Cross-validated forecast skill was obtained for lead‑times of up to five months prior to the target seasons of October‑December and January‑March. The main difference between the prediction procedure described here and that of Barnston et al. (1996) is that here rainfall forecasts are provided for homogeneous regions rather than for a gridded domain (Barnston et al. 1996). The use of the regional rainfall indices in this paper is one step towards a planned convergence of forecast methodologies with the discriminant analysis model of Mason (1998), and is designed to facilitate in the combination of forecast information from the two models, and ultimately from other forecasting methods. Because of many fundamental differences in the design of the various seasonal forecast models that are available for southern African rainfall, and of methods of estimating forecast skill, it is difficult to provide accurate comparisons of skill levels from the different methods. Notwithstanding these difficulties, Hastenrath et al. (1995) apparently found higher skill levels for their region (coinciding with region A), but skill levels here are similar to those of Barnston et al. (1996). Since the original draft of this paper, a number of developments and extensions of the have been implemented in parallel with the discriminant analysis model of Mason (1998). The domain of the rainfall regions has been extended to include neighbouring countries, in collaboration with the respective National Meteorological Services. Although a detailed comparison of the skill levels of the CCA and discriminant analysis models has still to be conducted, skill scores for retroactive forecasts have been calculated, and initial indications are that skill levels of the two procedures are reasonably similar.
The first CCA mode associated with October‑December rainfall shows some features that are reminiscent of El Niño/Southern Oscillation (ENSO) events, but it is the southern Atlantic that is the dominant role player. The second mode represents the global warming signal of sea-surface temperatures, but does not contribute much to the predictability of October‑December rainfall: there is an absence of a significant trend in seasonal rainfall over most of South Africa (Mason and Jury, 1997). For January‑March rainfall, most of the predictability is provided by the equatorial Pacific Ocean. The southern North Atlantic as well as an area east of Madagascar also seem to be contributing to the predictability of January‑March rainfall. Apparently, the tropical Indian Ocean does not provide a high level of predictability. General circulation model simulations indicate a significant association between the equatorial Indian Ocean sea-surface temperature anomalies and austral summer rainfall over South Africa (Tennant, 1996; Jury et al., 1996, Goddard and Graham, 1997). It seems, however, that the effect of the Indian Ocean is more strongly felt during warm events and not as much during cold events, which could explain the weak linear relationship between January‑March rainfall over South Africa and the Indian Ocean. A possible change in the nature of Indian Ocean – southern African rainfall associations in the late-1970s is likely to provide a further reason for the weakness of an identified linear association spanning the time of change (Landman and Mason, 1999).
The predictability of the rainfall of January‑March is greater than that of October‑December. The predictability of rainfall during the first half of the austral summer rainfall season can be improved a little by including higher order EOFs of the predictor oceans, but the inherent predictability of the atmosphere over South Africa is highest during January‑March. It is therefore difficult to successfully predict the onset of the rainfall season and hence to influence decisions made on planting dates for certain crops. However, rainfall during the beginning stages of crop growth is not as critical as during tasseling and grain filling (Mjelde et al., 1997), which typically occurs during January and February. Unfortunately, predictions with high skill can be expected mainly during El Niño and La Niña years only.
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Table 1.	Cross-validated forecast skill scores (correlations) for October‑December rainfall at varying lead-times and for the eight homogeneous rainfall regions of South Africa. Correlations for the individual regions that are significant at the 95 per cent level are marked with an asterisk.





Figure 1.	Cross-validation correlations averaged across the eight regions for varying predictor and predictand EOF modes predicting October‑December aggregate rainfall. The number of predictand EOF modes are on the abscissa, and the correlation values on the ordinate.
Figure 2.	As for Figure 1, but for January to March.
Figure 3.	Lagged cross-validation correlations averaged across the eight regions for October‑December (top graph) and for January‑March (bottom graph). Lead-time increases from left to right with the left-most correlation the value associated with zero lead time.
Figure 4.	Cross-validated predictions (dashed) versus observed (solid) for January‑March rainfall for region F. The horizontal lines on either side of the zero-line depict the near-normal tercile interval of the seasonal total.
Figure 5.	(a) Canonical predictand maps (h-maps, left panel; hn-maps right panel) for the first two CCA modes for October‑December rainfall. Significant correlations at the 95% level are marked with an asterisk. First- (b) and second (c) mode canonical coefficients for the July‑September sea-surface temperatures and October‑December rainfall. The dashed line represents the canonical coefficients of the predictor and the solid line of the predictand; canonical correlations are in the top left-hand corner. Canonical predictor map of the first CCA mode of July-September (d) and January-March (e) sea-surface temperatures, predicting October-December rainfall. Shaded regions depict areas of significant correlations at the 95% level. (f) As for Figure 5(d), but for the second CCA mode.
Figure 6.	(a) Canonical predictand maps (h-maps, left panel; hn-maps right panel) for the first two CCA modes for January‑March rainfall. Significant correlations at the 95% level are marked with an asterisk. First- (b) and second (c) mode canonical coefficients for the September‑November sea-surface temperatures and January‑March rainfall. The dashed line represents the canonical coefficients of the predictor and the solid line of the predictand; canonical correlations are in the top left-hand corner. Canonical predictor map of the first CCA mode of September‑November (d) and December‑February (e) sea-surface temperatures, predicting January‑March rainfall. Shaded regions depict areas of significant correlations at the 95% level. (f) As for Figure 6(d), but for the second CCA mode.


Table 1.
	Lead		A		B		C		D		E		F		G		H
	0-month		0.33*		0.45*		0.29		-0.27		0.09		0.03		0.14		0.03
	1-month		0.23		0.39*		0.26		-0.25		0.10		-0.04		0.09		0.01
	2-month		0.08		0.34*		0.23		-0.21		0.12		-0.07		0.07		-0.01
	3-month		-0.12		0.25		0.17		-0.17		0.12		-0.15		0.03		-0.05
	4-month		-0.20		0.19		0.12		-0.22		0.08		-0.25		-0.04		-0.13
	5-month		-0.21		0.18		0.10		-0.25		0.09		-0.26		-0.03		-0.11

Table 2.
	Lead		A		B		C		D		E		F		G		H
	0-month		0.08		0.15		0.29		-0.18		0.21		0.25		0.30*		0.52*
	1-month		0.08		0.16		0.28		-0.25		0.21		0.25		0.30*		0.53*
	2-month		0.08		0.20		0.23		-0.28		0.16		0.24		0.27		0.51*
	3-month		0.05		0.22		0.18		-0.26		0.15		0.17		0.20		0.47*
	4-month		0.04		0.21		0.12		-0.23		0.13		0.12		0.12		0.38*
	5-month		0.02		0.20		0.07		-0.18		0.11		0.08		0.07		0.30
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