One of the main shortcomings of Markov chain Monte Carlo samplers is their inability to mix between modes of the target distribution. In this paper we show that advance knowledge of the location of these modes can be incorporated into the MCMC sampler by introducing mode-hopping moves that satisfy detailed balance. The proposed sampling algorithm explores local mode structure through local MCMC moves (e.g. diffusion or Hybrid Monte Carlo) but in addition also represents the relative strengths of the different modes correctly using a set of global moves. This 'mode-hopping' MCMC sampler can be viewed as a generalization of the darting method [1] . We illustrate the method on learning Markov random fields and evaluate it against the spherical darting algorithm on a 'real world' vision application of inferring 3-D human body pose distributions from 2-D image information.
Introduction
It is well known that MCMC samplers have difficulty in mixing from one mode to the other because it typically takes many steps of very low probability to make the trip [2, 3] . Recent improvements designed to combat random walk behavior, like Hybrid Monte Carlo and over-relaxation [4, 2] do not solve this problem when modes are separated by high energy barriers. In this paper we show how to exploit knowledge of the location of the modes to design a MCMC sampler that mixes properly between them.
We consider two possible scenarios where this advance knowledge is present. In one example we have actively searched for high probability regions using sophisticated optimization methods [5, 6] . Given these local maxima, we now desire to collect unbiased samples from the underlying probability distribution. In another example we are given data-cases and aim at learning a model distribution to represent these data as accurately as possible. In this case, the data itself is representative of the low energy mode of a well fitted model. This paper is organized as follows. In section 2 we review some popular Markov chain Monte Carlo methods. Then, in section 3 we introduce the new mode-hopping sampler and some extensions. An additional proof of detailed balance and an auxiliary variable formulation of the method appear in the appendix. Section 4 explains and illustrates an application to learning Markov random fields, while in section 5 the generalized darting method is evaluated against the spherical darting method on a 'real world' vision application -learning human models and estimating 3D human body poses from 2D image information.
Markov Chain Monte Carlo Sampling
Imagine we are given a probability distribution p(x) with x ∈ X ⊂ R d a vector of continuous random variables. In the following we will focus on continuous variables, but the algorithm is easily extended to discrete state spaces. A very general method to sample from this distribution is provided by Markov chain Monte Carlo (MCMC) sampling. The idea is to start with an initial distribution p 0 (x) and design a set of transition probabilities that will eventually converge to the target distribution p(x).
The most commonly known transition scheme is the one proposed in the Metroplis-Hastings (M-H) algorithm, where a target point is sampled from a possibly asymmetric conditional distribution Q(x t+1 |x t ), where x t represents the current sample. To make sure that detailed balance holds, i.e. p(x t )Q(x t+1 |x t ) = p(x t+1 )Q(x t |x t+1 ), which in turn guarantees that the target distribution remains invariant under Q, we should only accept a certain fraction of the proposed targets:
In the most commonly used M-H algorithm, the transition distribution Q is symmetric and independent of the energy-surface at location x. This simplifies (1) (the Q factors cancel), but leads to slow mixing due to random walk behavior. It is however not hard to incorporate local gradient information, dE(x)/dx to improve mixing speed. One could for instance bias the proposal distribution Q(x t+1 |x t ) in the direction of the negative gradient −dE(x)/dx and accept using (1):
where n is a vector of independently chosen Gaussian variables with zero mean and unit variance, and ∆τ is the stepsize. When the stepsize becomes infinitesimally small this is called the Langevin method and one can show that the rejection rate vanishes in this limit.
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The Langevin method is a special case of a more general sampling technique called Hybrid Monte Carlo (HMC) sampling [4, 2, 7] . In HMC the particle is given a random initial momentum sampled from a unit-variance isotropic Gaussian density and its deterministic trajectory along the energy surface is then simulated for T time steps using Hamiltonian dynamics. If this simulation has no numerical errors the increase, ∆E, in the combined potential and kinetic energy will be zero. If ∆E is positive, the particle is returned to its initial position with a probability of 1 − exp(−∆E). Numerical errors up to second order are eliminated by using a 'leapfrog' method which uses the potential energy gradient at time τ to compute the velocity increment between time τ − 1 2 and τ + 1 2 and uses the velocity at time τ + 1 2 to compute the position increment between time τ and τ + 1. The Langevin method corresponds to precisely one step of HMC (i.e. T = 1).
A host of clever MCMC samplers can be found in the literature. We refer to the excellent review [2] for more information.
The Mode-Hopping MCMC Algorithm
We start with reviewing the closely related darting algorithm described in [1] . In darting-MCMC we place spherical jump regions of equal volume at the location of the modes of the target distribution. The algorithm is based on a simple local MCMC sampler which is interrupted with a certain probability to check if its current location is inside one of these spheres. If so, we initiate a jump to the corresponding location in another sphere, chosen uniformly at random, where the usual Metropolis acceptance rule applies. To maintain detailed balance we decide not to move if we are located outside any of the balls. It is not hard to check that this algorithm maintains detailed balance between any two points in sampling space.
In high dimensional spaces this procedure may still lead to unacceptably high rejection rates because the modes will likely decay sharply in at least a few directions. Since these ridges of probability are likely to be uncorrelated across the modes, the proposed target location of the jump will have very low probability, resulting in almost certain rejection. In the following we will propose two important improvements over the darting method. Firstly, we allow the jump regions to have arbitrary shapes and volumes and secondly these regions may overlap. The first extension opens the possibility to align the jump regions precisely with the shape of the high probability regions of the target distribution. The second extension simplifies the design and placement of the jump regions since we don't have to worry about possible overlaps of the chosen regions.
First consider the case when the regions are non-overlapping but of different volumes. Like in the darting method we could consider a one-to-one mapping between points in the different regions, or we could choose to sample the target point uniformly inside the new region. Because the latter is somewhat simpler conceptually, we'll use uniform sampling in this section. The deterministic case will be treated in the next section. Also, to simplify the discussion we'll first consider the case where the underlying target distribution is uniform, i.e. has equal probability everywhere. Due to the difference in volumes, particles are more likely to be inside a large region than in small ones. Thus, there will be a larger flow of particles going from the bigger regions towards the smaller ones violating detailed balance. To correct for it we could reject a fraction of the proposed jumps from larger towards smaller regions. There is however a smarter solution, that picks the target region proportional to its volume:
If we view the jumps between the various regions as a (separate) Markov chain, this method samples directly from the equilibrium distribution while a rejection method would require a certain mixing time to reach equilibrium. Clearly, if the underlying distribution is not uniform, we need the Metropolis acceptance rule between the jump point and its image in the target region:
where t is the target point and x is the exit point. Now, let's see what happens if two regions happen to overlap. Again, we first consider sampling the target point uniformly in the new region, and consider a target distribution which is uniform. Consider two regions which partly overlap. Due to the fact that we use the probability P i (3), each volume element dx inside the regions has equal probability of being chosen. However, points located in the intersection will be a target twice as often as points outside the intersection. To compensate, i.e. to maintain detailed balance, we need to reject half of the proposed jumps into the intersection. In general, we check the number of regions that contain the exit point, n(x), and similarly for the target point, n(t). The appropriate fraction of moves that is to be accepted in order to maintain detailed balance is min [1, n(x)/n(t)]. Combining this with the Metropolis acceptance probability 4 we find:
Putting everything together, we define the mode-hopping MCMC sampler explained in figure 1.
Elliptical Regions with Deterministic Moves
In the previous section we have uniformly sampled the proposed new location of the particle inside the target region. This is a very flexible method for which it is easy to prove detailed balance. However, a deterministic transformation can be tuned to map between points of roughly equal probability which is expected to improve the acceptance rate. Consider for instance the case that the energy surfaces near the regions is exactly quadratic and have the same height (i.e. their centers have equal probability). We can now define a transformation between ellipses that maps between points of equal probability resulting in a vanishing rejection rate. This is obviously not the case when we use uniform sampling.
We first consider the case of non-overlapping elliptical regions. Ellipses seem a natural choice, but the algorithm presented here is by no means restricted to it. For instance, the method is readily generalized to the use of rectangles as basic shapes. We'll parameterize an ellipse by a mean µ, a covariance Σ and a scale α, i.e. the ellipse is defined to be the equiprobability contour that is α standard deviations away from the mean. We will also need the eigenvalue decomposition of the covariance, Σ = USU , where S is a diagonal matrix containing the eigenvalues denoted by {σ i }. A deterministic transformation between two ellipses 1 → 2 is given by:
We note that this transformation would not leave a point invariant if we chose the second ellipse to be equal the first one, but mirrors it in the origin. Even though the transformation above is one-to-one, it does change the volume element dx, implying that we need to take the Jacobian of the transformation into consideration. The intuitive reason for this is the same as in the previous section: more particles will be located in the larger ellipses resulting in more jumps to smaller ellipses than back, violating detailed balance. To compensate we sample the target ellipse again proportional to its volume, i.e. using (3), where:
where Γ(x) is the gamma-function with Γ(x + 1) = xΓ(x), Γ(1) = 1 and Γ(
We will now discuss how this algorithm can be generalized in case the ellipses overlap. Consider again two ellipses which partly overlap and a uniform target density. Consider a point that is located inside both ellipses, i.e. in the overlap (point 1). To apply the deterministic mapping, we first need to choose one of the two ellipses as a basis for the transformation. Unfortunately, an arbitrary rule such as the ellipse on top of the stack, or the one with the largest volume will result in a violation of detailed balance. Thus, we propose to pick the ellipse at random with equal probability. Now consider the image point under the mapping (point 2), choosing either the same ellipse (resulting in mirroring the point at the origin) or choosing the other ellipse. Assume point 2 is not located in the overlap. The probability of moving from 1 → 2 is ; a factor 1 2 coming from the fact that we first choose with equal probability which ellipse will be used to define the transformation, and another factor 1 2 because we sample the target ellipse using (3) . However, in the other direction 2 → 1 the probability is 1 2 . Note that unlike the case of uniformly sampling a target point (see previous section) the probability of going from 2 → 1 is not doubled 2 . Thus, to rescue detailed balance we need to accept only half of the proposed moves from 2 → 1, or more generally min [1, n(x)/n(t)] with n(·) the number of ellipses containing a point. Combining this with the usual Metropolis acceptance rule applicable to general target densities, we arrive precisely at the rule in (5) .
To summarize, the deterministic algorithm has precisely the same structure as algorithm in fig. 1 , where in the transformation (6) ellipse 1 is chosen uniformly at random from all ellipses containing point 1 and ellipse 2 is chosen using (3) with V i given by (7).
Mode-Hopping in Discrete State Spaces
Many practical problems are best described by probability distributions with discrete state spaces. It is therefore of importance to discuss this case as well. Fortunately, the extension is rather straightforward, the main difference being that 'volumes' are to be replaced by 'number of states within a certain distance'.
In this section we consider the Manhattan distance, but the algorithm is by no means restricted to that choice. Consider a discrete state s in some D dimensional space, where every dimension can take one of V values, e.g. s = [0, 3, 6, 1] for D = 4 and V = 6. The Manhattan distance between two states s 1 and s 2 is the total number of changes we need to make to transform one state into the other, or:
First consider the situation where no points are contained in two distinct regions and the regions have the same shape. Again, we have a choice of using a deterministic transformation, mapping states one-to-one to each other. For instance, if regions are defined to be the collection of all states that are at most a distance d away from a reference state r, than we can use the offset s − r to define the mapping: s 2 → r 2 + (s 1 − r 1 ). Since all regions have the same number of states, we can simply pick a target region uniformly at random.
The situation is slightly more complicated if we allow for regions with different numbers of states. It is clear that one-to-one mappings are now no longer possible. If one insists on a deterministic mapping many-to-one mappings are possible, but intricate acceptance rules will need to be designed to retain detailed balance. We will therefore proceed by using a random method, where the state in the target region is picked uniformly at random from all possible states in that region. In analogy with the continuous case, in order to maintain detailed balance, we need to pick the target region according to the distribution:
where κ i is the number of states contained in region i.
It is also easy to generalize this to overlapping regions. The same reasoning as in section 3 leads to the conclusion that a fraction of samples min [1, n(x)/n(t)] should be accepted where n(·) is the number of regions that contains a point. Finally, combining this with general target densities leads to the acceptance rule (5). The resulting MCMC algorithm is now very similar to the one in fig. 1 , but with a different distance measure and a probability of picking a target region given by (9).
A Further Generalization
In the previous sections we have used distance measures to define regions between which the samples could 'jump'. This is geometrically appealing, but unnecessary for the algorithm to function properly. More generally, we can use a set of conditions that must be satisfied in order to be able to jump between these generalized regions. In order to maintain detailed balance we should however be able to determine the total number of states which satisfy each set of conditions. The probability (9) can then be used to pick a target region and the acceptance rule (5) can be used to accept or reject a randomly picked point from that region. Overlaps are also allowed in this case.
Learning Random Fields
The proposed mode-hopping algorithm can only be successful if we have advance information 3 about the expected location of regions of high probability. In the following two sections we discuss examples where this is indeed the case.
In the first example we consider a situation where we want to train a Random Field (RF) model from data. The general form of a RF is given by:
where θ is a set of parameters that we try to infer given the data, O = {o 1 , ..., o n } are image observations, E(x; o, θ) is the energy and Z(θ) the normalizing constant or partition function:
We use the maximum likelihood criterium to define a cost function for finding the optimal setting of these parameters:
To minimize this 'free energy' (negative log-likelihood) we need to compute its gradients:
where the second term is equal to the negative derivative of the log-partition function w.r.t. θ. Note that the only difference between the two terms in (14) is the distribution which is used to average the energy derivative. In the first term we use the empirical distribution, i.e. we simply average over the available data-set. In the second term however we average over the model distribution as defined by the current setting of the parameters. Computing this second average analytically is typically too complicated, so approximations are needed instead. An unbiased estimate can be obtained by replacing the integral by a sample average, where the sample is to be drawn from the model p(x|O, θ). In many cases MCMC is the only method available that can generate this sample set. Imagine the target distribution p(x|O, θ) has many modes and the Markov chain is initialized in one of them. Due to the energy barriers, we do not expect the chain to mix very well between the modes which results in very poor estimates of the second term in (14) . Under the assumption that the modes of the distribution are located close to clusters of data-points, a viable strategy is to start the Markov chains at various different data-points in order to have some representative samples in each mode. This strategy is used in contrastive divergence learning [8] where a Markov chain is initiated at each data-point and run for only a few steps (i.e. not to equilibrium) to generate distorted reconstructions of the data-point. Those reconstructions are subsequently used in the second term of (14) to compute an estimate of the energy derivative. Even though we have arranged to generate samples in most relevant modes of the distribution, the fact that the samples do not properly mix between the modes results in poor estimates of the relative probability masses of the modes under the distribution defined by the model. The mode-hopping extension of the MCMC sampler proposed in this paper can help resolve this problem by defining regions around data clusters between which the sampler jumps. In one limit one could imagine defining a a small spherical region around every data point, or an appropriate subset of all data points. An alternative possibility is to run a clustering algorithm as a preprocessing step and to define regions corresponding to each cluster. For example, a mixture of Gaussian model could be trained using the Expectation Maximization algorithm with regions corresponding to the equiprobability contours α standard deviations away from the mean. Since these regions are elliptical, the deterministic mode-hopping algorithm described in section 3.1 may be used.
An Application to Human Articulated Pose Estimation Using a Single Image
We explore the potential of the generalized darting method for monocular 3D human pose estimation. This problem has applications for humancomputer interaction and for actor reconstruction from movie footage -in this case only one camera viewpoint, the one presented in the movie, is usually available.
We run experiments based on correspondences between the articulated joints of a subject in the image and the joints of a 3D articulated model (2D-3D correspondences). We also report experiments for learning the model parameters in a maximum likelihood framework ( §4), using a more sophisticated edge-based observation model. Monocular human pose estimation is well adapted to illustrate the algorithm because the resulting 3D pose posterior is both high-dimensional (≈35 human joint angle state variables) and highly multimodal. In any single monocular image, under point-wise 3D human joints and their image projections, each limb of the human is subject to a 'reflective' kinematic flip ambiguity. Two 3D human body configurations with symmetrical slant in depth w.r.t. the camera (see fig. 3 ) produce identical point-wise image perspective projections. The number of possible solutions multiples over the number of links of the human body. For example, a 3D human model with 10 links (torso, head, left/right forearm, upperarm, thigh and calf) may have 2 #links local optima, although this is usually an overestimate. Some solutions may not be physically plausible and may violate joint angle limits or body non-self-intersection constraints. The question this work addresses is not how to find the optima but how to efficiently sample from the 3D human pose equilibrium distribution once these are known.
Related Research. Many powerful approaches to image-based Bayesian inference use non-parametric, sampled-based representations for their target distributions and employ factored sampling schemes [10] for computation. These allow working with non-Gaussian observation models and have guaranteed asymptotic correctness. Practically however, sample-based representations are computationally expensive, a factor often limiting their practical usage to models with 6-8 dimensions. The number of particles required for good accuracy grows exponentially when there are loosely coupled subsystems, such as the limbs of a body, that each create local minima separated by high energy barriers. To alleviate these problems, partitioned samplers [11] or layered, annealing-based methods have been proposed [5, 12] . However these methods tend not to be well adapted for our problem, where there is often not a large margin between the desired global optimum and other competing ones. Instead, we observe several competing local optima with comparable energy, see e.g. fig. 3 and fig. 6 . These represent plausible 3D human pose interpretations given our overly-simple human body model, the sparse set of image observations we consider and the intrinsic forward-backard depth ambiguities in the pose of 3D articulated chains from monocular images. It is likely that the margin and volume ratio between the correct pose optimum and the incorrect ones may be increased with better modeling and with learning (as we show in one of the experiments). It is likely, however, that at the early stages of learning the 3D human pose posterior will be highly multimodal and have high entropy. Effective ML learning requires efficient methods for sampling c.f . (14) . The proposed generalized darting is one possible way of doing this.
Another approach is to approximate the pose posterior using a mixture model. The energy minima can be located using non-linear continuous optimization and used to build an importance sampler based on a mixture of simple densities (e.g. Gaussians). However, the sampler may be deficient in approximating the tails of the modal distributions and may have low correction weights. An alternative is to use gradient-based hybrid MCMC schemes [4, 2, 13, 14] . These can significantly improve acceptance rates for high-dimensional models, but broken ergodicity caused by trapping in local optima usually persists [14] .
In this paper we assume that there is considerable prior knowledge about the shape of the energy surface (e.g. prior search to locate optima) and focus on using this information to accelerate fair sampling. Several algorithms for locating multiple pose optima can be used. Sminchisescu & Triggs [15] use problem dependent constraints about forward / backward pose ambiguities in order to explicitly enumerate an entire equivalence class of kinematic minima starting at any given one in the class. Heuristic sampling methods based on these have been also studied in [16] . For more general second-order differentiable energy functions without kinematic symmetries [6, 14] present methods to systematically find new minima by locating first-order saddle points (transition states) surrounding the basin of attraction of an initially chosen one, found e.g. by gradient descent. The search progresses in a local to global manner, in order to eventually locate a sufficiently large and representative minimum set.
In this paper we propose an algorithm that uses knowledge of local optima and gradient-based sampling moves in order to greatly improve both local and non-local acceptance rates -both mixing withing a mode and mixing between different modes. The algorithm is not only general but also motivated by the structure of the studied visual inference problem. The modes of the 3D human pose probability distribution are the configurations of a 3D human body model that align well with image features, e.g. 2D projected model edges align with the edges of the filmed human. The use of monocular image sequences makes the depth information difficult to infer because depth is lost in perspective projection. The combinations of model variables that produce motion in depth (towards or away from the camera) have the highest uncertainty. The variables that control the motions parallel with the image plane are better constrained by the image evidence. Hence the core of the maxima have highly anisotropic ellipsoidal structure -see fig. 4a for the spectral covariance structure of a local minimum with ratio of most uncertain / most certain direction ≈ 10 3 . The combinations of variables that lead to motion in depth change with 3D human pose and with camera viewing direction. Hence the different optima do not share the same principal directions, nor the same scaling. In contrast to classical darting, where the sampler uses spherical, mode-centered regions, generalized darting uses oriented ellipsoids computed from the local uncertainty structure of the distribution, for more global and faster sampling estimates with increased acceptance rates.
Domain Modeling
This section describes the humanoid visual models used in our sampling experiments. For more details see [17] .
Representation: A typical human body model is constructed from a 'skeleton' that has 30-35 rotational joints controlled by angular joint state variables x, which includes a global 6d translation of the body center. It also has 'body flesh' built from three-dimensional ellipsoids with deformation parameters θ, here 36 variables for the head, torso, arms and legs. The surface model improves the image representation for the 3D human pose estimates based on image features like edges. 5 In one of the experiments we not only estimate the model state, but also learn its parameters using maximum likelihood, c.f . §4.
Joint positions u i in local coordinate systems for each body limb are transformed into points p i (x, u i ) in a global 3-D coordinate system, then into predicted image points r i (x, u i ) using composite nonlinear transformations r i (x, u i ) = P(p i (x, u i )) = P(K(x, u i )), where K represents a chain of rigid transformations that map different body links through the kinematic chain to their global 3-D position (see fig. 2 ), and P represents perspective image projection.
For model state estimation, we compute the negative log likelihood of each known image joint position, o i , under a Gaussian centered at its projected (hypothesized) image location, r i . The costs are summed over all the human body joints to produce the state space energy function. This is a function e(o i |x, θ) of the prediction error ∆o i (x) = o i − r i (x) between the model and the given image data. The cost gradient g i (x) and Hessian H i (x) are also computed, being used for second continuous optimization and hybrid Monte Carlo (HMC) step calculations.
Energy Function: The model state estimates are obtained by optimizing a maximum a posteriori criterion, the total posterior probability according to Bayes rule:
where e(o i , x) is the cost density associated with observation i, the sum is over all observations O = {o 1 , ..., o n }, and p(x) is the model state prior. The energy function is defined as the negative log-likelihood of the posterior:
For experiments, we have used the classical Langevin sampler (see section 2), in combination with long-range jumps using the spherical darting and the generalized darting methods. We also experiment using an independence sampler based on a mixture of normal distributions centered at the local pose optima. Observation Likelihood: We used a simple product of Gaussian likelihoods for each model skeletal joint (assumed independent) with cost e(o i , x, θ) = ∆o
2 . The negative log-likelihood for the observations is the sum of squared model joint re-projection errors. For our study, it provides an interesting and difficult to handle degree of multi-modality owing to the kinematic complexity of the human model and the lack of observability of 1/3 of the model state variables (the depth related ones) in any single monocular image.
For learning experiments, we use an observation model based on edge residuals. These are collected at model occluding contours predicted in the image. At each 3D model configuration, for each element on a image-predicted model contour, a line search along the normal direction is used to locate an image edge that matches it. The distance between the location of the model contour and the image edge is used to construct a quadratic function of the residual, similar to the one based on skeletal joint residuals. This is summed over all contour predictions and all the human body parts. Prior Distributions: The priors we use are stabilizers to avoid singular distributions for hard to estimate state variables (e.g. in the clavicle and shoulder complex), terms for collision avoidance between body parts, and joint angle limits. 6 Gradients and Hessians for the priors are evaluated and added to the ones of the observation c.f . (15) and (17).
Experiments
Sampling Experiments: We have selected 4 local minima corresponding to the left forearm and left calf in a monocular side view of the body (see fig. 3 ). The local minima have relative volumes of (0.16, 0.38,0.10, 0.36) and energy levels (4.41, 6.31, 7.20, 8.29) .
For local optimization we use a second-order damped Newton trust region method [18] where gradient and Hessians of the energy functions are computed analytically and assembled using the chain rule with gradient backpropagation on individual kinematic chains, for efficiency. For generalized darting, we estimate local covariances as inverse Hessians at each local minimum. For MCMC simulations, we enforce joint limit constraints using reflective boundary conditions, i.e. by reversing the sign of the normal momentum when it hits a joint limit. We found this gave an improved sampling acceptance rate compared to simply projecting the proposed configuration back on the constraint surface, as the latter leads to cascades of rejected moves until the momentum direction gradually swings around.
We ran the simulation for ∆τ = 0.1, using the Langevin sampler ( fig. 5a ), the darting method with spherical covariances ( fig. 5b ) and the generalized darting method with deterministic moves (fig. 5c ). In fig. 5 we show a fragment of a larger simulation that uses a small jump probability P = 0.03, in order to diminish the frequency of jumps for illustrative purposes. It is easily noticeable that the classical sampler is trapped in the starting mode, and wastes all of its samples exploring it repeatedly. The spherical darting method explores only 2 minima based on one successful long-range jump during 600 iterations. The darting method (right) explores more minima by combining local moves with non-local jumps that are accepted more frequently. Different minima are visited using 7 jumps. This could be visually observed in fig. 5 . After each jump, the sampler equilibrates at a different energy level associated to the new local minimum.
We have also performed a large simulation (10 5 steps) with ∆τ = 0.1 and probability P = 0.25 for the darting moves. The first 200 samples were discarded in order to let the chain reach equilibrium. The covariance volume scaling factor α was set to unity. For classical darting, we place spheres of unit radius around each minimum. With these parameters, the sampler mixes fast within each minimum, but still has good acceptance rates of 94% for local moves. The acceptance rate for long-range jumps in the spherical case is a s = 1292/24, 863 = 0.052 whereas for the generalized darting case is a g = 9642/25, 850 = 0.388, which is an important improvement. According to our tests, the results are stable to changes in the volume factor α by roughly 10%. We have also experimented with an independence sampler based on a mixture of normal distributions, centered at different minima, with covariances estimated as inverse Hessians and mixing proportions given by the relative covariance volumes, as for generalized darting. The overall acceptance ratio is 3492/10 5 = 0.3492, which is comparable to the acceptance ratio of a generalized darter for long-range jumps. However, notice that the overall number of accepted moves (including both global inter-minimum moves and local ones) for generalized and spherical darting is about 0.8 and Ergodicity Study: We study the performance of a generalized darter and of a hybrid MCMC sampler in a different experiment based on 3 runs of 20, 000 simulation steps each. We compute the ergodic measure [1] , an indicator for the rate of self-averaging in equilibrium calculations. Although self-averaging is a necessary but not sufficient condition for the ergodic hypothesis to be satisfied, it gives intuition about the rate of state space sampling. We have selected the state-space configuration as the quantity to average (alternatively an ergodic measure based on some other property, e.g. the energy could be used). This measure is an average over pair-wise differences between average state-space positions, for trajectories initiated in different minima during a simulation. More specifically, the average state space position after S moves from a trajectory initiated at minimum a, containing configurations {x a i , i = 1..S} obtained 7 during sampling run k is given by:
and the ergodic measure is defined as the average between two trajectories initiated at different minima a and b in R runs 8 :
For good mixing over large trajectories we expect the ergodic measure to converge to 0. In fig. 4 , we plot the ergodic measure corresponding to a classical Langevin simulation with no jumps against one using the generalized scheme for S = 20, 000 over R = 3 runs. The mixing of the classical hybrid MCMC sampler is not satisfactory, perhaps reflecting the average state-space difference between the two local minima where the sampler is trapped, and which are explored repeatedly. In contrast, the long-range state self-averaging effect is clearly observed for generalized darting.
Learning model parameters:
We run a parameter learning experiment using the same image in fig. 3 , the same state priors but using a more complex image observation likelihood based on contour / edge measurements (see §5.1). We estimate some of the model parameters, here the body proportions (36 parameters representing the superquadrics of the head, torso, upperarm, forearm, thigh and calf, with the symmetrical values on the left and right side of the body mirrored) and the variance used for the quadratic edge residual cost. We learn using Maximum Likelihood in a gradient-based framework as given in (14) , and use generalized darting in order to approximate the partition function. This procedure is supervised, i.e. we need to specify the 3D state ground truth. Since this information was not available for our real scene, we selected, by visual inspection, one of the 4 pose configurations, considered to be the most plausible, as the ground truth (the second column in fig. 3 ). The probability of the 4 configurations before and after learning is shown in fig. 6 . Learning takes 7 iterations to converge on average. Notice how the process substantially improves the margin between the correct solution and the undesirable ones, in particular how the selected ground-truth emerged as most probable after learning despite not being the most probable before. 3D pose estimates based on the learned model identify the correct solution with significantly higher probability, on the average. Learning does not make all the incorrect solutions extremely implausible due to several reasons. First, there is 3D structure sharing between the incorrect and the 'ground-truth' (e.g. solutions 2 and 4 share the upper body sub-component of the state). Another factor may be the weak evidence provided by the contour features used for the observation likelihood. One can, e.g. use better lighting or surface reflection models in order to provide additional constraints to diminish uncertainty. Finally, since we are only able to find a local optimum for the parameters, it is possible that other good ones exist. However, we haven't empirically identified better ones, even after multiple restarts from different initial starting points.
Discussion
In this paper we have discussed a new Markov chain Monte Carlo sampler, that is able to effectively jump between modes in the target distribution while maintaining detailed balance. Our method is a generalization of 'darting MCMC' where the basic jump regions may have an arbitrary irregular shape and moreover are allowed to overlap. Generalizations to discrete and more general domains are also discussed.
An alternative view of some of the generalized darting samplers proposed in this paper is that of a mixture between an independence sampler and a Hybrid Monte Carlo sampler. In this view, we randomly alternate HMC sampling with proposing samples uniformly from the collection of regions {V i }. The proposal distribution is not conditional on the previous sample, hence the name "independence sampler". However, to maintain detailed balance we can not accept a proposal if the previous sample was located outside this collection of regions. Hence, instead of performing this check before proposing a new sample (as in darting MCMC), the check is implicitly performed after proposing a new sample by incorporating it in the acceptance rule.
Apart from the darting method [1] , other MCMC schemes that mix between distant modes can be found in the literature 9 In 'simulated tempering' [19] , a new temperature random variable is introduced that extends the sample space in such a way that at high temperatures the energy function is much smoother. The temperature itself is also sampled via random walk. At high temperatures the Markov Chain mixes much faster between distant regions, while the samples acquired at T = 1 are the desired samples from the target distribution. Neal extended this idea to his 'tempered transitions' method [20] that uses deterministic moves between low and high temperature regimes. In [21] the 'normal kernel coupler' is proposed to sample from multi-modal distributions. The idea is to simulate N Markov chains in parallel with target distribution p(x) = i p i (x), but to use proposal distributions based on a kernel estimate of all N particles. Finally [22] present a generalized Metropolis-Hastings MCMC sampler is proposed that has the potential of incorporating deterministic optimization algorithms to locate local maxima in the target distribution. The inclusion of deterministic long range moves in a MCMC sampler for the purpose of computing the free energy of a physical system can also be found in the physics and chemistry literature [23, 1, 24, 25, 26] .
The main advantage of the proposed generalized darting method is that one can tune the shape of the jump regions to match the shape of the high probability regions of the target distributions. This should help to achieve an improved acceptance probability of attempted jumps between regions. Note however that we do not claim that our method is superior to all earlier schemes under all circumstances. In fact, we have only compared our method with the classical darting method and shown improved acceptance rates. No doubt, the various methods described above will have different properties for different target distributions, or in the presence of different amounts of prior knowledge about the target distribution. We have made no further attempts to explore these issues in this paper.
In the absence of sufficient prior knowledge of the position and shape of the modes of the target distribution, the darting framework may suffer from unacceptably high rejection rates for long range jumps. This problem will almost certainly be aggravated in high dimensions. The possibility to change the location and shape of the regions adaptively would be advantageous but difficult without violating the Markovian property of the chain. 10 Interesting ways around this obstacle do exist in the literature [27, 28, 29, 30] but further research will be required to find out if they can be applied to the proposed generalized darting method.
A. Proof of Detailed Balance
The generalized darting Monte Carlo sampler can be viewed as a Hybrid Monte Carlo sampler that is interrupted with a certain probability to attempt a long range jump. Since Hybrid Monte Carlo sampling is ergodic, a "mixture" of Hybrid Monte Carlo and any other (possibly non-ergodic) sampler is automatically ergodic as well.
To proof detailed balance between any pair of points in the sample space, we consider the following three possibilities:
1. Both points are located outside any of the jump-regions.
2. One of the two points is located inside one or more jump-regions while the other one is located outside any of the regions.
3. Both points are located in one or more of the regions.
1:
When both points are located outside any of the jump-regions detailed balance follows because of the Markov chain for the local moves is assumed to respect detailed balance. With probability P check this Markov chain is interrupted to check if the particle is located inside a jump-region. But since both points under consideration are assumed to be located outside any jump-region this interruption will be symmetric and does not destroy detailed balance.
2:
The particle located outside any jump-region follows its local dynamics (i.e. it is not interrupted) with probability 1 − P check . The particle inside one or more regions will also follow its local dynamics (i.e. it will not attempt a jump) with probability 1 − P check . With probability P check the sampler decides to perform a check. But in that case the particle outside any region will stay put while the particle inside one or more regions will attempt a jump and will therefore never end up outside the set of all regions. Thus detailed balance again holds.
3:
We will prove the case of two points in possibly overlapping regions, where the jump points are sampled uniformly at random inside a target region. The prove for the deterministic case goes along similar lines (see section 3.1).
With probability 1 − P check we follow the local dynamics of the Markov chain which fulfills detailed balance by assumption. With probability P check we initiate a jump to some other point in some other region. Define A to be the set of regions that contain point 1 and B the set of regions that contain point 2. We now have:
where P i (equation 3) is the probability of jumping to region i and the factor 1/V i is included because the target point is sampled uniformly at random inside this region. Thus, once again establish detailed balance.
B. Auxiliary Variable Formulation
The algorithm we presented in §3 can be formulated, more generally as an auxiliary variable method. Here the index of the regions (wormholes) plays the role of the auxiliary variable and we sample from the joint distribution over state space and region indexes using a mixture of Metropolis-Hastings transitions.
Consider x ∈ X the space and p the target distribution, and a covering with regions R i (with volumes V i = |R i |) of X such that:
Define, for any x ∈ X , n(x) = N i=1 I(x ∈ R i ), where I(x ∈ A) is the indicator function for the set A. We use the following identity:
We can now define a joint probability distribution over the space defined by the Cartesian product of the region index set and the state space {1, . . . , N} × X :
where, based on Bayes' rule:
In this auxiliary variable setting, we will sample from the joint target distribution p(i, x)using a proposal distribution Q(i, dx). The transition probability for the algorithm, excluding local moves and assuming the ratio is well defined, is:
where in the above r(i, x) is the probability of not moving from (i, x), either because a proposed move is rejected, or because no move is attempted [31] . Choices of Q are given in the next sections.
B.1. Uniform Sampling inside Regions
For this case, we use:
and the acceptance probability simplifies to (5).
B.2. Deterministic Moves between Regions
The second choice of proposal Q correspond to deterministic moves [32] , given in §3.1:
for a deterministic mapping F : X → X . This typically requires a change of variables, thus a Jacobian term. We sample using (3), hence the need to consider the relative volume ratios in the equation.
Generalized Darting MCMC Sampler
Repeat until convergence
perform one step of a local MCMC sampler.
3. if u 1 < P check (a) Identify the number of regions n(x) that contain the current sample.
. ii. Propose a location inside the new region (either deterministically or uniformly at random). iii. Identify the number of regions n(t) that contain the proposed sample. iv. Draw a sample u 2 ∼ U[0, 1]. v. if u 2 > P accept (5) reject move. vi. if u 2 < P accept (5) accept move A simple model of a kinematic chain consisting of ellipsoidal parts. First, the feature u i , defined in its local coordinate frame, is mapped to a 3-D position, p i (x, u i ), in the body model through a chain of transformations, K i (x i ), between local coordinate systems. x i are state variables that encode transformations (here rotation angles) between these reference frames, state variables are collectively stored in a vector x. Finally, the 3-d surface point given by p i (x, u i ) is mapped into the image using perspective image projection: r i (x, u i ) = P(p i (x, u i )), where P is the viewing camera projection matrix (this includes the global orientation of the camera and its intrinsic parameters, e.g. focal length, pixel dimensions, etc.). Optimum Probability After learning Figure 6 : Learning the body proportions and the variance of the observation likelihood based on matching contours improves the relative probability of the correct solution w.r.t. to undesirable ones. The plots show the probability levels of four different local optima (the numbering on the horizontal axis is irrelevant). The order of the probability peaks corresponds to the one shown in fig. 3 , with the second configuration visually selected as ground truth. Learning significantly increases the probability of the desired solution and downgrades competing, incorrect ones. 3D pose estimates based on the learned model identify the correct solution with higher probability.
