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1. INTRODUCTION 
We consider the controllability of nonlinear perturbations on a bounded 
interval J = [I, ti] of the autonomous linear delay system of neutral type 
Lqt) =L(x, u), (1) 
where the operatorL is defined byL(x, U) = An(t - 1) + Bx(t - 1) + r%(t) + 
Du(t) + Hu(t - h). w e will show that if system (1) is completely controllable 
then the perturbed system 
is completely controllable provided the function f, whose domain contams 
appropriate function spaces, satisfies certain growth and continuity conditions. 
For nonautonomous systems without delays this problem has been studied 
by several authors. For references see Dauer [3]. The approach we will use is to 
define the appropriate control and its corresponding solution by an integral 
equation. We then obtain the solution by applying the Schauder fixed point 
theorem. This approach is used by Dauer and Gahl [3, 41. In this paper the 
presence of 3i”(.) in the systems (1) and (2) necessitates a function space domain 
for f as well as an additional continuity assumption in obtaining our main 
result. We comment also that in system (1) we restrict ourselves to the autono; 
mous case although system (2) may be nonautonomous. 
For all vectors and matrices with real entries we will let / . 1 denote the norm 
obtained by adding the absolute values of each component or each entry. We 
will also use Lebesgue measure and integration. 
2. PRELIMINARIES 
The vector function x has its values in R” the space of real n-tuples, and the 
control function u has its values in R m. The constant matrices A, B, C, D, and 
H, have the appropriate dimensions, and h is a positive constant. We take the 
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class of admissible control functions for systems (1) and (2) to be all functions u 
with u(t) = 0 for t < 1, which are also piecewise continuous and bounded on J 
with all points of discontinuity contained in the set 
s, = (1, t, - 1, t, - 2 ,...) t, - h, t, - h - 1, t, -- h - 2,...} n J 
and being of simple type yielding finite jumps in u. The structure of S, is 
necessary because of the special way in which the appropriate control function 
must be defined in order to establish the controllability of system (2) on J. 
Let $ be the initial function for systems (1) and (2) and be of class Cl on 
[O, 11. We will use the results established by Bellman and Cooke [2, Sect. 6.61 
in order to obtain the unique solution x,(t; u) of system (1) on J satisfying 
.z.,(t; u) = #(t) for t E [0, l] and corresponding to u, an admissible control 
function. Let X(t) be the unique n x n matrix function with the following 
properties: 
(a) X(t) = 0 for t < 0, 
(b) X(0) = I, the identity matrix 
(c) X(t) - AX(t - 1) is continuous on [0, oo), 
(d) X(t) satisfies X(t) =L(X, 0) for t E (0, 00) - S, , where S, is the set 
of nonnegative integers. 
Note that X(t) may have jump discontinuities at points in S, but is of class 
Cl on (0, 00) - S, , and x(t) has finite left and right limits on S, . Then 
[2, Theorem 6.41 we have 
x,(t; 24) = X(t - 1) 4(l) - X(t - 2) A+(l) 
+ I’ X(t - s - 1) [A&) + W(s)1 ds 
0 
(3) 
+ jlt X(t - s) [Du(s) + Hu(s - h)] ds, 
for t E J. This expression was obtained in [2] formally by using the Laplace 
transform, and by direct computation it may be verified as a continuous function 
which satisfies (1) on 1 except for a finite number of points. It will follow from 
the proof of Theorem 1 in Section 3 that these points are contained in the set 
S, = S, U {t: t = t, f h & K, t, f k, or h f k, for lz E S,}. 
Now define a matrix function Z by 
Z(t, s) = X(t - s) D + X(t - s - h) H. 
Using the fact that u(t) = 0 for t < 1 and X(t) = 0 for t < 0, it follows from 
Eq. (3) that 
xL(t; u) -= xL(t; 0) + St Z(t, s) u(s) ds, for t E 1. 
1 
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For future reference we note that for fixed t, Z(t, s) is piecewise continuous 
in s with finite jumps at s = t, t - 1, t - 2 ,..., t - h, t - h - 1, t - h - 2 ,..., 
and hence Z(tr , s) is piecewise continuous in s on J with finite jumps at points 
in S, . Also since x(t) is continuous and bounded on (0, tr) - S, , M(t, s)/at = 
X(t-s)D +X(t-s-h)H is continuous and bounded for t - s 4 S, , 
t - s - h # S, , and 1 < s < t < t, . From Eq. (3) it also follows that *L(t; 0) 
is continuous and bounded on J - S, . 
3. CONTROLLABILITY RESULTS 
We say system (2) is completely controllable on J in case for every function 4 
which is of class Cl on [O, l] an d every x1 E Rn there exists an admissible control 
function u such that a solution of 
n(t) = qx, 11) +f(t, x(*)3 4.>, u(*>) 
44 = 9(t) 
satisfies x(tl) = X, . 
for t E J, 
for t E [0, 11, 
Wetakef: J x MI x M, x M3+Rn, where M, is the space of continuous 
n-vector functions on [0, t], M, is the space of continuous n-vector functions on 
[0, tJ - Ss with finite right and left limits on S, , and M3 is the space of admis- 
sible control functions on [l - h, tl]. We also assume that for each (x, y, u) E 
Ml x W x Ms , f(t, 4.),y(.), 4.1) is a continuous function of t on J - S, . 
It follows from Section 2 that any solution x(t; U) of system (2) corresponding 
to an admissible control function u satisfies 
X(t; u> = %(t; u> + j-” x(t - s)f(s, x(.; u), 3i”(.; u), u(.)) ds 
1 
for t E J, so that x(t; U) satisfies (2) on J - S, , 
We now define the matrix 
w = j Z(t, , s) Z*(t, , s) ds, 
.l 
where Z* denotes the transpose matrix of Z. 
The following proposition on the controllability of system (1) is similar to 
corresponding results for linear control systems of various types including 
some with delays and some without as discussed by Dauer and Gahl [4]. The 
proof follows as the one given for the proposition in [4] and is omitted. 
PROPOSITION 1. The system (1) is completely controllable on J if and only ;f W 
is nonsingular. 
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We are now ready to obtain our main result which extends those of Dauer [3] 
to perturbations of neutral systems. Let Q be the Banach space of all functions 
(x, u): [0, tJ x [l - h, tl] -+ R” x R”, where x is in 44, , 5 is in M2 , and u 
is in MS. The norm on Q is 
11(X, u)il = I/ Xi/ + ~1 u ~1 + in f  I/ , 
where 
Ii x I, = sup I x(t)1 for t E [0, tl], 
1’ 3 11 = sup i( for t E [0, tl] - S, , 
and 
Ii 24 I: = sup I 40 fortE[l --h,t,]. 
That Q is a Banach space follows with the aid of the fact that if {xn(t)} is a uni- 
formly convergent sequence on a bounded interval converging to some function 
x(t) and if {Qt)} is also uniformly convergent, then {3iJt)} converges uniformly 
to it(t). 
We now assume the following conditions on f : 
(I) sup{\ f(t, x(.), 3i(.), U( .))I: t E J - S,> < G(r) < co for all (x, U) E Q 
such that 11(x, u)~I < Y, where lim,,,, G(r)/r = 0. 
(II) Let {h, un)} be a bounded sequence in Q such that {un(t - h)}, 
M4>, hN>, and {At - 1)) are each equicontinuous for t E [a, b] C J. Then 
{f(t, x,( .), %,(.), u,(.))} is equicontinuous on [a, b]. 
A discussion of examples of functions f satisfying the growth condition (I) 
and the continuity condition (II) follows the proof of Theorem 1. 
THEOREM 1. Let f  be continuous on J - S, x MI x M, x M3 with jinite 
left and right limits on S, , and assume f satisjes conditions (I) and (II). If system (1) 
is completely controllable on J, then system (2) is completely controllable on J. 
Proof. By Proposition 1, W-l exists. Let $ be an n-vector function on [0, I] 
of class Cl, and let x1 E R”. We define an operator Ton Q by T(x, U) = (v, v), 
where 
a(t) = Z*(t, , t) W-l [x1 - X&; 0) - jJX(t, - S)f(S, x(.), ff(.), UC.)) ds] 
for t E J, 
and 
w(t) = 0 fort < 1; 
y(t) = x&; 0) + jlt z(t, s) 4s) ds + jlt X(t - s) f  (s, x(e), *(.), u(e)) ds 
for t E J, 
and 
u(t) = CW for0 < t < 1. 
CONTROLLABILITY OF NEUTRAL SYSTEMS 37 
We show that T: Q -+ Q. By the definition of Z and the remarks following in 
Section 2, v(t) is an admissible control function. Since ~~(1; 0) = 4(l), y(t) is 
continuous on [0, tJ. In order to show that (y, V) EQ it remains to establish 
that j(t) E Ma . Let t E J - S, . In obtaining an expression for j(t) we use the 
fact that .Z(t, s) is discontinuous on J for s = t, t - l,..., t - h, t - h - I,..., 
and X(t - s) is discontinuous for s = t, t - l,.... Then 
jlt z(t, s) v(s) ds = F [jtI”’ Z(t, s) o(s) ds) + jt-” z(4 s) u(s) d& 
j=l 9 1 
where t - aj , j = l,..., p(t) + 1, are the points of discontinuity in s of Z(t, s) 
for s E [l, t]. Using (-) and (+) to denote left and right limits, respectively, 
$ j” Z(t, s) v(s) ds 
1 
= I lt 5 (t, s) v(s) ds + T [Z(t, (t - CZ~+~)-) j=l 
* v(t - aj+l) - z(t, (t - tzj)‘) * v(t - czj)] + Z(t, (t - a,)-) v(t - Ul). 
We are also using here the fact that the points t - aj are points of continuity of v, 
since if t - aj E S, then t E S, . By the definition of Z(t, s) 
d t 
j Z(t, s) v(s) ds = j’(,Y<t - s) D + X(t - 
p(t) 
z, 1 
s - 4 ff) v(s) ds + 1 &(t), 
j=O 
where 
&(t> = [X(oLl) D + X((aj+l- h)+) HI v(t - aj-+I) 
- [X(uj-) D + X((q - h)-) H] v(t - q), 
a, = 0, and recall that X(0-) = 0. We note that a similar derivation is needed to 
show that the expression for xL(t; u) in Eq. (3) satisfies (1) on J except for the 
points where t - aj E S, or t E S, . Thus the defined structure of S, is necessary. 
Similarly, again for t E J - S, , 
1 j' -W - s)f(s, 4-1, *(*), 4.)) ds 1 
= lt -qt - S)f(S, x(-j$.)> 4.1) dss 
[tl-1 
+ z1 Lw - l)+>f(t - i + 1, X(‘>, $*I, 4-N 
- x(qf(t - 6 x(*)7 q->, u(*))l 
+ -q([tl - l)+)f(t - PI + 1, 4-h q-h 4-h 
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where [t] is the largest integer <t and if [t] = 1, the sum is empty. We are also 
usingherethefactthatiftEJ-SS3thent--iE-SS,fori=1,2,...,[t]-l, 
along with the continuity assumption on f. Upon rearranging terms we have 
; j” Xtt - s>f(s, xc.>, 4.h4.N ds 1 
where 
= 
I 
lt x(t - s)f(s, x(e), ff(.), u(a)) ds + ‘y Pi(t), 
i=O 
Pi(t) = [X(i+) - X(i-)]f(t - i, iv(.), k(a), u(.)). 
Then for t E J - S’s we have 
j(t) = &(t; 0) + j’ (X(t - s) D + kT(t - s - h) H) v(s) ds 
1 
(4) 
+ $) R,(t) + l’X(t - s)f(s, x(e), 3i(.), u(s)) ds + ‘5’ Pi(t). 
j=O i=O 
Since j(t) is continuous on J - S, and has finite left and right limits on S, , 
jams and EQ-+Q. 
In what follows let 
a1 = sup I -qt, 4 
u2 = 1 w-1 j , 
for 1 < s < t < t, , 
a3 = sup(l M; 0)l + I Xl I) for t E J, 
a4 = sup I X(r)1 for 0 < t < t, , 
115 = sup I -@)I for t E [0, ti] - S, , 
U6 = sup j LQt; O)l for t E J - S, , 
~,=IW+l~I, 
b = max& - 1) al , 1, (4 - 1) a5a7 + 2tpttJ + 1) ~~(1~1, 
cl = 6bu,a,u,(t, - l), 
c2 = 6u,(t, - l), 
~3 = Q[t,I ~4 + (4 - 1) ~51, 
dl = 6u,a,u,b, 
d, = 6u, , 
d3 = 6a, , 
c = ma& , c2 , c,>, 
d = m44 , d2 , d3), 
sup If I = sup If@, xc.>, ff(.), 4.N for s E J - S, . 
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Since + is of class Cl on [0, l] and lim,,, G(r)/r = 0, there exists Y > 0 such that 
sup 1 #(t)l for t E [0, l] < y/3, sup 1 d(t)1 for t E [0, I] < r/3, G(Y)/Y < 1/2c, and 
Y >, 2d. Then cG(r) + d < (r/2) + (r/2) = Y. From property (I) it follows that 
if 11(x, u)II < Y, then c sup 1 f 1 + d < Y. Now let 
Q(y) = G-G 4 E 0: ll(x, 4 < y), 
and let (x, u) EQ(Y). Then 
I v(t)1 G v2[a3 + (h - 1) a4 SUP jf II G (4/6@ + (04 SUP I f I 
< (l/W [d + c SUP I f II < ($3) < ($3) for all t E J. 
Similarly 
iY(~)l~~,+(~,--I)~,Il~Il+(~,--1)~4~~Plfl 
< K/3) + b II ‘u II + (c,F) SUP I f  j 
< (46) + Q[d + c sup If II < (y/3) for all t E J. 
Using Eq. (4) and the expressions for R,(t) and Pi(t) and letting t E J - Sa , 
/ #)I < u6 + @l - l) u5”7 I/ wI/ + 2(&,) + I) a4a7 11 w 11 
+ ((4 - 1) a5 + 2[61 a41 SUP If I 
G @s/6) + b II ~1 II + (c3/6) SUP If I 
< ($3 + Q[d + c SUP I f  II < y/3. 
Hence Il(y, w)II < Y, and T: Q(Y) +Q(Y). 
By the continuity assumption on f, T is continuous on Q. Now let P(r) be the 
closed convex hull of T(Q(y)), and we show that T has a fixed point in P(Y). 
Since Q(Y) is closed, bounded, and convex in Q and T: Q(Y) -+ Q(Y); P(Y) is also 
closed, bounded, and convex in Q(Y) and T: P(Y) -+ P(Y). In order to apply the 
Schauder fixed point theorem it remains to show that T is completely continuous 
on P(y). 
Let {(y% , oJ}~=~ be a sequence in T(P(y)), and we show it has a convergent 
subsequence in Q. Let (m, v,) = T(xn , u,) for some (x, , u,) E P(Y). Since 
/l(y, , v,)lj < Y for all n, the sequences {y,(t)}, { jn(t)}, and {vJt)> are each 
uniformly bounded on the sets [0, ti], [0, ti] - Ss , and [l - h, ti] respectively. 
Further, by the boundedness assumption on f and since P(Y) is contained in 
Q(Y); the sequence {y,(t)} is equicontinuous on [0, ti]. Also since Z*(t, , t) has a 
continuous extension on the closure of each subinterval of [l - h, ti] - S, , the 
sequence {sJt)> can be extended to be equicontinuous on the closure of each 
of these subintervals. We note that the equicontinuity holds for all members of 
T(Q(r)). Hence it holds for the limit points in Q of all convex combinations of 
members of T(Q(r)) and, therefore, it holds for all members of P(y). Thus 
(x%(t)} is equicontinuous on [0, ti], and {un(t)} can be extended to be equi- 
continuous on the closure of each subinterval of [I - h, ti] - S, . 
40 ROBERT D. GAHL 
We now apply property (II) in order to show that { yn(t)} can be extended to be 
equicontinuous on the closure of each subinterval of [0, tl] - S, . For t f  J - S, , 
it follows that t - i F [0, ti] - S, and t - h - i E [I - h, tJ - S, , for 
i = 0, I,..., [t]. Therefore, each of the sequences {ulz(t - i)}, (un(t - h - i)}, 
{Qt - i)}, and {xn(t -- i ~ 1)) f  or i = 0, I,..., [t] - 1, can be extended to be 
equicontinuous on the closure of each subinterval of J - S, . By property (II) 
the sequence (f(t - i, x,( .), &( .), u,( .))} . 1s e q uicontinuous on the closure of 
each of these subintervals for i = 0, I,..., [t] - 1. It follows from Eq. (4) that 
the sequence (A(t)> can be extended to be equicontinuous on the closure of 
each subinterval of [0, tl] - S, . Now by successive applications of Ascoli’s 
theorem we obtain a convergent subsequence in Q of ((m , vJ}. Hence T(P(r)) 
is sequentially compact and, therefore, its closure is also sequentially compact. 
This implies that T is completely continuous on P(r). 
By the Schauder fixed-point theorem T has a fixed point in P(r), call it (x, u). 
Therefore 
x(t) = xL(t; 0) + I” Z(t, s) u(s) ds $ St X(t - s)f(s, x(s), k(e), u(.)) ds 
1 
for t E J, 
and 
44 = w for t E [0, 11. 
Also 
t, , s) Z*(t, 1 s) W-l@, - x,(t,; 0) 
- ! ; x(tl - s)f(s, XC.), 4.1, 4.)) 4 ds 
-+ J; X(tl - s)f(s, a(.), n(a), u(.)) ds = x1 . 
This completes the proof, since x(t) is the desired solution. 
We remark that condition (II) was necessary in order to establish the complete 
continuity of the operator T. We now discuss some examples of functions f  
which satisfy the hypotheses of Theorem 1. 
EXAMPLE 1. f  = 44 x(t), x(t - I), u(t), u(t - 4) + gg(s, 44, 4s - w(s)), 
z?(s), &(s - e(s)), U(S), U(S - h(s)) ds, where, w, 8, and h are nonnegative measur- 
able functions; and the n-vector functions k and g are defined on the appropriate 
R” spaces, are continuous, and satisfy a growth condition on Rn spaces as in (I). 
We remark that terms of the form lig(x(s)) d s are of so called renewal type and 
are included in systems treated by Alekal et al. [l] and Dauer and Gahl [4]. 
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EXAMPLE 2. Take g = 0 in Example 1. Then note that f is independent of 
of’ and has an Rn space domain, which is characteristic of perturbation 
functions used in other treatments (see Dauer and Gahl [3, 41). 
We remark that if f depends on L+(.) then in order to satisfy condition (II), we 
must include function spaces in the domain off. To see this suppose f: J x 
Rfl x Rn + Rn with {f(t, x,(t), &.,(t))} e uicontinuous q whenever {zJt)> and 
{k,(t)) are both uniformly bounded on J and {xll(t)} is equicontinuous. Then, for 
arbitrary t, , yr , ya , and y3 , the sequences x,(t) = (-2/nn) (yl - yz) x 
cos[(m7/2) (t - to)1 $ yz(t - t,) + y3, t, = t, + l/n, and s, = t, + 2/n, 
defined for n = 1, 2,..., have the property that {f(tn , I,, ff,(tJ)} converges to 
f(h , y3 j rd, and {f(SrL , ~&J, %(d>> converges to f (to , y3 , ~~1. BY the 
equicontinuity assumption it follows that f (to , y3 , yI) = f(t, , y3 , y2), which 
implies that f (2, .Y, B) is independent of the k argument. 
EXAMPLE 3. (a) f = K(t, x(t), x(t - l), y(t), u(t - h)) . g(/l 3i /I), where k is 
as in Example 1; and g is real valued, continuous, and bounded. 
(b) Take f as in (a) except that K is continuous and bounded; and g is 
continuous with lim,,,(g(r)/r) = 0. 
(c) f = k(t, x(t), x(t - l), u(t), u(t - h)) + g(l/ 3i II), where K is as in 
Example 1, and g is as in (b). 
EXAMPLE 4. f = ‘& hi(t, x(t), x{t - I), k(ti) u(t), u(t - A)), where each 
hi is continuous, satisfies a growth condition as in (I), and each fi E J. 
We remark that in Examples 3 and 4 system (2) is no longer strictly a delay 
system, since the argument in ff(.) may be greater than t. 
We now obtain a sufficient condition of an algebraic nature for system (1) 
to be completely controllable on J. This condition will be easier to check than 
the condition of Proposition 1. 
THEOREM 2. If rank[D, CD] = n, then system (1) is completely controllable 
on J. 
Proof. We show W is nonsingular. Suppose not. Then there exists an 
n-vector z, f 0 such that wWv* = 0. Then j, [aZ(t, , s)] [vZ(t, , s)]* ds = 0, 
and hence vZ(t, , s) = 0 on J except possibly for a finite number of points. In 
particular vZ(t, , s) = 0 for all s in a neighborhood to the left of t, . Therefore 
vZ(t, , tl-) = 0, and v(aZ(t, , tl-)/as) = 0. Using the fact that Z(t, s) = 
X(t - s) D + X(t - s - h) H, X(0+) = 1, and X(t) = 0 for t < 0, it follows 
that VD = 0 and +-X(0+) D - x((4)+) Hj = v[ -CD] = 0. Hence, 
rank[D, CD] < n, a contradiction. 
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