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Abstract
The solvability of the evolution system v′(t)+ B(t)u(t)  f (t), v(t) ∈ A(t)u(t), 0 < t < T , with
the periodic condition v(0) = v(T ) is investigated in the case where A(t) are bounded, possibly
degenerate, subdifferentials and B(t) are unbounded subdifferentials.
 2004 Published by Elsevier Inc.
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1. Introduction
Let T > 0. We are concerned with the solvability of the problem
v′(t) + w(t) = f˜ (t) for a.a. t ∈ ]0, T [, (1.1)
v(t) ∈A(t)u(t), w(t) ∈ B(t)u(t) for a.a. t ∈ ]0, T [, (1.2)
v(0) = v(T ). (1.3)
Here, the operatorsA(t) and B(t) are subdifferentials of proper convex lower semicontin-
uous functions on a real Hilbert space V such that B(t) is V -coercive. Each A(t) is also
the subdifferential of a convex function on a larger real Banach space W , such that V is
densely and compactly imbedded into W . The function f˜ : [0, T ] → V ∗ is differentiable
a.e. and f˜ ′ is square integrable.
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B(t) are bounded has been studied in several papers, of which we mention [5] by Di
Benedetto and Showalter. They assumed that A(t) and B(t) are time independent, A(t)
is a subdifferential, B(t) is a maximal monotone operator, v0 belongs to the range ofA(0),
and f˜ is square integrable. More recently, in [2], the operator B(t) was allowed to be an
unbounded subdifferential.
A standard method to study periodic problems is to apply a fixed-point theorem to
the Poincaré mapping P :V ∗ → V ∗, Px = v(T ), where v is the solution of (1.1)–(1.2)
with v(0) = x . Unfortunately, in general, this mapping fails to satisfy the conditions of
Banach’s, Schauder’s, or Kakutani’s fixed-point theorem. The periodic problem (1.1)–(1.3)
has been studied in [10] for the case where A(t) are subdifferentials, B(t) are maximal
monotone, and they both are affinely bounded. The idea of [10] was to approximate (1.1)–
(1.3) by a sequence of regularized periodic problems whose solutions were known to exist,
and then complete a passage to the limit procedure. Here, we apply this technique to the
case of unbounded B(t). Similarly to the study of the Cauchy problem in [2], we must
assume that B(t) are subdifferentials.
We present our notation in Section 2. The results are stated in Section 3. The proofs are
carried out in Section 4, while Section 5 is devoted to an example.
2. Preliminaries
For additional information, the reader may consult [3,4,6,7,13,14]. All the spaces are
real; by X, we mean any Banach space, by X∗ its dual, by H any Hilbert space, by (· , ·)H
the inner product of H , by ‖ · ‖Y the norm of the space Y , and by R(f ) the range of
the function f . If x ∈ X and x∗ ∈ X∗, we use 〈x, x∗〉X to denote x∗(x). The multivalued
operators (i.e., subsets) A ⊂ X ×X∗ and B ⊂ H ×H are said to be monotone, if
〈x1 − x2, y1 − y2〉X  0 for all (x1, y1), (x2, y2) ∈ A,
(x1 − x2, y1 − y2)H  0 for all (x1, y1), (x2, y2) ∈ B,
respectively. The monotone operators A and B are called maximal monotone, if they are
not subsets of any other monotone operator from X to X∗ or H to H , respectively. The
duality mapping F ⊂ X ×X∗ of X, is given by
Fx = {x∗ ∈ X ∣∣ ‖x‖2X = 〈x, x∗〉X = ‖x∗‖2X∗}.
Lemma 2.1 [3, p. 42]. Let A ⊂ X×X∗ be a maximal monotone operator and (xn, yn) ∈ A,
n = 1,2, . . . , be such that xn → x weakly in X and yn → y weakly star in X∗, and
lim supn→∞〈xn, yn〉X  〈x, y〉X . Then y ∈ Ax .
Let f :X → [−∞,∞] and g :H → [−∞,∞]. Then
f ∗ :X∗ → [−∞,∞], f ∗(u) = sup
v∈X
(〈v,u〉X − f (v)),
g∗ :H → [−∞,∞], g∗(u) = sup((v,u)H − g(v))
v∈H
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convex. If f :X → ]−∞,∞] and g :H → ]−∞,∞] are convex, the sets
∂f (x) = {x∗ ∈ X∗ ∣∣ f (x) < ∞ and f (v) f (x) + 〈v − x, x∗〉X for all v ∈ X},
∂g(x) = {x∗ ∈ H ∣∣ g(x) < ∞ and g(v) g(x) + (v − x, x∗)H for all v ∈ H}
are called the subdifferential of f at x and g at x , respectively. The subdifferentials of f
and g are the sets
∂f = {(x, x∗) ∈ X ×X∗ | x∗ ∈ ∂f (x)}, ∂g = {(x, x∗) ∈ H ×H | x∗ ∈ ∂g(x)}.
Let T ∈ ]0,∞[, p ∈ [1,∞] and n = 1,2, . . . . We use the standard vector valued function
spaces L2(0, T ;X) and
W 1,p(0, T ;X) =
{
f : [0, T ] → X
∣∣∣ there is g ∈ Lp(0, T ;X) such that
f (t) = f (0) +
t∫
0
g(s) ds for all t ∈ [0, T ]
}
,
H 1(0, T ;X) = W 1,2(0, T ;X), W 1,p(0, T ) = W 1,p(0, T ;R).
3. Main results
We are given the constants α,M,T ∈ ]0,∞[, p ∈ [1,2[, a positive η ∈ L1(0, T ), α,β ∈
W 1,∞(0, T ), an increasing continuous g :R→ [0,∞[, a real reflexive Banach space W ,
a real Hilbert space V with a linear compact injection i :V → W such that iV is dense
in W .
Let φ : [0, T ] ×W →R satisfy the following conditions:
(A-1) For each t ∈ [0, T ], φ(t, ·) is continuous and convex.
(A-2) For each x, y ∈ W and a.e. t ∈ ]0, T [, t → φ(t, x) is differentiable and∣∣φt(t, x)∣∣ η(t) + M‖x‖pW ,∣∣φt(t, x) − φt(t, y)∣∣ g(‖x‖W + ‖y‖W )‖x − y‖W .
(A-3) For a.e. t ∈ ]0, T [ and each (x, y) ∈ ∂φ(t, ·),
‖y‖W∗ M + M‖x‖W .
Set A(t) = i∗∂φ(t, ·)i , t ∈ [0, T ], and assume:
(A-4) If x ∈ H 1(0, T ;V ), y ∈ H 1(0, T ;V ∗), and y(t) ∈A(t)x(t) for a.a. t ∈ ]0, T [, then〈
x ′(t), y ′(t)
〉
V
 a
∥∥y ′(t)∥∥2
V ∗ − η(t) − M
∥∥x(t)∥∥2
V
for a.a. ∈ ]0, T [.
(A-5) If t ∈ [0, T ] and (x1, y1), (x2, y2) ∈ ∂φ(t, ·), then
〈y1 − y2, x1 − x2〉W  a‖x1 − x2‖2W .
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lim inf
n→∞
T∫
0
φt
(
t, xn(t)
)
dt 
T∫
0
φt
(
t, x(t)
)
dt.
(A-7) For each x ∈ W , φ(0, x) = φ(T , x).
Let ψ : [0, T ] × V → [0,∞] be such that:
(B-1) For each t ∈ [0, T ], ψ(t, ·) is convex, proper, and lower semicontinuous with sub-
differential B(t) included in V × V ∗.
(B-2) For each t ∈ [0, T ], s ∈ [0, t], and z ∈ D(ψ(s, ·)), there exists z¯ ∈ D(ψ(t, ·)) such
that
‖z − z¯‖V 
∣∣α(t) − α(s)∣∣(1 + ‖z‖V +√ψ(s, z) ),
ψ(t, z¯)ψ(s, z) + ∣∣β(t) − β(s)∣∣(1 + ‖z‖2V + ψ(s, z)).
(B-3) For each t ∈ [0, T ] and x ∈ V , ψ(t, x) a‖x‖2V − M .
(B-4) For each x ∈ V , ψ(0, x) = ψ(T ,x).
Remark 3.1. If ψ does not depend on t , then (B-2) is satisfied.
Theorem 3.1. Assume (A-1)–(A-4), (A-7), (B-1)–(B-4), and either (A-5) or (A-6). If f˜ ∈
H 1(0, T ;V ∗) and f˜ (0) = f˜ (T ), then there exist functions u ∈ L2(0, T ;V ), v : [0, T ] →
i∗W∗, and w ∈ L2(0, T ;V ∗) such that v ∈ H 1(0, T ;V ∗) and (1.1)–(1.3) are satisfied.
Remark 3.2. The conditions (A-5), (B-1), (B-2), (B-4), and
ψ(t, x) a‖x‖2V − M‖x‖2W − η(t) for all x ∈ V, t ∈ [0, T ] (3.1)
are not sufficient for the existence of periodic solutions.
Indeed, let W = V = R, A(t) = I , f˜ (t) = 1, and ψ(t, ·) = ξ be a convex continuous
function. We may easily choose ξ such that (B-1), (B-2), (B-4), and (3.1) are satisfied.
Assume that (1.1)–(1.2) has a periodic solution u ∈ H 1(0, T ). We multiply (1.1) by u′. By
the chain rule,
u′(t)2 + d
dt
ξ
(
u(t)
)= u′(t) for a.a. t ∈ ]0, T [.
We integrate this over ]0, T [. By periodicity, it follows that u(t) is constant for all t . Thus,
necessarily, 1 ∈ R(∂ξ), which is not guaranteed by (B-1), (B-2), (B-4), and (3.1).
Remark 3.3. Theorem 3.1 also covers the case of degenerateA(t).
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As in [5], we transform (1.1)–(1.3) to an equivalent Hilbert space problem (4.1)–(4.3)
below. The Riesz mapping V → V ∗, x → (·, x)V , is denoted by R. We define A(t) =
R−1A(t), B(t) =R−1B(t), and f (t) =R−1f˜ (t) for all t ∈ [0, T ]. It suffices to prove that
there exist u ∈ L2(0, T ;V ), v ∈ H 1(0, T ;V ), and w ∈ L2(0, T ;V ), satisfying Rv(t) ∈
i∗W∗, t ∈ [0, T ], and
v′(t) + w(t) = f (t) for a.a. t ∈ ]0, T [, (4.1)
v(t) ∈ A(t)u(t), w(t) ∈ B(t)u(t) for a.a. t ∈ ]0, T [, (4.2)
v(0) = v(T ). (4.3)
The proof will be completed with the help of a series of lemmas.
Lemma 4.1. Assume (A-1)–(A-3) and define φ˜ :V × [0, T ] → R by φ˜(t, x) = φ(t, ix).
Then A(t) and A(t) are the subdifferentials of φ˜(t, ·) for all t ∈ [0, T ]. Moreover, the
extension of A(t) to L2(0, T ;V ), denoted by A, i.e.,
A = {(x, y) ∈ L2(0, T ;V )2 ∣∣ y(t) ∈ A(t)x(t) for a.a. t ∈ ]0, T [}
is a maximal monotone operator.
Proof. Using the chain rule for convex functions (see [7, Proposition 5.7]), we get that
A(t) is the subdifferential of φ˜(t, ·), since φ(t, ·) :W → R is continuous (its subdifferen-
tial ∂φ(t, ·) is bounded). Thus A(t) is also the subdifferential of φ˜(t, ·). Since t → (I +
A(t))−1z(t) belongs to L2(0, T ;V ) for all z ∈ L2(0, T ;V ), then R(I +A) = L2(0, T ;V ),
whence the monotonicity follows. 
Lemma 4.2 [9, Lemma 0.3]. Assume (A-1)–(A-3). If z ∈ H 1(0, T ;V ), and ε > 0, then
t → (εI + A(t))−1z(t) belongs to H 1(0, T ;V ).
Lemma 4.3 [9, Lemma 0.1]. Assume (A-1)–(A-3). If y ∈ H 1(0, T ;V ), x ∈ L2(0, T ;V )
and y(t) ∈ A(t)x(t) for all t ∈ [0, T ], then φ˜∗(·,Ry(·)) ∈ W 1,1(0, T ) and
d
dt
φ˜∗
(
t,Ry(t))= (x(t), y ′(t))
V
− φt
(
t, ix(t)
) for a.a. t ∈ ]0, T [. (4.4)
Lemma 4.4. Assume (B-1)–(B-3). Then the following are satisfied:
(i) For each µ ∈ ]0,1[ and z ∈ L1(0, T ;V ), the function t → Bµ(t)z(t) is measurable.
(ii) There exists a positive constant K such that∥∥Jµ(t)y∥∥V K‖y‖V +K, ∥∥Bµ(t)y∥∥V  1µ
(
2‖y‖V + K
)
for all y ∈ V , µ ∈ ]0,1[, and t ∈ [0, T ]. Here Jµ(t) = (I + µB(t))−1 .
(iii) For each t ∈ [0, T ], y ∈ V , and µ ∈ ]0,1/2a[,
ψµ(t, y)
a
2
‖y‖2V − K. (4.5)
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ψµ
(
t, z(t)
)− ψµ(s, z(s))
t∫
s
d
dτ
ψµ
(
τ, z(τ )
)
dτ (4.6)
for all t ∈ [0, T ], s ∈ [0, t], where the derivative satisfies
d
dt
ψµ
(
t, z(t)
)

(
Bµ(t)z(t), z
′(t)
)
V
+ ∣∣α′(t)∣∣∥∥Bµ(t)z(t)∥∥V (1 + ∥∥z(t)∥∥V +
√
ψµ
(
t, z(t)
) )
+ ∣∣β ′(t)∣∣(1 + ∥∥z(t)∥∥2
V
+ψµ
(
t, z(t)
)) for a.a. t ∈ ]0, T [. (4.7)
(v) The extension B of B(t) to L2(0, T ;V ), given by
B = {(x, y) ∈ L2(0, T ;V )2 ∣∣ y(t) ∈ B(t)x(t) for a.a. t ∈ ]0, T [}
is a maximal monotone operator.
Proof. These results are consequences of [11, Lemmas 1.2.1, 1.2.2, 1.5.2, 1.5.3] and [12,
Lemmas 2.2, 2.3]. See also [1]. The last property is implied by (i) and (ii). Indeed, for each
z ∈ L2(0, T ;V ), the mapping t → (I + B(t))−1z(t) belongs to L2(0, T ;V ). Thus R(I +
B) = L2(0, T ;V ), whence the maximal monotonicity follows by Minty’s theorem. 
We use a similar approximation procedure to that in [10]. Let ε,N ∈ ]0,∞[, λ ∈
]0,1/2a[, and ρ :V → [0,∞], gN : [0, T ] × V → V , ωN :V → V be given by
ρ(x) =
{ 1
6
‖x‖6V +
1
2
∥∥(i∗)−1Rx∥∥2
W∗, if x ∈R−1i∗W∗,
∞ otherwise,
gN(t, x) = f (t) − ωN
((
I +A(t))−1x)− Bλ(t)(I +A(t))−1x,
ωN(x) =
{
‖x‖2V x, if ‖x‖V N ,
N2x, if ‖x‖V > N .
Remark that ρ is a proper convex lower semicontinuous function and its subdifferential
∂ρ coincides with ‖·‖4V I + i−1F ∗(i∗)−1R, where F ∗ is the duality mapping of W∗. In
addition, it is easily verified that ∂ρ and gN satisfy all the conditions of [8]. Thus there
exist yε ∈ H 1(0, T ;V ) and zε ∈ L2(0, T ;V ) such that
y ′ε(t) + εzε(t) = gN
(
t, yε(t)
)
for a.a. t ∈ ]0, T [, (4.8)
zε(t) ∈ ∂ρ
(
yε(t)
)
for a.a. t ∈ ]0, T [, (4.9)
yε(0) = yε(T ). (4.10)
The conclusion of [8] is only the existence of a mild (i.e., integral) solution, but a careful
examination of the proof shows that the solution is actually a strong one. See also [6,
Section III.3].
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and (yε(t), zε(t))V = ρ(yε(t)) + ρ∗(zε(t)) ρ(yε(t)), we have
d
dt
1
2
∥∥yε(t)∥∥2V + ε7
∥∥yε(t)∥∥6V + ε2
∥∥(i∗)−1Ryε(t)∥∥2W∗ Mε (4.11)
for a.a. t ∈ ]0, T [, where Mε ∈ ]0,∞[ does not depend on N or t . We neglect the third term
in (4.11), integrate the result over [0, T ], and use the periodicity of yε . Then
ε
7
T∫
0
∥∥yε(t)∥∥6V dt MεT,
whence it follows by the Mean Value theorem that
∥∥yε(t ′ε)∥∥V  6
√
7Mε
ε
for some t ′ε ∈ [0, T ].
Using again (4.11), we get∥∥yε(t)∥∥V M ′ε for all t ∈ [0, T ], (4.12)
where M ′ε does not depend on t . Define the functions uε, vε : [0, T ] → V by
uε(t) =
(
I + A(t))−1yε(t), vε(t) = yε(t) − uε(t). (4.13)
According to Lemma 4.2, they belong to H 1(0, T ;V ). Since (I +A(t))−1 is a contraction
and t → (I + A(t))−10 is continuous (cf. Lemma 4.2), we have∥∥uε(t)∥∥V  ∥∥yε(t)∥∥V + ∥∥(I + A(t))−10∥∥V
M ′ε + max0tT
∥∥(I + A(t))−10∥∥
V
:= M ′′ε for all t ∈ [0, T ]. (4.14)
We choose N M ′′ε . Then ωN(uε(t)) = ‖uε(t)‖2V uε(t) and
u′ε(t) + v′ε(t) + εzε(t) +
∥∥uε(t)∥∥2V uε(t) +Bλ(t)uε(t) = f (t), (4.15)
vε(t) ∈ A(t)uε(t), zε(t) ∈ ∂ρ
(
uε(t) + vε(t)
)
for a.a. t ∈ ]0, T [, (4.16)
uε(0)+ vε(0) = uε(T ) + vε(T ). (4.17)
Lemma 4.5. There exists a positive constant C1 independent of ε, such that∥∥uε(t) + vε(t)∥∥2V + ∥∥uε(t)∥∥2V + ∥∥(i∗)−1Rvε(t)∥∥2W∗ + ∥∥Bλ(t)uε(t)∥∥2V C1
for all t ∈ [0, T ], (4.18)∥∥u′ε + v′ε∥∥2L2(0,T ;V ) + ∥∥u′ε∥∥2L2(0,T ;V ) + ∥∥v′ε∥∥2L2(0,T ;V )  C1, (4.19)
ε
∥∥(i∗)−1R(uε + vε)∥∥2L2(0,T ;W∗) + ε‖zε‖2L2(0,T ;W)  C1. (4.20)
Proof. We denote by C a generic constant, which does not depend on ε. We multiply (4.15)
by yε(t) = uε(t) + vε(t) and use (zε(t), yε(t))V  ρ(yε(t)), (A-3) and (ii) of Lemma 4.4.
Then
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dt
1
2
∥∥uε(t) + vε(t)∥∥2V + ε2
∥∥(i∗)−1R(uε(t) + vε(t))∥∥2W∗
+ ∥∥uε(t)∥∥2V (∥∥uε(t)∥∥2V + (uε(t), vε(t))V )

(
f (t) − Bλ(t)uε(t), uε(t) + vε(t)
)
V
C + C∥∥uε(t)∥∥2V (4.21)
for a.a. t ∈ ]0, T [. By the monotonicity and the boundedness of A(t),
(
vε(t), uε(t)
)
V
= (vε(t) − v∗(t), uε(t) − 0)V + (uε(t), v∗(t))V
−C∥∥uε(t)∥∥V , (4.22)
for all t ∈ [0, T ], where v∗(t) ∈ A(t)0. In conjunction with (4.21), this implies that
d
dt
∥∥uε(t) + vε(t)∥∥2V + ε∥∥(i∗)−1R(uε(t) + vε(t))∥∥2W∗ + ∥∥uε(t)∥∥4V C (4.23)
for a.a. t ∈ ]0, T [. We recall that t → ρ(uε(t) + vε(t)) is measurable as a composed func-
tion of a measurable and a lower semicontinuous function. Hence
t → ∥∥(i∗)−1R(uε(t) + vε(t))∥∥2W∗ = 2ρ(uε(t) + vε(t))− 13
∥∥uε(t) + vε(t)∥∥6V
is measurable; thus we may integrate (4.23) over [0, T ]. By the periodicity of uε(t)+vε(t),
the first terms of (4.18) and (4.20) are bounded; see the proof of (4.12) above and recall
that A(t) is bounded. By (4.22),
∥∥uε(t) + vε(t)∥∥2V = ∥∥uε(t)∥∥2V + 2(uε(t), vε(t))V + ∥∥vε(t)∥∥2V
 8
9
∥∥uε(t)∥∥2V + ∥∥vε(t)∥∥2V − C for all t ∈ [0, T ]. (4.24)
Thus the second term of (4.18) is bounded. Finally, the last two terms in (4.18) are bounded
by (A-3) and (ii) of Lemma 4.4.
We multiply (4.15) by u′ε(t) + v′ε(t) and integrate the result over [0, T ]. Then, by the
chain rule for convex functions [6, p. 73] and (4.18),
T∫
0
1
2
∥∥u′ε(t) + v′ε(t)∥∥2V dt + ε
T∫
0
d
dt
ρ
(
uε(t) + vε(t)
)
dt  C,
whence, by the periodicity of uε + vε , it follows that the first term of (4.19) is bounded. By
(A-4) and (4.18),
∥∥u′ε(t) + v′ε(t)∥∥2V = ∥∥u′ε(t)∥∥2V + 2(u′ε(t), v′ε(t))V + ∥∥v′ε(t)∥∥2V

∥∥u′ε(t)∥∥2V + 2a∥∥v′ε(t)∥∥2V − 2M∥∥uε(t)∥∥2V − η(t) + ∥∥v′ε(t)∥∥2V

∥∥u′ε(t)∥∥2V + ∥∥v′ε(t)∥∥2V − C − η(t) for a.a. t ∈ ]0, T [.
Hence, the last two terms of (4.19) are bounded, as well.
548 S. Aizicovici, V.-M. Hokkanen / J. Math. Anal. Appl. 292 (2004) 540–557By the definition of a subdifferential,
∥∥izε(t)∥∥W = sup
x∈W∗\{0}
(zε(t),R−1i∗x)V
‖x‖W∗
 sup
x∈W∗\{0}
lim sup
δ→0+
ρ(uε(t) + vε(t) + δR−1i∗x) − ρ(uε(t) + vε(t))
δ‖x‖W∗ .
Since ρ is the sum of two proper convex lower semicontinuous functions, on V and W∗,
respectively, we can invoke [4, Chapter 2, Proposition 2.3] to infer that∥∥izε(t)∥∥W = sup
x∈W∗\{0}
1
‖x‖W∗
(∥∥uε(t) + vε(t)∥∥4V 〈uε(t) + vε(t), i∗x〉V
+ sup〈F ∗(i∗)−1R(uε(t) + vε(t)), x〉W)

∥∥uε(t) + vε(t)∥∥5V + ∥∥(i∗)−1(Ruε(t) +Rvε(t))∥∥W∗ (4.25)
for a.a. t ∈ ]0, T [. By the boundedness of the first terms of (4.18) and (4.20), √ε zε is
bounded in L2(0, T ;W), i.e., (4.20) is proved. 
Lemma 4.6. There exist u,v ∈ H 1(0, T ;V ) and w ∈ L2(0, T ;V ) such that
uε → u, u′ε → u′, v′ε → v′, ‖uε‖2V uε +Bλuε → w weakly in L2(0, T ;V ),
(4.26)
vε(t) → v(t) strongly in V, uniformly for all t ∈ [0, T ], (4.27)
uε(t) + vε(t) → u(t) + v(t) weakly in V for all t ∈ [0, T ], (4.28)
as ε → 0+, on a subsequence. If (A-5) is satisfied, then
iuε(t) → iu(t) strongly in W for a.a. t ∈ ]0, T [, as ε → 0 + . (4.29)
Proof. In view of the boundedness of ‖(i∗)−1Rv∗ε (t)‖W∗ and ‖v′ε‖L2(0,T ;V ), and the com-
pactness of i∗ :W∗ → V ∗, we can apply Ascoli’s theorem to conclude that there exist a
subsequence of (vε) and a continuous v : [0, T ] → V , which satisfy (4.27).
Since u′ε , v′ε , and ‖uε‖2V uε + Bλuε are bounded in L2(0, T ;V ), there exist functions
u, uˆ, vˆ,w ∈ L2(0, T ;V ) such that
uε → u, u′ε → uˆ, v′ε → vˆ, ‖uε‖2V uε + Bλuε → w
weakly in L2(0, T ;V ), as ε → 0+, on a subsequence. By calculating the distributional
derivatives, we obtain that u,v ∈ H 1(0, T ;V ), u′ = uˆ, and v′ = vˆ.
Since uε is uniformly bounded in V , there exists x ∈ V such that uε(0) → x weakly
in V , on a subsequence. Let t ∈ [0, T ] and y ∈ V . Then
t∫
0
(
u(s), y
)
V
ds ←
t∫
0
(
uε(s), y
)
V
ds =
t∫
0
(
uε(0)+
s∫
0
u′ε(τ ) dτ, y
)
V
ds
→
t∫ (
x +
s∫
u′(τ ) dτ, y
)
V
ds =
t∫ (
x + u(s) − u(0), y)
V
ds,0 0 0
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(
uε(t), y
)
V
=
(
uε(0) +
t∫
0
u′ε(s), y
)
V
= (uε(0), y)V +
t∫
0
(
u′ε(s), y
)
V
ds
→ (u(0), y)
V
+
t∫
0
(
u′(s), y
)
V
ds = (u(t), y)
V
,
as ε → 0+, on a subsequence. By (4.27), relation (4.28) is verified.
Assume (A-5). Then (4.29) is implied by (4.26) and (4.27), since
a‖iuε − iu‖2L2(0,T ;W)  (uε − u,vε − v)L2(0,T ;V ) → 0, as ε → 0 + . 
Lemma 4.7. For almost every t ∈ ]0, T [,
u′(t) + v′(t) + ∥∥u(t)∥∥2
V
u(t) + Bλ(t)u(t) = f (t), (4.30)
v(t) ∈ A(t)u(t), (4.31)
u(0) + v(0) = u(T ) + v(T ). (4.32)
Proof. First, (4.32) is implied by (4.17) and (4.28). Let x ∈ W∗ and t ∈ [0, T ]. By (4.15),
(4.20), and Hölder’s inequality,∣∣∣∣∣
t∫
0
(R−1i∗x,u′ε(s) + v′ε(s) + ∥∥uε(s)∥∥2V uε(s) + Bλ(s)uε(s) − f (s))V ds
∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
〈
εzε(s), i
∗x
〉
V
ds
∣∣∣∣∣√ε
T∫
0
√
ε
∥∥izε(s)∥∥W ‖x‖W∗ ds

√
ε
(
ε
T∫
0
∥∥izε(s)∥∥2W ds
)1/2√
T ‖x‖W∗ 
√
εT C1 ‖x‖W∗ → 0,
as ε → 0+. By (4.26),
t∫
0
(R−1i∗x,u′(s) + v′(s) + w(s) − f (t))
V
ds = 0.
By differentiation with respect to t ,〈
u′(t) + v′(t) + w(t) − f (t), i∗x〉
V
= 0 for a.a. t ∈ ]0, T [.
Since i∗W∗ is dense in V ∗,
u′(t) + v′(t) + w(t) = f (t) for a.a. t ∈ ]0, T [. (4.33)
Since uε → u weakly and vε → v strongly in L2(0, T ;V ), vε ∈ Auε , and A is maximal
monotone in L2(0, T ;V ), Lemma 2.1 implies that v ∈ Au.
550 S. Aizicovici, V.-M. Hokkanen / J. Math. Anal. Appl. 292 (2004) 540–557The operator x → ‖x‖2V x+Bλx is maximal monotone in L2(0, T ;V ) as the sum of two
continuous monotone operators (see [3, p. 39]). Assume (A-6). By (4.15), (4.17), (4.20),
the monotonicity of ∂ρ with (0,0) ∈ ∂ρ, (4.26), (A-7), and Lemma 4.3 (as applied to I +
A(t) and A(t)),
lim sup
ε→0+
(
uε,‖uε‖2V uε + Bλuε
)
L2(0,T ;V )
= lim sup
ε→0+
(uε, f − u′ε − v′ε − εzε)L2(0,T ;V )
 lim sup
ε→0+
(uε, f )L2(0,T ;V ) + lim sup
ε→0+
(
−
T∫
0
(
uε(t), u
′
ε + v′ε(t)
)
V
dt
)
+ lim sup
ε→0+
(−ε(uε + vε, zε)L2(0,T ;V ))+ lim sup
ε→0+
√
ε
(
vε,
√
ε zε
)
L2(0,T ;V )
 (u,f )L2(0,T ;V ) + lim sup
ε→0+
(
−
T∫
0
φt
(
t, iuε(t)
)
dt
)
+ lim sup
ε→0+
√
ε
∥∥(i∗)−1Rvε∥∥L2(0,T ;W∗)∥∥√ε izε∥∥L2(0,T ;W)
 (u,f )L2(0,T ;V ) − lim inf
ε→0+
T∫
0
φt
(
t, iuε(t)
)
dt + lim sup
ε→0+
√
ε T C1
 (u,f )L2(0,T ;V ) −
T∫
0
φt
(
t, u(t)
)
dt = (u,f − u′ − v′)L2(0,T ;V )
= (u,w)L2(0,T ;V ).
By Lemma 2.1, w = ‖u‖2V u + Bλu.
Assume (A-5). Then, by the boundedness of ‖uε(t)‖V , (A-2), (4.29), and the Dominated
Convergence Theorem,
lim
ε→0+
(
−
T∫
0
φt
(
t, iuε(t)
)
dt
)
= −
T∫
0
φt
(
t, iu(t)
)
dt,
and we obtain again
lim sup
ε→0+
(
uε,‖uε‖2V uε +Bλuε
)
L2(0,T ;V )  (u,w)L2(0,T ;V ),
whence it follows that w = ‖u‖2V u +Bλu. 
Corollary 4.1. There exist uλ, vλ ∈ H 1(0, T ;V ) such that
λu′λ(t) + v′λ(t) + λ
∥∥uλ(t)∥∥2V uλ(t) +Bλ(t)uλ(t) = f (t), (4.34)
vλ(t) ∈ A(t)uλ(t) for a.a. t ∈ ]0, T [, (4.35)
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Proof. We just replace A(t), Bλ(t), and f (t) in Lemma 4.7 by A(t)/λ, Bλ(t)/λ, and
f (t)/λ, respectively. By uλ(t) = (λI + A(t))−1(λuλ + vλ(t)) and Lemma 4.2, one has
uλ(0) = uλ(T ). 
Lemma 4.8. There exists a constant C2, independent of λ, such that
‖uλ‖2L2(0,T ;V ) +
∥∥(i∗)−1Rvλ∥∥2L2(0,T ;W∗) + λ
T∫
0
∥∥uλ(t)∥∥4V dt  C2, (4.37)
∥∥√λu′λ∥∥2L2(0,T ;V ) + ∥∥v′λ∥∥2L2(0,T ;V ) + ‖Bλuλ‖2L2(0,T ;V )  C2, (4.38)
for sufficiently small λ > 0.
Proof. We denote by C a generic constant, which does not depend on λ. Since ψ(0, ·) is
proper, there exists u0 ∈ D(ψ(0, ·)). By (B-2), there is zt ∈ D(ψ(t, ·)) such that, for each
t ∈ [0, T ],
‖zt‖V  ‖u0‖V + ‖zt − u0‖V
 C + ∣∣α(t) − α(0)∣∣(1 + ‖u0‖V +√ψ(0, u0) ) C, (4.39)
ψ(t, zt )ψ(0, u0) +
∣∣β(t) − β(0)∣∣(1 + ‖u0‖2V + ψ(0, u0)) C. (4.40)
Hence, by the definition of a subdifferential,
ψλ
(
t, uλ(t)
)
ψλ(t, zt ) +
(
Bλ(t)uλ(t), uλ(t) − zt
)
V
ψ(t, zt ) −
∥∥Bλ(t)uλ(t)∥∥V ∥∥uλ(t) − zt∥∥V
 C + ∥∥Bλ(t)uλ(t)∥∥V (∥∥uλ(t)∥∥V + C) for all t ∈ [0, T ]. (4.41)
The inequalities (4.41) and (4.5) imply that, for each t ∈ [0, T ],(
uλ(t),Bλ(t)uλ(t)
)
V
 a
2
∥∥uλ(t)∥∥2V − C∥∥Bλ(t)uλ(t)∥∥V −C. (4.42)
We multiply (4.34) by uλ(t), integrate the result over [0, T ], and use (A-2), (A-7),
Lemma 4.3 as applied to λI +A(t), the periodicity of λuλ + vλ and vλ, f ∈ H 1(0, T ;V ),
and (4.42) to obtain
λ
T∫
0
∥∥uλ(t)∥∥4V dt + a4
T∫
0
∥∥uλ(t)∥∥2V dt  C + C
T∫
0
∥∥Bλ(t)uλ(t)∥∥V dt. (4.43)
We multiply (4.34) by u′λ(t), integrate the result over [0, T ], and employ the chain rule,
(A-4), (4.7), integration by parts, and the periodicity of uλ and f . Then
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T∫
0
∥∥u′λ(t)∥∥2V dt + a
T∫
0
∥∥v′λ(t)∥∥2V dt
 C + M
T∫
0
∥∥uλ(t)∥∥2V dt +
T∫
0
(
f (t), u′λ(t)
)
V
dt
+
T∫
0
∣∣α′(t)∣∣∥∥Bλ(t)uλ(t)∥∥V (1 + ∥∥uλ(t)∥∥V +√ψλ(t, uλ(t)) )dt
+
T∫
0
∣∣β ′(t)∣∣(1 + ∥∥uλ(t)∥∥2V + ψ(t, uλ(t)))dt
 C −
T∫
0
(
f ′(t), uλ(t)
)
V
dt
+ C
T∫
0
(
1 + α′(t)2 + ∣∣β ′(t)∣∣)(∥∥uλ(t)∥∥2V + ψλ(t, uλ(t)))dt
+ a
6
T∫
0
∥∥Bλ(t)uλ(t)∥∥2V dt
 C + a
5
T∫
0
∥∥Bλ(t)uλ(t)∥∥2V dt, (4.44)
by α′, β ′ ∈ L∞(0, T ), (4.41), and (4.43).
We multiply (4.34) by Bλ(t)uλ(t), integrate the result over [0, T ], and make use of
(4.42)–(4.44). Then
T∫
0
∥∥Bλ(t)uλ(t)∥∥2V dt
=
T∫
0
(
f (t) − λu′λ(t) − v′λ(t) − λ
∥∥uλ(t)∥∥2V uλ(t),Bλ(t)uλ(t))V dt
 1
2
T∫ ∥∥Bλ(t)uλ(t)∥∥2V dt +
T∫
2
(∥∥λu′λ(t)∥∥2V + ∥∥v′λ(t)∥∥2V )dt0 0
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T∫
0
2
(∥∥f (t)∥∥2
V
+ Cλ2∥∥uλ(t)∥∥4V )dt
 4
5
T∫
0
∥∥Bλ(t)uλ(t)∥∥2V dt + C
for sufficiently small λ’s. Hence Bλuλ is bounded in L2(0, T ;V ). By (4.44),
√
λu′λ and v′λ
are also bounded in L2(0, T ;V ), i.e., (4.38) is satisfied.
By (A-3) and (4.43), (4.37) is satisfied, as well. 
Lemma 4.9. There exist v ∈ H 1(0, T ;V ) and u,w ∈ L2(0, T ;V ) such that
uλ → u, v′λ → v′, Bλuλ → w weakly in L2(0, T ;V ) (4.45)
λu′λ → 0, vλ → v strongly in L2(0, T ;V ), (4.46)
λuλ(t) + vλ(t) → v(t) weakly in V for all t ∈ [0, T ]. (4.47)
If (A-5) is satisfied, then
iuλ → iu(t) strongly in W for a.a. t ∈ ]0, T [, as λ → 0 + . (4.48)
Proof. By the reflexivity of L2(0, T ;V ), there exist u, vˆ,w ∈ L2(0, T ;V ) such that
uλ → u, v′λ → vˆ, Bλuλ → w weakly in L2(0, T ;V ),
as λ → 0+, on a subsequence. Ascoli’s theorem is not directly applicable, but the
compactness result of [13, p. 58] yields by the boundedness of ‖v′λ‖L2(0,T ;V ) and
‖(i∗)−1Rvλ‖L2(0,T ;W∗) that there is v ∈ L2(0, T ;V ) such that vλ → v in L2(0, T ;V ),
as λ → 0+, on a subsequence. By calculating the distributional derivative of v, it turns out
that vˆ = v′, whence v ∈ H 1(0, T ;V ). Using (4.38), we get (4.45) and (4.46) since∥∥λu′λ∥∥L2(0,T ;V ) = √λ∥∥√λu′λ∥∥L2(0,T ;V ) √λC2 → 0, as λ → 0 + .
Since λuλ → 0 and vλ → v in L2(0, T ;V ), there are t ′, t ′′ ∈ [0, T ] such that
λuλ(t
′) → 0, vλ(t ′′) → v(t ′′) in V, as λ → 0+,
on a subsequence. Let t ∈ [0, T ] and x ∈ V . By (4.45) and (4.46),
(
λuλ(t) + vλ(t), x
)
V
= (λuλ(t ′), x)V +
t∫
t ′
(
λu′λ(τ ), x
)
V
dτ + (vλ(t ′′), x)V
+
t∫
t ′′
(
v′λ(τ ), x
)
V
dτ → (v(t ′′), x)
V
+
t∫
t ′′
(
v′(τ ), x
)
V
dτ
= (v(t), x)
V
.
Thus (4.47) is satisfied.
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again that v ∈ Au, i.e., v(t) ∈ A(t)u(t) for a.a. t ∈ ]0, T [. Assume (A-5). Then again the
strong monotonicity of ∂φ(t, ·) yields (4.48). 
We now conclude the proof of our main result. Let x ∈ V and t ∈ [0, T ]. By (4.34),
(4.37), and Hölder’s inequality,∣∣∣∣∣(λuλ(t) + v(t) − λuλ(0) − v(0), x)V +
t∫
0
(
Bλ(s)uλ(s) − f (s), x
)
V
ds
∣∣∣∣∣

T∫
0
λ
∥∥uλ(s)∥∥3V ‖x‖V ds  4√λT
( T∫
0
(
λ3/4
∥∥uλ(s)∥∥3V )4/3 ds
)3/4
‖x‖V
 4
√
λT C
3/4
2 ‖x‖V → 0, as λ → 0 + .
By (4.45) and (4.47),
(
v(t) − v(0), x)
V
+
t∫
0
(
w(s) − f (s), x)
V
ds = 0.
Differentiation with respect to t gives (4.1).
We already showed that v ∈ Au at the end of the proof of Lemma 4.9. Assume (A-6).
By (4.34), (4.45), the chain rule, Lemma 4.3, (4.36), (A-7), and (4.1), one has
lim sup
λ→0+
(uλ,Bλuλ)L2(0,T ;V )
= lim sup
λ→0+
(
uλ,f − λu′λ − v′λ − λ‖uλ‖2V uλ
)
L2(0,T ;V )
 (u,f )L2(0,T ;V ) + lim sup
λ→0+
(
−λ
2
∥∥uλ(T )∥∥2V + λ2
∥∥uλ(0)∥∥2V − φ˜∗(T ,Rvλ(T ))
+ φ˜∗(0,Rvλ(0))−
T∫
0
φt
(
t, iuλ(t)
)
dt
)
= (u,f )L2(0,T ;V ) − lim inf
λ→0+
T∫
0
φt
(
t, iuλ(t)
)
dt
 (u,f )L2(0,T ;V ) −
T∫
0
φt
(
t, iu(t)
)
dt
= (u,f )L2(0,T ;V ) −
T∫
0
(
d
dt
φ˜∗
(
t,Rv(t))− (u(t), v′(t))
V
)
dt
= (u,f − v′)L2(0,T ;V ) = (u,w)L2(0,T ;V ).
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satisfied.
Assume (A-5). By (4.48), Egoroff’s theorem, φt (t, x) η(t) + ‖x‖pW , and the Domi-
nated Convergence Theorem,
lim sup
λ→0+
(
−
T∫
0
φt
(
t, iuλ(t)
)
dt
)
= −
T∫
0
φt
(
t, iu(t)
)
dt,
on a subsequence. Reasoning as above, we then conclude that w ∈ Bu.
By (4.36) and (4.47), the periodicity condition (4.3) is satisfied.
This completes the proof of Theorem 3.1.
5. An example
Let M,T ∈ ]0,∞[, c1 ∈ W 1,∞(0, T ) be positive and c2, c3 ∈ W 1,∞(0, T ) be non-
negative. Moreover, let cj (0) = cj (T ) for j = 1,2,3. Define the multivalued operators
P(t),Q(t) ⊂R×R by
P(t)y =
{
y + c2(t), if y > 0,
[0, c2(t)], if y = 0,
y, if y < 0,
Q(t)y =
{
y + c3(t), if y > 0,
[0, c3(t)], if y = 0,
y, if y < 0.
Let W = L2(0,1), V = H 1(0,1), and i :V → W be the canonical injection, i.e., (iu)(x) =
u(x) for all u ∈ V and a.a. x ∈ ]0,1[. Define φ : [0, T ] × W → R and ψ : [0, T ] × V →
[0,∞] by
φ(t, u) =
1∫
0
(
1
2
u(x)2 + c2(t)u(x)+
)
dx, (5.1)
ψ(t, u) =
1∫
0
(
1
2
u′(x)2 + c3(t)u′(x)+
)
dx + IK˜t (u), (5.2)
where the positive part of a real number r is denoted by r+, i.e., r+ = (|r| + r)/2, and
IK˜t :V → [0,∞] is the indicator function of the set
K˜t =
{
u ∈ V | −c1(t) u(x) c1(t) for all x ∈ [0,1]
}
, t ∈ [0, T ].
The subdifferential of φ(t, ·) in W reduces to the extension of P(t) to W . Define A(t) =
i∗∂φ(t, ·)i and B(t) = ∂ψ(t, ·) for all t ∈ [0, T ]. A straightforward inspection reveals that
(A-1)–(A-7) and (B-1)–(B-4) are satisfied.
Let f ∈ H 1(0, T ;V ∗) with f (0) = f (T ) and consider the following system:
v(t) ∈A(t)u(t), v′(t) − f (t) ∈ B(t)u(t) a.e. on ]0, T [ (5.3)
in the dual of H 1(0,1). This is a variational inequality in light of the definition of
a subdifferential. By Theorem 3.1, Eq. (5.3) with v(0) = v(T ) has a solution (u, v),
u ∈ L2(0, T ;H 1(0,1)) and v ∈ H 1(0, T ;H 1(0,1)∗).
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‖y‖L∞(0,1)  c1(t) and there exists w˜ ∈ L2(0,1) such that
〈z,w〉V =
1∫
0
z′(x)w˜(x) dx for all z ∈ V, (5.4)
w˜(x) ∈ Q(t)y ′(x) for a.a. x ∈ ]0,1[. (5.5)
Then, clearly, B˜(t) ⊂ ∂ψ(t, ·). Hence B(t) coincides with the maximal monotone exten-
sion of B˜(t).
Thus, if f ∈ H 1(0, T ;L2(0,1)), we may call (u, v) a generalized solution of the fol-
lowing periodic nonlinear boundary value problem with obstacles:
vt (t, x)− w˜x(t, x) = f (t, x) for a.a. (t, x) ∈ ]0, T [ × ]0,1[, (5.6)
v(t, x) ∈ P(t)u(t, x) for a.a. (t, x) ∈ ]0, T [ × ]0,1[, (5.7)
w˜(t, x) ∈ Q(t)ux(t, x) for a.a. (t, x) ∈ ]0, T [ × ]0,1[, (5.8)
−c1(t) u(t, x) c1(t) for a.a. (t, x) ∈ ]0, T [ × ]0,1[, (5.9)
w˜(t,0) = w˜(t,1) = 0 for a.a. t ∈ ]0, T [, (5.10)
v(0, x) = v(T , x) for a.a. x ∈ ]0,1[, (5.11)
where vt = ∂v/∂t , ux = ∂u/∂x , and w˜x = ∂w/∂x .
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