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DETERMINISZTIKUS ¶ES VAL¶OSZ¶IN}US¶EGI ELOSZT¶ASI
ELJ¶AR¶ASOK1
TASN¶ADI ATTILA
Budapesti Corvinus Egyetem Matematika Tansz¶ek
Az ¶eletben sz¶amtalan olyan esettel tal¶alkozunk, amikor egy j¶osz¶ag ir¶anti
kereslet meghaladja a rendelkez¶esre ¶all¶o k¶³n¶alatot. P¶eldak¶ent eml¶³thetjÄuk
a k¶arp¶otl¶asi ig¶enyeket, egy cs}odbement c¶eg hitelez}oinek ig¶enyeit, valamely
szerv ¶atÄultet¶es¶ere v¶ar¶o betegek sor¶at stb. Ilyen helyzetekben valamilyen
elj¶ar¶as szerint oszthatjuk el a sz}ukÄos mennyis¶eget a szerepl}ok kÄozÄott. Szok¶as
megkÄulÄonbÄoztetni a determinisztikus ¶es a sztochasztikus eloszt¶asi elj¶ar¶asokat,
j¶ollehet sok esetben csak a determinisztikus elj¶ar¶asokat alkalmazz¶ak. Azon-
ban igazs¶agoss¶agi szempontb¶ol gyakran haszn¶alnak sztochasztikus eloszt¶asi
elj¶ar¶asokat is, mint p¶eld¶aul tette azt az EgyesÄult ¶Allamok hadserege a m¶asodik
vil¶agh¶abor¶u v¶eg¶et kÄovet}oen a kÄulfÄoldÄon ¶allom¶asoz¶o katon¶ainak visszavon¶asa-
kor, illetve a vietnami h¶abor¶u sor¶an beh¶³vand¶o szem¶elyek kiv¶alaszt¶asakor.
Egy kor¶abbi cikkben [6] egy determinisztikus eloszt¶asi elj¶ar¶ashoz hoz-
z¶arendeltÄuk azokat a sztochasztikus eloszt¶asi elj¶ar¶asokat, amelyek v¶arhat¶o
¶ert¶ekben azonos eloszt¶ast eredm¶enyeznek az adott determinisztikus elj¶ar¶assal.
Ezek kÄozÄul kitÄuntetettek azok a sztochasztikus eloszt¶asi elj¶ar¶asok, amelyek
szem¶elyenk¶ent a legkisebb sz¶or¶as¶u eloszt¶assal j¶arnak. Ilyen elj¶ar¶asok l¶etez¶ese
biztos¶³tott [6, 1. t¶etel]. Ez az adott determinisztikus eloszt¶asi elj¶ar¶ashoz
t¶ars¶³tott minim¶alis varianci¶aj¶u elj¶ar¶as. Mind a determinisztikus, mind a
sztochasztikus eloszt¶asi elj¶ar¶asokat szok¶as igazs¶agoss¶agi, invariancia ¶es m¶as
t¶³pus¶u tulajdons¶agokkal jellemezni. P¶eld¶aul egy term¶eszetes igazs¶agoss¶agi
kÄovetelm¶eny sztochasztikus eloszt¶asi elj¶ar¶asokkal szemben, hogy az eloszt¶as
v¶arhat¶o ¶ert¶ekben ig¶eny ar¶anyos legyen.
Az ig¶enyek ¶es az elosztand¶o mennyis¶egek eg¶esz¶ert¶ek}us¶ege mellett megvizs-
g¶aljuk, hogy melyek azok a nevezetes tulajdons¶agok, amelyek egy determi-
nisztikus eloszt¶asi elj¶ar¶asr¶ol szÄuks¶egszer}uen ,,¶atÄorÄokl}odnek" a hozz¶arendelt
minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asokra. Ehhez el}obb az 1. szakaszban
de¯ni¶aljuk az eloszt¶asi probl¶em¶at, a determinisztikus eloszt¶asi elj¶ar¶asokat ¶es
sz¶amos nevezetes tulajdons¶agot. Majd a 2. szakaszban t¶argyaljuk a sztochasz-
tikus eloszt¶asi elj¶ar¶asokat ¶es 1. szakaszban bevezetett tulajdons¶agok szto-
chasztikus megfelel}oit. Ezek ut¶an a 3. szakaszban megvizsg¶aljuk, hogy egy
determinisztikus eloszt¶asi elj¶ar¶as mely tulajdons¶agai ÄorÄokl}odnek ¶at a hozz¶aja
rendelt minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asokra. V¶egÄul a 4. szakaszban
rÄoviden Äosszefoglaljuk az el¶ert eredm¶enyeket.
1A kutat¶ast az OTKA (F043496) t¶amogatta. Be¶erkezett: 2004. szeptember 26. e-mail:
attila.tasnadi@math.bke.hu.
2 Tasn¶adi Attila
1 Determinisztikus modellkeret
JelÄolje IN a nem negat¶³v eg¶esz sz¶amok, IR+ a nem negat¶³v val¶os sz¶amok
halmaz¶at ¶es legyen N a lehets¶eges szerepl}ok egy v¶eges halmaza. Egy elem}u
halmazok eset¶en sokszor elhagyjuk majd a halmazt jelÄol}o kapcsos z¶ar¶ojeleket,
¶³gy p¶eld¶aul fig helyett ¶altal¶aban csak egyszer}uen i-t ¶³runk, ahol ez nem vezet
f¶elre¶ert¶eshez. Vektorok koordin¶at¶ait als¶o indexszel jelÄoljÄuk. Tetsz}oleges N ½
N , x 2 IRN ¶es M ½ N eset¶en vezessÄuk be az xM =
P
i2M xi ¶es x
M = (xi)i2M
jelÄol¶eseket. Legyen tov¶abb¶a
¡
xM ; xNnM
¢
= x.
Egy eloszt¶asi probl¶ema az
¡
N; t; (xi)i2N
¢
h¶armassal ¶³rhat¶o le, ahol N ½ N
a szerepl}ok halmaza, t 2 IN az N -beli szerepl}ok r¶esz¶ere elosztand¶o mennyis¶eg
¶es xi 2 IN az i 2 N szerepl}o ig¶enye.2 Az ¶altal¶anoss¶ag megszor¶³t¶asa n¶elkÄul
feltehetjÄuk, hogy xN > t, mivel ellenkez}o esetben mindenki megkaphatja az
¶altala ig¶enyelt teljes mennyis¶eget.
Egy r determinisztikus eloszt¶asi elj¶ar¶as b¶armely
¡
N; t; (xi)i2N
¢
eloszt¶asi
probl¶em¶ahoz hozz¶arendel egy y 2 IRN+ eloszt¶ast, melyre yN = t ¶es 0 · yi · xi
minden i 2 N -re. Ekkor azt ¶³rjuk, hogy r (N; t; x) = y.
1.1 Axi¶om¶ak
A kÄovetkez}okben a determinisztikus eloszt¶asi elj¶ar¶asok h¶et nevezetes tulaj-
dons¶ag¶at vesszÄuk sorra. Jogos elv¶ar¶as, hogy egy szerepl}o ig¶eny¶enek megnÄo-
veked¶ese, a tÄobbiek ig¶eny¶enek v¶altozatlans¶aga mellett, ne vezessen a meg-
nÄovekedett ig¶eny}u szerepl}o r¶eszesed¶es¶enek csÄokken¶es¶ehez. Ez az ¶ugynevezett
kereslet-monotonit¶as.
1.1 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as kereslet-monoton, ha
xi · x̂i ) ri
³
N; t;
³
xi; xNni
´´
· ri
³
N; t;
³
x̂i; xNni
´´
minden N ½ N , i 2 N , t; xi; x̂i 2 IN ¶es xNni 2 INNni eset¶en.
A kereslet-monotonit¶assal valamelyest anal¶og a k¶³n¶alat-monotonit¶as, a-
mely szerint a k¶³n¶alat nÄoveked¶es¶evel senkinek sem csÄokkenhet a r¶eszesed¶ese.
1.2 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as k¶³n¶alat-monoton, ha
t · t0 ) ri (N; t; x) · ri (N; t0; x)
minden N ½ N , i 2 N , t; t0 2 IN ¶es x 2 INN eset¶en.
Term¶eszetes igazs¶agoss¶agi kÄovetelm¶eny, hogy az azonos ig¶eny}u szerepl}ok
azonos mennyis¶egekben r¶eszesÄuljenek.
1.3 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as kiel¶eg¶³ti az egyenl}o
elb¶an¶as elv¶et, ha
xi = xj ) ri (N; t; x) = rj (N; t; x)
2Itt ¶ugynevezett diszkr¶et eloszt¶asi probl¶em¶akra szor¶³tkozunk.
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minden N ½ N , i; j 2 N , t 2 IN ¶es x 2 INN eset¶en.
A kÄovetkez}o n¶egy struktur¶alis tulajdons¶ag interpret¶aci¶oja nem olyan ter-
m¶eszetes, ¶es megkÄovetel¶esÄuk nem is minden helyzetben indokolt. A konzisz-
tencia szerint az eloszt¶asi elj¶ar¶asnak, a szerepl}ok ig¶enyteljes¶³t¶esi sorrendj¶et}ol
fÄuggetlenÄul, ugyanazt az eloszt¶ast kell eredm¶enyeznie.
1.4 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as konzisztens, ha
ri (N; t; x) = ri
³
N n j; t ¡ rj (N; t; x) ; xNnj
´
minden N ½ N , i; j 2 N , i 6= j, t 2 IN ¶es x 2 INN eset¶en.
A konzisztencia megkÄovetel¶ese indokolt lehet olyan helyzetekben, ame-
lyekben a szerepl}ok folyamatosan jelentik be ig¶enyeiket ¶es az ig¶enyeik telje-
s¶³t¶ese is folyamatosan tÄort¶enik. ¶Erdekes p¶elda a konzisztencia term¶eszetes
megkÄovetel¶es¶ere egy parlament mand¶atumainak terÄuleti egys¶egenk¶enti elosz-
t¶asa. Ennek jobb meg¶ert¶ese c¶elj¶ab¶ol gondoljunk arra, hogy az EgyesÄult
¶Allamokhoz az elm¶ult ¶evsz¶azadokban folyamatosan csatlakoztak ¶ujabb ¶es
¶ujabb ¶allamok. Az egyes ¶allamok k¶epvisel}ohelyeinek sz¶ama nem fÄugghetett
az ¶allamok bel¶ep¶esi sorrendj¶et}ol.3 Hasonl¶o helyzet ¶allhat el}o az Eur¶opai Uni¶o
orsz¶againak Uni¶os parlamentbeli mand¶atumainak sz¶am¶³t¶asakor, hiszen a jÄo-
v}oben is sz¶am¶³thatunk ¶ujabb tagfelv¶etelekre.
A kÄovetkez}o tulajdons¶ag megkÄoveteli, hogy azonos eredm¶enyre vezessen a
k¶³n¶alat k¶et l¶ep¶esben tÄort¶en}o eloszt¶asa ¶es a k¶³n¶alat egy l¶ep¶esben tÄort¶en}o elosz-
t¶asa. A k¶et l¶ep¶esben tÄort¶en}o eloszt¶as alatt az ¶ertend}o, hogy az els}o l¶ep¶esben
sz¶etosztunk egy adott mennyis¶eget, majd a m¶asodik l¶ep¶esben p¶otl¶olagosan
egy tov¶abbi mennyis¶eget puszt¶an a fennmarad¶o ig¶enyek ismeret¶eben.
1.5 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as alulr¶ol el}o¶all¶³that¶o, ha
0 · t0 · t · xN ) r (N; t; x) = r (N; t0; x) + r (N; t ¡ t0; x ¡ r (N; t0; x))
minden N ½ N , minden t; t0 2 IN ¶es minden x 2 INN eset¶en.
Az alulr¶ol el}o¶all¶³that¶os¶ag azt jelenti, hogy a p¶otl¶olagos mennyis¶egek el-
oszt¶asa sor¶an, a m¶ultat ¯gyelmen k¶³vÄul hagyva is, ugyanahhoz az eloszt¶ashoz
jutunk. Tov¶abb¶a, ha a sz¶etoszt¶as p¶arhuzamosan tÄort¶enik |p¶eld¶aul tÄobb te-
lephelyen keresztÄul|, akkor az egym¶ast¶ol fÄuggetlenÄul m}ukÄod}o egys¶egek, mind
ugyanazon eloszt¶asi elj¶ar¶assal dolgozva, puszt¶an a fennmarad¶o ig¶enyekre vo-
natkoz¶o inform¶aci¶o folyamatos kicser¶el¶es¶evel, az ig¶enyek kiel¶eg¶³t¶es¶enek sor-
rendj¶et}ol fÄuggetlenÄul, ugyanazt az eloszt¶ast eredm¶enyezik.
Az alulr¶ol el}o¶all¶³that¶os¶aggal rokon a felÄulr}ol el}o¶all¶³that¶os¶ag, mivel az elosz-
t¶as k¶et l¶ep¶esben ¶es egy l¶ep¶esben tÄort¶en}o v¶egrehajt¶as¶anak egyfajta invarian-
ci¶aj¶at kÄoveteli meg. A felÄulr}ol el}o¶all¶³that¶os¶ag eset¶eben azonban k¶epzeljÄuk el,
hogy el}oszÄor t¶ul nagy mennyis¶eget osztottunk sz¶et ¶es a val¶oj¶aban rendelkez¶es-
re nem ¶all¶o k¶³n¶alatot ut¶olag kell visszavonnunk a m¶ar elosztott mennyis¶egek
ismeret¶eben.
3Erre vonatkoz¶oan r¶eszletesebben olvashatunk Balinski ¶es Young [1], illetve Young [10]
kÄonyveiben.
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1.6 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as felÄulr}ol el}o¶all¶³that¶o, ha
0 · t · t0 · xN ) r (N; t; x) = r (N; t; r (N; t0; x))
minden N ½ N , t; t0 2 IN ¶es x 2 INN eset¶en.
Az utols¶o tulajdons¶ag, amellyel foglalkozni k¶³v¶anunk az Äondualit¶as tu-
lajdons¶aga. Ennek teljesÄul¶ese azt jelenti, hogy az adott elj¶ar¶as alkalmaz¶asa
ugyanarra az eredm¶enyre vezet, ha a rendelkez¶esre ¶all¶o mennyis¶eget osztjuk
sz¶et vagy pedig a hi¶anyt (t¶ulkeresletet) vonjuk le a szerepl}ok ig¶enyeib}ol.
1.7 axi¶oma. Az r determinisztikus eloszt¶asi elj¶ar¶as kiel¶eg¶³ti az Äondualit¶as
tulajdons¶ag¶at, ha
r(N; t; x) = x ¡ r(N;xN ¡ t; x)
minden N ½ N , t 2 IN ¶es x 2 INN eset¶en.
1.2 Nevezetes determinisztikus elj¶ar¶asok
Elemz¶esÄunk sor¶an n¶egy nevezetes determinisztikus elj¶ar¶asra lesz szÄuks¶egÄunk.
El}oszÄor h¶arom val¶os ¶ert¶ek}u elj¶ar¶as le¶³r¶as¶aval kezdÄunk. Tal¶an az egyik legne-
vezetesebb determinisztikus eloszt¶asi elj¶ar¶as az ¶ugynevezett ar¶anyos eloszt¶asi
elj¶ar¶as (proportional method), mely szerint a k¶³n¶alatb¶ol mindenki kereslet¶evel
ar¶anyosan r¶eszesÄul. Form¶alisan
pro(N; t; x) =
t
xN
x;
ha xN > 0. Megjegyzend}o, hogy b¶armely eloszt¶asi elj¶ar¶as eset¶en xN = 0-
b¶ol szÄuks¶egszer}uen r(N; t; x) = 0 kÄovetkezik. Az ar¶anyos eloszt¶asi elj¶ar¶as
sz¶amos ¶erdekes jellemz¶ese megtal¶alhat¶o tÄobbek kÄozÄott Moulin [3] ¶attekint}o
munk¶aj¶aban. Az ar¶anyos eloszt¶asi elj¶ar¶as k¶et ¶erdekes ¶es az ¶altalunk is-
mertetett tulajdons¶agok seg¶³ts¶eg¶evel is ¶erthet}o jellemz¶es¶et adta Young [9],
amely szerint az ar¶anyos eloszt¶asi elj¶ar¶as az egyetlen alulr¶ol el}o¶all¶³that¶o ¶es
Äondu¶alis, illetve az egyetlen felÄulr}ol el}o¶all¶³that¶o ¶es Äondu¶alis eloszt¶asi elj¶ar¶as.
Az ar¶anyoss¶ag elv¶evel szemben az egyenl}os¶eg elve ¶all, amelyet legink¶abb
az ¶ugynevezett egyenletes nyeres¶eg elj¶ar¶as (uniform gains method) testes¶³t
meg. Az egyenletes nyeres¶eg elj¶ar¶as azonos ¸ mennyis¶eget juttat azoknak
a szerepl}oknek, akiknek ig¶enyei el¶erik a ¸ ¶ert¶eket, m¶³g a ¸ ¶ert¶ekn¶el kisebb
ig¶eny}u szerepl}oket marad¶ektalanul kiel¶eg¶³ti. Form¶alisan
ugi(N; t; x) = minf¸; xig;
ahol a ¸ ¶ert¶eke a
P
i2N minf¸; xig = t egyenl}os¶eg ¶altal meghat¶arozott.
Az egyenletes vesztes¶eg elj¶ar¶as (uniform losses methods) ak¶arcsak az el}oz}o
elj¶ar¶as az egyenl}os¶eg elv¶ere ¶ep¶³t, azonban a kiel¶eg¶³tetlen ig¶enyeket igyekszik
egyenl}oen sz¶etter¶³teni. Form¶alisan
uli(N; t; x) = maxfxi ¡ ¹; 0g;
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ahol
P
i2N maxfxi ¡ ¹; 0g = t.
Moulin [2] megmutatta, hogy pro-n k¶³vÄul m¶eg pontosan az ug ¶es ul
elj¶ar¶asok azok, amelyek egyszerre konzisztensek, alulr¶ol el}o¶all¶³that¶oak, felÄulr}ol
el}o¶all¶³that¶ok, sk¶ala invari¶ansak4 ¶es teljes¶³tik az egyenl}o elb¶an¶as elv¶et.
A negyedik nevezetes eloszt¶asi elj¶ar¶as a priorit¶asi szab¶aly, amely a sze-
repl}oket az ig¶enyÄukt}ol ¶es a k¶³n¶alatt¶ol fÄuggetlen fontoss¶agi sorrendbe rendezi,
majd az ig¶enyeket mindig ezen sorrend szerint el¶eg¶³ti ki. ¶Igy egy alacsonyabb
fontoss¶ag¶u szerepl}o csak akkor r¶eszesÄulhet az elosztand¶o mennyis¶egb}ol, ha
az Äosszes n¶ala fontosabb szerepl}o ig¶enye marad¶ektalanul teljes¶³thet}o. M¶ar
a de¯n¶³ci¶oja alapj¶an l¶athat¶o, hogy a priorit¶asi szab¶aly a kor¶abban de¯ni¶alt
h¶arom determinisztikus eloszt¶asi elj¶ar¶assal ellent¶etben ,,igazs¶agtalan". Meg-
jegyzend}o m¶eg, hogy a priorit¶asi szab¶aly az ¶altalunk de¯ni¶alt probl¶em¶akra
eg¶esz ¶ert¶ek}u eloszt¶asokat eredm¶enyez.
Moulin [2] determinisztikus eloszt¶asi elj¶ar¶asokat vizsg¶alva kimutatta, hogy
a priorit¶asi szab¶aly tulajdons¶agai alapj¶an kit}untetett szerepet tÄolt be, mivel
az egyetlen olyan eg¶esz ¶ert¶ek}u eloszt¶asi elj¶ar¶as, amely kiel¶eg¶³ti egyszerre az
1.4-1.6. axi¶om¶akat. Ez egy meglehet}osen negat¶³v eredm¶eny, hiszen a priori-
t¶asi szab¶aly egy nem igazs¶agos eloszt¶asi elj¶ar¶as.
Az ismertetett n¶egy nevezetes eloszt¶asi elj¶ar¶as ¶erdekesebb jellemz¶esei meg-
tal¶alhat¶ok Moulin [3] ¶es Thompson [8] ¶attekint}o munk¶aiban.
2 Val¶osz¶³n}us¶egi modellkeret
A val¶osz¶³n}us¶egi modellkeretben m¶ar csak diszkr¶et eloszt¶asokat engedÄunk meg.
JelÄolje -N;t;x a lehets¶eges eloszt¶asok halmaz¶at, azaz
-N;t;x =
©
! 2 INN j !N = t;8i 2 N : 0 · !i · xi
ª
;
¶es jelÄolje P (-N;t;x) az -N;t;x halmaz hatv¶anyhalmaz¶at.
A ½ val¶osz¶³n}us¶egi eloszt¶asi elj¶ar¶as minden egyes
¡
N; t; (xi)i2N
¢
eloszt¶asi
probl¶em¶ahoz hozz¶arendel egy az (-N;t;x; P (-N;t;x)) t¶eren ¶ertelmezett val¶o-
sz¶³n}us¶egi m¶ert¶eket, amelyet ½N;t;x-szel jelÄolÄunk. Tov¶abb¶a jelÄolje ekkor ½
i
N;t;x
az i 2 N szerepl}onek jutatott mennyis¶eg eloszl¶as¶at, amely a ½N;t;x megfelel}o
peremeloszl¶asa.
VegyÄuk sorra a determinisztikus modellkeretben t¶argyalt h¶et tulajdons¶ag
kiterjeszt¶eseit. Ehhez el}oszÄor is szÄuks¶egÄunk lesz a sztochasztikus dominancia
rel¶aci¶ora. Azt mondjuk, hogy a (f0; 1; . . . ; ng;P (f0; 1; . . . ; ng)) t¶eren ¶ertel-
mezett ¹ ¶es º val¶osz¶³n}us¶egi m¶ert¶ekek kÄozÄul º sztochasztikusan domin¶alja5 ¹-t,
ha
8k 2 f0; 1; . . . ; ng : ¹ (fk; k + 1; . . . ; ng) · º (fk; k + 1; . . . ; ng) :
4A sk¶ala invariancia szerint az eloszt¶as nem fÄugghet att¶ol, hogy milyen m¶ert¶ekegys¶egben
m¶erjÄuk a mennyis¶egeket.
5Ez a fajta sztochasztikus dominancia els}orend}u sztochasztikus dominancia n¶even is-
meretes.
 
 
  
  
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A sztochasztikus dominancia rel¶aci¶o jelÄol¶es¶ere a ¹ szimb¶olumot haszn¶aljuk.
Teh¶at ¹ ¹ º azt jelÄoli, hogy º sztochasztikusan domin¶alja ¹-t. Ellen}orizhet}o,
hogy ¹ egy parci¶alis rendez¶es.
A kereslet-monotonit¶as kiterjeszt¶ese szerint, ha egy eloszt¶asi probl¶em¶a-
ban egy szem¶ely ig¶enye nÄovekszik |a tÄobbiek ig¶eny¶enek v¶altozatlans¶aga
mellett|, akkor b¶armely mennyis¶egn¶el nem kisebb mennyis¶egekhez legal¶abb
ugyanakkora val¶osz¶³n}us¶eggel kell jutnia, mint ig¶eny¶enek megnÄoveked¶ese el}ott.
2.1 axi¶oma. A ½ sztochasztikus eloszt¶asi elj¶ar¶as kereslet-monoton, ha
xi · x̂i ) ½i
N;t;(xi;xNni) ¹ ½
i
N;t;(x̂i;xNni)
minden N ½ N , i 2 N , t; xi; x̂i 2 IN ¶es xNni 2 INNni eset¶en.
Egy sztochasztikus eloszt¶asi elj¶ar¶as determinisztikus, ha minden
¡
N; t; (xi)i2N
¢
eloszt¶asi probl¶ema eset¶en l¶etezik egy olyan ! 2 -N;t;x, hogy ½N;t;x (!) = 1.
Ennek alapj¶an a 2.1 axi¶oma az 1.1 axi¶oma kiterjeszt¶ese.
A kereslet-monotonit¶ashoz hasonl¶o m¶odon kiterjeszthet}o a k¶³n¶alat-mono-
tonit¶as is.
2.2 axi¶oma. A ½ sztochasztikus eloszt¶asi elj¶ar¶as k¶³n¶alat-monoton, ha
t · t0 ) ½iN;t;x ¹ ½iN;t0;x
minden N ½ N , i 2 N , t; t0 2 IN ¶es x 2 INN eset¶en.
Az egyenl}o elb¶an¶as elv¶enek kiterjeszt¶ese szerint k¶et azonos ig¶eny}u szem¶ely
azonos eloszl¶asok szerint r¶eszesÄul a sz}ukÄos mennyis¶egb}ol.
2.3 axi¶oma. A ½ sztochasztikus eloszt¶asi elj¶ar¶as kiel¶eg¶³ti az egyenl}o elb¶an¶as
elv¶et, ha
xi = xj ) ½iN;t;x = ½jN;t;x
minden N ½ N , i; j 2 N , t 2 IN ¶es x 2 INN eset¶en.
A 2.2-2.3 axi¶om¶ak nyilv¶an rendre az 1.2-1.3 axi¶om¶ak kiterjeszt¶esei. T¶er-
jÄunk most r¶a a n¶egy struktur¶alis invariancia tulajdons¶ag kiterjeszt¶eseire.
2.4 axi¶oma. Konzisztencia:
½iN;t;x (!i) =
minfxj;t¡!igX
k=0
½iNnj;t¡k;xNnj (!i) ½
j
N;t;x (k)
teljesÄuljÄon minden N ½ N , i; j 2 N , i 6= j, t 2 IN , x 2 INN ¶es !i 2
f0; 1; . . . ;min fxi; tgg eset¶en.
A kÄovetkez}o lemma biztos¶³tja, hogy a 2.4 axi¶oma val¶oban az 1.4 axi¶oma
egy kiterjeszt¶ese.
2.1 lemma. Ha ½ determinisztikus ¶es konzisztens, akkor a vele ekvivalens r
determinisztikus eloszt¶asi elj¶ar¶as is konzisztens.
 
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Bizony¶³t¶as. Mivel ½ determinisztikus, ½N;t;x (!) = 1 valamely ! 2 -N;t;x
mellett. Ez¶ert ½iN;t;x (!i) = 1
¡
azaz ri (N; t; x) = !i
¢
, ½jN;t;x (k) = 0 min-
den k 2 f0; 1; . . . ; xjg n f!jg-ra ¶es ½jN;t;x (!j) = 1
¡
azaz rj (N; t; x) = !j
¢
.
Felhaszn¶alva ½ konzisztenci¶aj¶at ½i
Nnj;t¡!j;xNnj (!i) = 1 ad¶odik. Ezek alapj¶an
ri (N; t; x) = !i = r
i
³
N n j; t ¡ !j; xNnj
´
= ri
³
N n j; t ¡ rj (N; t; x) ; xNnj
´
minden N ½ N , i 6= j 2 N , t 2 IN ¶es x 2 INN eset¶en. Teh¶at r konzisztens.
Most n¶ezzÄuk az alulr¶ol el}o¶all¶³that¶os¶ag kiterjeszt¶es¶et.
2.5 axi¶oma. Alulr¶ol el}o¶all¶³that¶os¶ag:
0 · t0 · t · xN ) ½N;t;x (!) =
X
!02-N;t0;x
!0·!
½N;t0;x (!
0) ½N;t¡t0;x¡!0 (! ¡ !0)
teljesÄuljÄon minden N ½ N , t; t0 2 IN , x 2 INN ¶es ! 2 -N;t;x eset¶en.
Meg kell mutatnunk, hogy a sztochasztikus eloszt¶asi elj¶ar¶asokra most
megfogalmazott alulr¶ol el}o¶all¶³that¶os¶ag val¶oban az alulr¶ol el}o¶all¶³that¶os¶ag egy
kiterjeszt¶ese.
2.2 lemma. Ha ½ determinisztikus ¶es alulr¶ol el}o¶all¶³that¶o, akkor a ½-val ek-
vivalens r determinisztikus eloszt¶asi elj¶ar¶as alulr¶ol el}o¶all¶³that¶o.
Bizony¶³t¶as. Mivel ½ determinisztikus, ez¶ert l¶eteznek olyan ! 2 -N;t;x
¶es !0 2 -N;t0;x eloszt¶asok, amelyekre ½N;t;x (!) = 1 ¶es ½N;t0;x (!0) = 1.
Teh¶at r (N; t; x) = ! ¶es r (N; t0; x) = !0. Ez¶ert a 2.5 axi¶oma Äosszeg¶enek
csak egyetlen !0 2 -N;t0;x eloszt¶ashoz tartoz¶o t¶enyez}oje nem nulla. Erre az
!0 eloszt¶asra a 2.5 axi¶om¶ab¶ol ad¶od¶oan ! ¸ !0 ¶es ½N;t¡t0;x¡!0 (! ¡ !0) = 1.
Ez¶ert r (N; t ¡ t0; x ¡ !0) = ! ¡ !0. Teh¶at az ! ¶es !0 eloszt¶asok ½ ¶altal
egy¶ertelm}uen meghat¶arozottak, ¶es ¶³gy teljesÄulnek az al¶abbi egyenl}os¶egek.
r (N; t; x) = ! = !0 + ! ¡ !0 = r (N; t0; x) + r (N; t ¡ t0; x ¡ !0) =
= r (N; t0; x) + r (N; t ¡ t0; x ¡ r (N; t0; x))
minden N ½ N halmazra, minden t; t0 2 IN elosztand¶o mennyis¶egre ¶es min-
den olyan x 2 INN ig¶enyvektorra, amelyre 0 · t0 · t · xN teljesÄul.
A felÄulr}ol el}o¶all¶³that¶os¶agot az al¶abbi m¶odon terjesztjÄuk ki.
2.6 axi¶oma. FelÄulr}ol el}o¶all¶³that¶os¶ag:
0 · t · t0 · xN ) ½N;t;x (!) =
X
!02-N;t0;x
!·!0
½N;t0;x (!
0) ½N;t;!0 (!)
teljesÄuljÄon minden N ½ N , t; t0 2 IN , x 2 INN ¶es ! 2 -N;t;x eset¶en.
 
 
 
 
 
 
 
 
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Az al¶abbi lemma szerint a 2.6 axi¶oma val¶oban az 1.6 axi¶oma egy kiter-
jeszt¶ese.
2.3 lemma. Ha ½ determinisztikus ¶es felÄulr}ol el}o¶all¶³that¶o, akkor a vele ekvi-
valens r determinisztikus eloszt¶asi elj¶ar¶as felÄulr}ol el}o¶all¶³that¶o.
Bizony¶³t¶as. ½ determinisztikus volta miatt l¶eteznek olyan ! 2 -N;t;x ¶es
!0 2 -N;t0;x eloszt¶asok, amelyekre ½N;t;x (!) = 1 ¶es ½N;t0;x (!0) = 1. Teh¶at
r (N; t; x) = ! ¶es r (N; t0; x) = !0. A 2.6 axi¶om¶ab¶ol kifoly¶olag ! · !0 ¶es
½N;t;!0 (!) = 1 (azaz r (N; t; !0) = !). Ez¶ert
r (N; t; x) = ! = r (N; t; !0) = r (N; t; r (N; t0; x))
minden N ½ N , t 2 IN ¶es x 2 INN eset¶en.
Moulin t¶etele [2] szerint a priorit¶asi szab¶aly az egyetlen olyan determi-
nisztikus eloszt¶asi elj¶ar¶as, amely kiel¶eg¶³ti az 1.4-1.6 axi¶om¶akat. A sztochasz-
tikus modellkeretben viszont l¶eteznek a priorit¶asi szab¶alyon k¶³vÄul tov¶abbi
olyan sztochasztikus eloszt¶asi elj¶ar¶asok, amelyek egyszerre kiel¶eg¶³tik a 2.4-2.6
axi¶om¶akat. Ez¶ert a sztochasztikus eloszt¶asi elj¶ar¶asokkal szemben megfogal-
mazunk egy tov¶abbi igazs¶agoss¶agi kÄovetelm¶enyt, amely szerint a szerepl}oknek
legal¶abb v¶arhat¶o ¶ert¶ekben az ar¶anyos r¶eszesed¶esÄukhÄoz kell jutniuk.
2.7 axi¶oma. Ar¶anyos v¶arhat¶o r¶eszesed¶es:
xiX
k=0
k½iN;t;x (k) = xi
t
xN
teljesÄuljÄon minden N ½ N , i 2 N , t 2 IN ¶es x 2 INN eset¶en.
A determinisztikus modellkeretben ad¶od¶o negat¶³v eredm¶eny feloldhat¶o,
ha az eloszt¶as folyamata sor¶an megengedjÄuk a v¶eletlent, azaz az eloszt¶asban
r¶esztvev}o szerepl}oknek juttatott mennyis¶egek val¶osz¶³n}us¶egi v¶altoz¶ok. A val¶o-
sz¶³n}us¶egi modellkeretben Moulin [4] tÄobbf¶elek¶eppen karakteriz¶alja az ¶ugyne-
vezett ar¶anyos eloszt¶asi elj¶ar¶ast, amely szerint az elosztand¶o egys¶egeket ¶ugy
sorsoljuk ki a szerepl}ok kÄozÄott egym¶as ut¶an, hogy minden egyes szerepl}o a
fennmarad¶o ig¶enyekkel ar¶anyos val¶osz¶³n}us¶egekkel juthat az ¶eppen kisorsolan-
d¶o egys¶eghez. Az ar¶anyos eloszt¶asi elj¶ar¶as |ak¶arcsak a priorit¶asi szab¶aly|
konzisztens, alulr¶ol el}o¶all¶³that¶o ¶es felÄulr}ol el}o¶all¶³that¶o.
Moulin [4] megadja a val¶osz¶³n}us¶egi modellkeretben a h¶arom invariancia
tulajdons¶agnak (konzisztencia, alulr¶ol el}o¶all¶³that¶os¶ag ¶es felÄulr}ol el}o¶all¶³that¶o-
s¶ag) egyidej}uleg eleget tev}o eloszt¶asi elj¶ar¶asok halmaz¶at. L¶enyeg¶eben az ezen
halmazba tartoz¶o elj¶ar¶asok a szerepl}oket priorit¶asi oszt¶alyokba sorolj¶ak ¶es
az ¶³gy ad¶od¶o priorit¶asi oszt¶alyokon belÄul engedik csak meg a visszatev¶eses
mintav¶etelen alapul¶o ar¶anyos eloszt¶as alkalmaz¶as¶at.6
V¶egÄul megadjuk az Äondualit¶as kiterjeszt¶es¶et.
6A pontosan k¶et szerepl}ot tartalmaz¶o priorit¶asi oszt¶alyokon belÄul az ar¶anyos eloszt¶asi
elj¶ar¶ason k¶³vÄul m¶asfajta eloszt¶asi elj¶ar¶as is megengedhet}o.
 
 
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2.8 axi¶oma. A ½ sztochasztikus eloszt¶asi elj¶ar¶as Äondu¶alis, ha
½N;t;x = x ¡ ½N;xN ¡t;x
minden N ½ N , t 2 IN ¶es x 2 INN eset¶en.
3 Minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok tu-
lajdons¶agai
El}oszÄor a [6]-ban bevezetett minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok ismer-
tet¶es¶evel kezdjÄuk. Legyen r egy adott determinisztikus eloszt¶asi elj¶ar¶as.
JelÄolje E(r) azon sztochasztikus eloszt¶asi elj¶ar¶asok halmaz¶at, amelyek v¶arhat¶o
¶ert¶ekben r-rel azonos eloszt¶asokat eredm¶enyeznek b¶armely eloszt¶asi probl¶e-
m¶ara. Az E(r) halmazbeli legkisebb varianciaÄosszeg}u sztochasztikus eloszt¶asi
elj¶ar¶asokat h¶³vjuk az r-hez rendelt minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok-
nak. Form¶alisan, ½ egy r-hez rendelt minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶as,
ha b¶armely eloszt¶asi probl¶ema eset¶en
8¹ 2 E(r) : 8i 2 N : V ar
¡
½iN;t;x
¢
· V ar
¡
¹iN;t;x
¢
:
JelÄolje Emv(r) az r-hez rendelt minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok hal-
maz¶at. A [6]-beli 1. t¶etel alapj¶an minden r eloszt¶asi elj¶ar¶ashoz rendelhet}o le-
gal¶abb egy minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶as. Tov¶abb¶a b¶armely Emv(r)-
beli elj¶ar¶as egy adott (N; t; x) eloszt¶asi probl¶em¶an¶al az i 2 N szerepl}onek
y¤i := bri(N; t; x)c, illetve y¤i +1 mennyis¶eget juttat 1¡ri(N; t; x)+bri(N; t; x)c,
illetve ui := ri(N; t; x) ¡ bri(N; t; x)c val¶osz¶³n}us¶eggel. Teh¶at
½iN;t;x (y
¤
i ) = 1 ¡ ui ¶es ½iN;t;x (y¤i + 1) = ui : (1)
Most r¶at¶erhetÄunk annak meg¶allap¶³t¶as¶ara, hogy a bevezetett h¶et determi-
nisztikus tulajdons¶ag kÄozÄul melyek sztochasztikus kiterjeszt¶eseit }orzik meg a
minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok. El}oszÄor azokkal a tulajdons¶agokkal
kezdÄunk, amelyek egy r determinisztikus elj¶ar¶asr¶ol ,,¶atÄorÄokl}odnek" a hozz¶aja
rendelt Emv(r)-beli minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asokra.
Nyilv¶an, ha r kereslet-monoton, akkor (1) alapj¶an b¶armely ½ 2 Emv(r) is
kereslet-monoton, mivel
8k 2 f0; 1; . . . ; xig :
kX
l=0
½iN;t;x (l) ·
kX
l=0
½iN;t;x̂ (l)
teljesÄul minden xi > x̂i ¶es xNni = x̂Nni eset¶en. Hasonl¶oan igazolhat¶o a
k¶³n¶alat-monotonit¶as ÄorÄokl}od¶ese. Az egyenl}o elb¶an¶as elv¶enek ¶atÄorÄokl}od¶es¶enek
teljesÄul¶ese is nyilv¶anval¶o hiszen, ha r kiel¶eg¶³ti az egyenl}o elb¶an¶as elv¶et, akkor
(1) szerint azonos xi ¶es xj ig¶enyek eset¶en y¤i = y
¤
j ¶es ui = uj.
VegyÄunk most egy Äondu¶alis r determinisztikus eloszt¶asi elj¶ar¶ast, egy ½ 2
Emv(r) sztochasztikus eloszt¶asi elj¶ar¶ast, egy (N; t; x) eloszt¶asi probl¶em¶at, ¶es
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legyen i 2 N . Ekkor a ½N;xN ¡t;x eloszt¶as sor¶an i a z¤i = bri(N; xN ¡ t; x)c
mennyis¶eghez si = 1 ¡ ri(N; xN ¡ t; x) + bri(N; xN ¡ t; x)c val¶osz¶³n}us¶eggel
jut, m¶³g a z¤i +1 mennyis¶eghez pedig 1¡si val¶osz¶³n}us¶eggel. Ha ui > 0, akkor
xi ¡ z¤i = xi ¡ bri(N;xN ¡ t; x)c = xi ¡ bxi ¡ ri(N; t; x)c =
= ¡b¡ri(N; t; x)c = bri(N; t; x)c + 1 = y¤i + 1:
Ez¶ert xi ¡ (z¤i + 1) = y¤i . Tov¶abb¶a ha ui > 0, akkor
½N;xN ¡t;x (z
¤
i + 1) = 1 ¡ si = ri(N;xN ¡ t; x) ¡ bri(N;xN ¡ t; x)c =
= ¡ri(N; t; x) ¡ b¡ri(N; t; x)c =
= 1 ¡ (ri(N; t; x) ¡ bri(N; t; x)c) = 1 ¡ ui = ½N;t;x (y¤i ) :
Ebb}ol m¶ar ½N;xN¡t;x (z
¤
i ) = ½N;t;x (y
¤
i + 1) is kÄovetkezik. Az ui = 0 esetben
pedig kÄozvetlenÄul ad¶odik az Äondualit¶as teljesÄul¶ese.
ÄOsszegezve bel¶attuk a kÄovetkez}o ¶all¶³t¶ast.
3.1 ¶all¶³t¶as. Az r kereslet-monotonit¶asa, k¶³n¶alat-monotonit¶asa, egyenl}o el-
b¶an¶as elv¶enek teljesÄul¶ese ¶es Äondualit¶asa ÄorÄokl}odik b¶armely r-hez rendelt ½ 2
Emv(r) sztochasztikus eloszt¶asi elj¶ar¶asra.
Sajnos a bevezetett tÄobbi h¶arom tulajdons¶ag egyike sem ÄorÄokl}odik szÄuk-
s¶egszer}uen egy r determinisztikus eloszt¶asi elj¶ar¶asr¶ol egy ½ 2 Emv(r) szto-
chasztikus eloszt¶asi elj¶ar¶asra. Ezt a negat¶³v eredm¶enyt egy-egy ellenp¶eld¶an
mutatjuk meg.
Az ar¶anyos determinisztikus elj¶ar¶ashoz rendelt minim¶alis varianci¶aj¶u elj¶a-
r¶asokat [6]-ban igazs¶agos marad¶ek eloszt¶asi elj¶ar¶asoknak neveztÄuk el. [6]-ban
megtal¶alhat¶o ez ut¶obbi t¶³pus¶u elj¶ar¶asok k¶et jellemz¶ese is. Egy E(pro)-beli
elj¶ar¶as kiel¶eg¶³ti a 2.7 axi¶om¶at. [2] alapj¶an pro konzisztens, alulr¶ol el}o¶all¶³that¶o
¶es felÄulr}ol el}o¶all¶³that¶o. Bel¶atjuk, hogy egy ½ 2 Emv(pro) sztochasztikus elosz-
t¶asi elj¶ar¶as s¶erti a 2.4-2.6 axi¶om¶akat. ¶Igy ezen tulajdons¶agok nem ÄorÄokl}odnek
pro-r¶ol ½ 2 Emv(pro)-ra. Ismeretes [4, 7], hogy egyetlen olyan sztochasztikus
eloszt¶asi elj¶ar¶as l¶etezik, amely egyszerre kiel¶eg¶³ti a 2.5 ¶es a 2.7 axi¶om¶akat, il-
letve a 2.6 ¶es a 2.7 axi¶om¶akat. Ez az ¶ugynevezett ar¶anyos val¶osz¶³n}us¶egi elosz-
t¶asi elj¶ar¶as, amely l¶enyeg¶eben egy visszatev¶es n¶elkÄuli mintav¶etelen keresztÄul
sorsolja ki a sz}ukÄos mennyis¶eget a keresletÄukkel megegyez}o sz¶am¶u sorsje-
gyekkel ell¶atott szerepl}ok kÄozÄott.7 Mivel az ar¶anyos val¶osz¶³n}us¶egi elj¶ar¶as
nem eleme Emv(pro)-nak, ez¶ert egy Emv(pro)-beli elj¶ar¶as semmik¶eppen sem
alulr¶ol el}o¶all¶³that¶o, illetve felÄulr}ol el}o¶all¶³that¶o. Megmutatjuk m¶eg, hogy az
igazs¶agos marad¶ek eloszt¶asi elj¶ar¶asok nem konzisztensek. Ehhez tekintsÄuk
a kÄovetkez}o p¶eld¶at. Legyen N = f1; 2; 3g, t = 4 ¶es x = (1; 2; 3). Ez eset-
ben ½N;t;x ((0; 2; 2)) = 1=3, ½N;t;x ((1; 1; 2)) = 2=3, ½f1;3g;3;(1;3) ((0; 3)) = 1=4,
½f1;3g;3;(1;3) ((1; 2)) = 3=4, ½f1;3g;2;(1;3) ((0; 2)) = 1=2, ½f1;3g;2;(1;3) ((1; 1)) =
1=2, ½2N;t;x (1) = 2=3 ¶es ½
2
N;t;x (2) = 1=3. A konzisztencia s¶erÄul¶es¶et mu-
tatja a ½3N;t;x (2) = 1 6= 23 = 23 34 + 13 12 = ½2N;t;x (1) ½f1;3g;3;(1;3) ((1; 2)) +
½2N;t;x (2) ½f1;3g;2;(1;3) ((0; 2)) eset.
7Az elj¶ar¶asr¶ol r¶eszletesebben olvashat¶o [4]-ben, illetve [7]-ben.
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A m¶ar bevezetett ug-vel ¶es ul-lel jelÄolt determinisztikus elj¶ar¶asok szto-
chasztikus megfelel}oi8 a fair sorba¶all¶asi ¶es a fair sorba¶all¶asi* elj¶ar¶asok, ame-
lyek r¶eszletes elemz¶es¶et Moulin ¶es Stong [5] v¶egezte el. A fair sorba¶all¶asi el-
j¶ar¶as szerint az elosztand¶o mennyis¶eget tÄobb fordul¶oban osztjuk el ¶ugy, hogy
minden egyes fordul¶oban a m¶eg ig¶enyekkel rendelkez}o szerepl}oket v¶eletlen
sorrendben egy-egy egys¶eghez juttatjuk a m¶eg el nem osztott egys¶egekb}ol.
A fair sorba¶all¶asi* elj¶ar¶as hasonl¶o m¶odon rendeli a hi¶anyokat a szerepl}okhÄoz.
KÄonnyen meggy}oz}odhetÄunk arr¶ol, hogy a fair sorba¶all¶asi elj¶ar¶as egy ug-hez
rendelt, m¶³g a fair sorba¶all¶asi* elj¶ar¶as egy ul-hez rendelt minim¶alis varianci¶aj¶u
elj¶ar¶as. Moulin ¶es Stong [5] k¶et sztochasztikus eloszt¶asi elj¶ar¶asa alapj¶an
p¶eld¶akat tal¶altunk olyan esetekre, amelyekben a konzisztencia ¶es felÄulr}ol
el}o¶all¶³that¶os¶ag, illetve a konzisztencia ¶es alulr¶ol el}o¶all¶³that¶os¶ag ÄorÄokl}odik.
V¶egÄul n¶ezzÄunk egy p¶eld¶at mindh¶arom struktur¶alis invariancia tulajdons¶ag
ÄorÄokl}od¶es¶ere. Ehhez tekintsÄuk a priorit¶asi szab¶alyt mint egy determinisztikus
¶es mint egy (degener¶alt) sztochasztikus eloszt¶asi elj¶ar¶ast. Ismert, hogy a pri-
orit¶asi szab¶aly (l¶asd Moulin [2]) teljes¶³ti mindh¶arom struktur¶alis invariancia
tulajdons¶agot. Tov¶abb¶a kÄonnyen bel¶athat¶o, hogy a priorit¶asi szab¶alynak Äon-
maga egy minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asa.
4 ÄOsszefoglal¶as
H¶et nevezetes tulajdons¶ag seg¶³ts¶eg¶evel megvizsg¶altuk a [6]-ban bevezetett
minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok tulajdons¶agait. Egyr¶eszt meg¶alla-
p¶³tottuk, hogy ha egy determinisztikus eloszt¶asi elj¶ar¶as kereslet-monoton,
k¶³n¶alat-monoton, teljes¶³ti az egyenl}o elb¶an¶as elv¶et ¶es Äondu¶alis, akkor a hozz¶a-
rendelt minim¶alis varianci¶aj¶u eloszt¶asi elj¶ar¶asok is teljes¶³tik ugyanezen tulaj-
dons¶agokat. M¶asr¶eszt p¶eld¶akon keresztÄul megmutattuk, hogy a konzisztencia,
alulr¶ol el}o¶all¶³that¶os¶ag ¶es felÄulr}ol el}o¶all¶³that¶os¶ag ¶altal¶aban nem ,,ÄorÄokl}odik"
egy determinisztikus eloszt¶asi elj¶ar¶asr¶ol egy hozz¶atartoz¶o minim¶alis varian-
ci¶aj¶u eloszt¶asi elj¶ar¶asra.
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DETERMINISTIC AND PROBABILISTIC RATIONING METHODS
We investigated the minimal variance methods introduced in Tasn¶adi [6] based on
seven popular axioms. We proved that if a deterministic rationing method sat-
is¯es demand monotonicity, resource monotonicity, equal treatment of equals and
self-duality, than the minimal variance methods associated with the given deter-
ministic rationing method also satis¯es demand monotonicity, resource monotonic-
ity, equal treatment of equals and self-duality. Furthermore, we found that the
consistency, the lower composition and the upper composition of a deterministic
rationing method does not imply the consistency, the lower composition and the
upper composition of a minimal variance method associated with the given deter-
ministic rationing method.
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RUGALMAS ÄOREGKORI NYUGD¶IJSZAB¶ALY OPTIM¶ALIS
TERVEZ¶ESE K¶ET T¶IPUS ESET¶EN1
SIMONOVITS ANDR¶AS
MTA, KÄozgazdas¶agtudom¶anyi Kutat¶okÄozpont, BME ¶es CEU
Ez a dolgozat a rugalmas Äoregkori nyugd¶³jszab¶aly tervez¶es¶enek legegyszer}ubb
eset¶et m¶erlegeli, amikor a n¶epess¶eg k¶et t¶³pusb¶ol ¶all: a (v¶arhat¶oan) rÄovidebb ¶es
hosszabb ¶elet}u t¶³pusb¶ol. ÄOt eredm¶enyt fogalmazunk meg: 1. A hagyom¶anyo-
san semleges szab¶aly eset¶en a korm¶anyzat mindenkinek olyan ¶eletj¶arad¶ekot
¯zet, amely az ¶eletp¶alya be¯zet¶esek ¶es h¶atral¶ev}o ¶elettartam h¶anyadosa: NDC-
szab¶aly. Minden egy¶ennek mag¶aninform¶aci¶oja van saj¶at v¶arhat¶o ¶elettartam¶a-
r¶ol, ¶es ennek fÄuggv¶eny¶eben v¶alasztja meg szolg¶alati idej¶et. Mivel a v¶arhat¶oan
rÄovidebb ¶elet}u egy¶enek rÄovidebb ideig dolgoznak, mint a v¶arhat¶oan hosszabb
¶elet}uek, ez¶ert az el}obbiek r¶a¯zetnek, az ut¶obbiak t¶amogat¶ast kapnak; ¶es a
rendszer egyenlege sem nulla, hanem negat¶³v. 2. Az aszimmetrikus inform¶aci¶o
miatt az ¶erdekelts¶egi felt¶eteleket is ¯gyelembe kell venni. Ha mindk¶et t¶³pus
eset¶en kÄulÄon kÄolts¶egvet¶esi korl¶atot ¶all¶³tunk fÄol, akkor meghat¶arozhatjuk a
\semleges" m¶asodik legjobb szab¶alyt, amely azonban t¶uls¶agosan alacsony
nyugd¶³jat ¶es korai nyugd¶³jkort ad a rÄovidebb ¶elet}unek. 3. Aggreg¶alt kÄolt-
s¶egvet¶esi korl¶attal helyettes¶³tve a t¶³pusfÄugg}o korl¶atokat, de megtartva az
¶erdekelts¶egi felt¶eteleket, a korm¶anyzat olyan szab¶alyt v¶alaszt, amely maxi-
maliz¶alja a t¶arsadalmi j¶ol¶eti fÄuggv¶enyt, ¶es ¶ujraeloszt¶ast hajt v¶egre a rÄovidebb
¶elet}ut}ol a hosszabb ¶elet}u sz¶am¶ara. 4. A semleges szab¶aly nemcsak j¶ol¶eti
¶ertelemben marad el az ¶ujraeloszt¶ot¶ol, hanem gyakran Pareto-¶ertelemben is.
5. Kiterjesztve az elemz¶est elt¶er}o munka¶aldozat¶u egy¶enekre (de megkÄovetelve
a v¶arhat¶o ¶elettartamok azonoss¶ag¶at), a semleges megold¶as elfogadhat¶ov¶a
v¶alik.
KÄoszÄonetnyilv¶an¶³t¶as. KÄulÄon h¶al¶aval tartozom Es}o P¶eternek kor¶abbi egyÄutt-
m}ukÄod¶es¶e¶ert (Es}o{Simonovits, 2003), amelynek hat¶asa kÄulÄonÄosen a 4. ponton
¶erezhet}o. KÄoszÄonetemet fejezem ki Al¶acs P¶eternek, Csorba Gergelynek, Peter
Diamond-nak, Wulf Gaertnernek ¶es Pierre Pestieau-nak el}ozetes ¶³r¶asaimhoz
f}uzÄott hasznos megjegyz¶eseik¶ert. A cikkben kifejtettek¶ert term¶eszetesen egye-
dÄul ¶en vagyok felel}os. A kutat¶ast az OTKA T046175 t¶amogatta.
1 Bevezet¶es
,,Az id}oskori v¶als¶ag elh¶ar¶³t¶asa" (World Bank, 1994) megjelen¶ese ¶ota a l¶etez}o
t¶arsadalombiztos¶³t¶asi nyugd¶³jrendszerek b¶³r¶alata folyamatosan hatalmas ¯-
gyelmet kapott. Egyr¶eszt tÄobb szakember (p¶eld¶aul Kotliko®, 1996) kifog¶asol-
1Be¶erkezett: 2005. janu¶ar 22. e-mail: simonov@econ.core.hu.
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ta, hogy sz¶amos tb-rendszer alkalmaz ¶ujraeloszt¶o (degressz¶³v) nyugd¶³jk¶eple-
teket, amelyek csak gyenge kapcsolatot teremtenek a havi be¯zet¶esek ¶es a
havi ki¯zet¶esek kÄozt. Hasonl¶o ir¶any¶u kritik¶at tartalmazott Gruber{Wise,
szerk. (1999) ¶es BÄorsch-Supan (2001), akik kifog¶asolt¶ak a korai, illetve k¶es}oi
nyugd¶³jbavonul¶as el¶egtelen bÄuntet¶es¶et ¶es jutalmaz¶as¶at. M¶asr¶eszt a Vil¶agbank
(131. o.) az¶ert t¶amadta e rendszereket, mert ,,a degressz¶³v k¶eplet ellen¶ere a
tb-rendszer el¶egtelen m¶ert¶ekben osztja el ¶ujra a be¯zet¶eseket a gazdagokt¶ol a
szeg¶enyeknek". ¶Erve: ,,e formul¶ak tartalmaznak keresetfÄugg}o r¶eszt is, ugyan-
akkor a j¶ol keres}o egy¶enek k¶es}obb ¶allnak munk¶aba ¶es nyugd¶³jaz¶as ut¶an tov¶abb
¶elnek." Ezzel egyid}oben Orszag{Stiglitz (2001) ¶eppen azon az alapon v¶edte
a degressz¶³v rendszereket, hogy az ¶eletp¶alya eg¶esz¶et tekintve alig osztj¶ak ¶ujra
a jÄovedelmeket.
Sz¶amos modell l¶etezik (p¶eld¶aul Sheshinski, 1978), amely a nyugd¶³jba
vonul¶asi dÄont¶est adott nyugd¶³jszab¶aly eset¶en modellezi. E modellek alapÄotlete
a kÄovetkez}o: a feln}ott kor k¶et r¶eszb}ol ¶all: munka- ¶es nyugd¶³jaskor. A nyugd¶³-
jasok ¶eletj¶arad¶ekot kapnak, amelynek ¶ert¶eke a j¶arul¶ekkulcst¶ol ¶es a nyugd¶³jaz¶asi
kort¶ol (valamint a szolg¶alati id}ot}ol) fÄugg. Minden dolgoz¶o optimaliz¶alja
nyugd¶³jba vonul¶asi kor¶at { ¶eletp¶alya hasznoss¶agfÄuggv¶eny¶et maximaliz¶alva.
A vonatkoz¶o irodalom zÄome (p¶eld¶aul Gruber{Wise, szerk., 1999) felteszi,
hogy a korm¶anyzatnak ¶es az egy¶eneknek azonos inform¶aci¶ojuk van a v¶arhat¶o
¶elettartamokr¶ol, ¶es az egy¶eni munka¶aldozatok kÄulÄonbÄoz}ok. Ekkor l¶etezik
egy k¶ezenfekv}o szab¶aly, amelyet az irodalom biztos¶³t¶asmatematikailag sem-
legesnek (vagy korrektnek vagy m¶elt¶anyosnak) h¶³v: az ¶eletj¶arad¶ek az ¶elet-
p¶alya be¯zet¶es ¶es a h¶atral¶ev}o v¶arhat¶o ¶elettartam h¶anyadosa. Ekkor azok a
dolgoz¶ok, akik el}onyben r¶eszes¶³tik a szabadid}ot (m¶ask¶eppen: nagyobb a mun-
ka¶aldozatuk), kor¶abban mennek nyugd¶³jba ¶es kisebb ¶eletj¶arad¶ekot kapnak {
kisebb ¶eletp¶alya-j¶arul¶ekuknak ¶es rÄovidebb h¶atral¶ev}o v¶arhat¶o ¶elettartamuknak
megfelel}oen. FigyeljÄuk meg, hogy a korm¶anyzatnak nem kell ismernie az
egy¶eni munka¶aldozatokat a szab¶aly megalkot¶as¶ahoz.
Az eszmei t}okesz¶aml¶ak (angol rÄovid¶³t¶esÄuk: NDC) gyakorlati bevezet¶es¶evel
(Sv¶edorsz¶ag, Lengyelorsz¶ag, stb.) a biztos¶³t¶asmatematikailag semleges sza-
b¶aly l¶epett ¶eletbe, ahol az ÄosztÄonz¶est ¶es az ¶ujraeloszt¶as kikÄuszÄobÄol¶es¶et ¶all¶³t¶olag
megoldott¶ak. (Az eszmei t}okesz¶amla probl¶em¶ainak technikai elemz¶es¶et l¶asd
Vald¶es-Prieto (2000). Gyakorlati neh¶ezs¶egekr}ol Legros (2003) sz¶amol be.)
Ez a szab¶aly azonban ¯gyelmen k¶³vÄul hagyja az im¶ent eml¶³tett t¶enyt:
a gazdagok tov¶abb ¶elnek ¶es k¶es}obb mennek nyugd¶³jba (empirikus igazol¶ast
Waldron (2001) ny¶ujt). Ezzel szemben a legtÄobb modell elhanyagolta azt a
fontos kÄorÄulm¶enyt, hogy a korm¶anyzat nem ismeri el}ore a kÄulÄonbÄoz}o t¶³pus¶u
dolgoz¶ok v¶arhat¶o ¶elettartam¶at, a dolgoz¶ok viszont ismerik saj¶at t¶³pusukat:
aszimmetrikus inform¶aci¶o. Smith ¶es szerz}ot¶arsai (2001) adatokkal t¶amasztj¶ak
al¶a, hogy az egy¶enek viszonylag j¶ol el}orejelzik v¶arhat¶o ¶elettartamukat.
Ez¶ert a sz¶oban forg¶o szab¶aly ¶altal¶aban nem m¶elt¶anyos: s}ot, m¶eg agg-
reg¶alt szinten is hi¶anyt okoz (vÄo. Simonovits, 2001, FÄuggel¶ek). Ez¶ert a
szab¶alyt hagyom¶anyosan semlegesnek nevezzÄuk a tov¶abbiakban. Az NDC
rendszerek eme hib¶aja miatt alaposabban kell elemeznÄunk a t¶arsadalmilag
optim¶alis nyugd¶³jszab¶alyokat.
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A rugalmas nyugd¶³jkorhat¶ar ¶es a nyugd¶³jrendszeren belÄuli ¶ujraeloszt¶as
k¶erd¶es¶et szabatosan az optim¶alis nyugd¶³jÄosztÄonz¶es elm¶elet¶evel oldhatjuk meg,
amely a Mirrlees (1971) ¶altal kialak¶³tott mechanizmustervez¶es m¶odszer¶en ala-
pul (magyarul: GÄomÄori, 2001). ¶Erdekelts¶egi felt¶eteleket vezetÄunk be, ame-
lyek az egy¶eneket igazmond¶asra k¶esztetik: minden t¶³pusnak ¶erdeke a saj¶at
t¶³pus¶ara tervezett szerz}od¶est v¶alasztania. Itt a korm¶anyzat a t¶arsadalmi j¶ol¶eti
fÄuggv¶enyt (p¶eld¶aul az ¶eletp¶alya-hasznoss¶agok ellentett reciprok¶anak v¶arhat¶o
¶ert¶ek¶et) egy kÄolts¶egvet¶esi korl¶at (p¶eld¶aul a v¶arhat¶o ¶eletp¶alya-egyenleg nulla)
mellett maximaliz¶alja, ¯gyelembe v¶eve az egy¶eni ¶erdekelts¶egi korl¶atokat is.
Elhanyagolva a kereseti kÄulÄonbs¶egeket, k¶etf¶ele heterogenit¶as relev¶ans: a
v¶arhat¶o ¶elettartamok ¶es a munka¶aldozat (vagy szabadid}o-preferencia) hete-
rogenit¶asa. A v¶arhat¶o ¶elettartamok heterogenit¶as¶ara koncentr¶alunk (2{5.
pont), ¶es a munka¶aldozati heterogenit¶as¶aval csak a 6. pontban foglalkozunk.
Az egyszer}us¶eg kedv¶e¶ert a t¶³pusfÄugg}o korl¶atokkal ind¶³tunk, az igazi, sem-
leges m¶asodik legjobb szab¶alyt elemezzÄuk. L¶atjuk majd, hogy megtal¶al¶asa
viszonylag egyszer}u, ¶es fÄuggetlen a t¶arsadalmi j¶ol¶eti fÄuggv¶enyt}ol; azonban a
szab¶alynak kellemetlen tulajdons¶agai is vannak. Ez¶ert a t¶³pusfÄugg}o korl¶atokat
egyetlen egy kÄolts¶egvet¶esi korl¶attal helyettes¶³tjÄuk: ¶ujraeloszt¶o szab¶aly.
VegyÄuk ¶eszre, hogy ebben a bevezet}o cikkben tÄobb egyszer}us¶³t}o feltev¶est
haszn¶alunk, mint amennyire szÄuks¶eg van. Nevezetesen mindÄossze k¶et t¶³pust
kÄulÄonbÄoztetÄunk meg: a vizsg¶alt n¶epess¶eg (koroszt¶aly) a v¶arhat¶oan rÄovidebb
¶es a v¶arhat¶oan hosszabb ¶elettartam¶u t¶³pusokb¶ol ¶all. M¶eg ebben a v¶egletesen
leegyszer}us¶³tett keretben is lehets¶eges az optimum legfontosabb tulajdons¶agait
bemutatni: 1. A hagyom¶anyosan m¶elt¶anyos szab¶aly ilyen fajta aszimmetrikus
inform¶aci¶o eset¶en nem semleges. 2. A m¶asodik legjobb semleges szab¶alyban
a szolg¶alati id}o gyakran t¶ulzottan ¶erz¶ekeny a v¶arhat¶o ¶elettartamra: a k¶et
szolg¶alati id}o kÄozti kÄulÄonbs¶eg nagyobb mint a v¶arhat¶o ¶elettartamok kÄozti
kÄulÄonbs¶eg. 3. Az ¶ujraeloszt¶o m¶asodik legjobb rendszerben a v¶arhat¶oan rÄovi-
debb ¶elet}u t¶amogatja a v¶arhat¶oan hosszabb ¶elet}ut. 4. Az ¶ujraeloszt¶o m¶asodik
legjobb rendszer gyakran nemcsak a t¶amogatott, hosszabb ¶elet}unek ad na-
gyobb hasznoss¶agot, mint a semleges megold¶as, de a t¶amogat¶o, rÄovidebb
¶elet}unek is. (A 2. ¶es a 4. eredm¶eny akkor igaz, ha a rÄovidebb ¶es a hosszabb
v¶arhat¶o ¶elettartam h¶anyadosa kell}oen kÄozel esik 1-hez.) 5. Kiterjesztve az
elemz¶est elt¶er}o munka¶aldozat¶u egy¶enekre (de megkÄovetelve a v¶arhat¶o ¶elet-
tartamok azonoss¶ag¶at), bel¶atjuk, hogy ilyenkor a semleges megold¶as nem is
olyan rossz.
Analitikus eredm¶enyeinket kieg¶esz¶³tjÄuk numerikus szimul¶aci¶okkal. B¶ar
majdnem minden k¶ett¶³pus¶u modell rossz kÄozel¶³t¶es, a numerikus eredm¶enyek
seg¶³tenek meg¶erteni, hogy a kÄulÄonf¶ele mechanizmusok kÄozti min}os¶egi kÄulÄonb-
s¶egek mennyis¶egileg is fontosak. A k¶ett¶³pus¶u modellekre vonatkoz¶o eredm¶e-
nyeket Äosszehasonl¶³tva a tÄobbt¶³pus¶uakkal, ¶erdekes elt¶er¶eseket tapasztalunk.
P¶eld¶aul a Pareto-dominanci¶ar¶ol sz¶ol¶o 4. eredm¶eny szigor¶ubb felt¶eteleket kÄo-
vetel meg a k¶ett¶³pusos esetben, mint a tÄobbt¶³pusosban.
Ezen a helyen v¶azoljuk az irodalmi el}ozm¶enyeket. A mechanizmuster-
vez¶est el}oszÄor Diamond{Mirrlees (1978) alkalmazta a nyugd¶³jrendszerre. Egy
olyan modellt vizsg¶alt, ahol az egy¶enek ex ante egyform¶ak, de a minim¶alis
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nyugd¶³jkorhat¶ar el¶er¶ese ut¶an bizonyos val¶osz¶³n}us¶eggel olyan neh¶ezz¶e v¶alik
sz¶amukra a munka, hogy k¶enytelenek nyugd¶³jba menni, ha ugyan m¶ar ko-
r¶abban nem mentek nyugd¶³jba. A korm¶anyzat k¶eptelen vagy nem akarja
meg¯gyelni, hogy t¶enyleg lerokkant-e egy dolgoz¶o vagy sem, ez¶ert ki¯nomult
j¶arad¶ek{szolg¶alati id}o fÄuggv¶enyt kell alkalmaznia ahhoz, hogy egyens¶ulyt
tal¶aljon a biztos¶³t¶as ¶es az ÄosztÄonz¶es kÄozÄott. A m¶odszert az ex-ante heterog¶en
n¶epess¶eg elemz¶es¶ere Fabel (1994), Diamond (2003), Es}o{Simonovits (2003)
¶es Simonovits (2003), (2004) terjesztette ki. (Simonovits (2001) m¶eg csak
pedzegette a tervez¶eselm¶eleti megkÄozel¶³t¶est! Simonovits (2002) line¶aris j¶a-
rad¶ekfÄuggv¶enyre szor¶³tkozva, k¶epes volt olyan helyzetet is modellezni, ahol
mind a munka¶aldozat, mind a v¶arhat¶o ¶elettartam heterog¶en, ¶es korrel¶alatlan.
Al¶acs (2004) ¶ujszer}u numerikust elj¶ar¶ast dolgozott ki a speci¶alis, de k¶etdimen-
zi¶os feladat megold¶as¶ara.)
Teh¶at az egy¶enek kÄulÄonbÄoznek v¶arhat¶o ¶elettartamban (vagy munka¶aldozat-
ban), ¶es a korm¶anyzat olyan j¶arad¶ek{szolg¶alati id}o fÄuggv¶enyt keres, amely
maximaliz¶alja a t¶arsadalmi j¶ol¶eti fÄuggv¶enyt az ¶erdekelts¶egi ¶es a kÄolts¶egvet¶esi
felt¶etelek mellett. Tudom¶asom szerint csup¶an Simonovits (2004) vizsg¶alta a
semleges nyugd¶³jszab¶alyt, b¶ar m¶as terÄuleteken m¶ar ¶evtizedekkel kor¶abban is
foglalkoztak a k¶erd¶essel. P¶eld¶aul Rothschild{Stiglitz (1976) m¶asodik legjobb
biztos¶³t¶asi szerz}od¶es¶eben mind a j¶o sof}or, mind a rossz sof}or a ,,p¶enz¶en¶el
marad", a j¶o vezet}o a viszonylag nagy Äonr¶eszesed¶es v¶allal¶as¶aval igazolja a
biztos¶³t¶onak, hogy }o t¶enyleg kev¶es balesetet csin¶al. S}ot, a Pareto-dominancia
is megjelenik (638. o.): ,,A [semleges] elv¶alaszt¶o egyens¶uly. . . lehet, hogy
nem Pareto-optim¶alis, m¶eg a rendelkez¶esre ¶all¶o inform¶aci¶o mellett sem."
Ugyanakkor az eredeti jÄovedelemad¶oz¶asi feladat eleve ¶ujraeloszt¶ast t¶etelezett
fÄol. A nyugd¶³jrendszeren belÄuli ¶ujraeloszt¶ast m¶as szempontb¶ol elemezte Au-
gusztinovics (2000a).
A heterog¶en munka¶aldozatot tÄukrÄozi az eszmei sz¶amlarendszer, azonban
elemz¶es¶et neh¶ezz¶e teszi az ¶ujraeloszt¶o els}o legjobbn¶al jelentkez}o sarokmegold¶as
{ legal¶abb is az utilitarista t¶arsadalmi j¶ol¶eti fÄuggv¶eny eset¶en. Ekkor ugyanis
a kis munka¶aldozat¶u t¶³pus sohasem megy nyugd¶³jba, a nagy munka¶aldozat¶u
t¶³pus sohasem dolgozik. Vagy felcser¶elve a korfÄuggetlen munka¶aldozati fÄugg-
v¶enyeket korfÄugg}okkel, vagy bevezetve a minim¶alis ¶es a maxim¶alis szolg¶alati
id}ot (Diamond, 2003 ¶es Sheshinski, 2004), megszabadulhatunk a fenti vissz¶as-
s¶agt¶ol. (¶Erdekes, hogy a gyakorlatban el}ore meghat¶arozott, minim¶alis vagy a
norm¶alis korhat¶aron megy nyugd¶³jba a dolgoz¶ok jelent}os r¶esze.) Az eml¶³tett
k¶et szerz}o elhanyagolta a munk¶aba ¶all¶ast¶ol a korai nyugd¶³jaz¶asig terjed}o sza-
kaszt, megnehez¶³tve ezzel a numerikus elemz¶est.
ÄOsszehasonl¶³tva a k¶etfajta modellt, az ¶erdekelts¶egi felt¶etelek kÄozti kÄu-
lÄonbs¶eg nyilv¶anval¶o: a heterog¶en v¶arhat¶o ¶elettartam¶u modellben a hosszabb
¶elettartam¶u hazug t¶³pus ingyen nyugd¶³jat kapna a letagadott id}oszakra, m¶³g
a heterog¶en munka¶aldozat¶u modellben a korai nyugd¶³jba vonul¶ast ar¶anyosan
csÄokkentett j¶arad¶ekkal bÄuntetik.
Mint minden modell, a cikkben szerepl}o modellek is sz¶amos bonyodalmat
¯gyelmen k¶³vÄul hagynak. a) A nyugd¶³jszab¶alyok bonyolults¶aga miatt az opti-
maliz¶al¶ok dolga el¶egg¶e neh¶ez. Amint Aaron (1982, 60{61. o.) megjegyzi: ,,Ha
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az elemz}oknek egyel}ore nem sikerÄult megfejteniÄuk [a j¶arad¶ek¶ujrasz¶am¶³t¶as ¶es
az aktu¶ariusi kiigaz¶³t¶as] hat¶asait, ¶es tov¶abbra is vitatkoznak, hogy e hat¶asok
t¶amogat¶ast vagy ad¶ot jelentenek-e, mennyire val¶osz¶³n}u, hogy a dolgoz¶ok ¶es
hitveseik megtal¶alj¶ak a v¶alaszt?" b) Ink¶abb a szakirodalmat, mintsem a
val¶os¶agot kÄovetve, fÄoltesszÄuk, hogy a dolgoz¶o v¶alasztja meg szolg¶alati idej¶enek
hossz¶at. A munkakeresleti korl¶atokkal foglalkoz¶o kev¶es forr¶as kÄozÄul h¶armat
eml¶³tek: Lazear (1979), Augusztinovics{Martos (1995) ¶es Spieza (2002).
A cikk fel¶ep¶³t¶ese a kÄovetkez}o: a 2{5. pont a heterog¶en ¶elettartam¶u t¶³-
pusokkal foglalkozik. A 2. pontban ismertetjÄuk a hagyom¶anyosan semleges
ÄosztÄonz¶est ¶es b¶³r¶alat¶at. A 3. pontban a semleges els}o- ¶es m¶asodik legjobb
megold¶asokat. A 4. pont m¶odos¶³tja a megold¶ast az ¶ujraeloszt¶as eset¶ere.
Az 5. pontban Äosszehasonl¶³tunk sz¶amos megold¶ast. A 6. pont a heterog¶en
munka¶aldozat modellj¶et elemzi. A 7. pont n¶eh¶any kÄovetkeztet¶est fogalmaz
meg. A kor¶abbi cikkekre val¶o hivatkoz¶asok nem jelentik azt, hogy a cikk csak
ezek ismeret¶eben olvashat¶o.
2 A hagyom¶anyosan semleges ÄosztÄonz¶es
Ebben a pontban a hagyom¶anyosan semleges ÄosztÄonz¶est elemezzÄuk. K¶et ese-
tet m¶erlegelÄunk: (i) a korm¶anyzatnak ugyanaz az inform¶aci¶o ¶all az egy¶eni
¶elettartamokr¶ol a rendelkez¶esre, mint az egy¶eneknek: szimmetrikus inform¶a-
ci¶o; (ii) a korm¶anyzatnak kevesebb inform¶aci¶oja van az egy¶eni ¶elettartamok-
r¶ol, mint az egy¶eneknek: aszimmetrikus inform¶aci¶o.
Szimmetrikus inform¶aci¶o
Az egyszer}us¶eg kedv¶e¶ert elhanyagoljuk a gyerekkor, a nÄoveked¶es, az in°¶aci¶o, a
lesz¶am¶³tol¶asi- ¶es a kamatl¶ab l¶etez¶es¶et. Egyel}ore minden egy¶en azonos v¶eletlen
¶elettartam¶u, jele: D. E v¶altoz¶o ¶ert¶eke DL ¶es DH , DL < DH , 1/2{1/2
val¶osz¶³n}us¶eggel. ¶Atlaguk D = (DL +DH)=2. Minden dolgoz¶o egys¶egnyi b¶ert
kap egys¶egnyi id}o alatt, amelyb}ol ¶evente ¿ j¶arul¶ekot ¯zet, R ¶evig. Cser¶eben
a v¶arhat¶oan h¶atral¶ev}o D ¡ R ¶evre ¶evi b(R) j¶arad¶ekot kap. A korm¶anyzat ¶es
az egy¶enek ugyanazt tudj¶ak D eloszl¶as¶ar¶ol: szimmetrikus inform¶aci¶o, ez¶ert
a korm¶any az R szolg¶alati id}ot}ol fÄugg}o
b(R) =
¿R
D ¡ R (2:1)
j¶arad¶ekot ¯zeti.
A be- ¶es ki¯zet¶esek ¶eletp¶alya-egyenlege z = ¿R¡b(R)(D ¡R), azaz D-t}ol
fÄugg}oen zL vagy zH . ¶Atlaguk Z = (zL + zH)=2 = 0. R¶at¶erÄunk a hetero-
genit¶asra. FeltesszÄuk, hogy i = 1; . . . ; n t¶³pus¶u egy¶en l¶etezik, t¶³pust¶ol fÄugg}o
Ri szolg¶alati id}ovel. Ekkor is ¶erv¶enyben marad Zi = 0, i = 1; . . . ; n.
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Aszimmetrikus inform¶aci¶o
M¶ar a Bevezet¶esben is utaltunk arra, hogy a szimmetrikus inform¶aci¶o fel-
tev¶ese gyakran elfogadhatatlan. Az aszimmetrikus inform¶aci¶o legegyszer}ubb
eset¶et m¶erlegelend}o, tegyÄuk fÄol, hogy k¶et t¶³pus¶u egy¶en l¶etezik: a v¶arhat¶oan
rÄovidebb ¶es a hosszabb ¶elet}u, DL ¶es DH ¶elettartammal, mindkett}o s¶ulya a
n¶epess¶egben 1/2. FÄoltesszÄuk, hogy az egy¶enek ismerik saj¶at v¶arhat¶o ¶elettar-
tamukat, a korm¶anyzat viszont nem: aszimmetrikus inform¶aci¶o. FeltesszÄuk,
hogy mindketten ugyanakkor, 0 ¶evesen kezdenek dolgozni; ¶es ¶evi keresetÄuk
egys¶egnyi, amelyb}ol RL, illetve RH ¶even keresztÄul ¶evi ¿ Äosszeget ¯zetnek a
nyugd¶³jbiztos¶³t¶asra.
Ha mindk¶et t¶³pus¶u egy¶en saj¶at mag¶ar¶ol gondoskodik: autarkia, akkor a
j¶arad¶ekfÄuggv¶eny egyszer}uen
bi(R) =
¿R
Di ¡ R
; (2:2)
¶es az egy¶enek a megfelel}o bi(R) j¶arad¶ekot ¶eletÄuk v¶eg¶eig kapj¶ak; az ¶eletp¶alya-
egyenleg 0.
Az Äongondoskod¶asban azonban nem b¶³zik meg a modern t¶arsadalom,
helyette mindenkinek t¶arsadalombiztos¶³t¶asban kell r¶eszt vennie. Mivel fel-
tev¶esÄunk szerint a korm¶anyzat nem tudja megkÄulÄonbÄoztetni a k¶et t¶³pust,
egy¶eni v¶arhat¶o ¶elettartam helyett a D = (DL + DH)=2 ¶atlagos v¶arhat¶o
¶elettartammal sz¶amol. A nevezett elv h¶³vei szerint R ¶evi szolg¶alat ut¶an az
¶eves nyugd¶³j ¶ert¶ek¶et ism¶et (2.1) adja, b¶ar most a D-k m¶ast jelentenek, mint
a szimmetrikus esetben.
Ez az elj¶ar¶as azonban hib¶as. Ezt a legegyszer}ubb esetben igazoljuk.
FÄoltesszÄuk, hogy a legkor¶abbi hal¶alt is megel}ozi a legk¶es}obbi nyugalomba
vonul¶as. Nem t¶ul neh¶ez bel¶atni, hogy abban a val¶oszer}u esetben, amikor
a v¶arhat¶oan rÄovidebb ¶elet}uek kevesebb ideig dolgoznak, mint a v¶arhat¶oan
hosszabb ¶elet}uek: RL < RH < DL, az el}obbiek kevesebbet, az ut¶obbiak
tÄobbet kapnak, mint amennyi j¶arna, s}ot az eg¶esz rendszer vesztes¶eges (l¶asd
1. t¶etel).
A pontosabb megfogalmaz¶ashoz szÄuks¶egÄunk lesz a kÄovetkez}o jelÄol¶esekre.
Az ¶evi nyugd¶³j ¶ert¶eke: bL = b(RL) ¶es bH = b(RH); illetve az ¶eletp¶alya sor¶an
be¯zetett j¶arul¶ekok ¶es j¶arad¶ekok v¶arhat¶o egyenlege: zi = ¿Ri¡b(Ri)(Di¡Ri),
azaz zL ¶es zH . Az egy f}ore jut¶o teljes egyenleg Z = (zL + zH)=2. Most m¶ar
kimondhatjuk ¶all¶³t¶asunk.
1. t¶etel. TegyÄuk fÄol, hogy a v¶arhat¶oan rÄovidebb ¶elet}uek kevesebb ideig dolgoz-
nak, mint a v¶arhat¶oan hosszabb ¶elet}uek: RL < RH < DL. Ha a nyugd¶³jakat
a (2.1) k¶eplet szerint ¶allap¶³tj¶ak meg, akkor a v¶arhat¶oan rÄovidebb ¶elet}uek
¶eletp¶alya-egyenlege pozit¶³v, a v¶arhat¶oan hosszabb ¶elet}uek¶e negat¶³v, ¶es az ¶atlag-
egyenleg is negat¶³v:
zL > 0 > zH ¶es Z < 0 : (2:3)
Megjegyz¶es. Ha a k¶et t¶³pus szolg¶alati ideje azonos: RL = RH , akkor legal¶abb
az ¶atlagos v¶arhat¶o egyenleg nulla: Z = 0.
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Bizony¶³t¶as. Helyettes¶³tsÄuk be z-ba a b k¶epletet:
z = ¿R ¡ ¿R
D ¡ R (D ¡ R) = ¿
R(D ¡ D)
D ¡ R = b(R)(D ¡ D) : (2:4)
Ebb}ol m¶ar ad¶odik a zL > 0 > zH egyenl}otlens¶eg. A Z < 0 egyenl}otlens¶eg
bizony¶³t¶as¶ahoz vegyÄuk ¯gyelembe, hogy D ¡ DL = ¡(D ¡ DH), teh¶at (2.4)
¶ertelm¶eben Z = (D ¡ DL)(bL ¡ bH)/2. Mivel az els}o t¶enyez}o pozit¶³v, a m¶a-
sodik t¶enyez}o viszont az RL < RH feltev¶esÄunk szerint negat¶³v, teh¶at Z < 0.
Ha RL = RH , akkor bL = bH , azaz Z = 0
Ezent¶ul az ¶un. semleges j¶arad¶ekfÄuggv¶enyt hagyom¶anyosnak nevezzÄuk (ko-
r¶abban a naiv elnevez¶est haszn¶altam). Ha csup¶an az Äosszes¶³tett hi¶any zavarna
bennÄunket, kÄonnyen megszabadulhatunk t}ole. A kiigaz¶³tott hagyom¶anyos
j¶arad¶ek eset¶en a ¹¿ ki¯zet¶esi kulcsot annyira csÄokkentjÄuk a ¿ be¯zet¶esi kulcs-
hoz k¶epest, hogy a teljes egyenleg nulla legyen:
¹b(R) =
¹¿R
D ¡ R; ahol Z(¿; ¹¿) = 0 : (2:2)
Term¶eszetesen a v¶arhat¶oan rÄovidebb ¶elet}uek tov¶abbra is tÄobbet ¯zetnek, a
v¶arhat¶oan hosszabb ¶elet}uek pedig kevesebbet, mint kellene | de tomp¶³tva.
Szeml¶eltet¶esÄul egy sz¶amp¶eld¶at mell¶ekelÄunk (1. t¶abl¶azat), t¶abl¶azatos alak-
ban. (Az utols¶o h¶arom sor¶aban szerepl}o szab¶alyokkal csak k¶es}obb ismer-
kedÄunk meg.)
Szolg¶alati id}o J¶arad¶ek ¶Eletp¶alya egyenleg
Szab¶aly rÄovid hossz¶u kicsi nagy rÄovid hossz¶u
RL RH bL bH zL zH
Autark 40,0 48,0 0,80 0,80 0,0 0,0
Hagyom¶anyos 40,0 48,0 0,53 1,37 2,7 ¡6,9
Kiigaz¶³tott 40,0 48,0 0,43 1,10 3,7 ¡3,9
Semleges 2. legjobb 34,7 48,0 0,45 0,80 0,0 0,0
¶Ujraeloszt¶o 1. legjobb 37,3 50,7 0,80 0,80 ¡2,7 2,7
¶Ujraeloszt¶o 2. legjobb 41,0 45,3 0,61 0,80 2,7 ¡2,7
1. t¶abl¶azat. Nyugd¶³jszab¶alyok Äosszehasonl¶³t¶asa: elt¶er}o ¶elettartamok
Megjegyz¶esek: 1. DL = 50, DH = 60, fL = fH = 0;5; ¿ = 0;2 ¶es
¹¿ = 0;16; { kerek¶³t¶esi hib¶akkal. 2. Az autark megold¶assal m¶eg semleges els}o
legjobb megold¶ask¶ent fogunk tal¶alkozni a k¶es}obbiekben.
A szimmetrikus inform¶aci¶o eset¶en minden dolgoz¶o v¶arhat¶o feln}ott ¶elet-
tartam¶anak a 80 sz¶azal¶ek¶at tÄolti munk¶aval, teljes kereset¶enek 20 sz¶azal¶ek¶at
¯zeti j¶arul¶ekk¶ent, ¶es a nett¶o kereset¶evel megegyez}o nyugd¶³jat ¶elvez. Ugyanez
a helyzet az autark szab¶aly ¶es aszimmetrikus inform¶aci¶o eset¶en.
Hagyom¶anyos szab¶aly eset¶en az ¶atlagos v¶arhat¶o ¶elettartammal val¶o sz¶a-
m¶³t¶as jelent}osen csÄokkenti a v¶arhat¶oan rÄovid ¶elet}ueknek a teljes keresethez
viszony¶³tott nyugd¶³j¶at (53 sz¶azal¶ekra), ¶es jelent}osen nÄoveli a v¶arhat¶oan hossz¶u
¶elet}uek¶et (137 sz¶azal¶ekra), ¶es az ¶eletp¶alya sor¶an az el}obbi 2,7 ¶evnyi kereset¶evel
tÄobbet, az ut¶obbi 6,9 ¶evnyi keresettel kevesebbet ¯zet, mint v¶arhat¶o ¶ert¶ekben
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kellene. FigyeljÄuk meg, hogy a v¶arhat¶o egyens¶ulyhi¶any p¶aronk¶ent 4,2 ¶evnyi
kereset!
A kiigaz¶³t¶as sor¶an a j¶arul¶ekkulcsot 4 sz¶azal¶ekponttal kell csÄokkenteni,
hogy az egyens¶uly fennmaradjon: ¹¿ = 0;16. A hagyom¶anyos rendszer torzu-
l¶asai ar¶anyaiban megmaradnak, csak nagys¶aguk csÄokken. Kerek¶³t¶esi hiba mi-
att Z = 0;1. Term¶eszetesen az 1. t¶etel igaz tetsz}oleges t¶³pussz¶am ¶es eloszl¶as
eset¶en is, csak a sz¶amol¶as n¶emileg bonyolultabb (Simonovits, 2002).
Egy¶eni optimaliz¶al¶as
A neoklasszikus kÄozgazdas¶agtan hagyom¶any¶at kÄovetve, a tov¶abbiakban egy¶eni
optimaliz¶al¶asb¶ol sz¶armaztatjuk a modell bizonyos v¶altoz¶oit (Sheshinski, 1978).
FÄoltesszÄuk, hogy az egy¶eneknek j¶ol viselked}o pillanatnyi hasznoss¶agfÄugg-
v¶enyÄuk van, amely a fogyaszt¶ason k¶³vÄul a szabadid}ot}ol is fÄugg: c fogyaszt¶as
¶es l szabadid}o eset¶en a pillanatnyi hasznoss¶ag ¶ert¶eke u(c; l). Fenntartva azt
a feltev¶est, hogy az ¶eletp¶alya dolgoz¶o ¶es nyugd¶³jas korszakra bomlik, ahol
0 < lm < lM a dolgoz¶ok, illetve a nyugd¶³jasok szabadideje, de¯ni¶aljuk a
dolgoz¶ok ¶es a nyugd¶³jasok pillanatnyi hasznoss¶agfÄuggv¶eny¶et: u(a) = u(a; lm)
¶es v(b) = u(b; lM), ahol a = 1 ¡ ¿ a dolgoz¶o pillanatnyi fogyaszt¶asa ¶es b
a nyugd¶³jas pillanatnyi fogyaszt¶asa. Mivel egy nyugd¶³jasnak tÄobb szabad-
ideje van, mint egy dolgoz¶onak, u(c) < v(c) minden c-re ¶all. ¶Erdektelen
eredm¶enyeket elkerÄulend}o, ahol a dolgoz¶ok nem dolgoznak vagy nem men-
nek nyugd¶³jba, vagy ha m¶egis, akkor nyugd¶³juk nagyobb kor¶abbi teljes kere-
setÄukn¶el, tegyÄuk fÄol, hogy v(0) ¡ v0(0)¿ < u(1 ¡ ¿) < v(1) ¡ v0(1)(¿ + 1).
N¶eha m¶eg azt is megkÄoveteljÄuk, hogy v(0) = ¡1.
Id}oben addit¶³v ¶eletp¶alya-hasznoss¶agfÄuggv¶enyt felt¶etelezÄunk:
U(D; R; a; b) = u(a)R + v(b)(D ¡ R) : (2:5)
A nyugd¶³jrendszer modellez¶es¶en¶el gyakori egyszer}us¶³t}o feltev¶es, hogy a
dolgoz¶o pillanatnyi hasznoss¶agfÄuggv¶enye csak egy ¶alland¶oban kÄulÄonbÄozik a
nyugd¶³jas¶et¶ol:
u(c) = v(c) ¡ " ; " > 0 : (2:6)
A tov¶abbiakban rÄogz¶³tjÄuk a j¶arul¶ekkulcsot, ¶es az u = u(1 ¡ ¿) rÄovid¶³t¶est
alkalmazzuk.
Adott j¶arad¶ek{szolg¶alati id}o szab¶aly
KÄonnyebb egy ¶altal¶anos, sima ¶es nÄovekv}o b(R) j¶arad¶ek{szolg¶alati id}o szab¶alyt
tanulm¶anyozni, mint a speci¶alis, hagyom¶anyosan semleges szab¶alyt. Az op-
tim¶alis szolg¶alati id}ot meghat¶aroz¶o szab¶alyt id¶ezzÄuk.
2. t¶etel. a) Bels}o optimumban, az U hasznoss¶agfÄuggv¶eny, a b(R) j¶arad¶ek-
fÄuggv¶eny ¶es a ¿ j¶arul¶ekkulcs eset¶en az optim¶alis R(D) szolg¶alati id}o{¶elet-
tartam-fÄuggv¶eny kiel¶eg¶³ti a kÄovetkez}o egyenletet:
u + v0(b)b0(R)(D ¡ R) ¡ v(b) = 0 : (2:7)
Rugalmas Äoregkori nyugd¶³jszab¶aly optim¶alis tervez¶ese k¶et t¶³pus eset¶en 21
b) (2.7) mellett az optimum el¶egs¶eges felt¶etele:
(v002 + v0b00)(D ¡ R) ¡ 2v0b0 < 0 ; (2:8)
amelyb}ol kÄovetkezik, hogy az optim¶alis R(D) szolg¶alati id}o a D v¶arhat¶o ¶elet-
tartam nÄovekv}o fÄuggv¶enye.
c) Konk¶av v ¶es b fÄuggv¶eny eset¶en, az optim¶alis szolg¶alati id}o nÄoveked¶ese
kevesebb, mint fele a v¶arhat¶o ¶elettartam nÄoveked¶es¶enek: 0 < R0(D) < 1=2.
Bizony¶³t¶as. a) Deriv¶aljuk U -t R szerint, ¶es tegyÄuk null¶av¶a a deriv¶altat,
stb.
b) Elegend}o, ha az U 0R(D; ¿;R) fÄuggv¶eny R-nek csÄokken}o fÄuggv¶enye. Az
implicit fÄuggv¶eny t¶etel¶et alkalmazva az U 0R(D; ¿; R) = 0 fÄuggv¶enyre:
R0(D) = ¡U
00
RD
U 00RR
=
v0b0
2v0b0 ¡ (v00b02 + v0b00)(D ¡ R) : (2:9)
Figyelembe v¶eve, hogy v0 > 0, b0 > 0, felt¶etelÄunkb}ol kÄovetkezik R0(D) > 0.
c) Nyilv¶anval¶oan kÄovetkezik (2.9)-b}ol ¶es b00 < 0-b¶ol.
Az 1. t¶abl¶azatban megkezdett szimul¶aci¶ot most m¶ar folytathatjuk. Eddig
nem foglalkoztunk a hasznoss¶agfÄuggv¶enyek el}ojel¶evel. Ha azonban megfelel}oen
akarjuk korl¶atozni az id}obeli helyettes¶³thet}os¶eget (¾ < 0), akkor a szimul¶a-
ci¶oban szerepl}o, CRRA-alak¶u u ¶es v negat¶³vnak ad¶odik. Teh¶at (2.5) miatt
U is negat¶³v lenne, ez¶ert a k¶es}obb bevezetend}o t¶arsadalmi j¶ol¶eti fÄuggv¶eny
CRRA-speci¯k¶aci¶oja ¶ertelmetlen lenne. Emellett min¶el tov¶abb ¶el az egy¶en,
ann¶al kisebb lenne az ¶eletp¶alya-hasznoss¶aga, s ez ellent mondana a k¶es}obb
bevezetend}o ¶erdekelts¶egi felt¶eteleknek is. Ezeket a kÄovetkezm¶enyeket el kell
kerÄulnÄunk, teh¶at hozz¶aadunk egy megfelel}oen nagy pozit¶³v µ ¶alland¶ot u-hoz ¶es
v-hez. Csup¶an azt kell tudatos¶³tanunk, hogy min¶el nagyobb ¶alland¶ot alkalma-
zunk, ann¶al ink¶abb elt}unnek a relat¶³v kÄulÄonbs¶egek az ¶eletp¶alya-hasznoss¶ag-
fÄuggv¶enyek kÄozÄott. CRRA-hasznoss¶agfÄuggv¶enyt felt¶etelezve: v(b) = b¾=¾+µ,
ahol ¡1 < ¾ < 1 a rugalmass¶ag. Legyen ¾ = ¡0;5; " = 1;4; µ = 4;1 (vÄo.
Es}o{Simonovits, 2003).
Simonovits (2002, 2. kÄovetkezm¶eny) megmutatta, hogy a j¶arad¶ekszab¶a-
lyok sz¶eles oszt¶aly¶aban az ¶eletp¶alya-egyenleg nÄovekv}o fÄuggv¶enye a v¶arhat¶o
¶elettartamnak. K¶et-t¶³pus¶u kiegyens¶ulyozott modellÄunkben (Z = 0), ebb}ol
m¶ar kÄovetkezik zL > 0 > zH .
Befejezv¶en az adott j¶arad¶ekszab¶aly hagyom¶anyos elemz¶es¶et, r¶at¶erÄunk cik-
kÄunk kÄozponti k¶erd¶es¶ere, a nyugd¶³jszab¶alyok tervez¶es¶ere.
3 Semleges nyugd¶³jszab¶alyok tervez¶ese
Egy j¶arad¶ekszab¶alyt semlegesnek nevezÄunk, ha minden t¶³pusfÄugg}o egyenleg
0. Egy ilyen rendszerben, amelyet ~: jelÄol, a szolg¶alati id}ot meghat¶arozza a
j¶arad¶ek:
~RL =
bLDL
¿ + bL
¶es ~RH =
bHDH
¿ + bH
: (3:1)
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F}oleg m¶asodik legjobb (az ¶erdekelts¶egi felt¶eteleket kiel¶eg¶³t}o) optimumok
¶erdekelnek bennÄunket, de az elemz¶est megkÄonny¶³ti, ha el}oszÄor eltekintÄunk
az ¶erdekelts¶egi felt¶etelekt}ol: els}o legjobb optimumot tanulm¶anyozzuk. A
semleges rendszer saj¶atos term¶eszete miatt mindk¶et megold¶as vizsg¶alhat¶o a
t¶arsadalmi j¶ol¶eti fÄuggv¶eny bevezet¶ese n¶elkÄul. Ez a pont a Simonovits (2004)
cikken alapul.
3.1 Semleges els}o legjobb
Ha a korm¶anyzat ismern¶e az egy¶eni param¶eterek ¶ert¶ek¶et, ¶es r¶a tudn¶a k¶eny-
szer¶³teni az egy¶eneket parancsai kÄovet¶es¶ere, akkor az els}o legjobb megold¶as
egy olyan (b¤L; b
¤
H) j¶arad¶ekp¶ar ¶es egy olyan (R
¤
L;R
¤
H) szolg¶alati id}o p¶ar lenne,
hogy mindk¶et t¶³pus ¶eletp¶alya-hasznoss¶aga maxim¶alis lenne, felt¶eve, hogy a
m¶asik ¶ert¶ek adott: Pareto-optimalit¶as. (Azok, akik az els}o legjobb megol-
d¶asn¶al csup¶an a ¯zikai korl¶atokat engedik meg, szimmetrikus inform¶aci¶o mel-
letti optimumra is gondolhatnak.) A kÄovetkez}o t¶etel jellemzi az els}o legjobb
megold¶asokat.
3. t¶etel. Ha minden egy¶en megv¶alaszthatja b j¶arad¶ek¶at vagy az R szolg¶alati
idej¶et, akkor a D v¶arhat¶o ¶elettartam¶at¶ol fÄuggetlenÄul a b¤ semleges els}o legjobb
j¶arad¶ek kiel¶eg¶³ti a kÄovetkez}o nem line¶aris egyenletet:
u ¡ v(b¤) + v0(b¤)(¿ + b¤) = 0 : (3:2)
A semleges els}o legjobb szolg¶alati id}o ar¶anyos a v¶arhat¶o ¶elettartammal:
R¤(D) =
b¤
b¤ + ¿
D : (3:3)
Megjegyz¶esek. 1. A 3. t¶etel igazolja, hogy az 1. t¶abl¶azatban szerepl}o
szimmetrikus szab¶aly, azaz a semleges els}o legjobb szab¶aly megegyezik az
Äonk¶enyesen v¶alasztott j¶arad¶ek ¶es nyugd¶³jaz¶asi kor ¶ert¶ek¶evel.
2. Megold¶asunkban a semleges els}o legjobb szolg¶alati id}o nagyon egy-
szer}uen fÄugg a v¶arhat¶o ¶elettartamt¶ol: ar¶anyos vele, ¶es az ar¶anyoss¶agi szorz¶o
b¤=(b¤ + ¿) < 1.
3. A hasznoss¶agi fÄuggv¶enyr}ol tett feltev¶esek szerint egyetlen egy olyan b¤
j¶arad¶ek l¶etezik, amely kiel¶eg¶³ti a (3.2) egyenletet.
Bizony¶³t¶as. Behelyettes¶³tve (3.1)-et (2.5) ¶eletp¶alya-hasznoss¶agfÄuggv¶enybe,
ad¶odik
~UL = '(bL)DL ¶es ~UH = '(bH)DH ; (3:4)
ahol
'(b) =
ub + v(b)¿
¿ + b
: (3:5)
Deriv¶alva '(b)-t, majd null¶av¶a t¶eve: '0(b) ¼ [u+v0(b)¿ ](¿ +b)¡[ub+v(b)¿ ] =
¿ [u ¡ v(b) + v0(b)(¿ + b)] = 0. (3.2) seg¶³ts¶eg¶evel ad¶odik b = b¤, fÄuggetlenÄul
D-t}ol. Az egy¶ertelm}us¶eg oka: '00(b) ¼ v0(b) ¼ ¡v0(b)+v00(b)(¿ + b)¡v0(b) ¼
v00(b) < 0.
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3.2 Semleges m¶asodik legjobb
A val¶os¶agban azonban a korm¶anyzat csak az egy¶eni param¶eterek eloszl¶as¶at
ismeri (vagy haszn¶alhatja fÄol). Ekkor az els}o legjobb { Äomlesztett { megold¶as
csal¶asra cs¶ab¶³t: p¶eld¶aul a v¶arhat¶oan hosszabb ¶elet}u egy¶enek ¶erdekeltek ab-
ban, hogy v¶arhat¶oan rÄovidebb ¶elet}unek tÄuntess¶ek fÄol magukat, csak hogy
hamarabb mehessenek nyugd¶³jba, ¶es a korm¶anyzat ¶altal v¶art id}oszakn¶al hosz-
szabb ideig ¶elvezhess¶ek alacsonyabb nyugd¶³jukat. De ford¶³tott ir¶any¶u csal¶as
is elk¶epzelhet}o, ha t¶ulzottan kicsiny az L-j¶arad¶ek. A csal¶ast kiz¶arand¶o, ¶erde-
kelts¶egi felt¶eteleket kell kir¶onunk. K¶epletben:
uRH + v(bH)(DH ¡ RH) ¸ uRL + v(bL)(DH ¡ RL) ; (3:6H)
¶es
uRL + v(bL)(DL ¡ RL) ¸ uRH + v(bH)(DL ¡ RH) : (3:6L)
Ekkor a m¶asodik legjobb megold¶as egy Pareto-optim¶alis megold¶as, amely az
els}o legjobb megold¶as (3.1) kÄolts¶egvet¶esi korl¶atjai mellett kiel¶eg¶³ti (3.6) ¶er-
dekelts¶egi felt¶eteleket is. Ekkor a feladat a kÄovetkez}ok¶eppen fogalmazhat¶o
meg: melyik az a (¹bL;¹bH) m¶asodik legjobb j¶arad¶ekp¶ar, amelyre mindk¶et t¶³pus
¶eletp¶alya-hasznoss¶agfÄuggv¶enye maxim¶alis | (3.1) ¶es (3.6) mellett? L¶atni
fogjuk, hogy a H-korl¶at lesz feszes. A bizony¶³t¶asokat leegyszer}us¶³tend}o, tegyÄuk
fÄol, hogy ¿ = 1 ¡ b¤ ¶es v(0) = ¡1.
Bel¶atjuk a kÄovetkez}o t¶etelt.
4. t¶etel. A semleges m¶asodik legjobb megold¶asban a ¹bH = b¤, ¶es a ¹bL < b¤
j¶arad¶ekot a
DH'(b
¤) = DL'(¹bL) + (DH ¡ DL)v(¹bL) (3:7)
implicit egyenlet hat¶arozza meg.
Megjegyz¶es. VegyÄuk ¶eszre, hogy a m¶asodik legjobb megold¶asban csak
a H-t¶³pus kaphat els}o legjobb j¶arad¶ekot. Ez jellemz}o az ilyen modellekre.
(P¶eld¶aul a Bevezet¶esben eml¶³tett Rothschild{Stiglitz (1976) optim¶alis biz-
tos¶³t¶asi modellben az L-t¶³pus csak r¶eszleges biztos¶³t¶ast vehet, hogy bizony¶³tsa:
nem H-t¶³pus¶u.)
Bizony¶³t¶as. A (3.6H) ¶erdekelts¶egi felt¶etel a
DH'(bH) = DL'(bL) + (DH ¡ DL)v(bL) (3:8)
egyenl}os¶egre egyszer}usÄodik. Ebben a felt¶etelben min¶el nagyobb bH · b¤,
ann¶al nagyobb ~UH ¶es ann¶al gyeng¶ebb a bL-re vonatkoz¶o korl¶at. Ez¶ert a m¶a-
sodik legjobb megold¶asban az ~UH fÄuggv¶eny ¹bH = b
¤-n¶el maxim¶alis, m¶³g az
~UL fÄuggv¶eny ¹bL-n¶el, amely kiel¶eg¶³ti (3.7)-et. A (3.6L) felt¶etel is teljesÄul.
Az 1. ¶abra a hasznoss¶agt¶erk¶epet a rÄovidebb ¶elet}uek j¶arad¶ek¶anak a fÄuggv¶e-
ny¶eben ¶abr¶azolja: IgazUH (UH), HamisUH (UHL) ¶es IgazUL (UL), HamisUL
(ULH) gÄorb¶ek az L-j¶arad¶ek (bL) fÄuggv¶enyei. IgazUH egy folytonos v¶³zszintes
vonal, amelyet a HamisUH gÄorb¶et az N2B jelz¶es}u semleges m¶asodik legjobb
j¶arad¶ekban metszi: ¹bL = 0;45. FigyeljÄuk meg, hogy bL = 0;42 el}ott az IgazUL
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gÄorbe a HamisUL alatt h¶uz¶odik, ¶erdekeltt¶e t¶eve L-t, hogy H-nak tettesse
mag¶at. Ez a kÄorÄulm¶eny azonban nem j¶atszik szerepet a Pareto-optim¶alis
v¶alaszt¶as eset¶eben.
1. ¶abra. Semleges 1. ¶es 2. legjobb
Az 1. t¶abl¶azatban m¶ar tal¶alkoztunk a semleges els}o legjobbal autarkia n¶e-
ven, ¶es most hozz¶avesszÄuk a m¶asodik legjobb megold¶ast. VegyÄuk ¶eszre, hogy
a szolg¶alati id}ok t¶uls¶agosan ¶erz¶ekenyek, hiszen elt¶er¶esÄuk nagyobb, mint a v¶ar-
hat¶o ¶elettartamok elt¶er¶ese: 13 ¶ev szemben a 10 ¶evvel. ( ÄOsszehasonl¶³t¶ask¶ent
megjegyezzÄuk, hogy a 2.c t¶etel szerint az adott j¶arad¶ekszab¶alyok t¶ag oszt¶a-
ly¶ara nincs ¶erz¶ekeny fÄugg¶es.) Ahhoz, hogy ezt ¶es m¶as ¶all¶³t¶asokat megfogal-
mazhassunk, szÄuks¶egÄunk lesz a minmax-h¶anyadosra, amely a rÄovidebb ¶es a
hosszabb v¶arhat¶o ¶elettartam h¶anyadosa.
1. kÄovetkezm¶eny. A semleges m¶asodik legjobb szolg¶alati id}o pontosan ak-
kor fÄugg ¶erz¶ekenyen a v¶arhat¶o ¶elettartamt¶ol: ¹RH ¡ ¹RL > DH ¡ DL, ha a
minmax-h¶anyados el¶eg kÄozel esik 1-hez:
± =
DL
DH
> ±¤ ; (3:9)
ahol a ±¤ kritikus h¶anyadost a
(1 ¡ ±¤)u + (1 ¡ b¤)v¤ = (2 ¡ b¤ ¡ ±¤)(v¤ ¡ 1 + ±¤); v¤ = v(b¤) (3:10)
egyenlet hat¶arozza meg.
Megjegyz¶es. Megmutathat¶o, hogy (3.10)-nek l¶etezik egy minim¶alis pozit¶³v
gyÄoke.
Bizony¶³t¶as. Be akarjuk l¶atni, hogy ¹RL < R¤ = ¹RH ¡DH +DL. Bevezetve
a ± ¶es az R¤H = b
¤DH mennyis¶egeket, egyenl}otlens¶egÄunk ekvivalens
¹bL < b¤ =
(1 ¡ b¤)R¤
DL ¡ R¤
= b¤ ¡ 1 + ±
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egyenl}otlens¶eggel. Most (3.8) a kÄovetkez}o k¶epletre egyszer}usÄodik:
b¤u + (1 ¡ b¤)v¤ = '(b¤) = ±'(¹bL) + (1 ¡ ±)v(¹bL) : (3:80)
¶Atrendezve az egyenl}otlens¶eget:
ub¤ + v¤(1 ¡ b¤) < (± ¡ 1 + b¤)u + (2 ¡ b¤ ¡ ±) : (3:11)
Egyszer}u sz¶amol¶assal igazolhat¶o, hogy (3.11) pontosan akkor ¶erv¶enyes a 0 <
± < ±¤ szakaszon, ha (3.9){(3.10) teljesÄul.
4 ¶Ujraeloszt¶o nyugd¶³jszab¶alyok tervez¶ese
Tudom¶asom szerint az Äosszes nyugd¶³jtervez¶esi cikk { Simonovits (2004) ki-
v¶etel¶evel { ¶ujraeloszt¶o szab¶alyokat m¶erlegelt, ahol a semleges rendszer t¶³pus-
fÄugg}o egyenlegei helyett egy aggreg¶alt egyenleg szerepel. (Ez term¶eszetes
feltev¶es volt az optim¶alis jÄovedelemad¶o-tervez¶esben, ahonan az eg¶esz mecha-
nizmustervez¶es indult.) Azt v¶arhatn¶ank, hogy b¶armely ¶ujraeloszt¶as az egyik
t¶³pusnak a m¶asik t¶³pus k¶ar¶ara kedvez. Ez azonban nem mindig van ¶³gy. A
kÄovetkez}o (5.) pontban l¶atni fogjuk, hogy az ¶ujraeloszt¶o m¶asodik legjobb
megold¶as gyakran Pareto-domin¶alja a semlegest. M¶ar kor¶abban eml¶³tettÄuk,
hogy ez a pont az Es}o{Simonovits (2003) cikken alapul.
T¶arsadalmi j¶ol¶et
M¶ar k¶et t¶³pus eset¶en is kÄulÄonbÄoz}o egy¶eni hasznoss¶agi optimump¶arokat kell
min}os¶³tenÄunk. Ha nem el¶egedÄunk meg a hat¶arozatlan Pareto-rendez¶essel,
akkor be kell vezetnÄunk egy alkalmas t¶arsadalmi j¶ol¶eti fÄuggv¶enyt. TegyÄuk
fÄol, hogy az L- ¶es a H-t¶³pus¶u egy¶enek s¶ulya szÄulet¶eskor a n¶epess¶egben rendre
fL > 0 ¶es fH > 0, fL + fH = 1. Stacion¶arius n¶epess¶eget t¶etelezÄunk fÄol, ez¶ert
a koroszt¶alyi hosszmetszeti adatok megegyeznek az aggreg¶alt keresztmetszeti
adatokkal. K¶et t¶³pus eset¶en a k¶et legegyszer}ubb t¶arsadalmi j¶ol¶eti fÄuggv¶eny
rendre a k¶et ¶eletp¶alya-hasznoss¶ag Äosszege, illetve minimuma. K¶epletben,
Utilitarista:
V = fLUL + fHUH : (4:10)
Rawls-f¶ele:
V = min(UL; UH) : (4:100)
¶Altal¶anosabban, legyen Ã egy konk¶av skal¶ar-skal¶ar fÄuggv¶eny, amely az egy¶eni
¶eletp¶alya-hasznoss¶agokat transzform¶alja, miel}ott Äosszeadn¶ank }oket. Ekkor a
k¶etszem¶elyes CRRA-t¶³pus¶u t¶arsadalmi j¶ol¶eti fÄuggv¶eny k¶eplete:
V = fLÃ(UL) + fHÃ(UH) : (4:1)
Min¶el konk¶avabb a Ã fÄuggv¶eny, ann¶al ink¶abb egyenl}os¶³t}o a t¶arsadalmi j¶ol¶eti
fÄuggv¶eny. Szimul¶aci¶oban alkalmazhat¶o a CRRA-speci¯k¶aci¶o: Ã(U) = UÁ=Á,
ahol Á 1-n¶el nem nagyobb val¶os sz¶am az egyenl}otlens¶egi index. Sajnos,
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az elemz¶esben el kell kÄulÄon¶³tenÄunk az utilitarista esetet a tÄobbit}ol (Es}o{
Simonovits, 2003). Eml¶ekeztetÄunk arra, hogy min¶el nagyobb a µ addit¶³v
¶alland¶o, ann¶al kisebb a Ui-k kÄozti relat¶³v kÄulÄonbs¶eg.
Mivel nem kÄoveteljÄuk meg, hogy az egy¶eni ¶eletp¶alya-egyenlegek null¶ak
legyenek (semlegess¶eg), t¶arsadalmi kÄolts¶egvet¶esi korl¶atot kell fel¶all¶³tanunk,
amelyben a zH ¶es zL egy¶eni egyenleg s¶ulyozott Äosszege szerepel:
Z = fLzL + fHzH = 0 : (4:2)
A mechanizmustervez¶es eszkÄozeit kÄovetve, most is az els}o legjobb megold¶ast
elemezzÄuk el}oszÄor, ¶es csak azt¶an t¶erÄunk r¶a a m¶asodik legjobb megold¶asra.
¶Ujraeloszt¶o els}o legjobb megold¶as
Ha a korm¶anyzat ismern¶e az egy¶eni jellemz}oket, ¶es k¶epes lenne ¶erv¶enyes¶³teni
akarat¶at, akkor az els}o legjobb megold¶as egy olyan (b±L; b
±
H) nyugd¶³jp¶ar ¶es
(R±L;R
±
H) szolg¶alatiid}o-p¶ar lenne, amelyre a (4.1) t¶arsadalmi j¶ol¶eti fÄuggv¶eny
maxim¶alis lenne a (4.2) kÄolts¶egvet¶esi korl¶at mellett.
5. t¶etel (VÄo. Es}o{Simonovits, 2003, 0. t¶etel.) Az ¶ujraeloszt¶o els}o legjobb
megold¶asban mindk¶et nyugd¶³j fÄuggetlen a v¶arhat¶o ¶elettartamt¶ol: b±L = b
±
H =
b¤, ¶es a kÄozÄos ¶ert¶ek kiel¶eg¶³ti a semleges els}o legjobb megold¶as optim¶alis felt¶e-
tel¶et: (3.2)-t. A k¶et optim¶alis szolg¶alati id}o a k¶et egy¶eni v¶arhat¶o ¶elettartam
inhomog¶en line¶aris fÄuggv¶enye:
R±L = R
¤ + !(DL ¡ D) ¶es R¤H = R± + !(DH ¡ D) ; (4:3)
ahol
R± = ½D; ½ =
b¤
¿ + b¤
< 1 ¶es ! =
v¤
v¤ ¡ u > 1 : (4:4)
Megjegyz¶esek. 1. Meglep}o, hogy az els}o legjobb nyugd¶³j ¶ert¶eke fÄuggetlen a
t¶arsadalmi j¶ol¶eti fÄuggv¶enyt}ol. Az ok egyszer}u: a bizony¶³t¶asban a Ã ,,kiesik",
a k¶et ¶eletp¶alya-hasznoss¶ag egyenl}ov¶e tehet}o az optimumban.
2. Ugyanez a fÄuggetlens¶eg igaz a megfelel}o szolg¶alati id}okre is. Kiv¶etel az
utilitarista eset, ahol az optimum hat¶arozatlan. Ekkor az optim¶alis szolg¶alati
id}o-p¶arok egy olyan folytonos szakaszt alkotnak a param¶etert¶erben, amelyet
a Z = 0, RL < DL ¶es RH < DH felt¶etelek hat¶aroznak meg. Szimmetria
miatt ilyenkor a tov¶abbiakban (4.3) helyett az R±L = R
±
H = R
± v¶alaszt¶assal
¶elÄunk, ahol R± az ¶atlagos ¶elettartamhoz tartoz¶o autark szolg¶alati id}o.
3. Az R±L > 0 ¶es a R
±
H < DH felt¶etelhez a kÄovetkez}o feltev¶esekre van
szÄuks¶eg:
DH <
!
! ¡ ½DL ¶es DH <
! ¡ ½
(! + ½ ¡ 2)+
DL ;
ahol x+ az x sz¶am pozit¶³v r¶esze.
4. VegyÄuk ¶eszre a hasonl¶os¶agot a semleges m¶asodik legjobb megold¶assal:
a szolg¶alati id}o mindk¶et esetben ¶erz¶ekenyen fÄugg a v¶arhat¶o ¶elettartamt¶ol.
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Bizony¶³t¶as. VegyÄuk a kÄovetkez}o Lagrange-fÄuggv¶enyt:
L = fLÃ(UL) + fHÃ(UH) + ¹[fLzL + fHzH ] :
Az els}orend}u optimalit¶asi felt¶etelek a kÄovetkez}ok:
L0b = Ã0(Ui)v0(bi)(D ¡ Ri) + ¹(Ri ¡ D) = 0 , Ã0(Ui)v0(bi) = ¹ ;
L0R = Ã0(Ui)[u ¡ v(bi)] + ¹(¿ + bi) = 0 :
Behelyettes¶³tve az els}o egyenlet ¹-j¶et a m¶asodik¶eba, Ã0(U±i )-vel val¶o egysze-
r}us¶³t¶es ut¶an ad¶odik a (3.2) egyenlet, azaz az optim¶alis nyugd¶³j fÄuggetlen a t¶³-
pust¶ol. Ekkor az els}o egyenletb}ol ad¶od¶oan Ã0(U±L)v
0(b±) = Ã0(U±H)v
0(b±), azaz
Ã0(U±L) = Ã
0(U±H). Szigor¶uan konk¶av j¶ol¶eti fÄuggv¶enyre szor¶³tkozva, U
±
L = U
±
H :
a k¶et t¶³pus maxim¶alis ¶eletp¶alya-hasznoss¶aga egyenl}o. (Az elfajult, utilitarista
esetben a semmitmond¶o 1 ´ 1 azonoss¶ag ad¶odik.) Behelyettes¶³tve (2.1)-et
egyenletÄunkbe ¶es z±-okat Z± = 0-ba [(4.2)], e k¶et egyenlet ad¶odik:
v¤DH ¡ [v¤ ¡ u]RH = v¤DL ¡ [v¤ ¡ u]RL ;
fL[(¿ + b
¤)RL ¡ b¤DL] + fH [(¿ + b¤)RH ¡ b¤DH ] = 0 :
A k¶etismeretlenes line¶aris egyenletrendszert megoldva, ad¶odik (4.3){(4.4).
FigyeljÄuk meg a szoros kapcsolatot az ¶ujraeloszt¶o els}o legjobb [(4.3)] ¶es
a semleges m¶asodik legjobb szolg¶alati id}ok [(3.30)] kÄozÄott: R¤(D) ¶es R±(D)
szakaszok kÄozpontja kÄozÄos: (D;R±), meredeks¶egÄuk rendre ½ < 1 ¶es ! > 1.
Ebb}ol ad¶odik a
2. kÄovetkezm¶eny. Az ¶ujraeloszt¶o els}o legjobb optimumban a v¶arhat¶oan
hosszabb ¶elet}uek t¶amogatj¶ak a v¶arhat¶oan rÄovidebb ¶elet}ueket: z±L < 0 < z
±
H .
Eg¶esz¶³tsÄuk ki a kor¶abbi numerikus fut¶asokat a Á = ¡1-hez tartoz¶o fut¶assal!
Ekkor az els}o legjobb szab¶alyban a rÄovid ¶elet}u csak 37 ¶evet, a hossz¶u ¶elet}u
viszont 51 ¶evet dolgozik, megs¶ertve a m¶asodik legjobbra kir¶ott RH < DL
felt¶etelt. Azonos nyugd¶³juk a semleges els}o legjobb megold¶assal egyezik, ¶es
j¶ocsk¶an elt¶er a kor¶abbiakt¶ol.
M¶asodik legjobb megold¶as
De a korm¶anyzat nem ismeri az egy¶eni jellemz}oket, csak eloszl¶asukat. Ez¶ert
a m¶asodik legjobb megold¶ast kell bevezetnie, ahol az els}o legjobb megold¶as
c¶elfÄuggv¶enye ¶es korl¶atja mellett a (3.6H) ¶erdekelts¶egi korl¶at is megjelenik.
Egy meglep}o t¶etelt id¶ezÄunk az utilitarista t¶arsadalmi j¶ol¶eti fÄuggv¶eny eset¶ere.
6. t¶etel (VÄo. Es}o{Simonovits, 2003, 1. t¶etel). Ha a j¶ol¶eti fÄuggv¶eny utili-
tarista, akkor egyetlen egy ¶ujraeloszt¶o m¶asodik legjobb nyugd¶³jszab¶aly l¶etezik,
amely egy¶uttal megval¶os¶³tja az els}o legjobb szab¶alyt:
b(R) =
½
0; ha R < R±;
b¤; ha R ¸ R±.
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Bizony¶³t¶as. Az els}o legjobb megold¶as, ahol b±L = b
±
H = b
¤ ¶es R±L = R
±
H =
R±, kiel¶eg¶³ti az ¶erdekelts¶egi felt¶etelt, teh¶at m¶asodik legjobb is.
Mivel ez a megold¶as t¶ul merev ¶es igazs¶agtalan, az utilitarista helyett a szi-
gor¶uan konk¶av t¶arsadalmi j¶ol¶eti fÄuggv¶enyekre szor¶³tkozunk. Ekkor alaposabb
elemz¶esre lesz szÄuks¶eg.
7. t¶etel (vÄo. Es}o{Simonovits, 2003, 2. t¶etel). A hosszabb v¶arhat¶o ¶elettar-
tam¶uak j¶arad¶eka azonos a semleges els}o legjobbal, m¶³g a rÄovidebb¶e kisebb;
hasonl¶o a szolg¶alati id}ok sorrendje:
b̂L < b̂H = b
¤ ¶es R̂L < R̂H : (4:5)
Bizony¶³t¶as. El}oszÄor (4.5) elemi r¶esz¶et l¶atjuk be: Helyettes¶³tsÄuk (3.6H) bal
¶es jobb oldal¶at rendre UH -val ¶es UL + (DH ¡ DL)v(bL)-lel:
UH ¸ UL + (DH ¡ DL)v(bL) :
Hasonl¶oan (3.6L)-re:
UL ¸ UH + (DL ¡ DH)v(bH) :
A k¶et egyenl}otlens¶eg Äosszehasonl¶³t¶as¶ab¶ol kÄovetkezik b̂L < b̂H .
Ha R̂L ¸ R̂H igaz lenne, akkor a rÄovidebb ¶elet}u azt tettetn¶e, hogy hosz-
szabb ¶elet}u, ellentmond¶as.
R¶at¶erÄunk a b̂H = b¤ ¶all¶³t¶as bizony¶³t¶as¶ara. Az 5. t¶etel bizony¶³t¶as¶aban
szerepl}o, els}o legjobb feladat Lagrange-fÄuggv¶eny¶ehez hozz¶aadjuk a (3.6H)
egyenl}otlens¶eg null¶ara rendezett alakj¶at º szorz¶oval, kisz¶am¶³tjuk a n¶egy par-
ci¶alis deriv¶altat, ¶es hozz¶avesszÄuk a k¶et korl¶atot. A kib}ov¶³tett Lagrange-fÄugg-
v¶eny a kÄovetkez}o:
L̂ = fLÃ(UL) + fHÃ(UH) + ¹[fLzL + fHzH ] +
+ º[uRH + v(bH)(DH ¡ RH) ¡ uRL ¡ v(bL)(DH ¡ RL)] :
VegyÄuk a Lagrange-fÄuggv¶enyes optimalit¶asi felt¶etelekb}ol az al¶abbi kett}ot!
L0bH= fHÃ0(UH)v0(bH)(DH ¡RH) +fH¹(RH ¡DH) + ºv0(bH)(DH ¡RH) = 0;
L0RH = fHÃ0(UH)[u ¡ v(bH)] + fH¹(¿ + bH) + º(u ¡ v0(bH)) = 0 :
Kifejezve º-t az els}o egyenletb}ol, ¶es behelyettes¶³tve a m¶asodikba:
µ
Ã0(UH) +
º
fH
¶
[u ¡ v(bH) + v0(bH)(¿ + bH)] = 0 :
Az utols¶o egyenlet els}o t¶enyez}oje pozit¶³v, a m¶asodik t¶enyez}oje ¶eppen (3.2).
Mivel b̂H = b
¤, a n¶egy v¶altoz¶ob¶ol egy kiesik. A k¶et korl¶atban a szolg¶alati
id}ok line¶arisan szerepelnek, ez¶ert kÄonnyen kifejezhet}ok mint a v¶arhat¶oan rÄo-
videbb ¶elet}uek j¶arad¶ek¶anak a fÄuggv¶enyei: a tÄobbv¶altoz¶os felt¶eteles maxi-
mumfeladat egy skal¶ar-skal¶ar fÄuggv¶eny maximaliz¶al¶as¶ara vezethet}o vissza.
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A bizony¶³t¶ast egyszer}us¶³tend}o, k¶et technikai feltev¶essel ¶elÄunk: a k¶et t¶³pus
gyakoris¶aga azonos: fL = fH , ¶es (2.6) addit¶³v kapcsolat eset¶en a j¶arul¶ekkulcs
egy¶enileg is optim¶alis: ¿ = 1 ¡ b¤.
¶Ime, az egyszer}us¶³tett feladat.
8. t¶etel. Legyen fL = fH, ¿ = 1 ¡ b¤ ¶es legyen bL egy pozit¶³v skal¶ar, ¶es
v¤ = v(b¤). A m¶asodik legjobb megold¶ast a kÄovetkez}o skal¶ar-skal¶ar fÄuggv¶eny
maximaliz¶al¶asa adja:
V (bL) =
Ã(UL(bL)) + Ã(UH(bL))
2
a 0 < bL · b¤ szakaszon, ahol
RL(bL) =
(v¤ ¡ u)(b¤DH + bLDL) + (v(bL) ¡ v¤)DH
(v¤ ¡ u)(¿ + bL) + v(bL) ¡ u
; (4:6)
UL(bL) = [u ¡ v(bL)]RL(bL) + v(bL)DL ; (2:5L)
RH(bL) = b
¤DH + bLDL ¡ (¿ + bL)RL(bL) ; (4:7)
UH(bL) = (u ¡ v¤)RH(bL) + v¤DH : (2:5H)
Megjegyz¶es. A felt¶etelekben szerepl}o n¶egy fÄuggv¶eny val¶oj¶aban csak bL-t}ol
fÄugg.
Bizony¶³t¶as. Elhagyva (3:6H)-b¶ol az egyenl}otlens¶eget, ¶es behelyettes¶³tve
b̂H = b¤-t az ¶uj egyenletbe ¶es (4.2)-be, ad¶odik
uRH + v
¤(DH ¡ RH) = uRL + v(bL)(DH ¡ RL) (3:6H0)
(¿ + bL)RL ¡ bLDL = b¤DH ¡ RH : (4:20)
(4.20) meghat¶arozza RH-t mint RL fÄuggv¶eny¶et: (4.7). Behelyettes¶³tve (4.7)-
et (3:6H 0)-be, (4.6) ad¶odik, stb.
Azt sejtjÄuk, hogy ¯gyelemre m¶elt¶o kapcsolat van a b̂L j¶arad¶ek ¶es a Á
egyenl}otlens¶egi index kÄozÄott. A Rawls-i j¶ol¶eti fÄuggv¶eny eset¶en csak UL(bL)-t
kell maximaliz¶alni (4.6) mellett; jelÄolje a feladat megold¶as¶at b̂L(¡1). Az uti-
litarista esetben b̂L(1) = b
¤ (5. t¶etel). ¶Altal¶anosan, b¶armely bL val¶os sz¶am,
amely a bL(¡1) < bL < b¤ szakaszra esik, megfelel}o egyenl}otlens¶egi indexre
megegyezik egy m¶asodik legjobb, rÄovid ¶elet}u egy¶en j¶arad¶ek¶aval. K¶epletben:
l¶etezik egy olyan Á val¶os sz¶am, amelyre bL = b̂L(Á).
3. kÄovetkezm¶eny. Min¶el nagyobb a Á egyenl}otlens¶egi index, ann¶al kisebb
R̂H. Speci¶alisan:
R̂L < R
¤ < R̂H : (4:50)
Bizony¶³t¶as. Nyilv¶anval¶o, hogy ÛH nÄovekv}o fÄuggv¶enye Á-nek. (2.5H) ¶ertel-
m¶eben ÛH csÄokken}o fÄuggv¶enye RH -nak. KÄovetkez¶esk¶eppen R̂H(Á) csÄokken}o.
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Hasonl¶oan ÛL(Á) nÄovekv}o. Nem tudjuk azonban, hogy ez a csÄokken¶es
hogyan oszlik meg b̂L ¶es R̂L kÄozÄott.
Megjegyz¶esek. 1. A Bevezet¶esben m¶ar eml¶³tettÄuk, hogy az aszimmetrikus
inform¶aci¶os keretben v¶egzett optim¶alis ÄosztÄonz¶est a mechanizmustervez¶es ad-
ja. Egy¶ebk¶ent az irodalomban is a most tapasztalthoz hasonl¶o jelens¶eggel
tal¶alkoztunk: Mirrlees (1971) optim¶alis jÄovedelemad¶orendszer¶eben a leggaz-
dagabb egy¶en optim¶alis ad¶okulcsa nulla.
2. V¶egig rÄogz¶³tjÄuk a ¿ j¶arul¶ekkulcsot, pedig a nyugd¶³jÄosztÄonz¶es egyik leg-
izgalmasabb k¶erd¶ese ¶eppen a j¶arul¶ekkulcs optimaliz¶al¶asa. A m¶ar meghat¶a-
rozott optimumokat parametrikus optimumnak tekintve, a ¿ v¶altoztat¶as¶aval
az abszol¶ut j¶ol¶eti optimum is meghat¶arozhat¶o lenne, legal¶abbis numerikusan
(vÄo. Es}o{Simonovits, 2003, 3. ¶abra).
Az 1. t¶abl¶azatbeli szimul¶aci¶ot most m¶ar befejezhetjÄuk. A m¶asodik legjobb
szab¶aly eset¶en az autarki¶at¶ol val¶o elt¶er¶es ir¶anyt v¶alt: a rÄovid ¶elet}u tÄobbet (41
¶evet), a hossz¶u ¶elet}u kevesebbet (45 ¶evet) dolgozik, mint az autarki¶aban.
A 8. t¶etelben t¶argyalt algoritmus-egyszer}us¶³t¶est a 2. ¶es a 3. ¶abr¶an szeml¶el-
tetjÄuk. Mindk¶et esetben bL a fÄuggetlen v¶altoz¶o, ¶es rendre RL(bL), RH(bL) a
fÄugg}o v¶altoz¶o a 2. ¶abr¶an ¶es UL(bL), UH(bL), V (bL) a 3. ¶abr¶an. A bL(¡1) =
0;5, bL(¡1) = 0;61 ¶es bL(1) = 0;8 pontban h¶uzott fÄugg}oleges egyenesek ren-
dre a Rawls-f¶ele, a hiperbolikus ¶es az utilitarista maximumokban metszik
ki az optim¶alis R-eket ¶es U -kat. Ahhoz, hogy egy ¶abr¶an mutathassuk be a
hasznoss¶ag ¶es j¶ol¶eti fÄuggv¶enyeket, a 200V + 82 transzform¶aci¶ot alkalmaztuk
V -re. V¶egÄul a 4. ¶abra a bL(Á) fÄugg¶est mutatja.
2. ¶abra. M¶asodik legjobb szolg¶alati id}ok
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3. ¶abra. J¶arad¶ek ¶es hasznoss¶ag
4. ¶abra. Egyenl}otlens¶eg ¶es L-j¶arad¶ek
5 ÄOsszehasonl¶³t¶asok
Ebben a pontban tÄobb analitikus Äosszehasonl¶³t¶ast v¶egzÄunk kÄulÄonf¶ele szab¶alyok
kÄozÄott. El}oszÄor Äosszehasonl¶³tjuk az ¶ujraeloszt¶o m¶asodik legjobb megold¶ast a
semleges els}o legjobbal.
4. kÄovetkezm¶eny. Az ¶ujraeloszt¶o m¶asodik legjobb optimumban a v¶arhat¶oan
hosszabb ¶elet}uek kevesebbet dolgoznak, mint a semleges els}o legjobb optimum-
20
25
30
35
40
45
50
0,4 0,4
5 0,5 0,5
5 0,6 0,6
5 0,7 0,7
5 0,8
L-járadék
H
as
zn
os
sá
g
UL
UH
V-hip
V-util
 
Rawls hiperbolikus 
0,5
0,8
-5 -4 -3 -2 -1 0 1
Egyenltlenségi index
L-
já
ra
dé
k
32 Simonovits Andr¶as
ban, ¶es a v¶arhat¶oan rÄovidebb ¶elet}uek t¶amogatj¶ak }oket:
R̂H < R
±
H ¶es ẑL > 0 :
Bizony¶³t¶as. Val¶oban, a 7. t¶etel szerint az utilitarista esetben R̂H(1) =
R± < R±H . El¶eg nagy egyenl}otlens¶egi indexekre a folytonoss¶ag miatt az
egyenl}otlens¶eg fenn¶all, de az ¶altal¶anos esetben tov¶abbi megfontol¶asokra van
szÄuks¶eg. TegyÄuk fÄol az ¶all¶³t¶as ellenkez}oj¶et: ẑH ¸ 0. Ha szigor¶u egyenl}otlens¶eg
¶allna valamilyen Á-ra, akkor a 3. kÄovetkezm¶eny ¶es a folytonoss¶ag ¶ertelm¶eben
l¶etezne egy olyan kÄozbÄuls}o ¹Á 2 (Á; 1), amelyre ẑH( ¹Á) = 0: semleges els}o
legjobb.
ẑL = ẑH = 0 ¶ertelm¶eben R̂H = b
¤DH ¶es R̂L = bLDL=(¿ + bL). Be-
helyettes¶³tve (3.5){(3.6H)-ba,
ub¤DH + v
¤¿DH = '(bL)DL; ahol '(bL) =
ubL + v(bL)¿
¿ + bL
:
A b¤ l¶etez¶es¶enek ¶es egy¶ertelm}us¶eg¶enek igazol¶asakor m¶ar l¶attuk, hogy bL < b¤
eset¶en '0(bL) > 0, azaz
ub¤DH + v
¤¿DH > '(b
¤)DL > '(bL)DL ;
ellentmond¶as.
M¶asodszor, Äosszehasonl¶³tjuk az ¶ujraeloszt¶o els}o legjobbat a hagyom¶anyos-
sal.
5. kÄovetkezm¶eny. A hagyom¶anyos megold¶asban a hosszabb v¶arhat¶o idej}u
t¶³pus szolg¶alati ideje nagyobb, mint az utilitarista ¶ujraeloszt¶o els}o legjobb:
RH > R
±:
Bizony¶³t¶as. Kisz¶am¶³tjuk a hosszabb ¶elettartam¶u t¶³pus hagyom¶anyos op-
timum¶at: (2.2) ¶es (2.7) szerint
UH
0
(R) = u ¡ v(b(R)) + v0(b(R))b0(R)(DH ¡ R) = 0 ; (5:1)
ahol
b
0
(R) =
¿D
(D ¡ R)2 :
Elegend}o megmutatni, hogy UH
0
(R±) > 0, vagy m¶ask¶epp: mivel az els}o
¶es a m¶asodik tag rendre azonos (3.2)-ben ¶es (5.1)-ben, (5.1) harmadik tagja
nagyobb, mint (3.2)-¶e, azaz b
0
(R±)(DH ¡R±) > ¿ +b¤. Behelyettes¶³tve a k¶ep-
leteket, egyenl}otlens¶egÄunk a kÄovetkez}o igaz egyenl}otlens¶egre egyszer}usÄodik:
DH > D.
Megjegyz¶es. Azt sejtjÄuk, hogy hosszabb v¶arhat¶o ¶elettartam¶u t¶³pus eset¶en
az ¶ujraeloszt¶o m¶asodik legjobb szolg¶alati id}o is kisebb, mint a hagyom¶anyos¶e,
de ezt csak szimul¶aci¶oval tudjuk igazolni.
Rugalmas Äoregkori nyugd¶³jszab¶aly optim¶alis tervez¶ese k¶et t¶³pus eset¶en 33
Harmadszor, megmutatjuk, hogy ha a ± minmax-h¶anyados elegend}oen
kÄozeli 1-hez, akkor az ¶ujraeloszt¶o m¶asodik legjobb domin¶alja a semlegest:
ÛH > ¹UH ¶es ÛL > ¹UL. Az els}o egyenl}otlens¶eg majdnem trivi¶alis: b̂H = ¹bH
¶es R̂H < ¹RH miatt ÛH > ¹UH .
Egy szÄuks¶eges ¶es el¶egs¶eges felt¶etelt adunk a dominanci¶ara.
9. t¶etel. TegyÄuk fÄol, hogy ¿ = 1¡b¤. Az ¶ujraeloszt¶o m¶asodik legjobb pontosan
akkor Pareto-domin¶alja a semlegest, ha a ± minmax-h¶anyados elegend}oen
kÄozeli 1-hez: ± = DL=DH > ±±, ahol
±± =
v¤ ¡ '(b¤)
v¤ ¡ '(¹b) ;
¶es ¹b kiel¶eg¶³ti az
v(¹b) = fLb
¤u + (1 ¡ fLb¤)v¤; (¹b < b¤)
egyenletet.
Megjegyz¶es. Ha a H-t¶³pus ar¶anya el¶egg¶e kicsi, vagy a szerepl}ok el¶egg¶e
kock¶azatkerÄul}ok, akkor adott minmax-h¶anyadosra a feltev¶es teljesÄul.
Bizony¶³t¶as. El}oszÄor meghat¶arozzuk, hogy mikor ¶all ÛL > ¹UL. Tudjuk,
hogy ¹UL = DH [ub¤ +v¤(1¡b¤)]¡v(¹bL)(DH ¡DL) ¶es ÛL = ub¤D+ v¤(DL ¡
b¤D). ¶Ujrarendezve, ¶es felhaszn¶alva, hogy DH ¡ D = fL(DH ¡ DL), ad¶odik
a v(¹bL) > fLb¤u + (1 ¡ fLb¤)v¤ felt¶etel.
M¶asodszor felhaszn¶aljuk, hogy legut¶obbi egyenl}otlens¶egÄunk pontosan ak-
kor teljesÄul, ha ¹bL > ¹b. Mivel '(b) az u ¶es a v(b) ¶atlaga, s}ot u < v(b),
ez¶ert '(b) < v(b). (3.8) jobb oldala DL nÄovekv}o fÄuggv¶enye, ez¶ert ¹bL szint¶en
nÄovekv}o fÄuggv¶enye DL-nek.
Szimul¶aci¶osorozatunkban DL = 50 ¶es DH = 60 eset¶en az ¶ujraeloszt¶o
m¶asodik legjobb csak akkor domin¶alja a semleges t¶ars¶at, ha a t¶arsadalmi
j¶ol¶eti fÄuggv¶eny er}osen egyenl}os¶³t}o, p¶eld¶aul Rawls-f¶ele. Nagyobb minmax-
h¶anyad, p¶eld¶aul DL = 56 ¶es DH = 60 eset¶en azonban a dominancia m¶eg
az utilitarista fÄuggv¶enyre is teljesÄul: ¹UL = 33;43 < 33;56 = ÛL. Finomabb
beoszt¶as eset¶en, amikor 11 ¶evj¶arat van, ÛL > ¹UL minden t¶arsadalmi j¶ol¶eti
fÄuggv¶enyre igaz: a dominancia ¶all (vÄo. Simonovits, 2004).
6 Heterog¶en munka¶aldozat
A kÄovetkeztet¶esek levon¶asa el}ott egy tÄukÄormodellt vizsg¶alunk, ahol a mun-
ka¶aldozatok kÄulÄonbÄoznek ¶es a v¶arhat¶o ¶elettartamok egyeznek (vÄo. Diamond,
2003, 6. fejezet ¶es Sheshinski, 2004). Mint a Bevezet¶esben m¶ar hangs¶ulyoztuk,
ez az eset az¶ert is nagyon fontos, mert ez b¶ujik meg az eszmei sz¶amlarendszer
gondolata mÄogÄott. Lemondunk az el}oz}o modellhez hasonl¶o teljes kifejt¶esr}ol,
csup¶an az ¶uj pontokat ¶erintjÄuk. A semleges, illetve az ¶ujraeloszt¶o rendsze-
rekr}ol sz¶ol¶o alpont rendre megfelel a 3. ¶es a 4. pontnak.
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Semleges rendszer
Legyen D a kÄozÄos v¶arhat¶o ¶elettartam, ¶es legyen a k¶etf¶ele dolgoz¶oi pillanatnyi
hasznoss¶agfÄuggv¶eny ui, i = H;L, ahol uH > uL. (A szok¶asos szereposzt¶ast
megtartva, nev¶evel ellent¶etben, a H-t¶³pusnak kisebb a munka¶aldozata, mint
az L-nek.) Az i-t¶³pus ¶eletp¶alya-hasznoss¶agfÄuggv¶enye
Ui = Rui + (D ¡ R)v(b) : (6:1)
FeltesszÄuk majd, hogy
v(1) = 0 ¶es uH < v(1) ¡ v0(1)(¿ + 1) : (6:2)
Ebben az alpontban term¶eszetesen feltesszÄuk az ¶eletp¶alya-j¶arul¶ek ¶es -j¶a-
rad¶ek egyenl}os¶eg¶et:
¿R = b(D ¡ R) vagy b = ¿R
D ¡ R vagy R =
b
¿ + b
D : (6:3)
Ism¶et hull¶ammal jelezzÄuk a semleges megold¶ast. Behelyettes¶³tve (6.3)-at
(6.1)-be:
~Ui = 'i(b)D; ahol 'i(b) =
uib + v(b)¿
¿ + b
: (6:4)
El}oszÄor a semleges els}o legjobb megold¶ast jellemezzÄuk.
10. t¶etel. a) L¶etezik egyetlen egy semleges els}o legjobb megold¶as: fb¤i ;R¤i gHi=L,
ahol b¤L < b
¤
H ¶es b
¤
i kiel¶eg¶³ti a kÄovetkez}o egyenletet:
ui ¡ v(b¤i ) + v0(b¤i )(¿ + b¤i ) = 0; i = H; L : (6:5)
b) Az L-t¶³pus hamarabb megy nyugd¶³jba, mint a H-t¶³pus: R¤L < R
¤
H, a
szolg¶alati id}ok a kÄovetkez}ok:
R¤i =
b¤i
¿ + b¤i
D; i = H;L : (6:6)
Bizony¶³t¶as. A bizony¶³t¶as az anal¶og 3. t¶etel bizony¶³t¶as¶ahoz hasonl¶³t, kiv¶eve
b¤L < b
¤
H -t, amely uL < uH ¶es (6.5) ÄosszefÄugg¶esb}ol kÄovetkezik.
M¶asodik legjobb megold¶asokra t¶erve, most azt tesszÄuk fel, hogy az egy¶enek
ismerik saj¶at munka¶aldozatukat, de a korm¶anyzat csak azok eloszl¶as¶at ismeri.
Ekkor a j¶arad¶ekszab¶alynak ki kell el¶eg¶³tenie az ¶erdekelts¶egi felt¶etelt. ¶Erde-
ke-e a H-t¶³pusnak ¶ugy tennie, mintha L-t¶³pus lenne? Nem, mert fenn¶all az
¶erdekelts¶egi felt¶etel: bH > bL-b}ol kÄovetkezik 'H(bH) > 'H(bL). M¶egink¶abb
ford¶³tva.
6. kÄovetkezm¶eny. A semleges m¶asodik legjobb megold¶as egybeesik az els}o
legjobbal.
ÄOsszevetve ezt a helyzetet a 3. ¶es 4. t¶etel kapcsolat¶aval, a kÄulÄonbs¶eg nyil-
v¶anval¶o: ott a hazug H-t¶³pus ingyen j¶arad¶ekot kapna a csal¶ard ¶uton szerzett
DH¡DL hossz¶us¶ag¶u id}oszakra, most viszont a korai visszavonul¶ast ar¶anyosan
csÄokkentett j¶arad¶ek k¶³s¶eri.
Rugalmas Äoregkori nyugd¶³jszab¶aly optim¶alis tervez¶ese k¶et t¶³pus eset¶en 35
¶Ujraeloszt¶o rendszer
Az egyedÄuli v¶altoz¶as az ¶eletp¶alya-egyenleget ¶erinti: zi = ¿Ri ¡ bi(D ¡ Ri),
m¶³g (4.2) egyszer}usÄodik:
HX
i=L
fi[¿Ri ¡ bi(D ¡ Ri)] = 0 : (6:7)
A t¶argyal¶ast egyszer}us¶³tend}o, az elemz¶est az utilitarista t¶arsadalmi j¶ol¶eti
fÄuggv¶enyre szor¶³tjuk:
V = fHUH + fLUL :
A Bevezet¶esben m¶ar eml¶³tettÄuk, hogy ebben az esetben nincs bels}o legjobb
szolg¶alati id}op¶ar. Ha el akarjuk kerÄulni azt a r¶emes helyzetet, hogy a H-t¶³pus
¶elete v¶eg¶eig dolgozik, m¶³g az L-t¶³pus semmit sem dolgozik, akkor (i) vagy
korfÄugg}o munka¶aldozatot teszÄunk fÄol; (ii) vagy el}ore meg kell hat¶aroznunk
minim¶alis ¶es maxim¶alis nyugd¶³jkorokat: Rm ¶es RM , 0 < Rm < RM < D. Mi
a (ii)-t v¶alasztjuk.
Ekkor igaz a
11. t¶etel a) Az ¶ujraeloszt¶o els}o legjobb megold¶asban az L-t¶³pus a lehet}o
leghamarabb, a H-t¶³pus a lehet}o legk¶es}obb megy nyugd¶³jba:
R±L = Rm ¶es R
±
H = RM : (6:8)
b) Mindk¶et t¶³pus azonos j¶arad¶ekot kap:
b±L = b
±
H = b
± = ¿
fHRM + fLRm
D ¡ fHRM ¡ fLRm
: (6:9)
c) A minim¶alis ¶es a maxim¶alis szolg¶alati id}oknek ki kelle el¶eg¶³teniÄuk a bm <
b± < bM egyenl}otlens¶eget, ahol bm ¶es bM (6.5)-ben van meghat¶arozva.
Bizony¶³t¶as. Megint m¶erlegeljÄuk a megfelel}o Lagrange-fÄuggv¶enyt:
L =
X
i
fif[uiRi + v(bi)(D ¡ Ri)] + ¹¿Ri ¡ ¸bi(D ¡ Ri)g :
Az i = H;L eset¶en a parci¶alis deriv¶altak
L0Ri = fif[ui ¡ v(bi)] + ¹¿ + ¹bi ;
L0bi = fifv0(bi)(D ¡ Ri) ¡ ¹(D ¡ Ri)g :
Mivel bi nem lehet sarokmegold¶as, Ri < D, teh¶at L0bi = 0-b¶ol kÄovetkezik
v0(bi) = ¹, ahonnan bH = bL. Behelyettes¶³tve L0Ri-be, (6.5) kÄovetkez}o,
sarokmegold¶asos ¶altal¶anos¶³t¶as¶at kapjuk:
uL ¡ v(b±) + v0(b±)(¿ + b±) < 0 < uH ¡ v(b±) + v0(b±)(¿ + b±) : (6:5±)
Val¶oban, (6.8) sarokmegold¶ashoz jutunk. Ekkor a kÄolts¶egvet¶esi korl¶atb¶ol
(6.9) ad¶odik.
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V¶egÄul el¶erkeztÄunk az ¶ujraeloszt¶o m¶asodik legjobb rendszerhez. Ism¶et egy
relev¶ans ¶erdekelts¶egi felt¶etelÄunk van; a H-t¶³pusnak ne legyen ¶erdeke ¶ugy ten-
nie, mintha L-t¶³pus¶u lenne:
uHRH + v(bH)(D ¡ RH) ¸ uHRL + v(bL)(D ¡ RL) : (6:10H)
Szab¶alyos optimumban az egyenl}otlens¶eg egyenl}os¶egg¶e egyszer}usÄodik:
uHRH + v(bH)(D ¡ RH) = uHRL + v(bL)(D ¡ RL) : (6:10H0)
12. t¶etel a) Az ¶ujraeloszt¶o m¶asodik legjobb allok¶aci¶o egy 4-v¶altoz¶os, 2-korl¶atos
maximaliz¶al¶asi feladat megold¶asa.
b) A H-t¶³pus k¶es}obb megy nyugd¶³jba, mint az L-t¶³pus: R̂L < R̂H; ¶es
nagyobb, els}o legjobb j¶arad¶ekot kap: b̂L < b̂H = b¤H .
Bizony¶³t¶as. VegyÄuk a kieg¶esz¶³tett Lagrange-fÄuggv¶enyt:
L̂ = L + ºf[uH ¡ v(bH)]RH + v(bL)D ¡ [uH ¡ v(bL)]RL ¡ v(bL)Dg :
Bels}o megold¶ast felt¶etelezve, tegyÄuk a parci¶alis deriv¶altakat null¶av¶a:
L̂0RH = (fH + º)[uH ¡ v(bH)] + fH¹(¿ + bH) = 0 ; (6:11)
L̂0RL = (fL ¡ º)f[uL ¡ v(bL)] + fL¹¿ + ¹bLg ¡ º(uH ¡ uL) = 0 ; (6:12)
L̂0bH ¼ (fH + º)v0(bH) ¡ fH¹ = 0 ; (6:13)
L̂0bL ¼ (fL ¡ º)v0(bL) ¡ fL¹ = 0 : (6:14)
(6.11) ¶es (6.13) maga ut¶an vonja (6.5)-t: b̂H = b¤H . (6.13){(6.14)-b¶ol kÄovet-
kezik
(fH + º)v
0(bH)
(fL ¡ º)v0(bL)
=
fH
fL
;
ahonnan v0(bL) > v0(bH), azaz b̂L < b̂H .
Felhaszn¶alva a b̂H = b¤H egyenl}os¶eget, fokozatos kikÄuszÄobÄol¶essel a felt¶eteles
maximaliz¶al¶asi feladatunk a kÄovetkez}o egyv¶altoz¶os maximaliz¶al¶asi feladatra
egyszer}usÄodik (vÄo. 8. t¶etel).
13. t¶etel. Legyen fL = fH = 1=2, ¿ = 1 ¡ b¤ ¶es legyen bL egy pozit¶³v
skal¶ar. Az ¶ujraeloszt¶o m¶asodik legjobb megold¶ast a 0 < bL · b¤H szakaszon
¶ertelmezett, kÄovetkez}o skal¶ar{skal¶ar fÄuggv¶enye maximaliz¶al¶asa adja:
V (bL) =
UL(bL) + UH(bL)
2
;
ahol
RL(bL) =
[(v¤ ¡ uH)(b¤ + bL) ¡ v¤ + v(bL)]D
(v¤ ¡ uH)(¿ + bL) ¡ u + v(bL)
; (6:15)
UL(bL) = [uL ¡ v(bL)]RL(bL) + v(bL)D ; (6:1L)
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RH(bL) = b
¤D + bLD ¡ (¿ + bL)RL(bL) ; (6:16)
UH(bL) = (uH ¡ v¤)RH(bL) + v¤D : (6:1H)
VegyÄuk ¶eszre, hogy a szÄuks¶eges helyettes¶³t¶esek ut¶an minden korl¶at csak
bL-t}ol fÄugg.
Megjegyz¶es. VegyÄuk ¶eszre a 3{4. pont ¶es a mostani pont kÄozti ha-
sonl¶os¶agot, m¶egha csak az utilitarista esetre is szor¶³tkozunk. P¶eld¶aul mindk¶et
modellben az ¶ujraeloszt¶o m¶asodik legjobb H-j¶arad¶ek megegyezik a semleges
els}o legjobb H-j¶arad¶ekkal. Ugyanakkor fontos kÄulÄonbs¶egek is mutatkoznak:
bels}o optimum ¶all szemben sarokmegold¶assal, stb.
A 2. t¶abl¶azatban bemutatjuk a n¶egy optimum sz¶amszer}u ¶ert¶ek¶et.
Szolg¶alati id}o J¶arad¶ek ¶Eletp¶alya egyenleg
Szab¶aly rÄovid hossz¶u kicsi nagy rÄovid hossz¶u
RL RH bL bH zL zH
Semleges 1. legjobb 40,7 44,0 0,57 0,80 0,0 0,0
Semleges 2. legjobb 40,7 44,0 0,57 0,80 0,0 0,0
¶Ujraeloszt¶o 1. legjobb 40,0 45,0 0,68 0,68 ¡2,2 2,2
¶Ujraeloszt¶o 2. legjobb 28,0 52,0 0,49 0,80 ¡7,6 7,6
2. t¶abl¶azat. Nyugd¶³jszab¶alyok Äosszehasonl¶³t¶asa: elt¶er}o munka¶aldozat
Megjegyz¶es. 1. D = 55, fL = fH = 0;5; ¿ = 0;2, "1 = "2 + 0;8.
Egyszer}us¶³tve a feladatot, tegyÄuk fÄol, hogy a szolg¶alati id}ok, vagy ezzel
egyen¶ert¶ek}uen, a nyugd¶³jaz¶asi korok el}ore meghat¶arozottak. Ekkor igaz a
7. kÄovetkezm¶eny (VÄo. Sheshinski, 2004). Ha a nyugd¶³jaz¶asi korok el}ore
meghat¶arozottak, akkor az ¶ujraeloszt¶o harmadik legjobb (b̂H ; b̂L) j¶arad¶ekokat
(6:7) ¶es (6:10H 0) hat¶arozza meg.
7 KÄovetkeztet¶esek
Az optim¶alis mechanizmustervez¶es elm¶elet¶et alkalmazva neh¶ezs¶egi sorrend-
ben v¶egig mentÄunk n¶eh¶any nyugd¶³jÄosztÄonz¶esi feladaton. 1. KÄulÄonbÄoz}o v¶arhat¶o
¶elettartam¶u egy¶enekb}ol ¶all¶o n¶epess¶eg eset¶en elemi modellÄunkben tiszt¶aztuk
az autark, a hagyom¶anyos ¶es a kiigaz¶³tott hagyom¶anyos j¶arad¶ek kapcsolat¶at.
2. Bevezetve az egy¶eni hasznoss¶ag- ¶es a t¶arsadalmi j¶ol¶eti fÄuggv¶enyt, sikerÄult
meghat¶arozni a t¶arsadalmilag optim¶alis els}o ¶es m¶asodik legjobb optim¶alis
szolg¶alati id}oket ¶es nyugd¶³jakat. 3. A legtÄobb esetben azt tapasztaltuk, hogy
a szimmetrikus inform¶aci¶ora vonatkoz¶o els}o legjobb optimum (m¶as n¶even:
autarkia) nagyon elt¶er az aszimmetrikus inform¶aci¶ora vonatkoz¶o m¶asodik
legjobb optimumt¶ol. A feladat bonyolults¶aga miatt ¶altal¶aban numerikus szi-
mul¶aci¶ora k¶enyszerÄultÄunk.
Elhanyagoltunk tÄobb nagyon fontos t¶enyez}ot: a keresetek ¶es a munka¶aldo-
zatok korfÄugg¶es¶et, a keresetalap szolg¶alatiid}o-fÄugg¶es¶et, a munk¶aba l¶ep¶esi id}ok
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kÄulÄonbÄoz}os¶eg¶et, v¶egÄul de nem utols¶osorban, az ad¶orendszer hat¶as¶at. Ebben a
v¶egletekig lecsupasz¶³tott modellcsal¶adban is ¶erdekes eredm¶enyeket kaptunk.
Tov¶abbi kutat¶asnak kell tiszt¶azni a kapott eredm¶enyek robusztuss¶ag¶at. Amit
m¶ar ma is megtudtunk, hogy az ¶un. tisztess¶eges j¶arad¶ekfÄuggv¶eny biztos¶³t¶as-
matematikailag nem tisztess¶eges.
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DESIGNING OPTIMAL RETIREMENT RULES: TWO TYPES
This paper considers the simplest case of optimal design of old-age pension rule
with °exible retirement, namely when the population consists of two types: (ex-
pectedly) shorter- and longer-lived. 1. Under traditional fair rule, the government
pays an annuity to each individual, equaling to the ratio of lifetime contributions
to the average remaining life expectancy at retirement. Having private information
on his own life expectancy, every individual chooses his retirement age. Because
the shorter-lived work less than the longer-lived, this rule pays too high reward to
the longer-lived and too little to the others, moreover, the average balance is also
negative. 2. Because of asymmetric information, incentive compatible rules should
be considered. Setting separate budget constraints for each type, we can derive
the neutral second-best rule, which, however, yields too low bene¯ts and retirement
age for the shorter-lived. 3. Replacing the type-speci¯c constraints by an aggregate
one, but retaining the incentive compatibility constraints, the government chooses
the socially optimal rule, which maximizes the social (cohort) welfare. The socially
optimal pension rule dampens the traditional fair rule but still redistributes from
the shorter-lived to the longer-lived. 4. The neutral rule is not only welfare infe-
rior to but often dominated by the redistributive one. 5. Extending the analysis
for populations with heterogeneous labor disutilities (but with homogeneous life
expectancy), the neutral solution is acceptable.
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KORRUPCI¶O ¶ES AD¶OSS¶AGDINAMIKA1
BESSENYEI ISTV¶AN
PTE KÄozgazdas¶agtudom¶anyi Kar
CikkÄunk a korrupci¶o ad¶oss¶agdinamik¶ara gyakorolt hat¶as¶at vizsg¶alja egy
neoklasszikus nÄoveked¶esi modell keretei kÄozÄott. Megmutatjuk, hogy er}osebb
korrupci¶o eset¶en nagyobb a korm¶anyzat mozg¶astere a ¯sk¶alis politika ki-
alak¶³t¶asa sor¶an, mivel eredm¶enyesebb¶e v¶alnak az ¶allamad¶oss¶ag stabiliz¶al¶as¶ara
ir¶anyul¶o tÄorekv¶esek. Mind a v¶allalatok, mind pedig a h¶aztart¶asok oldal¶an k¶et
elkÄulÄonÄult szektort kÄulÄonbÄoztetÄunk meg. ModellÄunkben nem szerepel sem
kÄozponti tervez}o, sem pedig t¶arsadalmi j¶ol¶eti fÄuggv¶eny. Ehelyett azt tesszÄuk
fel, hogy a megtakar¶³tani k¶epes h¶aztart¶asok igyekeznek j¶ol¶etÄuket v¶egtelen
id}ohorizonton maximaliz¶alni.
1 Modellfeltev¶esek
Egy kor¶abbi tanulm¶anyomban (Bessenyei (2001)) bemutattam, mik¶ent ¶erinti
a korrupci¶o bevezet¶ese Ramsey (1928) modellj¶enek stabilit¶asi tulajdons¶agait,
illetve mennyiben befoly¶asolja a korrupci¶o er}oss¶eg¶enek megv¶altoz¶asa az e-
gyens¶ulyi helyzet jellemz}oit. Abban a cikkben kiz¶ar¶olag a kiegyens¶ulyozott
korm¶anyzati kÄolts¶egvet¶es eset¶enek elemz¶es¶ere szor¶³tkoztam, ¶³gy ott az ad¶os-
s¶agdinamika bekapcsol¶as¶ara nem volt lehet}os¶eg. Ebben a dolgozatban felte-
szem, hogy a korm¶anyzat a bev¶eteleit meghalad¶o kiad¶astÄobbletet kÄotv¶eny-
kibocs¶at¶assal fedezi, ¶es azt vizsg¶alom, mik¶ent befoly¶asolja a korrupci¶o az
¶allamad¶oss¶ag alakul¶as¶at.
Mind kor¶abbi munk¶amban, mind e mostaniban azt a tranzakci¶ot tekintem
korruptnak, melynek sor¶an a kÄozszf¶era l¶atsz¶olag v¶as¶arol valamit, val¶oj¶aban
azonban semmit nem kap a ki¯zetett p¶enz¶ert. Az ilyen korm¶anyzati v¶as¶arl¶as
c¶elja kÄozp¶enzek szem¶elyes jÄovedelemm¶e tÄort¶en}o transzform¶al¶asa. Mauro (1998)
szerint az ¶³gy meghat¶arozott korrupt tranzakci¶o a val¶os¶agban ugyan szinte
soha nem fordul el}o, azonban a korm¶anyzat v¶as¶arl¶asainak jelent}os r¶esze fel-
bonthat¶o egy korrupci¶o mentes ¶es egy korrupt v¶as¶arl¶asra.
Az ad¶oss¶agdinamika t¶emakÄor¶eben ma m¶ar klasszikusnak sz¶am¶³t Diamond
(1965) cikke, ez¶ert az al¶abbiakban bemutat¶asra kerÄul}o modell premissz¶ait
leghelyesebb annak feltev¶eseivel egybevetve t¶argyalni.
1A dolgozat elk¶esz¶³t¶es¶et az OTKA T037291 sz¶am¶u p¶aly¶azata t¶amogatta, mely¶ert
a szerz}o ez¶uton fejezi ki kÄoszÄonet¶et. Be¶erkezett: 2003. okt¶ober 2. e-mail:
essenyei@ktk.pte.hu.
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1.1 H¶aztart¶asok
Diamond eml¶³tett cikk¶eben az ad¶oss¶agdinamika probl¶em¶aj¶at az egyÄutt ¶el}o
nemzed¶ekek modellj¶enek keretei kÄozÄott t¶argyalja, ahol az egy¶enek tervez¶esi
id}ohorizontja k¶et peri¶odus. Az els}o peri¶odusban dolgoznak, ¶es jÄovedelmÄuk
egy r¶esz¶et megtakar¶³tj¶ak. A m¶asodikban nem dolgoznak, ¶es nem is takar¶³tanak
meg, fogyaszt¶asukat kor¶abban felhalmozott vagyonukb¶ol ¯nansz¶³rozz¶ak. A
korrupci¶o modellez¶ese sor¶an azonban c¶elszer}ubb v¶egtelen id}ohorizontra ter-
vez}o h¶aztart¶asokat felt¶etelezni, s ezen belÄul megkÄulÄonbÄoztetni a megtakar¶³tani
k¶epes ¶es k¶eptelen h¶aztart¶asokat. Az elhat¶arol¶ast a K¶aldor (1956) cikk¶eben
ismertetett alternat¶³v jÄovedelemeloszt¶asi elm¶elet nyom¶an tesszÄuk meg.
A b¶erb}ol ¶es ¯zet¶esb}ol ¶el}o h¶aztart¶asok kiz¶ar¶olag b¶erjÄovedelemhez jutnak, il-
letve a nem b¶erjelleg}u jÄovedelmek mennyis¶ege elhanyagolhat¶o. A korm¶anyzat
¶altal ¯zetett j¶ol¶eti transzferekt}ol az egyszer}us¶eg ¶erdek¶eben eltekintÄunk, ¶es
feltesszÄuk, hogy a h¶aztart¶asok ezen szektora saj¶at¶³tja el a gazdas¶agban k¶ep-
z}od}o Äosszes b¶erjÄovedelmet. Hasonl¶o feltev¶est alkalmaz pl. K¶aldor ¶es Mirrlees
(1962) nÄoveked¶esi modellje. A b¶erb}ol ¶es ¯zet¶esb}ol ¶el}o h¶aztart¶asok nem taka-
r¶³tanak meg, ¶³gy fogyaszt¶asukat C1-gyel jelÄolve:
(1) C1 = (1 ¡ ¿)wL ;
ahol ¿ a valamennyi h¶aztart¶asra egys¶egesen alkalmazott line¶aris ad¶okulcs,
¶es 0 < ¿ < 1, w a b¶err¶ata, L pedig a rendelkez¶esre ¶all¶o ¶es a termel¶esben
felhaszn¶alt munka mennyis¶ege. FeltesszÄuk, hogy az ad¶okat kiz¶ar¶olag a h¶az-
tart¶asok ¯zetik, a v¶allalatok nem ad¶oznak. A h¶aztart¶asok m¶asik szektor¶at
az elit h¶aztart¶asok alkotj¶ak. Ezek saj¶at¶³tj¶ak el a t}okejÄovedelmeket, az ¶allam-
kÄotv¶enyek ut¶an ¯zetett kamatokat ¶es a korrupci¶ob¶ol sz¶armaz¶o jÄovedelmet is.
Mivel e h¶aztart¶asok b¶erjÄovedelme javar¶eszt szinek¶ur¶akb¶ol ad¶odik, azt is a kor-
rupci¶os Äosszegek kÄozt kell ¯gyelembe venni. Az elit h¶aztart¶asok fogyaszt¶as¶an
k¶³vÄul az itt k¶epzett megtakar¶³t¶as is sz¶amottev}o. JelÄolje a t}okejavak hozam¶at
r, mely ut¶an a tulajdonos h¶aztart¶as ad¶ot ¯zet. Nem kell viszont ad¶ot ¯zetni
az ¶allampap¶³rok hozama ut¶an, ez¶ert ennek nagys¶aga: (1 ¡ ¿)r. Ezek szerint
a megtakar¶³t¶asi fÄuggv¶eny:
(2) S = (1 ¡ ¿)(rA + Y2) ¡ C2 ;
ahol C2 az elit h¶aztart¶asok fogyaszt¶asa, ¶es C = C1 + C2. Az elit h¶aztart¶asok
vagyon¶at A jelÄoli, ez a t}oke¶allom¶any ¶es az ¶allamkÄotv¶enyek ¶allom¶any¶anak az
Äosszeg¶evel egyenl}o, azaz:
(3) A = K + B :
Diamond egyÄutt ¶el}o nemzed¶ekek konstrukci¶oj¶aval szemben teh¶at model-
lÄunk a Ramsey (1928) cikk¶eben alkalmazott megkÄozel¶³t¶est kÄoveti. A k¶et
megkÄozel¶³t¶es kÄozti kapcsolatot Blanchard (1985) tanulm¶anya t¶arta fel, meg-
mutatva, hogy amennyiben feltesszÄuk, hogy a k¶et peri¶odusra tervez}o dÄont¶es-
hoz¶o altruista m¶odon viszonyul a ¯atalabb gener¶aci¶ohoz, s ¶³gy hasznoss¶aga
nem csup¶an saj¶at fogyaszt¶as¶at¶ol, hanem gyermekei j¶ol¶et¶et}ol is fÄugg, akkor az
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egyÄutt ¶el}o nemzed¶ekek modellj¶enek mozg¶asegyenletei megegyeznek a Ramsey-
modell mozg¶asegyenleteinek diszkr¶et idej}u v¶altozat¶aval. Bevezetve teh¶at az
egyÄutt ¶el}o gener¶aci¶ok kÄozti transzfer lehet}os¶eg¶et az egyÄutt ¶el}o nemzed¶ekek
modellj¶ebe, az Ramsey konstrukci¶oj¶aval azonos eredm¶enyre vezet.
1.2 V¶allalatok
A korrupci¶o egyszer}ubb modellez¶ese c¶elj¶ab¶ol Diamond egyetlen termel}o szek-
tort felt¶etelez}o megkÄozel¶³t¶es¶evel szemben a v¶allalatokat is k¶et szektorba oszt-
juk. Az els}obe tartozik minden olyan termel}o egys¶eg, mely fogyaszt¶asi cikkeket,
beruh¶az¶asi javakat, illetve olyan kÄozjavakat ¶all¶³t el}o, amelyek hat¶artermel¶e-
kenys¶ege null¶an¶al nagyobb. A m¶asodik szektorba tartoz¶o v¶allalatok kiz¶ar¶olag
azon kÄozjavakat ¶all¶³tj¶ak el}o, melyek hat¶artermel¶ekenys¶ege z¶erus. E v¶allalatok
funkci¶oja a korm¶anyzati kiad¶asok egy r¶esz¶enek kÄozvetlen jÄovedelemm¶e tÄort¶en}o
¶atalak¶³t¶asa, teh¶at korrupci¶os csatornak¶ent m}ukÄodnek.
Az egyes szektorok bev¶eteleire az al¶abbi ÄosszefÄugg¶esek ¶erv¶enyesek:
(4) Y1 = C + I + G1 ¶es Y2 = G2 ;
ahol Yi az egyes szektorok kibocs¶at¶as¶at, I a brutt¶o beruh¶az¶asok nagys¶ag¶at, Gi
pedig az egyes v¶allalati szektorokt¶ol tÄort¶en}o korm¶anyzati v¶as¶arl¶as nagys¶ag¶at
jelÄoli. Diamond modellj¶ehez hasonl¶oan feltesszÄuk, hogy a sk¶alahozad¶ek kons-
tans, ¶³gy az els}o szektor v¶allalatai ¶altal ¯zetett jÄovedelmek kimer¶³tik az itt
k¶epz}od}o teljes ¶arbev¶etelt, azaz:
(5) Y1 = (r + ±)K + wL ;
ahol ± az amortiz¶aci¶os h¶anyad.
A m¶asodik szektor tev¶ekenys¶eg¶ehez szÄuks¶eges termel¶esi t¶enyez}ok mennyi-
s¶eg¶et az egyszer}us¶eg ¶erdek¶eben ¯gyelmen k¶³vÄul hagyjuk, ¶³gy az ide tartoz¶o
v¶allalatok nem ¯zetnek t¶enyez}ojÄovedelmeket. Az els}odleges jÄovedelemeloszt¶as
sor¶an e v¶allalatok teljes bev¶etele a tulajdonos h¶aztart¶asokhoz kerÄul.
1.3 Beruh¶az¶asok
Diamond modellj¶ehez hasonl¶oan ¶elÄunk azzal a neoklasszikus feltev¶essel, mely
szerint minden megtakar¶³t¶as automatikusan beruh¶az¶ass¶a v¶alik. Mivel azon-
ban az ¶allampap¶³rok kock¶azata l¶enyegesen alacsonyabb a t}oketulajdon koc-
k¶azat¶an¶al, a megtakar¶³t¶asoknak csak az ¶allampap¶³rok felv¶as¶arl¶asa ut¶an fenn-
marad¶o r¶esze kerÄul beruh¶az¶asra, azaz:
(6) _K = S ¡ _B ¡ ±K :
1.4 KÄozjavak ¶es korrupci¶o
A korrupci¶o modellez¶es¶ehez n¶elkÄulÄozhetetlen, hogy mind Ramsey, mind pedig
Diamond konstrukci¶oj¶aval ellent¶etben ¯gyelembe vegyÄuk a kÄozjavakat. Ezeket
a korm¶anyzat ingyenesen biztos¶³tja a v¶allalatok sz¶am¶ara. FeltesszÄuk, hogy a
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korm¶anyzati kiad¶asok nagys¶aga a nemzeti jÄovedelemmel egyenesen ar¶anyos,
azaz: G = gY . Annak ¶erdek¶eben, hogy alaposabban megvizsg¶alhassuk,
mik¶ent hat a kÄolts¶egvet¶es els}odleges egyenlege az ¶allamad¶oss¶ag alakul¶as¶ara, g
¶ert¶ek¶et ¿ -hoz hasonl¶oan a korm¶anyzat ¶altal meghat¶arozott exog¶en konstans-
nak tekintjÄuk. Nem tesszÄuk fel teh¶at olyan automatizmus l¶etez¶es¶et, mely e
param¶eterek nagys¶ag¶at kÄozvetlenÄul az ¶allamh¶aztart¶as hi¶any¶anak fÄuggv¶eny¶e-
ben hat¶arozn¶a meg. Egy ilyen feltev¶es ugyanis az ¶altal¶anoss¶ag szÄuks¶egtelen
megszor¶³t¶as¶at eredm¶enyezn¶e, hisz az ad¶oss¶ag/GDP ar¶any m¶ers¶ekl}od¶es¶et az
els}odleges de¯cit nÄovel¶ese ¶es csÄokkent¶ese egyar¶ant kiv¶althatja: mind az ad¶os-
s¶agb¶ol kin}oni, mind pedig az abb¶ol kifogyni igyekv}o gazdas¶agpolitika ered-
m¶enyes lehet. Mivel nem kÄotjÄuk ki a korm¶anyzat kiad¶asainak ¶es bev¶eteleinek
a megegyez¶es¶et, az al¶abbiakat ¶³rhatjuk:
(7) ¿(rK + wL + Y2) 6= G1 + G2 = G = gY ¶es G2 = ¹G :
A ¹ korrupci¶os param¶eter, megmutatja, hogy a korm¶anyzati kiad¶asok mek-
kora h¶anyada ,,csurog vissza" az elit h¶aztart¶asokhoz. g-hez hasonl¶oan fel-
tesszÄuk, hogy a korrupci¶o er}oss¶eg¶et kifejez}o ¹ param¶eter is exog¶en konstans,
tov¶abb¶a 0 · ¹ · 1.
A (7) ÄosszefÄugg¶es felhaszn¶al¶as¶aval Y2 = G2 = ¹G = ¹gY ad¶odik, amib}ol
Y = Y1+Y2 miatt kapjuk, hogy az egyes szektorok kibocs¶at¶asa kÄozÄott egyenes
ar¶anyoss¶ag ¶all fenn:
(8) Y2 =
¹g
1 ¡ ¹gY1; tov¶abb¶a Y = Y1 + Y2 miatt Y =
1
1 ¡ ¹gY1 :
1.5 Technol¶ogia
Barro (1990) a kÄozjavak bevezet¶ese sor¶an alkalmazott aggreg¶alt termel¶esi
fÄuggv¶enyben a korm¶anyzati kiad¶asokat termel¶esi t¶enyez}ok¶ent szerepelteti. Je-
len esetben azonban csak a korm¶anyzati kiad¶asok (1 ¡¹)-ed r¶esze tekinthet}o
olyan er}oforr¶asnak, mely az 1. szektorban foly¶o termel¶es sor¶an felhaszn¶alhat¶o.
Mauro (1998) szerint a korrupci¶o olyan, r¶eszben improdukt¶³v ¶ori¶asberuh¶az¶a-
sok ind¶³t¶as¶ara ÄosztÄonzi a dÄont¶eshoz¶okat, melyek r¶ev¶en kÄonnyen jutnak nagy
Äosszeg}u cs¶usz¶op¶enzhez. Ebb}ol viszont az kÄovetkezik, hogy a korm¶anyzati
kiad¶asok improdukt¶³vnak tekinthet}o r¶esze sem kÄozjavakk¶a nem v¶alik, sem
az elit h¶aztart¶asokhoz nem kerÄul, hanem egyszer}uen elt}unik a rendszerb}ol.
Helyesebb lenne teh¶at az 1. szektor tev¶ekenys¶eg¶et el}oseg¶³t}o kÄozjavak mennyi-
s¶eg¶et a G1 = (1 ¡¹)®G formul¶aval meghat¶arozni, ahol az ® > 1 param¶eter a
korm¶anyzati kiad¶asok im¶ent eml¶³tett disszip¶aci¶oj¶anak er}oss¶eg¶et m¶eri. Csak-
hogy a partikul¶aris ¶erdekb}ol ind¶³tott improdukt¶³v beruh¶az¶as els}osorban a
piaci mechanizmusokat kikapcsol¶o szocialista gazdas¶ag karakterisztikuma.
Mivel a jelen konstrukci¶ot ¶elesen el k¶³v¶anom hat¶arolni a tervgazdas¶ag b¶armely
modellj¶et}ol, ezt a jelens¶eget a tov¶abbiakban ¯gyelmen k¶³vÄul hagyom, azaz fel-
teszem, hogy ® = 1. Ennek megfelel}oen az els}o szektor termel¶esi fÄuggv¶enye
a kÄovetkez}o:
(9) Y1 = F (K; ¹L; G1) = F
µ
K; ¹L;
g ¡ ¹g
1 ¡ ¹gY1
¶
:
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Az ¶atalak¶³t¶as sor¶an felhaszn¶altam, hogy a (7) ÄosszefÄugg¶esb}ol G1 = (1¡¹)gY ,
tov¶abb¶a a (8) egyenletet. Re¶alis egyszer}us¶³t}o feltev¶es, hogy L nÄoveked¶esi
r¶at¶aja z¶erus, tov¶abb¶a az egyszer}us¶eg ¶erdek¶eben nagys¶ag¶at egys¶egnyinek fogjuk
tekinteni, teh¶at L = 1. A munkak¶³m¶el}o exog¶en technikai halad¶ast a hat¶ekony
munk¶ara bevezetett ¹L = emt v¶altoz¶o reprezent¶alja. A line¶aris homogenit¶as
miatt a (9) egyenlet mindk¶et oldal¶at elosztva ¹L-sal:
¹y =
Y1
¹L
= F
µ
K
¹L
; 1;
g ¡ ¹g
1 ¡ ¹g
Y1
¹L
¶
= ~F
µ
¹k;
g ¡ ¹g
1 ¡ ¹g ¹y
¶
= ~F
µ
¹k;
G1
¹L
¶
;
ahol ¹y az egys¶egnyi hat¶ekony munk¶ara es}o kibocs¶at¶as nagys¶ag¶at jelÄoli az els}o
szektorban, ¹k pedig ugyanott az egys¶egnyi hat¶ekony munk¶ara es}o t}oke meny-
nyis¶eg¶et, a hat¶ekony t}okeintenzit¶ast. Az egyes szimb¶olumok fÄolÄott szerepl}o
von¶as az egys¶egnyi hat¶ekony munk¶ara es}o nagys¶agokat jelÄoli, a hull¶amjel pe-
dig a termel¶esi fÄuggv¶eny k¶etv¶altoz¶os fel¶³r¶asi m¶odj¶ara ¶ertelmezett kateg¶ori¶akat.
Ha feltesszÄuk, hogy F folytonosan di®erenci¶alhat¶o, akkor ~F is az, tov¶abb¶a az
implicit fÄuggv¶eny t¶etel szerint, fel¶³rhat¶o F intenz¶³v form¶aja:
(10) ¹y = f(¹k) :
FeltesszÄuk, hogy a (10) fÄuggv¶eny j¶ol viselked}o, azaz kiel¶eg¶³ti az Inada-
felt¶eteleket. Mivel a t¶enyez}ojÄovedelmek a hat¶artermel¶ekenys¶egek alapj¶an
hat¶aroz¶odnak meg, szÄuks¶egÄunk lesz e fÄuggv¶eny deriv¶altj¶ara. Az implicit
fÄuggv¶eny t¶etel szerint:
f 0(¹k) =
~F1
1 ¡ g¡¹g1¡¹g ~F2
;
ahol az als¶o indexek ~F megfelel}o v¶altoz¶o szerinti parci¶alis deriv¶altjait jelÄolik.
f 0(¹k) > 0 teljesÄul¶es¶ehez fel kell tenni, hogy g¡¹g1¡¹g
~F2 < 1, ami nem jelenti az
¶altal¶anoss¶ag kÄulÄonÄosebb megszor¶³t¶as¶at, hisz ¹yG1 =
1¡¹g
g¡¹g miatt ez a kifejez¶es az
~F fÄuggv¶eny m¶asodik v¶altoz¶oj¶ara vonatkoz¶o parci¶alis termel¶esi rugalmass¶aggal
egyenl}o. A g¡¹g
1¡¹g
~F2 kifejez¶es teh¶at azt mutatja meg, hogy az egys¶egnyi
hat¶ekony munk¶ara es}o kÄozjavak mennyis¶eg¶enek egy sz¶azal¶ekos nÄovel¶ese h¶any
sz¶azal¶ekkal nÄoveli az egys¶egnyi hat¶ekony munk¶ara es}o kibocs¶at¶as nagys¶ag¶at.
¶Igy a csÄokken}o hozad¶ek elv¶eb}ol kÄovetkezik, hogy e rugalmass¶ag egyn¶el kisebb.
Bevezetve az ~F fÄuggv¶eny parci¶alis termel¶esi rugalmass¶agaira rendre az ~²1 ¶es
~²2 jelÄol¶eseket, ~F1 = ~²1
f(¹k)
¹k
, ¶es ¶³gy f 0(¹k) = ~²1
1¡~²2
f(¹k)
¹k
. A jobb oldalon ¶all¶o kife-
jez¶es m¶asodik t¶enyez}oje a t}oke ¶atlagtermel¶ekenys¶eg¶evel egyenl}o, ¶³gy a t}oke
parci¶alis termel¶esi rugalmass¶aga:
(11) ²K =
~²1
1 ¡ ~²2
:
Megjegyzend}o, hogy F line¶aris homogenit¶asa miatt
(12) ~²1 + ~²2 < 1 :
Az egyenl}otlens¶eg fenn¶all¶asa Cobb-Douglas t¶³pus¶u termel¶esi fÄuggv¶enyre egy-
szer}u sz¶amol¶assal ellen}orizhet}o.
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1.6 JÄovedelemeloszt¶as
Diamond (1965) cikk¶ehez hasonl¶oan elfogadjuk a hat¶artermel¶ekenys¶eg jÄovede-
lemeloszt¶asi elm¶elet¶et, ¯gyelembe v¶eve az amortiz¶aci¶ot ¶es az exog¶en technikai
halad¶ast. A kamatl¶ab eszerint az al¶abbi formul¶aval hat¶arozhat¶o meg:
(13) r = f 0(¹k) ¡ ± = ~²1
1 ¡ ~²2
f(¹k)
¹k
¡ ± :
A konstans amortiz¶aci¶os r¶ata feltev¶ese miatt a t}oke hat¶artermel¶ekenys¶eg¶et
kifejez}o f 0(¹k) gÄorbe kulcsszerepet j¶atszik a kamatl¶ab meghat¶aroz¶as¶aban. A
korrupci¶o hat¶as¶anak vizsg¶alata sor¶an fontos tiszt¶azni, mik¶ent hat ¹ ¶ert¶ek¶enek
megv¶altoz¶asa az f 0(¹k) gÄorbe helyzet¶ere. A (9) ÄosszefÄugg¶es szerint G1 =
g¡¹g
1¡¹g Y1. Egyszer}u deriv¶al¶assal ellen}orizhet}o, hogy
@G1
@¹ < 0, azaz er}osebb
korrupci¶o eset¶en csÄokken az 1. szektor kibocs¶at¶as¶anak meghat¶aroz¶asa sor¶an
¯gyelembe vehet}o kÄozjavak mennyis¶ege, s ez a t}oke hat¶artermel¶ekenys¶eg¶et
csÄokkenti, ami az f 0(¹k) fÄuggv¶enygÄorbe lefel¶e tÄort¶en}o elmozdul¶as¶at eredm¶e-
nyezi. Mindebb}ol a kamatl¶abra:
(14)
@r
@¹
< 0
kÄovetkezik. A b¶erb}ol ¶es ¯zet¶esb}ol ¶el}ok helyzet¶enek meg¶³t¶el¶es¶et az (1) egyenlet
mellett a hat¶ekony t}okeintenzit¶as ¶es a b¶err¶ata kÄozti al¶abbi ÄosszefÄugg¶es teszi
lehet}ov¶e:
(15) w = [f(¹k) ¡ ¹kf 0(¹k)]emt = 1 ¡ ~²1 ¡ ~²2
1 ¡ ~²2
f(¹k)emt :
A b¶err¶ata nÄoveked¶esi r¶at¶aja a (15) egyenlet id}o szerint tÄort¶en}o deriv¶al¶asa
r¶ev¶en ad¶odik:
(16) ŵ = ²K + ¹̂k + m :
Ezek az ÄosszefÄugg¶esek a kor¶abbi cikkemben bemutatottak ¶altal¶anos¶³t¶as¶a-
nak is tekinthet}ok, amennyiben nem kÄotÄom ki Cobb-Douglas t¶³pus¶u termel¶esi
fÄuggv¶eny alkalmaz¶as¶at, ¶es az amortiz¶aci¶ot is ¯gyelembe veszem.
2 A modell mozg¶asegyenletei
Az elit h¶aztart¶asok dinamikus optimaliz¶al¶asi probl¶em¶aj¶ab¶ol ad¶odik ezek op-
tim¶alis fogyaszt¶asi p¶aly¶aja, amit a (38) transzverzalit¶asi felt¶etellel egyÄutt a
(17) di®erenci¶alegyenlet hat¶aroz meg. A levezet¶es az A fÄuggel¶ekben tal¶alhat¶o.
Ugyanitt kÄovethet}o nyomon a hat¶ekony t}okeintenzit¶as (18) ¶es az ad¶oss¶ag/
GDP ar¶any (41) mozg¶asegyenlet¶enek sz¶armaztat¶asa. Behelyettes¶³tve az ut¶ob-
biba a (13) ÄosszefÄugg¶est, ¶es a jobb oldalt ¶atalak¶³tva az al¶abbi dinamikus
rendszerhez jutunk.
(17) ¹̂c2 =
1
µ
·
1 ¡ ¿
1 ¡ ¹g
¡
f 0(¹k) ¡ (1 ¡ ¹g)±
¢
¡ ½
¸
¡ m ;
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(18) _¹k =
·
(1 ¡ ¿)~²1
1 ¡ ~²2
+
(1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g
¸
f(¹k) ¡ (m + 2± ¡ ±¿)¹k ¡ ¹c2 ;
(19) _b = [g ¡ ¿ ] + (1 ¡ ¿)(f 0(¹k) ¡ ±)b ¡
µ
²K
²K + ²¹L
¹̂k + m
¶
b :
A fenti szab¶alyoz¶asi rendszer egyetlen ¶allapotv¶altoz¶oja b = B=Y , az
ad¶oss¶ag/GDP h¶anyados. A szab¶alyoz¶asi vektor elemei: az elit h¶aztart¶asok
egys¶egnyi hat¶ekony munk¶ara es}o fogyaszt¶asa: ¹c2 ¶es a hat¶ekony t}okeintenzit¶as:
¹k. A (17) ¶es (18) di®erenci¶alegyenletek a szab¶alyoz¶asi vektor mozg¶asegyenletei.
A szab¶alyoz¶asi vektor alakul¶as¶at le¶³r¶o mozg¶asegyenleteket a tov¶abbiakban
versenyszf¶er¶anak, az ¶allapotegyenletet kÄolts¶egvet¶esi szf¶er¶anak nevezzÄuk.
ModellÄunkben teh¶at a versenyszf¶era hat¶arozza meg a kÄolts¶egvet¶esi szf¶era
alakul¶as¶at, azaz a ¹c2 ¶es ¹k v¶altoz¶ok p¶alyagÄorb¶ej¶et}ol fÄugg az ad¶oss¶ag/GDP
h¶anyados alakul¶asa. ¶Igy a korm¶anyzat a g ¶es ¿ param¶eterek ¶ert¶ekeinek
megv¶altoztat¶asa r¶ev¶en m¶odos¶³thatja mind a versenyszf¶era nÄoveked¶esi p¶aly¶aj¶at,
mind pedig az ad¶oss¶ag/GDP h¶anyados alakul¶as¶at meghat¶aroz¶o (19) ¶allapot-
egyenletet. Tov¶abb¶a a (14) egyenl}otlens¶eg szerint az r = f 0(¹k) ¡ ± kamatl¶ab
nagys¶aga nem fÄuggetlen a korrupci¶o er}oss¶eg¶et}ol, teh¶at ¹ ¶ert¶eke nem csak
a versenyszf¶er¶at, hanem a (19) mozg¶asegyenlet r¶ev¶en a kÄolts¶egvet¶esi szf¶era
¶allapot¶at is befoly¶asolja.
A kÄovetkez}o szakaszban szemÄugyre vesszÄuk, hogy milyen felt¶etelek mel-
lett tekinthetjÄuk a szab¶alyoz¶asi vektort egyens¶ulyinak, ¶es legfeljebb mekkora
kÄolts¶egvet¶esi de¯cit mellett ¶allhat fenn ez az egyens¶uly. Ezt kÄovet}oen kimu-
tatjuk az egyens¶ulyi helyzet stabilit¶as¶at. A 4. szakaszban az ¶allapotv¶altoz¶o
alakul¶as¶at vizsg¶aljuk egyens¶ulyi szab¶alyoz¶asi vektor mellett, az 5-ben pedig a
(17)-(19) rendszer szab¶alyozhat¶os¶ag¶aval kapcsolatban teszÄunk n¶eh¶any meg-
jegyz¶est.
3 A versenyszf¶era egyens¶ulya
Az elit h¶aztart¶asok optim¶alis fogyaszt¶asi p¶aly¶aj¶at a (17) ¶es (18) mozg¶as-
egyenletek hat¶arozz¶ak meg, kieg¶esz¶³tve a (38) transzverzalit¶asi felt¶etellel. E
rendszer ¯xpontj¶at ¶ertelmezzÄuk a versenyszf¶era egyens¶ulyak¶ent. Mivel a (18)
mozg¶asegyenlet szerint a hat¶ekony t}okeintenzit¶as alakul¶as¶at az els}odleges
de¯cit is befoly¶asolja, lehet}os¶eg ny¶³lik annak vizsg¶alat¶ara, hogy g¡¿ mekkora
nagys¶aga teszi lehet}ov¶e a versenyszf¶era egyens¶uly¶at. A versenyszf¶era egyen-
s¶ulyi helyzet¶eben ¹̂c2 = 0 ¶es ¹̂k = 0 teljesÄul. Ekkor K̂ = Ĉ2 = m, tov¶abb¶a
a (16) egyenlet szerint ŵ = m. Figyelembe v¶eve, hogy _L = 0, az (1) Äossze-
fÄugg¶es kÄovetkezm¶enye, hogy a b¶erb}ol ¶es ¯zet¶esb}ol ¶el}o h¶aztart¶asok egyens¶ulyi
fogyaszt¶asa is m r¶ata szerint nÄovekszik. Egyens¶uly eset¶en az elit h¶aztart¶asok
fogyaszt¶asa is ugyanezen r¶ata szerint n}o. A (13) egyenletb}ol kÄovetkez}oen
ekkor a kamatl¶ab konstans, ¶³gy az (5) ÄosszefÄugg¶es szerint Ŷ1 = m ¶es a (8)
egyenletb}ol ad¶od¶oan Y2 is ugyanezen r¶ata szerint nÄovekszik.
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Dinamikus rendszerÄunk ¯xpontj¶aban a (17) ¶es (18) mozg¶asegyenletek bal
oldal¶an z¶erus szerepel, ami lehet}ov¶e teszi ¹k ¶es ¹c2 egyens¶ulyi ¶ert¶ekeinek a
meghat¶aroz¶as¶at. JelÄolje ezeket ¹k¤, illetve ¹c¤2, az egyens¶uly felt¶etele ekkor:
(20) f 0(¹k¤) = (1 ¡ ¹g)
µ
µm + ½
1 ¡ ¿ + ±
¶
:
Mivel f j¶ol viselked}o fÄuggv¶eny, a hat¶ekony t}okeintenzit¶as egyens¶ulyi ¶ert¶ek¶enek
egzisztenci¶aja ¶es unicit¶asa biztos¶³tott. Az ¶allamad¶oss¶ag kezel¶es¶ere szolg¶al¶o
kÄulÄonf¶ele strat¶egi¶ak meg¶³t¶el¶ese ¶erdek¶eben c¶elszer}u tiszt¶azni, hogy mik¶ent
hat a korm¶anyzati beavatkoz¶as ¹k¤ ¶ert¶ek¶ere. A (10) fÄuggv¶eny levezet¶ese
sor¶an l¶attuk, hogy az 1. szektor kibocs¶at¶asa fÄuggetlen ¿ nagys¶ag¶at¶ol, teh¶at
az ad¶okulcs nÄovel¶ese helyben hagyja a negat¶³v meredeks¶eg}u f 0(¹k) gÄorb¶et,
nÄoveli viszont a (20) egyenlet jobb oldal¶an ¶all¶o kifejez¶es ¶ert¶ek¶et. ¶Igy ma-
gasabb ad¶okulcs alkalmaz¶asa a hat¶ekony t}okeintenzit¶as egyens¶ulyi ¶ert¶ek¶enek
csÄokken¶es¶et eredm¶enyezi. Nem ilyen egyszer}u a helyzet a korm¶anyzati kia-
d¶asok GDP-hez viszony¶³tott ar¶any¶anak, azaz a g param¶eternek a nÄovel¶ese
eset¶en. Ekkor ugyanis az f 0(¹k) gÄorbe is elmozdul. Mivel azonban g nÄovel¶ese
a kÄozjavak rendelkez¶esre ¶all¶o mennyis¶eg¶enek emelked¶es¶et eredm¶enyezi, ez a
t}oke hat¶artermel¶ekenys¶eg¶et is nÄoveli. Ismert, hogy f 0(¹k) a t}oke hat¶arterme-
l¶ekenys¶ege, ez¶ert g nÄovel¶ese eset¶en az f 0(¹k) gÄorbe fÄolfel¶e tol¶odik. M¶asr¶eszt
g nÄovel¶es¶evel a fenti egyenlet jobb oldal¶an ¶all¶o kifejez¶es csÄokken, ami a ha-
t¶ekony t}okeintenzit¶as egyens¶ulyi ¶ert¶ek¶enek nÄoveked¶es¶ehez vezet. A ¯sk¶alis
beavatkoz¶as kÄovetkezm¶enyeit ezek szerint az al¶abbi egyenl}otlens¶egek foglal-
j¶ak Äossze:
(21)
@¹k¤
@g
> 0 valamint
@¹k¤
@¿
< 0 :
Behelyettes¶³tve az egyens¶uly (20) felt¶etel¶et a (21) egyenletbe, a kamatl¶ab
egyens¶ulyi nagys¶ag¶ara a kÄovetkez}o kifejez¶est kapjuk:
(22) r¤ =
(µm + ½)(1 ¡ ¹g)
1 ¡ ¿ ¡ ¹g± ;
amib}ol l¶athat¶o, hogy a (14) egyenl}otlens¶egnek megfelel}oen er}osebb korrupci¶o
alacsonyabb egyens¶ulyi kamatl¶abat eredm¶enyez. A (38) transzverzalit¶asi
felt¶etel kiel¶eg¶³t¶es¶ehez egyens¶ulyban ezek szerint
(23)
1 ¡ ¿
1 ¡ ¹g
µ
(µm + ½)(1 ¡ ¹g)
1 ¡ ¿ ¡ ¹g± + ¹g±
¶
= µm + ½ > m
teljesÄul¶ese szÄuks¶eges. Ezzel ekvivalens transzverzalit¶asi felt¶etel ad¶odik Ram-
sey kÄozjavakat ¶es korrupci¶ot mell}oz}o modellj¶eben (pl. Barro ¶es Sala-i-Martin
(1995)).
A versenyszf¶era dinamik¶aj¶at le¶³r¶o rendszer ¯xpontja term¶eszetesen csak
abban az esetben tekinthet}o egyens¶ulyinak, ha ott az elit h¶aztart¶asok fo-
gyaszt¶asa pozit¶³v. A kÄovetkez}okben ennek szÄuks¶eges felt¶etel¶et vezetjÄuk le. A
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(18) di®erenci¶alegyenletb}ol az elit h¶aztart¶asok egys¶egnyi hat¶ekony munk¶ara
es}o egyens¶ulyi fogyaszt¶asa:
(24) ¹c¤2 =
·
(1 ¡ ¿)~²1
1 ¡ ~²2
+
(1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g
¸
f(¹k¤) ¡ (m + 2± ¡ ±¿)¹k¤ :
JelÄolje a _¹k = 0 teljesÄul¶ese mellett a ¹c2 maxim¶alis ¶ert¶ek¶et eredm¶enyez}o ha-
t¶ekony t}okeintenzit¶ast ¹kg, a ¹c2 = 0 egyenlet teljesÄul¶es¶et biztos¶³t¶o nagys¶agot
pedig ¹k0. Amennyiben a (18) mozg¶asegyenlet bal oldal¶an ¶all¶o szÄogletes z¶ar¶o-
jelben szerepl}o kifejez¶es pozit¶³v, ¹kg ¶es ¹k0 egzisztenci¶aja ¶es unicit¶asa biz-
tos¶³tott. Ismert, hogy Ramsey (1928) modellj¶eben 0 < ¹k¤ < ¹kg < ¹k0 tel-
jesÄul. Bessenyei (2001) cikkemben megmutattam, hogy korrupci¶o eset¶en, ki-
egyens¶ulyozott kÄolts¶egvet¶es mellett csak a 0 < ¹k¤ < ¹k0 rel¶aci¶ok ¶allnak fenn.
Az elit h¶aztart¶asok pozit¶³v fogyaszt¶asa azonban ez esetben is biztos¶³tott.
Megengedve a kÄolts¶egvet¶esi de¯citet azonban ¹c¤2 < 0 is el}ofordulhat. Ennek
elkerÄul¶es¶ehez a (24) egyenlet jobb oldal¶an a szÄogletes z¶ar¶ojelben ¶all¶o kifejez¶es
pozitivit¶asa szÄuks¶eges. Ebb}ol a kÄolts¶egvet¶esi de¯citre az al¶abbi egyenl}otlen-
s¶eg vezethet}o le:
(25) (1 ¡ ¿)
·
(1 ¡ ¹g) ~²1
1 ¡ ~²2
+ ¹g
¸
> g ¡ ¿ :
A bal oldalon ¶all¶o kifejez¶es pozitivit¶asa nem jelenti azt, hogy de¯cites kÄolt-
s¶egvet¶es mellett is felt¶etlenÄul fenn ¶all a versenyszf¶era egyens¶ulya, hisz a
fenti egyenl}otlens¶eg ¹c¤2 pozitivit¶as¶anak csup¶an szÄuks¶eges, de nem elegend}o
felt¶etele. A (12) rel¶aci¶ob¶ol kÄovetkezik, hogy a bal oldali kifejez¶es ¶ert¶eke ¹
nÄoveked¶es¶evel n}o. Ez azt jelenti, hogy min¶el er}oteljesebben jelen van a kor-
rupci¶o a gazdas¶agban, ann¶al magasabb els}odleges kÄolts¶egvet¶esi de¯cit mellett
lehet egyens¶ulyban a versenyszf¶era egy¶eb felt¶etelek v¶altozatlans¶aga eset¶en.
Hasonl¶o a helyzet a g param¶eterrel, ¶³gy a kÄolts¶egvet¶esi kiad¶asok GDP-hez
viszony¶³tott magasabb ar¶anya eset¶en is nagyobb lehet az els}odleges de¯cit.
Az egyens¶ulyi helyzet stabilit¶as¶anak vizsg¶alata sor¶an az al¶abbi lineariz¶alt
rendszerhez jutunk:
·
_¹k
_¹c2
¸
=
·
® ¡1
¯ 0
¸ · ¡
¹k ¡ ¹k¤
¢
(¹c ¡ ¹c¤)
¸
;
ahol :
® = (1¡¿)f 00(¹k¤)¹k¤ +
·
(1 ¡ ¿) + (1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g
¸
f 0(¹k¤)¡ (m+2± ¡±¿) ;
¯ =
1 ¡ ¿
µ(1 ¡ ¹g) ¹c
¤
2f
00(¹k¤) :
Neh¶ez lenne ® ¶ert¶ek¶er}ol kÄozelebbi kijelent¶est tenni, szerencs¶ere erre nincs
is szÄuks¶eg. Mivel ugyanis a m¶atrix karakterisztikus polinomja: ¸2 ¡ ®¸ + ¯,
a saj¶at¶ert¶ekek az
®§
p
®2¡4¯
2 formula szerint ad¶odnak. Tekintve, hogy az f
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fÄuggv¶eny j¶ol viselked}o, ¯ < 0, ¶es ¶³gy a k¶et saj¶at¶ert¶ek kÄozÄul az egyik pozit¶³v,
a m¶asik pedig negat¶³v. Ezek szerint a (17) ¶es (18) di®erenci¶alegyenletek ¶altal
meghat¶arozott dinamikus rendszert nyeregpont-stabilit¶as jellemzi. Az egyen-
s¶ulyi helyzet stabilit¶as¶at a (38) transzverzalit¶asi felt¶etel biztos¶³tja, r¶ak¶enysze-
r¶³tve az elit h¶aztart¶asokat ¹c2(0) ¶ert¶ek¶enek oly m¶odon tÄort¶en}o megv¶alaszt¶as¶ara,
ami az egyik egyens¶ulyi pont fel¶e halad¶o trajekt¶ori¶ara helyezi a rendszert.
4 A kÄolts¶egvet¶esi szf¶era egyens¶ulya
A tov¶abbiakban az ad¶oss¶ag/GDP ar¶any alakul¶as¶at kÄovetjÄuk nyomon, ebben
a szakaszban egyens¶ulyi helyzetben, a kÄovetkez}oben pedig disequilibriumban.
A kÄolts¶egvet¶esi szf¶era egyens¶uly¶an az ad¶oss¶ag/GDP h¶anyados v¶altozatlans¶a-
g¶at ¶ertjÄuk, m¶³g a kÄolts¶egvet¶es egyens¶ulya azt jelenti, hogy az els}odleges hi¶any
nagys¶aga ¶eppen z¶erus. Az egyens¶ulyi helyzet a kÄolts¶egvet¶esi szf¶era egyens¶u-
ly¶at jelenti.
Elv¶egezve a szÄogletes z¶ar¶ojelben ¶all¶o kifejez¶es felbont¶as¶at a (40) egyenlet-
ben, l¶athat¶o, hogy a (19) di®erenci¶alegyenlet jobb oldal¶an az utols¶o tagban
szerepl}o kerek z¶ar¶ojelben a kibocs¶at¶as nÄoveked¶esi r¶at¶aja ¶all. Az el}oz}o sza-
kaszban l¶attuk, hogy a versenyszf¶era egyens¶ulyi helyzet¶eben ez az exog¶en
technikai halad¶as r¶at¶aj¶aval egyenl}o, ¶³gy a kÄovetkez}ot ¶³rhatjuk:
(26) _b = (g ¡ ¿) + [(1 ¡ ¿)r¤ ¡ m]b ;
ahol r¤ a kamatl¶ab (22) egyenlettel meghat¶arozott egyens¶ulyi ¶ert¶eke. A
(26) egyenlet egy¶ebk¶ent ekvivalens Mell¶ar (2002) ad¶oss¶agdinamik¶ar¶ol sz¶ol¶o
tanulm¶any¶anak alapegyenlet¶evel. ModellÄunk azonban a jobb oldalon szerepl}o
v¶altoz¶ok endogeniz¶al¶as¶anak m¶as lehet}os¶eg¶et k¶³n¶alja.
A (26) di®erenci¶alegyenlet szerint de¯cites kÄolts¶egvet¶es eset¶en az ad¶oss¶ag/
GDP ar¶any csakis akkor nem nÄovekszik, ha az ¶allampap¶³rok hozama ala-
csonyabb a kibocs¶at¶as nÄoveked¶esi r¶at¶aj¶an¶al, azaz (1 ¡ ¿)r¤ < m. Ez az
egyenl}otlens¶eg nem mond ellent a transzverzalit¶asi felt¶etel teljesÄul¶es¶ehez szÄuk-
s¶eges (38) rel¶aci¶onak, ¶³gy nem ¶all¶³that¶o, hogy modellÄunkben a de¯cites kÄolt-
s¶egvet¶es felt¶etlenÄul az ad¶oss¶ag/GDP ar¶any nÄoveked¶es¶et eredm¶enyezn¶e. Ehhez
azonban az ad¶okulcsnak az
³
1 ¡ mr¤ ; 1 ¡
(1¡¹g)m
r¤+¹g±
´
intervallumba kell esnie.
Ez az intervallum ann¶al t¶agabb, min¶el magasabb ¹ ¶ert¶eke. Speci¶alisan kor-
rupci¶omentes esetben ilyen ¿ nem is l¶etezik. Ekkor ¿ = 1 ¡ mr¤ eset¶en az
ad¶oss¶ag/GDP h¶anyados nÄoveked¶ese ¶eppen az els}odleges de¯cit nagys¶ag¶aval
egyezik meg, ¶es ¿ b¶armilyen csek¶ely m¶ert¶ek}u csÄokkent¶ese elegend}o lenne a
(38) egyenl}otlens¶eg kiel¶eg¶³t¶es¶ehez. Kieg¶esz¶³tve a versenyszf¶era egyens¶uly¶anak
el}oz}o szakaszban adott felt¶eteleit a kÄolts¶egvet¶esi szf¶era hossz¶u t¶av¶u egyens¶u-
ly¶at meghat¶aroz¶o _b = 0 egyenlettel, ¶³gy a kÄovetkez}o meg¶allap¶³t¶ast tehetjÄuk:
Min¶el er}osebb a korrupci¶o, ann¶al magasabb lehet az ad¶okulcs egyens¶ulyt
biztos¶³t¶o ¶ert¶eke, teh¶at ann¶al nagyobb a korm¶anyzat mozg¶astere az ad¶opolitika
kialak¶³t¶asa sor¶an.
Im¶enti eredm¶enyÄunkhÄoz az egyens¶ulyi kamatl¶ab exog¶en adotts¶agk¶ent tÄor-
t¶en}o felt¶etelez¶ese mellett jutottunk. A kamatl¶ab endogeniz¶al¶as¶ahoz helyette-
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s¶³tsÄuk be a (22) ÄosszefÄugg¶est a (26) di®erenci¶alegyenletbe. Ekkor b mozg¶as-
egyenlete a kÄovetkez}o:
(27) _b = g ¡ ¿ + [(1 ¡ ¹g)(µm + ½) ¡ (1 ¡ ¿)¹g± ¡ m]b :
Mivel a jobb oldalon ¶all¶o kifejez¶es ¹ nÄoveked¶es¶evel csÄokken, a korrupci¶o
er}osÄod¶ese m¶ers¶ekli az ad¶oss¶ag/GDP h¶anyados nÄoveked¶esi Äutem¶et, s}ot, ha
a szÄogletes z¶ar¶ojelben ¶all¶o kifejez¶es negat¶³v, akkor ¶ert¶eke ak¶ar els}odleges
kÄolts¶egvet¶esi de¯cit eset¶en is v¶altozatlan maradhat, vagy csÄokkenhet. A
versenyszf¶era egyens¶ulya mellett a kÄolts¶egvet¶esi szf¶era egyens¶uly¶at fel nem
bor¶³t¶o els}odleges de¯cit teh¶at ann¶al nagyobb lehet, min¶el er}oteljesebb a kor-
rupci¶o. Itt is ¶erdemes a korrupci¶omentes ¹ = 0 esetet megvizsg¶alni. A (27)
di®erenci¶alegyenletb}ol kÄovetkezik, hogy _b = 0 akkor ¶es csakis akkor teljesÄul,
ha g¡¿b = m ¡ (µm + ½). Figyelembe v¶eve a transzverzalit¶asi felt¶etelnek a
versenyszf¶era egyens¶ulyi helyzet¶ere levezetett (23) alakj¶at, l¶athat¶o, hogy kor-
rupci¶o hi¶any¶aban ¶es pozit¶³v ¶allamad¶oss¶ag mellett az ad¶oss¶ag/GDP h¶anyados
¶ert¶eke csakis els}odleges kÄolts¶egvet¶esi tÄobblet (g < ¿) mellett maradhat v¶al-
tozatlan.
A (27) mozg¶asegyenletb}ol az ad¶oss¶ag/GDP h¶anyados egyens¶ulyi ¶ert¶eke is
egyszer}uen levezethet}o:
b¤ =
g ¡ ¿
m + (1 ¡ ¿)¹g± ¡ (1 ¡ ¹g)(µm + ½) :
A nevez}o ¹ nÄoveked¶es¶evel n}o, konstans els}odleges de¯cit mellett teh¶at ann¶al
nagyobb lehet b¤ ¶ert¶eke, min¶el er}osebb a korrupci¶o.
A (27) di®erenci¶alegyenlet gyakorlatban tÄort¶en}o alkalmaz¶as¶at jelent}osen
megnehez¶³ti, hogy mind az elit h¶aztart¶asok id}opreferencia r¶at¶aj¶at, mind pedig
az egyenletes fogyaszt¶asi p¶aly¶ahoz tÄort¶en}o ragaszkod¶as er}oss¶eg¶et m¶er}o µ pa-
ram¶etereket tartalmazza. Mivel ezek sz¶amszer}us¶³t¶ese meglehet}osen prob-
lematikus, c¶elszer}u a (23) transzverzalit¶asi felt¶etel alkalmaz¶as¶aval az ad¶oss¶ag/
GDP h¶anyados nÄoveked¶esi r¶at¶aj¶anak als¶o korl¶atj¶at levezetni. Be¶³rva a (23)
egyenl}otlens¶eget a (27) mozg¶asegyenletbe:
_b > g ¡ ¿ + [(1 ¡ ¹g)m ¡ (1 ¡ ¿)¹g± ¡ m]b :
Elv¶egezve az egyszer}us¶³t¶eseket a jobb oldalon, ¶es ¶atrendezve:
b̂ >
g ¡ ¿
b
¡ ¹g[m + ±(1 ¡ ¿)] :
Ezek szerint az ad¶oss¶ag/GDP ar¶any konstans szinten tart¶as¶anak szÄuks¶eges
felt¶etele:
g ¡ ¿
b
< ¹g[m + ±(1 ¡ ¿)] :
Ebb}ol a korm¶anyzati kiad¶asokra:
g <
¿
1 ¡ ¹b[m + ±(1 ¡ ¿)] :
52 Bessenyei Istv¶an
Most is l¶athat¶o, hogy a korrupci¶o er}osÄod¶ese lehet}ov¶e teszi a korm¶anyzati
kiad¶asok nÄovel¶es¶et az ad¶oss¶ag/GDP ar¶any konstans szintje mellett, tov¶abb¶a
¹ = 0 esetben egyenl}otlens¶egÄunk az els}odleges kÄolts¶egvet¶esi tÄobbletet el}o¶³r¶o
g < ¿ alakra egyszer}usÄodik.
Behelyettes¶³tve a (27) egyenletbe a (25) egyenl}otlens¶eget, megkapjuk az
ad¶oss¶ag/GDP ar¶any nÄoveked¶es¶enek azt a fels}o korl¶atj¶at, amely mellett az elit
h¶aztart¶asok fogyaszt¶asa m¶eg pozit¶³v lehet:
_b < (1 ¡ ¿)
·
(1 ¡ ¹g) ~²1
1 ¡ ~²2
+ ¹g
¸
+ [(1 ¡ ¹g)(µm + ½) ¡ (1 ¡ ¿)¹½± ¡ m] b :
Alkalmazzuk a jobb oldalra a Á(¹; b) jelÄol¶est az egyszer}ubb¶³r¶asm¶od ¶erdek¶eben.
Ezek ut¶an felvethet}o a k¶erd¶es, hogy mik¶ent befoly¶asolja a korrupci¶o _b fels}o
korl¶atj¶at a versenyszf¶era egyens¶ulya mellett. A parci¶alis deriv¶alt nem ad
egy¶ertelm}u v¶alaszt:
@Á
@¹
= (1 ¡ ¿)g 1 ¡ ~²1 ¡ ~²2
1 ¡ ~²2
¡ bg [µm + ½ + (1 ¡ ¿)±] :
A (12) egyenl}otlens¶eg miatt az els}o tag pozit¶³v, a m¶asodik viszont negat¶³v.
¶Erdekes ugyanakkor, hogy m¶³g az els}o tag nagys¶aga b-t}ol fÄuggetlen, a m¶aso-
dik¶e azzal egyenesen ar¶anyos. Ez azt jelenti, hogy a versenyszf¶era egyens¶ulya
mellett a korrupci¶o er}osÄod¶ese az ad¶oss¶ag/GDP h¶anyados nÄoveked¶es¶enek fels}o
korl¶atj¶at csÄokkenti, ha b ¶ert¶eke meghaladja az (1¡¿)(1¡~²1¡~²2)(1¡~²2)[µm+½+(1¡¿)±] kÄuszÄob-
¶ert¶eket. Amennyiben elmarad att¶ol, ¶ugy a ¹ nÄoveked¶es¶evel _b fels}o korl¶atja
nÄovekszik.
A korrupci¶o itt bemutatott hat¶asa mÄogÄott az az elv h¶uz¶odik meg, hogy a
kÄolts¶egvet¶esi hi¶anyt megtakar¶³t¶asokb¶ol kell ¯nansz¶³rozni. Min¶el elterjedtebb
a jelens¶eg, ann¶al magasabb az elit h¶aztart¶asok jÄovedelme, ¶³gy ann¶al tÄobbet
takar¶³tanak meg. A magas ¶allamad¶oss¶ag ezek szerint a lakoss¶agi jÄovedelmek
nagyfok¶u sz¶or¶od¶as¶at teszi szÄuks¶egess¶e modellÄunkben, ugyanis ez¶altal n}onek
a megtakar¶³t¶asok.
5 Stabiliz¶aci¶os strat¶egi¶ak
Az el}oz}o szakaszban az egyens¶ulyi helyzetre koncentr¶altunk. Az ott levezetett
eredm¶enyek azonban egyszer}uen alkalmazhat¶ok arra az esetre is, amikor a
gazdas¶agpolitika c¶elja az ad¶oss¶ag/GDP h¶anyados csÄokkent¶ese a versenyszf¶era
egyens¶ulya mellett. A tov¶abbiakban azt az esetet vesszÄuk szemÄugyre, amikor
valamilyen exog¶en t¶enyez}o a gazdas¶agot egyens¶ulyi helyzet¶eb}ol kit¶er¶³ti. Ez
tÄort¶enik p¶eld¶aul, amikor a v¶alaszt¶asok kÄozeledt¶evel a korm¶anyzat megk¶³s¶erli
az ad¶oss¶ag kinÄov¶es¶et, s ennek ¶erdek¶eben ,,kÄoz¶erzetjav¶³t¶o" int¶ezked¶eseket hoz.
ModellÄunkben ez mind a g param¶eter nÄovel¶ese, mind pedig ¿ csÄokkent¶ese
r¶ev¶en megval¶osulhat. A (21) egyenl}otlens¶egek szerint mindk¶et esetben a
hat¶ekony t}okeintenzit¶as egyens¶ulyi ¶ert¶ek¶enek nÄoveked¶ese kÄovetkezik be. A
(16) egyenlet szerint ekkor az ¶uj egyens¶ulyi helyzet kialakul¶as¶aig a re¶alb¶er az
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exog¶en technikai halad¶as r¶at¶aj¶an¶al gyorsabb Äutemben nÄovekszik. A b¶erb}ol
¶es ¯zet¶esb}ol ¶el}ok ¶altal ¶erz¶ekelhet}o kÄulÄonbs¶eg a k¶et int¶ezked¶es kÄozÄott abban
¶all, hogy az (1) egyenlet szerint az ad¶okulcs csÄokkent¶ese azonnal emeli a
fogyaszt¶asukat, m¶³g g nÄovel¶ese eset¶en a re¶alb¶ernÄovel}o hat¶as csak k¶es}obb, a
hat¶ekony t}okeintenzit¶as nÄoveked¶es¶evel jelentkezik. A korm¶anyzat fent eml¶³tett
beavatkoz¶as¶anak m¶asik kÄovetkezm¶enye a (19) egyenlet szerint _b nÄoveked¶ese,
ami az ¶altal¶anos b > 0 esetben az ad¶oss¶ag/GDP h¶anyados nÄoveked¶es¶evel is
egyÄutt j¶ar. A transzverzalit¶asi felt¶etel az egyetlen, ¶uj egyens¶ulyi helyzetbe
tart¶o p¶alyagÄorb¶ere k¶enyszer¶³ti a gazdas¶agot, az ¶allamad¶oss¶ag/GDP h¶anyados
alakul¶as¶at pedig e nÄoveked¶esi p¶aly¶an a (19) ¶allapotegyenlet ¶³rja le. Ennek az
egyenletnek a jobb oldal¶an h¶arom tag szerepel. Ezek rendre: az els}odleges
kÄolts¶egvet¶esi de¯cit, az ¶allamad¶oss¶ag kamatterhe ¶es a GDP nÄoveked¶es¶enek
ad¶oss¶ag/GDP h¶anyadost csÄokkent}o hat¶asa.
TegyÄuk fel, hogy a fent eml¶³tett gazdas¶ag¶el¶enk¶³t}o int¶ezked¶esek els}odleges
kÄolts¶egvet¶esi de¯citet eredm¶enyeznek. Ez a (19) egyenlet szerint Äonmag¶aban
b nÄoveked¶es¶enek ir¶any¶aba hat. Az ¶allamad¶oss¶ag kamatterhe szint¶en pozit¶³v,
de a hat¶ekony t}okeintenzit¶as gazdas¶ag¶el¶enk¶³t}o int¶ezked¶esek ¶altal kiv¶altott
nÄoveked¶ese a (13) egyenlet szerint a t}oke csÄokken}o hat¶artermel¶ekenys¶ege mi-
att m¶ers¶ekli a kamatl¶abat, ami e tag ¶ert¶ek¶et csÄokkenti. M¶asr¶eszt ¹̂k > 0, ami
az utols¶o tag r¶ev¶en az ad¶oss¶ag/GDP h¶anyados csÄokkent¶es¶enek ir¶any¶aban hat.
Ha ez a csÄokkent}o hat¶as meghaladja az els}odleges de¯cit ¶es a m¶ers¶ekl}od}o ka-
matteher Äosszeg¶et, akkor az eml¶³tett ,,kÄoz¶erzetjav¶³t¶o" int¶ezked¶esek r¶ev¶en a
gazdas¶agnak sikerÄul kin}onie az ad¶oss¶agb¶ol. Ha nem, akkor az ad¶oss¶agcsÄok-
kent¶es m¶asik ¶utja marad, g csÄokkent¶ese, illetve ¿ nÄovel¶ese. A sikert azonban e
megszor¶³t¶o int¶ezked¶esek sem garant¶alj¶ak. A k¶et restrikt¶³v int¶ezked¶es b¶arme-
lyike csÄokkenti ugyan az els}odleges kÄolts¶egvet¶esi de¯citet, a (21) parci¶alis
deriv¶altak szerint azonban a megszor¶³t¶o int¶ezked¶esek hat¶as¶ara csÄokken a
hat¶ekony t}okeintenzit¶as egyens¶ulyi ¶ert¶eke is. Mivel a versenyszf¶era egyens¶ulyi
helyzete stabil, ez a hat¶ekony t}okeintenzit¶as visszaes¶es¶et eredm¶enyezi, ami
nÄoveli a kamatl¶abat, ¶es ¶³gy az ¶allamad¶oss¶ag ut¶an ¯zetend}o kamatterhet is. A
hat¶ekony t}okeintenzit¶as csÄokken¶ese eset¶en tov¶abb¶a ¹̂k < 0, ¶³gy a (19) egyenlet
utols¶o tagj¶anak el}ojele is bizonytalann¶a v¶alik. Ez ut¶obbi hat¶asokat az els}od-
leges kÄolts¶egvet¶esi de¯cit csÄokken¶ese nem felt¶etlenÄul k¶epes kompenz¶alni, ¶³gy
semmi nem garant¶alja, hogy sikerÄul kifogyni az ad¶oss¶agb¶ol. Eg¶eszen biztosan
nem sikerÄul kifogyni az ad¶oss¶agb¶ol els}odleges kÄolts¶egvet¶esi de¯cit mellett, ha
a megszor¶³t¶asok kÄovetkezt¶eben a hat¶ekony t}okeintenzit¶as t¶uls¶agosan gyorsan
csÄokken, azaz
(28) ²K ¹̂k < m(²¹L + ²K) :
Amennyiben a korm¶anyzati kiad¶asok csÄokkent¶es¶enek illetve az ad¶okulcs eme-
l¶es¶enek azt a m¶ert¶ek¶et nevezzÄuk sokkter¶api¶anak, mely a GDP csÄokken¶es¶et,
azaz a (28) egyenl}otlens¶eg teljesÄul¶es¶et el}oid¶ezi, akkor azt mondhatjuk, hogy a
sokkter¶apia eredm¶enyess¶eg¶enek szÄuks¶eges felt¶etele az els}odleges kÄolts¶egvet¶esi
tÄobblet.
Mindezek ut¶an arr¶ol kell m¶eg sz¶olni, hogy mik¶ent ¶erinti a korrupci¶o az
ad¶oss¶agkezel¶es im¶ent vizsg¶alt k¶et strat¶egi¶aj¶anak eredm¶enyess¶eg¶et. A (19)
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mozg¶asegyenlet jobb oldal¶an egyetlen olyan kifejez¶es szerepel, melynek ¶ert¶ek¶et
¹ nagys¶aga befoly¶asolja: az r = f 0(¹k) ¡ ± kamatl¶ab.
Min¶el magasabb a kamatl¶ab, ann¶al kisebb az es¶elye az ad¶oss¶ag kinÄov¶es¶et
megk¶³s¶erl}o gazdas¶agpolitika sikeress¶eg¶enek. A (14) rel¶aci¶o szerint er}osebb
korrupci¶o eset¶en a kamatl¶ab alacsonyabb, teh¶at kÄonnyebben n}oheti ki a gaz-
das¶ag a felhalmozott ¶allamad¶oss¶agot. A nagyobb m¶ert¶ek}u korrupci¶o azonban
az ad¶oss¶agb¶ol kifogyni igyekv}o gazdas¶agpolitik¶at is el}oseg¶³ti, hisz az alacso-
nyabb kamatl¶ab ebben az esetben is kedvez}o a (41) di®erenci¶alegyenlet jobb
oldal¶an ¶all¶o kifejez¶es negativit¶as¶anak szempontj¶ab¶ol. E di®erenci¶alegyenlet
mindk¶et oldal¶at b-vel osztva l¶athat¶o, hogy a korrupci¶o er}osÄod¶ese a kamatl¶ab
m¶ers¶ekl¶ese r¶ev¶en ann¶al nagyobb m¶ert¶ekben csÄokkenti az ad¶oss¶ag/GDP h¶a-
nyados nÄoveked¶esi r¶at¶aj¶at, min¶el alacsonyabb az ad¶okulcs.
6 KÄovetkeztet¶esek
Dolgozatunkban a korrupci¶o ¶allamad¶oss¶agra gyakorolt hat¶as¶at vizsg¶alva azt
tal¶altuk, hogy min¶el elterjedtebb a jelens¶eg, ann¶al sikeresebben tarthatja
konstans szinten, vagy csÄokkentheti a korm¶anyzat az ad¶oss¶ag/GDP h¶anyados
¶ert¶ek¶et. Ez a kÄovetkeztet¶es a versenyszf¶era egyens¶uly¶aban ¶epp¶ugy ¶erv¶enyes,
mint a ¯sk¶alis expanzi¶o, illetve restrikci¶o ¶altal megv¶altoztatott egyens¶ulyi
helyzet fel¶e tart¶o nÄoveked¶esi p¶aly¶an. A korrupci¶o ¶allamad¶oss¶agot m¶ers¶ekl}o
hat¶as¶at egy¶ertelm}uen a (14) egyenl}otlens¶eg biztos¶³tja, mely szerint er}osebb
korrupci¶o alacsonyabb kamatl¶abat, s ¶³gy az ¶allamad¶oss¶ag ut¶an ¯zetend}o ala-
csonyabb kamatterhet eredm¶enyez.
E kulcsszerepet j¶atsz¶o ÄosszefÄugg¶essel szemben fÄolvethet}o, hogy azt egy
mindeddig ki nem mondott feltev¶es mellett kaptuk. Eszerint a hat¶ekony
t}okeintenzit¶as pro¯tmaximumot biztos¶³t¶o ¶ert¶ek¶enek meghat¶aroz¶asa sor¶an a
v¶allalatok ¯gyelembe veszik, hogy magasabb ad¶ok a produkt¶³v kÄozjavak na-
gyobb mennyis¶eg¶et eredm¶enyezik, s ¶³gy a t}oke hat¶artermel¶ekenys¶eg¶et nÄovelik.
A (13) egyenlet egy¶ebk¶ent a kamatl¶ab Barro (1990) kÄozjavakat t¶argyal¶o cikk¶e-
ben alkalmazott egyenlettel is ellent¶etben ¶all. Megmutathat¶o azonban, hogy a
korrupci¶o kamatl¶abat m¶ers¶ekl}o hat¶asa akkor is fenn¶all, ha Barro nyom¶an fel-
tesszÄuk, hogy a v¶allalatok nem ¶erz¶ekelik ad¶o¯zet¶esÄuk pozit¶³v extern hat¶as¶at.
Ezek ut¶an fÄol kell tenni a k¶erd¶est, val¶oban olyan kedvez}o-e a jelens¶eg az
ad¶oss¶agkezel¶es szempontj¶ab¶ol, mint az a fentiekb}ol kÄovetkezik, vagy vannak
a modellnek olyan feltev¶esei, melyek a korrupci¶o itt levezetett el}onyÄos tu-
lajdons¶agaihoz vezetnek. Ebb}ol a szempontb¶ol k¶et feltev¶es t}unik kÄulÄonÄosen
problematikusnak. Az egyik az, hogy a b¶erb}ol ¶es ¯zet¶esb}ol ¶el}o h¶aztart¶asok
nem takar¶³tanak meg, a m¶asik pedig a termel¶esi fÄuggv¶eny (9) egyenletben
adott speci¯k¶aci¶oja. Ennek kÄovetkezm¶enye ugyanis, hogy az egyens¶ulyi nÄo-
veked¶esi r¶ata a korrupci¶ot¶ol fÄuggetlen nagys¶agk¶ent jelenik meg a modellben.
A kibocs¶at¶as nÄoveked¶esi r¶at¶aj¶ara levezetett (40) ÄosszefÄugg¶es a (19) ¶allapot-
egyenlet jobb oldal¶anak utols¶o tagj¶aban jelenik meg kerek z¶ar¶ojelek kÄoz¶e ¶³rva.
L¶athat¶o, hogy ennek magasabb ¶ert¶eke az ad¶oss¶ag/GDP ar¶any csÄokken¶es¶et
eredm¶enyezi.
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A B fÄuggel¶ekben egy olyan termel¶esi fÄuggv¶enyt vezetÄunk be a modellbe,
melyre nem ¶erv¶enyes a t}oke csÄokken}o hozad¶ek¶anak elve. Az ilyen, AK t¶³pus¶u
termel¶esi fÄuggv¶enyek eset¶eben a munka hat¶artermel¶ekenys¶ege z¶er¶o. Barro ¶es
Sala-i-Martin (1995) kÄonyve e probl¶em¶at olym¶odon oldja meg, hogy munk¶an
a k¶epzetlen munk¶at ¶erti. ¶Igy a nyers munk¶ara vonatkoz¶o b¶err¶ata ugyan nulla,
a k¶epzett munka d¶³jaz¶asa viszont az abban megtestesÄul}o emberi t}oke alapj¶an,
a t}okejÄovedelmekre vonatkoz¶o d¶³jaz¶as szerint tÄort¶enik. E termel¶esi fÄuggv¶eny
alkalmaz¶asa teh¶at lehetetlenn¶e teszi k¶et szektor elhat¶arol¶as¶at a h¶aztart¶asok
oldal¶an. ModellÄunk terminol¶ogi¶aj¶aval ¶elve ¶³gy azt mondhatjuk, hogy most
valamennyi h¶aztart¶as az elithez tartozik, teh¶at mindegyik megtakar¶³t.
A B fÄuggel¶ekben levezetett (42) egyenl}otlens¶eg szerint a korrupci¶o er}o-
sÄod¶ese ebben az esetben is m¶ers¶ekli a kamatl¶ab nagys¶ag¶at. Ugyanitt azt is
megmutatjuk, hogy a t}oke ¶alland¶o hozad¶eka mellett a kibocs¶at¶as nÄoveke-
d¶esi r¶at¶aja nem fÄuggetlen a korrupci¶o er}oss¶eg¶et}ol. Az ÄosszefÄugg¶es ir¶any¶at
a (44) deriv¶alt el}ojele hat¶arozza meg, ami a szÄogletes z¶ar¶ojelben ¶all¶o kife-
jez¶est}ol fÄugg. Ezt ¶atalak¶³tva kapjuk, hogy ¹ > 1
²K
¡ 1¡²k
g²K
eset¶en a korrupci¶o
visszaszorul¶asa nÄoveli a kibocs¶at¶as nÄoveked¶esi r¶at¶aj¶at, ford¶³tott rel¶aci¶o eset¶en
csÄokkenti. Figyelembe v¶eve a (19) ¶allapotegyenletet, a korrupci¶o hat¶asa teh¶at
kett}os: egyr¶eszt a kamatl¶ab m¶ers¶ekl¶ese r¶ev¶en csÄokkenti az ¶allamad¶oss¶ag ut¶an
¯zetend}o kamatterhet, m¶asr¶eszt a gazdas¶ag nÄoveked¶esi Äutem¶et is befoly¶asolja.
Az ut¶obbi hat¶as ir¶anya azonban a korrupci¶o er}oss¶eg¶et}ol, a t}oke parci¶alis
termel¶esi rugalmass¶ag¶at¶ol ¶es a korm¶anyzati kiad¶asok GDP-hez viszony¶³tott
ar¶any¶at¶ol fÄugg.
Paldam (2002) empirikus kutat¶asai sor¶an er}os negat¶³v ir¶any¶u ÄosszefÄugg¶est
tal¶alt a korrupci¶o er}oss¶ege ¶es az egy f}ore es}o re¶al GDP m¶ert¶eke kÄozÄott, ¶³gy
val¶osz¶³n}us¶³thet}o, hogy az im¶ent felsorolt param¶eterekre ¶altal¶aban teljesÄul
a ¹ > 1
²K
¡ 1¡²k
g²K
rel¶aci¶o. Enn¶elfogva a korrupci¶o ad¶oss¶ag/GDP ar¶anyra
gyakorolt hat¶asa nem egy¶ertelm}u. Ha viszont ¹ ¶ert¶eke nem ¶eri el a fenti
kÄuszÄob¶ert¶eket, akkor tov¶abbra is azt mondhatjuk, hogy az er}osebb korrupci¶o
egy¶ertelm}uen el}onyÄos az ¶allamad¶oss¶ag kezel¶ese szempontj¶ab¶ol.
A fÄuggel¶ek
Az elit h¶aztart¶asok vagyon¶anak megv¶altoz¶asa jÄovedelmÄuk ¶es fogyaszt¶asuk
kÄulÄonbs¶eg¶evel, azaz megtakar¶³t¶asuk nagys¶ag¶aval egyenl}o, teh¶at a (2) egyen-
letnek megfelel}oen:
(29) _A = S = (1 ¡ ¿)(rA + Y2) ¡ C2
Figyelembe v¶eve, hogy a (8) ¶es (5) egyenletek szerint Y2 =
¹g
1¡¹g [(r + ±)K +
wL], tov¶abb¶a a (3) egyenletb}ol ad¶od¶oan K = A ¡ B, az elit h¶aztart¶asok
vagyon¶anak alakul¶as¶at az al¶abbi mozg¶asegyenlet ¶³rja le:
(30) _A =
1 ¡ ¿
1 ¡ ¹grA +
(1 ¡ ¿)¹g
1 ¡ ¹g ±A ¡
(1 ¡ ¿)¹g
1 ¡ ¹g [(r + ±)B ¡ wL] ¡ C2 :
Kiegyens¶ulyozott nÄoveked¶es csakis abban az esetben lehets¶eges, ha az elit
h¶aztart¶asok mindenkori hasznoss¶aga az al¶abbi CRRA (Constant Relative
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Risk Aversion) hasznoss¶agi fÄuggv¶eny szerint fÄugg foly¶o fogyaszt¶asukt¶ol:
(31) u = u(C2) =
C1¡µ2 ¡ 1
1 ¡ µ :
Mivel az elit h¶aztart¶asok v¶egtelen id}ohorizonton igyekeznek j¶ol¶etÄuket maxi-
maliz¶alni, dÄont¶esi probl¶em¶ajuk a kÄovetkez}o:
(32) max W =
1Z
0
e¡½t
C1¡µ2 ¡ 1
1 ¡ µ dt ;
¯gyelembe v¶eve a (30) egyenletet, valamint az ¶allamad¶oss¶ag ¶es a vagyon in-
dul¶o nagys¶ag¶at. ½ > 0 az id}opreferencia r¶at¶aj¶at jelÄoli. A probl¶em¶ahoz az
al¶abbi Hamilton-fÄuggv¶eny tartozik:
H(C2; ¸) = e
¡½t C
1¡µ
2
1 ¡ µ +
+ ¸
·
1 ¡ ¿
1 ¡ ¹grA +
(1 ¡ ¿)¹g
1¹g
±A ¡ (1 ¡ ¿)¹g
1 ¡ ¹g [(r + ±)B ¡ wL] ¡ C2
¸
:
A kanonikus egyenletek:
(33) ¸ = e¡½tC¡µ2
(34) _̧ = ¡ 1 ¡ ¿
1 ¡ ¹g (r + ¹g±)¸ :
Mivel a Hamilton-fÄuggv¶eny A-ban ¶es C2-ben konk¶av, a kanonikus egyen-
letek a lim
t!1
¸A = 0 transzverzalit¶asi felt¶etellel egyÄutt az elit h¶aztart¶asok op-
tim¶alis fogyaszt¶asi p¶aly¶aj¶anak nem csak szÄuks¶eges, hanem elegend}o felt¶eteleit
is meghat¶arozz¶ak. A (33) egyenletb}ol kÄovetkezik, hogy ¸ az elit h¶aztart¶asok
fogyaszt¶asb¶ol sz¶armaz¶o mindenkori hat¶arhaszn¶anak jelenre diszkont¶alt ¶ert¶e-
kek¶ent ¶ertelmezhet}o. A (33) egyenletet az id}o szerint di®erenci¶alva kapjuk,
hogy
_̧ = ¡e½tC¡µ2 (½ + µĈ2) = ¡¸(½ + µĈ2) :
Az ¶atalak¶³t¶as sor¶an a (33) egyenletet alkalmaztuk. Ĉ2 =
_C2
C2
az elit h¶aztart¶asok
fogyaszt¶as¶anak nÄoveked¶esi r¶at¶aja. Im¶enti ÄosszefÄugg¶esÄunk ¶es a (34) egyenlet
felhaszn¶al¶as¶aval
Ĉ2 =
1
µ
·
1 ¡ ¿
1 ¡ ¹g (r + ¹g±) ¡ ½
¸
:
Bevezetve a ¹c2 =
C2
L jelÄol¶est, amib}ol ¹̂c2 = Ĉ2 ¡ m, tov¶abb¶a felhaszn¶alva a
(13) ÄosszefÄugg¶est:
(35) ¹̂c2 =
1
µ
·
1 ¡ ¿
1 ¡ ¹g
¡
f 0(¹k) ¡ (1 ¡ ¹g)±
¢
¡ ½
¸
¡ m :
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A hat¶ekony t}okeintenzit¶as mozg¶asegyenlet¶enek levezet¶es¶ehez helyettes¶³tsÄuk
be a (6) egyenletbe a (29) megtakar¶³t¶asi fÄuggv¶enyt. Kapjuk, hogy _K =
(1 ¡ ¿)(rA + Y2) ¡ C2 ¡ _B ¡ ±K, ahol _B az ¶allamad¶oss¶ag v¶altoz¶asa. Ennek
nagys¶aga megegyezik az els}odleges kÄolts¶egvet¶esi hi¶any ¶es az ¶allamad¶oss¶ag
ut¶an ¯zetend}o kamatok Äosszeg¶evel, teh¶at:
(36) _B = (g ¡ ¿)Y + (1 ¡ ¿)rB :
Figyelembe v¶eve a (8) ÄosszefÄugg¶eseket, a kÄovetkez}oket ¶³rhatjuk:
_K = (1 ¡ ¿)
·
rA +
¹g
1 ¡ ¹gY1
¸
¡ C2 ¡
g ¡ ¿
1 ¡ ¹gY1 ¡ (1 ¡ ¿)rB ¡ ±K :
Alkalmazva a (3) egyenletet, az (1 ¡ ¿)rB tag kiesik, ¶es ¶³gy:
_K = (1 ¡ ¿)rK + (1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g Y1 ¡ ±K ¡ C2 :
A ¹c2 v¶altoz¶ohoz hasonl¶oan bevezetett hat¶ekony t}okeintenzit¶ast de¯ni¶al¶o
¹k = K¹L egyenlet mindk¶et oldal¶at az id}o szerint deriv¶alva:
_¹k = _Ke¡mt ¡ m¹k,
amib}ol:
_¹k = (1 ¡ ¿)r¹k + (1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g f(
¹k) ¡ (m + ±)¹k ¡ ¹c2 :
Felhaszn¶alva a (10) ¶es (13) egyenleteket, ¹k al¶abbi mozg¶asegyenlet¶et kapjuk:
(37) _¹k =
·
(1 ¡ ¿)~²1
1 ¡ ~²2
+
(1 ¡ ¿)¹g ¡ g + ¿
1 ¡ ¹g
¸
f(¹k) ¡ (m + 2± ¡ ±¿)¹k ¡ ¹c2 :
A limt!1 ¸A = 0 transzverzalit¶asi felt¶etel azt fejezi ki, hogy az elit h¶az-
tart¶asok birtok¶aban l¶ev}o befektet¶esek jelen¶ert¶ek¶enek v¶egtelen id}ohorizonton
null¶ahoz kell tartania. A ¸ v¶altoz¶o kikÄuszÄobÄol¶ese ¶erdek¶eben alkalmazzuk
a (34) di®erenci¶alegyenlet megold¶asa sor¶an a (33) egyenletet, majd behe-
lyettes¶³tve, a transzverzalit¶asi felt¶etel az al¶abbi form¶aban ad¶odik:
lim
t!1
A [C2(0)]
¡µ e
R
t
0
1¡¿
1¡¹g [r(v)+¹g±] dv = 0 ;
ahol r(v) a kamatl¶ab v id}opontbeli nagys¶ag¶at jelÄoli. Figyelembe v¶eve, hogy
¹L = emt, e v¶altoz¶oval szorozva ¶es osztva a bal oldalon:
lim
t!1
A
¹L
[C2(0)]
µ e
¡
R t
0
1¡¿
1¡¹g [r(v)+¹g±]¡m dv = 0 :
A fenti form¶aban fel¶³rt transzverzalit¶asi felt¶etel akkor ¶es csakis akkor teljesÄul,
ha fenn¶all az
(38)
1 ¡ ¿
1 ¡ ¹g [r + ¹g±] > m
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egyenl}otlens¶eg.
Az ad¶oss¶ag/GDP h¶anyados mozg¶asegyenleteinek levezet¶es¶ehez vegyÄuk a
b = BY egyenlet mindk¶et oldal¶anak id}o szerinti deriv¶altj¶at. Ekkor
(39) _b =
_B
Y
¡ bŶ :
Ŷ meghat¶aroz¶as¶ahoz pedig k¶epezzÄuk a (9) termel¶esi fÄuggv¶eny tot¶alis deri-
v¶altj¶at:
dY1 = F1dK + F2d¹L + F3dG1 ;
ahol Fi a fÄuggv¶eny i-edik v¶altoz¶o szerint vett parci¶alis deriv¶altja. Mindk¶et
oldalt dt-vel osztva:
_Y1 = F1 _K + F2
_¹L + F3 _G1 :
Figyelembe v¶eve, hogy G1 =
g¡¹g
1¡¹g Y1, elv¶egezve az id}o szerinti deriv¶al¶ast:
_G1 =
g¡¹g
1¡¹g
_Y1. Behelyettes¶³tve im¶enti egyenletÄunkbe, majd ¶atrendezve:
_Y1 = F1 _K + F2
_¹L + F3
g ¡ ¹g
1 ¡ ¹g
_Y1 :
A kÄozjavak parci¶alis termel¶esi rugalmass¶aga
²G1 =
F3G1
Y1
= F3
g ¡ ¹g
1 ¡ ¹g :
Figyelembe v¶eve tov¶abb¶a, hogy a t}oke parci¶alis termel¶esi rugalmass¶aga ²K =
F1K=Y1, a hat¶ekony munka parci¶alis termel¶esi rugalmass¶aga pedig ²¹L =
F2 ¹L=Y1, mindk¶et oldalt Y1-gyel osztva a kÄovetkez}o egyenlethez jutunk:
Ŷ1 = ²KK̂ + ²¹L ¹̂L + ²G1 Ŷ1 :
A (8) ÄosszefÄugg¶esb}ol kÄovetkezik, hogy Ŷ1 = Ŷ , m¶asr¶eszt feltev¶esÄunk sze-
rint ¹̂L = m. Figyelembe v¶eve tov¶abb¶a, hogy a line¶aris homogenit¶as miatt
²K + ²¹L + ²G1 = 1, a kÄovetkez}ot ¶³rhatjuk:
Ŷ = ²KK̂ + ²¹Lm + (1 ¡ ²K ¡ ²¹L)Ŷ :
Mivel K̂ = ¹̂k + m, egyenletÄunket ¶atrendezve Y kÄovetkez}o nÄoveked¶esi r¶at¶aj¶at
kapjuk:
(40) Ŷ =
1
²K + ²¹L
h
²K ¹̂k + m(²K + ²¹L)
i
:
Behelyettes¶³tve ezt a (39) egyenletbe ¶es ¯gyelembe v¶eve a (36) ÄosszefÄugg¶est,
b al¶abbi mozg¶asegyenlete ad¶odik:
(41) _b = [g ¡ ¿ ] + (1 ¡ ¿)rb ¡ 1
²K + ²¹L
h
²K ¹̂k + m(²K + ²¹L)
i
b :
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B fÄuggel¶ek
TekintsÄuk az Y1 = DK®G
1¡®
1 termel¶esi fÄuggv¶enyt, ahol D technol¶ogiai para-
m¶eter, ¶es ²K = ®. Mivel m = 0, a modell tÄobb, eddig kÄulÄonbÄoz}onek tekintett
v¶altoz¶oja egybeesik: ¹L = L, ¹k = k = K, tov¶abb¶a minden jÄovedelem t}oke-
jÄovedelem, melyet most a h¶aztart¶asok egyetlen szektora saj¶at¶³t el. L = 1
eset¶en az egys¶egnyi munk¶ara es}o fogyaszt¶as c = ¹c2 = C2. A tov¶abbiakban az
egyszer}ubb jelÄol¶eseket fogjuk haszn¶alni, de az eddigi eredm¶enyekkel tÄort¶en}o
kÄonnyebb egybevet¶es ¶erdek¶eben a szab¶alyoz¶asi vektort a k ¶es c v¶altoz¶okra
¶³rjuk fel. Elv¶egezve az 1.5 pontban bemutatott ¶atalak¶³t¶asokat, a (9) termel¶esi
fÄuggv¶eny az al¶abbi form¶aban ¶³rhat¶o fel:
Y1 = A
1
®
µ
g ¡ ¹g
1 ¡ ¹g
¶1¡®
®
K = ~DK :
A ~D szimb¶olumot csup¶an az egyszer}ubb jelÄol¶es ¶erdek¶eben vezettÄuk be. Az in-
tenz¶³v termel¶esi fÄuggv¶eny: f(k) = ~DK, ahol ~D > 0. A korm¶anyzati kiad¶asok
nÄovel¶ese ez¶uttal is ¶el¶enk¶³ti a gazdas¶agot: @
~D
@g =
1¡®
(1¡¹g)®g
~D > 0. M¶asr¶eszt
@ ~D
@¹ = ¡
(1¡g)(1¡®)
(1¡¹g)(1¡¹)®
~D < 0, ¶es r = ~D ¡ ± miatt tov¶abbra is ¶erv¶enyes, hogy
(42)
@r
@¹
< 0 :
Az A fÄuggel¶ekben kÄovetett gondolatmenet alapj¶an a szab¶alyoz¶asi vektor al¶abbi
mozg¶asegyenlet¶ehez jutunk:
(43)
·
_k
_c
¸
=
·
u ¡1
0 v
¸·
k
c
¸
;
ahol
u =
1 ¡ g
1 ¡ ¹g
~D ¡ (2 ¡ ¿)± ¶es v = 1
µ
·
1 ¡ ¿
1 ¡ ¹g
~D ¡ (1 ¡ ¿)± ¡ ½
¸
:
FeltesszÄuk, hogy 1¡¿1¡¹g
~D > (1 ¡ ¿)± + ½, ekkor v > 0 ¶es c = c(0)evt. A (43)
rendszer most a kÄovetkez}o els}orend}u di®erenci¶alegyenlet form¶aj¶aban ¶³rhat¶o
fel: _k ¡ uk = ¡c(0)evt, melyet megoldva:
k = eut
µ
Z ¡
Z
c(0)e(v¡u)t dt
¶
= Zeut ¡ 1
v ¡ uc2(0)e
vt :
A Z konstans ¶ert¶eke a t = 0 helyettes¶³t¶essel hat¶arozhat¶o meg, amib}ol Z =
k(0) ¡ c(0)
v¡u . Kiegyens¶ulyozott kÄolts¶egvet¶es eset¶en limt!1
¸A = 0 transzverza-
lit¶asi felt¶etelb}ol B; K > 0 miatt Z = 0, ¶es ¶³gy k̂ = ĉ kÄovetkezne. Most
azonban g 6= ¿ kÄovetkezt¶eben a helyzet valamivel bonyolultabb. Az ¶altal¶anos
µ > 1 esetben feltehet}o, hogy v < u, ekkor a t}oke¶allom¶any nÄoveked¶esi p¶aly¶aj¶at
k¶et kÄulÄonbÄoz}o konstans r¶ata szerint nÄovekv}o v¶altoz¶o Äosszegek¶ent kapjuk. B¶ar
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e nÄoveked¶esi r¶at¶ak elt¶er}oek, a korrupci¶o er}oss¶ege a
~D
1¡¹g kifejez¶es r¶ev¶en mind-
kett}ot befoly¶asolja. Ha teh¶at a jelens¶eg gazdas¶agi nÄoveked¶esre gyakorolt
hat¶as¶at vizsg¶aljuk, a k¶erd¶es az, hogy mik¶ent v¶altozik e kifejez¶es ¶ert¶eke ¹
nÄoveked¶es¶evel. Elv¶egezve a parci¶alis deriv¶al¶ast,
(44)
d
d¹
Ã
~D
1 ¡ ¹g
!
=
~D
(1 ¡ ¹g)2(1 ¡ ¹)®
h
® + g ¡ 1 ¡ ¹g®
i
ad¶odik.
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CORRUPTION AND DEBT DYNAMICS
This paper discusses the e®ect upon debt dynamics of corruption in the framework
of a neoclassical growth model. It is shown that increasing corruption can extend
the limits of the ¯scal policy as making the debt-stabilization policy more successful.
Firms and households are divided into two sectors. Instead of using an economic
planner or social welfare function, we assume that the elite households wish to
maximize their welfare on an in¯nite time horizon.
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EKVIVALENS ¶ARRENDSZEREK1
BR¶ODY ANDR¶AS
MTA, KÄozgazdas¶agtudom¶anyi Int¶ezet
A Perron-Frobenius elm¶elet alapj¶an alkotott lemma biztos¶³tja a Leontief-
inverzzel illetve a saj¶atvektorral kifejezett ¶arrendszerek azonoss¶ag¶at. Ez arra
a kÄovetkeztet¶esre vezet, hogy elt¶er}onek, s}ot ellent¶etesnek ¶es Äosszef¶erhetetlen-
nek tekintett ¶arrendszerek azonos sz¶amszer}u eredm¶enyt adnak.
1 Bevezet¶es
Az irodalom az egyens¶ulyi ¶arrendszer tÄobb meghat¶aroz¶as¶at ismeri. Smith m¶ar
eredetileg is k¶etf¶elek¶eppen hat¶arozta meg az ¶aru ¶ert¶ek¶et, azaz egyens¶ulyi ¶ar¶at.
Egyr¶eszt ok¶ara, a munka r¶aford¶³t¶as¶ara hivatkozott, m¶asr¶eszt c¶elj¶ara, a term¶ek
haszn¶alati ¶ert¶ek¶ere. Ricardo is k¶etfajta m¶odon hat¶arozta meg ¶arait, a munka
r¶aford¶³t¶as¶aval, illetve a t}okebefektet¶essel ar¶anyosan. Ez Marx T}ok¶ej¶enek els}o
¶es harmadik kÄotete kÄozti v¶elt ellentmond¶ashoz vezetett. Az ¶altala adott meg-
old¶as ¶erv¶eny¶et mindm¶aig vitatj¶ak. A (legal¶abb) k¶etf¶ele ¶ert¶ekelm¶elet, teh¶at a
kauz¶alis illetve teleologikus megkÄozel¶³t¶es ellent¶ete teh¶at igen r¶egi.
A vita Neumann b}ov¶³tett ¶ujratermel¶est le¶³r¶o modellje ¶ota, mivel azt min-
den ir¶anyzat ¶ertelmezni tudta, n¶emileg csillapodik. TÄobb jeles kÄozgazd¶asz
¶³r¶asa, bizonyos megszor¶³t¶asokkal ¶es fenntart¶asokkal r¶eszlegesen Äosszeb¶ek¶³tette
az elm¶eleteket. Az al¶abbiakban a teljes ekvivalencia bizony¶³t¶as¶at k¶³s¶erlem
meg.
A bizony¶³t¶as azon alapul, hogy a Leontief-inverz seg¶³ts¶eg¶evel a m¶atrixosan
le¶³rt gazdas¶agi rendszer saj¶atvektorait a rendszer b¶armely szektor¶anak ada-
taib¶ol kiindulva meghat¶arozni. Az ilyen ¶arrendszer ar¶anyai fÄuggetlenek att¶ol,
hogy melyik szÄuks¶egesnek mutatkoz¶o r¶aford¶³t¶ast tekintjÄuk az ¶ert¶ek ,,forr¶as¶a-
nak". Erre szolg¶al az els}o r¶esz, amely a megfelel}o lemm¶at ismerteti. Ennek
kiterjeszt¶es¶et t¶argyalja a m¶asodik r¶esz. A harmadik r¶esz sz¶amp¶eld¶akon mu-
tatja be tÄobb lehets¶eges ¶arrendszer ekvivalenci¶aj¶at.
Sz¶and¶ekomban ¶all a jÄov}oben az ¶ert¶ekelm¶eleti vita fent felsorolt f}obb ¶al-
lom¶asait ¶es ¶erveit r¶eszletes elm¶elettÄort¶eneti monogr¶a¯¶aban Äosszefoglalni. Ez
azonban m¶ar nem a Szigma pro¯lja. A szeml¶elet ,,matematikai csontv¶az¶at"
az¶ert foglalom itt Äossze, hogy logikai ¶es matematikai hib¶ai kiderÄulhessenek,
¶es maguk az alapvet}o ÄosszefÄugg¶esek, amelyekb}ol m¶as kÄovetkezet¶esek is levon-
hat¶ok, a kÄozgazd¶aszok rendelkez¶es¶ere ¶alljanak.
1Be¶erkezett: 2004. okt¶ober 4.
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2 A lemma
TekintsÄunk egy A = faikg n sorb¶ol ¶es n oszlopb¶ol ¶all¶o, n¶egyzetes ¶es pozit¶³v
m¶atrixot, amelynek minden oszlopÄosszege egys¶egnyi. Ha most az n elem}u
Äosszegez}o vektor e0 = (1; 1; . . . ; 1), akkor az ilyen m¶atrixokra igaz az, hogy
(1) e0A = e0 :
Perron ¶es Frobenius vizsg¶alata szerint ez esetben az A m¶atrix legnagyobb
¶es egyszer}u saj¶at¶ert¶eke 1. A m¶atrixnak ekkor van egy, ¶es csak egy ennek
megfelel}o pozit¶³v jobboldali saj¶atvektora is. JelÄolje ezt x. Erre fel¶³rhat¶o az,
hogy
(1¤) Ax = x :
E m¶atrixnak, egys¶egnyi saj¶at¶ert¶eke kÄovetkezt¶eben nincs Leontief inverze,
mert az (1 ¡ A) m¶atrix szingul¶aris. Ha azonban a legnagyobb saj¶at¶ert¶eke
kisebb 1-n¶el, akkor m¶ar invert¶alhat¶o, ¶es inverze szigor¶uan pozit¶³v lesz. Ha
p¶eld¶aul az utols¶o sort ¶es oszlopot lev¶alasztva n¶egy r¶eszre bontjuk a m¶atrixot,
¶es az Äosszegez}o vektort is ennek megfelel}oen tagoljuk, akkor:
(2) ( e0 1 )
·
A c
r0 ann
¸
= ( e0 1 ) :
Az (1*) egyenletnek megfelel}o ÄosszefÄugg¶es pedig
(2¤)
·
A c
r0 ann
¸µ
x
xn
¶
=
µ
x
xn
¶
:
Itt teh¶at A az A m¶atrix els}o n ¡ 1 sor¶ab¶ol ¶es oszlop¶ab¶ol ¶all. Az A m¶atrix
utols¶o sor¶at r0, utols¶o oszlop¶at pedig c jelÄoli. Az n¡1 elem}u Äosszegez}o vektort
e, a jobboldali saj¶atvektor els}o n ¡ 1 elem¶et pedig x jelÄoli.
A r¶eszekre bont¶as kÄovetkezm¶enye az, hogy fel¶³rhatjuk az al¶abbi egyen-
leteket:
(3) e0A + r0 = e0 :
(4) e0c + ann = 1 :
(3¤) Ax + xnc = x :
(4¤) r0x + annxn = xn :
A (3) egyenlet az r0(1 ¡ A)¡1 = e0 alakra hozhat¶o. Az A m¶atrixnak m¶ar
biztosan van pozit¶³v Leontief inverze. Ha ezt a lehas¶³tott r0 sorral balr¶ol
beszorozzuk, akkor az A m¶atrix saj¶at sorvektor¶anak els}o n¡1 elem¶et kapjuk
eredm¶enyÄul. A (3¤) egyenlet szerint pedig ugyanez az inverz a lehas¶³tott c
Ekvivalens ¶arrendszerek 63
oszloppal jobbr¶ol beszorozva a saj¶at oszlopvektor els}o n¡ 1 elem¶evel ar¶anyos
¶ert¶ekeket ad. Az ar¶anyoss¶agi t¶enyez}o a saj¶atvektor utols¶o eleme, azaz xn.
Az im¶ent is volt ilyen ,,ar¶anyoss¶agi t¶enyez}o", csakhogy ez ¶eppen 1 ¶ert¶ek}unek
ad¶odott.
A Leontief inverz ¶es a lev¶alasztott sor (¶es oszlop) szorzata a felt¶eteleknek
megfelel}o A m¶atrix k¶et saj¶atvektor¶anak els}o n ¡ 1 elem¶et egy¶ertelm}uen meg-
hat¶arozza.
A k¶erd¶es most m¶ar csak az, mekkora e saj¶atvektorok utols¶o eleme, ezt m¶eg
nem hat¶aroztunk meg. Nyilv¶anval¶o, hogy mindk¶et esetben ennek az utols¶o
elemnek egys¶egnyi nagys¶aga adja a helyes megold¶ast, de k¶erd¶eses, hogy ez
Äosszef¶er-e az eddig fel¶³rt egyenletekkel.
(4) egyenlet szerint e0c + ann = 1. Ez azt mondja ki, hogy az utols¶o,
lev¶alasztott oszlop Äosszege egys¶egnyi. Ez a felt¶etelez¶es szerint mindig teljesÄul.
A (4¤) egyenlet szerint r0x+annxn = xn. Ez akkor engedi meg xn egys¶egnyi
¶ert¶ek¶et, ha r0x + ann = 1. Ez is teljesÄul, mert ¶eppen azt mondja ki, hogy a
jobb oldali saj¶atvektor utols¶o eleme (aminek kisz¶am¶³t¶as¶ara e k¶eplet bal oldala
szolg¶al) egys¶egnyi. A Leontief inverz teh¶at alkalmas eszkÄoz az A m¶atrix
mindk¶et oldali saj¶atvektor¶anak kisz¶am¶³t¶as¶ara.
3 Kiterjeszt¶es
Az A m¶atrix egys¶egnyi saj¶at¶ert¶eke m¶as m¶odon is csÄokkenthet}o. P¶eld¶aul egy
m¶atrix form¶aj¶aban Äosszefoglalt pozit¶³v ¶ert¶ekekkel. Ha a saj¶at¶ert¶ek csÄokken,
akkor a marad¶ekb¶ol mindig Äossze¶all¶³that¶o a pozit¶³v Leontief inverz.2
Ha p¶eld¶aul kÄulÄonv¶alasztjuk a t}oker¶aford¶³t¶asokat ¶es azokat egy ¸B m¶at-
rixban foglaljuk Äossze, teh¶at ha
(5) A = A + ¸B ;
akkor az ¶³gy l¶etrejÄott ¶altal¶anos saj¶at¶ert¶ek feladat megold¶asa az ismert
(6) ¸B(1 ¡ A)¡1x = x
alak. (Ilyenkor persze A ¶es B egyar¶ant n-ed rend}u n¶egyzetes m¶atrix). Nincs
teh¶at akad¶alya, hogy a z¶art rendszer b}ov¶³tett ¶ujratermel¶es¶enek Leontief f¶ele
egyenlet¶et, s ennek ¶arrendszer¶et is e form¶aban ¶es m¶odon megoldjuk.
2 Az A m¶atrixot a sz¶am¶³t¶og¶ep ugyan nagy pontoss¶aggal kezeli, de a sz¶amok csonk¶³t¶asa
miatt Leontief inverze a gyakorlatban nem lesz szingul¶aris. Ez¶ert megpr¶ob¶alkozhatunk
1¡A sz¶am¶³t¶as¶aval is. Ilyenkor a jobb programok jelzik ugyan a m¶atrix rosszul kondicion¶alt
volt¶at ¶es az inverzi¶o megb¶³zhatatlans¶ag¶at, de a z¶erushoz kÄozeli saj¶at¶ert¶ek miatt igen nagy
elemekkel b¶³r¶o eredm¶eny oszlopÄosszegeinek ar¶anya, megb¶³zhatatlans¶aga ellen¶ere ¶altal¶aban
j¶ol kÄozel¶³ti a saj¶at sorvektor, m¶³g sorÄosszegei a saj¶at oszlopvektor ar¶anyait.
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4 P¶eld¶ak
Legyen a m¶atrix p¶eld¶aul a kÄovetkez}o:
A =
2
4
:6 :2 :3
:3 :6 :4
:1 :2 :3
3
5 :
A m¶atrix minden oszlopÄosszege 1. Ha utols¶o sor¶at ¶es oszlop¶at elhagyjuk,
akkor
A =
·
:6 :2
:3 :6
¸
;
teh¶at
(1 ¡ A)¡1 =
·
:4 ¡:2
¡:3 :4
¸¡1
=
·
4 2
3 4
¸
Ez az (:1 :2) vektorral balr¶ol szorozva val¶oban az (1 1) vektort eredm¶enyezi.
A saj¶atvektor utols¶o eleme :7 + :3 = 1 lesz.
Ugyanez az inverz jobbr¶ol a (:3 :4)0 oszlopvektorral szorozva a (2 2:5)0
oszlopvektort adja, a saj¶atvektor utols¶o eleme pedig ism¶et :2 + :5 + :3 = 1
¶ert¶ek}u.
Ha a lev¶alasztott sor ¶es oszlop a munkaer}o r¶aford¶³t¶asa, akkor az ¶arak
a teljes munkar¶aford¶³t¶ast adj¶ak meg. Ekkor ¶ert¶ek¶araknak tekinthet}ok. De
lehet ez a sor az energia r¶aford¶³t¶asa is, s akkor az energetikusok ¶altal kedvelt
energia-alap¶u ¶arrendszerrel van dolgunk. Ha az ¶allami ¶ujraeloszt¶asba bevont
ad¶okr¶ol volna sz¶o, akkor a teljes ad¶otartalmat tÄukrÄozn¶ek, m¶³g ha a felhal-
mozott t}ok¶ekkel ar¶anyos kÄolts¶egeket tartalmazza, akkor a teljes r¶aford¶³tott
t}oke ar¶anyait adja meg ugyanaz az ¶arrendszer. Nyilv¶anval¶o, hogy a term¶ekek
¶es szolg¶altat¶asok b¶armely r¶esz¶et vagy kÄolts¶eg¶et elkÄulÄon¶³tve kisz¶am¶³that¶o az
ar¶anyrendszer. B¶armely szÄuks¶eges r¶aford¶³t¶ast ez¶ert jogosan az ¶ert¶ek ,,szub-
sztanci¶aj¶anak" tekinthetÄunk. ¶Eppen ez¶ert az a helyes, ha az ¶ert¶ekar¶anyokat
semmilyen szubsztanci¶aval nem azonos¶³tva puszt¶an a gazdas¶ag m¶er¶es¶ere szol-
g¶al¶o, a strukt¶ura eg¶esze ¶altal adott m¶ert¶ekrendszernek tekintjÄuk.
Ha p¶eld¶aul az els}o sorb¶ol lev¶alasztjuk ,,a t}oke" elk¶epzelt r¶aford¶³t¶as¶at,
s a szÄuks¶egesnek mutatkoz¶o t}ok¶et egy m¶asik B m¶atrixban szerepeltetjÄuk,
akkor ennek egyens¶ulyi mennyis¶eg¶et kisz¶am¶³tva, s az A m¶atrixhoz hozz¶aadva
ism¶et az A m¶atrixhoz jutunk az (5) egyenlet szerint, s ez m¶eg csak ¶uj
¶ert¶ekeket, vagy form¶at sem ad a feladatnak. E feladat alapj¶an azonban, ezt
a r¶aford¶³t¶ast kÄulÄon szektorban szerepeltetve bemutathat¶o, hogy r¶eszletezhet}o
(dezaggreg¶alhat¶o) az ilyen m¶atrix. E feladat, mint az Äosszevon¶as (aggreg¶al¶as)
is csak a saj¶atvektorok ¶ert¶ekeivel s¶ulyozva v¶egezhet}o el hib¶atlanul.
Legyen mondjuk a t}okem¶atrix az ¶attekint¶es kedv¶e¶ert igen egyszer}u:
B =
2
4
2 2 2
0 0 0
0 0 0
3
5 :
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Ehhez t¶arsuljon a kÄovetkez}o foly¶o r¶aford¶³t¶asi m¶atrix, ahol a t}ok¶ek kÄolts¶eg¶et
az eredeti m¶atrix els}o sor¶ab¶ol vontuk le:
A =
2
4
:5 :1 :2
:3 :6 :4
:1 :2 :3
3
5 :
Ekkor nyilv¶anval¶oan ¶evi 5 sz¶azal¶ekos egyens¶ulyi nÄoveked¶es val¶os¶³that¶o meg,
¶es a most m¶ar 4 szektoros, teh¶at a t}oke el}o¶all¶³t¶as¶at ¶es eloszt¶as¶at kÄulÄon, az
utols¶o sor ¶es oszlop form¶aj¶aban tartalmaz¶o m¶atrix alakja:
A¤ =
2
64
:5 :1 :2 :5
:3 :6 :4 :3
:1 :2 :3 :1
:1 :1 :1 :1
3
75 :
Itt feltettÄuk, hogy a t}ok¶ek el}o¶all¶³t¶as¶anak technol¶ogi¶aja azonos az els}o
szektorban tal¶alhat¶o elj¶ar¶assal. (Persze ez tÄort¶enhet m¶ask¶eppen is, akkor a
k¶et elv¶alasztott szektor r¶aford¶³t¶asait az Äosszevon¶askor a megfelel}o egyens¶ulyi
termel¶essel kell s¶ulyozni). A b}ov¶³tett m¶atrix ¶arrendszere azonos, termel¶esi
ar¶anyai term¶eszetesen szint¶en b}ovÄulnek egy ¶uj elemmel, amely a t}ok¶ek el}o¶al-
l¶³t¶as¶anak szÄuks¶eges egyens¶ulyi ar¶any¶at adja meg. Ekkor x0 = (1:45 2 1 0:55)0
lesz. Itt, az el}obbi saj¶atvektorral val¶o Äosszehasonl¶³that¶os¶ag ¶erdek¶eben ism¶et
a harmadik szektor ¶ert¶ek¶evel norm¶altuk. Mint l¶athat¶o, az Äossztermel¶es (a
saj¶at¶arak egys¶egnyi ¶ert¶ek¶evel Äosszeadva v¶altozatlanul 5:5 ¶es a k¶etfel¶e osztott
els}o szektor Äosszesen ism¶et az 1:45 + 0:55 = 2 ¶ert¶eket veszi fel.
Az ¶arrendszerek ekvivalenci¶aja v¶egs}o soron abb¶ol ered, hogy az ¶aruk
kÄolts¶eg¶et z¶art rendben elsz¶amolva, az ¶³gy kisz¶am¶³that¶o ¶arrendszer, vagyis
m¶ert¶ekrendszer az Äosszes kÄolts¶egt¶enyez}ot, teh¶at b¶armely kÄolts¶egt¶enyez}o tel-
jes r¶aford¶³t¶as¶at tÄukrÄozi. Az elsz¶amol¶as teljess¶ege eset¶en a m¶atrix legnagyobb
saj¶at¶ert¶eke egys¶egnyi, ¶es ez¶ert mindig transzform¶alhat¶o a fenti alakra. Teh¶at
a termel¶es szok¶asos m¶ert¶ekegys¶egeinek megv¶altoztat¶as¶aval mindig a fenti
alakra hozhat¶o, amelyet szok¶as ¶ugynevezett ,,sztochasztikus m¶atrixnak" is
nevezni. Ez¶ert a fenti ¶all¶³t¶asok minden rendben ¶es szabatosan elsz¶amolt z¶art
gazdas¶agi rendszerre fenn¶allanak.
A tanulm¶anyt k¶et m}u id¶ez¶es¶evel z¶arom, ezek adt¶ak meg a lemma alapgon-
dolat¶at ¶es form¶aj¶at. Az els}o Sra®a (1960) ¶uttÄor}o kritik¶aja a t}oke ¶aruform¶aban
val¶o m¶er¶es¶enek szÄuks¶egess¶eg¶er}ol. A m¶asodik Zalai (2000) Äosszefoglal¶o m}uve,
amely a modellkÄor kialakul¶as¶at ¶es tulajdons¶agait t¶argyalja. E k¶et m}u tartal-
mazza mindazt, ami a fentiek kimond¶as¶ahoz szÄuks¶eges ¶es el¶egs¶eges.
Irodalom
1. Sra®a, P., ¶Aruk termel¶ese ¶aruk r¶ev¶en. KJK, Budapest, 1975. (Angol kiad¶asa
1960-ban jelent meg).
2. Zalai, E., Matematikai kÄozgazdas¶agtan. KJK. KERSZÄOV. Budapest, 2000.
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EGY HELYETTES¶IT}O TERM¶EKEKET GY¶ART¶O K¶ET
ORSZ¶AGBAN GY¶ART¶OKAPACIT¶ASSAL RENDELKEZ}O
V¶ALLALAT OPTIM¶ALIS ER}OFORR¶AS
ALLOK¶ACI¶OJ¶ANAK VIZSG¶ALATA A
DEVIZA¶ARFOLYAMOK ¶ES A KERESLET
FÄUGGV¶ENY¶EBEN STATIKUS V¶ARAKOZ¶ASOK
MELLETT1
VIZV¶ARI B¶ELA { DEME ROLAND
ELTE Oper¶aci¶okutat¶asi Tansz¶ek
1 Bevezet¶es
Manaps¶ag egyre tÄobb vezet}o v¶allalat kÄoveti azon m¶odszert, mely arra ir¶anyul,
hogy a vil¶ag min¶el tÄobb orsz¶ag¶aban ott legyen, ¶es ez alatt nem csak term¶ekeik
glob¶alis jelenl¶et¶et ¶ertik, hanem azt, hogy maga a termel¶es is lehets¶egess¶e
v¶aljon az adott orsz¶agban. Az¶ert, hogy a piaci versenyben l¶ep¶est tartsanak
egym¶assal, hatalmas nemzetkÄozi gy¶ar-rendszereket alak¶³tanak ki, melyek meg-
felel}o allok¶aci¶ot kÄovet}oen seg¶³ts¶eget ny¶ujthatnak a rugalmas termel¶esre. A
m¶asik ok, ami¶ert ¶erdemes a c¶egeknek az adott orsz¶agban, esetleg r¶egi¶oban
termelniÄuk, az a piacszerz¶es. A gy¶art¶as strukt¶ur¶aja a geogr¶a¯ailag kÄulÄonbÄoz}o
r¶egi¶okban hatalmas rugalmass¶agot ad a c¶egnek, hogy a deviza¶arfolyamok
jÄov}obeli v¶altoz¶as¶ara, a versenyt¶arsak strat¶egiai mozg¶as¶ara, ¶es a korm¶anyzati
elgondol¶asokra reag¶alhasson. Ezt a rugalmass¶agot, mint versenyel}onyt hasz-
n¶alhatja a c¶eg a piaci r¶eszesed¶es¶enek nÄovel¶es¶ere.
M¶ar a 80-as ¶evekben foglalkoztak a t¶em¶aval, ¶es Kogut, ill. Kulatilaka
[1] eredm¶enyei igen meggy}oz}oek: k¶et orsz¶agot vizsg¶alva kider¶³tett¶ek, hogy az
egy¶eni optimaliz¶al¶as negat¶³v, a csapatmunka pozit¶³v jelen¶ert¶ekhez vezet. Ez
ut¶obbi annak az extra tulajdons¶agnak kÄoszÄonhet}o, hogy a termel¶est ¶at lehet
csoportos¶³tani egyik orsz¶agb¶ol a m¶asikba. Ehhez azonban szÄuks¶eges a gy¶arak
Äosszehangol¶asa. E t¶emakÄor sem ¶uj terÄulet a SCM-ben, mivel a l¶anc vertik¶alis
Äosszehangol¶asa a gy¶art¶o, a terjeszt}o, a nagy-, ¶es a kiskeresked}o kÄozÄott m¶ar
igen r¶eg¶ota a szakemberek kutat¶asainak egyik f}o ir¶anya, hab¶ar a glob¶alis
l¶ancokra vonatkoz¶o ilyen ir¶any¶u szakirodalom el¶egg¶e gy¶er.
A fent eml¶³tett glob¶alis v¶allalatok gyakran alkalmazz¶ak a kÄovetkez}o elj¶a-
r¶ast: n¶eh¶any term¶ekÄuk gy¶art¶as¶at az egyik orsz¶agb¶ol egy m¶asikba telep¶³tik.
P¶eldak¶ent gondoljunk csak a haz¶ankban egy-k¶et ¶eve lezajlott eltelep¶³t¶esi
hull¶amra. Sz¶amos t¶enyez}o j¶atszhat ebben szerepet: a termel¶es kÄolts¶eghat¶e-
konys¶ag¶anak nÄovel¶ese; ad¶oz¶asi kedvezm¶enyek; esetleg piacszerz¶es. A jelen
dolgozat azt vizsg¶alja, hogy az orsz¶agok kÄozti ¶arfolyamok v¶altoztat¶asa ceteris
1Be¶erkezett: 2004. ¶aprilis 7. e-mail: roland.deme@eon-hungaria.com.
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paribus hogyan befoly¶asolja az optim¶alis termel¶esi allok¶aci¶ot, vagyis arra sze-
retne r¶avil¶ag¶³tani, hogy a kereslet ¶es a deviza¶arfolyamok fÄuggv¶eny¶eben hol
optim¶alis termeltetnie a sz¶oban forg¶o v¶allalatnak.
A dolgozat els}o r¶esze egy rÄovid kereslet-vizsg¶alattal kezd}odik, melyre a
k¶es}obb bemutat¶asra kerÄul}o modellben szerepl}o fogyaszt¶asi ig¶eny miatt t¶ertek
ki a szerz}ok. E fejezetben azt vizsg¶alt¶ak, hogy egy glob¶alis piacon k¶et
helyettes¶³t}o term¶ek ir¶anti kereslet hogyan hat¶arozhat¶o meg a min}os¶eg ¶es ¶ar,
mint param¶eterek fÄuggv¶eny¶eben.
Fontos megeml¶³teni, hogy a most bemutat¶asra kerÄul}o modell az abszol¶ut
v¶as¶arl¶oer}o parit¶as (PPP) ¶erv¶enyess¶eg¶eb}ol kiindulva |vagyis a p
A
I
pA
II
= p
B
I
pB
II
= v
feltev¶essel| de¯ni¶alja a k¶et orsz¶ag deviz¶aj¶anak ¶atv¶alt¶asi ar¶any¶at. A modell
egy line¶aris program, melyben az egyszer}ubb elemezhet}os¶ege miatt eltekin-
tÄunk a sz¶all¶³t¶asi, ¶at¶all¶asi kÄolts¶egekt}ol, tov¶abb¶a a term¶ekek sz¶all¶³t¶asi idej¶et}ol,
vagyis nincs cs¶usz¶asid}o sem.
Mivel a deviza¶arfolyam v¶altoz¶asok hat¶asainak a vizsg¶alata a c¶el, ez¶ert a
modellben nem szerepelnek olyan, egy¶ebk¶ent fontos faktorok, mint az ad¶ok,
v¶amok, ill. kv¶ot¶ak. A szakirodalom az e®ajta feltev¶est a s¶url¶od¶asmentes
kÄulkereskedelem n¶evvel illeti.
A bemutat¶asra kerÄul}o modell feladata, hogy seg¶³ts¶eg¶evel betekint¶est nyer-
jÄunk egy helyettes¶³t}o term¶ekeket gy¶art¶o glob¶alis v¶allalat ¶atÄutemez¶esi/¶attele-
p¶³t¶esi dÄont¶eseire. Ezen dÄont¶eseket a deviza¶arfolyamok v¶altoz¶as¶anak tulaj-
don¶³tjuk, ami persze egy bizonyos fok¶u elhanyagol¶as, mivel sz¶amos egy¶eb, a
fentieken k¶³vÄuli t¶enyez}o is kihat a dÄont¶esekre.
A dolgozat sor¶an kimondott t¶etelek bizony¶³t¶asait az appendix tartal-
mazza. Ezzel azt szerettÄuk volna el¶erni, hogy azon olvas¶ok is kÄonnyen eliga-
zodhassanak, akik nem annyira j¶artasak az oper¶aci¶okutat¶asban, ¶³gy nem
a kimondott t¶etelek igazol¶asa, sokkal ink¶abb a tartalmuk fogja meg }oket.
Term¶eszetesen azon kedves olvas¶ok, akik m¶elyebben szeretn¶ek magukat bele-
¶asni a t¶etelek gondolatainak val¶odis¶ag¶aba, a bizony¶³t¶asok seg¶³ts¶eg¶evel kÄonnye-
d¶en megtehetik ezt.
A dolgozat alapÄotlet¶et a k¶eszletez¶esi t¶emakÄorben m¶ar n¶eh¶any ¶eve el}ot¶erbe
kerÄul}o k¶erd¶es adta. TÄobb cikk is a glob¶alis v¶allatok k¶eszletez¶esi lehet}os¶egeit
vizsg¶alja a deviza¶arfolyamok tÄukr¶eben. Ide tartozik Lode Li, Evan L. Porteus,
¶es Hongtao Zhang m}uve [2], melyben a tÄobborsz¶agos sztochasztikus gy¶art¶o
rendszerek optim¶alis ir¶any¶³t¶asi elveit vizsg¶alj¶ak v¶altoz¶o felt¶etelek mellett.
Jelen dolgozat ¶ujdons¶agtartalm¶at az adja, hogy a k¶erd¶est a termel¶es
vonatkoz¶as¶aban vizsg¶alja.
2 Fogyaszt¶oi ig¶eny
Az al¶abbiakban a fogyaszt¶ok min}os¶eg ¶es ¶ar szerinti preferenci¶aja alapj¶an
pr¶ob¶aljuk a term¶ekeket vertik¶alisan megkÄulÄonbÄoztetni. Az erre vonatkoz¶o
elemz¶eseket [3, 95{97. oldal] alapj¶an v¶egeztÄuk.
TegyÄuk fel, hogy egy transznacion¶alis v¶allalat a vizsg¶al¶od¶asunk t¶argya,
mely az egyszer}us¶eg kedv¶e¶ert k¶et orsz¶agban van jelen abban az ¶ertelemben,
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hogy k¶epes term¶ekeit el}o¶all¶³tani mindk¶et ¶allamban. Ezt a k¶et orsz¶agot I-
gyel ¶es II-vel jelÄoljÄuk. Mindk¶et orsz¶ag szabad kereskedelmet folytat¶o kis
orsz¶ag, teh¶at sz¶amukra a term¶ekek ¶ara kÄuls}o adotts¶ag. A v¶allalat ¶altal
el}o¶all¶³tott term¶ekekr}ol a kÄovetkez}oket tudjuk: a v¶allalat k¶etf¶ele term¶eket
k¶epes el}o¶all¶³tani, melyeket jelÄolje A ¶es B. Az A vil¶agpiaci ¶ara az I. orsz¶ag
valut¶aj¶aban pA, a B pedig pB-be kerÄul. FeltesszÄuk tov¶abb¶a, hogy A min}os¶ege
egys¶egnyi, B min}os¶ege pedig ¾ > 1. Ez a k¶et term¶ek egym¶ast helyettes¶³t}o,
ami kÄozgazdas¶agilag azt jelenti, hogy a fogyaszt¶o azt v¶as¶arolja, amelyik
sz¶am¶ara nagyobb hasznoss¶ag¶erzetet okoz. Ezzel kapcsolatban tegyÄuk fel,
hogy mindk¶et orsz¶ag fogyaszt¶oi a £¤s¡p hasznoss¶ag alapj¶an dÄontenek: akkor
v¶as¶arolnak egy darabot az adott term¶ekb}ol, amenyiben ennek hasznoss¶aga
nemnegat¶³v, ¶es nagyobb minden m¶as potenci¶alis term¶ek hasznoss¶ag¶an¶al. Itt
£ az adott fogyaszt¶ora jellemz}o ¶alland¶o, s jelÄolje a term¶ek min}os¶eg¶et, p pedig
az ¶ar¶at.
1. t¶etel. A fenti felt¶etelek mellett k¶et eset lehets¶eges:
Els}o eset: pA · pB¾ · p
B¡pA
¾¡1 :
* pA ¶es p
B¡pA
¾¡1 kÄozÄotti £-k eset¶en csak A-ra van ig¶eny;
* p
B¡pA
¾¡1 -n¶el nagyobb £-kra pedig B-re.
M¶asodik eset: p
B¡pA
¾¡1 · p
B
¾ · pA:
Ekkor csup¶an B ut¶an van ig¶eny, az is p
B
¾
felett.
Bizony¶³t¶as. A t¶etel k¶et eset¶enek bizony¶³t¶asa igen hasonl¶o, ¶³gy itt csak az
els}ot l¶atjuk be. TegyÄuk fel el}oszÄor, hogy
pA · p
B
¾
: (1)
Ebb}ol ekvivalens ¶atalak¶³t¶asokkal ad¶odik, hogy:
pB ¤ ¾ ¡ pB · pB ¤ ¾ ¡ pA ¤ ¾ :
Mivel ¾ > 1, ¶³gy ¾¤(¾¡1)-gyel leoszthat¶o a fenti egyenl}otlens¶eg, ¶es m¶aris
megkapjuk, hogy:
pB
¾
· p
B ¡ pA
¾ ¡ 1 :
A fogyaszt¶o akkor v¶as¶arolja az A term¶eket, ha ennek hasznoss¶aga nem-
negat¶³v ¶es magasabb, mint B-¶e, azaz
£ ¤ 1 ¡ pA ¸ 0 ¶es £ ¤ 1 ¡ pA > £ ¤ ¾ ¡ pB ;
ahonnan
£ ¸ pA ¶es £ < p
B ¡ pA
¾ ¡ 1 ;
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mivel ¾ > 1.
A pA-n¶al kisebb £ ¶ert¶ekekkel rendelkez}o fogyaszt¶ok nem vesznek semmit,
mivel sz¶amukra mindk¶et term¶ek hasznoss¶aga negat¶³v. Az enn¶el nagyobb, de
pB¡pA
¾¡1 -n¶al kisebb ¶ert¶ekek eset¶en A-ra van ig¶eny, mivel itt a B hasznoss¶aga
negat¶³v. V¶egÄul az e fÄolÄotti £-val rendelkez}o fogyaszt¶ok sz¶am¶ara a B a hasz-
nosabb term¶ek, ¶³gy ezt v¶as¶arolj¶ak. Ezzel bebizony¶³tottuk a t¶etel els}o eset¶et.
M¶asfel}ol, amikor is (1) ellent¶ete ¶all fenn, hasonl¶o gondolkod¶assal kaphatjuk
a t¶etel m¶asodik eset¶et.
1. megjegyz¶es. A m¶asodik esetben, azaz amikor p
B¡pA
¾¡1 · p
B
¾
· pA, az
A ut¶ani kereslet z¶erus, a B ut¶ani pedig N ¤
³
1 ¡ F (pB¾ )
´
, ahol F (¢) a £
eloszl¶asfÄuggv¶enye, ¶es N a piacon a potenci¶alis v¶as¶arl¶ok sz¶ama.
E megjegyz¶es szerint k¶etterm¶ekes modellÄunk a m¶asodik esetben egyter-
m¶ekess¶e fajul, ¶³gy a tov¶abbiakban felt¶etelezzÄuk, hogy a fenti t¶etel els}o esete
¶all fenn, azaz pA · pB
¾
· pB¡pA
¾¡1 . Ekkor az al¶abbi t¶etel egyszer}uen ad¶odik az
el}oz}o t¶etelb}ol az eloszl¶asfÄuggv¶enyek de¯n¶³ci¶oj¶anak seg¶³ts¶eg¶evel.
2. t¶etel. Legyen a £ eloszl¶asfÄuggv¶enye F (¢), a piacon a potenci¶alis v¶as¶arl¶ok
sz¶ama pedig N . Ekkor a piacon a term¶ekek ir¶anti kereslet:
² DA = N ¤
³
F ( p
B¡pA
¾¡1 ) ¡ F (pA)
´
,
² DB = N ¤
³
1 ¡ F (pB¡pA
¾¡1 )
´
.
A fenti t¶etel egy ¶altal¶anos piacra vonatkozott, viszont a mi modellÄunk
orsz¶agokat vizsg¶al. Ezen ok miatt k¶et l¶ep¶esben ¶atalak¶³tottuk a t¶etelt, el}oszÄor
egy, majd k¶et orsz¶agot vizsg¶alva.
El}oszÄor jelÄolje N egy bizonyos orsz¶ag lakosainak sz¶am¶at. Akkor lesz az
orsz¶ag Äosszes ¶allampolg¶ara potenci¶alis v¶as¶arl¶o, ha a piac teljesen lefedi ezen
orsz¶agot. Amennyiben ez a felt¶etel teljesÄul, akkor az F (¢) eloszl¶asfÄuggv¶eny
az orsz¶ag lakosainak preferenci¶aj¶at ¶³rja le.
TegyÄuk most fel, hogy ism¶et a k¶et orsz¶agot vizsg¶aljuk. Az I-ben N , a
II-ban M lakos ¶el. Mindk¶et orsz¶agot teljes m¶ert¶ekben lefedi a piac, vagyis
az Äosszes lakos potenci¶alis v¶as¶arl¶o.
Amennyiben nincs elt¶er¶es a k¶et orsz¶ag lakosaira jellemz}o £-k eloszl¶as-
fÄuggv¶eny¶eben, akkor a 2. t¶etel szerint a term¶ekek ir¶anti glob¶alis kereslet:
DA = (N + M) ¤
µ
F
µ
pB ¡ pA
¾ ¡ 1
¶
¡ F (pA)
¶
DB = (N + M) ¤
µ
1 ¡ F
µ
pB ¡ pA
¾ ¡ 1
¶¶
Itt F (¢) a kÄozÄos eloszl¶asfÄuggv¶eny. A fenti felt¶etelez¶es |miszerint nincs elt¶er¶es
az orsz¶agok preferenci¶ai kÄozÄott| azonban igen ritk¶an igaz, mivel az elt¶er}o
¶eletsz¶³nvonal, ¶es a kultur¶alis kÄulÄonbs¶egek miatt a sz¶oban forg¶o eloszl¶asfÄugg-
v¶enyek igen elt¶er}oek lehetnek.
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2. megjegyz¶es. JelÄolje az I. orsz¶ag lakosainak hasznoss¶ag¶erzet¶et megha-
t¶aroz¶o param¶eter eloszl¶asfÄuggv¶eny¶et FI(¢), a II. orsz¶agbeliek¶et pedig FII(¢).
Ekkor a term¶ekek ir¶anti glob¶alis kereslet:
DA = N ¤
µ
FI(
pB ¡ pA
¾ ¡ 1 ) ¡ FI(p
A)
¶
+ M ¤
µ
FII(
pB ¡ pA
¾ ¡ 1 ) ¡ FII(p
A)
¶
DB = N ¤
µ
1 ¡ FI(
pB ¡ pA
¾ ¡ 1 )
¶
+ M ¤
µ
1 ¡ FII(
pB ¡ pA
¾ ¡ 1 )
¶
3 Gy¶art¶as
Most azt fogjuk vizsg¶alni, hogy milyen strat¶egi¶at kell a v¶allalatnak kÄovet-
nie, ha ¯gyelembe vesszÄuk a k¶et orsz¶ag kÄozÄotti deviza¶arfolyamot. C¶elunk
ezen param¶eter optim¶alis termel¶esi szintekre gyakorolt hat¶as¶anak vizsg¶alata.
JelÄolje teh¶at v az I. ¶es a II. orsz¶ag valut¶ainak ¶atv¶alt¶asi ar¶any¶at. A most
bemutatott modell e param¶eter fÄuggv¶eny¶eben hat¶arozza meg a maxim¶alis
pro¯tot.
A c¶eg termel¶es¶er}ol a kÄovetkez}oket tudjuk: a c¶eg mindk¶et orsz¶agban k¶epes
el}o¶all¶³tani mindk¶et term¶ek¶et. Az I. ¶es a II. orsz¶agban az A ill. a B el}o-
¶all¶³t¶as¶anak kÄolts¶ege az adott orsz¶ag valut¶aj¶aban kifejezve: pAI ; p
B
I ; p
A
II ; p
B
II ,
egy term¶ek el}o¶all¶³t¶as¶ahoz cAI ; c
B
I ; c
A
II ; c
B
II kapacit¶asra van szÄuks¶eg. Tudjuk,
hogy az orsz¶agokban a gy¶araknak kapacit¶askorl¶atai a kÄovetkez}ok: CI ; CII .
A term¶ekek elad¶asi ¶ara az I. orsz¶ag valut¶aj¶aban: pA ill. pB . TegyÄuk fel,
hogy a v¶allalat c¶elja a pro¯tmaximaliz¶al¶as. Meg kell hat¶arozni, hogy mennyit
termeljen a v¶allalat az egyes gy¶arakban a term¶ekekb}ol. JelÄolje ezeket: xAI ; x
B
I ,
xAII ; x
B
II .
Teh¶at az al¶abbi param¶eteres line¶aris programot kell megoldani:
xAI + x
A
II = D
A
xBI + x
B
II = D
B
cAI ¤ xAI + cBI ¤ xBI · CI
cAII ¤ xAII + cBII ¤ xBII · CII
xAI ; x
B
I ; x
A
II ; x
B
II ¸ 0
max
£
(pA ¡ pAI ) ¤ xAI + (pA ¡ v ¤ pAII) ¤ xAII +
+ (pB ¡ pBI ) ¤ xBI + (pB ¡ v ¤ pBII) ¤ xBII
¤
JelÄolje ezen feladatot (LP). A felt¶etelek felhaszn¶al¶as¶aval a c¶elfÄuggv¶eny az
al¶abbi alakba transzform¶alhat¶o:
pA ¤ DA + pB ¤ DB ¡ min £pAI ¤ xAI + pBI ¤ xBI + v ¤ pAII ¤ xAII + v ¤ pBII ¤ xBII
¤
A feladatot megoldhat¶os¶ag szempontj¶ab¶ol h¶arom f}o r¶eszre bonthatjuk,
aszerint, hogy az (LP) felt¶etelei kÄozÄott szerepl}o k¶et egyenl}otlens¶eg az op-
tim¶alis megold¶asban ¶eles-e vagy sem:
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1. Mindk¶et egyenl}otlens¶eg ¶elesen teljesÄul, vagyis mindk¶et orsz¶agban t¶ul
nagy a termel}ok¶epess¶eg.
2. Egyik egyenl}otlens¶eg egyenl}os¶eggel teljesÄul, a m¶asik nem, ez pedig azt
jelenti, hogy az egyik orsz¶ag teljes kapacit¶ason termel, a m¶asik pedig
nem haszn¶alja ki termel}o lehet}os¶egeit.
3. Mindk¶et egyenl}otlens¶eg egyenl}os¶eggel teljesÄul, azaz mindk¶et gy¶ar teljes
kapacit¶ason m}ukÄodik.
Az elkÄovetkez}o t¶etelek bizony¶³t¶asait egyÄutt kÄozÄoljÄuk a dolgozat v¶egi mel-
l¶ekletben.
3.1 Mindk¶et orsz¶agban t¶ul nagy a kapacit¶as
Most azzal a felt¶etelez¶essel ¶elÄunk, hogy optim¶alis esetben mindk¶et gy¶arnak
marad ki nem haszn¶alt kapacit¶asa. Ebben az esetben a kapacit¶askorl¶atokat
egyik gy¶arban sem ¶eri el a termel¶es. Az (LP) ekkor az al¶abbi alak¶u:
xAI + x
A
II = D
A
xBI + x
B
II = D
B
cAI ¤ xAI + cBI ¤ xBI < CI
cAII ¤ xAII + cBII ¤ xBII < CII
xAI ; x
B
I ; x
A
II ; x
B
II ¸ 0
pA ¤ DA + pB ¤ DB ¡ min
£
pAI ¤ xAI + pBI ¤ xBI + v ¤ pAII ¤ xAII + v ¤ pBII ¤ xBII
¤
Ekkor az optim¶alis megold¶asa mindig a param¶etert}ol fÄugg, mint ahogy
a kÄovetkez}okb}ol ki is derÄul. Fontos megjegyezni, hogy ekkor, az elegend}o
rendelkez¶esre ¶all¶o kapacit¶as miatt, az optim¶alis megold¶asok att¶ol fÄuggnek,
hogy hol ¶eri meg jobban termelni az egyes term¶eket.
Nyilv¶anval¶o t¶eny, hogy adott a ¶es b val¶os sz¶am eset¶en fenn¶all a trihot¶omia,
vagyis: a = b, vagy a < b, vagy a > b. Az els}o esetben a sz¶amok a
sz¶amegyenest k¶et, a m¶asodik ¶es hamadik esetben pedig h¶arom r¶eszre bontj¶ak.
Legyen most a = p
A
I
pA
II
, ¶es b = p
B
I
pB
II
. A fenti gondolatmenetet ¯gyelembe
v¶eve az (LP) optim¶alis megold¶asair¶ol a kÄovetkez}o t¶etelsorozat mondhat¶o ki.
A t¶etelek lefedik azon eseteket, melyek a fenti rendszer megold¶asai lehet-
nek. Azt mutatj¶ak be, hogy ¶eppen hol ¶eri meg a term¶ekeket gy¶artani. Az
al¶abbi n¶egy eset kÄozÄul egy adott feladatn¶al a kÄovetkez}ok alapj¶an lehet a
megfelel}ot kiv¶alasztani:
Amennyiben a deviza¶arfolyam nem kisebb p
A
I
pA
II
¶es p
B
I
pB
II
maximum¶an¶al, ill.
nem nagyobb a minimumukn¶al, akkor egyszer}uen kiv¶alaszthat¶o a megfelel}o
t¶etel (3. ill. 6.). Viszont, amikor az ¶arfolyam az egyikn¶el kisebb, de a
m¶asikn¶al nagyobb, akkor meg kell vizsg¶alni, hogy p
A
I
pAII
>
pBI
pBII
, vagy p
A
I
pAII
<
pBI
pBII
.
Egy helyettes¶³t}o term¶ekeket gy¶art¶o . . . 73
Miut¶an ezt eldÄontÄottÄuk, m¶ar meg is van, hogy melyik esetet kell alkalmazni
(4. ill. 5.).
3. t¶etel. Ha v ¸ max
³
pAI
pA
II
; p
B
I
pB
II
´
¶es CI > DA ¤ cAI + DB ¤ cBI , akkor
xAI = D
A ; xAII = 0 ; x
B
I = D
B ; xBII = 0 :
A fenti els}o felt¶etel szerint a deviza ¶atv¶alt¶asi ar¶anya nagyobb mind az A,
mind a B term¶ek el}o¶all¶³t¶as¶anak relat¶³v kÄolts¶egh¶anyad¶an¶al. Ez annyit tesz,
hogy olcs¶obb mindk¶et term¶eket az els}o orsz¶agban legy¶artani, ¶es a szÄuks¶eges
mennyis¶eget a m¶asik orsz¶agba ¶atsz¶all¶³tani. A m¶asodik felt¶etel azt garant¶alja,
hogy a gy¶art¶ast a kapacit¶asok lehet}ov¶e tegy¶ek.
4. t¶etel. p
A
I
pA
II
¸ v ¸ pBI
pB
II
, CI > D
B ¤ cBI ¶es CII > DA ¤ cAII :
xAI = 0 ; x
A
II = D
A ; xBI = D
B ; xBII = 0 :
Az A term¶eket a II. orsz¶agban, a B term¶eket az I. orsz¶agban lehet gaz-
das¶agosabban termelni, felt¶eve, hogy a kapacit¶asok megfelel}oek.
5. t¶etel.
pBI
pB
II
¸ v ¸ p
A
I
pA
II
, CI > D
A ¤ cAI ¶es CII > DB ¤ cBII :
xAI = D
A ; xAII = 0 ; x
B
I = 0 ; x
B
II = D
B :
A B term¶eket a II. orsz¶agban, az A term¶eket az I. orsz¶agban termeli,
felt¶eve, hogy a kapacit¶asok megfelel}oek.
6. t¶etel. v · min
³
pAI
pA
II
;
pBI
pB
II
´
¶es CII > DA ¤ cAII + DB ¤ cBII :
xAI = 0 ; x
A
II = D
A ; xBI = 0 ; x
B
II = D
B :
Ez annyit tesz, hogy amennyiben a deviza¶arfolyam rosszabb, mint a ter-
m¶ekek relat¶³v termel¶esi ÄonkÄolts¶egei az egyes orsz¶agokban, akkor a jobb felt¶e-
telekkel rendelkez}o II. orsz¶agban termeli meg az Äosszes term¶ek¶et, amennyiben
ezt a kapacit¶asok megengedik.
3.2 Egyik orsz¶agban teljes kapacit¶ason folyik a terme-
l¶es, a m¶asikban nem
Mivel a feladatban nincs kitÄuntetett szerepe egyik orsz¶agnak sem, ¶³gy el¶eg
azt az esetet vizsg¶alni, amikor az I. orsz¶ag nem termel teljes kapacit¶ason,
de a II. igen. Most sz¶et kell v¶alasztani a fejezetet, mivel itt elk¶epzelhet}o
degener¶alt eset is.
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3.2.1 Norm¶al eset
Ebben az esetben a param¶etert}ol fÄugg}oen az al¶abbi n¶egy t¶etel egyike ¶all fenn:
7. t¶etel. Ha
³
cBII
cA
II
¤ pAI ¡ pBI
´
· v ¤
³
cBII
cA
II
¤ pAII ¡ pBII
´
,
pBI
pB
II
¸ v, ¶es CI +
cAI
cA
II
¤ CII > cAI ¤ DA + cBI ¤ DB :
xAI = D
A ; xBI = D
B ¡ CII
cBII
¸ 0 ;
xAII = 0 ; x
B
II =
CII
cBII
:
A m¶asodik felt¶etel azt jelenti, hogy a B-t jobban meg¶eri a II. orsz¶agban
el}o¶all¶³tani. Az els}o felt¶etel igen bonyolultnak t}unhet. A l¶enyege az, hogy a
II. orsz¶agnak komparat¶³v el}onye van a B term¶ek el}o¶all¶³t¶as¶aban. A c¶eg itteni
gy¶ara teh¶at teljes m¶ert¶ekben a B gy¶art¶as¶ara specializ¶al¶odik. Itt viszont a ka-
pacit¶askorl¶at miatt nem lehet elegend}o mennyis¶eget el}o¶all¶³tani. A marad¶ekot
az I. orsz¶agban k¶esz¶³tik el. Vil¶agos, hogy ebben az esetben az A term¶ek ir¶anti
keresletet teljes eg¶esz¶eben az I. orsz¶agbeli gy¶ar el¶eg¶³ti ki. A harmadik felt¶etel
azt biztos¶³tja hogy az I. orsz¶ag nem termel teljes kapacit¶ason.
8. t¶etel. Ha
³
cBII
cAII
¤ pAI ¡ pBI
´
¸ v ¤
³
cBII
cAII
¤ pAII ¡ pBII
´
, p
B
I
pBII
¸ v, ¶es CI +
cBI
cB
II
¤ CII > cBI ¤ c
A
II
cB
II
¤ DA + cBI ¤ DB :
xAI = 0 ; x
B
I = D
B ¡ CII ¡ D
A ¤ cAII
cBII
¸ 0 ;
xAII = D
A ; xBII =
CII ¡ DA ¤ cAII
cBII
¸ 0 :
Az el}oz}o t¶etel alapj¶an kÄonnyen kital¶alhat¶o a k¶et felt¶etel l¶enyege: az II. or-
sz¶agnak komparat¶³v el}onye van a A term¶ek el}o¶all¶³t¶as¶aban. Teh¶at itt termelik
a teljes A mennyis¶eget, ¶es a megmarad¶o kapacit¶as erej¶eig B-t is, mivel a B-t
is jobban meg¶eri a II. orsz¶agban el}o¶all¶³tani. A megmarad¶o B term¶eket az I.
gy¶arban k¶esz¶³tik el.
9. t¶etel. Ha
³
cBII
cA
II
¤ pAI ¡ pBI
´
· v ¤
³
cBII
cA
II
¤ pAII ¡ pBII
´
, p
A
I
pA
II
¸ v, ¶es CI +
cAI
cA
II
¤ CII > cAI ¤ DA + cAI ¤ c
B
II
cA
II
¤ DB :
xAI = D
A ¡ CII ¡ D
B ¤ cBII
cAII
¸ 0 ; xBI = 0 ;
xAII =
CII ¡ DB ¤ cBII
cAII
¸ 0 ; xBII = DB :
Itt egy az egyben lehet alkalmazni a 7. t¶etelben elmondottakat, csak az
A term¶ek helyett B-t, az I. orsz¶ag helyett II.-at kell venni, ¶es ford¶³tva.
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10. t¶etel. Ha
³
cBII
cA
II
¤ pAI ¡ pBI
´
¸ v ¤
³
cBII
cA
II
¤ pAII ¡ pBII
´
, p
A
I
pA
II
¸ v, ¶es CI +
cAI
cA
II
¤ CII > cAI ¤ DA + cBI ¤ DB :
xAI = D
A ¡ CII
cAII
¸ 0 ; xBI = DB ;
xAII =
CII
cAII
; xBII = 0 :
Ez az eset pedig a 8. t¶etel hasonm¶asa. (A term¶ekek ¶es az orsz¶agok meg-
cser¶el¶ese itt is elengedhetetlen.)
3. megjegyz¶es. A fenti t¶etelekn¶el persze elengedhetetlen, hogy megkÄoveteljÄuk
a megold¶asok nemnegativit¶as¶at a megengedetts¶eghez. A t¶etelek elej¶en a k¶et
felt¶etel a megold¶asok optimalit¶asi felt¶etele.
3.2.2 Degener¶alt eset
Ebben az esetben az (LP) felt¶etelrendszere speci¶alis alak¶u (l¶asd Appendix),
¶es ennek kÄovetkezt¶eben az optim¶alis megold¶asok m¶odosulnak. Mivel most
az I. orsz¶ag nem termel teljes kapacit¶ason, ¶³gy az optim¶alis esetekr}ol a 2.1
pont azon t¶eteleinek hasonm¶asait lehet kimondani, amelyekben szerepel a
CII kapacit¶askorl¶atra vonatkoz¶o felt¶etel. A t¶etelek ¶ugy m¶odosulnak, hogy az
ottani CII kapacit¶askorl¶atra vonatkoz¶o felt¶etelek itt egyenl}os¶eggel kell, hogy
teljesÄuljenek, a t¶etelek tÄobbi r¶esze v¶altozatlan.
Term¶eszetesen, ha a szimmetrikus eset ¶all fenn, vagyis I. orsz¶ag termel
teljes kapacit¶ason, ¶es a II. orsz¶ag nem, akkor a 2.1 pont t¶eteleiben a CI
kapacit¶askorl¶athoz tartoz¶o felt¶etelek teljesÄulnek egyenl}os¶eggel.
3.3 Teljes kapacit¶askihaszn¶al¶as mindk¶et orsz¶agban
Ebben az alfejezetben v¶egig azzal a felt¶etelez¶essel ¶elÄunk, hogy mindk¶et gy¶ar
teljes kapacit¶ason m}ukÄodik optim¶alisan. Ekkor az eredeti param¶eteres line¶aris
program felt¶etelei az optim¶alis megold¶asban az al¶abbi egyenletrendszerbe
mennek ¶at:
xAI + x
A
II = D
A
xBI + x
B
II = D
B
cAI ¤ xAI + cBI ¤ xBI = CI
cAII ¤ xAII + cBII ¤ xBII = CII
Az al¶abbi t¶etelb}ol j¶ol l¶athat¶o, hogy az egyenletrendszer igen sokf¶elek¶eppen
viselkedhet.
11. t¶etel. A fenti egyenletrendszer megoldhat¶os¶ag¶ar¶ol az al¶abbiakat mond-
hatjuk:
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1. Mindig egy¶ertelm}u a megold¶asa, ha c
A
I
cA
II
6= cBI
cB
II
.
2. Amennyiben c
A
I
cAII
= c
B
I
cBII
¶all fenn, akkor k¶et eset lehets¶eges:
a) V¶egtelen sok megold¶as van, ha fenn¶all a CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤DA
azonoss¶ag;
b) Amennyiben a CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤ DA felt¶etel nem teljesÄul,
akkor nincs megold¶as.
3.3.1 Egy¶ertelm}u megoldhat¶os¶ag esete
Most egy rÄovid id}ore vizsg¶aljuk meg a fenti t¶etel 1. eset¶et, vagyis amikor
cAI
cA
II
6= c
B
I
cB
II
. Ez a felt¶etel a komparat¶³v el}onyÄok l¶etez¶es¶et biztos¶³tja. Ekkor a
fenti t¶etel szerint egy¶ertelm}u az egyenletrendszer megold¶asa.
12. t¶etel. Az egyenletrendszer egy¶ertelm}u megoldhat¶os¶aga eset¶en a megold¶a-
sok a kÄovetkez}o alak¶uak:
xAI =
cAII ¤ cBI ¤ DA + cBI ¤ cBII ¤ DB ¡ CI ¤ cBII ¡ CII ¤ cBI
cAII ¤ cBI ¡ cAI ¤ cBII
xAII =
CI ¤ cBII + CII ¤ cBI ¡ cAI ¤ cBII ¤ DA ¡ cBI ¤ cBII ¤ DB
cAII ¤ cBI ¡ cAI ¤ cBII
xBI =
cAII ¤ CI + cAI ¤ CII ¡ cAI ¤ cAII ¤ DA ¡ cAI ¤ cBII ¤ DB
cAII ¤ cBI ¡ cAI ¤ cBII
xBII =
cAI ¤ cAII ¤ DA + cAII ¤ cBI ¤ DB ¡ cAII ¤ CI ¡ cAI ¤ CII
cAII ¤ cBI ¡ cAI ¤ cBII
:
Az eredeti (LP) megold¶asair¶ol az el}oz}o t¶etel seg¶³ts¶eg¶evel az al¶abbiak mond-
hat¶ok:
13. t¶etel. Az el}oz}o t¶etel egy¶ertelm}u megold¶asainak megengedetts¶eg¶ehez az
xAII ; x
A
II ; x
B
I ; x
B
II ¸ 0 felt¶etelek szÄuks¶egesek. A megengedett megold¶asok opti-
malit¶as¶ahoz pedig a param¶eterre kell fenn¶allnia az al¶abbi egyenl}otlens¶egeknek:
³
pAI
cA
II
¡ p
B
I
cB
II
´
¡ v ¤
³
pAII
cA
II
¡ p
B
II
cB
II
´
cAII ¤ cBI ¡ cAI ¤ cBII
¸ 0 ;
³
pAI
cA
I
¡ p
B
I
cB
I
´
¡ v ¤
³
pAII
cA
I
¡ p
B
II
cB
I
´
cAII ¤ cBI ¡ cAI ¤ cBII
¸ 0 :
4. megjegyz¶es. A megold¶asok nemnegativit¶asa garant¶alja a megengedett-
s¶eget. A param¶eterre vonatkoz¶o felt¶etelek a line¶aris programokn¶al szok¶asos
optimalit¶asi felt¶eteleknek felelnek meg.
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3.3.2 A nem egy¶ertelm}u megoldhat¶os¶ag esete
Amennyiben a 11. t¶etel 2. esete ¶all fenn, akkor biztos, hogy az egyenletrend-
szernek nincs egy¶ertelm}u gyÄoke. Ennek ellen¶ere m¶eg ebben az esetben is lehet
megold¶as, de ehhez tov¶abbi felt¶etelre (CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤DA) van szÄuks¶eg.
E felt¶etel teljesÄul¶ese eset¶en a k¶et term¶ek orsz¶agonk¶enti alternat¶³v kÄolts¶egei
azonosak, azaz egyik orsz¶agbeli gy¶arnak sincs komparat¶³v el}onye egyik term¶ek
termel¶es¶eben sem. Vagyis ak¶arhogyan eloszthatj¶ak a termel¶est, az mindig j¶o
megold¶as lesz, de nem felt¶etlenÄul optim¶alis. A megoldhat¶os¶ag egyetlen kÄove-
telm¶enye teh¶at, hogy pontosan akkora kapacit¶as ¶alljon rendelkez¶esre a term¶e-
kek gy¶art¶as¶ahoz, amekkora a keresletÄuk. Ennek magyar¶azata az, hogy mivel
a k¶et term¶ek alternat¶³v kÄolts¶ege azonos, ez¶ert el¶eg a B term¶eket haszn¶alni:
egy A legy¶art¶as¶aval egyen¶ert¶ek}u c
A
I
cBI
darab B k¶esz¶³t¶ese. Ebb}ol kÄovetkezik,
hogy az Äosszkereslet DB + c
A
I
cB
I
¤ DA a B term¶ekben sz¶amolva. A term¶ek
k¶³n¶alata pedig a k¶et gy¶ar maxim¶alis kapacit¶asÄosszege a B term¶ekb}ol, azaz:
CI
cBI
+ CII
cBII
.
Ami az (LP) optim¶alis megold¶asait illeti, m¶ar kicsit bonyolultabb a helyzet,
mivel ekkor a param¶eter fÄuggv¶eny¶eben tÄobb eset is fenn¶allhat.
¶Erdekess¶egk¶ent vizsg¶aljuk meg k¶et speci¶alis esetet.
Els}ok¶ent, amikor a CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤ DA felt¶etel a CI
cB
I
= DB, ¶es a
CII
cAII
= DA egyÄuttes fenn¶allt¶aval teljesÄul.
M¶asodsorban, amikor a CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤ DA felt¶etel a CI
cA
I
= DA, ¶es
a CII
cBII
= DB egyÄuttes fenn¶allt¶aval teljesÄul.
V¶egezetÄul vizsg¶aljuk meg a CI
cB
I
+ CII
cB
II
6= DB + c
A
I
cB
I
¤ DA esetet. Mivel a
term¶ekek alternat¶³v kÄolts¶egei tov¶abbra is azonosak, ¶³gy itt sem lehet meg-
kÄulÄonbÄoztetni }oket, ekkor a teljes kapacit¶askihaszn¶al¶as felt¶etele pontosan
megszabja a termelend}o mennyis¶eget, ami a fenti felt¶etel miatt nem egyezik
meg az Äosszkereslettel. Most teh¶at nem ¶allhat fenn a kereslet ¶es a k¶³n¶alat
egyens¶ulya, mivel, ha az Äosszkereslet kevesebb a rendelkez¶esre ¶all¶o Äosszkapa-
cit¶asn¶al, akkor az optim¶alis megold¶as a 2.1 ill. a 2.2 pontok valamelyik¶eben
tal¶alhat¶o meg; amennyiben viszont az Äosszkereslet meghaladja a v¶allalat ka-
pacit¶as¶at, akkor a feladatnak nincs megold¶asa.
4 ÄOsszefoglal¶as
A dolgozat egy glob¶alis, tÄobbterm¶ekes v¶allalat termel¶es-allok¶aci¶os dÄont¶eseinek
bemutat¶as¶at szerette volna megvil¶ag¶³tani. A felv¶azolt modell egy k¶et orsz¶ag-
ban termel}okapacit¶assal rendelkez}o, ¶es k¶et helyettes¶³t}o term¶eket gy¶art¶o c¶eget
vizsg¶alt. A vizsg¶alat alapja a rendelkez¶esre ¶all¶o kapacit¶asok kihaszn¶alts¶ag¶an
alapult. KÄulÄon-kÄulÄon elemezte a mindk¶et orsz¶agbeli teljes kihaszn¶alts¶agot,
megvizsg¶alta azt az esetet, amikor csak az egyik orsz¶ag kapacit¶asait haszn¶alj¶ak
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ki maxim¶alisan, ¶es kit¶ert arra amikor mindk¶et orsz¶agban csup¶an a teljes ka-
pacit¶asok egy r¶esz¶et kÄotik le.
A modell, ami az elemz¶es alapj¶at szolg¶altatta egyszer}us¶ege miatt egyfel}ol
pontosan megfelelt a szerz}ok elv¶ar¶asainak, mivel seg¶³ts¶eg¶evel kÄonnyen bepil-
lant¶ast lehetett nyerni az optim¶alis termel¶es Äosszet¶etel¶ebe. M¶asfel}ol a modell
egyszer}us¶ege mutathat ir¶anyt a tov¶abbi kutat¶asoknak. Sz¶amos ir¶anyban el
lehet indulni a modell b}ov¶³t¶es¶et megc¶elozva. Az els}o |tal¶an legk¶ezenfekv}obb
¶ut| az orsz¶agok, a term¶ekek, ill. az egy orsz¶agban tal¶alhat¶o gy¶arak sz¶am¶a-
nak nÄovel¶ese. Term¶eszetesen ekkor az eredm¶enyek, b¶ar tov¶abbra is a line¶aris
programoz¶as elm¶elet¶en alapulnak, formailag sokkal bonyolultabbak lenn¶enek.
Egy m¶asik lehet}os¶eg lehet a modell felt¶etelei kÄozÄul n¶eh¶any relax¶al¶asa. Az
¶³gy kapott m¶odosult felt¶etelrendszer vizsg¶alata szint¶en elk¶epzelhet}o kutat¶asi
terÄulet lehet. V¶egezetÄul megeml¶³thet}o az a terÄulet, ami tal¶an a leg¶erdekesebb.
Az egyszerre tÄobb faktorral oper¶al¶o modell vizsg¶alata, vagyis amikor az ¶ar-
folyamon k¶³vÄul m¶eg n¶eh¶any befoly¶asol¶o t¶enyez}ot (ad¶ok, b¶erek stb.) ¶ep¶³tÄunk
bele a modellbe. Ezen lehet}os¶eg az¶ert is ¶erdekes, mivel ¶³gy a tÄobb t¶enyez}o
egyÄuttes hat¶as¶at lehetne vizsg¶alni, ami jobban kÄozel¶³ten¶e a val¶os helyzetet.
5 Appendix
Most az (LP) szimplex algoritmus szerinti optim¶alis megold¶asainak vizsg¶ala-
ta seg¶³ts¶eg¶evel bebizony¶³tjuk a m¶asodik fejezet Äosszes t¶etel¶et. Eml¶ekeztet}oÄul
¶alljon itt az eredeti feladat:
xAI + x
A
II = D
A (2)
xBI + x
B
II = D
B (3)
cAI ¤ xAI + cBI ¤ xBI · CI (4)
cAII ¤ xAII + cBII ¤ xBII · CII (5)
xAI ; x
B
I ; x
A
II ; x
B
II ¸ 0
pA ¤ DA + pB ¤ DB ¡ min £pAI ¤ xAI + pBI ¤ xBI + v ¤ pAII ¤ xAII + v ¤ pBII ¤ xBII
¤
Legyenek u1¶es u2 seg¶edv¶altoz¶ok. El}obbi a (4), m¶³g ut¶obbi az (5) felt¶etelt
eg¶esz¶³ti ki egyenl}os¶egg¶e. A k¶et m¶odos¶³tott felt¶etel teh¶at:
cAI ¤ xAI + cBI ¤ xBI + u1 = CI (40)
cAII ¤ xAII + cBII ¤ xBII + u2 = CII (50)
Mivel n¶egy felt¶etel ¶es hat v¶altoz¶o van, ¶es mivel a felt¶etelek line¶arisan
fÄuggetlenek, ¶³gy az optim¶alis b¶azis n¶egy v¶altoz¶os lesz. Az egyes v¶altoz¶okhoz
tartoz¶o vektorokat jelÄolje: xAI , x
A
II , x
B
I , x
B
II , u1, ¶es u2.
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b xAI x
A
II x
B
I x
B
II u1 u2
DA 1 1 0 0 0 0
DB 0 0 1 1 0 0
CI c
A
I 0 c
B
I 0 1 0
CII 0 c
A
II 0 c
B
II 0 1
KezdjÄuk vizsg¶alatunkat a 2.1 ponttal. Ekkor egyik gy¶ar sem termel teljes
kapacit¶ason, vagyis mind (4), mind (5) szigor¶u egyenl}otlens¶eggel teljesÄul. Ez
azt jelenti, hogy mindk¶et seg¶edv¶altoz¶o ¶ert¶eke pozit¶³v. Egy v¶altoz¶onak a meg-
old¶asban viszont csak akkor lehet pozit¶³v ¶ert¶eke, ha benne van a b¶azisban.
Ebben az esetben teh¶at mind u1-nek, mind u2-nek szerepelnie kell a b¶azisban.
A v¶altoz¶okat vizsg¶alva az al¶abbi b¶azisok jÄohetnek sz¶oba:
B1 = fxAI ; xBI ; u1; u2 g ; B2 = fxAI ; xBII ; u1; u2 g ;
B3 = fxAII ; xBI ; u1; u2 g ; B4 = fxAII ; xBII ; u1; u2 g :
Mivel mind a n¶egy b¶azisra ugyan¶ugy megy a sz¶amol¶as, ¶³gy most csak B1-re
n¶ezzÄuk v¶egig a m¶odszert, a tÄobbi vizsg¶alata hasonl¶oan ad¶odik. SzÄuks¶egÄunk
van a B¡11 ¤ b szorzatra, mivel ez adja vissza a b¶azisbeli v¶altoz¶ok ¶ert¶ek¶et. A
b m¶ar ismert, a B¡11 pedig a kÄovetkez}o:
B¡11 =
0
B@
1 0 0 0
0 1 0 0
¡cAI ¡cBI 1 0
0 0 0 1
1
CA
Ezek alapj¶an a megold¶as:
xAI = D
A; xAII = 0; x
B
I = D
B; xBII = 0;
u1 = CI ¡ DA ¤ cAI ¡ DB ¤ cBI ; u2 = CII :
Mivel a v¶altoz¶ok nemnegat¶³vak, s}ot a seg¶edv¶altoz¶ok pozit¶³vak, ¶³gy szÄuks¶eges
a CI ¡ DA ¤ cAI ¡ DB ¤ cBI > 0 felt¶etel.
Ez a megold¶as akkor lesz optim¶alis, ha a b¶azison k¶³vÄuli v¶altoz¶okra teljesÄul,
hogy a b¶azisbeli koordin¶at¶aikat (dAII = B
¡1
1 ¤xAII , dBII = B¡11 ¤xBII) skal¶arisan
szorozva a b¶azisv¶altoz¶ok c¶elfÄuggv¶enybeli egyÄutthat¶oikkal (cB1), nem kisebb
¶ert¶eket kapunk, mint az adott v¶altoz¶ok c¶elfÄuggv¶enybeli egyÄutthat¶oi (cx
A
II , ill.
cx
B
II):
dAII
T ¤ cB1 = ¡pAI ¸ cx
A
II = ¡v ¤ pAII ;
dBII
T ¤ cB1 = ¡pBI ¸ cx
B
II = ¡v ¤ pBII :
A v param¶etert kifejezve e k¶et egyenl}otlens¶egb}ol, a v ¸ max
³
pAI
pAII
; p
B
I
pBII
´
felt¶etelhez jutunk. Ezzel igazoltuk a 3. t¶etelt. Amint azt fent elmondtuk
a 4., 5., ¶es 6. t¶etelek bizony¶³t¶asa ez alapj¶an kÄonnyen elv¶egezhet}o.
A 2.2 pontban szimmetriai okok miatt azt az esetet vizsg¶altuk, amikor az
I. orsz¶agban nem termelnek teljes kapacit¶ason, a II.-ban viszont igen. Ez a
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v¶altoz¶ok szempontj¶ab¶ol azt jelenti, hogy u1 biztosan pozit¶³v ¶ert¶ekkel szerepel
a b¶azisban, ezzel szemben u2-r}ol csak azt tudjuk, hogy ¶ert¶eke nulla.
El}oszÄor n¶ezzÄuk v¶egig azt az esetet, amikor az fxAI , xAII , xBI , xBII , u1 g
vektorrendszer rangja n¶egy, azaz e rendszerb}ol egy vektort elhagyva b¶azist
kapunk. Ekkor teh¶at u2 b¶azison k¶³vÄuli. Az u1 ¶ert¶eke pozit¶³v a 2.2 pontban,
¶³gy mindegyik b¶azisban benne van. N¶egy lehets¶eges b¶azis van:
B5 = fxAI ; xAII ; xBI ; u1 g ; B6 = fxAI ; xAII ; xBII ; u1 g ;
B7 = fxAI ; xBI ; xBII ; u1 g ; B8 = fxAII ; xBI ; xBII ; u1 g :
Most csak B5-re n¶ezzÄuk v¶egig a m¶odszert, a tÄobbi vizsg¶alata hasonl¶oan
ad¶odik. SzÄuks¶egÄunk van a B¡15 ¤b szorzatra, mivel ez adja vissza a b¶azisbeli
v¶altoz¶ok ¶ert¶ek¶et. A b m¶ar ismert, a B¡15 pedig a kÄovetkez}o:
B¡15 =
0
BBB@
1 0 0 ¡ 1
cA
II
0 0 0 1
cA
II
0 1 0 0
¡cAI ¡cBI 1 c
A
I
cA
II
1
CCCA
Ezek alapj¶an a megold¶as:
xAI = D
A ¡ CII
cAII
¸ 0; xAII =
CII
cAII
; xBI = D
B; xBII = 0 :
u1 = CI +
cAI
cAII
¤ CII ¡ DA ¤ cAI ¡ DB ¤ cBI ; u2 = 0 :
A kapott eredm¶enyek megfelelnek a 10. t¶etelben kimondottaknak. Az ottani,
param¶etert tartalmaz¶o felt¶etelek a b¶azison k¶³vÄuli xBII ¶es az u2 vektorokra
vonatkoz¶o szok¶asos felt¶etelek, vagyis:
(B¡15 ¤ xBII)T ¤ cB5 =
cBII
cAI
¤ pAI ¡ pBI ¡
cBII
cAI
¤ v ¤ pAII ¸ cx
B
II = ¡v ¤ pBII
(B¡15 ¤ u2)T ¤ cB5 = pAI ¡ v ¤ pAII ¸ cu2 = 0
A harmadik felt¶etel az u1 v¶altoz¶o pozitivit¶as¶at biztos¶³tja. Hasonl¶o m¶odszerrel
bizony¶³that¶ok a 7., 8., ill. 9. t¶etelek a B7, B8, ill. a B6 b¶azisokat haszn¶alva.
Vizsg¶aljuk most a 2.2.2 pontot. Itt az esetet ¶all fenn, amikor a vizsg¶alt
vektorrendszer, vagyis az fxAI , xAII , xBI , xBII , u1 g rangja h¶arom. Ekkor
minden b¶azisba e rendszerb}ol maximum 3 vektort lehet kiv¶alasztani, melyek
kÄozÄul az egyik mindig az u1 kell, hogy legyen. E felt¶etelek h¶arom b¶azisra
teljesÄulnek, ezek pedig a kor¶abban m¶ar bevezetett: B2, B3, B4 b¶azisok.
Ezekben a b¶azisokban u2 benne van, de felt¶etel szerint 0 ¶ert¶eken. Ez azt
jelenti, hogy a b¶azis degener¶alt.
Ekkor a 4., 5., 6. t¶etelek m¶odos¶³t¶asa szolg¶altatja a megold¶ast, mivel a
b¶azisok pontosan megegyeznek az ottani b¶azisokkal, csak a megold¶asok ¶ert¶e-
kei m¶asok. Mindh¶arom t¶etelben a CII kapacit¶askorl¶atra vonatkoz¶o szigor¶u
egyenl}otlens¶eget kell ¶at¶³rni egyenl}os¶egg¶e.
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A szimmetrikus esetben ¶ertelemszer}uen a 3., 4., 5. t¶etelek haszn¶alhat¶ok
fel, mivel ezekben szerepel a CI kapacit¶askorl¶atra vonatkoz¶o felt¶etel. Itt e
felt¶eteleknek egyenl}os¶eggel kell teljesÄulniÄuk.
A 2.3.1 pont annak az esetnek felel meg, amikor az optim¶alis b¶azisban
nincs seg¶edv¶altoz¶o, teh¶at a B0 = fxAI , xAII , xBI , xBII g vektorrendszer b¶azis,
¶³gy line¶arisan fÄuggetlen rendszer kell, hogy legyen. Ez azt jelenti, hogy ezen
vektorok semmilyen trivi¶alist¶ol elt¶er}o line¶aris kombin¶aci¶oja nem lehet a nulla
vektor.
Amennyiben
cAI
cA
II
=
cBI
cB
II
, akkor cBII ¤xAI ¡cBII ¤xAII ¡cAII ¤xBI +cAII ¤xBII = 0.
Teh¶at amennyiben c
A
I
cA
II
6= c
B
I
cB
II
, akkor a B0 b¶azis, teh¶at ekkor egy¶ertelm}u a
megold¶as. Teh¶at bel¶attuk a 11. t¶etel 1. eset¶et.
A fenti B0 b¶azis inverze a kÄovetkez}o:
B¡10 =
0
B@
cAII ¤ cBI cBI ¤ cBII ¡cBII ¡cBI
¡cAI ¤ cBII ¡cBI ¤ cBII cBII cBI
¡cAI ¤ cAII ¡cAI ¤ cBII cAII cAI
cAI ¤ cAII cAII ¤ cBI ¡cAII ¡cAI
1
CA
Az egyenletrendszer megold¶as¶at a B¡10 ¤ b m¶atrixszorzat szolg¶altatja, mely-
nek eredm¶enye megegyezik a 12. t¶etelben kimondott megold¶assal.
Az egyenletrendszer egy¶ertelm}u megold¶asa akkor lesz optim¶alis az (LP)-
re n¶ezve, ha egyr¶eszt nemnegat¶³v (megengedetts¶eg), m¶asr¶eszt, ha a m¶asik
k¶et, b¶azison k¶³vÄuli vektorra teljesÄul, hogy sem a dT1 ¤ c skal¶arszorzat nem
kisebb az u1 seg¶edv¶altoz¶o c¶elfÄuggv¶enybeli egyÄutthat¶oj¶an¶al, sem a d
T
2 ¤ c
skal¶arszorzat nem kisebb az u2 seg¶edv¶altoz¶o c¶elfÄuggv¶enybeli egyÄutthat¶oj¶an¶al,
melyek null¶ak, hiszen a seg¶edv¶altoz¶ok nem szerepelnek a c¶elfÄuggv¶enyben. Itt
a d1, ¶es a d2 vektorok az u1, ¶es a u2 seg¶edv¶altoz¶ok B0 b¶azisbeli koordin¶a-
t¶aikb¶ol ¶all¶o vektorok.
A fenti d1, d2, c vektorok |bevezetve az f =
1
cB
I
¤cA
II
¡cB
II
¤cA
I
helyettes¶³-
t¶est| az al¶abbi alak¶uak:
zT1 =
¡
¡cBII ¤ f; cBII ¤ f; cAII ¤ f; ¡cAII ¤ f
¢
zT2 =
¡
¡cBI ¤ f; cBI ¤ f; cAI ¤ f;¡cAI ¤ f
¢
cT =
¡
¡pAI ; ¡pAII ¤ v;¡pBI ;¡pBII ¤ v
¢
:
K¶epezve a zdT1 ¤ c, ¶es a dT2 ¤ c skal¶arszorzatokat, a kÄovetkez}ohÄoz jutunk:
cBII ¤ f ¤ pAI ¡ cBII ¤ f ¤ pAII ¤ v ¡ cAII ¤ f ¤ pBI + cAII ¤ f ¤ pBII ¤ v ¸ 0 ; (6)
cBI ¤ f ¤ pAI ¡ cBI ¤ f ¤ pAII ¤ v ¡ cAI ¤ f ¤ pBI + cAI ¤ f ¤ pBII ¤ v ¸ 0 : (7)
Ezek pedig a 13. t¶etelnek megfelel}o felt¶etelek, amennyiben (6)-ot cBII ¤cAII -vel,
(7)-et pedig cBI ¤ cAI -gyel osztjuk.
A 2.3.2 pont szerint |amikor c
A
I
cA
II
= c
B
I
cB
II
| csakis abban az esetben oldhat¶o
meg az egyenletrendszer, ha
CI
cBI
+
CII
cBII
= DB +
cAI
cBI
¤ DA :
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Ez az¶ert van, mivel a B0 vektorrendszer a
cAI
cA
II
= c
B
I
cB
II
felt¶etel eset¶en line¶ari-
san ÄosszefÄugg}o, ¶³gy nem lehet b¶azis. Ekkor minden b¶azisban van legal¶abb
egy seg¶edv¶altoz¶o. Amennyiben felhaszn¶aljuk a c
A
I
cA
II
= c
B
I
cB
II
felt¶etelt, az egyen-
letrendszer Gauss-elimin¶aci¶o szerinti megold¶asa a CI
cB
I
+ CII
cB
II
= DB + c
A
I
cB
I
¤
DA egyenlethez vezet. Amennyiben ez teljesÄul, akkor azonoss¶agot kapunk
legal¶abb egy szabads¶agi fokkal, ha viszont nem ¶all fenn, akkor ellentmond¶asra
jutunk, nincs megold¶as. Ezzel a 11. t¶etel 2. eset¶et is bel¶attuk.
Egy rÄovid vizsg¶alat erej¶eig id}ozzÄunk el enn¶el a pontn¶al. Trivi¶alis, hogy
a cAI = c
B
I ¶es a c
A
II = c
B
II egyenl}os¶egek egyszerre teljesÄulnek, vagy egyszerre
nem ¶allnak fÄonn. Ut¶obbi esetben a B0 vektorrendszer rangja h¶arom, vagyis
ekkor a lehets¶eges b¶azisok e rendszerb}ol 3 vektort, ¶es vagy az u1, vagy az u2
seg¶edv¶altoz¶ot tartalmazz¶ak.
Amennyiben teljesÄul a cAI = c
B
I ¶es a c
A
II = c
B
II egyenl}os¶eg, akkor a B0
vektorrendszer rangja kett}o, azaz ekkor minden b¶azisban e vektorok kÄozÄul
legfeljebb kett}o szerepelhet. Mivel a b¶azis n¶egy elem}u, ¶es a fenti vektorokon
k¶³vÄul a feladatban csup¶an k¶et seg¶edv¶altoz¶o szerepel, ¶³gy teh¶at k¶etf¶ele ilyen
b¶azis jÄohet sz¶oba: fxAI , xBII , u1, u2 g, ¶es az fxAII , xBI , u1, u2 g.
Ezen b¶azisok ¶ugynevezett degener¶alt b¶azisok, ami azt jelenti, hogy n¶egyn¶el
kevesebb b¶azisvektor is el}o tudja ¶all¶³tani az egyenletrendszer jobb oldal¶at,
azaz van nulla ¶ert¶ek}u b¶azisv¶altoz¶o. Degener¶alt b¶azis eset¶en v¶egtelen sok
megold¶as van. Ez a feladat is azonoss¶agg¶a v¶alik, egy, illetve k¶et szabads¶agi
fokkal.
Mag¶at¶ol ¶ertet}odik, hogy amennyiben
CI
cBI
+
CII
cBII
= DB +
cAI
cBI
¤ DA
nem teljesÄul, akkor nincs megold¶as.
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ON OPTIMAL RESOURCE ALLOCATION POLICIES
The theory of the multinational corporation has traditionally sought to explain why
a ¯rm can successfully invest in overseas operations. Some think a foreign company
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operates at a disadvantage relative to local ones: it must control the operations over
longer distances and it is at a handicap in a foreign culture. In spite of these a
lot of the leading companies are establishing multi-facility international production
networks in response to intensi¯ed global competition in manufacturing and inter-
nalization of the marketplace. This multi-facility structure with production units in
di®erent geographical regions gives a ¯rm the °exibility to exploit the uncertainty
over future changes in exchange rates, competitive moves, or government policies.
Much research has been carried out on coordination of the supply chain. These
papers mainly cope with vertical coordination between manufacturing, marketing,
and distribution in the face of demand °uctuation. In comparison, there is a much
smaller literature on how factors that are unique to the global context a®ect de-
sign and control decisions in a global supply chain. In particular, relatively little
has been done to address the horizontal coordination between production units in
di®erent countries to serve uncertain demand in a changing economic and politi-
cal environment. The multinational corporation is a network of activities located
in di®erent countries. The value of this network derives from the opportunity to
bene¯t from uncertainty through the coordination of subsidiaries which are geo-
graphically dispersed. We model this coordination as the operating °exibility to
shift production between two manufacturing plants located in di®erent countries.
A parametric linear programming model treats explicitly this °exibility. We study
the optimal policies for a ¯rm operating plants in two countries, and making two
di®erent products which can substitute one another. If a global company has facto-
ries in several countries, it can select the place and the quantity of the production
according to the global demand and the exchange rate of the currencies. The op-
timal decision is modeled by a parametric linear programming problem in case of
products which substitute each other. The structure of the possible optimal so-
lutions was analyzed with the help of simplex algorithm. In the ¯rst chapter we
try to ¯nd the proper structure of consumer demand for the two products in the
speci¯ed countries according to a well known utility function based on price and
quality. After that we start to build up our model and tried to solve it. As we have
the optimal solutions for the scenarios, we examine their structure and ¯nd some
very exiting connections between the mathematical and economic meanings of the
results.
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