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Abstract
LetD = {{0},K,L,M,X} be a strongly double triangle subspace lattice on a non-zero complex reflexive
Banach space X, which means that at least one of three sums K + L, L + M and M + K is closed. It is
proved that a non-zero element S of AlgD is single in the sense that for any A,B ∈ AlgD, either AS = 0 or
SB = 0 whenever ASB = 0, if and only if S is of rank two. We also show that every algebraic isomorphism
between two strongly double triangle subspace lattice algebras is quasi-spatial.
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1. Introduction
LetA1 andA2 be Banach algebras. An algebraic isomorphism ϕ fromA1 ontoA2 is a linear
bijection that is multiplicative in the sense that for all a, b ∈A1, ϕ(ab) = ϕ(a)ϕ(b). IfA1 and
A2 are algebras of operators on the Banach spaces X1 and X2, respectively, then an algebraic
isomorphism ϕ fromA1 ontoA2 is said to be spatial if there exists an invertible bounded linear
operator S from X1 onto X2 such that ϕ(A) = SAS−1 for every A ∈A1.
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We know that an algebraic isomorphism between two operator algebras need not to be spatial
and need not even to preserve rank (cf. Example 5.1 in [1]). Lambrou in [2] introduced the strictly
weaker notion of quasi-spatiality in 1977. An algebraic isomorphism ϕ between two operator
algebrasA1 andA2 is said to be quasi-spatial, if there exists a closed, densely defined, injective
linear transformation S from the domain D(S) of S in X1 into X2 with dense range such that
Ax ∈ D(S) and ϕ(A)Sx = SAx for any x ∈ D(S) and any A ∈A1. Quasi-spatiality of algebraic
isomorphisms has been studied in [1,2,8,9].
An element s of an abstract algebra A is called single if either as = 0 or sb = 0 whenever
asb = 0 for any a, b ∈A. It is clear that single elements are invariant under algebraic iso-
morphisms. It is easy to show that an operator of rank one is a single element in any operator
algebra containing it. However single elements need not have rank one in general. In fact, for
any positive integer n, there is an operator algebra containing a single element of rank n (cf.
[7]).
Let X be a non-zero reflexive complex Banach space with topological dual X∗. As usual, the
set of all bounded linear operators onX is denoted byB(X). If T ∈ B(X), thenR(T ) denotes the
range of T . For a subset E ofX, we denote by lin.span{E} the linear span of E. If e∗ ∈ X∗, f ∈
X, then e∗ ⊗ f denotes the rank one operator (e∗ ⊗ f )(x) = e∗(x)f,∀x ∈ X. It is known that
A(e∗ ⊗ f )B = (B∗e∗) ⊗ (Af ) for any A,B ∈ B(X). For any non-empty subset Y ⊆ X, Y⊥
denotes its annihilator, that is, Y⊥ = {f ∗ ∈ X∗ : f ∗(y) = 0,∀y ∈ Y }. For any non-empty subset
Z ⊆ X∗,⊥Z denotes its pre-annihilator, that is, ⊥Z = {x ∈ X : f ∗(x) = 0,∀f ∗ ∈ Z}. Clearly
X⊥ = {0}, {0}⊥ = X∗. SinceX is reflexive, we have ⊥(Y⊥) = Y and (⊥Z)⊥ = Z for any closed
subspaces Y ⊆ X and Z ⊆ X∗.
A subspace lattice on X is a family L of subspaces of X which contains {0} and X, and is
closed under the intersection and closed linear span for any subfamily {Lγ }γ∈ of L, that is,
∩γ∈Lγ ∈L and ∨γ∈Lγ ∈L. For any subspace latticeL of X we define AlgL by
AlgL = {T ∈ B(X) : TL ⊆ L,∀L ∈L}
andL⊥ = {L⊥ : L ∈L}.
A double triangle subspace lattice on X is a set D = {{0},K,L,M,X} of subspaces of
X satisfying K ∩ L = L ∩ M = M ∩ K = {0} and K ∨ L = L ∨ M = M ∨ K = X. If one of
three sums K + L, L + M and M + K is closed, we say that D is a strongly double triangle
subspace lattice. It is known [5] that AlgD contains no rank one operators. We also have that
AlgDmay or may not contain non-zero finite rank operators (cf. Theorem 2.1 in [3]). Observe that
D⊥ = {{0},K⊥, L⊥,M⊥,X∗} is a double triangle subspace lattice on the reflexive Banach space
X∗. As in [3], put K0 = K ∩ (L + M),L0 = L ∩ (M + K),M0 = M ∩ (K + L) and Kp =
K⊥ ∩ (L⊥ + M⊥), Lp = L⊥ ∩ (M⊥ + K⊥),Mp = M⊥ ∩ (K⊥ + L⊥), respectively. Note that
Kp,Lp and Mp play the same role for D⊥ as K0, L0 and M0 do for D. Each of K0, L0,M0
is an invariant linear manifold of AlgD; each of Kp,Lp,Mp is an invariant linear manifold of
AlgD⊥. By Lemma 2.2 in [3], dimensions of K0, L0 and M0 are the same, denoted by m, and
the dimension of Kp,Lp and Mp are the same, denote by n.
In Section 2, we consider single elements in AlgD for a strongly double triangle subspace
lattice D. We prove that a non-zero element A in AlgD is single if and only if A is of rank
two. We also show that every algebraic isomorphism between two strongly double triangle sub-
space lattice algebras is quasi-spatial in Section 3. We next recall some results which are useful
later.
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Lemma 1.1 [3]. LetD be a double triangle subspace lattice onX. Then the following statements
hold:
(i) K0 ⊆ K ⊆ ⊥Kp, L0 ⊆ L ⊆ ⊥Lp and M0 ⊆ M ⊆ ⊥Mp;
(ii) K0 ∩ L0 = L0 ∩ M0 = M0 ∩ K0 = {0};
(iii) Kp ∩ Lp = Lp ∩ Mp = Mp ∩ Kp = {0};
(iv) K0 + L0 = L0 + M0 = M0 + K0 = K0 + L0 + M0;
(v) Kp + Lp = Lp + Mp = Mp + Kp = Kp + Lp + Mp.
The presence or absence of finite rank operators is governed by the following lemma.
Lemma 1.2 [3]. Let D be a double triangle subspace lattice on X.
(i) Every finite rank operator of AlgD has even rank (possibly zero).
(ii) If e, f ∈ X and e∗, f ∗ ∈ X∗ are non-zero vectors satisfying e ∈ K0, f ∈ L0, e + f ∈ M0
and e∗ ∈ Kp, f ∗ ∈ Lp, e∗ + f ∗ ∈ Mp, then R = e∗ ⊗ f − f ∗ ⊗ e is a rank two operator
of AlgD. Moreover, every rank two operator of AlgD has this form for some such vectors
e, f, e∗, f ∗.
(iii) AlgD contains a non-zero finite rank operator if and only if m /= 0 and n /= 0.
(iv) Every non-zero finite rank operator of AlgD of rank 2k (if there are any) is a finite sum of
k rank two operators of AlgD.
Lemma 1.3 [3]. LetD = {{0},K,L,M,X} be a strongly double triangle subspace lattice onX.
Then
(i) K0 + L0 + M0 is dense in X,
(ii) Kp + Lp + Mp is dense in X∗.
Lemma 1.4 [3]. Let D be a double triangle subspace lattice on X. If AlgD contains a rank two
operator, then
(i) lin.span{R(R) : R ∈ AlgD and rank R = 2} = K0 + L0 + M0,
(ii) ∩{ker R : R ∈ AlgD and rank R = 2} = ⊥{Kp + Lp + Mp}.
The preceding two lemmas show that AlgD contains lots of rank two operators if D is a
strongly double triangle subspace lattice.
2. Single elements of AlgD
In this section we assume that D = {{0},K,L,M,X} is a strongly double triangle subspace
lattice on a complex reflexive Banach X. It is easy to prove that m /= 0 and n /= 0. It follows
that AlgD contains non-zero finite rank operators from Lemma 1.2. We may assume that X =
K + L. Then we haveX = K L. Hence there are a dense linear manifoldD ⊆ K and a closed
injective operator C defined on D with dense range such that M is the graph of C, that is,
M = G(C) = {xCx : x ∈ D}. By an elementary calculation, we have the following proposi-
tion.
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Proposition 2.1. Let D be a strongly double triangle subspace lattice on X with X = K + L.
Then AlgD = {A1A2 : A1 ∈ B(K), A2 ∈ B(L),A1x ∈ D and CA1x = A2Cx,∀x ∈ D}.
Moreover, for any A = A1A2 ∈ AlgD, A = 0 if and only if A1 = 0 if and only if
A2 = 0.
Lemma 2.1. Let D be a strongly double triangle subspace lattice on X.
(1) If TR = 0 for all rank two operators R ∈ AlgD, then T = 0.
(2) If RT = 0 for all rank two operators R ∈ AlgD, then T = 0.
Proof
(1) Suppose that TR = 0 for every rank two operator R in AlgD. Then T (R(X)) = 0. By
Lemma 1.4, we have T x = 0 for all x ∈ K0 + L0 + M0. It follows from Lemma 1.3 that
T x = 0 for all x ∈ X. Thus T = 0.
(2) Suppose that RT = 0 for every rank two operator R in AlgD. Then we haveR(T ) ⊆ ker R.
It follows that R(T ) ⊆ ∩{ker R : R ∈ AlgD with rank 2}. By Lemma 1.4, we obtain that
R(T ) ⊆ ⊥{Kp + Lp + Mp}. By Lemma 1.3 again, we haveR(T ) ⊆ ⊥X∗ = {0}. It follows
that T = 0. The proof is complete. 
By a similar proof method as Lemma 2.3 in [4], we have the following lemma.
Lemma 2.2. LetD be a strongly double triangle subspace lattice onX. Then S is a single element
of AlgD if and only if for rank two operators R1, R2 of AlgD the condition R1SR2 = 0 implies
R1S = 0 or SR2 = 0.
Proof. (
⇒) It is trivial from the definition of a single element.
(⇐
) Suppose that the stated condition for rank two operators is true but ASB = 0, AS /= 0
and SB /= 0 for A and B in AlgD. By Lemma 2.1 there exist rank two operators R1 and R2
such that R1AS /= 0 and SBR2 /= 0. Then we have R1ASBR2 = 0 with R1A and BR2 rank two
operators. This is a contradiction. The proof is complete. 
Lemma 2.3. LetD be a strongly double triangle subspace lattice onX. If S is a non-zero single
element of AlgD, then all of S|K0 , S|L0 and S|M0 are of rank one.
Proof. Suppose that S is a non-zero single element of AlgD. By Lemma 2.1, there exists a
rank two operator R ∈ AlgD such that RS /= 0. Since the operator RS is of rank two and
dim (RS(K)) = dim (RS(L)) = dim (RS(M)), by the proof of Theorem 2.1 in [3], we have
all of RS|K0 , RS|L0 and RS|M0 are of rank one. Since RS|K0 is of rank one for any non-zero
vectors x1, x2 ∈ K0, there exist two scalars λ1 and λ2 not both zero, such that RS(λ1x1 + λ2x2) =
λ1RSx1 + λ2RSx2 = 0. We show that λ1Sx1 + λ2Sx2 = 0. We divide into the following two
cases.
Case 1. λ1x1 + λ2x2 = 0. Then λ1Sx1 + λ2Sx2 = 0.
Case 2. λ1x1 + λ2x2 /= 0. Since K0 ⊆ L0 + M0, by Lemma 1.1, there exist two non-zero
vectorsy ∈ L0 and z ∈ M0 such thatλ1x1 + λ2x2 = y + z. Then we haveRSy + RSz = RS(y +
z) = RS(λ1x1 + λ2x2) = 0. Note that both L0 and M0 are invariant linear manifolds of AlgD
and L0 ∩ M0 = {0}. It follows that RSy = RSz = 0 from the fact that R, S ∈ AlgD.
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Since Kp ⊆ Lp + Mp by Lemma 1.1, for any non-zero vector x∗ ∈ Kp, there exist two non-
zero vectors y∗ ∈ Lp and z∗ ∈ Mp such that x∗ = −y∗ + z∗, that is, x∗ + y∗ = z∗. By Lemma
1.2, we have x∗ ⊗ y − y∗ ⊗ (λ1x1 + λ2x2) ∈ AlgD and
(RS)(x∗ ⊗ y − y∗ ⊗ (λ1x1 + λ2x2)) = x∗ ⊗ ((RS)y) − y∗ ⊗ ((RS)(λ1x1 + λ2x2)) = 0.
Since S is a single element of AlgD and RS /= 0, it follows that S(x∗ ⊗ y − y∗ ⊗ (λ1x1 +
λ2x2)) = 0, which in turn implies that y∗ ⊗ (λ1Sx1 + λ2Sx2) = x∗ ⊗ (Sy). Note that x∗ and y∗
are non-zero and K0 ∩ L0 = {0}. Then we have λ1Sx1 + λ2Sx2 = 0.
It follows that S|K0 is of rank one. We similarly have both S|L0 and S|M0 are of rank one. The
proof is complete. 
Theorem 2.1. LetD be a strongly double triangle subspace lattice onX and let S ∈ AlgD. Then
S is a non-zero single element if and only if S is of rank two.
Proof. Without loss of generality, we may assume that K + L is closed. Then Proposition 2.1 and
the remarks in the paragraph immediately preceding it apply with M = G(C) = {xCx : x ∈
D} and AlgD = {A1A2 : A1 ∈ B(K),A2 ∈ B(L),A1x ∈ D and CA1x = A2Cx,∀x ∈ D}.
(⇐
) Assume that S is of rank two. Then S = S1 S2 and both S1 and S2 are of rank one. Let
A = A1A2, B = B1B2 ∈ AlgD be elements such that ASB = 0. If AS = 0, then the proof
is finished. Otherwise, we assume that AS /= 0. It follows from Proposition 2.1 that AiSi /= 0
for i = 1, 2. On the other hand, ASB = A1S1B1A2S2B2 = 0. It follows from Proposition 2.1
again that AiSiBi = 0 for i = 1, 2. Note that Si is of rank one and AiSi /= 0 for i = 1, 2. Then
we have SiBi = 0 for i = 1, 2, which implies that SB = 0. Thus S is a single element.
(
⇒) By Lemma 2.3, we obtain that S|K0 and S|L0 are of rank one. It follows that S is of rank
two by Lemmas 1.1 and 1.3. The proof is complete. 
3. Algebraic isomorphisms
LetD1 andD2 be strongly double triangle subspace lattices onX1 andX2 respectively and letϕ
be an algebraic isomorphism from AlgD1 onto AlgD2. We firstly have the following proposition.
Proposition 3.1. The algebraic isomorphism ϕ is rank preserving.
Proof. Let ϕ be an algebraic isomorphism from AlgD1 onto AlgD2. Suppose F ∈ AlgD1 is a
non-zero finite rank operator. Then by Lemma 1.2 we know that rank F = 2k and F =∑kj=1 Fj ,
where Fj is of rank two for j = 1, 2, . . . , k. It follows from Theorem 2.1 that Fj is a single
element of AlgD1. So is ϕ(Fj ) for j = 1, 2, . . . , k since ϕ is an algebraic isomorphism. Thus
ϕ(Fj ) is of rank two for j = 1, 2, . . . , k by Theorem 2.1 again and ϕ(F ) =∑ki=1(ϕ(Fj )) is a
finite rank operator with rank less than 2k. By considering ϕ−1, we have that ϕ(F ) is of rank 2k.
Thus ϕ is rank preserving. The proof is complete. 
We know that AlgDi (i = 1, 2) contains non-zero finite rank operators by Lemma 1.2. Then
by Corollary 3.1 in [6], AlgDi is semi-simple for i = 1, 2. Thus there exists a rank two non-
quasinilpotent operator R ∈ AlgD1. We may assume that R = e∗ ⊗ f − f ∗ ⊗ e in which e ∈
L10, f ∈ M10 , e + f = α ∈ K10 and e∗ ∈ L1p, f ∗ ∈ M1p, e∗ + f ∗ = α∗ ∈ K1p from Lemma 2.1.
There exists a rank two operatorh∗ ⊗ g − g∗ ⊗ h ∈ AlgD2 from Proposition 3.1 such thatϕ(e∗ ⊗
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f − f ∗ ⊗ e) = h∗ ⊗ g − g∗ ⊗ h, where h ∈ L20, g ∈ M20 , h + g = β ∈ K20 and h∗ ∈ L2p, g∗ ∈
M2p, h
∗ + g∗ = β∗ ∈ K2p. It is trivial that h∗ ⊗ g − g∗ ⊗ h is not quasinilpotent in AlgD2. We
have that g∗(h) = −h∗(g) /= 0 by Lemma 3.2 in [3].
For any x ∈ K10 , there are unique x1 ∈ L10 and x2 ∈ M10 such that x = x1 + x2. Then we may
define a map from K10 to K
2
0 by SK(x) = ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)β.
Lemma 3.1. The map SK is a linear bijection from K10 onto K20 .
Proof. It is easy to prove that SK is a well-defined linear map.
We first prove that SK is injective. Suppose SKx = 0. Then we have ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)g =
0 and ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)h = 0 from the fact that L20 ∩ M20 = {0}. It follows that
ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)(h∗ ⊗ g − g∗ ⊗ h)
= ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)(h∗ ⊗ g) − ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)(g∗ ⊗ h)
= h∗ ⊗ (ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)g) − g∗ ⊗ (ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)h) = 0.
On the other hand, we have e∗(f ) = −f ∗(e) /= 0 by Lemma 3.2 in [3] and
ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)(h∗ ⊗ g − g∗ ⊗ h)
= ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)ϕ(e∗ ⊗ f − f ∗ ⊗ e)
= ϕ((e∗(f ))e∗ ⊗ x2 + (f ∗(e))f ∗ ⊗ x1).
Thus we get e∗ ⊗ x2 = f ∗ ⊗ x1. Both e∗ and f ∗ are non-zero and L10 ∩ M10 = {0}, so x1 = x2 =
0, that is, x = 0.
Next we prove that SK is surjective. For any non-zero v ∈ K20 , there exist non-zero vectors
v1 ∈ L20 and v2 ∈ M20 such that v = g∗(h)g∗(h)v1 + h∗(g)h∗(g)v2 by Lemma 1.1. It follows from
Lemma 3.2 in [3] and Lemma 1.2 that h∗ ⊗ v2 − g∗ ⊗ v1 is of rank two in AlgD1. Since ϕ−1 be
an algebraic isomorphism from AlgD2 onto AlgD1, by Theorem 2.1, we obtain that ϕ−1(h∗ ⊗
v2 − g∗ ⊗ v1) is a rank two operator in AlgD1. There exist vectors x ∈ L10, y ∈ M10 , x∗ ∈ L1p
and y∗ ∈ M1p with x + y ∈ K10 and x∗ + y∗ ∈ M1p such that ϕ−1(h∗ ⊗ v2 − g∗ ⊗ v1) = x∗ ⊗
y − y∗ ⊗ x. Since e + f ∈ K10 and x∗ ⊗ y − y∗ ⊗ x ∈ AlgD1, we have that z = −y∗(e)x +
x∗(f )y = (x∗ ⊗ y − y∗ ⊗ x)(e + f ) ∈ K10 . Note that −y∗(e)x ∈ L10 and x∗(f )y ∈ M10 . Then
we have
SKz = ϕ(e∗ ⊗ (x∗(f )y) + f ∗ ⊗ ((y∗(e)x))(g + h)
= ϕ[(x∗ ⊗ y − y∗ ⊗ x)(e∗ ⊗ f − f ∗ ⊗ e)](g + h)
= (ϕ(x∗ ⊗ y − y∗ ⊗ x)ϕ(e∗ ⊗ f − f ∗ ⊗ e))(g + h)
= ((h∗ ⊗ v2 − g∗ ⊗ v1)(h∗ ⊗ g − g∗ ⊗ h))(g + h)
= g∗(h)g∗(h)v1 + h∗(g)h∗(g)v2
= v.
The proof is complete. 
Lemma 3.2. For all A ∈ AlgD1 and x ∈ K10 , SKAx = ϕ(A)SKx.
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Proof. Since K10 is an invariant linear manifold of AlgD1, Ax ∈ K10 for all A ∈ AlgD1 and
x ∈ K10 . We assume that x = x1 + x2 ∈ K10 , where x1 ∈ L10 and x2 ∈ M10 . Then we have Ax =
Ax1 + Ax2 and
SKAx = SK(Ax)
= ϕ(e∗ ⊗ (Ax2) − f ∗ ⊗ (Ax1))(g + h)
= ϕ(A(e∗ ⊗ x2 − f ∗ ⊗ x1))(g + h)
= ϕ(A)ϕ(e∗ ⊗ x2 − f ∗ ⊗ x1)(g + h)
= ϕ(A)(SKx)
= ϕ(A)SKx.
The proof is complete. 
We may similarly define a linear map SL from L10 to L
2
0 by SLx = ϕ(α∗ ⊗ x1 − (−f ∗) ⊗
x2)(β − g) for any x ∈ L10, where x1 ∈ M10 and x2 ∈ K10 are chosen such that x = x1 + x2. We
also have the following lemma.
Lemma 3.3. The map SL is a linear bijection from L10 onto L20 and SLAx = ϕ(A)SLx for all
A ∈ AlgD1 and x ∈ L10.




0, for i = 1, 2. It is clear that
Xi = Di0. Now we can define a linear map S from D10 to D20 by Sx = SKxk + SLxL for any
x = xK + xL ∈ D10 since K10 ∩ L10 = {0}. It is clear that S has dense domain and dense range.
Lemma 3.4. The map S is a bijective linear map from D10 onto D20 such that SAx = ϕ(A)Sx for
all A ∈ AlgD1 and x ∈ D10 .
Proof. We first prove that S is injective. Suppose that Sx = 0. Then we have SKxK + SLxL =
0. Since xK ∈ K10 , xL ∈ L10 and K20 ∩ L20 = {0}, we get SKxK = 0 and SLxL = 0. It follows
that x = xK + xL = 0 from the injectivity of SK and SL. For every v ∈ D20, there are unique
vK ∈ K20 and vL ∈ L20 such that v = vK + vL. We know that there exist zK ∈ K10 and zL ∈ L10
such that vK = SKzK and vL = SLzL. Put z = zK + zL ∈ D10. Then v = Sz. Moreover, for any
A ∈ AlgD1 and x = xK + xL ∈ D10, where xK ∈ K10 , xL ∈ L10, we have
SAx = SK(AxK) + SL(AxL)
= ϕ(A)SKxK + ϕ(A)SLxL
= ϕ(A)(SKxK + SLxL)
= ϕ(A)Sx.
The proof is complete. 
Lemma 3.5. The map S has a closed extension.
Proof. Let (0, y) be a vector in the closure of the graph of S. Then there exists a sequence
of vectors {xn} in D10 such that limn→∞(xn, Sxn) = (0, y). It follows that limn→∞ xn = 0 and
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limn→∞ Sxn = y. For every non-zero vector v∗ ∈ K2p, there exist two vectors v∗1 ∈ L2p and v∗2 ∈
M2p such that v∗ = v∗1 + v∗2 . Since h ∈ L20, g ∈ M20 , h + g = β ∈ K20 , there exists a single ele-
ment A ∈ AlgD1 such that ϕ(A) = v∗1 ⊗ g − v∗2 ⊗ h by Theorem 2.1. We assume that A = u∗1 ⊗
u2 − u∗2 ⊗ u1, where u1 ∈ K10 , u2 ∈ L10, u1 + u2 ∈ M10 and u∗1 ∈ K1p, u∗2 ∈ L1p, u∗1 + u∗2 ∈ M1p.
Now for every x ∈ X1, we have that Ax = u∗1(x)u2 − u∗2(x)u1 is in the domain of S and
SAx = S(u∗1(x)u2 − u∗2(x)u1) = u∗1(x)Su2 − u∗2(x)Su1.
So we obtain that ‖SAx‖  (‖u∗1‖‖Su2‖ + ‖u∗2‖‖Su1‖)‖x‖ which implies that SA is bounded. It
is known that ϕ(A) is bounded. It follows that ϕ(A)y = limn→∞ ϕ(A)Sxn = limn→∞ SAxn =
0, that is, ϕ(A)y = (v∗1 ⊗ g − v∗2 ⊗ h)y = 0. Since L20 ∩ M20 = {0}, we have v∗1(y) = v∗2(y) =
v∗(y) = 0.
We can obtain that v∗(y) = 0 for every v∗ ∈ L2p by a similar method. Hence we have v∗(y) = 0
for every v∗ ∈ K2p + L2p. By Lemmas 1.1 and 1.3, y = 0. The proof is complete. 
Theorem 3.1. Let D1 and D2 be strongly double triangle subspace lattices on reflexive Banach
spacesX1 andX2 respectively and let ϕ be an algebraic isomorphism from AlgD1 onto AlgD2.
Then ϕ is quasi-spatial.
Proof. Let S be the closed extension of S. We claim that the domain D(S) of S is an invariant
linear manifold of AlgD1 and SAx = ϕ(A)Sx for all A ∈ AlgD1 and x ∈ D(S). Let x ∈ D(S).
Then (x, Sx) ∈ G(S) = G(S) and there is a sequence {xn} in D10 such that limn→∞ xn = x and
limn→∞ Sxn = Sx. It is clear that limn→∞ Axn = Ax and limn→∞ SAxn = limn→∞ ϕ(A)Sxn =
ϕ(A)Sx. Then we have (Ax, ϕ(A)Sx) ∈ G(S) = G(S). It follows that Ax ∈ D(S) and SAx =
ϕ(A)Sx.
It remains to prove that S is injective. Suppose that Sx = 0. There is a sequence {xn} in D10
such that limn→∞ xn = x and limn→∞ Sxn = Sx = 0. For every rank two operator A ∈ AlgD1,
ϕ(A) is bounded, so limn→∞ ϕ(A)Sxn = 0. We may assume that A = u∗ ⊗ v − v∗ ⊗ u where
u ∈ K10 , v ∈ L10,u + v ∈ M10 andu∗ ∈ K1p, v∗ ∈ L1p,u∗ + v∗ ∈ M1p by Lemma 1.2. Then we have
SAxn = u∗(xn)Sv − v∗(xn)Su. This implies that Ax is in the domain of S and limn→∞ SAxn =
SAx. On the other hand,
SAx = lim
n→∞ SAxn = limn→∞ϕ(A)Sxn = 0.
It follows that Ax = 0 from the injectivity of S, which implies that x ∈ ker(A). Thus we have
x ∈ ∩{ker A : A ∈ AlgD and rank A = 2}. By Lemmas 1.3 and 1.4, we have x = 0. It is clear
that S has dense range. Thus ϕ is quasi-spatial. The proof is complete. 
By Theorem 3.1, it is easy to prove the following corollaries.
Corollary 3.1. LetX1 andX2 be finite-dimensional Banach spaces and letD1 andD2 be double
triangle subspace lattices on X1 and X2, respectively. Then every algebraic isomorphism from
AlgD1 onto AlgD2 is spatial.
Corollary 3.2. LetD1 andD2 be strongly double triangle subspace lattices on reflexive Banach
spacesX1 andX2 respectively and let ϕ be an algebraic isomorphism from AlgD1 onto AlgD2.
Then ϕ is norm continuous.
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Proof. It suffices to prove that ϕ is a closed operator from AlgD1 into AlgD2 by the closed graph
theorem. Let {An} be a sequence in AlgD1 such that limn→∞ An = A and limn→∞ ϕ(An) =
B for some B ∈ AlgD2. For every x ∈ D(S), limn→∞ Anx = Ax and limn→∞ ϕ(An)Sx =
BSx. Theorem 3.1 shows that SAnx = ϕ(An)Sx for any n and SAx = ϕ(A)Sx. Observe that
(Anx, SAnx) ∈ G(S). Then we get SAx = BSx. It follows that ϕ(A)Sx = SAx = BSx from
Theorem 3.1. Note that R(S) is dense. Thus B = ϕ(A). The proof is complete. 
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