The convergence of the Rayleigh-Ritz method with nonlinear parameters optimized through minimization of the trace of the truncated matrix is demonstrated by a comparison with analytically known eigenstates of various quasi-solvable systems.
I. INTRODUCTION
Since the early days of quantum mechanics, the techniques based on the variational principle have been successfully used for determination of ground-state characteristics of various physical systems. In its simplest form, the variational approach utilizes a single trial function that depends upon certain parameters, the values of which are fixed so as to minimize the expectation value of the Hamiltonian. This approach enables a very accurate determination of the ground-state energy, if the functional form of the trial function is appropriately chosen, but its extension to higher bound-states appears impractical because of difficulties in assuring orthogonality of the trial functions. A more suitable approach is 
where the functions ψ n ( − → r ) are taken from some orthonormal basis in the function space.
Treating the coefficients c n as variational parameters, one obtains a set of linear equations
(H mn − εδ mn )c n = 0, m = 0, 1, ..., N − 1 (2) where H mn =< m| H|n > denotes the matrix element of the Hamiltonian between the states of the basis, |n >= ψ n . The solution of the above equations yields Nth order approximations to wave functions φ i , for i = 0, ..., N − 1 states. The accuracy of the RR method can be systematically improved by increasing the number N of basis functions, obtaining successive approximations to the larger and larger number of states. In this way a desired part of the spectrum may be determined with the approximate eigenvalues monotonically converging to the exact bound-state energies [1] at a rate strongly dependent on the choice of the basis. The method is also known under the name of exact diagonalization although the results become exact only in the limit as N tends to infinity.
Long time ago, Hylleraas observed [2] that the effectiveness of the RR method may be further improved by introducing a scale parameter into the functions of the basis. Since then, various sets of functions depending on various nonlinear parameters have been used in determining spectra of atoms and molecules. The orthonormal sets made up of the eigenfunctions of a solvable Hamiltonian which depends on certain free parameters are especially convenient.
In chemical applications the values of nonlinear parameters are fixed so as to a optimize the convergence of the RR estimate to the ground state energy; in the early works, the best values were found by trial and error [3] at present, they are fixed in computationally demanding procedures of iterative optimization [4, 5] .
Optimization of the RR scheme may performed on the basis of the principle of minimal sensitivity (PMS), which has been successfully used to improve perturbative calculation [6] [7] [8] . PMS requires the values of unphysical parameters introduced into calculation to be chosen so as to make approximations to physical quantities as less sensitive to the variation of these parameters as possible. This suggest to improve the RR method by fixing the values of nonlinear parameters so as to minimize the Nth order approximation to the desired level energy E N n . Such a strategy requires however diagonalization of the RR matrix to be performed in an algebraic way, which is feasible but only in low orders [5] , or the application of extensive procedures of iterative minimization. Moreover, the scheme is not very economical, since the whole procedure must be repeated for each considered state. The op-timized RR scheme, proposed by one of us [9] , adopts a different strategy that is also based on the PMS but insists on fixing the values of nonlinear parameters before diagonalization of the truncated matrix. Since the only physical quantity that can be determined before diagonalization of the Nth order RR matrix is its trace
which represents the sum of N bound-state energies, we require the values of nonlinear parameters to be chosen so as to render T r N H stationary. The advantage of the scheme is that the Nth order approximations to many eigenstates are determined in one run and the obtained approximation to wave functions are orthogonal. It has been shown [9] that a good accuracy is acquired for the quartic anharmonic oscillator, using a basis of the harmonic oscillator (HO) eigenfunctions with optimized frequency. In this work we show that also in the case of other interaction potentials, the stationarity of the T r N H condition optimizes the choice of nonlinear parameters. We note that implementation of the method with a modern software environment allows arbitrary precision calculations, which is especially important for determining the tiny energy splitting in the case of multi-well potentials with nearly degenerate levels. The computational cost of the optimized RR scheme is not high, as the 50-digits accuracy of lowest bound-state energies is easily achieved with RR matrices of order N < 100, even in the most difficult cases of multi-well oscillators. Through the example of a sextic oscillator with analytically known eigenstates we show that the performance of the method for wave functions is also good, as various moments of the position operator appear well convergent. Later, we discuss the case of spherically symmetric potentials, where the two-parameter set of pseudo-harmonic oscillator (PHO) eigenfunctions constitutes a more appropriate basis for the optimized RR method. We gauge the convergence of the method for various anharmonic potentials λr k , of both positive and negative power k, comparing the results with the exact solutions of different quasi-solvable examples (the sextic oscillator, the harmonium system, and the spiked oscillator). In all the cases studied, a good convergence is automatically ensured by using the trace condition for fixing the nonlinear parameters.
The plan of our work is as follows. In section II, we study the optimized RR method for one-dimensional anharmonic oscillators using the basis of the HO eigenfunctions. In section III, the basis of the PHO eigenfunctions is introduced and the performance of the method for spherically symmetric potentials is discussed. Section IV is devoted to conclusion.
II. ONE-DIMENSIONAL CASE

A. Harmonic oscillator basis
The success of the RR method depends on the appropriate choice of the basis in the functional space. A basis constructed from the HO eigenfunctions
with an arbitrary frequency Ω playing a role of a nonlinear parameter has proved convenient for solving one-dimensional problems with purely discrete spectrum [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . We use the above basis for determining spectrum of various anharmonic oscillators (AO).
B. Quartic oscillator
The most popular example is the quartic AO with the Hamiltonian operator given by
where the units = 1 and m = 1 are used. Bound-states of the system, tq hat exist if λ ≥ 0, correspond to those solutions of the Schrödinger equation
which vanish at infinity. Mc Weeny and Coulson noted [10] that the HO wave functions (4) with any value Ω > 0 constitute an appropriate basis in the RR calculations for the quartic AO, as they fulfill the bound-state condition, but the convergence of the scheme depends strongly on the value of Ω. They observed that the approximation series for the nth state energy converges quickly if the value of Ω is fixed so as to minimize the matrix element < n|H|n >. However, such a prescription works well only in the case of a singlewell AO (ω 2 > 0) but fails if the potential is double-well shaped (ω 2 < 0) [11] . Moreover, diagonalization procedure has to be repeated with a different value of Ω for each considered state. A more effective strategy is to take approximations to all the desired states from diagonalization of a single RR matrix with a compromise value of Ω. Many ways of fixing the value of Ω have been tested: so as to minimize the expectation value of the Hamiltonian in a chosen state of the HO basis (the first, namely |0 > in [12] , the central in [13] , the last, namely |N > in [14] , that one for which the expectation of the Hamiltonian is the smallest in [11] ), so as to minimize a sum of expectation values in several HO states [15] , or so as to vanish the matrix element < 2|H|0 > [16] . However, none of these prescriptions may be justified by the PMS, as none of the considered quantities does represent an approximation to a physical quantity. In this connection, one of us proposed [9] to fix the nonlinear parameters so as to make the trace of the truncated matrix stationary, since T r N H represents the Nth order approximation to the sum of energies of the N lowest bound-states. For the HO basis (4), this amounts to fixing the frequency in Nth order calculation to the value Ω
As shown in Ref. [9] , the scheme automatically yields well-converging results for the spectrum of the quartic AO, in both the single-and double-well cases. We may add here that the values
opt , determined by the solution of (7), appear close to those for which the convergence of the above RR scheme is the quickest. This is demonstrated in Table I, min , obtained by a numerical minimization of the error for the groundstate energy. A choice of nonlinear parameters has been considered on the same example of a quartic oscillator from a different perspective in Ref. [19] , where an analytic formula for optimum value has been derived from the asymptotic expansion. Comparing Table VIII of Ref. [19] (where α corresponds to our Ω 2 ) with our opt , but an extension of this scheme to other systems and other basis sets is problematic, since asymptotic expansions which are uniformly valid in the nonlinear parameters are difficult to construct. Whereas, a fully algorithmic formulation of our optimization scheme allows an easy application for arbitrary systems. Generally, the accuracy of the optimized RR method diminishes with increasing number of the level, but the energies of N/2 lowest states can be trusted on, and using their values for calculating the free energy of the system, provides highly accurate results in a broad temperature range [9] . Similarly, the well-determined part of the spectrum has been successfully utilized for approximate description of the time evolution in the quartic oscillator potential [20] .
It is worthwhile noting that the optimized RR scheme may be implemented in a way allowing an arbitrary precision calculation by taking advantage of the present computer algebra abilities to deal with exact numbers. As an example we use the Mathematica opt determined from the trace condition and the corresponding relative error of the ground state energy, δE
with Ω
min , taken from Ref. [19] , for which the relative error of ground-state energy is minimal,
package to calculate energy difference ∆E between the first excited and the ground state of the double-well oscillator with a Hamiltonian 
which agrees with the 225 digits quoted with the result obtained on the basis of Zinn-Justin conjecture and confirmed by high-precision power series method [21] .
C. Sextic oscillator bound-states
The optimized RR scheme performs also well for oscillators with higher than quartic anharmonicities, which present a more stringent test for approximation methods. We consider the sextic AO with a Hamiltonian given by
that provides an interesting quasi-solvable example [22] . This is one of the rare cases when several bound-states of a system may be obtained exactly, namely p + 1 eigenstates are known if the parameters of the sextic oscillator satisfy the condition
where ν = 0 corresponds to the even-parity eigenstates and ν = 1 to the odd-parity ones.
The detailed explanation of how to obtain the exact eigenvalues and the explicit form of the corresponding wave-functions for a chosen value of p is given in the Appendix.
Bound-state energies E(ω, λ) depend on the parameters of the potential (III B 4), however in calculating the numerical results, we may set λ = 1 without loss of generality. The eigenenergies at other values of λ can be obtained as multiples of E(ωλ As an example for testing the convergence of the optimized RR scheme we choose here the even parity case with p = 8, which according to (10) corresponds to the quasi-solvable Hamiltonian
with a family of nine exactly known states (n = 0, 2, ..., 16). The Nth approximation to the AO bound-states, |n ≫, is obtained by numerical diagonalization of the Hamiltonian matrix in the basis of the N lowest even-parity wave functions of the HO (4) with a fre-
opt determined from (7). In Table II Tables II and III indicates that wave functions are accurately determined. We have checked indeed that the agreement between the approximate and exact wave functions to graphical accuracy is obtained already at N = 15. An exponential convergence for bound-state energies is evidenced in Fig.1 , where the relative error δE
is plotted as function of N. In the case of the Hamiltonian
, when the family of nine odd-parity states is exactly known, the convergence properties of the optimized RR method are similarly good, but they slowly worsen with increasing value of ω, when the double-well potential becomes deeper and more bound-states are known exactly.
Also in case of higher anharmonicities, the RR method optimized by the trace condition enables highly accurate determination of the spectrum in relatively low order calculation.
For instance, diagonalisation of matrices of order N < 100 is sufficient for reobtaining all the bound states of the most difficult multi-well AO examples collected in [23] with the precision gradually diminishing from 50-digits for the ground state to 40-digits for the tenth excited state. The accuracy of various moments of the position operator is also good, as the hypervirial relations are fulfilled to a very high precision. Instead of presenting extensive tables of results, we refer the reader to our web page with the Mathematica program [24] which may be easily adapted for solving the desired AO problem to the desired precision.
(Ω opt ) (Ω opt ) for k = 2, 6, 10, obtained by means of the optimized RR method for the ground-state (n = 0) of the sextic oscillator (11) at specific values of the dimension N . The underlined digits agree with the exact results.
( 
III. SPHERICALLY SYMMETRIC CASE
The optimized RR method can be easily extended to the case of a central potential V (r), where r = | − → r |, when the Schrödinger equation reduces to the one-variable problem at fixed angular momentum l. In the three-dimensional space, the problem is represented by the 
which upon introducing u(r) = rR(r) is transformed to the form
with the radial Hamiltonian
and boundary conditions u(r) → 0, as r → ∞ and u(0) = 0.
A. Pseudoharmonic oscillator basis q The completeness of the set has been shown by Hall at al. [26] . For A = l(l + 1),
, the solution (??) reduces to that of a spherically symmetric HO with a Hamiltonian
Optimization of nonlinear parameters of the PHO basis through the trace condition (3) amounts to choosing the values of Ω and γ in Nth order RR calculation so as to satisfy
B. Radial oscillators
Among interesting examples that can be easily treated by the optimized RR method are the radial oscillators described by the Hamiltonian of the form
with powers of anharmonicity k being both positive and negative. The above hermitian symmetric Hamiltonian is semi-bounded and consequently has self-adjoint extension in the Hilbert space L 2 (0, ∞) which admits a spectral decomposition [27] . Its spectrum is purely discrete. The Schrödinger equation for the above Hamiltonian may be rescaled in two ways: the transformation r → rλ , which yields
where the ket |n corresponds to the radial function (??) with Ω = 1, namely
In this work we consider three different examples: the spherically symmetric sextic oscillator (k = 6), the harmonium potential (k = −1) and the "antisextic" spiked oscillator (k = −6), which all enjoy the nice feature of quasi-exact solvability. We use the explicitly known solutions for testing the performance of the optimized RR method for both regular and singular spherically symmetric oscillators. In the case of positive power anharmonicities (k > 0), the optimum values of γ turn out to be around l + 3/2, we may put therefore γ = l + 3/2 and use the basis of the radial HO eigenfunctions with frequency Ω being the only parameter to be optimized. On the other hand, in the case of singular anharmonic oscillators (k < −1), the role of the parameter γ is crucial, and we show that the values of γ opt determined from the trace optimization are always greater than −k/2, which ensures a successful calculation.
Radial sextic oscillator
First, we consider a sextic AO with the radial Hamiltonian of the form
As shown in the Appendix, the wave functions of the p + 1 lowest states are known in a closed-form if the parameters of the above oscillator are related as
(Ω opt ) r
6(N ) 0
10(N ) 0
(Ω opt ) (Ω opt ) (k = 2, 6, 10) determined by the optimized RR method for the ground-state (n = 0) of the radial sextic oscillator (22) for l = 1.
6(N ) 8
10(N ) 8
( which is similar to that for the odd-partity one-dimensional case (10) but includes in addition the orbital number l. Besides a normalization factor
, the s-wave sector in a central potential is equivalent to the odd sector in a one-dimensional potential, therefore we need only consider the case l > 0. Setting λ = 1, we discuss the case of p = 8, when 
Harmonium
The next example is related to the harmonium problem. Harmonium is a system of two particles confined in a harmonic potential and interacting via a Coulomb force, which enjoys the pleasant feature that the center of mass and the relative motion can be separated. The center of motion is subjected to a solvable harmonic oscillator equation, and the spherically symmetric relative motion equation corresponds to the k = −1 power AO with a radial Hamiltonian of the form
The observation that the above Hamiltonian possess a closed-form solution [31, 32] was of great importance and thus provides further rationale for investigation of approximation methods in the many-body theory. The exact solution exists if for some integer p, the frequency ω fulfils the condition
which, in contrast to (21) ≈ 0.00867 (l = 0, p = 4), is given in Fig.4 .
The results for higher values of angular momentum l show a similar tendency, therefore we do not show them. In the case of large confinement frequency the optimized scheme proves superior over the naive one, but in the strong correlation limit (ω << 1) it is the naive one that works slightly better. We may notice that the application of the trace condition in the RR scheme ensures an exponential convergence, albeit its rate is generally slower than in the case of positive power AOs. Since the values of nonlinear parameters determined from the trace condition appear close to γ = 3/2 + l and Ω = ω p , the optimized RR scheme may be regarded as a justification for using the naive RR method for harmonium-like systems.
Spiked oscillator
Now, we come to the computationally more difficult case of a spiked oscillator with anharmonic potential of the power k < −2, which exhibits a highly singular behavior at the origin. As an example we consider the "antisextic" oscillator (k = −6) with the radial Hamiltonian given by
A bound state of the system may be considered analytically determined if its energy is given by The PHO basis has been used in the RR calculations for spiked oscillators by Hall et al. [26] , who derived useful formulas for the matrix elements of the operator r k in the PHO basis on condition of γ > −k/2. In the case of the "antisextic" oscillator this amounts to γ > 3, and the expressions for matrix elements m| and B = Ω 2 ) so as to minimize the approximate energy of the con-
nl (Ω, γ). In low orders, an algebraic diagonalization of the RR matrix has ≈ 0.07, E (0) 00 = 2). We observe that for both large and small values of λ, the results of the two-parameter (Ω opt , γ opt ) and the one-parameter optimization (Ω = ω = 1, γ opt ) are nearly the same. We have checked that for other spiked oscillators the case is similar and the calculations may be simplified, since only parameter γ needs to be optimized. This is in difference with the results of the approach that utilizes iterative optimization of ground state energy, presented in Table II of Ref. [5] , where much quicker convergence has been obtained by optimizing both parameters. However, plotting the rel-ative errors for exited states determined from diagonalization of the RR matrix with the values of parameters taken from Table II of Ref. [5] for the case of λ = 0.1 in Fig. 7, we observe that the precision of energy determination in this approach rapidly decreases as the number of the level increases. On contrary, the results of our approach, obtained from the RR matrix of the same dimension N = 80, plotted on the same figure, indicate a uniformly good precision in a wide range of energy levels. We conclude that the values of nonlinear parameters obtained from minimization of the trace of the RR matrix are appropriate for a precise determination of the whole part of the spectrum, although this is not necessarily the best possible choice for a particular level. In Table VI and VII we show the numerical results of the RR method with the parameter γ optimized through minimization of the trace for the above-discussed quasi-solvable cases.
One can observe how the values of ground state energy and various moments of the radial position operator converge to the exact values with increasing dimension of the RR matrix N. The optimum value of γ depends strongly on λ and grows with N. In all the cases we studied, the condition γ opt > 3 is fulfilled, although the smaller λ is, the closer γ opt is to the value 3, where the matrix elements become singular, which explains the heavy worsening of convergence with decreasing λ. Nevertheless, we may observe that for λ → 0 the boundstate energies approach smoothly those of the radial HO, which is due to using the PHO basis that ensures the satisfaction of the Dirichlet boundary condition in the RR calculation. 
Generalized oscillators
We have tested the convergence properties of our approach further by considering the potential V (r) to be a linear combination of r s and r t with the power s being negative and t being positive. The optimized RR method does allow solution to eigenvalue problem for various combinations of potential parameters. In Fig.8 with the rate depending on the detailed shape of the potential. In all the cases considered, using the PMS condition for the trace of the RR matrix for fixing the nonlinear parameters Ω and γ ensures an effective determination of the spectrum. 
IV. CONCLUSION
We have discussed optimization of the RR scheme by introducing nonlinear parameters, where values are fixed by minimization of the trace of the truncated matrix. Using the basis of the HO eigenfunctions with optimized frequency Ω, we obtain an efficient method for determining spectrum of multi-well one-dimensional AOs to practically any precision. In the case of radial oscillators with λr k anharmonicity, the basis of the PHO eigenfunctions with two arbitrary parameters Ω and γ seems more suitable. For positive power oscillators (k > 0) the role of the parameter γ turns out to be minor, and the scheme may be simplified by using the radial HO eigenfunctions (i.e. setting γ = 3/2+l). In the case of negative power oscillators k < −1, the parameter Ω plays a minor role and may be set equal to the frequency ω of the harmonic term in the Hamiltonian, whereas optimization of the parameter γ in each order calculation is crucial for a good convergence. In the limiting case of harmonium-like potential (k = −1) the optimum values of both parameters turn out to be equal to the ones that are used in the naive RR method (Ω = ω and γ = 3/2 + l). The optimized RR method performs well not only for energies but also for wave functions, yielding well-convergent approximations to various moments of the position operator.
The RR method optimized by the trace condition appears effective for numerical calculation and may be used to arbitrary accuracy within the modern software environment. It turns out that far greater improvement of accuracy is obtained from optimizing the nonlinear parameters in each order calculation by the trace condition rather than from increasing the dimension of the basis with the parameters remaining fixed. The computational cost of our scheme is much lower than in the case of iterative optimization of nonlinear parameters.
Another advantage is that the whole set of energy levels may be determined at once and the approximate eigenvectors are mutually orthogonal. For the class of potentials with purely discrete spectrum considered in the present work, the RR method with the PHO basis is highly competitive with existing methods, the results of which are easily recovered in our approach. The convergence of our approach may be slower than achieved in the methods specialized for a particular problem, but the advantage is that the results are obtained automatically for a large class of systems by the algorithm described above without the necessity of specifying any starting value.
Appendix A: Quasi-exact solutions
In the appendix we consider the problem of quasi-solvability of anharmonic oscillators, thereby deriving the formulas for the analytically known solutions that are used for testing the convergence of the optimized RR method. Generally, the problem is quasi-solvable if the eigenfunction can be represented as
and the coefficients of the series satisfy the three-term recurrence relation
A n a n+1 + B n a n + C n a n−1 = 0, n = 0, 1, 2, ...
where a −1 = 0. The coefficients of the series a n as well those of the recurrence A n , B n , C n depend solely on the parameters of the potential and the bound-state energy E. In order for the series in (A1) to terminate after the p−th term, we must have
and a p+1 = 0.
It is easy to convince oneself [33] that the second condition is equivalent to 
where the determinant is a polynomial of the degree p + 1 in the variable E. The two equations (A3) and (A5) may be used to determine the specific relations between the parameters of the potential that must be satisfied for the exact solution to be of the form (A1).
One-dimensional sextic oscillator
For the one-dimensional sextic AO (III B 4) the analytically known eigenfunction, in the even-parity (ν = 0) and odd-parity (ν = 1) case, may be represented as
where the coefficients of the series satisfy the recurrence relation (A2) with A n = (2n + 2 + ν)(2n + 1 + ν), B n = 2E,
The series in (A6) terminates after the p−th term, if C p+1 = 0 and a p+1 = 0. The first condition is fulfilled if the parameters of the sextic oscillator satisfy
For a chosen value of p, this corresponds to two quasi-solvable cases of a sextic oscillator: i) ν = 0, where the p + 1 lowest even-parity states are known; and ii) ν = 1, where the p + 1 lowest odd-parity states are known. In both cases, we can obtain the p+1 exact bound-state energies E(ω, λ) by solving the polynomial equation (A5), and thus the corresponding exact wave-functions by determining the non-vanishing coefficients a n from the recurrence relation (A2). 
where the coefficients a n satisfy the relation (A2) with recurrence coefficients A n = 2(n + 1)(3 + 2n + 2l),
C n = −ω 2 − (1 + 4n + 2l) √ 2λ.
The closed-form solutions exist if the sextic oscillator parameters satisfy
and the p + 1 bound-state energies are determined by the condition (A5) with recurrence coefficients of the form (A10).
Harmonium
The eigenfunction of the harmonium-like Hamiltonian (23) can be written as u(r) = r l+1 e − ω 2 r 2 p n=0 a n r n ,
where a n satisfy the relation (A2) with recurrence coefficients A n = (n + 1)(n + 2l + 2), B n = −λ,
The closed-form solution is obtained if C p+1 = 0, which means that
and the condition (A5) is satisfied with the recurrence coefficients given by (A13). Compared to the anharmonic oscillator case, the condition (A14) depends on energy; therefore for a particular value of ω, denoted by ω p , only the bound-state with energy E p = (1 + 2n + 2l)ω p is known exactly.
Spiked oscillator
For the spiked AO with the radial Hamiltonian of the form (25) , the analytically known eigenfunction assume the form u(r) = r 
where the coefficients a n satisfy the relation (A2) with recurrence coefficients given by A n = −4 √ 2λ(n + 1)
B n = − 3 4 − 4n(1 + n) + l(l + 1) + 2 √ 2λω
Closed-form solutions are obtainable if
