Abstract. The Wahlquist-Estabrook prolongation method allows to obtain for some PDEs a Lie algebra that is responsible for Lax pairs and Bäcklund transformations of certain type. We study the Wahlquist-Estabrook algebra of the n-dimensional generalization of the Landau-Lifshitz equation and construct an epimorphism from this algebra onto an infinite-dimensional quasigraded Lie algebra L(n) of certain matrix-valued functions on an algebraic curve of genus 1 + (n− 3)2 n−2 . For n = 3, 4, 5 we prove that the Wahlquist-Estabrook algebra is isomorphic to the direct sum of L(n) and a 2-dimensional abelian Lie algebra. Using these results, for any n a new family of Miura type transformations (differential substitutions) parametrized by points of the above mentioned curve is constructed. As a by-product, we obtain a representation of L(n) in terms of a finite number of generators and relations, which may be of independent interest.
Introduction
In the last 25 years it has been well understood how to construct integrable PDEs from infinite-dimensional Lie algebras (see, e.g., [6, 7, 9, 22, 25] and references therein). The present paper addresses the inverse problem: given a system of PDEs, how to determine whether it is related to an infinite-dimensional Lie algebra and how to recover this Lie algebra?
A partial answer to this question is provided by the so-called Wahlquist-Estabrook prolongation method [4, 26] , which is an algorithmic procedure that for a given (1 + 1)-dimensional system of PDEs constructs a Lie algebra called the Wahlquist-Estabrook algebra (or the WE algebra in short). The WE algebra is responsible for Lax pairs and Bäcklund transformations of certain type. The method gives this algebra in terms of generators and relations. For some PDEs the explicit structure of the WE algebra was revealed, and as a result one obtained interesting infinite-dimensional Lie algebras (see, e.g., [3, 5, 14, 19] and references therein).
In the original method of Wahlquist and Estabrook the obtained algebras lack any invariant coordinate-free meaning. Recently the WE algebra has been included in a sequence of Lie algebras that have a remarkable geometric interpretation: they are the analogue of the topological fundamental group for the category of PDEs [11, 12] . All finitedimensional quotients of these Lie algebras have a coordinate-free meaning as symmetry algebras of certain coverings of PDEs [11] (the notion of coverings of PDEs by Krasilshchik and Vinogradov [2, 15] is a far-reaching geometric generalization of Wahlquist-Estabrook pseudopotentials). Moreover, an effective necessary condition for existence of a Bäcklund transformation connecting two given PDEs has been obtained in terms of these Lie algebras [11] , which has allowed to prove for the first time ever that some PDEs are not connected by any Bäcklund transformation [11] . In our opinion, these results strongly suggest to compute and study the WE algebras for more PDEs.
In this paper we apply the Wahlquist-Estabrook method to the following system (1) S t = S xx + 3 2 S x , S x S x + 3 2 S, RS S x , S, S = 1, where S = (s 1 (x, t), . . . , s n (x, t)) is a column-vector of dimension n > 1, ·, · is the standard scalar product, and R = diag(r 1 , . . . , r n ) is a constant diagonal matrix with r i = r j for i = j. This system was introduced in [8] and possesses a Lax pair (a zerocurvature representation) parametrized by points of the following algebraic curve (2) λ 2 i − λ 2 j = r j − r i , i, j = 1, . . . , n, in the space C n with coordinates λ 1 , . . . , λ n . According to [8] , this curve is of genus 1+(n−3)2 n−2 . System (1) has also an infinite number of symmetries, conservation laws [8] , and a Bäcklund auto-transformation with a parameter [1] . Soliton-like solutions of (1) can be found in [1] . According to [8] , for n = 3 this system coincides with the higher symmetry (the commuting flow) of third order for the well-known Landau-Lifshitz equation (see, e.g., [10] ). Thus system (1) is an n-dimensional generalization of the Landau-Lifshitz equation.
Note that, to our knowledge, before the present paper the Wahlquist-Estabrook method was never applied to a system of PDEs connected with an algebraic curve of genus greater than 1, and the explicit structure of the WE algebra was not computed for any system with more than two dependent variables (unknown functions s i (x, t)). For arbitrary n we construct an epimorphism from the WE algebra of (1) onto the infinite-dimensional Lie algebra L(n) of certain so n,1 -valued functions on the curve (2) . Note that L(n) is not graded, but is quasigraded [16] 
For n = 3, 4, 5 we prove that the WE algebra is isomorphic to the direct sum of L(n) and a two-dimensional abelian Lie algebra. In particular, for n = 3 the WE algebra of (1) is isomorphic to the WE algebra of the anisotropic Landau-Lifshitz equation [19] . For n = 2 the curve (2) is rational and system (1) belongs to the well-studied class of scalar evolutionary equations [5, 14] , so we skip the case n = 2. To achieve this, we prove that the algebra L(n) is isomorphic for any n ≥ 3 to the Lie algebra given by generators p 1 , . . . , p n and relations
In our opinion, this algebraic result may be of independent interest. For n = 3 it was proved in [19] .
It is known that for a given evolutionary system
. . , m, the WE algebra helps also to find a 'modified' system
. . , m, connected with (4) by a Bäcklund transformation of Miura type (sometimes also called a differential substitution)
That is, for any solution v 1 , . . . , v m of (5) functions (6) form a solution of (4), and for any solution u 1 , . . . , u m of (4) locally there exist functions v 1 , . . . , v m satisfying (5), (6) . For system (1) a modified system (5) and a transformation (6) were not known. Using a suitable vector field representation of the WE algebra, we find a family of systems (5) and transformations (6) for (1) . This family is parametrized by points of the curve (2). Apparently, this is the first example of a family of Miura type transformations parametrized by points of a curve of genus greater than 1.
We would like to make also the following observation. Clearly, relations (3) look somewhat similar to equations (2) . And indeed, formula (19) and Theorem 3 below explain how the generator p i is related to λ i . Note that, as we show in Sections 3.1, 3.2, 3.3, at least for n = 3, 4, 5 relations (3) arise from the internal jet space geometry of system (1) using the Wahlquist-Estabrook procedure. Therefore, the Wahlquist-Estabrook method and its generalization in [11, 12] may be useful also for the following problem: given a system of PDEs, which is suspected to be integrable, how to recover an algebraic curve that most naturally parametrizes a possible Lax pair for this system? For example, applying the Wahlquist-Estabrook procedure to system (1) without any knowledge of Lax pairs or algebraic curves behind (1), one obtains relations (3) for the WE algebra. Since p i should correspond to some matrix-valued functions on an algebraic curve, looking at (3) it is not so hard to guess that the curve should be of the form (2) . It would be very interesting to make this observation into a rigorous construction for more PDEs.
Several more integrable systems associated with the curve (2) were introduced in [8, 22, 23, 24] , where the opposite approach is taken: they start with an infinite-dimensional Lie algebra very similar to our algebra L(n) and construct integrable systems from this Lie algebra. Note that a representation of the Lie algebra in terms of a finite number of generators and relations was not obtained in [8, 22, 23, 24] .
The functions S = (s 1 (x, t), . . . , s n (x, t)) in (1) and the parameters λ i , r i in (2) may take values in C or R. In this paper the C-valued case is studied, but all results and proofs are valid also in the R-valued case, if one replaces C by R in the definitions.
The paper is organized as follows. In Section 2 we present a rigorous definition of WE algebras for arbitrary evolutionary systems and, therefore, for any systems of PDEs that can be written in evolutionary form. For this we use formal power series with coefficients in Lie algebras. For example, such series occur in computations of the WE algebra of the f -Gordon equation u tt − u xx = f (u) [21] , which, as is well known, can be rewritten in evolutionary form as follows (7) u t = q,
We discuss also possible generalizations of the Wahlquist-Estabrook ansatz. In Sections 3, 4 the above mentioned results on the WE algebra of system (1) are obtained, and in Section 5 the family of Miura type transformations is constructed. The appendix contains the proof of technical Lemma 1.
The following abbreviations are used in the paper: WE = Wahlquist-Estabrook, ZCR = zero-curvature representation.
The general definition of WE algebras
Originally the Wahlquist-Estabrook prolongation method was formulated in terms of differential forms. We prefer the vector fields version of it, which goes as follows. For a given m-component evolutionary system of PDEs of order d ≥ 1
consider the infinite-dimensional jet space with the coordinates
The total derivative operators
are commuting vector fields on this space. Let α be an (m × d)-matrix with entries
Denote the set of such matrices by M. Denote by U α the following product of coordinates (9)
Consider two formal power series
in the variables
, where the coefficients A α , B β are elements of some (not specified yet) Lie algebra. The equation (12) [
in the space of formal power series is equivalent to some Lie algebraic relations for the elements A α , B β . Here
Let F be the free Lie algebra generated by all the letters A α , B β for α, β ∈ M. The quotient of F over the above mentioned relations arising from equation (12) is called the Wahlquist-Estabrook Lie algebra of system (8) (or the WE algebra in brief). From now on A α , B β are elements of the WE algebra. Then (10) is the most general solution of (12) provided that X, T are power series in variables (11) . Remark 1. For many systems (8) equation (12) implies that X, T are of the form
where f i , g j are analytic functions of variables (11), the functions f 1 , . . . , f k 1 are linearly independent, the functions g 1 , . . . , g k 2 are linearly independent, and C i , D j are elements of the WE algebra. Expanding f i , g j as power series in (11), we obtain that A α , B β from (10) are linear combinations of C i , D j and, therefore, in this case C i , D j can be taken as another set of generators of the same WE algebra. However, the cases when X, T are formal power series and cannot be presented as finite sums of analytic functions do also occur. For example, this happens for the f -Gordon equation u tt − u xx = f (u) [21] , which can be rewritten in evolutionary form (7). 
for arbitrary s? It turns out that if s > d − 1 then before solving (12) one should simplify X, T by so-called gauge transformations [11, 12] , and then one also obtains certain Lie algebras [11, 12] , which are generally bigger than the WE algebra for s = d − 1. For example, for the Krichever-Novikov equation the WE algebra for s = d − 1 is trivial, but the case s = d does produce an interesting Lie algebra [14] .
Coordinate-free meaning of the Lie algebras for arbitrary s is studied in [11, 12] . In this way one obtains new geometric invariants of PDEs, which allow to prove, for example, that some PDEs are not connected by any Bäcklund transformations [11, 12] .
Let g be a Lie algebra. Recall [10] that g-valued functions M, N of a finite number of variables (9) form a zero-curvature representation (ZCR in short) for system (8) if (14) [
N are supposed to be analytic or smooth g-valued functions, while if dim g = ∞ then M, N are formal power series with coefficients in g. For example, the power series X, T form a ZCR with values in the WE algebra. It is known that every Lax pair for a (1 + 1)-dimensional system of PDEs determines a ZCR. In addition to the Wahlquist-Estabrook technique, some other methods to obtain ZCRs for a given system of PDEs also exist (see, e.g., [17, 18, 20] and references therein).
Since (10) is the most general solution of (12) and equation (14) is similar to (12), we obtain the following result. 
Then the map A α → M α , B β → N β determines a homomorphism from the WE algebra to g. If the coefficients M α , N β , α, β ∈ M, generate the whole Lie algebra g then this homomorphism is surjective.
Computations for the generalized Landau-Lifshitz system
In order to study the WE algebra of system (1), we need to resolve (locally) the constraint S, S = 1 for the vector S = (s 1 (x, t), . . . , s n (x, t)). Following [8] , we do it as
where u is an (n − 1)-dimensional vector with the components u 1 (x, t), . . . , u n−1 (x, t), and ·, · is the standard scalar product. Then one can rewrite system (1) as [8] (16)
where ∆ = 1 + u, u and r 1 , . . . , r n are distinct complex numbers that are the entries of the matrix R = diag(r 1 , . . . , r n ) from system (1).
Let E i,j ∈ gl n+1 (C) be the matrix with (i, j)-th entry equal to 1 and all other entries equal to zero. Recall that the Lie subalgebra so n,1 ⊂ gl n+1 (C) has the following basis
From the results of [8, 25] one can obtain the following so n,1 -valued ZCR of system (1)
Here λ 1 , . . . , λ n are complex parameters satisfying equations (2).
Remark 3. It was noticed in [22] that the formulas λ = λ
However, according to [8] , the curve (2) itself is not hyperelliptic.
is given by formulas (15) then (17), (18) determines a ZCR for system (16) .
In the algebra
Denote byλ i the image of λ i in the quotient algebra Q = C[λ 1 , . . . , λ n ]/I, which is equal to the algebra of polynomial functions on the curve (2) .
Consider the infinite-dimensional Lie algebra over C
and the elements
Denote by L(n) ⊂ so n,1 ⊗ Q the Lie subalgebra generated by Q 1 , . . . , Q n . Obviously, the elementλ =λ 2 i + r i ∈ Q does not depend on i. For i, j = 1, . . . , n, i = j, and k ∈ N consider the following elements of so n,1 ⊗ Q
[Q
Since
ji , from (20) , (21), (22) we obtain that Q 2k−1 l , Q 2k ij , i, j, l = 1, . . . , n, i < j, k = 1, 2, 3, . . . , span the Lie algebra L(n). It is easily seen that these elements are linearly independent over C and, therefore, form a basis of L(n).
For k ∈ N set
Here and below for elements v 1 , . . . , v s of a vector space the expression v 1 , . . . , v s denotes the linear span of v 1 , . . . , v s over C. Then from (20) , (21), (22) one gets
Therefore, the Lie algebra L(n) is quasigraded [16] . Clearly, formulas (17), (18) can be regarded as a ZCR with values in the algebra L(n). In particular, M = n i=1 s i Q i . Combining this with Proposition 1, we obtain the following.
Theorem 1. For any n ≥ 3 we have an epimorphism from the WE algebra of system (1) onto the infinite-dimensional Lie algebra L(n).
Let us give a complete description of the WE algebra of (16) for small n. For n = 2 system (16) is a scalar equation of the form u t = u xxx + f (u, u x , u xx ). Since for such equations the WE algebras have already been studied quite extensively (see, e.g, [5, 14] and references therein) and the curve (2) is rational for n = 2, we skip the case n = 2. For n = 3, 4, 5 the WE algebras are studied below.
3.1. The case n=3. According to Section 2, we must solve equation (12) for 
where
becomes a third degree polynomial in u 1 x , u 2 x with coefficients depending on u 1 , u 2 . By putting equal to zero the third degree coefficients, we get a system of linear PDEs of order 3 for the function X(u 1 , u 2 ). The general solution of this system is
where D i do not depend on u 1 , u 2 and, therefore, belong to a set of generators of the WE algebra.
Taking into account, that system (16) arises from (1) by means of (15), it is more convenient to rewrite (24) as
where C i are also elements of the WE algebra. By putting to zero the coefficients of (23) at the monomials (u
Now, by putting the coefficients of u 1 x and u 2 x equal to zero, one gets a system of two first order differential equations for F 2 (u 1 , u 2 ). Its compatibility conditions are satisfied if and only if the following relations hold
Note that (26) follows from (25) using the Jacobi identity.
Then we are able to compute F 2 (u 1 , u 2 ).
where C ′ is another generator of the WE algebra. Then (23) depends only on u 1 , u 2 and vanishes if and only if
Therefore, the WE algebra of (16) for n = 3 is given by the generators C ′ , C 0 , C 1 , C 2 , C 3 and all relations obtained in this subsection. Let us simplify the structure of these relations. Taking into account (25) and (27), relations (31), (32), (33), (36), (37) imply
Then it is easily seen that all relations follow from (25), (27), (28), (29), (30), (38) using the Jacobi identity. For example, let us prove this for (33) and (34), for all other relations the statement can be proved analogously. Applying ad C 3 to (28), ad C 2 to (29), and ad C 1 to (30), one obtains
Besides, by the Jacobi identity, we have [
which implies (33). Using (30), (27), and the Jacobi identity, one obtains
Combining this with (38) for i = 1, we get (34). Thus the WE algebra is isomorphic to the direct sum g(3) ⊕ A, where g (3) is the Lie algebra given by the generators C 1 , C 2 , C 3 and relations (27), (28), (29), (30), and A is the two-dimensional abelian Lie algebra spanned by C 0 , C ′ + r 2 + 1 2
3.2. The case n=4. According to Section 2, we must solve equation (12) for
Similarly to the previous subsection we obtain the following.
Here C ′ , C 0 , C 1 , C 2 , C 3 , C 4 are the generators of the WE algebra. The WE algebra is equal to the direct sum g(4) ⊕ A, where g (4) is the Lie algebra given by the generators C 1 , C 2 , C 3 , C 4 and the relations
and A is the two-dimensional abelian Lie algebra spanned by
In particular, one has
3.3. The case n=5. Similarly to the previous subsections one gets the following results.
is a cumbersome polynomial of degree 5 similar to (39) and C ′ , C 0 , C 1 , C 2 , C 3 , C 4 , C 5 are the generators of the WE algebra.
The WE algebra is equal to the direct sum g(5) ⊕ A, where g (5) is the Lie algebra given by the generators C 1 , C 2 , C 3 , C 4 , C 5 and relations (40), (41) for i, j, k = 1, . . . , 5, and A is the two-dimensional abelian Lie algebra spanned by
In particular, we have
The explicit structure of the obtained algebras is described in the next section.
Explicit structure of the algebras
Let F be the free Lie algebra generated by the letters p 1 , . . . , p n , n ≥ 3. Denote by g(n) the quotient of F over the relations
The natural image of p i ∈ F in the quotient Lie algebra g(n) is denoted by the same symbol p i .
The results of Sections 3.1, 3.2, 3.3 can be summarized as follows.
Theorem 2. For n = 3, 4, 5 the WE algebra of system (16) is isomorphic to the direct sum of g(n) and a two-dimensional abelian Lie algebra.
The next theorem describes the explicit structure of g(n).
Theorem 3. For any n ≥ 3 the mapping
is an isomorphism of Lie algebras. Here L(n) ⊂ so n,1 ⊗ Q is the infinite-dimensional Lie algebra defined in Section 3.
Proof. For n = 3 this theorem was proved in [19] for a different matrix representation of L(n), and we will use a similar method. It is easy to check that Q i satisfy relations (42), (43), so mapping (44) is an epimorphism.
Define a filtration on L(n) by vector subspaces L m as follows
From (20), (21), (22) one gets that for all
Consider the similar filtration on g(n) by vector subspaces g
Clearly,
Combining this with (45), we obtain that it remains to prove
Indeed, if (47) holds then (45) and (46) imply that ϕ is an isomorphism.
For n = 3 statement (47) was proved in [19] . Below we suppose n ≥ 4. For each k ∈ N set
We will use the following notation for iterated commutators
Also, for brevity we replace each generator p i by the corresponding index i. So, for example,
For such an iterated commutator C of several p i denote by o(C) the number of p i that appear in C. For example, Remark 4. Denote byC the image of C in the quotient vector space
we can consider the associated graded Lie algebra
So, A ≃ B if and only ifĀ =B in gr(g). In Lemma 1 below we essentially obtain some identities in the algebra gr(g).
From Lemma 1 by induction on k one obtains that
which implies (47). This lemma is proved in the Appendix.
Miura type transformations
The definition of Miura type transformations was given in the introduction. Consider an evolutionary system of order d ≥ 1
Suppose that for this system we have a ZCR of the form
) with values in a Lie algebra g. According to Proposition 1, such ZCR is determined by a homomorphism from the WE algebra to g.
Consider a homomorphism ρ from g to the Lie algebra of vector fields on an mdimensional manifold W . Let w 1 , . . . , w m be local coordinates in W and
Then relation (57) implies that the system Substituting this to (61), we obtain an evolutionary system for w 1 (x, t), . . . , w m (x, t) connected by a Miura type transformation (62) with system (56). This is the simplest case of a more general method to obtain Miura type transformations from ZCRs [13] .
Let us apply this construction to system (16) and its ZCR (17), (18), where λ 1 , . . . , λ n are again treated as complex parameters satisfying equations (2) and S = (s 1 , . . . , s n ) is given by formulas (15) . This ZCR takes values in the Lie subalgebra so n,1 ⊂ gl n+1 (C) generated by the elements A i = E i,n+1 + E n+1,i , i = 1, . . . , n.
Consider the canonical action of the group GL n+1 (C) on the projective space CP n . It determines a homomorphism ϕ from gl n+1 (C) to the Lie algebra of vector fields on CP n .
In the standard coordinates w 1 , . . . , w n of an affine chart C n of CP n this homomorphism reads
In particular,
Clearly, vector fields (63) are tangent to the (n − 1)-dimensional submanifold
On some neighborhood W ′ ⊂ W of the point (w 1 = · · · = w n−1 = 0, w n = 1) ∈ W we can take w 1 , . . . , w n−1 as local coordinates and
Thus we obtain the following homomorphism ρ from so n,1 to the Lie algebra of vector fields on W
Applying this to (17) , one gets
where one assumes (64), (15) . Recall that the right-hand side of (60) is obtained from (58). Using (65), (15) , (64), we get the following form of equations (60) in our case (66) ∂w
Computing ρ(N) by means of (18) and (65), from the coefficients of the vector field (59) we obtain equations (61) of the following form (67) ∂w
where S = (s 1 , . . . , s n ) is given by (15) and w n is equal to (64).
Denote by a i = a i (w 1 , . . . , w n−1 , u 1 , . . . , u n−1 ) the right-hand side of (66). It is easily seen that the (n − 1) × (n − 1)-matrix ||∂a i /∂u j || at the point
is equal to diag(2λ 1 , . . . , 2λ n−1 ). Suppose that It remains to study the case when (69) does not hold. That is, λ k = 0 for some 1 ≤ k ≤ n − 1. Since in equations (2) one has r i = r j for i = j, we obtain that λ i = 0 for i = k. Then at any point of the form
Therefore, at any point of the form (72) with w k = 0, ±1 the matrix ||∂a i /∂u j || is nonsingular, and on a neighborhood of such point from equations (66) we can again get expressions of the form (70) and proceed as described above.
Appendix: proof of Lemma 1
We prove this by induction on k 1 + k 2 . For k 1 + k 2 = 0 (that is, k 1 = k 2 = 0) the statements follow easily from (42) and (43). Assume that all the statements are valid for k 1 + k 2 ≤ m for some m ∈ Z + . We must prove them for k 1 + k 2 = m + 1.
Below l is an arbitrary integer such that 1 ≤ l ≤ n, l = i, l = j. We use the notation from Section 4.
Proof of (48). First, note that by the induction assumption for q ≤ m one has
Similarly, we obtain
Without loss of generality we can assume k 2 ≥ 1 in (48). Using(73) and the Jacobi identity, one gets
To obtain the last line, we used the fact that 
Thus applying this procedure several times to the first summand of the right-hand side, we obtain
By the induction assumption and (73), one has
Therefore,
Since, by the induction assumption and (73),
Combining this with (75) yields
j .
Combing this with (77), we obtain (48).
Proof of (49). By the induction assumption, (48), and (42),
Using this and (43), one gets
Proof of (50). By the Jacobi identity,
By the induction assumption and (73),
Substituting this to (78) and using (48), we obtain
Proof of (51). By (73) and the induction assumption of (53), for any q 1 , q 2 ∈ Z + such that q 1 + q 2 ≤ 2(k 1 + k 2 ) − 1 and q 1 + q 2 is odd one has
Using this and the Jacobi identity, we get Suppose that i = c, then using (49) one gets In the consideration of the case k 1 = 0 we showed that for any i = j [ i . . . i Proof of (53). Consider first the case k 1 ≥ 1. Since n ≥ 4, there is l ∈ {1, . . . , n} such that l = i, l = i ′ , l = j ′ . Then, by the induction assumption of (53),
Using this and (73), one gets It remains to study the case k 1 = 0. Using (82) and (83), we get
Therefore, [P
Proof of (54). By (53),
Obviously, this implies (54). Proof of (55 
