Abstract
Introduction
Peer-to-peer (P2P) networks have traditionally been used for file and information sharing in particular and for resource sharing in general. The key idea behind such P2P systems is to distribute processing and bandwidth requirements by sharing resources across many different peers. This idea has been extended by Skype [4] , Kundan [10] , and Bryan et al. [5] to demonstrate the possibility of extending P2P networks to voice services. While Skype apparently uses many P2P techniques [4] , it is proprietary and closed. However, there are other works that explore inherently peer-to-peer VoIP protocols such as SIP. The works of Kundan [10] and Bryan [5] , demonstrate the integration of the P2P Chord [11] algorithm within SIP [9] . Though such an integration through SIP is open, the close tie up with a specific structure, in their case with Chord [11] in the form of SIP headers, is inflexible to new structures and is not open to dynamic changes required by heterogeneous P2P voice systems.
This problem is severe if some peers require different P2P properties based on end-point properties and capabilities. For example, voice peers that are within an enterprise may have properties such as trust relationships or bandwidth requirements that are different than mobile peers, which are part of the same P2P network. Similarly, mobile peers will have different join/leave intervals than desk top phones or PCs. Hence, a separation of P2P properties from the underlying voice and transport protocols is desirable for heterogeneous P2P voice systems. In this paper, we present an architecture that layers P2P overlays and that separates P2P related issues from the underlying voice and/or transport layer. However, these overlays are logical overlays and can be realized with one or more physical overlays. The main contributions of this paper are as follows.
A layered architecture for P2P voice systems that allows dynamic change of overlays at any level based on the properties of devices, users, or features of voice systems.
A new SIP P2P mechanism that separates the P2P overlays and SIP.
The rest of the paper is organized as follows. In the next section, we present the motivation and the architecture for P2P overlays for voice systems. Section 3 presents background and related work. Section 4 presents XML overlay mechanisms over SIP and details of two overlay mechanisms -user trust management overlay and user identity overlay. Examples from our prototype implementation are presented in section 5. Sections 6 and 7 conclude with future work and conclusions.
Architecture for P2P Voice Systems
The performance of a P2P system often depends on the cost of the lookup and on the cost of the formation of the P2P network itself. These bounds depend on the choice of the structure of the P2P system, which in turn depends on the characteristics of the P2P nodes. While a particular P2P structure may offer a lower bound on the lookup but because of its high cost of maintaining the structure, it might be unsuitable for peers, such as mobile nodes, that dynamically change their network characteristics. For adaptability, we need a framework that allows dynamic changes to P2P overlays.
P2P voice systems require several kinds of lookup services. For example, they need device lookup for establishing communication, user look up for establishing communication sessions, and other service or feature-oriented lookup on a single or a group of users for advanced voice features or services. Choosing a particular P2P structure is difficult as each of the lookup services have different characteristics. We need the ability to choose several P2P structures, one for each layer. Also changing the P2P overlay at one layer, for example at the device layer, should not force a P2P voice deployment to change the P2P overlay at the feature layer or at the user layer. Separation of P2P overlays from each other and from the underlying transport network provides such flexibility for P2P voice systems.
We propose a layered architecture for P2P voice systems that allows a dynamic choice of P2P overlays based on the characteristics of devices, users, or features.
permits P2P voice systems to modify overlays independent of each other.
Figure 1 presents our architecture. We structure a P2P voice system as a hierarchy of layers, each layer with its own P2P distribution and lookup. The layers are grouped in three categories -device overlays, user overlays, and feature overlays. Each of these overlay category can be further layered, for example, the user overlay category is further layered as an authentication layer and a P2P user layer. These layers are logical and can be realized through one or more physical layers. Also, overlays may or may not depend on other overlays.
Typically, the device overlay layer organizes nodes into P2P structures using their network properties such as connectivity, NAT and firewall traversal, bandwidth, and leave and join frequencies. The user layer distributes user information such as user identity, communication abilities, authentication information, etc, across different nodes in the P2P network. The feature overlays layer deals with advanced communication features such as group features, conferencing, and other voice features that are part of any voice network.
The architecture proposed in Figure 1 is realized by capturing various P2P overlays as XML and using SIP as the transport protocol. The XML content is dependent on the particular P2P mechanism that is an overlay on SIP. For example, if a user trust management overlay is to be realized then we use an XML that captures the trust management and carry it over SIP messages. Similarly, if another feature such as a conferencing is to be implemented as an overlay, then the XML should capture details such as conferencing abilities of its peers and their willingness to mix media, etc. In the next section, we show two such P2P mechanisms that use SIP REGISTER messages to carry XML bodies.
SIP REGISTER method allows a VoIP client to update its contact location with a SIP registrar when it joins the network. The registration creates an address of record (AOR) or a binding of user id with the IP address and port number from where the user can be found. The REGISTER method contains a number of useful headers like 'Expires' and 'Max-Forwards'. The Expires header indicates the time interval for which the binding is valid. The Max-Forwards header indicates the maximum number of hops to which the request can be forwarded. This registration can be periodically refreshed by sending a refresh REGISTER before the expiry of registration time interval. The registration can be terminated by sending a REGISTER with an 'Expires' header of zero.
SIP has built in transaction state machine which means that there is no need to re-create a new transaction state machine for exchanging P2P messages. We reuse SIP headers as much as possible; Expires header indicates when the P2P binding will expire and Max-Forwards is used to indicate the maximum number of peers the request can travel.
Background and Related work
Chord is a ring-based structured peer-to-peer architecture that uses dynamic hash tables (DHTs). Each node in Chord is assigned an m-bit identifier where m is the number of bits generated by a standard hashing algorithm such as SHA-1. Each node in Chord keeps track of its predecessor, successor, and maintains a table or a state called finger table containing m entries. For a node, , the entry in the finger table contains the identity of the first node, , that succeeds by at least on the identifier circle, i.e., s = successor , where . Chord differentiates between hash identifiers of nodes and hash identifiers of keys. It computes the identifier of a node by hashing its IP address while it computes the identifier of a key by hashing the key value. A node is inserted in the Chord ring based on the node identifier while the key is stored on successor. We use chord in our examples in the rest of the paper.
Skype [4] uses peer-to-peer technologies to offer Voice, IM, and other services through internet. Skype distributes two central resource across its nodes -central database to manage a unique namespace of users and NAT/firewall traversal servers. However, Skype is proprietary, does not work with non-Skype P2P systems, and by its nature does not allow any dynamic P2P structures. Nimcat [1] offers enterprise class peer-to-peer voice systems but like Skype is proprietary.
The work by Kundan and Schulzrinne [10] proposes a Chord based VoIP architecture that uses SIP [9] as the underlying transport protocol. Nodes with high capacity and availability become super nodes. Only super nodes form a Chord ring. The low capacity nodes connect to one of the super-nodes. A super-node also acts as a registrar on behalf of its users. The super-nodes exchange DHT information in the SIP protocol itself.
The proposal by David Bryan et al [5] is quite similar to Kundan and Schulzrinne architecture. They use SIP to transport Chord DHT messages to peers. The Chord messages are part of the SIP protocol.
Though both the works of Kundan [10] and Bryan [5] implement P2P overlays for nodes and users, the two overlays are not modular. Also, the close integration with SIP renders them inflexible to adopt to a more suitable P2P protocol in future. We propose a decoupling of P2P protocol and SIP, which allows the flexibility to plug in a different P2P protocol at a later time.
XMPP [6] and JXTA [2] are text-based protocols for exchanging P2P information. XMPP is a text-based IM protocol that has recently been adapted by G-Talk for internet telephony. Functionally, it is quite similar to SIP except that its message syntax is in XML. Since we are targeting SIP based networks our choice is to tailor SIP for P2P needs.
JXTA [2] is an XML based peer-to-peer protocol developed by Sun and provides a solution for creating a peer-topeer network. We think that the use of JXTA as a P2P IP telephony protocol needs further exploration.
Thomas Wolfl [12] proposes a distributed PKI based P2P mechanism for checking authenticity of a node's public key. He proposes an efficient search and transfer of certificates and trust-recommendations among peers. Our focus in this paper is to use existing trust management mechanisms as a P2P overlay and to realize it in a SIP P2P voice system.
Overlays for User Authentication and User Identities
In this section we illustrate how the P2P overlay mechanisms depicted in Figure 1 are realized. We focus on the user overlays, specifically two overlays that are illustrated in Figure 1 , viz., user trust management overlay and user resource identity overlay. By user trust management overlay, we mean an overlay mechanism that provides trust among peers at the user layer. That is, peers receiving messages from other peer users should be able to verify that the message actually came from them. User resource identity overlay mechanism captures the distribution of user resources in a P2P voice network and their lookup.
To illustrate the independence of the overlays we pick different mechanisms for the overlays described below.
User Trust Overlay:
A centralized authentication server with P2P trust verification.
User Identity Overlay: A P2P chord overlay structure.
In P2P SIP networks, each node in the network acts as both a registrar and a proxy. Requests to each node are either forwarded, or accepted with a success or failure. Any new SIP peer willing to join a P2P network should register itself with the P2P structure, that is the SIP peer sends a SIP REGISTER to a (bootstrap) node in the network. The nodes in the network receiving the SIP REGISTER message either forwards it to the closest peer from its finger table or sends back a final reply. This information is contained in SIP reply (OK) message to the REGISTER. This process is The user trust management overlay uses a simple mechanism for authentication. A joining peer in a P2P network sends a SIP REGISTER with a public key and its node to a login server (LS), which authenticates and issues a certificate to be presented to peers in the network. The joining peer then presents this certificate along with its signature to its peers in further transactions.
Figure 2 refers to the authentication steps required for a joining peer. Figure 2 (a) shows a P2P chord like structure with three nodes, whose identities are represented as 1, 2, and 3. A node with identity 4 is the joining node. LS represents a SIP login server (LS) that can authenticate a user and generate signed public key as a response. The LS ensures a unique namespace for all the peers in the P2P network. The SIP connection parameters of LS can be preconfigured or found out through DNS.
Figure 2 (b) depicts the second step where a joining node sends a SIP REGISTER [9] method that includes its public key and node identity as the body. After the authentication process, in the body of a reply for the REGISTER message, the joining node receives a certified signature that contains its public key signed by LS. Figure 2 (c) depicts the step where the joining node sends its signature and identity to a bootstrap node to find its place in the chord. In our prototype, for simplicity, the bootstrap node's P2P identity along with its connection parameters are passed to the joining node. However, finding out the bootstrap node's parameters can be achieved using other means such as pre-configuring, multicasting, or broadcasting.
The high-level SIP transaction of the joining node and the LS is given below. The SIP header Content-Type: identifies the content of the body and <XML-BODY> contains the relevant encryption information needed for the transaction. The joining node then can use the certificate obtained from the SIP OK reply along with its signature for further transactions with the P2P nodes. The specific signature/certificate mechanism with the LS or with the peer nodes can be replaced without any changes to the framework. This overlay can be substituted with a mechanism that distributes functionality of the LS across peers and uses SIP REGISTER messages to find the appropriate node to obtain certificates.
In this section we present an overlay mechanism for distributing user identities across a P2P network. Figure 3 shows various steps a node has to perform before and after joining a P2P network. The joining node sends a REGISTER message (Figure 3 (a) ) to the bootstrap node. The bootstrap node verifies the signature of the joining node. If it is successful, then it checks the identity to see if joining node will be its neighbor. In that case, it updates its finger table with the user identity information from the registration and sends out a reply to the REGISTER message with a successXML body along with its signature (Figure 3 (b) ) for verification. Otherwise it forwards the address and identity of the closest successor from its finger table (Figure 3 (c)) .
A joining node upon receiving a reply for its REGIS-TER message with a P2P body, first verifies the signature and then looks at the P2P XML body for the forwards or success reply. If it is a P2P success reply Figure 3 (b) then it inserts itself into the P2P structure by updating its predecessor and successor nodes, its finger table and by sending out requests to update finger table entries of other relevant nodes (Figure 3 (d) ). If it is a P2P forward message Figure 3 (c) then the joining node, sends a REGISTER message to the address obtained in the P2P body of the REGISTER reply. This step is continued until the joining node receives a P2P success or a failure in its REGISTER reply.
A node gracefully exiting the P2P network sends a REG-ISTER message to the peers in the finger table. The nodes that are impacted change their finger table entries and/or their predecessor/successor links appropriately. Nodes exiting ungracefully must be discovered through REGISTER refresh messages. When a node (a predecessor or a successor) discovers a failure, it enters a recovery mode where it tries to form the P2P structure again. The overlay mechanisms in the lower layers, device overlay layer, should also have failure recovery mechanisms.
Call establishment and tear down is performed through SIP INVITEs [9] . A node receiving a SIP INVITE verifies the signature by looking at its body. If it is recipient of the INVITE, it answers the call with its connection parameters and its digital signature in the body. Otherwise, it forwards the INVITE to a closest node in the network by looking at its finger table. If no such nodes are available it sends a SIP 4XX message indicating a failure.
Prototype Details
The overlay mechanisms presented in the previous section, to a large extent, have been realized through a prototype SIP P2P system. We use chord [11] algorithm for our P2P structure and use a PKI [3] based trust management scheme. The rest of this section sketches out details of our prototype implementation.
The details of the XML messages in our prototype are specific to our implementation of the chord network. The particular choice of the XML for chord has no bearing on the overlay scheme presented in this paper. Hence, we do not elaborate on the XML itself but instead present a few examples to illustrate the P2P-XML overlays in SIP. Also, in our prototype, the logical P2P overlays for trust management and user identity are realized through one chord overlay by combining the P2P XML bodies in the SIP REGISTER messages. Section 5.1 presents the initial steps of a node authenticating and obtaining its certificate. Section 5.2 sketches some details of how an authenticated node uses its certificate and signature along with its user identity to join a chord.
Our client, a SIP P2P voice client (PVC), generates a public-private key pair and uses a user id and password to authenticate with a login server. The PVC in our prototype is preconfigured with a LS and sends out a REGISTER message with its hashed node id and public key as the body of the REGISTER. The following sample message shows a SIP REGISTER message sent from a node with identity . The LS replies back, typically after a REGISTER challenge, with an OK message that generates a certificate for the node and returns the network parameters of the P2P bootstrap node. LS also returns its public key that is used by the PVC to verify signatures presented to it by its peers.
Each PVC has the public key of the LS and can verify the signed digital signatures presented by peers during message exchange. With the bootstrap node's identity, the PVC has enough information and trust credentials to join a SIP P2P network.
A PVC willing to join a P2P chord overlay network sends out REGISTER message to the bootstrap node to join the network. PVC computes its hash using SHA-1 (our illustrations do not use this mechanism) and uses this as its SIP P2P identity to register to the network. The bootstrap In the reply to the bootstrap REGISTER, the joining node gets its position in the chord network through the predecessor and successor information. It also receives a copy of the predecessor's finger table as a starting point to build its finger table. As part of joining the network and building its finger table it sends out several messages to its peers using REGISTER messages. Corresponding responses to these messages are received in the REGISTER reply.
Future Work
Several open research problems need to be solved for a feature-rich P2P voice systems that allow end-points and users with varying capabilities. These include overlays that offer rich features and services, XML schemas that that can abstract various P2P algorithms, and XML abstractions of certificate management. SIP P2P voice systems need to look at ways of optimizing SIP messages perhaps by looking at other SIP event mechanisms for finger table operations, and for status of peers. Several network issues such as NAT and firewall traversal, routing, and P2P optimizations for bandwidth and connectivity need to be solved to successfully accommodate heterogeneous voice end-points.
Conclusion
In this paper, we presented a layered architecture for P2P voice systems. The merits of using such an architecture are two fold. It isolates the concerns and restrictions at each layer and allows the choice of a P2P overlay based on a specific set of parameters that are relevant to that layer. We also presented a SIP P2P system that uses SIP as a transport protocol and separates P2P overlay mechanisms from SIP.
