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Abstrakt 
Cílem této diplomové práce bylo navrhnout, vytvořit a otestovat metodu pro bezeztrátovou kompresi 
obrazu. Teoretická část zahrnuje popis vybraných exitujících metod jako jsou RLE, MTF, adaptivní 
aritmetické kódování, barevné modely použité v metodách LOCO-I a JPEG 2000, prediktory MED, 
GAP a laplaceova pyramida. Závěr práce obsahuje srovnání různých kombinací vybraných přístupů 
a celkové porovnání s efektivitou metod PNG a JPEG-LS. 
 
 
 
 
Abstract 
The aim of this master’s thesis was to design, develop and test a method for lossless image 
compression. The theoretical part includes a description of selected exiting methods such as RLE, 
MTF, adaptive arithmetic coding, color models used in LOCO-I and JPEG 2000, predictors MED, 
GAP and laplacian pyramid. The conclusion includes a comparison of various combinations of 
chosen approaches and overall efficiency compared with PNG and JPEG-LS. 
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Úvod 
 
 
Komprese dat je proces překódování vstupních dat na výstupní data, která mají menší objem 
a zabírají díky tomu méně paměťového prostoru. Bezeztrátová komprese obrazu řeší problém 
reprezentace obrazu pomocí co nejmenšího množství bitů tak, aby mohl být původní obraz 
rekonstruován beze ztráty kvality. Díky kompresi lze efektivněji využívat zdroje, ať už se jedná 
o diskový prostor nebo propustnost datových sítí. Snižuje se cena archivace a zároveň zvyšuje 
rychlost přenosu dat. Může se zdát, že především díky cenové dostupnosti pamětí a zvyšování 
propustnosti datových sítí, není potřeba se v dnešní době tímto tématem zabývat, ale není tomu 
tak. Spolu s vývojem v oblasti hardware se vyvíjí i software. Vznikají nové, složitější 
a náročnější  aplikace, které generují objemnější data a jsou díky tomu schopné nových 
technických možností využít. Bezeztrátová komprese obrazu je využívána v mnoha oblastech, 
jako je například archivace snímků pořízených z medicínských zařízení, archivace 
astronomických snímků nebo uměleckých děl. Využití lze obecně najít všude tam, kde je 
potřeba efektivně ukládat velké množství obrazových dat jejichž pořízení bylo nákladné a ztráta 
kvality při archivaci proto není akceptovatelná. To, že bezeztrátová komprese obrazových dat je 
téma v dnešní době poměrně aktuální, dokazuje i velké množství nově vzniklých kompresních 
metod v posledních letech. 
Cílem této práce je navrhnout a implementovat bezeztrátovou obrazovou kompresní 
metodu a na vhodných datech otestovat její efektivitu. Kapitola 1 obsahuje teoretický úvod do 
problematiky komprese dat obecně, základy teorie informace, přehled hlavních kategorií 
existujících kompresních metod a seznámení s vybranými metodami, které jsou použitelné 
v rámci řešení. V kapitole je rozebrána problematika problematika entropického kódování, 
predikce a metod využívajících vhodné barevné modely. Na základě analýzy v kapitole 1 je 
v kapitole 2 představen návrh řešení s využitím vybraných metod. Kapitola 3 obsahuje detailní 
popis jak implementované multiplatformní knihovny v jazyce C++, tak testovací aplikace 
kompresoru, která ji využívá. Testování a měření účinnosti implementované kompresní metody 
při různých nastaveních je věnována kapitola 4. V závěru této kapitoly je porovnání nejlepší 
kombinace nastavení s metodami PNG a JPEG-LS. Závěrečná kapitola obsahuje celkový souhrn 
výsledků práce spolu s návrhy na další vylepšení. Tato práce nenavazuje na semestrální projekt. 
  
 Kapitola 1 
 
Teoretický rozbor
 
 
Bezeztrátová komprese dat je možná, protože data, která mají nenáhodný a tím pádem pro nás 
zajímavý a použitelný obsah, ať
redundanci. Problematika bezeztrátové komprese úzce souvisí se 
v datech. Data, která mají náhodný obsah, nemají žádnou redundanci a nemohou být 
bezeztrátově komprimována. Redundance v
v jednom pixelu obrazu je 
nezbytné. Důvod, proč tomu tak je, spoč
mají nenáhodný obsah, znamená, že mají také urč ů č
snížení redundance odhalena a zakódována efektivně
reprezentací takové struktury, lze objem dat snížit. 
kombinaci informace a redundance
redundance je přiřadit častým výskytů
jejich reprezentaci a málo č ů
metody popsané v části 1.2.1.
Data, která se snažíme komprimovat, spadají pouze do malé podmnožiny dat, která 
komprimovat lze. Jsou to 
nás mají význam. Většinou obsahují redundanci, kterou je možné eliminovat., nemusí to 
platit vždy. Pokud jsou četnosti 
problém. Extrémním příkladem dat, která nelze komprimovat je lineární šum s
rozložením hodnot v histogramu. Dalším dobrým př
mohou být data, která již komprimována jsou.
 
 
Obrázek
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 už se jedná o text, obraz nebo zvuk, obsahují 
snižováním 
 praxi znamená, že informace obsažená např
v počítači běžně reprezentována větším množstvím bi
ívá ve snadné manipulaci s takovými da
itou strukturu, která m
ji. Redukcí redundance, nebo
Reprezentaci dat mů ř
. Základním principem bezeztrátové
m symbolů nebo frází vstupní abecedy 
astým výskyt m dlouhý kód. Toho využívají 
 
data, která obvykle nesou nějakou důležitou informaci díky které pro 
výskytu všech symbolů abecedy velmi podobné
íkladem dat, která nelze komprimovat 
 
 
 
 1.1: bezeztrátově nekomprimovatelný obraz 
statistickou 
redundance 
íklad 
tů, než je 
ty. To, že data 
že být za ú elem 
-li vhodnější 
žeme vyjád it jako 
 komprese snížením 
krátký kód pro 
především statistické 
ale 
, může nastat 
 rovnoměrným 
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Efektivitu komprese vyjadřuje kompresní poměr vyjádřený jako poměr velikosti výstupních, 
k velikosti vstupních dat kompresoru, případně kompresní faktor, což je převrácená hodnota 
kompresního poměru. 
 
 
í	
 = 	íℎ		ýíℎ	 
 
1.1 Teorie informace 
 
Při redukci redundance je využíváno skutečnosti, že každý pixel obrazu nebo obecně symbol 
vstupní abecedy může nést jiné množství informace. Problémem jak kvantifikovat informaci se 
zabývá teorie informace [2]. Intuitivně víme co to informace je, jednoznačnou definici budeme 
ale hledat těžko. Jednou z mnoha takových by mohla být: Znalost faktů a dat získaná studiem 
případně zkušeností. Matematickou definici informace poskytuje právě reorie informace, která 
představuje matematický základ jak ztrátové tak neztrátové komprese a slouží k tomu, abychom 
si mohli odpovědět na otázku, kolik informace je obsaženo v určitých datech. Kvantifikování 
informace vychází z poznatku, že množství informace v datech je ekvivalentní míře překvapení, 
kterou tato informace nese. V praxi to znamená, že informace, která nás hodně překvapí, je 
důležitější, než informace, kterou očekáváme nebo již máme. Význam informace tedy závisí na 
pravděpodobnosti výskytu jednotlivých symbolů, které ji reprezentují. 
Diskrétní bezpaměťový model, ve kterém neexistuje žádná závislost mezi jednotlivými 
symboly, generuje symboly, které jsou vzájemně statisticky nezávislé. Popíšeme jej zdrojovou 
abecedou A = {a1, a2, a3…an} a pravděpodobnostmi P = (p(a1), p(a2), p(a3),…. p(an)). Množství 
informace, neboli počet bitů, které jsou potřeba k vyjádření informace obsažené v jednom 
symbolu zdrojové abecedy, lze vyjádřit následujícím vztahem: 
 
 
 
 =   = 		−		 
 
 
 
Uvedený vztah říká, že čím je výskyt symbolu na vstupu méně pravděpodobný, tím více 
informace jeho výskyt nese. Základ logaritmu 2 znamená, že obsah informace je reprezentován 
(1.1) 
(1.2) 
6 
 
v bitech. Množství informace, která je obsažena v celé zprávě (obrazu), je měřena entropií 
zprávy a odpovídá průměrnému množství bitů, potřebných k optimálnímu bezeztrátovému 
zakódování všech možných zpráv s danou pravděpodobností výskytu symbolů abecedy. 
Entropie je fundamentálním limitem pro bezeztrátovou kompresi dat, který formuloval Claude 
E. Shannon v roce 1948 a závisí na statistickém rozložení informačního zdroje. 
 
 
 
 = 	()

	
	 = 	−()

	
log () 
 
 
 
Hodnota entropie vyjadřuje průměrné množství bitů, které jsou potřeba k optimálnímu 
bezeztrátovému zakódovánmí zprávy nebo-li nejnižší počet bitů pomocí nichž lze zakódovat 1 
symbol. Jakýkoli informační zdroj, u kterého je známa jeho statistická povaha, může být 
bezeztrátově zakódován kódem, u něhož průměrná délka symbolu v bitech je blízko entropii, ale 
nelze se dostat pod hranici entropie. 
Vhodným algoritmem je tedy možné dosáhnout bezeztrátové komprese s kompresním 
poměrem blížícím se entropii, jejíž hodnota je v případě, že jednotlivé symboly abecedy jsou na 
sobě nezávislé nepřekročitelná. Entropie dat je vyšší, když všech n pravděpodobností je 
stejných. Tohoto faktu se využívá v definici redundance R v datech. Redundance je rozdíl mezi 
nejvyšší možnou entropií daných dat a jejich aktuální entropií. Je definována jako rozdíl mezi 
nejvyšší možnou entropií množiny symbolů a jeho skutečnou entropií: 
 
 
 
 = −



log − −



log  = log  +


log  	 
 
 
 
Zdrojová data s malou redundancí mají velkou entropii a tím pádem jsou obtížně 
komprimovatelná. Test pro zcela komprimovaná data (bez redundance) je tedy log2n + Σ Pi 
log2 Pi pro všechna i = 0. 
Optimální kodér, který umožňuje zakódovat zdrojová data na hranici entropie, se 
nazývá entropický kodér. Příkladem může být huffmanův kodér případně efektivnější 
aritmetický kodér popsaný v následující kapitole. Dalším příkladem mohou být slovníkové 
(1.3) 
(1.4) 
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algoritmy, které ale k tomu aby se efektivita dostala na hranici entropie potřebují zpracovat 
daleko větší množství dat. Kvalitní entropický kodér je nicméně jedním ze základních článků 
většiny kompresních metod. 
 
 
1.2 Kategorie kompresních metod 
 
Kompresních metod existuje velké množství a neustále vznikají nové. Ty 
nejvýznamnější jsou detailně popsány v materiálech [2] a [3] ze kterých vychází tato kapitola. 
Přestože jednotlivé metody jsou postaveny na různých, někdy výrazně odlišných, myšlenkách, 
existují některé vlastnosti, které mají společné. Všechny využívají společný princip 
odstraňování redundance a jsou datově závislé. Datová závislost znamená, že efektivita 
konkrétní metody se liší podle charakteru dat na vstupu. Neexistuje obecná metoda, která by 
byla nejefektivnější pro jakýkoli typ vstupních dat. Každý kompresní algoritmus musí zkoumat 
konkrétní vstupní data, vyhledávat redundanci a snažit se ji minimalizovat. Některé metody jako 
například JPEG-LS jsou efektivní pro určitý typ obrazových dat, některé pro text - BWT, jiné 
byly speciálně vyvinuty pro kompresi videa. Univerzální metody jako například GZIP lze využít 
pro libovolná data, ale efektivita komprese je u nich relativně malá, protože nemohou využívat 
specifické vlastnosti konkrétního typu dat. Co má většina složitějších kompresních schémat 
společného je to, že na konci jako poslední článek využívají entropické kódování ať už má tato 
fáze největší podíl na kompresi nebo slouží jen jako doplněk k předchozím fázím. Podle [3] lze 
kompresní metody rozdělit do následujících kategorií, přičemž naprostá většina existujících 
kompresních metod je opřena o statistický, nebo slovníkový princip. 
 
 
1.2.1 Statistické metody 
 
Statistické metody neboli entropické kodéry využívají statistický model dat s proměnnou délkou 
kódových symbolů. Proměnná délka kódů jednotlivých symbolů závisí na pravděpodobnostech 
jejich výskytu na vstupu. Entropický kodér je optimální kompresor, který přiřazuje kódy 
s proměnnou délkou na základě rozdílných pravděpodobností výskytu symbolů na vstupu 
přičemž střední délka těchto kódů je rovna entropii. Jedná se o základní princip datové 
komprese snížením redundance zmíněný v úvodu kapitoly 1, kdy nejsou kódovány všechny 
symboly stejně dlouhým kódem např. 8 bitů, ale symboly s vyšší pravděpodobností výskytu 
jsou kódovány kratším kódem – například 3 - 5 bitů.  Z logiky tohoto přístupu vyplývá, že 
 některé symboly vstupní abecedy budou v
více než 8 bitů. V součtu s
Obecná statistická metoda je složena z mod
Modelovací stupeň přidě ů ě
základě pravděpodobností 
jsou tyto dvě části úzce provázány, aby mohly 
pro symbol, který má být právě
využívá a uchovává pro každý kontext oddě
 
 
 
 
 
Obrázek 
 
 
Většina statistických modelů
 
Frekvence: Model přiřadí 
výskytu tak, že často se vyskytující symboly dostanou krátké kódy. Statický model používá 
konstantní pravděpodobnosti, zatímco dynamický 
komprese. 
 
Kontext: Při přidělování pravdě
dekodér nemá k dispozici budoucí symboly
které již vstoupily a byly zpracovány. V praxi je kontext symbolu tvoř
předcházejí. V případě obrazu to mohou bý
8 
 tom případě zakódovány kódem jehož délka bude 
e však v řadě případů celkový objem zmenší. 
elovacího stupně a kódovacího stupně
luje vstupním symbol m pravd podobnosti, k
kóduje jednotlivé symboly. V moderních entropický
efektivně spolupracovat. Model generuje kontext 
 kódován, přičemž takových kontextů mů
lené statistiky. 
 
 
 
 
1.2: Souvislost tvaru histogramu s možnostmi komprese
 je založena na následujících dvou principech: 
pravděpodobnosti symbolům na vstupu podle jejich 
model upravuje pravděpodobnosti 
podobností bere model v úvahu kontext symbolu. Protože
, musí kodér i dekodér omezit kontext 
en 
t například pixely v nejbližším okolí aktuálně
7,649  bpp 
6,582  bpp
. 
ódovací stupeň na 
ch kompresorech 
že být více a kodér 
 
frekvencí 
v průběhu 
 
na symboly, 
N symboly, které jej 
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zpracovánaného pixelu, které již byly zpracovány. Kompresní metoda založená na kontextu 
používá kontextu symbolu k jeho predikci – přidělení pravděpodobnosti výskytu. 
Jak již bylo zmíněno, statistické metody fungují nejlépe v případech, kdy mají symboly 
na vstupu hodně rozdílné pravděpodobnosti výskytu. Čím nerovnoměrnější rozdělení (čím je 
některých hodnot výrazně více než jiných), tím efektivnější bude použití entropického 
kódování. Dobře to lze vidět na obrázku [1.2], kde četnosti hodnoty v histogramu obrázku opice 
jsou daleko vyrovnanější než v případě letadla, kde jsou vidět extrémnější rozdíly. Zatímco 
entropie obrázku s opicí je 7,649 bpp,  entropie obrázku s letadlem je 6.582 bpp. U obrázku 
letadla lze tedy očekávat po zakódování entropickým kodérem očekávat vyšší hodnotu 
kompresního faktoru. 
Hlavní uváděnou nevýhodou statistických metod využívajících kódy s proměnnou 
délkou je jejich zranitelnost chybami. Vzhledem k tomu, že jde o redukci redundance, může se 
zdát, že toto by nemělo být bráno jako nedostatek. Pravdou nicméně je, že chyba v jednom bitu 
může způsobit, že dekompresor ztratí synchronizaci a přestane být schopen dekódovat zbytek 
komprimovaného toku, případně dekóduje zbytek dat tak špatně, že je nebude možné 
zrekonstruovat. Pokud nastane drobná chyba například v metodě založené na transformaci nebo 
predikci (v kapitole 1.3), nemusí to mít vždy zcela destrukční vliv na zbývající data.   
Jednou z nejlepších statistických metod je PPMZ, která navazuje na původní myšlenku 
metody PPM využívající adaptivní přepínání mezi více kontexty. Její nevýhodou ale je to, že je 
pomalá a složitá. Popis dvou nejvýznamnějších statistických metod Huffmanova kódování 
a Aritmetického kódování z nichž druhá je vhodným kandidátem na použtí v rámci řešení je 
obsažen v kapitole 1.3. 
 
 
1.2.2 Slovníkové metody 
 
Slovníkové metody jsou někdy nazývané také substituční nebo LZ. Jedná se o třídu metod 
založených na principu postupného rozdělování vstupních dat do fragmentů, které se následně 
ukládají do datové struktury zvané slovník. Při nalezení fragmentu ze vstupu, který je shodný 
s jednou položkou slovníku, se ukazatel na tuto položku zapíše do komprimovaného toku, čímž 
se stane kompresí nového fragmentu. Slovníkové kompresní schéma je široce používáno pro 
kompresi textu a univerzální kompresní metody (ZIP), ale i pro kompresi některých obrazových 
dat široce rozšířených na internetu (GIF, TIFF, LZW, PNG). Slovníkové algoritmy jsou svojí 
podstatou také entropické kodéry. Hlavním rozdílem oproti statistickým metodám je to, že 
slovníkové metody nepracují nad jednotlivými symboly, ale nad řetězci symbolů. Slovníková 
metoda díky tomu zpracovává vstupní datový tok rychleji. Ignoruje ale korelace mezi řetězci, 
což vede na horší kompresi než umužňují statistické metody. 
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1.2.3 Transformační metody 
 
Metody opírající se o princip transformace obrazu do frekvenční domény například pomocí 
DCT (diskrétní kosinová transformace), FFT (rychlá Fourierova transformace) nebo DWT 
(diskrétní vlnková transformace). Základním principem je využití faktu, že nízkofrekvenční 
složky signálu jsou pro vnímání důležitější než vysokofrekvenční, které lze tím pádem značně 
redukovat. Redukcí irelevance lze dosáhnout obecně výrazně vyššího kompresního faktoru. Na 
tomto principu je postavena celá řada ztrátových kompresních metod, z nichž nejznámější je 
ztrátová komprese formátu JPEG. 
 
1.2.4 Metody pro kompresi obrazu 
 
Základní princip bezeztrátové komprese obrazu vychází z poznatku, že pokud z obrazu 
vybereme náhodný pixel, existuje velká pravděpodobnost, že jeho sousední pixely budou mít 
stejnou nebo podobnou barvu, případně jas. Sousedící pixely jsou na sobě závislé neboli vysoce 
korelované. Tato korelace se také nazývá prostorová redundance. Ve vysoce korelovaném 
obraze mají jednotlivé hodnoty pixelů tendenci mít podobnou pravděpodobnost výskytu. 
Transformace hodnot pixelů do jiné reprezentace, kde je korelace mezi nimi menší, eliminuje 
redundanci. Efektivní obrazová kompresní metoda musí být schopna toto provést. 
Pro efektivní bezeztrátovou kompresi obrazu se žádná z tradičních metod popsaných 
dosud, ať už statistická, slovníková nebo transformační, sama o sobě příliš nehodí.  Myšlenky, 
které jsou v nich uplatněny, lze nicméně využít jako součást složitější metody. Hlavní problém 
u komprese obrazu je v tom, že rozdílné barvy nebo odstíny šedi mají často stejné 
pravděpodobnosti výskytu. To je důvod, proč nejsou statistické metody samy o sobě vhodné pro 
kompresi obrazu a proč je potřeba využít složitější postupy. Pokud použijeme pouze entropické 
kódování, jehož efektivita je závislá na pravděpodobnostním rozdělení vstupních dat, nebude 
výsledek ve většině případů takový, jako při kombinaci několika různých přístupů popsaných 
v následující kapitole. 
Jedním z nich je prostorová predikce, dalším pak transformace barevného modelu. 
Obojí nabízí řešení dekorelace. Dekorelované pixely mohou být zakódovány nezávisle na sobě, 
což znamená, že je následně výrazně jednodušší vytvořit statistický model. Výstup predikce jde 
proto zakódovat výrazně lépe. 
Efektivní metoda pro kompresi obrazu by proto měla mít minimálně 2 fáze. Fázi 
předpřípravy dat, která zajistí dekorelaci a fázi kódování využívající statistický model dat. 
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1.3 Popis vybraných kompresních metod 
1.3.1 RLE (Run-Length Encoding) 
 
RLE je základní metoda využívající kód s fixní délkou. Ačkoliv tato metoda sama o sobě není 
příliš efektivní, lze ji upatnit jako součást složitějšího kompresního schématu, kterým je 
například JPEG-LS. Toto schéma je popsáno v podkapitole 1.3.6. Z tohoto důvodu je tedy 
metoda RLE významná a má smysl se jí věnovat. Princip RLE spočívá v nahrazení po sobě 
jdoucích stejných symbolů pouze jedním takovým symbolem a hodnotou udávající počet 
opakování. Metoda je vhodná pro data, která obsahují dlouhé řetězce stejných hodnot a je 
přirozeným kandidátem pro kompresi grafických dat. Komprese obrazu pomocí RLE je 
založena na myšlence, že sousední pixely obrazu (následující nebo předchozí v řadě) mají 
tendenci mít stejnou barvu. Kompresor prochází jednotlivými pixely řádek po řádku, vyhledává 
sledy pixelů stejné barvy a ty nahrazuje pouze jednou hodnotou a číslem udávajícím délku 
sledu. Z principu fungování RLE vyplývá, že objem komprimovaných dat závisí na složitosti 
obrazu na vstupu. Čím je ve zdrojovém obrazu více detailů, tím je komprese horší. Pro 
nevhodná data může být výstup RLE větší, než vstupní nekomprimovaný obraz. Příkladem 
může být obraz s mnoha vertikálními liniemi, který je při kompresi procházen horizontálně. 
Vzniknou tak velmi krátké sledy, což vede na velmi nízkou kompresi, nebo dokonce na expanzi. 
Kvalitní RLE kompresor obrazu by měl být schopen procházet obraz po řádcích, sloupcích, 
nebo klikatě a vybrat vždy nejefektivnější typ průchodu pro daný obraz. Detailní popis různých 
možností je obsažen v [2] a [3] 
 
 
Příklad komprese metodou RLE: 
 
Při kompresi bitmapy ve stupních šedi se každý sled pixelů stejné intenzity kóduje jako dvojice 
(délka sledu, hodnota pixelu). Protože poslední pixel v řádku nemá žádnou souvislost s prvním 
pixelem následujícího řádku, je vhodné kódovat každý řádek zvlášť. Hodnoty intenzity pixelů 
12, 12, 12, 12, 12, 12, 12, 12, 12, 35, 76, 112, 67, 87, 87, 87, 5, 5, 5, 5, 5, 5, 1 jsou metodou 
RLE kódovány jako 9, 12, 35, 76, 112, 67, 3, 87, 6, 5, 1.  
Problém rozlišení bytů obsahujících hodnotu od bytů obsahujících délku sledu při 
dekompresi lze řešit různými způsoby dle [3]. 
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1.3.2 MTF (Move To Front) 
 
MTF je transformace, která je využitelná jako součást složitějšího řešení například ve spojení 
s aritmetickým kodérem. Sama o sobě kompresi nezajišťuje. Základní myšlenkou je vytvoření 
a udržování seznam symbolů A abecedy. Symboly na vstupu, které mají vysokou 
pravděpodobnost výskytu, jsou udržovány na začátku tohoto seznamu. Symbol, který je 
aktuálně na vstupu je zakódován hodnotou odpovídající jeho pořadí v seznamu. Metoda může 
v některých případech výrazně zvýšit entropii dat na vstupu. Pro lepší pochopení následuje 
příklad. 
 
Příklad transformace metodou MTF: 
 
Máme seznam symbolů abecedy A = (c, b, m, a, p) a na vstupu aktuálně zpracovávaný symbol 
m. Tento symbol bude zakódován hodnotou 2, protože jej v seznamu předchází 2 samboly c a b 
Jakmile je symbol m zakódován, je posunut první pozici v seznamu a všechny ostatní symboly 
jsou posunuty o 1 vpravo. Nově bude tedy obsah seznamu A = (m, c, b, a, p). Pokud bude příští 
symbol na vstupu opět m, bude zakódován hodnotou 0 atd. 
 
Postup vychází z předpokladu, že jakmile je symbol m načten ze vstupu, existuje jistá 
pravděpodobnost, že bude brzy načten znovu. Pokud se tak stane, je zakódován hodnotou 0 
nebo hodnotou blízkou 0. Z uvedeného vyplývá, že metoda je lokálně adaptivní - adaptuje se na 
frekvence symbolů v lokálních oblastech vstupu. Pokud je na vstupu výrazná koncentrace 
identických symbolů, funguje metoda velice dobře. 
 
Existuje několik variant MTF. První z nich je varianta, ve které pořadí symbolu není 
přesouváno vždy na začátek seznamu, ale vždy pouze o k pozic směrem k začátku seznamu. 
Lokální adaptace v tomto případě něprobíhá tak rychle a metoda umožňuje efektivnější 
kompresi pro data, která neobsahují tolik oblastí stejných hodnot. Další možností je varianta 
s čekáním. Pořadí symbolu je přesunuto na začátek seznamu až po několikátém načtení symbolu 
ze vstupu. Každý symbol abecedy má přiřazen vlastní čítač výskytů a k přesunu pořadí na 
začátek dochází například pouze tehdy, když je hodnota čítače dělitelná danou konstantou. 
Tento přístup lze dobře uplatnit v případech, kdy je přesun pořadí symbolů pomalý. 
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1.3.3 Huffmanovo kódování 
 
Základní neadaptivní metoda je dvouprůchodová. V prvním průchodu je vytvořen model na 
základě pravděpodobností výskytu jednotlivých symbolů na vstupu. Model je uložen v podobě 
binárního stromu jako tzv. Huffmanův strom, do kterého jsou vzestupně podle 
pravděpodobnosti výskytu ukládány symboly vstupní abecedy. Při druhém průchodu (fáze 
kódování) dochází na základě procházení stromem k vytvoření kódovací tabulky obsahující 
unikátní prefixový kód ke každému unikátnímu symbolu, který se objeví na vstupu. Kódování 
se následně provádí nahrazením každého vstupního znaku fixní délky kódovým znakem 
proměnné délky z kódovací tabulky. Čím je symbol ve stromu hlouběji zanořen, tím delší je 
jeho kód.  Délka každého kódového znaku přibližně odpovídá hodnotě záporného logaritmu 
pravděpodobnosti jeho výskytu. Pefixová vlastnost je dána tím, že všechny vstupní symboly 
jsou zakódovány v listech stromu. Dvouprůchodová metoda se nazývá semiadaptivní a pro praxi 
je příliš pomalá. Její další nevýhodou je nutnost spolu s komprimovanými daty navíc přenášet 
i obsah kódovací tabulky. V praxi používaná metoda adaptivního Huffmanova kódování je 
jednoprůchodová.  
Hlavní význam Huffmanova algoritmu spočívá v tom, že lze matematicky dokázat [1], 
že takto vytvořené kódování bude pro určité pravděpodobnosti výskytu symbolů nejefektivnější.  
 
1.3.4 Aritmetické kódování 
 
Huffmanovo kódování je jednoduché, účinné a produkuje nejlepší kódy pro jednotlivé symboly. 
Nicméně jediným případem, kdy vytváří ideální kódy s proměnnou délkou, jejichž střední délka 
je rovna entropii, je když symboly na vstupu mají pravděpodobnosti výskytu rovné záporným 
mocninám 2 (tj. číslům, jako 1/2, 1/4, 1/8 atd.). Je to proto, že Huffmanovo kódování přiděluje 
všem symbolům abecedy kódy s celočíselným počtem bitů. Teorie informace říká, že symbol 
s pravděpodobnostní 0,4 by měl mít přidělen v ideálním případě kód s 1,32 bity, protože – 
log20,4 ≈ 1,32. Huffmanovo kódování přidělí takovému symbolu kód dlouhý 1 nebo 2 bity. 
Tento problém řeší právě aritmetické kódování.  
 
Popis principu: 
 
Princip aritmetického kódování spočívá v zakódování celé zprávy jako takové do jednoho 
reálného čísla v intervalu [0, 1). Každému symbolu na vstupu je přidělena část intervalu 
rozsahem odpovídající pravděpodobnosti výskytu daného symbolu na vstupu. Při každém 
načtení symbolu ze vstupu se interval zmenšuje na rozsah daný podintervalem odpovídajícím 
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danému symbolu a v rámci tohoto nového intervalu dochází k přepočítání rozsahů pro ostatní 
symboly. Výsledku kódování odpovídá kterákoli hodnota z finálního intervalu. Detailní popis 
implementace je obsažen v [14] 
 
Hlavní význam aritmetického kódování spočívá v tom, že umožňuje na rozdíl od Huffmanova 
kódování zakódovat jednotlivé symboly vstupu na neceločíselný počet bitů a zároveň na méně 
než jeden bit. To lépe odpovídá skutečnosti a je to hlavním důvodem, proč je aritmetické 
kódování obecně efektivnější.  
 
Hlavní výhody aritmetického kódování: 
 
1. Umožňuje vytvářet optimální kódy na hranici entropie 
2. Elegantní, jednoduchá implementace základní varianty 
3. Je efektivně použitelné v širokém spektru aplikací.  
4. Celočíselná implementace umožňuje efektivní nasazení v hardwarových řešeních 
 
I přes veškeré výše popsané výhody aritmetické kódování není tak populární, jako jiné metody. 
Mohou za to jistá praktická omezení, která v minulosti bránila jeho širšímu využití. 
 
1. Implementace je výpočetně náročná 
2. Většina implementací aritmetického kódování byla v minulosti chráněna patenty. 
3. Efektivní implementace jsou složité a obtížně pochopitelné 
 
Většina z těchto problémů byla překonána. Díky dramatickímu nárůstu výpočetního výkonu 
v posledních letech již problém s výpočetní náročností a s tím související  rychlostí není tak 
výrazný. Řada patentů již neplatí. Jednoduchá a zároveň efektivní implementace aritmetického 
kódování je tedy možná a v tomto případě se nabízí jako součást řešení. 
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1.3.5 Lossless JPEG 
 
Tato metoda není příliš efektivní, nicméně na ní lze dobře vysvětlit jak funguje predikce. Stejně 
jako RLE využívá kontextovou redundanci, ale na rozdíl od RLE ve 2 rozměrech. Jedná se 
o nejstarší metodu pro bezeztrátovou kompresi v rámci standardu JPEG. Bezeztrátová komprese 
JPEG využívá princip diferencování k redukci hodnot pixelů před tím, než jsou kódovány. Idea 
diferencování neboli relativního kódování nalézá efektivní uplatnění právě u komprese obrazů, 
ve kterých se většina sousedních pixelů libovolného pixelu příliš neliší. 
 
 
 
 
 
 
 
 
 
Obrázek 1.3: Kontext pixelu X použitý k predikci 
 
Metody založené na predikci predikují (přiřazují pravděpodobnost) aktuálnímu pixelu 
hodnotu založenou na jeho předchozím kontextu. V rámci modelování se vypočítají diference 
mezi jednotlivými pixely a jejich okolím a ty se dále kódují. Nekódují se tedy jednotlivé 
hodnoty pixelů, ale pouze rozdíly mezi hodnotami a jejich predikcí. Hodnota aktuálně predikce 
pixelu je vypočítána relativně k jeho předchůdcům. Jednou z výhod tohoto přístupu je, že 
predikované hodnoty jsou v případě vysoce korelovaných dat relativně malé a zároveň je jich 
velké množství, což může být dále využito ve fázi kódování. 
 
 
0 Žádná predikce 
1 A 
2 B 
3 C 
4 A + B – C 
5 A + (B – C) / 2 
6 B + (A - C) / 2 
7 (A + B) / 2 
 
 
Tabulka 1.1: Varianty prediktorů 
B 
X A 
C 
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Prediktor 0 se používá pouze pro první pixel obrazu, pro který není k dispozici kontext, 
prediktory 1, 2 a 3 jsou jednorozměrné (k predikci je potřeba projít obraz pouze v jednom 
rozměru), prediktory 4, 5, 6 a 7 jsou dvourozměrné. 
Obecně lze říci, že prediktivní schémata se statistickým modelováním jsou pro 
kompresi obrazových dat podstatně efektivnější než slovníková schémata se statistickým 
modelováním.[3] Algoritmy, pro kompresi obrazových dat založené na principu predikce patří 
v současnosti mezi nejefektivnější. Efektivnější v praxi používanou metodou opírající se 
o princip diferencování je JPEG-LS využívající algoritmus LOCO-I 
 
 
1.3.6 JPEG-LS – LOCO-I 
 
JPEG-LS [5] je komplexní kompresní schéma postavené na metodě LOCO-I (LOw 
COmplexity LOssless Compression for Images), která umožňuje efektivní ztrátovou 
i bezeztrátovou kompresi. Schéma má několika fází. Modelování kontextu, predikce, RLE 
kódování a Golombovo kódování. 
 
 
 
 
 
Obrázek 1.4: schéma kompresoru LOCO-I 
 
 
Metoda pracuje ve dvou režimech – standardní režim a režim RLE. V případě, že je hodnota 
kontextu aktuálně zpracovávaného pixelu rovna 0, probíhá komprese v režimu RLE dokud platí, 
že hodnota aktuálně zpracovávaného pixelu = hodnota předchozího zpracovávaného pixelu 
a zároveň se ve zpracování nedošlo na konec řádku obrazu. V jiném případě jde o standardní 
režim, který má následující fáze [4]: 
 
 
17 
 
1. Výpočet hodnot d1, d2, d3 lokálního gradientu 
2. Kvantování hodnot lokálního gradientu na vektor kontextu (q1, q2, q3) 
3. Výpočet hodnoty kontextu Q z vektoru (q1, q2, q3) 
4. Výběr režimu na základě hodnoty kontextu 
5. Výpočet hodnoty predikce 
6. Korekce hodnoty predikce 
7. Výpočet hodnoty chyby predikce 
8. Korekce hodnoty chyby predikce 
9. Update hodnot pro výpočet chyby predikce 
10. Pokračování na další pixel 
 
Metoda využívá reverzibilní transformaci do barevného modelu R-G, B-G. Převod 
z RGB do barevného prostoru LOCO-I (C1 C2 C3): 
 
C1 = R – G, C2 = G, C3 = B – G 
 
Převod z LOCO-I na RGB: 
 
R = C1 + G, G = C2, B = C3 + G 
 
Pro predikci využívá LOCO-I prediktor MED (Median Edge Detector). Jedná se o nelineární 
prediktor 3. řádu. Pro predikci pixelu X využívá okolní pixely A, B, C 
 
 
 
 
 
 
 
Obrázek 1.5: Kontext pixelu X použitý k predikci a korekci predikce u  metody LOCO-I 
 
 
 
  
 
  
X 
D 
 
A 
B C 
 1.3.7 Laplaceova pyramida
 
Metoda je postavena na principu rekurzivní dekompozice vstupního obrazu do posloupnosti 
několika obrazů – vrstev, 
Každá vrstva je tedy odvozena z
pyramidy (dolní propust) a Laplaceovy pyramidy (horní propust), která obsahuje detaily. 
Hodnoty v každé vrstvě př ů
vzniklými podvzorkováním 
Obojí je prováděno s faktorem 2. Rozmě
předchozí poloviční. Jednotlivé vrstvy jsou tak souč ř
připomíná pyramidu. Základna pyramidy
se o kompletně odlišný přístup než u metod popsaných doposud. Metoda využívá jak koncept 
transformace (převzorkování) tak koncept predikce, kdy hodnoty opě ě
vrstvy slouží jako hodnoty predikce a na výstup jdou po
 
 
 
 
    
 
 
 
 
 
       
 
 
 
 
Při podvzorkování dochází
obraze, který vznikne tím, že se podvzorkovaný obraz zvě ů ě ě
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z nichž každá obsahuje pouze určité frekvence pů
 předešlé až po nejvyšší vrstvu. Obraz je dě
edstavují diference mezi p vodními hodnotami a hodnotami 
(redukce) a opětovnám nadvzorkováním (expanze) 
ry x, y každé následující vrstvy jsou tedy oproti 
ástí hierarchického uspo
, nejnižší vrstva, má rozměry původního obrazu.  Jedná 
tovn
uze diference. 
 
Obrázek 1.8: Laplaceova pyramida 
 ke ztrátě informace, která je ale následně obsažena v diferenč
tší na p vodní rozm
+ 
- 
+ 
- 
redukce 
+ 
expanze 
redukce 
+ 
expanze 
vodního obrazu. 
len do Gaussovy 
dané vrstvy. 
ádání, které 
 nadvzorkované 
ním 
r a následn  
výstup 
výstup 
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odečte od původního. Součástí výstupu jsou pouze diference a poslední (nejvyšší) vrstva 
pyramidy s nízkofrekvenčním obrazem. Přestože je transformovaný obraz větší než originál, 
v kombinaci s entropickým kodérem dochází ke kompresi díky tomu, že histogram diferenčního 
obrazu má velmi malou standardní odchylku, protože originální obraz a zvětšená zmenšenína 
jsou velmi podobné. Hodnoty diference budou tím pádem velmi malé a podobné. Hlavní 
výhodou Laplaceovy pyramidy je možnost progresivní komprese obrazu. Během rekonstrukce 
uživatel vidí nejprve rozmazaný obraz, který se postupně zostřuje tak, jak jsou zpracovávány 
další úrovně pyramidy. 
 
Popis algoritmu: 
 
Nazveme g0(i, j) obraz na vstupu. Redukovaný obraz g1 získáme z g0 tak, že každý pixel g1 je 
váhovaná suma skupiny 5x5 pixelů z g0. Obraz g1 má polovinu řádků a polovinu sloupců 
původního obrazu g0 a představuje rozmazaný (dolní propust) g0. Dalším krokem je expanze 
obrazu g1 na obraz g1.1 pomocí interpolace hodnot pixelů tak, aby rozměry g1.1 byly shodné 
s původním obrazem g0. Následuje výpočet diferenčního obrazu L0 = g0 – g1.1. Obraz L0 
představuje novou vrstvu pyramidy. Originální obraz g0 lze rekonstruovat z L0 a g1.1 a zároveň 
z L0 a g1. Na výstup jsou uloženy obrazy L0 a g1.   
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2 Návrh řešení 
Na základě teoretického rozboru v kapitole 1 jsem dospěl k řešení, které kombinuje výše 
popsané přístupy. Při návrhu metody jsem vycházel z [10] a navázal na doporučení v závěru 
rozšířit řešení o adaptivní aritmetické kódování Move To Front a zároveň jsem doplnil korekci 
predikce na základě kontextu z metody LOCO-I. V navrženém řešení vstupní data nejprve 
procházejí reverzibilní transformací barevného modelu v [11] označované jako LOCO-I. Tato 
transformace spočívá v odečtení prostřední složky modelu RGB od složky R a B a je popsána 
v předchozí kapitole (v některých materiálech označováno jako R-G, B-G). Alternativně je 
možné zvolit jinou transformaci – RCT nebo CotCgY 
V další fázi je vypočten kontext pixelu algoritmem použitým v metodě LOCO-I. 
Následuje výpočet predikce MED, korekce predikované hodnoty, výpočet chyby predikce 
a update hodnot pro výpočet korekce predikce. Ve fázi kódování je využito adaptivní 
aritmetické kódování místo Golombova, které využívá LOCO-I. Dekompresor provádí 
rekonstrukci v opačném pořadí. 
Kromě predikce MED s korekcí je možné použít i variantu MED bez korekce případně 
alternativní predikci GAP. V rámci fáze kódování by zároveň měla být možnost využít kontext 
vyššího řádu než 0.  
 
2.1 Schéma kompresoru 
 
 
 
 
 
 
 
 
Obrázek 2.1: schéma kompresoru 
 
 
Transformace 
barevného 
modelu 
Predikce + 
korekce 
Adaptivní 
aritmetické 
kódování 
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2.2 Návrh postupu zpracování obrazu 
 
 
1. Provedení transformace barevného prostoru a následné zpracování každého kanálu 
obrazu zvlášť 
 
2. Pro každý kanál obrazu rozklad do vrstev Laplaceovy pyramidy a následné zpracování 
každé vstvy pyramidy zvlášť. Na každou vrstvu pyramidy lze aplikovat MED/GAP 
predikci případně Move To Front a samostatně zakódovat aritmetickým kodérem. 
 
3. Pro každý kanál obrazu predikce – GAP/MED 
 
4. Pro každý kanál obrazu možnost transformace pomocí Move To Front 
 
5. Kódování každého kanálu obrazu adaptivním aritmetickým kodérem svyužitím 
kontextu 
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3 Implementace 
Pro implementaci byla využita multiplatformní knihovna pro manipulaci s obrazem OpenCV. 
Knihovnu původně vyvíjela společnost Intel. Knihovna obsahuje více jak 2000 
optimalizovaných algoritmů a je zaměřena především na počítačové vidění a zpracování obrazu 
v reálném čase v oblastech rozpoznávání a sledování obrazu, segmentace, strojového učení 
a dalších. Lze ji využít z prostředí jazyků C/C++. Knihovna implementuje řadu funkcí 
a datových struktur, které výrazně usnadňují práci s obrazem. V rámci implementace projektu 
byly využity především obecné funkce načítání a ukládání obrazu ve formátech bmp a png, 
datová struktura cv::Mat, která umožňuje manipulaci s pixely a další funkce, které jsou popsány 
v následujícím textu této kapitoly. Díky využití OpenCV bylo možné věnovat více času 
implementaci kompresních algoritmů, testování a zpracovávání výsledků. Výchozím bodem 
byla aplikace typu „Hello world“. 
 
 
#include <cv.h> 
#include <highgui.h> 
 
int main(int argc, char **argv) 
{ 
cv:: Mat img = cv::imread ("lena.bmp"); 
cv::imshow ("image", img); 
cv::waitKey (); 
 
return 0; 
} 
 
Ukázka kódu: OpenCV „Hello World“ 
 
 
Při implementaci se zpočátku vyskytlo několik problémů s knihovnou OpenCV ve verzi 
2.1 pro Microsoft Visual Studio 2010 na systému Windows 7. Přestože kompilace proběhla bez 
problému, aplikace byla nestabilní a některé funkce jako cv::imwrite() nebylo možné použít. 
Problém se nepodařilo vyřešit ani po několika kompilacích celé knihovny pro danou platformu. 
Pro implementaci byly nakonec použity předkompilované soubory pro Windows 7 ve verzi 2.2. 
Verze 2.2. se osvědčila i na platformě Linux. 
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Implementace byla řešena s ohledem na maximální modularitu a usnadnění testování 
tak, aby bylo možné snadno v budoucnu doplnit další funkce. Nebylo cílem vytvořit efektivní 
implementaci s ohledem na rychlost zpracování. V případě adaptivního aritmetického kódování 
se jedná o poměrně velký problém, který by mohl být tématem samostatné práce. Po aktivaci 
všech optimalizací ať už v nastavení MS Visual Studia nebo gcc (-O3) je nicméně rychlost 
aplikace relativně dobrá. 
Jak vyplývá z návrhu řešení v předchozí kapitole, byla implementace rozdělena do 3 
částí. Implementace knihovny a implmentace testovacích aplikací kompresoru a dekompresoru. 
Následuje detailní popis každé zmíněné části řešení. 
 
3.1 Implementace knihovny 
 
Knihovna je tvořena třídami AACoder, Transform, Predictor a App. Třída AACoder 
implementuje kontextové adaptivní aritmetické kódování. Instance obejktu AACoder je součástí 
každé aplikace byužívající knihovnu, proto je relace namodelována jako kompozice. Třída App 
představuje základní modul, jehož vlastnosti dědí jakákoli aplikace využívající knihovnu. 
Takovými aplikacemi jsou kompresor a dekompresor. 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 3.1: konceptuální diagram tříd 
 
 
Třída Transform implementuje metody transformací barevného prostoru, Move To Front 
a Laplaceovu pyramidu. 
AACoder 
 
Predictor 
 
Transform 
 
App 
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Způsob ukládání konfigurace na základě vstupních parametrů: 
 
Množství vstupních parametrů každé aplikace je dáno výčtovým typem Options v app.h. Každá 
hodnota ve výčtu (-MED, GAP, -LAP…) más svůj 1 bitový flag ve vlastnosti option aplikace. 
Flagy jsou při kompresi ukládány v rámci zápisu hlavičky. Dekompresor pak načtením flagu ví, 
která nastavení byla použita při kompresi a může tak správně provést dekompresi. Toto řešení je 
elegantní, komprimovaná data s libovolným nastavením lze vždy dekomprimovat bez znalosti 
konkrétních parametrů, které byly použity při kompresi. 
 
 
enum options 
{ 
 CM1 = 0x01, // color transformace 1 
 CM2 = 0x02, // color transformace 2 
 CM3 = 0x04, // color transformace 3 
 MTF = 0x08, // move to front 
 MED = 0x10, // MED predikce 
 MEDC = 0x20, // MED predikce s korekcí 
 GAP = 0x40, // GAP predikce 
 LAP = 0x200, // Laplacian pyramid 
 QTZ = 0x400 
}; 
 
 
Ukázka kódu: Výčet pro řešení nastavení aplikace 
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3.2 Implementace kompresoru 
 
Základem každého modulu je metoda process(), která obsahuje hlavní řetězec operací 
zpracování obrazu. Parametry modulu jsou popsány v nápovědě aplikace (-h). 
 
 
void Compressor::process() 
{ 
 // zapis hlavicky 
 writeHeader(); 
  
 if(img.channels() == 1) 
  m_channels.push_back(img); 
 else 
} 
 
Ukázka kódu 3.1: Hlavní řetězec zpracování 
 
 
Po načtení vstupního obrazu je proveden zápis hlavičky do výstupu komprese. Hlavička 
obsahuje pouze nejnutnější informace nutné k dekompresi – rozlišení, počet kanálů, a options – 
vstupní parametry kompresoru. Dále probíhá zpracování obrazu. Může být v případě, že se 
jedná o RGB provedena některá z tranformací obrazu poskytovaná objektem Transform. 
V dalším kroku je tento obraz rozdělen na 3 – pro každý kanál jeden obraz funkcí openCV 
split(). Ukazatele na jednotlivé obrazy (kanály) jsou uloženy do pole, které je následně 
procházeno a jednotlivé kanály jsou zpracovávány samostatně. Na každý kanál lze (dle 
konfirurace dané vstupními parametry) aplikovat jednotlivé funkce mezi něž patří MED 
predikce, GAP predikce, MTF transformace a Laplaceova pyramida. Při použití Laplaceovy 
pyramidy je obraz nahrazen tzv. residualem  - posledním obrazem pyramidy a jednotlivé obrazy 
pyramidy jsou uloženy do pole Pyramids. To může být následně dále zpracováno a na jednotlivé 
vrstvy pyramidy může být dále palikována predikce nebo MTF transformace. 
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3.3 Implementace dekompresoru 
 
Díky využití flagu s příznaky pro operace využité při kompresi je implementace dekompresoru 
velice jednoduchá. Dekompresor obsahuje vlastní metodu process(), která analogicky jako 
u kompresoru na základě nastavení daného kombinací parametrů kompresoru volá jednotlivé 
dekompresní podúlohy v opačném pořadí. 
 
3.4 Popis vybraných funkcí OpenCV 
 
V této části následuje popis některých funkcí OpenCV, které byly využity v implementaci. 
 
3.4.1 cv::imread(), cv::imwrite() 
 
Pro efektivní manipulaci se vstupními soubory - načítání souborů ve formátu bmp a png při 
kompresi a následné ukládání v bmp a png při dekompresi. Jeden z hlavních důvodů pro volbu 
využití knihovny OpenCV. 
 
3.4.2 cv::copyMakeBorder() 
 
Metoda je využitelná například v rámci elegantní implementace predikce. Pracovní matice je 
v případě implementace prediktoru o 1-2 pixely větší na všechny strany. V případě 
implementace GAP predikce o 2 pixely. V případě MED predikce o 1 pixel. Díky tomu není 
třeba starat se o hraniční pixely a implementace je přehledná. 
 
 
cv::copyMakeBorder(*img, m_img, 1, 1, 1, 1, IPL_BORDER_CONSTANT); 
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3.5 Implementace testovacích skriptů 
 
Pro zjednodušení testování byla implementována sada dávkových skriptů. Skript testc.bat 
očekává na vstupu 2 povinné parametry: relativní cestu k adresáři s testovacími daty a příponu 
komprimovaných souborů. Za nimi mohou následovat libovolné další parametry aplikace 
kompresoru. Komprese s danými parametrami se pak provede pro všechny soubory v adresáři. 
Skript testd.bat funguje analogicky pro dekompresi. Na vstupu očekává pouze jeden povinný 
parametr přípony souborů, které mají být dekomprimovány. 
 
Příklad spuštění: 
 
testc ../data/ cmp –cm1 –med 
 
 Provede kompresi všech souborů v adresáři ../data/ s parametry komprese –cm1 a –med 
přičemž nové soubory budou mít příponu cmp. 
 
 testd cmp 
 
Provede dekompresi všech souborů s příponou cmp v aktuálním adresáři  
 
 
3.6 Použité nástroje 
 
Jako vývojové prostředí bylo využito Microsoft Visual Studio 2010 Express na operačním 
systému Windows 7 s předkompilovanou verzí knihovny OpenCV pro Visual Studio 2010 ve 
verzi 2.2. Pro práci s SVN na platformě Windows byl použit klient Tortoise SVN. Testování na 
platformě Linux bylo provedeno pod VMware na systému openSUSE-11.2 s gcc verze 4.4.6 
Testování na možné chyby při dealokaci paměti bylo provedeno linuxovým nástrojem Valgrind. 
Pro manipulaci s obrázky a histogramy pod Windows byla použita aplikace FastStone Image 
Viewer 4.5. 
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4 Výsledky
4.1 Volba testovacích dat
 
Vhodná volba testovacích dat je velmi dů ř
ověříme vlastnosti kompresoru co nejlépe a zároveň ě
abychom mohli mezi sebou porovnat efektivitu rů
SIPI [12] obsahuje standardní kolekci takových dat, která se v
využívájí od roku 1977. Bě ě ř ě
na zdroji – například obrázek Lena existuje v
díky čemuž mohou být výs
nižší než například v [10], protože autor pravdě ě
důvodu považji za  důležité  vždy uvést zdr
Pro účel této práce byly vybrány 3 nejznámě
známy a detailně popsány v
Výběr byl učiněn tak, aby obrázky mě ě
vlastnosti kompresoru co nejvíce.
 
 
 
 
 
Airplane
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ležitá. Je pot eba zvolit taková data, na kterých 
 taková, která jsou hodn
zných kompresních metod. Databáz
 oblasti komprese obrazu 
hem testování bylo zjišt no, že p i volb  podobných dat velmi záleží 
 několika variantách, které mají odlišné vlastnosti 
ledky zkreslené. Kompresní faktor u tohoto souboru je v
podobn  využil jinou verzi obrázku. Z
oje. 
jší obrázky, jejichž vlastnosti jsou dobř
 řadě publikací jako například v [2]. Použitá data 
ly co nejrozdíln ší histogramy a
 
 
Obrázek 4.1: Testovací data 1 
 
 Baboon Lena Peppers 
 využívána, 
e USC-
 této práci 
 tohoto 
e 
tedy pochází z [12] 
 prověřily se tak 
 
 Výhodou použití těchto dat je, že díky nízkému rozlišení je jejich zpracování velmi rychlé. 
Nevýhody vyplývají z jejich 
digitální fotografie neexistovala a na dnešní dobu jsou nekvalitn
a nečistoty, jejich rozlišení je př
nespoléhat pouze na ta stará testovací data, ale využít i nová [x]
vyšší rozlišení odpovídající tomu, co lze v dnešní době ě ě
fotoaparátu. Nové obrázky byly peč ě
k dispozici jak v 8bit tak 16bit variantě
a požadavkům na kompresi.
 
 
 
K testování efektivity implementovaného 
obrázků – 4 staré v rozlišení 512 x 512 px díky kterým
s výsledky jiných prací a 4 nové v rozlišení 1
 
4.2 Obecné vlastnosti testovacích dat
 
Pro účel komprese obrazu je užiteč ě ů
tónovaný a diskrétně tónovaný. Vě ů ů ř
tónovaných. Barvy v takovém obraze plynule př
a díky tomu lze dobře uplatnit predikci. Jedná se o obrazy, které obsahují př
a vypadají zcela přirozeně
čehokoliv. 
Oproti tomu diskrétně ě
vytvořený neobsahuje šum ani rozmazání. Je charakteristický jasnými barevnými př
ostrými hranami a vysokým kontrastem. Vhodným př ů
Artificial
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stáří. Obrázky byly pořizovány pomocí scanneru v
í, málo ostré, obsahují chyby 
íliš malé. Při testování kompresní metody je proto vhodné 
, která jsou kvalitně
 získat z b žn  dostupného digitálního 
liv  vybrány tak, že každý má odlišné vl
. Jejich využití lépe odpovídá souč
 
 
 
Obrázek 4.2: Testovací data 2 
 
řešení bylo tedy vybráno celkem 8 testovacích 
 bude možno výsledky porovnat 
800 x 1200, které ověří použitelnost ř
 
né rozlišovat mezi základními dv ma typy obraz
tšina obraz , které m žeme po ídit v
echází. Sousední pixely se 
 na které narazíme v přírodě. Lze jej získat vyfocením prakticky 
 tónovaný obraz, n kdy nazývaný jako syntetický 
íkladem takového obrazu m
 Deer Flower HDR 
 době, kdy 
jší, mají 
astnosti. Jsou 
asným podmínkám 
 
ešení. 
 – spojitě 
 přírodě, je spojitě 
liší jen velmi málo 
irozený šum 
- uměle 
echody, 
že být 
 screenshot z pracovní plochy s
obraz je diskrétní. Na diskrétní není implementovaný př
Všechny obrazy, které jsou souč ř ě ě
Ideální spojitě tónovaný obraz, ve kterém jsou sousední pixely velmi
Oproti tomu baboon není dobrým př ě
liší – obraz má v některých č č ě
komprimovatelný jakoukoli kompresní metodou. Právě
testování, protože dobře prověř č ě
obraz – stěna, klobouk, lokálně ě
čáry na zdi  jsou spíše diskrétně
 
4.3 Analýza testovacích dat
 
Pro představu o vlastnostech testovacích dat 
poslouží znalost hodnot entropie spolu 
 
 
 Histogramy RGB
airplane 
 
baboon
 
lena 
 
peppers 
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 ikonami v systému Windows. Ne každý poč č
ístup vhodný. 
ástí testovací množiny jsou p evážn
 
íkladem spojit  tónovaného obrazu. Pixely se od sebe velmi 
ástech vlastnosti podobné šumu, díky emuž je velice špatn
 z tohoto důvodu je ale vhodný pro 
i dekorela ní schopnost kompresoru. Lena je spojit
 má ale i vlastnosti diskrétn  tónovaného obrazu. Vlasy nebo 
 tónované. 
 
a o tom, co lze na výstupu komprese oč
histogramy uvedenými v tabulce [4.1
 Počet barev Entropie (bpp)
 
77 041 6,582
 
230 427 7,649
 
148 279 7,268
 
183 525 7,29
 
Tabulka 4.1: Analýza testovacích dat 1 
íta em generovaný 
 spojit  tónované. 
podobné je peppers. 
 
 tónovaný 
ekávat 
]  
 
 
 
 
1 
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4.4 Průběh testování 
 
Efektivita komprese je v závěru této části vyhodnocena také na základě porovnání s formátem 
PNG a kompresí JPEG-LS (algoritmus LOCO-I) – referenční aplikace od HP 
V první fázi testování byly porovnány jednotlivé barevné modely mezi sebou. Následně 
porovnání prediktorů MED, GAP a varianty MED s korekcí predikce na základě kontextu. 
V další části je porovnání a výběr nějvhodnější kombinace barevného modelu a prediktoru. 
Následuje testování různých kontextů v adaptivním aritmetickém kodéru a finální výběr 
a porovnání nejefektivnější kombinace s kompresí PNG a LOCO-I [11] 
V rámci řešení byly implementovány i metody Laplaceova pyramida a Move To Front 
transformace. Jejich použití mělo ale na efektivitu komprese spíše negativní dopad, proto jsem 
se při testování zaměřil pouze na predikci, barevné modely a kontexty v adaptivním 
aritmetickém kodéru. 
Hodnoty v následujících tabulkách jsou uvedeny v B/1000 pokud nemají vlastní 
jednotku. Hodnoty ve sloupci RAW odpovídají spuštění aplikace bez dalších parametrů. V tom 
případě se provádí pouze adaptivní aritmetické kódování s modelem řádu 0 - bez kontextu. Toto 
kódování je posledním článkem ve zpracování a provádí se vždy pokud není explicitně zvolen 
kontext pomocí parametrů -c1, -c2, -c3. 
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4.5 Porovnání barevných modelů 
 
Parametry aplikace: -cm1, -cm2, -cm3. CM1 je barevný model z metody LOCO-I (R-G, B-G), 
CM2 je barevný model RCT z JPEG 2000, CM3 je barevný model CotCgY 
 
 
 RAW CM1 CM2 CM3 
Airplane 
 
648,1 
6,5927 bpp 
563, 0 
5,72678 bpp 
558,1 
5,67672 bpp 
604,4 
6,1482 bpp 
Baboon 
 
752,9 
7,65922 bpp 
721, 3 
7, 3378 bpp 
721,2 
7,33659 bpp 
753,3 
7,66299 bpp 
Lena 
 
716,4 
7,2876 bpp 
684, 1 
6,9586 bpp 
676,8 
6,88504 bpp 
672,3 
6,83886 bpp 
Peppers 
 
718,9 
7,31301 bpp 
728, 5 
7,41054 bpp 
731,6 
7,44249 bpp 
722,7 
7,35162 bpp 
Artificial 
 
5 007,3 
6,18183 bpp 
4 371,0 
5, 39619 bpp 
4 398,3 
5,42997 bpp 
4 279,1 
5,28284 bpp 
Deer 
 
4 728,9 
5,83814 bpp 
4 697,6 
5,79946 bpp 
4 630,3 
5,71641 bpp 
5 041,5 
6,22413 bpp 
Flower 
 
5 531,4 
6,82887 bpp 
5 168,6 
6,38095 bpp 
5 457,0 
6,73704 bpp 
5 587,6 
6,89823 bpp 
HDR 
 
5 570,0 
6,87651 bpp 
5 196,5 
6,41538 bpp 
5 223,8 
6,44909 bpp 
5 460,1 
6,74089 bpp 
 
 
 
Tabulka 4.2: Porovnání barevných modelů 
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4.6 Porovnání prediktorů 
 
Parametry aplikace: -med, -gap, -medc 
 
 RAW MED GAP MEDc 
Airplane 
 
648,1 
6,5927 bpp 
425,4 
4,32773 bpp 
458,4 
4,66316 bpp 
414,9 
4,22037 bpp 
Baboon 
 
752,9 
7,65922 bpp 
633,9 
6,44814 bpp 
627,0 
6,37801 bpp 
621,8 
6,32577 bpp 
Lena 
 
716,4 
7,2876 bpp 
473,9 
4,82042 bpp 
458,4 
4,66316 bpp 
455,5 
4,63404 bpp 
Peppers 
 
718,9 
7,31301 bpp 
513,8 
5,22679 bpp 
494,9 
5,0348 bpp 
481,1 
4,89448 bpp 
Artificial 
 
5 007,3 
6,18183 bpp 
1 423,6 
1,75753 bpp 
1 506,4 
1,85974 bpp 
1 834,3 
2,26461 bpp 
Deer 
 
4 728,9 
5,83814 bpp 
3 552,0 
4,38517 bpp 
3 442,0 
4,24933 bpp 
3 435,3 
4,24111 bpp 
Flower 
 
5 531,4 
6,82887 bpp 
1 923,4 
2,37455 bpp 
1 884,4 
2,32638 bpp 
1 807,1 
2,23093 bpp 
HDR 
 
5 570,0 
6,87651 bpp 
2 282,7 
2,81815 bpp 
2 283,2 
2,81881 bpp 
2 203,4 
2,72019 bpp 
 
 
 
Tabulka 4.3: Porovnání prediktorů 
 
 
Vliv korekce predikce je v některých případěch poměrně značný. Až na jeden případ, kdy 
u syntetického počítačem generovaného obrazu vítězí samosatatná MED predikce jsou výsledky 
jednoznačné. 
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4.7 Výběr nejlepší kombinace barevného 
modelu a prediktoru 
 
Kombinace s barevným modelem CM1 – LOCO-I (R-G, B-G) 
 
 RAW CM1+MED CM1+GAP CM1+MEDc 
Airplane 
 
648,1 
6,5927 bpp 
409,8 
4,16857 bpp 
436,2 
4,43684 bpp 
399,2 
4,06054 bpp 
Baboon 
 
752,9 
7,65922 bpp 
623,3 
6,34011 bpp 
644,1 
6,55151 bpp 
616,0 
6,26586 bpp 
Lena 
 
716,4 
7,2876 bpp 
477,0 
4,8204 bpp 
476,6 
4,84834 bpp 
460,2 
4,63404 bpp 
Peppers 
 
718,9 
7,31301 bpp 
528,2 
5,37333 bpp 
526,6 
5,3566 bpp 
501,8 
5,1049 bpp 
Artificial 
 
5 007,3 
6,18183 bpp 
1235,1 
1,52483 bpp 
1 322,7 
1,63298 bpp 
1 628,1 
2,01004 bpp 
Deer 
 
4 728,9 
5,83814 bpp 
3 874,5 
4,78331 bpp 
4203,9 
5,18995 bpp 
3 759,3 
4,64119 bpp 
Flower 
 
5 531,4 
6,82887 bpp 
1 953,7 
2,41192 bpp 
1 957,2 
2,41627 bpp 
1 848,6 
2,28226 bpp 
HDR 
 
5 570,0 
6,87651 bpp 
2 164,0 
2,67154 bpp 
2 205,1 
2,72229 bpp 
2064,5 
2,54878 bpp 
 
 
Tabulka 4.4: Kombinace bareveného modelu a prediktoru 1 
 
 
Nejlepších výsledků dosahuje jednoznačně predikce MED v kombinaci s korekcí predikce na 
základě kontextu. 
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Kombinace s barevným modelem CotCgY 
 
 RAW CM3+MED CM3+GAP CM3+MEDc 
Airplane 
 
648,1 
6,5927 bpp 
447,9 
4,55577 bpp 
497,9 
5,06559 bpp 
518,1 
5,26994 bpp 
Baboon 
 
752,9 
7,65922 bpp 
662,1 
6,73521 bpp 
674,6 
6,86233 bpp 
669,0 
6,80554 bpp 
Lena 
 
716,4 
7,2876 bpp 
476,7 
4,84898 bpp 
475,5 
4,83744 bpp 
464,2 
4,72204 bpp 
Peppers 
 
718,9 
7,31301 bpp 
529,8 
5,38941bpp 
520,6 
5,29593 bpp 
507,7 
5,16434 bpp 
Artificial 
 
5 007,3 
6,18183 bpp 
1284,7 
1,58609 
1 398,8 
1,72695 bpp 
1 866,8 
2,30477 bpp 
Deer 
 
4 728,9 
5,83814 bpp 
4 233,2 
5,22614 bpp 
4827,5 
5,95985 bpp 
4820,1 
5,95077 bpp 
Flower 
 
5 531,4 
6,82887 bpp 
1 994,1 
2,46188 bpp 
2084,9 
2,57399 bpp 
2090,8 
2,5813 bpp 
HDR 
 
5 570,0 
6,87651 bpp 
2 324,6 
2,86991 bpp 
2 414,5 
2,98095 bpp 
2482,8 
3,6516 bpp 
 
 
Tabulka 4.5: Kombinace bareveného modelu a prediktoru 2 
 
  
36 
 
4.8 Porovnání kontextů 
 
Kontexty adaptivního aritmetického kodéru. Aplikace byla postupně spuštěna s parametry -c1, -
c2, -c3. C1 představuje kontext prvního řádu – předchozí pixel. C2 je kontext 2. řádu – 
předchozí 2 pixely na řádku. C3 je kontext 2. Řádu obsahující předchozí pixel a pixel nad 
aktuálně zpracovávaným pixelem. 
 
 
 RAW C1 C2 C3 
Airplane 
 
648,1 
6,5927 bpp 
469,1 
4,77185 bpp 
570,6 
5,80451 bpp 
562,5 
5,72228 bpp 
Baboon 
 
752,9 
7,65922 bpp 
662,4 
6,73808 bpp 
766,0 
7,79204 bpp 
765,7 
7.78863 bpp 
Lena 
 
716,4 
7,2876 bpp 
546,6 
5,57086 bpp 
690,5 
7,02366 bpp 
677,4 
6,89041 bpp 
Peppers 
 
718,9 
7,31301 bpp 
548,9 
5,22679 bpp 
688,6 
7,00391 bpp 
684,0 
6,95791 bpp 
Artificial 
 
5 007,3 
6,18183 bpp 
1 404,3 
1,73368 bpp 
1 413,3 
1,74475 bpp 
1 419,0 
1,75141 bpp 
Deer 
 
4 728,9 
5,83814 bpp 
3 598,7 
4,44285 bpp 
4 001,0 
4,9392 bpp 
3 879,0 
4,7886 bpp 
Flower 
 
5 531,4 
6,82887 bpp 
2156,1 
2,66183 bpp 
2 364,5 
2,91912 bpp 
2290,4 
2,82767 bpp 
HDR 
 
5 570,0 
6,87651 bpp 
2561,0 
3,16149 bpp 
2 782,4 
3,43502 bpp 
2 700,0 
3,33322 bpp 
 
 
 
Tabulka 4.6: Porovnání kontextů v adaptivním aritmetickém kodéru 
 
 
Nejlepších výsledků bylo dosaženo jednoznačně s kontextem 1. řádu. 
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4.9 Porovnání s PNG a JPEG-LS 
 
Závěrečné porovnání nejefektivnější kombinace vzešlé z předešlých testování s kompresí  PNG 
a JPEG-LS. Soubory ve formátu PNG byly vytvořeny z testovacích standardním voláním 
funkce openCV cv::imwrite()  bez dalších parametrů. Soubory ve formátu *.jls – JPEG-LS 
vznikly s využitím referenční aplikace stažitelné z webu HP – viz příloha A práce. 
 
 
 RAW CM1+MEDc PNG JPEG-LS 
Airplane 
 
648,1 
 
399,2 
 
456,7 
 
370,9 
 
Baboon 
 
752,9 
 
616,0 
 
643,1 
 
596,8 
 
Lena 
 
716,4 
 
460,2 
 
521,0 
 
450,5 
 
Peppers 
 
718,9 
 
501,8 
 
532,2 
 
484,1 
 
Artificial 
 
5 007,3 
 
1 628,1 
 
1 695,1 
 
836,0 
 
Deer 
 
4 728,9 
 
3 759,3 
 
3783,2 
 
3 751,0 
 
Flower 
 
5 531,4 
 
1 848,6 
 
2300 ,7 
 
1624,5 
 
HDR 
 
5 570,0 
 
2064,5 
 
2 517,8 
 
1924,1 
 
 
 
 
Tabulka 4.7: Porovnání metody s PNG a JPEG-LS 
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Závěr 
 
Cílém této diplomové práce bylo navrhnout, implementovat a otestovat algoritmus pro 
bezeztrátovou kompresi obrazu. To se z velké části podařilo. V rámci práce byla vybrána, 
nastudována a otestována řada různých postupů z nichž některé jsou dle očekávání použitelné 
pro další rozšíření. Na vhodně zvolených testovacích datech byly otestovány 3 druhy 
použitelných barevných modelů spolu se třemi prediktory. Nejlepší kombinace parametrů 
umožňuje na testovacích datech bezeztrátovou kompresi, která je lepší než PNG, ale horší než 
LOCO-I. Potenciál pro další práci spatřuji především ve využití adaptivního aritmetického 
kodéru ve spojení s prediktorem MED a transformací RCT. Tato kombinace by měla být 
základem pro navazující práce. Kombinace dekorelace pomocí transformace do vhodnějšího 
barevného modelu spolu s predikcí a korekcí na základě kontextu z metody LOCO-I 
a adaptivním aritmetickým kodérem se ukázala z pohledu efektivity komprese jako dobré 
řešení, přestože se nepodařilo dosáhnout efektivity samotné metody LOCO-I. V tom spatřuji 
mírné zklamání. Překonání této metody by však mohl být námět pro budoucí práce. Další 
zklamání přinesla predikce v kombinaci s kontextovém adaptivním aritmetickým kódováním, 
která na základě naměřených výsledků vykazuje v případě vícerozměného kontextu nižší 
efektivitu co se týká komprese než řešení s jednorozměrným kontextem nebo bez kontextu. Na 
vině může být špatná volba kontextu. Možnost řešení tohoto v další práci se tedy také nabízí. 
Problematika bezeztrátové komprese obrazu a komprese obecně je natolik rozsáhlá, že 
pouze základní orientace v postupech aplikovaných v této oblasti vyžaduje enormní množství 
času spotřebovaného na prostudování velkého množství věděckých článků a dalších materiálů. 
Pro dosažení výraznějších výsledků odpovídajících úrovni současného stavu vědy by bylo třeba 
věnovat se tématu daleko delší čas než pouze v rámci diplomové práce. Samotné řešení 
implementace všech součástí aplikace bylo náročné nejen kvůli nutnosti pro každý kompresní 
postup implementovat i postup reverzní. Jedná se o poměrně nízkoúrovňové programování při 
kterém lze udělat velké množství těžko odhalitelných chyb. Pro navazující práce proto 
doporučuji nezačínat znovu implementací adaptivního aritmetického kodéru, prediktorů 
a transformací, ale využít již hotových řešení a ty dále rozvíjet. Nezanedbatelný přínose této 
práce spatřuji vedle samotného otestování efektivity implementovaného řešení také v praktické 
implementaci, která počínaje návrhem a konče dokumentací je řešena tak, aby bylo možné ji 
v budoucnu relativně snadno rozšířit. Implementovaná aplikace umožňuje díky skriptům 
hromadné testování na dalších datech a mohla by sloužit jako základ pro testování algoritmů 
implementovaných v budoucnu. Nabízí se možnost rozšíření o kontexty vyššího řádu než 2. 
Nabízí se možnost otestovat metodu PPMZ a vyzkoušet ji v kombinaci s již implementovanými 
algoritmy. Nabízí se lepší využití Laplacian Pyramid případně výraznější inspirace v JPEG 2000 
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a rozložení obrazu do frekvenčních hladin. Další možností by mohlo být rozšíření o využití RLE 
nebo CTW. 
Při návrhu kompresní metody je třeba brát v úvahu i kompresní a dekompresní latenci. 
Efektivní algoritmus musí dobře pracovat na malých objemech dat, jejichž vlastnosti nejsou 
předem známé. Hlavní výhodou metody LOCO-I a mnoha dalších je rychlost, která ji 
v použitelnosti řadí před metody, které umožňují efektivnější kompresi, ale jsou pomalé. 
Efektivita komprese implementované metody je výrazně vyšší než u PNG, problémem řešení je 
však právě latence, která je oproti jiným metodám vyšší vinou použití neefektivní implementace 
aritmetického kódování. Vytvoření efektivní implementace z pohledu rychlosti zpracování by 
mohlo být tématem pro další práce. 
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Příloha A 
 
Popis adresářové struktury projektu – obsah CD 
 
build/ 
 - data projektu pro překlad v Microsoft Visual Studio 2010 Express 
 
data/ 
 - kolekce testovacích dat – výběr 4 x stará (1), 4 x nová (2) 
zdroj 1: http://sipi.usc.edu/database/database.php  
zdroj 2: http://www.imagecompression.info/test_images/ 
 ref/ 
  - referenční testovací data komprimovaná ve formatu JPEG-LS  
 aplikace je ke stažení zde: http://www.hpl.hp.com/loco/locodown.htm 
 
doc/ 
 - zdrojový soubor doxygen pro vygenerování dokumentace 
 - zdrojový text této práce 
 
include/ 
 - hlavičkové soubory 
 
src/ 
 - .cpp soubory 
 
test/ 
 - testovaci skripty pod Windows pro dávkové zpracování 
 
wsetenv.bat slouží k nastavení proměnného prostředí ve Windows 
 
Makefile je určen pro překlad na OS Linux 
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Příloha B 
 
Popis parametrů aplikace 
 
Nápovědu aplikace kompresoru lze vyvolat spuštěním aplikace bez parametrůd nebo 
s parametrem –h 
 
Popužití aplikace: cmp [parametry] 
 
 -i SOUBOR   Cesta ke vstupnímu souboru – jediný povinný parametr. 
 -o SOUBOR   Název/cesta k výstupnímu souboru. 
 -log SOUBOR   Název/cesta souboru pro zápis logu. 
 -show    Vykresluje výstupy vybraných fází komprese. 
  
 -cm1    Transformace do barevného modelu LOCO-I 
 -cm2    Transformace do barevného modelu RCT 
 -cm3    Transformace do barevného modelu CotCgY 
 
 -med    Predikce MED 
 -gap    Predikce GAP 
 -medc    Predikce MED s korekcí na základě kontextu 
 
 -mtf    Move To Front 
 -lap [POCET_UROVNI] Laplacian Pyramid 
 -qtz [MASKA]   Kvantizace – POUZE  EXPERIMENTÁLNÍ 
 
 -c1    Kontext řádu 1 aritmetického kodéru - předchozí pixel 
 -c2    Kontext řádu 2 - předchozí 2 pixely 
 -c3    Kontext řádu 2 – předchozí pixel a pixel nad 
 
Parametry dekompresoru jsou pouze první 4, informace o operacích nutných pro dekompresi 
není třeba explicitně zadávat 
