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Abstract
We explore the topological full group [[G]] of an essentially principal e´tale groupoid
G on a Cantor set. When G is minimal, we show that [[G]] (and its certain normal
subgroup) is a complete invariant for the isomorphism class of the e´tale groupoid
G. Furthermore, when G is either almost finite or purely infinite, the commutator
subgroup D([[G]]) is shown to be simple. The e´tale groupoid G arising from a one-
sided irreducible shift of finite type is a typical example of a purely infinite minimal
groupoid. For such G, [[G]] is thought of as a generalization of the Higman-Thompson
group. We prove that [[G]] is of type F∞, and so in particular it is finitely presented.
This gives us a new infinite family of finitely presented infinite simple groups. Also,
the abelianization of [[G]] is calculated and described in terms of the homology groups
of G.
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1 Introduction
We study various properties of topological full groups of topological dynamical systems
on Cantor sets. H. Dye [11, 12] introduced the notion of full groups for ergodic measure
preserving actions of countable groups and proved that the full group is a complete invari-
ant of orbit equivalence. The study of full groups in the setting of topological dynamics
was initiated by T. Giordano, I. F. Putnam and C. F. Skau [17]. For a minimal action
ϕ : Z y X on a Cantor set X, they defined several types of full groups and showed that
these groups completely determine the orbit equivalence class, the strong orbit equivalence
class and the flip conjugacy class of ϕ, respectively.
The notion of topological full groups was later generalized to the setting of essen-
tially principal e´tale groupoids G on Cantor sets in [31]. E´tale groupoids (called r-discrete
groupoids in [37]) provide us a natural framework for unified treatment of various topolog-
ical dynamical systems. The topological full group [[G]] of G is a subgroup of Homeo(G(0))
consisting of all homeomorphisms of G(0) whose graph is ‘contained’ in the groupoid G
as a compact open subset (see Definition 2.1). From an action ϕ of a discrete group Γ
on a Cantor set X, we can construct the e´tale groupoid Gϕ, which is called the transfor-
mation groupoid. The topological full group [[Gϕ]] of Gϕ is the group of α ∈ Homeo(X)
for which there exists a continuous map c : X → Γ such that α(x) = ϕc(x)(x) for all
x ∈ X. Another important class of e´tale groupoids is the AF groupoids. The terminology
AF comes from C∗-algebra theory and means approximately finite. AF groupoids have
played a crucial role in the study of orbit equivalence for minimal ZN -actions ([16]). The
e´tale groupoids G arising from one-sided irreducible shifts of finite type (X,σ) have been
also studied by many people. The groupoid C∗-algebras C∗r (G) are called Cuntz-Krieger
algebras ([10]). V. V. Nekrashevych [34] observed that [[G]] is naturally isomorphic to the
Higman-Thompson group Vn,1 when (X,σ) is the full shift over n symbols (see Remark
6.3). Thus, the groups [[G]] for shifts of finite type are regarded as a generalization of Vn,1.
For two e´tale groupoids G1 and G2 arising from one-sided irreducible shifts of finite type,
K. Matsumoto [29] has recently proved that the topological full groups [[G1]] and [[G2]] are
isomorphic as groups if and only if G1 and G2 are isomorphic as e´tale groupoids. This is
analogous to the above mentioned result for minimal Z-actions. Furthermore, Matsumoto
[27] gave a sufficient condition on the subshifts under which the corresponding groupoids
are isomorphic (see Theorem 6.2). Clearly the group [[G]] embeds in the Leavitt path
algebra associated with (X,σ). This may indicate possible connections to the study of
Leavitt path algebras.
In the present paper, we first extend the results of [17, 29]. More precisely, for given
essentially principal minimal e´tale groupoids G1 and G2 on Cantor sets and normal sub-
groups Γi ⊂ [[Gi]] containing the commutator subgroups D([[Gi]]), we will show that any
isomorphism between Γ1 and Γ2 is realized by a homeomorphism between the unit spaces
G
(0)
i (Theorem 3.5 and Proposition 3.6). This means that if Γ1 and Γ2 are isomorphic as
groups, then G1 and G2 are isomorphic as e´tale groupoids (Theorem 3.9). In particular,
[[Gi]] (or D([[Gi]])) are isomorphic to each other if and only if Gi are isomorphic to each
other (Theorem 3.10). In other words, we can say that the topological full group [[G]]
(and its commutator subgroup D([[G]])) ‘remembers’ the e´tale groupoid G. We remark
that similar results are also obtained by S. Bezuglyi and K. Medynets [1, 33].
In Section 4 we study simplicity properties of [[G]]. The notion of almost finite
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groupoids was introduced in [31]. Almost finiteness is a weak version of approximate
finiteness. The transformation groupoids of free actions of ZN are known to be almost
finite ([31, Lemma 6.3]). We show that if G is almost finite and minimal, then the commu-
tator subgroup D([[G]]) is simple (Theorem 4.7). This is a generalization of [30, Theorem
4.9] and [1, Theorem 3.4 (2)] for minimal Z-actions. We also present a new class of e´tale
groupoids, namely purely infinite groupoids. The definition of pure infiniteness is inspired
by the work of M. Rørdam and A. Sierakowski [39] (see Definition 4.9). Transformation
groupoids arising from n-filling actions in the sense of P. Jolissaint and G. Robertson [22]
are purely infinite and minimal (Remark 4.12). In contrast to almost finite groupoids,
purely infinite groupoids admit no invariant probability measures. It will be proven that
if G is purely infinite and minimal, then the commutator subgroup D([[G]]) is simple
(Theorem 4.16). We also observe that the topological full group [[G]] for a purely infinite
groupoid G contains the free product Z2 ∗ Z3 (Theorem 4.10), and so is not amenable.
In Section 5 we prove that for any purely infinite groupoid G, the index map I : [[G]]→
H1(G) is surjective, where H1(G) stands for the homology group of G. The index map
I is a homomorphism introduced in [31, Section 7]. We denote by [[G]]0 the kernel of I.
For almost finite groupoids, the surjectivity of I is already known ([31, Theorem 7.5]).
Therefore, if G is almost finite or purely infinite, then the abelianization of [[G]] at least
has H1(G) ∼= [[G]]/[[G]]0 as its quotient.
Section 6 is devoted to the study of the e´tale groupoids G arising from one-sided
irreducible shifts of finite type (X,σ). Shifts of finite type (also called topological Markov
shifts) form the most prominent class of symbolic dynamical systems. A good introduction
to symbolic dynamics can be found in the standard textbook [25] by D. Lind and B.
Marcus. From (X,σ), we can construct the e´tale groupoid G by
G = {(x, n, y) ∈ X × Z×X | ∃k, l ∈ N, n = k−l, σk(x) = σl(y)}.
By [31, Theorem 4.14], the homology groups Hn(G) of G are
Hn(G) =


Coker(id−M t) n = 0
Ker(id−M t) n = 1
0 n ≥ 2,
where M is the k × k matrix with entries in Z+ representing (X,σ) and is thought of as
a homomorphism from Zk to Zk. Notice that H0(G) is a finitely generated abelian group
and H1(G) is isomorphic to the torsion-free part of H0(G). For any non-empty clopen set
Y ⊂ X, the reduction G|Y of G to Y (see Section 2 for the definition) is again an e´tale
groupoid.
For the topological full group [[G|Y ]] associated to an irreducible shift of finite type,
we have the following.
• G|Y is purely infinite and minimal (Theorem 6.1). Hence the commutator subgroup
D([[G|Y ]]) is simple by Theorem 4.16.
• By Theorem 3.10, [[G|Y ]] (or [[G|Y ]]0 or D([[G|Y ]])) is a complete invariant of G|Y .
• By K. Matsumoto’s theorem (Theorem 6.2), for two groupoids G1|Y1 and G2|Y2 as
above, if there exists an isomorphism ϕ : H0(G1)→ H0(G2) such that ϕ([1Y1 ]G1) =
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[1Y2 ]G2 and det(id−M t1) = det(id−M t2), then G1|Y1 is isomorphic to G2|Y2 as an
e´tale groupoid.
• [[G|Y ]] is not amenable (see Theorem 4.10), but has the Haagerup property (Theorem
6.7). This is essentially due to B. Hughes’s theorem [21, Theorem 1.1].
• [[G|Y ]] is of type F∞ (Theorem 6.21). Thus, [[G|Y ]] is finitely presented and is of
type FP∞. This is a generalization of K. S. Brown’s result [4], which says that the
Higman-Thompson group Vn,r is of type F∞ (see also Remark 6.3).
• The abelianization [[G|Y ]]/D([[G|Y ]]) is isomorphic to (H0(G)⊗Z2)⊕H1(G) (Corol-
lary 6.24). In particular, [[G|Y ]] is simple if and only if H0(G) is 2-divisible.
• If H1(G) = 0, then [[G|Y ]]0 and D([[G|Y ]]) are of type F∞ (Corollary 6.25 (2)).
• [[G|Y ]]0 and D([[G|Y ]]) are finitely generated (Theorem 6.11 and Corollary 6.25 (1)).
• Examples are given in Section 6.7. Among others, the boundary action ϕk of the
free group Fk is discussed (Section 6.7.5). The associated transformation groupoid
Gϕk is naturally isomorphic to an e´tale groupoid of an irreducible shift of finite type.
Hence [[Gϕk ]] is of type F∞ and the commutator subgroup D([[Gϕk ]]) is simple. The
abelianization of [[Gϕk ]] is Z
k ⊕ (Z2)k when k is even and is Zk ⊕ (Z2)k+1 when k is
odd. If k 6= l, then D([[Gϕk ]]) is not isomorphic to D([[Gϕl ]]).
We have to explain some terminologies in group theory used above. For a natural number
n ∈ N, a group Γ is said to be of type Fn if it admits a K(Γ, 1) with finite n-skeleton, and
Γ is said to be of type F∞ if it admits a K(Γ, 1) with finite n-skeleton in all dimensions
n (see [15, Section 7.2]). A group is of type F1 if and only if it is finitely generated, and
a group is of type F2 if and only if it is finitely presented ([15, Proposition 7.2.1]). The
properties Fn and F∞ are called topological finiteness properties of Γ. A group Γ is said
to be of type FPn (resp. FP∞) if the trivial ZΓ-module Z admits a projective resolution
which is finitely generated in dimensions not greater than n (resp. in all dimensions), cf.
[15, Section 8.2]. The properties FPn and FP∞ are called homological finiteness properties
of Γ. It is clear that Fn implies FPn. It is known that Γ is of type F∞ if and only if it is
of type FP∞ and is finitely presented (see the proof of [2, Theorem VIII.7.1]).
We would like to mention various known results for the topological full group [[Gϕ]] of
a minimal action ϕ : Z y X on a Cantor set X. While this is not directly relevant to the
present article, the reader may find interesting similarities to the case of shifts of finite
type. By [17, Corollary 4.4] and [1, Theorem 5.13], [[Gϕ]] (or [[Gϕ]]0 or D([[Gϕ]])) is a
complete invariant of Gϕ (see also Theorem 3.9). By Theorem 4.7, the commutator sub-
group D([[Gϕ]]) is simple (this was first proved in [30, Theorem 4.9]). The abelianization
[[Gϕ]]/D([[Gϕ]]) is known to be isomorphic to (H0(Gϕ)⊗Z2)⊕Z (see [30, Theorem 4.8]).
Note that H1(Gϕ) is always Z in this setting. By [30, Theorem 5.4], D([[Gϕ]]) is finitely
generated if and only if ϕ is expansive (i.e. ϕ is conjugate to a two-sided minimal sub-
shift). However, [[Gϕ]], [[Gϕ]]0 and D([[Gϕ]]) are never finitely presented ([30, Theorem
5.7, Corollary 5.8]). When D([[Gϕ]]) is finitely generated, it is known that D([[Gϕ]]) has
exponential growth ([32, Corollary 2.5]). R. Grigorchuk and K. Medynets [18] proved that
[[Gϕ]] is locally embeddable into finite groups, and conjectured that [[Gϕ]] is amenable.
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K. Juschenko and N. Monod [23] recently confirmed this conjecture. This provided the
first examples of finitely generated simple amenable infinite groups.
2 Preliminaries
The cardinality of a set A is written #A and the characteristic function of A is written 1A.
The finite cyclic group of order n is denoted by Zn. We say that a subset of a topological
space is clopen if it is both closed and open. A topological space is said to be totally
disconnected if its topology is generated by clopen subsets. By a Cantor set, we mean
a compact, metrizable, totally disconnected space with no isolated points. It is known
that any two such spaces are homeomorphic. The homeomorphism group of a topological
space X is written Homeo(X). For α ∈ Homeo(X), we let supp(α) denote the closure of
{x ∈ X | α(x) 6= x}. The commutator of α, β ∈ Homeo(X) is [α, β] = αβα−1β−1. The
commutator subgroup of a group Γ is denoted by D(Γ).
In this article, by an e´tale groupoid we mean a second countable locally compact
Hausdorff groupoid such that the range map is a local homeomorphism. We refer the
reader to [37, 38] for background material on e´tale groupoids. For an e´tale groupoid G,
we let G(0) denote the unit space and let s and r denote the source and range maps.
For x ∈ G(0), G(x) = r(Gx) is called the G-orbit of x. When every G-orbit is dense in
G(0), G is said to be minimal. For an open subset Y ⊂ G(0), the reduction of G to Y
is r−1(Y ) ∩ s−1(Y ) and denoted by G|Y . The reduction G|Y is an e´tale subgroupoid of
G in an obvious way. The isotropy bundle is G′ = {g ∈ G | r(g) = s(g)}. We say that
G is principal if G′ = G(0). When the interior of G′ is G(0), we say that G is essentially
principal. A subset U ⊂ G is called a G-set if r|U, s|U are injective. When U, V are G-sets,
U−1 = {g ∈ G | g−1 ∈ U}
and
UV = {gg′ ∈ G | g ∈ U, g′ ∈ V, s(g) = r(g′)}
are also G-sets. For an open G-set U , we let πU denote the homeomorphism r ◦ (s|U)−1
from s(U) to r(U). For any compact open G-set U , G|r(U) is naturally isomorphic to
G|s(U). A probability measure µ on G(0) is said to be G-invariant if µ(r(U)) = µ(s(U))
holds for every open G-set U . The set of all G-invariant measures is denoted by M(G).
For an e´tale groupoid G, we denote the reduced groupoid C∗-algebra of G by C∗r (G) and
identify C0(G
(0)) with a subalgebra of C∗r (G). J. Renault’s theorem [38, Theorem 4.11]
tells us that two essentially principal e´tale groupoids G1 and G2 are isomorphic if and only
if there exists an isomorphism ϕ : C∗r (G1) → C∗r (G2) such that ϕ(C0(G(0)1 )) = C0(G(0)2 )
(see also [31, Theorem 5.1]).
We would like to recall the notion of topological full groups for e´tale groupoids.
Definition 2.1 ([31, Definition 2.3]). Let G be an essentially principal e´tale groupoid
whose unit space G(0) is compact.
(1) The set of all α ∈ Homeo(G(0)) such that for every x ∈ G(0) there exists g ∈ G
satisfying r(g) = x and s(g) = α(x) is called the full group of G and denoted by [G].
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(2) The set of all α ∈ Homeo(G(0)) for which there exists a compact open G-set U
satisfying α = πU is called the topological full group of G and denoted by [[G]].
Obviously [G] is a subgroup of Homeo(G(0)) and [[G]] is a subgroup of [G].
For α ∈ [[G]] the compact open G-set U as above uniquely exists, because G is es-
sentially principal. Obviously [[G]] is a subgroup of Homeo(G(0)). Since G is second
countable, it has countably many compact open subsets, and so [[G]] is at most countable.
By [31, Proposition 5.6], we have the following short exact sequence:
1 −→ U(C(G(0))) −→ N(C(G(0)), C∗r (G)) σ−→ [[G]] −→ 1,
where U(C(G(0))) denotes the group of unitaries in C(G(0)) and N(C(G(0)), C∗r (G)) de-
notes the group of unitaries in C∗r (G) which normalize C(G
(0)). In addition, the homo-
morphism σ has a right inverse.
Lemma 2.2. Let G be an essentially principal e´tale groupoid whose unit space G(0) is
compact. Then supp(α) is clopen for any α ∈ [[G]].
Proof. There exists a compact open G-set U such that α = πU . The map s|U : U → G(0)
is a homeomorphism. It suffices to show that supp(α) = s(U \ G(0)). Since G(0) is open
and s(g) = g = r(g) for g ∈ G(0), it is evident that supp(α) is contained in s(U \G(0)). It
is also clear that s(U \G′) is contained in supp(α). Therefore s(U \G(0)) is contained in
supp(α), because G is essentially principal.
In [31, Section 7], we introduced the index map I : [[G]] → H1(G), where H1(G) is
the homology group of G (see [31, Section 3]). For α ∈ [[G]], let U ⊂ G be the compact
open G-set such that α = πU . Then the characteristic function 1U ∈ Cc(G,Z) is a cycle,
and I(α) is the equivalence class of 1U in H1(G). The index map I is a homomorphism.
We let [[G]]0 denote the kernel of the index map I. Evidently D([[G]]) is contained in
[[G]]0. The main objective of the present paper is to study various properties of the
groups D([[G]]) ⊂ [[G]]0 ⊂ [[G]].
3 A spatial realization theorem
In this section, we will prove that any isomorphism between (certain normal subgroups of)
topological full groups is realized by a homeomorphism of the underlying spaces (Theorem
3.5, Proposition 3.6). In particular, these various groups (as abstract groups) are complete
invariants for e´tale groupoids (Theorem 3.10). Our proof of Theorem 3.5 is essentially the
same as that of [14, Theorem 384D], and a similar argument can be found in [1, Section
5].
Definition 3.1. Let X be a Cantor set and let Γ ⊂ Homeo(X) be a subgroup. We say
that Γ is of class F if the following conditions are satisfied.
(F0) For any α ∈ Γ satisfying α2 = 1, supp(α) is clopen.
(F1) For any x ∈ X and any clopen neighborhood A ⊂ X of x, there exists α ∈ Γ \ {1}
such that x ∈ supp(α), supp(α) ⊂ A and α2 = 1.
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(F2) For any α ∈ Γ \ {1} satisfying α2 = 1 and any non-empty clopen set A ⊂ supp(α),
there exists β ∈ Γ \ {1} such that supp(β) ⊂ A ∪ α(A) and β(x) = α(x) for every
x ∈ supp(β).
(F3) For any non-empty clopen set A ⊂ X, there exists α ∈ Γ such that supp(α) ⊂ A
and α2 6= 1.
For A ⊂ X, we write
Γ(A) = {α ∈ Γ | supp(α) ⊂ A}.
A closed set A is said to be regular if it is equal to the closure of its interior.
Lemma 3.2. Let X be a Cantor set and let Γ ⊂ Homeo(X) be a subgroup of class F. For
two regular closed sets A,B ⊂ X, Γ(A) ⊂ Γ(B) if and only if A ⊂ B.
Proof. It is clear that A ⊂ B implies Γ(A) ⊂ Γ(B). Suppose that A \ B is not empty.
Since A is regular, A \B has non-empty interior. It follows from (F1) (or (F3)) that there
exists α ∈ Γ \ {1} such that supp(α) ⊂ A \B. Hence Γ(A) is not contained in Γ(B).
Let X be a Cantor set and let Γ ⊂ Homeo(X) be a subgroup of class F. For τ ∈ Γ\{1}
satisfying τ2 = 1, we define Cτ , Uτ , Sτ and Wτ as follows. First, let Cτ be the centralizer
of τ , that is,
Cτ = {α ∈ Γ | [α, τ ] = 1}.
Define a subset Uτ ⊂ Cτ by
Uτ = {σ ∈ Cτ | σ2 = 1, [σ, ασα−1] = 1 ∀α ∈ Cτ}.
We define Sτ by
Sτ = {α2 ∈ Γ | α ∈ Γ, [α, σ] = 1 ∀σ ∈ Uτ}.
Then, we let Wτ be the centralizer of Sτ , that is,
Wτ = {α ∈ Γ | [α, β] = 1 ∀β ∈ Sτ}.
For these subsets, we can prove the following.
Lemma 3.3. Let the notation be as above.
(1) For any σ ∈ Uτ and x /∈ supp(τ), we have σ(x) = x.
(2) For any non-empty clopen set A ⊂ supp(τ), there exists σ ∈ Uτ such that supp(σ) ⊂
A ∪ τ(A) and σ(x) = τ(x) for every x ∈ supp(σ).
(3) For any non-empty clopen set A such that A∩ supp(τ) = ∅, there exists α ∈ Sτ \{1}
such that supp(α) ⊂ A.
(4) For any α ∈ Sτ and x ∈ supp(τ), α(x) = x.
(5) We have Wτ = Γ(supp(τ)).
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Proof. (1) Let σ ∈ Uτ and x /∈ supp(τ). Assume σ(x) 6= x. There exists a clopen
neighborhood A ⊂ X of x such that A ∩ σ(A) = ∅ and A ∩ supp(τ) = ∅. By (F3), we can
find α ∈ Γ such that supp(α) ⊂ A and α2 6= 1. Clearly α commutes with τ , and so α is in
Cτ . There exists y ∈ A such that α−1(y), y, α(y) are mutually distinct. Then we have
(σασα−1)(y) = α−1(y)
and
(ασα−1σ)(y) = α(y),
which contradict [σ, ασα−1] = 1.
(2) Let A ⊂ supp(τ) be a non-empty clopen set. By (F2), there exists σ ∈ Γ such
that supp(σ) ⊂ A ∪ τ(A) and σ(x) = τ(x) for every x ∈ supp(σ). It suffices to show
that σ is in Uτ . It is easy to see σ ∈ Cτ and σ2 = 1. Let α ∈ Cτ . Then, for any
x ∈ supp(ασα−1) = α(supp(σ)), one has (ασα−1)(x) = (ατα−1)(x) = τ(x). It follows
that σ commutes with ασα−1, and hence σ belongs to Uτ .
(3) Let A be a non-empty clopen set such that A∩ supp(τ) = ∅. By (F3), there exists
α ∈ Γ such that supp(α) ⊂ A and α2 6= 1. It follows from (1) that α commutes with any
elements in Uτ . Therefore α
2 is in Sτ \ {1}.
(4) Suppose that α ∈ Γ commutes with any elements in Uτ . It suffices to show that if
x 6= τ(x), then α(x) is equal to either x or τ(x). Assume that x, τ(x), α(x) are mutually
distinct. There exists a clopen neighborhood A ⊂ supp(τ) of x such that A, τ(A), α(A)
are mutually disjoint. By (2), we can find σ ∈ Uτ such that supp(σ) ⊂ A ∪ τ(A) and
σ(y) = τ(y) for every y ∈ supp(σ). Then (σα)(y) = α(y) is not equal to (ασ)(y) for
y ∈ supp(σ), which is a contradiction.
(5) From (4), we easily obtain Γ(supp(τ)) ⊂ Wτ . Let us show Wτ ⊂ Γ(supp(τ)).
Let α ∈ Wτ and x /∈ supp(τ). Assume α(x) 6= x. There exists a non-empty clopen
neighborhood A of x such that A ∩ supp(τ) = ∅ and A ∩ α(A) = ∅. By (3), there
exists β ∈ Sτ \ {1} such that supp(β) ⊂ A. Then β is not equal to αβα−1, which is a
contradiction. Therefore α(x) = x, and whence α ∈ Γ(supp(τ)).
Lemma 3.4. For i = 1, 2, let Xi be a Cantor set and let Γi ⊂ Homeo(Xi) be a subgroup
of class F. Suppose that Φ : Γ1 → Γ2 is an isomorphism. Let τ, σ ∈ Γ1 be such that
τ2 = σ2 = 1.
(1) We have supp(τ) ⊂ supp(σ) if and only if supp(Φ(τ)) ⊂ supp(Φ(σ)).
(2) We have supp(τ) ∩ supp(σ) = ∅ if and only if supp(Φ(τ)) ∩ supp(Φ(σ)) = ∅.
Proof. First, we note that Φ(Wτ ) equals WΦ(τ), because the definition of Wτ is purely
algebraic.
(1) From Lemma 3.2 and Lemma 3.3 (5), we get
supp(τ) ⊂ supp(σ)⇒ Γ1(supp(τ)) ⊂ Γ1(supp(σ))⇒Wτ ⊂Wσ ⇒ Φ(Wτ ) ⊂ Φ(Wσ),
which means WΦ(τ) ⊂WΦ(σ). Using Lemma 3.2 and Lemma 3.3 (5) again, we have
WΦ(τ) ⊂WΦ(σ) ⇒ Γ2(supp(Φ(τ))) ⊂ Γ2(supp(Φ(σ)))⇒ supp(Φ(τ)) ⊂ supp(Φ(σ)).
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(2) Suppose that supp(τ) ∩ supp(σ) is not empty. By (F0), supp(τ) ∩ supp(σ) has
non-empty interior. It follows from (F1) that there exists ρ ∈ Γ\{1} such that ρ2 = 1 and
supp(ρ) ⊂ supp(τ) ∩ supp(σ). From (1), we get supp(Φ(ρ)) ⊂ supp(Φ(τ)) ∩ supp(Φ(σ)).
Thus supp(Φ(τ)) ∩ supp(Φ(σ)) is not empty.
The following theorem is a generalization of [17, Theorem 4.2] and [29, Theorem 7.2].
K. Medynets [33] also obtained a similar result for (topological) full groups of transforma-
tion groupoids (see [33, Remark 3]).
Theorem 3.5. For i = 1, 2, let Xi be a Cantor set and let Γi ⊂ Homeo(Xi) be a sub-
group of class F. Suppose that Φ : Γ1 → Γ2 is an isomorphism. Then there exists a
homeomorphism ϕ : X1 → X2 such that Φ(α) = ϕ ◦ α ◦ ϕ−1 for all α ∈ Γ1.
Proof. For x ∈ Xi, we let
T (x) = {τ ∈ Γi | x ∈ supp(τ), τ2 = 1}.
We first claim that for every x ∈ X1, the set
P (x) =
⋂
τ∈T (x)
supp(Φ(τ)) ⊂ X2
is a singleton. Let τ1, τ2, . . . , τn ∈ T (x). By (F0), supp(τi) is clopen, and so there exists
a clopen neighborhood A of x such that A ⊂ supp(τi) for all i = 1, 2, . . . , n. By (F1),
we can find τ ∈ T (x) ∩ Γ1(A). It follows from the lemma above that supp(Φ(τ)) is
contained in supp(Φ(τi)) for every i = 1, 2, . . . , n. Hence the sets supp(Φ(τi)) have non-
empty intersection. From the compactness of X2, we can conclude that P (x) is not
empty. Assume that P (x) contains two distinct points y, y′ ∈ X2. By (F1), there exists
σ ∈ T (y) such that y′ /∈ supp(σ). If x does not belong to supp(Φ−1(σ)), then by (F1)
there exists τ ∈ T (x) such that supp(τ) ∩ supp(Φ−1(σ)) = ∅. By the lemma above, one
has supp(Φ(τ)) ∩ supp(σ) = ∅. Since y is in P (x) and P (x) is contained in supp(Φ(τ)),
supp(Φ(τ)) intersects with supp(σ), which is a contradiction. Hence x is in supp(Φ−1(σ)),
that is, Φ−1(σ) is in T (x). Then P (x) is contained in supp(σ), and so y′ is not in P (x),
which is again a contradiction.
Now we can define a map ϕ : X1 → X2 by {ϕ(x)} = P (x). It is easy to see that
ϕ(supp(τ)) ⊂ supp(Φ(τ)) holds for any τ ∈ Γ1 such that τ2 = 1. We would like to
show that ϕ is continuous. Let A be an open neighborhood of ϕ(x). By the definition of
P (x), there exist τ1, τ2, . . . , τn ∈ T (x) such that the intersection of the sets supp(Φ(τi))
is contained in A. In the same way as above, using (F0) and (F1), we can find τ ∈ T (x)
satisfying supp(τ) ⊂ supp(τi). Since supp(τ) is a clopen neighborhood of x by (F0) and
ϕ(supp(τ)) ⊂ supp(Φ(τ)) ⊂
n⋂
i=1
supp(Φ(τi)) ⊂ A,
ϕ is continuous at x.
In exactly the same way, we can construct a continuous map ϕ′ : X2 → X1 such that
{ϕ′(y)} =
⋂
σ∈T (y)
supp(Φ−1(σ)) ∀y ∈ X2.
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For any x ∈ X1, by (F1), we have
{ϕ′(ϕ(x))} =
⋂
σ∈T (ϕ(x))
supp(Φ−1(σ)) ⊂
⋂
τ∈T (x)
supp(Φ−1(Φ(τ))) = {x},
which means ϕ′ ◦ϕ = id. Similarly ϕ◦ϕ′ = id. Thus ϕ is a homeomorphism and ϕ−1 = ϕ′.
Let α ∈ Γ1. We would like to show Φ(α) = ϕ ◦ α ◦ ϕ−1. For any τ ∈ Γ1 satisfying
τ2 = 1, one has
(Φ(α) ◦ ϕ)(supp(τ)) = Φ(α)(supp(Φ(τ)) = supp(Φ(ατα−1))
and
(ϕ ◦ α)(supp(τ)) = ϕ(supp(ατα−1)) = supp(Φ(ατα−1)).
Since {x} = ⋂τ∈T (x) supp(τ) for any x ∈ X1, we can conclude Φ(α) ◦ ϕ = ϕ ◦ α.
Proposition 3.6. Let G be an essentially principal e´tale groupoid whose unit space is a
Cantor set. Suppose that G is minimal. Then any subgroup Γ ⊂ [[G]] containing D([[G]])
is of class F.
Proof. Let Γ ⊂ [[G]] be a subgroup such that D([[G]]) ⊂ Γ. We verify the conditions of
Definition 3.1 for Γ. Condition (F0) immediately follows from Lemma 2.2.
To show (F1), let A ⊂ G(0) be a clopen neighborhood of x ∈ G(0). Since G is minimal,
there exists a compact open G-set U ⊂ G such that x ∈ s(U), s(U) ∪ r(U) ⊂ A and
s(U) ∩ r(U) = ∅. Define α ∈ [[G]] by
α(x) =


πU (x) x ∈ s(U)
π−1U (x) x ∈ r(U)
x otherwise.
We can also find a compact open G-set V ⊂ G such that x ∈ s(V ), s(V ) ∪ r(V ) ⊂ s(U)
and s(V ) ∩ r(V ) = ∅, because G is minimal. Define β ∈ [[G]] by
β(x) =


πV (x) x ∈ s(V )
π−1V (x) x ∈ r(V )
x otherwise.
Then [α, β] = αβαβ ∈ D[[G]] satisfies the requirement.
In order to prove (F2), we take α ∈ [[G]]\{1} satisfying α2 = 1 and a non-empty clopen
set A ⊂ supp(α). Since G is minimal, we can find a non-empty compact open G-set V
such that s(V ) ∪ r(V ) ⊂ A and s(V ), r(V ), α(s(V )), α(r(V )) are mutually disjoint. Using
V , we define β ∈ [[G]] as above. Define α˜, β˜ ∈ [[G]] by
α˜(x) =
{
α(x) x ∈ s(V ) ∪ α(s(V ))
x otherwise
and β˜ = [α, β] = αβαβ. Then [α˜, β˜] ∈ D([[G]]) satisfies the requirement.
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Let us consider (F3). Since G is minimal, there exist non-empty compact open G-sets
U1, U2 satisfying s(Ui)∪r(Ui) ⊂ A, s(Ui)∩r(Ui) = ∅, r(U1)∩s(U2) = ∅ and s(U1) = r(U2).
For i = 1, 2, we define αi ∈ [[G]] by
αi(x) =


πUi(x) x ∈ s(Ui)
π−1Ui (x) x ∈ r(Ui)
x otherwise.
Then [α1, α2] ∈ D([[G]]) is of order three.
Lemma 3.7. Let G be an essentially principal e´tale groupoid whose unit space is a Cantor
set. Suppose that every G-orbit contains at least three points. For any g ∈ G, there exists
a compact open G-set U such that πU ∈ D([[G]]) and g ∈ U .
Proof. First, let us assume s(g) 6= r(g). Since the G-orbit of s(g) contains at least three
points, there exist compact open G-sets U and V such that the following hold.
• s(U) = r(V ).
• r(U), s(U) and s(V ) are mutually disjoint.
• g ∈ U .
Then
W = U ∪ V ∪ (UV )−1 ∪ (G(0) \ (r(U) ∪ s(U) ∪ s(V )))
is a desired compact open G-set. Next, assume s(g) = r(g). We can find g1, g2 ∈ G
such that s(gi) 6= r(gi) for i = 1, 2 and g = g1g2. By the argument above, the proof is
complete.
Proposition 3.8. For i = 1, 2, let Gi be an essentially principal e´tale groupoid whose
unit space is a Cantor set. Suppose that every Gi-orbit contains at least three points. For
each i = 1, 2, let Γi be a subgroup of [[Gi]] such that D([[Gi]]) ⊂ Γi. If there exists a
homeomorphism ϕ : G
(0)
1 → G(0)2 such that α 7→ ϕ ◦α ◦ϕ−1 gives an isomorphism from Γ1
to Γ2, then G1 and G2 are isomorphic as e´tale groupoids.
Proof. For g ∈ G1, by the lemma above, we can find a compact open G1-set U such that
πU ∈ D([[G1]]) ⊂ Γ1 and g ∈ U . By assumption, ϕ ◦ πU ◦ ϕ−1 belongs to Γ2. Thus, there
exists a compact open G2-set V such that πV = ϕ ◦ πU ◦ ϕ−1. It follows that there exists
g′ ∈ G2 such that g′ ∈ V and s(g′) = ϕ(s(g)). It is routine to check that the map g 7→ g′
is a well-defined isomorphism from G1 to G2.
The following theorem is a generalization of several results obtained in [17, Section 4]
and [29, Corollary 7.3].
Theorem 3.9. For i = 1, 2, let Gi be an essentially principal e´tale groupoid whose unit
space is a Cantor set. Suppose that Gi is minimal. For each i = 1, 2, let Γi be a subgroup
of [[Gi]] such that D([[Gi]]) ⊂ Γi. If Γ1 and Γ2 are isomorphic as discrete groups, then G1
and G2 are isomorphic as e´tale groupoids.
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Proof. This readily follows from Theorem 3.5, Proposition 3.6 and Proposition 3.8.
As an immediate consequence of the theorem above, we obtain the following.
Theorem 3.10. For i = 1, 2, let Gi be an essentially principal e´tale groupoid whose
unit space is a Cantor set and suppose that Gi is minimal. The following conditions are
equivalent.
(1) G1 and G2 are isomorphic as e´tale groupoids.
(2) [[G1]] and [[G2]] are isomorphic as discrete groups.
(3) [[G1]]0 and [[G2]]0 are isomorphic as discrete groups.
(4) D([[G1]]) and D([[G2]]) are isomorphic as discrete groups.
4 Simplicity of commutator subgroups
4.1 Almost finite groupoids
Throughout this subsection, we let G be an essentially principal e´tale groupoid whose unit
space is a Cantor set. In this subsection, we would like to show that the commutator
subgroup D([[G]]) of the topological full group [[G]] is simple when G is almost finite and
minimal (Theorem 4.7). This is a generalization of [30, Theorem 4.9] and [1, Theorem
3.4]. Let us recall the definition of almost finite groupoids.
Definition 4.1 ([31, Definition 6.2]). Let G be an e´tale groupoid whose unit space is a
Cantor set.
(1) We say that K ⊂ G is an elementary subgroupoid if K is a compact open principal
subgroupoid of G such that K(0) = G(0).
(2) We say that G is almost finite if for any compact subset C ⊂ G and ε > 0 there
exists an elementary subgroupoid K ⊂ G such that
#(CKx \Kx)
#(Kx)
< ε
for all x ∈ G(0). We also remark that #(K(x)) equals #(Kx), becauseK is principal.
In [31, Lemma 6.3], it was shown that when ϕ : ZN y X is a free action of ZN on a
Cantor set X, the transformation groupoid Gϕ is almost finite (see [31, Definition 2.1] for
the definition of Gϕ).
A homeomorphism α of a Cantor set X is said to be elementary if it is of finite order
and {x ∈ X | αk(x) = x} is clopen for every k ∈ N ([31, Definition 7.6 (1)]).
Lemma 4.2. Suppose that G is almost finite. For any ε > 0 and α ∈ [[G]], there exists
an elementary homeomorphism α0 ∈ [[G]] such that µ(supp(α0α)) ≤ ε for any µ ∈M(G).
Proof. This statement is almost the same as [31, Lemma 7.10] and is shown by a small
modification of its proof.
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Lemma 4.3. Suppose that every G-orbit is infinite. For any elementary homeomorphism
α ∈ [[G]] and ε > 0, there exist elementary homeomorphisms α1, α2, . . . , αn ∈ [[G]] such
that α = α1α2 . . . αn and µ(supp(αi)) ≤ ε for any i = 1, 2, . . . , n and µ ∈M(G).
Proof. For x ∈ G(0), let r(x) = min{k ∈ N | αk(x) = x}. Since every G-orbit is infinite,
there exists a clopen neighborhood Ux of x such that the following hold.
• r(y) = r(x) for every y ∈ Ux,
• µ(Ux) ≤ ε/r(x) for any µ ∈M(G).
• Ux, α(Ux), . . . , αr(x)−1(Ux) are mutually disjoint.
Set Vx = Ux∪α(Ux)∪· · ·∪αr(x)−1(Ux). Then Vx is α-invariant and µ(Vx) = r(x)µ(Ux) ≤ ε.
We can find finitely many such clopen sets Vx, say V1, V2, . . . , Vn, so that they cover G
(0).
Define Wi inductively by W1 = V1 and Wi = Vi \ (W1 ∪W2 ∪ · · · ∪Wi−1). Put
αi(x) =
{
α(x) x ∈Wi
x otherwise.
It is easy to verify that α1, α2, . . . , αn satisfy the requirement.
Lemma 4.4. Suppose that G is almost finite and every G-orbit is infinite. For any
α ∈ [[G]] and ε > 0, there exist α1, α2, . . . , αn ∈ [[G]] such that α = α1α2 . . . αn and
µ(supp(αi)) ≤ ε for any i = 1, 2, . . . , n and µ ∈M(G).
Proof. This follows immediately from the lemmas above.
Lemma 4.5. Suppose that G is almost finite and minimal. Let N be a non-trivial subgroup
of [[G]] normalized by D([[G]]). Then there exists τ ∈ N \ {1} such that supp(τ) 6= G(0).
Proof. Take σ ∈ N \ {1}. There exists a non-empty clopen set A ⊂ G(0) such that
A∩σ(A) = ∅ and A∪σ(A) 6= G(0). Since G is minimal, there exists α ∈ D([[G]])\{1} such
that supp(α) ⊂ A. Then τ = ασα−1σ−1 is in N \{1} and supp(τ) ⊂ A∪σ(A) 6= G(0).
Lemma 4.6. Suppose that G is almost finite and minimal. Let N be a non-trivial subgroup
of [[G]] normalized by D([[G]]). If τ ∈ N satisfies supp(τ) 6= G(0), then ατα−1 ∈ N for
all α ∈ [[G]].
Proof. By [31, Lemma 6.8], there exists c > 0 such that µ(supp(τ)) < 1 − c for all
µ ∈ M(G). Let α ∈ [[G]]. By virtue of Lemma 4.4, it suffices to show ατα−1 ∈ N when
µ(supp(α)) ≤ c for any µ ∈ M(G). It follows from [31, Lemma 6.7] that there exists
σ ∈ [[G]] such that σ(supp(α)) ∩ supp(τ) = ∅. Therefore σα−1σ−1 commutes with τ .
Since [α, σ] = ασα−1σ−1 is in D([[G]]) and N is normalized by D([[G]]), we get
ατα−1 = α(σα−1σ−1)τ(σασ−1)α−1 ∈ N,
which completes the proof.
The proof of the following theorem is inspired by that of [1, Theorem 3.4].
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Theorem 4.7. Suppose that G is almost finite and minimal. Then any non-trivial sub-
group of [[G]] normalized by the commutator subgroup D([[G]]) contains D([[G]]). In par-
ticular, D([[G]]) is simple.
Proof. Let N ⊂ [[G]] be a non-trivial subgroup normalized by D([[G]]). By Lemma 4.5,
there exists τ ∈ N \ {1} such that supp(τ) 6= G(0). Let A ⊂ G(0) be a non-empty clopen
set such that A ∩ τ(A) = ∅. By [31, Lemma 6.8], there exists c > 0 such that µ(A) > c
for any µ ∈ M(G). We call α ∈ [[G]] small when µ(supp(α)) < c/2 for any µ ∈ M(G).
Notice that if α ∈ [[G]] is small, then
µ(supp([α, σ])) = µ(supp(ασα−1σ−1)) ≤ µ(supp(α) ∪ σ(supp(α))) < c < 1
holds for any σ ∈ [[G]] and µ ∈M(G), and hence supp([α, σ]) 6= G(0).
First, we claim that the commutator [α, β] belongs to N for any small α, β ∈ [[G]]. By
[31, Lemma 6.7], we can find σ ∈ [[G]] such that σ(supp(α)∪ supp(β)) ⊂ A. From Lemma
4.6, we get τ˜ = σ−1τσ ∈ N . Since τ˜ (supp(α)) and supp(β) are disjoint, τ˜ατ˜−1 commutes
with β. Hence
[α, β] = αβα−1β−1 = α(τ˜α−1τ˜−1)β(τ˜ατ˜−1)α−1β−1 = [[α, τ˜ ], β].
As supp(τ˜) = σ−1(supp(τ)) 6= G(0), by using Lemma 4.6 again, we also have ατ˜α−1 ∈ N ,
and hence [α, τ˜ ] ∈ N . As mentioned above, supp([α, τ˜ ]) 6= G(0) because α is small.
Therefore, by Lemma 4.6, we can conclude [α, β] ∈ N .
Next, we claim that the commutator [α, β] belongs to N if β is small. By Lemma
4.4, there exist α1, α2, . . . , αn ∈ [[G]] such that α = α1α2 . . . αn and αi is small for all
i = 1, 2, . . . , n. Suppose that [α1α2 . . . αk−1, β] ∈ N is known. By the claim above,
[αk, β] ∈ N . Besides, we can apply Lemma 4.6 for [αk, β], because supp([αk, β]) 6= G(0).
Then
[α1α2 . . . αk, β] = α1α2 . . . αk−1[αk, β](α1α2 . . . αk−1)
−1[α1α2 . . . αk−1, β]
is also in N . By induction, we obtain [α, β] ∈ N .
Finally, we would like to show that [α, β] belongs to N for any α, β ∈ [[G]]. By
Lemma 4.4, there exist β1, β2, . . . , βm ∈ [[G]] such that β = β1β2 . . . βm and βi is small
for all i = 1, 2, . . . ,m. Suppose that [α, β1β2 . . . βk−1] ∈ N is known. By the claim above,
[α, βk] ∈ N . Besides, we can apply Lemma 4.6 for [α, βk ], because supp([α, βk]) 6= G(0).
Then
[α, β1β2 . . . βk] = [α, β1β2 . . . βk−1]β1β2 . . . βk−1[α, βk](β1β2 . . . βk−1)
−1
is also in N . By induction, we obtain [α, β] ∈ N . Hence the commutator subgroupD([[G]])
is contained in N .
Remark 4.8. In general, we do not know what the abelianization [[G]]/D([[G]]) is. In
[31, Theorem 7.5], it was shown that the index map I : [[G]]→ H1(G) is surjective when G
is almost finite. Thus [[G]]/D([[G]]) at least has H1(G) ∼= [[G]]/[[G]]0 as its quotient. For
a minimal action ϕ : Z y X of Z on a Cantor set X, it is known that [[Gϕ]]0/D([[Gϕ]]])
is isomorphic to H0(Gϕ)⊗ Z2 (see [30, Theorem 4.8] and the remark following it).
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4.2 Purely infinite groupoids
Throughout this subsection, we let G be an essentially principal e´tale groupoid whose unit
space is a Cantor set. In this subsection, we would like to show that the commutator
subgroup D([[G]]) of the topological full group [[G]] is simple when G is purely infinite
and minimal (Theorem 4.16). We first introduce the notion of purely infinite groupoids.
This definition is inspired by the work of M. Rørdam and A. Sierakowski [39].
Definition 4.9. (1) A clopen set A ⊂ G(0) is said to be properly infinite if there exist
compact open G-sets U, V ⊂ G such that s(U) = s(V ) = A, r(U) ∪ r(V ) ⊂ A and
r(U) ∩ r(V ) = ∅.
(2) We say that G is purely infinite if every clopen set A ⊂ G(0) is properly infinite.
It is easy to see that if G is purely infinite, then for any clopen set Y ⊂ G(0) the
reduction G|Y is also purely infinite. It is also clear that if G(0) is properly infinite, then
there does not exist a G-invariant probability measure. When G is purely infinite, in
essentially the same way as [39, Theorem 4.1], one can prove that the reduced groupoid
C∗-algebra C∗r (G) is purely infinite.
The following is a generalization of [28, Theorem 2.5].
Proposition 4.10. Suppose that G(0) is properly infinite. The group [[G]] contains a
subgroup isomorphic to the free product Z2 ∗ Z3. In particular, [[G]] is not amenable.
Proof. Since G(0) is properly infinite, there exist compact open G-sets U, V ⊂ G such that
s(U) = s(V ) = G(0) and r(U)∩r(V ) = ∅. Let A = r(U) and B = r(V ). Define α, β ∈ [[G]]
by
α(x) =


πV (π
−1
U (x)) x ∈ A
πU(π
−1
V (x)) x ∈ B
x otherwise,
β(x) =


πV (π
−1
U (π
−1
U (x))) x ∈ r(UU)
πU (x) x ∈ B
πU (πU (π
−1
V ((π
−1
U (x))))) x ∈ r(UV )
x otherwise.
Evidently α2 = 1, β3 = 1, α(A) = B, β(B) ⊂ A and β2(B) ⊂ A. The table-tennis
lemma (see [19, II.B.24], for instance) implies that the subgroup generated by α and β is
isomorphic to the free product Z2 ∗ Z3.
Proposition 4.11. The following conditions are mutually equivalent.
(1) G is purely infinite and minimal.
(2) For any clopen sets A,B ⊂ G(0) with B 6= ∅, there exists a compact open G-set
U ⊂ G such that s(U) = A and r(U) ⊂ B.
(3) For any clopen sets A,B ⊂ G(0) with A 6= G(0) and B 6= ∅, there exists α ∈ [[G]]
such that α(A) ⊂ B.
Proof. (1)⇒(2) There exist compact open G-sets U, V ⊂ G such that s(U) = s(V ) = B,
r(U) ∪ r(V ) ⊂ B and r(U) ∩ r(V ) = ∅, because B is properly infinite. Define V1, V2, . . .
inductively by V1 = U , Vn+1 = V Vn. Then Vn are compact open G-sets which satisfy
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s(Vn) = B, r(Vn) ⊂ B and r(Vn) ∩ r(Vm) = ∅ for n 6= m. Since G is minimal, we can find
compact openG-setsW1,W2, . . . ,Wn such that r(Wi) ⊂ B, A = s(W1)∪s(W2)∪· · ·∪s(Wn)
and s(Wi) ∩ s(Wj) = ∅ for i 6= j. Define a compact open G-set W ⊂ G by
W =
n⋃
i=1
ViWi.
Clearly we have s(W ) = A and r(W ) ⊂ B.
(2)⇒(3) First, we assume that B \A is not empty. By (2), there exists a compact open
G-set U ⊂ G such that s(U) = A and r(U) ⊂ B \A. Then
V = U ∪ U−1 ∪ (G(0) \ (s(U) ∪ r(U)))
is a compact open G-set satisfying s(V ) = r(V ) = G(0). Hence πV belongs to [[G]]. It is
easy to see πV (A) ⊂ B. Next, we assume that B\A is empty, thusB ⊂ A. By the argument
above, we can find α1, α2 ∈ [[G]] such that α1(A) ⊂ G(0) \A and α2(G(0) \A) ⊂ B. Then
α = α2α1 meets the requirement.
(3)⇒(1) Clearly (3) implies minimality of G. Let A ⊂ G(0) be a non-empty clopen
subset. Choose mutually disjoint non-empty clopen sets B0, B1, B2 ⊂ A. By (3), there
exist α1, α2 ∈ [[G]] satisfying α1(A \ B0) ⊂ B1 and α2(B0 ∪ B1) ⊂ B2. Let U1, U2 be
compact open G-sets such that α1 = πU1 and α2 = πU2 . Define compact open G-sets V1
and V2 by
V1 = B0 ∪ U1(A \B0) and V2 = U2V1.
It is not so hard to see s(V1) = s(V2) = A, r(V1) ⊂ B0 ∪B1 and r(V2) ⊂ B2. The proof is
complete.
Remark 4.12. Let X be a Cantor set and let ϕ : Γ y X be an action of a countable
discrete group Γ by homeomorphisms. The action ϕ is said to be n-filling in the sense
of P. Jolissaint and G. Robertson [22] if for any non-empty clopen sets A1, A2, . . . , An of
X, there exist g1, g2, . . . , gn ∈ Γ such that ϕg1(A1) ∪ · · · ∪ ϕgn(An) = X. We can see
that if ϕ is n-filling, then the transformation groupoid Gϕ = Γ×X is purely infinite and
minimal. Indeed, one can verify condition (2) of the proposition above as follows. We
identify the unit space G(0) with X. Let A,B ⊂ X be non-empty clopen sets. We would
like to construct a compact open Gϕ-set U ⊂ Gϕ such that s(U) = A and r(U) ⊂ B.
Let B1, B2, . . . , Bn ⊂ B be mutually disjoint non-empty clopen sets. Since ϕ is n-filling,
there exist g1, g2, . . . , gn ∈ Γ such that ϕg1(B1)∪· · · ∪ϕgn(Bn) = X. Define C1, C2, . . . , Cn
inductively by
C1 = B1 ∩ ϕ−1g1 (A) and Ck+1 = Bk+1 ∩ ϕ−1gk+1(A \ (ϕg1(C1) ∪ · · · ∪ ϕgk(Ck))).
Then Ck are mutually disjoint and A equals the disjoint union ϕg1(C1)∪ · · · ∪ϕgn(Cn). It
follows that U =
⋃{g−1k }×ϕgk(Ck) is a compact open G-set with s(U) = A and r(U) ⊂ B.
Lemma 4.13. Suppose that G is purely infinite and minimal.
(1) For any clopen set A,B ⊂ G(0) with A 6= G(0) and B 6= ∅, there exists α ∈ [[G]] such
that α(A) ⊂ B and A ∪ supp(α) 6= G(0).
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(2) For any clopen set A,B ⊂ G(0) with A 6= G(0) and B 6= ∅, there exists α ∈ D([[G]])
such that α(A) ⊂ B.
Proof. (1) Take a clopen set C so that C 6= G(0), A ⊂ C, C \ A 6= ∅ and B ∩ C 6= ∅. The
reduction G|C = r−1(C)∩s−1(C) is purely infinite and minimal. By Proposition 4.11 (3),
there exists α ∈ [[G|C]] such that α(A) ⊂ B ∩ C. Letting α(x) = x for x /∈ C, we may
regard α as an element of [[G]] and obtain A ∪ supp(α) ⊂ C 6= G(0).
(2) By (1), we can find α ∈ [[G]] such that α(A) ⊂ B and A ∪ supp(α) 6= G(0). By
Proposition 4.11 (3), there exists σ ∈ [[G]] such that
σ(A ∪ supp(α)) ⊂ G(0) \ (A ∪ supp(α)).
Then we have (ασα−1σ−1)(A) = α(A) ⊂ B.
Lemma 4.14. Suppose that G is purely infinite and minimal. Let N ⊂ [[G]] be a non-
trivial subgroup normalized by D([[G]]). For any τ ∈ N , there exist τ1, τ2 ∈ N such that
supp(τ1) 6= G(0), supp(τ2) 6= G(0) and τ = τ1τ2.
Proof. It suffices to show the lemma when supp(τ) = G(0). We can find a non-empty
clopen set A ⊂ G(0) such that A ∩ τ(A) = ∅ and A ∪ τ(A) 6= G(0). Choose a non-empty
clopen set B so that B ∩ A = ∅, B ∩ τ(A) = ∅ and A ∪ τ(A) ∪ B 6= G(0). There exists
σ0 ∈ [[G]] such that σ0(τ(A)) ⊂ B, because G is purely infinite and minimal. Define
σ1, σ2 ∈ [[G]] by
σ1(x) =


τ(x) x ∈ A
τ−1(x) x ∈ τ(A)
x otherwise
and σ2(x) =


σ0(x) x ∈ τ(A)
σ−10 (x) x ∈ σ0(τ(A))
x otherwise.
Then σ = [σ2, σ1] ∈ D([[G]]) satisfies supp(σ) ⊂ A∪ τ(A) ∪B and σ(x) = τ(x) for x ∈ A.
By Lemma 4.13 (2), there exists α ∈ D([[G]]) such that α(A ∪ τ(A) ∪ B) ⊂ A. Since
N is normalized by D([[G]]) and τ is in N , we have
τ1 = α
−1[ασα−1, τ ]α ∈ N.
In addition, as
supp(τασα−1τ−1) = τ(α(supp(σ))) ⊂ τ(α(A ∪ τ(A) ∪B)) ⊂ τ(A)
and A ∩ τ(A) = ∅, for any x ∈ A we get
τ1(x) = (σα
−1τασ−1α−1τ−1α)(x) = (σα−1α)(x) = σ(x) = τ(x).
Also, one has supp(τ1) ⊂ α−1(A ∪ τ(A)) 6= G(0). Let τ2 = τ−11 τ . Then τ = τ1τ2 is a
desired decomposition.
Lemma 4.15. Suppose that G is purely infinite and minimal. Let N ⊂ [[G]] be a non-
trivial subgroup normalized by D([[G]]). For any τ ∈ N and α ∈ [[G]], we have ατα−1 ∈ N .
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Proof. First, we assume supp(α) 6= G(0) and supp(τ) 6= G(0). By Proposition 4.11 (3),
there exists σ ∈ [[G]] such that σ(supp(α)) ∩ supp(τ) = ∅. Then
ατα−1 = [α, σ]τ [α, σ]−1 ∈ N,
because σασ−1 commutes with τ .
Let us consider the general case. Let τ ∈ N and α ∈ [[G]]. By Lemma 4.14, there exist
τ1, τ2 ∈ N such that supp(τ1) 6= G(0), supp(τ2) 6= G(0) and τ = τ1τ2. Similarly, there exist
α1, α2 ∈ [[G]] such that supp(α1) 6= G(0), supp(α2) 6= G(0) and α = α1α2. (It is easy to
find such a decomposition for an element in [[G]].) It follows from the proof above that
ατα−1 = (α1α2τ1α
−1
2 α
−1
1 )(α1α2τ2α
−1
2 α
−1
1 ) ∈ N.
We are now ready to prove the main theorem of this subsection.
Theorem 4.16. Suppose that G is purely infinite and minimal. Then any non-trivial
subgroup of [[G]] normalized by the commutator subgroup D([[G]]) contains D([[G]]). In
particular, D([[G]]) is simple.
Proof. Let N be a non-trivial subgroup of [[G]] normalized by D([[G]]). Let τ ∈ N \ {1}.
There exists a non-empty clopen set A ⊂ G(0) such that A ∩ τ(A) = ∅.
We would like to show that [α, β] is in N for any α, β ∈ [[G]]. First, we assume
supp(α) 6= G(0) and supp(β) 6= G(0). By Lemma 4.13 (1), we can find γ ∈ [[G]] such that
γ(supp(α)) ∩ supp(β) = ∅ and supp(α) ∪ supp(γ) 6= G(0). There exists σ ∈ [[G]] such that
σ(supp(α) ∪ supp(γ)) ⊂ A. By Lemma 4.15, τ˜ = σ−1τσ is in N . It is easy to see
(supp(α) ∪ supp(γ)) ∩ τ˜(supp(α) ∪ supp(γ)) = ∅,
and so (τ˜ γτ˜−1)(x) = x for any x ∈ supp(α). Hence γ˜ = [γ, τ˜ ] satisfies γ˜(supp(α)) ∩
supp(β) = ∅. It follows that γ˜αγ˜−1 commutes with β. Moreover, by Lemma 4.15, γ˜ is in
N , too. Therefore
[α, β] = αβα−1β−1 = α(γ˜αγ˜−1)β(γ˜α−1γ˜−1)α−1β−1 = [[α, γ˜], β]
is in N .
Next, we would like to show [α, β] ∈ N when supp(β) 6= G(0). We can find α1, α2 ∈ [[G]]
such that supp(α1) 6= G(0), supp(α2) 6= G(0) and α = α1α2. By the proof above, [α1, β]
and [α2, β] are in N . It follows from Lemma 4.15 that
[α, β] = [α1α2, β] = α1[α2, β]α
−1
1 [α1, β]
belongs to N .
Finally, let us show [α, β] ∈ N . We can find β1, β2 ∈ [[G]] such that supp(β1) 6= G(0),
supp(β2) 6= G(0) and β = β1β2. By the proof above, [α, β1] and [α, β2] are in N . It follows
from Lemma 4.15 that
[α, β] = [α, β1β2] = [α, β1]β1[α, β2]β
−1
1
belongs to N , as desired.
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Remark 4.17. In view of Theorem 4.16, it is a natural problem to determine the abelian-
ization [[G]]/D([[G]]). In Theorem 5.2, it will be shown that the index map I : [[G]] →
H1(G) is surjective when G is purely infinite. Thus [[G]]/D([[G]]) at least has H1(G) ∼=
[[G]]/[[G]]0 as its quotient. In general, however, we do not know what the quotient group
[[G]]0/D([[G]]) is. When G arises from a one-sided irreducible shift of finite type, we will
prove that [[G]]/D([[G]]) is isomorphic to (H0(G)⊗ Z2)⊕H1(G) (Corollary 6.24 (1)).
5 Surjectivity of the index map
Throughout this section, we let G be an essentially principal e´tale groupoid whose unit
space is a Cantor set. In this section we will show that the index map I : [[G]] → H1(G)
is surjective when G is purely infinite (Theorem 5.2).
Lemma 5.1. Suppose that G is purely infinite. For any clopen sets A1, A2, . . . , An ⊂ G(0),
there exist compact open G-sets U1, U2, . . . , Un such that s(Ui) = Ai for all i and the sets
r(Ui) are mutually disjoint.
Proof. The proof is by induction on n. Suppose that the lemma is known for n − 1. Let
A1, A2, . . . , An ⊂ G(0) be clopen sets. There exist compact open G-sets U1, U2, . . . , Un−1
such that s(Ui) = Ai for all i and the sets r(Ui) are mutually disjoint. Set Bi = r(Ui)∩An
for i = 1, 2, . . . , n−1. By pure infiniteness of G, we can find compact open G-sets Vi and
Wi such that s(Vi) = s(Wi) = Bi, r(Vi) ∪ r(Wi) ⊂ Bi and r(Vi) ∩ r(Wi) = ∅. Define
compact open G-sets U ′1, U
′
2, . . . , U
′
n−1 by
U ′i = ((r(Ui) \Bi) ∪ ViBi)Ui.
Let
Un =W1B1 ∪W2B2 ∪ · · · ∪Wn−1Bn−1 ∪ (An \ (B1 ∪B2 ∪ · · · ∪Bn−1)).
Then U ′1, U
′
2, . . . , U
′
n−1, Un meet the requirement.
Theorem 5.2. Suppose that G is purely infinite. The index map I : [[G]] → H1(G) is
surjective.
Proof. Let δ1 : Cc(G,Z) → C(G(0),Z) and δ2 : Cc(G(2),Z) → Cc(G,Z) be as in [31,
Section 3]. The homology group H1(G) is Ker δ1/ Im δ2. For f ∈ Ker δ1, we denote its
equivalence class in H1(G) by [f ]. For a subset C ⊂ G, we let 1C denote the characteristic
function of C.
Let f ∈ Ker δ1. We would like to show that there exists a compact open G-set V such
that s(V ) = r(V ) = G(0) and [f ] = [1V ]. By [31, Lemma 7.3 (4)], we may assume that
there exist compact open G-sets C1, C2, . . . , Cn such that f = 1C1 +1C2 + · · ·+1Cn . Since
f is in Ker δ1, one has
n∑
i=1
1r(Ci) =
n∑
j=1
1s(Cj).
Hence there exist clopen sets Aij ⊂ G(0) for i, j = 1, 2, . . . , n satisfying
n∑
i=1
1Aij = 1r(Cj) and
n∑
j=1
1Aij = 1s(Ci).
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By the lemma above, we can find compact open G-sets U1, U2, . . . , Un such that s(Ui) =
r(Ci) for all i and the sets r(Ui) are mutually disjoint. Put
Vij = UiCiAijU
−1
j .
Then Vij is a compact open G-set which satisfies
r(Vij) = UiCiAijU
−1
j UjAijCiU
−1
i = UiCiAijr(Cj)AijCiU
−1
i = r(UiCiAij)
and
s(Vij) = UjAijC
−1
i U
−1
i UiCiAijU
−1
j = UjAijC
−1
i r(Ci)CiAijU
−1
j = s(AijU
−1
j ).
Therefore V =
⋃
i,j Vij is a compact open G-set satisfying
r(V ) =
n⋃
i=1
r(UiCi) =
n⋃
i=1
r(Ui) =
n⋃
j=1
s(U−1j ) = s(V ).
By using [31, Lemma 7.3 (1)] repeatedly, we obtain
[1V ] =

∑
i,j
1Vij

 =

∑
i,j
1
UiCiAijU
−1
j


=

∑
i,j
(1UiCiAij + 1AijU−1j
)


=

∑
i
1UiCi +
∑
j
1
U−1j


=

∑
i
(1Ui + 1Ci) +
∑
j
1U−1j


in H1(G). This, together with [31, Lemma 7.3 (4)], implies [1V ] = [f ] in H1(G). Hence
V˜ = V ∪ (G(0) \ s(V )) is a desired G-set.
We will use the following lemma in Section 6.5. For f ∈ C(G(0),Z), we denote its
equivalence class in H0(G) by [f ]G.
Lemma 5.3. Suppose that G is purely infinite. For any h ∈ H0(G), there exists a non-
empty clopen set A such that [1A]G = h.
Proof. There exists f ∈ C(G(0),Z) such that [f ]G = h. We can find non-empty clopen
sets C1, C2, . . . , Cn and D1,D2, . . . ,Dm such that
f =
n∑
i=1
1Ci −
m∑
j=1
1Dj .
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From Lemma 5.1, there exist compact open G-sets U1, U2, . . . , Un and V1, V2, . . . , Vm such
that s(Ui) = Ci, s(Vj) = Dj for all i, j and the sets r(Ui), r(Vj) are mutually disjoint. Let
C =
n⋃
i=1
r(Ui) and D =
m⋃
j=1
r(Vj).
Then [f ]G = [1C ]G − [1D]G. Since G is purely infinite, there exist compact open G-sets
U, V ⊂ G such that s(U) = s(V ) = D, r(U) ∪ r(V ) ⊂ D and r(U) ∩ r(V ) = ∅. Put
E = D \ (r(U) ∪ r(V )). One has
[1E ]G = [1D]G − [1r(U)]G − [1r(V )]G = [1D]G − [1D]G − [1D]G = −[1D]G,
which implies
h = [f ]G = [1C ]G − [1D]G = [1C ]G + [1E ]G = [1C∪E ]G,
as desired.
6 Groupoids from shifts of finite type
In this section we study topological full groups of e´tale groupoids arising from shifts of
finite type. We refer the reader to [10, 25] for background material on symbolic dynamical
systems.
6.1 Preliminaries
Let (V, E) be a finite directed graph, where V is a finite set of vertices and E is a finite
set of edges. For e ∈ E , i(e) denotes the initial vertex of e and t(e) denotes the terminal
vertex of e. Let M = (M(ξ, η))ξ,η∈V be the adjacency matrix of (V, E), that is,
M(ξ, η) = #{e ∈ E | i(e) = ξ, t(e) = η}.
We assume that M is irreducible (i.e. for all ξ, η ∈ V there exists n ∈ N such that
Mn(ξ, η) > 0) and that M is not a permutation matrix. Define
X = {(xk)k∈N ∈ EN | t(xk) = i(xk+1) ∀k ∈ N}.
With the product topology, X is a Cantor set (see condition (I) defined in [10]). Define a
surjective continuous map σ : X → X by
σ(x)k = xk+1 k ∈ N, x = (xk)k ∈ X.
In other words, σ is the (one-sided) shift on X. It is easy to see that σ is a local homeo-
morphism. The dynamical system (X,σ) is called the one-sided irreducible shift of finite
type associated with the graph (V, E).
The e´tale groupoid G for (X,σ) is given by
G = {(x, n, y) ∈ X × Z×X | ∃k, l ∈ N, n = k−l, σk(x) = σl(y)}.
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The topology of G is generated by the sets {(x, k−l, y) ∈ G | x ∈ A, y ∈ B, σk(x) =
σl(y)}, where A,B ⊂ X are open and k, l ∈ N. Two elements (x, n, y) and (x′, n′, y′) in G
are composable if and only if y = x′, and the multiplication and the inverse are
(x, n, y) · (y, n′, y′) = (x, n+n′, y′), (x, n, y)−1 = (y,−n, x).
We identify X with the unit space G(0) via x 7→ (x, 0, x).
A multiindex µ = (e1, e2, . . . , ek) with ej ∈ E is called a word. We denote by |µ| the
length k of µ and write i(µ) = i(e1), t(µ) = t(ek). Every e ∈ E is regarded as a word of
length one. When µ = (e1, e2, . . . , ek) and ν = (f1, f2, . . . , fl) are words, we write µν for
the word µν = (e1, . . . , ek, f1, . . . , fl) of length k+ l. A word µ = (e1, e2, . . . , ek) is said to
be admissible if t(ej) = i(ej+1) for every j = 1, 2, . . . , k−1. For a word µ = (e1, e2, . . . , ek),
Cµ = {(xn)n∈N ∈ X | xj = ej ∀j = 1, 2, . . . , k}
is a clopen subset of X and is called a cylinder set. Clearly, Cµ is non-empty if and only
if µ is admissible. For any two cylinder sets Cµ and Cν , we have Cµ ∩Cν = ∅, Cµ ⊂ Cν or
Cµ ⊃ Cν . For ξ ∈ V, we set
Dξ = {(xn)n∈N ∈ X | i(x1) = ξ}.
For words µ and ν with t(µ) = t(ν), we define a compact open G-set Uµ,ν by
Uµ,ν = {(x, |µ| − |ν|, y) ∈ G | σ|µ|(x) = σ|ν|(y), x ∈ Cµ, y ∈ Cν}.
The subsets Uµ,ν form a base for the topology of G.
Lemma 6.1. For any non-empty clopen set Y ⊂ X, the e´tale groupoid G|Y is purely
infinite and minimal.
Proof. By the remark following Definition 4.9, we may assume Y = X. We check condition
(2) of Proposition 4.11. Let A and B be non-empty clopen subsets of X. Write A and B
as disjoint unions A =
⋃
µ∈I Cµ and B =
⋃
ν∈J Cν of non-empty cylinder sets, respectively.
By dividing up the cylinder sets Cν if necessary, we may assume that #J is not less than
#I. Let f : I → J be an injection. Since the graph (V, E) is irreducible, for each µ ∈ I,
we can find an admissible word µ′ such that Cµ′ ⊂ Cf(µ) and t(µ′) = t(µ). Set
U =
⋃
µ∈I
Uµ′,µ.
Then U is a compact open G-set satisfying s(U) = A and r(U) ⊂ B.
Let us recall the homology groups Hn(G) from [31, Section 4]. The e´tale groupoid G
has an open subgroupoid
K = {(x, 0, y) ∈ G}.
It is well-known thatK is an AF (approximately finite) groupoid (see [37, Defintion III.1.1]
or [31, Definition 2.2] for the definition of AF groupoids) and that H0(K) is isomorphic
to the inductive limit
lim
−→
(ZV
M t−→ ZV M t−→ . . . ),
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where M t is the transpose of M and is thought of as a homomorphism from ZV to ZV .
This group is called the dimension group of the subshift (X,σ). Notice that K is not
necessary minimal. Indeed, K is minimal if and only if the subshift (X,σ) is topologically
mixing. For f ∈ C(X,Z), we denote its equivalence class in H0(K) by [f ]K . There exists
an automorphism δ : H0(K)→ H0(K) such that
[1r(U)]K = δ
−n
(
[1s(U)]K
)
holds for any n ∈ Z and any compact open G-set U contained in {(x, n, y) ∈ G}. Then,
by virtue of [31, Theorem 4.14], we have
H0(G) ∼= Coker(id−δ) ∼= Coker(id−M t),
H1(G) ∼= Ker(id−δ) ∼= Ker(id−M t)
and Hn(G) = 0 for n ≥ 2. In particular, H0(G) is a finitely generated abelian group
and H1(G) is the torsion-free part of H0(G). We remark that Coker(id−M t) is called
the Bowen-Franks group of M ([25, Definition 7.4.15]). For f ∈ C(X,Z), we denote its
equivalence class in H0(G) by [f ]G.
K. Matsumoto [26, 27] obtained the following classification theorem (see also [31, The-
orem 5.1]). Actually, only the case of Yi = Xi was considered in [26, 27], but the proof
works in the general case.
Theorem 6.2 ([26, Theorem 1.1], [27, Theorem 1.1]). For i = 1, 2, let (Vi, Ei) be a
finite directed graph and suppose that the adjacency matrix Mi is irreducible and is not
a permutation matrix. Let (Xi, σi) be the one-sided shift associated with (Vi, Ei) and let
Gi be the e´tale groupoid for (Xi, σi). Let Yi ⊂ Xi be a non-empty clopen subset. If
there exists an isomorphism ϕ : H0(G1) → H0(G2) such that ϕ([1Y1 ]G1) = [1Y2 ]G2 and
det(id−M t1) = det(id−M t2), then G1|Y1 is isomorphic to G2|Y2 as an e´tale groupoid.
In the theorem above, we do not know whether or not the hypothesis det(id−M t1) =
det(id−M t2) is really necessary. If the torsion-free part of H0(Gi) is non-zero (or equiva-
lentlyH1(Gi) 6= 0), then det(id−M ti ) = 0. Thus the hypothesis det(id−M t1) = det(id−M t2)
automatically holds. When H0(Gi) is a torsion group (or equivalently H1(Gi) = 0), we al-
ways have |det(id−M t1)| = |det(id−M t2)|, and so the only issue is the sign of det(id−M ti ).
We also remark that the pair Coker(id−M t) and det(id−M t) is a complete invariant
of flow equivalence for two-sided irreducible shifts of finite type ([13]).
Remark 6.3. We would like to note a close connection between the topological full group
[[G]] and Thompson’s groups. I wish to thank R. Grigorchuk, who drew my attention
to this connection. For background on Thompson’s groups, see the survey article [7] and
the references therein. In 1965 Richard Thompson gave the first example of a finitely
presented infinite simple group. G. Higman [20] and K. S. Brown [4] later introduced
infinite families Fn,r ⊂ Tn,r ⊂ Vn,r of finitely presented infinite simple groups generalizing
Thompson’s example. Notice that Vn,r is written Gn,r in [4]. Here we describe Fn,r and
Vn,r as subgroups of PL (piecewise linear) maps on an interval.
Let n ∈ N \ {1} and r ∈ N. Let Fn,r be the set of all PL homeomorphisms f : [0, r]→
[0, r] with finitely many singularities such that all singularities of f are in Z[1/n] and the
derivative of f at any non-singular point is nk for some k ∈ Z. It is easy to see that
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Fn,r is closed under composition and forms a group. It is known that Fn,r is independent
of r up to isomorphism, the commutator subgroup D(Fn,r) is simple, the abelianization
Fn,r/D(Fn,r) is Z
n, and Fn,r is finitely presented ([4]). It is an outstanding open problem
whether the group Fn,r is amenable. The group Vn,r is defined to be the group of all right
continuous PL bijections f : [0, r) → [0, r) with finitely many singularities such that all
singularities of f are in Z[1/n], the derivative of f at any non-singular point is nk for some
k ∈ Z and f maps Z[1/n] ∩ [0, r) to itself. We call Vn,r the Higman-Thompson groups. It
is known that Vn,r is finitely presented, the commutator subgroup D(Vn,r) is simple, and
the abelianization Vn,r/D(Vn,r) is trivial when n is even and is Z2 when n is odd ([4]).
Also, Vn,r contains non-abelian free groups. For n1, n2, r1, r2, the groups Vn1,r1 and Vn2,r2
are isomorphic if and only if n1 = n2 and gcd(n1−1, r1) = gcd(n2−1, r2) ([36]). It is also
possible to describe Fn,r ⊂ Vn,r as groups of homeomorphisms of the Cantor set.
Let (X,σ) be the full shift over n symbols and let G be the e´tale groupoid associated to
(X,σ). The C∗-algebra C∗r (G) is the Cuntz algebra On. V. V. Nekrashevych [34] proved
that the Higman-Thompson group Vn,1 is identified with a certain subgroup of the unitary
group U(On) ([34, Proposition 9.6]). This identification yields an isomorphism between
the Higman-Thompson group Vn,1 and the topological full group [[G]]. Therefore, when
(X,σ) is a shift of finite type which is not necessarily a full shift, [[G]] can be thought of
as a generalization of Vn,1. We will prove that [[G]] is of type F∞ in later subsections. In
Section 6.7.1, we revisit the e´tale groupoids of full shifts.
6.2 Equivalence between clopen subsets
We use the notation of the preceding subsection. As mentioned above, H0(G) is isomorphic
to Coker(id−M t). This isomorphism is described as follows. For ξ ∈ V, we consider the
clopen set Dξ = {x ∈ X | i(x1) = ξ}. The map sending ξ 7→ [1Dξ ]G gives rise to a
homomorphism from ZV to H0(G). It is well-known that this homomorphism is surjective
and its kernel is (id−M t)ZV (see [9, Proposition 3.1], [31, Theorem 4.14]). Thus, it induces
H0(G) ∼= Coker(id−M t).
Theorem 6.4. For non-empty clopen sets A,B ⊂ X, the following conditions are equiv-
alent.
(1) [1A]G = [1B ]G in H0(G).
(2) There exists a compact open G-set U such that s(U) = A and r(U) = B.
Proof. The implication from (2) to (1) is immediate from the definition ofH0(G). We show
that (1) implies (2). Write A and B as disjoint unions A =
⋃
µ∈I Cµ and B =
⋃
ν∈J Cν of
non-empty cylinder sets Cµ, Cν , respectively. By dividing up a cylinder set if necessary,
we may assume that there exist µ0 ∈ I and ν0 ∈ J such that t(µ0) = ζ = t(ν0). We define
a, b ∈ ZV by
a(ξ) = #{µ ∈ I | t(µ) = ξ}, b(ξ) = #{ν ∈ J | t(ν) = ξ} ∀ξ ∈ V.
Since [1A]G equals [1B ]G, a − b ∈ ZV is in the image of id−M t. Therefore, there exist
c, d ∈ NV such that a + (M t − id)c = b + (M t − id)d. By dividing the clopen set Dζ
24
into cylinder sets, we can find a finite set L of admissible words such that Dζ equals the
disjoint union
⋃
λ∈L Cλ and
#{λ ∈ L | t(λ) = ξ} ≥ max{c(ξ), d(ξ)} ∀ξ ∈ V.
Define I ′ and J ′ by
I ′ = (I \ {µ0}) ∪ {µ0λ | λ ∈ L} and J ′ = (J \ {ν0}) ∪ {ν0λ | λ ∈ L}.
Then we have A =
⋃
µ∈I′ Cµ and B =
⋃
ν∈J ′ Cν . Also,
a′(ξ) = #{µ ∈ I ′ | t(µ) = ξ} and b′(ξ) = #{ν ∈ J ′ | t(ν) = ξ}
still satisfy a′ + (M t − id)c = b′ + (M t − id)d, because a′ − a = b′ − b. For each ξ ∈ V, we
can find a finite subset I ′ξ ⊂ I ′ such that t(µ) = ξ for all µ ∈ I ′ξ and #I ′ξ = c(ξ). Define I ′′
by
I ′′ =

I ′ \ ⋃
ξ∈V
I ′ξ

 ∪ ⋃
ξ∈V
{µe | µ ∈ I ′ξ, e ∈ E , i(e) = ξ}.
Then we have A =
⋃
µ∈I′′ Cµ and
a′′(ξ) = #{µ ∈ I ′′ | t(µ) = ξ} = a′(ξ)− c(ξ) +
∑
η
M(η, ξ)c(η),
that is, a′′ = a′ + (M t − id)c. Similarly, we can construct a set J ′′ of admissible words
such that B =
⋃
ν∈J ′′ Cν and b
′′ = b′ + (M t − id)d, where
b′′(ξ) = #{ν ∈ J ′′ | t(ν) = ξ}.
It follows from a′ + (M t − id)c = b′ + (M t − id)d that there exists a bijection f : I ′′ → J ′′
such that t(µ) = t(f(µ)) for every µ ∈ I ′′. Then
U =
⋃
µ∈I′′
Uf(µ),µ
is a compact open G-set satisfying r(U) = B and s(U) = A.
6.3 The Haagerup property
As in Section 6.1, we let G be the e´tale groupoid arising from a one-sided irreducible shift
of finite type (X,σ). We use the notation of Section 6.1. We have already seen that [[G]]
is not amenable (see Proposition 4.10 and Proposition 6.1). In this subsection, we would
like to see that [[G]] has the Haagerup property, i.e. it is a-T-menable in the sense of M.
Gromov. Indeed, this is a corollary of B. Hughes’s theorem [21, Theorem 1.1], which states
that any locally finitely determined group of local similarities on a compact ultrametric
space has the Haagerup property. One can regard X as a compact ultrametric space and
introduce a suitable finite similarity structure for (cylinder sets of) X. Then [21, Theorem
1.1] applies to show that [[G]] has the Haagerup property. But, instead of proceeding in
this way, we would like to provide a self-contained succinct proof of it for the convenience
of the reader. I wish to thank R. Grigorchuk, who drew my attention to this problem and
to the reference [21].
We recall the notion of zipper actions from [21].
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Definition 6.5 ([21, Defintion 5.1]). An action ϕ : Γy Ω of a discrete group Γ on a set
Ω is called a zipper action if there exists a subset Z ⊂ Ω such that the following hold.
(1) For every α ∈ Γ, the symmetric difference ϕα(Z)△ Z is finite.
(2) For every r > 0, {α ∈ Γ | #(ϕα(Z)△ Z) ≤ r} is finite.
Theorem 6.6 ([21, Theorem 5.3]). If a discrete group Γ admits a zipper action, then Γ
has the Haagerup property.
In order to apply the theorem above to Γ = [[G]], we have to construct a zipper action
of [[G]]. Let Ω be the set of equivalence classes of non-empty compact open G-sets V such
that s(V ) is a cylinder set. Two such V1 and V2 are equivalent provided V2 = V1Uµ,ν ,
where s(V1) = Cµ and s(V2) = Cν . We denote the equivalence class of V in Ω by [V ].
Define an action ϕ : [[G]] y Ω by ϕα([V ]) = [WV ], where W is the compact open G-set
such that α = πW .
Theorem 6.7. The action ϕ : [[G]] y Ω is a zipper action. In particular, [[G]] has the
Haagerup property.
Proof. Define a subset Z ⊂ Ω by
Z = {[Cµ] ∈ Ω | Cµ is a non-empty cylinder set}.
Let α = πW ∈ [[G]]. There exist admissible words µ1, µ2, . . . , µk, ν1, ν2, . . . , νk such
that t(µi) = t(νi) for all i = 1, 2, . . . , k and W equals the disjoint union
⋃k
i=1 Uµi,νi .
Suppose that there exists L ⊂ {1, 2, . . . , k} such that ⋃i∈L Uµi,νi equals Uµ,ν for some
admissible words µ, ν with t(µ) = t(ν). Then we may replace
⋃
i∈L Uµi,νi with Uµ,ν .
By repeating this procedure if necessary, we may assume that no such L exists. Let
m(α) = max{|µi|, |νi| | i = 1, 2, . . . , k}.
We would like to estimate #(ϕα(Z)△ Z). Let [Cλ] ∈ Z. Then ϕα([Cλ]) = [WCλ] is
in Z if and only if there exists i such that Cλ is contained in Cνi . Hence, if [Cλ] is in
Z \ ϕ−1α (Z), then Cλ is not contained in any Cνi , and so in particular
|λ| < max{|νi| | i = 1, 2, . . . , k} ≤ m(α).
Therefore #(Z \ ϕ−1α (Z)) = #(ϕα(Z) \ Z) does not exceed the number of admissible
words of length less than m(α), and hence is finite. In the same way, we can show
#(Z \ϕα(Z)) is finite, which implies condition (1) of Definition 6.5. Next, let us estimate
#(ϕα(Z)△ Z) from below. Without loss of generality, we may assume m(α) = |ν1|. Let
ν1 = (e1, e2, . . . , em(α)). Put λj = (e1, e2, . . . , ej) for j = 1, 2, . . . ,m(α)−1. Then Cλj is
not contained in any Cνi . It follows that ϕα([Cλj ]) is not in Z, and so we get
#(ϕα(Z)△ Z) ≥ #(ϕα(Z) \ Z) ≥ m(α) − 1.
Hence, in order to prove condition (2) of Definition 6.5, for given r > 0, it suffices to
show that the set of α ∈ [[G]] such that m(α) < r is finite. Clearly there exist finitely
many partitions of X into cylinder sets Cµ satisfying |µ| < r. Hence the number of
α = πW ∈ [[G]] for which there exist µ1, µ2, . . . , µk and ν1, ν2, . . . , νk such that |µi| < r,
|νi| < r and W =
⋃k
i=1 Uµi,νi is at most finite. The proof is complete.
For any clopen set Y ⊂ X, [[G|Y ]] is a subgroup of [[G]]. It follows from the theorem
above that [[G|Y ]] also has the Haagerup property.
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6.4 Kernel of the index map
As in Section 6.1, we let G be the e´tale groupoid arising from a one-sided irreducible
shift of finite type (X,σ). We use the notation of Section 6.1. Fix a non-empty clopen
subset Y ⊂ X. In this subsection, we would like to show that [[G|Y ]]0 is finitely generated
(Theorem 6.11).
First we need to write down the index map I : [[G|Y ]] → H1(G|Y ) explicitly. Any
α ∈ [[G|Y ]] extends to an element of [[G]] by letting α(x) = x for x ∈ X \ Y , and so we
may regard [[G|Y ]] as a subgroup of [[G]]. Since G is minimal, the inclusion G|Y →֒ G
induces isomorphisms between Hn(G|Y ) and Hn(G) (see Proposition 3.5 and Theorem 3.6
of [31]). These observations yield the diagram
[[G|Y ]] I−−−−→ H1(G|Y )y y∼=
[[G]] −−−−→
I
H1(G),
which becomes commutative by the definition of the index map. From now on, we
identify H1(G|Y ) with H1(G). As mentioned in Section 6.1, H1(G) is isomorphic to
Ker(id−δ), which is a subgroup of H0(K). For α ∈ [[G|Y ]], we would like to describe
I(α) ∈ H1(G|Y ) ∼= H1(G) as an element of Ker(id−δ). Take a compact open G|Y -set U
such that α = πU . For n ∈ Z, we put
S(α, n) = {x ∈ Y | (α(x), n, x) ∈ U}.
Note that S(α, n) is empty except for finitely many n. We have
[1Y ]K =
∑
n∈Z
[1S(α,n)]K
in H0(K), because {S(α, n) | n ∈ Z} is a clopen partition of Y . Since {α(S(α, n)) | n ∈ Z}
is also a clopen partition of Y , one obtains
[1Y ]K =
∑
n∈Z
[1α(S(α,n))]K =
∑
n∈Z
δ−n
(
[1S(α,n)]K
)
in H0(K). Therefore, we get ∑
n∈Z
(id−δ−n) ([1S(α,n)]K) = 0. (6.1)
For n ∈ Z, we define homomorphisms δ(n) : H0(K)→ H0(K) by
δ(n) =


id+δ + · · ·+ δn−1 n > 0
0 n = 0
−(δ−1 + δ−2 + · · ·+ δn) n < 0,
so that (id−δ)δ(n) = id−δn hold. It follows from (6.1) that∑
n∈Z
(id−δ)
(
δ(−n)
(
[1S(α,n)]K
))
= 0,
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which means that
∑
n∈Z δ
(−n)([1S(α,n)]K) is in Ker(id−δ). The proof of [31, Theorem 4.14]
immediately implies the following.
Lemma 6.8. In the setting above, I(α) ∈ H1(G|Y ) ∼= H1(G) is identified with∑
n∈Z
δ(−n)
(
[1S(α,n)]K
) ∈ Ker(id−δ).
In what follows, we regard [[K|Y ]] as a subgroup of [[G|Y ]]. As mentioned in Section
6.1, K is an AF groupoid, and so is K|Y . Hence, by [30, Proposition 3.2], [[K|Y ]] is
a locally finite group. More precisely, [[K|Y ]] is written as an increasing union of finite
direct sums of symmetric groups. In particular, [[K|Y ]] is contained in [[G|Y ]]0 = Ker I.
For two clopen sets A,B ⊂ X, it is well-known that [1A]K = [1B ]K in H0(K) if and only if
there exists a compact open K-set U such that s(U) = A and r(U) = B. For α ∈ [[G|Y ]],
it is also easy to see that α belongs to [[K|Y ]] if and only if S(α, 0) = Y .
We introduce the set of transpositions. We call α ∈ [[G|Y ]] a transposition if there
exists a clopen set A ⊂ Y such that A ∩ α(A) = ∅, supp(α) = A ∪ α(A) and α2 = 1. By
Theorem 6.4, if non-empty clopen sets A,B ⊂ Y satisfy A ∩ B = ∅ and [1A]G = [1B ]G,
then there exists a transposition α ∈ [[G|Y ]] such that α(A) = B and supp(α) = A ∪ B.
We let T denote the set of all transpositions. By [31, Lemma 7.3], T is contained in
[[G|Y ]]0 = Ker I. It is also easy to see that the group [[K|Y ]] is generated by T ∩ [[K|Y ]].
Below we will see that [[G|Y ]]0 is generated by T (Lemma 6.10 and Theorem 6.11).
Lemma 6.9. Let A,B ⊂ Y be clopen sets and let n ∈ Z. If δn([1A]K) = [1B ]K in
H0(K), then there exists a compact open G-set U such that r(U) = A, s(U) = B and
U ⊂ {(x, n, y) ∈ G}. Furthermore, if A and B are disjoint, then there exists τ ∈ T such
that S(τ,−n) = A, S(τ, n) = B, τ(A) = B and supp(τ) = A ∪B.
Proof. The case n = 0 is trivial as mentioned above. We may assume without loss of
generality that n is positive. Write B as a disjoint union B =
⋃
µ∈I Cµ of non-empty
cylinder sets. For each µ ∈ I, there exists an admissible word µ′ such that t(µ′) = i(µ)
and |µ′| = n. Then∑
µ∈I
[1Cµ′µ ]K =
∑
µ∈I
δ−n
(
[1Cµ ]K
)
= δ−n([1B ]K) = [1A]K .
in H0(K). Since K is an AF groupoid, we can find compact open K-sets Vµ such that
s(Vµ) = Cµ′µ and A equals the disjoint union
⋃
µ r(Vµ). Then
U =
⋃
µ∈I
VµUµ′µ,µ
is a desired compact open G-set.
Assume further that A and B are disjoint. Clearly
V = U ∪ U−1 ∪ (Y \ (A ∪B))
is a compact open G-set satisfying r(V ) = s(V ) = Y , and τ = πV satisfies the requirement.
28
Lemma 6.10. Suppose that (X,σ) is topologically mixing. Then [[G|Y ]]0 is generated by
the set T of transpositions.
Proof. We remark that (X,σ) is topologically mixing if and only if the matrix M =
(M(ξ, η))ξ,η∈V is primitive, that is, there exists n ∈ N such that Mn(ξ, η) > 0 for all ξ, η ∈
V ([25, Proposition 4.5.10]). Moreover, in this case the AF groupoid K is minimal and has
a unique K-invariant probability measure on X, say ω. We can define a homomorphism
ωˆ : H0(K)→ R by
ωˆ([f ]) =
∫
f dω
for f ∈ C(X,Z). Let r > 1 be the Perron eigenvalue of M . Then it is well-known that
ωˆ ◦ δ = rωˆ holds.
Let 〈T 〉 be the subgroup generated by T . Suppose that α ∈ [[G|Y ]]0 \ {1} is given.
There exists a non-empty clopen set C ⊂ Y such that C ∩ α(C) = ∅. We can construct
τ ∈ T such that τ(x) = α(x) for all x ∈ C. Hence, by replacing α with τα, we may
assume that supp(α) is not equal to Y . Let A = supp(α)  Y . Since K is minimal, one
has ω(Y ) > 0 and ω(Y \ A) > 0.
By Lemma 6.8, we have ∑
n∈Z
δ(−n)
(
[1S(α,n)]K
)
= 0.
Set P = {n ∈ N | S(α, n) 6= ∅} and Q = {n ∈ Z | n < 0, S(α, n) 6= ∅}. Then
−
∑
n∈P
δ(−n)
(
[1S(α,n)]K
)
=
∑
n∈Q
δ(−n)
(
[1S(α,n)]K
)
. (6.2)
Put
z = [1A]K + δ

∑
n∈Q
δ(−n)
(
[1S(α,n)]K
) ∈ H0(K).
We have
ωˆ(z) = ω(A) +
∑
n∈Q
(r + r2 + · · ·+ r−n)ω(S(α, n)).
Choose m ∈ N so that
r−mω(A) < ω(Y \ A) and r−mωˆ(z) < ω(Y )
hold. Then we can find a clopen set B ⊂ Y \ A such that [1B ]K = δ−m([1A]K). It
follows from Lemma 6.9 that there exists τ0 ∈ T such that S(τ0,m) = A, S(τ0,−m) = B,
τ0(A) = B and supp(τ0) = A ∪ B. Set β = τ0ατ0. It suffices to show that β belongs to
〈T 〉. Notice that supp(β) = τ0(A) = B, S(β, n) = τ0(S(α, n)) and
[1S(β,n)]K = δ
−m
(
[1S(α,n)]K
)
for every n ∈ Z. Hence, by (6.2), we get
−
∑
n∈P
δ(−n)
(
[1S(β,n)]K
)
=
∑
n∈Q
δ(−n)
(
[1S(β,n)]K
)
. (6.3)
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We would like to construct γ ∈ 〈T 〉 such that S(γ, n) = S(β, n) for all n ∈ Z. Because
ω(B) +
∑
n∈Q
(r + r2 + · · ·+ r−n)ω(S(β, n))
= r−m

ω(A) +∑
n∈Q
(r + r2 + · · · + r−n)ω(S(α, n))


= r−mωˆ(z) < ω(Y ),
there exist mutually disjoint clopen sets Cn,i ⊂ Y \B for n ∈ Q and i = 1, 2, . . . ,−n such
that
δ
(
[1S(β,n)]K
)
= [1Cn,1 ]K and δ
(
[1Cn,i ]K
)
= [1Cn,i+1 ]K
for each n ∈ Q and i = 1, 2, . . . ,−n−1. By Lemma 6.9, for n ∈ Q and i = 1, 2, . . . ,−n, we
can find τn,i ∈ T such that
S(τn,1,−1) = S(β, n), S(τn,1, 1) = Cn,1,
τn,1(S(β, n)) = Cn,1, supp(τn,1) = S(β, n) ∪ Cn,1
and
S(τn,i+1,−1) = Cn,i, S(τn,i+1, 1) = Cn,i+1,
τn,i+1(Cn,i) = Cn,i+1, supp(τn,i+1) = Cn,i ∪ Cn,i+1.
Define τ− ∈ 〈T 〉 by
τ− =
∏
n∈Q
τn,−n . . . τn,2τn,1.
Then we can verify
S(τ−, n) = S(β, n) ∀n ∈ Q, S(τ−, 1) =
⋃
n∈Q
−n⋃
i=1
Cn,i
and
τ−(S(β, n)) = Cn,−n ∀n ∈ Q, supp(τ−) =
⋃
n∈Q
(
S(β, n) ∪
−n⋃
i=1
Cn,i
)
.
Next, we would like to consider S(β, n) for n ∈ P . By using (6.3), we have∑
n∈P
[1S(β,n)]K +
∑
n∈P
(δ−1 + δ−2 + · · ·+ δ−n) ([1S(β,n)]K)
=
∑
n∈P
[1S(β,n)]K −
∑
n∈P
δ(−n)
(
[1S(β,n)]K
)
=
∑
n∈P
[1S(β,n)]K +
∑
n∈Q
δ(−n)
(
[1S(β,n)]K
)
=
∑
n∈P
[1S(β,n)]K +
∑
n∈Q
[1S(β,n)]K +
∑
n∈Q
(δ + δ2 + · · ·+ δ−n−1) ([1S(β,n)]K)
=
∑
n∈P
[1S(β,n)]K +
∑
n∈Q
[1S(β,n)]K +
∑
n∈Q
−n−1∑
i=1
[1Cn,i ]K .
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Hence we can find mutually disjoint clopen sets Dn,j for n ∈ P and j = 1, 2, . . . , n such
that
δ−1
(
[1S(β,n)]K
)
= [1Dn,1 ]K , δ
−1
(
[1Dn,j ]K
)
= [1Dn,j+1 ]K
and ⋃
n∈P
n⋃
j=1
Dn,j =
⋃
n∈Q
(
S(β, n) ∪
−n−1⋃
i=1
Cn,i
)
.
Therefore, in the same way as above, we can construct τ+ ∈ 〈T 〉 such that
S(τ+, n) = S(β, n) ∀n ∈ P, S(τ+,−1) =
⋃
n∈Q
(
S(β, n) ∪
−n−1⋃
i=1
Cn,i
)
and
τ+(S(β, n)) = Dn,n ∀n ∈ P, supp(τ+) =
⋃
n∈P
S(β, n) ∪
⋃
n∈Q
(
S(β, n) ∪
−n−1⋃
i=1
Cn,i
)
.
Let γ = τ+τ− ∈ 〈T 〉. It is not so hard to see
S(γ, n) = S(β, n) ∀n ∈ P ∪Q,
⋃
n∈P∪Q
S(γ, n) ∪ S(γ, 0) = Y,
and so S(γ, n) = S(β, n) for all n ∈ Z. Then we obtain S(βγ−1, 0) = Y , which implies
βγ−1 ∈ [[K|Y ]] and hence βγ−1 ∈ 〈T 〉. It follows that β belongs to 〈T 〉, as desired.
We are now ready to prove the main theorem of this subsection.
Theorem 6.11. The group [[G|Y ]]0 is generated by finitely many elements of T .
Proof. Let p ∈ N be the period of the shift (X,σ) or, equivalently, of the irreducible matrix
M ([25, Definition 4.5.4]). It follows from [25, Section 4.5] that there exists a non-empty
σp-invariant clopen subset Z ⊂ X such that (Z, σp|Z) is (conjugate to) a topologically
mixing shift of finite type. Clearly the groupoid G|Z is identified with the e´tale groupoid
arising from the shift (Z, σp|Z). Since G is purely infinite and minimal, there exists a
compact open G-set U satisfying s(U) = Y and r(U) ⊂ Z (see Lemma 6.1). Hence
G|s(U) = G|Y is isomorphic to G|r(U) as an e´tale groupoid. The groupoid G|r(U) is
equal to the reduction of G|Z to r(U). Therefore, by replacing G with G|Z, we may
assume that G arises from a topologically mixing shift of finite type.
Choose two distinct edges p, q ∈ E such that t(p) = i(q). It is not so hard to see
Cpq ∪ Cq 6= X. By Proposition 4.11 (3), there exists a compact open G-set U such that
Y = s(U) and Cpq ∪ Cq ⊂ r(U). It follows that G|Y = G|s(U) is isomorphic to G|r(U).
By replacing Y with r(U), we may assume that Cpq ∪Cq is contained in Y . Let J be the
set of admissible words µ such that Cµ ⊂ Y . Then pq, q ∈ J .
For a word µ = e1e2 . . . ek and 1 ≤ i ≤ j ≤ k, we write µ[i,j] = eiei+1 . . . ej . The clopen
set Y ⊂ X is written as a disjoint union of finitely many cylinder sets, and so there exists
l ∈ N such that if µ ∈ J and |µ| ≥ l, then µ[1,l] ∈ J . Because we have assumed that the
adjacency matrix M is primitive, there exists m ∈ N such that every entry of the matrix
Mm is greater than 2. We assume m ≥ l.
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Let µ, ν ∈ J be such that t(µ) = t(ν). In Section 6.1, we introduced the compact open
G-set Uµ,ν . Suppose that Cµ and Cν are disjoint. Then
V = Uµ,ν ∪ U−1µ,ν ∪ (Y \ (Cµ ∪ Cν))
is a compact open G|Y -set satisfying r(V ) = s(V ) = Y . We write γ(µ, ν) = πV , which
is an element of T . Let T0 denote the set of all such elements γ(µ, ν). Since the sets
Uµ,ν form a base for the topology of G|Y , any element of T is a product of finitely many
elements of T0. Note also that γ(µ, ν) equals γ(ν, µ). Define the finite set F by
F = {γ(µ, ν) ∈ T0 | |µ| = |ν| ≤ m+ 2} ∪ {γ(µ, ν) ∈ T0 | |µ|+ 1 = |ν| ≤ m+ 2}.
Let 〈F 〉 be the subgroup generated by F . By Lemma 6.10, [[G|Y ]]0 is generated by T .
Hence, it suffices to prove that 〈F 〉 contains T0.
First, we claim that 〈F 〉 contains {γ(µ, ν) ∈ T0 | |µ| = |ν|}. The proof is by induction
on the length of the words. Assume that the claim is known for length n, where n ≥ m+2.
Let µ, ν ∈ J be distinct admissible words of length n+1 such that t(µ) = t(ν). We would
like to show γ(µ, ν) ∈ 〈F 〉. Since each entry of Mm is not less than 3, we can find an
admissible word λ of length n+1 such that
λ[1,2] = pq, t(λ) = t(µ), λ[3,m+2] 6= µ[3,m+2], λ[3,m+2] 6= ν[3,m+2].
We will show that γ(µ, λ) is in 〈F 〉. By the choice of m, there exists an admissible word
a of length n such that
a[1,1] = q, a[m+2,n] = µ[m+3,n+1], a[2,m+1] 6= λ[3,m+2], a[2,m+1] 6= µ[3,m+2].
Set b = λ[2,n+1]. Then a, b ∈ J , |a| = |b| = n and a 6= b. By the induction hypothesis,
γ(a, b) belongs to 〈F 〉. It follows that
γ(q, pq)γ(a, b)γ(q, pq) = γ(pa, pb) = γ(pa, λ)
also belongs to 〈F 〉. Set c = a[1,n−1] and d = µ[1,n]. We have pc, d ∈ J , |pc| = |d| = n and
pc 6= d. By the induction hypothesis, γ(pc, d) is in 〈F 〉. Also Cλ ∩Cpc = Cλ ∩Cd = ∅ and
Cpa ⊂ Cpc. Therefore
γ(pc, d)γ(pa, λ)γ(pc, d) = γ(µ, λ)
is in 〈F 〉, too. In the same way, we can show γ(ν, λ) ∈ 〈F 〉. Then
γ(µ, λ)γ(ν, λ)γ(µ, λ) = γ(µ, ν) ∈ 〈F 〉,
which completes the induction, and the proof of the claim.
Next, we claim that 〈F 〉 contains γ(µ, ν) for µ, ν with |µ| + 1 = |ν|. The proof is by
induction on the length |ν|. Assume that the claim is known for length n, where n ≥ m+2.
Let µ, ν ∈ J be such that t(µ) = t(ν), |µ| = n, |ν| = n+1 and Cµ ∩ Cν = ∅. Since each
entry of the matrix Mm is greater than 2, we can find an admissible word a of length n
such that
a[1,1] = q, a[m+2,n] = ν[m+3,n+1], a[2,m+1] 6= µ[2,m+1], a[2,m+1] 6= ν[1,m].
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Let b = a[1,n−1] and c = ν[1,n]. Then a, b, c ∈ J , |b| = n−1, |c| = n and Cb ∩ Cc = ∅. By
the induction hypothesis, γ(b, c) is in 〈F 〉. Note also that Cµ ∩ Cb = Cµ ∩ Cc = ∅ and
Ca ⊂ Cb. We have already shown that γ(µ, a) is in 〈F 〉. It follows that
γ(b, c)γ(µ, a)γ(b, c) = γ(µ, ν)
is in 〈F 〉, which completes the induction, and the proof of the claim.
Finally, we claim that 〈F 〉 contains γ(µ, ν) for µ, ν with |µ| < |ν|. Clearly we may
assume |µ| ≥ m + 1. The proof is by induction on n = |ν| − |µ|. The case n = 1 is
done. Assume that the claim is known for n−1. Let µ, ν ∈ J be such that t(µ) = t(ν),
|µ| ≥ m+ 1, |ν| − |µ| = n ≥ 2 and Cµ ∩ Cν = ∅. In the same way as the argument above,
we can choose an admissible word λ of length |µ|+1 such that
λ[1,1] = q, t(λ) = t(µ), λ[2,m+1] 6= µ[2,m+1], λ[2,m+1] 6= ν[2,m+1].
Thus, λ is in J , and Cµ, Cλ and Cν are mutually disjoint. By the induction hypothesis,
γ(µ, λ) and γ(ν, λ) are in 〈F 〉. Hence we get
γ(µ, λ)γ(ν, λ)γ(µ, λ) = γ(µ, ν) ∈ 〈F 〉,
thereby proving the theorem.
6.5 Finiteness properties
As in Section 6.1, we let G be the e´tale groupoid arising from a one-sided irreducible
shift of finite type (X,σ). We use the notation of Section 6.1. Fix a non-empty clopen
subset Y ⊂ X. In this subsection, we would like to show that [[G|Y ]] is of type F∞. As
mentioned in Section 1, this is equivalent to saying that [[G|Y ]] is of type FP∞ and is
finitely presented.
Such finiteness properties for Thompson’s group F2,1 were studied by K. S. Brown and
R. Geoghegan [6]. Brown [4, 5] later extended this to the infinite families Fn,r ⊂ Tn,r ⊂ Vn,r
(see Remark 6.3). M. Stein [41] generalized these families further. Here we follow the
approach of [4, 5, 41]. The following theorem, due to Brown, is the key tool. We refer the
reader to [2, Section I.4] for the definition of a Γ-complex.
Theorem 6.12 ([4, Corollary 3.3]). Let Γ be a group. Suppose that Γ admits a contractible
Γ-complex Z such that the stabilizer of every cell is of type F∞. Let {Zq}q∈N be a filtration
of Z such that each Zq is finite mod Γ. Suppose that the connectivity of the pair (Zq+1, Zq)
tends to ∞ as q tends to ∞. Then Γ is of type F∞.
First, we need to modify the finite directed graph (V, E) so that its adjacency matrix
M has a certain special property. Let N = (N(i, j))1≤i,j≤n be a matrix with entries in N.
We say that N is in canonical form if the following conditions are satisfied.
• For any i 6= j, N(i, j) = 1.
• For any i, N(i, i) ≥ 2.
• There exists j such that N(j, j) = 2.
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Note that N is primitive and N = N t. Take j such that N(j, j) = 2. For i 6= j, let
di = N(i, i) − 2. It is not so hard to see
Coker(id−N t) ∼=
⊕
i 6=j
Zdi and det(id−N t) = (−1)n
∏
i 6=j
di,
where Z1 is understood as 0 and Z0 is understood as Z. Hence, for the given matrix M ,
we can construct a matrix N in canonical form satisfying
Coker(id−M t) ∼= Coker(id−N t) and det(id−M t) = det(id−N t).
Let (X˜, σ˜) be the one-sided shift of finite type arising from the matrix N and let G˜ be
the e´tale groupoid of (X˜, σ˜). Then there exists an isomorphism ϕ : H0(G) → H0(G˜). By
Lemma 5.3, there exists a non-empty clopen set Y˜ ⊂ X˜ such that [1Y˜ ]G˜ = ϕ([1Y ]G). It
follows from Theorem 6.2 that G|Y is isomorphic to G˜|Y˜ . Therefore, by replacing G|Y
with G˜|Y˜ , we may assume that the adjacency matrix M of the graph (V, E) is in canonical
form. Set V0 = {ζ ∈ V |M t(ζ, ζ) = 2}. Then
a ∈ Ker(id−M t) ⇐⇒
∑
ζ∈V0
a(ζ) = 0 and a(ξ) = 0 ∀ξ ∈ V \ V0. (6.4)
This property will play an important role in the argument below.
We write Z+ = N ∪ {0}. For an admissible word µ, we define a compact open G-set
Uµ by
Uµ = {(x, |µ|, y) ∈ G | σ|µ|(x) = y, x ∈ Cµ}.
In other words, Uµ equals Uµ,∅, where ∅ denotes the empty word of length zero. For ξ ∈ V,
we let i−1(ξ) = {e ∈ E | i(e) = ξ}. Define ξˆ ∈ ZV+ by
ξˆ(η) =
{
1 η = ξ
0 η 6= ξ.
Recall that Dξ = {(xn)n ∈ X | i(x1) = ξ}.
Now we would like to construct a poset (partially ordered set) B. Let B0 denote the
set of all compact open G-sets U such that r(U) ⊂ Y and s(U) = Dξ for some ξ ∈ V. For
a finite subset u of B0, we define rank(u) ∈ ZV+ by
rank(u)(ξ) = #{U ∈ u | s(U) = Dξ} ∀ξ ∈ V.
We let B denote the set of all finite subsets u of B such that {r(U) | U ∈ u} is a clopen
partition of Y . We equip B with a partial order and view it as a poset in the following
way. Given u ∈ B and an element U ∈ u with s(U) = Dξ, we get v ∈ B by replacing U
with the sets UUe for e ∈ E with i(e) = ξ. Thus,
v = (u \ {U}) ∪ {UUe ∈ B0 | e ∈ i−1(ξ)}.
One says that v is a simple expansion of u. Notice that rank(v) is equal to rank(u) +
(M t− id)ξˆ. Conversely, if we start with v ∈ B, ξ ∈ V and an injection f : i−1(ξ)→ v such
that s(f(e)) = Dt(e), then we obtain u ∈ B by replacing the elements f(e) with⋃
i(e)=ξ
f(e)U−1e ∈ B0.
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The element u is called a simple contraction of v. Again we have rank(u) = rank(v) +
(id−M t)ξˆ. Given two elements u, v ∈ B, v is a simple expansion of u if and only if u
is a simple contraction of v. We now iterate these construction. We say that v ∈ B
is an expansion of u ∈ B and that u is a contraction of v if there exists a sequence
u=u0, u1, . . . , ud=v (d ≥ 0) with ui a simple expansion of ui−1 for i = 1, 2, . . . , d. Then
we equip B with a partial order by saying u ≤ v if v is an expansion of u.
Lemma 6.13. The poset B is directed, i.e. for any u, v ∈ B there exists w ∈ B such that
u ≤ w and v ≤ w.
Proof. Let u ∈ B. We first claim that there exists an expansion w of u such that any
W ∈ w is of the form Uµ for some admissible word µ. Take U ∈ u which is not of the form
Uµ. Let s(U) = Dξ. There exist admissible words µ1, µ2, . . . , µk, ν1, ν2, . . . , νk such that
U equals the disjoint union
⋃k
i=1 Uµi,νi . Consider a simple expansion
u′ = (u \ {U}) ∪ {UUe ∈ B0 | e ∈ i−1(ξ)}
of u. Then for any e ∈ i−1(ξ),
UUe =
⋃
Uµi,ν˜i ,
where the union runs over all i such that the first letter of νi is e, and ν˜i is the (possibly
empty) word obtained by removing the first letter of νi. In particular, |ν˜i| = |νi| − 1. By
repeating this argument, we finally obtain an expansion w of u for which every νi is of
length zero. The proof of the claim is complete.
By the claim above, we may assume that there exist admissible words µ1, µ2, . . . , µk,
ν1, ν2, . . . , νl such that
u = {Uµi | i = 1, 2, . . . , k} and v = {Uνj | j = 1, 2, . . . , l}.
Let m = max{|µi|, |νj | | i = 1, . . . , k, j = 1, . . . , l}. Suppose that |µi| is less than m. Then
u′ = (u \ {Uµi}) ∪ {Uµie ∈ B0 | e ∈ E , t(µi) = i(e)}
is a simple expansion of u and |µie| = |µi| + 1. By repeating this argument, we can find
an expansion u˜ of u such that any element of u˜ is of the form Uµ with |µ| = m. In the
same way, there exists an expansion v˜ of v such that any element of v˜ is of the form Uµ
with |µ| = m. This means that u˜ equals v˜, which completes the proof.
We denote by |B| the simplicial complex whose simplices are the non-empty finite
linearly ordered subsets of B. For a subset C ⊂ B, |C| denotes the subcomplex of |B|
spanned by C. We identify the set of vertices of |B| with B.
We now define an action of [[G|Y ]] on |B|. For α ∈ [[G|Y ]], take a compact open
G|Y -set W such that α = πW . Note that r(W ) = Y and s(W ) = Y . For u ∈ B, we define
αu = {WU ∈ B0 | U ∈ u}.
This gives a well-defined action of [[G|Y ]] on B. It is easy to see that u 7→ αu is an
order preserving map. Hence this action gives rise to an action of [[G|Y ]] on the simplicial
complex |B|.
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Lemma 6.14. (1) For u, v ∈ B, there exists α ∈ [[G|Y ]] such that αu = v if and only
if rank(u) = rank(v).
(2) Every vertex stabilizer is a finite group. More precisely, for any u ∈ B, {α ∈ [[G|Y ]] |
αu = u} is isomorphic to⊕ξ∈V Σrank(u)(ξ), where Σn stands for the symmetric group
on n letters.
Proof. (1) The ‘only if’ part is obvious. To prove the ‘if ’ part, assume rank(u) = rank(v).
There exists a bijection f : u→ v such that s(f(U)) = s(U) for every U ∈ u. Then
W =
⋃
U∈u
f(U)U−1
is a compact open G|Y -set satisfying r(W ) = s(W ) = Y and πWu = v.
(2) Assume αu = u. Take a compact open G|Y -set W such that α = πW . The
homeomorphism α induces a permutation of the finite set u. Suppose that the induced
permutation is the identity. For every U ∈ u, we have WU = U , and so
W =WY =
⋃
U∈u
WUU−1 =
⋃
U∈u
UU−1 = Y.
Thus α is the identity. It is clear that the induced permutations form a group isomorphic
to
⊕
ξ Σrank(u)(ξ).
Let ω ∈ B. By replacing ω with its any simple expansion, we may assume that
rank(ω)(ξ) is positive for any ξ ∈ V, because each entry of M t− id is positive. We fix such
ω ∈ B and set
Bω = {u ∈ B | αω ≤ u for some α ∈ [[G|Y ]]}.
Since each entry of rank(ω) and M t− id is positive, from Lemma 6.14 (1) one can see that
Bω is equal to{
u ∈ B | rank(u) = rank(ω) + (M t − id)a for some a ∈ ZV+
}
.
As B is directed, so is Bω. This readily implies the following (see [15, Proposition 9.3.14]
for instance).
Lemma 6.15. The simplicial complex |Bω| is contractible.
For u ∈ Bω, choose a ∈ ZV+ so that
rank(u) = rank(ω) + (M t − id)a.
Put
height(u) =
∑
ξ∈V
a(ξ).
Thanks to (6.4), height(u) does not depend on the choice of a. If v is a simple expansion
of u ∈ Bω, then height(v) = height(u) + 1. Clearly height(u) equals the largest integer
n such that there exists a linearly ordered (n+1)-tuple u0 < u1 < · · · < un = u in Bω.
Because each entry of M t− id is positive, one has rank(u)(ξ) ≥ height(u) for every ξ ∈ V.
We also note that the [[G|Y ]]-action preserves height, i.e. height(αu) = height(u).
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Next, we would like to construct a contractible [[G|Y ]]-invariant subcomplex Z ⊂ |Bω|.
Given an element u ∈ B, an elementary expansion of u is an element v ∈ B obtained by
choosing a subset u′ ⊂ u and taking simple expansions of u at each of U ∈ u′, that is,
v = (u \ u′) ∪ {UUe ∈ B0 | U ∈ u′, s(U) = Dξ, e ∈ i−1(ξ)}.
We call a simplex u0 < u1 < · · · < un of |Bω| elementary if un is an elementary expansion
of u0. This implies that uj is an elementary expansion of ui for any i ≤ j. Hence any
face of an elementary simplex is elementary. Clearly elementary simplices are preserved
by the action of [[G|Y ]]. It follows that the union Z of all elementary simplices is a
[[G|Y ]]-invariant subcomplex of |Bω|.
In what follows, we will use the standard notation for intervals in a poset. For example,
the open interval (u, v) is defined by (u, v) = {w ∈ Bω | u < w < v}. The closed interval
[u, v] and the half-open intervals [u, v) and (u, v] are defined similarly. The following is
exactly the same as the lemma of [5, Section 4].
Lemma 6.16. Let v ∈ Bω be an expansion of u ∈ Bω. If v is not an elementary expansion
of u, then the subcomplex |(u, v)| is contractible.
The following is exactly the same as [5, Theorem 1]. We include the argument here
for completeness.
Lemma 6.17. The complex Z is contractible.
Proof. Let Wn be the complex obtained by adjoining to Z the subcomplexes of the form
|[u, v]| with v a non-elementary expansion of u ∈ Bω and height(v) − height(u) ≤ n.
Since |Bω| is contractible by Lemma 6.15 and |Bω| equals the union
⋃
nWn, it suffices to
show that the inclusion Z →֒ Wn is a homotopy equivalence. Suppose by induction that
Z →֒ Wn−1 is a homotopy equivalence. Let v be a non-elementary expansion of u ∈ Bω
such that height(v)−height(u) = n. The intersection of |[u, v]| withWn−1 is |[u, v)∪(u, v]|,
which is the suspension of |(u, v)| and hence is contractible by the lemma above. Since
|[u, v]| is also contractible for trivial reasons, the adjunction of |[u, v]| does not change the
homotopy type of Wn−1. Two such subcomplexes |[u, v]| intersect only in Wn−1, and so
the inclusion Wn−1 →֒Wn is a homotopy equivalence. The proof is complete.
We remark that the argument above goes through without change if we fix p ∈ Z+
and replace Bω with {u ∈ Bω | height(u) ≥ p}. Therefore the subcomplex of Z spanned
by the vertices u with height(u) ≥ p is also contractible.
For every u ∈ Bω, we introduce the (finite) simplicial complex Ku as follows. Consider
a pair (ξ, f) of ξ ∈ V and an injection f : i−1(ξ)→ u such that s(f(e)) = Dt(e). A simplex
of Ku is a finite collection {(ξ0, f0), . . . , (ξm, fm)} of such pairs satisfying the following
conditions.
• The images of the maps fj are pairwise disjoint.
• There exists a ∈ ZV+ such that
rank(u)− (M t − id)(ξˆ0 + · · ·+ ξˆm) = rank(ω) + (M t − id)a.
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The first condition says that by contracting Im fj we can obtain v such that u is an
elementary expansion of v. The second condition says that v is still in Bω, because the
left-hand side of the equality is the rank of v.
Lemma 6.18. For any integer n ≥ 0, there exists r ∈ N such that the simplicial complex
Ku is n-connected provided height(u) > r.
Proof. Let l = max{M(ξ, η) | ξ, η ∈ V}. We claim that for any m ∈ Z+ and k ∈ N the
following holds: if
height(u) > max{(m+1)#V, k(m+1)l + l}
and P1, . . . , Pk are m-simplices of Ku, then we can find a vertex (η, g) of Ku such that
Pj ∪ {(η, g)} is an (m+1)-simplex of Ku for any j. Choose a ∈ ZV+ so that rank(u) =
rank(ω) + (M t − id)a. From∑
ξ∈V
a(ξ) = height(u) > (m+1)#V,
we can find η ∈ V such that a(η) > m+1. Let
u′ =
k⋃
j=1
⋃
(ξ,f)∈Pj
Im f.
Then for any ξ ∈ V we have
#{U ∈ u \ u′ | s(U) = Dξ} ≥ rank(u)(ξ)− k(m+1)l ≥ height(u)− k(m+1)l > l.
Hence we can find an injection g : i−1(η) → u such that s(g(e)) = Dt(e) for all e ∈ i−1(η)
and u′ ∩ Im g = ∅. Now for each j = 1, 2, . . . , k, let
bj = a−
∑
(ξ,f)∈Pj
ξˆ
so that
rank(u)−
∑
(ξ,f)∈Pj
(M t − id)ξˆ = rank(ω) + (M t − id)bj .
Since Pj is a simplex of Ku, by (6.4), one has∑
ζ∈V0
bj(ζ) ≥ 0 and bj(ξ) ≥ 0 ∀ξ ∈ V \ V0.
From the choice of η, we can verify∑
ζ∈V0
(bj − ηˆ)(ζ) ≥ 0 and (bj − ηˆ)(ξ) ≥ 0 ∀ξ ∈ V \ V0.
From (6.4), we can conclude that Pj ∪ {(η, g)} is an (m+1)-simplex of Ku for any j.
Once this claim is established, the rest of the proof proceeds in the same manner as
[5, Lemma 4.20]. We omit the details.
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Notice that the natural number r obtained in the lemma above depends only on the
adjacency matrix M and does not depend on the choice of ω ∈ B.
Given integers p, q with 0 ≤ p ≤ q, we let Zp,q be the subcomplex of Z spanned by the
vertices u with p ≤ height(u) ≤ q. Note that Zp,q is [[G|Y ]]-invariant. Note also that the
dimension of Zp,q is at most q − p. The following is almost the same as [5, Theorem 2].
We include the proof for completeness.
Lemma 6.19. For any integer n ≥ 0, there exists r ∈ N such that the inclusion Zp,q →֒
Zp,q+1 induces isomorphisms πi(Zp,q) → πi(Zp,q+1) for all i ≤ n, provided q ≥ r and
q ≥ p+ n+ 1. In particular, for such p, q. Zp,q is n-connected.
Proof. For given n ≥ 0, let r ∈ N be as in the lemma above. The inclusion Zp,q →֒ Zp,q+1
is obtained by adjoining, for each u ∈ Bω with height(u) = q + 1, a cone over the link
L of u in Zp,q. The vertices of this link L are v ∈ Bω such that u is an elementary
expansion of v and p ≤ height(v) ≤ q, and the simplices of L are linearly ordered tuples
v0 < v1 < · · · < vm.
We can describe a vertex v of L by specifying which elements of u are contracted to
get v. More precisely, each vertex v of L corresponds to a set P = {(ξ0, f0), . . . , (ξm, fm)}
consisting of pairs of ξj ∈ V and injections fj : i−1(ξj) → u such that the following
conditions are satisfied.
• s(fj(e)) = Dt(e) for every e ∈ i−1(ξj).
• Im fj are pairwise disjoint.
• There exists a ∈ ZV+ such that
rank(u)− (M t − id)(ξˆ0 + · · ·+ ξˆm) = rank(ω) + (M t − id)a.
• q −m ≥ p.
The simplices of L correspond to chains P0 ⊂ · · · ⊂ Pl of such sets P . Now such P are the
same as simplices of the complex Ku defined above that have dimension at most q − p.
It follows that the complex L is the barycentric subdivision of the (q−p)-skeleton of Ku.
The lemma above implies that Ku is n-connected, because height(u) = q + 1 > r. Hence
L is n-connected, too. Attaching a cone over such a complex L ⊂ Zp,q does not affect πi
for i ≤ n. Consequently, πi(Zp,q)→ πi(Zp,q+1) is an isomorphism as required.
Consider the sequence of inclusions Zp,q ⊂ Zp,q+1 ⊂ Zp,q+2 ⊂ . . . . The union is the
subcomplex of Z spanned by the vertices u with height(u) ≥ p. This union is contractible
by Lemma 6.17 and the remark following it. Therefore Zp,q is n-connected.
Lemma 6.20. For any integers p, q with 0 ≤ p ≤ q, the simplicial complex Zp,q is finite
mod [[G|Y ]].
Proof. Let u0 < u1 < · · · < um be an elementary simplex. For every j = 1, 2, . . . ,m, let
u˜j ⊂ u0 be the subset such that uj is obtained by taking simple expansions of u0 at each
of U ∈ u0 \ u˜j . Then we have
u0 ! u˜1 ! u˜2 ! · · · ! u˜m.
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Let v0 < v1 < · · · < vm be another elementary simplex. Define v˜1, v˜2, . . . , v˜m in the same
way. We claim that if rank(u0) = rank(v0) and rank(u˜j) = rank(v˜j) for every j, then there
exists α ∈ [[G|Y ]] such that αuj = vj for all j = 0, 1, . . . ,m. From rank(u˜m) = rank(v˜m),
we can find a bijection f : u˜m → v˜m satisfying s(U) = s(f(U)) for all U ∈ u˜m. Using
rank(u˜m \ u˜m−1) = rank(v˜m \ v˜m−1), we can extend f to a bijection from u˜m−1 to v˜m−1
satisfying s(U) = s(f(U)) for all U ∈ u˜m−1. Repeating this argument, we finally obtain a
bijection f : u0 → v0 such that f(u˜j) = v˜j for any j and s(U) = s(f(U)) for any U ∈ u0.
Define a compact open G|Y -set W by
W =
⋃
U∈u0
f(U)U−1.
Then α = πW ∈ [[G|Y ]] satisfies αuj = vj for all j = 0, 1, . . . ,m.
If u0 < u1 < · · · < um is a simplex of Zp,q, then height(u0) is at most q − m. Evi-
dently {rank(u) ∈ ZV | height(u) ≤ q−m} is finite. Hence the number of (m+1)-tuples
(rank(u0), rank(u˜1), . . . , rank(u˜m)) for m-simplices of Zp,q is finite. It follows from the
claim above that m-simplices of Zp,q is finite mod [[G|Y ]].
We are now in a position to apply Brown’s theorem.
Theorem 6.21. The group [[G|Y ]] is of type F∞. In other words, the group [[G|Y ]] is
finitely presented and is of type FP∞.
Proof. This immediately follows from Lemma 6.14 (2), Lemma 6.19, Lemma 6.20 and
Theorem 6.12.
6.6 A presentation for [[G|Y ]]
As in Section 6.1, we let G be the e´tale groupoid arising from a one-sided irreducible shift
of finite type (X,σ). We use the notation of Section 6.1. Fix a non-empty clopen subset
Y ⊂ X. In this subsection, we would like to describe generators and relations for [[G|Y ]].
This enables us to calculate the abelianization of [[G|Y ]] (Corollary 6.24). Consequently,
the commutator subgroup D([[G|Y ]]) is shown to be type F∞ when H0(G) is a finite
abelian group (Corollary 6.25).
As in the last subsection, we assume that the adjacency matrixM is in canonical form,
and put V0 = {η ∈ V | M t(η, η) = 2}. Fix an element ζ ∈ V0. Set V1 = (V \ V0) ∪ {ζ}.
Notice that the rank of the free abelian group H1(G) is equal to #(V \V1) = #(V0 \ {ζ}).
We equip V \V1 with a linear order. We regard ZV1 as a subgroup of ZV . By (6.4), id−M t
is injective on ZV1 , i.e. for a ∈ ZV1 , (id−M t)a = 0 implies a = 0. For a ∈ ZV+, we define
‖a‖ =∑ξ∈V a(ξ).
In the previous subsection, we constructed contractible [[G|Y ]]-invariant complexes
Z ⊂ |Bω|. For p < q, Zp,q denotes the subcomplex of Z spanned by vertices u with
p ≤ height(u) ≤ q. In Lemma 6.19, we proved that Zp,q is n-connected if p is large enough
and q − p > n. In particular, there exists p ∈ N such that the 2-dimensional simplicial
complex Zp,p+2 is 1-connected. We would like to examine the [[G|Y ]]-action on Zp,p+2 and
write down generators and relations of [[G|Y ]], by using [3, Theorem 1].
As pointed out in the remark following Lemma 6.18, the natural number p depends
only on the matrix M and does not depend on the choice of ω ∈ ZV+. Hence, by replacing
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ω with its certain expansion if necessary, we may assume rank(ω)(ξ) ≥ p+2 for any ξ ∈ V.
Let
f : V × {1, 2, . . . , p+2} → ω
be an injection satisfying s(f(ξ, j)) = Dξ for every (ξ, j). For each a ∈ ZV+ with ‖a‖ ≤ p+2,
we let
u = {f(ξ, j) ∈ ω | ξ ∈ V, 1 ≤ j ≤ a(ξ)}
and define a vertex ω(a) of Z by
ω(a) = (ω \ u) ∪ {UUe | U ∈ u, s(U) = Dξ, e ∈ i−1(ξ)}.
Thus, ω(a) is the elementary expansion of ω with respect to the subset u ⊂ ω. Clearly
rank(ω(a)) = rank(ω) + (M t − id)a, and height(ω(a)) = ‖a‖. Note also that ω(a′) is an
elementary expansion of ω(a) if a(ξ) ≤ a′(ξ) for every ξ ∈ V.
For every η ∈ V \ V1, we associate an element θη ∈ [[G|Y ]] as follows. First, for each
η ∈ V0, we choose an edge eη ∈ E such that i(eη) = t(eη) = η. Let η ∈ V \ V1. Since the
matrix M is in canonical form, there exists a unique bijection
h : i−1(ζ) \ {eζ} → i−1(η) \ {eη}
satisfying t(h(e)) = t(e). Let U = f(ζ, 1) and V = f(η, 1). Define a compact open G|Y -set
W by
W = U(UUeζ )
−1 ∪ (V Ueη)V −1 ∪
⋃
e
V Uh(e),eU
−1.
One has r(W ) = s(W ) = r(U) ∪ r(V ). Let W˜ = W ∪ (Y \ r(W )) and define θη ∈ [[G|Y ]]
by θη = πW˜ . Then we have θηω(ζˆ) = ω(ηˆ). For every η ∈ V0 and 1 ≤ k ≤ p+2, we define
a compact open G|Y -set U by
U = f(η, 1)f(η, k)−1 ∪ f(η, k)f(η, 1)−1
and put βη,k = πU˜ ∈ [[G|Y ]], where U˜ = U ∪ (Y \ r(U)). It is easy to see that βη,kω = ω
and β2η,k = 1. Moreover, for η ∈ V \ V1 we have
(βζ,kβη,lθηβη,lβζ,k)ω(a+ ζˆ) = ω(a+ ηˆ)
if a(ζ) = k − 1 and a(η) = l − 1.
For each i = 0, 1, 2, we would like to find a set of representatives for the i-simplices of
Zp,p+2 mod [[G|Y ]]. For p ≤ k ≤ p+2, set
Ak =
{
a ∈ ZV1+ | ‖a‖ = k
}
.
Then, by Lemma 6.14 (1),
C0 = {ω(a) ∈ Zp,p+2 | a ∈ Ap ∪Ap+1 ∪Ap+2}
is a set of representatives for the vertices of Zp,p+2 mod [[G|Y ]], that is, for any vertex u
of Zp,p+2 there exists a unique vertex v ∈ C0 such that αu = v for some α ∈ [[G|Y ]].
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We let C1 be the set of all 1-simplices of the simplicial complex |C0|. In other words,
C1 ={ω(a) < ω(a+ ξˆ) | a ∈ Ap ∪Ap+1, ξ ∈ V1}
∪ {ω(a) < ω(a+ ξˆ1 + ξˆ2) | a ∈ Ap, ξ1, ξ2 ∈ V1}.
In order to obtain a set of representatives for the 1-simplices mod [[G|Y ]], we consider the
following 1-simplices.
(i) ω(a) < ω(a+ ηˆ) for a ∈ Ap and η ∈ V \ V1.
(ii) ω(a) < ω(a+ ηˆ) for a ∈ Ap+1 and η ∈ V \ V1.
(iii) ω(a) < ω(a+ ξˆ + ηˆ) for a ∈ Ap, ξ ∈ V1 and η ∈ V \ V1.
(iv) ω(a) < ω(a+ ηˆ1 + ηˆ2) for a ∈ Ap and η1, η2 ∈ V \ V1.
Let C ′1 be the set of these 1-simplices. Then C1 ∪ C ′1 is a set of representatives for the
1-simplices of Zp,p+2 mod [[G|Y ]],
Likewise, we let C2 be the set of all 2-simplices of |C0|, i.e.
C2 = {ω(a) < ω(a+ ξˆ1) < ω(a+ ξˆ1 + ξˆ2) | a ∈ Ap, ξ1, ξ2 ∈ V1}.
In order to obtain a set of representatives for the 2-simplices mod [[G|Y ]], we consider the
following 2-simplices.
(v) ω(a) < ω(a+ ξˆ) < ω(a+ ξˆ + ηˆ) for a ∈ Ap, ξ ∈ V1 and η ∈ V \ V1.
(vi) ω(a) < ω(a+ ηˆ) < ω(a+ ξˆ + ηˆ) for a ∈ Ap, ξ ∈ V1 and η ∈ V \ V1.
(vii) ω(a) < ω(a+ ηˆ1) < ω(a+ ηˆ1 + ηˆ2) for a ∈ Ap and η1, η2 ∈ V \ V1.
Let C ′2 be the set of these 2-simplices. Then C2 ∪ C ′2 is a set of representatives for the
2-simplices of Zp,p+2 mod [[G|Y ]],
For each vertex u of Zp,p+2, let Σ(u) denote the stabilizer of u. By Lemma 6.14 (2),
Σ(u) is naturally identified with a subgroup of the symmetric group on u and is isomorphic
to
⊕
ξ∈V Σrank(u)(ξ). Similarly, for each 1-simplex e of Zp,p+2, we denote the stabilizer of
e by Σ(e). We define an abstract group Γ to be the free product of the groups Σ(u) for
u ∈ C0 and a free group generated by elements ge for e ∈ C1 ∪ C ′1. It is clear that the
group Γ is finitely presented.
Next, we would like to introduce a surjective homomorphism π : Γ→ [[G|Y ]]. To this
end, for each e = {u<v} ∈ C1∪C ′1, we choose γe ∈ [[G|Y ]] such that γ−1e (v) ∈ C0 as follows.
First, for e ∈ C1, we put γe = 1. Let us consider γe for e ∈ C ′1. For e = {ω(a)<ω(a+ηˆ)}
as in (i) and (ii), we put
γe = βζ,kθηβζ,k,
where k = a(ζ) + 1. For e = {ω(a)<ω(a+ξˆ+ηˆ)} as in (iii), we put
γe =
{
βζ,kθηβζ,k ξ 6= ζ
βζ,k+1θηβζ,k+1 ξ = ζ,
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where k = a(ζ) + 1. For e = {ω(a)<ω(a+ηˆ1+ηˆ2)} as in (iv), we put
γe =
{
(βζ,kθη1βζ,k)(βζ,k+1θη2βζ,k+1) η1 < η2
(βζ,kθη1βζ,k)(βζ,k+1βη2,2θη2βη2.2βζ,k+1) η1 = η2,
where k = a(ζ) + 1. Now we set π(ge) = γe for e ∈ C1 ∪ C ′1. This, together with the
canonical inclusions Σ(u)→ [[G|Y ]], gives rise to a homomorphism π : Γ→ [[G|Y ]].
The following theorem says that the kernel of π : Γ→ [[G|Y ]] is finitely generated as a
normal subgroup of Γ. In order to describe generators of the kernel, we need to introduce a
little more notations. The 1-skeleton of |C0| is C0∪C1, which can be regarded as a graph.
Consider a maximal tree of this graph. Every vertex of C0 is contained in the tree. Let us
identify this tree with the corresponding subset T ⊂ C1. For e = {u<v} ∈ C1 ∪C ′1, we let
ie : Σ(e)→ Σ(u) be the canonical inclusion and let ce : Σ(e)→ Σ(v˜) be the homomorphism
given by α 7→ γ−1e αγe, where v˜ = γ−1e v ∈ C0. For each 2-simplex τ ∈ C2∪C ′2, as discussed
in [3, Section 1], we can associate a ‘relator’ rτ ∈ Γ by thinking of the boundary of τ as a
closed path.
Theorem 6.22 ([3, Theorem 1]). The homomorphism π : Γ → [[G|Y ]] is surjective and
its kernel is generated by the following elements as a normal subgroup.
(1) ge for e ∈ T .
(2) g−1e ie(α)gece(α
−1) for e ∈ C1 ∪C ′1 and α ∈ Σ(e).
(3) rτ for τ ∈ C2 ∪ C ′2.
The presentation given in the theorem above contains much redundancy. We would
like to obtain a ‘smaller’ presentation of [[G|Y ]]. First, let us look at e ∈ C1 \ T . Since
T is a maximal tree of the 1-skeleton of |C0|, there exists a loop in T ∪ {e} containing e.
Then, from π(rτ ) = 1 for all τ ∈ C2, we obtain
(4) π(ge) = 1 for all e ∈ C1 \ T .
Let us now look at the elements rτ ∈ Γ associated with τ ∈ C ′2. From the 2-simplices
τ = {ω(a)<ω(a+ξˆ)<ω(a+ξˆ+ηˆ)} as in (v), we get
(5) π(ge) = π(ge′) for all e = {ω(a+ξˆ)<ω(a+ξˆ+ηˆ)} and e′ = {ω(a)<ω(a+ξˆ+ηˆ)} with
a ∈ Ap, ξ ∈ V1 and η ∈ V \ V1.
Next, let τ = {ω(a)<ω(a+ηˆ)<ω(a+ξˆ+ηˆ)} be a 2-simplex as in (vi). In case ξ 6= ζ, we
obtain
(6) π(ge) = π(ge′) for all e = {ω(a)<ω(a+ηˆ)} and e′ = {ω(a)<ω(a+ξˆ+ηˆ)} with a ∈ Ap,
ξ ∈ V1 \ {ζ} and η ∈ V \ V1.
In case ξ = ζ, we have
(7) π(βgeβ) = π(ge′) for all e = {ω(a)<ω(a+ηˆ)} and e′ = {ω(a)<ω(a+ζˆ+ηˆ)} with
a ∈ Ap and η ∈ V \ V1, where β ∈ Σ(ω(a)) denotes the simple transposition on
{f(ζ, a(ζ)+1), f(ζ, a(ζ)+2)}.
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Finally, let us look at 2-simplices τ = {ω(a)<ω(a+ηˆ1)<ω(a+ηˆ1+ηˆ2)} as in (vii). Recall
that we have fixed a linear order on V \ V1. In case η1 < η2, one obtains
(8) π(gege′) = π(ge′′) for all e = {ω(a)<ω(a+ηˆ1)}, e′ = {ω(a+ζˆ)<ω(a+ζˆ+ηˆ2)} and
e′′ = {ω(a)<ω(a+ηˆ1+ηˆ2)} with a ∈ Ap, η1, η2 ∈ V \ V1 and η1 < η2.
In case η1 > η2, one obtains
(9) π(βgege′β) = π(ge′′) for all e = {ω(a)<ω(a+ηˆ1)}, e′ = {ω(a+ζˆ)<ω(a+ζˆ+ηˆ2)} and
e′′ = {ω(a)<ω(a+ηˆ1+ηˆ2)} with a ∈ Ap, η1, η2 ∈ V \ V1 and η1 > η2, where β ∈
Σ(ω(a)) is the simple transposition on {f(ζ, a(ζ)+1), f(ζ, a(ζ)+2)}.
In case η1 = η2 = η, one has
(10) π(geσge′σ) = π(ge′′) for all e = {ω(a)<ω(a+ηˆ)}, e′ = {ω(a+ζˆ)<ω(a+ζˆ+ηˆ)} and
e′′ = {ω(a)<ω(a+2ηˆ)} with a ∈ Ap, η ∈ V \ V1, where σ ∈ Σ(ω(a)) is the simple
transposition on {f(η, 1), f(η, 2)}.
For each η ∈ V \ V1, consider the 1-simplex
e = {ω((p+1)ζˆ)<ω((p+1)ζˆ + ηˆ)} ∈ C ′1
and set gη = ge. Let Γ0 be the free product of the groups Σ(u) for u ∈ C0 and the free
group generated by gη for η ∈ V \V1. We regard Γ0 as a subgroup of Γ. As a consequence
of the discussion above, the following theorem is obtained.
Theorem 6.23. The homomorphism π : Γ0 → [[G|Y ]] is surjective and its kernel is
generated by the following elements as a normal subgroup.
• ie(α)ce(α−1) for any e ∈ C1 and α ∈ Σ(e).
• (βgηβ)−1ie(α)(βgηβ)ce(α−1) for any e = {ω(a)<ω(a+ ηˆ)} ∈ C ′1 and α ∈ Σ(e), where
a is in Ap ∪ Ap+1, η is in V \ V1 and β ∈ Σ(ω(a)) is the simple transposition on
{f(ζ, a(ζ)+1), f(ζ, p+2)}.
• [gη1 , βgη2β] for any distinct η1, η2 ∈ V \ V1, where β ∈ Σ(ω(pζˆ)) is the simple trans-
position on {f(ζ, p+1), f(ζ, p+2)}.
• (βgηβσgησ)−1ie(α)(βgηβσgησ)ce(α−1) for any e = {ω(pζˆ)<ω(pζˆ + 2ηˆ)} ∈ C ′1 and
α ∈ Σ(e), where η is in V \ V1, β ∈ Σ(ω(pζˆ)) denotes the simple transposition
on {f(ζ, p+1), f(ζ, p+2)} and σ ∈ Σ(ω(pζˆ)) denotes the simple transposition on
{f(η, 1), f(η, 2)}.
As an application of the theorem above, we obtain the following.
Corollary 6.24. (1) The abelianization [[G|Y ]]/D([[G|Y ]]) of the topological full group
[[G|Y ]] is isomorphic to (H0(G)⊗ Z2)⊕H1(G).
(2) The group [[G|Y ]]0/D([[G|Y ]]) is isomorphic to H0(G)⊗ Z2.
(3) The group [[G|Y ]] is simple if and only if H0(G) is 2-divisible.
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Proof. (1) Since Γ0 is the free product of the groups Σ(u) for u ∈ C0 and the free group
generated by gη for η ∈ V \ V1, its abelianization Γ0/D(Γ0) is isomorphic to⊕
u∈C0
(Z2)
V ⊕ ZV\V1 .
By the theorem above, we have π(ie(α)) = π(ce(α)) for any e = {ω(a)<ω(a + ξˆ)} and
α ∈ Σ(e), where a is in Ap ∪ Ap+1 and ξ is in V1. These equations collapse the group
Γ0/D(Γ0) to
(Z2)
V ⊕ ZV\V1.
By the theorem above, we also have π(ie(α)) = π(ce(α)) for any e = {ω(a)<ω(a + 2ξˆ)}
and α ∈ Σ(e), where a is in Ap and ξ is in V1. These equations collapse the group above
to
((Z2)
V/ Im(id−M t))⊕ ZV\V1,
which is isomorphic to (H0(G)⊗Z2)⊕H1(G). The theorem above tells us that no further
collapsing occurs.
(2) This follows from (1) and Theorem 5.2.
(3) As mentioned in Section 6.1, H0(G) is a finitely generated abelian group andH1(G)
is isomorphic to the torsion-free part of H0(G). Therefore if H0(G) is 2-divisible, then
(H0(G) ⊗ Z2) ⊕ H1(G) = 0, and so [[G|Y ]] = D([[G|Y ]]). By Lemma 6.1 and Theorem
4.16, D([[G|Y ]]) is simple. Hence [[G|Y ]] is simple. The other implication is shown in a
similar way.
The corollary above, together with Theorem 6.11 and Theorem 6.21, implies the fol-
lowing.
Corollary 6.25. (1) The group D([[G|Y ]]) is finitely generated.
(2) If H0(G) is a finite group, then the groups [[G|Y ]]0 and D([[G|Y ]]) are of type F∞.
In particular, they are finitely presented and are of type FP∞.
In general, we do not know if [[G|Y ]]0 and D([[G|Y ]]) are finitely presented or not.
6.7 Examples
6.7.1 Full shifts
We consider e´tale groupoids arising from full shifts. Let n ∈ N \ {1} and let r ∈ N. Let
(V, E) be a finite directed graph such that #V = r and its adjacency matrix is
M =


0 0 . . . 0 n
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0

 .
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Note that det(id−M t) = 1−n. Let (Xn,r, σn,r) be the shift of finite type associated with
(V, E). When r = 1, the shift (Xn,1, σn,1) is the full shift over n symbols. Let Gn,r be the
e´tale groupoid of the shift (Xn,r, σn,r) (see Section 6.1). One has
H0(Gn,r) ∼= Coker(id−M t) ∼= Zn−1 and H1(Gn,r) ∼= Ker(id−M t) = 0,
where id−M t is thought of as a homomorphism from Zr to Zr. The equivalence class of
1Xn,r in H0(Gn,r) corresponds to r ∈ Zn−1. As mentioned in Remark 6.3, the topological
full group [[Gn,r]] is naturally isomorphic to the Higman-Thompson group Vn,r. From
H1(Gn,r) = 0, we obtain [[Gn,r]] = [[Gn,r]]0. By Lemma 6.1 and Theorem 4.16, D([[Gn,r]])
is simple. Moreover, Corollary 6.24 says that
[[Gn,r]]/D([[Gn,r ]]) ∼= Zn−1 ⊗ Z2 =
{
0 n is even
Z2 n is odd.
By Theorem 3.9 and Theorem 6.2, [[Gn,r]] (or D([[Gn,r]])) is isomorphic to [[Gm,s]] (or
D([[Gm,s]])) if and only if there exists an isomorphism ϕ : Zn−1 → Zm−1 such that
ϕ(r) = s. This reproves the main result of [36]. By Theorem 6.21 and Corollary 6.25,
[[Gn,r]] and D([[Gn,r]]) are of type F∞.
6.7.2 The golden mean shift
Let X be the set of sequences of {0, 1} in which ‘11’ does not appear, that is,
X = {(xn)n ∈ {0, 1}N | if xn = 1, then xn+1 = 0}.
Let σ : X → X be the one-sided shift. The dynamical system (X,σ) is called the golden
mean shift, and the corresponding matrix is
M =
[
1 1
1 0
]
.
The Perron eigenvalue of M is the golden number (1 +
√
5)/2, and det(id−M t) = −1.
Consider the e´tale groupoid G of (X,σ). One has
H0(G) ∼= Coker(id−M t) = 0 and H1(G) ∼= Ker(id−M t) = 0.
It follows from Theorem 6.2 that G is isomorphic to G2,1 discussed above. Hence [[G]] is
isomorphic to the Higman-Thompson group V2,1.
In [24], for an arbitrary real number β > 1, the β-shifts and the associated C∗-algebras
Oβ were studied. It is known that the β-shift is a shift of finite type if and only if the
β-expansion of 1 is finite (see [24, Proposition 3.8] for instance). The golden mean shift
(X,σ) is equal to the β-shift with β = (1 +
√
5)/2. Note that the ring Z[β, β−1] equals
Z + βZ, because β2 − β − 1 = 0. We would like to observe that [[G]] is identified with
a group of PL bijections on the unit interval. As in Remark 6.3, let Fβ,1 be the set of
all PL homeomorphisms f : [0, 1] → [0, 1] with finitely many singularities such that all
singularities of f are in Z[β, β−1] and the derivative of f at any non-singular point is βk
for some k ∈ Z. The group Fβ,1 was shown to be finitely presented and is of type FP∞
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in [8]. In the same fashion as Remark 6.3, one can define the group Vβ,1 containing Fβ,1.
Define a continuous map ρ : X → [0, 1] by
ρ((xn)n) =
∞∑
n=1
xn
βn
∀(xn)n ∈ X.
Then for every t ∈ [0, 1],
#ρ−1(t) =
{
2 t ∈ Z[β, β−1] ∩ [0, 1)
1 otherwise.
Any cylinder set of X is mapped to an interval [a, b] with a, b ∈ Z[β, β−1]. It is not so
hard to see that [[G]] is naturally isomorphic to a subgroup of Vβ,1 via the map ρ. Thus
V2,1 is embeddable into Vβ,1.
6.7.3 A subshift with non-trivial H1
Let (X,σ) be the irreducible shift of finite type arising from the matrix
M =
[
2 1
1 2
]
,
and let G be the e´tale groupoid of (X,σ). One has
H0(G) ∼= Coker(id−M t) ∼= Z and H1(G) ∼= Ker(id−M t) = Z.
The equivalence class of 1X in H0(G) corresponds to 0 ∈ Z. By Lemma 6.1 and Theorem
4.16, D([[G]]) is simple. Theorem 5.2 says that [[G]]/[[G]]0 ∼= Z. By Corollary 6.24,
[[G]]0/D([[G]]) ∼= Z2. By Theorem 6.21, [[G]] is of type F∞. By Theorem 6.11 and
Corollary 6.25, [[G]]0 and D([[G]]) are finitely generated.
We would like to give a finite presentation for [[G]]. The notation is borrowed from
Section 6.5 and Section 6.6. Let (V, E) be a finite directed graph whose adjacency matrix
is M . Let V = {ζ, η}. Then ω = {Dζ ,Dη} is in B and rank(ω) = (1, 1). It is easy to
see rank(u) = (n, n) for u ∈ Bω with height(u) = n−1. By Lemma 6.18, there exists n
such that Ku is 1-connected for any u ∈ Bω satisfying rank(u) = (n, n). In view of the
remark given in [5, Section 5] (this argument is due to K. Vogtmann), one can take n = 9
in this case. Thus, the simplicial complex Z5,7 is 1-connected. Let u6 ∈ Bω be such that
rank(u6) = (6, 6). Choose two elements V1, V2 ∈ u6 such that s(V1) = s(V2) = Dζ . Let
u7 be the elementary expansion of u6 with respect to V1 and let u8 be the elementary
expansion of u7 with respect to V2. Then rank(uk) = (k, k), {u6<u7<u8} is a 2-simplex
of Z5,7 and {u6, u7, u8} is a set of representatives for the vertices of Z5,7 mod [[G]]. The
stabilizer of uk is isomorphic to Σk × Σk for each k = 6, 7, 8. To simplify notation, we
denote products of symmetric groups by Σk,l = Σk × Σl, etc. Let Γ0 be the free product
of Σ6,6, Σ7,7, Σ8,8 and Z generated by g = gη. As discussed in Section 6.6, there exists a
natural surjection π : Γ0 → [[G]].
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Consider the direct limit (in the sense of J-P. Serre) of the following diagram.
Σ8,8
Σ4,2,6
;;①①①①①①①①
{{①①
①①
①①
①①
Σ6,7
bb❊❊❊❊❊❊❊❊
""❊
❊❊
❊❊
❊❊
❊
Σ6,6 Σ5,6oo // Σ7,7
Regard Σk,k as the group of permutations of letters {1k, 2k, . . . , kk} ∪ {1′k, 2′k, . . . , k′k} for
k = 6, 7, 8. The maps Σ5,6 →֒ Σk,k for k = 6, 7 are obtained by letting Σ5 permute
{1k, 2k, 3k, 4k, kk} and letting Σ6 permute {1′k, 2′k, . . . , 6′k}. Similarly, the maps Σ6,7 →֒ Σk,k
for k = 7, 8 are obtained by letting Σ6 permute {1k, . . . , 6k} and letting Σ7 permute
{1′k, . . . , 7′k}. The map Σ4,2,6 →֒ Σ6,6 is obtained by letting Σ4,2,6 permute {16, . . . , 46},
{56, 66} and {1′6, . . . , 6′6}. The embedding Σ4,2,6 →֒ Σ8,8 is not of the standard type. The
subgroup Σ4 × Σ6 permutes {18, . . . , 48} and {1′8, . . . , 6′8}, but the non-trivial element of
Σ2 maps to the product (58 78)(68 88)(7
′
8 8
′
8) of three transpositions. Let Γ1 be the direct
limit of this triangle of groups. Then the restriction of the homomorphism π : Γ0 → [[G]]
to the subgroup Σ6,6 ∗Σ7,7 ∗Σ8,8 factors through Γ1.
Let us now turn to discussion on the relations involving g = gη. We consider the
following diagram.
Σ8,8
Σ6,2,4
c2
;;①①①①①①①①
i2
{{①①
①①
①①
①①
Σ7,6
c1
bb❊❊❊❊❊❊❊❊
i1
""❊
❊❊
❊❊
❊❊
❊
Σ6,6 Σ6,5
i0oo c0 // Σ7,7
The maps i0 and c0 are obtained by letting Σ6 permute {1k, . . . , 5k, kk} and letting Σ5
permute {2′k, . . . , 6′k} for k = 6, 7. The maps i1 and c1 are obtained by letting Σ7 permute
{1k, . . . , 7k} and letting Σ6 permute {2′k, . . . , 7′k} for k = 7, 8. The map i2 is obtained by
letting Σ6,2,4 permute {16, . . . , 66}, {1′6, 2′6} and {3′6, . . . , 6′6}. The map c2 is not of the
standard type. The subgroup Σ6 ×Σ4 permutes {18, . . . , 58, 78} and {3′8, . . . , 6′8}, but the
non-trivial element of Σ2 maps to the product (1
′
8 2
′
8)(7
′
8 8
′
8)(68 88) of three transpositions.
Now the relations involving g are given by
(β0gβ0)
−1i0(σ)(β0gβ0)c0(σ) ∀σ ∈ Σ6,5, g−1i1(σ)gc1(σ) ∀σ ∈ Σ7,6,
and
(β0gβ0β1gβ1)
−1i2(σ)(β0gβ0β1gβ1)c2(σ) ∀σ ∈ Σ6,2,4,
where β0 = (56 66) and β1 = (1
′
6 2
′
6). Hence [[G]] is isomorphic to the quotient of the free
product of Γ1 and Z = 〈g〉 by the normal subgroup generated by these relations.
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6.7.4 Boundary actions I
We consider the boundary actions of free products of finite groups. These actions and
related C∗-algebras were studied in [40, 35]. Let P and Q be non-trivial finite groups (we
exclude the case P = Q = Z2). Put p = #P and q = #Q. Let E be the disjoint union of
P \ {1} and Q \ {1}. We define
X = {(xn)n ∈ EN | if xn ∈ P (resp. xn ∈ Q), then xn+1 ∈ Q (resp. xn+1 ∈ P )}.
The topological space X is naturally identified with the hyperbolic boundary of the free
product P ∗ Q, and admits a natural action ϕ : P ∗Q y X by homeomorphisms, which
is called the boundary action (see [35, Proposition 5.5], for example). Let σ : X → X be
the one-sided shift. Then (X,σ) is the shift of finite type associated with the matrix
M =
[
0 p−1
q−1 0
]
.
We have det(id−M t) = 1− (p− 1)(q− 1). It is not so hard to see that the transformation
groupoid Gϕ is canonically identified with the e´tale groupoid arising from (X,σ) (see [31,
Definition 2.1] for the definition of Gϕ). By Lemma 6.1, the groupoid Gϕ is purely infinite
and minimal. One has
H0(Gϕ) ∼= Coker(id−M t) ∼= Zn−1 and H1(Gϕ) ∼= Ker(id−M t) = 0,
where n = (p− 1)(q− 1). The equivalence class of 1X in H0(Gϕ) corresponds to p ∈ Zn−1
(or q ∈ Zn−1). Hence Theorem 6.2 tells us that Gϕ is isomorphic to Gn,p (or Gn,q)
discussed in Section 6.7.1.
6.7.5 Boundary actions II
Let k ∈ N \ {1} and let Fk denote the free group on k generators s1, s2, . . . , sk. Let
E = {s1, s−11 , s2, s−12 , . . . , sk, s−1k }. Set
Xk = {(xn)n ∈ EN | if xn = si (resp. xn = s−1i ), then xn+1 6= s−1i (resp. xn+1 6= si)}.
In the same way as the preceding example, the space Xk is naturally identified with the
hyperbolic boundary of the free group Fk. Let ϕk : Fk y Xk be the boundary action. The
one-sided shift σk : Xk → Xk is a shift of finite type associated with the 2k × 2k matrix
M =


1 0 1 1 . . . . . . 1 1
0 1 1 1 . . . . . . 1 1
1 1 1 0 . . . . . . 1 1
1 1 0 1 . . . . . . 1 1
...
...
...
...
. . .
...
...
...
...
...
...
. . .
...
...
1 1 1 1 . . . . . . 1 0
1 1 1 1 . . . . . . 0 1


.
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In the same way as the preceding example, the transformation groupoid Gϕk is canonically
identified with the e´tale groupoid arising from (Xk, σk). By Lemma 6.1, the groupoid Gϕk
is purely infinite and minimal. We have
H0(Gϕk)
∼= Coker(id−M t) ∼= Zk ⊕ Zk−1
and
H1(Gϕk)
∼= Ker(id−M t) ∼= Zk.
The equivalence class of 1X in H0(Gϕk) corresponds to (0, 1) ∈ Zk ⊕ Zk−1. By Theo-
rem 3.9, if k 6= l, then [[Gϕk ]] (or [[Gϕk ]]0, D([[Gϕk ]])) is not isomorphic to [[Gϕl ]] (or
[[Gϕl ]]0, D([[Gϕl ]])). It follows from Theorem 5.2 that [[Gϕk ]]/[[Gϕk ]]0 is isomorphic to
Zk. Theorem 4.16 tells us that D([[Gϕk ]]) is simple. By Corollary 6.24,
[[Gϕk ]]0/D([[Gϕk ]])
∼= (Zk ⊕ Zk−1)⊗ Z2 =
{
(Z2)
k k is even
(Z2)
k+1 k is odd.
By Theorem 6.21, we know that [[Gϕk ]] is of type F∞. By Theorem 6.11 and Corollary
6.25, [[Gϕk ]]0 and D([[Gϕk ]]) are finitely generated.
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