INTRODUCTION
Lexis as an inventory of words in a language and a complex syntactically-semantic phenomenon has been at the forefront of lexicological Slovenščina 2.0, 1 (2014) [42] and lexicographical analyses, as well as general linguistic analyses, for at least three decades. The increased interest in this field is mainly the response to treating lexemes as fillers of independent syntactic models, governed by grammar (Chomsky 1965) . Contemporary linguistic theories, especially the ones based on electronic corpora, i.e. large carefully designed collections of authentic texts in electronic form, are treating lexis as a central repository of language knowledge (Ooi 1998: 2) .
The full potential of studying lexis, especially word relations, has been exploited by statistical methods in corpus linguistics that allow the extraction of relevant information about the regularity of a pattern or collocation, and about discourse, genre, textual and other characteristics of the lexis. One of the main principles of corpus linguistics is that natural languages contain the same amount of analogy and anomaly (Teubert 1999: 298) and that the search for universal structures of grammar and lexicon using generative grammar and cognitive semantics approaches cannot meet these two criteria effectively.
Corpus linguistics therefore focuses on patterns and structures of semantic cohesion that exist in the area between word and sentence level, where a sentence is formed with grammar rules (Teubert 1999: 298-300) . The latest corpus approaches, especially in lexicography, have moved the limits of lexical behaviour even further into the text, making it possible to identify its sociolinguistic and pragmatic characteristics, and to predict its future development by using larger and larger amounts of data and state-of-the-art tools for analysing them.
Even the earliest corpus analyses have paid particular attention to the notion of lexical unit as a semantic and syntactic phenomenon. These principles were especially thoroughly implemented in Collins COBUILD corpus-based dictionary projects. The arrival of these dictionaries has completely revolutionized lexicography: any general, bilingual or specialized dictionary that wanted to be state-of-the-art and reasonably useful, had to use corpus methodology. Further steps in connecting semantic and syntactic Slovenščina 2.0, 1 (2014) [43] characteristics of words, based on language databases and used in both lexicography and natural language processing, derive from a common Firthian and structuralist source, but disperse in various directions. Especially noteworthy are developments in word sense disambiguation, development of tools for corpus analysis, e.g. the Sketch Engine with advanced functions such as word sketches (Kilgarriff, Rundell 2002; Kilgarriff et al. 2004) , and establishing "behaviour profiles" using quantitative corpus semantics, including sociolectometrical trend analysis and usage based linguistics (Geeraerts 2010) .
Contemporary lexicographic approaches are slowly finding their way into terminography where we are witnessing an increase in the importance of lexical semantics, i.e. extraction of definitions from texts and of paradigmatic and/or syntagmatic relations between terms and between terms and other words. As Faber and L'Homme argue (2013, see also Pearson 1998):
/T/he advent of corpus linguistics and corpus pattern analysis has brought many questions to the forefront in Terminology, such as term variation and polysemy, which were previously not envisaged in specialized language. Other issues include the identification of specialized meaning in running text, as well as the relations between terms and other lexical units. As a result, terminologists now have to deal with term meaning and how it is represented in texts.
In this paper we describe how some of the aforementioned approaches were used in the compilation of a freely available online terminological database of Slovene public relations terms. 
THE PROJECT

TERMINOLOGY DATABASE AS A BODY OF KNOWLEDGE
As established earlier, the inclusion of collocation information on headwords has become an integral element of contemporary corpus-based lexicography (e.g. Čermák 2006), whereas terminography is yet to make this information a regular dictionary feature. The TERMIS project aimed to build a body of knowledge, not merely a dictionary, therefore we decided to include lexically and/or pragmatically constrained recurrent co-occurrences of terms with terms and other lexemes. This information was included in the form of two elements: as collocations under the relevant grammatical relation, and as corpus examples.
Collocations
"Collocations are lexically and/or pragmatically constrained recurrent Slovenščina 2.0, 1 (2014) [45] cooccurrences of at least two lexical items which are in a direct syntactic relation with each other" (Heid, Gouws 2006: 980) . This notion is well-known in English linguistics and lexicography (e.g. Firth 1957; Halliday 1966; Church, Hanks 1990; Sinclair 1991; Krishnamurthy 2004 ).
This definition of collocation indicates that collocations are semantically transparent, their meaning is usually a combination of meanings of their components; they are normally syntactically acceptable, i.e. they follow grammatical rules, however they exhibit certain restrictions in their grammatical and lexical selection. Collocations can be divided into two groups: nominal collocations, consisting of two content words, and grammatical collocations, especially prepositional collocations (see Sicherl 1999; Benson et al. 1986 ). When determining the scope of collocation or socalled collocational paradigm (Čermák 1985: 173) , which is defined by the set of a word's collocations, different perspectives of word relations on the syntagmatic level are combined with semantic relations between words at the paradigmatic level. In other words, this phenomenon, which exhibits a strong relation in the corpus, also has semantic properties.
In Slovene, typical collocates of nouns are adjectives, nouns and verbs; typical collocates of adjectives are adverbs and nouns; verb collocates fill valency positions or modify the verb (Gorjanc et al. 2005: 11) . Grammatically relevant collocates for Slovene are prepositions. Considering those facts and our priority to make the extraction of collocations from the corpus as automatic as possible, we used the Sketch Engine tool and its Word sketch function 2.0, 1 (2014) [46] The results of the automatic procedure, described in more detail in Logar Berginc, Kosem (2013) , were XML files (Figure 2 ) containing 462 lexicalgrammatical sketches for noun terms, 58 sketches for verb terms, and 718 sketches for multi-word terms (adjective + noun, noun + noun). For 479 noun terms, 141 verb terms and 122 multi-word terms we extracted all corpus data as there was not enough data available to create word sketches.
[47] Once the collocation information was imported into the terminological database, it was manually edited. This procedure was limited to few activities: putting the collocations into the correct case (they were extracted as lemmas), splitting and merging semantically related collocations, and consequently reordering the corpus examples (more on examples below). We also had to delete some "false" collocations, as they were exemplified by only one example or by two or more identical examples, which was caused by the repeated occurrence of textual elements in the corpus (book titles, institutions etc.). [48] Collocations were listed in the database under the relevant grammatical structure, as shown in Figure 3 . means that the term komuniciranje (SBZ), which can appear in any case (thus [49] 0), is preceded by an adjective or adjectival phrase (pbz), which can also appear in any case; the formula sbz0 SBZ2 means that the term komuniciranje appears in the genitive, i.e. the second case (thus 2), and is preceded by a noun or noun phrase in any case; the formula SBZ1 gbz means that the term komuniciranje appears in the nominative, its collocate being a verb or verb phrase (gbz).
Each collocation in the database is exemplified by two automatically extracted corpus examples.
Examples of use
Examples of use show the headword in its syntactic environment. They are authentic examples as opposed to invented ones. Examples are included in dictionaries to confirm the existence of the word, to assist with understanding of the definition, and to exemplify syntactic, collocational, textual and other characteristics of the word (Atkins, Rundell 2008: 452-455) . If it has been said that terminological dictionaries rarely contain collocations, this is even more true of authentic examples, as the implementation of such a concept requires a corpus-driven approach.
Part of the method for extracting lexical information with the help of the Sketch Engine tool is the GDEX tool. GDEX ranks corpus examples according to their dictionary potential by using criteria such as sentence length, wholesentence form, sentence complexity, presence/absence of rare words, presence of URLs etc., and is therefore a very useful function for lexicographers (Kilgarriff et al. 2008; Kosem et al. 2011; Kosem et al. 2012 ).
Each collocation is exemplified with two examples. We used two settings for minimum collocation frequency: the frequency of 3 was used for verbs with frequency higher than 200 (there were 20 such verbs), for nouns with frequency higher than 700 (there were 38 such nouns), and for multi-word noun terms with frequency higher than 130 (there were 155 such nouns).
Higher frequency of a term also meant more examples to choose from for the Slovenščina 2.0, 1 (2014) [50] GDEX function. In fact, in only about 10% of cases we decided to replace the extracted example by a manually selected one; but even in those cases we quite often found that there were no significantly different or better examples available in KoRP, as the authors quoted the same source, and also in the same or very similar manner.
Examples were not shortened as the online database format did not pose any restrictions, normally faced by lexicographers and terminologists working on printed dictionaries. The only modifications made to examples were deleting any non-final punctuation at the end, any numbers denoting footnotes, any redundant spaces before commas and full stops and around brackets and quotation marks (it can be assumed that these redundant spaces were caused by corpus annotation), and any extra spaces between words and adding missing spaces between words. All other "errors" in examples (e.g. typos, spelling errors, and inconsistencies) have been left uncorrected for now.
The users of the terminological database of public relations can access examples from the KoRP corpus by clicking on the Več… ('More…') link, which follows the group of collocations (see Figure 3) . In Figure 4 , showing the entry for komuniciranje, examples are opened for the second collocation group. Collocations and good dictionary examples require an additional comment, namely that the corpus size of 1.8 million words resulted in certain limitations for creating word sketches for low frequency single-and multi-word terms.
Therefore, approximately half of the headwords in the final database do not contain collocation information; however they are still exemplified by two corpus examples (the exception being the terms with only a single occurrence in the KoRP corpus, which contain only one example). It is of course also possible that a part of the terminological lexemes on the headword list does not form any relevant collocations, or features in grammatical structures with very diverse lexical elements.
Linking to other parts of the database, and to the Gigafida and KoRP corpora
The final part of each entry in the TERMIS database contains links to related entries ( Figure 5 ), and as shown in Logar Berginc (2014) , users of the database can access two corpora: the reference corpus of Slovene Gigafida (http://www.gigafida.net; ) and the KoRP corpus in the NoSketch Engine and CUWI concordancer (Erjavec 2013) . In the latter, the users can see all the concordance lines of a term, and a wider context (each paragraph has the information on the text source), and in the former corpus the users can see how a term is used in general language (a majority of public relations terms are found in general language as well). 
USER FEEDBACK: PRELIMINARY RESULTS
Users of terminological dictionaries are not used to seeing collocation information and full-sentence or multi-sentence examples, despite being able to read them online (as already mentioned, the terminological database of public relations also contains definitions and English equivalents of the terms; these elements are offered at the beginning of each entry, as these types of information are most frequently consulted).
Understandability, clarity and relevance of terms' collocation information in the TERMIS database is something that can be comprehensively measured after a certain period of usage, however during the compilation of the database we have already conducted a small survey about this part of the database entry among 24 Slovenian experts in public relations. The respondents were shown two types of display for the database entry, as planned at that time, and asked two multi-choice questions: 
B. Yes and no.
[54]
C. No; it is enough to read only the first part of the entry (definition, translation, two examples).
Distributions of answers to the questions are shown in Figure 6 and Figure 7 , respectively. The answers were encouraging as 38% and 54% of the respondents answered the first question with "Yes, one can quickly understand what the information means" and "Yes, however one needs to get used to this way of presenting information" in a terminological dictionary, respectively. The most frequently selected answer (58%) to the second question was "Yes; all this information helps me fully understand the term, its meaning and role in the context", followed by "Yes and no" (38%). The respondents' opinion that the collocation information and examples of use contribute to a better understanding of the terms confirms our assumption that the terminological database of public relations is a step away from traditional terminological dictionaries towards a dictionary that functiones as a body of knowledge. words. (Pearson 1998: 8) we can apply to terminology several approaches of corpus lexicography, which is concerned with compiling general language dictionaries. One of such approaches, as shown in this paper, is the inclusion of information on the term's collocations. Research shows that collocations strengthen terminological definition and/or facilitate its understandability (Bergenholtz, Tarp 1995: 117-126, 141-142) -together with examples they enable quicker understanding of the concept of the lexeme (in our case, a term). This has been confirmed by the experts in the public relations field who participated in the survey on the understandability, clarity and relevance of the collocation information in the terminological database.
CONCLUSIONS
At the moment it appears that the TERMIS project has chosen the correct approach, and we will continue to carefully monitor user feedback to confirm this. There are already new trends on the horizon, for example:
To cope with the challenge posed by the documentary and communicative explosion behind Big Data, the descriptive dictionary of the future should optimize the use of computational corpus techniques, and should consider the inclusion of longitudinal lexical analyses at aggregate level, complementing the traditional analyses at the level of the word. (Geeraerts 2014) These are definitely approaches that might or should be transferred to and adapted for terminology.
