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We study the properties of heat conduction induced by non-Gaussian noises from athermal en-
vironments. We find that new terms should be added to the conventional Fourier law and the
fluctuation theorem for the heat current, where its average and fluctuation are determined not only
by the noise intensities but also by the non-Gaussian nature of the noises. Our results explicitly
show the absence of the zeroth law of thermodynamics in athermal systems.
PACS numbers: 05.70.Ln, 05.10.Gg, 05.40.Fb
I. INTRODUCTION
Recent developments of experimental technologies have enabled us to investigate the detailed thermodynamic prop-
erties of small systems such as colloidal and biological systems [1]. If the environments of the systems are in thermal
equilibrium, stochastic thermodynamics with Gaussian noises has shown to be very powerful to investigate universal
relations in nonequilibrium statistical mechanics of small systems [2–7]. In these systems, for example, the average
and the fluctuation of heat current are characterized by the Fourier law and the heat fluctuation theorem, respectively
[8–24]. On the other hand, the effects of non-Gaussian noises from athermal environments have been reported in
electrical circuits [25] and biomolecular systems [26]. The conventional approaches in stochastic thermodynamics are
not applicable to such systems, because the environments are not in thermal equilibrium. An alternative approach
to this problem has been the formulation in terms of non-Gaussian noises [27–33]. However, a universal theory of
nonequilibrium statistical mechanics in the presence of non-Gaussian noises has not been fully understood. For exam-
ple, how should the fundamental thermodynamic relations, such as the Fourier law and the heat fluctuation theorem,
be modified with non-Gaussian noises?
In this paper, we answer this question with a stochastic model of heat conduction induced by non-Gaussian noises
from athermal environments. We derive generalizations of the Fourier law and the fluctuation theorem, by applying
non-Gaussian stochastic energetics on the basis of a new stochastic integral introduced in Ref. [34]. The average
heat current between the environments is determined not only by the difference in the noise intensities (i.e., the
temperatures for the case of equilibrium environments), but also by the difference in the non-Gaussianity of the
noises. In particular, even when the noise intensities of the environments are the same, the heat can be conducted
purely by the effect of the non-Gaussianity. We also derive a correction to the heat fluctuation theorem, which
reveals the fundamental properties of the heat fluctuations in the presence of the non-Gaussian noises. Moreover, we
investigate the validity of the zeroth law of thermodynamics for athermal systems, and find that the zeroth law is
not universally valid but depends on the details of a contact device between two systems. We numerically verify our
statements, which demonstrate that the direction of the average heat current depends on the characteristics of the
heat conductor, and that the properties of the heat fluctuation significantly deviates from those of the conventional
fluctuation theorem. Our result would serve as a theoretical foundation to study the energy transport and the
irreversible phenomena in athermal systems with non-Gaussian noises.
This paper is organized as follow. In Sec. II, we formulate the model of a Brownian motor with non-Gaussian
noises, and define the heat current. In Sec. III, we show the generalizations of the Fourier law and the heat fluctuation
theorem, and discuss the zeroth law of thermodynamics for athermal systems. In Sec. IV, we present derivations of
our main results. In Sec. V, we conclude this paper with some remarks. In Appendix A, we discuss the cumulant
functional and the n-points delta functions. In Appendix B, we review the formulation of the ∗ integral. In Appendix
C, we show a detailed analysis for a weakly quartic potential. In Appendix D, we numerically show non-linear effect
in the generalized heat fluctuation theorem.
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FIG. 1: A schematic picture of heat conduction between athermal environments. The noise from the left (right) environment
is characterized by the noise intensity T (T ′) and the higher order cumulants {Kn}n≥3 ({K
′
n}n≥3).
II. MODEL
We consider a non-Gaussian stochastic model of a Brownian motor which consists of two vanes that are attached to
two environments which can be athermal by a spring (see Fig. 1). The vanes are driven by athermal fluctuations in
the environments, and the spring conducts energy current induced by the fluctuations. We refer to the energy current
as the heat current. The motion of the vanes is described by the following Langevin equations:
dxˆ
dt
= −∂U(xˆ− yˆ)
∂xˆ
+ ξˆ,
dyˆ
dt
= −∂U(xˆ− yˆ)
∂yˆ
− ηˆ, (1)
where xˆ, yˆ are the angles of the vanes, U(xˆ − yˆ) is the dimensionless potential energy of the spring, and ξˆ, ηˆ are
independent white non-Gaussian noises that characterize the fluctuations from the athermal environments. In the
following, 〈Aˆ〉 denotes the ensemble average of a stochastic variable Aˆ, and the Boltzmann constant is taken to be
unity. The cumulants of the noises are given by
〈ξˆ(t)〉 = 〈ηˆ(t)〉 = 0, (2)
〈ξˆ(t1)ξˆ(t2)〉c = 2Tδ(t1 − t2), (3)
〈ηˆ(t1)ηˆ(t2)〉c = 2T ′δ(t1 − t2), (4)
〈ξˆ(t1)ξˆ(t2) . . . ξˆ(tn)〉c = Knδn(t1, t2, . . . , tn), (5)
〈ηˆ(t1)ηˆ(t2) . . . ηˆ(tn)〉c = K ′nδn(t1, t2, . . . , tn), (6)
where 〈ξˆ(t1) . . . ξˆ(tn)〉c denotes the n-th cumulant, and δn(t1, . . . , tn) is a n-point delta function with an positive integer
n (see Appendix A for details). We write K2 ≡ 2T and K ′2 ≡ 2T ′. On the basis of stochastic energetics [3–6, 34], the
heat current is defined by
dQˆ
dt
=
(
−dxˆ
dt
+ ξˆ
)
∗ dxˆ
dt
, (7)
where ∗ describes a stochastic integral that is defined as a white noise limit of a colored noise. As discussed in Ref. [34]
and Appendix B in detail, the ∗ integral for an arbitrary function f(xˆ(s)) is given by∫ t
0
dsξˆ(s) ∗ f(xˆ(s)) ≡ lim
ε→+0
lim
∆t→+0
N−1∑
i=0
∆tξˆε(ti)f(xˆ(ti)), (8)
where ∆t ≡ t/N , ti ≡ i∆t, and ξˆε(ti) is the colored noise with a correlation time ε > 0 such that limε→0 ξˆε(ti) = ξˆ(ti).
For non-Gaussian noises, the definition of the heat is not consistent with the Stratonovich integral but with the ∗
integral [34]. We note that the Stratonovich and ∗ integrals are the same for Gaussian noises. In the Gaussian case
with Kn = K
′
n = 0 for n ≥ 3, we can show that the motor obeys the conventional Fourier law and the heat fluctuation
theorem:
J = −κ∆T, (9)
lim
t→∞
1
t
ln
P (+q, t)
P (−q, t) = ∆βq, (10)
where J = 〈dQˆ/dt〉SS ≡ limt→∞〈dQˆ/dt〉 is the average heat current in the steady state, κ is the thermal conductivity,
∆T ≡ T ′ − T , ∆β ≡ 1/T ′ − 1/T , P (q, t) ≡ P (Qˆ(t) = qt), and q is the time average heat current.
3III. MAIN RESULTS
In this section, we summarize the main results in this paper. The derivation of them will be presented in Sec. IV
associated with Appendices.
A. Generalized Fourier Law
We now discuss the generalized Fourier law for an arbitrary potential U(xˆ− yˆ) on the basis of the perturbation in
terms of ∆T , Kn and K
′
n with n ≥ 3. In the first order perturbation, we obtain the generalized Fourier law:
J = −
∞∑
n=2
κn∆Kn, (11)
κn =
1
2 · n!
〈
dnU(zˆ)
dzˆn
〉
eq
, (12)
where zˆ ≡ xˆ− yˆ, ∆Kn ≡ K ′n −Kn, and
〈f(zˆ)〉eq ≡
∫ ∞
−∞
dzf(z)Peq(z) (13)
for an arbitrary function f(zˆ) with
Peq(z) ≡ e
−U(z)/T∫∞
−∞ dye
−U(y)/T . (14)
This is the first main result of this paper. The first term on the right hand side (rhs) of Eq. (11) , i.e. −2κ2∆T ,
corresponds to the conventional Fourier law, and the other terms describe the correction terms due to the non-
Gaussianity of the noises. This result implies that the heat is conducted from the environment with the higher
non-Gaussianity to the other environment. Particularly in the case of T = T ′, the Gaussian term of the rhs of
Eq. (11) vanishes, but non-Gaussian terms drive the heat current. We note that the effect of the n-th cumulant is
induced by the n-th differential coefficient of the potential, which implies that the quartic potential model is minimum
to reveal the non-Gaussian effects. In fact, if the potential is harmonic, the non-Gaussian effects vanish in Eq. (11).
We have numerically verified Eq. (11) for a quartic potential U(zˆ) = zˆ2/2 + χzˆ4/4 with χ > 0. For simplicity, we
assume that ξˆ(t) is a white Gaussian noise and that ηˆ(t) is a two-sided Poisson noise with intensity
√
2T ′/λ′ and
transition rate λ′/2: ηˆ(t) =
∑
i
√
2T ′/λ′δ(t − tˆi) +
∑
i(−
√
2T ′/λ′)δ(t − sˆi), where tˆi, sˆi are times at which Poisson
flights happen. Figure 2 shows our numerical results with T = 0.300, T ′ = 0.299, and λ′ = 5.0. We plot the average
heat current by changing χ. The direction of the heat current is changed at χ ≃ 0.058, which implies that the direction
of the heat current depends on the potential profile of the heat conductor. We explicitly present the detailed analysis
for weakly quartic case in Appendix C.
B. Generalized heat fluctuation theorem
We next discuss a correction term to the conventional heat fluctuation theorem on the basis of the perturbation in
terms of Kn and K
′
n with n ≥ 3. Here we do not assume that ∆T is also small. For simplicity, we consider the case
of a harmonic potential with U(zˆ) = zˆ2/2. We obtain a correction term to the heat fluctuation theorem up to the
first order perturbation:
lim
t→∞
1
t
ln
P (+q, t)
P (−q, t) = ∆βq +
∞∑
n=2
[K2nΞ2n(q) +K
′
2nΞ
′
2n(q)] , (15)
Ξ2n(q) ≡ As
[
1
(4T 2)nn!
(
+q +
2q2 + T∆T
2
√
q2 + TT ′
)n]
, (16)
Ξ′2n(q) ≡ As
[
1
(4T ′2)nn!
(
−q + 2q
2 − T ′∆T
2
√
q2 + TT ′
)n]
, (17)
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FIG. 2: (Color online) Numerical verification of Eq. (11), where χ characterizes the nonlinearity of the potential. The dashed
line is theoretically obtained from Eq. (11), the cross points show the numerical data of our Monte Carlo simulation, and the
open circle indicates the point at which the direction of the heat current is switched. As χ becomes larger, the heat current
becomes smaller. We assume the ergodicity 〈dQˆ/dt〉SS = limT→∞
[
1/T
∫
T
0
ds
(
dQˆ/dt
)]
and calculated the long time average
instead of the ensemble average. The time step is given by 1.0× 10−4 and the entire time interval for the average is 1.0× 109.
where As[f(q)] ≡ f(q) − f(−q) is the antisymmetric part of an arbitrary function f(q). This is the second main
result of this paper. Although the conventional Fourier law (9) holds for a harmonic potential, the conventional heat
fluctuation theorem (10) should be modified as Eq. (15) even for the harmonic potential. This implies that the effect
of the non-Gaussianity appears only in the higher cumulants in this case.
Let us consider a special case where ξˆ and ηˆ are the two-sided Poisson noises with intensities
√
2T/λ and
√
2T ′/λ′
and transition rates λ/2 and λ′/2, respectively. In this case, Eq. (15) reduces to a simpler form:
lim
t→∞
1
t
ln
P (+q, t)
P (−q, t) = 2∆βq + 2λe
2q2+T∆T
4Tλ
√
q2+TT ′ sinh
q
2Tλ
− 2λ′e
2q2−T ′∆T
4T ′λ′
√
q2+TT ′ sinh
q
2T ′λ′
. (18)
We note that the Gaussian limit is given by λ, λ′ → ∞. Particularly, let us focus on the case of T = T ′ and
λ′ = ∞, where J = 0 holds. We note that ηˆ is the Gaussian noise in the limit λ′ → ∞. In this case, the fluctuation
function F (q) ≡ limt→∞(1/t) lnP (+q, t)/P (−q, t) is positive for q > 0, which is interpreted as follows: although
P (q, t) converges to δ(q) in the limit t→∞, the convergence speed is asymmetric in terms of q. Thus, the heat tends
to flow from the environment with the higher non-Gaussianity to the other environment, though the average heat flux
is zero.
We have numerically checked the validity of Eq. (18) as shown in Fig. 3. By taking t = 1000, T = 0.20, T ′ = 0, 19,
λ = 2.0, and λ′ =∞, we numerically obtain the fluctuation function F (q) and compare it with Eqs. (18) and (10). We
observe a significant deviation from the conventional heat fluctuation theorem (10), and the deviation is consistent
with our result (18). We also demonstrate how the heat fluctuation theorem is modified for the case that the nonlinear
correction is relevant in Appendix D.
C. A generalized zeroth law of thermodynamics
We next discuss the zeroth law of thermodynamics [35–38]. In the case of non-Gaussian noises with ∆Kn 6= 0 for
n ≥ 3, Eq. (11) implies that the condition of J = 0 explicitly depends on the spring potential U(zˆ). In contrast, in the
case of Gaussian noises, J = 0 if and only if ∆T = 0. Therefore, the zeroth law of thermodynamics is not universally
valid for non-Gaussian noises; the condition of J = 0 depends on the details of the contact device (i.e., the spring).
When we fix the contact device, however, there is a transitive relation for thermal equilibrium and we can introduce
an indicator characterizing the direction of heat current.
To show this, we consider three athermal environments, AE(1), AE(2) and AE(3), whose fluctuations are char-
acterized by the cumulants (T (i), {K(i)n }n≥3) with i = 1, 2, 3. If we link the contact device between AE(i) and
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FIG. 3: (Color online) Numerical verification of Eq. (18). The red broken line is obtained from Eq. (18), the black chain line
is obtained from Eq. (10), and the blue cross points show the numerical data of our simulation. We perform the Monte Carlo
simulation to make the histogram of the heat distribution function, and numerically obtain the fluctuation function F (q). The
bin-width for the heat histogram is 0.03, the time step is 0.0001, and the number of samples is 5× 107.
AE(j) (i, j = 1, 2, 3, i 6= j), the average heat current between them is given by J (ij) = −∑n≥2 κn∆(ij)Kn, where
∆(ij)Kn ≡ K(j)n −K(i)n . We can then show the transitive relation: if J (12) = 0 and J (23) = 0, then J (13) = 0. We also
introduce a device-dependent indicator µU (T, {Kn}n≥3) as
µU (T, {Kn}n≥3) =
∞∑
n=2
κnKn, (19)
which characterizes the direction of the average heat current
J (ij) = µU (T
(i), {K(i)n }n≥3)− µU (T (j), {K(j)n }n≥3). (20)
In this sense, µU (T
(i), {K(i)n }n≥3) plays a corresponding role to that of the temperature in equilibrium thermodynam-
ics. Such a device-dependent temperature has also been introduced in Refs. [39, 40] for driven lattice gases, which
implies that our results may hold beyond our model.
IV. DERIVATIONS
In this section, we present the details of the derivation of the main results introduced in the previous section. This
section consists of two parts: the derivations of the generalized Fourier law and of the generalized heat fluctuation
theorem.
A. Derivation of the generalized Fourier law (11)
We now present the derivation of the generalized Fourier law (11). By introducing a new variable zˆ ≡ xˆ− yˆ, Eqs. (1)
reduce to a single equation:
dzˆ
dt
= −2dU(zˆ)
dzˆ
+ ξˆ + ηˆ. (21)
Let us introduce a stochastic distribution function as Pˆ(z, t) ≡ δ(z − zˆ(t)), which satisfies the stochastic Liouville
equation [48]
∂Pˆ(z, t)
∂t
= − ∂
∂z
(
dzˆ
dt
∗ Pˆ(z, t)
)
= 2
∂
∂z
dU
dz
Pˆ(z, t)− ∂
∂z
(ξˆ + ηˆ) ∗ Pˆ(z, t). (22)
6Using the transformation formulas from the ∗ integral to the Itoˆ one [i.e., Eqs. (B4) and (B5)], we obtain the master
equation of the distribution function P (z, t) ≡ 〈Pˆ(z, t)〉 as
∂P
∂t
=
[
2
∂
∂z
dU
dz
+ (T + T ′)
∂2
∂z2
+
∞∑
n=3
Kn +K
′
n
(−1)nn!
∂n
∂zn
]
P
= 2
∂
∂z
(L0 + L1)P (z, t), (23)
where
L0 ≡ dU
dz
+ T
∂
∂z
, L1 ≡ ∆T
2
∂
∂z
+
∞∑
n=3
Kn +K
′
n
(−1)n2 · n!
∂n−1
∂zn−1
.
The normalization of the probability is given by
∫∞
−∞ dyP (y, t) = 1. The steady solution of Eq. (23) satisfies the
relation (L0 + L1)PSS(z) = 0, where PSS(z) ≡ limt→∞ P (z, t). We assume that ∆T , Kn and K ′n are perturbative
terms. In the first order perturbation, we expand the steady solution of as PSS(z) = P0(z) + P1(z), where P0 and
P1 are the unperturbative and perturbative steady distributions, respectively. Here, P0(z) and P1(z), respectively,
satisfy the equations
T
dP0(z)
dz
+
dU
dz
P0(z) = 0, (24)
T
dP1(z)
dz
+
dU
dz
P1(z) = −∆T
2
dP0(z)
dz
−
∞∑
n=3
(−1)n
2
Kn +K
′
n
n!
dn−1P0(z)
dzn−1
. (25)
Thus we obtain the solutions
P0(z) =
e−U(z)/T∫∞
−∞ dye
−U(z)/T = Peq(z), (26)
P1(z) = P0(z)
[
C +
∆TU(z)
2T 2
−
∞∑
n=3
(−1)n
2T
Kn +K
′
n
n!
∫ z
0
dyP−10 (y)
dn−1P0(y)
dyn−1
]
, (27)
where C is a renormalization constant determined by
∫∞
−∞ dyP1(y) = 0. The average heat flux is given by
J ≡
〈(
−dxˆ
dt
+ ξˆ
)
∗ dxˆ
dt
〉
SS
=
〈
−
(
dU
dzˆ
)2
+
dU
dzˆ
∗ ξˆ
〉
SS
=
〈
T
d2U
dzˆ2
−
(
dU
dzˆ
)2〉
SS
+
∞∑
n=3
Kn
n!
〈
dnU
dzˆn
〉
SS
=
∫ ∞
−∞
dz (P0(z) + P1(z))
[
T
dU
dz2
−
(
dU
dz
)2]
+
∞∑
n=3
Kn
n!
〈
dnU
dzˆn
〉
eq
, (28)
where we have used Eq. (B4), 〈Aˆ〉SS ≡
∫∞
−∞ dzPSS(z)A(z), and 〈Aˆ〉eq ≡
∫∞
−∞ dzP0(z)A(z). Using the following
equalities
T
d2U
dz2
−
(
dU
dz
)2
= − T
2
P0(z)
d2P0(z)
dz2
,∫ ∞
−∞
dzP0(z)
d
dz
(
P−10 (z)
dn−1P0(z)
dzn−1
)
=
〈
(−1)n−1
T
dnU
dzˆn
〉
eq
,
we obtain ∫ ∞
−∞
dzP0(z)
[
T
dU
dz2
−
(
dU
dz
)2]
= 0, (29)
7and ∫ ∞
−∞
dzP1(z)
[
T
dU
dz2
−
(
dU
dz
)2]
= −T 2
∫ ∞
−∞
dzP0(z)
d2
dz2
(
P1(z)
P0(z)
)
= −∆T
2
〈
d2U
dzˆ2
〉
eq
−
∞∑
n=3
Kn +K
′
n
2 · n!
〈
dnU
dzˆn
〉
eq
. (30)
Thus we obtain
J = −∆T
2
〈
d2U
dzˆ2
〉
eq
−
∞∑
n=3
K ′n −Kn
2 · n!
〈
dnU
dzˆn
〉
eq
, (31)
which is the generalized Fourier law (11).
B. Derivation of the generalized heat fluctuation theorem (15)
We here derive the generalized heat fluctuation theorem (15). We first assume a harmonic potential U(zˆ) = zˆ2/2
and derive the master equation of a distribution function for zˆ and Qˆ. Let us introduce a stochastic distribution
function Pˆ(z,Q, t) ≡ δ(z − zˆ(t))δ(Q − Qˆ(t)). The stochastic Liouville equation for Pˆ(z,Q, t) is given by
∂Pˆ(z,Q, t)
∂t
= −
[
∂
∂z
dzˆ
dt
+
∂
∂Q
dQˆ
dt
]
∗ Pˆ(z,Q, t)
= 2
∂
∂z
[
zPˆ(z,Q, t)
]
+
∂
∂Q
[
z2Pˆ(z,Q, t)
]
− ∂
∂z
(ξˆ + ηˆ) ∗ Pˆ(z,Q, t)− ∂
∂Q
zPˆ(z,Q, t) ∗ ξˆ. (32)
Using Eqs. (B4) and (B5), we obtain the master equation of P (z,Q, t) ≡ 〈Pˆ(z,Q, t)〉 as
∂P (z,Q, t)
∂t
=
[
2
∂
∂z
z+
∂
∂Q
z2+T
(
∂
∂z
+ z
∂
∂Q
)2
+T ′
∂2
∂z2
+
∞∑
n=3
(−1)n
n!
{
Kn
(
∂
∂z
+ z
∂
∂Q
)n
+K ′n
(
∂
∂z
)n}]
P (z,Q, t).
(33)
By introducing the Laplace transformation of P (z,Q, t) as ρv(z, t) ≡
∫∞
−∞ dQe
−vQP (z,Q, t), we derive the modified
master equation for ρv(z, t) as
∂ρv(z, t)
∂t
= (Lv0 + L
v
1) ρv(z, t), (34)
Lv0 ≡ 2
∂
∂z
z + vz2 + T
(
∂
∂z
+ zv
)2
+ T ′
∂2
∂z2
,
Lv1 ≡
∞∑
n=3
(−1)n
n!
{
Kn
(
∂
∂z
+ zv
)n
+K ′n
(
∂
∂z
)n}
,
The adjoint operators of Lv0 and L
v
1 are respectively given by
(Lv0)
† ≡ −2z ∂
∂z
+ vz2 + T
(
− ∂
∂z
+ zv
)2
+ T ′
∂2
∂z2
,
(Lv1)
† ≡
∞∑
n=3
(−1)n
n!
{
Kn
(
− ∂
∂z
+ zv
)n
+K ′n
(
− ∂
∂z
)n}
.
Let us denote an eigenfunction of the operator Lv0+L
v
1 by ψ
v
n(z) (n = 0, 1, 2, . . . ) and the corresponding eigenvalue by
µvn (n = 0, 1, 2, . . . ). We assume that the eigenvalues satisfy Re(µ
v
n) ≤ Re(µvm) for n > m, where Re(a) is the real part
of an arbitrary complex number a. We denote an eigenfunction of the operator (Lv0)
†+(Lv1)
† by φvn(z) (n = 0, 1, 2, . . . )
and the corresponding eigenvalue by νvn (n = 0, 1, 2, . . . ). According to the Perron-Frobenius theory [20], we can
8generally set νvn = (µ
v
n)
∗ for any n and the largest eigenvalues νv0 and µ
v
0 are real. Furthermore, the largest eigenvalue
µv0 is known to be equal to the scaled cumulant generating function [20]
Ψ(v) ≡ lim
t→∞
1
t
ln 〈e−vQˆ(t)〉 (35)
. The orthonormal conditions for the eigenfunctions are given by∫ ∞
−∞
dy(φn(y))
∗ψm(y) = δn,m, (36)
where n and m are non-negative integers and δn,m is the Kronecker delta. To solve this eigenvalue problem, we
perform a perturbative calculation in terms of Kn and K
′
n (n ≥ 3). We expand the largest eigenvalue µv0 and the
corresponding eigenfunctions ψv0 (z), φ
v
0(z) as
µv0 = µ
v
0,0 + µ
v
0,1, (37)
ψv0(z) = ψ
v
0,0(z) + ψ
v
0,1(z), (38)
φv0(z) = φ
v
0,0(z) + φ
v
0,1(z), (39)
where µ0,0(v), ψ
v
0,0(z), and φ
v
0,0(z) are the unperturbative terms, and µ0,1(v), ψ
v
0,1(z), and φ
v
0,1(z) are the perturbative
terms. In the first order perturbation, we obtain
Lv0ψ
v
0,0(z) = µ
v
0,0ψ
v
0,0(z), (40)
(Lv0)
†φv0,0(z) = µ
v
0,0φ
v
0,0(z), (41)
Lv0ψ
v
0,1(z) + L
v
1ψ
v
0,0(v) = µ
v
0,0ψ
v
0,1(z) + µ
v
0,1ψ
v
0,0(z). (42)
The solutions of Eqs. (40) and (41) are given by [43, 44]
µv0,0 = 1−
√
(1 + Tv)(1− T ′v), (43)
ψv0,0(z) = exp
(
− z
2
2T ∗1
)
, (44)
φv0,0(z) =
√
1
T∗1
+ 1T∗2
2π
exp
(
− z
2
2T ∗2
)
, (45)
where T ∗1 ≡ (T +T ′)/(
√
(1− T ′v)(1 + Tv)+ 1+Tv) and T ∗2 ≡ (T +T ′)/(
√
(1− T ′v)(1 + Tv)− 1−Tv). Multiplying
φv0,0(z) to the both sides of Eq. (42) and integrating them by z, we obtain
µv0,1 =
∫ ∞
−∞
dzφv0,0(z)L
v
1ψ
v
0,0(z)
=
√
1
T∗1
+ 1T∗2
2π
[ ∞∑
n=3
(−1)nKn
n!
∫ ∞
−∞
dze
− z2
2
(
1
T∗
2
+v
)
dn
dzn
e
− z2
2
(
1
T∗
1
−v
)
+
∞∑
n=3
(−1)nK ′n
n!
∫ ∞
−∞
dze
− z2
2T∗
2
dn
dzn
e
− z2
2T∗
1
]
=
∞∑
n=2
K2n
n!
[
−v
4
√
1− T ′v
1 + Tv
]n
+
∞∑
n=2
K ′2n
n!
[
v
4
√
1 + Tv
1− T ′v
]n
, (46)
where we have used Eqs. (36), (41), (44), (45), and identities for Hermite polynomial Hn(z):
d
dz
+ vz = e−
vz2
2
d
dz
e
vz2
2 , Hn(z) ≡ (−1)nez
2 dn
dzn
(e−z
2
),∫ ∞
−∞
dze−
z2
2αHn(z) =
{√
2πα n!(n/2)! (2α− 1)n/2 (even n)
0 (odd n)
.
Thus, we obtain the scaled cumulant generating function
Ψ(v) = Ψ0(v) + Ψ1(v), (47)
Ψ0(v) ≡ 1−
√
(1− T ′v)(1 + Tv),
Ψ1(v) ≡
∞∑
n=2
K2n
n!
[
−v
4
√
1− T ′v
1 + Tv
]n
+
∞∑
n=2
K ′2n
n!
[
v
4
√
1 + Tv
1− T ′v
]n
.
9We note that the scaled cumulant generating function has singular points v = −1/T, 1/T ′, near which the perturbation
is not valid.
The asymptotic form of the distribution function P (q, t) = 〈δ(q − Qˆ(t)/t)〉 is related to the cumulant generating
function [42] as
lim
t→∞
1
t
lnP (q, t) = v∗q +Ψ(v∗), (48)
where v = v∗ is the point at which vq + Ψ(v) is minimum. The explicit form of v∗ is given by the condition
q + dΨ(v)/dv|v=v∗ = 0. In the first order perturbation, we obtain
lim
t→∞
1
t
lnP (q, t) = v∗0q +Ψ0(v
∗
0) + Ψ1(v
∗
0), (49)
q +
dΨ0(v)
dv
∣∣∣∣
v=v∗0
= 0, (50)
where we have expanded v = v∗0 + v
∗
1 with the unperturbative and perturbative terms v
∗
0 and v
∗
1 , respectively. By
solving Eq. (50), v∗0 is explicitly written as
v∗0 =
∆β
2
− (β + β
′)q
2
√
q2 + TT ′
, (51)
where β ≡ 1/T , β′ ≡ 1/T ′, and ∆β ≡ β′−β. We note that our perturbation is not valid in the limit q → ±∞ because
of the singularity of the scaled cumulant generating function. By substituting Eq. (51) into Eq. (49), we obtain
lim
t→∞
1
t
lnP (q, t) =1 +
∆βq
2
− β + β
′
2
√
q2 + TT ′
+
∞∑
n=2
K2n
n!
[
1
4T 2
(
q +
2q2 + T∆T
2
√
q2 + TT ′
)]n
+
∞∑
n=2
K ′2n
n!
[
1
4T ′2
(
−q + 2q
2 − T ′∆T
2
√
q2 + TT ′
)]n
, (52)
which implies the generalized fluctuation theorem (8).
V. CONCLUDING REMARKS
In this paper, we have studied heat conduction induced by non-Gaussian noises from two athermal environments.
As a result, we found new terms in the Fourier law and the heat fluctuation theorem, which implies that the heat
current can be induced by the non-Gaussianity of athermal fluctuations. We have also discussed that the zeroth law
of thermodynamics is not straightforwardly valid for athermal systems. Our numerical results are not consistent with
the conventional Fourier law and the fluctuation theorem, but consistent with the analytical results obtained in this
paper.
Our theory is the first departure from the Gaussian stochastic thermodynamics toward a universal theory of nonequi-
librium statistical mechanics in the presence of non-Gaussian noises. It is interesting to investigate if the generalized
Fourier law and fluctuation theorem obtained in this paper would hold in a much broader class of athermal heat
conduction.
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Appendix A: Cumulant functional and n-points delta functions
We discuss the relationship between the cumulant functional of white non-Gaussian noise ξˆ(t) and the n-points
delta functions. Let us introduce the characteristic functional G[v] and the cumulant functional H[v] [45] as:
G[v] ≡ 〈ei
∫
t
0
dsξˆ(s)v(s)〉, H[v] ≡ lnG[v], (A1)
where v(s) is an arbitrary function. The n-th order moments 〈ξˆ(t1) . . . ξˆ(tn)〉 and the n-th order cumulants
〈ξˆ(t1) . . . ξˆ(tn)〉c can be respectively written as
〈ξˆ(t1) . . . ξˆ(tn)〉 ≡ δ
nG[v]
δiv(t1) . . . δiv(tn)
∣∣∣∣∣
v=0
, (A2)
〈ξˆ(t1) . . . ξˆ(tn)〉c ≡ δ
nH[v]
δiv(t1) . . . δiv(tn)
∣∣∣∣∣
v=0
. (A3)
It is known that there are relations between the moments and the cumulants [41]. In particular, the forth cumulant
can be written as
〈ξˆ(t1)ξˆ(t2)ξˆ(t3)ξˆ(t4)〉c = 〈ξˆ(t1)ξˆ(t2)ξˆ(t3)ξˆ(t4)〉 − 〈ξˆ(t1)ξˆ(t2)〉〈ξˆ(t3)ξˆ(t4)〉 − 〈ξˆ(t1)ξˆ(t3)〉〈ξˆ(t2)ξˆ(t4)〉 − 〈ξˆ(t1)ξˆ(t4)〉〈ξˆ(t2)ξˆ(t3)〉
(A4)
for 〈ξˆ(t)〉 = 0. We note that the fourth cumulant can be decomposed into the second cumulant only in the case of the
Gaussian noise. According to the Le´vy-Itoˆ decomposition [41, 46], the cumulant functional can be transformed into
the standard form of Le´vy processes
H[v] =
∫ t
0
ds
[
iav(s)− σ
2v2(s)
2
+
∫ +∞
−∞
dz
(
eiv(s)z − 1
)
w(z)
]
, (A5)
where a and σ2 are arbitrary constants, w(z) is a transition rate function.
We next introduce the n-points delta functions as [47]
δn(t1, . . . , tn) =
{
∞ (t1 = · · · = tn)
0 (otherwise)
, (A6)
∫ ∞
−∞
dt2 . . . dtnδn(t, t2, . . . tn) = 1. (A7)
We assume the symmetric property for the delta function δn(t1, . . . tn) = δn(s1, . . . , sn), where {s1, . . . sn} is an
arbitrary permutation of {t1, . . . , tn}. The following equality can be derived from this symmetric property:∫ t
0
dt2dt3dt4δ4(t, t2, t3, t4) =
1
4
. (A8)
The derivation of Eq. (A8) is as follows. By definition, we obtain
∫ t
0
dt1dt2dt3dt4δ4(t1, t2, t3, tn) = t. (A9)
By differentiating the left and right hand sides with respect to t, we obtain∫ t
0
dt2dt3dt4δ4(t, t2, t3, t4) +
∫ t
0
dt1dt3dt4δ4(t1, t, t3, t4) + · · ·+
∫ t
0
dt1dt2dt3δ4(t1, t2, t3, t) = 1. (A10)
The symmetric property of the delta function leads to the following equality
4
∫ t
0
dt2dt3dt4δ4(t, t2, t3, t4) = 1, (A11)
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which implies Eq. (A8). Similar equalities can be derived using the parallel techniques.
We can represent the functional derivatives of the cumulant functional with the n-points delta functions:
δ2H[v]
δiv(t1)δiv(t2)
∣∣∣∣∣
v=0
= 2Tδ2(t1, t2),
δnH[v]
δiv(t1)δiv(t2) . . . δiv(tn)
∣∣∣∣∣
v=0
= Knδn(t1, t2, . . . , tn)
where K2 = 2T ≡ σ2 +
∫
z2w(z)dz and Kn ≡
∫
znw(z)dz for n ≥ 3. We note that the assumption of the symmetry
of the delta function is consistent with that of the mixed functional derivative
δnΦ[v]
δiv(t1) . . . δiv(tn)
∣∣∣∣∣
v=0
=
δnΦ[v]
δiv(s1) . . . δiv(sn)
∣∣∣∣∣
v=0
, (A12)
where {s1, . . . sn} is an arbitrary permutation of {t1, . . . , tn}.
Appendix B: The ∗ integral
We briefly review the formulation of the ∗ integral [34]. The main idea of the ∗ integral is to take a white noise limit
of a colored noise in order to remove the singularity of the white noise. Let xˆ(t) be an arbitrary stochastic variable.
The ∗ integral for an arbitrary function f(xˆ(t)) is defined as a white noise limit of a colored noises:
∫ t
0
dsξˆ(s) ∗ f(xˆ(s)) ≡ lim
ε→+0
lim
∆t→+0
N−1∑
i=0
∆tξˆε(ti)f(xˆ(ti)), (B1)
where ∆t ≡ t/N , ti ≡ i∆t, and ξˆε(t) is a colored noise with a finite correlation time ε. An explicit definition of ξˆε(t)
is given by
ξˆε(t) ≡ 1
ε
∫ t+ε
t
dsξˆ(s). (B2)
The ∗ integral is a generalization of the Stratonovich integral, and is the same as the Stratonovich integral for Gaussian
processes. An advantage of the ∗ calculus lies in the fact that the chain rule holds even for non-Gaussian processes [34].
The ∗ integral is applicable to the definition of heat in stochastic energetics [4–6, 34].
The ∗ integral can be transformed into the Itoˆ integral, which is a crucial technique for the derivations of Eqs.
(6) and (8) in the main text. Let us assume a Langevin equation and the corresponding stochastic heat current
respectively as
dzˆ
dt
= −2dU(zˆ)
dzˆ
+ ξˆ + ηˆ,
dQˆ
dt
= −
(
dU(zˆ)
dzˆ
)2
+
dU(zˆ)
dzˆ
∗ ξ, (B3)
where U(zˆ) is a potential functions, and ξˆ and ηˆ are white non-Gaussian noises. The ∗ integrals for an arbitrary
function f(zˆ, Qˆ) can be transformed into the Itoˆ integrals as
dLˆ ∗ f(zˆ, Qˆ) =
∞∑
n=0
(
dLˆ
)n+1
(n+ 1)!
·
[
∂
∂zˆ
+
dU(zˆ)
dzˆ
∂
∂Qˆ
]n
f(zˆ, Qˆ) (B4)
dLˆ′ ∗ f(zˆ, Qˆ) =
∞∑
n=0
(
dLˆ′
)n+1
(n+ 1)!
·
[
∂
∂zˆ
]n
f(zˆ, Qˆ) (B5)
where the symbol · denotes the Itoˆ integral, and the Le´vy processes Lˆ(t), Lˆ′(t) are respectively defined by Lˆ(t) ≡
12
∫ t
0 dsξˆ(t) and Lˆ
′(t) ≡ ∫ t0 dsηˆ(t). These equations can be derived as follows. According to Ref. [45],
〈ξˆ ∗ f(zˆ, Qˆ)〉 = lim
t→∞
〈ξˆǫf(zˆ, Qˆ)〉
=
∞∑
n=0
Kn+1
(n+ 1)!
〈
δnf(zˆ, Qˆ)
δξˆn
〉
=
∞∑
n=0
〈dLˆn+1/dt〉
(n+ 1)!
〈[
∂
∂zˆ
+
dU(zˆ)
dzˆ
∂
∂Qˆ
]n
f(zˆ, Qˆ)
〉
, (B6)
where 〈dLˆn〉 = Kndt, δzˆ/δξˆ = 1, and δQˆ/δξˆ = dU/dzˆ. This equation can be rewritten as
〈dLˆ ∗ f(zˆ, Qˆ)〉 =
∞∑
n=0
〈
dLˆn+1
(n+ 1)!
·
[
∂
∂zˆ
+
dU(zˆ)
dzˆ
∂
∂Qˆ
]n
f(zˆ, Qˆ)
〉
. (B7)
Because this equality holds for an arbitrary function f(zˆ, Qˆ), we obtain Eq. (B4). In a parallel calculation, we obtain
Eq. (B5).
Appendix C: Weakly quartic potential
In this appendix, we discuss a correction term to the Fourier law for a weakly quartic potential with non-Gaussian
noises. Let us consider a system with a weakly quartic potential U(zˆ) = zˆ2/2 + ǫzˆ4/4, where ǫ is a small constant.
Here we do not assume that the temperature difference ∆T and the non-Gaussian properties {Kn}n≥3 are also small.
In the first order perturbation in terms of ǫ, we obtain a correction term to the Fourier law as
J = −κ∆T − κ′∆K4 +O(ǫ2), (C1)
where κ ≡ (1/2) [1 + {3ǫ(T + T ′)/2}] and κ′ ≡ ǫ/8. We note that only the fourth cumulant difference ∆K4 appears in
the rhs of Eq. (C1) as the correction term because dnU/dzˆn = 0 with n = 3 and n ≥ 5. This result is consistent with
Eq. (11) when ∆T and {Kn}n≥3 are small. A similar result to Eq. (C1) was obtained for an underdamped system
with a weakly quartic potential [33]. We note that the zeroth law of thermodynamcis is not straightforwardly valid
because the condition of J = 0 in Eq. (C1) explicitly depends on the properties of the heat conductor. However, we
can introduce the device-dependent indicator µǫ(T,K4) ≡ T/2+ 3ǫT 2/4+ ǫK4/8 to show the transitive relation if we
fix the contact device, where µǫ characterize the direction of heat current as J = µǫ(T,K4)− µǫ(T ′,K ′4).
Equation (C1) can be derived as follows. We assume that the solution of Eq. (21) is expanded as zˆ(t) = zˆ0(t) +
ǫzˆ1(t) +O(ǫ
2), where zˆ0(t) and zˆ1(t) respectively satisfy
dzˆ0
dt
+ 2zˆ0 = ξˆ + ηˆ,
dzˆ1
dt
+ 2zˆ1 = −2zˆ30 . (C2)
By solving Eq. (C2), we obtain the explicit solution
zˆ(t) =
∫ t
0
ds1e
−2(t−s1)
(
ξˆ1 + ηˆ1
)
− 2ǫ
∫ t
0
ds1e
−2(t−s1)
∫ s1
0
4∏
i=2
dsie
−2(s1−si)
(
ξˆi + ηˆi
)
, (C3)
where we denote ξˆn and ηˆn by ξˆ(sn) and ηˆ(sn) with a positive integer n, respectively. From straightforward calcula-
tions, we obtain
〈zˆ ∗ ξˆ〉SS = T +O(ǫ2), (C4)
〈zˆ3 ∗ ξˆ〉SS = 3T (T + T
′)
2
+
K4
4
+O(ǫ), (C5)
〈z2〉SS = T + T
′
2
− 3ǫ(T + T
′)2
4
− ǫ(K4 +K
′
4)
8
+O(ǫ2), (C6)
〈zˆ4〉SS = 3(T + T
′)2
4
+
K4 +K
′
4
8
+O(ǫ). (C7)
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From Eqs. (C4) - (C7) and (7), we then obtain
J = 〈zˆ ∗ ξˆ〉SS + ǫ〈zˆ3 ∗ ξ〉SS − 〈zˆ2〉SS − 2ǫ〈zˆ4〉SS +O(ǫ2)
= −1
2
[
1 +
3ǫ(T + T ′)
2
]
∆T − ǫ
8
∆K4 +O(ǫ
2), (C8)
which implies Eq. (C1).
Here we show the explicit derivations of Eqs. (C4) - (C7). 〈zˆ(t) ∗ ξˆ(t)〉 for an arbitrary t can be written as
〈zˆ(t) ∗ ξˆ(t)〉 =
∫ t
0
dse−2(t−s)〈ξˆ(t)ξˆ(s)〉 − 2ǫ
〈∫ t
0
dse−2(t−s)ξˆ(t)
∫ s
0
3∏
i=1
dsie
−2(s−si)(ξˆi + ηˆi)
〉
+O(ǫ2)
= T +O(ǫ2), (C9)
which implies Eq. (C4). 〈zˆ3(t) ∗ ξˆ(t)〉 for an arbitrary t can be written as
〈zˆ3(t) ∗ ξˆ(t)〉 =
〈
ξˆ(t)
∫ t
0
3∏
i=1
dsie
−2(t−si)(ξˆi + ηˆi)
〉
+O(ǫ)
=6T (T + T ′)
∫ t
0
dse−4(t−s) +
K4
4
+O(ǫ)
=
3T (T + T ′)
2
[
1− e−4t]+ K4
4
+O(ǫ), (C10)
which implies Eq. (C5). 〈zˆ2(t)〉 and 〈zˆ4(t)〉 are explicitly given by
〈zˆ2(t)〉=
∫ t
0
〈
2∏
i=1
dsie
−2(t−si)
(
ξˆi+ηˆi
)〉
−
〈
4ǫ
∫ t
0
ds1
∫ t
0
ds2e
−2(t−s1)−2(t−s2)
(
ξˆ1+ηˆ1
)∫ s2
0
5∏
i=3
dsie
−2(s2−si)
(
ξˆi+ηˆi
)〉
+O(ǫ2).
=2(T + T ′)
∫ t
0
dse−4(t−s) − 48ǫ(T + T ′)2
∫ t
0
ds2
∫ s2
0
ds1
∫ s2
0
ds3e
−2(t−s1)−2(t−s2)−2(s2−s1)−4(s2−s3)
− 4ǫ(K4 +K ′4)
∫ t
0
ds2
∫ s2
0
ds1e
−2(t−s1)−2(t−s2)−6(s2−s1) +O(ǫ2)
=
T + T ′
2
[
1− e−4t]− 3ǫ(T + T ′)2
4
[
1− 8te−4t − e−8t]− ǫ(K4 +K ′4)
8
[
1− e−4t]2 +O(ǫ2), (C11)
〈zˆ4(t)〉 =
∫ t
0
〈
4∏
i=1
dsie
−2(t−si)
(
ξˆi + ηˆi
)〉
+O(ǫ)
=12(T + T ′)2
[∫ t
0
dse−4(t−s)
]2
+ (K4 +K
′
4)
∫ t
0
dse−8(t−s) +O(ǫ)
=
3(T + T ′)2
4
[
1− e−4t]2 + K4 +K ′4
8
[1− e−8t] +O(ǫ), (C12)
where we have used Eqs. (C3) and (A8). Eqs. (C11) and (C12) respectively imply Eq. (C6) and (C7) in the steady
limit t→∞.
Appendix D: Non-lienar part of the generalized heat fluctuation theorem
We have numerically observed the non-linear effect in Eq. (18) in terms of q. Figure 4 shows the numerical data
of the fluctuating function F (q) for t = 100 with T = T ′ = 0.30, λ = 20.0, and λ′ = ∞. Due to large cost of the
numerical simulation, we could not observe the convergence of F (q) to our theoretical line (18) in the limit of t→∞.
[1] C. Bustamante, J. Liphardt, and F. Ritort, Phys. Today 58, No. 7, 43 (2005).
14
-0.003
-0.002
-0.001
 0
 0.001
 0.002
 0.003
-0.15 -0.1 -0.05  0  0.05  0.1  0.15
Eq. (11)
Numerical data 
FIG. 4: Numerical observation of the non-linear effect in the fluctuating function F (q). The cross points indicate the numerical
data of F (q) for t = 100, and the solid line is the theoretical line obtained from Eq. (15). We perform the Monte Carlo simulation
to make the histogram of the heat distribution function, and numerically obtain F˜ (q, t) ≡ (1/t) lnP (q, t)/P (−q, t) for t = 50
and t = 100. According to the Richardson extrapolation [49], we have plotted 2F˜ (q, t = 100) − F˜ (q, t = 50) as the fluctuating
function F (q) for t = 100. The bin-width for the heat histogram is 0.02, the time step is 0.0002, and the number of samples is
7.6× 108.
[2] U. Seifert, Rep. Prog. Phys. 75, 126001 (2012).
[3] U. Seifert, Euro. Phys. J. B. 64, 423 (2008).
[4] K. Sekimoto, J. Phys. Soc. Jpn. 66, 1234 (1997).
[5] K. Sekimoto, Prog. Theor. Phys. Suppl. 130, 17 (1998).
[6] K. Sekimoto, Stochastic Energetics (Springer-Verlag, Berlin, 2010).
[7] V. Blickle, T. Speck, L. Helden, U. Seifert, and C. Bechinger, Phys. Rev. Lett. 96, 070603 (2006).
[8] F. Bonetto, J. L. Lebowitz, and L. Rey-Bellet, in Mathematical Physics 2000, edited by A. Fokas et al. (Imperial College
Press, London, 2000), p. 128.
[9] R. Kubo, M. Toda, and N. Hashitsume, Statistical Physics II: Nonequilibrium Statistical Mechanics (Springer-Verlag,
Berlin, 1991), 2nd ed.
[10] C. W. Chang, D. Okawa, H. Garcia, A. Majumdar, and A. Zettl, Phys. Rev. Lett. 101, 075903 (2008).
[11] B. Li and J. Wang, Phys. Rev. Lett. 91, 044301 (2003).
[12] S. Ciliberto, A. Imparato, A. Naert, and M. Tanase, arXiv:1301.4311.
[13] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Phys. Rev. Lett. 71, 2401 (1993).
[14] J. L. Lebowitz and H. Spohn, J. Stat. Phys. 95 , 333 (1999).
[15] G. E. Crooks, Phys. Rev. E 60, 2721 (1999).
[16] C. Jarzynski and D. K. Wo´jcik, Phys. Rev. Lett. 92, 230602 (2004).
[17] J. Kurchan, J. Phys. A 31, 3719 (1998).
[18] U. Seifert, Phys. Rev. Lett. 95, 040602 (2005).
[19] R. van Zon and E. G. D. Cohen, Phys. Rev. Lett. 91, 110601 (2003).
[20] T. Nemoto, Phys. Rev. E 85, 061124 (2012).
[21] J. D. Noh and J.-M. Park, Phys. Rev. Lett. 108, 240603 (2012).
[22] T. Harada and S.-i. Sasa, Phys. Rev. Lett. 95, 130602 (2005).
[23] B. Dybiec, J. M. R. Parrondo, and E. Gudowska-Nowak, Euro. Phys. Lett. 98, 500006 (2012).
[24] D. Andrieux and P. Gaspard, J. Stat. Mech. (2007) P02006.
[25] Y. M. Blanter, M. Bu, D. P. Theh, and U. D. Gene, Phys. Rep. 336, 1 (2000).
[26] E. Ben-Isaac et al., Phys. Rev. Lett. 106, 238103 (2011).
[27] P. Reimann, Phys. Rep. 361, 57 (2002).
[28] H. Touchette and E. G. D. Cohen, Phys. Rev. E 76, 020101(R) (2007).
[29] A. Baule and E. G. D. Cohen, Phys. Rev. E 79, 030103(R) (2009).
[30] J.  Luczka, T. Czernik, and P. Hanggi, Phys. Rev. E 56, 3968 (1997).
[31] Y. Utsumi, D. S. Golubev, M. Marthaler, Gerd Schon, and Kensuke Kobayashi, Phys. Rev. B 86, 075420 (2012).
[32] W. A. M. Morgado, S. M. Duarte Queiro´s, and D. O. Soares-Pinto, J. Stat. Mech. (2011) P06010
[33] W. A. M. Morgado and S. M. Duarte Queiro´s, Phys. Rev. E 86, 041108 (2012).
[34] K. Kanazawa, T. Sagawa and H. Hayakawa, Phys. Rev. Lett. 108, 210601 (2012).
[35] J. Casas-Vazquez and D. Jou, Rep. Prog. Phys. 66, 1937 (2003).
[36] S. Sasa and H. Tasaki, J. Stat. Phys. 125, 125 (2006).
15
[37] T. Hatano and D. Jou, Phys. Rev. E 67, 026121 (2003).
[38] J. Ren and B. Li, Phys. Rev. E 81, 021111 (2010).
[39] P. Pradhan, C. P. Amann, and U. Seifert, Phys. Rev. Lett. 105, 150601 (2010).
[40] P. Pradhan, R. Ramsperger, and U. Seifert, Phy. Rev. E 84, 041104 (2011).
[41] C. Gardiner, Stochastic Methods (Springer-Verlag, Berlin, 2009), 4th ed.
[42] H. Touchette, Phys. Rep. 478, 1 (2009).
[43] P. Visco, J. Stat. Mech. P06006 (2006).
[44] F. van Wijland, Phys. Rev. E 74, 063101 (2006).
[45] P. Ha¨nggi, Z. Physik. B. 31, 407 (1978).
[46] K. Itoˆ, Stochastic Processes: Lectures Given at Aarhus University (Springer-Verlag, Berlin, 2004).
[47] H. Kleinert, Path integrals in Quantum Mechanics, Statistical and Polymer Physics, 5th ed. (World Scientific, Singapore,
2009).
[48] R. Kubo, J. Math. Phys. (N.Y.) 4, 174 (1963).
[49] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling, Numerical Recipes, The Art of Scientific Computing
(Cambridge University Press, Cambridge, England, 1986).
