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The measurement of the energy asymmetry in top quark pair production in association
with one additional high-pT jet is presented, using 137.1 
−1
of data recorded with the
CMS detector at the CERN LHC in proton-proton collisions at a center-of-mass energy
of 13 TeV. The presented measurement focuses on the semileptonic decay process of the
top quark pair and requires a boosted event topology of the tt̄j system. Dierent types
of clustered nal-state particles are considered for the reconstruction, having the minimal
common requirement of one charged electron or muon, missing transverse momentum
due to the corresponding neutrino, and one hard jet in the central region of the detector.
The primary focus is to reconstruct events in the boosted regime using top tagged fat jets.
If this is not possible, an attempt is taken to reconstruct events in the resolved regime with
slim jets under the employment of boosted decision trees. In order to unfold the results,
a reconstruction of simulated signal process events on particle level is performed either
in the boosted regime, the resolved regime, or using parton information of the event. The
unfolding is performed with a maximum likelihood t, splitting the signal process into
dierent subcategories according to the event kinematic properties on particle level. Both
signal and background processes are obtained fully from simulation and the systematic
uncertainties are considered as nuisance parameters in the t.




E,unf. = −3.0 %
+4.0 %
−5.5 % (stat + syst)
in a ducial phase space. This result is in agreement with the corresponding SM expecta-
tion of A
opt




Curiosity is one of the most striking forces driving mankind to its modern day devel-
opment. The desire of gathering knowledge and understanding the principles of nature
manifests itself today in dierent categories of science, with physics being one of the most
fundamental. Demystifying the structure and interaction of the smallest particles in the
Universe and linking them to the processes at biggest scale, is what particle physicists are
aiming for since more than 100 years. The Standard Model of Particle Physics (SM) is the
intermediate result of this ongoing process and a story of success, with the latest milestone
being the discovery of the Higgs boson at the Large Hadron Collider (LHC) in 2012 [1, 2].
As a variety of observed phenomena, including for example the established existence of
dark matter or the baryon-anitbaryon asymmetry in the Universe, are not explained by the
SM, further extensions of this model are required. Dierent approaches are considered for
the search of such Beyond Standard Model (BSM) physics in collision experiments, which
could show up directly in the production of new particles or indirectly in the precision
measurement of known particle properties. The top quark, as the heaviest elementary
particle of the SM, is a promising candidate for sensitivity to BSM eects, especially when
searching for deviations in its predicted properties. Asymmetries in the production of top
quark pairs are hereby of special interest with a signicant discovery potential and have
been studied already at the Tevatron collider at a center-of-mass energy of 1.96 TeV and at
the LHC with center-of-mass energies of 7 TeV and 8 TeV [3, 4]. The energy asymmetry in
the production of a top quark pair in association with one high-pT jet (tt̄j) promises to be
a sensitive observable to be measured at the LHC with center-of-mass energy of 13 TeV.
The measurement of the energy asymmetry using data collected with the Compact Muon
Solenoid (CMS) detector from 2016 to 2018 at a center-of-mass energy of 13 TeV will be
presented in this thesis, which is structured as follows:
• An overview of the SM and an introduction to top quark physics at hadron colliders
is given in the rst chapter.
• The second chapter describes the experimental setup at the LHC and the CMS de-
tector.
• The employed methods for the statistical analysis of the measurement are explained
in the third chapter.
ix
• The simulation of events and the reconstruction of physics objects from the raw
detector signals is outlined in chapter four.
• The measurement of the energy asymmetry, including the reconstruction of the tt̄j
system and the unfolding of the results to particle level, is given in the fth chapter.
• The thesis concludes in chapter six with a summary and an outlook to future mea-
surements of asymmetries in top quark pair production.
x
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The level of complexity and detail in modern day science experiments makes it unfeasible
to perform any kind of measurement without a profound understanding of the established
theoretical knowledge and experimental status in the eld. In particle physics these pre-
requisites are aggregated in the Standard Model of Particle Physics (SM), which will be
shortly introduced in this chapter.
Following up on the description of particles and interactions of the SM in Section 1.1, a
more detailed introduction to top quark physics will be given in Section 1.2. This will not
only cover the most important properties and production modes of the top quark but also
give an insight into the asymmetries in top quark pair production, as these are of special
interest for the presented analysis.
For reasons of convenience, natural units with c = ~ = 1 are used in this thesis.
1.1 The Standard Model of Particle Physics
The Standard Model of Particle Physics aims at describing matter itself and all its interac-
tions in the Universe. It must not be understood purely as an empiricism, but as a model
that developed as an interplay between theoretical prediction and experimental discovery
of the smallest particles known by humanity. In order to include the explanation of phe-
nomena that are not yet described by the SM, as for example gravitation, dark matter and
the baryon asymmetry in the Universe [5], physicists are developing and testing models
beyond the standard model (BSM). Despite the known weaknesses of the SM, its success is
tremendous, peaking in the discoveries of the top quark in 1995 [6, 7] and the Higgs boson
in 2012 [1, 2].
1.1.1 Particles
The most fundamental division of particles in the SM is the one between fermions and




Table 1.1: The fermions of the SM. The table gives an overview of all fermions
of the SM and the generation they belong to. Quarks and leptons respectively
can be further separated according to the third component of the weak isospin.
The values are taken from [9].
Fermions
Generation Electric 3rd Comp.
1 2 3 Charge (e) Weak Isospin
Quarks









νe νµ ντ 0 +
1
2






particles and obey Fermi-Dirac statistics. The SM contains in total
twelve fermions (see Table 1.1), which can be categorized according to their specic prop-
erties.
Fermions with non-integer electric charge are known as quarks and exist in six dierent so-
called avors within three generations. Each generation contains one up-type quark with
electric charge of + 2
3
(up, charm and top) and one down-type quark with electric charge
of − 1
3
(down, strange and bottom), with the generations being ordered by ascending quark
mass. Quarks do not only have the unique property of interacting with all fundamental
forces, but also the possibility to change their avor through the emission of a W boson.
This process alters the electric charge of a quark by one unit of the elementary charge e and
hence converts an up-type quark to a down-type quark and vice versa. Flavor-changing
neutral currents, which change the avor of a quark while preserving its electric charge
are forbidden in the SM at rst order perturbation theory (tree level). The probability that
a quark i changes its avor to a quark j is given by the square of the absolute value of the







As the diagonal elements of this matrix are close to one, decays within one generation are
preferred.
The remaining six fermions have integer-valued electric charge and are called leptons. As
it was the case for quarks, leptons can be grouped into three generations as well, each con-
taining one charged lepton (electron e , muon µ and tau τ ) and the corresponding uncharged
lepton-neutrino (νe , νµ and ντ ). The ordering of the lepton generations is according to the
mass of the charged lepton with the lightest being the electron in the rst generation.
2
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Table 1.2: Fundamental forces and the corresponding gauge bosons of
the SM. The table gives an overview of the three fundamental forces and the
corresponding gauge bosons of the SM. J P refers to the spin J of the particles
together with the eigenvalue P of the parity operator. The electromagnetic (EM)
and the weak force can be unied in the electroweak force. The numerical values
are taken from the particle data group (PDG) [9].
Force Type of Charge Gauge boson Mass (GeV) J P Electric Charge (e)










strong colour charge gluons (g) 0 1
−
0
As the charged leptons can only decay under the inuence of the weak interaction into
charged leptons of lower generations, the electron can not decay any further and is there-
fore stable.
Bosons
Bosons have spin 0 or 1 and obey Bose-Einstein statistics. Except for gravitation, which
is not described by the SM yet, all forces in the SM are mediated by gauge bosons. An
overview of these fundamental forces and the corresponding spin-1 bosons including their
most prominent properties is given in Table 1.2. In addition to these vector bosons, the SM
contains one scalar spin-0 boson, which is called Higgs boson. It is an excitation of the
Higgs eld and does not carry any force but is responsible for giving mass to the SM
particles.
1.1.2 Interactions
The SM is a quantum eld theory and can be described by a local SU(3) × SU(2) × U(1)
gauge symmetry group [10]. In the following the respective gauge groups and the resulting
fundamental forces of the SM will be discussed.
Strong Interaction
The strong interaction corresponds to the eld theory of quantum chromodynamics and is
described by the SU(3) gauge group [11]. The strong force acts only on particles that carry a
color charge, where this color charge can have the values red, green, and blue with the cor-
responding anticolors antired, antigreen, and antiblue. It is mediated by gluons, which are
the massless gauge bosons of the strong interaction and carry a color and anticolor charge
on their own. The three values of color charge can create a neutral state by either the com-
bination of color and corresponding anticolor or by the combination of all three (anti-)color
charges. Particles carrying a color charge always form color-neutral objects and there are
exactly eight color-carrying gluons in the SM. On short scales color-charged particles can
3
1. Theoretical Motivation
be considered to be quasi-free (asymptotic freedom), whereas the connement on larger
scales makes it energetically more favorable to create a new quark-antiquark pair when
increasing the distance between two strongly bound particles.
Electroweak Interaction and Symmetry Breaking
The remaining SU(2) and U(1) gauge groups represent the weak and the electromagnetic
interaction and are combined to the electroweak theory [11–13]. The weak isospin T and
the weak hypercharge Y are the generators of the two symmetry groups and contain the
massless gauge bosons. These are the threeW bosonsW1,W2 andW3 for SU(2) and the B
boson for U(1). The electric charge Q is given by the Gell-Mann-Nishijiama relation and





Due to the Higgs mechanism the electroweak symmetry is spontaneously broken and the
massless gauge bosons coalesce to three massive and one massless gauge boson [14, 15].






(W1 ∓W2) . (1.3)
On the other handW3 and B form the photon (γ ) and the Z
0
(Z) via rotation with the weak














The weak mixing angle is also denoted as the Weinberg angle and is dened via the cou-






























Figure 1.1: Top quark pair production: Shown are the production modes for
top quark pairs for two dierent initial states in leading order. While the rst
Feynman diagram shows the production via quark-antiquark annihilation, the
latter three show the gluon-gluon fusion process via (from left to right) the s , the
t and the u channel.
1.2 Top Quark Physics
The top quark was discovered at the Tevatron in 1995 [6, 7] being the last quark to be
detected. It is the heaviest particle in the SM with a mass of 173.34±0.76 GeV and the only
quark that does not form bound states due to its short lifetime of roughly 5× 10−25 s [16].
This short lifetime is a result of the high mass of the top quark and the resulting possibility
to decay into a real W boson.
The properties of the top quark are of special interest for the presented analysis. These
will be discussed in the following together with its production modes and the asymmetries
in top quark pair production.
1.2.1 Top Quark Production
There are two important production channels of top quarks with relevance for this thesis,
which will be described in the upcoming sections.
Top Quark Pair Production
Depending on the colliding particles, top quark pairs (tt) are mainly produced in two dif-
ferent processes of the strong interaction at hadron colliders as shown in Figure 1.1. At the
Tevatron protons and antiprotons were colliding and the production via quark-antiquark
annihilation was the dominant process. The LHC on the other hand is a proton-proton col-
lider, meaning the absence of antiquarks as valence quarks and thus requiring a sea quark
as the initial-state antiquark. As a result the gluon-gluon fusion process is the dominant
production mode at the LHC. Utilizing the Mandelstam variables [17], this production
mode can be split up further into s , t and u channel. The total predicted cross section for
tt production at next-to-next-to-leading order at the LHC is
σ
tt
= 831.76+19.77−29.20 (scale) ± 35.06 (PDF+αs)
+23.18
−22.45 (mass) pb , (1.7)























Figure 1.2: Single top quark production: The gures show the four produc-
tion processes in leading order for a single top quark at the LHC from left two
right: s-channel production, t-channel production and two times tW-channel
production.
Single Top Quark Production
About 73% of all top quarks at the LHC are produced as pairs of quark and antiquark and
the remaining 27% are produced as single top quarks. The dierent processes for single top
quark production are s , t , and tW-channel production and shown in the Feynman diagrams
in Figure 1.2. The cross sections are calculated at next-to-leading order as:
σs-ch. = 10.32
+0.29
−0.24 (scale) ± 0.27 (PDF+αs) pb , (1.8)
σt -ch. = 216.99
+6.62
−4.64 (scale) ± 6.16 (PDF+αs) pb , (1.9)
σtW = 71.7 ± 1.80 (scale) ± 3.40 (PDF+αs) pb (1.10)
for a center-of-mass energy of 13 TeV and a top quark mass of 172.5 GeV [20]. The cross
section of single top quark production is smaller compared to that of top quark pair pro-
duction due to the fact that single top quarks at the LHC can only be produced via the
electroweak interaction at leading and next-to-leading order.
Top Quark Decays
The lifetime of the top quark is too short to form bound states and it decays via the elec-
troweak interaction. As the matrix element Vtb of the CKM matrix is very close to 1, the
decay into a real W boson and a bottom quark is favored, while the decay into the remain-
ing two down-type quarks (strange and down) is strongly suppressed. Top quark decays
can be further categorized by the subsequent decay chain, mainly by the decay of the W
boson. With a probability of about 32% a W boson decays leptonically into a charged lep-
ton and the corresponding neutrino, while the decay into a quark-antiquark pair has a
probability of 68% [9] (see Figure 1.3). These branching ratios can be extended to charac-
terize the decay of a top quark pair. The fully-hadronic nal state (both W bosons decay
hadronically) occurs in 45.7%, the semileptonic nal state (exactly one W boson decays
leptonically) in 43.8% and the dileptonic nal state (both W bosons decay leptonically) in
10.5% of the top quark pair decays.
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Figure 1.3: Top quark decay: The gures show the decay of a top quark and
dier by the subsequent decay of the W boson, which is either leptonic (left) or
hadronic (right).
1.2.2 Asymmetries in Top Quark Pair Production
Asymmetries in top quark pair production are generally dened as
Ax =
N + − N −
N + + N −
, (1.11)
where N + and N − are the numbers of events with positive and negative signs of the sen-
sitive variable x , respectively.
The production of tt at leading order is a symmetric process in the SM [21, 22]. Asym-
metries in tt production are induced by interference terms in next-to-leading order (NLO)
processes, which occur on the one side between Born and box diagrams and on the other
side between initial-state radiation (ISR) and nal-state radiation (FSR) diagrams.
In the following, already established measurements in the production of top quark pairs
will be presented. These are mainly the forward-backward asymmetry at the Tevatron and
the charge asymmetry at the LHC. The chapter will conclude with the discussion of the
energy asymmetry in tt + jet production as a new observable for hadron colliders.
Forward-Backward Asymmetry
The sensitive variable for the forward-backward asymmetry at the Tevatron is the rapidity
dierence between t and t̄:
∆y
tt
= yt − yt̄ . (1.12)
The rapidityy of a particle is dened under employment of its energyE and its z-momentum












The main production channel of top quark pairs at the Tevatron was quark-antiquark an-
nihilation as both quark and antiquark were present as valence quarks in the colliding
protons and antiprotons respectively. As the incoming direction of proton and antiproton
are always the same, for a vast majority of the colliding events the momentum direction
of quark and antiquark is well-known and allows for the denition of a forward and a
backward direction, giving rise to the name forward-backward asymmetry. The denition
at the Tevatron is such that a positive asymmetry corresponds to the forward direction
pointing in the momentum direction of the incoming proton, resulting in a higher number
of top quarks than top antiquarks in the forward direction (see left part of Figure 1.4).
The latest combination from the CDF and DØ Collaborations [3] gives a result for the
inclusive forward-backward asymmetry of
Att
FB
= 0.128 ± 0.025 , (1.14)
which is consistent with the SM prediction [23] of
Att
FB
= 0.097 ± 0.007 . (1.15)
Charge Asymmetry
As the LHC is a proton-proton collider, antiquarks can only occur as sea quarks and the
collision setup is symmetric in a way that no strict forward direction can be dened. As
a result the rapidity distributions of both top quark and top antiquark are symmetric as
can be seen in the right part of Figure 1.4. The dierent momentum fractions of valence
and sea quarks however result in a dierence of the absolute rapidities of top quark and
antiquark. For the charge asymmetry AC a sensitive variable can hence be dened as the
dierence between these absolute values:
∆|y
tt
| := |yt | − |yt̄ | . (1.16)
AC is dependent of the center-of-mass energy of the collision [24] as gluon-gluon fusion
becomes the more dominant tt production process at higher energies. For center-of-mass
energies of 7 and 8 TeV a combined measurement of the CMS and ATLAS Collaborations
has been performed [4] with results that are in agreement with the SM predictions:
ALHC7
C
(ATLAS + CMS) = 0.005 ± 0.007(stat) ± 0.006(syst) (1.17)
ALHC7
C
(SM prediction) = 0.0123 ± 0.0005 (1.18)
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Figure 1.4: Eects on rapidity asymmetries: The gures show an exaggera-
tion of the rapidity distributions of top quark and antiquark at hadron colliders.
The left distribution shows a forward-backward asymmetry, which is typical for
proton-antiproton colliders, as for example the Tevatron. At proton-proton col-
liders like the LHC, a central-peripheral asymmetry is expected, as shown in the
right gure. Taken from [26].
ALHC8
C
(ATLAS + CMS) = 0.0055 ± 0.0023(stat) ± 0.0025(syst) (1.19)
ALHC8
C
(SM prediction) = 0.0111 ± 0.0004 . (1.20)
The ATLAS Collaboration recently published a result for AC at a center-of-mass energy of
13 TeV that diers from zero by four standard deviations [25]:
AC = 0.0060 ± 0.0015(stat + syst) . (1.21)
Figure 1.5 gives a comprehensive overview of the latest combined measurements of AFB
and AC including not only the SM predictions but also the variations for dierent BSM
scenarios.
Energy Asymmetry
The previous studies of the charge asymmetry eects in tt production reveal the great po-
tential for discovering BSM physics in these precision measurements. As the magnitude of
the established asymmetries is decreasing with higher center-of-mass energies it is bene-
cial to study the inuence of other sensitive variables than rapidities on the observable
asymmetries. The energy dierence ∆E
tt
= Et − E t̄ between the energies of top quark
(Et) and top antiquark (E t̄) in tt production in association with one additional jet (in the
















Figure 1.5: Asymmetry measurements at Tevatron and the LHC: A com-
parison of the combined inclusive measurements of the forward-backward asym-
metryAFB at the Tevatron and the charge asymmetryAC at the LHC. Additionally
the SM prediction including next-to-next-to-leading order corrections in per-
turbative quantum chromodynamics (QCD) and NLO electroweak corrections is
shown. The plot also shows the predictions for potential BSM contributions: a
W’ boson, a heavy axigluon (Gµ), a scalar isodoublet (φ), a color triplet scalar





















Figure 1.6: Top quark pair + jet production: Shown are Feynman diagrams
of leading order tt̄j production for dierent initial states. While the qg initial
state (left gures, s and t channel) has a quark in the nal state in addition to the
top quark pair, the additional particle producing a jet is a gluon for the qq and
gg initial states (right gures), which consequently do not contribute to AE .
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∆E
tt
is dened in the tt̄j rest frame. The energy asymmetry arises from the quark-gluon
initial-state (qg) production of tt̄j while the gluon-gluon (gg) and quark-quark (qq) initial-
states do not contribute to the eect. The Feynman diagrams in Figure 1.6 show the rele-
vant processes of top quark pair production in association with one additional jet at leading
order.
AE has a strong dependence on the scattering angle of the additional jet θ j (dened in the




(see [28, 29]). To further increase the measurable eect of the energy asymmetry,
a dierential examination of AE in θ j is therefore advantageous:
AE (θ j ) =
N (∆E
tt
> 0,θ j ) − N (∆Ett < 0,θ j )
N (∆E
tt
> 0,θ j ) + N (∆Ett < 0,θ j )
(1.23)
In proton-proton collisions at the LHC with 13 TeV center-of-mass energy, the incoming
quark in the qg process carries on average a higher momentum along the beam axis than
the gluon. This transfers to the momentum of the additional jet and the boost of the nal
state system, which tend to the quark momentum direction. Due to the symmetric proton-
proton collision process at the LHC (both qg and gq have the same probability) the direction
of the incoming quark is not known but can be guessed by the boost of the tt̄j system
in the laboratory frame. This boost is quantied under employment of the rapidity of
the tt̄j center-of-mass frame y
tt̄j and dedicated selection requirements on ytt̄j allow for an
enrichment of events with quark-gluon initial state against gluon-gluon and quark-quark
initial states, which do not tend to be boosted in a certain direction.
One can combine the maximum contributions from the qg and the gq channel in the range
0 ≤ θ j ≤
π
2







θ j i f ytt̄j > 0
π − θ j i f ytt̄j < 0
(1.24)






































E : 0.7π < θ
opt
j < π
It is shown in Ref. [29] that the energy asymmetry can further be enhanced by applying
a selection requirement on the absolute energy dierence ∆E
tt
. The loss in signicance
due to the reduced cross section that comes in hand with a lower cuto on |∆E
tt
| is fairly
compensated by the increase in magnitude of the asymmetry.
As outlined above, the energy asymmetry has an increased strength in specic phase space
regions and the selection, which promises the best combination of measurable magnitude
and signicance, is given by:
• |∆E
tt
| > 50 GeV
• |y
tt̄j | > 0.5
• 0.3π < θ
opt
j < 0.7π .
Predictions and further discussions of the optimized energy asymmetry will be presented
in Section 5.1.
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Experiment at the Large Hadron
Collider
There are in general two main approaches in the search for BSM physics in collision ex-
periments. On the one hand physicists are performing measurements at highest precision,
knowing the exact energy of the incoming particles at lepton colliders, as for example cur-
rently done at the Belle II experiment in Japan [32] and previously at the LEP collider at the
Conseil Européen pour la Recherche Nucléaire (CERN) [33]. On the other hand there are
hadron colliders aiming for the direct production of unknown particles at previously un-
rivaled energies, such as the Tevatron at Fermilab in the USA [34] in the past or the Large
Hadron Collider (LHC) [35] in the current epoch of particle physics. Nevertheless also
hadron colliders allow for the measurement of precision observables as will be explored in
this thesis. This chapter will introduce the LHC and the Compact Muon Solenoid experi-
ment, being the machines that produce and detect the collisions studied in the presented
analysis, respectively.
2.1 The Large Hadron Collider
At CERN near Geneva, Switzerland, the Large Hadron Collider has been built in the exist-
ing tunnel of the LEP experiment, which has a circumference of 27 km and is located 100 m
below the ground level [35–37]. Up to the present day the LHC is the largest and most pow-
erful particle accelerator in the world, colliding protons with center-of-mass energies of up
to 13 TeV. In previous stages it has also been operated with lower center-of-mass energies
of
√
s = 7 TeV and
√
s = 8 TeV with the plan to perform an update to
√
s = 14 TeV in the
near future [38]. In addition to proton-proton collisions the LHC can also be operated with
heavy ions, for example in lead-lead or lead-proton collisions.
In order to be injected into the LHC, protons need to pass through various preaccelerator
steps that are outlined in Figure 2.1. Subsequent to these steps the protons travel in two
13
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Figure 2.1: The CERN accelerator complex: Shown is a sketch of the main
accelerator experiments at CERN. Before being lled into the circular LHC, par-
ticles start their accelerating process in the linear accelerator LINAC 4 and tra-
verse the Proton Synchrotron Booster, the Proton Synchrotron (PS), and the Su-
per Proton Synchrotron (SPS), increasing their energy in each of these circular
accelerators. The position of the four LHC detectors, namely ATLAS, ALICE,
CMS and LHCb is also indicated in the gure. Taken from Ref. [39].
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adjacent beamlines in opposite direction to each other through the LHC ring, grouped
in up to 2 808 bunches, each containing in the order of 10
11
protons. The protons are
being kept on a circular track through the Lorentz force produced by 1 232 dipole magnets
within the LHC and the beam is focused by another 392 quadrupole magnets. In addition
a variety of higher multipole order magnets is used to correct smaller imperfections in
the eld geometry, summing up to about 10 000 superconducting magnets in total. The
magnetic eld of the dipole magnets has a strength of 8.33 T and they are being cooled to
their operation temperature of 1.9 K using approximately 96 t of liquid helium.
For the operation of the LHC it is not sucient to keep the protons on a bent track, but they
need also to be kept in tight bunches and accelerated until reaching their desired collision
energy. These tasks are taken care of by eight radiofrequency cavities per beam at Point 4
of the LHC ring. The cavities are operated at 4.5 K and deliver 2 MV each at 400 MHz, and
have small energy loss and large stored energy.
A very important gure of merit for a particle accelerator is the instantaneous luminosity





Here, nB is the number of bunches and the numbers of particles per bunch are given by
N1 and N2 for beam 1 and 2 respectively. The frequency of bunch collisions is given by f ,
while σx and σy give the size of the bunches normal to the beam axis under the assumption
of a Gaussian density distribution of the beams.




L dt , (2.2)
which is shown in Figure 2.2 for the LHC at 13 TeV. The amount of events for a specic
process with cross section σ is consequently given by
N = Lint · σ . (2.3)
2.2 The Compact Muon Solenoid Experiment
The Compact Muon Solenoid (CMS) experiment is, together with the ATLAS experiment,
one of the two multi-purpose detectors at the LHC complex. The detector, being located
15














































































CMS Integrated Luminosity Delivered, pp, ps = 13 TeV
Figure 2.2: CMS Run 2 Integrated Luminosity: The integrated luminosity
delivered to the CMS experiment for the four data taking periods from 2015 to
2018 for the LHC at 13 TeV. Taken from Ref. [40].
near Cessy, France, has a weight of 14 000 t and its dimensions are a length of 21 m and a
diameter of 15 m [41].
When two protons are colliding with energies of multiple TeV each, there is a variety of
physics processes that can take place in such collisions. Due to eects that will be detailed
in Chapter 4, it is not possible to determine the particles directly produced in the collision
process without misidentication. Rather than this exact detection, a particle detector in
high energy physics needs to measure a share of the properties of the particles leaving the
collision point at highest precision. This information will allow the physics analyst in later
stages to reconstruct the particles taking part in a collision up to a certain level.
The information, which can be directly gained or consecutively derived about a particle
focuses on, but is not limited to, the following:
• The momentum direction
®p
|p |
• The energy E
• The electric charge
• The particles origin of movement
• The kind of interactions (strong, electromagnetic) it is performing
• The identication of the particle avor or generation.
The clue to measure as many of these properties as possible, is the layered structure of the
detector, which can be seen in Figure 2.3 and will be discussed in detail in the following
sections.
For the description of a particle track a dedicated coordinate system is required, which is
conventionally dened right-handed for the CMS detector as can be seen in Figure 2.4. As
16
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Figure 2.3: CMS Detector Slice: The ve main detector components are
sketched in a transverse slice through the CMS detector. In addition the sig-
nature of dierent particles in the detector is indicated. Taken from Ref. [42].
the cylindrical detector is symmetric around the beam axis, an angular coordinate system
with its origin in the center of the detector is more intuitive than a Cartesian. Therefore
the azimuth angle ϕ in the x-y plane and the polar angle θ with regard to the beam axis are
dened. In addition to the already introduced Lorentz-invariant rapidity y, a commonly
used property is the pseudorapidity:








which is identical to the rapidity for massless particles. To describe the angular separation




(η1 − η2)2 + (ϕ1 − ϕ2)2 . (2.5)
For a hadron collider the exact momentum in z direction of the two colliding partons is
unknown, whereas the momentum components in x and y direction are assumed to be
roughly zero. It is for this reason that in the later analysis a special role will be assigned


















Figure 2.4: Coordinate system of the CMS detector: The z axis of the coor-
dinate system points in the counter-clockwise beam direction, while the x and y
axis are dened in a way that they point radially inwards towards the center of
the LHC and upwards to the surface, respectively. Taken from Ref. [43].
2.2.1 Tracking System
The innermost part of the CMS detector is the tracking system, which consists of two parts,
namely the silicon pixel detector and the silicon strip detector. Both these subdetector sys-
tems have the function of precisely measuring the hits of electrically charged particles
traversing them. The higher and more accurate the resolution of these hits is, the better
the trajectories of particles emerging from the collision point can be reconstructed. The
information gain of the tracking system also scales with its coverage of the collision center,
which reaches up to |η | < 2.5 for the CMS detector (see Figure 2.5). The detection system
of both tracker components is based on semiconductors, allowing for the measurement of
electron-hole pairs, which are produced when a charged particle traverses a detector mod-
ule. The material of choice for the tracking system at CMS is silicon, which combines the
required criteria of robustness against radiation damage, accurate measurement resolution
and reasonable cost.
In regard to the aforementioned information gain of particle properties, the tracking sys-
tem is mainly relevant for the momentum direction, the electric charge and the origin of
movement of a particle. The more detailed description of the tracker components in the
following is based on Ref. [41] if not stated otherwise.
Silicon Pixel Detector
The analyzed data in this thesis was collected using two dierent silicon pixel detectors,
as by the end of 2016 the existing pixel detector was replaced in the process of the Phase
1 upgrade [44]. While basic measurement principles and pixel properties remained the
same, the main dierence between the two employed systems is the amount of layers,
which increased from three to four in the barrel region and from two to three in the endcap
region. In accordance the total amount of pixels increased from about 65 million to roughly
124 million. Each pixel has a surface of approximately 100µm × 150µm and a height of
180µm, allowing in combination for a spatial resolution of 15 to 20 µm. The pixels are
18
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Figure 2.5: The CMS tracker system: The module that is closest to the in-
teraction point is the pixel detector. It is surrounded by the inner strip detector
components, which are the tracker inner barrel (TIB) and the tracker inner disks
(TID). The outermost layer is composed of the tracker outer barrel (TOB) and the
tracker end caps (TEC). Taken from Ref. [41].
organized in groups of 52 × 80 pixels attached to one readout chip, being grouped further
in modules of 8 to 16 readout chips.
Silicon Strip Detector
The silicon strip detector is divided into four parts with a total area coverage of 198 m
2
,
making it the largest silicon detector in the world. The four submodules are the tracker
inner barrel (TIB) and tracker outer barrel (TOB) enclosed by the tracker inner disk (TID)
and tracker endcap (TEC) respectively (see Figure 2.5). The TIB consists of four cylindrical
layers and is surrounded by the TOB with a total of six layers. The endcap structures
contain three (TID) and nine (TEC) wheels on each side of the cylinder respectively. The
sensors with sizes between 6 × 12 cm and 10 × 9 cm and thicknesses between 320µm to
500µm are grouped in over 15 000 modules and sum up to 9.3 million strips in total. The
total dimension of the silicon strip detector ranges from a radius of 0.255 m and length of
1.4 m on the inside to a radius of 1.16 m and length of 5.5 m on the outside.
2.2.2 Calorimetry System
The calorimetry system of the CMS detector surrounds the tracking system and consists of
two dierent components, namely the Electromagnetic Calorimeter (ECAL) on the inside
and the Hadron Calorimeter (HCAL) on the outside. While electromagnetically interacting
particles with small mass, as for example electrons, positrons, and photons, are detected
by the ECAL, hadrons, e.g. protons, neutrons, and pions, can traverse the ECAL basically
undisturbed and interact with the HCAL via the strong and electromagnetic interactions.
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In that sense, the calorimetry system is of main importance for measuring the energy of
a particle and for determining whether it can interact via the strong or electromagnetic
interactions.
The calorimetry of particles, both in the ECAL and the HCAL, follows an exponential be-
havior with respect to the distancex that the particles traverse within the detector material.
In the case of the ECAL, the remaining energy E(X0) of an electron, entering the detector
with E0, decreases on average to
E0
e after one radiation length X0. The hadronic interaction
length λ0 gives the mean free path of a particle before undergoing an interaction. As X0
and λ0 are characteristic for the absorption capability of the detector, these will be used
as units for the amount of material in the two components. The purpose of calorimetry
is not only to measure the energy of certain particles explicitly, but also to receive an in-
sight in the overall imbalance of the transverse momentum of an event, which points to
undetectable particles, for example neutrinos.
Electromagnetic Calorimeter
The electromagnetic calorimeter (see Figure 2.6) consists of lead tungstate crystals (PbWO4,
X0 = 0.89 cm) as absorber and scintillator material at the same time [45, 46]. It consists
of three dierent components being the ECAL Barrel (EB, coverage up to |η | < 1.48), the
ECAL endcap (EE, coverage from 1.48 < |η | < 3.0) and the preshower detector (ES, cov-
erage from 1.65 < |η | < 2.6). The total number of PbWO4 crystals is 75 848, with each
crystal having a length of 25.8X0 in the EB and 24.7X0 in the EE, respectively. In front
of the EE, the ES is located, which fullls the task of distinguishing between single high-
energy photons and pairs of low-energy photons from neutral pion decays.
The physics eects reducing the energy of traversing electromagnetically interacting par-
ticles are bremsstrahlung, Compton scattering, and the production of electron-positron
pairs, which create a cascade of particles known as electromagnetic shower. The absorp-
tion of these particles by the detector material results in the emission of energy via scin-
tillation light, which can be measured under employment of avalanche photodiodes.
The relative energy resolution of the ECAL indicates the precision that can be reached in



















Here S is the stochastic term and refers to uncertainties due to photon statistics and uctu-
ation of the electromagnetic shower. The noise term N considers the eect of electronics
noise in the measurement and the constant term C accounts for miscalibration and non-
uniformities, which are dominant for the resolution at high energies. The numerical values
have been obtained using an electron test beam [48]:
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Figure 2.6: The CMS electromagnetic calorimeter: The η-coverage of the
three ECAL components is shown. These are the the ECAL Barrel (EB) with
61 200 PbWO4 crystals, the ECAL Endcap (EE) with 14 648 PbWO4 crystals and
the Preshower detector (ES), which consists of one layer of lead radiators and


















+ (0.3%)2 . (2.8)
Hadron Calorimeter
In contrast to the previously described ECAL, the HCAL is a sampling calorimeter, this
means it consists of layers of dierent material for absorption and scintillation [49, 50].
A pseudorapidity coverage of up to |η | < 5.2 is obtained with the four elements of the
HCAL. These are the Hadron Barrel (HB) and the Hadron Outer (HO) with a coverage up to
|η | < 1.3 each, the Hadron Endcap (HE) covering 1.3 < |η | < 3.0, and the Hadron Forward
(HF) extending the coverage from |η | = 3.0 to |η | = 5.2 (see Figure 2.7). The absorption
material is brass (70 % copper and 30 % zinc) with an interaction length of λI = 16.42 cm.
The secondary particles that are produced through inelastic scattering are of lower energy
than the incoming particles and the thereby produced hadronic shower can be detected by
the scintillation layers made of plastic material.
It is of note that the HB corresponds to a radiation length of only 5.82 · λI and is therefore
not able to fully absorb the hadronic shower, while both the HE and HF have a radiation
length of roughly 10 ·λI. As the HB could not be enlarged due to the geometric restrictions
of the ECAL on the inside and the solenoid magnet on the outside, this problem is tackled
by the installation of the HO outside of the solenoid. It is employing the solenoid magnet
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Figure 2.7: The CMS hadron calorimeter: Shown is one quarter of the CMS
detector with the subdetectors of the HCAL and their η coverage being high-
lighted. These are the Hadron Barrel (HB), the Hadron Endcap (HE), the Hadron
Outer (HO), and the Hadron Forward (HF) calorimeter. Taken from Ref. [41].
as an additional absorber and thereby extending the radiation length in the central region
to more than 10 · λI.
2.2.3 Solenoid Magnet
The Lorentz force is bending the track of charged particles that move perpendicular to the
eld lines of a magnetic eld. The direction and strength of a particle’s trajectory curvature
in conclusion reveal information about its electric charge and momentum. Due to the high
energy of particles produced in proton-proton collisions at 13 TeV center-of-mass energy,
a strong magnetic eld is required to obtain a measurable deviation in their movement
with respect to a scenario without a magnetic eld applied. At the CMS detector this is
achieved by a 220 t solenoid magnet, being the largest magnet of this kind in the world
with a diameter of 6.3 m and a length of 12.5 m [51]. Cooled down to a temperature of
4.45 K the solenoid enters a superconducting state and creates a magnet eld strength of
3.8 T, while storing 2.6 GJ of energy. In order to control the magnetic ux on the outside of
the magnet and thereby strengthening the eld on the inside, a 12 500 t steel return yoke
is installed surrounding the solenoid. It is by far the heaviest part of the CMS detector and
has a diameter of 14 m with a barrel length of 13 m.
2.2.4 Muon System
The muon has not only been of special importance in the search for the Higgs boson (e.g.
H→ ZZ→ 4µ) or various BSM physics searches, but it is also the only detectable particle
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that can easily pass through the already described subdetector components of the CMS de-
tector without being fully absorbed. It is for these reasons that the largest and outermost
part of the detector is dedicated to the detection and identication of this minimum ion-
izing particle. The three dierent kinds of muon subdetectors, which are embedded in the
return yoke of the solenoid magnet, have the purpose of identifying muons and of rapidly
deciding whether to store a collision event for later processing (triggering). As the muon
chambers are penetrated by a magnetic eld of 2 T due to their positioning within the re-
turn yoke, the muon momentum measurement can be improved through their trajectory
therein.
The muon system is divided into a barrel region and an endcap region as can be seen
in Figure 2.8 and consists of Drift Tube (DT) chambers, Cathode Strip Chambers (CSCs)
and Resistive Plate Chambers (RPCs) [52–54]. In addition, a rst layer of Gas Electron
Multiplier (GEM) chambers has been installed in 2017 [55], a process that will be continued
in the second and third long shutdown of the LHC [56]. The basic principle of the dierent
muon chambers is inert gas being ionized by charged particles traversing the detector
volume. Anodes and cathodes with high voltage accelerate the free electrons and heavy
ions, resulting in an avalanche of free electrons that can be measured as a current at the
anode wire.
The coverage of the muon system reaches up to |η | < 2.4, where individual regions are
covered by the dierent types of chambers. 250 DT chambers are part of the barrel region,
covering the detector up to |η | < 1.2, a region where the particle ux is relatively low.
The drift time in these subdetectors is of the order of 380 ns, which is not fast enough
for making a trigger decision. They are therefore complemented by the RPCs, which are
resident in both the barrel and the endcap region and cover the detector up to |η | < 1.9. In
total 1 056 RPCs are installed, enabling fast track building at trigger level and compensating
the slower detection response of the DT chambers. The remaining coverage of |η | < 2.4 is
given through the 540 CSCs in the endcaps. With their high radiation resistance and ne
segmentation, these detector components can handle the higher background rates and the
nonuniform magnetic eld in the high-|η | regions.
2.2.5 Trigger System
As described in Section 2.1 the LHC delivers proton-proton collisions with a rate of 40 MHz,
corresponding to a bunch crossing interval of 25 ns. The sheer amount of data that is
being produced in these collisions cannot be recorded by present-day technology. It is not
only due to this constraint, but also due to the fact that most collisions contain physical
processes of little interest, that the events need to be ltered in real-time. This is achieved
by the trigger system with its two main components, the hardware-based Level-1 (L1)
trigger and the software-based High-Level Trigger (HLT), which are presented in Figure
2.9.
Only information from the calorimeter and muon systems is accessed by the L1 trigger
and the readout of all remaining detector data is delayed until the trigger made a decision
on the retention of an event. The data rate is at this stage reduced to the order of 100 kHz
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Figure 2.8: The CMS muon system: The gure shows a quarter of the CMS
detector including all subsystems with the muon chambers being highlighted.
These are the Drift Tube (DT) chambers in the barrel region, the Cathode Strip
Chambers (CSCs) in the endcap region and the Resistive Plate Chambers (RTCs)
in both regions. In addition, the already installed Gas Electron Multiplier Cham-
bers (GEMs) in the endcap are indicated. Taken from Ref. [55].
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3
Figure 2.9: The CMS trigger system: In the data acquisition system of CMS
the data rate is reduced from 40 MHz to the order of 1 kHz. This is achieved by
two subsequent trigger systems, being at rst the hardware-based Level-1 (L1)
trigger and following up the software-based High-Level Trigger (HLT). Adapted
from Ref. [57].
[57, 58]. In a second step the preltered events need to pass the requirements of the HLT,
which is also the nal decision on whether to store an event or not. This is achieved with
customized CMS software on dedicated computing farms and reduces the data rate to the
order of 1 - 2 kHz.
2.2.6 Computing
The computing power and storage capacities required for analyzing and preserving the
collected data of the LHC experiments are enormous. The Worldwide LHC Computing
Grid (WLCG) [59, 60] serves these tasks for the ATLAS, ALICE, CMS, and LHCb experi-
ments. It is organized in a hierarchical structure with dierent tier layers from 0 to 3 (see
Figure 2.10), each of them having specic tasks and optimizations. The Tier-0 center is di-
rectly located at CERN and stores the raw data collected by the particle detectors, as well
as performing a primary processing. From here on the reconstructed data is distributed to
the 13 Tier-1 centers around the world, one of which is located at the Karlsruhe Institute
of Technology (KIT). These perform a further reprocessing of the data and thus reduce the
required storage amount per collision event. In addition the Tier-1 centers serve as dataset
storage in various processing stages, which can be accessed by Tier-2 centers. The nal
physics analyses are mostly performed at the roughly 160 Tier-2 centers, which do not
provide storage capacities as large as the Tier-1 centers, but high CPU power. The Tier-3
centers are only indirectly related to the WLCG and provide resources for local analysis
tasks with moderate requirements.
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Figure 2.10: TheWorldwide LHC Computing Grid (WLCG): Shown are the
Tier-0 site at CERN and its connection to the 13 Tier-1 centers around the world.
The indicated Tier-2 cites are mostly hosted at institutes and universities as it is
the case for the Tier-3 sites, which are not shown at all in the gure. Taken from
Ref. [61].
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3. Statistical Methods and Multivariate
Analysis Techniques
Results in particle physics experiments are always a comparison between the prediction
on theory level and the measurement of the experiment, as both of these components
are worthless in a solitary contemplation. High precaution is demanded in this process
as not only the measurement but also the prediction is subject to statistical uctuations.
Following these premises a thorough understanding of the statistical methods, which are
employed for the derivation of a result, is required in order to conduct a physics analysis.
The methods of importance for this thesis are partially integrated in the employed soft-
ware frameworks and will be outlined in sections 3.1 and 3.2. As multivariate analysis
techniques (MVAs) are applied in various steps of data processing with a special focus
on boosted decision trees (BDTs) within the analysis, their basic functionality will be dis-
cussed in Section 3.3.
3.1 Maximum Likelihood Estimation
The assumed statistical model and the observed data are the two basic ingredients, that
need to be brought in relation in order to derive a meaningful result of an analysis. The
statistical model is dened as a probability density function (PDF) f (®x | ®y), with the mea-
surements ®x = {x1,x2, . . . ,xN } of N independent values and the parameters ®y of the model
that need to be estimated.
The maximum likelihood estimation (MLE) is a maximum a posteriori estimation method
and can be employed to nd the parameters that maximize the likelihood of observing the
given measurement [62]. The likelihood function is dened as the product of the PDF for
each observed value xi :
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f (xi | ®y) . (3.1)
By maximizing this function, the best parameter set ŷ, based on the measured data, can be
determined. As this is a challenging task in practice, one often simplies the terminology
to the minimization of the negative log-likelihood:
F (®y) = − lnL(®y) = −
N∑
i=1
ln f (xi | ®y) , (3.2)
and thereby converting the product to a computationally less intensive sum and the max-
imization to a more stable minimization avoiding large function values. For the best pa-











is negative denite. (3.4)






As in principle a counting experiment is performed in this thesis, binned histograms are
used for the distributions and the likelihood for a total of m bins is given by the Poisson




P(ni |λi ) . (3.6)
As it is outlined in more detail in sections 5.2 and 5.7, the observed events in this analysis
arise as a combination of signal and background processes and the expectation value λ is
parameterized as:
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λ(®µ) = λb +
K∑
k=1
µk · λs,k . (3.7)
The contributions of background processes are given by λb while λs,k corresponds to the
contribution of the specic signal process k . The signal strength modiers
®µ = {µ1, µ2, . . . , µK } (3.8)
give the relation between the observed and predicted number of events for each signal
process (µk = Nk/Nk,SM) and are the parameter of interest to be adjusted in the t.
3.1.1 Nuisance parameters
Each measurement underlies a variety of uncertainties of both theoretical and experimen-
tal nature, which are not of immediate interest when determining the t parameters via
MLE. Nevertheless these systematic uncertainties need to be taken into account as they
alter the prediction and therefore the outcome of the analysis. They are introduced in
the tting procedure via nuisance parameters θ inuencing both the signal s(θ ) and back-
ground b(θ ) processes.
Two dierent types of uncertainties need to be considered, as they dier in their way
of altering the prediction. While rate uncertainties do not have any impact on the overall
shape of a histogram (in the following called template), shape uncertainties can modify the
template through the correlated or uncorrelated shift of events per bin. Rate uncertainties
change the normalization of a template and are considered in the t by extending the













Heren is the number of observed events withn being the mean number of predicted events
and σn the corresponding uncertainty.
Shape uncertainties, which can change the shape and the rate of a template, are imple-
mented with a template morphing method [63, 64]. For each uncertainty two additional
templates are generated, corresponding to a shift of one standard deviation in upwards
and downwards direction, respectively. These templates can for example be obtained by
reweighting the simulated events or by repeating the complete analysis chain with system-
atically varied observables. The interpolation and extrapolation between the templates and
the nominal distribution is done using a polynomial function.
In addition to the described nuisance parameters, the uncertainty due to the nite size of
the simulated samples also needs to be taken into account, which is done via the Barlow-
Beeston light method [65].
The methods as discussed above are evaluated under employment of the software package
combine [66, 67], which itself relies on the RooFit library [68].
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3.2 Unfolding
The motivation for performing an analysis is not only the immediate comparison of the
result with a given theoretical prediction. It is also benecial to preserve the outcome of
the measurement in a way that it can be used for the validation of future theory mod-
els or compared and combined with the observations of other experiments. Providing a
result that allows for these possibilities is not a trivial task, as it basically means that all
dependencies specically induced by the measurement itself need to be removed. One
could argue that at least for theory models this could be avoided by simulating the detec-
tor response in addition and comparing the measurement with the very model at hand,
but in practice this is rarely done. The procedure applied for receiving such an undiluted
result is commonly known as unfolding and aims at correcting for eects of both detector
resolution and background contributions, as well as for reducing the impact of statistical
uctuations [69].
The true distribution of an observable may be given by y with each event contributing
to a certain bin i . As most distributions in high energy physics cannot be determined
analytically, but only through simulation, the only information at hand is the expected
truth distribution ỹ with its corresponding bin contents. Due to the inevitable detector
eects, the same observable can only be measured with a nite precision, and each event
contributes to a certain bin j of the average expected distribution x̃ of the measurement.
For simplicity an equal number of bins n for the true and measured distribution is assumed




R jiỹi . (3.10)
The matrix R will in the following be denoted as response matrix or migration matrix. The
actual measurement x does not only underlie detector eects, but also statistical uctua-




R jiỹi + bj . (3.11)
The procedure is schematically shown in Figure 3.1. For the above mentioned reasons there
is a general interest in the distribution of ỹ and one is tempted to simply solve the equation
via matrix inversion. This imposes various problems [62] and a variety of methods [70–
72], which will not be further discussed in this thesis, have been developed to reduce the
impact of statistical uctuations and to derive unbiased results. It should be mentioned
at this stage that there is no general consensus or strict recipe in the high energy physics

























Figure 3.1: Unfolding procedure: Shown are the various eects smearing the
true distribution y. Unfolding procedures in general aim at determining ỹ from
the measured distribution x .
3.2.1 Unfolding with MLE
The method of choice in the presented analysis is unfolding via MLE, where it should be
noted that this does not correspond to the so-called EM iteration method [74], which also
uses MLE. Apart from the comparably easy and straightforward implementation within the
combine framework, there is a series of further advantages in this method with respect to
for example χ 2-minimization based unfolding. The t performed when determining the
parameters of interest in the MLE allows not only for a direct inclusion of the background
processes but also for all systematic uncertainties to be covered in terms of nuisance pa-
rameters. Additionally, the uncertainties due to the nite size of the simulated samples
are directly considered in the tting procedure and the response matrix is allowed to have
dimension n ×n, which cannot be handled by various other methods, but is of importance
for the analysis in this thesis.
As the true distributiony is not accessible in any way, the term truth-level distribution will
in the following refer to the simulated distribution ỹ. In contrast to the already introduced
measurement x , the histogram x̃ of the observable without background contributions but
with detector eects applied will be called detector-level distribution.
In order to construct the relevant model for a multidimensional MLE, each bin i of the
truth-level histogram will be considered as a separate signal process si . The contribution
of such a signal process to a detector-level bin j is accordingly given by the relevant matrix
element of R ji . In that sense the content of a detector-level bin is simply the sum of various
signal processes, similar to equation 3.10. By associating a signal strength parameter µi to
each signal process si , the likelihood can be dened as outlined in Equations 3.6 - 3.7. The
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unfolded distribution u is then given by the truth-level distribution ỹ where the content of
each bin is multiplied with the respective signal strength parameter as determined from
the tting procedure.
A more concrete example and the explicit setup for the presented analysis will be given in
Section 5.7.
3.2.2 Regularization
For the sake of completeness the term regularization will be shortly outlined here, as it is
an important inclusion to many unfolding algorithms. When solving equation 3.11 for ỹ
by matrix inversion, the statistical uctuations of the measurement x are amplied, which
is an undesired behavior. To compensate for this, certain smoothness conditions are often
imposed on the truth-level distribution ỹ. This is especially important if one has to deal
with an ill-conditioned problem, meaning the condition number of the response matrix is
large (O(105)), as in this case the unfolded distribution is biased towards the simulation.
Technically this is often achieved by introducing a penalty-term P(ỹ) in the likelihood,
which depends on the truth-level values (so-called Tikhonov-regularization [75]). It will
be shown that regularization does not need to be applied in the presented analysis for both
qualitative and quantitative reasons.
3.3 Boosted Decision Trees
Within the analysis, the reconstruction of events is an important task and as for many
events there is more than one possibility of reconstruction, a decision has to be taken on
which reconstruction is more likely to be correct. Due to the large amount of events both
in simulation and in observed data, this decision has to be made in an automated way
by an algorithm. The method of choice for this task is to employ boosted decision trees,
which are a type of multivariate analysis technique and have been shown in the past to
outperform χ 2-minimization based algorithms in similar tasks. The implementation of the
BDTs is taken care of by the TMVA [76] toolkit within ROOT [77].
3.3.1 Decision Trees
A decision tree, as sketched in Figure 3.2, is in general used to categorize an event based on
a predened set of input variables. The tree is structured in a root node, multiple internal
nodes and ending nodes called leafs. While the leafs classify an event to be of a specic
category (e.g. signal or background, correct or wrong), the root and internal nodes make a
decision according to the value of a specic input variable. Each node divides a set of events
into two subsets for which this process is repeated until reaching a leaf. The structure of
the tree is limited by the maximum number of internal nodes and leafs and the decision
whether a leaf classies an event as signal or background is determined in the training
process of the tree.
The training procedure of a decision tree corresponds to the optimization of selection re-
quirements on the input variables and is performed with a sample for which the correct
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x > 0.3x < 0.3
y < 11 y < 7y > 11 y > 7
z < 0 z > 0
Figure 3.2: Sketch of a decision tree: Events are being classied according to
the three values x , y and z. After the decision in the root node (blue), further
decisions are taken in the internal nodes (orange) until events are classied in
leafs as signal (green) or background (red).
classication into signal or background is known. As a rst step the sample is scanned for
the variable which is best in order to separate the events and the best separation value is de-
termined. This process is being repeated for the two remaining subsets until the structural
limits of the tree or the required separation gain are reached. For each leaf the classi-
cation into signal or background is according to the majority of events with respective
classication. As events i often have a specic weightwi , this weight is considered instead
of pure event counting. The purity P of a leaf, which gives a measure of the misclassied










The statistical dispersion of a node is given through the Gini impurity:
G = P · (1 − P) . (3.13)
The sample that is used for the training must be statistically independent of the sample
that is used for later evaluation in order to avoid a bias towards the statistical uctuations
in the training sample in the nal result.
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3.3.2 Boosting
The general idea of boosting is to not merely use a single decision tree for the classication
of an event, but to utilize the average of many (O(100)) classication trees and train them
subsequently. By considering the weighted average over all trees, the impact of statistical
uctuations in the training samples can be damped with respect to a single decision tree.
This set of trees is called boosted decision tree (BDT) and is obtained in this thesis using
the AdaBoost algorithm [78].
After the training of each tree, misclassied events are reweighted and applied for the
training process of the next tree, making them more important in this training iteration.
The score of a treem is dened as αm using the misclassication rate ϵm :




The strength of the boost is dened here by β and using Yi (x) = 1 for misclassied events
and Yi (x) = 0 for correctly classied events the event weights for the training of the next
tree are given by:
wi → wi · e
αm ·Yi (x ) . (3.15)
The nal BDT output is given by the weighted sum of all outputs:
T (xi ) =
N∑
m=1
αm ·Tm(xi ) , (3.16)
where N is the total number of trees and Tm(xi ) is the output of a single tree with value 1
for signal and −1 for background.
3.3.3 Overtraining
In the training process of any multivariate analysis technique special precautions have to
be taken so that the method does not learn the statistical uctuations of the training sample
and loses its ability to generalize. This eect is known as overtraining and indicated in
Figure 3.3. In order to avoid it, the performance of the discriminator during the training
process is evaluated on a statistically independent testing sample. Overtraining is present
if the separation power still increases on the training sample while it decreases on the
testing sample. An equivalent performance on both samples is desired and accordingly
the training process has to be stopped before overtraining occurs.
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Figure 3.3: Eect of overtraining: The gures indicate the separation power
of multivariate discriminators on a training (left) and a testing (right) sample.
The dashed line shows an equal separation between signal (red) and background
(blue) events on both samples with no overtraining present. The solid line on the
other hand is overtrained and has a perfect separation on the training sample but
performs signicantly worse on the testing sample, as it learned the statistical
uctuations of the training sample. Taken from Ref. [79].
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4. Simulation and Reconstruction
To benet in any way from the signals that can be recorded with the CMS detector, one
does not only need to combine and cluster these signals to form physics objects, but also
needs to simulate the expected observations. It is only for the comparison of the actual
measurement to the expected outcome, which allows for any reliable statement on the
involved processes.
Apart from the desired interaction of two partons, there is a variety of other processes
happening in parallel at the collision of two protons, which need to be understood for a
correct simulation of the complete scenario. These processes are described in Section 4.1.
The state-of-the-art tools employed for the simulation of events are outlined in Section 4.2.
The reconstruction of pure detector signals to physics objects is given in the last section of
this chapter, which also denes the quality requirements applied on these objects in order
to be considered in the analysis.
4.1 Proton-Proton Scattering Process
The collision of two protons at high energies gives rise to various phenomena, as can be
seen in Figure 4.1. A successful comparison of simulation and observation is only possible
if all of these phenomena are accounted for appropriately when simulating an event.
Hard Scattering Process and Parton Distribution Functions
The hard scattering process is the interaction of two partons of the colliding protons and
the target of most physics analyses at the CMS experiment. The cross section of such a
process depends on the proton momentum fractions x1 and x2 of the two partons, which
at hadron colliders are not known a priori. The probability of observing a parton with
momentum fraction x of the proton momentum is given by the parton distribution function
(PDF) f (x , µ2
F
), which is valid for valence quarks, gluons, and sea quarks, and depends on
the given energy scale (called factorization scale) µF. As the PDFs at any desired scale
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Figure 4.1: Sketch of a proton-proton scattering process: The highest in-
terest is in the collision of the two partons indicated with the big red circle, also
called the hard proton-proton scattering process, which is usually the physics
process of interest. For the simulation of the full proton collision one also needs
to consider the second scattering process, called underlying event and indicated
by the purple ellipse. Subsequent processes like the radiation of gluons (red) and
photons (yellow) need to be taken into account as well as the green structures,
which refer to the hadronization process and the decay of hadrons. Taken from
Ref. [80].
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Figure 4.2: The Neural Network Parton Distribution Function (NNPDF)
set: For the two values of the factorization scale of µ2
F





the proton PDFs of the NNPDF3.1 set at next-to-next-to-leading or-
der are shown. Taken from Ref. [85].
are unknown a priori and cannot be directly calculated, one needs to evaluate the PDFs
measured at a given scale and transfer them in perturbation theory under employment of
the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [81–83]. In Figure 4.2
the PDF set NNPDF [84, 85], which is used in this thesis, is shown for two factorization
scale values of µ2
F
= 10 GeV2 and µ2
F
= 10 000 GeV2.
To determine the cross section of producing a particle X in the hard process of a proton-
proton collision, all possible initial state combinations with the partonic process jk →
X need to be considered, where j and k refer to the possible initial state partons. The
matrix element and therefore the cross section of such a partonic process is determined by
evaluating all corresponding Feynman diagrams. As one can always add the radiation of
gluons, internal lines, or loops, the number of possible Feynman diagrams becomes innite
and an exact calculation is impossible. A good approximation, however, can be made by a











The leading-order cross section σLO includes only Feynman diagrams with the smallest
possible number of strong vertices. Each subsequent order i corresponds to one additional
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vertex with αS, either through a real emission or virtual corrections. As the strong cou-
pling constant is larger than the coupling constant of the electromagnetic interaction by
approximately two orders of magnitude, the impact of electromagnetic corrections is small
compared to QCD corrections at the LHC. It should be noted that αS is not constant, but
depends itself on the renormalization scale µR, which is considered in perturbative cal-
culations. The calculations for most processes of relevance in this thesis are either done
in next-to-leading order (NLO) or next-to-next-to-leading order (NNLO) in perturbation
theory, with the calculations being more precise the higher the order.
Parton Shower
Any particle within the hard scattering process that carries a color charge can radiate o
additional gluons. Depending on whether the emitting particle is part of the initial or the -
nal state of the Feynman diagram, this is known as initial-state radiation (ISR) or nal-state
radiation (FSR). These additional gluons can decay into quark-antiquark pairs or further
emit gluons themselves, resulting in a cascade of particles denoted as parton shower. The
emission of these partons is of lower energy than the hard scattering process and thus at
increasing αS. This also means that a simulation of the parton shower is not possible via
perturbative matrix element calculation and instead it is carried out using Sudakov form
factors [86, 87] and the Altarelli-Parisi splitting functions [83]. Special care needs to be
taken as for example a leading order process with the simulation of one additional radia-
tion has the same nal state particles as the same process at NLO without radiation and
thereby double counting is possible. This is considered via merging and matching of the
matrix elements and the parton shower, which is in practice done via algorithms as for
example MLM [88] or FxFx [89] merging.
Hadronization
Due to the connement of particles carrying a color charge, these cannot propagate freely
but have to form color-neutral bound states, being either mesons or baryons. This process
is known as hadronization and has to be included in the simulation process via phenomeno-
logical models. Due to the relatively low energy scale at which hadronization takes place
and the correspondingly high value of αS, no perturbative calculation of the processes is
possible. One of the most commonly employed models is the Lund string model [90], which
describes the gluons as eld lines, resulting in tubes of these lines between color-charged
objects due to the self-interaction of gluons. The energy of these strings can increase, as
for example by spatial separation of particles, and at a certain energy threshold a new
quark-antiquark pair is created. This continues until color-neutral states only are reached.
As the newly generated particles do not need to be stable themselves, the decay of these
particles needs to simulated as well.
Underlying Event and Pileup
When two protons collide it is not sucient to consider only the processes involved with
the hard scattering of two partons, but also the color-charged remnants of the protons need
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to be taken into account. These induce further hadronization and cause additional signals
within the detector, which is known as underlying event and needs to be simulated.
The high luminosity at the LHC cannot be reached by accelerating and colliding single
protons, but bunches of them with 10
11
protons per bunch. This leads in general to more
than one interaction per bunch crossing as multiple proton collisions take place at the same
time. This is known as in-time pileup and needs to be taken into account in the simulation
as well as out-of-time pileup. The latter corresponds to signals in the detector of previous
bunch crossings, as they happen in an interval of only 25 ns, which is short in respect to
the detector response.
4.2 Generation of Simulated Events
The simulation of the processes described in the previous section is performed by Monte
Carlo (MC) event generators. Multiple of these computing tools are used and interfered
for the creation of events and will be shortly introduced in the following. They all rely on
the Monte Carlo method [91] but dier in the order of perturbation theory for which they
can be employed. It is in general important to simulate a vast number of events for each
investigated process, as due to the statistical nature of quantum mechanics the outcome
of a single collision cannot be predicted, but only probability density functions can be
derived. This section also covers a short description of the detector response simulation
tool Geant 4.
MadGraph5_aMC@NLO
The two existing MC event generators MadGraph5 [92] and MC@NLO [93] have been
combined in the MadGraph5_aMC@NLO [94] package, which can be used for the simu-
lation of events and the calculation of cross sections at LO and NLO precision. It includes
the matching of calculated matrix elements to the parton shower simulation and resolves
possible double counting eects at NLO with the MC@NLO technique. Therefore, neg-
ative event weights are introduced in order to subtract parton shower contributions and
thereby obtaining correct NLO predictions. This induces the negative side-eect of reduc-
ing the eective number of events and can lead to unphysical predictions with negative
event counts in special phase spaces. The advantage of the generator is the rather easy
usability, as the user only needs to provide the initial state and nal state particles for the
process of interest and the calculation of all possible diagrams is carried out automatically.
POWHEG
The positive weight hardest emission generator Powheg [95–97] is the second important
MC generator used for the simulation of events in this thesis. It can be used for the sim-
ulation up to NLO accuracy and has the characteristic of calculating the hardest emission
already in the matrix element. The subsequent parton shower simulator therefore needs
to provide pT-ordered showers. The method used by Powheg has the advantage that no
negative event weights are introduced and all simulated events can be used for an anal-
ysis, but the generator comes with the drawback that only predened processes can be
simulated.
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PYTHIA
The MC generator Pythia [98, 99] provides a full event simulation, including matrix el-
ement calculation and simulation of underlying event, hadronization, and parton shower.
Its main disadvantage is that the calculation of matrix elements can only be done at lead-
ing order precision, which does in general not fulll the precision requirements of most
analyses. Pythia is therefore often interfaced with the previously introduced matrix ele-
ment generators and applies the remaining steps from parton shower simulation onwards.
It uses the Lund string model for hadronization and is compatible with Powheg as the
simulated parton shower is pT-ordered. Dierent tunes with dedicated parameters for the
modeling of underlying event and hadronization are available for the generator, where the
events in this thesis mostly have the CP5 tune [100] employed.
GEANT 4
The last step that needs to be simulated in order to obtain a result that can be compared
to measured data is the response of the CMS detector. The software package Geant 4
[101–103] is used for the simulation of both the interaction of particles with the detector
material, and the signals of the readout electronics. After this stage the simulation and the
measured data are on the same level and are reconstructed in the same way for the further
analysis.
4.3 Reconstruction of Objects
The raw electric signals, which are obtained from either the full event simulation or the ac-
tual measurement with the detector, cannot directly reveal any insight to the physics pro-
cesses of interest. It is the combination of these signals and the reconstruction to physics
objects that allow for a comparison between prediction and experiment. In the following
the algorithms and reconstruction methods for the most important physics objects of the
analysis will be outlined. In addition, the applied quality requirements and preselection
steps on the dierent kinds of objects will be presented. As the analysis aims at unfolding
the observations to a detector-independent level, the corresponding truth-level counter-
part will be introduced for selected objects.
4.3.1 Particle Flow Algorithm
Instead of considering each component of the CMS detector solitary for the reconstruc-
tion of objects, the information of all subdetectors is combined for reconstructing the stable
particles of an event. The algorithm that is applied for this holistic procedure is the particle-
ow (PF) algorithm [104], which requires a high granularity of the detector components
and has rst been successfully used by the ALEPH experiment at the LEP collider [105].
The rst step of the algorithm is the creation of so-called PF elements, which can be either
charged-particle tracks in the tracking detector or energy clusters in the ECAL or HCAL.
These elements are then combined by a dedicated linking algorithm to form PF blocks, as
indicated in Figure 4.3. The remaining component of the CMS detector, the muon system,
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Figure 4.3: The Particle Flow algorithm: In a rst step, the detector signals
are clustered to PF elements, which are then linked together to PF blocks. These
can be assigned and reconstructed to the dierent high-level physics objects.
Taken from Ref. [106].
comes to play now and its information is utilized in order to identify muons within the PF
blocks. The identied blocks are then removed from the full list of blocks and a similar
sequential procedure is applied in the following for the identication of electrons and pho-
tons, as well as for neutral and charged hadrons. A further postprocessing step is applied




4.3.2 Particle Tracks and Primary Vertices
One of the inputs for the previously described PF elements are the trajectories of charged
particles within the tracker components of the CMS detector. They are reconstructed by
the combination of hits, induced from charged particles traversing the silicon pixel and
the silicon strip detector. The precision of these tracks crucially depends on the alignment
of the tracker modules, and possible misalignment needs to be taken into account, in or-
der to reach a resolution in the order of µm [107]. The Combinatorial Track Finder (CTF)
algorithm [108], which is based on Kalman lters [109–111], is applied for the reconstruc-
tion procedure. With this iterative approach, tracks nearby the interaction region and a
transverse momentum of pT > 0.8 GeV are reconstructed rst, followed by a removal of
the corresponding hits from the remaining event in order to reduce the combinatorics of
subsequent iterations. A four step procedure is executed for each iteration, starting with
the generation of a track seed from only two or three hits. Such a track is extrapolated to
outer layers using Kalman lters in a second step, and additional hits within the vicinity
of this extrapolated track are assigned to it. The third step consists of determining an im-
proved trajectory to the assigned hits, again with the use of Kalman lters. Tracks that do
not fulll certain quality criteria are discarded in a nal step.
Not only direction and momentum of the reconstructed tracks are of interest for the re-
construction of objects, but it is especially important to nd their origin and to investigate
the spatial adjacency of multiple such points. If more than one track can be associated
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to a common origin, such a point is denoted as a vertex, with a special focus given in
the following to the primary vertex (PV), which has the highest sum of p2
T
of associated
tracks. Vertices other than the PV can indicate contributions of in-time pileup from other
proton-proton collisions and using the charged hadron subtraction (CHS) technique [112],
PF elements are thus removed from the collection if they are assigned to a vertex along the
beam-line other than the PV.
The algorithm for the reconstruction of vertices is taking only high-quality tracks as input
and is clustering them in a rst step by their z position in relation to the beam spot. Special
care needs to be taken in order to not split a valid vertex into multiple subclusters of tracks,
which is ensured by a deterministic annealing algorithm [113]. After the optimal number
of vertices has been found by this procedure, the exact position of each vertex is determined
using the adaptive vertex tter algorithm [114]. Here, vertex candidates need to have at
least two associated tracks and a weighting procedure gives the probability of a track being
compatible with a certain vertex.
To be considered for the analysis, an event needs to have a primary vertex candidate that
fullls certain quality requirements, for example being located within a cylinder of radius
2 cm and length 24 cm around the center of the detector. Additionally, a minimum of four
tracks need to be assigned to the PV, giving it at least ve degrees of freedom.
The ability for both the reconstruction of tracks and the derivation of primary vertices as
described here is a characteristic of the detector and consequently the denition of a truth-
level counterpart is not applicable. This does not impose a problem on the desired unfold-
ing procedure, as the primary vertex does not play any further role in the reconstruction
of events, and the impact of the track reconstruction will be covered by the higher-level
objects introduced in the following.
4.3.3 Muons
The CMS detector is, as outlined in previous sections, optimized for the detection, identi-
cation and reconstruction of muons. Accordingly these are the rst particles to be recon-
structed by the PF algorithm using the information of the tracker and the muon system. A
separate reconstruction of possible muon tracks is performed with the information of each
component, leading to the so-called tracker tracks from tracker signals and standalone-
muon tracks from the muon system signals [54]. For the combination of these tracks two
dierent approaches are considered, diering by the set of information they start the re-
construction with. The inside-out approach takes all tracks with pT > 0.5 GeV into account
and reconstructs so-called tracker muons by matching these tracks to a short muon seg-
ment built up from hits in the DTs or CSCs. All possible interactions along the path are
considered in this algorithm, which relies only on small segments in the muon system and
provides high eciency for low pT muons (pT < 5 GeV) that do not penetrate the muon
system very deeply. For the reconstruction of a global muon, the outside-in approach is
employed, starting with a standalone-muon track and searching for a matching tracker
track. In case of a successful match, the associated hits in both detector systems are tted
simultaneously using a Kalman lter. This reconstruction algorithm signicantly improves
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Table 4.1: Criteria for identifying tight muons. Only global muons with
well-tted tracks can fulll the tight muon ID requirements.
Criterion tight muon ID
Global muon yes
PF muon yes
χ 2/ndof of global-muon track t < 10
Number of muon chamber hits ≥ 1
Number of muon segments in muon stations ≥ 2
Transverse impact parameter dxy wrt. primary vertex < 2 mm
Longitudinal distance dz wrt. primary vertex < 5 mm
Number of pixel hits > 0
Number of tracker layers with hits > 5
the resolution for muons with high transverse momentum (pT > 200 GeV). In general the
information of the standalone-muon track can be used solitary for the reconstruction of a
standalone muon, but due to the worse resolution with respect to global muons and higher
background of cosmic muons, standalone muons are not considered in the analysis.
In addition to the quality requirements included within the PF algorithm, a further set of
identication conditions is applied on muons to be considered for in later analysis stages.
These are according to the recommendations of the Muon Physics Objects Group (MUO
POG) of the CMS Collaboration [115] and summarized in Table 4.1. Only muons that pass
all criteria of the tight muon identication (ID) ag are utilized in order to further suppress
both cosmic muons and muons stemming from kaon or pion decays. Depending on the η
range, the tight muon ID has an eciency between 95% to 99%.
An additional requirement is applied on muons in order to lter out so-called nonprompt



























The transverse momentum of the muon is given by pT,µ, while the other terms correspond







), and charged hadrons from pileup (pch. had., PU
T
). Only
contributions within a cone with radius R = 0.4 are considered for the relative isolation
of a muon and the correction factor ∆β is applied to estimate the contributions of neutral
hadrons originating from pileup. As it is not possible to determine whether a neutral
hadron is stemming from the primary vertex or from pileup, ∆β is required as correction
and estimated to be 0.5 [116]. The tight requirement of Iµ
rel
< 0.15 is applied in order to
45
4. Simulation and Reconstruction
reduce the amount of nonprompt muons from QCD multijet production. The eciency of
this criterion has been determined to be approximately 95% [115].
Within the further analysis workow, only muons will be considered that are classied to
be tight muons. In addition to the already outlined selection criteria of passing the tight
muon ID ag and having a relative isolation smaller than 0.15, a tight muon needs to be
within the central region of the detector (|η | < 2.4) and have a transverse momentum of
at least pT > 27 GeV.
The truth-level counterpart for a reconstructed muon is a dressed lepton. The denition of
dressed leptons is given at the end of the following section, as these are also the truth-level
counterpart of reconstructed electrons.
4.3.4 Electrons
The reconstruction of electrons is performed subsequent to the reconstruction of muons
and the subtraction of corresponding PF elements from the event and is far more chal-
lenging due to the low mass of electrons [117, 118]. As they can lose already a signicant
amount of their energy in terms of bremsstrahlung within the tracker material due to their
relatively low mass, they do not traverse as many detector components as muons and leave
a broad shower in azimuthal direction in the ECAL. Narrow showers are in general easier
to reconstruct and dedicated algorithms thus have to be applied for the more complicated
electron reconstruction. As it is the case for muons, two dierent approaches are consid-
ered for the reconstruction of an electron.
In a rst attempt neighboring energy deposits in the ECAL crystals (clusters) are combined
to so-called superclusters, where the cluster with highest energy deposit is the seed for
the combination. Employing Gaussian Sum Filters (GSF) [119, 120], tracks of the tracker
detector are matched to the superclusters of an event, using the respective seeds as starting
point for the matching. This technique yields a good reconstruction of electrons with
transverse momentum above 5 GeV. The use of CTF algorithms with Kalman lters for
track reconstruction is not applicable for electrons, as their curvature changes too much
due to bremsstrahlung and it is accordingly dicult to assign hits to the track.
Electrons with pT of less than 5 GeV can be better reconstructed using Kalman lters to-
gether wit a GSF for track reconstruction and matching these tracks to the energy deposits
of the ECAL.
In order to increase the quality of reconstructed electrons a set of requirements is applied to
them. These requirements are provided by the E/gamma Physics Object Group of the CMS
Collaboration and are bundled in an identication (ID) ag [121]. Table 4.2 summarizes
the selection requirements for the tight electron ID, which needs to be passed by electrons
to be considered in the analysis. Due to the dierent background conditions in the barrel
and the endcap region of the ECAL, a dedicated set of selection requirements is applied for
an electron, depending on the absolute value of its supercluster pseudorapidity.
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Table 4.2: Identication of tight electrons. The selection requirements that
are applied on an electron in order to pass the tight ID are dierent in the barrel
and the endcap region.
Criterion |ηSC | ≤ 1.479 |ηSC | > 1.479
SC shower shape < 0.0104 < 0.0353
|∆η(SC, track)| < 0.00255 < 0.00501
|∆ϕ(SC, track)| < 0.022 < 0.0236
Hadronic energy/EM energy < 0.026 + 1.15/ESC + 0.0324ρ/ESC < 0.0188 + 2.06/ESC + 0.183ρ/ESC
Electron isolation < 0.0287 + 0.506/pT < 0.0445 + 0.963/pT
|1/ESC − 1/ptrack | < 0.159 < 0.0197
Expected missing inner hits ≤ 1 ≤ 1
Pass conversion veto yes yes
The isolation I e
rel























It gives a measure for the energy deposited by other particles within a cone radius of 0.3
around the electron. Contributions from pileup interactions are included via the average
transverse momentum density ρ and the eective area Ae of the cone. A selection re-
quirement on the electron isolation is of high importance for the electron identication
and is therefore already included in the tight ID requirement.
In the nal selection stages of the analysis only electrons will be considered that are clas-
sied as tight electrons. In order to be classied as tight, an electron needs not only to
pass the tight ID ag but also to be within the central region of the detector (|η | < 2.1) and
have a transverse momentum of at least pT > 35 GeV.
The truth-level counterpart of both muons and electrons is a dressed lepton, which is de-
ned in a detector-independent way with the same characteristics as applied in the Rivet
framework [122, 123]. The collection of dressed leptons of an event is accessible in all sim-
ulation samples of the CMS Collaboration at level of the NanoAOD event format [124, 125].
Dressed leptons include the eect of QED FSR in a model-independent way and are con-
structed by nal state leptons from the simulation with the energy of all photons within a
cone of ∆R = 0.1 around the lepton. Double counting of photons is avoided as a photon is
only added to the closest nal state lepton if it happens to be within the capture radius of
more than one.
4.3.5 Photons and Hadrons
The PF elements that have been assigned to reconstructed muons or electrons are removed
from the collection of an event and the remaining PF blocks are assigned to either hadrons
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or photons. Similar to the reconstruction of electrons, but without the matching to asso-
ciated tracks, superclusters in the ECAL can be assigned to isolated photons [126]. The
remaining PF blocks are mainly due to charged hadrons (charged pions, kaons and pro-
tons), neutral hadrons (neutral kaons and neutrons), and nonprompt photons (neutral pion
decays).
For the remaining clusters in the ECAL and the HCAL the coverage of the tracker is of spe-
cial importance. Clusters within the tracker acceptance of |η | < 2.5 that cannot be linked
to any track, will be reconstructed as nonisolated photons and neutral hadrons. In case a
matching track can be assigned to one of these clusters, the corresponding PF elements are
assigned to a charged hadron. As the information of the tracker is not accessible for clus-
ters in the ECAL or HCAL in the region with |η | > 2.5, a further division between neutral
and charged hadrons is not possible for the remaining clusters. In case of a cluster in the
ECAL that cannot be linked to any HCAL cluster, this is assigned to a photon. Connected
clusters between the ECAL and the HCAL are in a nal step assigned to neutral or charged
hadrons.
4.3.6 Jets
For most physics analyses at the LHC the solitary charged and neutral hadrons are not
of particular interest, as they do not directly correspond to the nal state particles of the
investigated collision processes. Rather than that, a collection of multiple such objects
within a narrow cone, called jet, can contain all constituents of a particle shower caused
by the hadronization of a nal state parton. Even though jets are rather abstract objects
without a direct physics meaning, they are crucial for most analyses, allowing for an easier
comparison of data and simulation. In addition to hadrons, jets can also contain noniso-
lated leptons and photons, which are produced via the weak or electromagnetic decay of
hadrons.
The main algorithms that can be applied for the reconstruction of jets are either cone-
based, meaning they cluster all particles within a given cone size, or sequential, meaning
they combine particles to a jet in a sequential procedure. Any jet reconstruction algorithm
needs to fulll the requirement of being both collinear and infrared safe. Collinear safety
is assured if the result of an algorithm is independent of the collinear splitting of a hadron.
If the algorithm does not show sensitivity to the soft emission of gluons, infrared safety is
given. Sequential recombination algorithms are most widely used in high-energy physics
and provide robust results that can be compared to theory predictions, as they are collinear
and infrared safe.
The two main ingredients for the sequential jet algorithm applied in this thesis are the
distance parameter di j between two particles i and j, and the beam distance diB between a
particle i and the beam:
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Figure 4.4: The anti-kT jet clustering algorithm: The clustering of partons
into jets with the anti-kT algorithm is shown in the y-ϕ plane. The transverse
momentum of the partons is indicated by their z component and each color cor-
responds to one reconstructed jet. Taken from Ref. [131].












The transverse momentum of the particles is given as kT and the distance between two







ϕi − ϕ j
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2
. The value of R
denes the desired radius parameter of the cone and the parameter n further denes the
reconstruction procedure and is commonly chosen to have a value of either n = 1 (kT
algorithm [127, 128]), n = 0 (Cambridge/Aachen algorithm [129, 130]), or n = −1 (anti-
kT algorithm [131]). The jets used in the presented analysis are reconstructed with the
anti-kT algorithm and have a distance parameter of either R = 0.4 or R = 0.8. The anti-
kT algorithm calculates the distance parameter between all particles and the two particles
with the smallest distance di j < diB and di j < djB are combined to a new particle. All
distance parameters are now recalculated and the procedure is repeated in an iterative
procedure until the distance parameter of a particle di j to all remaining particles is bigger
than its beam distances diB . At this stage the particle is removed from the set and accounts
for a jet. The procedure, which is illustrated in Figure 4.4, is repeated until all particles are
clustered into a jet.
As outlined, two dierent cone radius parameters of R = 0.4 and R = 0.8 are considered
for jet clustering in this thesis. In order to distinguish between them, jets clustered with
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R = 0.4 will be denoted as slim jets in the following, while jets clustered with R = 0.8 will
be named fat jets.
Certain quality requirements are applied on slim jets in order to be considered within the
later analysis steps. As it was the case for muons and electrons, these requirements are
bundled in identication (ID) ags as dened by the CMS Collaboration [132]. All slim
jets in the presented analysis need to pass the tight ID ag, which ensures an eciency in
high-quality jets of roughly 99 % by rejecting misidentied jets, jets with low reconstruc-
tion quality, and fake jets stemming from detector noise. The most prominent selection
requirements of the tight jet ID are dependent on the absolute pseudorapidity value of the
jet and take the number of dierent constituents and their relative energy fractions into
account.
In addition to passing the tight jet ID ag, a slim jet needs to be classied as tight jet in
order to be used for the selection and reconstruction of events. A tight jet needs to have
pT > 30 GeV if it is in the central region of the detector (|η | ≤ 2.4), or pT > 40 GeV if it is
in the outer region of the detector (2.4 < |η | ≤ 4.7). Only slim jets that are not within a
cone of radius ∆R = 0.4 around a tight lepton can be classied as tight jets.
Fat jets are only considered in the analysis if they are in the central region of the detector
(|η | ≤ 2.0) and have a transverse momentum of pT > 300 GeV. There is no selection
requirement similar to the tight ID ag applied on fat jets.
For simulated samples a jet clustering can also be performed without the simulation of
the detector eects, taking into account the particles of an event after simulating the
hadronization process. It is notable that only visible particles are considered for the clus-
tering process, e.g. neutrinos are excluded. The clustering is based on the same denitions
as applied in the Rivet framework and dressed leptons are excluded from this jet clus-
tering on truth level as well as photons. In order to obtain the most suitable truth-level
counterpart of jets for the unfolding procedure, these jets are clustered using the anti-kT
algorithm with the two cone radius parameters of R = 0.4 and R = 0.8. The truth-level jets
will in the following be denoted slim generator jets (R = 0.4) and fat generator jets (R = 0.8).
Jet Energy Corrections
Reconstructed jets are subject to various eects that aect their energy measurement in
an undesired way both in measured data and simulated events. The CMS detector is not
completely homogeneous and therefore a dierent jet energy can be reconstructed for
the same particles depending on their ight direction. In addition, the resolution of the
detector is only on a nite level and contributions to the jet reconstruction due to pileup
need to be taken into account.
To correct for these and further eects, a set of jet energy corrections (JEC) is applied in a
factorized approach, where a dedicated correction is taking care of each disturbance [133–
135]. Both the slim and the fat jets, which are considered in this thesis, undergo the fol-
lowing corrections:
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• L1 pileup: The level 1 (L1) pileup correction is the rst correction to be applied on
both data and simulation and aims at removing contributions from pileup to the jet
energy. The strength of the correction is determined by comparing simulated QCD
dijet events with and without pileup overlay, and is a function of the energy density,
area, transverse momentum, and pseudorapidity of the jet. To correct in addition
for residual dierences between data and simulation, an η-dependent correction is
applied. It is derived with a random-cone method in so-called zero-bias events, that
do not have a potential trigger bias.
• L2L3 MC truth: The purpose of the L2L3 MC truth correction is to resolve dif-
ferences between the reconstructed jet pT and the corresponding generator jet pT.
Simulated QCD dijet events are used to derive the correction factors based on the
jet pT and η.
• L2L3 residual corrections: To resolve the remaining dierences between data and
simulation, the L2L3 residual corrections are applied on data only. Using dijet events
with two jets that have similar transverse momentum and one of them being in the
barrel region, the L2 residual corrections are determined as a function of the jet
pseudorapidity. The absolute L3 residuals are correcting the jet energy depending
on the jet pT. These are obtained from Z+jets, γ+jets and multijets processes.
b Tagging
Due to its short life time, the top quark decays before it can form bound states and this
decay results according to the matrix element Vtb in almost every case in a W boson and
a bottom quark. As it is the case for any nal state quark or gluon in an event, such a
bottom quark can only be reconstructed from a jet. For the reconstruction of top quarks in
an event it is therefore of special interest to distinguish between jets that originate from a
bottom quark and jets that originate from gluons or one of the four remaining light quarks
(up, down, charm, strange).
Using dedicated algorithms, the identication of such a jet avor is possible within a cer-
tain level of accuracy. The identication of slim jets originating from bottom quarks is
crucial for many analyses at the CMS Collaboration and various b tagging algorithms have
been developed for the dierent periods of data taking [136, 137]. Many of these algorithms
are based on a multivariate approach and exploit the properties of a secondary vertex as
one of their input features. If a secondary vertex can be reconstructed within a jet (see
Figure 4.5), this is in combination with other jet properties a good indicator that the jet
may originate from a bottom quark. While the decay of bottom quarks into top quarks is
not allowed, the decay into a charm or an up quark is suppressed due to the matrix ele-
ments Vub and Vcb respectively. As a result bottom quarks can form bound states with a
comparably long life time of around 1.6 ps [9], called B mesons. The distance they travel
from the primary vertex before decaying is in the order of a few mm up to 1 cm and leads
to the reconstruction of a secondary vertex.
The algorithm that is deployed within this thesis is the DeepJet algorithm [139] and relies
on a deep neural network. The performance of this tagger is shown in Figure 4.6 in com-
51
4. Simulation and Reconstruction
Figure 4.5: Displaced tracks and secondary vertex: Due to their long life-
time, B mesons can travel a distance of up to 1 cm before decaying into dierent
particles. The tracks of the decay products can be assigned to a secondary vertex,
which is displaced in respect to the primary vertex of the collision. Taken from
Ref. [138].
parison to other b tagging algorithms employed for analyses at the CMS Collaboration. In
order to classify a slim jet as stemming from a bottom quark in this thesis, in the following
denoted as b jet, its DeepJet classier value needs to be higher than the year-dependent
value of the DeepJet medium working point. A working point (WP) of a b tagging al-
gorithm is in general dened by the probability of misidentifying a light-avored jet from
either an up, down or strange quark or a gluon as b jet. There are commonly three working
points of interest, having a misidentication probability of 10 % (loose WP), 1 % (medium
WP) and 0.1 % (tight WP). For the presented analysis only the medium WP is applied,
which has a b tagging eciency of around 83 % for the DeepJet algorithm. The values of
the medium WP are 0.3093 (2016), 0.3033 (2017) and 0.2770 (2018) [140].
For fat jets it is not investigated in this thesis whether they stem from a bottom quark.
A slim generator jet is considered to be a generator b jet if a B hadron with an initial
transverse momentum of pT > 5 GeV is included in the jet clustering.
top Tagging
As it will be discussed in detail in Section 5.2, the presented analysis investigates top quarks
that can be highly Lorentz-boosted. Due to the high boost of such a top quark, which
is transferred to the momentum of its decay particles, these can lie within a cone with
relatively small radius size. In case the decay of the top quark is fully hadronic, meaning
the W boson decays into two light quarks, the clustering of slim jets does not necessarily
yield the expected three slim jets for the bottom quark and the two light quarks but only
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Figure 4.6: b tagging eciency: The gure shows the performance of the
DeepJet tagging algorithm (called DeepFlavour here) in comparison to the
DeepCSV tagging algorithm before and after the upgrade of the pixel detec-
tor. The DeepJet algorithm yields the lowest misidentication probability at any
xed b jet eciency value for jets both from light-avored quarks or gluons and
from charm quarks. Taken from Ref. [141].
one or two slim jets. This signicantly complicates the reconstruction of top quarks using
slim jets, but can be compensated by employing fat jets for the top quark reconstruction.
A fat jet can contain all particles produced in the decay and the subsequent hadronization
process of a highly Lorentz-boosted hadronically decaying top quark. In order to distin-
guish such a top jet from a fat jet prodcued in a QCD multijet event through the collinear
splitting of a highly Lorentz-boosted gluon, the DeepAK8 tagging algorithm has been de-
veloped by the CMS Collaboration [142]. It is a tagging algorithm based on a deep neural
network that takes track and particle information as inputs and classies from which kind
of decay process a fat jet most likely stems. Dierent specications of the tagging algo-
rithm are available for analyzers, depending on the desired decay processes to be investi-
gated.
Within this thesis, fat jets are being selected and classied as top jets according to their
classier value of the DeepAK8 mass-decorrelated top vs. QCD tagger and need to pass
the year-dependent working point that guarantees a mistagging rate of 2.5 % for fat jets in
QCD multijet events. These working points are determined to be 0.177 (2016), 0.117 (2017)
and 0.174 (2018) [143] and the performance of the tagging algorithm is illustrated in Figure
4.7. As many analyses apply a selection requirement on the mass of a fat jet, the tagging
algorithm is mass-decorrelated in order to avoid a possible bias. On fat generator jets no
such selection criterion is applied.
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Figure 4.7: Top vs. QCD tagging algorithm performance: The performance
of the DeepAK8 mass-decorrelated top vs. QCD tagging algorithm is shown on
simulated samples for the 2016 data taking period. In addition the performance
of the tagging algorithm with only a subset of the input information is indicated
in the plot. Taken from Ref. [142].
4.3.7 Missing Transverse Momentum
The conservation of momentum is one of the most fundamental principles in physics and
needs to hold true at particle collisions in high-energy physics. As a result the transverse
momenta of all particles produced in a proton-proton collision at the LHC should sum up
to roughly zero, as the two initial protons have basically only momentum in longitudinal
direction while their momentum in transverse direction is negligible. Nevertheless this is
not for every event the case when summing up the transverse momenta of all reconstructed









The magnitude of this vector is denoted as missing transverse momentum pmiss
T
. There are
two main reasons forpmiss
T
> 0, one being the imperfection of the detector coverage and the
smearing of reconstructed particle momenta due to the detector resolution. This in fact has
only minor impact on the overall missing transverse momentum, while the main impact
is due to particles that leave the detector without being detected. Apart from possible
BSM particles, the neutrinos of the SM show this behavior as they are only very weakly
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interacting with the detector material. The missing transverse momentum of an event can
hence point to neutrinos being produced in the collision and hadronization processes.
As the missing transverse momentum is dened as the vector sum of the PF particles, the
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. (4.7)
A set of quality lters is applied on the missing transverse momentum of events in this
thesis [145], but these are only of very minor impact for the event selection.
The truth-level counterpart for the missing transverse momentum is dened by the magni-




5. Measurement of the Energy
Asymmetry in Top Quark Pair plus Jet
Production
The energy asymmetry in tt production in association with one additional jet is a successor
of previously studied asymmetries in tt production. It is an observable that is tailor-made
for the LHC with proton-proton collisions at a center-of-mass energy of 13 TeV and pre-
dictions for the observable have been given on both parton [29] and particle level [31].
The predictions are given up to NLO accuracy in QCD and deviations from the predic-
tion in the measurement could point to possible BSM contributions in the couplings to
top quarks. It has been shown in addition, that within the framework of Standard Model
Eective Field Theory (SMEFT), the energy asymmetry is highly sensitive to eective four-
quark interactions and resolves insensitive directions in current LHC ts. On particle level
the prediction for the energy asymmetry promises to be measurable with a signicance of
3σ during Run 3 of the LHC and with a signicance of 5σ at the HL-LHC. The possibility
for observing deviations from the SM is given already with the data collected in Run 2 of
the LHC and thereby enhances the need for the presented analysis. It will in addition en-
force the inclusion of the energy asymmetry as one of the important observables in global
searches for new physics in the top quark sector [31].
The analysis presented in this thesis focuses on the semileptonic decay of the top quark
pair system, which is produced in association with one hard jet. The results are unfolded
to truth level and compared to the corresponding predictions in the ducial phase space.
Within this chapter the optimal phase space for the measurement of the energy asymme-
try is discussed in Section 5.1, followed by an overview of the signal process topology and
the most important background processes in Section 5.2. The selection and reconstruc-
tion of events, both on truth and detector level, is explained in Sections 5.3 and 5.4. The
corrections that are applied on simulated events are discussed in Section 5.5, while Sec-
tion 5.6 lists the systematic and statistic uncertainties of the measurement together with a
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description of their treatment in the extraction of results. The unfolding procedure from
reconstruction to truth level via maximum likelihood estimation is covered in detail in
Section 5.7, followed by Section 5.8, which concludes the chapter with the presentation of
the nal results.
5.1 Energy Asymmetry
The presented measurement will focus purely on the optimized energy asymmetry as in-





















The strength of the eect strongly depends on the investigated phase space and the mag-
nitude of the observable can be enhanced by dedicated selection requirements on the nal-
state particles of tt̄j production. When determining the corresponding cutos it is not only
important to maximize the strength of the eect, but also to guarantee the experimental
accessibility and a signicant cross section in the ducial phase space. The energy asym-
metry is mostly induced by the quark-gluon initial state and increases with the energy
dierence ∆E
tt
and is therefore largest in phase space regions with boosted top quarks.
Requiring boosted top quarks allows in addition for a better reconstruction of the tt sys-
tem and the additional hard jet in the event, especially if a high selection criterion on
the transverse momentum of the hadronically decaying top quark (thad) is applied in the
semileptonic decay channel. In association with criteria on the the leptonically decaying
top quark (tlep) and the additional jet (jadd), such selection enriches the amount of events
with boosted topology. The nal-state particles are required to be within the central region
of the detector and a good spatial separation is obtained by applying a selection criterion
on the ∆R values between them. In total the following requirements for a boosted topology
are applied in order to enhance the energy asymmetry:
pT(thad) > 300 GeV , |η(thad)| < 2.0 ,
pT(tlep) > 50 GeV , |η(tlep)| < 2.5 , ∆R(tlep, thad) > 1.5 ,
pT(jadd) > 100 GeV , |η(jadd)| < 2.5 , ∆R(jadd, thad) > 1.5 .
This set of conditions is the minimal selection for the ducial phase space of the analysis
and in further stages denoted as the boosted phase space. It is applied on all events on de-
tector level, independently of the reconstruction algorithm in use, in order to be considered
for the energy asymmetry determination.
For the nal extraction of results dierent phase space regions can be considered by ap-





j , ∆Ett, and ytt̄j . The most prominent deviation of A
opt
E from zero can be obtained in the
regions with 0.3π < θ
opt
j < 0.7π . It has already been discussed in Section 1.2.2 that A
opt
E is
in addition strongly dependent on the absolute value of ∆E
tt
and therefore a requirement
of |∆E
tt
| > 50 GeV is applied. A selection criterion on y
tt̄j can enhance the strength of
the asymmetry but signicantly reduces the cross section of the ducial phase space and
therefore the results are derived for both a region with |y




A thorough understanding of the signal process nal state and the corresponding signa-
tures in the detector is essential in order to perform the selection and reconstruction of
events. In addition, various background processes with the same or a similar nal state
need to be taken into account as they contribute signicantly to the amount of events
observed in data and need to be handled accordingly. With the information derived from
these considerations, the optimal phase space for the selection and reconstruction of events
can be studied in more detail. The simulated samples for the various processes are not dis-
cussed within the following sections, but the full list of simulated samples for the three
data taking periods can be found in the appendix in Tables A.1, A.2 and A.3.
5.2.1 Signal Process
While the energy asymmetry strongly depends on the initial state of tt̄j production, the
nal state after the decay of the tt system does not have any impact on the expected out-
come on parton level. Nevertheless, the decay channel of the top quark pair, being either
dileptonic, semileptonic or fullhadronic, plays an important role for the presented analysis,
as an unfolding of the results to truth level is desired. The predictions for the analysis on
truth level are given on particle level as well, meaning the tt̄j system is reconstructed using
truth-level objects like generator jets and dressed leptons. This reconstruction is, as will
be discussed in more detail in Section 5.4, a challenging, yet feasible task in the semilep-
tonic decay channel, while the dileptonic and fullhadronic decay channels impose severe
problems, due to the presence of two neutrinos in the nal state and the high amount of
possible jet combinatorics, respectively. In that sense, only tt̄j production with semilep-
tonic decay of the tt system accounts as signal process of the analysis, while events with
dileptonic or fullhadronic tt decay account as background.
A leading order Feynman diagram for tt̄j production with qg initial state and semileptonic
decay of the tt system is shown in Figure 5.1. The nal state of this process consists of ve
quarks in total with two of them being bottom quarks and hence providing a high chance
of being reconstructed as b jets. The three remaining light quarks lead in general to three
additional slim jets, which are not b tagged. In addition, there is one charged lepton in
the nal state and one neutrino that manifests in the event record as missing transverse
momentum. Due to the boosted topology in which the energy asymmetry is studied and
the corresponding criteria on the kinematic properties of the hadronically decaying top
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Figure 5.1: Production of tt̄j with a semileptonic decay of the top quark
pair system: An exemplary Feynman diagram for born-level tt̄j production with
qg initial state is shown in the semileptonic decay channel of the top quark pair.
The nal state comprises of three light-avored quarks, two bottom quarks, one
charged lepton and the corresponding neutrino.
quark, it is not guaranteed that three resolved jets can be reconstructed for the decay
products of this top quark. In fact there is a high chance that these Lorentz-boosted decay
products and their hadronization products are bundled within one fat jet, which reduces
the expected jet signature from three light-avored jets and two b jets to one fat jet, one
light-avored jet and one b jet. The probability for this scenario will be studied in more
detail in Section 5.4.2, while in Section 5.4 a focus on the reconstruction within these two
reconstruction hypotheses is given.
In order to increase the amount of simulated events in the boosted phase space, a dedicated
sample with a requirement of 250 GeV on the scalar sum of the transverse momenta of all
generator fat jets has been produced for each year of data taking. These samples will in
the following be denoted as ltered samples and will be in use with the samples produced
centrally by the CMS Collaboration (unltered samples), which cover the entire phase
space. An orthogonal selection will be applied on these samples in order to avoid double-
counting of events while still maximizing the amount of simulated events to be used in the
analysis in each selection.
5.2.2 Background Processes
There is a huge variety of possible background processes, especially in higher order of
QCD, which can mimic the same nal state in the detector as the production of tt̄j with
a semileptonic tt decay. The most prominent groups of processes will be described here
and representative Feynman diagrams are given in Figure 5.2. In later analysis stages the
background processes will be treated bundled for the presentation of results according to
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the group denitions below. Even though some of the described processes do not have
the same nal state as the semileptonic decay channel of tt̄j production, they can pass the
applied selection criteria due to the following eects:
• A charged lepton is produced in the hadronization process of a nal-state quark and
hence the quark is misreconstructed as charged lepton.
• A charged lepton is misreconstructed as jet.
• A jet stemming from a light-avored quark is classied to be a b jet and vice versa.
• Due to imperfections in the detector resolution a high value forpmiss
T
is reconstructed
despite the absence of neutrinos in the nal state of the event.




Despite the rather low probability of the described eects, they can be of importance due
to the high cross section of some of the background processes.
Top Quark Pair Production with Dileptonic and Fullhadronic Decay
The production of a top quark pair with the subsequent decays of the W bosons being either
both leptonic or both hadronic, is the dominant background process in the analysis. The
dileptonic decay channel is especially important if an additional gluon is emitted, which
can split up into two quarks and hence cause additional jets in the event. The event then
consists of two b jets, two light-avored jets, two charged leptons and missing transverse
momentum. The fullhadronic decay channel has already at tree level two b jets and four
light-avored jets in the nal state. The branching ratio of these two decay channels is
in combination higher than the signal process branching ratio but their contributions can
mainly be damped by the imposed quality criteria on the reconstructed jets and leptons.
The combination of the two decay channels is in the following denoted as "tt DL + FH".
Single Top Quark Production
The production of a single top quark is another important background process in the anal-
ysis as it can have the same nal state as the signal process in case of an additional gluon
emission. Within this thesis only the two dominant single top quark production processes
at the LHC, being the t-channel production and the tW associated production, are consid-
ered as background process. The contribution of s-channel single top quark production is
negligible as the cross section of this production channel is a factor of 20 times smaller than
that of the t-channel. The modeling of t-channel single top quark production is within the
four-avor-scheme (4FS), while the tW associated production is modeled in the ve-avor-
scheme (5FS). In the 4FS scheme bottom quarks cannot directly stem from the valence or
sea quarks of the proton but need to be produced via gluon splitting, while in the 5FS they
can be part of the initial-state partons. Single top quark production processes are in the
following bundled as "ST".
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Figure 5.2: Representative Feynman diagrams for dierent background
processes: Examples of all background process groups with the same or a similar
nal state as the signal process are shown. In the upper row tt production is
shown at NLO with dileptonic decay (left) and at LO with fullhadronic decay
(right), followed in the second row by NLO t-channel single top quark production
(left) and NLO W+jets production (right). In the third row the production of a Z
boson in association with jets at NLO (left) and with a top quark pair at LO (right)
is shown. The processes in the lowest row are the production of tt in association
with a W boson (left) and QCD multijet production (right).
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Production of W and Z Bosons in Association with Jets
There are in total ve dierent processes of electroweak W and Z boson production in
association with jets produced via strong interaction that are considered as background in
the analysis. The production of a single W boson (W+jets) or Z boson (Z+jets) with jets at
NLO can mimic the signal process in case of a leptonic W/Z decay. The three combinations
of two heavy vector bosons produced together (WW, WZ, and ZZ) in association with jets
can have a similar nal state as the signal process in case of a semileptonic decay of the
vector boson pair. The group of these processes is called "V(V) + jets"
Top Quark Pair Production in Association with a W or Z Boson
The production of a top quark pair in association with either a W boson or a Z boson
comprises in total three heavy vector bosons, of which each can decay either leptonically or
hadronically. A nal state very similar to the signal process is obtained in case exactly one
of these bosons decays leptonically. As the additional vector boson in the event can only
be produced via electroweak interaction, the cross section of such processes is comparably
low in respect to pure tt production. Top quark pair production in association with a W
or Z boson will in the following be named "ttV ".
QCD Multijet Production
The background process with the smallest impact for the analysis is the production of QCD
multijet events. Even though the cross section of these processes is extremely high and
they can mimic various nal states due to the high jet multiplicity, they can be ltered out
quite eectively by the quality criteria on tight leptons and a low cuto on pmiss
T
. Never-
theless, they have a small contribution that needs to be taken into account and is in the
following denoted as "QCD".
5.3 Event Selection
The main purpose of an event selection is to obtain a signal-enriched phase space and
to improve the signal-to-background ratio within the selected phase space. Applying the
event selection at an early stage of the analysis in addition signicantly reduces the re-
quired computing power for further processing steps like the reconstruction of top quark
kinematic properties. Due to the boosted phase space, which is investigated for the mea-
surement of the energy asymmetry, there are in principle two dierent collections of nal-
state objects possible for the signal process as discussed in Section 5.2.1. In case the decay
products of the hadronically decaying top quark can be resolved in a slim jet each, the
event contains in total three light-avored jets, two b jets, one charged lepton and miss-
ing transverse momentum due to the neutrino. If the resolved reconstruction of the slim
jets is not possible and all products of the hadronically decaying top quark are bundled
within one fat jet, the event comprises only one light-avored jet, one b jet, one top jet,
one charged lepton and missing transverse momentum. Due to this dierent conditions,
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Table 5.1: HLT Trigger paths. The paths of the HLT Trigger that are used for
events with one muon or one electron.
















no nal event selection is performed at the early stage of event processing, but only a
minimum set of requirements is applied, which is valid for both scenarios described here.
The data sets that are analyzed in this thesis are listed in Tables A.4, A.5, and A.6 in the
appendix and contain only events that pass specic HLT paths for electrons or muons. In
a rst step of the event selection, events both in simulation and in measured data are re-
quired to pass at least one of the applied HLT paths. The HLT paths dier for each year of
data taking and are listed in Table 5.1. For the 2016 data taking periods these paths are se-
lecting events that contain at least one electron or muon with a low cuto on its transverse
momentum and an additional cuto on the absolute pseudorapidity for electrons. For the
2017 and 2018 data taking periods the electron HLT path has been extended in a way that
the pT cuto on the electron is lowered if a jet with pT > 35 GeV is present in the event.
In addition to applying the HLT paths, an oine requirement on the leptons in an event is
avoiding possible double-counting of events that pass both the electron and the muon HLT
paths. To be considered in the analysis, an event must contain exactly one tight electron
or exactly one tight muon and no additional veto lepton. A veto lepton can be either an
electron or a muon and has the same selection criteria applied as tight electrons and muons
respectively, with the only dierence being the cuto on the transverse momentum. This is
lowered to pT > 20 GeV for both electrons and muons in order to account as a veto lepton.
This cuto mainly reduces the contributions from tt production in the dileptonic decay
channel and further processes with two charged leptons in the nal state. To account for
the neutrino in the nal state of the signal process, a requirement on the missing transverse
momentum of pmiss
T
> 40 GeV is applied, which has a strong impact on the reduction of
fullhadronic tt production and QCD multijet production.
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The boosted phase space contains at least one slim jet with pT > 100 GeV and |η | < 2.5,
which is not a b jet, to account for the additional jet in tt̄j production. Each event is
required to contain such a jet in order to pass the event selection, as it can already prior to
the reconstruction of the tt̄j system be guaranteed that it would not pass the asymmetry-
enhancing selections of the boosted phase space without the presence of such a jet.
At this stage of event processing there are no further selection requirements applied and
each event that passes the selection is in the subsequent step tested for a possible recon-
struction under the hypothesis of being a signal event.
5.4 Event Reconstruction
The observables that enter the calculation of the energy asymmetry, being θ
opt
j , ytt̄j , and
∆E
tt
, are all strongly dependent on the kinematic properties of the top quark pair and the
additional jet in tt̄j production. It is therefore obvious that the correct reconstruction of
the nal-state particles to the tt̄j system is of main importance both on truth level and
on detector level. While misreconstruction of events on truth level leads to the predic-
tion of worthless results without a physics meaning, misreconstruction on detector level
reduces the achievable precision of the measurement and complicates the unfolding pro-
cedure. Hence, thorough studies have been performed in this thesis in order to optimize
the reconstruction on both levels discussed.
Within the following sections, the common reconstruction of leptonically decaying W
bosons will be presented, followed by a discussion on the phase space to be employed
for reconstruction, which slightly diers from the denitions made in theory predictions
[31]. Further, the dierent reconstruction algorithms applied on truth level and on detector
level are presented. Subsequent to the reconstruction on detector level, the ducial phase
space of the analysis can be dened and the event yields, as well as the predicted results
in this phase space, can be determined.
5.4.1 W Boson Reconstruction
Independent of whether the reconstruction of the tt system is performed on truth level
or on detector level, there is in principle only three dierent kinds of objects that can be
employed for the reconstruction, being jets, leptons, and missing transverse momentum.
The semileptonic decay channel of the top quark pair system is characterized by one lep-
tonically decaying W boson, which manifests itself in exactly one charged lepton and one
neutrino in the nal state of the event. The charged lepton can be, according to the event
selection, an electron or a muon, stemming either directly from the decay of the W boson
or indirectly from the subsequent leptonic decay of a tau lepton from the W boson de-
cay. The four-momentum of the W boson can be constructed by the four-momenta of the
charged lepton and the neutrino, with the drawback that only the transverse component
of the neutrino momentum can be estimated by pmiss
T
, while its longitudinal component
remains unknown. This can be compensated by introducing an additional constraint and
xing the mass of the W boson to its literature value of mW = 80.385 GeV [9]. With the
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assumption, that the x and y components of the neutrino momentum are given by the
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For the quadratic equation two dierent cases are possible, depending on the value of the
discriminant. In case of a positive value, two dierent solutions are obtained for pz,ν and
the one with the smaller absolute value is chosen. The reconstruction of pmiss
T
underlies
imperfections and the discriminant can thus become negative, leading to complex solutions
for pz,ν. In this case exactly one real solution can be obtained by varying the x and y
component of pmiss
T
in a way that the radicand becomes zero [146].
This reconstruction procedure for the leptonically decaying W boson is applied on both
truth and detector level. On detector level it is guaranteed that the event contains exactly
one tight lepton that accounts for the charged lepton of the reconstruction algorithm. This
is not ensured on truth level and the algorithm can thus only be applied in case of exactly
one dressed lepton in the event. In case the number of dressed leptons is unequal to one,
parton information of the event record will be employed for the reconstruction as will be
further discussed in the following sections.
5.4.2 Reconstruction Phase Space
The predictions for the energy asymmetry on particle level [31] are obtained for a du-
cial phase space with at least one fat generator jet in the event. The clustering of this fat
generator jet has been performed with a cone radius parameter of R = 1.0, which diers
from the value of R = 0.8, which is commonly used in analyses of the CMS Collaboration
and accordingly also in this thesis. As all decay products of the hadronically decaying top
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quark are estimated to be collimated within this one fat generator jet and the kinematic
properties of this jet are directly assigned to the respective top quark, this dierence in
jet clustering has an high impact on the analysis. This has been studied using the Rivet
framework and indicated the need for a separate prediction using fat generator jets clus-
tered with R = 0.8.
The energy asymmetry is mostly present in a boosted topology with highly Lorentz-boosted
top quarks and the corresponding phase space can be reached by a cuto on the transverse
momenta of thad and the additional jet (jadd). While enhancing the magnitude of the ob-
servable eect of the energy asymmetry, these cutos on the other hand also signicantly
reduce the cross section in the ducial phase space and lead to a huge statistical uncertainty
of the measurement with the available LHC Run 2 data. Within this thesis it has therefore
been studied whether an extension of the ducial phase space can still yield to a mag-
nitude of the energy asymmetry that diers signicantly from zero while increasing the
sensitivity at the same time. In order to justify such a phase space extension, the unltered
semileptonic tt samples have been tested for the coexistence and the overlay of a hadron-
ically decaying top quark with pT > 300 GeV and a fat generator jet with pT > 300 GeV.
Prior to this test the samples have been ltered with the HLT paths of the analysis as
these impose the minimal set of applied requirements, which cannot be removed or mod-
ied oine. The results of this study are given in Tables 5.2 and 5.3. The same sets of
requirements have been applied in both tables, while the order diers between them. As
the same set of events is obtained after the rst three requirements in each permutation,
the subsequent requirements on ∆R(thad, jAK8) are shown only once.
The rst permutation of requirements can be summarized in a way that about 72.5 % of the
events in the unltered semileptonic tt simulation sample with pT(thad) > 300 GeV com-
prise a fat generator jet withpT > 300 GeV. In association with the studies on ∆R(thad, jAK8)
this means that in only about 56.4 % of events with pT(thad) > 300 GeV, the decay products
of the hadronically decaying top quark are collimated within the selected fat generator jet
of the event. The second studied permutation of the same requirements shows, that even
though a fat generator jet with pT > 300 GeV is present in the event, only in about 59.1 %
the hadronically decaying top quark is boosted with pT > 300 GeV.
In sum these studies show that the pure selection of a fat generator jet with pT > 300 GeV
does not guarantee to obtain a phase space with the desired boosted topology and allow
for an extension of the phase space to also consider events without the presence of a fat
generator jet. Accordingly in the following reconstruction algorithms an alternative ap-
proach for the event reconstruction with slim jets will be exploited both on truth level
and on detector level. It should be mentioned though, that the primary focus is still on
the reconstruction employing a fat jet as proposed in Ref. [31] and the alternative recon-
struction is only tested for events that fail this reconstruction approach. The alternative
reconstruction approach in that sense corresponds to an extension and not a redenition
of the ducial phase space.
Within all presented reconstruction methods, the primary focus is always set on the re-
construction of the tt system. After the successful reconstruction of tt, the remaining jets
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Table 5.2: Studies on the hadronically decaying top quark on parton level.
The table shows the result of the studies on the hadronically decaying top quark
on parton level and the presence of a corresponding fat generator jet (jAK8) in the
unltered semileptonic tt simulation sample. Shown are the numbers of events
that pass specic requirements. The listed requirements are applied sequentially
from top to bottom and the quoted eciencies are in relation to the amount of
events that pass the previous requirement (in relation to the total number of
simulated events).
Requirement 2016 2017 2018 all
None 107 305 100 110 014 744 101 550 000 318 869 844
HLT paths
38 273 676 40 579 357 38 780 020 117 633 053
35.66 % (35.66 %) 36.89 % (36.89 %) 38.18 % (38.18 %) 36.89 % (36.89 %)
pT(thad) > 300 GeV
1 576 142 1 667 581 1 572 195 4 815 918
4.12 % (1.47 %) 4.11 % (1.52 %) 4.05 % (1.55 %) 4.09 % (1.51 %)
N (jAK8) > 0
1 576 131 1 667 570 1 572 188 4 815 889
100.00 % (1.47 %) 100.00 % (1.52 %) 100.00 % (1.55 %) 100.00 % (1.51 %)
pT(jAK8) > 300 GeV
1 143 079 1 208 829 1 140 149 3 492 057
72.52 % (1.07 %) 72.49 % (1.10 %) 72.52 % (1.12 %) 72.51 % (1.12 %)
∆R(thad, jAK8) < 1.2
890 588 940 143 886 373 2 717 104
77.91 % (0.83 %) 77.77 % (0.85 %) 77.74 % (0.87 %) 77.81 % (0.85 %)
∆R(thad, jAK8) < 0.8
890 046 939 609 885 850 2 715 505
99.94 % (0.83 %) 99.94 % (0.85 %) 99.94 % (0.87 %) 99.94 % (0.85 %)
∆R(thad, jAK8) < 0.4
887 702 937 141 883 472 2 708 315
99.74 % (0.83 %) 99.74 % (0.85 %) 99.73 % (0.87 %) 99.74 % (0.85 %)
of the event are tested to account for the additional jet in tt̄j production. The objects used
for the reconstruction are dened in Section 4.3.
5.4.3 Event Reconstruction on Truth Level
The reconstruction of an event is being separated into the reconstruction in the boosted
event regime and the resolved event regime. If an event can be reconstructed in the boosted
regime, this reconstruction is taken as to be the correct one. If it cannot be reconstructed in
the boosted regime it is attempted to reconstruct the event in the resolved regime and the
resolved reconstruction will be considered the correct one. In case an event can be neither
reconstructed in the boosted regime nor in the resolved regime, the observables required
for the unfolding procedure will be determined under the employment of the parton level
information. This ensures that a truth-level denition exists for each event of the signal
process.
In order to be tested for a possible reconstruction in the boosted or resolved regime, an
event needs to fulll the following common requirements between both regimes:
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Table 5.3: Studies on the presence of fat generator jet. The table shows the
result of the studies on the presence of fat generator jet (jAK8) and the presence
of a corresponding hadronically decaying top quark on parton level in the unl-
tered semileptonic tt sample. Shown are the numbers of events that pass specic
requirements. The listed requirements are applied sequentially from top to bot-
tom and the quoted eciencies are in relation to the amount of events that pass
the previous requirement (in relation to the total number of simulated events).
Requirement 2016 2017 2018 all
None 107 305 100 110 014 744 101 550 000 318 869 844
HLT paths
38 273 676 40 579 357 38 780 020 117 633 053
35.66 % (35.66 %) 36.89 % (36.89 %) 38.18 % (38.18 %) 36.89 % (36.89 %)
N (jAK8) > 0
27 065 208 28 738 986 27 352 424 83 156 618
70.71 % (25.22 %) 70.82 % (26.12 %) 70.53 % (26.93 %) 70.69 % (26.10 %)
pT(jAK8) > 300 GeV
1 929 049 2 046 834 1 929 275 5 905 158
7.13 % (1.80 %) 7.12 % (1.90 %) 7.05 % (1.90 %) 7.10 % (1.85 %)
pT(thad) > 300 GeV
1 143 079 1 208 829 1 140 149 3 492 057
59.26 % (1.07 %) 59.06 % (1.10 %) 59.10 % (1.12 %) 59.14 % (1.12 %)
• The event contains exactly one dressed lepton (`) with pT > 27 GeV and |η | < 2.5 .
• Missing transverse momentum pmiss
T
> 20 GeV .
• It is possible to reconstruct the leptonically decaying W boson using the procedure
as described in Section 5.4.1 utilizing the dressed lepton and the missing transverse
momentum.




sum up to more
than 60 GeV.
Reconstruction in the Boosted Regime
The reconstruction of events in the boosted regime follows the description in Ref. [31] as
closely as possible. In order to be reconstructed in the boosted regime, an event needs to
have at least one fat generator jet (jAK8) with pT(jAK8) > 300 GeV and 120 GeV < m(jAK8) <
220 GeV, which is separated from the dressed lepton by requiring ∆ϕ(jAK8, `) > 1.0 . This
jet is assumed to contain all decay products of the hadronically decaying top quark and
will therefore be assigned to thad.
The event is now tested for a slim generator jet with pT > 25 GeV and |η | < 2.5 to ac-
count for the bottom quark of the leptonically decaying top quark tlep. This jet (jb,lep)
needs to be within a cone of ∆R(jb,lep, `) < 2.0 with the dressed lepton and separated by
∆R(jAK8, jb,lep) > 1.5 from the selected fat generator jet. In case there are multiple jets
fullling these requirements the b jet with the highest pT is chosen. In case none of the
jets is a b jet, the jet with the highest pT is chosen.
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The remaining slim jet with the highestpT, fulllingpT > 100 GeV and |η | < 2.5, is selected
to be the additional jet jadd of the event. This jet in addition needs to be separated from
jAK8 and ` by requiring ∆R(jadd, jAK8) > 1.5 and ∆R(jadd, `) > 0.4 .
If any of the described particles is not matchable it will be tried to reconstruct the event in
the resolved regime.
Reconstruction in the Resolved Regime
In the resolved reconstruction of an event no fat generator jet is taken into account for
the reconstruction, but only slim generator jets and the leptonically decaying W boson. In
order to be reconstructable in the resolved regime an event needs to have at least ve slim
generator jets, of which at least two need to be b jets. The jets in the event are now being
assigned to the nal-state partons of the top quark pair decay. These nal-state partons are
the bottom quark blep from the leptonic decay of tlep, the bottom quark bhad from the decay
of thad and the two light quarks q1
and q
2
from the decay of the hadronically decaying W
boson from thad.
Each possible permutation of jets to nal-state partons is now investigated with the only
restriction that only b jets may be assigned to blep and bhad. The permutation with the
minimal sum of ∆R values is chosen to be the correct assignment. The sum of ∆R values
is dened as:
∆Rsum(ja , jb , jc , jd ) = ∆R(blep, ja) + ∆R(bhad, jb ) + ∆R(q1, jc ) + ∆R(q2, jd ) , (5.5)
where the indices a,b, c,d range from one to the number of jets and are not allowed to be
identical. The leptonically decaying W boson is used together with the jets of the correct
assignment to reconstruct thad and tlep.
Following up this assignment, the hardest remaining jet with pT > 100 GeV and |η | < 2.5 is
selected to be the additional jet jadd of the event. This jet in addition needs to be separated
from thad and ` by requiring ∆R(jadd, thad) > 1.5 and ∆R(jadd, `) > 0.4 . If no jet is fullling
these requirements the event is not reconstructable in the resolved regime.
It is notable here that this reconstruction denition diers from the pseudo top recommen-
dations of the LHC Top Working Group [147]. The denition as described in Ref. [147] is
optimized for the production of tt without an additional high-pT jet in the event and uses
the four jets with highest pT in the event for the reconstruction of the tt system. To pass
the reconstruction requirements as described in this chapter using the pseudo top recom-
mendations, an event would need to have at least ve jets with pT > 100 GeV, which is
highly unlikely and not eligible for the investigated phase space.
Reconstruction using Parton Information
In case the reconstruction on truth level is possible neither in the boosted regime nor in
the resolved regime, the parton information of the event record will be employed for the
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reconstruction of the tt system. As the analysis aims at unfolding the results to particle
level, the described procedure is not desirable but still unavoidable in order to reach a
reasonable signal-to-background ratio in the ducial phase space. If the parton information
was not employed, events in the ducial phase space without possible reconstruction on
truth level in the boosted or resolved regime would need to be accounted as background
and would further reduce the reachable precision of the measurement.
Using the parton information of the event, the top quark and antiquark are dened and
according to their decay information they are assigned to thad and tlep. Hence, the slim
and fat generator jets are not used for the reconstruction of the tt system. As the lepton-
ically decaying W boson does not enter the reconstruction, dressed leptons and missing
transverse momentum of the event are also not considered for the tt reconstruction. The
additional jet of the event is being searched for in a sequential procedure using the search
patterns below and considering only slim generator jets. In case a matching slim gener-
ator jet for jadd is found within one of the processing steps, the subsequent steps are not
processed. In case multiple slim generator jets in an event fulll the same requirement,
the jet with the highest transverse momentum is chosen for jadd. The following order of
selection steps is applied on each jet j to nd jadd:
• |η(j)| < 2.5, pT(j) > 100 GeV, ∆R(thad, j) > 1.2, ∆R(tlep, j) > 1.2
• |η(j)| < 2.5, pT(j) > 100 GeV, ∆R(thad, j) > 0.8, ∆R(tlep, j) > 0.8
• ∆R(thad, j) > 1.2, ∆R(tlep, j) > 1.2
• ∆R(thad, j) > 0.8, ∆R(tlep, j) > 0.8
• ∆R(thad, j) > 0.4, ∆R(tlep, j) > 0.4
If an event has no slim generator jet fullling any of the requirements above, the slim
generator jet with the highest transverse momentum is assigned to jadd. In case an event
has no slim generator jet, the event will be discarded. This has not been observed for any
event passing the preselection as dened in Section 5.3.
Figure 5.3 shows the distribution of the reconstructed masses of the top quark and anti-
quark and the transverse momentum of the additional jet for the unltered and the ltered
signal samples. Approximately one third of the events is reconstructed in each the boosted
regime, the resolved regime or using parton information. The distributions of the shown
kinematic properties are similar for the boosted and the resolved reconstruction, while
they dier for the reconstruction with parton information. Using parton information, a
narrow peak for the reconstructed top quark masses at the literature value is observed
and the transverse momentum of the additional jet is allowed to reach values lower than
100 GeV. The same distributions for each truth-level reconstruction algorithm separately
can be found in Figures C.1, C.2 and C.3 in the appendix.
The fraction of roughly one third of the events being not reconstructable on truth level
in the boosted or resolved regime emphasizes the need for using the parton information
as additional reconstruction algorithm. Using parton information for events that have no
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Figure 5.3: Event reconstruction on truth level: The mass of the recon-
structed top quark, top antiquark, and the transverse momentum of the recon-
structed additional jet are shown on truth level for the ducial phase space. The
distributions in the left column are obtained by utilizing exclusively the unl-
tered signal sample, while the distributions in the right column use the ltered
signal sample only. The distributions are splitted by the respective reconstruc-
tion algorithm as described in the main text. The total amount of events is lower
for the distributions of the ltered sample, as this sample does not provide a full
coverage of the ducial phase space (see Section 5.4.5).
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truth-level reconstruction in the boosted or resolved regime may impose the question,
why the same procedure is not applied for events of tt̄j production with dileptonic or
fullhadronic decay of tt. This is not considered in the analysis as these decay channels do
not contribute to the signal process and are guaranteed to obtain a wrong reconstruction
on detector level.
5.4.4 Event Reconstruction on Detector Level
Even though the nal state of the analysis contains a high-pT slim jet in addition to the
tt system, the reconstruction focuses primarily on the tt system in order to facilitate and
optimize the reconstruction algorithms. The additional slim jet will be selected after the
reconstruction of the tt system from the remaining slim jets in the event. As the energy
asymmetry observable is optimized for a boosted phase space, an attempt is taken for each
event to be reconstructed via a boosted reconstruction algorithm. In case a boosted recon-
struction is not possible, an event will be reconstructed in the resolved regime without the
use of fat jets. Events that can be reconstructed successfully neither in the boosted nor in
the resolved regime will be discarded for the further analysis.
Event Reconstruction in the Boosted Regime
An event can only be reconstructed in the boosted regime if a fat jet jAK8 is present with
pT > 300 GeV, |η | < 2.0 and 120 GeV > mSD > 220 GeV where mSD is the soft-drop
corrected jet mass [148]. This fat jet needs to be a top jet and to be well separated from
the tight lepton of the event by requiring ∆ϕ(jAK8, `) > 1.0 . In case multiple fat jets fulll
these requirements, the fat jet with the highest transverse momentum is selected. This fat
jet is considered to contain all decay products of the hadronically decaying top quark and
will therefore be assigned to thad.
In order to reconstruct the leptonically decaying top quark the slim jet from the bottom
quark of the decay (jb,lep) needs to be determined. All tight jets are considered that have
|η | < 2.5 and lie within ∆R(`, jb,lep) < 2.0 and ∆R(thad, jb,lep) > 1.5. The b jet with the
highest transverse momentum is chosen for the reconstruction. In the case that none of
the above described jets is a b jet, the jet with the highest transverse momentum is chosen.
The leptonically decaying top quark is reconstructed by the vectorial sum of the lepton-
ically decaying W boson and jb,lep. The charge of the tight lepton denes whether top
quark or antiquark decayed leptonically and hence the nal assignment. In case an event
cannot be reconstructed in the boosted regime via the described algorithm, it is attempted
to reconstruct the event in the resolved regime without using fat jets.
Event Reconstruction in the Resolved Regime
The reconstruction in the resolved event regime is using only the leptonically decaying
W boson and the slim jets of the event for the reconstruction of the tt system. The basic
idea of the resolved reconstruction is to assign four slim jets to the nal-state quarks of
the event, which are the two bottom quarks from the top quark and antiquark decays (bt
and b
t̄
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Table 5.4: Setup of the BDT used for the jet assignment. Various congu-
ration settings and dierent parameters have been tested for the setup, with the
listed values showing the be best performance in average. A separate training is












). This assignment is performed by training, testing and evaluating a dedicated BDT,
implemented using the TMVA interface of ROOT with a commom setup for all processed
years as listed in Table 5.4.
A separate training is performed for each year and in order to avoid the loss of simulated
events for evaluation due to the training and testing process of the BDT a further split
into two orthogonal sets is performed respectively. This makes in total six separate BDTs
that are trained independent of each other. Both in data and simulation events are split
up by their event number into sets of events with even and odd event number to employ
a two-fold approach in the BDT training, which allows to use all simulated events in the
analysis without the necessity to discard a subset. The event number is uncorrelated to
any other property of interest of an event. By training and testing a BDT on one of these
sets in simulation and evaluating it exclusively on the orthogonal set both in simulation
and data it can be ensured that no simulated event has to be discarded in the analysis.
For the resolved reconstruction each possible assignment of the jets of the event to the four
nal-state particles is investigated with the restriction that only b jets can be assigned to
the two bottom quarks. In order to be considered for the BDT training an event needs to
be reconstructable in the resolved regime on truth level (see Section 5.4.3) and needs to
have at least two b jets and three additional slim jets. The assignment of the jets ja (b jets
only), jb (b jets only), jc , and jd is considered to be correct if it minimizes the sum of ∆R
values:
∆Rsum = ∆R(ja , bt) + ∆R(jb , bt̄) + ∆R(jc , q1) + ∆R(jd , q2) . (5.6)
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, but the slim generator jets that have been assigned in the resolved reconstruction
on truth level to the respective partons. For each event the correct assignment and one
random other assignment are stored and given as signal and background sample to the BDT
training procedure, respectively. Using the reconstructed leptonically decaying W boson,
the top quark and antiquark are reconstructed for both assignments and their kinematic
properties are given as input to the BDT among other variables. As already employed
for the boosted reconstruction, the decision whether the top quark or antiquark decays
leptonically is taken by the charge of the tight lepton. The full list of variables, which are
used for the BDT training, testing, and evaluation, can be found in Table 5.5.
The AUC-values for the dierent trainings are listed in Table 5.6 and are of the same or-
der for all years and equal within each year for the two event categories with even and
odd event numbers. Figures B.1, B.2, and B.3 in the appendix show the signal and back-
ground distributions of the BDT training and testing processes together with the corre-
sponding ROC-curves. A good separation between correct and wrong reconstruction can
be achieved and a similar performance for the training and testing data sets is observed.
The reconstruction of events is done by evaluating the classier value for each possible slim
jet to nal-state particle assignment with the restriction that only b jets can be assigned
to the two bottom quarks. To ensure the statistical independence of training, testing, and
evaluation data set, events with even event number will be evaluated using the BDT trained
on oddly numbered events and vice versa. The permutation with the highest score in the
evaluation of the BDT is considered to be the correct one and top quark and antiquark will
be reconstructed using the selected slim jets in association with the leptonically decaying
W boson.
Events that can be neither reconstructed in the boosted nor in the resolved regime will be
discarded at this stage.
Reconstruction of the tt̄j system
Events that have been reconstructed successfully in the boosted or the resolved regime are
in a subsequent step investigated for the presence of an additional high-pT slim jet in the
central region to account for jadd and thereby complete the reconstruction of the tt̄j system.
Any slim jet that has been employed for the reconstruction of the tt system is not being
taken into account therefore. In addition, this slim jet needs to have pT > 100 GeV and
|η | < 2.5 and needs to be well separated from the top quark and antiquark by imposing
∆R(jadd, thad) > 1.5 and ∆R(jadd, `) > 0.4. In case multiple such slim jets are present in
an event, the slim jet with the highest transverse momentum is assigned to jadd. Events
without a candidate for jadd will be discarded at this stage.
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Table 5.5: Description of variables used in the BDT training and evalu-
ation. The variables are ranked by their importance in the BDT training. The
ranking represents the average importance across all years and congurations.
Variable Description
m(t̄) Invariant mass of the reconstructed top antiquark
m(t) Invariant mass of the reconstructed top quark





) ∆R between W boson and jet assigned to the b quark from the top antiquark decay
m(Whad) Invariant mass of the reconstructed hadronically decaying W boson
∆R(q1, q2) ∆R between the jets assigned to the two quarks from the hadronic W boson decay
tlep decay Boolean information whether top quark decays leptonically
pT(t) Transverse momentum of the reconstructed top quark
pT(t̄) Transverse momentum of the reconstructed top antiquark
∆R(t, t̄) ∆R between the reconstructed top quark and antiquark
pT(q1) Transverse momentum of the jet assigned to the higher pT quark from the
hadronic W boson decay
pT(q2) Transverse momentum of the jet assigned to the lower pT quark from the
hadronic W boson decay
pT(bt) Transverse momentum of the jet assigned to the b quark from the
top quark decay
pT(bt̄) Transverse momentum of the jet assigned to the b quark from the
top antiquark decay
pT(Whad) Transverse momentum of the reconstructed hadronically decaying W boson




) Index of the jet assigned to the b quark from the
top antiquark decay
Idx(q1) Index of the jet assigned to the higher pT quark from the
hadronic W boson decay
Idx(q2) Index of the jet assigned to the lower pT quark from the
hadronic W boson decay
m(q1) Invariant mass of the jet assigned to the higher pT quark from the
hadronic W boson decay
m(q2) Invariant mass of the jet assigned to the lower pT quark from the
hadronic W boson decay
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Table 5.6: AUC-Values for the BDT performance. For the dierent years and
event categories the AUC-Values for the BDT performance are shown.
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5.4.5 Fiducial Phase Space
Subsequent to the reconstruction of events on detector level, the nal event selection can
be performed and hence the ducial phase space can be dened. For the determination
of the energy asymmetry only events are taken into account for which the reconstruction
of the tt̄j system is possible on detector level, and which pass the spatial requirements as
already outlined in Section 5.1, summarized as follows:
pT(thad) > 300 GeV , |η(thad)| < 2.0 ,
pT(tlep) > 50 GeV , |η(tlep)| < 2.5 , ∆R(tlep, thad) > 1.5 ,
pT(jadd) > 100 GeV , |η(jadd)| < 2.5 , ∆R(jadd, thad) > 1.5 .
It has been outlined in Section 5.2.1 that an additional simulation sample has been pro-
duced for the signal process in order to increase the number of generated events in the
boosted topology. As the ltered and the unltered signal samples for the analysis have
an overlap in the phase space they cover, it needs to be ensured that this overlap is re-
moved prior to comparing simulation to data. This is achieved by a splitting of the events
in each of these samples depending on the reconstruction algorithm applied for an event
on detector level. From the unltered signal sample only events are considered that are re-
constructed in the resolved regime on detector level while only events with reconstruction
in the boosted regime on detector level are taken into account from the ltered signal sam-
ple. The ltered sample is a subset of the unltered sample (which covers the full phase)
and the validity of the procedure has been veried by comparing the expected event yields
from both samples in the boosted reconstruction regime. This comparison shows an equal
number of events scaled to the expectation in measured data and an equal distribution of
the sensitive variables in the boosted reconstruction regime between both signal samples.
The amount of unscaled simulated events in the boosted reconstruction regime is signif-
icantly higher for the ltered sample. The resolved regime on the other hand is not fully
covered by the ltered sample. In the following parts of the analysis, events from the un-
ltered sample, which are reconstructed in the resolved regime on detector level will be
denoted as "tt SL resolved". The term "tt SL boosted" is used for the events from the ltered
sample, which are reconstructed in the boosted regime on detector level.
In Table 5.7 the event yields for both simulated samples and data are given including the
dierent groups of background processes. A separate listing for the three periods of data
taking is given as well as for the combination of all data taking periods. Deviations between
simulation and data are observed for 2016 and 2017, pointing in dierent directions and
yielding less events than expected for 2016 and more events than expected for 2017. Both
deviations are moderate and the dierence between simulation and data is less than 10 %
and well covered by the systematic uncertainties (see Section 5.6). For the 2018 data taking
period a good agreement between the predicted and observed numbers of events is given,
which is also the case for the combination of all data taking periods.
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Table 5.7: Event yields. The table lists the event yields for the simulated data
sets and for observed data in the ducial phase space. The event yields for the
simulated samples are obtained by scaling the total number of simulated events
in the ducial phase space to the respective cross sections of the processes, the
selection eciencies, and the integrated luminosity of the data taking periods.
The background processes are grouped as dened in Section 5.2.2.
Sample 2016 2017 2018 all
tt SL boosted 6758.29 8759.19 12116.05 27633.55
tt SL resolved 11212.05 12914.35 20142.08 44268.50
tt DL + FH 2087.57 2459.31 3684.99 8231.87
ST 1322.87 1394.37 2454.17 5171.42
V(V) + jets 883.39 839.95 1125.47 2848.82
ttV 289.38 344.77 514.41 1148.57
QCD 158.01 281.34 572.66 1012.03
Expected 22711.61 26993.31 40609.87 90314.80
Observed 20747 28374 40366 89487
One of the justications for the extension of the ducial phase space in Section 5.4.2 has
been the increased amount of events when removing the constraint on the reconstruction
in the boosted regime only. The event yields in the ducial phase space for the signal
samples clearly emphasize this extension as the signal events with reconstruction in the
resolved regime make up nearly 50 % of the total events, while only about 30 % of the total
events are signal events with reconstruction in the boosted regime. This is a signicant
increase in available events, which reduces the corresponding statistical uncertainty on
the energy asymmetry measurement.
In Figure 5.4 the distributions of the kinematic variables representing the reconstructions
on truth level and detector level are shown for the signal process in the ducial phase
space. These are the masses of the reconstructed top quark and antiquark and the trans-
verse momentum of the additional jet. The top quark masses show a broader distribution
on detector level than on truth level, which is on the one hand explained through the res-
olution of the detector and on the other hand due to possible misreconstruction of the tt
system. The peak of the reconstructed top quark masses at the literature value on detector
level is given for both the reconstruction method in the boosted and the resolved regime,
where the peak is more narrow in the resolved regime, while the cuto applied on the
soft-drop corrected fat jet mass at 120 GeV and 220 GeV is clearly visible for the boosted
regime. The transverse momentum of the additional jet shows a similar distribution be-
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tween truth level and detector level, with the biggest dierence being the strict cuto at
100 GeV, which is only present for the reconstruction on detector level.
The distributions in Figure 5.5 show the same kinematic distributions as in Figure 5.4 on
detector level only, including the contributions from background processes and the ob-
servations from measured data. In addition, the three main variables of interest for the
calculation of the energy asymmetry are shown, being the energy dierence between top
quark and top antiquark ∆E
tt
, the absolute of the rapidity of the tt̄j center-of-mass system
|y
tt̄j |, and the optimized scattering angle of the additional hard jet in the event θ
opt
j . The
shapes of the background processes are equal to those of the signal processes and the step
at the top masses at 120 GeV is present in these distributions as well. For all distributions
of interest there is a good agreement between simulation and measured data as can be seen
in the gure. In the appendix the distributions are shown separately for each year of data
taking in Figures C.4, C.5, and C.6. Due to the relatively small ducial phase space of the
analysis, which contains roughly 90 000 events in combination for all periods of data tak-
ing, the statistical uncertainty can play a dominant role in the measurement of the energy
asymmetry and it does not make sense to enhance this eect by a further split of the phase
space. Therefore, a separate contemplation for each data taking period will not be given
in the remaining parts of the presented analysis.
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Figure 5.4: Reconstruction in the ducial phase space: The distribution of
the masses of the reconstructed top quark and antiquark are shown together with
the transverse momentum of the additional jet of tt̄j production. Only events
from the two signal samples as selected in the ducial phase space are considered
here. The left column shows the distributions for the reconstruction on truth
level, while the right column shows the same distribution for the reconstruction
on detector level.
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Figure 5.5: Variables of interest in the ducial phase space: The distribu-
tions of the kinematic properties of the reconstruction are shown for simulation
and measured data. In addition the distributions for the three variables of inter-
est for the energy asymmetry are shown. Good agreement between simulation
and measured data can be observed. Small deviations are within the uncertainty
due to the limited size of the simulated samples and the relatively small ducial




Having dened the ducial phase space for the analysis, the energy asymmetry on dier-
ent levels can be investigated within this phase space. Values for dierent levels are given
in Tables 5.8, 5.9, 5.10, and 5.11, and are shown in addition in Figure 5.6. Further combina-
tions of requirements are applied for enhancing the strength of the observable, where the
combinations with |y
tt̄j | > 0.5 and |∆Ett | > 0 GeV are not presented, as they have shown
to decrease both the amount of events and the strength of the eect on all levels. The
given values are quoted with a statistical and a systematic uncertainty if applicable. The





< 0 GeV) and by error propagation of the corresponding uncertainty, which
can be done for all investigated levels. The systematic uncertainty is the error propagation
of the uncertainty due to the limited size of simulation samples and therefore not quoted
for observed data in Table 5.11. Further systematic uncertainties as listed in Section 5.6 are
not included at this stage.
Table 5.8 shows the energy asymmetry on truth level for the combination of the two signal
samples and gives the predictions for the ducial phase space of the analysis. The deviation
from zero is the strongest for the energy asymmetry when applying the requirements
|y
tt̄j | > 0.5 and |∆Ett | > 50 GeV and considering only events with 0.3π < θ
opt
j < 0.7π ,
which is in agreement with the observations made in Ref. [29] and Ref. [31]. The obtained
value on truth level of AoptE = −1.59% ± 1.00% (stat) ± 0.37% (syst) will be the target of
the analysis on detector level and denoted as the prediction in the ducial phase space.
The values for the combination of the two signal samples on detector level are given in
Table 5.9 and show a very similar behavior compared to the values on truth level within
the given uncertainties. The inclusion of the background processes leads to the values in
Table 5.10. Due to the higher number of expected events when including the background
processes, the statistic uncertainty becomes smaller in comparison to the detector-level
values without backgrounds. The systematic uncertainty due to the limited simulation
samples size increases on the other hand, which is a result of the comparably low num-
ber of unscaled events in the background simulation samples in the ducial phase space.
For some sets of requirements the magnitude of the energy asymmetry becomes higher
when including the background processes. Due to the high systematic uncertainty when
performing an evaluation of the energy asymmetry on detector level with the background
processes only, it cannot be further determined whether this is a systematic eect due to
the reconstruction algorithms, or a purely statistical uctuation within the events in the
ducial phase space.
The values for the energy asymmetry for measured data are given in Table 5.11 and allow
in principle for a direct comparison to the detector-level values of the signal and back-
ground processes combined. In this comparison an acceptable agreement within the given
uncertainties is observed for most sets of requirements. It needs to be stressed that for the
simulation samples further systematic uncertainties need to taken into account and that
a valuable result can only be obtained by a removal of the background inuences and an
unfolding to the truth-level predictions.
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Table 5.8: Asymmetry values on truth level. The energy asymmetry values
on truth level for the combination of the signal samples tt SL boosted and tt SL
resolved. The quoted uncertainties refer to the propagated Poisson uncertainty
on N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to
the limited size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 12642.1 12710.9 −0.272 % ± 0.628 % (stat) ± 0.231 % (syst)
> 0 > 50 GeV 10115.0 10158.1 −0.213 % ± 0.702 % (stat) ± 0.258 % (syst)
> 0.5 > 50 GeV 4362.2 4342.6 0.226 % ± 1.072 % (stat) ± 0.394 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 13864.7 14130.0 −0.948 % ± 0.598 % (stat) ± 0.221 % (syst)
> 0 > 50 GeV 10037.2 10288.6 −1.237 % ± 0.701 % (stat) ± 0.257 % (syst)
> 0.5 > 50 GeV 4882.0 5039.6 −1.588 % ± 1.004 % (stat) ± 0.371 % (syst)
0.7π − π
> 0 > 0 GeV 9306.6 9302.9 0.020 % ± 0.733 % (stat) ± 0.269 % (syst)
> 0 > 50 GeV 7570.5 7537.9 0.216 % ± 0.814 % (stat) ± 0.299 % (syst)
> 0.5 > 50 GeV 2668.0 2668.4 −0.008 % ± 1.369 % (stat) ± 0.505 % (syst)
Table 5.9: Asymmetry values on detector level. The energy asymmetry val-
ues on detector level for the combination of the signal samples tt SL boosted and
tt SL resolved. The quoted uncertainties refer to the propagated Poisson uncer-
tainty on N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error
due to the limited size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 12837.7 12890.1 −0.204 % ± 0.623 % (stat) ± 0.228 % (syst)
> 0 > 50 GeV 10503.8 10518.6 −0.070 % ± 0.690 % (stat) ± 0.253 % (syst)
> 0.5 > 50 GeV 4447.0 4480.9 −0.380 % ± 1.058 % (stat) ± 0.388 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 13780.1 14124.7 −1.235 % ± 0.599 % (stat) ± 0.222 % (syst)
> 0 > 50 GeV 10620.8 10909.8 −1.342 % ± 0.681 % (stat) ± 0.256 % (syst)
> 0.5 > 50 GeV 5050.2 5234.2 −1.788 % ± 0.986 % (stat) ± 0.373 % (syst)
0.7π − π
> 0 > 0 GeV 9170.7 9153.8 0.092 % ± 0.739 % (stat) ± 0.271 % (syst)
> 0 > 50 GeV 7708.6 7670.1 0.250 % ± 0.806 % (stat) ± 0.298 % (syst)
> 0.5 > 50 GeV 2562.4 2575.1 −0.248 % ± 1.395 % (stat) ± 0.518 % (syst)
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Table 5.10: Asymmetry values on detector level including backgrounds.
The energy asymmetry values on detector level for the combination of the sig-
nal samples tt SL boosted and tt SL resolved, and all simulation samples for the
background processes. The quoted uncertainties refer to the propagated Poisson
uncertainty on N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated
error due to the limited size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 15741.7 16049.2 −0.967 % ± 0.561 % (stat) ± 0.344 % (syst)
> 0 > 50 GeV 12986.2 13251.8 −1.012 % ± 0.617 % (stat) ± 0.390 % (syst)
> 0.5 > 50 GeV 5458.7 5593.7 −1.222 % ± 0.951 % (stat) ± 0.561 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 17178.2 18028.8 −2.416 % ± 0.533 % (stat) ± 0.466 % (syst)
> 0 > 50 GeV 13473.7 14053.4 −2.106 % ± 0.603 % (stat) ± 0.523 % (syst)
> 0.5 > 50 GeV 6419.0 6707.2 −2.195 % ± 0.873 % (stat) ± 0.791 % (syst)
0.7π − π
> 0 > 0 GeV 11671.8 11699.6 −0.119 % ± 0.654 % (stat) ± 0.498 % (syst)
> 0 > 50 GeV 9874.6 9890.8 −0.082 % ± 0.711 % (stat) ± 0.552 % (syst)
> 0.5 > 50 GeV 3284.4 3300.0 −0.236 % ± 1.232 % (stat) ± 0.975 % (syst)
Table 5.11: Asymmetry values for measured data. The energy asymmetry
values for measured data in the ducial phase space. The quoted uncertainty is
obtained by assuming a Poisson distribution for N (∆E
tt
> 0 GeV) and N (∆E
tt
<
0 GeV) and by error propagation of the corresponding uncertainty.
θ
opt




> 0 > 0 GeV 15359.0 15916.0 −1.781 % ± 0.565 % (stat)
> 0 > 50 GeV 12731.0 13137.0 −1.570 % ± 0.622 % (stat)
> 0.5 > 50 GeV 5132.0 5404.0 −2.582 % ± 0.974 % (stat)
0.3π − 0.7π
> 0 > 0 GeV 16991.0 17481.0 −1.421 % ± 0.539 % (stat)
> 0 > 50 GeV 13193.0 13682.0 −1.820 % ± 0.610 % (stat)
> 0.5 > 50 GeV 6146.0 6501.0 −2.807 % ± 0.889 % (stat)
0.7π − π
> 0 > 0 GeV 11876.0 11863.0 0.055 % ± 0.649 % (stat)
> 0 > 50 GeV 10095.0 10051.0 0.218 % ± 0.705 % (stat)
> 0.5 > 50 GeV 3201.0 3264.0 −0.974 % ± 1.244 % (stat)
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Figure 5.6: Asymmetry values in the ducial phase space: The energy




tt̄j |. On the left hand side the values on truth level and
detector level are shown under consideration of only the signal process. The g-
ures on the right hand side include all background processes for simulation and
in addition the observations on measured data are shown.
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Further predictions and observations on dierent levels and dierent subsets of the du-
cial phase space are given in the appendix in Tables D.1 to D.13. In addition to the dis-
cussed main set of requirements, the analysis has also been performed without apply-
ing the requirement of |y
tt̄j | > 0.5, which predicts an energy asymmetry value of A
opt
E =
−1.24 % ± 0.70 % (stat) ± 0.26 % (syst) on truth level. This value is closer to zero than the
prediction for the ducial phase space, but suers less from statistic and systematic uncer-
tainties. The values for this alternative set of requirements are presented in the appendix
in Chapter F derived with the same procedure as described within this chapter.
5.5 Corrections on Simulated Events
The production of simulation samples is a time-consuming and computing-intensive task,
which is usually performed prior and during the respective data taking period. Some of
the exact data-taking conditions for the simulation of samples are unknown at the time
of production and deviations in observables and selection eciencies between data and
simulation can be a possible result. In order to balance such undesired eects without a
complete reproduction of the simulation, dedicated event weights and scaling factors can
be applied as correction on the simulation samples. The corrections, which are applied on
simulated events in this thesis, are outlined in the following.
Pileup Reweighting
The amount of pileup interactions is estimated prior to the respective data taking period
and the corresponding pileup distributions for the simulation samples is modeled from a
Poisson distribution with the preliminary estimate as mean. The dierence between this
estimated value and the actual amount of pileup interactions does not have a signicant
eect on objects with high transverse momentum, as pileup interactions mainly involve
soft interactions only. Certain observables, as for example the number of primary vertices
per event, suer from the mismodeling of pileup interactions and all simulated events are
reweighted in order to improve the agreement between data and simulation for such ob-
servables. The corresponding event weights are derived by the Luminosity Physics Objects
Group (LUM POG) [40] of the CMS Collaboration based on a minimum-bias data set with a
cross section of 69.2 mb [149, 150]. A further improvement of the agreement between data
and simulation can be obtained by changing the minimum-bias cross section to higher
values of up to 80.0 mb, which is nevertheless not employed, as the minimum-bias cross
section is measured with high accuracy.
Lepton Eciencies
The selection of exactly one tight lepton in an event results in dierent yields in simulation
and data, which needs to be corrected accordingly. Various lepton properties are subject to
the selection requirements and dedicated scale factors are applied to account for the most
important of them.
For muons, eciencies on the identication (ID), isolation and the trigger are considered
and the overall eciency is given by the product:
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ϵ = ϵID · ϵIsolation |ID · ϵTrigger |Isolation . (5.7)
As indicated in the above equation, the respective eciencies are not completely inde-
pendent of each other and the isolation eciency depends on the ID eciency, while the
trigger eciency depends on the value of the isolation eciency. The corrections are pro-
vided by the Muon Physics Objects Group (MUO POG) [151–153] and are derived using a
tag-and-probe method on J/ψ meson or Z boson resonances [154, 155].
The overall eciency for the selection of electrons is given by:
ϵ = ϵReconstruction · ϵID · ϵTrigger , (5.8)
which includes corrections for the reconstruction, identication, and trigger eciency
of selected electrons. The corrections for reconstruction and identication are centrally
provided by the Electron & Photon Physics Objects Group (EGamma POG) [156] of the
CMS Collaboration and have been derived with a tag-and-probe method using Z→ e+e−
events [157, 158]. The scale factors for the employed electron triggers are not provided by
the EGamma POG, but had to be produced privately following the procedures described
in Refs. [159] and [160].
b Tagging Eciencies
Only events with at least two b jets can be reconstructed in the resolved regime in the
analysis and the events passing the preselection are therefore partially ltered according
to the amount of b jets in the event record. This selection is known to yield dierent
results between data and simulation and dierent reweighting procedures are available
for correcting this eect [161]. The method, which is employed in the presented analysis,
is applying event weights only on simulated events that pass the selection criteria and
hence migrations between dierent b jet multiplicities do not need to be considered. For
the determination of the event-specic weight, eciencies for each simulated process are
determined in a rst step on the full simulation sample without any preselection. These
eciencies are derived in dependence of specic jet pT and η bins and correspond to the







The total number of jets with avor f is given as N totalf , while the number of b-tagged
jets with avor f is represented by N
b-tagged
f . For jets with true avor b, these eciencies
correspond to the probability of correctly identifying such jets with the b tagging algo-
rithm, while for c-avored or light-avored jets, the respective mistagging eciency is
represented by ϵc and ϵudsg, respectively.
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5.5. Corrections on Simulated Events
In order to calculate the weight for a specic event, the probabilities in simulation and data
for correctly identifying all jets in an event with Ni b tagged jets and Nj untagged jets are































For the probability in data, the scale factors of the DeepJet algorithm for b jets SFb and
c/light-avor jets SFc,udsg are taken into account. These scale factors are dened as
SF = ϵData/ϵMC and correct the dierences between the b tagging and mistagging e-
ciencies in simulation and data. They are dependent on the employed working point of
the DeepJet algorithm and provided by the b Tag & Vertexing Physics Objects Group (BTV
POG) of the CMS Collaboration for each year of data taking [162–164]. The weight that is





This weight is applied only on events that are reconstructed in the resolved regime. Events
that are reconstructed in the boosted regime are not ltered according to the amount of b
jets in an event and hence no b tagging correction is required on them.
top Tagging Eciencies
The reconstruction of an event in the boosted regime requires a top tagged fat jet in the
event. This selection suers from similar dierences in the eciencies between data and
simulation as it is the case for b tagged jets. In case of top jets, this undesired eect is





i (pT) . (5.13)
The number of fat jets in an event is given by Ni , and the pT-dependent scale factor of a fat
jet is given by SF
i (pT). These scale factors are provided centrally by the Jet & MET Physics
Objects Group (JetMET POG) [165] of the CMS Collaboration for the dierent years of
data taking and the employed working points of the DeepAK8 top vs QCD tagger [166].
The event weight is applied on all events, independent of the reconstruction algorithm.
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5.6 Uncertainty Treatment
The measurement of the energy asymmetry in tt̄j production is aected by various dier-
ent sources of uncertainty, which can be grouped into experimental and theoretical uncer-
tainties. For the extraction of the nal result via unfolding, each uncertainty is introduced
as a nuisance parameter in the unfolding procedure.
5.6.1 Experimental Uncertainties
Pileup
The corrections of the pileup reweighting procedure have an uncertainty both due to the
reweighting method and due to the measurement of the total inelastic proton-proton cross
section. A coverage of both eects is obtained by shifting the nominal proton-proton cross
section by 4.6 % as recommended by the LUM POG [167] and propagating this shift to the
unfolding distributions.
Lepton Eciencies
Both the statistical and the systematic uncertainty in the derivation of the lepton ecien-
cies need to be accounted by adding the corresponding uncertainty on the distributions
considered in the unfolding. Each selection eciency on electrons or muons is associ-
ated with a variation in up and down direction and their respective combination is applied
instead of the nominal event weight for the lepton eciency.
b Tagging Eciency
The ineciencies of the b tagging algorithm, which are corrected via event weights on the
simulation, are aected by various systematic uncertainties. The scale factors, which are
centrally provided by the BTV POG with a corresponding uncertainty, are shifted up and
down and applied as alternative event weights to account for this uncertainty.
top Tagging Eciency
The JetMET POG provides uncertainties on the scale factors, which have to be applied
to correct the ineciencies in the selection of top tagged fat jets. These uncertainties are
considered by the application of up and down shifted event weights instead of the nominal
event weights.
Jet Energy Scale
The corrections on the jet energy, as described in Section 4.3.6, introduce a pT- and η-
dependent uncertainty on the four-momentum of each jet [168]. The variation of each jet
energy by ±1 standard deviation of the jet energy correction cannot be covered correctly
by the application of an event weight. Instead, the eect is considered by repeating the
complete analysis chain with simulation samples for which the energy of each jet in the
event is varied accordingly. The variation of jet energies is also propagated to the calcula-




The jet energy resolution is smeared in simulation samples in order to improve the agree-
ment between data and simulation [169]. The uncertainty of this correction is treated
similarly to the corrections of the jet energy scale and the complete analysis is reiterated
with the respective up and down shifts on the jet energy applied.
Unclustered Energy
The missing transverse momentum of an event is obtained with all high-level objects in
an event, as for example photons, electrons, muons, and jets [170]. The uncertainty on
the energy measurement of these objects needs to be propagated to pmiss
T
and the complete




The integrated luminosity for each data taking period can only be measured within a nite
level of precision and has an uncertainty of 2.5 % [171], 2.3 % [172], and 2.5 % [173] for the
2016, 2017, and 2018 data sets, respectively. As a combined t is performed for all data
sets, a conservative normalization uncertainty of 2.5 % is applied globally to consider this
eect.
Limited Size of Simulated Samples
The limited size of simulation samples and therefore events in each bin of the unfold-
ing distribution is considered in the unfolding procedure following the Barlow-Beeston
method [65]. This method introduces one nuisance parameter for each bin of each simu-
lated sample in every considered region, which requires a very high computation power in
the evaluation of the t. In the presented analysis this is avoided by applying the so-called




To account for the uncertainties in the choice of the employed PDF set and the value of
the strong coupling constant αS, the variations for dierent eigenvalues of the NNPDF
set [84, 85] and αS values are considered. Following the recommended procedure in Ref.
[174], the envelope of 30 dierent shape variations of the nominal PDF and two αS values
of αS = 0.1195 and αS = 0.1165 is constructed. The nominal value is αS = 0.118. The
up and down variations in the unfolding distribution of this envelope are used in order to
determine the uncertainty due to the choice of the PDF set and the value of αS.
91
5. Measurement of the Energy Asymmetry in Top ark Pair plus Jet Production
Initial-state and Final-state Radiation
The chosen value of the strong coupling constant αS has an additional impact on the prob-
ability for additional gluon radiation in the initial or nal state of a simulated event. This
is taken into account via event weights, which correspond to doubled and halved proba-
bilities for additional gluon radiation. These event weights are provided by pythia and
are available for all simulation samples of tt production and single top quark production
for all periods of data taking.
Renormalization and Factorization Scales
The uncertainty on the renormalization and factorization scales at matrix-element level is
considered via the variation of the values for µR and µF. The LHE reweighting procedure
[175] is employed to create distributions with the values of µR and µF being multiplied
each individually by either 0.5, 1 or 2. Except for the combinations in which one value
is multiplied by 0.5 and the other is multiplied by 2, all combinations are considered for
determining an envelope, which is used to assign the respective up and down shift of the
renormalization and factorization scales.
Matching of Parton Shower and Matrix Element
The simulation samples for the production of tt are produced with powheg for the calcu-
lation of the matrix element and interfered with pythia for the parton shower simulation.
The matching of the parton shower to the matrix element is controlled by a damping func-
tion with the damping parameter hdamp, which regulates in addition the high-pT radiation
of partons [100]. As the analysis is investigating the production of tt with one additional
jet, this parameter is of special interest and an uncertainty onhdamp needs to be considered.
This is done via dedicated simulation samples for tt production, in which the hdamp param-
eter has been varied with respect to the nominal value of 1.379 ·mt [176, 177]. The value
of mt is set to 172.5 GeV and the up and down variations are set to 1.379
+0.926
−0.5052 ·mt. The
production of dedicated samples for the ltered signal sample has not yet been nalized
and therefore the unltered signal samples with hdamp variation are employed for both the
event reconstruction in the boosted and the resolved regime.
Underlying Event
The event generator tune CP5 is used for the simulation of tt production and the settings of
the tune are responsible for the modeling of the underlying event and multi-parton inter-
actions. Uncertainties in the tune settings are covered by dedicated tt simulation samples,
in which especially the settings for multi-parton interactions and color reconnection are
varied. As it is the case for the hdamp varied samples, no variation for the ltered signal




Table 5.12: Normalization uncertainties. The normalization uncertainties
that are assigned to the dierent groups of processes in the analysis are shown,
based on the respective cross sections.
Sample Normalization uncertainty
tt SL boosted 5 %
tt SL resolved 5 %
tt DL + FH 5 %
ST 15 %
V(V) + jets 10 %
ttV 5 %
QCD 50 %
Normalization of Signal and Background Processes
The normalization of each simulated process depends on the theoretical cross section that
is applied to scale the simulated events to the expected amount of events in measured
data. These cross sections are only known at a certain precision and a rate uncertainty
is assigned to each group of processes. These uncertainties are based on the most recent
measurements of the given processes and increased to a rather conservative estimation
due to the mixture of dierent processes within one group. The assigned values for the
dierent groups are given in Table 5.12, the references are given together with the list of
simulation samples in Appendix A.1.
Figure 5.7 shows the truth-level variation on the event yields and the corresponding energy
asymmetry values for the up and down shifts of all systematic uncertainties that cause a
shape variation in the unfolding bin distribution. In Figures E.1 and E.2 in Appendix E
the shape variation on the unfolding bin distribution on detector level is shown for each
of these uncertainty sources separately. A further discussion of these distributions will be
given in Section 5.8.
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Experimental uncertainties Theoretical uncertainties
Figure 5.7: Impact of systematic uncertainties: The impact of the systematic
uncertainties that yield a shape variation for the unfolding distribution is shown
on truth level in respect to the nominal distributions. The two upper rows show
the event yields for the up and down shifts of the systematic uncertainties for
both events with ∆E
tt
> 0 GeV (upper row) and ∆E
tt
< 0 GeV (middle row).
The lower row shows the respective variations for the energy asymmetry value.
The error bars indicate the uncertainty due to the limited size of the simulation
samples.
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j , and |ytt̄j | is applied, which still allows for the subsequent
application of selections in order to enhance the strength of the energy asym-
metry.
Variable Bin 1 Bin 2 Bin 3 Bin 4
∆E
tt
−50 GeV > ∆E
tt
−50 GeV > ∆E
tt
> 0 GeV 0 GeV < ∆E
tt




j 0 < θ
opt
j < 0.3π 0.3π < θ
opt
j < 0.7π 0.7π < θ
opt
j < π −
|y
tt̄j | |ytt̄j | < 0.5 |ytt̄j | > 0.5 − −
5.7 Unfolding to Truth Level
The comparisons of the event yields and the corresponding energy asymmetry values in
Tables 5.8 - 5.11 and Figure 5.6 show mostly a good agreement between truth level and de-
tector level for the two signal samples, as well as between the full simulation and measured
data. However, this does not mean that a direct comparison of the results on measured data
to theory predictions is possible. For this comparison both a subtraction of the contribu-
tions from background processes and an unfolding to truth level are required. The need for
the background subtraction is obvious from the event yields, while the need for unfolding
becomes evident from the distributions and migration matrices in Figures 5.8, 5.9, and 5.10,
in addition to the arguments raised in Section 3.2. These gures show the distributions for
the three variables of interest for the energy asymmetry, being ∆E
tt
, |y
tt̄j |, and θ
opt
j . It is
hereby not only of importance to compare the distributions of these variables between
truth level and detector level, but also to investigate this matching on a more event-based
level by migration matrices. A dierent and more coarse binning is chosen for this mi-
gration matrices for each of the variables. It has been discussed in Sections 5.1 and 5.4.6
that the strength of the eect can be enhanced by selection criteria on ∆E
tt
, |y
tt̄j |, and θ
opt
j ,
and these selections give the basic for the binning in the migration matrices. The chosen
binning is given in Table 5.13.
For the three variables, similar distributions are observed between truth level and detector
level for both the ne and the coarse binning schemes. The energy dierence between
top quark and antiquark shows the biggest deviations in the ne binning between truth
level and detector level, which is expected in a way that this observable is very sensitive
to misreconstruction eects, especially in the resolved regime with the comparably high
multiplicity of involved slim jets. In the coarse binning scheme this eect becomes mod-
erate, but is still visible. This sensitivity to misreconstruction becomes especially evident
in the migration matrices for ∆E
tt
in both the resolved and the boosted regime and leads
to strong migrations for events with |∆E
tt
| < 50 GeV on truth level. In the resolved regime
these events have a probability of about only 32 % to be in the same ∆E
tt
bin on truth level
and detector level, while this probability is about 50 % in the boosted regime. For events
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13432.5 999.4 505.7 2124.5
1770.0 1650.1 634.2 1057.5
1076.5 668.4 1642.3 1725.1
2097.9 514.8 986.1 13383.8
78.7 5.9 3.0 12.5
34.6 32.3 12.4 20.7
21.1 13.1 32.1 33.7
12.4 3.0 5.8 78.8
(13 TeV)-1137.1 fbttEΔBin 
















9136.8 857.5 324.9 603.4
724.2 1546.1 523.1 253.9
250.3 517.5 1502.0 708.5
610.2 316.2 837.1 8976.4
83.7 7.9 3.0 5.5
23.8 50.7 17.2 8.3
8.4 17.4 50.4 23.8
5.7 2.9 7.8 83.6
(13 TeV)-1137.1 fbttEΔBin 
Figure 5.8: Distributions and migration matrices for ∆E
tt
: The upper row
shows the distributions for the variable of interest ∆E
tt
with a granular binning
on truth level (left) and detector level (right). The same distributions are shown
in the middle row for a coarse binning scheme as detailed in the text. This bin-
ning scheme is also deployed for the migration matrices in the lower row, which
show the migration of events between truth level and detector level for the sig-
nal events in the resolved (left) and boosted regime (right). The white numbers
correspond to the event yields, while the orange numbers show the percentage
of events of one truth-level bin in the dierent detector-level bins and are nor-
malized to 100 % for each row.
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Figure 5.9: Distributions and migration matrices for ytt̄j: The upper row
shows the distributions for the variable of interest y
tt̄j with a granular binning
on truth level (left) and detector level (right). The same distributions are shown
in the middle row for a coarse binning scheme as detailed in the text. This bin-
ning scheme is also deployed for the migration matrices in the lower row, which
show the migration of events between truth level and detector level for the sig-
nal events in the resolved (left) and boosted regime (right). The white numbers
correspond to the event yields, while the orange numbers show the percentage
of events of one truth-level bin in the dierent detector-level bins and are nor-
malized to 100 % for each row.
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Figure 5.10: Distributions and migration matrices for θoptj : The upper row
shows the distributions for the variable of interest y
tt̄j with a granular binning
on truth level (left) and detector level (right). The same distributions are shown
in the middle row for a coarse binning scheme as detailed in the text. This bin-
ning scheme is also deployed for the migration matrices in the lower row, which
show the migration of events between truth level and detector level for the sig-
nal events in the resolved (left) and boosted regime (right). The white numbers
correspond to the event yields, while the orange numbers show the percentage
of events of one truth-level bin in the dierent detector-level bins and are nor-
malized to 100 % for each row.
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with |∆E
tt
| > 50 GeV, this probability is in the order of 80 %, which further promotes the
selection requirement on |∆E
tt
| in the ducial phase space. The observable |y
tt̄j | is less
sensitive to misreconstruction, which is indicated through the high probabilities in the
migration matrices, reaching from 87 % to 95 %, to be in the same bin on truth level and
detector level. As y
tt̄j is the rapidity of the center-of-mass system of the tt̄j system with
respect to the laboratory frame, its value only depends on the selection of objects for the
reconstruction algorithms, but not on the assignment of these objects to the nal-state
particles. While swapping the two slim jets used for the reconstruction of jadd and the b
quark from the tlep decay can have high impact on both ∆Ett and θ
opt
j , this does not af-
fect the value of y
tt̄j at all, making it a robust observable against misreconstructions in
that sense. The migration eects for θ
opt
j are less dominant than for ∆Ett, but show a high
sensitivity to the employed reconstruction algorithm on detector level. The migration into
dierent bins is higher for the reconstruction in the resolved regime, which is expected due
to the higher jet multiplicity in this regime and the correspondingly higher probability for
misreconstructions due to an incorrect assignment of the slim jets.
The presented migration matrices support the need for unfolding and would be the basic
input for a separate unfolding in each of the three variables of interest. However, such a
separate unfolding is not desired as it would not allow to determine the energy asymmetry
value in the ducial phase space. Any event-specic information vanishes in the unfolding
procedure as the result consists of pure shape information and it is thus not possible to
apply a subsequent selection requirement on any observable other than the one unfolded.
To avoid this undesired restriction, a dedicated binning, which gives access to all relevant
information for the ducial phase space, needs to be set up prior to the unfolding. The
most intuitive choice would be to congure this binning in a way, that no information
about the respective bin aliation for the three variables ∆E
tt
, |y
tt̄j |, and θ
opt
j is lost in
the unfolding procedure. This would result in a binning scheme with 24 bins, each of
them representing a dedicated conguration out of all possibilities that are given with
four bins for ∆E
tt
, three bins for θ
opt
j , and two bins for |ytt̄j |. Such a binning scheme has
been implemented and evaluated on the Asimov data set, showing a tight constraint on
many systematic uncertainties and yielding a high uncertainty on the energy asymmetry
due to the limited size of simulation samples under employment of the Barlow-Beeston-
lite approach. This binning scheme has therefore been disfavored and instead a binning
is chosen that gives access only to the most relevant information. For both truth level
and detector level, it is in the ducial phase space only of interest, whether an event has
0.3π < θ
opt
j < 0.7π , |ytt̄j | > 0.5, and |∆Ett | > 50 GeV, and if so, whether ∆Ett is positive
or negative. The corresponding binning is detailed in Table 5.14 and the distributions on
truth level and detector level, as well as the migration matrices for the two signal samples,
are shown in Figure 5.11. Due to the condition numbers of the two migration matrices
being both smaller than 100, regularization is not required in the unfolding procedure.
Each bin of this binning scheme will in the following be denoted as the "unfolding bin" and
will be used for the unfolding of the energy asymmetry to truth level. The basic principle of
the unfolding procedure via maximum likelihood estimation has already been discussed
in Section 3.2 and will be detailed in the following for the determination of the energy
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(13 TeV)-1137.1 fbUnfolding Bin
Figure 5.11: Distributions and migration matrices for the unfolding bin-
ning: The upper row shows the distributions for the unfolding binning on truth
level (left) and detector level (right). This binning scheme is also deployed for
the migration matrices in the lower row, which show the migration of events
between detector level and truth level for the signal events in the resolved (left)
and boosted regime (right). The white numbers correspond to the event yields,
while the orange numbers show the percentage of events of one truth-level bin
in the dierent detector-level bins and are normalized to 100 % for each row.
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Table 5.14: Binning scheme for the unfolding procedure. Three dierent
bins are dened in order to have a minimum set of bins that provides full access to
the relevant information on the three variables of interest for the studied ducial
phase space of the energy asymmetry.



















< −50 GeV −50 GeV < ∆E
tt
< 50 GeV ∆E
tt
> 50 GeV
asymmetry. The basic idea in the unfolding procedure is to treat every truth-level bin of
the observable to be unfolded as one separate process that contributes to all detector-level
bins of the observable. The respective contribution of a truth-level bin to a detector-level
bin is given by the elements of the migration matrix. This splitting of the detector-level
distribution into dierent processes based on the truth-level bin contents is shown for the
unltered signal sample in Figure 5.12.
The distribution of the unfolding bin on detector level for the full simulation and data is
shown in Figure 5.13, with the two signal samples being split up according to the contribu-
tions of the truth-level bins. The unfolding is performed as a multidimensional maximum
likelihood t of the simulation to observed data with three signal strength parameters to be
determined in the t and the systematic uncertainties considered as nuisance parameters.
The purpose of the signal strength parameters is to vary the respective contributions of the
three dierent truth-level bins and to determine the unfolded content of each unfolding
bin. Under the assumption of a signal strength parameter rneg, which scales the contribu-
tions of truth-level bin 1 (∆E
tt
negative), and a signal strength parameter rpos, which scales
the contributions of truth-level bin 3 (∆E
tt
positive), the unfolded bin contents (Nunf) of
bin 1 and bin 3 of the unfolded distribution are given as:
Nunf(Bin 1) = rneg · Ntruth(Bin 1) and
Nunf(Bin 3) = rpos · Ntruth(Bin 3) .
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Nunf(Bin 1) − Nunf(Bin 3)
Nunf(Bin 1) + Nunf(Bin 3)
, (5.14)




rneg · Ntruth(Bin 1) − rpos · Ntruth(Bin 3)
rneg · Ntruth(Bin 1) + rpos · Ntruth(Bin 3)
. (5.15)
As the truth-level bin contents are xed numbers, A
opt
E,unf. varies only with the values of
rneg and rpos, which are determined in the t. The values and uncertainties of rneg and rpos
are not of further interest for the result of the analysis and it is thus desirable to have the
value of A
opt
E,unf. directly determined in the t instead. This can be achieved by rearranging
the equation above to:











The three signal strength parameters for the maximum likelihood t are then given by:
rneg: This signal strength parameter scales the contributions from truth-level bin 1 of both
signal samples directly and in addition also the contributions from truth-level bin 3
of both signal samples via Equation 5.16. Its pret value is set to rneg = 1.0.
r
tt
: This signal strength parameter scales the contributions from truth-level bin 2 of both
signal samples and the contributions from the two tt background processes with
fullhadronic and dileptonic decay of the tt system. Its pret value is set to r
tt
= 1.0.
rAsym: This signal strength parameter is replacing A
opt
E,unf. in Equation 5.16 and scaling the
contributions from truth-level bin 3 of both signal samples via Equation 5.16. Its
pret value is set to rAsym = −0.01588, which corresponds to the truth-level value of
A
opt
E = −1.588 % in the ducial phase space as obtained in Section 5.4.6.
This parametrization of the signal strength parameters for the maximum likelihood t has
the additional advantage that the respective uncertainties on A
opt
E,unf. due to the nuisance
parameters are directly determined in the tting procedure. The contributions from back-
ground processes are considered in the tting procedure as well, which corresponds to a
direct background subtraction to measured data. It should be noted at this stage that no
additional signal strength parameters are induced for the background processes other than
tt production. The contributions from the remaining background processes to bin 1 and
bin 3 of the unfolding bin distribution are negligible and hence there is no relevant shape
information for these background processes, which would be required in order to constrain
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(13 TeV)-1137.1 fbµe/ Unfolding Bin
Figure 5.12: Setup of the unfolding procedure: The gure indicates how the
unfolding procedure is being set up. The upper three rows indicate the treat-
ment of each truth-level bin (row in the migration matrix) as a separate signal
process. The lower row shows the full distribution on detector level split up by
the dierent truth-level bins. 103






































Figure 5.13: Distribution of the unfolding bin: The distribution of the un-
folding bin is shown for simulation and measured data. For the simulation, the
two signal samples are split by the truth-level contributions and the contents of
the respective truth-level bins 1, 2, and 3 are indicated separately for the ltered
(dark blue) and unltered (dark green) sample.
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Figure 5.14: Pret distribution of the unfolding bin: The distribution of the
unfolding bin for simulation and measured data is shown together with the pret
uncertainty on simulation due the systematic uncertainty sources. The relevant
signal strength parameters for the dierent contributions as detailed in the text
are indicated. The signal strength parameters are set to their pret values, being
rneg = 1.0, rtt = 1.0, and rAsym = −0.01588.
their contributions in the t. As outlined in Section 5.6, uncertainties on the normaliza-
tion of the background processes are introduced in the t as scale uncertainties. Figure
5.14 shows the pret distribution of the unfolding bin and indicates which contributions
are scaled by the three signal strength parameters, respectively.
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5.8 Results
The multidimensional maximum likelihood t with the three signal strength parameters
















The corresponding postt distribution of the unfolding bin is shown in Figure 5.15, which
shows very good agreement between simulation and data and a smaller impact from uncer-
tainties in comparison to the pret distribution in Figure 5.14. Combining both statistical
and systematic uncertainties, the unfolded result for the energy asymmetry in the ducial
phase space, which is obtained directly from the t, is given as:
A
opt
E,unf. = −2.99 %
+3.97 %
−5.50 % (stat + syst) . (5.17)
This result is in agreement with the SM predictions as determined in Table 5.8, but does
not provide the required precision in order to make a statement about contributions from
either BSM physics or SMEFT eects as discussed in Ref. [31].
One of the main advantages in the measurement of asymmetries in comparison to other
precision measurements is the damping of systematic uncertainties, which can occur if
an uncertainty source has a similar impact on both event categories that enter the asym-
metry calculation. This is estimated to reduce especially the impact of the experimental
uncertainties to the nal result. In Figure 5.7 the truth-level variation on the event yields
and the corresponding energy asymmetry values for the up and down shifts of all system-
atic uncertainties that cause a shape variation in the unfolding bin distribution have been
shown. These distributions and the corresponding shifted energy asymmetry values are
not directly transferable to the signal strength parameters of the multidimensional maxi-
mum likelihood t, as the correlations between the signal strength parameters need to be
taken into account additionally. Nevertheless they indicate the sensitivity of the energy
asymmetry to dierent sources of systematic uncertainty and give an estimation for the
impact of each individual source.
It is notable that within this consideration the expected impact on the energy asymmetry
is higher for the theoretical uncertainty sources in comparison to the experimental ones.
This is also conrmed by the individual impacts of the uncertainty sources on the signal

































Figure 5.15: Postt distribution of the unfolding bin: The distribution of
the unfolding bin for simulation and measured data is shown together with the
postt uncertainty on simulation due to the systematic uncertainty sources. The
relevant signal strength parameters for the dierent contributions as detailed in
the text are indicated and the contributions are scaled with the corresponding
postt values, respectively.
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The experimental uncertainty sources mostly have a rather small impact on the signal
strength parameters rneg and rtt, while the impact on rAsym is strong only for dedicated
sources. Notable is here the limited size of the simulation samples in unfolding bin 1 and
unfolding bin 3, as well as the uncertainties on the jet energy resolution and the unclustered
energy. With the exception of the µR/µF scale, the impact of the theoretical uncertainty
sources on the signal strength parameters rneg and rtt is small.
The parameter rAsym shows higher sensitivity to the theoretical uncertainty sources, worth
mentioning are especially the underlying event tune, PDF+αS, and hdamp. This introduces
the energy asymmetry as an additional important observable for the tuning of the corre-
sponding parameters in the simulation of events. The most dominating uncertainty source
is hdamp, which is expected due to the importance of the additional jet kinematic properties
in tt̄j production and the role of hdamp in the matching of the parton shower to the matrix
element and the regulation of high-pT parton radiation.
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5.8. Results
Table 5.15: Impact of systematic uncertainties on signal strength param-
eters. For each signal strength parameter the up and down shift, as well as the
relative change in %, is given for each systematic uncertainty source. The values
of rAsym are multiplied by 100 in order to be directly comparable to A
opt
E .

















































































































































































































































































The measurement of the energy asymmetry in the production of a top quark pair in as-
sociation with one additional high-pT jet has been presented in this thesis. Data from
proton-proton collisions at a center-of-mass energy of 13 TeV, collected with the CMS de-
tector in the years 2016, 2017, and 2018, corresponding to a data set of 137.1 
−1
, have
been analyzed. This analysis provides the rst result of the energy asymmetry and yields
an observed value of
A
opt
E,unf. = −2.99 %
+3.97 %
−5.50 % (stat + syst)
in the ducial phase space, which is in good agreement with the SM prediction.
The presented work introduces the energy asymmetry as an important observable in the
measurement of top quark properties and demonstrates its capability to be a successor
of the previously studied asymmetries in top quark pair production. It especially extends
the phase space of asymmetry measurements to tt̄j production as additional nal state to
pure tt production. It has been shown that the proposed phase space from theory predic-
tions [31] can be extended in a way that the amount of available data in the ducial phase
space is more than doubled with only a small decrease of the eect’s magnitude. This
extension was crucial for the reachable precision in the presented measurement and will
signicantly improve the sensitivity of the measurement after inclusion of the LHC Run 3
data in comparison to the predictions in Ref. [31].
A further improvement of the energy asymmetry measurement with the amount of the
LHC Run 2 data could be obtained by the inclusion of the fullhadronic and dileptonic





j , are very sensitive to misreconstruction eects, the development of
dedicated and ecient reconstruction algorithms is required. A better understanding of
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6. Conclusion
the measured value of the energy asymmetry can be obtained by elaborate studies on the
contributions of background processes, which requires a high amount of simulated events
in the ducial phase space.
While not yet being able to make a signicant statement about BSM contributions or
SMEFT eects, the presented measurement demonstrates the sensitivity of the observ-
able to important theory parameters in the simulation of top quark pair production. The
energy asymmetry can hence become an important ingredient for constraining the param-
eter set of the underlying event tune and the damping parameter hdamp in the matching of
matrix element and parton shower, which are important systematic uncertainties in many
top quark physics analyses.
Apart from theory uncertainties the precision of the measurement is mainly limited due to
the available amount of events in the ducial phase space and the total amount of simulated
events. The precision of the analysis will hence signicantly improve with the additional
amount of 350 
−1
of data, which is expected to be collected during Run 3 of the LHC [178].
After the upgrade of the LHC to the high-luminosity LHC, the designed instantaneous
luminosity will increase by a factor of 5 and the recorded data set is desired to be in the
order of 3000 
−1
at a center-of-mass energy of 14 TeV. This amount of data will allow
for an even more precise measurement of the energy asymmetry and provide the required
sensitivity for testing the impact of BSM contributions and SMEFT eects.
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A.1 Simulated Samples
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A. Simulated Samples and Datasets
Table A.1: Nominal simulation data sets for the analysis for 2016
data. If not stated otherwise, the cross section obtained from the
generator is used. The fragment ”RunIISummer16NanoAODv5-
PUMoriond17_Nano1June2019_102X_mcRun2_asymptotic_v7-v1. . . ” and
the postx ”/NANOAODSIM” are omitted everywhere. If no reference is given,
the corresponding cross sections are directly obtained from the simulation
generator.
Data set name Events Cross section × BR (pb)
TTToSemiLeptonic_TuneCP5_PSweights_13TeV-powheg-pythia8 107 305 100 365.3 (nnlo[18])
TTToSemiLeptonic_HT250_TuneCP5_PSweights_13TeV-powheg-pythia8 28 403 407 34.6 (nnlo)
TTToHadronic_TuneCP5_PSweights_13TeV-powheg-pythia8 68 518 800 378.2 (nnlo[18])
TTTo2L2Nu_TuneCP5_PSweights_13TeV-powheg-pythia8 65 852 400 88.2 (nnlo[18])
TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 3 120 397 0.18 (nlo)
TTWJetsToQQ_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 833 298 0.37 (nlo)
TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8 5 934 228 0.26 (nlo)
TTZToQQ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 749 400 0.6 (nlo)
DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 120 777 245 5765.4 (nnlo [179])
ST_tW_top_5f_inclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 4 983 500 35.9 (nnlo[20])
ST_tW_antitop_5f_inclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 4 980 600 35.9 (nnlo[20])
ST_t-channel_top_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 31 848 000 136.02 (nlo[20])
ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 17 780 700 80.95 (nlo[20])
WJetsToLNu_Pt-100To250_TuneCP5_13TeV-amcatnloFXFX-pythia8 98 585 849 689.7 (nlo)
WJetsToLNu_Pt-250To400_TuneCP5_13TeV-amcatnloFXFX-pythia8 10 021 205 24.5 (nlo)
WJetsToLNu_Pt-400To600_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 939 947 3.11 (nlo)
WJetsToLNu_Pt-600ToInf_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 974 609 0.468 (nlo)
WW_TuneCUETP8M1_13TeV-pythia8 6 988 168 118.7 (nlo)
WZ_TuneCUETP8M1_13TeV-pythia8 2 997 571 65.54 (nlo)
ZZ_TuneCUETP8M1_13TeV-pythia8 998 034 15.83 (nlo)
QCD_HT300to500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 37 516 961 323600.0 (nlo)
QCD_HT500to700_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 44 061 488 29990.0 (nlo)
QCD_HT700to1000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 21 604 533 6351.0 (nlo)
QCD_HT1000to1500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 10 360 193 1039.0 (nlo)
QCD_HT1500to2000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 7 046 372 99.01 (nlo)
QCD_HT2000toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 4 027 896 20.23 (nlo)
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A.1. Simulated Samples
Table A.2: Nominal simulation data sets for the analysis for 2017
data. If not stated otherwise, the cross section obtained from
the generator is used. The fragment ”RunIIFall17NanoAODv5-
PU2017_12Apr2018_Nano1June2019_102X_mc2017_realistic_v7-v1. . . ”
and the postx ”/NANOAODSIM” are omitted everywhere. If no reference
is given, the corresponding cross sections are directly obtained from the
simulation generator.
Data set name Events Cross section × BR (pb)
TTToSemiLeptonic_TuneCP5_PSweights_13TeV-powheg-pythia8 110 014 744 365.3 (nnlo[18])
TTToSemiLeptonic_HT250_TuneCP5_PSweights_13TeV-powheg-pythia8 28 357 449 34.6 (nnlo)
TTToHadronic_TuneCP5_PSweights_13TeV-powheg-pythia8 130 091 218 378.2 (nnlo[18])
TTTo2L2Nu_TuneCP5_PSweights_13TeV-powheg-pythia8 69 098 644 88.2 (nnlo[18])
TTWJetsToLNu_TuneCP5_PSweights_13TeV-amcatnloFXFX-madspin-pythia8 4 908 905 0.18 (nlo)
TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 811 306 0.37 (nlo)
TTZToLLNuNu_M-10_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 11 092 000 0.26 (nlo)
TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8 8 940 000 0.6 (nlo)
DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8 182 104 014 5765.4 (nnlo [179])
ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 5 103 599 35.9 (nnlo[20])
ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 5 577 319 35.9 (nnlo[20])
ST_t-channel_top_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 122 630 600 136.02 (nlo[20])
ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 63 620 800 80.95 (nlo[20])
WJetsToLNu_Pt-50To100_TuneCP5_13TeV-amcatnloFXFX-pythia8 18 242 254 3298 (nlo)
WJetsToLNu_Pt-100To250_TuneCP5_13TeV-amcatnloFXFX-pythia8 97 657 266 689.7 (nlo)
WJetsToLNu_Pt-250To400_TuneCP5_13TeV-amcatnloFXFX-pythia8 9 488 289 24.5 (nlo)
WJetsToLNu_Pt-400To600_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 948 286 3.11 (nlo)
WJetsToLNu_Pt-600ToInf_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 958 230 0.468 (nlo)
WW_TuneCP5_13TeV-pythia8 7 765 828 118.7 (nlo)
WZ_TuneCP5_13TeV-pythia8 3 928 630 65.54 (nlo)
ZZ_TuneCP5_13TeV-pythia8 1 949 768 15.83 (nlo)
QCD_HT300to500_TuneCP5_13TeV-madgraph-pythia8 59 569 132 323600.0 (nlo)
QCD_HT500to700_TuneCP5_13TeV-madgraph-pythia8 56 207 744 29990.0 (nlo)
QCD_HT700to1000_TuneCP5_13TeV-madgraph-pythia8 46 840 955 6351.0 (nlo)
QCD_HT1000to1500_TuneCP5_13TeV-madgraph-pythia8 16 882 838 1039.0 (nlo)
QCD_HT1500to2000_TuneCP5_13TeV-madgraph-pythia8 11 634 434 99.01 (nlo)
QCD_HT2000toInf_TuneCP5_13TeV-madgraph-pythia8 5 941 306 20.23 (nlo)
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A. Simulated Samples and Datasets
Table A.3: Nominal simulation data sets for the analysis for 2018
data. If not stated otherwise, the cross section obtained from the
generator is used. The fragment “RunIIAutumn18NanoAODv5-
Nano1June2019_102X_upgrade2018_realistic_v19-v1. . . ” and the postx
“/NANOAODSIM” are omitted everywhere. If no reference is given, the corre-
sponding cross sections are directly obtained from the simulation generator.
Data set name Events Cross section × BR (pb)
TTToSemiLeptonic_TuneCP5_13TeV-powheg-pythia8 101 550 000 365.3 (nnlo[18])
TTToSemiLeptonic_HT250_TuneCP5_13TeV-powheg-pythia8 22 476 261 34.6 (nnlo)
TTToHadronic_TuneCP5_13TeV-powheg-pythia8 199 098 000 378.2 (nnlo[18])
TTTo2L2Nu_TuneCP5_13TeV-powheg-pythia8 64 310 000 88.2 (nnlo[18])
TTWJetsToLNu_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 4 911 941 0.18 (nlo)
TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 835 296 0.37 (nlo)
TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8 13 280 000 0.26 (nlo)
TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8 8 891 000 0.6 (nlo)
DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8 193 094 040 5765.4 (nnlo [179])
ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 8 722 734 35.9 (nnlo[20])
ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 6 909 815 35.9 (nnlo[20])
ST_t-channel_top_4f_InclusiveDecays_TuneCP5_13TeV-powheg-pythia8 154 307 600 136.02 (nlo[20])
ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_13TeV-powheg-pythia8 79 090 800 80.95 (nlo[20])
WJetsToLNu_Pt-50To100_TuneCP5_13TeV-amcatnloFXFX-pythia8 18 999 100 3298 (nlo)
WJetsToLNu_Pt-100To250_TuneCP5_13TeV-amcatnloFXFX-pythia8 98 034 198 689.7 (nlo)
WJetsToLNu_Pt-250To400_TuneCP5_13TeV-amcatnloFXFX-pythia8 9 655 249 24.5 (nlo)
WJetsToLNu_Pt-400To600_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 967 802 3.11 (nlo)
WJetsToLNu_Pt-600ToInf_TuneCP5_13TeV-amcatnloFXFX-pythia8 1 943 949 0.468 (nlo)
WW_TuneCP5_PSweights_13TeV-pythia8 7 958 000 118.7 (nlo)
WZ_TuneCP5_PSweights_13TeV-pythia8 3 822 000 65.54 (nlo)
ZZ_TuneCP5_13TeV-pythia8 1 979 000 15.83 (nlo)
QCD_HT300to500_TuneCP5_13TeV-madgraphMLM-pythia8 54 661 579 323600.0 (nlo)
QCD_HT500to700_TuneCP5_13TeV-madgraphMLM-pythia8 55 152 960 29990.0 (nlo)
QCD_HT700to1000_TuneCP5_13TeV-madgraphMLM-pythia8 48 158 738 6351.0 (nlo)
QCD_HT1000to1500_TuneCP5_13TeV-madgraphMLM-pythia8 15 466 225 1039.0 (nlo)
QCD_HT1500to2000_TuneCP5_13TeV-madgraphMLM-pythia8 10 955 087 99.01 (nlo)




Table A.4: The dierent data taking periods of the 2016 data taking period used
for this analysis.









Table A.5: The dierent data taking periods of the 2017 data taking period used
for this analysis.







Table A.6: The dierent data taking periods of the 2018 data taking period used
for this analysis.







A. Simulated Samples and Datasets
A.3 Systematically Varied Simulated Samples
Table A.7: Systematically varied tt samples for the 2016
analysis. The fragment “RunIISummer16NanoAODv5-
PUMoriond17_Nano1June2019_102X_mcRun2_asymptotic_v7-v1” and
the postx “/NANOAODSIM” are omitted everywhere.
Data set name Events
hdamp
TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8 14 895 500
TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8 14 514 500
TTToSemiLeptonic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8 29 770 400
TTToSemiLeptonic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8 29 671 200
Underlying Event
TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8 11 151 500
TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8 13 881 200
TTToSemiLeptonic_TuneCP5down_PSweights_13TeV-powheg-pythia8 23 359 000
TTToSemiLeptonic_TuneCP5up_PSweights_13TeV-powheg-pythia8 21 697 600
Table A.8: Systematically varied tt samples for the
2017 analysis. The fragment “RunIIFall17NanoAODv5-
PU2017_12Apr2018_Nano1June2019_102X_mc2017_realistic_v7-v1. . . ”
and the postx “/NANOAODSIM” are omitted everywhere.
Data set name Events
hdamp
TTTo2L2Nu_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8 5 476 459
TTTo2L2Nu_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8 3 288 128
TTToSemiLeptonic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8 26 367 765
TTToSemiLeptonic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8 23 977 012
TTToHadronic_hdampDOWN_TuneCP5_PSweights_13TeV-powheg-pythia8 27 117 982
TTToHadronic_hdampUP_TuneCP5_PSweights_13TeV-powheg-pythia8 27 260 880
Underlying Event
TTTo2L2Nu_TuneCP5down_PSweights_13TeV-powheg-pythia8 5 500 000
TTTo2L2Nu_TuneCP5up_PSweights_13TeV-powheg-pythia8 5 500 000
TTToSemiLeptonic_TuneCP5down_PSweights_13TeV-powheg-pythia8 27 104 055
TTToSemiLeptonic_TuneCP5up_PSweights_13TeV-powheg-pythia8 20 122 010
TTToHadronic_TuneCP5down_PSweights_13TeV-powheg-pythia8 27 252 808
TTToHadronic_TuneCP5up_PSweights_13TeV-powheg-pythia8 27 108 792
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A.3. Systematically Varied Simulated Samples
Table A.9: Systematically varied tt samples for the 2018
analysis. The fragment “RunIIAutumn18NanoAODv5-
Nano1June2019_102X_upgrade2018_realistic_v19-v1. . . ” and the postx
“/NANOAODSIM” are omitted everywhere.
Data set name Events
hdamp
TTTo2L2Nu_hdampDOWN_TuneCP5_13TeV-powheg-pythia8 5 458 000
TTTo2L2Nu_hdampUP_TuneCP5_13TeV-powheg-pythia8 3 700 000
TTToSemiLeptonic_hdampDOWN_TuneCP5_13TeV-powheg-pythia8 25 904 000
TTToSemiLeptonic_hdampUP_TuneCP5_13TeV-powheg-pythia8 26 892 000
TTToHadronic_hdampDOWN_TuneCP5_13TeV-powheg-pythia8 26 425 000
TTToHadronic_hdampUP_TuneCP5_13TeV-powheg-pythia8 24 965 000
Underlying Event
TTTo2L2Nu_TuneCP5down_13TeV-powheg-pythia8 4 954 000
TTTo2L2Nu_TuneCP5up_13TeV-powheg-pythia8 3 862 000
TTToSemiLeptonic_TuneCP5down_13TeV-powheg-pythia8 18 929 000
TTToSemiLeptonic_TuneCP5up_13TeV-powheg-pythia8 26 876 000
TTToHadronic_TuneCP5down_13TeV-powheg-pythia8 26 675 000
TTToHadronic_TuneCP5up_13TeV-powheg-pythia8 23 488 000
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TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency











































TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency
Figure B.1: BDT overtraining check and ROC-curves for 2016: The over-
training checks and the ROC-curves are shown for the two BDTs that are used
for the jet assignment in the reconstruction of events in the resolved regime on
detector level for simulation samples and data of the 2016 data taking period. The
upper row corresponds to the BDT that is trained with even-numbered events,
while the lower row corresponds to the BDT that is trained with odd-numbered
events.
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TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency











































TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency
Figure B.2: BDT overtraining check and ROC-curves for 2017: The over-
training checks and the ROC-curves are shown for the two BDTs that are used
for the jet assignment in the reconstruction of events in the resolved regime on
detector level for simulation samples and data of the 2017 data taking period. The
upper row corresponds to the BDT that is trained with even-numbered events,
while the lower row corresponds to the BDT that is trained with odd-numbered
events.
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TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency











































TMVA overtraining check for classifier: BDT


























Background rejection versus Signal efficiency
Figure B.3: BDT overtraining check and ROC-curves for 2018: The over-
training checks and the ROC-curves are shown for the two BDTs that are used
for the jet assignment in the reconstruction of events in the resolved regime on
detector level for simulation samples and data of the 2018 data taking period. The
upper row corresponds to the BDT that is trained with even-numbered events,
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Figure C.1: Event reconstruction on truth level in the boosted regime:
The mass of the reconstructed top quark and top antiquark and the transverse
momentum of the reconstructed additional jet are shown on truth level for the
ducial phase space. The distributions in the left column are obtained by utiliz-
ing exclusively the unltered signal sample, while the distributions in the right
column use the ltered signal sample only. The distributions show only events
that are reconstructed in the boosted regime on truth level.
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Figure C.2: Event reconstruction on truth level in the resolved regime:
The mass of the reconstructed top quark and top antiquark and the transverse
momentum of the reconstructed additional jet are shown on truth level for the
ducial phase space. The distributions in the left column are obtained by utiliz-
ing exclusively the unltered signal sample, while the distributions in the right
column use the ltered signal sample only. The distributions show only events
that are reconstructed in the resolved regime on truth level. The total amount
of events is lower for the distributions of the ltered sample, as this sample does
not provide a full coverage of the ducial phase space (see Section 5.4.5).
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C. Reconstruction Distributions
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Figure C.3: Event reconstruction on truth level using partonic informa-
tion: The mass of the reconstructed top quark and top antiquark and the trans-
verse momentum of the reconstructed additional jet are shown on truth level for
the ducial phase space. The distributions in the left column are obtained by
utilizing exclusively the unltered signal sample, while the distributions in the
right column use the ltered signal sample only. The distributions show only
events that are reconstructed using partonic information on truth level. The to-
tal amount of events is lower for the distributions of the ltered sample, as this
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Figure C.4: Variables of interest in the ducial phase space for the data
taking period of 2016: The distributions of the kinematic properties of the
reconstruction are shown for simulation and measured data. In addition the dis-
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Figure C.5: Variables of interest in the ducial phase space for the data
taking period of 2017: The distributions of the kinematic properties of the
reconstruction are shown for simulation and measured data. In addition the dis-
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Figure C.6: Variables of interest in the ducial phase space for the data
taking period of 2018: The distributions of the kinematic properties of the
reconstruction are shown for simulation and measured data. In addition the dis-
tributions for the three variables of interest for the energy asymmetry are shown.
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D. Energy Asymmetry Values
Table D.1: Asymmetry values on truth level for unltered sample: The
energy asymmetry values on truth level for the signal sample TT Semilep with
detector-level reconstruction in the boosted and resolved regime. The quoted





< 0 GeV) (stat) and the propagated error due to the limited size of
the simulation samples (syst).
θ
opt




> 0 > 0 GeV 12631.2 12667.3 −0.143 % ± 0.629 % (stat) ± 0.264 % (syst)
> 0 > 50 GeV 10100.2 10146.2 −0.227 % ± 0.703 % (stat) ± 0.295 % (syst)
> 0.5 > 50 GeV 4346.5 4345.9 0.007 % ± 1.073 % (stat) ± 0.451 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 13829.7 14123.0 −1.049 % ± 0.598 % (stat) ± 0.251 % (syst)
> 0 > 50 GeV 10008.1 10280.1 −1.341 % ± 0.702 % (stat) ± 0.294 % (syst)
> 0.5 > 50 GeV 4860.9 5024.4 −1.653 % ± 1.006 % (stat) ± 0.422 % (syst)
0.7π − π
> 0 > 0 GeV 9313.8 9283.8 0.161 % ± 0.733 % (stat) ± 0.309 % (syst)
> 0 > 50 GeV 7588.9 7527.4 0.407 % ± 0.813 % (stat) ± 0.343 % (syst)
> 0.5 > 50 GeV 2651.6 2654.8 −0.062 % ± 1.373 % (stat) ± 0.581 % (syst)
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Table D.2: Asymmetry values on detector level for unltered sample: The
energy asymmetry values on detector level for the signal sample TT Semilep with
detector-level reconstruction in the boosted and resolved regime. The quoted





< 0 GeV) (stat) and the propagated error due to the limited size of
the simulation samples (syst).
θ
opt




> 0 > 0 GeV 12803.5 12864.5 −0.238 % ± 0.624 % (stat) ± 0.262 % (syst)
> 0 > 50 GeV 10480.9 10501.9 −0.1 % ± 0.69 % (stat) ± 0.29 % (syst)
> 0.5 > 50 GeV 4429.8 4474.3 −0.5 % ± 1.06 % (stat) ± 0.445 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 13757.5 14104.9 −1.247 % ± 0.599 % (stat) ± 0.252 % (syst)
> 0 > 50 GeV 10600.7 10898.2 −1.384 % ± 0.682 % (stat) ± 0.287 % (syst)
> 0.5 > 50 GeV 5042.9 5220.7 −1.732 % ± 0.987 % (stat) ± 0.417 % (syst)
0.7π − π
> 0 > 0 GeV 9189.2 9129.1 0.328 % ± 0.739 % (stat) ± 0.311 % (syst)
> 0 > 50 GeV 7721.6 7650.7 0.461 % ± 0.807 % (stat) ± 0.339 % (syst)
> 0.5 > 50 GeV 2539.7 2560.9 −0.414 % ± 1.4 % (stat) ± 0.591 % (syst)
Table D.3: Asymmetry values on truth level for boosted reconstruction:
The energy asymmetry values on truth level for the signal sample TT Semilep
with detector-level reconstruction in the boosted regime only. The quoted un-
certainties refer to the propagated Poisson uncertainty on N (∆E
tt
> 0 GeV) and
N (∆E
tt








> 0 > 0 GeV 4887.6 4949.0 −0.625 % ± 1.008 % (stat) ± 0.272 % (syst)
> 0 > 50 GeV 3925.8 3951.3 −0.324 % ± 1.127 % (stat) ± 0.304 % (syst)
> 0.5 > 50 GeV 1657.7 1668.6 −0.327 % ± 1.734 % (stat) ± 0.467 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 5161.9 5322.0 −1.527 % ± 0.977 % (stat) ± 0.263 % (syst)
> 0 > 50 GeV 3815.9 3962.3 −1.882 % ± 1.134 % (stat) ± 0.305 % (syst)
> 0.5 > 50 GeV 1822.1 1918.9 −2.587 % ± 1.634 % (stat) ± 0.44 % (syst)
0.7π − π
> 0 > 0 GeV 3669.0 3698.9 −0.406 % ± 1.165 % (stat) ± 0.316 % (syst)
> 0 > 50 GeV 2998.3 3009.0 −0.178 % ± 1.29 % (stat) ± 0.35 % (syst)
> 0.5 > 50 GeV 1066.4 1069.7 −0.155 % ± 2.164 % (stat) ± 0.586 % (syst)
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Table D.4: Asymmetry values on detector level for boosted reconstruc-
tion: The energy asymmetry values on detector level for the signal sample
TT Semilep with detector-level reconstruction in the boosted regime only. The
quoted uncertainties refer to the propagated Poisson uncertainty on N (∆E
tt
>
0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to the limited
size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 5091.8 5130.0 −0.374 % ± 0.989 % (stat) ± 0.267 % (syst)
> 0 > 50 GeV 4050.2 4070.5 −0.251 % ± 1.11 % (stat) ± 0.299 % (syst)
> 0.5 > 50 GeV 1710.2 1728.9 −0.542 % ± 1.705 % (stat) ± 0.459 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 5064.6 5209.7 −1.412 % ± 0.986 % (stat) ± 0.266 % (syst)
> 0 > 50 GeV 3602.6 3736.0 −1.818 % ± 1.167 % (stat) ± 0.314 % (syst)
> 0.5 > 50 GeV 1664.1 1761.6 −2.845 % ± 1.708 % (stat) ± 0.46 % (syst)
0.7π − π
> 0 > 0 GeV 3572.9 3619.3 −0.644 % ± 1.179 % (stat) ± 0.319 % (syst)
> 0 > 50 GeV 2889.5 2915.1 −0.441 % ± 1.313 % (stat) ± 0.355 % (syst)
> 0.5 > 50 GeV 965.4 966.8 −0.07 % ± 2.275 % (stat) ± 0.615 % (syst)
Table D.5: Asymmetry values on truth level for resolved reconstruction:
The energy asymmetry values on truth level for the signal sample TT Semilep
with detector-level reconstruction in the resolved regime only. The quoted un-
certainties refer to the propagated Poisson uncertainty on N (∆E
tt
> 0 GeV) and
N (∆E
tt








> 0 > 0 GeV 7754.5 7761.9 −0.048 % ± 0.803 % (stat) ± 0.335 % (syst)
> 0 > 50 GeV 6189.1 6206.8 −0.142 % ± 0.898 % (stat) ± 0.375 % (syst)
> 0.5 > 50 GeV 2704.5 2673.9 0.568 % ± 1.364 % (stat) ± 0.569 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 8702.8 8808.0 −0.601 % ± 0.756 % (stat) ± 0.316 % (syst)
> 0 > 50 GeV 6221.2 6326.4 −0.838 % ± 0.893 % (stat) ± 0.372 % (syst)
> 0.5 > 50 GeV 3059.9 3120.7 −0.984 % ± 1.272 % (stat) ± 0.532 % (syst)
0.7π − π
> 0 > 0 GeV 5637.7 5604.0 0.299 % ± 0.943 % (stat) ± 0.395 % (syst)
> 0 > 50 GeV 4572.3 4528.9 0.476 % ± 1.048 % (stat) ± 0.439 % (syst)
> 0.5 > 50 GeV 1601.6 1598.7 0.091 % ± 1.768 % (stat) ± 0.745 % (syst)
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Table D.6: Asymmetry values on detector level for resolved reconstruc-
tion: The energy asymmetry values on detector level for the signal sample TT
Semilep with detector-level reconstruction in the resolved regime only. The
quoted uncertainties refer to the propagated Poisson uncertainty on N (∆E
tt
>
0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to the limited
size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 7746.0 7760.1 −0.091 % ± 0.803 % (stat) ± 0.335 % (syst)
> 0 > 50 GeV 6453.6 6448.1 0.043 % ± 0.88 % (stat) ± 0.367 % (syst)
> 0.5 > 50 GeV 2736.7 2752.0 −0.279 % ± 1.35 % (stat) ± 0.563 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 8715.5 8914.9 −1.131 % ± 0.753 % (stat) ± 0.316 % (syst)
> 0 > 50 GeV 7018.2 7173.8 −1.096 % ± 0.839 % (stat) ± 0.352 % (syst)
> 0.5 > 50 GeV 3386.1 3472.6 −1.261 % ± 1.207 % (stat) ± 0.509 % (syst)
0.7π − π
> 0 > 0 GeV 5597.8 5534.6 0.568 % ± 0.948 % (stat) ± 0.396 % (syst)
> 0 > 50 GeV 4819.1 4755.0 0.669 % ± 1.022 % (stat) ± 0.427 % (syst)
> 0.5 > 50 GeV 1597.0 1608.3 −0.354 % ± 1.766 % (stat) ± 0.742 % (syst)
Table D.7: Asymmetry values on truth level for boosted reconstruction
on truth level: The energy asymmetry values on truth level for the signal sam-
ple TT Semilep with truth-level reconstruction in the boosted regime only. The
quoted uncertainties refer to the propagated Poisson uncertainty on N (∆E
tt
>
0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to the limited
size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 4113.0 4179.5 −0.802 % ± 1.098 % (stat) ± 0.465 % (syst)
> 0 > 50 GeV 3295.0 3366.5 −1.074 % ± 1.225 % (stat) ± 0.519 % (syst)
> 0.5 > 50 GeV 1347.8 1381.1 −1.22 % ± 1.914 % (stat) ± 0.81 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 4424.3 4529.3 −1.173 % ± 1.057 % (stat) ± 0.446 % (syst)
> 0 > 50 GeV 3231.8 3339.7 −1.643 % ± 1.233 % (stat) ± 0.521 % (syst)
> 0.5 > 50 GeV 1495.2 1553.7 −1.919 % ± 1.811 % (stat) ± 0.763 % (syst)
0.7π − π
> 0 > 0 GeV 3072.6 3100.7 −0.457 % ± 1.273 % (stat) ± 0.539 % (syst)
> 0 > 50 GeV 2541.4 2547.0 −0.11 % ± 1.402 % (stat) ± 0.594 % (syst)
> 0.5 > 50 GeV 844.9 868.5 −1.376 % ± 2.416 % (stat) ± 1.025 % (syst)
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Table D.8: Asymmetry values on truth level for resolved reconstruc-
tion on truth level: The energy asymmetry values on truth level for the sig-
nal sample TT Semilep with truth-level reconstruction in the resolved regime
only. The quoted uncertainties refer to the propagated Poisson uncertainty on
N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to the
limited size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 4448.5 4423.6 0.281 % ± 1.062 % (stat) ± 0.441 % (syst)
> 0 > 50 GeV 3670.0 3648.6 0.292 % ± 1.169 % (stat) ± 0.485 % (syst)
> 0.5 > 50 GeV 1582.1 1543.3 1.242 % ± 1.789 % (stat) ± 0.741 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 4757.8 4824.6 −0.698 % ± 1.022 % (stat) ± 0.425 % (syst)
> 0 > 50 GeV 3615.3 3703.3 −1.203 % ± 1.169 % (stat) ± 0.485 % (syst)
> 0.5 > 50 GeV 1728.2 1789.3 −1.736 % ± 1.686 % (stat) ± 0.703 % (syst)
0.7π − π
> 0 > 0 GeV 3112.6 3099.1 0.218 % ± 1.269 % (stat) ± 0.53 % (syst)
> 0 > 50 GeV 2646.1 2616.7 0.559 % ± 1.378 % (stat) ± 0.575 % (syst)
> 0.5 > 50 GeV 885.5 872.7 0.725 % ± 2.385 % (stat) ± 1.0 % (syst)
Table D.9: Asymmetry values on truth level for partonic reconstruction
on truth level: The energy asymmetry values on truth level for the signal
sample TT Semilep with truth-level reconstruction using partonic information
only. The quoted uncertainties refer to the propagated Poisson uncertainty on
N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) (stat) and the propagated error due to the
limited size of the simulation samples (syst).
θ
opt




> 0 > 0 GeV 4069.7 4064.2 0.067 % ± 1.109 % (stat) ± 0.469 % (syst)
> 0 > 50 GeV 3135.3 3131.1 0.067 % ± 1.263 % (stat) ± 0.533 % (syst)
> 0.5 > 50 GeV 1416.6 1421.5 −0.174 % ± 1.877 % (stat) ± 0.795 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 4647.6 4769.0 −1.29 % ± 1.03 % (stat) ± 0.435 % (syst)
> 0 > 50 GeV 3161.0 3237.1 −1.188 % ± 1.25 % (stat) ± 0.524 % (syst)
> 0.5 > 50 GeV 1637.5 1681.4 −1.322 % ± 1.736 % (stat) ± 0.731 % (syst)
0.7π − π
> 0 > 0 GeV 3128.6 3084.0 0.717 % ± 1.269 % (stat) ± 0.537 % (syst)
> 0 > 50 GeV 2401.3 2363.6 0.791 % ± 1.449 % (stat) ± 0.613 % (syst)
> 0.5 > 50 GeV 921.2 913.6 0.412 % ± 2.335 % (stat) ± 0.994 % (syst)
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Table D.10: Asymmetry values on detector level for boosted reconstruc-
tion only including backgrounds: The energy asymmetry values on detector
level for the combination of the signal samples TT Semilep HT 250 Boosted and
TT Semilep Resolved, and all simulation samples for the background processes
with reconstruction in the boosted regime only. The quoted uncertainties refer
to the propagated Poisson uncertainty on N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV)








> 0 > 0 GeV 6044.7 6090.6 −0.378 % ± 0.908 % (stat) ± 0.611 % (syst)
> 0 > 50 GeV 4832.5 4855.5 −0.238 % ± 1.016 % (stat) ± 0.708 % (syst)
> 0.5 > 50 GeV 2012.7 2058.3 −1.119 % ± 1.567 % (stat) ± 0.955 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 6157.0 6488.4 −2.621 % ± 0.889 % (stat) ± 0.764 % (syst)
> 0 > 50 GeV 4459.1 4622.7 −1.801 % ± 1.049 % (stat) ± 0.796 % (syst)
> 0.5 > 50 GeV 2114.5 2170.1 −1.298 % ± 1.528 % (stat) ± 1.328 % (syst)
0.7π − π
> 0 > 0 GeV 4399.3 4473.3 −0.834 % ± 1.062 % (stat) ± 0.781 % (syst)
> 0 > 50 GeV 3558.2 3600.1 −0.586 % ± 1.182 % (stat) ± 0.857 % (syst)
> 0.5 > 50 GeV 1218.4 1182.9 1.481 % ± 2.04 % (stat) ± 1.65 % (syst)
Table D.11: Asymmetry values formeasured data for boosted reconstruc-
tion only: The energy asymmetry values for measured data in the ducial phase
space for boosted reconstruction only. The quoted uncertainty is obtained by as-
suming a Poisson distribution for N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV) and by
error propagation of the corresponding uncertainty.
θ
opt




> 0 > 0 GeV 6082.0 6267.0 −1.498 % ± 0.9 % (stat)
> 0 > 50 GeV 4839.0 5027.0 −1.906 % ± 1.007 % (stat)
> 0.5 > 50 GeV 1934.0 2072.0 −3.445 % ± 1.579 % (stat)
0.3π − 0.7π
> 0 > 0 GeV 6313.0 6570.0 −1.995 % ± 0.881 % (stat)
> 0 > 50 GeV 4441.0 4692.0 −2.748 % ± 1.046 % (stat)
> 0.5 > 50 GeV 2060.0 2206.0 −3.422 % ± 1.53 % (stat)
0.7π − π
> 0 > 0 GeV 4774.0 4695.0 0.834 % ± 1.028 % (stat)
> 0 > 50 GeV 3882.0 3809.0 0.949 % ± 1.14 % (stat)
> 0.5 > 50 GeV 1255.0 1266.0 −0.436 % ± 1.992 % (stat)
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Table D.12: Asymmetry values on detector level for resolved reconstruc-
tion only including backgrounds: The energy asymmetry values on detector
level for the combination of the signal samples TT Semilep HT 250 Boosted and
TT Semilep Resolved, and all simulation samples for the background processes
with reconstruction in the resolved regime only. The quoted uncertainties refer
to the propagated Poisson uncertainty on N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV)








> 0 > 0 GeV 9697.0 9958.6 −1.331 % ± 0.713 % (stat) ± 0.409 % (syst)
> 0 > 50 GeV 8153.8 8396.2 −1.465 % ± 0.777 % (stat) ± 0.458 % (syst)
> 0.5 > 50 GeV 3446.0 3535.5 −1.282 % ± 1.197 % (stat) ± 0.692 % (syst)
0.3π − 0.7π
> 0 > 0 GeV 11021.2 11540.4 −2.301 % ± 0.666 % (stat) ± 0.589 % (syst)
> 0 > 50 GeV 9014.6 9430.7 −2.256 % ± 0.736 % (stat) ± 0.674 % (syst)
> 0.5 > 50 GeV 4304.5 4537.0 −2.63 % ± 1.063 % (stat) ± 0.984 % (syst)
0.7π − π
> 0 > 0 GeV 7272.5 7226.3 0.319 % ± 0.83 % (stat) ± 0.646 % (syst)
> 0 > 50 GeV 6316.4 6290.7 0.204 % ± 0.891 % (stat) ± 0.716 % (syst)
> 0.5 > 50 GeV 2066.0 2117.1 −1.222 % ± 1.546 % (stat) ± 1.204 % (syst)
Table D.13: Asymmetry values for measured data for resolved recon-
struction only: The energy asymmetry values for measured data in the ducial
phase space for resolved reconstruction only. The quoted uncertainty is obtained
by assuming a Poisson distribution for N (∆E
tt
> 0 GeV) and N (∆E
tt
< 0 GeV)
and by error propagation of the corresponding uncertainty.
θ
opt




> 0 > 0 GeV 9277.0 9649.0 −1.966 % ± 0.727 % (stat)
> 0 > 50 GeV 7892.0 8110.0 −1.362 % ± 0.79 % (stat)
> 0.5 > 50 GeV 3198.0 3332.0 −2.052 % ± 1.237 % (stat)
0.3π − 0.7π
> 0 > 0 GeV 10678.0 10911.0 −1.079 % ± 0.681 % (stat)
> 0 > 50 GeV 8752.0 8990.0 −1.341 % ± 0.751 % (stat)
> 0.5 > 50 GeV 4086.0 4295.0 −2.494 % ± 1.092 % (stat)
0.7π − π
> 0 > 0 GeV 7102.0 7168.0 −0.463 % ± 0.837 % (stat)
> 0 > 50 GeV 6213.0 6242.0 −0.233 % ± 0.896 % (stat)



































































































































































































































Figure E.1: Shape variations for experimental systematic uncertainties:
The up and down shifts for the unfolding bin are shown for the experimental




































































































































































































Figure E.2: Shape variations for theoretical systematic uncertainties: The
up and down shifts for the unfolding bin are shown for the theoretical systematic
uncertainties that vary the shape and the normalization of the distribution.
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F. Energy Asymmetry for Alternative
Selection
For the alternative selection the selection requirement on |y
tt̄j | > 0.5 is removed. The cor-
responding binning for the unfolding bin is detailed in Table F.1. The distribution of the
unfolding bin on truth level and detector level as well as the corresponding migration ma-
trices for the two signal samples are given in Figure F.1. Figure F.2 shows the distribution
on detector level including all background processes and measured data. The impact due
to the systematic uncertainty sources that cause a shape variation for the unfolding bin is
shown in Figures F.3, F.4, and F.5. The pret and postt distribution for the unfolding bin

















This yields an value for the unfolded energy asymmetry in the alternative selection for:
A
opt
E,unf. = −0.60 %
+2.24 %
−2.51 % (stat + syst) . (F.1)
In Table F.2 the impact of the systematic uncertainty sources is given separately for each
of the sources. Further details about the procedure and a discussion of the results is given
in 5.7 and 5.8.
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(13 TeV)-1137.1 fbUnfolding Bin
Figure F.1: Distributions and migration matrices for the unfolding bin-
ning: The upper row shows the distributions for the unfolding binning on truth
level (left) and detector level (right). This binning scheme is also deployed for
the migration matrices in the lower row, which show the migration of events
between detector level and truth level for the signal events in the resolved (left)
and boosted regime (right). The white numbers correspond to the scaled event
numbers, while the orange numbers show the percentage of events of one truth-







































Figure F.2: Distribution of the unfolding bin: The distribution of the un-
folding bin is shown for simulation and measured data. For the simulation the
two signal samples are split by the truth-level contributions and the contents of
the respective truth-level bins 1, 2, and 3 are indicated separately for the ltered
(blue) and unltered (green) sample.
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Figure F.3: Shape variations for experimental systematic uncertainties:
The up and down shifts for the unfolding bin are shown for the experimental
















































































































































































































Figure F.4: Shape variations for theoretical systematic uncertainties: The
up and down shifts for the unfolding bin are shown for the theoretical systematic
uncertainties that vary the shape and the normalization of the distribution.
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Experimental uncertainties Theoretical uncertainties
Figure F.5: Impact of systematic uncertainties: The impact of the systematic
uncertainties that yield a shape variation for the unfolding distribution is shown
on truth level in respect to the nominal distributions. The two upper rows show
the event yields for the up and down shifts of the systematic uncertainties for
both events with ∆E
tt
> 0 GeV (upper row) and ∆E
tt
< 0 GeV (middle row).
The lower row shows the respective variations for the energy asymmetry value.




























































Figure F.6: Pret and postt distribution of the unfolding bin: The distri-
bution of the unfolding bin for simulation and measured data is shown together
with the pret (upper row) and postt (lower row) uncertainty on simulation
due the systematic uncertainty sources.
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F. Energy Asymmetry for Alternative Selection
Table F.1: Binning scheme for the unfolding procedure: Three dierent
bins are dened in order to have a minimum set of bins that provides full access
to the relevant information on the three variables of interest for the studied phase
space of the energy asymmetry.
















< −50 GeV −50 GeV < ∆E
tt




Table F.2: Impact of systematic uncertainties on signal strength param-
eters: For each signal strength parameter the up and down shift as well as the
relative change in % is given for each systematic uncertainty source. The values
of rAsym are multiplied by 100 in order to be directly comparable to A
opt
E .
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