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Introduction
Heart rate indicates the total number of times our heart contracts and relaxes per min-
ute; and is expressed as the number of beats per minute (bpm) [1]. Many factors contrib-
ute to variation in heart rate such as level of physical activity, fitness, temperature, body 
position, emotions, body size and medication. Heart Rate also depends on the body’s 
need to absorb oxygen and excrete carbondioxide. Traditionally, heart rate is measured 
by detecting arterial pulsation. The electrical activity of the heart is measured by a non-
invasive technique called electrocardiogram and is used for assessing the condition of a 
human heart. The use of technology is gaining significance especially in teleheatlh appli-
cations for the continuous monitoring for cardiac patients and for special situations like 
treating a burn victim or monitoring infants having the risk of sudden infant syndrome.
A device used to monitor and record the heart rate in real-time is generally referred to 
as heart rate monitor. The early models of heart rate monitors uses electrode leads that 
are attached to the chest. In contrast, the modern heart rate monitors usechest strap 
transmitter and a wrist receiver or a mobile phone. Strapless heart rate monitors allows 
the user to simply touch two sensors on a wristwatch display for a few seconds to display 
the heart rate. The detection of heart rate from human emotions were also done based 
on the modelling of vowel speech signals.
In many of the biotelemetry applications, the heart rate monitoring of the ambula-
tory patients become extremely difficult if the mobility of the patient is restricted due to 
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paralysis or and/or where continuous paramedic attention and monitoring with sensors 
become unaffordable. Through this research, we propose to overcome such restrictions 
by implementing a contact less heart rate monitoring method using the real-time speech 
recordings based on different emotions of the patient. The system developed is based on 
a database of emotions and heart rate obtained from multiple subjects.
Background
Most of the past research in heart rate detection are based on the modelling of vowel 
speech signals and by processing different physiological parameters. The short-time 
Fourier Transform (STFT) [2, 3] has been used to detect the maximum peaks of the for-
mants in the process of detecting the heart rate.
McCraty et  al.  [4] related the mathematical transformation of heart rate variability 
with the power spectral density of speech. He founded that the positive emotions results 
in the alteration of heart rate variability. Kim et al. [5] developed a new emotion recog-
nition system by processing different physiological parameters. The electrocardiogram, 
skin temperature and electrodermal activity were used as input signals. This particular 
system consisted of preprocessing, feature extraction and pattern classification stages. 
The characteristics of the emotion is identified from short-segment signals.
Anttonen et  al.  [6] developed an EMFi chair that measures heart rate. The chair is 
embedded with electromechanical film and traditional earlobe photoplethysmography 
(PPG) for measuring the heart rate. He used this setup to study the impact of emotional 
changes on the heart rate. Mesleh et  al.  [7] developed a method for the detection of 
heart rate from human emotions based on the modelling of vowel speech signals. The 
non-contact method for the detection of heart rate from human emotions is based on 
modelling the relationship between speech production of vowel speech signals and heart 
activities for humans. It uses STFT to estimate heart rates from vowel speech signals. 
This method is not extensively applicable in the medical field since the representation of 
human emotions through vowel speech cant be clearly illustrated. This method does not 
work for persons with artificial or transplanted hearts.
Methodology
Data collection
30 subjects aged between 20 and 45 had participated for the data collection. The speech 
and the corresponding heart rate were recorded in a sound proof room using a high 
quality microphone to obtain the speech signals with minimum noise. Three different 
emotions viz. anger, neutral and joy were selected for the study. During data collection, 
the subjects were asked to express specific emotions through words. The emotions were 
self-induced by instructing subjects to recollect the past situations. The recorded utter-
ance was ‘It Begins In Seven Hours’.
Before the start of the recording, a brief introduction was given to the subjects regard-
ing the purpose and procedure of experiment and demonstrated how to express the 
emotions. The recording was conducted for 60 days and the subjects were selected ran-
domly for the study. For one subject, three different sessions were conducted in two dif-
ferent days for three different emotions. The duration of a particular recording instance 
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is 30 seconds and 30 such instances were taken for each emotion. From a recorded 
instance, only ten seconds were used for feature extraction process.
1. Hand held ECG monitor The device used for measuring heart rate was a Handheld 
ECG monitor MD100 A1. This device is able to detect and display the ECG wave-
form non-invasively and for routine monitoring of heart rates. Strict instructions 
were given to the subjects about handling the device. It has two modes of display, 
easy mode and continuous mode. Easy mode has chosen for uncomplicated and suit-
able measurement. Subjects were seated in straight and stable chairs to reduce the 
motion of the subject. The subjects were instructed to hold the 8 metal electrodes of 
the device with right index finger firmly, and place the 3 electrodes against the centre 
of the left palm. The recorded ECGs were transferred to the computer using a soft-
ware named ‘Keep-It-Easy’.
2. Recording room Recording rooms are usually multi-room facilities that require high 
sound quality and less noise compared to other rooms. The more concentrated fac-
tors during the construction of an audio recording room are ceiling and walls. Porous 
absorbers like melamine sponges and wood are used to build the walls of the voice 
recording room. Concrete walls and floors are usually avoided to make the audio 
recording room noise free.
The speech recording room used was acoustically quiet as possible. Only the subject and 
the person who assist the recording will be present inside the recording room. The voice 
was recorded in a mobile phone (Sony Ericson Xperia Mini Pro) with hi-fi stereo headset 
MH 710 and a noise level of −89.7 dB. The microphone was kept closer to the subjects 
mouth to reduce the ambient noise and to increase the sound level of the speech sig-
nals. The microphone was always being kept directly at the subjects mouth as the level 
of sound becomes less when the microphone moves away. Computer in the recording 
room is very often a disturbing factor in recording the speech signals. Hence silent pro-
cessor fan and power supplies are used to reduce the sounds from the computer. A car-
pet helps to reduce the reflection of the sound signals.
Feature extraction
The extraction of features from the emotional speech signal is one of the important tasks 
to understand the human speech behaviour. Mel frequency cepstrum is considered to be 
the robust method and widely adopted method for speech processing.
1. Recording room Mel-frequency cepstral coefficient analysis Mel-frequency cepstrum 
[8] is a mathematical representation of short term power spectrum of the speech. Mel 
frequency cepstral coefficients [8] are based on a standard power spectrum estimate 
which is first subjected to a log based transform of the Mel-frequency scale and then 
decorrelated by using a modified discrete cosine transform.
The process of Mel-frequency cepstral coefficient identification process includes six 
important steps: (1) pre-emphasis, (2) framing, (3) hamming windowing, (4) Fast Fourier 
transform, (5) Mel-filter bank processing, and (6) discrete cosine transforms.
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Preemphasis is a process to boost the magnitude of higher frequencies in the signal for 
improving the Signal to Noise ratio. It is the initial step of noise reduction technique [9]. 
The recorded emotional speech is emphasized by passing through a filter to increase the 
magnitude of the higher frequencies of the speech signal.
Let a = 0.95, which makes 95 % of any one sample is presumed to originate from previ-
ous sample [9].
Framing is the process of segmentation of speech samples originated from analog 
to digital converter into small frames. The speech signal is divided into frames of N 
samples. Neighboring frames are separated based on the value M and M < N  where 
M = 100 and N = 256 [9].
Hamming windowing is one of the most simple window functions. It reduces the effect 
of leakage for the better representation of the frequency spectrum of the speech signals. 
The frames obtained are multiplied with the window function W(n) to reduce the dis-
continuities of the speech signals in the time domain. It helps in reducing the spectral 
artifacts of the speech signals. The window function can be denoted as W(n) [9].
where, N is the number of samples per frame, Y[n] is the output signal, X(n) is the input 
signal, and W(n) is the Hamming window. The result of windowing signal can be repre-
sented as,
The Fast Fourier Transform is the fastest algorithm to compute Discrete Fourier trans-
form (DFT). The FFT algorithm is very efficient to compute the DFT calculations in less 
time. The DFT can be computed efficiently in matlab using the function FFT [9].
The Discrete Fourier transform of a discrete signal X(n) can be defined as,
where, X[k] = Fourier transform of input signal X[n], f = frequency in Hz.
The DFT is mostly used in the area of frequency spectrum analysis since it transforms 
the discrete signal in the time domain into its discrete frequency domain components. 
Without transforming the discrete time domain signal into the discrete frequency 
domain signal, it is not able to compute the Fourier transform in DSP based systems [9].
Mel filter bank processing The range of frequencies in the FFT spectrum obtained is 
very broad. Since it is difficult to follow a linear scale in case of speech signals, Mel-scale 
is used for the filtering process. The Mel filter bank consists of a set of overlapping tri-
angular filters applied to compute the weighted sum of filter components approximating 
the output to a Mel scale. The center frequencies of the Mel-filters are linearly spaced 
and the band width is fixed on the Mel scale [9].
(1)Y [n] = X[n] − 0.95X[n− 1]
(2)W [n] = 0.56− 0.46 cos
(
2pin
N − 1
)
, 0 ≤ n ≤ N − 1
(3)Y [n] = X[n] ×W [n]
(4)X[k] =
N−1∑
n=0
X[n] e−j[
2pi
N ]nk , k = {0, 1, . . . ,N − 1}
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The most popular equation to compute the Mel-frequency is given using
Discrete cosine transform helps in converting the log Mel spectrum into time domain. 
The result of the conversion is called Mel Frequency Cepstrum Coefficient. It is a real 
transform and has better computational efficiency. The set of coefficient is called acous-
tic vectors. Therefore, each input utterance is transformed into a sequence of acoustic 
vector [9].
The discrete cosine transform of a signal can be defined as,
where, Cx[k] = output signal X[n] = input signal.
The 12 coefficients obtained after those processes corresponds Mel frequency cepstral 
coefficients. The sum of the Mel frequency cepstral coefficients is taken and the peaks 
are calculated. Each 10 s audio have minimum of three repeated utterances and for each 
plot of the utterance, the average of two peak to peak distance are taken and the cor-
responding heart rate is measured from the ECG of the corresponding 10 s audio. The 
peak to peak distance between the MFCC is taken as the features that correlate to the 
variability in the heart rate.
2. Heart rate detection A typical human heart rate is in the range of 60–100 bpm, but 
this may change according to age, sex and size of the person. The QRS complex repre-
sents the depolarization of ventricles. Ventricular rate or the heart rate is calculated as 
the time interval between the two QRS complexes per unit time. The duration of QRS 
complex is generally 0.06–0.1 s.
To determine the ECG, during the recording of emotional speech, MD 100 A1 hand-
held ECG monitor have been used. The device has 30 s recording capacity in its easy-
mode of recording. The heart rate is obtained from recorded ECGs using 1500 rule. 
According to basic dysrhythmias interpretation and management each horizontal box 
equals 0.04  s. Hence, count the number of small squares between two neighbouring 
R-waves and divide that number with 1500. The obtained value will be the heart rate, H 
of the respective emotional speech.
From Fig. 1
 3. Classification techniques Naive Bayes Classifier: Naive Bayes classification is a super-
vised method of classification. The Naive Bayes classifier works on a simple concept. It 
(5)F(mel) = 2595.log 10(1+ f /700)
(6)Cx[k] =
{ N−1∑
n=0
2X[n] cos( pi
2N k(2n+ 1)) 0 ≤ n ≤ N
0 otherwise
(7)H =
1500
No. of small boxes between two R-waves
(8)H =
1500
17
= 88.23
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makes use of the variables contained in the data sample, by observing them individually, 
independent of each other. It gives an accuracy of 40.09 and 42 % precision for 5 % train 
and 95 % test dataset. The Nave Bayes classifier is based on the Bayes rule of conditional 
probability. It makes use of all the attributes contained in the data, and analyses them 
individually as though they are equally important and independent of each other [10].
CVParameterSelection is a meta-classifier which can optimize over an arbitrary num-
ber of parameters. It cannot optimize on nested options. An only direct option of the 
base classifier is possible. This classifier sets the scheme parameters which are to be set 
by cross validation. The CVParameterSelection Classifier gives an accuracy of 33.33 % 
and precision 33 for 5 % training and 95 % test dataset [11].
Filtered classifier is a class for running an arbitrary classifier on data that has been 
passed through an arbitrary filter. The metaFiltered Classifier gives an accuracy of 
33.33 % and precision 33 for 5 % training and 95 % test dataset [12].
J48: J48 is a classifier which is implemented by C4.5 algorithm. C4.5 builds decision 
trees from a set of training data. J48 is an open source Java implementation of the C4.5 
algorithm in the Weka data mining tool. C4.5 is a program that creates a decision tree 
based on a set of labeled input data. This algorithm was developed by Ross Quinlan. 
The decision trees generated by C4.5 can be used for classification, and for this reason, 
C4.5 is often referred to as a statistical classifier. The J48 Classifier gives an accuracy of 
39.24 % and a precision of 42 % for 5 % training and 95 % test dataset [13].
Results and discussion
The average feature difference of the Mel frequency cepstral coefficient and the heart 
rate measured from the recorded ECG are classified on 20 different classifiers. Figures 2, 
3 and 4 shows the ECG and  speech MFCC features under the common set of basic emo-
tions recorded simultaneously. The distance features drawn from the MFCC and heart 
rate extracted from the ECG is correlated by the classifiers to predict the emotions. The 
output obtained from the classifiers for 5 % trained and 95 % tested dataset is shown in 
a Table  1. The results shows that there exist some correlation between the heart rate, 
Fig. 1 Electrocardiograph
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Fig. 2 a MFCC of emotion ’neutral’ and b corresponding ECG obtained from the handheld ECG monitor
Fig. 3 a MFCC of emotion ’joy’ and b corresponding ECG obtained from the handheld ECG monitor
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Fig. 4 a MFCC of emotion ’anger’ and b corresponding ECG obtained from the handheld ECG monitor
Table 1 Comparison of  different classifiers when  5  % of  the class samples are used 
as training data and remaining 95 % of sample are used as test on emotion database
Method % Correct AUC F-measure Precision (%) Recall (%)
BayesNet [14] 34.86 ± 2.37 0.52 ± 0.03 0.45 ± 0.12 35 ± 0.09 79 ± 0.34
ComplementaryBayes [15] 39.05 ± 0.88 0.57 ± 0.02 0.45 ± 0.11 37 ± 0.09 56 ± 0.14
NaiveBayes [10] 40.09 ± 1.12 0.60 ± 0.02 0.43 ± 0.04 42 ± 0.02 46 ± 0.08
NaiveBayesMultinomial [16] 38.62 ± 0.59 0.61 ± 0.00 0.45 ± 0.07 40 ± 0.01 53 ± 0.10
Logistic [17] 40.83 ± 1.17 0.61 ± 0.01 0.44 ± 0.05 43 ± 0.02 46 ± 0.07
MultilayerPerceptron [18] 40.27 ± 1.39 0.61 ± 0.02 0.41 ± 0.10 42 ± 0.10 43 ± 0.17
SimpleLogistic [17] 40.63 ± 1.31 0.61 ± 0.01 0.43 ± 0.07 42 ± 0.06 46 ± 0.09
IB1 [19] 37.17 ± 0.90 0.53 ± 0.01 0.37 ± 0.02 38 ± 0.01 37 ± 0.03
Ibk [19] 37.21 ± 0.84 0.54 ± 0.01 0.40 ± 0.01 37 ± 0.01 42 ± 0.02
Kstar [20] 40.11 ± 1.18 0.59 ± 0.02 0.41 ± 0.03 41 ± 0.02 42 ± 0.05
LWL [21] 39.37 ± 1.22 0.59 ± 0.02 0.40 ± 0.09 43 ± 0.05 42 ± 0.17
Bagging [13] 39.54 ± 1.09 0.58 ± 0.02 0.41 ± 0.02 41 ± 0.02 41 ± 0.04
ClassificationViaClustering [22] 37.19 ± 2.31 0.53 ± 0.03 0.29 ± 0.21 25 ± 0.18 35 ± 0.25
ClassificationViaRegression [23] 40.47 ± 1.33 0.60 ± 0.01 0.42 ± 0.08 42 ± 0.07 44 ± 0.13
CVParameterSelection [11] 33.33 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 33 ± 0.00 100 ± 0.00
FilteredClassifier [12] 34.86 ± 2.37 0.52 ± 0.03 0.45 ± 0.12 35 ± 0.09 79 ± 0.34
DTNB [24] 36.62 ± 2.41 0.54 ± 0.03 0.36 ± 0.16 38 ± 0.14 50 ± 0.37
JRip [25] 36.82 ± 1.95 0.53 ± 0.03 0.29 ± 0.17 37 ± 0.18 36 ± 0.35
J48 [13] 39.24 ± 1.37 0.56 ± 0.02 0.37 ± 0.11 43 ± 0.08 38 ± 0.18
NBTree [26] 38.89 ± 1.18 0.56 ± 0.02 0.35 ± 0.12 45 ± 0.09 36 ± 0.20
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emotion and the human speech, that can be relevant to build a contactless speech sen-
sor based heart-rate measurement. It can be noted that in a classification perspective, 
the this is a small-sample classification problem, that can prove to be a extremely chal-
lenging predication problem in real-time recording situations. The scatter diagram in 
Fig. 5 shows inseparable nature of the problem, and indicates that MFCC features are 
not robust under the variations of inter-class emotions. 
Since, we have done the recordings using actors, the induced emotions may be subjec-
tive to the actors ability to mimic a emotion. In addition, the scatter plots also indicate 
that the emotions in its pure form are rare and often can be combination of subtle emo-
tions. There are other emotions like boredom, disgust, fear, sad, the basic emotions to be 
considered. These emotions should also be taken for the classification, which would help 
in better analysis of ECG measurement from corresponding emotions. Table 2 shows the 
heart rate detection accuracy of 30 individuals who have been subjected in this study. As 
can be clearly seen, there is a large variation between the results on the detection accu-
racy, that indicates a subtle mixing of emotions leading to overlap in classes. Nonethe-
less it can be seen from the classification accuracies that there exist strong correlations 
between the emotions in the speech and heart rates.
Conclusion
We have demonstrated the possibility for a contactless human heart rate monitoring 
system based on the variation in human emotions. The idea is tested using a range of 
well known classification techniques. The precision, accuracy, F-measure and percent-
age recall were also analysed. The classification is done for three different emotions and 
the emotional level of the subject could be identified from the corresponding heart rates. 
The database was created from thirty different subjects for three different emotions. The 
classification analysis indicated strong correlation between the heart-rate, emotion and 
human speech, which can be further explored to create contact-less real-time heart-rate 
detection devices.
Fig. 5 Scatter plot of the dataset
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