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HOMOLOGICAL SHIFT IDEALS
JU¨RGEN HERZOG, SOMAYEH MORADI, MASOOMEH RAHIMBEIGI AND GUANGJUN
ZHU
Abstract. For a monomial ideal I, we consider the ith homological shift ideal
of I, denoted by HSi(I), that is, the ideal generated by the ith multigraded shifts
of I. Some algebraic properties of this ideal are studied. It is shown that for any
monomial ideal I and any monomial prime ideal P , HSi(I(P )) ⊆ HSi(I)(P ) for
all i, where I(P ) is the monomial localization of I. In particular, we consider the
homological shift ideal of some families of monomial ideals with linear quotients.
For any c-bounded principal Borel ideal I and for the edge ideal of complement
of any path graph, it is proved that HSi(I) has linear quotients for all i. As an
example of c-bounded principal Borel ideals, Veronese type ideals are considered
and it is shown that the homological shift ideal of these ideals are polymatroidal.
This implies that for any polymatroidal ideal which satisfies the strong exchange
property, HSj(I) is again a polymatroidal ideal for all j. Moreover, for any edge
ideal with linear resolution, the ideal HSj(I) is characterized and it is shown that
HS1(I) has linear quotients.
Introduction
Let K be a field, I a monomial ideal in the polynomial ring S = K[x1, . . . , xn] and
let F be its minimal multigraded free S-resolution. Then Fj =
⊕bj
k=1 S(−ajk) with
each ajk an integer vector in Z
n with non-negative entries. A monomial xa11 · · ·x
an
n
will be denoted by xa where a = (a1, . . . , an). With this notation introduced we
define the jth homological shift ideal of I to be the monomial ideal HSj(I) generated
by the monomials xajk , k = 1, . . . , bj.
When Somayeh Bandari and Shamila Bayati met the first author in Essen in 2012,
the question came up whether the homological shift ideals of a polymatroidal ideal
are again polymatroidal, as many examples indicated. This question is still open.
However Bayati [1] gave a positive answer to this question when the polymatroidal
ideal is actually matroidal. In Section 3 of this paper we give an affirmative answer to
this question in another special case, namely for polymatroidal ideals which satisfy
the strong exchange property.
In this paper we ask ourselves more generally which properties of I are shared
by the ideals HSj(I). So far all known cases and examples indicate that HSj(I) has
linear resolution or linear quotients if I has the corresponding property.
In Section 1 we discuss general properties of homological shift ideals. It should
be mentioned that HSj(I) does not always give us the full information about the
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multigraded shifts of Fj . Indeed, some multigraded shift may appear with higher
multiplicity, which is not reflected by HSj(I), or other shifts do not appear in the
minimal monomial set of generators of HSj(I). The latter does not happen if I has
linear resolution.
In the case that I is generated in a single degree and has linear relations, the
generators of HS1(I) can be quite explicitly described, as explained in Proposi-
tion 1.3. If we require that I has linear quotients, then it can be shown that
HSj+1(I) ⊆ HS1(HSj(I)), see Proposition 1.4. In general however equality does
not hold. Indeed, if p = proj dim(I) and HSp(I) is not a principal ideal, then
HS1(HSp(I)) 6= 0, while HSp+1(I) = 0. Even worse, if I does not have linear quo-
tients then not even the inclusion HSj+1(I) ⊆ HS1(HSj(I)) may be valid. It would
be of interest to have precise conditions for when HSj+1(I) = HS1(HSj(I)) for all j.
It is quite easy to see (Proposition 1.5) that HSj+1(I) ⊆ mHSj(I), and conse-
quently, height(HSi+1(I)) ≤ height(HSi(I)) for all j, as noted in Corollary 1.6. Due
to this fact one would expect that proj dimHSj+1(I) ≤ proj dimHSj(I). So far we
know this only in a special case which will be described below.
Given a monomial ideal I and an integer vector in c ∈ Zn with non-negative
entries, one defines the ideal I≤c which is obtained from I by taking only those
monomials among the generators of I whose exponents are componentwise less than
or equal to c. It is shown in Corollary 1.10 that HSj(I
≤c) = HSj(I)
≤c. Another
important operation on monomial ideals is monomial localization. Here we show that
HSi(I(P )) ⊆ HSi(I)(P ) for all i and all monomial prime ideals P . For the proof
we construct, starting with the resolution F of I, a multigraded (in general non-
minimal) multigraded free resolution for I(P ), see Lemma 1.12. This construction
is of interest in its own. Ordinary localization of F would destroy its multigraded
structure. In Proposition 1.13 we observe that HSn−1(I) can be expressed in terms
of the socle of I and in Proposition 1.14 it is shown that HSj(I
℘) = HSj(I)
℘, where
for a monomial ideal J , the ideal J℘ denotes its polarization.
In Section 2 we study the homological shift ideals of c-bounded strongly stable
ideals. There we generalize a result obtained by Bayati et al [2] who showed that
the homological shift ideals of a principal strongly stable ideal have linear quotients.
We extend this result to c-bounded strongly stable ideals, see Theorem 2.2. For
the proof we show in Lemma 2.3 that c-bounded principal strongly stable ideals are
obtained from principal strongly stable ideals by simply bounding the exponents of
its generators by c. This is not as obvious as it appears at the first glance. Having
this and a characterization of linear quotient ideals, as described in Lemma 2.5, the
desired result can be deduced from [2, Theorem 2.4].
In Section 3 we consider the homological shift ideals of ideals of Veronese type,
denoted Ic,n,d. These are special classes of polymatroidal ideals, namely those con-
sisting of all monomials of degree d in n variables whose exponents are bounded
by c. Any polymatroidal ideal satisfying the strong exchange property is of this
type, up to multiplication by a monomial. It is shown in Proposition 3.1 that any
Veronese type ideal is indeed a c-bounded principal strongly stable ideal and then
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it has linear quotients. Moreover, it is proved that the homological shift ideals of
Ic,n,d are all polymatroidal, see Theorem 3.3.
Finally, in Section 4 the homological shift ideals of edge ideals with linear resolu-
tion are studied. Let G be a finite simple graph. By Fro¨berg [6], the edge ideal I(G)
of G has linear resolution if and only if the complementary graph Gc of G is chordal.
By a theorem of Dirac [4], a chordal graph has a perfect elimination ordering. In
terms of this elimination ordering, Theorem 4.1 provides for all j an explicit descrip-
tion of the generators of HSj(I(G
c)), when G is chordal. In the specific case of a
path graph Pn, we show in Proposition 4.2 that HSj(I(P
c
n)) has linear quotients for
all j ≥ 0. In Corollary 4.4 it is shown that HSj(I(P
c
n)) 6= (0) if and only if j ≤ n−3.
This is the consequence of a more general result on proper interval graphs, described
in Lemma 4.3. Proposition 4.5 provides a formula for the projective dimension of
HSj(I(P
c
n)). Indeed, we show that HSj(I(P
c
n)) = n−j−2 for j ≤ n−3. This supports
our expectation that quite generally one has proj dimHSj+1(I) ≤ proj dimHSj(I)
for all j. Even though, we know the generators of HSj(I(G
c)) when G is chordal, at
present we are not able to prove that these ideals all have linear quotients. However,
we show in Theorem 4.7 that HS1(I(G
c)) is a vertex splittable ideal and hence has
linear quotients.
1. General properties of homological shift ideals
Let K be a field and S = K[x1, . . . , xn] be the polynomial ring in n indeterminates
over K.
Definition 1.1. Let I ⊂ S be a monomial ideal with minimal multigraded free
S-resolution
F : 0 −→ Fq
∂q
−→ Fq−1 −→ · · · −→ F1
∂1
−→ F0 −→ I −→ 0,
where Fi =
⊕bi
j=1 S(−aij). The vectors aij are called the multigraded shifts of the
resolution F. The monomial ideal HSi(I) = (x
aij : j = 1, . . . , bi) is called the ith
homological shift ideal of I.
Note that HS0(I) = I.
Example 1.2. (a) Let I = (x31, x
2
1x2, x1x
2
2). Then HS1(I) = (x
3
1x2, x
2
1x
2
2) and
HS2(I) = 0.
(b) Let I be a complete intersection with G(I) = {u1, . . . , um}, where G(I) is the
unique minimal set of monomial generators of I. Since the Koszul complex with
respect to the sequence u1, . . . , um is the minimal multigraded free resolution of I,
we obtain
HSj(I) = (ui1ui2 · · ·uij : 1 ≤ i1 < i2 < · · · < ij ≤ m).
(c) Let I be a Gorenstein monomial ideal. Let p be the projective dimension
of S/I and F its graded minimal free resolution. Then Fp = S(−a) and F is self-
dual. This follows [3, Corollary 3.3.9 and Theorem 3.3.7]. As a consequence, if
Fj =
⊕bj
k=1 S(−ajk), then
{ap−j,1, . . . , ap−j,bp−j} = {a− aj,1, . . . , a− aj,bj}.
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Thus for all j,
G(HSp−j−1(I)) ⊆ {v/u : u ∈ G(HSj(I))},
where v = xa. Equality holds, when G(HSj(I)) = {x
aj1 , . . . ,xajbj }.
(d) Let I be a stable monomial ideal. By using the Eliahou-Kervaire resolution
[5] of I , we have that
HSj(I) = (xFu : u ∈ G(I), F ⊂ [n],max(F ) < m(u), and |F | = j).
Here, xF =
∏
i∈F
xi max(F ) = max{i : i ∈ F} and m(u) = max{i : xi divides u}.
The following result describes HS1(I) when I is linearly related.
Proposition 1.3. Let I be generated in a single degree, and suppose that I has
linear relations. Then HS1(I) is generated by all monomials of the form xiu with
u ∈ G(I) for which there exist j 6= i and v ∈ G(I) such that xiu = xjv.
Proof. Let G(I) = {u1, . . . , um}, F be the free S-module with basis e1, . . . , em, and
let ϕ : F → I be the S-module homomorphism with ϕ(ei) = ui for i = 1, . . . , m.
Then the multi-degree of ei is the same as that of ui. It is clear xiek−xjel ∈ Ker(ϕ)
if xiuk = xjul. Therefore, xiuk ∈ HS1(I).
Conversely, let r ∈ Ker(ϕ) be a non-zero minimal generator of multi-degree a. By
our assumption, xa is of degree d+ 1 if I is generated in degree d. Then r is of the
form
∑t
k=1 λk(x
a/uik)eik where the coefficients λk belong to K, and where the sum
is taken over all uik which divide x
a.
Since r 6= 0, the sum of r has at least two non-zero terms, say, λ1, λ2 6= 0. Let
s = (xa/ui1)ei1 − (x
a/ui2)ei2 . Then s ∈ Ker(ϕ) is a relation as described in the
statement of the proposition and r − λ1s ∈ Ker(ϕ). If r − λ1s = 0, we are done.
Otherwise, r − λ1s has at most t − 1 summands, and we may apply induction to
deduce the desired conclusion. 
Let I be a monomial ideal generated in degree d. The ideal I is said to have
linear quotients if there exists some order u1, . . . , um of the elements of G(I) such
that each colon ideal (u1, . . . , uj−1) : uj is generated by a subset of {x1, . . . , xn} for
all j = 2, . . . , m.
The situation described in Example 1.2(c) holds more generally. Indeed, let I be
any monomial ideal with G(I) = {u1, u2, . . . , um}. Suppose that deg u1 ≤ deg u2 ≤
· · · ≤ deg um and that I has linear quotients with respect to this order of monomials.
For uj ∈ G(I), let (u1, . . . , uj−1) : uj = {xi1 , . . . , xik}. We denote by setI(uj) or
simply set(uj) the set {i1, . . . , ik}. It follows from [9, Lemma 1.5] that
HSj(I) = (xFu : u ∈ G(I), |F | = j, F ⊆ set(u)).(1)
This observation has the following consequence.
Proposition 1.4. Suppose that the monomial ideal I has linear quotients. Then
HSj+1(I) ⊆ HS1(HSj(I))
for all j.
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Proof. The assertion is trivial for j = 0. Now let us assume that j > 0. We adopt
the notation of the above discussion. Let xFu ∈ HSj+1(I) with u ∈ G(I) and
F ⊆ set(u). Since j ≥ 1, there exist a, b ∈ F with a 6= b. Since F \ {a} ⊂ set(u)
and F \ {b} ⊂ set(u), it follows that xF\{a}u, xF\{b}u ∈ HSj(I), and since xFu =
xaxF\{a}u = xbxF\{b}u, we deduce that xFu ∈ HS1(HSj(I)), as desired. 
In general, the inclusion HSj+1(I) ⊆ HS1(HSj(I)) does not hold. Indeed, let
I = (x1x2, x2x3, x3x4, x4x5, x5x1). Then
HS1(I) = (x1x2x3, x2x3x4, x3x4x5, x1x4x5, x1x2x5)
and
HS1(HS1(I)) = (x1x2x3x4, x2x3x4x5, x1x3x4x5, x1x2x4x5),
while HS2(I) = (x1x2x3x4x5).
One may expect that HSj+1(I) = HS1(HSj(I)) when I has linear quotients.
However this is not the case. The simplest example of this kind is the ideal
I = (x2x4, x1x2, x1x3) which has linear quotients for the generators in the given
order. Here we have HS1(I) = (x1x2x3, x1x2x4), and HS1(HS1(I)) = (x1x2x3x4).
However, HS2(I) = (0).
Let u ∈ S be a monomial, then u = xa11 · · ·x
an
n , and we write u = x
a where
a = (a1, . . . , an). Let m = (x1, . . . , xn) be the graded maximal ideal of S.
Proposition 1.5. For all j we have HSj+1(I) ⊆ mHSj(I).
Proof. Let
F : 0 −→ Fp
∂p
−→ Fp−1 −→ · · · −→ F1
∂1
−→ F0 −→ I −→ 0
be the minimal multigraded free S-resolution of I, where Fj =
⊕
k S(−ajk). Then
the image of the differential ∂j+1 : Fj+1 → Fj is contained in mFj for any j. Let
xa ∈ HSj+1(I), then there exists a basis element f ∈ Fj+1 such that deg(f) = a.
Assume that the differential ∂j+1 : Fj+1 → Fj is given by
∂j+1(f) =
∑
ℓ∈A
λℓx
cℓfℓ
where λℓ ∈ K and {fℓ : ℓ ∈ A} is a minimal multigraded basis of Fj . Then x
cℓ ∈ m,
and it follows that xa = xcℓxdeg(fℓ) for such ℓ with λℓ 6= 0. Thus x
a ∈ mHSj(I),
since xdeg(fℓ) ∈ HSj(I). 
An immediate consequence of the above proposition is
Corollary 1.6. For all i we have height(HSi+1(I)) ≤ height(HSi(I)).
Proposition 1.7. Let S1 = K[x1, . . . , xm], S2 = K[xm+1, . . . , xn] be two polynomial
rings in disjoint sets of indeterminates and I and J be monomial ideals of S1 and
S2, respectively. Let S = K[x1, . . . , xn]. Then for any i
HSi(IJ) =
∑
k+ℓ=i
HSk(I) HSℓ(J).
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Proof. Let
F : 0→ Fp → · · · → F1 → F0 → I → 0
and
G : 0→ Gq → · · · → G1 → G0 → J → 0
be the minimal multigraded free S1-resolutions of I and S2-resolutions of J , respec-
tively. Let Hi =
∑
k+ℓ=i
Fk ⊗K Gℓ, then
H : 0→ Hp+q → · · · → H1 → H0 → IJ → 0
is the minimal multigraded free S-resolutions of IJ . The desired conclusion follows,
because if Fk =
⊕
i S1(−ai) and Gℓ =
⊕
j S2(−bj), then Fk ⊗K Gℓ =
⊕
i,j S(−ai −
bj). 
Let c = (c1, . . . , cn) be an integer vector with ci ≥ 0. A monomial u = x
a is called
c-bounded, if a ≤ c, that is, ai ≤ ci for all i. Let I be a monomial ideal generated
by the monomials u1, . . . , um. We set
I≤c = (ui : ui is c-bounded).
Remark 1.8. The definition of I≤c does not depend on the chosen set of monomial
generators u1, . . . , um of I. Indeed, let J be the ideal generated by the c-bounded
monomials of G(I). We may assume that G(J) = {u1, . . . , ur} with r ≤ m. We want
to show that J = I≤c. Obviously J ⊆ I≤c. Now let w ∈ I≤c. Then there exists
1 ≤ i ≤ m such that ui|w. Since w is c-bounded, then ui is also c-bounded. Thus
i ≤ r. This means that ui ∈ J and hence w ∈ J .
We recall the so-called restriction lemma.
Lemma 1.9 ([8], Lemma 4.4). Let I ⊂ S be a monomial ideal, and F be its minimal
multigraded free S-resolution. Furthermore, let c = (c1, . . . , cn) be an integer vector
with ci ≥ 0. Let Fi =
⊕
j S(−aij). Then F
≤c with F≤ci =
⊕
aij≤c
S(−aij) is a
subcomplex of F and a minimal multigraded free resolution of I≤c.
The restriction lemma together with Remark 1.8 implies
Corollary 1.10. HSj(I
≤c) = HSj(I)
≤c.
Let P be a monomial prime ideal. The monomial localization I(P ) of I is obtained
from I by the substitution xi 7→ 1 for xi 6∈ P . Note that I(P ) is a monomial ideal in
S(P ) and I(P )SP = ISP , where S(P ) is the polynomial ring in the variables which
generate P and SP is the localization of S with respect to P .
Proposition 1.11. HSi(I(P )) ⊆ HSi(I)(P ) for all i and all monomial prime ideals
P .
For the proof of Proposition 1.11 we need monomial localization of multigraded
free resolutions. Let I ⊂ S be a monomial ideal, and let
F : 0→ Fq → · · · → F1 → F0 → 0
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be a multigraded free S-resolution of I. Let Fi =
⊕
j S(−aij). Since S(−aij) is
isomorphic to the principal ideal (xaij), we may write Fi =
⊕
j(x
aij). For example
if I = (x21, x1x2), then with this notation,
0→ (x21x2)→ (x
2
1)⊕ (x1x2)→ (x
2
1, x1x2)→ 0(2)
is the minimal multigraded free S-resolution of I, and ∂(x21x2) = x2(x
2
1)− x1(x1x2).
We let Fi(P ) =
⊕
j(x
aij)(P ) =
⊕
j(x
bij ), where xbij is obtained from xaij by the
substitution xi 7→ 1 for xi 6∈ P .
In order to simplify notation, for any monomial u ∈ S we let u∗ be the monomial
which is obtained from u by the substitution xi 7→ 1 for xi 6∈ P . We now define the
complex
F(P ) : 0→ Fq(P )→ · · · → F1(P )→ F0(P )→ 0,
whose differential ∂∗ is given as follows: set uij = x
aij for all i and j. Then ∂(uij) =∑
k λjkvjkui−1,k with λjk ∈ K and vjk monomials such that uij = vjkui−1,k for all k.
Then we set
∂∗(u∗ij) =
∑
k
λjkv
∗
jku
∗
i−1,k.
Lemma 1.12. With the notation introduced, F(P ) is a multigraded free S-resolution
of I(P ).
Proof. Let a ∈ Zn be an integer vector with non-negative entries. The a-graded
piece of F is a complex
Fa : 0→ (Fq)a → · · · → (F1)a → (F0)a → 0
of finite dimensional K-vector spaces. To say that Fa is a resolution of Ia, is equiv-
alent to say that Fa → Ia → 0 is exact for all a.
We will show that the complexes of K-vector spaces
0→ (Fq)a → · · · → (F1)a → (F0)a → Ia → 0,(3)
and
0→ Fq(P )a∗ → · · · → F1(P )a∗ → F0(P )a∗ → I(P )a∗ → 0,(4)
are isomorphic for all a. Here a∗ is defined by the equation u∗ = xa
∗
, where u = xa.
By showing this, since the complexes (3) are exact for all a, the complexes (4)
are also exact for all a. This then shows that F(P ) is multigraded free resolution of
I(P ), as desired.
The isomorphism between complex (3) and complex (4) is established as follows:
let u = xa. Then (Fi)a =
⊕
Kvij(uij) with monomials vij, where the sum is taken
over all j with vij(uij) = u. Similarly, (Fi(P ))a∗ =
⊕
Kwij(u
∗
ij) with monomials wij,
where the sum is taken over all j with wij(u
∗
ij) = u
∗. Since u∗ = (vijuij)
∗ = v∗iju
∗
ij, it
follows that wij = v
∗
ij for all j. Thus for each i the map ϕ : (Fi)a → (Fi(P ))a∗ with
vij(uij) 7→ v
∗
ij(u
∗
ij) is an isomorphism of K-vector spaces. It is readily seen, that
for all i > 0 the sequence of maps ϕ = (ϕi)i=0,...,q commutes with the differentials
of (F)a and F(P )a∗. Thus F(P )a∗ is indeed an exact complex, and ϕ is a complex
homomorphism. Moreover, ϕ0 is compatible with the augmentation maps (F0)a →
Ia and (F0(P ))a∗ → I(P )a∗. This completes the proof. 
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In the example given by (2), if P = (x1), then
F(P ) : 0→ (x21)→ (x
2
1)⊕ (x1)→ (x1)→ 0,
and ∂∗(x21) = 1(x
2
1)− x1(x1). This example shows that F(P ) is in general no longer
a minimal free resolution of I(P ), even though F may be minimal.
Proof of Proposition 1.11. Note that HSi(I)(P ) = (x
ai1 ,xai2, . . .)(P ) = (xbi1 ,xbi2 , . . .).
Thus the generators of HSi(I)(P ) correspond the ith homological shifts of F(P )
which is a multigraded, but not necessarily a minimal free resolution of I(P ). This
implies that HSi(I(P )) ⊆ HSi(I)(P ). 
In our example given in (2), we have HS1(I)(P ) = (x
2
1) and HS1(I(P )) = 0.
For the last homological shift ideal of a monomial ideal we have the following
interpretation.
Proposition 1.13. Let I ⊂ S be a monomial ideal, and m be the graded maximal
ideal of S. Furthermore, let (I : m)/I =
⊕t
i=1K(−ai) and J = (x
ai : i = 1, . . . , t).
Then HSn−1(I) = x1x2 · · ·xnJ .
Proof. Let
0→ Fn−1 → · · · → F1 → F0 → I → 0
be the minimal multigraded free S-resolution of I with Fn−1 =
⊕r
i=1 S(−ai). Then
HSn−1(I) = (x
a1, . . . ,xar).
There exists the following isomorphisms of multigraded graded modules.
r⊕
i=1
K(−ai) ∼= Torn−1(K, I) ∼= Torn(K,S/I) ∼= Hn(x1, . . . , xn;S/I).
Here Hn(x1, . . . , xn;S/I) denotes the nth Koszul homology of S/I with respect to
the sequence x1, . . . , xn. Since theK-vector space Hn(x1, . . . , xn;S/I) admits a basis
consisting of the elements (u + I)e1 ∧ e2 ∧ · · · ∧ en with u ∈ G(J), a comparison of
multidegrees provides the desired result. 
Via polarization many questions about monomial ideals can be reduced to ques-
tions about squarefree monomial ideals. Let u = xa11 · · ·x
an
n be a monomial. We
define the polarized monomial of u to be the squarefree monomial
u℘ =
n∏
i=1
ai∏
j=1
xij .
where the xij are a new set of variables.
Let I ⊂ S be a monomial ideal with G(I) = {u1, . . . , um}. The polarization of I
to be the ideal I℘ = (u℘1 , . . . , u
℘
m).
Proposition 1.14. Let I be a monomial ideal. Then HSj(I
℘) = HSj(I)
℘ for all j.
Proof. Let F be the minimal multigraded free S-resolution of I. By using the
notation as in the proof of Proposition 1.11, we may write Fi =
⊕
j(x
aij) for
i = 0, . . . , proj dim(I). It follows from a result of Sbarra [11, Corollary 4.8] that
I℘ admits the minimal multigraded free resolution G (over the polynomial ring with
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the required variables), where Gi =
⊕
j((x
aij )℘) for i = 0. . . . , proj dim(I℘). This
yields the desired conclusion. 
As an example we apply Proposition 1.14 to compute a certain homological
shift ideal of a whisker graph. Let G be a finite simple graph on the vertex set
[n] = {1, . . . , n}. The whisker graphG∗ ofG is the graph with the vertex set V (G∗) =
{1, . . . , n}∪{1′, . . . , n′} and the edge set E(G∗) = E(G)∪{{1, 1′}, {2, 2′}, . . . , {n, n′}}.
We identify the edge ideal I(G∗) ofG∗ with the monomial ideal (I(G), x1y1, . . . , xnyn)
in K[x1, . . . , xn, y1, . . . , yn], where K is a field. Here I(G) = (xixj : {i, j} ∈ E(G)}
is the edge ideal of G. We set I = (I(G), x21, . . . , x
2
n). Then, I(G
∗) = I℘, where for
simplicity we set xi = xi1, yi = xi2, for i = 1, . . . , n.
Let ∆(G) be the independence complex of G. Its faces consist of all independent
sets F , that is, sets F ⊆ [n] which contain no edge of G. It is obvious that the
monomials xF with F ∈ ∆(G) form a K-basis of K[x1, . . . , xn]/I. Let F(∆(G))
denote the set of facets of ∆(G). Then it follows that (I : m)/I is generated
by the monomials xF with F ∈ F(∆(G)). Thus, Proposition 1.13 implies that
HSn−1(I) = (x[n]xF : F ∈ F(∆(G))). Now we apply Proposition 1.14 and obtain
that HSn−1(I(G
∗)) is generated by the monomials (x[n]xF )
℘ with F ∈ F(∆(G)).
Note that (x[n]xF )
℘ = x[n]yF , where yF =
∏
i∈F
yi. Hence we have shown
Corollary 1.15. HSn−1(I(G
∗)) = (x[n]yF : F ∈ F(∆(G))).
2. Homological shifts of c-bounded strongly stable principal ideals
Throughout this section, c ∈ Zn is an integer vector with non-negative entries.
Definition 2.1. A monomial ideal I ⊂ S is called c-bounded strongly stable, if each
monomial u ∈ G(I) is c-bounded, and for all i < j for which xj |u and xi(u/xj) is
c-bounded, it follows that xi(u/xj) ∈ I.
Let u1, . . . , um ∈ S be c-bounded monomials. The smallest c-bounded strongly
stable ideal containing u1, . . . , um is denoted by B
c(u1, . . . , um). A monomial ideal
I is called a c-bounded strongly stable principal ideal, if there exists a c-bounded
monomial u such that I = Bc(u). The smallest strongly stable ideal containing
u1, . . . , um (with no restrictions on the exponents) is denoted by B(u1, . . . , um).
A well-known example of ideals of this type are the so-called Veronese type ideals.
Its definition is given at the beginning of section 3. In our terminology these are the
ideals of the form I = B(xdn)
≤c.
The main result of this section is the following
Theorem 2.2. Let I be a c-bounded strongly stable principal ideal. Then HSj(I)
has linear quotients for all j.
The proof of this theorem requires some preparation.
Let u and v be c-bounded monomials of same degree d. Then we write v ≺c u if
and only if v ∈ Bc(u). This is a partial order on the c-bounded monomials of degree
d. We also write v ≺ u if and only if v ∈ B(u).
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Lemma 2.3. Let u ∈ S be a c-bounded monomial. Then Bc(u) = B(u)≤c.
Proof. The inclusion Bc(u) ⊆ B(u)≤c is obvious. Conversely, assume that u =
xi1 · · ·xid with i1 ≤ i2 ≤ · · · ≤ id, and let v ∈ B(u)
≤c, v = xj1 · · ·xjd with j1 ≤
j2 ≤ · · · ≤ jd. We may assume that v 6= u. Let ℓ + 1 be the smallest integer
such that iℓ+1 > jℓ+1, and u1 = xiℓ+1−1(u/xiℓ+1). Then u1 is c-bounded. Otherwise,
iℓ+1 − 1 = iℓ = iℓ−1 = · · · = iℓ−cℓ+1. By the choice of ℓ it follows that jℓ = jℓ−1 =
· · · = jℓ−cℓ+1. Since v is c-bounded, it follows that jℓ+1 > jℓ. Moreover, jℓ = iℓ.
Then iℓ < jℓ+1 < iℓ+1 = iℓ + 1, a contradiction. This shows that indeed u1 is
c-bounded, and hence u1 ≺c u. Also we have v ∈ B(u1)
≤c. In fact, by the same
argument, if u1 = xk1 · · ·xkd , we set u2 = xkℓ′+1−1(u1/xkℓ′+1), where ℓ
′ + 1 is the
smallest integer such that kℓ′+1 > jℓ′+1, then u2 ≺c u1 and v ∈ B(u2)
≤c. So we
have a chain u ≻c u1 ≻c u2 ≻c · · · ≻c um, where um = v. Thus v ≺c u and then
v ∈ Bc(u).
By induction we may assume that B(u1)
≤c = Bc(u1). Therefore, v ∈ B
c(u1).
The desired conclusion follows since Bc(u1) ⊂ B
c(u).
An immediate consequence of Lemma 1.9 is
Corollary 2.4. Let I be a monomial ideal generated in degree d. If I has linear
resolution, then I≤c has linear resolution.
The following lemma is needed in the sequel.
Lemma 2.5. Let I be a monomial ideal generated in degree d with G(I) = {u1, . . . , um}.
Then the following conditions are equivalent:
(a) I has linear quotients with respect to u1, . . . , um.
(b) the ideals Ij = (u1, . . . , uj) have linear resolution for j = 1, . . . , m.
Proof. For any j < m, we obtain the following short exact sequence
0→ Ij → Ij+1 → (S/(Ij : uj+1))(−d)→ 0,
because Ij+1/Ij ∼= (S/(Ij : uj+1))(−d). This short exact sequence induces the long
exact sequence
Tori(K, Ij)i+ℓ → Tori(K, Ij+1)i+ℓ → Tori(K,S/(Ij : uj+1))i+ℓ−d(5)
→ Tori−1(K, Ij)i−1+(ℓ+1) → · · ·
(a) ⇒ (b): We apply induction on j. The case j = 1 is clear. Suppose that the
statement holds for j. Since Ij+1/Ij ∼= uj+1(S/(Ij : uj+1)), we know that (S/(Ij :
uj+1))(−d) has d-linear resolution. It follows that Tori(K,S/(Ij : uj+1))i+ℓ−d = 0
for any ℓ 6= d. Therefore, we obtain that Tori(K, Ij+1)i+ℓ = 0 for ℓ 6= d by long
exact sequence (5) and inductive assumption. Thus the assertion follows.
(b)⇒ (a): Since we assume that Ij and Ij+1 have d-linear resolution it follows from
(5) that Tori(K,S/(Ij : uj+1))i+ℓ−d = 0 for ℓ 6= d, d − 1. Therefore, Tori(K,S/(Ij :
uj+1))i+ℓ = 0 if ℓ 6= 0,−1. Since S/(Ij : uj+1) is generated in degree 0, it follows
that Tori(K, (S/(Ij : uj+1))i+ℓ = 0 if ℓ = −1. This shows that Tori(K, (S/(Ij :
uj+1))i+ℓ = 0 for ℓ 6= 0. Hence Ij : uj+1 has 1-linear resolution. Since Ij : uj+1 is
monomial ideal, this implies that Ij : uj+1 is generated by variables. 
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By using Lemma 2.5 and Corollary 2.4 we get
Proposition 2.6. Let I be a monomial ideal generated in degree d. If I has linear
quotients, then I≤c has linear quotients.
Proof. Let G(I) = {u1, . . . , um} and assume I has linear quotients with respect to
u1, . . . , um. Then the ideals Ij = (u1, . . . , uj) have linear resolution for j = 1, . . . , m,
by Lemma 2.5. Let I≤c = where uiℓ ’s are the c-bounded elements of G(I) and
i1 < i2 < · · · < is. By Lemma 2.5, it is enough to show that (I
≤c)t = (ui1, . . . , uit)
has linear resolution for t = 1, . . . , s. We have (I≤c)t = (ui1, . . . , uit) = J
≤c, where
J = (uk : 1 ≤ k ≤ it). Since I has linear quotients and J = Iit , by Lemma 2.5, J
has a linear resolution. So by Corollary 2.4, J≤c has a linear resolution.
Now we are ready to prove the main result of this section.
Proof of Theorem 2.2. By Lemma 2.3 we have Bc(u) = B(u)≤c. Therefore, Corol-
lary 1.10 implies that HSj(B
c(u)) = HSj(B(u))
≤c. By a result of Bayati et al [2]
HSj(B(u)) has linear quotients. The desired result follows now from Proposition 2.6.

3. Homological shifts of Veronese type ideals
Given positive integers n and d and an integer vector c = (c1, . . . , cn) with ci ≥ 0.
The monomial ideal Ic,n,d ⊂ S = K[x1, . . . , xn] with
G(Ic,n,d) = {x
a1
1 x
a2
2 · · ·x
an
n |
n∑
i=1
ai = d and ai ≤ ci for i = 1, . . . , n}
is called a Veronese type ideal. Observe that Ic,n,d = 0 if
∑n
i=1 ci < d. We therefore
assume for the rest of this section that
∑n
i=1 ci ≥ d, unless otherwise stated.
Proposition 3.1. Let c be an integer vector with non-negative components and d
and n be positive integers with Ic,n,d 6= 0. Then Ic,n,d = B
c(u) for some monomial
u.
Proof. By Lemma 2.3, it is enough to find a monomial u such that Ic,n,d = B(u)
≤c.
Let c = (c1, . . . , cn). First assume that cn > d. We show that Ic,n,d = B(u)
≤c, where
u = xdn. Clearly B(u)
≤c ⊆ Ic,n,d. Now, let v = x
a1
1 · · ·x
an
n ∈ Ic,n,d. If v = u, then
v ∈ B(u)≤c. Let v 6= u. Since
∑n
i=1 ai = d, we have an ≤ d and then v ∈ B(u)
≤c.
So Ic,n,d = B(u)
≤c.
Now, let cn ≤ d. We setm = max{j :
n∑
i=n−j+1
ci ≤ d} and r = d−
n∑
i=n−m+1
ci. Note
that since cn ≤ d, m is well-defined and m ≥ 1. If m = n, then
n∑
i=1
ci = d, because
Ic,n,d 6= 0. Thus Ic,n,d = (u) = B(u)
≤c, where u = xc11 · · ·x
cn
n and we are done. So
we may assume that m < n. Set u = xrn−m
n∏
i=n−m+1
xcii , where r = d −
n∑
i=n−m+1
ci.
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Clearly B(u)≤c ⊆ Ic,n,d. Now, let v = x
a1
1 · · ·x
an
n ∈ Ic,n,d. Then
v =


x
an−m−r
n−m
n−m−1∏
i=1
xaii (u/
n∏
i=n−m+1
xci−aii ), if r < an−m,
n−m−1∏
i=1
xaii (u/(x
r−an−m
n−m .
n∏
i=n−m+1
xci−aii )), if r ≥ an−m.
Note that (an−m − r) +
n−m−1∑
i=1
ai = d −
n∑
i=n−m+1
ai − r =
n∑
i=n−m+1
(ci − ai), and
(r − an−m) +
n∑
i=n−m+1
(ci − ai) = d −
n∑
i=n−m
ai =
n−m−1∑
i=1
ai. So v ∈ B(u). Since v is
c-bounded, v ∈ B(u)≤c. 
Proposition 3.1 together with Theorem 2.2 imply
Corollary 3.2. The homological shift ideals HSj(Ic,n,d) have linear quotients.
In what follows we want to determine the ideals HSj(Ic,n,d) explicitly.For this pur-
pose we introduce the following notation. Let I ⊂ S be an equigenerated monomial
ideal, and let ℓ < n be a positive integer. Then we let I>ℓ be the ideal with
G(I>ℓ) = {u ∈ G(I) : | supp(u)| > ℓ}.
Recall that a monomial ideal I is called polymatroidal if for any two monomials
u = xa11 · · ·x
an
n and u = x
b1
1 · · ·x
bn
n belonging to G(I), and for each i with ai > bi,
one has j with aj < bj such that xju/xi ∈ G(I).
Theorem 3.3. For all ℓ ≥ 0 we have:
(a) HSℓ(Ic,n,d) = (Ic,n,d+ℓ)>ℓ.
(b) HSℓ(Ic,n,d) is a polymatroidal ideal.
Proof. (a) Case ℓ = 0 is trivial. Assume that ℓ ≥ 1. By Proposition 3.1, Corol-
lary 1.10 and Example 1.2(c), we obtain that
HSℓ(Ic,n,d) = (xFu : u ∈ G(Ic,n,d), max(F ) < m(u), |F | = ℓ and xFu is c-bounded),
where F ⊂ [n], max(F ) = max{i : i ∈ F} and m(u) = max{i : xi divides u}.
Let xFu ∈ HSℓ(Ic,n,d), then | supp(xFu)| ≥ |F |+ 1 = ℓ + 1 because of max(F ) <
m(u). The degree of xFu equals to d+ |F | = d+ ℓ, it follows that xFu ∈ (Ic,n,d+ℓ)>ℓ
since xFu is c-bounded.
Conversely, let v ∈ G((Ic,n,d+ℓ)>ℓ), then v is c-bounded. We may write v as
v = x
αj1
j1
· · ·x
αjt
jt
with 1 ≤ j1 < j2 < · · · < jt ≤ n and t > ℓ and αjk > 0 for k =
1, . . . , t. Set F = {j1, j2, . . . , jℓ} and u = x
αj1−1
j1
· · ·x
αjℓ−1
jℓ
x
αjℓ+1
jℓ+1
· · ·x
αjt
jt
, then |F | = ℓ,
max(F ) < m(u) and u is c-bounded of degree d. This implies that u ∈ G(Ic,n,d).
Hence v = xFu ∈ HSℓ(Ic,n,d).
(b) The ideal Ic,n,d is a polymatroidal ideal satisfying the strong exchange prop-
erty, see [7, Example 2.6]. Therefore the desired result follows from part (a) and the
next proposition. 
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A polymatroidal ideal I is said to satisfy the strong exchange property if for all
u = xa11 · · ·x
an
n and v = x
b1
1 · · ·x
bn
n in G(I) and all i and j with ai > bi and aj < bj
it follows that xj(u/xi) ∈ G(I). We may apply the following result to complete the
proof of Theorem 3.3(b).
Proposition 3.4. Let I be a polymatroidal ideal satisfying the strong exchange prop-
erty. Then I>ℓ is polymatroidal.
Proof. Let u, v ∈ G(I>ℓ), u = x
a1
1 · · ·x
an
n and v = x
b1
1 · · ·x
bn
n . Assume that ai > bi.
We have to find j such that bj > aj and xj(u/xi) ∈ I and | supp(xj(u/xi))| > l. We
may assume that i = 1. Since I is polymatroidal, there exists j such that bj > aj
and xj(u/x1) ∈ I. If a1 > 1, then | supp(xj(u/x1))| ≥ | supp(u/x1)| = | supp(u)| > ℓ
and so xj(u/x1) ∈ I>ℓ. If a1 = 1 and | supp(u)| > ℓ+ 1, then | supp(xj(u/x1)) ≥
| supp(u)| − 1 > ℓ and we are done. Finally if a1 = 1 and | supp(u)| = ℓ + 1, we
may assume that u = x1x
a2
2 · · ·x
aℓ
ℓ . Then v = x
b2
2 · · ·x
bn
n . Since | supp(v)| > ℓ, there
exists j > ℓ with bj 6= 0. Since I satisfies the strong exchange property, it follows
that xj(u/x1) ∈ I. Moreover | supp(xj(u/x1))| = | supp(u)| > ℓ. This completes the
proof. 
Remark 3.5. If the polymatroidal ideal I does not satisfy the strong exchange
property, then I>ℓ may not be polymatroidal. Indeed, the ideal
I = (x1x2x3x4, x
2
2x
2
4, x2x3x
2
4, x1x
2
2x4)
is polymatroidal, but does not satisfy the strong exchange property, while the ideal
I>2 = (x1x2x3x4, x2x3x
2
4, x1x
2
2x4) is not polymatroidal. Note however that I>2 nev-
ertheless has linear resolution.
It is well-known that a polymatroidal ideal I satisfies the strong exchange property
if and only if I is essentially of Veronese type, which means that I is of Veronese
type, up to multiplication by a monomial. Also one can easily see that for any
monomial m, HSj(mI) = mHSj(I) for all j. Thus Theorem 3.3(b) implies
Corollary 3.6. Let I be a polymatroidal ideal satisfying the strong exchange prop-
erty. Then HSj(I) is a polymatroidal ideal for all j.
4. Homological shifts of edge ideals
In this section we study the homological shift ideals of edge ideals which have linear
resolution. Let G be a graph with the vertex set V (G) and the edge set E(G). Recall
that a perfect elimination ordering for G, is a total ordering on x1 > x2 > · · · > xn
on V (G) such that NGi(xi) induces a complete subgraph of G, where Gi is the
induced subgraph of G on the vertex set {xi, xi+1, . . . , xn} and NG(x) denotes the
set of vertices which are adjacent to x in G. Also we set NG[x] = NG(x) ∪ {x}.
Theorem 4.1. Let I be an edge ideal with linear resolution and G be the chordal
graph for which I = I(Gc). Let x1 > x2 > · · · > xn be a perfect elimination ordering
for G. Then
HSk(I) = (xi1xi2 · · ·xik+2 : 1 ≤ i1 < i2 < · · · < ik+2 ≤ n, and there exists
t < k + 2 such that {xit , xiℓ} /∈ E(G) for all t < ℓ ≤ k + 2).
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Proof. Let x1 > x2 > · · · > xn be a perfect elimination ordering for G. Then I
has linear quotients with the lex order on G(I) induced by x1 > x2 > · · · > xn.
Indeed one can see that I = J + x1(xl1 , . . . , xls), where J = I((G \ x1)
c) and
{xl1 , . . . , xls} = V (G) \ NG[x1] with l1 < · · · < ls. By induction hypothesis let
f1 > · · · > fr be the order of linear quotients on the minimal generators of J .
Then x1xl1 > · · · > x1xls > f1 > · · · > fr is an order of linear quotients of I.
Note that NG[x1] induces a complete subgraph of G. Thus for any 1 ≤ j ≤ r,
supp(fj) ∩ {xl1 , . . . , xls} 6= ∅, since supp(fj) is an independent set of G \ x1. So for
any fj , there exists xlp which divides fj and then x1xlp : fj = x1 and x1|(x1xli : fj)
for any 1 ≤ i ≤ s. This means that setI(fj) = setJ(fj) ∪ {1}. Also it is clear that
setI(x1xli) = {l1, . . . , li−1} for any i. By induction on n, we show that for any xixj ∈
I, where i < j, set(xixj) = {1, 2, . . . , i−1, j1, . . . , js}, where {j1, . . . , js} = {k : xk /∈
NG[xi], i < k < j}. For i = 1, the equality is already shown. Now, assume that i ≥ 2.
Then xixj ∈ J . Since x2 > · · · > xn is a perfect elimination ordering for G \ x1, by
induction hypothesis we may assume that setJ(xixj) = {2, 3, . . . , i − 1, j1, . . . , js},
where {j1, . . . , js} = {k : xk /∈ NG\x1 [xi], i < k < j}. Note that for any k > i,
xk /∈ NG\x1 [xi] is equivalent to xk /∈ NG[xi]. Thus setI(xixj) = setJ(xixj) ∪ {1} =
{1, 2, . . . , i − 1, j1, . . . , js}, where {j1, . . . , js} = {k : xk /∈ NG[xi], i < k < j}, as
desired.
By (1), any minimal generator of HSk(I) is of the form u = xixjxF , where xixj ∈ I
with i < j and F ⊆ setI(xixj) = {1, 2, . . . , i − 1, j1, . . . , js} such that |F | = k.
We may write u = xi1xi2 · · ·xik+2, where 1 ≤ i1 < i2 < · · · < ik+2 ≤ n. Since
i < j, we have i = it for some t < k + 2. For any ℓ with t < ℓ ≤ k + 2, we have
iℓ > it = i. Hence xiℓ |xjxF , and then iℓ ∈ {j1, . . . , js}∪{j}. Therefore xiℓ /∈ NG[xit ],
i.e., {xit , xiℓ} /∈ E(G). Conversely, consider an element v = xi1xi2 · · ·xik+2 , where
1 ≤ i1 < i2 < · · · < ik+2 ≤ n such that there exists t < k + 2 with {xit , xiℓ} /∈ E(G)
for all t < ℓ ≤ k + 2. Then v = xitxit+1xF , where F = {i1, . . . , it−1, it+2, . . . , ik+2}.
Note that by our assumption, xit+1, xit+2, . . . , xik+2 /∈ NG[xit ]. Thus xitxit+1 ∈ I and
F ⊆ set(xitxit+1) with |F | = k. So v ∈ HSk(I). The proof is complete. 
Proposition 4.2. Let n be any positive integer and I = I(P cn). Then HSk(I) has
linear quotients for any k ≥ 1.
Proof. Let Pn : x1, x2, . . . , xn be a path graph and I = I(P
c
n). We have xixj ∈ I, if
and only if j − i ≥ 2. So by Theorem 4.1,
HSk(I) = (xi1xi2 · · ·xik+2 : 1 ≤ i1 < i2 < · · · < ik+2 ≤ n, and there exists
t < k + 2 such that it+1 − it ≥ 2).
We show that HSk(I) has linear quotients with the lex order induced by x1 > · · · >
xn. Let u = xi1xi2 · · ·xik+2 and v = xj1xj2 · · ·xjk+2 be two minimal generators of
HSk(I) such that 1 ≤ i1 < i2 < · · · < ik+2 ≤ n and 1 ≤ j1 < j2 < · · · < jk+2 ≤ n
and u >lex v. So there exists 1 ≤ d ≤ k + 2 such that ir = jr for r < d and
id < jd. If d = k + 2, then u : v = xid and we are done. So let d < k + 2. Set
w = (v/xjd)xid. Then w = xi1xi2 · · ·xidxjd+1 · · ·xjk+2. Since id < jd < jd+1, we have
jd+1 − id ≥ 2. So w is a minimal generator of HSk(I). Clearly xid |(u : v), w >lex v
and w : v = xid. 
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A graph G on the vertex set {x1, . . . , xn} is called a proper interval graph, if for all
i < j, {xi, xj} ∈ E(G) implies that the induced subgraph of G on {xi, xi+1, . . . , xj}
is a complete graph. Path graph is a simple example of a proper interval graph.
Any proper interval graph G can be described as G = L1 ∪ · · · ∪ Lp, where each Li
is a maximal complete subgraph of G and the labeling of V (G) is such that for any
i 6= j, if xi ∈ Lr and xj ∈ Ls and r < s, then i < j. In the next lemma we determine
when the homological shift ideal of I(Gc) is non-zero, when G is a proper interval
graph.
Lemma 4.3. Let G = L1∪· · ·∪Lp be a proper interval graph, s = min{|Li∩Li+1| :
1 ≤ i ≤ p− 1} and I = I(Gc). Then HSk(I) 6= (0) if and only if k ≤ n− s− 2. In
particular, proj dim(I) = n− s− 2.
Proof. By Theorem 4.1, we have
HSk(I) = (xi1xi2 · · ·xik+2 : 1 ≤ i1 < i2 < · · · < ik+2 ≤ n, and there exists
t < k + 2 such that {xit , xiℓ} /∈ E(G) for all t < ℓ ≤ k + 2).
First assume that k ≤ n − s − 2. Let T = Ld ∩ Ld+1 = {xr+1, . . . , xr+s} be of
size s in G. Since k + s + 2 ≤ n, we set u =
k+s+2∏
i=1
xi/
r+s∏
i=r+1
xi. Then deg(u) =
k + s + 2 − s = k + 2. Also {xr, xr+s+1} /∈ E(G). Otherwise {xr, . . . , xr+s+1} ⊆ Lq
for some 1 ≤ q ≤ p. Note that q 6= d, d + 1, because xr+s+1 ∈ Lq \ Ld and
xr ∈ Lq \Ld+1. But since xr ∈ Ld and xr+s+1 ∈ Ld+1, we should have d < q < d+1,
which is a contradiction. Thus {xr, xr+s+1} /∈ E(G). Since G in an interval graph,
{xr, xℓ} /∈ E(G) for any ℓ > r + s+ 1. So u ∈ HSk(I) and HSk(I) 6= 0.
Now, assume that HSk(I) 6= 0 and u = xi1xi2 · · ·xik+2 ∈ HSk(I). Let t < k + 2
be such that {xit , xiℓ} /∈ E(G) for all t < ℓ ≤ k + 2. Since {xit , xit+1} /∈ E(G), we
have xit ∈ Lm and xit+1 ∈ Lm′ , where m 6= m
′. So m < m′. Let λ be the smallest
integer with xλ ∈ Lm+1 \ Lm. Since |Lm ∩ Lm+1| ≥ s, we have λ − it > s. Since
m′ ≥ m + 1, one has it+1 ≥ λ. Hence it+1 − it ≥ λ − it > s. Thus supp(u) ⊆
{1, . . . , n} \ {it + 1, it + 2, . . . , it + s} and so k + 2 = | supp(u)| ≤ n− s. 
Corollary 4.4. Let n and k be positive integers and I = I(P cn). Then HSk(I) 6= (0)
if and only if k ≤ n− 3.
Proposition 4.5. Let n and k be positive integers and I = I(P cn). If HSk(I) 6= (0),
then proj dim(HSk(I)) = n− k − 2.
Proof. By [9, Lemma 1.5] and Proposition 4.2, one has
proj dim(HSk(I)) = max{| set(u)| : u ∈ G(HSk(I))}.
Note that by Corollary 4.4, k ≤ n − 3. Also HSk(I) has linear quotients with
the lex order induced by x1 > · · · > xn as was shown in the proof of Proposition
4.2. Let u = xi1xi2 · · ·xik+2 ∈ HSk(I) such that i1 < i2 < · · · < ik+2. Let 1 ≤
t ≤ k + 1 be the smallest integer such that it+1 − it ≥ 2 (see Theorem 4.1). Set
A = [1, ik+2] \ {i1, i2, . . . , ik+2}. We show that
set(u) =
{
A, if t < k + 1,
A \ {ik+1 + 1}, if t = k + 1.
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Clearly set(u) ⊆ A, since all minimal generators of HSk(I) are squarefree. Let
t < k+1. Consider j ∈ A. If j < i1, then for v = xj(u/xi1), we have v ∈ G(HSk(I)),
v >lex u and v : u = xj . Thus j ∈ set(u). If j > i1, then there exists ℓ such that
iℓ < j < iℓ+1. Thus for v = xj(u/xiℓ+1), we have v >lex u and v : u = xj . We show
that v ∈ G(HSk(I)). Indeed if ℓ ≤ t, then ℓ + 2 ≤ t + 2 ≤ k + 2 and so xj , xiℓ+2|v.
Since iℓ+2 > iℓ+1 > j, one has iℓ+2− j ≥ 2 and we are done. If ℓ > t, then xit , xit+1|v
and it+1 − it ≥ 2 and so v ∈ G(HSk(I)). Therefore j ∈ set(u). Thus A = set(u).
Now, assume that t = k + 1. By contradiction assume that ik+1 + 1 ∈ set(u).
Then there exists v ∈ G(HSk(I)) such that v >lex u and v : u = xik+1+1. So
v = xik+1+1(u/xip), where ip > ik+1 + 1. Therefore p = ik+2 and then v =
xi1xi2 · · ·xik+1xik+1+1. But then by our assumption on t, is+1 − is = 1 for any
s < t = k + 1, so v /∈ HSk(I), a contradiction. Thus ik+1 + 1 /∈ set(u) and
set(u) ⊆ A \ {ik+1 + 1}. Conversely, consider j ∈ A \ {ik+1 + 1}. If j < i1, then for
v = xj(u/xi1), we have v ∈ G(HSk(I)), v >lex u and v : u = xj . If j > i1, then there
exists ℓ such that iℓ < j < iℓ+1. Thus for v = xj(u/xiℓ+1), we have v >lex u and
v : u = xj . Note that v ∈ G(HSk(I)). Indeed if ℓ < t, then ℓ + 2 ≤ t + 1 = k + 2.
Thus xj , xiℓ+2|v and iℓ+2 > iℓ+1 > j and so iℓ+2 − j ≥ 2. If ℓ > t, then xit , xit+1|v
and it+1 − it ≥ 2. If ℓ = t = k+1, then ik+1 < j < ik+2. Since j 6= ik+1 +1, one has
j − ik+1 ≥ 2. Also xj , xik+1|v. Therefore v ∈ G(HSk(I)) and so j ∈ set(u).
Thus for a minimal generator u of HSk(I), | set(u)| is maximal when | set(u)| =
|A| = ik+2−k−2, where ik+2 = n. This happens when we choose for example i1 = 1
and i2 = 3 which implies that t = 1 < k + 1. 
Corollary 4.6. Let n and k be positive integers and I = I(P cn) such that HSk(I) 6=
(0). Then proj dim(HSk+1(I)) < proj dim(HSk(I)).
For a set X = {x1, . . . , xn}, we abuse the notation and set K[X ] = K[x1, . . . , xn].
A monomial ideal I in R = K[X ] is called vertex splittable if it can be obtained by
the following recursive procedure.
(i) If u is a monomial and I = (u), I = (0) or I = R, then I is a vertex splittable
ideal.
(ii) If there is a variable x ∈ X and vertex splittable ideals I1 and I2 ofK[X\{x}]
so that I = xI1 + I2, I2 ⊆ I1 and G(I) is the disjoint union of G(xI1) and
G(I2), then I is a vertex splittable ideal.
With the above notations if I = xI1 + I2 is a vertex splittable ideal, then xI1 + I2
is called a vertex splitting for I and x is called a splitting vertex for I.
We expect that all homological shift ideals of edge ideals with linear resolution
have linear quotients. In the following theorem this is shown for the first homological
shift ideal. Indeed we show that the first homological shift ideal is vertex splittable
which by [10, Theorem 2.4] this implies that it has linear quotients.
Theorem 4.7. Let G be a chordal graph and I = I(Gc). Then HS1(I) is a vertex
splittable ideal and therefore it has linear quotients.
Proof. Let V (G) = {x, x1, . . . , xn} and x be a simplicial vertex of G with NG(x) =
{x1, . . . , xm}. We know from [10, Theorem 2.3] that I is vertex splittable and
I = J + xK is a splitting for I, where J = I((G \ x)c) and K = (xm+1, . . . , xn).
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Also by [10, Theorem 2.8], if G(J) = (g1, . . . , gs), then xxm+1, . . . , xxn, g1, . . . , gs
is an order of linear quotients for I. Thus for any m + 1 ≤ j ≤ n, set(xxj) =
{xm+1, xm+2, . . . , xj−1}. So by [9, Lemma 1.5], HS1(I) = (uxF : F ⊆ set(u), |F | =
1) = (xxjxk : m+ 1 ≤ j ≤ n, m+ 1 ≤ k ≤ j − 1) + (gixℓ : xℓ ∈ setI(gi)). One can
see that setI(gi) = setJ(gi) ∪ {x} for any i. Therefore HS1(I) = x(xkxj : m + 1 ≤
k < j ≤ n)+x(g1, . . . , gs)+(gixℓ : xℓ ∈ setJ(gi)) = xL+HS1(J), where L = (xkxj :
m + 1 ≤ k < j ≤ n) + (g1, . . . , gs). We show that HS1(I) = xL + HS1(J) is indeed
an splitting for HS1(I). Note that HS1(J) ⊆ J ⊆ L. By induction on the number of
vertices of the graph, we may assume that HS1(J) is vertex splittable. It remains
to show that L is vertex splittable. Let H be a graph with the vertex set V (G \ x)
and the edge set {{xi, xj} ∈ E(G \ x) : min{i, j} ≤ m}. We show that L = I(H
c).
We have I(Hc) = (xixj : i 6= j, {xi, xj} /∈ E(G \ x)) + (xixj : m+ 1 ≤ i < j ≤ n).
Note that (xixj : i 6= j, {xi, xj} /∈ E(G \ x)) = (g1, . . . , gs). Thus I(H
c) = L. Since
H is a chordal graph with less than |V (G)| vertices, by induction hypothesis I(Hc)
is vertex splittable. 
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