Abstract. We consider the semilinear electromagnetic Schrödinger equation
Introduction
Our purpose is to extend some results contained in [1] and [7] . We consider the semilinear electromagnetic Schrödinger problem In what follows A will be singular and V will be a Hardy-type potential.
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As usual, we denote by O(m) the group of linear isometries of R m and by SO(m) the subgroup of those whose determinant is 1. We identify SO(2) with the group of unit complex numbers S 1 acting by multiplication on C ≡ R 2 .
We start by considering a problem with a point singularity:
(1. We fix a closed subgroup G of O(N ) and a continuous homomorphism of groups τ : G → S 1 , and denote by Gx := {gx : g ∈ G} the G-orbit of a point x ∈ R N and by G x := {g ∈ G : gx = x} its isotropy group. We write #Gx for the cardinality of Gx and ker τ for the kernel of τ. We assume that A is G-equivariant, that is,
for all x ∈ Ω, g ∈ G.
We prove the following result. Recall that
2 is the Hardy constant. Theorem 1.1 is a special case of a result for more general singular vector potentials which we state later (cf. Theorem 3.1).
A function u satisfying (1.5) will be called τ -equivariant. If τ ≡ 1 is the trivial homomorphism then (1.5) simply says that u is G-invariant, i.e.
Condition (1.5) implies that the absolute value |u| of u is G-invariant, whereas the phase of u(gx) is that of u(x) multiplied by τ (g).
The special case where
, N ≥ 4, and τ = τ n with τ n (e iϑ , h) := e inϑ , n ∈ Z, was considered by Abatangelo and Terracini in [1] . Note that, if u n satisfies (1.5) for this data and
i.e. u n restricted to the circle S 1 (y, z) := {(e iϑ y, z) : ϑ ∈ [0, 2π)} has degree n (as a mapping into C {0}). Therefore, if all u n are nontrivial a.e., then u m = u n whenever m = n. So, in this case, Theorem 1.1 gives us infinitely many distinct solutions u n , n ∈ Z, having the symmetries we just described.
For Aharonov-Bohm potentials we get a stronger result. Again, we write a point in R N as (y, z) ∈ R 2 × R N −2 and consider the problem
We assume that σ < κ s , where κ s is the best constant for the Hardy inequality
We prove the following result. 
(e) u m sA,σ < u n sA,σ if |s + m| < |s + n| .
For N = 3 and σ = 0 this result was proved in [7] . Properties (c) and (d) can be expressed by saying that u n satisfies (1.5) for G := S 1 × O(N − 2) and τ = τ n , as defined above.
Existence of τ -equivariant solutions can be obtained by constrained minimization in some appropriate function space, see e.g. [5] . This is how we proceed to prove Theorem 1.1. For Theorem 1.2 we give a different argument: we obtain an S 1 -invariant solution by minimization and then use the gauge invariance of the Aharonov-Bohm potential to produce the other solutions. This allows us to establish not only existence and the symmetry properties, but also all other properties stated in Theorem 1.2.
Our Theorems 1.1 and 1.2 extend Theorem 1.1 in [1] . While in [1] it is assumed that |σ| is sufficiently large and σ < 0, we allow all σ < N −2 2 2 and σ < κ s respectively. We also allow more general symmetries and our arguments are considerably simpler. On the other hand, in [1] it was shown that, for |σ| and n large enough, there also exists a solution which satisfies (1.5) with τ = τ n
. This does not follow from our results.
Note that the Hardy term in (1.2) is SO(N )-invariant. A natural question arises whether there exist meaningful SO(N )-equivariant magnetic potentials. The answer is contained in the next result.
A consequence of this theorem is that such A can be gauged away by an SO(N )-invariant gauge transformation, so the problem may be reduced to a non-magnetic one. More precisely, there is a one-to-one correspondence between radially symmetric solutions to (1.1) with A as above and to (1.1) with A = 0. We also give an example showing that radial solutions to (1.1) may exist even if A is not SO(N )-equivariant.
This paper is organized as follows: Section 2 contains preliminary material. In section 3 we state and prove an extension of Theorem 1.1 to more general singular magnetic potentials. Section 4 is devoted to the proof of Theorem 1.2, and Theorem 1.3 is proved in section 5.
Preliminaries
In the following we assume that
and A is of the form
where S m−1 is the unit sphere in R m , centered at the origin. Note that A in (1.3) and A in (1.6) have this form, with m = N and m = 2 respectively.
This is called the diamagnetic inequality [12] . Together with the Sobolev inequality it yields
where S is the best Sobolev constant. The generalized Hardy inequality [3] says that
The constant
2 is optimal [15] . Combining this inequality with the diamagnetic inequality we obtain the magnetic Hardy inequality
A consequence is that
If m = 2 the inequality (2.5) becomes trivial. Yet for Aharonov-Bohm potentials there are nontrivial Hardy inequalities. Laptev and Weidl showed in [11] that sA in R 2 satisfies
Integrating this inequality with respect to z we obtain the Hardy inequality for Aharonov-Bohm potentials (2.6) min
It was shown in [1] that κ s := min k∈Z |k + s| 2 ∈ [0, 1/4] is the best constant for inequality (2.6).
Again, a consequence is that
sA,0 (Ω, C) for all σ < κ s . Note that if s ∈ Z then κ s = 0 and the Hardy inequality (2.6) becomes trivial. We would like to point out that in [7] we claimed, incorrectly, that κ 1 > 0. However, we never used this fact.
and the inclusion mapping is continuous. We point out that, if
them is contained in the other. To see this, let θ = θ(y, z) be the polar angle of y in (1.6) and [9] and Theorem 9.2.3 in [13] ). Now it follows easily that u → e −isθ u maps
sA,0 (Ω, C) because 1/ |y| 2 is not locally integrable at 0 (in fact this
. We fix a continuous homomorphism τ : G → S 1 , and look for solutions which are τ -equivariant, i.e.
, the Aharonov-Bohm potentials sA are G-equivariant. For each n ∈ Z we consider the homomorphism τ n : G → S 1 given by
Note that u is τ n -equivariant iff it satisfies properties (c) and (d) of Theorem 1.2.
Example 2.3 (Point singularity). A magnetic potential of the form
The case where G := S 1 × O(N − 2) and τ = τ n , as above, was considered in [1] . But G and τ may be more general. For example, if N = 2j + k and Γ is a subgroup of O(k), we may take G := S 1 × Γ, with S 1 acting by multiplication on C j ≡ R 2j , and τ n (e iϑ , h) := e inϑ for all h ∈ Γ. Then u is τ n -equivariant iff u(e iϑ ξ 1 , . . . , e iϑ ξ j , hξ
Or we may take G := S 1 × · · ·× S 1 (with j factors) and τ n1,...,nj (e iϑ1 , . . . , e iϑj , h) := e in1ϑ1 · · · e inj ϑj to obtain solutions satisfying
Solutions satisfying (2.7) may be obtained by choosing appropriate subspaces of D 1,2
A,0 (Ω, C) defined as follows:
where
for the fixed point set of this action, which is a closed subspace of D
1,2
A,0 (Ω, C). If τ ≡ 1 we write
Some of our solutions will be obtained by constrained minimization. If
is attained at someū with |ū| 2 * = 1, then it follows from the Lagrange multiplier rule and the principle of symmetric criticality [14, 18] 
A,σū is a solution of (1.1) satisfying (2.7). Here it is important to make sure that D 
(ii) If no x * as above exists, then D 1,2
Proof. (i) This result has been shown in [6] , see the proof of Theorem 1.1 there. For the reader's convenience we include a (slightly different) argument. Recall that two groups H, K ⊂ G are called
Hg for some g ∈ G and denote the conjugacy class of H by (H). By Theorem 5.14 in Chapter I of [8] there exists a unique conjugacy class (P ), P ⊂ G, such that the set Ω (P ) := {x ∈ R N : G x is conjugate to P in G} is open and dense in Ω. Moreover, if x ∈ Ω Ω (P ) , then P is conjugate to a (proper) subgroup of G x . Let x * ∈ Ω (P ) , let N be an open G-invariant tubular neighborhood of G x * in Ω and denote the fiber over
Since G x is conjugate to P , G x ⊂ ker τ and it follows that ϕ is well defined. Clearly, the space of all ϕ as above is an infinite dimensional subspace of C ∞ c (Ω, C).
(ii) If for each x ∈ Ω there exists g ∈ G x such that τ (g) = 1, then u(x) = u(gx) = τ (g)u(x) and, hence, u(x) = 0.
As an example that (ii) can occur we may take G = O(N ) and the determinant of g as τ (g).
Then for each x ∈ Ω there exists a g x ∈ O(N ) with g x x = x and τ (g x ) = −1. 
Then, the following hold: The proof uses the same argument as in [7] which, in turn, is a modification of that in [2] , see also [17] where the concentration-compactness lemma for G-invariant functions was introduced. There are, however, two facts which were obvious in [7] but need to be verified here. If σ > 0, then it is not clear that µ is a positive measure and that µ ∞ is well defined and nonnegative. We show this in the next lemma.
Lemma 2.6. µ ∞ ≥ 0 and µ is a positive measure.
Proof. The arguments below are adaptations of those in the Appendix of [16] (for µ ∞ ) and Lemma 2.3 in [4] (for µ). Since the conclusions are obvious if σ ≤ 0, we assume that σ > 0. First we show that µ is a positive measure. Let ϕ ∈ C ∞ c (R N , R) be G-invariant, ϕ ≥ 0, and put
2 (ε > 0) and v n := u n − u. Using the Hardy inequality (2.4) or (2.6) and the fact that √ ϕ ε is differentiable we obtain
, the second and the third term on the right-hand side above go to 0 as n → ∞. So
Next, we show that µ ∞ is well defined and nonnegative. Let ψ R ∈ C ∞ (R N , [0, 1]) be radially symmetric and such that ψ R (x) = 0 for |x| ≤ R, ψ R (x) = 1 for |x| ≥ R + 1. Then
where the last equality follows from the fact that
we have, setting
Since the right-hand side above is well defined according to (2.9) , also µ ∞ is well defined. Note that we have also proved that µ ∞ satisfies (c) of the lemma.
Finally, similarly as in (2.8), we obtain
and by the convergence of u n in L 2 loc (R N , C), the second and the third term on the right-hand side above tend to 0 if one first lets n → ∞ and then R → ∞. We conclude that µ ∞ ≥ 0.
Existence of minimizers
We assume that Ω = (R m {0}) × R N −m with 2 ≤ m ≤ N and A is of the form (2.1). We write
in the obvious way, and τ : G → S 1 be a continuous homomorphism. Recall that Gξ := {gξ : g ∈ G} is the G-orbit of ξ and G ξ := {g ∈ G : gξ = ξ} its isotropy group. We write
and assume the following:
Hypothesis (H 2 ) guarantees that D
1,2
A,0 (Ω, C) τ is infinite dimensional, see Proposition 2.4. At the end of the section we give some examples of group actions satisfying our assumptions.
Note that the Hardy potential V (y,
The following result is an extension of Proposition 3.2 in [7] . The proof is similar. We give the details for the reader's convenience. 
Proof.
Then Q k (r) → 0 as r → 0 and Q k (r) → 1 as r → ∞. Hence, there exist r k ∈ (0, ∞) and
Passing to a subsequence, we have that
using Lemma 2.5 and the definition of S τ A,σ we obtain
It follows that one of the quantities |w| 2 * , ν , ν ∞ is 1 and the other two are 0. Equality (3.2) implies that ν ∞ = 1, hence ν ∞ = 0. Assume ν = 1. Then w = 0 and S τ A,σ ν 2/2 * = µ , so ν is concentrated at the G-orbit of a point (0, ζ * ) with ζ * ∈ R N −M (all other G-orbits are infinite because of (H 1 )). But since #G(0, ζ * ) = 1, (3.2) yields
This is a contradiction. Therefore ν = 0, |w| 2 * = 1 and w A is not the gradient of a function defined on Ω. However, it is the gradient of a function which is defined locally. Namely, if θ(y, z) denotes the polar angle of y ∈ C ≡ R 2 , then ∇θ = A. The function e iθ is well defined (while θ is only defined up to an integer multiple of 2π) and a direct computation shows that if v s+n is a solution of (℘ s+n ), then e inθ v s+n is a solution of (℘ s ). As we did in [7] , we use this fact to construct u n by taking v s+n to be a real-valued S 1 -invariant solution of (℘ s+n ) and setting u n := e inθ v s+n . These solutions will have the properties asserted by Theorem 1.2. Since the proof of Theorem 1.2 is similar to that of Theorem 1.3 in [7] , we omit some details and concentrate on pointing out the differences.
then, since A(y, z 0 ) is tangent to the circle, we have that ∇ϕ(x) · A(x) = 0 for all x ∈ Ω. Hence,
In this case, the minimizer can be chosen to be real-valued. More precisely, the following holds.
Moreover, if u is a minimizer for the left-hand side, then |u| is a minimizer for the right-hand side.
Applying the diamagnetic inequality and (4.2)
we obtain
sA,0 (Ω, C) G such that |u| 2 * = 1. This proves that the right-hand side of (4.3) is smaller than or equal to the left-hand side. Since D
sA,0 (Ω, C) G the opposite inequality is obvious. This proves equality (4.3).
If u is a minimizer for the left-hand side of (4.3), then the diamagnetic inequality and equality (4.3) imply that |u| is a minimizer for the right-hand side. 1/(2 * −2) . It follows from the principle of symmetric criticality [14, 18] that v s satisfies
Since σ < κ s =: min k∈Z |k + s| 2 ≤ s 2 , standard regularity results and the maximum principle imply that v s is continuous and v s > 0 in Ω. If N = 3 we apply the moving plane method [10, 18] to show that u n (y, −z) = u n (y, z) after a translation along the z-axis. Therefore v s is
where as before, θ(y, z) is the polar angle of y. A simple computation shows that
From this, it is easy to see that u n is a solution to (℘ s ), and the statements (a), (c) and (d) hold. 
Equivariant potentials
Before proving Theorem 1.3 we show how symmetry properties of A and curlA are related.
(i) If A(gx) = gA(x) for g ∈ G, x ∈ Ω, then B(gx) = gB(x)g −1 .
( (ii) If B(gx) = gB(x)g −1 for all g ∈ G, x ∈ Ω, define
where dg is the Haar measure and |G| := G dg. Then, for every g 0 ∈ G, x ∈ Ω, we have Proof of Theorem 1.3. (i) Write A(x) = A τ (x) + ν(x)x with A τ (x) · x = 0, ν(x) ∈ R. Assume that A τ (x) = 0 for some x ∈ Ω, x = 0. Since N ≥ 3, we may choose γ ∈ SO(N ) such that γx = x and γA τ (x) = A τ (x) (just take γ to be an appropriate rotation around the line generated by x). Then, γA τ (x) + ν(x)x = γA(x) = A(γx) = A(x) = A τ (x) + ν(x)x and, therefore, γA τ (x) = A τ (x). This is a contradiction. It follows that A(x) = ν(x)x and, since ν(gx)gx = A(gx) = gA(x) = ν(x)gx for all g ∈ SO(N ),
we have that ν(|x|) = ν(x), as claimed. Consequently, A(x) = ∇ϕ(x) where ϕ(x) = ψ(|x|) and ψ(r) is a primitive for ν(r)r.
(ii) This is an immediate consequence of (i) and Proposition 5.1.
As we have pointed out in the introduction, it follows from Theorem 1.3 that SO(N )-equivariant vector potentials can be gauged away if N ≥ 3 and there is a one-to-one correspondence between radially symmetric solutions to (1.1) and to a similar non-magnetic problem. Below we shall show by a simple example that radially symmetric solutions to (1.1) may exist also when G is a proper subgroup of SO(N ). 
