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は 2015年約 1.6兆円から，2035年約 9.7兆円へと約 6倍も成長すると予測されてい
る．その中でもホームサービスロボットを含むサービスロボット分野の市場規模は，
2015 年約 3700 億円から 2035 年約 4 兆 9000 億円へと 13 倍もの成長が予測されて
おり，世間の期待がうかがえる．








Fig. 1.2 に，ホームサービスロボットに関連する技術の推移を示す．Fig. 1.2 の
横方向は年代を表し，縦方向はホームサービスロボットにおける実用性を表す．Fig.
1.2には 4つの技術が図示されており，青色はロボットのソフトウェア，黄色は画像処
理，緑色はGPU（Graphic Processing Unit），赤色は FPGA（Field Programmable
Gate Array）をそれぞれ示す．















は，物体を認識する手法として，画像からHOG（Histogram of Oriented Gradients）
[5] や SURF（Speeded Up Robust Features）[6] などの特徴量を抽出し，それを
AdaBoost[7]や SVM（Support Vector Machine）[8]などの機械学習手法を用いて
認識するものが一般的であった．しかしながら，画像認識競技会，ImageNet Large




した．これは，一般物体認識と呼ばれ，YOLO（You Only Look Once）[12]や SSD
（Single Shot MultiBox Detector）[13]に代表されるものである．
これらの DNN は，大きな工数をかけ人手により作成されたベンチマークとなる
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であり，アプリケーションに最適化することができるデバイスである．2012年には，
CPU（Central Processing Unit）と FPGAが 1チップに集積された SoC（System
on Chip）である Xilinx Zynq が誕生し，それまでの FPGA 単体と比べ，より柔
軟なシステム設計が可能となった．また，同時期に高位合成ツール，Xilinx Vivado
HLS（High Level Synthesis）も発表され，それまでの熟練した回路技術者が HDL
（Hardware Description Language）を用いて FPGA の内部回路を設計していた状
況と比べ，高級言語（C/C++）を用いた設計が可能となった．2015年には，SoCの



























































現在は，OSRF（Open Source Robotics Foundation）[22]によって管理が行われて
いる.
ROSが他のロボットミドルウェアに比べ優れていることは，ドキュメント，機能の
豊富さである．公式サイト ROS Wiki[17]の年間アクセス数は 117万アクセス（2019
年）[23]で世界中の情報が集結している．また，ROSに関する学術論文はこれまで
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ま構築できるため，常にマルチコア CPU（Central Processing Unit）での分散処理
に対応した高速なアプリケーションを構築できる．
Fig. 2.2 Serviceのモデル

































て ROS は用途に応じた GUI ベースのデバッグツールを提供しており，ロボットア
プリケーションを円滑に完成へと導ける．
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2.1.2 構成と特性
Fig. 2.6 ホームサービスロボット, “Exi@”.








エンドエフェクタが Fig. 2.6に示すよう，床面から高さ 0.0～1.5mの範囲に到達す
る．また，エンドエフェクタの稼働範囲に合わせ広い視野を確保するため，カメラが












Tidy Up Stage 1について述べる．WRCは世界規模のロボット競技会であり，家庭
内で様々な補助を行うホームサービスロボットの実現を目指している．そして，Tidy
Up Stage 1 のルール [31] は，まずロボットが Fig. 2.7 に示す競技アリーナ（子供


























Table 2.1に CPU，GPU，FPGAの比較結果をまとめる [32]．
Table 2.1 CPU，GPU，FPGAの比較結果
Evaluation Item CPU GPU FPGA
Speed × 1 × 14 × 228
Performance Per Watt × 1 × 31 × 584
Development Days × 1 × 45 × 300
これは，Smith-Waterman アルゴリズムをベンチマークとして比較した結果であ
る．この結果より，FPGAは計算速度で，CPUの 228倍，GPUの 16倍もの性能を
有していることが分かる．また，単位電力あたりの計算性能でも，CPU の 584 倍，
GPUの 17倍もの性能を有していることが分かる．しかしながら，開発工数は CPU







ASIC（Application Specific Integrated Circuit）は特定アプリケーションをター
ゲットとした ICチップである．Fig. 2.9に ASICと FPGAを比較した結果を示す．
ASICは実装時最適化されているため，計算性能，消費電力の低減といった面では
FPGA に比べ有利である．また，同じ IC を大量に使用するアプリケーションの場









































具体的な結果として，FPGA（Xilinx XC6SLX150T）により PC（Intel Core i7-
3770/3.4GHz DDR3/8GB）と比べ HOG特徴量抽出が 20倍高速化されている．ま
た，組み込み CPU（Colibri T20Colibri T20）と FPGAで構成したシステムにより，
15fpsでの人物検出を可能としてる．
この結果をまとめると，hw/sw複合体は知的処理の効率化に対して有効な性能を有
している．また，この研究では CPUと FPGAを繋ぐインタフェースを 1から構築
している．ゆえに，このインタフェースを自動生成すると開発工数の削減に繋がる．

















































Fig. 3.3(a) に示す RGB-D カメラから得られる 3 次元点群に対して，PCL
（Point Cloud Library）を用いて指定範囲で点群を切り出すパススルーフィル
タ [37]をかけることにより，Fig. 3.3(b)に示す注目 3次元点群を生成する．
（2) 机の天板を検出
















Fig. 3.1に示すように，ar track alvar[38]を用いてRGB-Dカメラによりエン
ドエフェクタのマーカーを検出し，目標座標に対して誤差を最小化するフィー
ドバック制御を行う．





Caffe[39] と呼ばれる Deep Neural Networks のフレームワークと OpenCV を用
いて，以下の 3方式の物体認識システムを構築した．
（A) Shallow CNN





Class1 1, 2, 3 ペットボトル
Class2 4, 5 紙パック
Class3 6, 8, 9, 10, 15 円筒
Class4 7 直方体
Class5 11, 12, 13, 14 その他
Multi-Layer Perceptron）の CNN（Convolutional Neural Networks）を用い
て物体認識を行う．構造が浅く，入力から出力まで時間を要さないことが特徴
である．入力画像には，物体画像を OpenCVのバイリニア補間により 128px
× 128px，RGB 3チャンネル 各 8ビットにリサイズしたものを用いた．
(B) HOG + SVM + Shallow CNN × 4
（A）を改良したものである．Fig. 3.6に示す学習対象の物体は，Table 3.1に
示すように，ペットボトル，紙パック，円筒，直方体，その他の 5 つの形状
に分けられる．そこで，最初に OpenCV の HOG 特徴量と SVM[36] を用い
て形状によって 5クラスに分ける．次に Class1～Class3，Class5それぞれを






ImageNet Large Scale Visual Recognition Challenge 2012 [41]のデータセッ
トにより学習済の 22 層の CNN を再利用 [42] したものである．層数が多く，
全体の学習には膨大な時間を要するため，最終層のみを再学習する転移学習に
より今回の問題への適用を行った．入力画像には，物体画像を OpenCVのバ




構築した物体認識システムの性能を評価した．Fig. 3.6 に今回学習した 15 種
類の物体を示す．これらは，2016 年 3 月に行われたホームロボットの国際競技会
RoboCup@Home ジャパンオープンで使用された物体である．1～10，13～15 のよ
うに個体差がない物体と，11，12の果物のような個体差がある物体が用意されてい
た．この物体を RoboCup の会場で，Fig. 3.7 に示すように回転させ様々な角度か








した．検証には Core i5-5200U，DDR3 12GBの PCを用いた．















1 2 3 4 5 6 7 8 9 10 11 12 [%] [s]
(A) Shallow CNN
正解数 8 10 1 10 0 0 10 12 3 12 11 8
59 0.2
誤認数 4 2 11 2 12 12 2 0 9 0 1 4
(B) HOG + SVM 正解数 11 2 4 10 11 10 11 10 6 9 4 1
62 0.3
+ Shallow CNN × 4 誤認数 1 10 8 2 1 2 1 2 6 3 8 11
(C) GoogLeNet2014
正解数 12 12 12 11 12 12 12 12 12 12 12 12
99 4.6

















ビジュアルフィードバック制御なし 先行研究 [35] 提案手法

































(1) RGB・Depth 画像が提供される GMU Kitchen Scenes データセット [45]，
Washington RGB-D Scenes v2データセット [46]を背景とし，セグメンテー
ション [47]および平面検出 [48]を用いて，物体が置かれる床と平行な平面を
抽出する．





























ラの床からの高さ h およびチルト角 θ，それぞれの範囲 dmin，dmax，hmin，hmax，




の距離が dmin から dmax，RGB-Dカメラの床からの高さが hmin から hmax，
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Fig. 4.2 ホームサービスロボットの物体検出・認識のためのデータセット半自動生成法
およびチルト角が θmin から θmax の範囲内で，RGB-D カメラを設置する．
次に，撮影した背景画像に対し，物体が置かれるであろう点 p を設定する．設
定には OpenCV を用いて独自実装した GUI（Graphical User Interface）を
用い，RGB画像上でクリックした座標を点 p(xp, yp)として設定する．また，





カメラ c0 は床からの高さ hmax およびチルト角 θmax で設置する．カメラ cm
は床からの高さ hmin およびチルト角 θmin で設置する．その他のカメラは，
床からの高さ hmin から hmax の間，およびチルト角 θmin から θmax の間で設
















に 1枚選択し，物体画像をランダムに l 枚選択する．また，物体画像は θ′min
から θ′max の範囲でアフィン変換を行い回転する．そして，それぞれの物体画
像に対して，背景画像の点 p をランダムに割り当てる．割り当てられた点 p
の距離に対して，物体画像が正しい大きさとなるよう，式 4.1を用いて係数 k
を求め伸縮処理を行う．最後にそれぞれの物体画像の点 b が，背景画像の点 p
と一致するように合成する．
k = d′′/d′p (4.1)











(1) 床・家具（机・棚・椅子など）を，RGB-Dカメラ（ASUS Xtion Pro Live）で
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撮影し 306枚の背景画像を得た．また，それぞれの背景画像に対して物体が置
かれるであろう点 p を GUIで指定した．






























体検出・認識を同時に行う DNN である YOLO v2[12] を訓練した．YOLO v2 は，
ImageNet [14]，COCOデータセット [16]で学習したモデル・パラメタを 23層目ま
で用い，それ以降を転移学習した．また，PC（Intel Core i7-8700K，DDR4 32GB，
nVIDIA GTX 1080）で Darknetを用い，1万エポック訓練した．それぞれの物体検
出・認識の性能の評価は，実テストデータを真値として行った．
Table 4.2 データセット作成性能の比較
Evaluation index Proposed method Manpower
Number of data 15600 54
Work time
per 1 object [min/object] 4 to 12 N/A
per 1 data [s/data] 0.58 166.67
per 1 train dataset [h/dataset] 2.5 2.5
mAP 64.77 66.69












2.1.3節で述べたWRC Tidy Up Stage1を行い，以下に述べる手順で評価した．ま







Fig. 4.5 物体把持時のロボットの動作　 (a) カメラを 45deg チルトし物体を探
す　 (b) 物体を把持する




体検出領域（RGB 画像）と対応する Depth 画像の値およびカメラパラメタを用い
て，物体検出領域のそれぞれのピクセルの 3次元座標を求め，その平均とした．エン
ドエフェクタが対象物体に触れたか判定した結果を Fig. 4.7に示す．Target object
はロボットが宣言した対象物体で，Touched objectはロボットが触れた物体を示す．
全 10回のうち，Fig. 4.7（1）～（8）の 8回対象物体に触れることに成功した．Fig.





























ロボットミドルウェアと FPGA を統合した研究例として Lange らの提案 [54] が
挙げられる．この提案では，同研究グループの先行研究である Unity Linkフレーム
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[56, 57] が挙げられる．この研究は，FPGA を含めた ROS の Package を構築する
ことを目指している．この研究では hw/sw 複合体として SoC を用いている．これ

































技術者は図の灰色部分にあたる，FPGA への知的処理実装と，組み込み CPU への





前半において COMTAは，組み込み CPUと FPGAを繋ぐ Objectを FPGA技









合体の振る舞いを COMTAコントローラに設定する（Fig. 5.3 1⃝）．この設定には，
hw/sw複合体でアクセラレートする知的処理，それに対する入出力が定義されてい
る．次に，COMTAが設定に合わせ，データの入出力を行うObjectを起動する（Fig.
















まとめると COMTA のブロック図は Fig. 5.4 の通りである．COMTA は以下の
Objectを技術者に提供する．
• 組み込み CPU と FPGA を繋ぐインタフェースを提供する CPU-FPGA
Object
• FPGA コントローラに共有メモリベースのデータ交換機能を付ける SHM
（SHared Memory） Object
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• 入出力データを扱う Data Object

























の ZedBoard[59]を採用した．これは，Fig. 5.6に示す，組み込み CPUと FPGAを
1チップに集積した Zynq[60]の評価ボードである．ZedBoardでは，組み込み CPU
を PS（Processing System），FPGAを PL（Programmable Logic）と呼ぶ．
Fig. 5.6 ZedBoard
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Table 5.1 ZedBoardの諸元
Chip Zynq-7000 SOC XC7Z020-CLG484-1













Power DC 12V 3.0A (Max)
Size About 160(H) × 135(W) mm








ミドルウェアは ROS とした．ZedBoard の組み込み CPU には Xilinux[61] という
OSをインストールし，ROSのインタフェースを実装した．
Table. 5.2 に構築した Object を示す．Data Object としてデバイスドライバに
あたる 2 つの Object と，PC の ROS と画像や数値データの交換が可能な 5 つの
Objectを構築した．






























Fig. 5.10 PCと組み込み CPU通信の評価環境
PC（ROS）-組み込み CPU（PS）通信を評価した．実験環境を Fig. 5.10に示す．
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組み込み CPU-FPGA通信の評価
Fig. 5.11 組み込み CPU-FPGA通信の評価環境






実験では，組み込み CPUと FPGAを繋ぐインタフェースを提供する CPU-FPGA
Objectをデータ送信側とし実験を行った．
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Messageと共有メモリの比較








サイズの RGB 8ビット 3チャンネル画像を送受信し，フレームレートを計測した．
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Fig. 5.15 Message 送信側 QVGA
Fig. 5.15に QVGAサイズ，RGB 8ビット 3チャンネル画像をMessageで送信
（配信）した時の結果を示す．グラフの縦軸は画像 1枚の送信に掛かった時間，横軸
は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の送信に掛かった時間
は平均 3.23ms，分散は 3.69ms であった．このことから，約 309.55fps のフレーム
レートで画像を送信できることが分かった．
Fig. 5.16 Message 送信側 VGA
Fig. 5.16に VGAサイズ，RGB 8ビット 3チャンネル画像をMessageで送信（配
信）した時の結果を示す．グラフの縦軸は画像 1枚の送信に掛かった時間，横軸は試
行回数で，画像を 1000枚送信した結果を示す．画像 1枚の送信に掛かった時間は平
均 15.23ms，分散は 14.22msであった．このことから，約 65.63fpsのフレームレー
トで画像を送信できることが分かった．
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Fig. 5.17 Message 受信側 QVGA
Fig. 5.17に QVGAサイズ，RGB 8ビット 3チャンネル画像をMessageで受信
（購読）した時の結果を示す．グラフの縦軸は画像 1枚の受信に掛かった時間，横軸
は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の受信に掛かった時間
は平均 4.08ms，分散は 2.43ms であった．このことから，約 244.62fps のフレーム
レートで画像を受信できることが分かった．
Fig. 5.18 Message 受信側 VGA
Fig. 5.16に VGAサイズ，RGB 8ビット 3チャンネル画像をMessageで受信（購
読）した時の結果を示す．グラフの縦軸は画像 1枚の受信に掛かった時間，横軸は試
行回数で，画像を 1000枚送信した結果を示す．画像 1枚の受信に掛かった時間は平
均 16.54ms，分散は 29.65msであった．このことから，約 60.43fpsのフレームレー
トで画像を受信できることが分かった．
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Fig. 5.19 共有メモリ 送信側 QVGA
Fig. 5.19に QVGAサイズ，RGB 8ビット 3チャンネル画像を共有メモリに送信
（書き込み）した時の結果を示す．グラフの縦軸は画像 1 枚の送信に掛かった時間，
横軸は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の送信に掛かった
時間は平均 0.79µs，分散は 13.98µs であった．このことから，約 1261703.88fps の
フレームレートで画像を送信できることが分かった．
Fig. 5.20 共有メモリ 送信側 VGA
Fig. 5.20 に VGA サイズ，RGB 8 ビット 3 チャンネル画像を共有メモリに送信
（書き込み）した時の結果を示す．グラフの縦軸は画像 1 枚の送信に掛かった時間，
横軸は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の送信に掛かった
時間は平均 1.22µs，分散は 20.94µsであった．このことから，約 822011.50fpsのフ
レームレートで画像を送信できることが分かった．
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Fig. 5.21 共有メモリ 受信側 QVGA
Fig. 5.21 に QVGA サイズ，RGB 8 ビット 3 チャンネル画像を共有メモリから
受信（読み込み）した時の結果を示す．グラフの縦軸は画像 1 枚の送信に掛かった
時間，横軸は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の受信に掛
かった時間は平均 0.01ms，分散は 0.22msであった．このことから，約 70550.10fps
のフレームレートで画像を受信できることが分かった．
Fig. 5.22 共有メモリ 受信側 VGA
Fig. 5.22に VGAサイズ，RGB 8ビット 3チャンネル画像を共有メモリから受信
（読み込み）した時の結果を示す．グラフの縦軸は画像 1 枚の送信に掛かった時間，
横軸は試行回数で，画像を 1000枚送信した結果を示す．画像 1枚の受信に掛かった
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システム再構成の確認
本実験では，ROS のインタフェースによりシステムの再構成が可能か確認した．
Fig. 5.23に示すように，COMTA Controller Objectに対して ROSのインタフェー
スを介して設定を与えることによりシステムの再構成が可能か評価した．この再構成
とは，Objectの入れ替えにより，システムの振る舞いを変更することを指す．
本実験では，最初に Data Objectの Float32 Object（get float 32 topic），Int32
Object（get int32 topic）を ROSのインタフェースにより起動した．次に，Float32
















（Multi-Resolution Co-occurrence Histogram of Oriented Gradients）特徴量と Re-
alAdaBoost認識器を用いた人物検出 [64]を参考にした．























今回は，RealAdaBoost に Fig. 5.26 に示すデータセットを学習させた．これは，




Size of Original Image 64(H) × 32(W) pix
Size of Resized Image 1 32(H) × 16(W) pix
Size of Resized Image 2 16(H) × 8(W) pix
Size of Block 8(H) × 8(W) pix
Offset Distance 1
Number of Gradient Direction 8
Threshold of Gradient Magnitude 15.0
Real AdaBoost
Number of Histgram Bin 32
Trials of Train 250
Dataset
Train Positive (Human) 2416 Images
Train Negative (Not Human) 12288 Images
Test Positive (Human) 1126 Images
Test Negative (Not Human) 4840 Images



























Core-i7 6800K 3.4GHz 6コア 12スレッド，DDR4 32GBである．
1 回の人物検出に要した時間の平均は 0.95ms で，分散は 0.03ms であった．この




Fig. 5.28は PCで人物検出実行時の CPUの使用率である．赤で囲った部分が実
行中で，1スレッドで 60%程度の使用率が確認された．
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Fig. 5.29 組み込み CPUによる人物検出速度
Fig. 5.30 組み込み CPUに対する人物検出の負荷





1 回の人物検出に要する時間の平均は 16.53ms で，分散は 1.52ms であった．こ















用アルゴリズムに，RealAdaBoostは LUT（Look Up Table）と加算器を用いた専
用アルゴリズムに変更した．
ハードウェア実装には高位合成環境である Xilinx の Vivado HLS 2016.2[67] を
用いた．これは，C 言語や C++ 言語で記述されたアルゴリズムを HDL に変換







Resource Available Used Untilization
BRAM 18K 280 0 0%
DSP 48E 220 0 0%
FF 106400 12822 12%
LUT 53200 20986 39%
















Fig. 5.31 組み込み CPU・FPGAによる人物検出処理速度








の消費電力を計測したところ，約 4.68W であった．これらから，組み込み CPU・
FPGAでは，単位電力あたり（1Wあたり），単位時間（1秒間）に約 24.62回人物
検出が行えることが分かった．
Fig. 5.32は組み込み CPU・FPGAで人物検出実行時の CPUの使用率である．2
コア共に 60%程度の使用率が確認された．
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Table 5.9 人物検出の結果まとめ















































Size of Original Image 64(H) × 32(W) pix
Size of Resized Image 1 32(H) × 16(W) pix
Size of Resized Image 2 16(H) × 8(W) pix
Size of Block 8(H) × 8(W) pix
Offset Distance 1
Number of Gradient Direction 8
Threshold of Gradient Magnitude 15.0
Real AdaBoost
Number of Histgram Bin 32
Trials of Train 100
Dataset
Train Positive (Human) 1465 Images
Train Negative (Not Human) 10910 Images
Test Positive（Human） 200 Images
Test Negative（Not Human） 1250 Images








証モードに Positive（人物）画像を 200枚，Negative（非人物）画像を 1250枚入力
し，認識結果をまとめたものである．Positive画像を入力し，Positive画像と認識さ























示す．今回用いた PCは，Exi@に搭載される Intel Core-i5 5200U 2.2GHz 2コア 4
スレッド，DDR3 12GBである．また，PCは RGB-Dカメラドライバと人物追跡の
みを実行し，他に計算負荷がない状態（無負荷状態）で計測した．














す．今回用いた PCは，Exi@に搭載される Intel Core-i5 5200U 2.2GHz 2コア 4ス
レッド，DDR3 12GBである．また，PCは RGB-Dカメラドライバと人物追跡以外
に，Exi@起動時に稼働するソフトウェアを実行した状態（負荷状態）で計測した．





Fig. 5.41 は負荷状態の PC で人物追跡実行時の CPU の使用率である．4 スレッ
ドの平均で 80%程度の使用率が確認された．
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人物追跡のソフトウェア・ハードウェア複合実装












Resource Available Used Untilization
BRAM 18K 280 0 0%
DSP 48E 220 0 0%
FF 106400 8970 8%
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Fig. 5.42 組み込み CPU・FPGAによる人物追跡処理速度






































る．提案手法は，hw/sw 複合体として SoC の Xilinx Zynq を用い，ROS インタ
フェースと互換性がある hwインタフェースを，swに提供する．以下に，提案手法を
用い，知的処理アクセラレータを統合したシステムを構築する手法を述べる．
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(1) Yonekawa らの手法 [69] を参考に，Chainer を用いて，VGG11 の重みを 2
値化した CNN（Convolutional Neural Network）を実装した．そして，日用
品・雑貨・家事道具などが撮影されたWashington RGB-D v1 データセット
の RGB 画像を用いて CNN を訓練した．この時，51 カテゴリの物体に対し
て，訓練には 155816枚，テストには 52104枚の画像を用いた．
(2) Vivado HLS を用いて 2 値化した CNN のハードウェア関数を実装した．ま
た，前述の訓練で得た重みを FPGAの BRAMに実装した．
(3) 提案手法を用いて，ソフトウェアラッパー関数，ROS-like hw interfaceを自動
生成した．このインターフェースは，hwに RGB画像を送り，hwから CNN
によるカテゴリ分類結果を受け取る．





Table 6.1 2値化CNNの計算性能の比較，CPU: Intel Core i7 7820HK 3.9GHz
GPU: NVIDIA GTX 1080
CPU GPU Proposed
Frame rate [fps] 12.5 105.4(30.0) 29.8
Power [W] 48.4 70.0(38.6) 25.0
Efficiency [fps/W] 0.26 1.50(0.78) 1.19
提案手法，CPU，GPU による 2 値化した CNN の処理速度を比較した結果を
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される RGB-Dカメラのフレームレートは 30fpsであり，GPUの処理速度には余剰





















90 第 7章 結論
7.1.3 高位合成とROSの統合
本研究では，ロボットミドルウェアとアクセラレータである FPGA を統合す
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TKPガーデンシティ PREMIUM秋葉原．
• 〇 Yutaro Ishida, Takashi Morie, Hakaru Tamukoh,“Live Demonstration:
A Hardware Accelerated Robot Middleware Package for Intelligent Process-
ing on Robots,” IEEE International Symposium on Circuits and Systems,
C2P-U, Florence, Italy, May 27-30(30), 2018.
• 〇 Yutaro Ishida, Takashi Morie, Hakaru Tamukoh,“A Hardware Accel-
erated Robot Middleware Package for Intelligent Processing on Robots,”
102 研究実績
IEEE International Symposium on Circuits and Systems, A2P-0, Florence,
Italy, May 27-30(27), 2018.
学会発表（筆頭著者，査読無）
• 〇石田 裕太郎, 安藤 充宏, 能勢 啓輔, 田向 権，“ホームサービスロボットにお
ける命令文中の単語意味ベクトルに注目した最適行動識別，”　ロボティクス・
メカトロニクス講演会 2018，2P1-B18，2018年 6月 2-5日 (5)，福岡，西日
本総合展示場．
• 〇 Yutaro Ishida, Yuichiro Tanaka, Sansei Hori, Yuta Kiyama, Yuki
Kuroda, Masataka Hisano, Hiroto Fujita, Yuma Yoshimoto, Yoshiya
Aratani, Goki Iwamoto, Kohei Hashimoto, Dinda Pramanta, Yushi
Abe, Takashi Morie and Hakaru Tamukoh,“Approach to accelerate the
development of practical home service robots -RoboCup@Home DSPL-,”
26th IEEE International Symposium on Robot and Human Interac-
tive Communication, RO-MAN Workshop: HRI for Service Robots in
RoboCup@Home, August 28-September 1(September 1), Lisbon, Pestana
Palace Hotel, 2017. (Invited Talk)
• 〇石田 裕太郎，堀 三晟，木山 雄太，黒田 裕貴，田中 悠一朗，久野 昌隆，吉
元 裕真，今村 有杜，日巻 智貴，新谷 嘉也，岩元 剛毅，橋本 康平，森江 隆，
田向 権，“Hibikino-Musashi@Home におけるロボット開発，”　第 7 回イン
テリジェントホームロボティクス研究会，2017年 6月 9日，大阪，インテッ
クス大阪．（招待講演）
• 〇石田 裕太郎，大川 猛，田向 権，“FPGAのためのロボットミドルウェアイ
ンタフェースの基礎検討，”　第 61回システム制御情報学会研究発表講演会，
324-2，2017年 5月 23-25日 (25)，京都，京都テルサ．（SCI学生発表賞）
• 〇 Yutaro Ishida, Sansei Hori, Takashi Morie, Hakaru Tamukoh, “Evalu-
ation of High Speed Processing System for Service Robots,” The 3rd Int.
Conf. on Computational Methods in Engineering and Health Sciences (IC-
CMEH2016), P-2 pp. 34, Kyushu Institute of Technology Tobata Campus,
Fukuoka, December 17-18(17), 2016.
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• 〇石田 裕太郎，田中 悠一朗，森江 隆，田向 権，“ホームロボット向け物体認
識・把持システムの構築，”　第 34回日本ロボット学会学術講演会，3G1-03，
2016年 9月 7-9日 (9)，山形，山形大学小白川キャンパス．
• 〇石田 裕太郎，橋本 康平, 有田 裕太，田中 良道，西田 健，伊藤 太久磨，井上
秀雄，通山 恭一, 田向 権，“自動運転のための知的処理におけるハードウェア
アクセラレータ利用の基礎検討，”　第 32回ファジィシステムシンポジウム,
WD1-1, pp.49-50, 2016年 8月 31日-9月 2日 (8月 31日)，佐賀，佐賀大学．
（ポスター・デモセッション最優秀賞）
• 〇石田 裕太郎，堀 三晟，森江 隆，田向 権，“FPGAによる ROS向け高速分
散処理システムの実装，”　第 60 回システム制御情報学会研究発表講演会，
111-5，2016年 5月 25-27日 (25)，京都，京都テルサ．（学会賞奨励賞）
• 〇石田 裕太郎，田中 宙夫，森江 隆，田向 権，“ホームロボットへの応用を目
指した ROSと FPGAの連携システムの構築，”　第 33回日本ロボット学会
学術講演会，3F3-03，2015 年 9 月 3-5 日 (5)，東京，東京電機大学東京千住
キャンパス．
• 〇石田 裕太郎，田中 宙夫，森江 隆，田向 権，“ホームロボット向け組み込み
高速演算システムの構築，”　日本知能情報ファジィ学会九州支部春季ワーク
ショップ 2015，講演番号 18，2015年 6月 20-21日 (21)，熊本，東海大学阿蘇
キャンパス．
• 〇石田 裕太郎，田中 宙夫，森江 隆，田向 権，“家庭用サービスロボットのた
めの ROS-FPGA間通信の検討，”　電子情報通信学会総合大会情報システム
ソサエティ特別企画学生ポスターセッション，p.201，2015 年 3 月 10-13 日
(12)，滋賀，立命館大学びわこ・くさつキャンパス．
論文誌（共著者，査読有）





• ○ Masatoshi Yamaguchi, Gouki Iwamoto, Yushi Abe, Yuichiro Tanaka,
Yutaro Ishida, Hakaru Tamukoh and Takashi Morie,“Live Demonstration:
a VLSI implementation of time-domain analog weighted-sum calculation
model for intelligent processing on robots,”IEEE International Symposium
on Circuit and Systems, Paper ID 2353, Sapporo, Japan, May 26-29(27),
2019. (Best Live Demonstration Award)
• ○ Takeshi Ohkawa, Yutaro Ishida, Yuhei Sugata and Hakaru Tamukoh,
“ROS-Compliant FPGA Component Technology - FPGA installation into
ROS,” ROSCon, Vancouver, Canada, September 21-22(22), 2017.
学会発表（共著者，査読無）
• 〇阿部 佑志，石田 裕太郎，小野 智寛，田向 権，“物体の 3Dスキャンによる
ホームサービスロボット向け学習データセット作製の高速化，”　第 37回日本
ロボット学会学術講演会，2K2-02，2019年 9月 3-7日 (5)，東京，早稲田大学
早稲田キャンパス．
• 〇宮崎 椋瑚，三井 悠也，石田 裕太郎，渡辺 政彦，宇井 健一，横田 剛典，市
瀬 龍太郎，我妻 広明，田向 権，“決定表に基づく自動運転用判断システムの
構築と検証，”　第 35回ファジィシステムシンポジウム講演会，SB3-3，2019
年 8月 29-31日 (31)，大阪，大阪大学．
• 〇金岡 大樹，石田 裕太郎，田向 権，“ホームサービスロボットにおける触覚情
報を用いた物体認識，”　 SOFT九州支部夏季ワークショップ 2019，18，2019
年 8月 22-23日 (22)，福岡，福岡サンパレス．（学生優秀ポスター発表賞）
• 〇小野 智寛，堀 三晟，石田 裕太郎，田中 悠一朗，吉元 裕真，阿部 佑志，武
藤 冬樹，椛島 康平，福宿 将士，坂田 拓馬，吉井 拓巳，上村 大地，金丸 和
樹，中村 健太郎，西村 雄太，森江 隆，田向 権，“社会実装を目指したホーム
サービスロボットの研究開発，”　ロボティクス・メカトロニクス講演会 2019，
1P2-102，2019年 6月 5-8日 (6)，広島，広島国際会議場．
• 〇岩渕 甲誠，松本 茂樹，松尾 幸治，石田 裕太郎，廣瀬 尚三，長瀬 雅之，田
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向 権，“高位合成による ORB-SLAM の FPGA 実装と評価，”　ロボティク
ス・メカトロニクス講演会 2019，1AI-F06，2019年 6月 5-8日 (6)，広島，広
島国際会議場．
• 〇小野 智寛，石田 裕太郎，阿部 佑志，田向 権，“ホームサービスロボットに
おける物体把持のための把持点推定，”　第 9回インテリジェントホームロボ
ティクス研究会，2019年 3月 24日，大阪，大阪工業大学梅田キャンパス．
• 〇三好 竜平，宮 椋瑚，橋本 康平，石田 裕太郎，渡辺 政彦，宇井 健一，市
瀬 龍太郎，我妻 広明，田向 権，“自動運転のための運転行動意思決定システ
ム開発に向けた統合シミュレータの構築，”　第 34回ファジィシステムシンポ
ジウム講演会，TH1-3，2018年 9月 3-5日 (4)，愛知，名古屋大学．
• 〇三好 竜平，宮 椋瑚，橋本 康平，石田 裕太郎，渡辺 政彦，宇井 健一，市
瀬 龍太郎，我妻 広明，田向 権，“自動運転のための運転行動意思決定システム
開発に向けた統合シミュレータの提案，”　 SOFT九州支部夏季ワークショッ
プ 2018，31，2018年 8月 28-29日 (29)，鹿児島，霧島国際ホテル．（学生優
秀ポスター発表賞）
• 〇 Valentin Bilot，Yutaro Ishida，Patrick Henaff and Hakaru Tamukoh，
“Grasping objects on the floor with home service robot，” SOFT九州支部
夏季ワークショップ 2018in霧島，2018年 8月 28-29日 (29)，鹿児島, 霧島国
際ホテル．
• 〇吉元 裕真，堀 三晟，石田 裕太郎，木山 雄太，黒田 裕貴，田中 悠一朗，久野
昌隆，藤田 啓斗，新谷 嘉也，岩元 剛毅，橋本 康平，森江 隆，田向 権，“競
技会活動を通じたホームサービスロボットの研究開発，” ロボティクス・メカ
トロニクス講演会 2018，2P2-E02，2018年 6月 2-5日 (5)，福岡，西日本総合
展示場．
• 〇岩渕 甲誠，内田 大貴，石田 裕太郎，長瀬 雅之，田向 権，“AP SoCによる
FPGA と RT ミドルウェアの連携，” ロボティクス・メカトロニクス講演会
2018，2A1-G10，2018年 6月 2-5日 (5)，福岡，西日本総合展示場．
• 〇田向 権，西田 健，石田 裕太郎，“高速化・省電力化が期待されるロボッ
トの知的処理，”　電子情報通信学会リコンフィギャラブルシステム研究会，
RECONF2018-16，2018年 5月 24-25日 (25), 東京，ゲートシティ大崎．（依
頼講演）




特別企画学生ポスターセッション，ISS-SP-060，2018 年 3 月 20-22 日 (21)，
東京，東京電機大学東京千住キャンパス．
• 〇橋本 康平，石田 裕太郎，三好 竜平，市瀬 龍太郎，我妻 広明，田向 権，“オ
ントロジーに基づく自動運転向け意思決定システムの推論速度評価，”　第 33
回ファジィシステムシンポジウム講演会，FA2-3，pp.681-684，2017 年 9 月
13-15日 (15)，山形，山形大学．（ポスター・デモセッション優秀賞，奨励賞）
• 〇橋本 康平，石田 裕太郎，市瀬 龍太郎，我妻 広明，田向 権，“自動運転のた
めの理論知識型 AIでの危険予測における推論能力の基礎検討，”　第 61回シ
ステム制御情報学会研究発表講演会，324-1，2017 年 5 月 23-25 日 (25)，京
都，京都テルサ．（学会賞奨励賞）
• 〇堀 三晟，石田 裕太郎，奥村 弘治，木山 雄太，楠根 穣，田中 悠一朗，辻 湧





• 柴田 智広，石田 裕太郎，藤田 啓斗，吉元 裕真，第 2回 HSRユーザ会，2017
年 2月 28日，愛知，トヨタ産業技術記念館．（優秀ポスタープレゼンテーショ
ン賞）
• 〇石田 裕太郎，田向 権，“ROSCon2017参加報告，” ROSCon 2017 勉強会，
2017年 10月 23日，早稲田大学．
特許
• 田向 権，石田 裕太郎，森江 隆，出願人: 九州工業大学，“ハードウェアプラッ
トフォーム及びハードウェアプラットフォームを用いたハードウェアの操作方




フォームリーグ優勝，令和元年 8月 18日，ロボカップジャパンオープン 2019
ながおか開催委員会．
• Hibikino-Musashi@Home，＠ホーム・オープンプラットフォームリーグ優勝，
令和元年 8月 18日，ロボカップジャパンオープン 2019ながおか開催委員会．
• Hibikino-Musashi@Home，優勝（DSPL），令和元年 8月 18日，ロボカップ
ジャパンオープン 2019＠ホームリーグ実行委員会．
• Hibikino-Musashi@Home，優勝（OPL），令和元年 8 月 18 日，ロボカップ
ジャパンオープン 2019＠ホームリーグ実行委員会．
• Hibikino-Musashi@Home, RoboCup@Home League Domestic Standard
Platform Third Place．
• Hibikino-Musashi@Home，最優秀賞，平成 31年 3月 1日，平成 30年度学生
プロジェクト報告会．
• Hibikino-Musashi@Home, World Robot Summit 2018 Tokyo RSJ Special
Award, October 21st 2018, The Robotics Society of Japan.
• Hibikino-Musashi@Home, World Robot Summit 2018 Tokyo Service
Robotics Category, Partner Robot Challenge / Real Space 1st Place,
METI Minister’s Award for Excellence in WRS, October 21st 2018,
Ministry of Economy, Trade and Industry.
• Hibikino-Musashi@Home, RoboCup@Home P&G Challenge Winner, June
21st 2018, Procter & Gamble.
• Hibikino-Musashi@Home, RoboCup@Home League Procter & Gamble
Dishwasher Challenge Award, June 21st 2018, RoboCup Federation,
RoboCup 2018.
• Hibikino-Musashi@Home, RoboCup@Home League Domestic Stan-
dard Platform RoboCup@Home First Place, June 21st 2018, RoboCup
Federation, RoboCup 2018.
• Hibikino-Musashi@Home DSPL，人工知能学会賞「少試行のインタラクショ




ダードプラットフォームリーグ第２位，平成 30年 5月 5日，ロボカップジャ
パンオープン 2018おおがき開催委員会．
• Hibikino-Musashi@Home OPL，ロボカップ＠ホームオープンプラットフォー
ムリーグ第１位， 平成 30年 5月 5日，ロボカップジャパンオープン 2018お
おがき開催委員会．
• Hibikino-Musashi@Home DSPL，ロボカップジャパンオープン 2018＠ホー
ムリーグ 準優勝（DSPL），平成 30年 5月 5日，ロボカップジャパンオープ
ン 2018＠ホームリーグ実行委員会．
• Hibikino-Musashi@Home OPL，ロボカップジャパンオープン 2018＠ホーム
リーグ 優勝（OPL），平成 30年 5月 5日，ロボカップジャパンオープン 2018
＠ホームリーグ実行委員会．
• Hibikino-Musashi@Home, RoboCup@Home League Domestic Standard
Platform 1st Place, June 30th 2017, RoboCup Federation, RoboCup2017.
• Hibikino-Musashi@Home，RoboCup@Home Domestic Standard Platform
第２位，平成 29年 5月 5日，ロボカップジャパンオープン 2017開催委員会．
• Hibikino-Musashi@Home，RoboCup@Home Open Platform 第３位，平成
29年 5月 5日，ロボカップジャパンオープン 2017開催委員会．v
• Hibikino-Musashi@Home，ロボカップジャパンオープン 2017@Home Do-
mestic Standard Platform 準優勝，平成 29年 5月 5日，ロボカップジャパン
オープン 2017＠ Homeリーグ実行委員会．
• Hibikino-Musashi@Home，ロボカップジャパンオープン 2017@Home Open
Platform 三位，平成 29 年 5 月 5 日，ロボカップジャパンオープン 2017 ＠
Homeリーグ実行委員会．
• Hibikino-Musashi@Home，Intelligent Home Robotics Challenge 2016 総合
優勝，平成 28年 12月 11日，日本ロボット学会インテリジェントホームロボ
ティクス研究専門委員会．
• Hibikino-Musashi@Home，Intelligent Home Robotics Challenge 2016ロボッ
トマニピュレーション部門１位，平成 28年 12月 11日，日本ロボット学会イ
ンテリジェントホームロボティクス研究専門委員会．
• Hibikino-Musashi@Home，Intelligent Home Robotics Challenge 2016ロボッ
109
ト聴覚部門１位，平成 28年 12月 11日，日本ロボット学会インテリジェント
ホームロボティクス研究専門委員会．
• Hibikino-Musashi@Home，ロボカップ＠ホームオープンプラットフォーム
リーグ準優勝，平成 28年 3月 27日，ロボカップジャパンオープン 2016愛知
開催委員会．
• Hibikino-Musashi@Home，ロボカップ＠ホームオープンプラットフォーム
リーグファイナリスト賞３位，平成 28年 3月 27日，ロボカップジャパンオー
プン 2016愛知開催委員会．
• Hibikino-Musashi@Home，ロボカップジャパンオープン 2016@Home Open
Platform 準優勝，平成 28 年 3 月 27 日，ロボカップジャパンオープン
2016@Homeリーグ実行委員会．
• 連携大学院インテリジェントカー・ロボティクスコース，2015年 自動運転支
援センシング技術総合実習 チーム Odd’s，最優秀賞.
• Hibikino-Musashi@Home，ロボカップ＠ホーム実機リーグ第３位，平成 27年
5月 4日，ロボカップジャパンオープン 2015福井開催委員会．
その他の活動
• 石田裕太郎（Hibikino-Musashi@Home），「家庭用サービスロボットの実現に
向けた競技会への参加とプラットフォームの提供」，九州工業大学創立 100周
年記念事業学生創造学習支援プロジェクト（平成 30年度学生プロジェクト），
200万円．
• 石田裕太郎（Hibikino-Musashi@Home），「家庭用サービスロボットの実現に
向けた競技会への参加とプラットフォームの提供」，九州工業大学創立 100周
年記念事業学生創造学習支援プロジェクト（平成 29年度安川電機プロジェク
ト），200万円．
• 石田裕太郎（Hibikino-Musashi@Home），「家庭用サービスロボットの実現に
向けた競技会への参加とプラットフォームの提供」，九州工業大学創立 100周
年記念事業学生創造学習支援プロジェクト（平成 28年度安川電機プロジェク
ト），200万円．
