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a b s t r a c t
The Rogers–Ramanujan identities have many natural and signifi-
cant generalizations. The generalization presented in this note was
first studied by D. Bressoud, by considering the partitions that he
named as ‘‘footed partition’’. A bijection is described to prove his
conjecture and some examples are attached at the end.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In the theory of partitions, the most celebrated are the Rogers–Ramanujan identities:
1+
∞∑
n=1
qn
2
(1− q)(1− q2) · · · (1− qn) =
∞∏
m=1
1
(1− q5m−4)(1− q5m−1) , (1)
1+
∞∑
n=1
qn
2+n
(1− q)(1− q2) · · · (1− qn) =
∞∏
m=1
1
(1− q5m−3)(1− q5m−2) . (2)
In terms of partitions, the first identity can be stated as follows: the number of partitions of n with
no parts below its Durfee square (see Definition 2.1) equals the number of partitions of n into parts
congruent to 1 or 4 modulo 5.
In [9], Gordon gave a combinatorial generalization of the Rogers–Ramanujan identities to any
odd moduli, whose analytic counterpart was given by Andrews [2]. To give a more natural partition
theoretical interpretation to the Andrews–Gordon identity that he derived in [2,4] introduced the
Durfee dissection of partitions. For more details and references, see Chapter 7 of [3].
Meanwhile, Bressoud [7] was able to extend Gordon’s interpretation to all moduli. Later in an
unpublished paper, trying to also extend Andrews’ interpretation to all moduli, Bressoud defined
another set of partitions, namely footed partitions, which is equinumerous with the partition families
arising in the Rogers–Ramanujan identities. He then conjectured a generalization to all moduli. The
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definition of footed partitions is rather complex. Thus we just state the conjecture of Bressoud in the
following theorem and will give the definition in Section 2.
Recall that the rank of a given partition equals the length of the largest part minus the number of
parts. If we think of its Ferrers graph (or Young tableau), the rank is simply the number of boxes in the
first rowminus the number of boxes in the first column. Naturally, we can then consider the so-called
successive rank [5]. The ith successive rank is the number of boxes in the ith row minus the number
of boxes in the ith column. Now for any positive integer a > b with a+ b ≥ 5, let Aa,b(n) denote the
number of partitions of n into parts not congruent to 0,±b(mod a + b), and let Ba,b(n) denote the
number of partitions of n with all the successive ranks no less than−b+ 2 in value and with no feet
with respect to a− 3 (see Definition 2.4).
Theorem 1.1 (Conjectured by Bressoud). For any n ≥ 0, we have Aa,b(n) = Ba,b(n).
In a quite different direction, using sieve methods, Andrews [1] connected yet another set of
partitions to the above mentioned families, and Bressoud [8] extended this work to all moduli. For
any positive integer a > b with a + b ≥ 5, let Qa,b(n) denote the number of partitions of n with
all the successive ranks bounded in [−b+ 2, a− 2]. Then we have the following Andrews–Bressoud
Successive Rank theorem.
Theorem 1.2. For any n ≥ 0, Aa,b(n) = Qa,b(n).
The aim of this paper is to prove Bressoud’s conjecture. In Section 3, we show that for all n ≥
0, Ba,b(n) = Qa,b(n) by setting up a bijection. Combining this with Theorem 1.2 proves the conjecture.
2. Definitions
Definition 2.1. If we represent a partition by its Ferrers graph, for example, a partition of 23, pi =
{7, 5, 5, 3, 2, 1} is graphically expressed as
Fig. 2.1. Ferrers graph.
then the Durfee square is the largest square that can fit in the upper left corner, and the Durfee number
is the length of a side of the Durfee square. For the example above, D(pi) = 3.
Next, for our convenience, we define a new symbol, which is closely related to Frobenius symbol [5]
and Durfee symbol [6].
Definition 2.2. For any given partition of nwith Durfee numberD(pi) = r , the corresponding pseudo-
Durfee symbol is a two-rowed array of r non-negative integers(
a1 a2 · · · ar
b1 b2 · · · br
)
, (3)
where the top row consists of the length of the rows to the right of theDurfee square,while the bottom
row consists of the length of the columns below the Durfee square with n = r2 +∑ri=1 ai +∑ri=1 bi.
As with the Frobenius symbol, we see that each row is nonincreasing in order.
For Fig. 2.1, the corresponding pseudo-Durfee symbol is
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4 2 2
3 2 1
)
. (4)
The following two definitions are the key to our main theorem. For both definitions, let pi be a
partition with Durfee number D(pi) = r and the corresponding pseudo-Durfee symbol(
a1 a2 · · · ar
b1 b2 · · · br
)
.
Definition 2.3 (Bressoud).We define the following three functions on the set of integral j, 1 ≤ j ≤ r:
• SR(j) = aj−bj; SR(j) is the same as the jth successive rank [5], also often referred to as the jth hook
difference;
• k(j) is the smallest positive integer i such that ai = aj. Intuitively, in the Ferrers graph of pi , if we
view parts of same length as one block, the k(j)th part will be the top-most part of the block to
which the jth part belongs;
• K(j) is the largest integer i not exceeding r and such that ai = aj. Similar to the definition of k(j),
if we view parts of same length as one block, the K(j)th part will be the bottom-most part of the
block to which the jth part belongs.
For Fig. 2.1 and (4) above, the values of these functions are: SR(1) = 1, SR(2) = 0, SR(3) = 1; k(1) = 1,
k(2) = k(3) = 2; K(1) = 1, K(2) = K(3) = 3.
Definition 2.4 (Bressoud). Take br+1 = 0 for our convenience, then pi is said to have a foot at
j, 1 ≤ j ≤ r , if bj > bj+1. It is said to have a foot with respect to d at j, if it has a foot at j and SR(k(j)) ≥ d.
Fig. 2.1 has feet at 1, 2 and 3 (see   in Fig. 2.2). But it only has one foot with respect to 1, and that
is at 1.
Fig. 2.2. Footed partition.
Remark. In Theorem 1.1, if a + b = 5, then a − 3 = −b + 2, consequently all successive ranks are
no less than a − 3 so that there can be no feet. In particular, for a = 3, b = 2 we get (1), for a = 4,
b = 1we get (2).Wenote that in these two base cases, our interpretations agreewith Andrews’ Durfee
dissection, but in general, our generalization is of a very different nature from that of Andrews [4].
3. Bijective proof
In this section we prove Theorem 1.1. From Theorem 1.2, we see that it is sufficient to show that
Ba,b(n) = Qa,b(n) for any n ≥ 0. We construct a bijection between the two sets counted by them.
Before we can describe and justify the bijection, we need a crucial lemma.
Definition 3.1. For some fixed positive a and b with a + b ≥ 5, we define two functions s and t , as
well as two maps σ and τ on a given partition represented in its pseudo-Durfee symbol
2144 S. Fu / European Journal of Combinatorics 31 (2010) 2141–2148
pi =
(
a1 a2 · · · ar
b1 b2 · · · br
)
.
σ&s: If pi does not have foot with respect to a− 3, then take σ(pi) = pi and s(pi) = 0 (or we simply
do not define s in this case). Otherwise, find the greatest j such that pi has a foot with respect to
a− 3 at j, let s(pi) = j and take
σ(pi) :=
(
a1 · · · ak(j)−1 ak(j) + 1 ak(j)+1 + 1 · · · aj + 1 aj+1 · · · ar
b1 · · · bk(j)−1 bk(j) − 1 bk(j)+1 − 1 · · · bj − 1 bj+1 · · · br
)
.
τ&t: Ifpi does not have successive rank greater than a−2 in value, then take τ(pi) = pi and t(pi) = 0
(or we simply do not define t in this case). Otherwise, find the smallest j such that SR(j) > a−2,
let t(pi) = j and take
τ(pi) :=
(
a1 · · · aj−1 aj − 1 aj+1 − 1 · · · aK(j) − 1 aK(j)+1 · · · ar
b1 · · · bj−1 bj + 1 bj+1 + 1 · · · bK(j) + 1 bK(j)+1 · · · br
)
.
Note. Due to the definitions of the functions k(j) and K(j), together with our choice of j, it is not hard
to verify that both σ and τ are well-defined maps from the set of all partitions to itself.
Lemma 3.2. For any given partition pi with D(pi) = r,
I. if pi is in Qa,b(n) \ Ba,b(n), and m is the smallest integer such that σm(pi) ∈ Ba,b(n), then for any
integer i, 1 ≤ i ≤ m, t(σ i(pi)) = k(s(σ i−1(pi))) and K(t(σ i(pi))) = s(σ i−1(pi)). Consequently,
τ ◦ σ i(pi) = σ i−1(pi);
II. if pi is in Ba,b(n) \ Qa,b(n), and m is the smallest integer such that τm(pi) ∈ Qa,b(n), then for any
integer i, 1 ≤ i ≤ m, s(τ i(pi)) = K(t(τ i−1(pi))) and k(s(τ i(pi))) = t(τ i−1(pi)). Consequently,
σ ◦ τ i(pi) = τ i−1(pi).
Proof of Lemma 3.2. Let us first verify the claimed results for the base case i = 1, then explain why
they are still true in general (for any 1 ≤ i ≤ m).
For I: We need to show that for a given partition pi in Qa,b(n) \ Ba,b(n), t(σ (pi)) = k(s(pi)) and
K(t(σ (pi))) = s(pi). Actually, pi must have at least one foot with respect to a− 3 since it is in
Qa,b(n) \ Ba,b(n). And by Definition 3.1 the greatest such foot is at some j = s(pi), then before
we apply σ on pi , ak(j) − bk(j) ≥ a − 3 by the definition of ‘‘foot with respect to’’, while after
the map σ , (ak(j) + 1) − (bk(j) − 1) ≥ a − 1, and this is the left-most column in σ(pi) that
has successive rank greater than a − 2. So t(σ (pi)) = k(j), and K(t(σ (pi))) = K(k(j)) = j
since ak(j) + 1 = ak(j)+1 + 1 = · · · = aj + 1 > aj+1, therefore when we continue to apply
τ on σ(pi), we ‘‘undo’’ the changes made by σ , i.e., τ ◦ σ(pi) = pi . In general, every time
we apply σ , we make changes to a ‘‘block’’ with subindex running from k(j) to j, for some
particular j, and as we observed above, SR(k(j)) > a− 2 for the resulting partition. Moreover,
both k(j) and j are nonincreasing aswe go through the sequencepi, σ(pi), σ 2(pi), . . . , therefore
t(σ i(pi)) = k(s(σ i−1(pi))) and K(t(σ i(pi))) = s(σ i−1(pi)). Consequently, when we apply τ ◦σ
on σ i−1(pi), τ will undo what σ does on σ i−1(pi), i.e., τ ◦ σ i(pi) = σ i−1(pi).
For II: The key observation in this case is that every time we apply τ , we make changes to a ‘‘block’’
with subindex running from j to K(j) for some particular j, and the resulting partition has a foot
with respect to a− 3 at K(j). We will elaborate on this in the proof of Theorem 3.3. Moreover,
both j and K(j) are nondecreasing as we go through the sequence pi, τ(pi), τ 2(pi), . . . . Then
using similar arguments we can prove the results as well. 
Now we are ready to prove the main theorem.
Theorem 3.3. For any n ≥ 0, Ba,b(n) = Qa,b(n).
Proof of Theorem 3.3. We will use the pseudo-Durfee symbol to represent both types of partition
(to better visualize the process, see the examples in next section). The proof is mainly a description of
how to bijectively convert between these two types of partition.
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For those partitions in Ba,b(n)∩Qa,b(n), no conversion is needed, or we simply take the conversion
map to be identity.
Now take a partition pi in Qa,b(n) \ Ba,b(n), say
pi =
(
a1 a2 · · · ar
b1 b2 · · · br
)
,
where−b+ 2 ≤ SR(i) = ai − bi ≤ a− 2 and there exists at least one foot with respect to a− 3. We
repeatedly apply σ on pi to get σ(pi), σ 2(pi), . . . , until we arrive at a partition where there is no foot
with respect to a− 3, denote this partition as
pˆi =
(
aˆ1 aˆ2 · · · aˆr
bˆ1 bˆ2 · · · bˆr
)
∈ Ba,b(n).
Note that in pi, SR(k(s(pi))) ≥ a − 3 by the definition of ‘‘the foot with respect to’’. So in σ(pi),
SR(k(s(pi))) = ak(s(pi))− bk(s(pi))+2 ≥ a−1, and every time we apply σ , the affected successive ranks
will be increased by 2, in other words they will remain greater than a− 2 in value, which implies that
pˆi is really in Ba,b(n) \ Qa,b(n). Now we have a well-defined map
φ : Qa,b(n) \ Ba,b(n) → Ba,b(n) \ Qa,b(n)
pi 7→ pˆi
with pˆi = φ(pi) = σm(pi), for somem ≥ 1 that depends on pi .
Conversely, if we start with a partition pˆi in Ba,b(n) \ Qa,b(n), there must be column(s) with
successive rank greater than a − 2 in value. Then we repeatedly apply τ on pˆi to get τ(pˆi), τ 2(pˆi),
. . . , until we arrive at a partition with all successive ranks bounded in [−b + 2, a − 2]. Denote this
partition as pi , we see that pi ∈ Qa,b(n). Note that if
pˆi =
(
aˆ1 aˆ2 · · · aˆr
bˆ1 bˆ2 · · · bˆr
)
,
then
τ(pˆi) =
(
aˆ1 · · · aˆt(pˆi)−1 aˆt(pˆi) − 1 aˆt(pˆi)+1 − 1 · · · aˆK(t(pˆi)) − 1 aˆK(t(pˆi))+1 · · · aˆr
bˆ1 · · · bˆt(pˆi)−1 bˆt(pˆi) + 1 bˆt(pˆi)+1 + 1 · · · bˆK(t(pˆi)) + 1 bˆK(t(pˆi))+1 · · · bˆr
)
.
By the definition of function t , we see that
aˆt(pˆi) − bˆt(pˆi) ≥ a− 1,
hence (aˆt(pˆi) − 1)− (bˆt(pˆi) + 1) ≥ a− 3,
and bˆK(t(pˆi)) + 1 > bˆK(t(pˆi))+1.
Therefore τ(pˆi) has a foot with respect to a − 3 at K(t(pˆi)). Actually every time we apply τ , there
will be a foot with respect to a− 3 coming from the right-most column that we have changed in the
pseudo-Durfee symbol. So pi is really in Qa,b(n) \ Ba,b(n). Now we have a well-defined map in the
opposite direction
ψ : Ba,b(n) \ Qa,b(n) → Qa,b(n) \ Ba,b(n)
pˆi 7→ pi
with pi = ψ(pˆi) = τ l(pˆi), for some l ≥ 1 that depends on pˆi .
Next we apply Lemma 3.2 to show that φ and ψ are inverse to each other.
Take a partition pi in Qa,b(n) \ Ba,b(n), assume φ(pi) = σm(pi) andψ(φ(pi)) = τ l(φ(pi)), for some
m, l ≥ 1. If l ≥ m, then
ψ(φ(pi)) = τ l(σm(pi))
= τ l−1(τ ◦ σm(pi))
= τ l−1(σm−1(pi)) (by Lemma 3.2I)
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...
= τ l−m(pi)
= pi (by the definition of τ).
Otherwise we have l < m, then ψ(φ(pi)) = τ l(σm(pi)) = σm−l(pi). This cannot happen because
σm−l(pi) is a partition with at least one successive rank greater than a − 2 in value, hence cannot
be in Qa,b(n), while ψ(φ(pi)) is in Qa,b(n) \ Ba,b(n). This contradiction shows that we must have
ψ(φ(pi)) = pi .
Using the same argument together with Lemma 3.2II, we can also prove that φ(ψ(pˆi)) = pˆi for any
pˆi in Ba,b(n) \ Qa,b(n). So we see that Qa,b(n) and Ba,b(n) are in 1–1 correspondence via the map φ and
ψ , in particular, they are equinumerous. 
4. Example
We use Ferrers graph to illustrate our ‘‘cut and paste’’ process, which is essentially what σ and τ
do. We map a partition in Q4,2(25) to a partition in B4,2(25). Note that a − 3 = 4 − 3 = 1, so we try
to get rid of all feet with respect to 1. Those numbers in the boxes indicate the order we move them,
and ‘‘foot with respect to’’ is abbreviated as ‘‘fwrt’’.
Then we can apply τ to get back. Since a − 2 = 2, we will change those columns (hooks in the
Ferrers graph) with successive ranks greater than 2.
The following is a list of all partitions in Q4,2(11) and B4,2(11) using the pseudo-Durfee symbol.
The ones in the same row are paired using our maps φ and ψ .
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Q4,2(11) B4,2(11)(
5
5
) (
5
5
)
(
6
4
) (
10
0
)
(
4 0
3 0
) (
7 0
0 0
)
(
3 1
3 0
) (
3 1
3 0
)
(
4 1
2 0
) (
6 1
0 0
)
(
3 2
2 0
) (
5 2
0 0
)
(
3 1
2 1
) (
4 1
1 1
)
(
2 2
2 1
) (
2 2
2 1
)
(
3 2
1 1
) (
4 3
0 0
)
(
1 0 0
1 0 0
) (
1 0 0
1 0 0
)
(
2 0 0
0 0 0
) (
2 0 0
0 0 0
)
(
1 1 0
0 0 0
) (
1 1 0
0 0 0
)
5. Conclusion
In the end, we note that our Theorem 3.3 together with the Andrews–Bressoud Successive
Rank Theorem [1,8], establish Bressoud’s conjecture (Theorem 1.1), which is yet another partition
theoretical generalization of the Rogers–Ramanujan Identities. While our proof gives bijection
between Qa,b(n) and Ba,b(n), Andrews [1] and Bressoud [8] connected Qa,b(n)with Aa,b(n) using sieve
method. So the connection between Ba,b(n) and Aa,b(n) via these two theorems is still not bijective,
but at least with strong combinatorial flavor in it. In addition, further effort may bemade to develop a
generating function for the partitions in Ba,b(n), so as to derive a q-series version of this generalization.
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