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Abstract
We study the max-convolution and max-stable laws for Boolean indepen-
dence and prove that these are Dagum distributions (also known as log-logistical
distributions).
1. Introduction
In extreme value theory, instead of the sum of independent random variables, one
deals with their max. In [3], looking for an analogue of extreme value theory in free
probability, the Ando max was used. The Ando max [1] of two noncommutative
random variables, i.e. hermitian operators, amounts to replacing the operators by
the projection-valued process, indexed by R, where to each t ∈ R we associate the
spectral projection for (−∞, t] and take the min of the projections.
In this note we want to pursue the same idea with Boolean independence [11],
[12]. In the free setting the free max-stable laws turned out to fall into 3 families
[3] as in the classical framework. Actually, in the free case, the max-stable laws
resulted in generalized Pareto laws, coinciding surprisingly with precisely those limit
laws which were found in Peaks over Thresholds in [2] (concerning this coincidence
see [7]). Due to special features of Boolean independence related to units, it turns
out that in this framework the question should be naturally restricted to positive
noncommutative random variables. Instead of three families of limit laws there is
only one family of Boolean max-stable laws and again, like with free independence,
these laws have also been found in the classical framework, they are Dagum laws
(see [9]), which appear typically in wealth distributions.
In addition to this introduction, this paper has three more sections. In section 2
we give preliminaries about Boolean independence (see for instance [5], [6], [11], [12]),
our choices between equivalent approaches, the Ando max and a discussion about
the reasons for restricting the study of Boolean max-convolution to non-negative
variables (or some equivalent class).
In section 3 we compute the distribution of the Ando max of Boolean indepen-
dent projections and from this result develop the Boolean max-convolution. We show
that the semigroup on [0, 1] with the operation coming from operations on Boolean
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independent projections is isomorphic to [0, 1] endowed with multiplication, which
is the semigroup underlying classical extreme value theory. This isomorphism will
be of great help and should be compared to the fact that in the case of free extreme
value theory [3] there are useful homomorphisms between the semigroups on [0, 1],
but not such a perfect fit as an isomorphism.
Section 4 uses the results of the preceding section to determine the Boolean max-
stable laws and their domain of attraction. In essence, in view of the isomorphism of
semigroup laws on [0, 1] found in section 3, this amounts to transfers of classical re-
sults to the Boolean setting, with some restrictions. The main restriction is that the
laws should be supported on [0,∞) and this singles out Fre´chet laws in the classical
framework. When transferred to Boolean probability these become Dagum distri-
butions, which are also called log-logistic distributions. Thus, also in the Boolean
framework the max-stable laws have also a history in classical probability.
Concluding, we would like to mention some of the developments around the free
extreme values of [3] (see [4], [7], [8]) which suggest similar questions for Boolean
extremes.
2. Preliminary Considerations
The noncommutative probability framework we use, that of hermitian operators on
a Hilbert space (actually their spectral scales), is equivalent to using von Neumann
algebras, but since this is a quite short paper, this seemed the best for our purpose.
Thus, noncommutative random variables will be hermitian operators T = T ∗
on some Hilbert space H, endowed with a state vector ξ ∈ H, ‖ξ‖ = 1, which
gives the expectation functional φ(T ) = 〈Tξ, ξ〉. We can encode the same data as
a projection-valued process R ∋ t 7→ E(T ; (−∞, t]), which to each t associates the
spectral projection of T for (−∞, t]. Here, E(T ; (−∞, t]) is an increasing function
of t, which is right semicontinuous with respect to the strong operator topology.
That T is bounded means that there are t0 < t1 so that E(T ; (−∞, t0]) = 0 and
E(T ; (−∞, t1]) = I. This works also for unbounded selfadjoint variables which will
correspond to scales of spectral projections [−∞,∞] ∋ t 7→ E(T ; (∞, t]), which are
increasing, right continuous and E(T ; (−∞, t]) is equal to 0 if t = −∞ and equal to
I if t = ∞. There is an additional condition at +∞, limt→+∞E(T ; (−∞, t]) = I,
that is, continuity at +∞.
A noncommutative random variable a that is given by such a scale has distribu-
tion function
Fa(t) = 〈E(a; (−∞, t])ξ, ξ〉 , t ∈ R
and its distribution is the probability measure µa on R with this distribution func-
tion, that is, µa((−∞, t]) = Fa(t). The spectral max a ∨ b of a and b is given by
the scale E(a ∨ b; (−∞, t]) = E(a; (−∞, t]) ∧ E(b; (−∞, t]) where for two hermitian
projections P,Q by P ∧Q we denote the orthogonal projection onto the intersection
of their ranges
(P ∧Q)(H) = P (H) ∧Q(H).
Boolean independence of two families of bounded noncommutative random variables
(Xι)ι∈I , (Yj)j∈J on some (H, ξ) can be described as follows. There exists (X
′
ι)ι∈I
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on (H′, ξ′), and (Y ′′j )j∈J on (H
′′, ξ′′), with the same noncommutative moments with
respect to ξ′ and ξ′′ respectively, such that if we consider (H′′′, ξ′′′), where H′′′ =
(H′ ⊖ Cξ′)⊕ (H′′ ⊖ Cξ′′)⊕ Cξ′′′, and identifying isometries
V ′ : H′ →H′′′, V ′′ : H′′ →H′′′,
so that V ′ ↾ (H′⊖Cξ′) and V ′′ ↾ (H′′⊖Cξ′′) are the identity in the respective space,
while V ′ξ′ = V ′′ξ′′ = ξ′′′. Then, the joint distribution of (Xι, Yj , ι ∈ I, j ∈ J) on
(H, ξ) is the same as the joint distribution of (X˜ι, Y˜j , ι ∈ I, j ∈ J) on (H
′′′, ξ′′′),
where X˜ι = V
′X ′ιV
′∗ and Y˜j = V
′′X ′′j V
′′∗. One feature of this construction is that
if we construct Boolean independent algebras on (H′′′, ξ′′′) from A on (H′, ξ′) and
B on (H′′, ξ′′), then, V ′AV ′∗ and V ′′BV ′′∗ do not contain the identity operator on
H′′′, even if A ∋ IH′ , B ∋ IH′′ . The same works for unbounded noncommutative
random variables by using their spectral scales instead of the operators, but it must
be noted that spectral scales from H′,H′′ to H′′′ do not transform by simply putting
the ∼ on the projections. Actually we have the following:
• If t < 0 then
E(X˜ ′, (−∞, t]) = V ′E(X ′; (−∞, t])V ′∗.
• While if t ≥ 0 then
E(X˜ ′; (−∞, t]) = V ′E(X ′; (−∞, t])V ′∗ + PH′′⊖Cξ′′′ .
Similar formulae hold for the Y˜ ′′. Clearly, if X ′ ≥ 0 then the formulae are uniform.
Also if P ′, P ′′ are projections on H′,H′′ then P˜ ′∧ P˜ ′′ ≤ PCξ so P˜ ′∧ P˜ ′′ is either 0 or
PCξ and 〈P˜ ′ ∧ P˜ ′′ξ, ξ〉 ∈ {0, 1}. On the other hand (P˜ ′+PH′⊖Cξ′)∧ (P˜ ′′+PH′′⊖Cξ′′)
is no longer such a trivial quantity.
Also observe that the joint distribution of the (X˜ ′ι, Y˜
′′
j , ι ∈ I, j ∈ J) is the same
for all choices of X ′ι, Y
′′
j replicating our initial joint distribution.
The conclusion of this discussion is that if we have two noncommutative random
variables, replacing them with Boolean independent X˜, Y˜ “copies in distribution” on
another Hilbert space, the spectral max works well for nonnegative random variables
X ≥ 0, Y ≥ 0 when we can choose X˜ ≥ 0, Y˜ ≥ 0.
In the following, we will use the Boolean additive convolution ([5], [12]). If X,Y
are bounded noncommutative random variables which are Boolean independent,
then the distribution of X + Y can be computed out of the distribution of X and
Y by Boolean convolution. The formula for computing this is as follows. If µ is a
probability measure on R with compact support, let Gµ(z) =
∫ dµ(t)
z−t
be its Cauchy
transform, where z ∈ C \ supp(µ), and let
Kµ(z) = −
1
Gµ(z)
+ z.
Then the equality
KµX+Y = KµX +KµY ,
allows to recover GµX+Y from which µX+Y is obtained, by a standard procedure,
using boundary values of the imaginary part from the upper half plane.
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3. The spectral max of Boolean independent projections and
Boolean max convolution
In view of the discussion in the preceding section, if P is a projection, its distribution
function is given by
FP (t) =


0 if t < 0
p if 0 ≤ t < 1
1 if 1 ≤ t
where p = φ(I −P ) = 1− 〈Pξ, ξ〉 = 〈(I −P )ξ, ξ〉. To find the formulae for Boolean
max convolution we need to find these formulae for projections and this in turn can
be done using additive Boolean convolution.
Lemma 3.1. Let P,Q be Boolean independent projections on (H, ξ) so that φ(P ) =
1− p, φ(Q) = 1− q. Then φ(P ∨Q) = 1− r where
r−1 − 1 = (p−1 − 1) + (q−1 − 1).
Proof. We have E(P ∧ Q; {0}) = E(P + Q; {0}) and φ(E(P + Q); {0}) will be
computed using Boolean additive convolution. We have
GP (z) =
p
z
+
1− p
z − 1
=
z − p
z(z − 1)
KP (z) = −
z(z − 1)
z − p
+ z =
z(1− p)
z − p
and similar formulae for Q.
KP+Q(z) = z
(
1− p
z − p
+
1− q
z − q
)
.
Then we have
GP+Q(z) =
1
z −KP+Q(z)
=
1
z
·
1
1− 1−p
z−p
− 1−q
z−q
.
Hence
r = lim
z→0
zGP+Q(z) = lim
z→0
1
1− 1−p
z−p
− 1−q
z−q
=
1
p−1 + q−1 − 1
.
This implies
r−1 − 1 = (p−1 − 1) + (q−1 − 1).
The preceding lemma defines a semigroup structure on [0, 1], the operation of
which we shall denote by ∧∪, the symbol which should correspond to Boolean min
convolution, which we will consider only as an operation on [0, 1]. So if x, y ∈ [0, 1]
then (x ∧∪ y)−1 − 1 = (x−1 − 1) + (y−1 − 1). Since, when dealing with classical
independence the semigroup structure at which one arrives is multiplication · on
[0, 1], it is clearly important to compare the two. As the next lemma shows the
result of the comparison is quite pleasing.
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Lemma 3.2. The semigroups ([0, 1],∧∪) and ([0, 1], ·) are isomorphic. The map
χ : [0, 1]→ [0, 1] given by
χ(x) = exp(1− x−1)
is an isomorphism which is also an order preserving homeomorphism. The inverse
isomorphism, which is also order-preserving is given by
χ−1(y) = (1− log(y))−1.
The proof of the previous lemma is straightforward and will be omitted.
From Lemma 3.1 and the discussion in Section 2, the following definition is
natural.
Definition 3.1. If F1, F2 are distribution functions on [0,∞) then their Boolean
max-convolution is defined by
(F1 ∨∪ F2)(t) = F1(t) ∧∪ F2(t).
Lemma 3.3. If X ≥ 0, Y ≥ 0 are Boolean independent noncommutative random
variables on (H, ξ) then
FX∨Y (t) = FX ∨∪ FY (t).
The noncommutative random variables may be unbounded and in such case they are
identified with their spectral scales.
Proof. Since X ∨ Y amounts to E(X ∨ Y ; [0, t]) = E(X; [0, t]) ∧ E(Y ; [0, t]) where
t ≥ 0, X ≥ 0, Y ≥ 0 and E(X; [0, t]) , E(Y ; [0, t]) the lemma follows immediately
from the preceding results.
4. The transfer from classical to Boolean of max
convolutions
Let ∆+ denote the set of distribution functions for positive random variables, that
is, functions F : [0,∞) → [0, 1] which are increasing, right continuous and which
satisfy limt↑∞ F (t) = 1. On ∆+ we consider the classical max convolution, which
is just the multiplication (F,G) 7→ FG and the Boolean max convolution (F,G) 7→
F ∨∪ G which for each t ∈ [0,∞) is given by (F ∨∪ G)(t) = F (t) ∧∪ G(t). In
view of Lemma 3.2, the map X : ∆+ → ∆+, where X(F ) = χ ◦ F , or in other
words, X(F ) = exp(1− F−1), is an isomorphism. Hence, it is a bijection, preserves
pointwise convergences and for every F and G it satisfies
X(F ) ·X(G) = X(F ∨∪ G).
The inverse map X−1 : ∆+ → ∆+ is given by X
−1(F ) = (1− log(F ))−1. This map
has the property that X−1(F ·G) = X−1(F ) ∨∪ X−1(G).
In addition to these properties we also have that replacing F (t) by F (at) for
some a > 0 corresponds to the same operation on X(F ) or X−1(F ), that is
X(F (a·)) = (X(F ))(a·) and X−1(F (a·)) = (X−1(F ))(a·).
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In view of the fact that this are the operations which we use to define max stable laws,
whether classical or Boolean, we can use this correspondence to transfer classical
results to Boolean results, the main restriction being that the spectral max on
the max-convolution when we deal with Boolean independence will be restricted to
nonnegative random variables, or equivalently, we will be restricted to distribution
functions in ∆+.
The definition of max-stable laws for the Boolean setting will not include shifts
in the limit process, because this would mean using the “constant” noncommutative
random variable I on (H, ξ) and we prefer to avoid the technical problems that arise
from considering Boolean independent copies of it. The downside of this will be
that we will have to keep in mind which shifted limit laws may arise.
Definition 4.1. A distribution function F ∈ ∆+ is a Boolean max-stable distribu-
tion function if for some G ∈ ∆+ there are constants an > 0, n ∈ N so that
(G ∨∪ · · · ∨∪ G︸ ︷︷ ︸
n
)(ant)→ F (t),
for all t ≥ 0.
The facts related to the transfer that were previously discussed yield the following
result.
Theorem 4.1. A distribution F ∈ ∆+ is Boolean max-stable if and only if X(F )(t) =
exp(−λt−α) for some λ > 0 and α > 0.
Proof. Suppose G∨∪n(an·)→ F (·) and let K = X(G) and H = X(F ). It follows that
Kn(an·)→ H(·). Hence H(·) is classical max-stable and its support is in [0,∞). So
H(t) = exp(−λ(t − µ)−α) if x ≥ µ where µ ≥ 0, λ > 0, α > 0 and H ↾[0,µ]= 0 by
the classical result of extreme value theory (see [10], Prop. 0.3.). By the proof of
Prop. 0.3. in [10] we must have Hn(t) = H(n−θt) for some θ ∈ R. This implies that
n(t− µ)−α = (n−θt− µ)−α, that is n−
1
α t− n−
1
αµ = n−θt− µ so that we must have
µ = 0.
On the other hand, if H(t) = exp(−λt−α), H(t) = limn→∞K
n(ant) for some K
and an’s, for instance K = H and an = n
− 1
α .
Using X−1 we get from this the Boolean max-stable laws explicitly.
Corollary 4.1. F ∈ ∆+ is a Boolean max-stable law if and only if
F (t) = (1 + λt−α)−1
where λ > 0 and α > 0.
The distribution appearing in Corollary 4.1 is known as a Dagum distribution or
log-logistic distribution. Among other applications, the Dagum distribution is used
in models of wealth distribution.
The transfer between classical and Boolean max-stable laws, which we fortu-
nately posses, also gives results on domains of attraction.
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Definition 4.2. A distribution function G ∈ ∆+ is in the Boolean-max domain of
attraction of F ∈ ∆+ if for some sequence of an > 0, n ∈ N we have G
n(an·)→ F (·)
as n→∞.
The classical correspondents of the Dagum laws (viewed as Boolean max-stable
laws) are Fre´chet laws and their classical domains of attraction are known without
using shifts (see Prop. 1. 11. in [10], a classical result of Gnedenko). The condition
for a distribution function K ∈ ∆+, to be in the domain of attraction of a Fre´chet
distribution, is that 1−K has to be regularly varying of exponent −α, that is
lim
t→+∞
1−K(tx)
1−K(t)
= x−α,
for all x > 0. This gives immediately the following result.
Corollary 4.2. G ∈ ∆+ is in the Boolean domain of attraction of F (t) = (1+t
−α)−1
if and only if 1− exp(1−G−1) is regularly varying of exponent −α.
The condition on G in the corollary is early seen to be equivalent to 1−G being
regularly varying of index −α. Indeed, since
lim
t→∞
(
1− (G(t))−1
)
= lim
t→∞
(
1− (G(tx))−1
)
= 0
and limy→0(exp y − 1)/y = 1, the condition on G is equivalent to
lim
t→∞
1− (G(tx))−1
1− (G(t))−1
= x−α.
Thus, like shown in [3] for free max-convolution, also for Boolean max-convolution,
a Bercovici-Pata type coincidence of the domains of attraction with the classical
domains of attractions takes place.
Corollary 4.3. A distribution function F is in the max-Boolean domain of attrac-
tion of the Dagum distribution function (1 + t−α)−1 if and only if 1− F is regulary
varying of index −α.
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