Abstract. We formulate extended K a l m a n smoothing i n an expectation-propagation ( E P ) framework. The approximation involved (a local linearization) can be looked upon as a 'collapse' of a nonGaussian belief s t a t e onto a Gaussian form. This formulation allows us to c o m e up with b e t t e r approximations to t h e belief states, since we can iterate the algorithm until n o further refinement of the beliefs is obtained. Compared to t h e standard e x t e n d e d Kalman smoother, w e linearize around the m o d e of t h e actual two-slice belief state instead of the predicted m e a n of the one-slice belief. In initial experiments w i t h a one-dimensional nonlinear dynamical s y s t e m w e found that our method improves over the e x t e n d e d K a l m a n filter and performs comparable t o the unscented Kalman filter, whereas only second-order approximations are being made. The EP-formulation i n principle allows for incorporation of higherorder approximations, possibly leading to further improvements.
cannot be computed exactly any more (the integrals in (6) cannot be done analytically), one has to resort to approximations. Two popular methods are the extended Kalman filter (and smoother, see e.g. [SI) , which linearizes the nonlinearity so that Gaussian messages can be computed and the unscented Kalman filter, which again assumes Gaussian posterior beliefs and uses a set of carefully chosen points, propagates them through the nonlinearity and computes the moments from them.
We will briefly describe the basic idea behind these two approximative methods and will then show how linearization can be incorporated in the expectation-propagation framework. Experimental (preliminary) results and an outlook to future improvements conclude the paper.
EXISTING METHODS FOR APPROXIMATE INFERENCE
Inference in linear dynamic systems A linear dynamical system is often modelled in state-space form as:
implying that for states 2 a Markov property holds. The independence structure is such that the joint distribution over states and observations is given One typically wants to infer the values of (some of the) hidden states q , . . . , XT when a series of observables y l , . . . , YT has been given. One can write the one-and two-slice marginal distributions over the states as [GI:
By int,erpreting at-1 (~t -1 ) and Pt(at) as incoming messages to the factor over nodes xt--1 xt and defining this factor to be the two-slice potential Pt-l,t := p(ztlzt-l)p(ytlzt), one recognizes the sum-product algorithm for inference in graphical models [4] . The algorithm for filtering the beliefs and estimating the most likely parameters in equation (3) is the well-known Kalman filter.
Extended K a l m a n filtering and smoothing Unscented K a l m a n filtering and smoothing
The Unscented transform [3] (UT) is a method for approximating the moments of a variable Y that is depending on a Gaussian variable X via a nonlinear transform f (see figure 2 ). More specifically, the first moment of Figure 2 : If X is a zero-mean Gaussian and f is an arbitrary nonlinearity f, the conditional distribution of Y given X is a Gaussian with mean f(X)
The latter integral is approximated numerically as xi w J i ; where wi are suitably chosen weights (in the UT, xi wi = 1) and Ti = f(xi), i.e. nonlinearly transformed "sigma points" x i which a,re deterministically chosen samples from the Gaussian over X. 
.
Here, factor refers to the conditional probabilities relevant to a local node and message refers to evidence that is being propagated to a local node from another part of the network. If there are no loops in the graph and if the summation can be done exactly, this procedure results in the exact posterior beliefs.
In the dynamic Bayesian network considered here (figure 1): no loops occur, but the inability to do an exact summation and to represent the nonGaussian one-slice belief prohibits exact inference. However, the exact summation can be replaced in the former procedure by a 'collapse' step, where one-slice beliefs are approximated by Gaussians [2]. The exact posterior belief is then represented by a Gaussian that matches the first two moments of the exact posterior. This leads to an approximate inference method based on local message passing called expectation-propagation [7] . A nice property of this scheme is t,hat both beliefs and terms will stay within the chosen family of dist,ributions (e.g. normal/Gaussian densities). In t,he context of this paper, the factors are the terms, ashich are iteratively refined from <the posterior approximation. No convergence guarantees can be given for expectationpropagation, but if it coilverges it ends up in a minimum of the so-called Bethe free energy (t,hat takes int,o account two-point correlations between neighbouring nodes in the netaork). Algorithms that aim at minimizing the Bethe free energy usually result in better approximations than e.g. mean field methods (which ignore correlations between neighbouring nodes). Evidence is incorporated into the factor nodes, which span two consecutive hidden nodes. Messages are sent between hidden and factor nodes. A hidden node's outgoing message in a certain direction equals the incoming message in this direction. The product of incoming messages to a hidden node equals its belief.
In the EP-framework, we express a two-slice belief as a scaled product of a 2-slice potential and 'incoming messages', Because of the nonlinearities f and g, the potential qt-l,t is non-Gaussian, and the exact one-slice beliefs would also he non-Gaussian. As stated before, we assume (as in the extended and unscented Kalman filter and smoother) that each one-slice belief is Gaussian. Its moments cannot be found analytically, again because of the nonlinearities (unlike e.g. in EP for switching linear dynamical systems, where an analytic moment matching procedure indeed exists [2]). We propose an approximate moment match by linearizing the nonlinear argument of the non-Gaussian two-slice potential using a Taylor approximation. In this sense, our collapse step resembles the extended Kalman filter and smoother, which also linearize a nonlinear function.
Algorithm for i t e r a t e d extended K a l m a n s m o o t h i n g The moments of eiter & ( x t ) (forward pass) or & ( I~-~) (backward pass) are given by mom(i, r ) = -a t -~( z t --l )
.
@t-l,t . B t ( z t ) . G ' (~, ) d r t -~d x~ (11)
where mom(i,.r) is the ith moment of &(I,), i = 1 , 2 , r = t -1 , t and G'(z,) is zi for i = 1 and (zT -m7)* for i = 2. The term c = j'at-l(zt-l) . *(t ~ 1, t).pt(zt)dzt-~dzt normalizes the potentials in the numerator. We now 'collapse' the (non-Gaussian) posterior tuwslice belief gt(xt_l, xt) to a Gaussian form by Laplace approximation. Using the convention xt = [%E1 I ? ] ' , this integral can be cast into the form
with the definition of G(xt) analogous to (11) and
We use a Laplace approximation of F ( x t ) and G(xt) around the extremum xt of F ( x t ) to arrive at the approximation exp{F(xt)} = exp{Q(xt)} -N(xt; xz, -(F")-'(x;)) (14)
where (P'')-'(x;) is the inverse Hessian of F ( x t ) . From this approximate two-slice belief, the approximate one-slice beliefs can be derived by marginalization:
Note that extended Kalinan filtering resembles the forward pass of EPEKS, where beta messages are set to 1. In our EP-formulation however, we can refine the 'terms' 'Pt(zt-l,zt) iteratively, which may improve the belief estimates obtained with the EKF. Furthermore, note that in our scheme we linearize around the mode of the two-slice posterior (involving both past a i d future evidence to a node) and take second-order information about the nonlinearity into account (the width of the approximating Gaussian), whereas in the extended Kalman filter one linearizes around the predzcted mean (involving only past evidence to the node) and uses only first-order information (the gradient).
EXPERIMENT
We analyze the performance of our algorithm with the following one-dimensional nonlinear dynamical system zt = zt--l + sin(zt-1) . zt-1 + u t , ut -Ar(0,Q) { Yt = z z + n t ,
nt -N ( 0 , R)
This system h a s unstable fixed points at -T,T (modulo 2 s ) and a stable fixed point at 0 (modulo 2~) .
The squaring nonlinearity in the observer gives rise to ambiguity in the polarity of the underlying state. Time series from the system are shown in figure 4 . To study the performance of the three different algorithms (EKF, UKF and our EPEKS algorithm) quantitatively, we performed several runs with different noise levels. K7e measured algorithm performance with the nonnalzzed mean absolute deviatzon statistic: is the same as stating that the covariance matrix is not positive semidefinite any more). In turn, the inferred state at these nodes becomes incorrect and the algorithm diverges. To our knowledge, no remedies have yet been devised in the literature to deal with this (technical, yet important) problem, so this is clearly a topic of further research.
CONCLUSION
We formulated extended Kalman smoothing in an expectation-propagation (EP) framework, which resulted in improved inference of the hidden states in a one-dimensional nonlinear dynamical system compared to extended Kalnian filtering and comparable performance to unscented Kalman filtering. The latter method is regarded as a significant improvemelit over extended Kalman filtering (since the unscented transform allows for approximating the nonlinearities to higher orders). Apparently. our iterative scheme allows for a comparable improvement while using only second-order approximations. The hope is that a future extension of our method that incorporates the unscented transform into a collapse step, allows for further improvements. Furthermore, it will be necessary to look for ways to retain positive semi-definite covariance matrices. Our final goal is the learning of parameters of a nonlinear dynamical system, where an inference algorithm is one (important) step in an E-M or variational framework [Q, lo] .
