Abstract. The hypergeometric type operators are shape invariant, and a factorization into a product of first order differential operators can be explicitely described in the general case. Some additional shape invariant operators depending on several parameters are defined in a natural way by starting from this general factorization. The mathematical properties of the eigenfunctions and eigenvalues of the operators thus obtained depend on the values of the involved parameters. We study the parameter dependence of orthogonality, square integrability and of the monotony of eigenvalue sequence. The obtained results allow us to define certain systems of GazeauKlauder coherent states and to describe some of their properties. Our systematic study recovers a number of well-known results in a natural unified way and also leads to new findings.
Introduction
Many problems in quantum mechanics and mathematical physics lead to equations of the type σ(s)y ′′ (s) + τ (s)y ′ (s) + λy(s) = 0
where σ(s) and τ (s) are polynomials of at most second and first degree, respectively, and λ is a constant. These equations are usually called equations of hypergeometric type [13] , and each of them can be reduced to the self-adjoint form Since the form of the equation (1) is invariant under a change of variable s → cs + d, it is sufficient to analyze the cases presented in table 1. Some restrictions are imposed on α and β in order that the interval (a, b) exists. One can remark that the second derivative σ ′′ of σ belongs to {0, −2, 2}. In the paper [6] our aim was to analyze together in a unified formalism all the cases arising by imposing the conditions (3) . The systems of polynomials Φ l obtained in this way can be expressed in terms of the classical orthogonal polynomials, but in some cases we have to consider the classical polynomials for complex values of parameters or outside the interval where they are orthogonal. The literature discussing special function theory and its application to mathematical and theoretical physics is vast, and there is a multitude of different conventions concerning the definition of functions. A unified approach is not possible without a unified definition. The associated special functions we define as
are eigenfunctions of the hypergeometric type operators
depending on parameters α, β and m. The operators H m satisfy the relations
where
In the particular case when α and β are such that ̺ is a power of σ the factorization (6) allows one to prove that the operators
depending on an additional parameter δ satisfy some relations similar to (6) . Certain results concerning the operatorsH m can be found in [7, 11] . The mathematical properties of the operatorsH m depend on the involved parameters, and our main purpose is to investigate this dependence. Our approach is based on the similitude existing between H m andH m . Therefore, we firstly review certain properties of H m in a form suitable for our purpose. If the involved parameters satisfy certain restrictions, some Gazeau-Klauder systems of coherent states can be associated in a natural way. It is well-known that the hypergeometric type operators H m andH m are directly related to some exactly solvable Schrodinger type equations including a large number of potentials (shifted oscillator, three-dimensional oscillator, Pöschl-Teller, generalized Pöschl-Teller, Morse, Scarf hyperbolic, Coulomb, trigonometric Rosen-Morse, Eckart, hyperbolic Rosen-Morse) and their supersymmetric parteners. Most of the mathematical formulae occurring in the study of the exactly solvable quantum systems follow from a small number of formulae concerning the hypergeometric type operators. Particularly, almost any factorization used in quantum mechanics for a Schrodinger operator follows through a change of variable [10, 5, 7] from the explicitely described factorization (6).
Polynomials of hypergeometric type
It is well-known [13] that for λ = λ l , where l ∈ N and
the equation (1) admits a polynomial solution
Theorem 1. The function Φ l (s) ̺(s) is square integrable on (a, b) and 0 = λ 0 < λ 1 < λ 2 < . . . < λ l for any l < Λ, where
Proof. The convergence of the integral 
Theorem 2.
The system of polynomials {Φ l | l < Λ} is orthogonal with weight function ̺(s) in (a, b), and Φ l is a polynomial of degree l for any l < Λ.
we get
Each Φ l is a polynomial of at most l degree and the polynomials {Φ l | 0 ≤ l < Λ} are linearly independent. This is possible only if Φ l is a polynomial of degree l for any l < Λ.
Theorem 3. Up to a multiplicative constant
where H n , L p n and P (p,q) n are the Hermite, Laguerre and Jacobi polynomials, respectively.
Proof. In the case σ(s) = s 2 the function Φ (α,β) l (s) satisfies the equation
If we denote t = β/s then the polynomial u(t) = t l y(β/t) satisfies the equation
that is, the equation whose polynomial solution is L 1−α−2l l (s) (up to a multiplicative constant). In a similar way one can analyse the other cases.
Special functions of hypergeometric type
Let l ∈ N, l < Λ, and let m ∈ {0, 1, ..., l}. If we differentiate (10) m times then we get
The equation obtained by multiplying this relation by σ m (s) can be written as
where H m is the differential operator
. (16) and the functions
defined by using
are called the associated special functions.
Proof. The convergence of the integral
ds follows from the restrictions imposed to α and β (see table 1 ) and from the relation (12) .
By differentiating (10) m − 1 times we obtain
If we multiply this relation by κ m−1 (s) then we get the three term recurrence relation
for m ∈ {1, 2, ..., l − 1}, and
for m = l. For each m ∈ {0, 1, ..., l − 1}, by differentiating (17), we obtain
which can be written as
If m ∈ {1, 2, ..., l − 1} then by substituting (21) into (19) we get
for all m ∈ {0, 1, ..., l − 2}. From (20) it follows that this relation is also satisfied for
The relations (21) and (22) suggest us to consider for m + 1 < Λ the operators
satisfying the relations
...
Theorem 5. The operators H m are shape invariant
and satisfy the intertwining relations
Proof. Direct computation. 
Proof. Integrating by parts we get Proof. By using (12) we get
for l, k ∈ N with m ≤ l < Λ and m ≤ k < Λ . Therefore, we can use lemma 1 and obtain
The normalized associated special functions
satisfy the relations
... 
Shape invariant operators related to H m
Some additional shape invariant operators directly related to H m can be obtained in the cases when α and β are such that there exists k ∈ R with ̺(s) = σ k (s) (see table 2 ).
, and
Theorem 8. If α and β are such that ̺(s) = σ k (s) then for any δ ∈ R the operators
(36)
for any m ∈ R with 2m + 2k + 1 = 0. 
and, up to a multiplicative constant, the solutionΦ m,m of the equationÃ mΦm,m = 0 is
The set M = { m | √ ̺ is square integrable on (a, b) is presented in table 3. Table 3 . The set M of all the values of m for which
for any δ ∈ R Lemma 2. If l ∈ M and n ∈ N are such that {l − n, l − n + 1, ..., l} ⊂ M then for each m ∈ {l − n, l − n + 1, ..., l − 1} the functioñ
has the formΦ
where c j are real constants.
Proof. The statement follows from the relations
Theorem 9. If l ∈ M and n ∈ N are such that {l− n, l− n+1, ..., l} ⊂ M then for each m ∈ {l − n, l − n + 1, ..., l} the functionΦ l,m √ ̺ is square integrable and
Proof. The square integrability follows from (41). The definition (40) ofΦ l,m can be re-written asΦ
andH lΦl,l = (Ã + lÃ l +λ l )Φ l,l =λ lΦl,l . The relationH mΦl,m =λ lΦl,m follows by recurrencẽ
From the relation (44) we get
Theorem 10. If l ∈ M and n ∈ N are such that {l −n−1, l −n, ..., l} ⊂ M then the functionsΦ m,m ,Φ m+1,m , ... ,Φ l,m , where m = l−n, are orthogonal.
Proof. By using (41) and lemma 1 we get
for any n ′ , n ′′ ∈ {m, m + 1, ..., l}.
Theorem 11. If l ∈ M and n ∈ N are such that {l − n, l − n + 1, ..., l} ⊂ M then for each m ∈ {l − n, l − n + 1, ..., l − 1} we have
and
In view of lemma 1 we get
(48)
Gazeau-Klauder coherent states
Let m < Λ be a fixed natural number, and let
The functions
form an orthonormal system, and satisfy the relation
One can remark that 0 = e 0 < e 1 < e 2 < . . . < e n for any n < Λ m .
By following the method presented in [8] we define the Gazeau-Klauder coherent states
described by the real two-parameter (J, γ) ∈ [0, ∞) × R, where N(J) is a normalizing constant and
Theorem 12. There exists k(J) ≥ 0 such that
with dν(γ) defined by
Proof. Looking for a function of the form
In the case σ ′′ = 0 we can choose ρ(J) = − 
The modified Bessel function
satisfies the relation [3]
The last formula shows that in the case σ ′′ = −2 we can choose [2, 1] 
The Bessel function J ν satisfies the relation [9] ∞
. If we use the substitutions a = 2, x = √ J , ν = 1 − α − 2m and µ = α + 2m + 2n then we get the relation
which shows that in the case σ ′′ = 2 we can choose [14] ρ
Let m ∈ M and
withẽ n defined bỹ
We define the Gazeau-Klauder coherent states
where N(J) is a normalizing constant and
in the case σ(s) = s, 
In order to get ∞ 0 J n ρ(J)dJ =ρ n we choose [4] ρ(J) = 
