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Abstract
We study a generalization of the well-known traveling salesman problem (TSP) where each customer provides or
requires a given non-zero amount of product, and the vehicle in a depot has a given capacity. Each customer and the
depot must be visited exactly once by the vehicle supplying the demand while minimizing the total travel distance.
We assume that the product collected from pickup customers can be delivered to delivery customers. We introduce a
0-1 integer linear model for this problem and describe a branch-and-cut procedure for 7nding an optimal solution. The
model and the algorithm are adapted to solve instances of TSP with pickup and delivery. Some computational results are
presented to analyze the performance of our proposal.
c© 2004 Published by Elsevier B.V.
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1. Introduction
In this article, we present a branch-and-cut algorithm for a routing problem called one-commodity pickup-and-
delivery traveling salesman problem (1-PDTSP) and closely related to the well-known traveling salesman problem (TSP).
A novelty of the 1-PDTSP respect to the TSP is that one special city is considered as a depot, and the other cities as
customers partitioned into two groups according to the type of required service. Each delivery customer requires a given
non-zero amount of the product, while each pickup customer provides a given non-zero amount of the product. An
important assumption in 1-PDTSP is that any amount of product collected from a pickup customer can be supplied to
any delivery customer. For example, the product could be milk to be supplied from cow farms (the pickup customers)
to private residences (the delivery customers) with no special requirements on sources or destinations; another example
arises when the product is money to be moved between branch o=ces of a bank. In other words, there is only one
commodity with di>erent sources and destinations. We consider a vehicle with a 7xed upper-limit capacity starting and
ending the route at the depot. We are also given with the travel distance between each pair of locations. The depot acts
as a dummy customer so that total collected product is equal to total supplied product, and also provides originally the
vehicle with any necessary load since we do not assume that the vehicle must start with empty or full load. However, as
it is mentioned in Section 4, this last requirement could also be incorporated with a minor modi7cation of our model and
algorithm. The 1-PDTSP calls for a minimum distance tour for the vehicle visiting each customer once and satisfying the
customer requirements without ever violating the vehicle capacity.
This optimization problem is NP-hard since it coincides with TSP when the vehicle capacity is large enough. Also the
problem of checking whether there is a feasible solution is a strongly NP-hard problem since the 3-partitioning problem
is a particular case (see [10] for details).
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A closely related problem is the known in literature as traveling salesman problem with pickup and delivery (TSPPD).
As in the 1-PDTSP, there are two types of customers, each one with a given demand, and a vehicle with a given capacity,
originally stationed in the depot. Also travel distances are given. A novelty is that in the TSPPD the product collected
from pickup customers is di>erent from the product supplied to delivery customers. Moreover, the total amount of product
collected from pickup customers must be delivered only to the depot, and the product collected from the depot must be
delivered to the delivery customers. For example, this is the case when empty bottles must be collected from customers to
a warehouse and full bottles must be delivered from the warehouse to the customers. An immediate di>erence comparing
1-PDTSP and TSPPD is that the TSPPD is only feasible when the vehicle capacity is at least the maximum of the total
sum of the pickup demands and of the total sum of the delivery demands. This constraint is not required for feasibility
of the 1-PDTSP in which the vehicle capacity could even be equal to the biggest customer demand.
Mosheiov [13] introduces the TSPPD and proposes applications and heuristic approaches. Anily and Mosheiov [3]
and Gendreau et al. [7] present approximation algorithms for the TSPPD. Anily and Hassin [2] introduce the swapping
problem, the particular case of 1-PDTSP where the customer requirements and vehicle capacity are identical. It is important
to note that 1-PDTSP cannot be reduced to the swapping problem by simply splitting each customer into unit-demand
customers because 1-PDTSP asks for a tour visiting each customer exactly once. Anily and Hassin [2] present a polynomial
approximation algorithm.
Another related problem is the TSP with backhauls and linehauls, where there is the additional constraint that delivery
customers must be visited before any pickup customers. In the dial-a-ride TSP there is a one-to-one correspondence
between pickup customers and delivery customers, and each delivery customer must be visited only after its corresponding
pickup customer has been visited. When there is not vehicle capacity, the problem is also known as stacker crane problem
and it is a particular case of the TSP with precedence constraints. See [16] for references and other variants including
time windows, several vehicles, etc.
To our knowledge this is the 7rst article solving the 1-PDTSP. Section 2 presents a 0-1 integer linear programming
model, both for the asymmetrical and symmetrical case, and Section 3 describes a branch-and-cut algorithm for 7nding an
optimal solution. Section 4 extends the model and shows how the proposed algorithm can be adapted also to solve other
related problems (including TSPPD). Several computational results are presented in Section 5 to analyze the performance
of our proposal solving both 1-PDTSP and TSPPD instances to optimality.
A preliminary computational version of this work was presented in “GO IV”, Leukerbad (Switzerland) August 21–24,
2000. Some theoretical results related to the 1-PDTSP has been presented in the “5th Aussois Workshop on Combinatorial
Optimization”, Aussois (France) March 5–9, 2001 [10].
2. Mathematical model
We present in this section an integer linear programming formulation for the 1-PDTSP. The depot will be denoted by
v1 and each customer by vi for i=2; : : : ; n. For each pair of locations (vi; vj) the travel distance (or cost) cij of going from
vi to vj is given. It is also given a non-zero demand qi associated to each customer vi, where qi ¡ 0 if vi is a delivery
customer and qi ¿ 0 if vi is a pickup customer. If there is a customer with zero demand, we will assume for simplicity
that it is a pickup customer that must be also visited by the vehicle. The capacity of the vehicle is represented by Q
and it is assumed to be positive. Let V := {v1; v2; : : : ; vn} be the vertex set, A be the arc set between all vertices, and E
the edge set between all vertices. For simplicity in notation, arc a∈A with tail vi and head vj will be also denoted by
(i; j), and edge e∈E with vertices vi and vj by [i; j]. For each subset S ⊂ V , let +(S) := {(i; j)∈A : vi ∈ S; vj ∈ S},
−(S) := {(i; j)∈A : vi ∈ S; vj ∈ S} and (S) := {[i; j]∈E : vi ∈ S; vj ∈ S}.
Without loss of generality, the depot can be considered a customer by de7ning q1 := −∑ni=2 qi, i.e., a customer
absorbing or providing the necessary amount of product to ensure product conservation. From now on we assume this
simpli7cation. Finally, let
K :=
∑
vi∈V :qi¿0
qi =−
∑
vi∈V :qi¡0
qi:
To provide a mathematical model to 1-PDTSP, we introduce the arc-decision variable
xa :=
{
1 if and only if a is routed;
0 otherwise
and the continuous variable
fa := load of the vehicle going through arc a
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for each a∈A. Then the asymmetric 1-PDTSP can be formulated as
min
∑
a∈A
caxa (1)
subject to∑
a∈−({vi})
xa = 1 for all vi ∈V; (2)
∑
a∈+({vi})
xa = 1 for all vi ∈V; (3)
∑
a∈+(S)
xa¿ 1 for all S ⊂ V; (4)
xa ∈{0; 1} for all a∈A; (5)∑
a∈+({vi})
fa −
∑
a∈−({vi})
fa = qi for all vi ∈V; (6)
06fa6Qxa for all a∈A: (7)
Recall that we are not imposing conditions on the load of the vehicle when it leaves the depot.
If cij = cji for all vi; vj ∈V , the above model can be easily simpli7ed by considering the new edge-decision variable
xe :=
{
1 if and only if e is routed;
0 otherwise
for each e∈E, and replacing the decision variables with
x[i; j] := x(i; j) + x(j; i) for all vi; vj ∈V:
Hence, the symmetric 1-PDTSP can be formulated as
min
∑
e∈E
cexe (8)
subject to∑
e∈({vi})
xe = 2 for all vi ∈V; (9)
∑
e∈(S)
xe¿ 2 for all S ⊂ V; (10)
xe ∈{0; 1} for all e∈E; (11)∑
a∈+({vi})
ga −
∑
a∈−({vi})
ga = qi for all vi ∈V; (12)
06 g(i; j)6
Q
2
x[i; j] for all (i; j)∈A: (13)
Eq. (9) impose that each customer must be visited once, and Constraints (10) force the 2-connectivity between customers.
Constraints (12) and (13) ensure the existence of a certi7cate [ga : a∈A] guaranteeing that [xe : e∈E] de7ne a feasible
1-PDTSP cycle. A quick overview could lead to the mistake of thinking that the upper limit of a Oow through arc (i; j)
in (13) must be Qx[i; j] instead of Qx[i; j]=2, i.e., to the mistake of replacing constraints (12)–(13) by

∑
a∈+({vi})
fa −
∑
a∈−({vi})
fa = qi for all vi ∈V;
06f(i; j)6Qx[i; j] for all (i; j)∈A;

 (14)
where fa is a continuous variable representing the load of the vehicle through arc a. Indeed, consider an instance with a
depot and two customers, one with demand q2 =+4 and the other with demand q3 =−2. If the vehicle capacity is (say)
Q = 2 then the 1-PDTSP problem is infeasible, but the mathematical model (8)–(11) and (14) has the integer solution
x[1;2] = x[2;3] = x[1;3] = 1 with f(1;2) = 0; f(2;3) = 2; f(3;1) = 1 and f(1;3) = 1; f(3;2) = 0; f(2;1) = 2. Therefore, the meaning
of the continuous variable ga in the symmetric 1-PDTSP model (8)–(13) is not properly the load of the vehicle going
through arc a, as occurs in the asymmetric 1-PDTSP. Nevertheless, from the values of variables [ga : a∈A] certi7cating
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that [xe : e∈E] is a feasible 1-PDTSP tour, it is possible to 7nd a set of vehicle loads [fa : a∈A] satisfying (14) for each
orientation of the tour. Reciprocally, each 1-PDTSP solution [xa : a∈A] and [fa : a∈A] admits a certi7cate [ga : a∈A]
satisfying (12) and (13). See [10] for the construction procedures.
By Benders’ decomposition (see [6]) it is possible to project out the continuous variables ga in model (8)–(13), obtaining
a pure 0-1 ILP model on the decision variables. Indeed, a given Hamiltonian cycle [xe : e∈E] de7nes a feasible 1-PDTSP
solution if there exists a vector [ga : a∈A] satisfying (12) and (13). According to Farkas’ lemma the polytope described
by (12) and (13) for a 7xed vector [xe : e∈E] is feasible if and only if all extreme directions [i : vi ∈V; a : a∈A] of
the polyhedral cone
i − j6 (i; j) for all (i; j)∈A;
a¿ 0 for all a∈A; (15)
satisfy∑
vi∈V
iqi −
∑
(i; j)∈A
(i; j)
Q
2
x[i; j]6 0:
As proved in [10] the extreme directions of the polyhedral cone (15) after projecting the dual variables on the arcs with
(i; j) = max{0; i − j} can be generated by considering, for each subset S ⊆ V , the vector de7ned by i = 1 if vi ∈ S, 0
otherwise, and (i; j) = 1 if (i; j)∈ +(S), 0 otherwise.
Therefore, a given Hamiltonian cycle [xe : e∈E] de7nes a feasible 1-PDTSP solution if and only if∑
e∈(S)
xe¿
2
Q
∑
vi∈S
qi
for all S ⊂ V (case S = V is unnecessary). Notice that the above family of inequalities can be also written as∑
e∈(S)
xe¿
2
Q
∑
vi∈S
(−qi):
An immediate consequence is that 1-PDTSP can be formulated as the classical TSP model (8)–(11) plus the following
Benders’ cuts:∑
e∈(S)
xe¿
2
Q
∣∣∣∣∣
∑
vi∈S
qi
∣∣∣∣∣ for all S ⊆ V: (16)
These constraints are similar to the “fractional” capacity constraint for the capacitated vehicle routing problem (see, e.g.,
[14]). A di>erence is that qi is allowed to be negative, hence the same “min-cut separation procedure” cannot be directly
applied.
Even if there is an exponential number of linear inequalities in (16), today’s state-of-the-art of cutting-plane approaches
allows us to manage all of them in a very e>ective way. To be more precise, as Section 3.1 discusses in detail, Constraints
(16) can be e=ciently incorporated by 7nding (if any) a feasible solution of the linear system (12)–(13) with [xe : e∈E]
as parameter. Therefore, any cutting-plane approach for solving the TSP can be adapted to solve the 1-PDTSP by also
considering Constraints (16). This means that it could be possible to insert the new inequalities in a software like
CONCORDE (see [4]) and to obtain an e>ective program to solve instances of 1-PDTSP. Unfortunately, the source code
of this public available TSP software was very complex to modify and we did not succeed in the adaptation. That was a
motivation to develop the “ad hoc” implementation described in the next section.
3. Algorithm for 1-PDTSP
In this section, we propose an enumerative algorithm for the exact solution of the problem. The algorithm follows
a branch-and-bound scheme, in which lower bounds are computed by solving a linear program (LP) relaxation of the
problem. The relaxation is iteratively tightened by adding valid inequalities to the current LP, according to the so-called
cutting plane approach. The overall method is commonly known as a branch-and-cut algorithm; we refer [15,11] for a
thorough description of the technique. We next describe some important implementation issues.
3.1. Separating Benders’ cuts
Due to the large number of inequalities in (16), not all of them can be considered in an LP relaxation of the problem.
Useful constraints must be identi7ed dynamically, and this is typically called separation problem: “given a (possibly
fractional) solution [x∗e : e∈E] of an LP relaxation, is there a violated cut in (16)? If yes, provide with (at least) one”.
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As it was mentioned in Section 2, this question can be answered by checking the feasibility of the polytope described
by (12)–(13). Indeed, in the Benders’ decomposition terminology, the problem of 7nding a vector [ga : a∈A] (if any
exists) satisfying (12)–(13) for a given [xe : e∈E] is called subproblem. An easy way to solve the subproblem is to
create an LP by considering (12)–(13) with a dummy objective function. After solving the LP, if it is infeasible then its
dual LP is unbounded and the dual extreme direction found de7nes a violated Benders’ cut; otherwise, all constraints in
(16) are satis7ed. Therefore, the separation problem of (16) can be solved in polynomial time by using, for example, an
implementation of the ellipsoid method for Linear Programming (see [12]). Nevertheless, in practice the e=ciency of the
overall algorithm strongly depends on this phase, and a better way of solving the separation problem for Constraints (16)
follows a classical approach (see e.g. [1]) and is next addressed.
Let [x∗e : e∈E] be a given solution of a linear relaxation of model (8)–(11) and (16). In order to check whether there
is a violated Benders’ cut let us write the constraints in a di>erent form. For all S ⊂ V∑
e∈(S)
xe¿
∑
vi∈S
+2qi
Q
and ∑
e∈(S)
xe¿
∑
vi∈S
−2qi
Q
are algebraically equivalent to∑
e∈(S)
xe +
∑
vi∈V\S:qi¿0
2qi
Q
+
∑
vi∈S:qi¡0
−2qi
Q
¿
∑
vi∈V :qi¿0
2qi
Q
and ∑
e∈(S)
xe +
∑
vi∈S:qi¿0
2qi
Q
+
∑
vi∈V\S:qi¡0
−2qi
Q
¿
∑
vi∈V :qi¡0
−2qi
Q
;
respectively. In both cases, the right-hand side of the inequalities is the positive constant 2K=Q, and the coe=cients in
the left-hand side are also non-negative. Therefore, this result motivates an algorithm to solve the separation problem of
the Benders’ cuts based on solving a max-Oow problem on the capacitated undirected graph G∗ = (V ∗; E∗) de7ned as
follows.
Consider two dummy vertices vn+1 and vn+2, and let V ∗ := V ∪ {vn+1; vn+2}. The edge set E∗ contains the edges e∈E
such that x∗e is positive in the given solution with capacity x
∗
e , the edge [i; n+1] for each pickup customer vi with capacity
2qi=Q, and the edge [i; n+ 2] for each delivery customer vi with capacity −2qi=Q.
Finding a most violated Benders’ inequality in (16) calls for the minimum-capacity cut (S∗; V ∗ \ S∗) with vn+1 ∈ S∗
and vn+2 ∈V ∗ \ S∗ in the capacitated undirected graph G∗. This can be done in O(n3) time, as it amounts to 7nding the
maximum Oow from vn+1 to vn+2 (see [1]). If the maximum Oow value is not less than 2K=Q then all inequalities (16)
are satis7ed; otherwise the capacity of the minimum cut separating vn+1 and vn+2 is strictly less than 2K=Q and a most
violated inequality (16) has been detected among all. The subset S de7ning a most violated Benders’ inequality is either
S∗ \ {vn+1} or V ∗ \ (S∗ ∪ {vn+2}).
3.2. Strengthening the LP-relaxation
Even if a solution [x∗e : e∈E] satis7es all constraints of the LP relaxation of model (8)–(11) and (16), its objective
value can be far from the objective value of an optimal 1-PDTSP solution. Therefore, it is always important to provide
additional cuts to strengthen the LP relaxation and ensure better lower bounds. Some cuts are next addressed.
A 7rst improvement of an LP relaxation arises by rounding up to the next non-zero even number the right-hand side
of Constraints (16), i.e., to consider the following rounded Benders’ cuts:∑
e∈(S)
xe¿ 2max
{
1;
⌈ |∑vi∈S qi|
Q
⌉}
: (17)
This lifting of the right-hand side in constraints (16) is possible because the left-hand side represents the number of times
the vehicle goes through (S), and this is always an even integer. Unfortunately, the polynomial procedures described in
Section 3.1 to solve the separation problem for (16) cannot be easily adapted to 7nd a most violated rounded Benders’
cut. Nevertheless, we have observed in our computational experiments that it is very useful to insert violated rounded
Benders’ cuts, even if they are not separated with an exact procedure.
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Fig. 1. Fractional solution of model (8)–(11) and (17).
We implemented four simple heuristic approaches to 7nd candidate subsets S for de7ning violated rounded Benders’
cuts:
Round1: it computes S as the shore of the minimum capacity cut in a capacitated undirected graph G′=(V ′; E′) where
V ′ := V is the vertex set, E′ := {e∈E : x∗e ¿ 0} is the edge set and x∗e is the capacity of each e∈E′. It is well known
that this procedure 7nds the most violated 2-connectivity Constraint (10), if any exist.
Round2: it computes S as the shore of the minimum capacity cut in the capacitated undirected graph G∗ de7ned in
Section 3.1. As mentioned, this procedure 7nd the most violated Benders’ cut (16), if any exist.
Round3: it computes S from a path of the tour proposed by the TSP greedy algorithm implemented in the routine
CCtsp x greedy tour()” of CONCORDE [4] on an instance de7ned by G′ with the cost the edge e equal to 1 − x∗e .
More precisely, we check by enumeration O(n2) paths. If no subset de7nes a violated constraint then the tour is feasible,
and we update the best solution if it is better than the current best solution. Hence, this separation procedure provides
also a simple (but useful in practice) primal heuristic.
Round4: it generates new sets S by applying insertion and/or elimination vertices to previously considered vertex sets
(i.e., by performing 2-opt on subsets from Round1, Round2 and Round3).
A further strengthening arises by considering all valid inequalities known for the TSP. Indeed, as mentioned before, the
1-PDTSP is a TSP plus additional constraints, hence all known TSP constraints (e.g., 2-matching inequalities) can be used
to improve the lower bound from LP relaxations of 1-PDTSP. See [9] for the more common facet-de7ning inequalities
of the TSP polytope.
Another important improvement is based on the existence of incompatibilities (for being in the same tour) between some
edges in the graph G. Fig. 1 shows an example of a typical fractional vector [xe : e∈E] satisfying all linear constraints in
(8)–(11) and (17). Edges in single lines represent variables with value 0.5, edges in double lines represent variables with
value 1, and no-drawn edges represent variables with value 0. This fractional solution is a convex combination of two
Hamiltonian cycles, characterized by the vertex sequences (v1; v2; v3; v4; v5; v6; v7; v1) and (v1; v3; v2; v4; v7; v6; v5; v1), where
the 7rst is a feasible 1-PDTSP but the second is not—thus proving that the fractional solution satis7es all the TSP valid
inequalities. Clearly the vehicle capacity requirement forces some variables to be 7xed at zero. This is the case of the
variable associated to edge [1; 6]. Moreover, Q also produces incompatibilities between pairs of edge variables. In the
example, each pair of edges in {[2; 4]; [4; 5]; [4; 7]} are incompatible. Indeed, the vehicle cannot route e.g. [2; 4] and [4; 5]
consecutively since 8 + 8− 2¿Q. This can be mathematically written as
x[2;4] + x[4;5]6 1; x[2;4] + x[4;7]6 1; x[4;5] + x[4;7]6 1:
None of the above inequalities is violated by the fractional solution in Fig. 1, but there is a stronger way of imposing
the 3-pair incompatibility:
x[2;4] + x[4;5] + x[4;7]6 1;
which is a violated cut by the fractional solution.
Therefore, in 1-PDTSP with low capacity Q, there is an underlying set-packing structure and all known valid inequalities
can be used to strengthening the LP relaxation of the 1-PDTSP. We refer the interested reader to Balas and Padberg [5]
for a survey on the set-packing problem. One of the basic constraints of the set-packing polytope is the so-called clique
inequalities de7ned in our problem as follows. Consider the undirected graph GI = (V I ; EI ) where there is a vertex in V I
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for each edge in E, and an edge in EI connecting two vertices when the corresponding edges cannot be consecutively
routed by the vehicle. Then each subset V ′′ ⊆ V I inducing a complete subgraph of GI de7nes the following clique
inequality:∑
e∈V ′′
xe6 1: (18)
Only inequalities associated to maximal-inclusion cliques are necessary (and also facet-de7ning of the set-packing poly-
tope). Finding a maximal clique in a general graph is an NP-hard problem, hence we heuristically solve the separation
problem of (18). Our procedure consists of a simple exhaustive search of stars in GI . In particular, given a fractional
solution [x∗e : e∈E] of an LP relaxation of 1-PDTSP, and for each customer vi, we check all three edges in (vi) to
de7ne a violated clique inequality. Our computational experiments show that this very simple strategy improve the LP
relaxation without consuming too much computing time.
3.3. Heuristic algorithms
To speed up the branch-and-bound algorithm it is very important not only to have good lower bounds but also good
feasible solutions. In order to achieve this second aim, we have developed a simple initial heuristic to be executed at the
beginning of the enumerative algorithm.
A number of known tour construction and tour improvement heuristic algorithms for TSP (see, e.g., [8]) can be adapted
to 1-PDTSP, even if in this problem we cannot always ensure that a tour construction procedure ends with a feasible
1-PDTSP cycle. Indeed, as mentioned in the introduction, the problem of 7nding a feasible 1-PDTSP is itself a very
di=cult combinatorial problem when Q is small.
As the tour construction procedure, we describe a possible adaptation of the well-known nearest insertion TSP procedure;
farthest insertion and cheapest insertion procedures can be adapted in a similar way. We start by choosing an arc (i; j)
with qi ¡ 0 and qj¿ 0, and de7ning a partial tour T as the path from vi to vj with empty load; vertex vj is considered
the last inserted customer in T and the load of the vehicle coming out from T is l = qj . At each iteration, we compute
an unvisited customer vk nearest to the last inserted customer in T and such that 06 l + qk6Q. If vk exists then T is
enlarged with it and the load l is upgraded. Otherwise, we backtrack and change the last inserted customer. We allow no
more than 7ve changes at each level of the backtracking. The procedure stops when T covers all the customers de7ning a
feasible 1-PDTSP tour, or when T is empty. In our computational experiments the second stopping criteria never happened
and this simple procedure always produced an initial feasible 1-PDTSP solution in very reasonable computing time.
The decision to start with an arc (i; j) with qi ¡ 0 and qj¿ 0 is based on the following simple observation. Whenever
a feasible 1-PDTSP tour [xe : e∈E] is given, it is possible to 7x an orientation of the tour and to 7nd loads [fa : a∈A]
such that (14) holds and at least one arc (i; j) with qi ¡ 0 and qj¿ 0 has f(i; j) = 0.
Tour improvement procedures are based on the adaptation of the classical 2 and 3-opt exchanges of edges for the TSP
(see, e.g., [8]). The only di>erence is that we change the customer sequence only if it produces a new feasible 1-PDTSP
solution with smaller cost.
As mentioned in Section 3.2, separation procedure Round3 provides a simple primal heuristic based on the LP-relaxation
solution.
3.4. Branching
We considered the branching on variables, the standard approach for branch-and-cut. It consists of selecting a fractional
edge-decision variable and generating two descendant nodes by 7xing its value to either 0 or 1. In our implementation,
we choose the variable with value as close as possible to 0.5 (ties are broken by choosing the edge having maximum
cost).
4. Extensions of the model
Our de7nition of 1-PDTSP does not require the vehicle goes out with empty or full load. However, this condition can
immediately be imposed in model (1)–(7), but also in the model (8)–(11) and (16) by splitting the depot into two dummy
customers. To do that, the two dummy vertices must have demand +Q and q1 − Q if q1¿ 0, and −Q and Q + q1 if
q1 ¡ 0. The arc a from the pickup dummy vertex to the delivery dummy vertex must be also routed by the vehicle (i.e.
xa = 1).
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Similarly, the 0-1 ILP model and the branch-and-cut algorithm for the 1-PDTSP could be easily adapted to provide
a new 0-1 ILP model and a new branch-and-cut approach for solving the TSPPD. Indeed, for each customer vi ∈V \
{v1} let q1i ¿ 0 be the given pickup demand and q2i 6 0 the given delivery demand. Set q11 := −
∑
vi∈V\{v1} q
1
i and
q21 := −
∑
vi∈V\{v1} q
2
i , hence q
1
16 0 and q
2
1¿ 0. To guarantee feasibility it is assumed that the capacity of the vehicle
satis7es Q¿max{−q11;+q21}. Then the TSPPD can be formulated with the help of the arc-decision variables xa (a∈A)
introduced in Section 2, plus two set of continuous variables
f1a := load of the vehicle concerning product 1 through arc a;
f2a := load of the vehicle concerning product 2 through arc a
for each a∈A. As mentioned in Mosheiov [13], a mathematical model is
min
∑
a∈A
caxa
subject to∑
a∈−({vi})
xa = 1 for all vi ∈V;
∑
a∈+({vi})
xa = 1 for all vi ∈V;
∑
a∈+(S)
xa¿ 1 for all S ⊂ V;
xa ∈{0; 1} for all a∈A;
∑
a∈+({vi})
f1a −
∑
a∈−({vi})
f1a = q
1
i for all vi ∈V;
∑
a∈+({vi})
f2a −
∑
a∈−({vi})
f2a = q
2
i for all vi ∈V;
06f1a + f
2
a 6Qxa for all a∈A:
An alternative and simple approach to solve the TSPPD is to use the described algorithm for the 1-PDTSP. Indeed, each
instance of the TSPPD de7nes an associated 1-PDTSP instance with 7xed edges to be routed, both with the same optimal
tour. To this end, each customer vi in the TSPPD with non-zero demands for both pickup and delivery is treated as two
di>erent customers vi′ and vi′′ of the 1-PDTSP located at the same location. Customer vi′ is a pickup customer with
qi′ = q1i and customer vi′′ is a delivery customer with qi′′ = q
2
i . The depot is also duplicated into two customers v1′ and
v1′′ . Customer v1′ has a delivery demand of q1′ := q11 and customer v1′′ has a pickup demand of q1′′ = q
2
1. In order to
guarantee that a customer vi of the TSPPD is visited once, the edge-decision variable x[i′ ; i′′] in the 1-PDTSP model is
7xed to 1, which is equivalent to shrink {vi′ ; vi′′} into a single vertex vi with demand q1i + q2i for all vi ∈V \ {v1}.
From the last observation it follows that solving a TSPPD involving n customers can be done by solving a 1-PDTSP
with n+ 2 customers.
5. Computational Results
The enumerative algorithm described in Section 3 has been implemented in ANSI C, and it ran on a PC AMD 1333 Mhz.
As to the LP solver the package CPLEX 7.0 was used.
To test the performance of our approach both on the 1-PDTSP and on the TSPPD, we considered two classes of test
instances.
A 7rst class was made up by 1-PDTSP instances similar to the TSPPD instances used in Mosheiov [13]. Hence, we
generated n− 1 random pairs in [− 500; 500]× [− 500; 500], each one corresponding to the location of a customer with
a random demand in [ − 10; 10]. The depot was located in (0,0) with demand q1 := −∑ni=2 qi. The travel cost cij was
computed as the Euclidean distance between vi and vj . We tried with two random instances for each n= {20; 30; 40; 50},
each one characterized by the value of K . We also tried di>erent values of Q∈{10; 15; 20; 25; 30; 35; : : :} to get di>erent
tours.
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A second class contains the random TSPPD Euclidean instances described in [7]. Hence, we generated n random pairs
in [0; 100]× [0; 100]. For each customer i, we generated a random number di in [1; 100] and set
pi :=
{ (1− )di if i is even;
(1 + )di if i is odd;
where  was a parameter in {0:00; 0:05; 0:10; 0:20}; then the demand of customer vi was de7ned as qi := di − pi. The
travel cost cij was computed as the Euclidean distance between coordinates vi and vj in the plane. Finally, the capacity of
the vehicle was de7ned as Q := max{∑vi∈V pi;∑vi∈V di}. For each pair of parameters (n; ) we generated four random
instances by initializing our random generator with di>erent seeds.
Tables 1 and 2 summarize the results obtained solving both classes. For each instance, the meaning of the columns is
as follows:
Cuts1 shows the number of rounded Benders’ cuts found using procedure Round1 described in Section 3.2;
Cuts2 shows the number of rounded Benders’ cuts found using procedures from Round2, Round3 and Round4 described
in Section 3.2;
Cuts3 shows the number of clique inequalities found;
LB1 shows the percentage ratio of the lower bound over the optimal solution value when only Round1 is considered;
LB2 shows the percentage ratio of the lower bound over the optimal value using Round1, Round2, Round3 and Round4;
r-LB shows the percentage ratio after considering also the separated clique inequalities using the heuristic separation
procedure described in Section 3.2; it shows the gap of the lower bound at the end of the root node;
UB is the percentage ratio of the initial heuristic algorithm described in Section 3.3 over the optimal solution;
Opt is the optimal objective function value; bold font means that it coincides with the optimal objective value of the
TSP;
Nodes is the number of explored nodes in branch-and-bound tree;
Root is the time in seconds of a PC AMD 1333 Mhz. to conclude the root node of the branch-and-bound tree;
Time is the total time of the algorithm in seconds of a PC AMD 1333 Mhz.
According to Table 1, for a 7xed number of customers, the di=culty of the instances drastically increases when Q
decreases. In particular, the 1-PDTSP seems to be much harder than the classical TSP with the same number of vertices.
For Q close to the demand of a customer (i.e., Q close to 10) the LP relaxation of model (8)–(11) and (17) yields to a
lower bound close to 5% gap. For solving these hard instances the clique inequalities help improving the lower bound;
without these set-packing constraints some instances require more computational e>ort (e.g., the computational time of
n = 50, K = 127 and Q = 10 is 466:48 s instead 107:77 s). Our simple initial heuristic algorithm was always successful
7nding a feasible solution with a gap less than 6% over the optimum.
From Table 2 the performance of the algorithm is better on TSPPD than on 1-PDTSP with the same number of
customers. This is due to the fact that the capacity Q is higher compared with the demand of the customers (not the
depot). Hence, the 1-PDTSP in general is a more di=cult problem than the TSPPD with the same number of customers.
As also observed by Gendreau et al. [7], the di=culty increase with . Observe that on this second class of instances no
clique inequality was separated since the vehicle capacity in the TSPPD instances induces a weak set packing relaxation.
In order to visualize the e>ect of di>erent capacities, we have considered Problem 1 of Mosheiov [13], for which all
data describing the instances are explicitly given. Fig. 2 shows the location and the demand of each customer. Table 3
reports the performance of the algorithm solving the 1-PDTSP with 10 di>erent capacities, and the TSPPD. Figs. 3–6 show
four di>erent solutions: a 1-PDTSP optimal solution when Q¿ 16 (TSP optimal solution), a 1-PDTSP optimal solution
when Q = 15, a 1-PDTSP optimal solution when Q = 7 (the lowest possible capacity because q11 = 7), and a TSPPD
optimal solution when Q = 45 (the sum of all positive demands, i.e. K). In particular, Fig. 5 shows the more complex,
route to satisfy the demand when Q is the smallest value. It must be noticed that our TSP optimal tour coincides with the
one mentioned in [13], but we obtained a slightly di>erent optimal value; this must be due to minor numerical di>erences
computing the travel costs, even if tried with di>erent options to round the Ooating numbers (their TSP optimal objective
value is 4434 while we got 4431).
Table 3 con7rms our conclusions from the experiments on random instances. In fact, the performance of the algorithm
solving the TSP and the TSPPD is very similar, and both problems are much easier than 1-PDTSP with Q close to the
demand of customer v11. On this hardest 1-PDTSP instance (i.e. Q = 7) the gap of the initial LP relaxation is 11.82%,
but the heuristics to separate Rounded Benders’ cuts and clique inequalities improve the lower bound. Also our simple
heuristic to 7nding an initial feasible 1-PDTSP solution was successful and found an optimal solution in all but one
instance.
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Table 1
Computational results on 1-PDTSP instances from [13]
n K Q Cuts1 Cuts2 Cuts3 LB1 LB2 r-LB UB Opt Nodes Root Time
20 51 10 11 40 5 83.26 97.82 98.07 100.00 4623 7 0.28 0.54
20 51 15 8 9 0 94.31 99.98 99.98 100.00 4009 5 0.05 0.11
20 51 20 6 3 0 95.45 100.00 100.00 100.24 3804 1 0.05 0.11
20 51 25 5 1 0 96.03 99.79 99.79 100.00 3781 3 0.00 0.05
20 51 30 1 0 0 100.00 100.00 100.00 100.00 3631 1 0.00 0.05
20 46 10 25 69 12 89.94 94.31 94.72 100.58 4849 213 0.11 1.60
20 46 15 4 10 0 95.75 99.91 100.00 100.00 4259 1 0.00 0.06
20 46 20 10 2 0 98.31 100.00 100.00 100.00 4148 1 0.06 0.06
20 46 25 4 0 0 100.00 100.00 100.00 100.00 4078 1 0.05 0.05
30 61 10 52 149 47 86.67 96.56 96.97 101.07 5520 357 0.27 6.75
30 61 15 28 49 5 88.03 97.04 97.04 100.00 4596 41 0.11 0.77
30 61 20 10 7 0 97.87 100.00 100.00 100.00 4134 1 0.05 0.16
30 61 25 12 3 0 96.58 99.98 100.00 100.00 4060 1 0.05 0.16
30 61 30 8 0 0 100.00 100.00 100.00 100.00 3921 1 0.05 0.11
30 69 10 54 247 76 83.09 96.67 96.79 100.33 7592 411 0.55 10.71
30 69 15 296 1495 608 86.98 95.07 95.07 105.15 6314 11309 0.28 131.33
30 69 20 34 95 4 91.19 96.87 96.87 100.62 5662 87 0.17 1.37
30 69 25 31 60 1 94.44 97.44 97.44 100.16 5467 209 0.06 1.70
40 92 10 103 421 137 77.42 91.38 93.73 102.60 6728 869 0.44 30.48
40 92 15 49 63 11 91.22 98.74 99.02 100.00 5306 45 0.33 1.98
40 92 20 25 18 1 92.80 98.93 98.93 100.00 4946 7 0.11 0.55
40 92 25 9 0 0 100.00 100.00 100.00 100.00 4454 1 0.00 0.22
40 95 10 79 363 124 88.61 95.14 95.83 101.33 6640 673 0.49 22.40
40 95 15 38 29 1 96.29 99.36 99.40 100.07 5501 9 0.27 0.71
40 95 20 28 19 0 96.95 99.81 99.81 100.58 5349 5 0.17 0.49
40 95 25 26 6 0 98.71 99.70 99.70 100.00 5254 7 0.11 0.44
40 95 30 25 0 0 100.00 100.00 100.00 100.00 5186 1 0.11 0.33
50 123 10 8552 48531 21414 73.05 92.42 92.98 105.09 7655 165789 0.93 7253.63
50 123 15 69 134 23 86.48 96.21 96.21 100.86 6378 209 0.50 7.36
50 123 25 44 78 0 92.26 97.53 97.53 100.02 5790 321 0.22 5.60
50 123 30 29 21 0 93.82 98.72 98.72 100.00 5694 49 0.16 2.15
50 123 35 14 3 0 98.09 99.65 99.65 100.00 5446 5 0.11 0.71
50 123 40 14 1 0 98.78 99.65 99.65 100.00 5408 5 0.06 0.60
50 123 45 14 0 0 99.65 99.65 99.65 100.00 5361 5 0.16 1.43
50 127 10 154 784 348 87.26 95.20 97.39 101.20 8341 2307 1.48 107.77
50 127 15 220 1293 312 88.75 96.63 96.81 103.16 7052 3475 0.83 135.72
50 127 20 98 432 69 93.34 97.40 97.40 100.81 6506 1269 0.50 39.82
50 127 25 46 58 3 97.74 99.47 99.47 100.84 6184 91 0.33 2.97
50 127 30 24 3 0 99.30 100.00 100.00 100.00 6013 1 0.16 0.88
50 127 35 28 13 0 97.29 99.97 99.97 100.00 5986 3 0.28 0.83
50 127 40 31 8 0 97.29 98.56 98.56 100.00 5986 15 0.22 0.93
50 127 45 18 0 0 99.88 99.88 99.88 100.00 5831 5 0.11 0.55
6. Conclusions
We have introduced a new generalization of the TSP. It is called 1-PDTSP and di>ers from the classical TSP with
pickup and delivery (TSPPD) in the fact that 1-PDTSP moves one commodity from pickup customers to delivery customers
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Table 2
Computational results on TSPPD instances from [7]
n  Q Cuts1 Cuts2 Cuts3 LB1 LB2 r-LB UB Opt Nodes Root Time
25 0 1180 7 0 0 100.00 100.00 100.00 100.00 463 1 0.00 1.10
25 0 1238 16 0 0 99.79 99.79 99.79 100.00 476 3 0.00 0.38
25 0 1074 12 0 0 99.61 99.61 99.61 100.39 513 7 0.05 0.11
25 0 1314 9 0 0 99.55 99.55 99.55 100.00 440 9 0.06 0.11
25 0.05 1180 10 3 0 96.86 100.00 100.00 100.00 478 1 0.00 0.11
25 0.05 1238 9 0 0 99.80 99.80 99.80 100.00 488 3 0.06 0.11
25 0.05 1074 10 4 0 99.61 99.81 99.81 100.58 513 5 0.06 0.16
25 0.05 1314 15 18 0 96.26 98.68 98.68 100.00 455 3 0.05 0.17
25 0.1 1180 10 3 0 96.86 100.00 100.00 100.00 478 1 0.05 0.11
25 0.1 1238 9 0 0 99.80 99.80 99.80 100.00 488 3 0.00 0.11
25 0.1 1074 8 4 0 99.42 100.00 100.00 100.00 514 1 0.05 0.11
25 0.1 1321 17 6 0 98.03 99.56 99.56 100.00 457 3 0.05 0.16
25 0.2 1180 12 8 0 95.46 99.18 99.18 100.00 485 5 0.06 0.17
25 0.2 1238 10 10 0 96.25 99.80 99.80 100.00 506 3 0.06 0.17
25 0.2 1083 8 4 0 99.42 100.00 100.00 100.00 514 1 0.05 0.16
25 0.2 1340 17 5 0 98.03 99.56 99.56 100.00 457 3 0.06 0.17
50 0 2662 13 0 0 100.00 100.00 100.00 100.00 594 1 0.11 0.66
50 0 2556 19 0 0 100.00 100.00 100.00 100.00 566 1 0.06 0.55
50 0 2518 25 0 0 99.68 99.68 99.68 100.00 629 23 0.11 0.77
50 0 2107 15 0 0 100.00 100.00 100.00 100.00 584 1 0.11 0.61
50 0.05 2662 26 10 0 97.38 100.00 100.00 101.31 610 1 0.16 0.99
50 0.05 2556 30 10 0 98.31 98.99 98.99 100.00 593 7 0.16 1.15
50 0.05 2518 24 4 0 98.74 99.21 99.21 100.31 635 5 0.11 0.93
50 0.05 2107 15 0 0 100.00 100.00 100.00 100.00 584 1 0.06 0.99
50 0.1 2662 56 115 0 94.14 96.83 96.83 100.32 631 179 0.16 4.29
50 0.1 2556 44 32 0 97.17 97.67 97.67 100.17 600 23 0.17 1.70
50 0.1 2518 162 397 0 94.43 95.03 95.03 100.60 664 3085 0.11 38.83
50 0.1 2111 14 2 0 99.16 100.00 100.00 100.00 596 1 0.11 2.26
50 0.2 2666 65 221 0 94.14 97.31 97.31 100.79 631 313 0.16 6.70
50 0.2 2556 44 39 0 97.17 97.67 97.67 100.00 600 13 0.11 2.80
50 0.2 2532 55 74 0 98.01 99.08 99.08 102.45 652 321 0.16 6.81
50 0.2 2142 14 2 0 99.16 100.00 100.00 100.00 596 1 0.11 2.30
75 0 3814 21 0 0 100.00 100.00 100.00 100.00 711 1 0.16 2.14
75 0 3839 28 0 0 99.43 99.43 99.43 100.43 702 19 0.22 1.81
75 0 3620 39 0 0 100.00 100.00 100.00 101.50 732 109 0.22 4.17
75 0 4129 48 0 0 99.72 99.72 99.72 100.84 716 7 0.22 2.03
75 0.05 3814 40 12 0 98.61 99.45 99.45 100.69 721 53 0.22 5.21
75 0.05 3839 44 92 0 98.03 99.02 99.02 100.70 712 177 0.33 6.59
75 0.05 3620 32 21 0 99.05 99.05 99.05 101.22 739 13 0.28 3.63
75 0.05 4129 75 2 0 99.72 99.72 99.72 100.70 716 187 0.22 6.21
75 0.1 3817 71 119 0 96.73 99.32 99.32 101.77 735 269 0.28 11.97
75 0.1 3852 64 144 0 97.90 98.32 98.32 100.28 713 789 0.28 17.14
75 0.1 3620 33 14 0 99.05 99.05 99.05 102.03 739 19 0.33 4.07
75 0.1 4129 74 2 0 99.72 99.72 99.72 100.84 716 221 0.22 7.14
75 0.2 3858 44 23 0 97.00 99.45 99.45 100.68 733 75 0.22 5.60
75 0.2 3906 251 126 0 98.17 98.59 98.59 101.83 711 14977 0.22 181.70
75 0.2 3620 37 50 0 98.26 98.39 98.39 101.88 745 7 0.27 5.88
75 0.2 4140 114 24 0 99.72 99.72 99.72 101.54 716 889 0.16 13.90
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Fig. 2. Data of Problem 1 from Mosheiov [13]; each pair represents (vi; qi).
Table 3
Ten 1-PDTSP instances and the TSPPD instance from data in [13]
n Q Cuts1 Cuts2 Cuts3 LB1 LB2 r-LB UB Opt Nodes Root Time
25 7 23 131 39 88.18 94.12 94.16 100.00 5734 149 0.16 3.02
25 8 19 44 4 90.43 97.43 97.51 100.97 5341 31 0.11 1.59
25 9 13 21 2 92.30 98.85 98.85 100.00 5038 5 0.11 0.22
25 10 11 12 0 88.55 99.44 99.44 100.00 4979 5 0.06 1.15
25 11 8 11 0 91.59 99.88 99.88 100.00 4814 3 0.06 0.16
25 12 8 10 0 91.59 97.76 97.76 100.00 4814 5 0.00 0.16
25 13 9 11 0 95.29 99.61 99.61 100.00 4627 3 0.06 1.15
25 14 6 2 0 98.50 100.00 100.00 100.00 4476 1 0.05 0.11
25 15 6 2 0 98.50 100.00 100.00 100.00 4476 1 0.05 0.11
25 16 2 2 0 99.50 99.50 99.50 100.00 4431 7 0.00 0.06
25 45 8 0 0 100.00 100.00 100.00 100.00 4467 1 0.00 0.05
instead of two products, one from a warehouse to the delivery customers and another from the pickup customers to the
warehouse. A branch-and-cut algorithm based on a new 0-1 ILP model was implemented and used to solve to optimality
both random 1-PDTSP instances and random TSPPD instances.
We have implemented the algorithm with basic ingredients, where the initial heuristic is based only on the TSP nearest
insertion and where the cutting plane does not consider the TSP 2-matching inequalities. Our implementation could be
improved with more sophisticated heuristic procedures to separate the rounded Benders’ cuts and the clique inequalities,
by considering other known constraints from the TSP (e.g., the 2-matching constraints) and from the set-packing problem
(e.g., the odd-holes inequalities), by implementing a more elaborated LP-based heuristics to use the fractional solution for
building feasible 1-PDTSP solutions at the end of each node of the branch-and-bound tree, etc. Nevertheless, even with
our simple implementation, the computational experiments show the good performance of the proposed approach. To our
knowledge, this is also the 7rst article providing computational experiments on solving TSPPD instances to optimality.
All the random instances are available on request from the authors.
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Fig. 3. 1-PDTSP optimal solution when Q¿ 16; also TSP optimal solution.
Fig. 4. 1-PDTSP optimal solution when Q = 15.
Fig. 5. 1-PDTSP optimal solution when Q = 7.
H. Hernandez-Perez, J.J. Salazar-Gonzalez /Discrete Applied Mathematics 145 (2004) 126–139 139
Fig. 6. TSPPD optimal solution when Q = 45.
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