Abstract-Multimodal lifelog data consists of continual streams of multimodal sensor data about the life experience of an individual. In order to be effective, any lifelog retrieval system needs to segment continual lifelog data into manageable units. In this paper, we explore the effect of incorporating manual annotations into the lifelog event segmentation process, and we present a study into the effect of high-quality manual annotations on a query-time document segmentation process for lifelog data and evaluate the approach using an open and available test collection. We show that activity based manual annotations enhance the understanding of information retrieval and we highlight a number of potential topics of interest for the community.
I. INTRODUCTION
Lifelogging is the process of gathering large volumes of continuous multi-sensor personal data about an individual (including sequential images from wearable cameras) by using one, or more sensing devices [1] . Here, we need to consider how to segment such large lifelogs into manageable discrete units. In lifelogging, the contiguous set of indexable documents that have typically been combined into a logical unit called an event, which is created in a process called event segmentation [2] , which is related to the topic of event detection. Event detection of continuous data streams has been the subject of research for two decades, in areas such as photo or video retrieval, and in many application domains it is seen as a solved problem. However, after a decade of lifelog data analytics, the segmentation of lifelog data streams into discrete documents is still a challenge. It is our conjecture that this is due to many reasons such as a lack of available datasets for comparative evaluation, or a lack of high-quality metadata upon which segmentation algorithms can be built.
For lifelog data, there exists a gap (i.e. in terms of retrieving semantic meaning and descriptive metadata) between human-labeled metadata annotations [3] and the performance of automatic tools [2] , [4] - [10] . Therefore, in this work we explore the hypotheses that low-quality automated visual content annotations are a limiting factor for the effective segmentation of multimodal lifelog data. We evaluate this hypothesis by comparing automated metadata generation approaches with human annotated metadata in an experiment to segment semantically meaningful document units from continuous streams of multimodal lifelog data. We show that better quality annotations significantly enhance the quality of document segmentation of lifelog data and we use this to motivate the need for additional metadata and more research effort into the automatic annotation of lifelog data. This paper's contribution is an analysis of the impact of enhancing the quality of metadata when generating retrievable document units from continuous stream lifelog data. In order to achieve this, we present a novel query-time segmentation process for lifelog documents that dynamically generates length and relevance optimized ranked lists of 'events' that are returned in response to a user query. This query-time approach replaces the conventional indexing-time event segmentation approach, by focusing on generating event segments that exactly match a user's query. We compare three alternative approaches to this segmentation of lifelog data streams; segmentation based on state-of-the-art visual concepts and other metadata (i.e. automatic annotations); segmentation based on manual annotations of human activities; and segmentation based on the fusion of both manual and automatic data sources. These three approaches are evaluated using the publicly available LSC2018 lifelog dataset, with 24 new topics that span a range of broad to narrow focus.
II. RELATED WORK
As stated, event segmentation has been a focus of research for over two decades. Zacks and Tversky in 2001, define the event as a segment of time at a given location that is conceived by an observer to have a beginning and an end [11] . In this work, event segmentation refers to the process whereby continuous stream of multimodal wearable sensor data such as images/videos from wearable cameras; physical movement and biometric data from activity trackers; and semantic locations from location loggers etc. is segmented into discrete document units. Early work on the topic used basic metadata, such as colour change within wearable camera images over time, or movement metadata, to automatically segment lifelog data into indexable units [3] , yet the authors noted a high degree of human subjectivity variance in the segmentation process and further approaches were required. Byrne et al. [4] , introduced an automatic segmentation technique based on five low-level MPEG-7 visual descriptors from lifelog images along with contextual information such as change in light, human location or motion by using bluetooth and GPS metadata. Doherty et al. in 2008 [5] , proposed a automatic event segmentation approach by using MPEG-7 visual descriptors, various vector distance methods and automatic thresholding techniques to enhance the performance of the segmentation. These initial approaches were characterized by the use of proprietary collections; while recently, reusable test collections have become the norm, such as CLEF [12] , NTCIR [13] , LSC [14] and EDUB-seg [15] .
More recently, new automatic event segmentation approaches have emerged that utilize semantic visual concepts and location data [18] , which report improved scores in the segmentation process. Molino et al. [19] proposed a new event segmentation approach which predicts upcoming next temporal segments based on the previous segments in continuous streams of lifelog data. In our previous work [2] , we introduced two new segmentation approaches based on visual semantic concepts from Caffe framework [20] and highquality image category labels for each lifelog image from the Microsoft Cognitive Services API [21] . We found that image category labels to be the best performing segmentation approach. In this work, we follow this trend and utilize automatic visual concepts as the source of data for our baseline segmentation process and compare this state-of-the-art approach to ones based on manual activity annotations. Unlike much of the prior work, our approach to event segmentation is novel in that it is a query-time process as opposed to the more conventional indexing time process. It is our belief that this leads to a more flexible segmentation algorithm and a comparison with the static segmentation approaches will be carried out at a later date. We point out that the contribution of this work is orthogonal to the choice of segmentation approach (indexing time or query time).
III. QUERY-TIME SEGMENTATION APPROACHES
The basic premise of our work is based on our conjecture that a flexible query-time process should produce result documents that better fit a user's information need. Hence we have implemented a novel dynamic segmentation approach for this work. Our query-time segmentation process is (shown in Figure (1) ) based on the following steps:
• Define a minimum document size (one minute in duration) called a moment and we fused the multimodal lifelog data into minute long segments (moments), which is our minimum indexable unit i.e. 1,440 moments/day and 38,880 moments in total for the LSC lifelog dataset that we use in this work [23] .
• Extract automatic visual concepts from visual lifelog data (e.g. continuous stream wearable camera data) using a modern concept detector. Additionally generate manual annotations of human activities for each moment in lifelog data (e.g. working, watching television, socializing, praying and/or travelling, etc.) where each moment may take place in a certain environmental settings/context (e.g. in an office environment, in a home, in a publiclyaccessible building, etc.).
• Upon receiving a user query, generate a temporallyordered query-similarity vector over all moments in the collection.
• Identify intra-moment similarity by implementing a standard distance method (e.g. Euclidean distance).
• Fuse similar scored sequential moments and declare a boundary if the similarity between moments is below a predefined threshold. We built the search engine by implementing the Okapi BM25 ranking model to facilitate user queries. The model indexed moments as documents. Each moment was represented by a textual description extracted from the dataset metadata, that included date/time features, user activity logs, music listening history, biometric data, semantic locations, manual diet log and weather. This represented the basic lifelog metadata that we indexed in this experiment. This data was extended by one of three approaches (automatic, manual and fusion annotation) as described below. Full details of the metadata is discussed in the Dataset section below.
For the automatic annotation based segmentation approach, we appended visual concepts and descriptions generated by a high-level visual concept detector [21] (i.e. Automatic Annotation Based Segmentation Approach in Figure  (1) ) to the moments for indexing. This concept detector operates over every image in the lifelog data and produces high-quality (i.e. introducing new meaningful visual features) semantic metadata such as background color, foreground color, dominant color, description of particular image including caption, categories (i.e. based on 86-hierarchical categories taxonomy for each image) and tags. For example, the categorization of image is based on 86 super categories and further subdivided into detailed sub categories such as animal category (includes animal bird, animal cat, animal horse or animal panda), building category (includes building arch, building brickwall, building stairs, building church), transport category (includes trans bicycle, trans bus, trans car and trans trainstation); and the tags include objects (i.e. laptop, television, chair, table, knife), living beings (i.e. person, child, man, woman), scenery (i.e. sky, lawn, green, residential, sea) or actions (i.e. working, standing, sidewalk) that are relevant to the content of the particular image of lifelog data. An example image with high-quality visual concepts and descriptions is shown in Figure ( 2).
The manual annotation based segmentation approach amended annotations from an ontology of 24 real-world life activities that were labelled by a manual review of the moments by one expert researcher over a number of days. The ontology was a single-level ontology and included activity concepts (i.e. Manual Annotation Based Segmentation Ap- Fig. 2 . Examples of automatic high-quality visual concepts from concept detector using Microsoft Cognitive Service API [21] .
proach in Figure ( 1)) such as: commuting to work, travelling, preparing meals, eating/drinking, taking care of children, praying, socializing/casual conversation, reading, gardening, shopping, work meetings, watching TV, playing computer games, using laptop/desktop computer, using mobile/tablet, any physical activity, sleeping, relaxing, organizing things, packing, cleaning, hygiene and make-up activity, writing on paper, searching/information seeking etc. An example image with manual annotations is shown in Figure ( 3). For the fusion annotation approach, we utilized the fusion of both automatic and manual annotations and amended these to the metadata for indexing (i.e. Fused Annotation Based Segmentation Approach in Figure (1) ) and provide a fair comparison with proposed segmentation approaches (discussed earlier in this section).
Once we had generated the moment textual annotation using one of the three approaches just described, a querysimilarity vector was generated for all ranked and non-ranked moments and the Euclidean distance method was used to find the distance between each successive moment in the vector. We used an automatic mean thresholding technique (based on Figure (1) ), based on the approach proposed in [5] . The value K was defined in an initial training phase that is not detailed here. In addition, we implemented an evaluation methodology discussed in [2] , [5] that provides a fair and repeatable comparison among the new proposed approaches, which will be detailed in section IV.
M ean T hreshold = mean+K * Standard deviation (1)
A. Dataset Description
For this work we used the publicly available LSC2018 lifelog dataset [14] which consisted of 27 days of multimodal lifelog data (i.e. 38,880 moments in total) generated by one active lifelogger. Associated with the images (approx one per minute/moment) were various forms of metadata, such as date/time, high-level visual features (i.e. tags) for each image extracted from [21] , and various other data sources that capture the real-world activities of the user. For this work we used music listening history such as song name, artist name, and album name; biometric data such as heart rate, galvanic skin response, sleep duration, calorie burn and steps count; semantic locations (e.g. home, work, restaurant); and a manual log of food and drinks. We also appended additional metadata to the collection that we know to be useful for retrieval, such as weather status (i.e. rain, fog, sunny, light showers) along with temperature conditions; day status (i.e. early morning, morning, afternoon, evening, night, late night), and the manual annotations that we mentioned previously. We are releasing these additional annotations (along with topics and relevance judgments described below) as an addendum to the LSC2018 collection in July 2019 1 . The example of identified automatic tags and manually annotated activities in visual lifelog data along with descriptive metadata is shown in Figure ( 
B. Queries
Although the LSC2018 collection includes 18 information needs, they were specifically designed to support interactive experimentation. Consequently we developed 24 new topics that reflect the wide range of query-types that would be expected to be used with lifelog collections, based on the proposals in [22] , which motivates the development of different types of queries for lifelog retrieval systems. Consequently we developed 12 broad focus queries to support lifelog reminiscence/reflection, and 12 narrow-focus topics to reflect conventional retrieval needs (shown in Table (I)). Examples of broad queries include shopping, reading, working, driving, cleaning etc. Examples of narrow-focus topics include waiting for train, packing a suitcase, walking on a lovely day, eating an apple, brainstorming, having talk with a person who has ponytail. For each topic, we have manually generated complete relevance judgments which will also be released with the topics in the dataset addendum 1 . The main motive of this experiment was to evaluate the impact of annotation quality on the performance of a novel query-time event segmentation algorithm. In order to do this, we need to evaluate the quality of event boundary selection given the three different annotation methodologies described earlier. Since the event boundaries in lifelog data are inherently subjective, the evaluation methodology employed should be robust to minor variations in the boundary definitions. Therefore we employed a sliding window +/-3 minutes that provides a necessary degree of flexibility in the measurement process. If a system defined event boundary is within 3 minutes of the human judgment, then it is considered to be accurate, which was the approach taken to segmentation evaluation in [5] .
The top ranked moments were temporally clustered into candidate events and a mean thresholding method was employed to select only the highly ranked events for evaluation. The sliding window was used to identify how accurate the event boundary was and any boundary found that was greater than +/-3 minutes was considered to be incorrect. This methodology provides for precision values (see formula below (2)) to be calculated in terms of true positives, the negative effect of over segmentation (i.e. false positives) is ignored in this initial evaluation, as is the recall of lowly-ranked events which are relevant to the topic. The reason for this was a focus on finding (in most cases) the one and only relevant event for a given topic.
P recision(accuracy) = T rueP ositive T rueP ositive + F alseP ositive
V. RESULTS
We proposed and compared three different approaches as discussed earlier for all 12 broad and 12 narrow topic-specific queries (i.e. discussed in section III (B)), where we present and highlight the importance of manual annotations in automatic event segmentation approach to the research community.
• Segmentation based on Visual Concepts: A mean precision value 0.88 (for broad topics) and 0.86 (for narrow topics) in terms of overall accuracy of the segmentation approach based on the image tags description was calculated (summarized in Table (III) ). In general, we found little difference between the broad and narrow topics when the retrieval was based on the automatic indexing process. There was a clear mismatch between the output (i.e. tags) of the concept detector and the topics as defined by the lifelogger. The narrow-focus topics such as eating an apple (0.67), brainstorming (0.62) and ponytail (0.45) proved to be comparatively difficult (see Table (II) ). For example, the concept detector was labeling images as containing food, instead of apple or fruits; object based tags such as indoor, person, board etc. were semantically distant from the topics of the queries (e.g. work meeting), or the details of specific topics (e.g. talking to a man with a ponytail) were more detailed than the related concepts such as people/person. Ultimately the performance of the automatic segmentation approach could only be increased if, either there were more concepts, or the topics were somehow translated from the human semantic level into the system level, which is a variation of the well-known 'semantic gap' from multimedia retrieval.
• Segmentation based on Manual Annotations: Manual annotations, which naturally are more reflective of human semantic descriptions and consequently are more related to the human generated information needs. For topics with a clear semantic match with the human annotations, the result precision was significantly higher at 94%, which should not come as a surprise. However, where there was a descriptive difference between the scores for certain topics, such as cooking at home (0.87), walking on a lovely day (0.86), resting (0.73), looking at bowl full of fruits (0.76), brainstorming (0.69) and talking with a person who has ponytail (0.56) the precision levels were significantly reduced (see Table (II)) . It is worth noting that these are mostly narrow-focus topics. The average precision of this approach is 0.94 for broad type user queries and 0.90 for narrow type user queries, which is clearly an improvement over the automatic annotation approach (summarized in Table (III) ) and leads us to conclude that the accuracy of annotations is a significant factor in the overall performance of a segmentation algorithm.
• Segmentation based on Annotations and Visual Concepts: Combining both sources of metadata provided the best results with the score of precision 0.96 (increment of 0.08) for broad and slightly worse results 0.88 (increment of 0.02) for narrow type user queries (summarized in Table (III)). It is interesting to note that manual annotations improved the results for many of the poorly performing topics when compared to the automatic approach, such as writing on paper, eating an apple, shopping, flying in airplane, working on laptop and walking on lovely day (see Table (II) ). This reinforces our hypothesis that enhancing the performance of the annotation engines has a significant impact of segmentation algorithm.
We found that consideration of manual annotations of human activities increases the precision scores of our approach to event segmentation approaches for both broad as well as narrow focus user queries. Although, we find a low increase (0.02) in narrow-focus user queries (discussed earlier), which ARDUOUS'19 -3rd International Workshop on Annotation of useR Data for UbiquitOUs Systems we can not claim to be significant. We can hypothesize that this is because the human annotations are both higher in quality, more accurate and more semantically meaningful than the automatic approaches. We also point out that this is an initial experiment and the positive effect of manual annotations is likely to decrease as more accurate and semantically meaningful automatic approaches to annotation of lifelog data become available in the coming years.
VI. CONCLUSION
In this paper we presented a study into the effect of incorporating manual annotations into the lifelog event segmentation process, which heretofore has been based on automatic annotations and automatically generated metadata. The study was carried out using a novel query-time segmentation model and evaluated using the reusable LSC2018 lifelog test collection with additional topics and metadata. Although we can suggest that all lifelogs can benefit from a human annotation of life activities, we realize that this is unlikely to occur in most realworld scenarios due to the human overhead of making manual annotations. Hence we propose that more detailed automatic annotations are required along with a research focus on developing activity-based annotations similar to the annotations generated by humans. For future work, we will explore the automation of this enhanced annotation process and we will also explore stricter evaluating criteria that penalize any missed boundaries.
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