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Zusammenfassung
Seit der Entwicklung moderner Methoden des Kristallwachstums hat die Halbleitertech-
nologie enorme Fortschritte gemacht. Dank neuer Verfahren ko¨nnen sehr reine Halbleiter-
heterostrukturen hergestellt werden, deren Beschaffenheit mit nahezu atomarer Pra¨zision
kontrolliert werden kann. Dies hat zur Entwicklung vieler Anwendungen gefu¨hrt, wie z.B.
zur Herstellung von hochwertigen Computerchips, von Leuchtdioden (LEDs) und von
Halbleiterlasern. Die Erforschung von Halbleitern ist vor allem aus zwei Gru¨nden von In-
teresse fu¨r die theoretische Physik: Erstens erfordert die Weiterentwicklung und Verbes-
serung elektronischer und optoelektronischer Bauelemente ein detailliertes Versta¨ndnis
der zugrundeliegenden mikroskopischen Prozesse und zweitens sind die hochwertigen
Nanostrukturen, die heute ku¨nstlich hergestellt werden ko¨nnen, ideale Modellsysteme,
um fundamentale physikalische Anregungen in Festko¨rpern zu untersuchen.
Experimentell ko¨nnen die quantenmechanischen Prozesse in Halbleitern gut durch
optische Experimente untersucht werden. Es liegt nahe, in diesen Experimenten Licht aus
einem Frequenzbereich zu verwenden, dessen Energie ungefa¨hr der Bandlu¨ckenenergie
entspricht, da so Elektronen vom Valenz- ins Leitungsband angehoben werden ko¨nnen,
wobei ein positiv geladenes Loch im Valenzband zuru¨ckbleibt. Die Bandlu¨ckenenergie in
typischen Halbleitern betra¨gt ungefa¨hr ein Elektronenvolt (1 eV=ˆ1240 nm=ˆ242THz), so
dass Experimente bisher vor allem sichtbares Licht bzw. Licht aus dem nah-infraroten
Teil des elektromagnetischen Spektrums verwendet haben. Dank der Entwicklung des
modengekoppelten Lasers in den 80er Jahren konnten Experimentalphysiker Halbleiter
mit optischen Pulsen anregen, die ku¨rzer als eine Pikosekunde (1 ps = 10−12s) sind,
um so die Halbleiterdynamik auf dieser Zeitskala zu untersuchen. Mit der Entwicklung
von Methoden der koha¨renten Spektroskopie wie des Vier-Wellen-Mischens [1–3] und
der Anreg-Abtast-Experimente [4, 5] (engl. pump-probe experiments) wurde es mo¨glich,
Streuprozesse von Ladungstra¨gern direkt nach der optischen Anregung zu untersuchen.
Die einfachste theoretische Beschreibungsmo¨glichkeit fu¨r die Dynamik von optisch
angeregten Halbleitern stellen sogenannte mean-field Theorien dar, die davon ausgehen,
dass jeder Ladungstra¨ger sich effektiv wie ein einzelnes Teilchen im mittleren Feld der
u¨brigen Teilchen verha¨lt. Allerdings versagt die mean-field Theorie als Beschreibungs-
modell, wenn die Dynamik durch Korrelationseffekte bestimmt wird. In Halbleitern ist
dies selbst bei niedrigen Dichten der Fall, da die durch die optische Anregung erzeug-
ten Elektronen und Lo¨cher stark miteinander Coulomb wechselwirken. Daher stellt der
optisch angeregte Halbleiter ein ideales Modellsystem dar, um Korrelationseffekte und
die Vielteilchenquantendynamik zu untersuchen. Das inkoha¨rente Exziton [6, 7] ist eines
der beru¨hmtesten Beispiele fu¨r Korrelationen in Halbleitern, denn es besteht aus einem
Elektron und einem Loch, die aufgrund der anziehenden Coulombwechselwirkung ein
echt gebundenes Teilchen bilden. Das Exziton a¨hnelt in vielerlei Hinsicht einem Wasser-
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stoffatom, das aus einem Elektron und einem Proton besteht. Ein weiteres Beispiel fu¨r
Korrelationen in Halbleitern ist das Plasmon [8], eine kollektive Ladungsoszillation in
dem optisch angeregten Elektron-Loch-Plasma. Die Erforschung von Korrelationen zwi-
schen Teilchen ist nicht nur ein zentrales Anliegen der Halbleiterphysik, sondern auch
der Festko¨rperphysik im Allgemeinen und ist noch immer Thema vieler experimenteller
und theoretischer Untersuchungen.
Optische Experimente, die sichtbares oder nah-infrarotes Licht verwenden, sind nur
bedingt dazu geeignet, Korrelationseffekte wie Exzitonen und Plasmonen in Halbleitern
zu untersuchen, da die Energien dieser sogenannten Quasiteilchen einem anderen Fre-
quenzbereich des Lichts entsprechen. So entspricht die Bindungsenergie eines Exzitons
typischer Weise Frequenzen, die im Terahertz (THz) - Bereich des elektromagnetischen
Spektrums liegen (4.13meV=ˆ300µm=ˆ1THz). In Halbleitern gilt dasselbe in der Regel
fu¨r die Frequenz des Plasmons, d.h. fu¨r die Frequenz kollektiver Ladungsoszillationen.
Daher liegt es natu¨rlich nahe, diese Vielteilcheneffekte mit Licht aus dem THz-Bereich
des elektromagnetischen Spektrums zu untersuchen.
Erst in den letzten Jahrzehnten wurde es dank der Entwicklung effizienter koha¨renter
THz-Quellen wie optisch gepumpter Molekularlaser [9], freier Elektronenlaser (FEL) [10]
und p-Germanium Laser [11] mo¨glich, in Experimenten Licht aus dem THz-Bereich zu
verwenden. Der FEL ist besonders dazu geeignet, da er hohe Intensita¨ten liefert, dabei
aber kontinuierlich stimmbar im THz-Bereich ist. Allerdings sind FEL sehr aufwa¨ndige
Anlagen, so dass bisher nur wenige gebaut wurden. In den letzten Jahren sind hochwer-
tige koha¨rente THz-Quellen auch fu¨r einzelne Labore zuga¨nglich geworden - vor allem
dank Fortschritten in der THz-Erzeugung durch optische Pulse [12]. Dabei werden op-
tische Femtosekunden-Laser Pulse genutzt, um THz-Strahlung zu erzeugen, z.B., indem
ultraschnelle Photostro¨me induziert werden oder durch optische Gleichrichtung in nicht-
linearen Kristallen. Zusammen mit passenden Detektoren, z.B. dem elektro-optischen
Sampling [13], ko¨nnen diese Quellen fu¨r die zeitaufgelo¨ste THz-Spektroskopie genutzt
werden. THz-Felder ko¨nnen verwendet werden, um interne U¨berga¨nge von Exzitonen
und Plasmonen, aber auch um Gitterschwingungen und Subbandu¨berga¨nge in Halblei-
ternanostrukturen anzuregen.
In einem typischen Experiment erzeugt eine optische Interbandanregung einen be-
stimmten Vielteilchenzustand, der dann durch einen schwachen THz-Puls abgetastet
wird. Anhand des Absorptionsverhaltens lassen sich dann Aussagen u¨ber die vorhan-
denen Quasiteilchen machen: Ist z.B. eine Exzitonenpopulation vorhanden, so zeigt
das THz-Spektrum charakteristische Absorptionslinien, die den mo¨glichen intraexzitoni-
schen U¨berga¨ngen im THz-Bereich entsprechen und so experimentell identifiziert werden
ko¨nnen. Diese exzitonische THz-Spektroskopie a¨hnelt der Spektroskopie von atomaren
Gasen, bei der die Existenz einer bestimmten Art von Atomen aus dem Absorptionsspek-
trum eines schwachen optischen Pulses abgeleitet wird. Wegweisende Experimente [14–
18] konnten sich mit Hilfe der THz-Spektroskopie der zentralen Frage zuwenden, ob und
unter welchen Umsta¨nden sich nach einer optischen Anregung eine echte Exzitonenpopu-
lation bildet. Die THz-Spektroskopie ist nicht auf Halbleiter beschra¨nkt. Da THz-Felder
auch Vibrations- und Rotationsu¨berga¨nge in Moleku¨len anregen ko¨nnen [19, 20], wer-
den sie verwendet, um chemische Moleku¨le und biologische Systeme zu untersuchen.
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Außerdem gibt es Anwendungen in den Materialwissenschaften, der tomographischen
Bildgebung und der Sicherheitstechnik [21].
In dieser Arbeit stelle ich eine mikroskopische Theorie dar, um THz-induzierte Pro-
zesse in Halbleitern zu beschreiben. Der Prozess der Entstehung von Exzitonen und
anderen Quasiteilchen nach optischer Anregung wurde theoretisch detailliert und fu¨r
viele unterschiedliche Bedingungen untersucht [6, 22–26]. Ich werde den Bildungspro-
zess hier nicht modellieren, sondern einen realistischen Vielteilchenzustand als Anfangs-
zustand annehmen. Im Zentrum meiner Untersuchungen stehen Fa¨lle, bei denen der
durch optische Anregung erzeugte Vielteilchenzustand durch starke THz Felder ange-
regt wird. Wa¨hrend schwache Pulse dazu dienen, den Vielteilchenzustand abzutasten,
so ko¨nnen starke THz-Pulse die Quasiteilchen auf eine Art und Weise manipulieren, wie
es mit konventionellen Methoden nicht mo¨glich ist. Die nichtlineare THz-Dynamik von
Exzitonenpopulationen ist von besonderem Interesse, da A¨hnlichkeiten und Unterschie-
de zu atomaren Systemen untersucht werden ko¨nnen. Eine theoretische Untersuchung
des nichtlinearen THz-Regimes in Halbleitern ist zeitgema¨ß, da Experimentalphysiker
seit der Entwicklung effizienter und erschwinglicher Hochfeld-THz-Quellen [27] vermehrt
starke THz-Anregungen in Halbleitern untersuchen [28–33].
Die hier dargestellte Theorie basiert auf einer Dichtematrixtheorie, die die sogenann-
te Cluster Entwicklungsmethode fu¨r Halbleiter verwendet. Mit Hilfe dieser Methode
kann die Wechselwirkung von THz-Licht mit korrelierten Quasiteilchen wie Exzitonen
konsistent beschrieben werden. In Kapitel 2 stelle ich den Hamiltonoperator des wech-
selwirkenden Systems vor und leite im Anschluss in Kapitel 3 die Gleichungen her, die
die THz-Dynamik sowohl im koha¨renten als auch im inkoha¨renten Regime beschreiben.
Das koha¨rente Regime besteht nur wenige Pikosekunden nach der optischen Anregung,
wa¨hrend noch Interbandkoha¨renzen vorhanden sind. Das inkoha¨rente Regime dagegen
bezeichnet das Zeitintervall, in dem die Interbandkoha¨renzen bereits zerfallen sind, die
optisch angeregten Ladungstra¨ger aber noch nicht rekombiniert sind.
In Kapitel 4 stelle ich die lineare und nichtlineare THz-Spektroskopie von Halbleitern
dar. Bei der linearen Spektroskopie werden schwache Pulse verwendet, bei der nichtli-
nearen dagegen starke. Insbesondere identifiziere ich die physikalischen Gro¨ßen, die in
typischen Experimenten zuga¨nglich sind. Die lineare THz-Antwort wird analytisch fu¨r
allgemeine Bedingungen gelo¨st und es wird die sogenannte THz-Elliott-Formel herge-
leitet, mit der, wie in Kapitel 5 ausgefu¨hrt wird, gezeigt werden kann, dass schwache
THz-Pulse zum Nachweis von Exzitonenpopulationen und Plasmonen verwendet wer-
den ko¨nnen. Im Gegensatz zur THz-Spektroskopie sind Interband-Spektroskopie und
Photolumineszenz-Experimente nicht dazu geeignet, Exzitonenpopulationen eindeutig
nachzuweisen [7, 34].
Um nichtlineare THz-Anregungen zu untersuchen, wende ich die entwickelte Theo-
rie auf wohldefinierte Situationen an. In Kapitel 6 untersuche ich zuna¨chst, wie starke
THz-Anregungen das lineare optische Absorptionsspektrum beeinflussen. Neben einer
ausschließlich theoretischen Analyse stelle ich auch einen quantitativen Vergleich mit
einem vor kurzem durchgefu¨hrten Experiment dar. Da das THz-Feld optisch-helle und
optisch-dunkle Zusta¨nde miteinander koppelt, z.B. die 1s und 2p Exzitonenzusta¨nde,
fu¨hrt die THz-Anregung zu charakteristischen A¨nderungen in den optischen Spektren.
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Eine besondere Eigenschaft nichtlinearer THz-Anregungen besteht darin, dass die Ra-
bifrequenz oft in der Gro¨ßenordnung der 1s-2p U¨bergangsfrequenz liegt, so dass extrem
nichtlineare Effekte auftreten. Ich identifiziere auch die ponderomotiven Beitra¨ge, die
entstehen, weil das THz-Feld langsam genug oszilliert, so dass Elektronen und Lo¨cher
auf das elektrische THz-Feld klassisch reagieren.
In Kapitel 7 untersuche ich starke THz-Anregungen einer existierenden 1s-
Exzitonenpopulation. Die THz-Dynamik von inkoha¨renten Exzitonen a¨hnelt in vielerlei
Hinsicht der der Optik an atomaren Systemen. Ich stelle unterschiedliche Anregungs-
bereiche dar und identifiziere so Rabioszillationen von Exzitonenpopulationen, die Er-
zeugung von ballistischen Elektronen-Loch-Wellenpaketen sowie die Erzeugung ho¨herer
Harmonischer. Außerdem zeige ich, dass mit Hilfe der Theorie auch die Ergebnisse von
vor kurzem durchgefu¨hrten nichtlinearen THz-Experimenten in Cu2O erkla¨rt werden
ko¨nnen, die Rabioszillationen zwischen zwei optisch-dunklen Zusta¨nden untersucht ha-
ben. Neben A¨hnlichkeiten zu atomaren Systemen gibt es wichtige Unterschiede, die durch
Vielteilchenstreuung und die fermionische Substruktur in Halbleitern entstehen. Selbst
bei niedrigen Dichten fu¨hren diese Effekte zu viel ku¨rzeren Dephasierungszeiten und zu
ponderomotiven Beitra¨gen in der THz-Antwort. Ich beschreibe die ponderomotiven Bei-
tra¨ge detailliert und zeige, dass sie in der Regel vom messbaren Signal isoliert werden
ko¨nnen.
In Kapitel 8 untersuche ich schließlich die nichtlineare Anregung eines korrelierten
Elektronen-Loch-Plasmas, bei dem exzitonische Effekte vernachla¨ssigt werden ko¨nnen.
In diesem Fall zeigt sich, dass die THz-Kopplung eine Erwa¨rmung des Plasmas be-
wirkt. Die Theorie der Cluster-Entwicklung ermo¨glicht ein anschauliches und detaillier-
tes Versta¨ndnis dieser Prozesse.
Eine Aufgabe der nahen Zukunft wird sein, die theoretische Beschreibung von THz
Prozessen im Rahmen der Cluster Entwicklung zu erweitern. Man ko¨nnte Konfigura-
tionen theoretisch modellieren bei denen mehrere THz-Pulse den Vielteilchenzustand
anregen, um so die Mo¨glichkeit des THz Vier-Wellen-Mischens oder des adiabatischen
Transfers von Exzitonenpopulationen zu untersuchen. Wenn das THz-Feld vollsta¨ndig
quantisiert wird, kann man Effekte wie z.B THz-Lumineszenz oder quantenoptische Ef-
fekte in exzitonischen Zweiniveausystemen untersuchen.
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Original Contributions
When I started out as a PhD student in Marburg, my main project was to investigate
strong THz excitations of incoherent excitons, i.e., truly bound electron-hole pairs in
semiconductors which I had already started to work on during my diploma thesis. At
the time, our group had already developed a theoretical framework to describe the linear
THz coupling and numerical evaluations of the theory had shown that THz spectroscopy
is well suited to monitor exciton formation processes in semiconductors. I generalized
the THz theory to the nonlinear regime and implemented the numerical code which
describes strong THz excitations of incoherent excitons in quantum wires. The numer-
ical evaluation is complex because the description of nonlinear THz processes requires
the inclusion of correlation effects and the symmetry breaking induced by intraband
processes.
As there were only few previous theoretical investigations of strong-field THz exci-
tations of incoherent excitons, I focused on identifying and understanding the basic
processes. Varying the THz pulses and system parameters, I mapped out different ex-
citation regimes; I found excitonic Rabi-flopping, ionization-effects and high-harmonic
generation for an excitonic initial many-body state, as well as a Drude-like carrier heat-
ing for a plasma-like initial many-body state. In particular, I investigated phenomena
which are not necessarily expected from simple analogies between incoherent excitons in
semiconductors and atomic systems. I investigated, e.g., ponderomotive and extreme-
nonlinear effects as well as intraexcitonic transitions that depend on the center-of-mass
motion. While the linear response of incoherent excitons has been solved analytically
in our group a few years ago and is just reviewed in this Thesis, I derived new analyt-
ical results for the nonlinear regime which describe, e.g., the density dynamics during
Rabi flopping and the THz-induced heating rate of a correlated electron-hole plasma.
My original theoretical results concerning the THz dynamics of incoherent excitons are
presented in this Thesis and are published mainly in Paper [V] but also in Paper [I].
A substantial – if not the largest – part of my PhD time was devoted to the theoretical
analysis and explanation of experimental data. In the experiment performed by Y.-S.
Lee et al. (Oregon State Univ.), a THz-pump and optical probe configuration was used
to study time-resolved nonlinear effects in AlGaAs/GaAs multi quantum wells; they
were hoping to demonstrate THz-induced Rabi flopping between the 1s and 2p exciton
states. To reproduce and explain the experimental results, I extended the nonlinear
THz theory to the coherent regime and implemented the numerics for two-dimensional
quantum wells. For a quantitative theoretical analysis, it was necessary to include the
light propagation through the experimental sample. The relevant bandstructure param-
eters for the heterostructure I obtained from the standard program used in our group.
To reproduce the experimental data, it was crucial that ponderomotive contributions
due to the strong THz field were treated correctly. Understanding how ponderomotive
contributions exactly enter into our microscopic theory was a central issue of my inves-
tigations. Although we could not demonstrate clear Rabi-flopping in the experiment,
we arrived at one of the first quantitative experiment-theory comparisons for this kind
of THz experiment demonstrating time-resolved ponderomotive and extreme-nonlinear
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effects. I presented these findings in Paper [III]. Moreover, I analyzed the THz dynamics
of coherent excitons for idealized conditions. These theoretical results are presented in
this Thesis and in Paper [VI].
Another experiment that I analyzed was performed by R. Huber et al. (Univ. of Kon-
stanz, Free Univ. of Berlin). They investigated nonlinear THz excitations of incoherent,
optically-dark excitons in cuprous oxide (Cu2O). The analysis of the experimental results
was an excellent proving ground for the theory which I had developed for GaAs-type
systems . I extended the theory to cuprous oxide where the consistent inclusion of band-
structure effects was the main difficulty. Here, I also obtained very good quantitative
agreement between experiment and theory. Especially, it turned out that ponderomotive
contributions masked the more interesting THz-induced nonlinearities. For the under-
standing of the experimental results, it was thus crucial to develop a scheme (presented
in Paper [VII]) that rigorously removes the ponderomotive contributions. The results of
the experiment-theory comparison are presented in this Thesis and in Paper [VIII].
I also analyzed experiments performed by M. Hofmann et al. (Univ. of Bochum). The
experiments showed that strong THz radiation leads to carrier heating which can be re-
liably detected via a semiconductor diode laser. Here, we did not aim for a quantitative
experiment-theory comparison but I used our microscopic theory to explain the under-
lying heating mechanisms. The results are presented in this Thesis and in Paper [II].
Finally, I have also collaborated with experimentalists in Marburg and contributed to
Paper [IX]. I have presented results on conferences giving an invited talk at SPIE Pho-
tonics West 2008 in San Jose, USA and presenting a poster at the NOEKS09 in Mu¨ritz,
Germany.
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1. Introduction
The development of modern-crystal growth techniques has triggered a remarkable
progress in semiconductor technology. The ability to grow semiconductor heterostruc-
tures with almost atomic precision and a high degree of purity has led to many applica-
tions including efficient integrated circuits in modern computers, light-emitting diodes
(LEDs) and semiconductor lasers. For a theorist, there are two central motivations to
study the physics of semiconductors. First, the demand for ever faster and smaller elec-
tronic and optoelectronic devices requires a detailed understanding of the optical and
electronic processes on a quantum-mechanical level. Second, the high-quality nanostruc-
tures which can be fabricated today constitute ideal model systems to study fundamental
physical excitations in condensed matter.
Optical experiments are a powerful tool to study such microscopic processes. Since the
bandgap in typical semiconductors is around one electronvolt (1 eV=ˆ1240 nm=ˆ242THz),
it is natural that experiments have concentrated on the visible and near-infrared regime
of the electromagnetic spectrum. In this frequency range, light has a photon energy
close to the bandgap energy such that it can lift electrons from the valence band into
the conduction band thus leaving behind a positively charged hole in the valence band.
The development of the mode-locked Ti:sapphire laser in the 1980s has allowed exper-
imentalists to study the semiconductor dynamics with optical pulses of sub-picosecond
duration (1 ps = 10−12s). With methods of coherent spectroscopy such as four-wave
mixing [1–3] and pump-probe experiments [4, 5], it has become possible to study the
onset of scattering processes of carriers after optical excitation.
At the simplest level, the dynamics of optically-excited semiconductors can be de-
scribed by mean-field theories which assume that each carrier behaves effectively like a
single particle influenced by the average field of all other particles. However, an optical
excitation creates many electrons and holes which strongly interact via the Coulomb
interaction such that many-body correlations build up even at dilute densities. When
correlation effects dominate the dynamics, the mean-field description usually breaks
down. Thus, the optically-excited semiconductor is an ideal test ground to study the
many-body quantum dynamics. The incoherent exciton [6, 7] is one of the most promi-
nent example of correlations in semiconductors because it consists of an electron and a
hole forming a truly bound pair due to the attractive Coulomb interaction. The exciton
is in many ways similar to the Hydrogen atom which contains a correlated electron and
proton. The plasmon [8] represents another correlated quasiparticle; it is a collective
charge oscillation in the optically excited electron-hole plasma. The investigation of
correlations among strongly Coulomb-interacting particles is a central problem not only
in semiconductor physics but in condensed-matter physics in general and has been the
focus of many experimental and theoretical investigations.
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Optical techniques that employ only visible or near-infrared light have a limited po-
tential to study these basic correlation effects in semiconductors because the funda-
mental quasiparticles such as excitons and plasmons have energies which correspond
to a completely different frequency range. The exciton binding energy, e.g., typically
corresponds to frequencies in the terahertz (THz) range of the electromagnetic spec-
trum (4.13meV=ˆ300µm=ˆ1THz). The plasma frequency, i.e., the frequency of collec-
tive charge oscillations, is usually also in the THz range for semiconductors. Thus, it
is natural to study these many-body correlations with light in the THz regime of the
electromagnetic spectrum.
For experimentalists, the THz regime has become fully accessible only in the last
decades with the development of coherent THz sources including optically-pumped
molecular lasers [9], free-electron lasers (FEL) [10] and p-germanium lasers [11]. The
FEL is particularly useful since it provides high intensities while being continuously
tunable in the THz range. However, FELs are very large projects such that only a
few facilities have been built. In recent years, high-quality coherent THz sources have
become widely available to individual laboratories mainly due to advances in the THz
generation via optical pulses [12]. Here, optical femtosecond laser pulses are used to
generate THz radiation, e.g., by inducing ultrafast photocurrents in a photoconductive
switch or via optical rectification in nonlinear crystals. Together with suitable detectors,
e.g., electro-optic sampling [13], these sources can be used for time-domain THz spec-
troscopy. Terahertz fields are resonant with internal transitions of excitons and plasmons
but can also be used to excite lattice vibrations and intersubband transitions in confined
semiconductor nanostructures.
In a typical experiment, an optical interband excitation prepares a certain many-body
state which is then probed by a weak THz pulse. When, e.g., an exciton population is
present, the transmitted THz spectrum displays characteristic absorption lines corre-
sponding to the possible intraexcitonic transitions in the THz range. Using THz spec-
troscopy, pioneering experiments [14–18] have thus started answering the old question
whether and under which conditions a true exciton population is formed after optical
excitation. The concept of excitonic THz spectroscopy is similar to atomic gas spec-
troscopy where the presence of a certain atom species is derived from distinct absorption
resonances that fingerprint them. Similarly, THz experiments [35] have identified and
monitored the build up of a plasmon resonance in bulk semiconductors. The concept
of THz spectroscopy is not limited to semiconductors. Since THz fields are resonant
with vibrational and rotational transitions in molecules [19, 20], they can be used to
probe chemical compounds biological systems. Moreover, there are applications in the
material sciences, tomographic imaging and security [21].
In this Thesis, I will present a fully microscopic theory to describe THz-induced pro-
cesses in optically-excited semiconductors. The formation process of excitons and other
quasi-particles after optical excitation has been studied in great detail for a variety of
conditions [6, 22–26]. Here, I will not model the formation process but assume a real-
istic initial many-body state. In particular, I will review the linear THz response and
demonstrate that correlated quasi-particles such as excitons and plasmons can be un-
ambiguously detected via THz spectroscopy. The focus of the investigations, however,
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is on situations where the optically-excited many-body state is excited by intense THz
fields. While weak pulses detect the many-body state, strong THz pulses control and
manipulate the quasi-particles in a way that is not accessible via conventional tech-
niques. The nonlinear THz dynamics of exciton populations is especially interesting
because similarities and differences to optics with atomic systems can be studied. A
theoretical investigation of the nonlinear THz regime in semiconductors is timely. In
recent years, experimentalists have started to explore [28–33] strong-field THz excita-
tions in semiconductors as high-power THz sources [27] are becoming more efficient and
widely available.
The Thesis is organized as follows. Chapter 2 introduces the many-body Hamiltonian
for the interacting system. I then derive the relevant equations of motion in Chapter 3.
The presented microscopic theory consistently includes the correlation effects necessary
to describe THz interactions with quasiparticles. Chapter 4 identifies the measurable
quantities in linear and nonlinear THz experiments and presents an analytic solution of
the linear response. Chapter 5 shows that weak THz fields can detect exciton populations
and plasmons in two-dimensional nanostructures. Chapters 6-8 deal with nonlinear
THz excitations of interband polarization, exciton populations and correlated electron-
hole plasma in semiconductors. I will map out different excitation regimes and present
quantitative comparisons to recent experiments.
3
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The starting point of my theoretical investigations is the Hamilton operator of the semi-
conductor system which describes the free motion of non-interacting carriers, photons
and phonons as well as the interactions between these quasi-particles. I will summarize
the key steps in the derivation of the Hamiltonian and refer to the literature for details.
For the description of terahertz (THz) processes in semiconductors, it is particularly
important that the coupling of the light field to intraband quantities is consistently
included.
2.1. Hamiltonian in First Quantization
In first quantization, a Coulomb-interacting carrier system with N charged particles
coupled to a quantized electromagnetic field is described by the minimal-substitution
Hamiltonian [36, 37]
H =
N∑
j=1
{
1
2m0
[pj − eA(rj)]2 + UL(rj)
}
+
1
2
N∑
i6=j
V (|ri − rj |) +Hem +Hph. (2.1)
Here, pj and rj are the canonical momentum and position operator of particle j with
charge e = −|e| and mass m0. The carriers move in a lattice-periodic potential UL
and are coupled to a quantized transversal light field via the vector potential A(r). We
assume that all external longitudinal fields vanish such that no additional potential term
appears in Eq. (2.1). Furthermore, V (r) denotes the unscreened Coulomb potential
between the carriers, Hem is the free-field part of the quantized light field, and Hph
includes the interactions with phonons. The explicit forms of Hem and Hph can be
found, e.g., in Ref. [6]. In the following investigations, we adopt the Coulomb gauge,
∇ ·A = 0. As a result, A(r) and p commute and Eq. (2.1) can be written as
H =
N∑
j=1
{[
p2j
2m0
+ UL(rj)
]
+
|e|
m0
A(rj) · pj + |e|
2
2m0
A2(rj)
}
(2.2)
+
1
2
N∑
i6=j
V (|ri − rj|) +Hem +Hph.
For the description of the interacting carrier-photon-phonon system, it is useful to adopt
the formalism of second quantization. Most aspects of the second-quantized Hamiltonian
have been discussed thoroughly in the literature[6, 8, 37]. Here, only the interaction of
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carriers with the quantized light field will be discussed in detail. The frequency of
the light can be in the optical (i.e., visible or near-visible) or terahertz regime of the
electromagnetic spectrum.
It is well known [36, 37] that a gauge transformation of the Hamiltonian, Eq. (2.2),
changes the light-matter interaction into a dipole interaction of the form |e|rj ·E where
E = −(∂/∂t)A is the operator of the electric field. This r · E-representation is often
used when studying optical interband transitions since it conveniently introduces the
interband dipole-matrix element. However, the description of THz-induced intraband
transitions is usually more complicated in the r ·E-picture such that we keep using the
p ·A-representation of the interaction Hamiltonian.
2.2. Light-Matter Interaction in Second Quantization
In second quantization, the optically active electrons are described by field operators
Ψσ(r) [Ψ
†
σ(r)] which annihilate [create] an electron at position r with spin σ. For semi-
conductors, it is usually advantageous to expand the field operators in the Bloch basis
Ψσ(r) =
∑
λ,k
aλ,σ,kφλ,σ,k(r), Ψ
†
σ(r) =
∑
λ,k
a†λ,σ,kφ
⋆
λ,σ,k(r). (2.3)
Here, the fermionic operator aλ,σ,k (a
†
λ,σ,k) annihilates (creates) an electron with wavevec-
tor k and spin σ in band λ. The single-particle wavefunctions φλ,σ,k(r) obey[
p2
2m0
+ UL(r)
]
φλ,σ,k(r) = ε
λ
kφλ,σ,k(r) (2.4)
where ελk is the bandstructure. The wavefunctions φλ,σ,k(r) constitute a complete and
orthonormal set.
This Thesis concentrates on the interaction of light with planar nanostructures. We
investigate either quantum wells (QWs) or planar arrangement of identical quantum
wires (QWIs). In the QWI arrangement, the distance between neighboring wires is as-
sumed to be sufficiently large such that they are not electronically coupled but much
smaller than the relevant light wavelength such that no diffraction pattern arises. For
these conditions, the QWI arrangement best mimics a QW while the numerical com-
plexity is greatly reduced. In the following derivations, QWs are used as an explicit
example. The corresponding results for the QWI case are presented in Appendix B.
For QWs, it is useful to separate the three-dimensional space coordinate r = (r‖, z)
into a two-dimensional coordinate r‖ in the QW plane and a one-dimensional coordinate
z perpendicular to it. In envelope-function approximation [8], the Bloch functions are
then given by
φλ,l,σ,k‖(r) = ξλ,l(z)
1√S e
ik‖·r‖wλ,l,σ,k‖(r) (2.5)
where S is the quantization area, wλ,l,σ,k‖(r) is the lattice-periodic wavefunction and
ξλ,l(z) is the confinement function. We also introduced the subband index l and the
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carrier wavevector k‖ in the QW plane. To shorten the notation in the following deriva-
tions, we use λ as a general index which contains band index λ, subband index l and
spin index σ.
To derive the second-quantized form of the transverse electromagnetic field, we start
from the sourceless wave equation for the classical vector potential [36][
∇2 − n
2(z)
c20
∂2
∂t2
]
A0(r, t) = 0 (2.6)
where c0 denotes the vacuum velocity of light and n(z) is the background refractive
index. The steady-state solutions of Eq. (2.6), Uα,q, are called the mode functions of
the light field; they are given by the Helmholtz equation[∇2 + q2n2(r)]Uα,q(r) = 0 (2.7)
where q is the wavevector and α denotes the polarization direction of the mode. We
choose the normalization∫
d3r n2(z)Uα′,q′(r) ·Uα,q(r) = δq,q′δα,α′ . (2.8)
For perfect translational symmetry in the QW plane, the mode functions can be written
as
Uα,q(r) =
1√Suα,q(z)e
iq‖·r‖ (2.9)
where q = (q‖, qz). The z-dependent part, uα,q(z), can be determined via a transfer-
matrix technique [37] for a specific dielectric structure given by n(z). Since the mode
functions, Uα,q, constitute a complete and orthonormal basis set, we find the following
mode-expansion for the vector potential
A(r) =
∑
α,q
Eq
ωq
[
uα,q(z)e
iq‖·r‖Bα,q + c.c.
]
(2.10)
with the mode frequency ωq = c0|q| and the vacuum-field amplitude Eq =
√
~ωq/(2ε0).
According to the canonical quantization procedure [36], the coefficients Bα,q and B
⋆
α,q are
replaced by photon annihilation, Bα,q, and creation, B
†
α,q operators which obey bosonic
commutation relations. The free-field part of the quantized light field is then found to
be [36]
Hem =
∑
α,q
~ωq
(
B†α,qBα,q +
1
2
)
. (2.11)
The kinetic energy and light-matter interaction parts of the Hamiltonian, Eq. (2.2), have
the following form in second quantization
Hkin =
∫
d3rΨ†(r)
[
p2
2m0
+ UL( r)
]
Ψ(r), (2.12)
HA·p +HA·A =
∫
d3rΨ†(r)
[ |e|
m0
A(r) · p+ |e|
2
2m0
A2(r)
]
Ψ(r). (2.13)
7
2. System Hamiltonian
Inserting Eq. (2.3) into Eqs. (2.12)-(2.13), we obtain
Hkin +HA·p +HA·A =
∑
λ,k‖,λ′,k
′
‖
a†λ,k‖aλ′,k′‖
(
I
λ,k‖
λ′,k′
‖
∣∣
kin
+ I
λ,k‖
λ′,k′
‖
∣∣
A·p
+ I
λ,k‖
λ′,k′
‖
∣∣
A·A
)
(2.14)
with the corresponding matrix elements
I
λ,k‖
λ′,k′
‖
∣∣
kin
=
∫
d3rφ⋆λ,k‖(r)
[
p2
2m
+ UL(r)
]
φλ′,k′
‖
(r), (2.15)
I
λ,k‖
λ′,k′
‖
∣∣
A·p
=
|e|
m0
∫
d3rφ⋆λ,k‖(r)A(r) · pφλ′,k′‖(r), (2.16)
I
λ,k‖
λ′,k′
‖
∣∣
A·A
=
|e|2
2m0
∫
d3rφ⋆λ,k‖(r)A(r) ·A(r)φλ′,k′‖(r). (2.17)
The evaluation of the matrix elements, Eq. (2.15)-(2.17) is a standard calculation; the
following derivations will briefly overview and extend the central steps based on Refs. [8,
37, 38]. Using Eq. (2.4) and the orthonormalilty of the wavefunctions φλ,k‖(r), we
immediately find
I
λ,k‖
λ′,k′
‖
∣∣
kin
= δλ,λ′δk‖,k′‖ε
λ
k‖
(2.18)
which implies that the kinetic part is diagonal in the Bloch basis. Thus, ελk‖ defines the
kinetic energy of the Bloch electrons. For investigations close to the bandgap, it is often
a good approximation to assume a parabolic bandstructure [8, 39]
ελk‖ = ε
λ
0 +
~
2k2‖
2mλ
(2.19)
where mλ is the effective mass of band λ. A k · p-evaluation of ελk‖ is presented in
Appendix A.
For the computation of the remaining matrix elements, it is convenient to introduce
a Fourier decomposition of the vector potential with respect to the in-plane coordinates
A(r) =
∑
q‖
Aq‖(z)e
iq‖·r‖. (2.20)
We continue with the evaluation of I|A·p given by Eq. (2.16) where the momentum
operator p acts on the Bloch function φλ′,k′(r). By separating the in-plane and z-
dependent components, p = p‖ − ezi~∂/∂z, and by inserting Eq. (2.5), we find
√
Spφλ′,k′
‖
(r) = p
[
eik
′
‖
·r‖ξλ′(z)wλ′,k′
‖
(r)
]
(2.21)
= eik
′
‖
·r‖ξλ′(z)
[
~k′‖ + p
]
wλ′,k‖(r)− i~ezeik
′
‖
·r‖wλ′,k′
‖
(r)
∂
∂z
ξλ′(z).
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Inserting Eq. (2.21) into Eq. (2.16), we identify two contributions, I|A·p = I|(1)A·p + I|(2)A·p,
given by
I
λ,k‖
λ′,k′
‖
|(1)A·p =
|e|
m0
1
S
∑
q‖
∫
d3re−ik‖·r‖ξ⋆λ(z)w
⋆
λ,k‖
(r) (2.22)
×Aq‖(z)eiq‖·r‖eik
′
‖
·r‖ξλ′(z) ·
[
~k′‖ + p
]
wλ′,k′
‖
(r),
I
λ,k‖
λ′,k′
‖
|(2)A·p =
−i~|e|
m0
1
S
∑
q‖
∫
d3re−ik‖·r‖ξ⋆λ(z)w
⋆
λ,k‖
(r) (2.23)
×Aq‖(z) · ezeiq‖·r‖eik
′
‖
·r‖wλ′,k′
‖
(r)
∂
∂z
ξλ′(z).
Due to the scalar products in Eqs. (2.22) and (2.23), the contributions depend on the
propagation direction of the light field. For mode functions, Us,q, which are polarized
perpendicular to the plane of incidence (s-polarized modes), the term I|(2)A·p vanishes
while I|(1)A·p is finite. For mode functions, Up,q, whose polarization direction lies in the
plane of incidence (p-polarized modes), both I|(1)A·p and I|(2)A·p can be non-vanishing.
The integration in Eqs. (2.22) and (2.23) can be further simplified by using that
the quantities appearing in the integrands vary on different characteristic length scales.
The lattice periodic wavefunction wλ,k‖(r) changes on the unit-cell length scale which
is typically a few Angstroms. The confinement wavefunction ξλ(z) and e
ik‖·r‖ vary on
a mesoscopic nanometer length scale. Finally, the quantities associated with the light
field, eiq‖·r‖ and Aq‖(z), vary on the scale of the light wavelength which is 400− 800 nm
for visible light and 1 − 300µm for THz fields. To take advantage of these different
length scales, we rewrite the integration in Eq. (2.22) as
∫
d3r =
∑
R
∫
vR
d3r where vR is
the unit-cell volume around the lattice point R = (R‖, Z). All factors of the integrand
except wλ,k‖(r) can be assumed constant over one unit cell such that we obtain
I
λ,k‖
λ′,k′
‖
|(1)A·p =
|e|
m0
1
S
∑
q‖
∑
R‖,Z
ei(k
′
‖
+q‖−k‖)·R‖ξ⋆λ(Z)Aq‖(Z)ξλ′(Z) (2.24)
·
∫
vR
d3rw⋆λ,k‖(r)
[
~k′‖ + p
]
wλ′,k′
‖
(r).
Due to the periodicity of the wavefunctions wλ,k‖(r), the unit-cell matrix element is
independent of R equalling
〈λ,k‖|~k′‖ + p|λ′,k′‖〉 =
1
v0
∫
v0
d3r w⋆λ,k‖(r)
[
~k′‖ + p
]
wλ′,k′
‖
(r) (2.25)
where v0 is the unit-cell volume around R = 0. Here, we adopted Dirac’s abstract
notation; the real-space representation of |λ,k‖〉 is wλ,k‖(r) = 〈r|λ,k‖〉. Since v0 is
infinitesimal compared with spatial variations of the remaining terms, we may replace
the sum
∑
R v0 with an integral
∫
dR‖dZ. The R‖-integration in Eq. (2.24) then yields∫
dR‖e
i(k′
‖
+q‖−k‖)·R‖ = Sδk′
‖
+q‖,k‖ (2.26)
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such that we obtain
I
λ,k‖
λ′,k′
‖
|(1)A·p =
|e|
m0
∑
q‖
Aλ,λ
′
q‖
δk′
‖
,k‖−q‖〈λ,k‖|~k′‖ + p|λ′,k′‖〉 (2.27)
where we introduced the abbreviation Aλ,λ
′
q‖
=
∫
dZ ξ⋆λ(Z)Aq‖(Z)ξλ′(Z).
The matrix-element 〈λ,k‖|~k′‖ + p|λ′,k′‖〉 with k′‖ = k‖ − q‖ is not diagonal with
respect to momentum. However, since the wavevector q‖ of the light field is at least two
orders of magnitude smaller than a typical electronic wavevector k‖, the center-of-mass
momentum kcom‖ ≡ (k‖+k′‖)/2 = k‖−q‖/2 is much larger than the relative momentum
krel‖ ≡ k‖ − k′‖ = q‖. In the expansion
〈λ,k‖|~k′‖ + p|λ′,k′‖〉 = 〈λ,kcom‖ |~kcom‖ + p|λ′,kcom‖ 〉+O
(
krel‖
)
(2.28)
for small relative momenta, we can thus neglect the first-order correction. For the
further evaluation of this unit-cell integral, we need additional information about the
k‖-dependence of the Bloch functions. In Appendix A, we use second-order k ·p-theory
to show that
〈λ,k‖|~k‖ + p|λ′,k‖〉 = δλ,λ′m0
~
∂ελk‖
∂k‖
+ (1− δλ,λ′)pλ,λ′(k‖). (2.29)
where pλ,λ′ 6=λ(k‖) ≡ 〈λ,k‖|p|λ′,k‖〉 is the interband momentum-matrix element. For
parabolic bands, we have the relation (∂ελk‖/∂k‖) = ~
2k‖/mλ. Inserting Eqs. (2.28) and
(2.29) into Eq. (2.27), we finally obtain
I
λ,k‖
λ′,k′
‖
|(1)A·p = −
∑
q‖
δk′
‖
,k‖−q‖ (2.30)
×
[
δλ,λ′jλ
(
k‖ −
q‖
2
)
·Aλ,λ′q‖ − (1− δλ,λ′)
|e|
m0
pλ,λ′
(
k‖ −
q‖
2
)
·Aλ,λ′q‖
]
where we identified the current-matrix element
jλ(k‖) = −|e|
~
∂ελk‖
∂k‖
. (2.31)
For parabolic bands, we find jλ(k‖) = −|e|~k‖/mλ such that this term is antisymmetric
with respect to k‖. We will later see that this contribution can lead to the generation
of a macroscopic intraband current.
The evaluation of the remaining A · p-dependent matrix-element, Eq. (2.23), involves
similar steps. It is straightforward to show that
I
λ,k‖
λ′,k′
‖
|(2)A·p =
−i~|e|
m0
∑
q‖
δk′
‖
,k‖−q‖δλ,λ′ez ·Aλ,∂λ
′
q‖
(2.32)
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where we introduced the abbreviation Aλ,∂λ
′
q‖
=
∫
dZ ξ⋆λ(Z)Aq‖(Z)(∂/∂Z)ξλ′(Z). For the
A2-dependent matrix element, Eq. (2.17), we similarly find
I
λ,k‖
λ′,k′
‖
|A·A =
∑
q‖,q
′
‖
δk′
‖
−q′
‖
,k‖−q‖δλ,λ′
|e|2
2m0
A
(2),λ,λ′
q‖,−q
′
‖
(2.33)
with A
(2),λ,λ′
q‖,−q
′
‖
=
∫
dZ ξ⋆λ(Z)Aq‖(Z) ·A−q′‖(Z)ξλ′(Z).
2.3. Complete Hamiltonian in Second Quantization
To obtain the final form of the light-matter interaction Hamiltonian in the Bloch basis,
we insert Eqs. (2.30)-(2.33) into Eq. (2.14). The result is
HA·p +HA·A = −
∑
λ
∑
q‖,k‖
jλ(k‖) ·Aλ,λq‖ a
†
λ,k‖+
q‖
2
a
λ,k‖−
q‖
2
(2.34)
+
∑
λ6=λ′
∑
q‖,k‖
|e|
m0
pλ,λ′(k‖) ·Aλ,λ′q‖ a
†
λ,k‖+
q‖
2
a
λ′,k‖−
q‖
2
−
∑
λ,λ′
∑
q‖,k‖
δλ,λ′
i~|e|
m0
ez ·Aλ,∂λ′q‖ a
†
λ,k‖+
q‖
2
a
λ′,k‖−
q‖
2
+
∑
λ
∑
q‖,q
′
‖
,k‖
|e|2
2m0
A
(2),λ,λ
q‖,−q
′
‖
a†λ,k‖+q‖aλ,k‖+q′‖ .
The first line of Eq. (2.34) describes a process where the electron makes a transition from
wavevector k‖ − q‖/2 to k‖ + q‖/2 within the same band, i.e., an intraband transition.
The second line describes an interband transition between bands λ and λ′ 6= λ which
is allowed whenever the matrix element pλ,λ′ is non-vanishing. The third line allows
for intersubband transitions which may occur when a component of the light field is
polarized perpendicular to the QW. Note that the subband index is suppressed in our
notation; in Appendix B, we explicitly indicate the dependence on the subband index in
the Hamiltonian. The fourth line describes two-photon intraband processes where the
electron wavevector changes by q‖ − q′‖. The in-plane carrier momentum is conserved
in all processes. It is interesting to note that the current-matrix element contains the
effective mass mλ while the other terms contain the free electron mass m0. In the
derivation of Eq. (2.34), we only demanded that the wavevector of the light field is
significantly smaller than the electronic wavevector. Thus, the quantized vector potential
in Eq. (2.34) can describe optical fields (i.e., visible or near-visible light) as well as THz
fields.
According to Eqs. (2.11), (2.14) and (2.18), the non-interacting part of the Hamilto-
nian reads
H0 =
∑
k‖,λ
ελk‖a
†
λ,k‖
aλ,k‖ +
∑
α,q
~ωq
(
B†α,qBα,q +
1
2
)
. (2.35)
11
2. System Hamiltonian
For the Coulomb interaction, one easily finds [8]
HC =
1
2
∑
λ,λ′
∑
k‖,k
′
‖
,q‖
V λ,λ
′
q‖
a†λ,k‖+q‖a
†
λ′,k′
‖
−q‖
aλ′,k′
‖
aλ,k‖ (2.36)
where V λ,λ
′
q‖
denotes the Coulomb-matrix element of the confined system (see Ap-
pendix B). Together with the phonon-interaction Hph, Eqs. (2.34)-(2.36) constitute
the system Hamiltonian in the p ·A-picture
H = H0 +HA·p +HA·A +HC +Hph. (2.37)
The explicit form of Hph can be found, e.g., in Ref. [6, 8]. The corresponding results for
QWI arrangements are presented in Appendix B.
The interaction Hamiltonian, Eq. (2.37), is the general starting point for investigations
of semiconductor excitations with classical and quantum light sources. This Thesis will
concentrate on the semiclassical limit of the light-matter interaction where the carriers
are treated quantum mechanically while the light field is treated classically. At this limit,
correlations between carriers and the light field are ignored. Furthermore, we always
assume that the light propagates perpendicular to the QW leading to a completely
homogeneous excitation. In this configuration, the semiclassical factorization [6] yields
〈Aq‖〉 = δq‖,0〈Aq‖〉. (2.38)
The vector potential, Eq. (2.20), then only depends on the z-coordinate and we may
write 〈A(r)〉 = 〈A(z)〉eA where eA is the polarization direction of the classical light field
in the QW plane. The semi-classical light-matter interaction Hamiltonian then simplifies
into
HA·p +HA·A =
∑
λ
∑
k‖
(
−jλ(k‖)〈A(zQW)〉+ |e|
2
2m0
〈A(zQW)〉2
)
a†λ,k‖aλ,k‖ (2.39)
+
∑
λ6=λ′
∑
k‖
|e|
m0
pλ,λ′(k‖)〈A(zQW)〉a†λ,k‖aλ′,k‖
where we introduced jλ(k‖) = jλ(k‖) · eA and pλ,λ′(k‖) = pλ,λ′(k‖) · eA. Moreover, we
assumed strong confinement such that the vector potential is practically constant over
the extension of the QW which is centered around z = zQW.
The interaction of semiconductor nanostructures with classical THz fields, which is
analyzed in this Thesis, is an area of active research – especially the regime of strong-field
coherent THz excitations is largely unexplored. Under certain conditions, the quantum-
nature of the THz light can become relevant. In this case, one has to start from the
fully quantized interaction Hamiltonian, Eq. (2.34). References [40, 41] analyze, e.g.,
the spontaneous emission of THz light from laser-induced plasma rods using a fully
quantum-mechanical theory of the light-matter interaction. In general, the analysis of
quantum-optical effects is more complicated; in particular, the A2-dependent part in
Eq. (2.34) requires a careful treatment [40].
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3. Semiconductor Response to
Classical Terahertz Excitation
In the ground state of a semiconductor, the uppermost valence band is fully occupied
with electrons while the conduction band is empty. Optical excitation resonant with
the bandgap can coherently lift carriers from the valence band to the conduction band.
Such an excitation creates interband polarization, carrier densities, and correlations in
the system. While the coherent interband polarization typically decays on a picosecond
timescale due to radiative decay and scattering processes, incoherent densities and corre-
lations can remain in the system for several nanoseconds since their lifetime is ultimately
limited by the relatively slow radiative recombination processes [6, 7]. We are interested
in situations where the optically excited semiconductor is additionally excited with a
classical THz field. The THz excitation can occur either in the coherent regime shortly
after optical excitation when significant interband polarization is still present or in the
incoherent regime when all interband coherences have already decayed.
In this Chapter, I will present a microscopic theory based on an equation-of-motion
and cluster-expansion approach which can efficiently describe such processes. In recent
years, this theory has been successfully applied to investigate the decay of interband
polarization and the formation process of the incoherent many-body state for various
optical excitation conditions [22–26, 37]. The focus of this Thesis is not so much on
the scattering processes relevant for the formation dynamics but rather to reveal new
aspects about the coupling of the optically-excited state to the THz field. Since THz
excitations are resonant with intraband transitions, the THz coupling is quite different
from interactions with optical fields. I will explicitly study systems which can be de-
scribed by one conduction band and one valence band. The confinement is assumed to
be strong such that only the lowest confinement level is excited. The generalization to
multiple bands is straightforward.
3.1. Light Propagation
As a first step, we discuss the coupling of the semiconductor to a classical electromagnetic
field described by the vector potential 〈A(r)〉. We assume that the field is linearly
polarized in x-direction and that it propagates perpendicular to the nanostructure such
that we can write 〈A(r)〉 = 〈A(z)〉ex. The classical wave equation for the vector potential
with the full coupling with intraband quantities is given by [6, 38][
∂2
∂z2
− n
2
0
c20
∂2
∂t2
]
〈A〉 = −µ0g(z)
[
JTHz + JA,m0 +
∂P
∂t
]
(3.1)
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where n0 is the constant background refractive index of the semiconductor QW, µ0 the
vacuum permittivity and g(z) = gλ,λ
′
(z) = ξ⋆λ(z)ξλ′(z) the confinement. We assume that
the confinement wavefunctions are independent of the bulk-band index λ and that the
QW is positioned at the origin. The right-hand side of Eq. (3.1) contains the intraband
THz current
JTHz =
1
S
∑
λ,k‖
jλ(k‖)〈a†λ,k‖aλ,k‖〉, (3.2)
the macroscopic interband polarization
∂P
∂t
= − 1S
∑
λ6=λ′,k‖
|e|
m0
pλ,λ′(k‖)〈a†λ,k‖aλ′,k‖〉, (3.3)
and an 〈A〉-dependent intraband contribution
JA,m0 = −
1
S
∑
λ,k‖
|e|2
m0
〈A〉〈a†λ,k‖aλ,k‖〉. (3.4)
The subscript m0 indicates that JA,m0 current depends on the bare electron mass m0
rather than the effective electron mass mλ of band λ. The derivation [6, 38] of Eq. (3.1)
shows that JA,m0 directly results from the A
2-dependent part of the interaction Hamil-
tonian, Eq. (2.34). Its physical meaning will be discussed in Section 4.2. For the QWI
arrangement, we have to substitute 1/S → nQWI/L in Eqs. (3.1)-(3.4) where L is the
quantization length and nQWI is the density of wires. The QW density n2D is replaced
via n2D → nQWIn1D where n1D the density within one quantum wire. .
The wave equation (3.1) describes the interaction of matter with light in the optical or
THz regime of the electromagnetic spectrum. We next determine the matter response,
i.e., polarization and currents via an equation-of-motion technique.
3.2. Hierarchy Problem and Cluster-Expansion
Approach
In order to evaluate the source terms, Eqs. (3.2)-(3.4), in Maxwell’s wave equation (3.1),
we need to determine the single-particle expectation values 〈a†λ,k‖aλ′,k‖〉. For a two-band
system with one conduction band (c) and one valence band (v), these are given by the
incoherent electron and hole distributions
f ek‖ = 〈a
†
c,k‖
ac,k‖〉, fhk‖ = 1− 〈a
†
v,k‖
av,k‖〉 (3.5)
and the coherent microscopic transition amplitude
Pk‖ = 〈a†v,k‖ac,k‖〉. (3.6)
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With these quantities, Eqs. (3.2) and (3.4) read
JTHz =
1
S
∑
k‖
(
je(k‖)f
e
k‖
+ jh(k‖)f
h
k‖
)
, (3.7)
JA,m0 = −
1
S
∑
k‖
( |e|2
m0
f ek‖ +
|e|2
m0
(1− fhk‖)
)
〈A〉 (3.8)
where we used
∑
k‖
jv(k‖) = 0 and defined je(k‖) = jc(k‖) and jh(k‖) = −jv(k‖). The
divergent contribution in Eq. (3.8) proportional to
∑
k‖
1 does not contribute to the
response as shown in Appendix C.1. The THz current JTHz vanishes for a system in
equilibrium because then the carrier densities are even functions of carrier momentum,
f
e(h)
−k‖
= f
e(h)
k‖
, while the current-matrix element is an odd function of carrier momentum,
je(h)(−k‖) = −je(h)(k‖). The interband polarization, Eq. (3.3), is given by
∂P
∂t
= − 1S
∑
k‖
( |e|
m0
pv,c(k‖)Pk‖ +
|e|
m0
p⋆v,c(k‖)P
⋆
k‖
)
. (3.9)
In principle, the quantum dynamics of the expectation value of any operator O can be
obtained via the Heisenberg Equation of Motion
i~
∂
∂t
〈O〉 = 〈[O, H ]〉. (3.10)
where H is the system Hamiltonian. However, it is well known that the dynamics of
the single-particle quantities, Eqs. (3.5)-(3.6), does not yield a closed set of equations
because the many-body Coulomb and phonon interactions lead to the so-called hierarchy
problem. For example, the commutator of aλ,k‖ and the Coulomb Hamiltonian produces
the operator equation
i~
∂
∂t
aλ,k‖
∣∣∣
HC
=
∑
ν,k′
‖
,q‖
Vq‖a
†
ν,k′
‖
aν,k′
‖
+q‖aλ,k‖−q‖ . (3.11)
In general, an N -particle correlation consisting of N fermion creation and N fermion
annihilation operators,
〈N〉 = 〈a†λ1,k1‖ . . . a
†
λN ,kN‖
aνN ,pN‖ . . . aν1,p1‖〉, (3.12)
couples to an (N + 1)-particle correlation because of the many-body interactions which
leads to an infinite hierarchy of equations. Schematically, the hierarchy problem is
described by
i~
∂
∂t
〈N〉 = T [〈N〉] + V [〈N + 1〉] (3.13)
where T and V are known functionals. We here apply the Cluster-Expansion (CE)
Approach [6, 42–45] to consistently truncate the hierarchy because that method has
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been successfully applied in quantum chemistry [46], in semiconductors [6, 22–26, 37] as
well as in quantum optics [6, 26]. Here, the basic concept of the CE is outlined based
mainly on Refs. [6, 45]. The idea of this scheme is to express N -particle correlations
in terms of lower-order correlations (clusters). A consistent approximation retains all
clusters up to a certain order and neglects all higher-order clusters. At the lowest
level, this approximation is identical to the Hartree-Fock approximation. An N -particle
correlation is expressed by one-particle correlations (singlet-clusters) according to
〈N〉S =
∑
π
(−1)π
N∏
i=1
〈a†kiappi[i]〉 (3.14)
where we introduced the notation ki = (λi,ki‖) and pj = (νj ,pj‖) and where pi is a
permutation of the ki with sign (−1)π. For a generalization of Eq. (3.14), we need to
express the N -particle correlation 〈N〉 in terms of independent single particles (singlets),
correlated pairs (doublets) and so on, up to correlated N -particle clusters. This is done
recursively via
〈1〉 = 〈1〉S
〈2〉 = 〈2〉S +∆〈2〉
〈3〉 = 〈3〉S + 〈1〉∆〈2〉+∆〈3〉
〈N〉 = 〈N〉S + 〈N − 2〉∆〈2〉+ 〈N − 4〉∆〈2〉∆〈2〉
+ · · ·+ 〈N − 3〉∆〈3〉+ · · ·+∆〈N〉. (3.15)
Here, each term represents a sum over all possibilities to rearrange the N coordinates
among singlets, doublets and so on. The sign depends on how many permutations of
carrier operators are performed before the factorization. The identified ∆〈N〉 denotes
the purely correlated part of an N -particle correlation and is obtained by subtracting
all lower-order contributions from the full correlation. In an intuitive picture, ∆〈N〉
describes an entity consisting of N correlated particles.
The equations of motion for the singlets have the general form
i~
∂
∂t
〈1〉 = T1[〈1〉] + V1[〈2〉S] + V1[∆〈2〉]. (3.16)
In the singlet-approximation, the genuine two-particle correlations, V1[∆〈2〉], are ne-
glected. Often, V1[∆〈2〉] is not set to zero but replaced with a scattering expression
which accounts for the dominant higher-order effects (see Ref. [6] for more details). To
describe the dynamics of correlated pairs, e.g., exciton populations, which are truly
bound electron-hole pairs, Eq. (3.16) is not sufficient since correlations are described by
doublets or higher-order clusters. The equations of motion for the singlet and doublet
quantities have the general form
i~
∂
∂t
〈1〉 = T1[〈1〉] + V1[〈2〉S] + V1[∆〈2〉], (3.17)
i~
∂
∂t
∆〈2〉 = T2[∆〈2〉] + V2[〈3〉SD] + V2[∆〈3〉], (3.18)
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with 〈3〉SD = 〈3〉S + 〈1〉∆〈2〉. The singlet-doublet approximation neglects pure triplets
∆〈3〉 and higher-order clusters such that the Eqs. (3.17)-(3.18) are closed. For a more
accurate description, ∆〈3〉 can also be included at the scattering level without the need
to include more equations [6].
For homogeneous excitation conditions, the in-plane momentum must be conserved
in all quantities. Thus, one only generates singlets
〈a†λ,k‖aλ′,k′‖〉 = δk‖,k′‖〈a
†
λ,k‖
aλ′,k‖〉 (3.19)
that are diagonal in k‖. As a result, f
e
k‖
, fhk‖ and Pk‖ are the only relevant singlets for
the homogeneous two-band system. Correspondingly, the two-particle correlations must
be of the form
c
q‖,k
′
‖
,k‖
λ,ν;ν′,λ′ ≡ ∆〈a†λ,k‖a
†
ν,k′
‖
aν′,k′
‖
+q‖aλ′,k‖−q‖〉 (3.20)
≡ 〈a†λ,k‖a
†
ν,k′
‖
aν′,k′
‖
+q‖aλ′,k‖−q‖〉 − 〈a†λ,k‖a
†
ν,k′
‖
aν′,k′
‖
+q‖aλ′,k‖−q‖〉S.
In our analysis, the incoherent doublets, i.e., the electron-electron correlations cc,c;c,c, the
hole-hole correlations cv,v;v,v and the exciton correlations cX ≡ cc,v;c,v will be the most
relevant.
Note that the exciton correlations
c
q‖,k
′
‖
,k‖
X = ∆〈a†c,k‖a
†
v,k′
‖
ac,k′
‖
+q‖av,k‖−q‖〉 (3.21)
obviously describe correlated electron-hole pairs, i.e., exciton populations since they
describe correlations among the electron-hole creation (index k) and the electron-hole
destruction (index k′). This quantity exists only if electron-hole pairs are correlated
which is the necessary requirement for true excitons. The same correlations can be
transformed into
c
p‖,k
′
‖
,k‖
eh ≡ c
k‖+p‖−k
′
‖
,k′
‖
,k‖
X = ∆〈a†c,k‖a
†
v,k′
‖
ac,k‖+p‖av,k′‖−p‖〉 (3.22)
which describes correlations between an electron density (index k) and a hole density
(index k′). In this format, cX rather describes correlations in an electron-hole plasma.
Since cX is solved with all momentum combinations in the consistent singlet-doublet
approximation, the full solution contains both exciton populations and electron-hole
plasma correlations.
The CE approach is appealing since it maps the complicated many-body dynamics
onto a closed set of equations for the physically relevant quantities. In many cases, it
is justified to truncate the hierarchy at the singlet or singlet-doublet level since semi-
conductor electrons often behave like effective single-particles or are truly coupled only
to nearby electrons. For these cases, a numerical solution of the resulting equations
of motion is feasible with modern computer systems. Another advantage of the CE
approach is that the correlated doublets, triplets, etc. have a straightforward intuitive
interpretation as particle clusters involving only a few number of correlated particles.
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3.3. Singlet Equations in the Coherent Regime
In this Section, I will evaluate the Heisenberg equations of motion of the single-particle
quantities Pk‖, f
e
k‖
and fhk‖ . The analysis will extend the standard derivation [8] because
I will exclusively use the p ·A-picture and investigate how THz and optical contributions
appear in the equation structure. The dynamics is determined by the system Hamil-
tonian, Eq. (2.37), with the semi-classical light-matter interaction, Eq. (2.39). After
presenting the general equations of motion, I will derive the dynamics for simultaneous
optical and THz excitation taking advantage of the different energy scales of optical and
THz fields.
3.3.1. Maxwell-Semiconductor-Bloch Equations
We analyze the dynamics of the singlets, Eqs. (3.5)-(3.6), via the Heisenberg equations
of motion (3.10). A straightforward evaluation of the commutators and singlet factor-
izations yields the following set of equations
i~
∂
∂t
Pk‖ =
[
ε˜k‖ − j(k‖)〈A(0, t)〉
]
Pk‖ (3.23)
−
[
1− f ek‖ − fhk‖
]− |e|
m0
pc,v(k‖)〈A(0, t)〉+
∑
k′
‖
Vk‖−k′‖Pk′‖
+ Γcoulv,c;k‖ + Γphonv,c;k‖,
~
∂
∂t
f ek‖ = 2Im
Pk‖
− |e|
m0
p⋆c,v(k‖)〈A(0, t)〉+
∑
k′
‖
Vk‖−k′‖P
⋆
k′
‖
+ Γcoulc,c;k‖ + Γphonc,c;k‖
 ,(3.24)
~
∂
∂t
fhk‖ = 2Im
Pk‖
− |e|
m0
p⋆c,v(k‖)〈A(0, t)〉+
∑
k′
‖
Vk‖−k′‖P
⋆
k′
‖
− Γcoulv,v;k‖ − Γphonv,v;k‖
 .(3.25)
Here, we introduced the current-matrix element j(k‖) ≡ je(k‖) + jh(k‖) and the renor-
malized kinetic electron-hole-pair energy
ε˜k‖ ≡ εek‖ + εhk‖ + EG −
∑
k′
‖
Vk‖−k′‖
(
f ek′
‖
+ fhk′
‖
)
, (3.26)
with εek‖ ≡ εck‖ and εhk‖ ≡ −εvk‖ − EG where EG is the band-gap energy. The doublet
correlations Γcoulλ,λ′;k‖ defined via
Γcoulλ,λ′;k‖ ≡
∑
ν,k′
‖
,q‖ 6=0
Vq‖
[
c
q‖,k
′
‖
,k‖
λ,ν;ν,λ′ −
(
c
q‖,k
′
‖
,k‖
λ′,ν;ν,λ
)⋆]
(3.27)
are generated by the Coulomb interactions. The explicit form of the phonon contri-
butions Γphonλ,λ′ can be found, e.g., in Ref. [6]. In general, the doublet terms Γλ,λ′ intro-
duce microscopic couplings which describe dephasing and energy renormalizations of the
18
3.3. Singlet Equations in the Coherent Regime
single-particle quantities as well as relaxation of the carrier densities toward steady-state
distributions.
Equations (3.23)-(3.27) fully include the intraband processes induced by the light field.
Together with the wave equation (3.1)-(3.4), they generalize the well-known Maxwell-
Semiconductor-Bloch Equations (MSBE) [8] in the p ·A-picture. The derivation of the
MSBE shows that the HA2-part of the interaction Hamiltonian, Eq. (2.39), does not
contribute at all to the equations of motion since
i~
∂
∂t
Pk‖
∣∣∣
HA2
= i~
∂
∂t
f ek‖
∣∣∣
HA2
= i~
∂
∂t
fhk‖
∣∣∣
HA2
= 0. (3.28)
The Hj·A-part of the interaction Hamiltonian, Eq. (2.39), does contribute to the micro-
scopic polarization but not to the carrier densities
i~
∂
∂t
Pk‖
∣∣∣
Hj·A
= −j(k‖)〈A(0, t)〉Pk‖, i~
∂
∂t
f ek‖
∣∣∣
Hj·A
= i~
∂
∂t
fhk‖
∣∣∣
Hj·A
= 0. (3.29)
Thus, the intraband contributions alter the microscopic polarization by introducing a
source proportional to the current matrix element j(k‖). Since j(k‖) is an odd function
of k, this term changes the symmetry of Pk‖ . It is instructive to divide all singlet
quantities into an symmetric (even) and an antisymmetric (odd) contribution via
P evenk‖ =
1
2
(Pk‖ + P−k‖), P
odd
k‖
=
1
2
(Pk‖ − P−k‖) (3.30)
f
e(h),even
k‖
=
1
2
(f
e(h)
k‖
+ f
e(h)
−k‖
), f
e(h),odd
k‖
=
1
2
(f
e(h)
k‖
− f e(h)−k‖ ). (3.31)
Due to the intraband source term, Eq. (3.29), an evenly distributed Pk‖ can generate an
odd contribution and vice-versa since
i~
∂
∂t
P
odd(even)
k‖
∣∣∣
Hj·A
= −j(k‖)〈A(0, t)〉P even(odd)k‖ . (3.32)
An odd polarization P oddk‖ leads to an odd carrier distributions f
e(h),odd
k‖
which in turn
leads to a non-vanishing THz current, JTHz according to Eq. (3.7). As a result, the
rotational symmetry of the QW is broken. When numerically solving the generalized
SBE (3.23)-(3.27), the full angle dependence has to be taken into account which makes
the THz computations challenging.
3.3.2. Simultaneous Optical and THz Excitation
We next consider situations where the semiconductor is excited with both optical (i.e.,
visible or near-visible) and THz light pulses. The total vector potential and electric field
can be divided into an optical and a THz part
〈A(z, t)〉 = 〈A(z, t)〉opt + 〈A(z, t)〉THz, 〈E(z, t)〉 = 〈E(z, t)〉opt + 〈E(z, t)〉THz. (3.33)
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After careful separation of optical and THz contributions, the MSBE (3.1)-(3.4) and
(3.23)-(3.27) cast into the form
i~
∂
∂t
Pk‖ =
[
ε˜k‖ − j(k‖)〈A(0, t)〉THz +
|e|2
2µ(k‖)
〈A(0, t)〉2THz
]
Pk‖ (3.34)
−
[
1− f ek‖ − fhk‖
]
Ωk‖ + Γ
coul
v,c;k‖
+ Γphonv,c;k‖ ,
~
∂
∂t
f ek‖ = 2Im
[
Pk‖Ω
⋆
k‖
+ Γcoulc,c;k‖ + Γ
phon
c,c;k‖
]
, (3.35)
~
∂
∂t
fhk‖ = 2Im
[
Pk‖Ω
⋆
k‖
− Γcoulv,v;k‖ − Γ
phon
v,v;k‖
]
(3.36)
with the k‖-dependent reduced effective mass and the renormalized optical Rabi fre-
quency
1
µ(k‖)
=
1
~2
∂2εk‖
∂k2x
, Ωk‖ = dc,v(k‖)〈E(0, t)〉opt +
∑
k′
‖
Vk‖−k′‖Pk′‖ (3.37)
where εk‖ ≡ εek‖ + εhk‖ . The dipole-matrix element dc,v is introduced below in Eq. (3.43).
The propagation of THz and optical fields is described by two separate wave equations[
∂2
∂z2
− n
2
0
c20
∂2
∂t2
]
〈A(z, t)〉THz = −µ0g(z)
[
JTHz + JA
]
, (3.38)[
∂2
∂z2
− n
2
0
c20
∂2
∂t2
]
〈E(z, t)〉opt = µ0g(z)∂
2P
∂t2
(3.39)
where JTHz is given by Eq. (3.7) and where we defined
JA = − 1S
∑
k‖
( |e|2
me(k‖)
f ek‖ +
|e|2
mh(k‖)
fhk‖
)
〈A〉THz, (3.40)
P =
1
S
∑
k‖
(
dv,c(k‖)Pk‖ + d
⋆
v,c(k‖)P
⋆
k‖
)
. (3.41)
As we discuss in the following, a few approximations are necessary to derive Eqs. (3.34)-
(3.41) starting from the general MSBE (3.1)-(3.4) and (3.23)-(3.27) .
In Eqs. (3.34)-(3.37), we recovered the standard form [8] of the optical Rabi frequency
dc,v(k‖)〈E〉opt which contains the dipole-matrix element and the electric field instead
of the original expression −|e|pc,v(k‖)/m0〈A〉opt in Eqs. (3.23)-(3.25) which contains the
momentum-matrix element and the vector potential. This replacement is valid for optical
fields 〈A〉opt = Aenv(t)e−iω0t which oscillate with frequencies ω0 close to the band-gap
frequency EG/~. For a slowly varying envelope, we can approximate
−〈E(t)〉 = ∂〈A〉
∂t
= −iω0〈A(t)〉+ ∂Aenv
∂t
e−iω0t ≈ −iω0〈A(t)〉. (3.42)
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Using Eq. (3.42) and the general relation between dipole-matrix element and momentum-
matrix element (see Appendix A)
dc,v(k‖) ≈ i~
EG
|e|pc,v(k‖)
m0
, (3.43)
it is easy to show that indeed −|e|pc,v(k‖)/m0〈A〉opt ≈ dc,v(k‖)〈E〉opt. In Eqs. (3.34)-
(3.36), we also assumed that the optical field does not induce intraband transitions since
they are strongly off-resonant. Using similar arguments, one can easily show that only
the interband polarization, Eq. (3.41), appears in the optical wave equation (3.39).
One could expect that the interband transitions induced by the off-resonant THz field
i~
∂
∂t
Pk‖
∣∣∣
off−res
=
[
1− f ek‖ − fhk‖
] |e|
m0
pc,v(k‖)〈A(0, t)〉THz, (3.44)
~
∂
∂t
f ek‖
∣∣∣
off−res
= −2Im
[
Pk‖
|e|
m0
p⋆c,v(k‖)〈A(0, t)〉THz
]
, (3.45)
~
∂
∂t
fhk‖
∣∣∣
off−res
= −2Im
[
Pk‖
|e|
m0
p⋆c,v(k‖)〈A(0, t)〉THz
]
, (3.46)
in Eqs. (3.23)-(3.25) do not contribute at all to the dynamics since THz-induced in-
terband transitions are strongly suppressed. However, for a consistent description of
the THz light-matter interaction, it is vital to include these terms. It is shown in
Appendix C.1 that the off-resonant terms, Eqs. (3.44)-(3.46), lead (i) to the 〈A〉2THz-
dependent energy renormalization in Eq. (3.34) and (ii) to the appearance of effective
masses in the JA-source term, Eq. (3.40), of the THz wave equation (3.38) (see also
Refs. [47, 48]).
Effectively, the THz field only leads to intraband contributions in the polarization
equation (3.34). The j · A-dependent term changes the symmetry of the polarization
while the A2-dependent term renormalizes the kinetic energies. Equations (3.34)-(3.41)
are a general starting point to investigate THz effects in the coherent regime. The THz
field interacts with the coherent interband polarization which is created by the optical
pulse.
Using Eqs. (3.23)-(3.25) and (3.7), we can determine the equation of motion for the
THz current JTHz directly. For the time-interval after optical excitation where the optical
pulse vanishes, Eopt → 0, but interband polarization is still present, we obtain
~
∂
∂t
JTHz = Im
[
2
S
∑
λ,k
jλ(k‖)(Γ
coul
λ,λ;k + Γ
phon
λ,λ;k)
]
+ Im
 2
S
∑
k‖,k
′
‖
Vk‖−k′‖j(k‖)Pk‖P
⋆
k′
‖
 .(3.47)
According to Eq. (3.32), the THz field can induce an antisymmetric Pk‖ such that the
second term in Eq. (3.47) provides a non-vanishing source for JTHz. The scattering
contributions in Γcoulλ,λ;k and Γ
phon
λ,λ;k mostly lead to a decay of the generated JTHz and their
contribution can be modelled phenomenologically as discussed in Appendix C.3.
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3.4. Singlet-Doublet Equations in the Incoherent
Regime
We next focus on situations where a completely incoherent many-body state is excited
with a THz pulse. The vector potential is then given by the THz field 〈A(z, t)〉 =
〈A(z, t)〉THz alone. The consistent singlet-doublet solution requires that the dynamics
of the incoherent singlets f e and fh as well as of the incoherent doublets cc,c;c,c, cv,v;v,v,
and cX is solved. The carrier distributions, which determine the THz current, Eq. (3.7),
obey
~
∂
∂t
f ek‖ = 2Im
∑
k′
‖
,q‖
(
Vq‖c
q‖,k
′
‖
,k‖
c,c;c,c − Vk‖−q‖−k′‖c
q‖,k
′
‖
,k‖
X
)
+ Γphonc,c;k‖
 (3.48)
~
∂
∂t
fhk‖ = 2Im
∑
k′
‖
,q‖
(
−Vq‖c
q‖,k
′
‖
,k‖
v,v;v,v + Vk‖−q‖−k′‖c
−q‖,k‖,k
′
‖
X
)
− Γphonv,v;k‖
 . (3.49)
Thus, fλk‖ does not couple to the THz field directly in the p ·A-picture. Rather, their
dynamics is determined by the incoherent doublets cλ,ν;λ,ν which may in turn couple to
the THz-field. As for the singlet dynamics, the HA2-part of the interaction Hamiltonian,
Eq. (2.39), does not contribute to the doublet dynamics at all
i~
∂
∂t
c
q‖,k
′
‖
,k‖
λ,ν;λ,ν
∣∣∣
HA2
= 0. (3.50)
The Hj·A-part of Eq. (2.39) does contribute to the dynamics of cX but not to the other
incoherent doublets cλ,λ;λ,λ
i~
∂
∂t
c
q‖,k
′
‖
,k‖
X
∣∣∣
Hj·A
= −j(k′‖ + q‖ − k‖)〈A(0, t)〉THzc
q‖,k
′
‖
,k‖
X , (3.51)
i~
∂
∂t
c
q‖,k
′
‖
,k‖
c,c;c,c
∣∣∣
Hj·A
= i~
∂
∂t
c
q‖,k
′
‖
,k‖
v,v;v,v
∣∣∣
Hj·A
= 0. (3.52)
Here, we introduced
j(k′‖ + q‖ − k‖) ≡ je(k′‖ + q‖)− je(k‖) + jh(k′‖)− jh(k‖ − q‖). (3.53)
generalizing the definition after Eq. (3.25). Equations (3.48)-(3.53) illustrate the im-
portant fact that many-body interactions – in the form of correlations – are needed
to generate a THz current. Physically, this is related to the fact that non-interacting
carriers cannot absorb light since momentum and energy conservation cannot be simul-
taneously fulfilled for such a process [8, 39].
We find that the THz dynamics results exclusively from the exciton correlations. A
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lengthy but straightforward calculation [6] yields the equation of motion
i~
∂
∂t
c
q‖,k
′
‖
,k‖
X =
[
∆E
q‖,k
′
‖
,k‖
X − j(k′‖ + q‖ − k‖)〈A(0, t)〉THz
]
c
q‖,k
′
‖
,k‖
X (3.54)
+
[
1− f ek‖ − fhk‖−q‖
]∑
l‖
Vl‖−k‖c
q‖,k
′
‖
,l‖
X
−[1− f ek′
‖
+q‖
− fhk′
‖
]∑
l‖
Vl‖−k′‖c
q‖,l‖,k‖
X
+S
q‖,k
′
‖
,k‖
X +D
q‖,k
′
‖
,k‖
X,rest + [Gphon]
q‖,k
′
‖
,k‖
X + T
q‖,k
′
‖
,k‖
X
where we introduced the renormalized kinetic energy of the two-particle state
∆E
q‖,k
′
‖
,k‖
X ≡ ε˜ek′
‖
+q‖
+ ε˜hk′
‖
− ε˜hk‖−q‖ − ε˜ek‖. (3.55)
The single-particle-scattering source,
S
q‖,k
′
‖
,k‖
X ≡ Vk‖−k′‖−q‖
[
(1− f ek‖)(1− fhk‖−q‖)f ek′‖+q‖f
h
k′
‖
(3.56)
−f ek‖fhk‖−q‖(1− f ek′‖+q‖)(1− f
h
k′
‖
)
]
,
describes in- and out-scattering of electrons and holes and leads, e.g., to the equilibration
of the carrier system. The Coulomb sums in the second and third line are proportional
to (1−f e−fh) and thus, at low densities, they are the dominant contributions [6]. They
allow for the possibility of truly bound excitons. At low densities, one often applies the
main-sum approximation where only these Coulomb sums and the kinetic-energy parts
of Eq. (3.54) are taken into account. The remaining Coulomb-induced doublets are given
symbolically via DX,rest and include fermionic exchange, scattering and screening effects.
The phonon-correlation contributions are given by [Gphon]X . For their explicit forms
consult Appendix C.2 and Ref. [6]. Finally, three-particle correlations are symbolized
via TX and are discussed in App C.3. The carrier-carrier correlations cc,c;c,c and cv,v;v,v
obey similar equations as cX . However, these correlations are not driven by the THz field.
As a result, they only lead to a relaxation of carrier distributions (see App C.3). The
explicit equations of motion for all incoherent doublets are presented in Appendix C.2.
In Eqs. (3.48)-(3.54), we did not include the interband transitions induced by the
off-resonant THz field, Eqs. (3.44)-(3.46). However, as for the singlet equations in the
coherent regime, they must not be ignored. In Appendix C.1, we show that they affect
only the THz wave equation converting the free electron mass in JA,m0 into effective
masses. The propagation of the THz field is then given by the wave equation[
∂2
∂z2
− n
2
0
c20
∂2
∂t2
]
〈A(z, t)〉THz = −µ0g(z)
[
JTHz + JA
]
(3.57)
where JTHz and JA are given by Eqs. (3.7) and (3.40), respectively.
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Equations (3.48)-(3.57) are a general starting point to study THz effects in the inco-
herent regime. To obtain more insight into the THz dynamics, we again introduce even
and odd parts of the correlations
c
q‖,k
′
‖
,k‖
X,even =
1
2
(
c
q‖,k
′
‖
,k‖
X + c
−q‖,−k
′
‖
,−k‖
X
)
(3.58)
c
q‖,k
′
‖
,k‖
X,odd =
1
2
(
c
q‖,k
′
‖
,k‖
X − c
−q‖,−k
′
‖
,−k‖
X
)
. (3.59)
As for the singlet equations in the coherent regime, the THz field breaks the rotational
symmetry of the QW thus inducing a macroscopic current
i~
∂
∂t
c
q‖,k
′
‖
,k‖
X,odd(even)
∣∣∣
Hj·A
= −j(k′‖ + q‖ − k‖)〈A(0, t)〉THzc
q‖,k
′
‖
,k‖
X,even(odd). (3.60)
Combining Eqs. (3.48)-(3.54) and (3.7), we find for the dynamics of the THz current
~
∂
∂t
JTHz = Im
 2
S
∑
λ,k,k′
‖
,q‖
Vq‖jλ(k‖)c
q‖,k
′
‖
,k‖
λ,λ;λ,λ
+Gphon + T J (3.61)
−Im
 2
S
∑
k‖,k
′
‖
,q‖
Vk‖−q‖−k′‖
(
je(k‖)− jh(k′‖)
)
c
q‖,k
′
‖
,k‖
X
 .
According to Eq. (3.60), the source in the second line of Eq. (3.61) can lead to a non-
vanishing current when both exciton correlations and THz fields are present. The
Coulomb-induced doublets cλ,λ;λ,λ, the phonon-induced doublets G
phon as well as the
triplet contributions T J effectively lead to a damping of the generated current and we
treat them phenomenologically as discussed in Appendix C.3. The fact that the THz
field directly couples to the incoherent many-body state is remarkable and a unique
property of THz excitations. In contrast to optical interband excitations, the THz field
does not change the overall density of the system, i.e., the number of excited carriers is
conserved.
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Interband spectroscopy is a well-established technique to analyze semiconductors. In
typical experiments, one applies optical pulses in the visible or near-infrared regime of the
electromagnetic spectrum to excite the semiconductor nanostructure. When collected,
the spectrum of the transmitted and reflected fields reveal valuable information about
the matter polarization induced in the sample. In linear optical spectroscopy, weak
pulses are used to probe the band-to-band transitions revealing, e.g., information about
the density of states, excitonic resonances and radiative-coupling effects [49–51]. In
nonlinear optical spectroscopy, strong pulses are used to actively control the state of the
semiconductor. Here, a variety of techniques such as pump-probe measurements [4, 5],
four-wave mixing experiments [1–3], and 2D-Fourier spectroscopy [52, 53] have been
developed to detect the ultrafast many-body dynamics in semiconductors revealing, e.g.,
lifetime of excited states. Moreover, coherent control of the semiconductor many-body
state such as interband Rabi-flopping [54, 55] or the generation of spin currents [56, 57]
makes nonlinear optical excitations interesting for applications such as ultrafast optical
switching and quantum information processes.
The comparatively new field of THz spectroscopy promises to have a similar impact
on semiconductor optics. Due to its small photon energy, the THz field is sensitive to
internal transitions between different many-body states which correspond to intraband
transitions. Thus, weak THz pulses can probe and strong THz pulses can manipulate the
quasi-particle state in a way that is not accessible via conventional optical techniques.
Sources and detectors of THz radiation have rapidly improved in recent years [12, 13].
In particular, high-intensity sources have become available [27] opening the gate toward
nonlinear THz spectroscopy.
In this Chapter, I will identify the quantities that are accessible in typical linear and
nonlinear THz experiments. Moreover, I will show that the linear THz response can be
solved analytically for general conditions. The analytical result formally resembles the
famous Elliott formula [58] which describes the linear response of a semiconductor in
the optical regime.
4.1. Linear Terahertz Susceptibility
According to the results of the previous Chapter, the exciting THz field 〈A(z, t)〉THz
generates a current Jtot(z, t) ≡ JA(z, t)+JTHz(z, t) in the QW which couples back to the
THz field via Maxwell’s wave equation [see Eqs. (3.38) and (3.57)]. In the linear regime,
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the induced polarization Ptot(z, t) defined via Jtot(z, t) = (∂/∂t)Ptot(z, t), is proportional
to the electric field 〈E(z, t)〉THz = −(∂/∂t)〈A(z, t)〉THz at the QW position. The optical
properties then follow from the local susceptibility
χloc(z, ω) =
g(z)Ptot(z, ω)
ε0〈E(z, ω)〉THz =
g(z)Jtot(z, ω)
ε0ω2〈A(z, ω)〉THz (4.1)
where we used Ptot(ω) = iJtot(ω)/ω and 〈E(z, ω)〉THz = iω〈A(z, ω)〉THz. For QWs whose
lateral extension L is small compared to the THz wavelength, the linear response follows
from the averaged susceptibility
χ(ω) =
1
L
∫ L/2
−L/2
dz χloc(z, ω) =
1
L
Jtot(0, ω)
ε0ω2〈A(0, ω)〉THz (4.2)
where we approximated g(z) ≈ δ(z). We next show that the susceptibility, Eq. (4.2),
can be related to the transmitted, 〈ET (z, t)〉, and reflected, 〈ER(z, t)〉, THz electric
fields which are accessible in experiments. For a thin QW, Mawell’s wave equation
(3.38)/(3.57) can be solved analytically. Following the derivations in Ref. [59], one finds
that the transmitted and reflected fields at the QW position, zQW = 0, are given by
〈ET (0, t)〉 = 〈E0(0, t)〉 − µ0c0
2n0
Jtot(0, t) (4.3)
〈ER(0, t)〉 = −µ0c0
2n0
Jtot(0, t) (4.4)
where 〈E0(0, t)〉 is the incoming THz electric field. It follows that the differential trans-
mission, i.e., the re-emitted THz field
∆〈ET (0, t)〉 = 〈ET (0, t)〉 − 〈E0(0, t)〉 = −µ0c0
2n0
Jtot(0, t) (4.5)
is directly proportional to the total current induced in the QW. Combining Eqs. (4.2)
and (4.5), we find the expression
χ(ω) = −2in0c0
ωL
∆〈ET (0, ω)〉
〈ET (0, ω)〉 (4.6)
which is valid only for weak THz excitations, i.e., in the linear regime.
It is a special feature of THz spectroscopy that the full waveform of the THz electric
field can be measured in experiments, e.g., via electro-optical sampling [28]. Thus, exper-
iments access both amplitude and phase of the 〈ET (0, t)〉 and ∆〈ET (0, t)〉-signals such
that both real and imaginary part of χ(ω) are obtained without the need of Kramers-
Kronig relations [8]. With the knowledge of the full susceptibility, we can derive the
absorption coefficient and refractive index change. The absorption coefficient
α(ω) = 1− |R(ω)|2 − |T (ω)|2 (4.7)
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is defined via the reflection, R(ω) = 〈ER(ω)〉/〈E0(ω)〉, and transmission , T (ω) =
〈ET (ω)〉/〈E0(ω)〉, coefficients. According to Eqs. (4.2)-(4.4), they are given by
R(ω) =
iξ(ω)
1− iξ(ω) , T (ω) =
1
1− iξ(ω) (4.8)
with the quantity ξ(ω) ≡ ωL/(2c0n0)χ(ω). By inserting Eq. (4.8) into Eq. (4.7), we find
α(ω) =
2Im [ξ(ω)]
1 + |ξ(ω)|2 + 2Im [ξ(ω)] ≈ 2Im [ξ(ω)] =
ωL
c0n0
Im [χ(ω)] (4.9)
where we assumed |ξ(ω)| ≪ 1. The refractive index n(ω) = Re[√εT (ω)] is defined via
the transversal dielectric function
εT (ω) = εBG + χ(ω) (4.10)
with the background dielectric constant εBG = n
2
0. When |χ(ω)| is much smaller than
εBG, we can expand
√
εBG + χ(ω) to the first order in χ(ω) such that the refractive
index change is given by
∆n(ω) = n(ω)− n0 = Re[χ(ω)]
2n0
. (4.11)
4.2. Terahertz-Elliott Formula
The susceptibility, χ(ω) = χA(ω) + χTHz(ω), defined in Eq. (4.2) consists of two contri-
butions given by
χA(ω) =
1
L
JA(0, ω)
ε0ω2〈AT (0, ω)〉 , (4.12)
χTHz(ω) =
1
L
JTHz(0, ω)
ε0ω2〈AT (0, ω)〉 . (4.13)
Here, χA(ω) is determined by the ponderomotive current JA which follows from
Eq. (3.40) and χTHz(ω) is determined by the THz current JTHz which follows from
Eq. (3.47) and Eq. (3.61) for coherent and incoherent conditions, respectively. Assum-
ing parabolic bands, we find that the ponderomotive contribution is given by
χA(ω) = − |e|
2
ε0ω2
1
SL
∑
k‖
(
f ek‖
me(k‖)
+
fhk‖
mh(k‖)
)
= −|e|
2n3D
ε0µω2
= −ω
2
PLεBG
ω2
(4.14)
where we identified the reduced mass µ = memh/(me + mh), the three-dimensional
density n3D = n2D/L and the plasma frequency
ωPL =
√
|e|2n3D
εBGε0µ
. (4.15)
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Thus, χA(ω) is simply proportional to the total density of excited carriers n3D. Since
the THz field does not change n3D, this contribution is independent of the THz-induced
many-body dynamics. Equation (4.14) describes a Drude-like response; χA(ω) is purely
real such that it leads to a refractive index change but not to any absorption of the THz
field. Physically, χA(ω) guarantees that an incident field oscillating with a frequency ω →
0, i.e., a “propagating” constant field does not enter the QW. According to Eq. (4.8),
χ(ω) = χA(ω) implies
R(ω) =
−iω2PLεBGL/(2c0n0ω)
1 + iω2PLεBGL/(2c0n0ω)
→ −1, T (ω) = 1
1 + iω2PLεBGL/(2c0n0ω)
→ 0 (4.16)
for ω → 0. For semiconductors, the plasma frequency is often in the THz regime such
that the ponderomotive contribution can become significant.
True THz absorption can only result from the remaining χTHz part of the suscepti-
bility which is determined by the THz current JTHz. In Chapter 3, we found that JTHz
is generated by the THz-coupling to the microscopic interband polarization Pk‖ or to
the exciton correlations c
q‖,k
′
‖
,k‖
X . In general, the induced THz current must be deter-
mined numerically by solving Eqs. (3.34)-(3.41) and Eqs. (3.48)-(3.57) for coherent and
incoherent conditions, respectively. However, following Ref. [38], we now show that the
linear response can be solved analytically for certain conditions.
First, we discuss the linear response in the coherent regime for an excitation scenario
shown in Fig. 4.1(a). At the time topt, the QW is excited by a weak optical pulse
which generates interband polarization [see Fig. 4.1(b)]. After a delay time ∆t = tTHz−
topt > 0, the QW is probed with a weak THz pulse. Since the linear optical pulse does
not induce significant correlations in the QW, we can use the singlet equations (3.34)-
(3.41) to determine the THz response. We assume that the optical pulse, 〈Eopt〉, has
already vanished at the probing time but that the coherent interband polarization has
not yet fully decayed. To analytically solve the linear response, it is useful to represent
the dynamics of polarization and THz current in an exciton basis. This is done in a
Appendix D.3. According to Eq. (D.20), the linearized current dynamics is given by
~
∂
∂t
JcohTHz(ω) =
2
S Im
[∑
λ,ν
(Eν − Eλ)Jλ,ν
(
[p
(0)
λ ]
⋆p(1)ν
)]
− γJJcohTHz (4.17)
where Eλ denotes the energy of exciton state λ, Jλ,ν is the exciton transition-matrix
element between exciton state λ and ν, and γJ is a phenomenological constant which
defines the current decay. The quantity pλ denotes the component of the polarization in
exciton state λ. It is related to the microscopic polarization Pk‖ via
pλ =
∑
k‖
φLλ(k‖)Pk‖ , Pk‖ =
∑
λ
φRλ (k‖)pλ (4.18)
where φLλ(k‖) is the exciton wavefunction. In Eqs. (4.17), we already split the excitonic
polarization pλ = p
(0)
λ + p
(1)
λ into a quasi-stationary part, p
(0)
λ , which does not couple to
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Figure 4.1.: Schematic setup to measure the linear THz response in the coherent and
incoherent regimes. (a) The QW is excited with a weak optical pulse (dark
shaded area) and a weak THz pulse (solid line). The waveform of the trans-
mitted THz pulse is measured in a detector, e.g., via electro-optic sampling.
(b) The optical pulse (dark shaded area) generates coherent interband polar-
ization (solid line) which is probed by the THz pulse (shaded area). (c) and
(d) show the same situation as (a) and (b) but for excitation with an optical
pulse which also generates significant incoherent correlations indicated by
the dashed line in (d).
the THz field and a linear-response part, p
(1)
λ . According to Eq. (D.21), the linearized
polarization dynamics in the exciton basis is given by
i~
∂
∂t
(
[p
(0)
λ ]
⋆p(1)ν
)
= (Eν − Eλ − 2iγD)
(
[p
(0)
λ ]
⋆p(1)ν
)
(4.19)
−
∑
β
[
Jν,β
(
[p
(0)
λ ]
⋆p
(0)
β
)]
〈A〉THz
where γD is the dephasing of the interband polarization due to doublets. We notice that
the term proportional to 〈A〉THz in Eq. (4.19) represents a source for the THz current
when polarization p
(0)
λ is present. The assumption that p
(0)
λ is quasi-stationary requires
that the THz probe is short.
In this format, Eqs. (4.17) and (4.19) are closed and can easily be solved. First, we
solve the polarization dynamics via Fourier transformation with respect to time obtaining
(
[p
(0)
λ ]
⋆p(1)ν
)
(ω) =
−∑β [Jν,β ([p(0)λ ]⋆p(0)β )]
~ω − Eν + Eλ + 2iγD 〈A(ω)〉THz. (4.20)
We then Fourier transform the current dynamics and insert Eq. (4.20). The final result
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for the THz susceptibility is then
χcohTHz(ω) =
JcohTHz(ω)/L
ε0ω2〈AT (ω)〉 (4.21)
=
1
ε0Lω2(~ω + iγJ)
∑
λ,ν
{
Scohλ,ν (ω)
(
[p
(0)
λ ]
⋆p(0)ν
)
−
[
Scohλ,ν (−ω)
(
[p
(0)
λ ]
⋆p(0)ν
)]⋆}
with the response function
Scohλ,ν (ω) =
∑
β
(Eβ − Eλ)Jν,βJβ,λ
Eβ −Eλ − ~ω − 2iγD . (4.22)
We find that the linear susceptibility features discrete resonances determined by the
separation of exciton energies. The linear response crucially depends on the excitonic
polarization p
(0)
λ present in the system.
Figure 4.1(c) show a typical experimental setup to probe the incoherent regime. An
optical pulse creates interband polarization but also carriers and incoherent correlations
in the QW [see Figure 4.1(d)]. While the polarization (solid line) decays on a picosecond
timescale, the correlations (dashed line) can remain in the system for nanoseconds. Thus,
a sufficiently delayed THz pulse only probes the incoherent quasi-particle state.
The correlation and current dynamics is described by Eqs. (3.54)-(3.61). In Ap-
pendix D.4, we transform these equations of motion into an exciton basis. According to
Eq. (D.24), the current dynamics is given by
~
∂
∂t
J incTHz(ω) =
1
S Im
∑
λ,ν,q‖
(Eν;q − Eλ;q) Jλ,ν;q∆Nλ,ν(q‖)(1)
− γJJ incTHz. (4.23)
where Eλ;q is again the exciton energy and Jλ,ν;q the exciton transition-matrix element.
The quantity
∆Nλ,ν(q‖) =
∑
k‖,k
′
‖
φLλ;q(k‖)φ
L
ν;q(k
′
‖)c
q‖,k
′
‖
,k‖
X (4.24)
defines the electron-hole correlations in the exciton basis. The exciton wavefunctions
φLλ,q‖ – and consequently the exciton energies and matrix elements – can depend on q‖.
In Appendix D, it is shown that the diagonal element ∆Nλ,λ(q‖) describes an exciton
population in state λ with center-of-mass momentum q‖. Since we solve the linear
response, we have again split the exciton correlation into a quasi-stationary part and a
linear-response part via
∆Nλ,ν(q‖) = ∆Nλ,ν(q‖)(0) +∆Nλ,ν(q‖)(1). (4.25)
According to Eq. (D.21), the exciton-correlation dynamics is given by
i~
∂
∂t
∆Nλ,ν(q‖)(1) = (Eν;q − Eλ;q − iγT )∆Nλ,ν(q‖)(0) (4.26)
+ (Eν;q −Eλ;q)NSλ,ν(q‖)(1)
−
∑
β
[
Jν,β;q∆Nλ,β(q‖)(0) − Jλ,β;q∆Nβ,ν(q‖)(0)
] 〈A〉THz
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where γT describes the dephasing due to triplets and higher-order correlations. In
Eq. (4.26), we neglected exchange and screening contributions which is justified for
low densities. As we discuss in detail in Section 5.2, the source term
NSλ,ν(q‖) =
∑
k‖
φLλ;q(k‖)f
e
k‖+q
e
‖
fh
k‖−q
h
‖
φLν;q(k‖) (4.27)
describes correlated-plasma contributions in the electron-hole system. Here, we assume
that the linear-response part NSλ,ν(q‖)(1) only leads to an additional damping of the
THz current such that we can neglect this contribution in Eq. (4.26). In this format,
Eqs. (4.23) and (4.26) have an identical structure as the coherent equations and can be
analogously solved. The resulting susceptibility is then
χincTHz(ω) =
1
ε0LSω2(~ω + iγJ) (4.28)
×
∑
λ,ν,q‖
{
S incλ,ν(q‖, ω)∆Nλ,ν(q‖)(0) −
[
S incλ,ν(q‖,−ω)∆Nλ,ν(q‖)(0)
]⋆}
with the response function
S incλ,ν(q‖, ω) =
∑
β
(Eβ;q −Eλ;q)Jν,β;qJβ,λ;q
Eβ;q − Eλ;q − ~ω − iγT (4.29)
We find that the the THz susceptibility, Eq. (4.28), closely resembles the result for
the coherent regime, Eq. (4.21). In the incoherent regime, the linear response directly
depends on the many-body state given by the correlations ∆Nλ,ν(q‖)(0). Again, the
response features resonances when the THz frequency matches internal transitions of
the many-body state.
In general, both interband polarization and electron-hole correlations can be present
in the optically excited many-body state such that the total linear susceptibility is given
by
χ(ω) = χA(ω) + χ
coh
THz(ω) + χ
inc
THz(ω). (4.30)
Equation (4.30) together with Eqs. (4.14), (4.21) and (4.28) is called the THz-Elliott
formula [22] in reference to the famous Elliott formula in the optical regime [58]. In
Chapter 5, we evaluate χ(ω) for special situations.
4.3. Signatures of Nonlinear Terahertz Excitations
In nonlinear THz spectroscopy, a strong THz pulse excites the optically generated many-
body state and the waveform of the transmitted THz pulse is recorded in a detector, as
shown in Fig. 4.2(a). Strong THz excitations control and manipulate the quasi-particle
state such that the current Jtot(z, t) induced in the sample is no longer proportional to
the THz field 〈A(z, t)〉THz. As already discussed in the Section 4.1, experiments which
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Figure 4.2.: Nonlinear THz excitations. (a) An optical pulse (shaded area) and a strong
THz pulse (solid line) excite the QW. The waveform of the transmitted THz
pulse is measured. (b) A weak optical probe (shaded area) and a strong THz
pulse (solid line) excite the QW. In the detector, the spectrally-resolved
intensity of the transmitted optical pulse is measured.
measure the differential THz transmission ∆〈ET (0, t)〉 = −µ0c02n0 (JTHz(t) + JA(t)) access
the full time dependence of the total current Jtot(t) = JA(t) + JTHz(t). The measured
differential transmission
〈∆ET (0, t)〉 ≡ ∆ETHz +∆EA, ∆ETHz = −µ0c
2n0
JTHz, ∆EA = −µ0c
2n0
JA (4.31)
is then the superposition of a non-trivial contribution, ∆ETHz, due to nonlinear many-
body transitions (e.g, excitonic transitions), and a trivial contribution, ∆EA, due to
the ponderomotive current. The ponderomotive contributions can be large and even
mask the signatures of the many-body dynamics. In Chapter 7, we evaluate the induced
currents for different nonlinear excitation conditions and discuss how ponderomotive
parts can be removed from the total re-emitted field.
A different approach to follow the nonlinear THz dynamics is presented in Fig. 4.2(b).
The sample is excited by strong THz pulses and probed by weak optical pulses having
central times tTHz and topt, respectively. The spectrally-resolved intensity of the trans-
mitted optical pulse is recorded as function of the delay time ∆t = tTHz−topt. As a result,
this scheme measures the THz-induced changes in the linear optical transmission with a
time-resolution set by the delay time ∆t. Obviously, this method only detects the THz
coupling to the coherent interband polarization since the weak pulse does not generate
significant incoherent correlations. This scheme is further discussed in Chapter 6.
This Thesis concentrates on signatures of nonlinear THz excitations that are accessible
in transmission and reflection experiments. In principle there are many ways to detect
the effect of nonlinear THz excitations. In Ref. [29], e.g., the nonlinear response of
magneto-excitons is observed by measuring the THz-induced changes in the interband
photoluminescence. In Ref. [60], the nonlinear THz dynamics of low-lying impurity
states is monitored by recording the photoconductivity of the sample.
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I will next evaluate the linear THz response described by the THz-Elliott formula,
Eq. (4.30), for experimentally relevant conditions. I will concentrate on the incoher-
ent regime where all interband coherences have decayed such that the THz response
follows entirely from incoherent correlations (χcohTHz = 0). In particular, I will show that
THz light is well suited to probe exciton populations and plasmons.
Optical techniques, which probe band-to-band transitions, cannot directly measure
exciton populations. In optical interband spectroscopy, the light-matter interaction is
mediated by the optical polarization and existing populations of quasi-particles affect the
response only indirectly [61, 62]. In photoluminescence (PL) experiments [63–65], only
a subset of exciton states with negligible center-of-mass momentum contributes to the
PL signal – aside from materials with large electron-phonon couplings [66]. Moreover,
microscopic calculations reveal that PL at excitonic frequencies is not a unique signa-
ture of exciton populations since it can also originate from a pure Coulomb-correlated
plasma [7, 34].
To evaluate the linear THz response, Eq. (4.28), one has to specify the relevant singlet-
doublet correlations which characterize the incoherent many-body state at the probing
time. Here, I do not describe the microscopic formation of the incoherent quasi-particle
state after optical excitation (see, e.g., Refs [6, 22, 23, 25, 26]) but rather assume a
realistic initial state. In particular, I will analyze well-defined situations where exciton
populations and/or plasma states are present in the sample. As an example, the THz
response is evaluated for GaAs parameters which provide a three-dimensional Bohr ra-
dius of a0 = 12.5 nm and a three-dimensional exciton binding energy of εB = 4.2meV. I
consider THz excitation of either a 10 nm-wide QW or a planar QWI arrangement where
the individual wires have an effective radius of 8.4 nm. For the QW, the 2p-exciton en-
ergy is 7.7meV and the 2s-exciton energy is 7.9meV above the 1s-exciton energy. For
the QWI, the 2p-energy is 5.6meV and the 2s-energy is 7.5meV above the 1s-energy.
5.1. Bound Exciton Populations
As a first example, we evaluate the THz-Elliott formula, Eq. (4.28), for a state where all
exciton correlations ∆Nλ,ν vanish except for a single diagonal correlation ∆Nλ0,λ0 where
λ0 denotes a bound exciton state:
∆Nλ,ν(q‖)(0) = δλ,νδλ,λ0∆Nλ0,λ0(q‖). (5.1)
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As discussed in Appendix D, ∆Nλ0,λ0(q‖) describes an exciton population in state λ0
with center-of-mass momentum q‖. The q‖-integrated correlation
∆nλ0,λ0 ≡
∆Nλ0,λ0
S ≡
1
S
∑
q‖
∆Nλ0,λ0(q‖) = xλ0n2D (5.2)
then defines the exciton density of state λ0. Here, we normalize ∆nλ0,λ0 with respect to
the total density, n2D = ne(h), of excited carriers in the QW such that xλ0 is the exciton
fraction for state λ0. For the QWI arrangement, we have to substitute 1/S → nQWI/L
and n2D → n1DnQWI in Eq. (5.2) where n1D the density within one quantum wire and
nQWI is the density of wires.
We consider the special cases that all electrons and holes are bound to either (i) 1s-
excitons such that x1s = 100% or (ii) 2p-excitons such that x2p = 100%. We choose
the low carrier densities n2D = 1× 109/cm2 for the QW and n1D = 1× 104/cm for the
QWI. Furthermore, we assume that the center-of-mass distribution ∆Nλ0,λ0(q‖) follows
a Boltzmann distribution and that the carrier densities follow Fermi-Dirac distributions
at the temperature of T = 40K. For the conditions studied here, the q‖-dependence of
excitonic transition energies and matrix elements is negligible. In Section 7.4, we will
get to know a system where the exciton transitions are strongly q‖-dependent.
The contour plots in Fig. 5.1 show the two-particle correlations ∆Nλ,ν as function
of exciton energies Eλ and Eν for the 1s-population [(a1) QWI, (a2) QW] and for the
2p-population [(b1) QWI, (b2) QW]. In a strict sense, the bound exciton population
∆N1s,1s and ∆N2p,2p correspond to singular points in the contour plot. To increase their
visibility, we have thus represented the bound states as 2meV wide areas such that
the exciton populations appear as extended points on the diagonal. The thin vertical
and horizontal lines indicate the start of the continuum at Eλ − E1s = 10.4meV and
Eλ − E1s = 9.5meV for QWI and QW, respectively. Constructing the contour plot
in this way is very useful because it shows at a glance which kind of electron-hole
correlations are present in the many-body state. While diagonal elements correspond
to exciton populations, off-diagonal elements represent transition-correlations between
different exciton states. In the spirit of Ref. [6], we will make frequent use of this
presentation throughout this Thesis. For the single-exciton populations, we find that
only a small region of the possible phase space of two-particle correlations is occupied.
The electron-hole pair-correlation function geh(r‖) which is introduced in Ap-
pendix D.2 is another useful quantity to characterize the many-body state. It deter-
mines the probability to find an electron and a hole separated by the distance r‖ and
thus identifies the correlations in the electron-hole relative coordinate. According to
Eq. (D.12), the correlated part, ∆geh(r‖), is given by
∆geh(r‖) =
∑
λ,ν
 1
S
∑
q‖
∆Nλ,ν(q‖)
[φRλ (r‖)]⋆ φRν (r‖). (5.3)
For the state given by Eq. (5.1), we immediately find ∆geh(r‖) = ∆nλ0,λ0 |φRλ0(r‖)|2. As
expected for a single exciton population, the spatial dependence of ∆geh(r‖) is given by
the probability distribution of the exciton wavefunctions in real space.
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Figure 5.1 [(c1) QWI, (c2) QW] shows the normalized pair-correlation function,
∆g¯eh(r) = ∆geh(r)/(nenh), along the polarization direction of the THz field for the
1s (solid line) and the 2p (dashed line) exciton population. For the QW case, the radial
probability distribution, r∆g¯eh(r), is shown. Obviously, the shape of ∆g¯eh(r) is deter-
mined by the corresponding exciton wavefunction. For the 2p state, the probability to
find an electron and a hole at the same position vanishes such that this state is optically
dark in the GaAs system.
For a state with a single exciton population, Eq. (5.1), the many-body contribution
in the THz-Elliott formula, Eq. (4.28), simplifies to
χλ0−pop.THz (ω) =
1
ε0L
∑
β
|Jλ0,β|2
(~ω + iγJ)ω2
{
(Eβ −Eλ0)∆nλ0,λ0
Eβ − Eλ0 − ~ω − iγT
− (Eλ0 − Eβ)∆nλ0,λ0
Eλ0 − Eβ − ~ω − iγT
}
.(5.4)
With the excitonic dipole-matrix element dλ,ν = i~Jλ,ν/(Eν − Eλ) (see Appendix D.3),
we obtain the more familiar form
χλ0−pop.THz (ω) =
∑
β
|dλ0,β|2
ε0L
{
∆nλ0,λ0
Eβ − Eλ0 − ~ω − iγT
− ∆nλ0,λ0
Eλ0 −Eβ − ~ω − iγT
}
(5.5)
where we assumed that γJ is small and that the lorentzians are sufficiently narrow
such that we can replace Eν − Eλ with ~ω in dλ,ν and in the numerator of Eq. (5.5).
The susceptibility χλ0−pop.THz (ω) corresponds to an atomic susceptibility. The first term
describes THz absorption if Eβ − Eλ0 > 0 and the second term describes THz gain if
Eλ0 −Eβ > 0 provided that the matrix element Jλ0,β is non-vanishing. If Eβ − Eλ0 < 0
for the first term or Eλ0 −Eβ < 0 for the second term, the lorentzian peaks at negative
frequencies ~ω < 0. These non-resonant contributions can be neglected in the linear
regime (rotating-wave approximation). It is interesting to note that these non-resonant
transitions can, in fact, be excited with intense THz fields leading to extreme-nonlinear
optical effects (see Chapters 6 and 7).
Figures 5.1(d)-(e) show the real part (solid line) and the imaginary part (shaded area)
of ωχ1s−pop.THz [(d1) QWI, (d2) QW] and ωχ
2p−pop.
THz [(e1) QWI, (e2) QW], respectively. We
assume the dephasing constants γT = γJ = 1.7meV and γT = γJ = 2.2meV for QWI and
QW, respectively. For the 1s-exciton population, a clear absorption peak emerges around
the energy ~ω = E2p,1s = E2p − E1s for both QW and QWI system. The absorption
α(ω) ∝ Im[ωχTHz(ω)] mainly results from the 1s-to-2p exciton transition, which features
the largest matrix element, but also from transitions to higher exciton states. Since the
possible transitions are energetically close and the broadening of resonances relatively
large, the discrete resonances merge into a single asymmetric peak. Note that the 1s-2p
transition is more isolated from other transitions for the QWI confinement. For the
2p-exciton population, we observe pronounced THz gain around the 1s-to-2p transition
energy corresponding to transitions from the 2p state to the energetically lower 1s-exciton
state. For low frequencies, we find absorptive behavior corresponding to transitions from
the 2p state to higher exciton states. Note that we did not plot the ponderomotive
contribution χA(ω), Eq. (4.14), which only leads to a refractive index change leaving the
absorption unchanged.
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Figure 5.1.: Terahertz susceptibility for bound excitons in a QWI (a1)-(e1) and QW
system (a2)-(e2). The contour plots show |∆Nλ,ν| for the (a) 1s and (b) 2p
exciton population. To increase the visibility, we represent the bound states
as 2meV wide areas instead of discrete points. The thin lines indicate
the start of the continuum. (c) shows the corresponding pair-correlation
function for the 1s (shaded area) and 2p (solid line) states. The resulting real
(solid line) and imaginary (shaded area) parts of ωχλ0−pop.THz (ω) are shown for
the 1s population in (d) and for the 2p population in (e). We choose carrier
densities n1D = 1 × 104/cm, n2D = 1 × 109/cm2 and damping constants
γT = γJ = 1.7meV, γT = γJ = 2.2meV for QWI and QW, respectively. The
temperature is T = 40K.
We find that the linear THz absorption (i) identifies exciton populations and (ii)
clearly distinguishes populations in different exciton states. In the incoherent regime,
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Figure 5.2.: Radiative decay rates for transitions from the 1s exciton to p-like exciton
states. (a1) and (a2) show the radiative decay constants Γrad1s,λ while (b1)
and (b2) show the radiative decay times τ1s,λ for QWI and QW systems,
respectively. The arrows indicate the start of the continuum. Note that the
line between the bound states is only a guide to the eye since there are no
real states in between these points. For transitions from the 1s-state into
the continuum, the radiative decay constant depends on the grid resolution;
if the continuum were modeled with infinitely many points, Γ1s,cont would
approach zero. (from Paper [I])
an absorption (gain) peak at the 1s-to-2p transition frequency gives unambiguous proof
for the presence of a 1s (2p) exciton population. It is also notable that the THz field
detects the total q‖-integrated exciton population.
The idea to detect excitons with weak THz pulses is analogous to the concept of
atomic gas spectroscopy where the presence of atoms in a dilute gas can be detected
with a weak optical pulse which is sensitive to transitions between different eigenstates
of the atom. Throughout this Thesis, we will often discuss analogies and differences to
atomic spectroscopy.
According to Eq. (4.9), the magnitude of the THz absorption is determined by the
quantity ξ(ω) = ωL/(2c0n0)χ(ω). Inserting Eq. (5.4) into Eq. (4.9), we find that the
radiative coupling of an excitonic transition between states λ0 and ν field is determined
by the radiative-decay constant
Γradλ0,ν(ω) =
µ0c0
2n0ω
|Jλ0,ν |2∆nλ0,λ0 (5.6)
which depends on the transition-matrix element and the exciton concentration in state
λ0. This quantity also defines the radiative-decay time
τ radλ0,ν =
1
2Γradλ0,ν(ωλ0,ν)
. (5.7)
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Figure 5.2 shows the radiative decay constants Γrad1s,ν(ω1s,ν) for ∆n1s,1s = n2D and the
corresponding radiative decay times τ rad1s,ν . We choose the density of QWIs such that
Γrad1s,2p matches the QW result. We find that the radiative decay times for bound-state
transitions are in the nano- and microsecond range, e.g, τ rad1s,2p = 9.6 ns for the QW
indicating that the GaAs semiconductor couples to the THz field rather weakly. For
interband transitions, the radiative decay times can be shorter by orders of magnitude.
The radiative decay time for the 1s-exciton resonance in GaAs, e.g., is roughly τ rad1s =
10 ps [6].
The unique ability of THz spectroscopy to probe exciton populations has allowed ex-
perimentalists to study exciton formation processes in great detail. In Ref. [14], the
formation of 1s-exciton populations in GaAs after optical excitation is studied via time-
resolved THz spectroscopy. For optical excitation resonant with the 1s exciton, the
formation is found to occur within a few picoseconds; for non-resonant optical exci-
tation, the formation takes roughly one nanosecond. In cuprous oxide (Cu2O), THz
spectroscopy has been used to study the formation of optically dark 1s excitons [17]
and to observe stimulated emission from the 3p-to-2s transition [18]. Direct comparison
of photoluminescence (PL) and THz spectra [15] have shown that THz absorption can
unambiguously identify exciton populations while PL cannot.
According to microscopic computations of the exciton formation process [22, 23], the
incoherent many-body state postulated in Eq. (5.1) is usually not realistic. While it
is possible to create large exciton fractions via resonant optical excitation, the exciton
fraction is usually much lower than 100%. Moreover, electron-hole scattering inevitably
leads to a plasma background which also couples to the THz field. We investigate a
more realistic many-body state in the next Section.
5.2. Exciton Populations and Correlated Electron-Hole
Plasma
In this Section, we consider a more realistic many-body state which is a mix of a single-
exciton populations and a plasma background given by
∆Nλ,ν(q‖)(0) = δλ,νδλ0,λ0∆Nλ0,λ0(q‖) + ∆N
Corr−Pl.
λ,ν (q‖). (5.8)
Here, the correlated electron-hole plasma
∆NCorr−Pl.λ,ν (q‖) = −
Eν − Eλ
Eν − Eλ − iγE∆N
S
λ,ν(q‖). (5.9)
depends on a phenomenological damping constant γE and is proportional to
NSλ,ν(q‖) =
∑
k‖
φLλ(k‖)f
e
k‖+q
e
‖
fh
k‖−q
h
‖
φLν (k‖) (5.10)
which contains the electron and hole distributions and the exciton wavefunctions. Due
to the energy difference in the numerator, the diagonal correlations in Eq. (5.9) vanish
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Figure 5.3.: THz susceptibility for a correlated electron-hole plasma with and without
1s-exciton populations in a QWI (a1)-(e1) and QW (a2)-(e2) system. The
contour plots show |∆Nλ,ν| for the correlated plasma (a) without excitons
and (b) with a 5% 1s-exciton population. In (c), the normalized pair-
correlation function is shown for the plasma with 0% (shaded area) and
5% 1s excitons. The corresponding real (solid line) and imaginary (shaded
area) parts of ωχλ0−pop.THz (ω) are shown for the plasma alone in (d) and with
the additional exciton population in (e) . For comparison, the dashed line in
(e) also shows Im[ωχTHz(ω)] for 0% 1s-excitons. The parameters are chosen
identical to Fig. 5.1. (According to Ref. [6]).
such that the correlated electron-hole plasma does not include any exciton populations.
Moreover, NSλ,ν(q‖) vanishes when the exciton states λ and ν do not have the same
parity.
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To motivate the origin of the correlated electron-hole plasma, we consider Eq. (D.21)
which describes the dynamics of electron-hole correlations in the exciton basis. When
we neglect the THz coupling as well as screening and exchange contributions, Dλ,ν , and
replace the triplet contributions, Tλ,ν , with a constant dephasing, Eq. (D.21) leads to
∂
∂t
∆Nλ,ν(q‖)(0) = (Eν − Eλ − iγE)∆Nλ,ν(q‖)(0) + (Eν − Eλ)∆NSλ,ν(q‖). (5.11)
We find that the source term (Eν − Eλ)∆NSλ,ν(q‖) generates off-diagonal correlations
whenever carriers are present. Obviously, the correlated electron-hole plasma, Eq. (5.9),
is the steady-state of Eq. (5.11). The build-up time of the steady state is determined by
τbuildup = ~/γE which is less than a picosecond for typical dephasing constants. Thus,
the correlated plasma can be understood as a many-body state where the attractive
Coulomb interaction leads to a constant in- and out scattering of correlated electrons
and holes. The correlated plasma is characterized by density and temperature of the
electron and hole distributions; the dependence on γE is usually weak (see also Ref. [6]).
Here, we always choose γE = γT .
Figure 5.3[(a1) QWI, (a2) QW] shows the two-particle correlations |∆Nλ,ν| for the
correlated electron-hole plasma. We choose the same parameters as in Fig. 5.1 and plot
only those correlations where both λ and ν have an s-like parity. As expected, only
off-diagonal states are occupied. The value of |∆Nλ,ν| decreases when either Eλ or Eν
become large. In Fig. 5.3[(b1) QWI, (b2) QW], a small amount (x1s = 5%) of 1s-exciton
populations is added to the correlated plasma.
Figure 5.3[(c1) QWI, (c2) QW] shows the normalized pair-correlation function along
the THz polarization direction for the correlated plasma without (shaded area) and with
(solid line) the 1s-exciton population. For the correlated plasma alone, ∆geh(r) is posi-
tive for small values of r and negative for large values of r. The shape of ∆geh(r) implies
that the probability to find electrons and holes close together is increased. However,
this does not mean that exciton populations are present: For the correlated plasma,
positive and negative regions compensate each other such that
∫
dr∆g¯eh(r) = 0 and∫
dr r∆g¯eh(r) = 0 for QWI and QW system, respectively. When the 1s-exciton popula-
tion is added (solid line), the r-integrated pair-correlation function has a positive value
proportional to the exciton concentration.
The THz response for the correlated plasma without exciton populations is shown
in Fig. 5.3[(d1) QWI, (d2) QW]. We find that the correlated plasma couples to the
THz field as well. The absorption is mostly featureless; it peaks at ω = 0 and decays
almost monotonously for increasing frequency. When the 1s population is added [Fig 5.3
(e1) QWI, (e2) QW], a pronounced absorption peak emerges at the 1s-to-2p transition
frequency. Again results are similar for the QW and QWI system. At the low densities
considered here, the correlated plasma only weakly couples to the THz field such that the
response is dominated by the population contributions. Thus, we find that THz fields
can reliably detect even small concentrations of exciton populations. For high densities,
the plasma contributions in the THz response become larger and can dominate over the
population contributions.
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The postulated mix of populations and plasma background can be justified by compar-
ing the ansatz, Eq. (5.8), to microscopic calculations of the exciton-formation dynamics
which fully include Coulomb and phonon scattering [22, 23, 67]. These calculations con-
firm that the many-body state, Eq. (5.8), is indeed realistic for typical excitation condi-
tions and stable on a picosecond timescale. The actual quasi-equilibrium concentration
of exciton populations depends on many parameters including density and temperature
of the carrier system as well as the optical excitation conditions. The ansatz (5.8), to-
gether with the THz Elliott formula, Eq. (4.28), can be used to extract the total exciton
concentration from experimental spectra.
5.3. Plasmon Resonance
So far, we have investigated the linear THz response of a semiconductor at low densities
and temperatures where exciton-population contributions can dominate over plasma
contributions. At elevated densities and temperatures, excitonic effects become less
important as the carriers in the semiconductors form a Coulomb-interacting plasma. The
linear optical properties of such a plasma are often discussed in terms of the dielectric
function [8].
As discussed in Section 4.1, THz transmission and reflection experiments directly
access the full transversal dielectric function, Eq. (4.10),
εT (ω) = εBG
(
1− ω
2
PL
ω2
)
+ χTHz(ω). (5.12)
Here, εBG is the background dielectric constant, χA(ω) = −εBGω2PL/ω2 is the pondero-
motive contribution with the three-dimensional plasma frequency ωPL [see Eq. (4.14)]
and χTHz(ω) is the contribution from many-body transitions [see Eq. (4.28)]. Without
χTHz(ω), the dielectric function εT (ω) vanishes for ω = ωPL such that 1/εT (ω) features
a resonance at the three-dimensional plasma frequency.
We next determine the full εT (ω) for a realistic situation. We evaluate the THz Elliott-
formula, Eq. (4.28), for the correlated plasma, Eq. (5.9), assuming the high densities
n2D = 1× 1010/cm2 and n1D = 7.5× 104/cm for QW and for QWI system, respectively.
Furthermore, we choose a temperature of T = 20K and γT = γJ as in the previous
Section. The real (solid line) and imaginary (shaded area) parts of the resulting εT (ω)
are shown in Fig. 5.4(a1) for the planar QWI arrangement and in Fig. 5.4(a2) for the
QW. In frames (b1), (b2), we show real (solid line) and imaginary (shaded area) parts
of the inverse dielectric function for QWI and QW, respectively. For both systems, we
observe a pronounced plasmon peak in the inverse dielectric function. The energetic
position of the resonance roughly matches the three-dimensional plasma frequency ωPL
(vertical lines).
We thus find a plasmon resonance in the THz response around the three-dimensional
plasma frequency ωPL independent of the dimension of the nanostructure. This result
seems surprising: According to textbook discussions [8] which analyze the longitudinal
dielectric function εL(ω), the plasma frequency is strongly dimension dependent. In
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Figure 5.4.: Plasmon resonance of a correlated electron-hole plasma for QWI (a1),(b1)
and QW (a2),(b2). (a) Real (solid line) and imaginary (shaded area) part
of the full dielectric function ε(ω). In (b), real (solid line) and imaginary
(shaded area) part of −1/ε(ω) are shown. The vertical lines indicate the
three-dimensional plasma frequency. The densities are n1D = 7.5× 104/cm
and n2D = 1× 1010/cm2. The temperature is T = 20K.
particular, one finds [8] that the one- and two-dimensional plasma frequency vanish in
the long-wavelength limit such that one would not expect a plasmon resonance in the
THz response of QWs and QWIs.
This apparent discrepancy is resolved once we clearly distinguish between self-
consistent and not self-consistent response, as already remarked by Stern [68]. The lon-
gitudinal dielectric function εL(ω) relates the external to the internal longitudinal field
which is determined self-consistently via Poisson’s equation [8]. Thus, εL(ω) describes
the self-consistent response which is dimension dependent. In contrast, the transver-
sal dielectric function εT (ω) is defined via the susceptibility which relates the internal
matter polarization to the internal transversal electric field. Thus, εT (ω) describes the
dimension-independent linear response.
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Terahertz Fields
In this Chapter, I will investigate situations where a semiconductor QW is excited simul-
taneously by a weak optical and a strong THz pulse. Without THz field, the linear optical
spectrum of a QW displays discrete excitonic resonances corresponding to the genera-
tion of coherent interband polarization in optically bright exciton states. The strong
THz field induces nonlinear transitions between optically-bright (s-like) and optically-
dark (e.g, p-like) exciton states and thus leads to characteristic changes in the linear
optical spectrum. For such a configuration, the THz field interacts only with coherent
excitons, i.e., interband polarization. The nonlinear THz interaction with incoherent
exciton populations, i.e., genuinely bound electron-hole pairs is discussed in Chapter 7.
The influence of strong THz or mid-infrared (MIR) fields on bulk absorption spectra
has been analyzed in both theory [69–71] and experiment [30, 31, 72]. In QW investi-
gations, the strong THz field can have components that are polarized either parallel or
perpendicular to the QW plane. For exclusively parallel polarization, the strong THz
pulse induces excitonic transitions as discussed theoretically in Refs. [71, 73–75] and
experimentally in Refs. [32, 76]. A perpendicular polarization component of the THz
pulse induces intersubband transitions as analyzed in Refs. [28, 33, 77–79].
Here, I will consider the case that the THz field is polarized parallel to the QW.
In contrast to previous investigations, I do not investigate continuous-wave but pulsed
THz excitation and assume that the delay time between optical and THz pulses can
be controlled such that time-resolved THz effects can be studied. The generation of
coherent interband polarization and the coupling to the THz field are microscopically
described by Eqs. (3.34)-(3.41). In Sections 6.1-6.3, I will evaluate the theory for a single
QW and typical GaAs parameters. In Section 6.4, the theory is used to quantitatively
explain recent experiments in AlGaAs/GaAs multi-QW systems.
6.1. Rabi Splitting and Ponderomotive Shifts in Optical
Transmission
We consider the experimental configuration discussed in Section 4.3 and Fig. 4.2(b). A
weak optical pulse and a strong THz pulse, having central times topt and tTHz, respec-
tively, propagate perpendicular to a single QW. The spectrally-resolved intensity of the
transmitted optical probe is determined as function of the delay time ∆t ≡ tTHz − topt
between the two pulses (THz-“pump” and optical-probe configuration).
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For a sufficiently weak optical probe, the carrier densities remain unchanged such that
we do not have to solve the full Maxwell-Semiconductor-Bloch equations (3.34)-(3.41);
it is enough to solve the polarization dynamics, Eq. (3.34),
i~
∂
∂t
Pk‖ =
[
ε˜k‖ − j(k‖)〈A(0, t)〉THz +
|e|2
2µ
〈A(0, t)〉2THz − iγ
]
Pk‖ (6.1)
−
[
1− f ek‖ − fhk‖
]dc,v(k‖)〈E(0, t)〉opt +∑
k′
‖
Vk‖−k′‖Pk′‖

together with the wave equation (3.39) for the optical field[
∂2
∂z2
− n
2
0
c20
∂2
∂t2
]
〈E(z, t)〉opt = µ0δ(z)∂
2P
∂t2
. (6.2)
In Eq. (6.1), we assumed parabolic bands and modeled the polarization decay via a
phenomenological constant γ since excitation-induced dephasing [51] is not appreciable
in the low-density regime. In Eq. (6.2), we replaced the confinement g(z) with δ(z)
assuming that the QW is thin compared to the optical wavelength. Without THz con-
tributions, Eqs. (6.1) and (6.2) yield the linear optical spectrum.
We solve Eqs. (6.1) and (6.2) for a 10 nm GaAs QW taking into account only the
polarization between the heavy-hole (HH) valence band and the conduction band. We
assume that both optical and THz fields have a Gaussian envelope. The THz vector
potential is given by
〈A(t)〉THz = A0e−((t−tTHz)/τTHz)
2
cos(ωTHzt+ φ) (6.3)
where τTHz = 1.5 ps is the duration, φ = 0 is the carrier-envelope offset phase, and
νTHz is the frequency of the THz pulse. We consider resonant excitation of the 1s-to-2p
exciton transition such that νTHz = ωTHz/(2pi) = ν
HH
2p,1s = 1.88THz. The peak electric-
field strength is E0 ≈ A0ωTHz = 4.8 kV/cm. The electric field of the optical pulse is
given by
〈E(t)〉opt = E˜0e−((t−topt)/τopt)2 cos(ωoptt). (6.4)
where τopt = 50 fs is the duration, and ωopt is the frequency which we choose to be
resonant with the 1s-exciton resonance.
Figure 6.1 shows the absolute value of the excitonic polarizations |pλ(t)| for λ = 1s
(solid line) and λ = 2p (dashed line). Here, pλ is defined via
pλ =
∑
k‖
φLλ(k‖)Pk‖ , Pk‖ =
∑
λ
φRλ (k‖)pλ. (6.5)
and describes the component of the polarization in the exciton state λ (coherent exciton
in state λ). The optical and THz pulses are shown as shaded areas. The delay time
is ∆t = tTHz − topt = 1.0 ps. While the total polarization decays with a time constant
~/γ, the evolution of |p1s| and |p2p| demonstrates Rabi flopping in the time-domain: The
44
6.1. Rabi Splitting and Ponderomotive Shifts in Optical Transmission
Figure 6.1.: Dynamics of Excitonic Polarizations. A 10 nm-QW is excited with an optical
pulse (dark shaded area) and a THz pulse (light shaded area). The resulting
excitonic polarizations |p1s(t)| and |p2p(t)| are shown as a solid line and
dashed line, respectively. The delay time is ∆t = 1ps, the field strength is
E0 = 4.8 kV/cm, and the polarization damping is given by γ = 0.96meV.
strong THz field converts 1s-polarization into 2p-polarization and back again with the
Rabi frequency; we identify at least one Rabi-flop. It is notable that |p1s| and |p2p| show
additional superimposed oscillations with twice the THz frequency. We will come back
to these features in the next Section.
We next discuss signatures of the strong THz excitation in the optical-transmission
spectrum which is accessible in experiments. The transmission is determined by the
macroscopic interband polarization, Eq. (3.41),
P =
1
S
∑
k‖
dv,c(k‖)Pk‖ + c.c. =
1√S
∑
λ
φRλ (r‖ = 0)dv,cpλ + c.c. (6.6)
where we inserted Eq. (D.3) and assumed that dv,c is independent of k‖. Thus, P re-
sults only from optically-bright exciton states, i.e., states with φRλ (r‖ = 0) 6= 0. By
transferring polarization into optically dark states, the strong THz field perturbs the
homogeneous decay of P (t). Consequently, the THz field induces changes in the nor-
malized optical transmission probability
|T (ω,∆t)|2 =
∣∣∣∣〈ET (ω,∆t)〉opt〈E0(ω)〉opt
∣∣∣∣2 (6.7)
where 〈ET(ω,∆t)〉opt and 〈E0(ω)〉opt are the transmitted and incoming optical electric
fields, respectively. The contour plot in Fig. 6.2(a) shows 1 − |T (ω,∆t)|2 as function
of delay time. The horizontal lines indicate cross section for the specific delay times
∆t = 0.3 ps and ∆t = 1.0 ps which are presented as solid lines in Figs. 6.2(b) and
(c), respectively. For comparison, the shaded area shows 1 − |T (ω)|2 where |T (ω)|2 =
|〈ET(ω)〉opt/〈E0(ω)〉opt|2 is the normalized transmission without THz field.
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Figure 6.2.: Transmission versus delay time for resonant excitation. (a) shows 1 −
|T (ω,∆t)|2 as function of frequency ω and delay time ∆t for E0 =
4.8 kV/cm. The horizontal lines indicate cross sections which are shown
as solid lines in (b) and (c). For comparison, 1− |T (ω)|2 without THz field
is shown as a shaded area. (d) shows 1 − |T (ω,∆t)|2 as function of THz
intensity for ∆t = 0.3 ps. For the intensities indicated by horizontal lines,
cross sections are shown in (e) and (f). The white lines in (a),(d) and the
vertical lines in (b),(c) and (e),(f) give the Rabi-peak positions obtained
from an analytic solution of the polarization dynamics (see Section 6.3).
We find that the THz field leads to large changes in the optical absorption spectra.
The THz-induced changes ∆|T |2(ω,∆t) ≡ |T (ω)|2 − |T (ω,∆t)|2 are almost 50% of the
linear 1− |T (ω)|2. In particular, we find that the 1s-resonance splits into two peaks as
a consequence of the Rabi-oscillations induced by the resonant THz field. The peaks
are not symmetrically positioned around the 1s frequency but shifted toward higher
energies. Furthermore, the peaks are not equally large: the high energy peak is much
less pronounced than the low energy peak. At high frequencies, around ~ω = 1.55 eV,
the THz excitation leads to distinct features which oscillate as function of delay time.
The energetic position of these signatures is roughly given by E1s + 2hνTHz ≈ 1.55 eV
such that these features must be THz-induced high harmonics. In fact, they result from
the extreme-nonlinear dynamics induced by the strong THz field and will be discussed
in the next Section.
Figure 6.2(d) shows 1 − |T (ω,∆t)|2 as function of the peak THz field strength, E0,
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Figure 6.3.: Switch-off Analysis. The linear spectrum 1−|T (ω,∆t)|2 with (solid line) and
without (shaded area) THz field is shown for E0 = 4.8 kV/cm, ∆t = 0.3 ps
and φ = 0. when different terms in Eq. (6.1) are switched off. In (a),
the full result is shown, in (b) the A2-dependent contribution is switched
off, in (c) a two-level approximation is applied and in (d) a rotating-wave
approximation is applied to Eq. (6.1). The dashed line in (d) shows the full
result for φ = 0.5 pi.
for the fixed delay time ∆t = 0.3 ps. The horizontal lines indicate cross-sections for
the two THz-field strengths, E0 = 3.5 kV/cm and E0 = 7.0 kV/cm, which are presented
as solid lines in Figs. 6.2(e) and (f), respectively. We observe that the Rabi-splitting
increases almost linearly with E0. The overall blueshift of the resonances seems to
increase quadratically with E0. Finally, the harmonics around E1s + 2hνTHz become
more pronounced as the intensity increases. For a field strength E0 > 10 kV/cm, the
optical spectra are almost completely distorted.
To reveal the origin of the different spectral features, we repeat the numerical com-
putation but switch off different terms in Eq. (6.1). Figure 6.3(a) shows 1− |T (ω,∆t)|2
(solid line) for E0 = 4.8 kV/cm and ∆t = 0.3 ps for the full computation. In Fig. 6.3(b),
the corresponding 1− |T (ω,∆t)|2 is shown when the A2-dependent intraband contribu-
tion in Eq. (6.1) is switched off. Without the A2-term, the position of the Rabi peaks
is symmetric around the 1s-exciton energy. Thus, the A2 term is responsible for the
overall blueshift in the optical spectra. This is not surprising since this term simply
renormalizes the kinetic energy by
Erenpond ≡
|e|2
2µ
〈A(0, t)〉2THz. (6.8)
For cw-excitation 〈A(0, t)〉THz = A0 cos(ωTHzt), this energy is identical to
EP =
|e|2A20
4µ
=
|e|2E20
4µω2THz
(6.9)
47
6. Interband Polarization in Strong Terahertz Fields
when averaged over one THz cycle. The energy EP is called ponderomotive or “wig-
gle” energy [80] and is proportional to the intensity. It can be understood classically
as the cycle-averaged kinetic energy of a charged particle with mass µ in a harmonic
electromagnetic field. Since ωTHz in the denominator is small, this term can become
appreciable in the THz regime. Intuitively, the THz oscillations are slow enough such
that electrons and holes “follow” the field in a classical sense acquiring additional kinetic
energy. The blueshift associated with the ponderomotive energy is part of the dynamic
Franz-Keldysh effect predicted in [69–71]. In the present work, we reproduce these re-
sults but we include the microscopic derivation of the A2-dependent renormalization (see
Appendix C.1). The ponderomotive blueshift has been measured in bulk [30, 31, 72]
and QW systems [32].
We conclude that the Rabi-splitting in Fig. 6.3(a) must be due to the remaining
j ·A-contribution in Eq. (6.1). This term is antisymmetric in k‖ such that it can induce
nonlinear transitions between excitonic states with different symmetry, e.g., 1s→ 2p→
2d etc. . In a dressed state picture [81], the splitting arises because the THz field mixes
the bright 1s state and the dark 2p state leading to a doublet of optically bright states
separated by the Rabi frequency (Autler-Townes splitting [71]). We confirm (not shown)
that the j · A and A2 contributions are not additive; the sum of the individual ∆|T |2-
contributions does not match the differential transmission ∆|T |2 for the full computation.
Since j ·A and A2 terms lead to effects of the same order of magnitude, it can be difficult
to disentangle the contributions from an experimental signal (see also Section 6.4).
Figure 6.3(c) shows 1 − |T (ω,∆t)|2 when a two-level approximation is applied to
Eq. (6.1) where only the 1s and 2p exciton states are taken into account. We find that
the general features of the full calculation are reproduced. However, the Rabi peaks
now approximately have the same height. Thus, the asymmetric peak height must be
caused by transitions to higher exciton states, e.g., 2p-to-continuum transitions. The
harmonics are still present in the two-level approximation which means that they do not
result from non-resonant transitions. The high energy features completely disappear
when a rotating-wave approximation is applied to Eq. (6.1) as shown in Fig. 6.3(d).
6.2. Extreme-Nonlinear Dynamics
In the last Section, we found that the intense THz field leads to harmonics in the linear
optical spectrum 1−|T (ω,∆t)|2 around the energetic position E1s+2hνTHz which result
from the breakdown of the rotating-wave approximation (RWA). The RWA neglects
source terms in the equations of motion which oscillate with two times the excitation
frequency, e.g.,
Aenv(t) cos(ωTHzt)e
iωTHzt = Aenv(t)
1
2
(
e2iωTHzt + 1
) RWA
=
1
2
Aenv(t) (6.10)
such that this approximation neglects higher-order processes where two additional THz
photons are absorbed. The high-intensity regime where the RWA breaks down is called
the regime of extreme-nonlinear optics [82]. In general, extreme-nonlinear dynamics
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occurs when a quantity associated with the light intensity approaches a characteristic
transition frequency of the system. In our case, the Rabi frequency νR is close to the
1s-to-2p transition frequency. For E = 4.8 kV/cm, we realize the ratio νR/ν2p,1s = 0.37
at the pulse peak. For these conditions, the THz pulse generates replicas of the Rabi
peaks at higher frequencies which is not expected for “traditional” nonlinear optics,
i.e., within the RWA [83] (see also analytic solution in the next Section). The regime of
extreme-nonlinear dynamics is particularly interesting for THz excitations. Due to small
THz photon energy, it is reached already at fairly low intensities. Moreover, Coulomb
effects remain important for extreme-nonlinear THz excitations in contrast to extreme-
nonlinear optical excitations where many-body effects are virtually negligible [84].
As contributions beyond the RWA become relevant, the induced dynamics depends
on the actual THz field ATHz(t) rather than its envelope Aenv(t). Thus, extreme-
nonlinear effects should depend on the so-called carrier-envelope-offset phase φ in
ATHz = Aenv cos(2piνTHzt+φ) of the exciting field [75, 82]. In Figs. 6.3(a),(d), we indeed
find that the shape of the harmonics changes drastically when the carrier-envelope-offset
phase is changed from φ = 0.0pi (solid line in (a)) to φ = 0.5pi (dashed line in (d)).
Here, we focused on the extreme-nonlinear effects related to the j · A contribution.
However, also the A2-term can lead to harmonics beyond the RWA when the pondero-
motive energy is comparable to the THz photon energy [31, 70]. The fact that pondero-
motive and Rabi energy have the same order of magnitude as THz photon energy and
excitonic transition energies, i.e.,
EP ∼ ~ωR ∼ ~ω2p,1s ∼ ~ωTHz (6.11)
is a unique characteristic of nonlinear THz excitations and leads to a large variety of
interesting nonlinear effects.
6.3. Analytic Solution within the Rotating-Wave
Approximation
To better understand the Rabi-splitting and the ponderomotive shifts, we give an ap-
proximate analytic solution of Eq. (6.1). Previous analytic investigations [70, 71, 73]
have concentrated on the THz-induced harmonics in the optical spectrum. The analytic
result presented here highlights the interplay of ponderomotive shifts and Rabi splitting.
We assume continuous wave (cw) THz-excitation, ATHz(t) = A0 cos(ωTHzt), of a perfect
two-level system (TLS) consisting only of the 1s and 2p exciton states. According to
Eq. (D.17), the polarization dynamics in the exciton basis is then given by
i~
∂
∂t
p1s = (E1s +
e2
2µ
〈A〉2THz − iγ)p1s − J1s,2p〈A〉THzp2p −
√
SφR1s(0)dc,v〈E〉opt (6.12)
i~
∂
∂t
p2p = (E2p +
e2
2µ
〈A〉2THz − iγ)p2p − J1s,2p〈A〉THzp1s. (6.13)
To solve Eqs. (6.12)-(6.13), we introduce the excitonic polarizations in rotating frame
via p1s = p˜1se
−iωoptt and p2p = p˜2pe
−iωTHzte−iωoptt and apply the RWA for both optical
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and THz fields. We thus obtain the linear equations
~
∂
∂t
(
p˜1s
p˜2p
)
=
(−iEP /2− γ iΩR/2
iΩR/2 −i∆− iEP/2− γ
)(
p˜1s
p˜2p
)
+
(
i
2
√SφR1s(0)dc,vE¯0δ(t)
0
)
(6.14)
where ∆ = E2p,1s − ~ωTHz is the detuning, and ΩR = J1s,2pA0 is the Rabi energy.
Furthermore, we assumed that the optical pulse is short – in fact, δ-function like – on
the THz time scale and resonant with the 1s-exciton energy. It is straightforward to
solve Eq. (6.14) such that we obtain for the macroscopic optical polarization
P (t) =
1√
S
dv,cφ
R
1s(r‖ = 0)p1s(t) + c.c. = θ(t)
|dc,vφR1s(0)|2iE¯0
4~
(6.15)
×ei(−E1s−∆/2−Ep/2−iγ)t/~
[(
1 +
∆
Ω˜R
)
eiΩ˜Rt/(2~) +
(
1− ∆
Ω˜R
)
e−iΩ˜Rt/(2~)
]
.
where we introduced the renormalized Rabi-energy
Ω˜R ≡
√
Ω2R +∆
2 ≡
√
(J1s,2pA0)2 +∆2. (6.16)
The Fourier transform of Eq. (6.15) yields the optical susceptibility
χopt(ω) =
P (ω)
ε0〈E(ω)〉opt =
1
4ε0
∣∣dc,vφR1s(r‖ = 0)∣∣2 (6.17)
×
[
1 + ∆/Ω˜R
~ω −
(
E1s + (EP +∆− Ω˜R)/2
)
− iγ
+
1−∆/Ω˜R
~ω −
(
E1s + (EP +∆+ Ω˜R)/2
)
− iγ
]
where we identified the ponderomotive energy EP = e
2A20/(4µ). Obviously, the 1s-
exciton resonance splits into two peaks positioned at
Eres± ≡ E1s +
EP +∆
2
± Ω˜R
2
. (6.18)
The splitting energy is determined by the detuning ∆ and the Rabi-energy ΩR = J1s,2pA0.
Note that the peaks are weighted with a factor 1±∆/Ω˜R which means that peak heights
differ for non-vanishing detuning. For large detunings, |∆| ≫ ΩR, the THz field only
leads to a shift given by
EP
2
+
∆− Ω˜2R
2
=
EP
2
+
∆−√Ω2R +∆2
2
≈ EP
2
+
∆−∆
(
1 +
Ω2R
2∆2
)
2
=
EP
2
− Ω
2
R
4∆
. (6.19)
Thus, we find a competition of ponderomotive shifts and the AC-Stark effect [85] in
this limit. While EP always leads to a blueshift of E
res
− , the second term can lead to a
blue or redshift of Eres− depending on the sign of ∆. For vanishing detuning, ∆ = 0, the
resonance splits into two equally large peaks positioned at
Eres± = E1s +
EP
2
± ΩR
2
. (6.20)
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Thus, the splitting is not symmetric around the 1s-exciton resonance even for ∆ = 0.
The analytical solution Eq. (6.17) is valid for cw-THz excitations. For THz excita-
tion with an envelope of finite duration τ , the spectrum looks similar and displays the
same Rabi-splitting. However, the peak positions are given by the modified Rabi- and
ponderomotive energies
Ω˜R ≡
√
(J1s,2pAeff)2 +∆2, EP =
e2A2eff
4µ
(6.21)
which, instead of A0, depend on the effective field strength
A0 → Aeff = 1
T
∫ topt+T
topt
Aenv(t)dt, T =
~ ln2
γ
(6.22)
defined via the envelope, Aenv(t), of the exciting THz vector potential and the decay
constant of the polarization γ. Note that Aeff is simply the mean value of Aenv(t) over
the time interval where significant interband polarization is present.
A comparison to the numerical results in Section 6.1 confirms that the analytic so-
lution, Eqs. (6.15)-(6.22), accurately predicts the peak positions. In Fig. 6.2(a)-(c), we
find that the Rabi-splitting depends on the delay time. The splitting is largest for a max-
imum overlap of polarization and THz pulse. In Fig. 6.2(d)-(f), we nicely observe how
the ponderomotive shift exceeds the Rabi-splitting as the intensity increases. For very
high intensities, the numerically computed peak positions are no longer reproduced as
extreme-nonlinear effects and transitions to higher exciton states dominate the dynamics
which are not included in Eqs. (6.15)-(6.22).
6.4. Interaction of Intense Single-Cycle Terahertz
Pulses with AlGaAs/GaAs Quantum Wells
In this Section, we apply our microscopic theory to quantitatively explain experimental
data from a THz-“pump” and optical-probe measurement. These experiments were per-
formed in Oregon by Y. S. Lee et al. while the theoretical analysis was done in Marburg.
The experiment uses strong single-cycle THz pulses and a weak optical probe to study
time-resolved nonlinear effects in the optical spectrum in multiple GaAs/AlGaAs QWs.
The measurements were performed using 805-nm, 100-fs pulses from a 1-kHz
Ti:sapphire regenerative amplifier (Coherent Inc., Legend). The optical beam was split
into two components: the major portion for THz generation and the minor portion for
the optical probe. Single-cycle THz pulses were generated by optical rectification in
a 1-mm ZnTe crystal. The incident optical pulse energy was 0.8 mJ, irradiated on a
roughly 3-mm spot in the ZnTe crystal. The THz pulses were collimated with an off-
axis parabolic mirror and the THz beam diameter was 1.5 mm at the focus. The THz
pulse shape was measured using electro-optic sampling in a 1-mm ZnTe crystal. The
absolute THz power was determined using a Si bolometer at liquid He temperature.
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Figure 6.4.: (a) Experimental (shaded area) and theoretical (solid line) 1−|T (ω)|2. The
1s-HH and LH resonances are at EHH1s = 1.536 eV and E
LH
1s = 1.538 eV,
respectively. (b) Electric field of the experimental (shaded area) and theo-
retical (solid line) THz pulse. (from Paper [III])
The THz electric-field amplitude at the peak is estimated as 10 kV/cm when the opti-
cal pump-pulse energy is 0.8mJ. The real-time waveform of the THz pulse is shown in
Fig. 6.4(b) as a shaded area. The GaAs QW sample is put at the focus of the THz pulses
and the optical transmission spectra are measured. The sample studied has ten high-
quality, undoped 12-nm-wide GaAs QWs separated by 16-nm-wide Al0.3Ga0.7As barriers.
The measured normalized transmission without THz field, 1 − |T (ω)|2, is shown as a
shaded area in Fig. 6.4(a). Due to strain between the multi QWs and the substrate,
the energetic separation of HH and LH 1s-exciton resonance is relatively small. The
experiment measures the spectrally-resolved intensity of the optical pulse as function of
the delay time ∆t = tTHz − topt where tTHz and topt are the central times of THz and
optical pulse, respectively. The THz-induced changes appear in the differential spectrum
∆|T (ω,∆t)|2 = |T (ω)|2 − |T (ω,∆t)|2. Figure 6.5(a) presents the experimental ∆|T |2 as
function of optical energy ~ω and time delay ∆t. The horizontal lines indicate energy
cross-sections for fixed delay times and the vertical lines time slices for fixed energies.
For the theoretical description of the nonlinear THz experiment, we solve the Maxwell-
semiconductor-Bloch equations (3.34) and (3.39) including both heavy-hole (HH) and
light-hole (LH) valence bands. The bandstructure and optical-dipole matrix elements
are obtained from a standard 8 × 8 k · p-band-structure calculation which fully takes
into account the material parameters as well as the strain inside the sample. We
also treat the light propagation through the experimental multi-QW structure by solv-
ing Maxwell’s wave equation via a transfer-matrix technique [59]. The resulting lin-
ear spectrum without THz pulse, shown as a solid line in Fig. 6.4(a), reproduces
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Figure 6.5.: Experimental (a1)-(f1) and theoretical (a2)-(f2) differential spectrum. (a)
Contour Plot of ∆|T |2(ω,∆t). The horizontal black lines correspond to
cross-sections at ∆t = 0.22 ps and ∆t = 0.78 ps shown as a shaded area
in (b) and (c), respectively. The black vertical lines correspond to cross-
sections for ~ω = 1.533 eV, ~ω = 1.540 eV and ~ω = 1.548 eV which are
shown as a shaded area in (d), (e) and (f), respectively. In addition to
the results of the full computation, (b2),(d2) and (e2) show the numerical
results with the A2 term switched off (dashed line) and (b2),(d2), (e2) and
(f2) show the results when the RWA is applied (solid line). (from Paper [III])
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the experimental spectrum. We assume that the theoretical THz vector potential,
ATHz(t) = A0e
−(t/τ)2 cos(2piνTHzt + φ), has a Gaussian envelope. We find that the
THz electric field ETHz = −(∂/∂t)ATHz matches the experimental single-cycle THz
pulse when we choose the central frequency νTHz = 0.9THz, carrier-envelope offset
phase φ = pi/2, duration τ = 300 fs, and the peak field strength E0 = 9.2 kV/cm [see
Fig. 6.4(b)]. The THz frequency is clearly detuned with respect to the 1s-to-2p exci-
ton transition frequencies νHH2p,1s = 1.96THz and ν
LH
2p,1s = 1.65THz such that we do not
expect that the THz pulse induces Rabi oscillations. However, the experiment accesses
the regime of extreme-nonlinear optics since we realize at the pulse peak the ratios
νHHR /ν
HH
2p,1s = 0.63 and ν
LH
R /ν
LH
2p,1s = 0.79 between Rabi frequency and 1s-to-2p transition
frequency.
The theoretically computed THz-induced changes, ∆|T (ω,∆t)|2, are shown in the
right column of Fig. 6.5. We find excellent agreement between experimental and the-
oretical transients. The theory reproduces the magnitude as well as the spectral and
temporal shape of all essential features in ∆|T |2. We notice that the THz-induced
changes are large and we find that several transient features appear in the differential
transmission on a sub-picosecond time scale.
In both experiment and theory, we observe a positive ∆|T |2 transient for small time
delays ∆t ≈ 0.2 ps and energetically slightly above the 1s-LH resonance at ~ω ≈ 1.540 eV
(white region with arrow in the contour plot). The transient exists for about 500 fs and
is thus shorter-lived than the other transients around the 1s resonances. In the cross-
sections (b) and (e), this feature is also indicated by an arrow. To reveal its origin, we
perform a switch-off analysis as in Section 6.1. The dashed lines in Fig. 6.5(b2) and (e2)
show the computed ∆|T |2 when the A2-dependent term in Eq. (3.34) is switched off.
Without the A2-term the positive ultrafast ∆|T |2 feature is almost washed out and the
overall shape of the experimental ∆|T |2 is not reproduced at all. Thus, we can connect
this ultrafast transient to ponderomotive contributions induced by the single-cycle THz
pulse. Moreover, we conclude that the A2 and the jA contributions strongly compensate
each other in the total signal.
Figures 6.5(d2) and (f2) show the ∆t-dependence of of the differential optical trans-
mission for the energies ~ω = 1.533 eV and ~ω = 1.548 eV, respectively. Here, we
compare the full theoretical result (shaded area) to computations (solid line) where the
RWA is applied to Eq. (3.34). Within the RWA, the fast oscillations in ∆|T |2 almost
vanish. Thus, they can be linked to non-RWA parts due to the extreme-nonlinear THz
excitation. Since the energy ~ω = 1.548 eV roughly matches E1s +∆/2 + 2hνTHz where
∆ is the detuning of the THz pulse with respect to the 1s-2p transition, the shallow
resonance at this energy are, in fact, harmonics of the strong THz field. The generation
of harmonics requires the absorption of two additional THz photons – a contribution
which is neglected in the RWA. Since the THz spectrum is much narrower than the
extension of the high energy features, we can rule out the explanation that they arise
due to absorption of a single THz photon.
The experiment-theory comparison presented in this Section demonstrates that our
microscopic theory is able to quantitatively analyze nonlinear THz effects identifying
time-resolved ponderomotive and extreme-nonlinear contributions in the experiment.
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In the previous Chapter, I have investigated the effect of strong THz fields on coherent
excitons, i.e., eigenstates of the interband polarization. Typically, the phase coherence
of the polarization is destroyed within picoseconds. In contrast, an incoherent exciton
population, i.e., a truly bound electron-hole pair can remain in the system for several
nanoseconds. As shown in Chapter 5, weak THz fields can unambiguously detect inco-
herent excitons. Here, I will explore the possibility to control and manipulate incoherent
excitons by using strong THz fields.
Incoherent excitons are in many ways analogous to atoms. The attractive electron-hole
Coulomb interaction leads to a Hydrogen-like energy spectrum with transition frequen-
cies in the THz range. However, the analogy is not complete. Excitons in semiconductors
have typical binding energies of tens of meV as opposed to tens of eV in atoms. More-
over, the dephasing times in semiconductors are usually much shorter than in atoms.
In atoms, the coupling to the radiation reservoir is the dominant dephasing mecha-
nism while it is many-body scattering in semiconductors. At elevated carrier densities
and temperatures, the fermion substructure of excitons becomes increasingly important
leading to plasma and ponderomotive contributions.
Nonlinear optics in atomic systems has reached a high level of sophistication. The
availability of taylored high-intensity laser pulses has allowed experiments to control
the atomic system to a high degree using, e.g., stimulated Raman adiabatic passage to
transfer electron populations between atomic states [86, 87] or laser cooling to reach
Bose-Einstein condensation [88]. Nonlinear THz optics of incoherent excitons is only
at its beginning since affordable high-intensity THz sources and suitable THz detectors
have been developed only recently [27]. While there are numerous investigations of
nonlinear THz-spectroscopy of impurities in doped semiconductor systems [28, 60], few
investigations focus on strong-field THz excitation of incoherent excitons in intrinsic
semiconductors (see, e.g., Section 7.4).
In this Chapter, I will consider low-density and temperature conditions and assume
an initial many-body state with a significant population of 1s excitons. Due to the
numerical complexity of the problem, we I will mainly explore the relevant phenomena
using the QWI system. As in Chapter 5, the theory is evaluated for GaAs parameters
and the effective wire radius is 8.4 nm.
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7.1. Basic Terahertz-Induced Processes
As a first step, I will investigate the basic nonlinear THz processes described by the
coupled Eqs. (3.48)-(3.57) for idealized conditions. In particular, I will investigate in
how far an approach similar to the well-known two-level treatment of atoms can be
applied to describe the THz dynamics of incoherent excitons in semiconductors. The
investigations in this Chapter focus on the the low-density limit only such that the
exciton-correlation dynamics, Eq. (3.54), can be solved in main-sum approximation.
The obtained numerical results are compared to analytical solutions of the nonlinear
THz dynamics in the exciton basis.
7.1.1. Exciton-Population Transfer
To understand the basic THz-induced process, we first ignore triplet-scattering effects
and carrier equilibration assuming a vanishing dephasing γ = 0 (see Appendix C.3).
We perform a more realistic analysis with full dephasing in Sections 7.2-7.3. Moreover,
we consider an initial many-body state where all electrons and holes are bound into
1s-excitons such that the 1s-exciton fraction is
∆n1s,1s ≡ N1s,1s
S
≡ 1
S
∑
q‖
∆N(q‖) = n2D. (7.1)
We also use a very low carrier density of n1D = 10
3 cm−1 and assume that the ini-
tial exciton center-of-mass distribution ∆N(q‖) ≡ ∆N1s,1s(q‖, t = 0) follows a thermal
distribution at T = 10K. We numerically solve Eqs. (3.48)-(3.57) for the QWI ar-
rangement and for resonant excitation of the 1s-to-2p exciton transition. The THz
pulse, ATHz(t) = Aenv(t) cos(2piνTHzt), with central frequency νTHz = ωTHz/(2pi) =
(E2p − E1s)/h = 1.43THz has a Gaussian envelope, Aenv(t) = A0 exp(−(t− t0)2/τ 2),
where τ = 5ps is the duration and t0 the central time of the pulse. The peak field
strength of the THz pulse is E0 = 0.24 kV/cm such that the area of the pulse matches∫
J1s,2pAenv(t)/~dt = pi. For the conditions studied here, the q‖-dependence of the
excitonic-transition energies and matrix elements is negligible.
The dynamics of the exciton populations is shown in Fig. 7.1. We find that the 1s-
population (solid line) is depleted while the 2p-population (shaded area) builds up. At
the end of the THz pulse (thin line) the 1s-2p subsystem is almost completely inverted.
To investigate the influence of higher exciton states, we solve Eqs. (3.48)-(3.57) again
but apply a two-level approximation (TLA) to Eq. (3.54). In the numerical calculation,
this is achieved by projecting the correlations involving higher exciton states out of cX
at each time step. The resulting 2p-population within the TLA shown as a dashed line
in Fig. 7.1 is almost identical to the result of the full computation. Thus, the exciton
populations are practically restricted to the 1s and 2p exciton states for the idealized
conditions assumed here.
To better understand these results, we solve the correlation dynamics in the exciton
basis, Eq. (D.21). When we neglect all source terms in the RHS of Eq. (D.21) except
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Figure 7.1.: Exciton-Population Inversion. The exciton-populations ∆N1s,1s (solid line)
and ∆N2p,2p (shaded area) normalized to the total number of electrons are
shown for excitation with a Gaussian pi-pulse (thin line). For comparison,
the dashed line shows ∆N2p,2p when the TLA is applied. We use n1D =
103 cm−1, T = 10K and γ = 0meV. (from Paper [V])
the resonant THz contributions which include the matrix element J1s,2p, we obtain a
closed set of equations for the correlations ∆N1s,1s(q‖), ∆N2p,2p(q‖) and ∆N1s,2p(q‖).
With the definitions Sx = Re[
∑
q‖
∆N1s,2p(q‖)], Sy = Im[
∑
q‖
∆N1s,2p(q‖)] and Sz =∑
q‖
1
2
[∆N2p,2p(q‖)−∆N1s,1s(q‖)], we thus obtain the THz-Bloch Equations (TBE) [22]
~
∂
∂t
 SxSy
Sz
 =
 2J1s,2pATHz0
−~ω2p,1s
×
 SxSy
Sz
−
 γSxγSy
0
 (7.2)
where ~ωλ,ν ≡ Eλ,ν ≡ Eλ−Eν . The TBE are fully analogous to the optical Bloch equa-
tions of atoms [89]. The exciton-population correlations correspond to the population
of atomic levels and can be manipulated by strong THz fields in an analogous way to
atom optics.
In Appendix D.5, we summarize well-known solutions of the TBE. For resonant exci-
tation and vanishing dephasing, the adiabatic solution within the rotating-wave approx-
imation (RWA) is given by
∆N2p,2p(q‖)−∆N1s,1s(q‖) = −∆N(q‖) cosΩR(t), (7.3)
∆N1s,2p(q‖) =
i
2
∆N(q‖) sinΩR(t)e
−iωTHzt.
Here we defined ΩR(t) ≡
∫ t
−∞
ωR(u)du with the Rabi frequency ωR(t) ≡ J1s,2pAenv(t)/~.
For ΩR(t) = pi, we indeed find inversion of the two-level system.
7.1.2. Dynamics of Pair-Correlation function
We next evaluate the electron-hole pair-correlation function for the pi-pulse excitation
considered in the previous Section. The numerically computed ∆geh(r, t) along the
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Figure 7.2.: Electron-Hole Pair-Correlation Function for pi-pulse. (a) The THz pulse
(solid line) and its envelope (thick line) are plotted. (b) The computed
∆geh(r, t) along the quantum-wire direction r is shown as a contour plot.
The vertical lines indicate cross-sections for fixed times which are presented
(solid line) in (c) and (d). For comparison, the scaled exciton wavefunctions
|φR1s(r)|2 and |φR2p(r)|2 are shown as a shaded area in (c) and (d), respectively.
(from Paper [V])
quantum-wire direction r is shown in Fig. 7.2. As can be seen in Figs. 7.2(c) and (d), the
shape of the pair-correlation function changes from a |φR1s(r)|2-dependence to a |φR2p(r)|2-
dependence. The contour plot shows that the THz field induces dipole oscillations
between electrons and holes with the frequency of the exciting pulse.
This result is easily understood in the exciton basis. Inserting the solution (7.3) of
the TBE into Eq. (D.12), we immediately find
∆geh(r)
n2D
= cos2
(
ΩR(t)
2
)
|φR1s(r)|2 + sin2
(
ΩR(t)
2
)
|φR2p(r)|2 (7.4)
− sin ΩR(t) Im
[
e−iωTHzt(φR1s(r))
⋆φR2p(r)
]
.
The oscillations observed in Fig. 7.2(b) are explained by the term in the second line of
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Eq. (7.4) which obviously describes dipole oscillations arising from the 1s-2p superposi-
tion state. When the inversion is complete, ΩR(t) = pi, we find ∆geh(r) = n2D|φR2p(r)|2.
Thus, the strong THz field directly manipulates ∆geh(r) by inducing internal excitonic
transitions analogous to atom optics.
7.1.3. Dynamics of Carrier Distributions
We now analyze the dynamics of the carrier distributions f
e/h
k‖
, which are the only relevant
singlets in the incoherent regime, for the same resonant pi-pulse excitation as in the
previous Sections. Since we assume a completely excitonic conditions in Eq. (7.1) where
all electrons and holes are bound to 1s excitons, the initial carrier distributions are not
given by thermal distributions but rather by
f
e(h)
k‖
=
∑
q‖
|φR1s(k‖ − qe(h)‖ )|2∆N(q‖) ≡ Φe(h)1s (k‖). (7.5)
Here, Φ
e/h
1s (k‖) is the distribution consistent with the 1s-exciton ground state; it is fully
determined by the center-of-mass distribution and the 1s-exciton wavefunction in mo-
mentum state. For a sufficiently narrow center-of-mass distribution, we can approximate
∆N(q‖) ≈ δq‖,0∆N1s,1s such that Φe/h1s (k‖) = ∆N1s,1s|φR1s(k‖))|2. In this limit, the elec-
tron and hole distributions are simply proportional to the probability distribution of the
exciton wavefunction in momentum space.
Figure 7.3 shows the numerically computed electron distribution f ek‖ for different times
during the inversion process. We plot the even part f e,evenk‖ (solid line) and the odd
part f e,oddk‖ (dashed line) of the electron distribution separately [see Eq. (3.30)]. As in
Fig. 7.1, we compare the full result (left column) to the results of a computation where
a TLA is applied to the exciton correlations in Eq. (3.54) (right column). We find
the surprising result that the TLA – which gave the correct dynamics of the exciton
populations ∆Nλ,λ(q‖) and the pair-correlation function ∆geh(r‖) – fails to describe the
actual dynamics of the carrier distributions. In particular, the even part f e,evenk‖ does not
change at all in the TLA even though it should convert into Φe2p(k‖) ≡
∑
q‖
|φR2p(k‖ −
qe‖)|2∆N(q‖) (shaded area in the lower frames of Fig. 7.3) as in the full computation.
To better understand this shortcoming of the TLA, we analytically solve the carrier
dynamics in the exciton basis for a continuous-wave (cw) THz excitation resonant with
the 1s-to-2p transition. Following Paper [V], we solve Eq. (D.25) separately for f e,evenk‖
and f e,oddk‖ . Noting that the exciton wavefunctions have a well-defined parity given by
pi(λ) = 1 for φλ(−|k‖|) = φλ(|k‖|) and pi(λ) = −1 for φλ(−|k‖|) = −φλ(|k‖|), it is easily
confirmed that off-diagonal exciton correlations ∆Nλ,ν between states with the same
parity drive f e,evenk‖ while those with different parity drive f
e,odd
k‖
. Thus, Eq. (D.25) can
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Figure 7.3.: Dynamics of Electron Distribution for pi-pulse. The even (solid line) and
odd part (dashed line) of the electron density distribution are presented for
different times. Results are shown for the full computation (left column) and
for a TLA (right column). For comparison, the upper frames show Φe1s(k‖)
and the lower frames Φe2p(k‖) as a shaded area. (from Paper [V])
be written as
~
∂
∂t
f e,oddk‖ = Im
[ ∑
λ6=ν,q‖
pi(λ)6=pi(ν)
∆Nλ,ν(q‖)Eν,λφ
L
λ(k‖ − qe‖)φRν (k− qe‖)
]
, (7.6)
~
∂
∂t
f e,evenk‖ = Im
[ ∑
λ6=ν,q‖
pi(λ)=pi(ν)
∆Nλ,ν(q‖)Eν,λφ
L
λ(k‖ − qe‖)φRν (k− qe‖)
]
. (7.7)
In the TLA, ∆N1s,2p(q‖) contributes to the odd part f
e,odd
k‖
while no source exists for
the even part f e,evenk‖ . Inserting the solution of the terahertz-Bloch equations (7.3) into
Eq. (7.6), we obtain for for the odd part
∂
∂t
f e,oddk‖ =
∑
q‖
ω2p,1sφ
L
1s(k‖ − qe‖)φR2p(k‖ − qe‖)∆N(q‖) sin(ωRt) cos(ωTHzt). (7.8)
60
7.1. Basic Terahertz-Induced Processes
Integration of Eq. (7.8) yields denominators of the form ωTHz ± ωR ≈ ωTHz which we
approximate assuming that ~ωR ≪ E2p,1s. Furthermore, we use that φLλ ≈ φRλ at low
densities and obtain as the final result for even and odd parts of the carrier distributions
f e,oddk‖ (t)
∣∣
TLA
= Φe1s,2p(k‖) sinΩR(t) sin(ωTHzt)
f evenk‖,e (t)
∣∣
TLA
= Φe1s(k‖) (7.9)
where Φe1s,2p(k‖) ≡
∑
q‖
φR1s(k‖ − qe‖)φR2p(k‖ − qe‖)∆N(q‖). Here, we replaced again
ωRt with ΩR(t) which is valid for slowly varying envelopes. In other words, the TLA
incorrectly predicts an unchanged f evenk‖,e . Thus, in order to obtain the correct result, we
clearly have to extend the analysis beyond the 1s and 2p levels.
When all exciton levels are taken into account, the dynamics of the odd part of the
carrier distribution f e,oddk‖ is the same as for the TLA because ∆N1s,2p(q) is still the
dominant contribution. However, the largest contributions to the even part f e,evenk‖ are
given by the correlations ∆N1s,n:s(q‖) where n : s ≡ 2s, 3s, . . . and ∆N2p,n:p(q‖) where
n : p ≡ 3p, 4p, . . . which directly couple to ∆N1s,2p(q‖). Neglecting all other sources in
their equations of motion, Eq. (D.21) produces
i~
∂
∂t
∆N1s,n:s(q‖) = (En:s − E1s)∆N1s,n:s(q‖)− Jn:s,2p∆N1s,2p(q‖)ATHz, (7.10)
i~
∂
∂t
∆N2p,n:p(q‖) = (En:p −E2p)∆N2p,n:p(q‖)− Jn:p,1s∆N2p,1s(q‖)ATHz. (7.11)
With ∆N1s,2p(q‖) given by Eq. (7.3), the solution for continuous-wave excitation, ATHz =
A0 cos(ωTHzt), is
∆N1s,n:s(q‖) =
i
4
∆N(q‖)
Jn:s,2pA0
En:s − E1s sin(ωRt), (7.12)
∆N2p,n:p(q‖) =
i
4
∆N(q‖)
Jn:p,1sA0
E2p −En:p sin(ωRt). (7.13)
Here, we used again the RWA and assumed that ~ωR ≪ En:s,1s, En:p,2p. Inserting this
result into Eq. (7.7) and solving for f e,evenk‖ yields
f e,evenk‖ (t) = −
1
2
cos(ωRt)
∑
q‖
∆N(q‖) (7.14)
×
[
∞∑
n=2
Jn:s,2p
J1s,2p
φL1s(k‖ − qe‖)φRn:s(k‖ − qe‖)−
∞∑
n=3
Jn:p,1s
J1s,2p
φL2p(k‖ − qe‖)φRn:p(k‖ − qe‖)
]
+ c(k‖)
where the constant c(k‖) is determined by the initial condition. The expression in
brackets can be modified to[
∞∑
n=1
(
Jn:s,2p
J1s,2p
φL1s(k‖ − qe‖)φRn:s(k‖ − qe‖)
)
− |φR1s(k‖ − qe‖)|2 + |φR2p(k‖ − qe‖)|2 (7.15)
−
∞∑
n=2
(
Jn:p,1s
J1s,2p
φL2p(k‖ − qe‖)φRn:p(k‖ − qe‖)
)]
=
[|φR2p(k‖ − qe‖)|2 − |φR1s(k‖ − qe‖)|2] .
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Here, we inserted the definitions Jn:s,2p =
∑
k‖
φLn:s(k‖)j(k‖)φ
R
2p(k‖) and Jn:p,1s =∑
k‖
φLn:p(k‖)j(k‖)φ
R
1s(k‖) and used the completeness of the wavefunctions φν(k‖). In-
serting Eq. (7.15) into Eq. (7.14) and replacing again ωRt with ΩR(t) for slowly varying
envelopes, we thus find altogether
f e,oddk‖ (t)
∣∣
Full
= f e,oddk‖ (t)
∣∣
TLA
, (7.16)
f e,evenk‖ (t)
∣∣
Full
= cos2
(ΩR(t)
2
)
Φe1s(k‖) + sin
2
(ΩR(t)
2
)
Φe2p(k‖). (7.17)
For inversion ΩR(t) = pi, we find indeed f
e
k‖
= Φe2p(k‖)!
The discussed differences between the full analysis and the TLA have important gen-
eral consequences. In particular, in semiconductors, one cannot resort to a TLA when
describing strong THz excitations since then not even the single-particle dynamics of the
carrier distributions is described correctly. Rather, we have to appreciate that the THz
field always generates two-particle correlations involving all exciton states – all of which
are relevant for the dynamics of the full many-body state. Since carrier distributions are
decisive in determining nonlinearities such as Pauli-blocking, scattering and screening
effects [51], omission of the full f
e/h
k‖
dynamics can significantly impair the analysis.
7.2. Rabi-flopping of an Exciton Populations
In Section 7.1, I have identified the most important basic THz-induced mechanisms
for idealized conditions. Now, I will extend these investigations to more complicated
situations where dephasing is fully included. As a first application, I investigate the
possibility of Rabi-Flopping of exciton populations induced by the strong THz field.
Rabi oscillations are a model example of a non-perturbative nonlinear process in
resonantly-excited two-level systems. As the external light field leads to oscillations in
the inversion of the two-level system, it is periodically weakened by absorption and am-
plified by stimulated emission. The ability to induce coherent oscillations in a quantum-
mechanical system is often a prerequisite for more systematic and targeted control of
the quantum state.
In atoms, Rabi-flopping has been demonstrated a long time ago in nuclear-magnetic
resonance experiments [90, 91]. In semiconductors, experiments have demonstrated
coherent Rabi oscillations for interband transitions [54, 55, 92], intersubband transi-
tions [28, 33] and even intraexcitonic transitions of low-lying impurity states [60]. Only
recently, suitable THz sources and detectors have made it possible to induce coherent
intraexcitonic oscillations in intrinsic semiconductors (see, e.g., Section 7.4).
In this Section, the full theory is evaluated for resonant THz excitation of the 1s-to-2p
exciton resonance. I will discuss signatures of Rabi oscillations in transmission and/or
reflection measurements and address ionization and ponderomotive contributions. Since
the ponderomotive parts can mask the Rabi-flopping in the measurable signal, I develop
a scheme that rigorously removes them from the total signal.
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7.2.1. Population Dynamics and Terahertz Current
For the numerical evaluations of the theory in this Section, we assume the carrier density
n = 1 × 104 cm−1 and a lattice temperature of T = 20K. The scattering dynamics in
Eqs. (3.48)-(3.57) provided by TX , cc,c,c,c and cv,v,v,v is treated via a phenomenological
model discussed in Appendix C.3. In particular, we assume that off-diagonal correlations
∆Nλ,ν with λ 6= ν are damped with a decay constant of γ = 0.42meV. We consider
an initial many-body state where all carriers are bound to 1s-excitons, i.e. ∆n1s,1s/n =
100%. The initial carrier distributions are chosen according to Eq. (7.5). We solve
Eqs. (3.48)-(3.57) for resonant excitation of the 1s-to-2p transition with a strong THz
pulse having an almost box-shaped envelope. The THz electric field strength is given
by E0 = 1.6 kV/cm which corresponds to a Rabi-frequency of ωR = 0.3ω2p,1s.
Figure 7.4(a) shows the resulting dynamics of the exciton populations ∆N1s,1s (solid
line) and ∆N2p,2p (dashed line) as well as the sum of all other population correlations∑
λ6=1s,2p∆Nλ,λ (shaded area). We observe damped Rabi oscillations between the 1s and
2p exciton populations as well as ionization of the 1s-2p subsystem as higher exciton
states are populated. The contour plots in Fig. 7.4(c) and (d) show snaphots of the
exciton correlations |∆Nλ,ν| as function of Eλ and Eν . We find that the correlations
∆N1s,2p, ∆N2p,1s and ∆N2p,2p are created by the resonant excitation but also exciton
correlations involving higher states corresponding to the ionization of exciton popula-
tions. Figure 7.4(e) shows the distribution of exciton populations |∆Nλ,λ| at the end of
the simulated time interval, i.e., at t = 22 ps. We distinguish states with s-like parity
(solid line) and states with p-like parity (shaded area). The continuum states occupied at
the final time have mostly s-like parity and are generated via quasi-resonant transitions
from the 2p-exciton state to the continuum.
According to Eq. (4.31), the detectable signal, ∆E, in nonlinear THz transmission and
reflection experiments is proportional to the induced current JTHz(t) + JA(t). Thus, the
total ∆E = ∆ETHz +∆EA consists of a contribution ∆ETHz resulting from many-body
transitions and a trivial ponderomotive contribution ∆EA. Recall that amplitude and
phase of the time-dependent reflected and transmitted THz field can be measured in
THz spectroscopy [13, 28]. Figure 7.4(f) shows the differential transmission ∆E (solid
line) obtained via the full numerical solution. The individual contributions ∆ETHz (solid
line) and ∆EA (shaded area) are shown in Fig. 7.4(g). We see that ∆ETHz, which results
from the THz-induced exciton dynamics, is damped and almost decayed at the end of
the pulse. The signal oscillates with the excitation frequency and is modulated with
the Rabi frequency ωR = 0.3ωTHz. The ∆EA-contribution is simply proportional to the
exciting vector potential ATHz. Since the ponderomotive contributions are relatively
large, they mask the Rabi-flopping signatures in the total signal ∆E which features
only weak residual oscillations. Since experiments cannot directly access ∆ETHz, it is
desirable to have a scheme that rigorously removes ∆EA from the total re-emitted field.
We confirm that the results obtained in this chapter are valid also for other envelope
shapes of the THz pulse. However, the Rabi frequency ωR(t) = J1s,2pAenv(t)/~ is then
time-dependent.
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Figure 7.4.: Dynamics of exciton populations and currents for intense resonant 1s-to-2p
excitation. (a) The computed ∆N1s,1s (solid line), ∆N2p,2p (dashed line)
and
∑
λ6=1s,2p∆Nλ,λ (shaded area) normalized to the total number of elec-
trons are shown for excitation with a box-shaped THz pulse (thin line) with
ωR/ω2p,1s = 0.3. (b) The linear THz absorption (solid line) is shown and
the spectral extension of the THz pulse (full-width at half maximum) is in-
dicated as a shaded area. For the snapshot times indicated by vertical lines
in (a), frames (c) and (d) show |∆Nλ,ν| as function of exciton energies. The
final diagonal exciton distribution ∆Nλ,λ is shown in (e). (f) shows the total
re-emitted field ∆E = ∆ETHz +∆EA and (g) shows the separate contribu-
tions ∆ETHz (solid line) and ∆EA (shaded area). We use n1D = 10
4 cm−1,
T = 20K and γ = 0.42meV. (according to Paper [V])
7.2.2. Removal of Ponderomotive Contributions
We next develop a scheme that removes the trivial ponderomotive contribution, ∆EA,
from the total re-emitted field ∆E. To this end, we compute the complex envelope of
the differential transmission (see Paper [VII]).
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We consider excitation with a THz pulse given by
ATHz(t) = Aenv(t) cos(ωTHzt+ φ0) (7.18)
where Aenv(t) is an arbitrary envelope, ωTHz is the frequency and φ0 is the phase offset
of the pulse. For parabolic bands, the ponderomotive current, Eq. (3.40),
JA = −e
2n2D
µ
ATHz = −e
2n2D
µ
Aenv(t) cos(ωTHzt+ φ0) (7.19)
is simply proportional to the THz vector potential. For close-to-resonant 1s-to-2p excita-
tion, the dominant contribution to the THz current, JTHz, is the 1s-2p exciton-transition
correlation S− =
∑
q‖
∆N1s,2p(q‖). In a rotating frame, this correlation is given by
S˜− ≡ S−e+i(ωTHzt+φ0). We show in Appendix D.5 that the THz current JTHz is given by
JTHz =
2
S
ω2p,1s
ωTHz
J1s,2pRe
[
S˜−e
−i(ωTHzt+φ0)
]
(7.20)
whenever S˜− varies slowly enough and ionization contributions are small. By inserting
Eqs. (7.19) and (7.20) into Eq. (4.31), we find
∆E = (c1S˜x + c2Aenv) cos(ωTHzt+ φ0) + (c1S˜y) sin(ωTHzt+ φ0) (7.21)
where the prefactors have been combined into the constants c1 and c2. Furthermore, S˜x
and S˜y denote real and imaginary part of S˜−, respectively. As seen in the previous Sec-
tions, S˜x and S˜y are approximately described by the terahertz-Bloch equations (TBE).
The analytic solution of the TBE in Appendix D.5 shows that S˜x vanishes for resonant
1s-to-2p excitation while S˜y oscillates with the Rabi frequency.
We find that the ponderomotive contribution is synchronized with the cosine part of
Eq. (7.21) while the sine part only contains the pure Rabi flopping in S˜y. Since cosine
and sine functions represent orthogonal phases, an intelligent Fourier-transformation
based algorithm can separate the ponderomotive contribution from the measured ∆E.
Following Paper [VII], we next develop this algorithm based on the property of Eq. (7.21).
As a first step, we compute the Fourier transformation of the total differential trans-
mission ∆E(ω) =
∫∞
−∞
dt exp(iωt)∆E(t). In general, real and imaginary parts of ∆E(ω)
display two pronounced peaks — one around the positive frequency ω = ωTHz and one
around the negative frequency ω = −ωTHz. As the next step, we cut off the negative-
frequency parts and get ∆E(ω)θ(ω). We then shift the argument by the central fre-
quency ωTHz and obtain F (ω) ≡ ∆E(ω + ωTHz)θ(ω + ωTHz). By computing F (ω),
we have effectively shifted the position of the positive-frequency peak of ∆E(ω) from
ω = ωTHz to ω = 0. We then Fourier transform F (ω) back into time-domain via
F (t) ≡ ∫∞
−∞
dω/pi exp(−iωt)F (ω). Since the fast ωTHz-oscillations have been removed in
F (t), this quantity only contains the dynamics of the envelope of ∆E(t). In general, F (t)
is complex-valued. As the final step, we multiply F (t) with eiφ0 where φ0 is the phase
offset of the excitation pulse. The resulting f(t) ≡ eiφ0F (t) is the complex envelope of
65
7. Exciton Populations in Strong Terahertz Fields
the differential transmission ∆E(t). The definition of f(t) can also be expressed in the
more compact form
f(t) = ei(ωTHzt+φ0)
∫ ∞
0
dω
pi
e−iωt∆E(ω). (7.22)
Note that our scheme to compute the complex envelope only requires the knowledge of
the differential transmission ∆E(t) and the electric field ETHz(t) of the excitation pulse
which are both accessible in experiments.
It is straightforward to show that f(t) obeys
∆E(t) = Re [f(t)] cos(ωTHzt+ φ0) + Im [f(t)] sin(ωTHzt+ φ0). (7.23)
A comparison with Eq. (7.21) directly yields
Re [f(t)] = c1S˜x(t) + c2Aenv(t), (7.24)
Im [f(t)] = c1S˜y(t).
Thus, we find that the pure Rabi oscillations can be identified via oscillations in Im [f(t)]
while the ponderomotive part contributes only to Re [f(t)]. The absolute value of the
complex envelope, |f(t)| =
√
(Re [f(t)])2 + (Im [f(t)])2, is identical to the usual real-
valued temporal envelope of ∆E. Thus, according to Eqs. (7.23) and (7.24), one can
rigorously separate the relevant excitonic and the ponderomotive contributions by com-
puting the complex envelope of the detectable ∆E(t) signal.
To test this scheme, we compute the complex envelope for the differential transmis-
sion ∆E computed in the last Section. Figure 7.5 shows the individual steps that are
necessary to obtain the complex envelope. The original ∆E (shaded area in frame (a))
is Fourier transformed with respect ot time (frame (b)). The spectrum is truncated
and shifted (frame (c)) and then transformed back to time-domain (frame (d)). We
find that the thus obtained complex envelope indeed separates excitonic and pondero-
motive contributions: The imaginary part, Im [f(t)] (solid line) oscillates and exhibits
distinct zero-crossings after each half Rabi-cycle clearly demonstrating the Rabi flopping
of exciton populations. Note that the oscillations are biased slightly below zero due to
exciton transitions leading to ionization of the 1s-2p two-level system. These transitions
contribute to both real and imaginary part of the complex envelope but are usually
small for close-to-resonant 1s-to-2p excitation. The real part, Re [f(t)] (dashed line),
results mainly from the ponderomotive contribution and thus follows the envelope of the
box-shaped excitation pulse. The weak oscillations in Re [f(t)] at early times are due to
ionization contributions. In Fig. 7.5(e), we compare the actual ∆ETHz(t) (shaded area)
with Im [f(t)] sin(ωTHzt+φ0) (dashed line) and find that the curves match. As shown in
Fig. 7.5(f), the actual ∆EA(t) (shaded area) matches Re [f(t)] cos(ωTHzt + φ0) (dashed
line).
As an application of the presented scheme, we here computed the complex envelope
of the differential transmission for resonant THz excitation with a box-shaped envelope.
However, our scheme can isolate the pure Rabi-oscillations from the measured ∆E(t) for
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Figure 7.5.: THz currents and complex envelope. (a) The full re-emitted field ∆E(t)
(shaded area) and the absolute value of the complex envelope |f(t)| are
shown. Frames (b) and (c) show real (solid line) and imaginary (shaded
area) part of ∆E(ω) and F (ω), respectively. (d) |f(t)| (solid line) Re[f(t)]
(dashed line) and Im[f(t)] (shaded area) are shown. (f) The actual ∆ETHz
(shaded area) is compared to Im [f(t)] sin(ωTHzt + φ0) (dashed line). In
(g), the actual ∆EA (shaded area) is compared to Re [f(t)] cos(ωTHzt+ φ0)
(dashed line). (according to Paper [VII])
arbitrary envelope shapes. For the case that the excitation is detuned from the 1s-to-2p
resonance, the imaginary part of the complex envelope directly identifies the detuned
Rabi oscillations.
The method presented here can easily be extended to the case that the excitation
pulse, ATHz(t) = Aenv(t) cosΦ(t), is chirped such that the phase Φ(t) cannot be written
as ωct+φ0 with constants ωc and φ0. In this case, the complex envelope of the differential
transmission is obtained via the following steps. First, Φ(t) = ωct + φ(t) is expressed
via a time-dependent phase-offset φ(t) and an arbitrary central frequency ωc. Then –
as for the unchirped case – the central frequency ωc is “removed” from the signal by
computing eiωct
∫∞
0
dω
π
e−iωt∆E(ω). As the final step, the result is multiplied with eiφ(t).
In a compact form, the complex envelope can be written as
f(t) = eiΦ(t)
∫ ∞
0
dω
pi
e−iωt∆E(ω). (7.25)
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Figure 7.6.: THz response for different intensities and resonant excitation. The spectrum
|JTHz(ω)| for different values of the Rabi frequencies (a) ωR = 0.1ω2p,1s, (b)
ωR = 0.3ω2p,1s, (c) ωR = 0.4ω2p,1s is shown for the full computation (solid
line) and for the TLA (shaded area). The region around ω/ω2p,1s = 3 is
magnified. (according to Paper [V])
Again, it is straightforward to show that
∆E(t) = Re [f(t)] cosΦ(t) + Im [f(t)] sinΦ(t). (7.26)
such that Re [f(t)] = c1S˜x(t) + c2Aenv(t) and Im [f(t)] = c1S˜y(t). The phase of the
excitation pulse has to be determined separately, e.g., via the spectogram of the measured
ETHz.
Since the trivial ∆EA-contribution can always be removed, we only concentrate on
∆ETHz to further discuss the Rabi-flopping signatures.
7.2.3. Rabi Sidebands and Harmonics
To further investigate the Rabi flopping signatures in the nonlinear THz response, we
analyze the power spectrum spectrum |∆ETHz|. Figure 7.6 shows |∆ETHz(ω)| for three
values of the peak THz field strength E0 for resonant 1s-to-2p excitation. We present
results for the full computation (solid line) and for the two-level approximation (shaded
area). We observe that the Rabi oscillations lead to the well-known Rabi sidebands in
the spectrum at the energetic position ωTHz ± ω˜R where ω˜R is the renormalized Rabi
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frequency (see Appendix D.5). The splitting of the Rabi sidebands increases with larger
intensity since ωR ∝ E0.
The solution for the two-level approximation features only two peaks whereas an ad-
ditional narrow middle peak emerges at ωTHz for the full computation. We find that the
middle peak broadens for increasing intensity. We verify numerically that the linewidth
of the middle peak is independent of the dephasing constant γ used. When we evaluate
the ionization rate γion defined as ∆n1s,1s + ∆n2p,2p = n2D exp(−γiont/~), we find that
the linewidth of the middle peak matches with γion. Hence, we conclude that the middle
peak is a direct signature of the ionization process.
The triplet in the THz power spectrum around the excitation frequency must not
be confused with the famous Mollow triplet [93] in the fluorescence spectrum of reso-
nantly driven two-level systems. There, a middle peak and two sidebands emerge with
a fixed ratio of linewidths and peak heights which can be explained within the two-level
approximation. Here, we monitor the classical reradiation not fluorescence.
The triplet around 3ωTHz in Fig. 7.6 can be attributed to harmonics generated by the
strong THz excitation. We observe that the sidebands at 3ωTHz±ωR are also present in
the TLA. As discussed in Section 6.2, harmonics of resonantly excited two-level systems
result from the breakdown of the RWA [82]. They are a signature of extreme-nonlinear
dynamics and become appreciable when the Rabi frequency approaches the transition
frequency. The effect of contributions beyond the RWA is already apparent in Fig. 7.4(a)
where these non-RWA parts lead to small superimposed high-frequency oscillations in
the exciton-population dynamics.
We have concentrated on the nonlinear THz response of many-body states where all
electrons and holes are bound into 1s excitons. While it is experimentally possible to
obtain exciton fractions ∆n1s,1s/n2D > 90% after resonant optical excitation [25], often
states with lower exciton fractions are relevant. As discussed in Section 5.2, these states
consist of a mix of exciton populations and correlated electron-hole plasma. Like for the
linear response, it is easy to verify that the influence of the correlated plasma is small
for the low-density conditions. It is shown in Ref. [94] that the Rabi-splitting in the
spectrum |∆ETHz(ω)| remains visible for exciton fractions well below 10%. In Ref. [94],
it is also confirmed that the qualitative results do not depend on the dimensionality of
the semiconductor system. The general features also appear for resonant strong-field
THz excitation of a QW.
7.3. Ionization of an Exciton Population
In atom optics, the ionization of atoms with intense femtosecond pulses has been the
subject of numerous investigations. For example, the kinetic energy of a photo-electron
liberated from an atomic orbital via direct or multiphoton ionization can reveal impor-
tant information about the electronic structure and other properties of the atom [95, 96].
For very strong excitation with few-cycle pulses, electrons are not only ionized but also
strongly accelerated by the laser field leading to a new class of non-perturbative phenom-
ena such as above-threshold ionization [97, 98] and high-harmonic generation [99, 100].
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Incoherent excitons in semiconductor are expected to behave similarly under strong
THz excitations. As two examples, I will investigate direct and below threshold THz
ionization of a 1s-exciton population. Density and temperature are chosen as in the
previous Section. Again, Eqs. (3.48)-(3.57) are solved in main-sum approximation to
Eq. (3.54) and scattering contributions are treated phenomenologically as discussed in
Appendix C.3.
7.3.1. Creation of Ballistic Wavepackets via Direct Ionization
In this Section, we investigate direct ionization of an incoherent 1s-exciton population
with an intense THz pulse. The THz pulse, ATHz = Aenv cos(2piνTHzt), has a Gaussian
envelope Aenv = A0 exp(−(t/τ)2), a duration given by τ = 2ps, and frequency νTHz =
2.6THz such that the photon energy ~ωTHz = 10.9meV is larger than the 1s exciton
binding energy EB ≈ 10.4meV [see Fig. 7.7(b)]. Furthermore, we choose a large electric
field strength E0 ≈ A0ωTHz = 13.1 kV/cm. As in the previous Sections, we assume that
off-diagonal correlations are damped with γ = 0.42meV.
Figure 7.7(a) shows the dynamics of the bound exciton populations ∆N1s,1s (solid
line), ∆N2p,2p (dashed line) and
∑
λ6=1s,2p∆Nλ,λ (shaded area). We find that the 1s-
population is almost completely transferred to higher states. The 2p state is populated
transiently even though the 1s-2p transition is off-resonant. For two times, indicated
by vertical lines, we present snapshots of the exciton-correlations |∆Nλ,ν| as function
of Eλ and Eν in Figs. 7.7(c) and (d). We find that both diagonal and off-diagonal
correlations involving continuum states build up during ionization. In particular, a
cluster or “blob” of correlations emerges around the diagonal correlation ∆Nλ0,λ0 with
energy Eλ0 ≈ E1s + ~ωTHz. In Fig. 7.7(e), the diagonal populations ∆Nλ,λ at the final
time of the computation t = 11 ps are shown. We distinguish s-like (solid line) and p-like
(shaded area) exciton states. Beside the main peak at E1s + ~ωTHz, the THz ionization
leads to smaller peaks around the energies E2p + ~ωTHz and E1s + 2~ωTHz.
To investigate the origin of the peaks in the continuum, we perform a “switch-off”
analysis in the numerical computation. We compare the full result to computations
where certain correlations ∆Nα,β – corresponding to continuous regions in the contour
plots, Figs. 7.7(c),(d), – are projected out of cX at each time step. As a result of this
analysis, we can identify the ionization channels shown as dashed lines in Figs. 7.7(c)
and (d). We find that the first peak in the final exciton distribution follows from single-
photon ionization. Due to parity requirements, mostly p-like correlations are created.
The peak with the highest energy around E1s + 2~ωTHz is generated via the direct,
i.e., non-sequential absorption of two photons. In atom optics, the absorption of more
photons than needed for ionization is known as Above-Threshold Ionization (ATI). The
peak at E2p+ ~ωTHz is due to sequential ionization via the 2p exciton state even though
the 1s-to-2p transition is off-resonant. The non-resonant 1s-to-2p transition is relevant
due to the relatively large line-broadening given by γ and the large 1s-2p transition
matrix element. In this respect, the THz-induced exciton dynamics is decidedly different
from atom optics where the transition linewidth is usually much narrower than the
energetic separation between states.
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Figure 7.7.: Direct ionization of an exciton population. (a) The populations ∆N1s,1s
(solid line), ∆N2p,2p (dashed line) and
∑
λ6=1s,2p∆Nλ,λ (shaded area) nor-
malized to the total number of electrons are shown for excitation with a
Gaussian THz pulse (thin line) with νTHz = 2.6THz and E0 = 13.1 kV/cm.
(b) shows the linear THz absorption (solid line) and the spectral extension
of the THz pulse (shaded area). For the snapshot times indicated by vertical
lines in (a), frames (c) and (d) show |∆Nλ,ν| as function of Eλ and Eν . The
dashed lines with arrows indicate ionization channels. Frame (e) shows the
final diagonal exciton distribution ∆Nλ,λ as function of Eλ.
The contour plot, Fig. 7.8(a), shows the pair-correlation function, ∆geh(r, t), along
the polarization direction of the THz field. Figure 7.8(b) shows ∆geh(r) for the snapshot
times t = 4ps (solid line) and t = 5.5 ps (shaded area). Initially, ∆geh(r, t) is proportional
to |φR1s(r)|2 corresponding to the presence of incoherent 1s-excitons. As the exciton is
ionized, the probability to find an electron and hole close together is reduced. We find
the intriguing result that electron and hole move apart with a constant velocity indicated
by the dashed line in Fig. 7.8(a). Thus, the strong THz pulse creates a ballistic electron-
hole wavepacket. The peak height decreases in time such that the wavepacket’s lifetime
is about 3− 4 ps.
The wavepacket moves with a velocity vwp = ∆r/∆t = 100 nm/ps. It is directly
related to the “blob” of correlations around ∆Nλ0,λ0 with Eλ0 ≈ E1s + ~ωTHz since
the kinetic energy of the wavepacket Ewp = µv
2
wp/2 = 1.6meV matches the kinetic
energy of the continuum state as Eλ0 is approximately 1.4meV above the start of the
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Figure 7.8.: Pair-correlation function during ionization. (a) and (c) show ∆geh(r, t) along
the quantum-wire direction for THz frequencies νTHz = 2.6THz and νTHz =
3.0THz. In (b) and (d), cross-sections for t = 4ps (solid line) and t = 5.5 ps
(shaded area) are presented. The Gaussian wavepacket is highlighted by
dashed lines in (a),(c).
continuum. Figures 7.8(c) and (d) show the pair-correlation function for THz frequency
νTHz = 3.0THz and peak field strength E0 = 22.6 kV/cm. The velocity of the wavepacket
vwp = 170 nm/ps is larger since continuum correlations with higher energies are created
by the strong THz pulse. We thus find that the properties of the wavepacket can be
controlled via duration and frequency of the THz pulse.
To better understand the origin of the wavepacket, we give an approximate analytic
expression for its dynamics. We assume that the continuum wavefunctions are given by
plane waves φλ(r‖, t) = exp(ikλ · r‖ − Eλt/~)/
√S characterized by the momentum kλ
and the energy Eλ = ~k
2
λ/(2µ). Furthermore, we approximate the exciton correlations
after ionization by
∆nλ,ν = n0e
−(kλ−k0)
2/∆k2e−(kν−k0)
2/∆k2e−γt/~ (7.27)
where k0 =
√
2µEλ0/~ is the momentum of the exciton state at the center of the
“blob” and ∆k the width of the distribution. The factor e−γt/~ accounts for dephasing
of correlations due to scattering. According to Eq. (D.12), the correlated part of the
pair-correlation function along the QWI direction is then given by
∆geh(r, t) ∝ n0e−γt/~
∑
λ
e−(kλ−k0)
2/∆k2e−i(kλr−Eλt/~) (7.28)
×
∑
ν
e−(kν−k0)
2/∆k2ei(kνr−Eνt/~).
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Since the continuum states are continuous, the sums can be evaluated as integrals which
leads to
∆geh(r, t) ∝ 1√
1 + δ2
exp
{
−
(r − ~k0
µ
t)2
2∆k2(1 + δ2)
}
e−γt/~, δ =
~t
2µ∆k2
. (7.29)
Equation (7.29) describes a wavepacket with group velocity ~k0/µ and width ∆k
2(1+δ2).
The peak height of the wavepacket decreases in time since the wavepacket disperses and
the correlations decay. For our parameters, the decay of the wavepacket is dominated
by the correlation decay, e−γt/~, such that there is no significant broadening of the
wavepacket during its lifetime.
The wavepacket dynamics does not leave direct signatures in the differential THz
transmission since its dynamics is connected to the final state after ionization rather
than the created currents. It may be possible to detect the signatures of the wavepacket
via photoluminescence experiments or with a second delayed THz probe.
7.3.2. High-Harmonic Generation
We next investigate strong-field excitation of a 1s-exciton population with a THz pulse
A(t) = A0 exp(−(t2/τ 2)) cos(2piνTHzt) whose frequency νTHz = 0.5THz is such that
~ωTHz = 2.1meV is below the ionization potential EB ≈ 10.4meV. We choose a duration
of τ = 2ps such that the pulse comprises only a few cycles. At the same time, we choose
a relatively large intensity given by E0 = 2.6 kV/cm.
Figure 7.9(a) shows the exciton-population dynamics. We find that the 1s-exciton
population is completely ionized. The snapshots of the exciton correlations in Figs. 7.9
(c) and (d) reveal that the pulse creates correlations ∆Nλ.ν involving exciton states
λ, ν with energies up to 20meV above the 1s energy. The final exciton distribution
shown in Fig. 7.9(e) displays a series of ATI peaks separated by one photon energy. In
atom-ionization experiments, such ATI peaks have been observed in the photo-electron
spectrum for similar excitation conditions. In semiconductors, the final exciton distri-
bution cannot directly be measured.
In Fig. 7.10(a), we plot the power spectrum |∆ETHz| (shaded area) of the re-emitted
field on a logarithmic scale. We find that high harmonics of the THz field are generated
up to the 15th order. The magnitude of the signal decreases rapidly for the first few
peaks, then reaches a plateau and decays abruptly after the last peak. In Fig. 7.10(b),
we solve the THz response for the same conditions but increase the field strength to
E0 = 3.77 kV/cm. In this case, we find even higher harmonics up to the 23th order.
This particular form of high-harmonic generation (HHG) is well-known from atom
optics. where intense femtosecond laser pulses are used to excite, e.g., noble gases [99,
100]. The strong light-matter interaction can lead to the generation of harmonics up
to the 160th order [101]. The HHG from atoms can be used to generate coherent pulse
trains of attosecond duration with frequencies in the x-ray region [99]. The generation
mechanism of HHG can be explained to some degree by the semi-classical three step
model introduced in Ref. [98] as follows: As the first step, the electron is ionized at
73
7. Exciton Populations in Strong Terahertz Fields
Figure 7.9.: Below Threshold Ionization of an Exciton Population. (a) The dynamics of
∆N1s,1s (solid line) and
∑
λ6=1s,2p∆Nλ,λ (shaded area) are shown for excita-
tion with a Gaussian THz pulse (thin line) with frequency νTHz = 0.5THz,
peak field strength E0 = 2.6 kV/cm and φ = 0.25 pi. (b) shows the lin-
ear THz absorption (solid line) and the spectral position of the THz pulse
(shaded area). For two snapshot times indicated by vertical lines in (a),
frames (c) and (d) show |∆Nλ,ν|. In (e), the final diagonal exciton distribu-
tion ∆Nλ,λ is shown.
some instant in time. In the second step, the electron is accelerated by the laser electric
field. For suitable conditions, the electron can return to the core where it was created
(its birth place) having acquired a certain kinetic energy. In the third step, the electron
can undergo scattering back to the ground state which leads to the quantum-mechanical
emission of a photon. While this model cannot explain the details of the HHG, it predicts
a cut off for the harmonics which depends on the maximum energy that the electron
acquires during the acceleration by the laser field. According to the semi-classical model,
the highest harmonics is given by
Ncutoff =
EB + 3.17EP
~ωTHz
(7.30)
where EB is the binding energy, EP is the ponderomotive energy and ~ωTHz is the photon
energy.
In Figs. 7.10(a) and (b), we find that the theoretical cutoff νcutoff = NcutoffνTHz (vertical
lines) quite accurately predicts the highest harmonics in our numerical simulation. We
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Figure 7.10.: High-Harmonic Generation. (a) The power spectrum of the re-emitted field
|∆ETHz| (shaded area) is presented on a logarithmic scale for the excitation
shown in Fig. 7.9 with E0 = 2.6 kV/cm and φ = 0.25 pi. The solid line
shows the result when the offset phase is changed to φ = 0.75 pi. (b) shows
the resulting |∆ETHz| for φ = 0.25 pi (shaded area) and φ = 0.75 pi (solid
line) when the field strength is increased to E0 = 3.77 kV/cm. (e),(f) The
pair-correlation ∆g(r, t) and two snapshots at t = 4.2 ps (shaded area) and
t = 4.8 ps (solid line) for the excitation in Fig. 7.9 are shown.
also find that the HHG spectrum looks different when the offset phase of the THz pulse
is changed from φ = 0.25 pi (shaded area) to φ = 0.75 pi (solid line). While the highest
harmonics are clearly resolved for φ = 0.25 pi, they are washed out for φ = 0.75 pi.
The dependence on the carrier-envelope offset phase indicates that HHG is, in fact,
an extreme nonlinear process [102, 103]. The extreme-nonlinear character of HHG is
explained by the commensurability of ponderomotive energy and exciton binding energy.
For our parameters, we indeed find the ratios EP/EB = 0.50 for E0 = 2.6 kV/cm and
EP/EB = 1.0 for E0 = 3.77 kV/cm.
The dynamics of the electron-hole pair-correlation function presented in Fig 7.10(c),(d)
supports the semi-classical picture of the ionization process. We find that ∆g(r, t) “fol-
lows” the oscillations of the THz electric field in a classical sense. The electron-hole
wavepacket is displaced by as much as 10a0.
We have demonstrated that HHG from THz-ionization of exciton populations can be
detected in the re-emitted field. In atom optics, HHG not only provides a convenient X-
ray source but it can also be used to reconstruct the actual quantum state of the electron
before it is ionized as shown in Ref [104]. There, HHG spectra from N2 were recorded
in many different directions. Via a tomographic reconstruction algorithm, this data was
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used to determine the wavefunction of the highest occupied molecular orbital. It would
be interesting to investigate if HHG from THz ionization can be used to reconstruct the
exciton wavefunction.
7.4. Coherent Control of 1s-Para Excitons in Cu2O
In this Section, we use our microscopic theory to explain linear and nonlinear THz exper-
iments on cuprous oxide (Cu2O). The experiments were performed by R. Huber et al. in
Berlin and Konstanz while the theoretical analysis was done in Marburg. Cuprous oxide
is a direct-gap semiconductor with unusual properties. Due to an inversion symmetry of
the lattice, the dipole-matrix element between the Γ+7 valence band and the Γ
+
6 conduc-
tion band vanishes. As a result, the linear optical absorption spectrum does not show
the typical resonances of s-like exciton states. Instead, symmetry requires that only
states with p-like symmetry appear in the optical absorption as shown theoretically in
Ref. [49] and experimentally in Ref. [105]. The energies of the p-like excitons (so-called
yellow exciton series) are accurately given by a Rydberg series −εB/n2, n = 2, 3, . . .
with εB = 98meV.
It is another special feature of Cu2O that the 1s-exciton Bohr radius a0 ≈ 7 A˚ is com-
parable to the lattice constant aL = 4.26 A˚. As a result, the 1s-exciton wavefunction
in momentum-space extends into the region of the Brillouin zone where the bands are
strongly non-parabolic. This leads to an anomalously large 1s-exciton binding energy
of E1s = 153meV. Another effect of the small exciton radius is that spin-dependent
exchange interactions are large such that the energies of the 1s-singlet state and the
1s-triplet state split by 12meV (2.9THz). The lower-lying singlet state, called 1s-para
exciton, is non-degenerate and has a Γ+2 symmetry. The triplet state, called 1s-ortho ex-
citon, is triply degenerate and has a Γ+5 symmetry. The so-called central-cell corrections
which arise from the small Bohr radius are further discussed in Ref. [106]. The schematic
bandstructure relevant for the investigations in this Section is shown in Fig. 7.11(c).
Using symmetry arguments, it can be shown [107] that interband recombination of
ortho excitons is dipole forbidden while para states are optically dark to all multi-
pole orders due to their spin of unity. This fact ensures long lifetimes on the µs scale
and makes 1s-para excitons interesting for quasi-equilibrium BEC [108–110]. On the
other hand, the same selection rules prohibit the direct observation and control of para
states via optical interband transitions. Terahertz pulses have the obvious advantage
that they directly couple to the internal excitations of quasiparticles, irrespective of in-
terband dipoles. Studies of intraexcitonic absorption have provided novel insight into
the formation dynamics, fine structure, density, and temperature of excitons in Cu2O
[17, 18, 111].
To apply our theory to bulk Cu2O, we need to generalize the THz coupling to three-
dimensional systems. It is straightforward to show that the singlet-doublet equations in
the incoherent regime for bulk systems have the same format as Eqs. (3.48)-(3.57) for
QW and QWI systems. For Cu2O-bulk systems, we have to replace the two-dimensional
wavevectors with three-dimensional wavevectors k‖ → k and use the three-dimensional
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Coulomb-matrix element Vq = e
2/(ε0εBGVq2) where V is the quantization volume, and
εBG = 7.5 is the background dielectric constant of Cu2O. The THz response follows from
Maxwell’s wave equation[
∇2 − n
2
0
c2
∂2
∂t2
]
ATHz = −µ0 (JTHz + JA) (7.31)
with the THz current JTHz = 1/V
∑
λ,k jλ(k)f
λ
k and the ponderomotive current JA =
−e2/(~2V)∑k,λ(∂2ελk/∂k2x)fλkATHz. For the thin samples studied here, propagation ef-
fects are negligible such that the re-emitted field ∆E is proportional to the total induced
current JTHz + JA just as in the QW case.
Since we only consider the low-density regime where large fractions of exciton popu-
lations can exist, it is convenient to solve the linear and nonlinear current dynamics in
the exciton basis. According to Eq. (D.4), the exciton energies and three-dimensional
wavefunction are determined by the Wannier equation(
ε˜ek+qe + ε˜
h
k−qh
)
φRλ;q(k)−
(
1− f ek+qe − fhk−qh
)∑
k′
Vk′−kφ
R
λ;q(k
′) = Eλ;qφ
R
λ;q(k). (7.32)
We solve Eq. (7.32) for a realistic band structure of Cu2O [112] which includes the correct
non-parabolicity of the valence bands. Thus, we obtain a realistic energy spectrum for
the para-exciton series of Cu2O; in particular, we find E
para
2p;0 − Epara1s;0 = 129meV which
matches the value of the 1s-to-2p para-exciton transition in the experiment. To describe
the ortho-exciton series we use the same exciton energies and wavefunction as for the para
states but shift the 1s-energy by 12meV such that Eortho2p;0 − Eortho1s;0 = 116meV matches
the 1s-to-2p ortho-exciton transition in the experiment. As discussed in Appendix D.1,
the non-parabolicity of the bandstructure can lead to a strong center-of-mass (CM)
dependence of exciton energies and wavefunctions. For Cu2O, we find that the CM
dependence of exciton energies is roughly parabolic
Eλ,|q| = Eλ,0 +
~
2|q|2
2Mλ
. (7.33)
We find the values M1s = 3.0m0 and M2p = 1.9m0 which are close to the litera-
ture values [106]. Thus, the 1s-to-2p transition energy is strongly q-dependent [see
also Fig. 7.11(c)]. The dipole-matrix element of the 1s-to-2p transition is found to be
d1s,2p;0 = 3.5eA˚. In our numerical computations, we take into account all exciton levels
with s, p, and d-like symmetry including the continuum states.
The sample used in the experiment is a naturally grown single crystal of Cu2O (thick-
ness: 264 µm) kept at a temperature of TL = 5 K. To measure the time-resolved linear
THz response, the experiment employs a low-noise Ti:sapphire amplifier for intense 12-fs
pulses centered at a photon energy of 1.55 eV (repetition rate: 0.8 MHz). Part of the
output creates unbound e-h pairs with a homogeneous density of ne/h = 2× 1016 cm−3
via two-photon absorption. A second branch generates multi-THz pulses by optical rec-
tification in GaSe. These transients are transmitted through the sample. Phase-matched
electro-optic detection yields the temporal waveform of the probe field for selected delay
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times ∆t between the near-infrared pump and the THz probe. This two-dimensional
scheme [13] affords simultaneous access to pump-induced changes of the absorption co-
efficient and the refractive index as a function of ∆t as shown in Fig. 7.11(a),(b).
Starting with an almost Drude-like response of the photogenerated unbound e-h pairs,
at ∆t = 100 fs, the linear THz spectra change dramatically on a few-ps scale. After
∆t = 11 ps, the hallmark 1s-2p lines are evidence of a population of 1s-para and ortho
states [17]. Both lines narrow and shift to lower frequencies during the first 100 ps, while
the ratio of para versus ortho densities increases. Due to different effective masses of 1s
and 2p states [Fig. 7.11(c)], the temperature T1s of the ensemble is encoded in the THz
line shape [17, 113]. We compare the experimental response for ∆t = 100 ps to results
from our microscopic theory. We find good agreement when we assume densities of
npara1s = 0.77×1016 cm−3 and northo1s = 0.47×1016 cm−3 and a temperature of T1s = 10±4K
[Fig. 7.11(a),(b)]. Note that the ponderomotive current JA yields a real-valued Drude-
like contribution χA(ω) = −ω2PLεBG/ω2 which gives rise only to a refractive index change;
the absorption follows entirely from JTHz. We find that the measured refractive index
change for ∆t = 100 ps (shaded area with dots in Fig. 7.11(a)) is explained only by the
full theory (solid line) in contrast to calculations without the ponderomotive contribution
(dashed line).
As the next step, the experiment actively controls the internal quantum state of the
dark quasiparticles via nonlinear THz excitations. Intense THz transients ETHz resonant
with the 1s-2p para transition (photon energy: 129 meV) are generated by optical recti-
fication of 0.2mJ pulses from a high-power Ti:sapphire amplifier (repetition rate: 1 kHz)
[28]. Optimally shaped laser pulses from an acousto-optic modulator and tight focusing
of the multi-THz beam to a diffraction limited spot of 35µm (FWHM of the field) allow
us to reach peak fields of EpeakTHz = 0.5MV/cm [upper panel in Fig. 7.13(a)]. Due to
the Gaussian TEM00 profile of the THz beam, the excitation is spatially inhomogeneous
such that excitons at different locations are exposed to different intensities.
The curves in the lower panel of Fig. 7.13(a) represent the response of 1s-para exci-
tons to the incident waveform ETHz at six different peak fields E
peak
THz . All THz traces are
recorded directly in the time domain by ultrabroadband electro-optic detection [114],
resolving both amplitude and phase of the electric field. At low excitation intensity
[curves (i) and (ii)], the re-emitted field reaches its maximum towards the end of the
driving pulse ETHz and then decays with a finite dephasing time of 0.7 ps. For inter-
mediate and high intensities of the driving field [curves (iii)-(vi)], the response is not a
linearly increased version of the low-field case. Rather, the re-emitted field rises more
rapidly, reaches its maximum before the peak of the pump transient, and decreases
within the coherence window. Moreover, the maximum value of the amplitude saturates
for increasing excitation density. This intensity-dependent response, in particular the
temporal shift of the amplitude maximum from t = 0.25 ps [curve (i)] to t = −0.25 ps
[curve (vi)], shows clearly that the THz field saturates the 1s-2p transition inducing a
coherent nonlinearity. Most remarkably, curves (v) and (vi) exhibit a structured enve-
lope with a first maximum at t = −0.25 ps and a second less pronounced side peak at
0.25 ps (v) and 0.24 ps (vi), respectively. The onset of an oscillatory behavior indicates
that the intense THz beam leads to nonlinear dynamics of dark exciton populations well
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Figure 7.11.: Linear Response of Cu2O. (a),(b) Formation and cooling dynamics of 1s ex-
citons in Cu2O probed by multi-THz spectroscopy: Pump-induced changes
of absorption ∆α and refractive index ∆n (shaded area with dots) for var-
ious delay times ∆t after two-photon absorption of 12-fs pulses centered
at 1.55 eV. Vertical lines: 1s-2p resonances at vanishing center-of-mass
momentum. Solid line: Theoretical result with npara1s = 0.77 × 1016cm−3,
northo1s = 0.47 × 1016cm−3 and T1s = 10 K. Dashed line: Theoretical ∆n
without ponderomotive contribution. (c) Due to different effective masses
of 1s and 2p excitons, THz transitions (arrows) depend on the center-of-
mass momentum. (from Paper [VIII])
beyond the perturbative regime.
To evaluate the nonlinear response in our theory, we solve the current dynamics using
the exact temporal and spatial profile of the experimental excitation pulses. Since the
experiment excites the 1s-2p para transition, we assume that initially all electron-hole
pairs exist as 1s-para excitons. In the experiment, the size of the optical spot is larger
than that of the THz spot. The intensity distribution of the THz spot has a Gaussian
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Figure 7.12.: Nonlinear THz response of 1s para excitons (∆t = 1 ns): quantitative
comparison of (a) experiment and (b) microscopic theory. Upper panels:
Real-time profile of the exciting THz pulse ETHz. Lower panels: Re-emitted
THz field ∆E (vertically offset) for six values of the peak driving field, with
EpeakTHz = 0.13, 0.24, 0.45, 0.67, 0.92, 1.0×Em for curves (i)-(vi), respectively
(Em = 510 kV/cm in experiment and Em = 300 kV/cm in theory). (from
Paper [VIII]).
TEM00 profile such that the optically-excited exciton gas is excited with multiple THz
intensities. The detector then measures an intensity-averaged signal. When piR2D is the
detection area, the averaged differential transmission is given by
∆Eavg(t) =
∫
d2r∆E(r, t)
piR2D
=
2pi
piR2D
∫
drr∆E(r, t) =
R2
R2D
∫ Im
0
dI
I
∆E(I, t) (7.34)
where ∆E(r, t) is the differential transmission at a distance r from the spot center and
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Figure 7.13.: Complex envelope of experimental (left column) and theoretical (right col-
umn) nonlinear transients. Real (dashed line), imaginary (shaded area)
and absolute value (solid line) of f(t) are shown where f(t) is the complex
envelope of the transients shown in Fig. 7.12.
∆E(I, t) is the re-emitted field for fixed intensity. In Eq. (7.34), we used the substitution
I(r) = Ime
−( rR)
2
⇒ r = R
√
ln
(
Im
I
)
(7.35)
where Im is the maximum intensity andR the width of the Gaussian. In order to compare
theory to experiment, we compute ∆E(I, t) for many different fixed intensities and then
average according to Eq. (7.34). Note that the weight factor g(I) ≡ 1/I becomes very
large for small I.
The calculated re-emitted fields ∆E are shown in Fig. 7.12(b). We find that our
microscopic theory reproduces all key signatures of Fig. 7.12(a), including the temporal
shift and saturation of the maximum amplitude as well as the structured envelope for the
two highest intensities. We already suspect that the small oscillations in the temporal
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Figure 7.14.: Effect of spatial averaging. (a) The shaded area shows the weight func-
tion g(I) ∝ 1/I when the peak field strength at the spot center is
E0 = 300 kV/cm. For the three intensities, E = 300 kV/cm (solid line),
E0 = 0.5 × 300 kV/cm (dashed line) and E0 = 0.25 × 300 kV/cm (dot-
ted line), indicated by vertical lines in (a) inversion of the 1s-2p system,
|f(t)| and Im[f(t)] are shown in (b),(c) and (d), respectively. The averaged
quantities are shown as the shaded area. (according to Paper [VIII])
envelope are related to Rabi oscillations of para-excitons in the 1s-2p subsystem. To
further analyze the THz transients, we compute the complex envelope f(t) introduced
in Setion 7.2.2 for both experiment and theory. Since the experimental pulse is chirped,
we have to use Eq. (7.25) to determine f(t). According to Eq. (7.26), the complex
envelope should directly identify any Rabi oscillations.
In Fig. 7.13, the resulting complex envelopes for experiment (left column) and theory
(right column) are shown for the different excitation intensities [curves (i)-(vi)]. We
show real (dashed line), imaginary part (shaded area) and absolute value (solid line) of
the complex envelope. As for the original ∆E-transients, we find very good agreement
between experiment and theory. In both cases, the imaginary part, Im[f(t)], is negative
for early times with a minimum shifting towards earlier times for increasing intensity.
For the highest intensities, Im[f(t)] shows additional modulation around the minimum
and even a clear double-peak structure. Moreover, the peak minimum value saturates
for increasing intensity. For late times, t > 1.0 ps, the imaginary part starts to oscillate
around zero. The real part, Re[f(t)], shows a different behavior: For early times, Re[f(t)]
is positive with a maximum roughly at the pulse maximum, i.e., at t = 0ps. The
maximum value at t = 0ps increases almost linearly with the peak field strength EpeakTHz .
For later times, the real part becomes negative and also starts to oscillate around zero
for t > 1.0 ps
82
7.4. Coherent Control of 1s-Para Excitons in Cu2O
The behavior of the real part of the complex envelope, implies that a ponderomotive
contribution is present: Since the ponderomotive part ∆EA is proportional to the incom-
ing THz vector potential, the real part, Re[f(t)], contains a contribution proportional
to the envelope Aenv(t) which is centered around t = 0 [see Eq. (7.26)]. This contri-
bution is expected to grow linearly with the peak field strength of the incoming pulse.
Since we see such a contribution in both experiment and theory, we conclude that the
ponderomotive current is present.
The oscillations in real and imaginary part at late times t > 1.0 ps are not related
to true Rabi-oscillations even though Im[f(t)] exhibits zero-crossings. The origin of the
oscillations is the chirp of the experimental pulse. While the pulse is on resonance for
early times, it is strongly detuned from the 1s-to-2p transition for late times t > 1.0 ps.
The large detuning implies that the renormalized Rabi-frequency ω˜R =
√
ω2R + (∆/~)
2
is large even for low intensity which leads to the oscillations in Re[f(t)] and Im[f(t)].
These detuned, trivial Rabi-oscillations do not correspond to significant oscillations in
the inversion [see also Fig. 7.14(b)].
The fact that the minimum of Im[f(t)] (as well as the maximum of |f(t)|) shifts toward
earlier times for increasing intensities does imply that the THz pulse induces strong
nonlinearities in the excitonic system. However, Im[f(t)] does not directly cross zero
after the first minimum as would be expected for Rabi-oscillations (see Section 7.2.2).
Instead, we observe only residual oscillatory modulations in Im[f(t)] for the largest
intensities. The fact that the signatures of Rabi oscillations are washed out is related to
the intensity averaging due to the inhomogeneous THz excitation.
It is intuitively clear that the spatial averaging suppresses the Rabi-flopping signatures:
While the excitons at the center of the THz spot perform multiple Rabi-flops, the pulse
area decreases continuously outside the center. Figure 7.14(a) shows the weight function
g(I) derived in Eq. (7.34). For the three intensities, E0 = 300 kV/cm (solid line), E0 =
0.5 × 300 kV/cm (dashed line) and E0 = 0.25 × 300 kV/cm (dotted line), we show the
inversion of the 1s-2p system, |f(t)| and Im[f(t)] in frames (b), (c) and (d), respectively.
The averaged quantities are shown as shaded areas. For the highest intensity, i.e.,
at the pulse center, we observe more than two Rabi oscillations and for E0 = 0.5 ×
300 kV/cm, we observe at least one Rabi flop. The averaging, however, obscurs the
Rabi-flopping signatures in the measured signal. Nevertheless, our theoretical analysis
allows us to conclude that the experiment induces non-perturbative THz nonlinearities
with approximately two Rabi cycles at the spot center.
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8. Heating of a Correlated
Electron-Hole Plasma
In this Chapter, I will investigate strong-field THz excitations of a correlated electron-
hole plasma in the high-density regime. I will show that the THz field efficiently couples
to the correlated plasma leading to a significant increase in temperature. It is well
known that a non-interacting carrier plasma does not absorb light since momentum
and energy cannot be simultaneously conserved for such a process. In order to absorb
photons, carriers must additionally interact with other carriers, phonons or impurities.
When the plasma absorption is modelled with a simple Drude model [39, 115], such
scattering processes are usually described via a phenomenological damping constant.
In contrast to these simple approaches, the many-body theory used here includes a
consistent microscopic description of scattering processes.
The carrier heating affects the optical and electronic properties of a semiconductor.
The change of the electron mobility due to the electron’s higher average kinetic energy
leads, e.g., to characteristic changes in the conductivity [116, 117]. In this investigation,
the focus is not so much on experimental signatures of the carrier heating but rather on
the exact microscopic heating mechanism. As in the last Chapter, I consider completely
incoherent conditions where optical fields and interband coherences vanish. Numerical
results are presented only for the QWI arrangement.
8.1. Kinetic Energy and Pair-Correlation Function
We investigate continuous-wave (cw) THz excitation of a correlated electron-hole plasma
with temperature T = 40K and a density n = 5×105 cm−1 which is above the Mott den-
sity [8]. For these conditions, excitonic effects are negligible and in- and out-scattering
of electrons and holes dominates the dynamics. To simplify the analysis, we can thus
neglect the main-sum contributions as well as the DX -contributions in Eq. (3.54) and
take into account only the singlet-scattering source SX . Moreover, we replace the triplet
scattering TX with a constant dephasing term −iγcX where γ is assumed to be small.
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The simplified singlet-doublet equations, Eqs. (3.48)-(3.54), are then given by
~
∂
∂t
f ek‖ = −2Im
∑
k′
‖
,p‖
Vp‖c
p‖,k
′
‖
,k‖
eh
 , (8.1)
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Here, we present the electron-hole correlations dynamics via the quantity c
p‖,k
′
‖
,k‖
eh =
c
k‖+p‖−k
′
‖
,k′
‖
,k‖
X which we already introduced at the end of Section 3.2. Similarly, we intro-
duced S
p‖,k
′
‖
,k‖
eh = S
k‖+p‖−k
′
‖
,k′
‖
,k‖
X and ∆E
p‖,k
′
‖
,k‖
eh = ∆E
k‖+p‖−k
′
‖
,k′
‖
,k‖
X . Equations (8.1)-
(8.3) illustrate that any THz-induced change of the carrier distributions is mediated
by electron-hole correlations. We assume that the initial carrier densities fk‖ follow
Fermi-Dirac distributions and that the initial electron-hole correlations are given by
c
p‖,k
′
‖
,k‖
eh = −
S
p‖,k
′
‖
,k‖
eh
∆E
p‖,k
′
‖
,k‖
eh − iγ
(8.4)
which is the steady state of Eq. (8.3) without THz contributions. We choose a THz
pulse 〈A〉THz = A0 cos(ωTHzt) with a constant envelope, frequency νTHz = 2.6THz and
field strength E0 = A0ωTHz = 4.8 kV/cm. In singlet-doublet approximation, the total
energy of the many-body state is given by Etot = Ekin + E
S
C + E
D
C where
Ekin =
∑
k‖
(
εek‖f
e
k‖
+ εhk‖f
h
k‖
)
(8.5)
is the kinetic energy,
ESC =
1
2
∑
k‖,k
′
‖
6=k‖
Vk‖−k′‖
(
f ek‖f
e
k′
‖
+ fhk‖f
h
k′
‖
)
(8.6)
is the singlet part of the Coulomb energy, and
EDC = −
∑
k′
‖
,k‖,p‖
Vp‖c
p‖,k
′
‖
,k‖
eh (8.7)
is the correlated part of the electron-hole Coulomb energy. Figure 8.1(a) shows the
change of Ekin/N (shaded area), E
D
C /N (solid line) and E
S
C/N , (dashed line) due to the
THz excitation. We observe a linear increase of the kinetic energy per particle. Corre-
spondingly, the carrier densities in Fig. 8.1(b) evolve to Fermi-Dirac distributions which
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Figure 8.1.: Carrier Heating. (a) The change of energies Ekin (shaded area), E
D
C (solid
line) and ESC , (dashed line) per particle are shown for cw THz excitation
(thin line). (c) Correlated part of the electron-hole pair-correlation function.
(b) and (d) show electron density and pair-correlation function, respectively,
for t = 0ps (shaded area), t = 1.6 ps (dashed line) and t = 3.0 ps (dashed
line). (e) Mean displacement 〈r〉 of the electron hole pair (shaded area)
and classical trajectory x(t) = eA0
µω
sinωt (solid line). (f) Kinetic energy
flux (∂/∂t)Ekin/N (dashed line) and total energy flux (∂/∂t)Etot/N (shaded
area) directed to the carrier system as function of THz field strength. For
comparison, the solid line shows the analytical solution which is presented
in the next Section. (according to Paper [II])
extend to larger momenta. Thus, the THz excitation leads to a linear heating of the car-
riers in the semiconductor; the average energy changes roughly by 1.0meV/ps. In reality,
the coupling to phonons, which we neglected in our computation, saturates the heating
leading to an elevated steady-state temperature. In Fig. 8.1(f), we find that the rates
of change of kinetic energy (∂/∂t)Ekin/N (dashed line) and total energy (∂/∂t)Etot/N
(shaded area) per particle are roughly proportional to the intensity indicating that the
heating corresponds to a THz-induced nonlinearity of the second order.
The interaction of THz field with correlated plasma is also reflected in the pair-
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correlation function
∆geh(r‖) =
1
S2
∑
p‖,k
′
‖
,k‖
c
p‖,k
′
‖
,k‖
eh e
ip‖·r‖ (8.8)
which is presented in Figs. 8.1(c) and (d) along the QWI direction. Without THz
field, ∆geh(r) (shaded area in (d)) peaks at r = 0. When the THz field is switched
on, it induces large dipole oscillations in the correlated electron-hole plasma with the
frequency of the THz pulse. Figure 8.1(e) shows that the mean displacement of the
electron-hole pair given by 〈r〉 = ∫ r∆g(r)dr (shaded area) oscillates sinusoidally.
Classically, the trajectory x(t) of a charged particle with reduced µ under the influence
of a harmonic field is given by
µx¨− κx˙ = −eE0 sin(ωt). (8.9)
The solution x(t) = eA0
µω
sinωt for κ = 0 is shown as a solid line in Fig. 8.1(e). We
find that x(t) almost matches the mean value of the pair-correlation function, 〈r(t)〉
suggesting that the mean displacement of the electron-hole wavepacket follows a classical
trajectory.
8.2. Analytic Solution
In this Section, we give an approximate analytic solution of Eqs. (8.1)-(8.3) for
continuous-wave THz excitation, 〈A〉THz = A0 cos(ωTHzt). Combining Eqs. (8.1) and
(8.5), we find that the rate of change of the kinetic energy, i.e., the energy-flux directed
to the system is determined by the imaginary part of the electron-hole correlations
∂
∂t
Ekin =
2
~
∑
k′
‖
,k‖,p‖
(
εhk′
‖
− εek‖
)
Vp‖Im
[
c
p‖,k
′
‖
,k‖
eh
]
. (8.10)
Assuming that the carrier distributions are constant (Markov approximation), we can
formally solve the correlation dynamics, Eq. (8.3), which yields
ceh(t) = e
− i
~
(∆Eeh−iγ)t e
i
~
jA0
ωTHz
sinωTHzt (8.11)
×
{
− Seh
∆Eeh − iγ +
Seh
i~
∫ t
0
e
i
~
(∆Eeh−iγ)ue
− i
~
jA0
ωTHz
sinωTHzudu
}
.
Here, we adopted a schematic notation where the momentum dependence is suppressed.
Since we expect the carrier heating to be a second-order nonlinearity, we expand the
exponential function with respect to the peak THz vector potential A0 yielding
e
± i
~
jA0
ωTHz
sinωTHzt = 1± i
~
jA0
ωTHz
sinωTHzt+
1
2
(
i
~
jA0
ωTHz
sinωTHzt
)2
±O(A30). (8.12)
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Inserting the expansion (8.12) into Eq. (8.11), we can easily determine the perturbative
solution ceh = c
(0)
eh + c
(1)
eh + c
(2)
eh + . . . where c
(0)
eh is independent of the THz field, c
(1)
eh is the
first-order contribution, and c
(2)
eh is the second-order contribution. We explicitly find
c
(0)
eh (t) = −
Seh
∆Eeh − iγ (8.13)
for the zeroth-order and
c
(1,a)
eh (t) = −i
jA0
~ωTHz
sinωTHzt
Seh
∆E − iγ , (8.14)
c
(1,b)
eh (t) =
Seh
2
jA0
~ωTHz
[
eiωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh + ~ωTHz − iγ −
e−iωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh − ~ωTHz − iγ
]
for the first-order contributions. The second-order contributions are given by
c
(2,a)
eh (t) =
1
2
(
jA0
~ωTHz
)2
sin2 ωTHzt
Seh
∆Eeh − iγ , (8.15)
c
(2,b)
eh (t) =
iSeh
2
(
jA0
~ωTHz
)2
sinωTHzt
[
eiωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh + ~ωTHz − iγ −
e−iωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh − ~ωTHz − iγ
]
,
c
(2,c)
eh (t) = −
Seh
8
(
jA0
~ωTHz
)2 [
e2iωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh + 2~ωTHz − iγ
−21− e
− i
~
(∆Eeh−iγ)t
∆Eeh − iγ −
e−2iωTHzt − e− i~ (∆Eeh−iγ)t
∆Eeh − 2~ωTHz − iγ
]
.
Using Dirac’s identity
1
∆Eeh − iγ = P
1
∆Eeh
+ ipiδ(∆Eeh) (8.16)
with the principal value P which holds for sufficiently small γ, it can easily be shown
that – of all terms in Eqs. (8.13)-(8.15) – only the imaginary part of c
(2,b)
eh contributes to
the carrier heating, Eq. (8.10).
Inserting Eq. (8.15) into Eq. (8.10), we find that the rate of change of the kinetic
energy per particle is given by
∂
∂t
Ekin =
pi
~
∑
k‖,k
′
‖
,p‖
(
εek‖ − εhk′‖
)
Vp‖S
p‖,k
′
‖
,k‖
eh sin
2(ωTHzt)
(
j(p‖)A0
~ωTHz
)2
(8.17)
×
[
δ
(
∆E
p‖,k
′
‖
,k‖
eh + ~ωTHz
)
+ δ
(
∆E
p‖,k
′
‖
,k‖
eh − ~ωTHz
)]
.
In Eq. (8.17) we have found a microscopic expression which describes the carrier heating
in a compact form. We find that the heating is determined by the Coulomb interaction
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V 2 between electrons and holes as well as the THz coupling strength (jA0)
2. When
the correlated plasma absorbs a THz photon, both electron and hole states change
momentum and energy.
We evaluate Eq. (8.17) for the QWI system. The solid line in Fig. 8.1(f) shows the
resulting heating rate – averaged over one THz cycle – as function of THz intensity.
We find that the analytical solution matches the numerically computed (∂/∂t)Etot/N
(shaded area) but is larger than the numerically computed (∂/∂t)Ekin/N (dashed line).
The analytic solution overestimates the change of the kinetic energy because it assumes
that carrier densities remain practically constant (Markov approximation) which is not
the case for substantial carrier heating.
The analytic solution, Eqs. (8.13)-(8.15), also explains the why the mean value of
the electron-hole pair-correlation functions follows a classical trajectory. We verify nu-
merically that the dominant contributions to ∆geh(r) are given by c
(0)
eh (t), c
(1,a)
eh (t) and
c
(2,a)
eh (t). Inserting these correlations into Eq. (8.8), we find
∆geh(r) =
1
S2
∑
p,k′,k
eipr
−Sp,k′,keh
∆Ep,k
′,k
eh − iγ
(8.18)
×
(
1 + i
j(p)A0
~ωTHz
sin(ωTHzt)− 1
2
[
j(p)A0
~ωTHz
sin(ωTHzt)
]2
+O(A30)
)
=
(
1 +
eA0
µωTHz
sin(ωTHzt)
∂
∂r
+
1
2
[
eA0
µωTHz
sin(ωTHzt)
]2
∂2
∂r2
+O(A30)
)
∆g0eh(r)
=
(
e
i
eA0
µωTHz
sin(ωTHzt)
∂
∂r
)
∆g0eh(r) +O(A30) = ∆g0eh
(
r +
eA0
µω
sinωt
)
+O(A30)
where ∆g0eh is the correlated part of the pair-correlation in the steady state, Eq. (8.4).
Equation (8.18) explains the classical oscillatory motion in the relative electron-hole pair
coordinate. Note that the oscillations in ∆geh(r‖) are simple dipole oscillations which
do not contain any energy. Thus, they are only indirectly related to the carrier heating.
8.3. Absorption of Terahertz Photons
The analytic solution of the correlation dynamics, Eqs. (8.13)-(8.15), allows us to better
understand the heating mechanism. In particular, it is interesting to see how the coupling
of the THz field to two-particle correlations affects the corresponding single-particle
quantities. For this purpose, we define the generalized pair-correlation function
∆g˜(r‖, r
′
‖) = ∆〈ψ†e(r‖)ψe(r′‖)ψ†h(0)ψh(0)〉 (8.19)
=
1
S2
∑
p‖,k
′
‖
,k‖
e−ik‖·r‖+i(k‖+p‖)·r
′
‖c
p‖,k
′
‖
,k‖
eh
which describes hole-assisted transition amplitudes between electronic states at different
positions. The diagonal part, ∆g˜(r‖, r‖), is identical to the electron pair-correlation
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Figure 8.2.: Electronic transitions due to absorption of a THz photon. (a) and (c)
show the transition amplitude Im [∆g˜(E,E ′)] for ~ωTHz = 10.9meV and
~ωTHz = 21.8meV, respectively. The diagonal lines are separated by one
photon energy. (b) and (d) show the electron density (shaded area) and
the magnified change of the electron density ∆f ek (solid line) due to the
scattering.
function ∆geh(r‖). The Fourier transform
∆g˜(k‖,k
′
‖) =
∫
dr‖dr
′
‖e
ik‖·r‖e
−ik′
‖
·r′
‖∆g˜(r‖, r
′
‖) =
∑
q‖
c
k′
‖
−k‖,q‖,k‖
eh . (8.20)
describes hole-assisted transitions of the electron in k-space and visualizes how electrons
acquire momentum when the electron-hole pair absorbs a photon in the scattering pro-
cess. Inserting Eq. (8.20) into Eq. (8.1), we find that ∆g˜(k‖,k
′
‖) determines the rate of
change of the electron distribution via
∂
∂t
f ek‖ = −
2
~
∑
k′
‖
Vk‖−k′‖Im[∆g˜(k‖,k
′
‖)]. (8.21)
We next evaluate Eqs. (8.20) and (8.21) for the QWI system inserting only the con-
tribution c
(2,b)
eh (t), which is responsible for the carrier heating, into Eq. (8.20). Fig-
ure 8.2(a) shows the resulting Im[∆g˜(k, k′)] as function of energy, i.e., Im[∆g˜(E,E ′)]
where E = ~k2/(2µ) for k > 0 and E = −~k2/(2µ) for k < 0 (analogous for E ′). The
diagonal lines are separated by the THz photon energy ~ωTHz. We find that the electron
makes a discrete transitions in momentum space which corresponds to the quantum-
mechanical absorption of a THz photon. In Fig. 8.2(b), the electron distribution (shaded
area) together with the quantity ∆f ek = −2~
∑
k′ Vk−k′Im[∆g˜(k, k
′)] (solid line, scaled)
are shown. We indeed find that the scattering leads to a symmetric change in the single-
particle distribution as electrons are transferred into higher momentum states. When
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we double the THz photon energy from ~ωTHz = 10.9meV to ~ωTHz = 21.8meV, the
electronic transitions correspond to a larger change in the kinetic energy, as shown in
Fig. 8.2(c) and (d).
In the simple Drude model, Eq. (8.9), the dissipated energy〈
dEdiss
dt
〉
=
1
T
∫ T
0
dEdiss
dt
=
(eE0)
2κ
2µ(κ2 + ω2)
(8.22)
is also proportional to the intensity. However, the heating mechanism is unspecified and
entirely determined by a phenomenological damping constant κ. By contrast, our mi-
croscopic model gives a quantitative estimate for the electron heating and fully includes
phase-space filling effects. We identify a two-step mechanism: In the first step, the
two-particle correlations are driven by the THz field. In the second step, the correlation
energy is irreversibly converted into kinetic energy via electron-hole scattering.
Recent Experiments in Paper [II] have demonstrated that the THz-induced carrier
heating in a semiconductor-diode laser can be used to reliably detect the THz intensity.
These experimental results are qualitatively explained by our microscopic theory.
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In this Thesis, I have presented a fully microscopic theory to describe THz interactions
in optically-excited semiconductors. I have discussed the concept of linear and nonlinear
THz spectroscopy with classical THz sources and evaluated the theory for experimentally
relevant conditions.
In general, THz spectroscopy has become a widely used method to investigate inor-
ganic, organic and biological systems since THz light is often resonant with elementary
excitations of molecules and quasi-particles in solids. In semiconductors, THz excitations
are especially interesting since they directly probe correlations by inducing many-body
transitions. Whereas an interband excitation with visible or near-infrared light creates
polarization, carriers and correlations in the semiconductor, the THz couples to the
many-body state without changing the total number of excited carriers. Thus, THz
spectroscopy accesses a completely new possibility to detect and control the many-body
state in semiconductors. Terahertz spectroscopy is especially useful in conjunction with
conventional optical techniques.
The theoretical approach presented here is based on a density-matrix theory which
uses the cluster expansion approach for semiconductors. The scheme truncates the
many-body hierarchy by factorizing higher-dimensional expectation values into lower-
dimensional expectation values, the so-called clusters. Since the clusters have a clear
physical and intuitive interpretation, the truncation can be controlled in a physically
meaningful way. In particular, correlated quasi-particles such as bound electron-hole
pairs, i.e., true excitons can be described consistently. I have derived the reduced set of
equations which describes the THz dynamics in the coherent and incoherent regimes.
The linear THz response can be solved analytically for general conditions and leads
to the THz-Elliott formula which demonstrates that weak THz pulses identify exciton
population and plasmons. In contrast to THz spectroscopy, interband spectroscopy and
photoluminescence experiments cannot unambiguously detect exciton populations.
To investigate nonlinear THz excitations, I have applied the theory to well-defined
situations. In the first scenario, I have investigated the effect of strong THz excitations
on the linear optical absorption spectra. Besides a purely theoretical analysis, I have
presented a quantitative comparison to a recent experiment. Since the THz field couples
optically-bright and optically-dark states, e.g., the 1s and 2p exciton states, the THz
excitation leads to characteristic changes in the optical spectra. As a special feature of
nonlinear THz excitations, the Rabi frequency is often close to the 1s-to-2p transition
frequency even for relatively low THz intensities such that extreme-nonlinear effects
occur. I also identified ponderomotive contributions which arise since the THz field
oscillates slowly enough such that electrons and holes follow the THz electric field in a
classical sense.
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In the second scenario, I have investigated strong-field THz excitations of an exist-
ing 1s-exciton population. The THz dynamics of incoherent excitons is in many ways
similar to atomic optics with coherent laser pulses. Mapping out different excitation
regimes, I have identified Rabi-oscillations of exciton populations, the creation of ballis-
tic electron-hole wavepackets and high-harmonic generation. Moreover, I showed that
the theory is able to explain recent nonlinear THz experiments in Cu2O which investi-
gate Rabi oscillations between two optically-dark states. Besides the analogies, I have
found notable differences to atomic systems which arise from the many-body scattering
in semiconductors and the fermionic substructure of excitons. Even at low densities,
these effects lead to much shorter dephasing times and to ponderomotive contributions
in the THz response. I have discussed the ponderomotive contributions in detail and
showed that they can usually be removed from the measurable signal.
As a third example, I have considered nonlinear THz excitation of a correlated
electron-hole plasma where excitonic effects are negligible. Here, the THz coupling
is shown to generate heating of the plasma. The cluster expansion approach allows for
an intuitive and detailed understanding of the heating mechanism.
The investigations presented here focus on basic linear and nonlinear THz excita-
tions of many-body states which are typical after optical excitation of a semiconductor.
However, the microscopic theory could also be used to study the THz response of more
exotic many-body states, e.g., of a quantum degenerate state seeded by interband ex-
citation with completely incoherent light. Moreover one could allow for multiple THz
pulses which excite the many-body state to investigate four-wave mixing configurations
or explore the possibility of adiabatic exciton-population transfer. When the THz field
is fully quantized, a new class of effects can be studied such as THz luminescence or
quantum-optical effects in excitonic two-level systems. Here, it is particularly interest-
ing to compare the quantum-optical effects in the THz regime and visible regime of
the electromagnetic spectrum in order to investigate the effects of ponderomotive and
extreme-nonlinear contributions. For further investigations of THz dynamics, it is ad-
vantageous to fully include microscopic scattering processes in order to eliminate the
need for phenomenological constants.
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A. k · p Theory
In this appendix, we use k · p-theory to discuss some qualitative aspects of the band-
structure. The Bloch functions φλ,k(r) are defined via Eq. (2.4). For a periodic lattice
that extends into three dimensions, we can make the Ansatz
φλ,k(r) = e
ik·rwλ,k(r) (A.1)
with a lattice-periodic function wλ,k(r). The Ansatz leads to[
H0 +
~
m0
k · p
]
|λ,k〉 =
[
ελk −
~
2k2
2m0
]
|λ,k〉 (A.2)
where, according to Dirac’s notation, the real-space representation of |λ,k〉 is given by
wλ,k(r) = 〈r|λ,k〉. Furthermore, we introduced H0 ≡ p2/(2m0)+UL. Assuming that the
eigenvalue problem H0|λ〉 = ελ0|λ〉 with |λ〉 ≡ |λ, 0〉 is solved, we can treat the k ·p-term
as a perturbation. In second-order non-degenerate perturbation theory, we find for the
wavefunctions in the vicinity of the Γ-point, i.e., around k = 0,
|λ,k〉 = |λ〉+ ~
m0
∑
η 6=λ
|η〉k · 〈η|p|λ〉
ελ0 − εη0
(A.3)
and for the energies
ελk = ε
λ
0 +
~
2k2
2m0
+
~
2
m20
∑
η 6=λ
(k · 〈λ|p|η〉)(k · 〈η|p|λ〉)
ελ0 − εη0
. (A.4)
Here, we assumed that the wavefunctions have a well defined parity at the Γ-point such
that 〈λ|p|λ〉 = 0. Applying the isotropic approximation
(k · 〈λ|p|η〉)(k · 〈η|p|λ〉) = k2〈λ|p|η〉〈η|p|λ〉 (A.5)
with p = p · ex, we find that the energies
ελk = ε
λ
0 +
~
2k2
2mλ
(A.6)
are characterized by an effective mass mλ given by
1
mλ
=
1
m0
+
2
m20
∑
η 6=λ
〈λ|p|η〉〈η|p|λ〉
ελ0 − εη0
. (A.7)
95
A. k · p Theory
More generally, the k·p-perturbation theory can be applied around a finite k0. Inserting
k = k0 +∆k into Eq. (A.2), we find[
H0 +
~
m0
k0 · p+ ~
m0
∆k · (p+ ~k0) + ~
2∆k2
2m0
]
|λ,k0 +∆k〉 (A.8)
=
[
ελk0+∆k −
~
2k0
2
2m0
]
|λ,k0 +∆k〉.
Second-order perturbation theory in ∆k yields
|λ,k0 +∆k〉 = |λ,k0〉+ ~
m0
∑
η 6=λ
|η,k0〉∆k · 〈φη,k0|p|φλ,k0〉
ελk0 − εηk0
(A.9)
and
ελk0+∆k = ε
λ
k0
+
~
m0
∆k · 〈φλ,k0|p|φλ,k0〉 (A.10)
+
~
2∆k2
2m0
+
~
2
m20
∑
η 6=λ
∆k · 〈φλ,k0|p|φη,k0〉∆k · 〈φη,k0 |p|φλ,k0〉
ελk0 − εηk0
with φλ,k0(r) = 〈r|φλ,k0〉. Here, we used that
〈λ,k|p+ ~k|λ′,k〉 = 〈λ,k|e−ik·rpeik·r|λ′,k〉 = 〈φλ,k|p|φλ′,k〉 ≡ pλ,λ′(k). (A.11)
With help of Eqs. (A.10) and (A.11), we find the relation
〈λ,k|p+ ~k|λ′,k〉 = δλ,λ′m0
~
∂ελk
∂k
+ (1− δλ,λ′)pλ,λ′(k). (A.12)
Here, pλ,λ′ 6=λ(k) = 〈φλ,k|p|φλ′,k〉 = 〈λ,k|p|λ′,k〉 is the interband momentum-matrix
element. It can easily be shown [8] that it is related to the interband dipole-matrix
element via
dλ,λ′(k) ≡ 〈λ,k|(−|e|r)|λ′,k〉 = i~|e|
m0
pλ,λ′(k)
ελk − ελ′k
(A.13)
for λ 6= λ′. According to Eq. (A.10), the energies around a finite k0 are characterized
by the generalized effective mass
1
mλ(k)
=
1
~2
∂2ελk
∂k2x
=
1
m0
+
2
m20
∑
η 6=λ
pλ,η(k)pη,λ(k)
ελk − εηk
. (A.14)
where we have again used the isotropic approximation, Eq. (A.5), and defined pλ,λ′(k) =
〈λ,k|p · ex|λ′,k〉. For a two-band system with one conduction band (c) and one valence
band (v), we can introduce the effective electron, me = mc, and hole, mh = −mv, masses
and define the reduced electron-hole mass via
1
µ(k)
=
1
me(k)
+
1
mh(k)
=
4|pc,v(k)|2
m20(ε
c
k − εvk)
(A.15)
The results presented in this Appendix are valid also for QW systems when the envelope-
function approximation, Eq. (2.5), is used and k is replaced by k‖.
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B. Multiband Hamiltonian for
Confined Systems
In this Appendix, we present the fully quantized interaction Hamiltonian, Eq. (2.34),
for quantum-well (QW) and quantum-wire (QWI) systems.
B.1. Quantum-Well Confinement
In envelope-function approximation, the Bloch functions, Eq. (2.4), for the QW are given
by φλ,l,k‖(r) = ξλ,l(z)e
ik‖·r‖wλ,l,k‖(r)/
√S where S is the quantization area, wλ,l,σ,k‖(r) is
the lattice-periodic wavefunction and ξλ,l(z) is the confinement function. Within the
effective mass approximation, the confinement functions obey[
− ~
2
2mλ
∂2
∂z2
+ V λconf(z)
]
ξλ,l(z) = ε
λ,l
0 ξλ,l(z). (B.1)
For a box-like confinement potential, V λconf , with infinitely high walls, the eigenfunctions
are given by
ξλ,l(z) =
{
cos(l π
L
z) l = 1, 3, 5, . . .
sin(l π
L
z) l = 2, 4, 6, . . .
(B.2)
where L is the width of the box extending from −L/2 to L/2. The Hamiltonian,
Eq. (2.37), reads
H0 =
∑
λ,l,k‖
ελ,lk‖a
†
λ,l,k‖
aλ,l,k‖ +
∑
α,q
~ωq
(
B†α,qBα,q +
1
2
)
(B.3)
HA·p = −
∑
λ,l
∑
q‖,k‖
jλ,l(k‖) ·Aq‖(zQW)a†λ,l,k‖+q‖2 aλ,l,k‖−
q‖
2
(B.4)
+
∑
λ6=λ′,l
∑
q‖,k‖
|e|
m0
p
l,l
λ,λ′(k‖) ·Aq‖(zQW)a†λ,l,k‖+q‖2 aλ′,l,k‖−
q‖
2
−
∑
λ,l 6=l′
∑
q‖,k‖
Jl,l′ ·Aq‖(zQW)a†λ,l,k‖+q‖2 aλ,l′,k‖−
q‖
2
HA·A =
∑
λ,l
∑
q‖,q
′
‖
,k‖
|e|2
2m0
Aq‖(zQW) ·A−q′‖(zQW)a
†
λ,l,k‖+q‖
aλ,l,k‖+q′‖ (B.5)
HC = (1/2)
∑
λ,λ′
∑
l,l′,l′′,l′′′
∑
k‖,k
′
‖
,q‖
V λ,λ
′
l,l′,l′′,l′′′|q‖a†λ,l,k‖+q‖a
†
λ′,l′,k′
‖
−q‖
aλ′,l′′,k′
‖
aλ,l′′′,k‖.(B.6)
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where we explicitly denoted the dependence on the subband index l. We assumed that
each q‖-component of the vector potential is practically constant over the extension of
the QW and that the confinement functions are independent of the bulk band index
such that
Aλ,l,λ
′,l′
q‖
=
∫
dzξ⋆λ,l(z)Aq‖(z)ξλ′,l′(z) ≈ δl,l′Aq‖(zQW). (B.7)
where zQW = 0 is the center of the QW. Furthermore, we defined the intersubband
matrix element via
Jl,l′ =
i~|e|
m0
ez
∫
dzξ⋆λ,l(z)
∂
∂z
ξλ,l′(z). (B.8)
The Coulomb-matrix element is
V λ,λ
′
l,l′,l′′,l′′′ |q‖ =
e2
4piε0εBG
1
S
∫
dz dz′dr‖e
−iq‖·r‖
ξ⋆λ,l(z)ξ
⋆
λ′,l′(z
′)ξλ′,l′′(z
′)ξλ,l′′′(z)√
r2‖ + (z − z′)2
. (B.9)
When the r‖-intergration in Eq.(B.9) is evaluated, one finds
V λ,λ
′
l,l′,l′′,l′′′|q‖ =
e2
2ε0εBGS
1
|q‖|
∫
dz dz′e−|q‖(z−z
′)|ξ⋆λ,l(z)ξ
⋆
λ′,l′(z
′)ξλ′,l′′(z
′)ξλ,l′′′(z). (B.10)
The explicit form of phonon contributions can be found in Ref. [6].
B.2. Quantum-Wire Confinement
The case of one-dimensional confinement can be treated analogously to the QW case.
In envelope-function approximation [8], the Bloch functions are given by
φλ,l,k‖(r) = ξλ,l(r⊥)
eik‖r‖√L wλ,l,k‖(r) (B.11)
where L is the confinement length and l denotes the wire and confinement index. Here,
the perpendicular coordinate r⊥ = (y, z) is two-dimensional while the parallel coordi-
nate r‖ = x is one-dimensional. Within effective mass approximation, the confinement
functions are given by[
− ~
2
2mλ
(
∂2
∂y2
+
∂2
∂z2
)
+ V λconf(y, z)
]
ξλ,l(y, z) = ε
λ,l
0 ξλ,l(y, z) (B.12)
where V λconf(y, z) is the two-dimensional confinement potential. For cylindrical wires with
parabolic confinement, one finds [118] for the lowest confinement level
ξλ,0(r⊥) =
√
piR2e−r
2
⊥/R
2
(B.13)
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where R is the effective wire radius.
In QWI investigations, we always assume that the carriers are confined to the lowest
confinement level. In the following, l denotes the wire-index in the planar arrangement
of identical wires. The Hamiltonian, Eq. (2.37), then reads
H0 =
∑
λ,l,k‖
ελ,lk‖ a
†
λ,l,k‖
aλ,l,k‖ +
∑
α,q
~ωq
(
B†α,qBα,q +
1
2
)
(B.14)
HA·p = −
∑
λ,l
∑
q‖,k‖
jλ(k‖) ·Aq‖(zQW)a†λ,l,k‖+ q‖2 aλ,l,k‖−
q‖
2
(B.15)
+
∑
λ6=λ′,l,
∑
q‖,k‖
|e|
m0
pλ,λ′(k‖) ·Aq‖(zQW)a†λ,l,k‖+ q‖2 aλ′,l,k‖−
q‖
2
HA·A =
∑
λ,l
∑
q‖,q
′
‖
,k‖
|e|2
2m0
Aq‖(zQW) ·A−q′‖(zQW)a
†
λ,l,k‖+q‖
aλ,l,k‖+q′‖ (B.16)
HC =
1
2
∑
λ,λ′,l
∑
k‖,k
′
‖
,q‖
V λ,λ
′
q‖
a†λ,l,k‖+q‖a
†
λ′,l,k′
‖
−q‖
aλ′,l,k′
‖
aλ,l,k‖ (B.17)
with the current-matrix element jλ(k‖) = −|e|/~(∂εk‖/∂k‖)ex. Again, we assumed strong
confinement such that the vector potential is practically constant over the lateral exten-
sion of the QWI array. The Coulomb-matrix element is given by
V λ,λ
′
q‖
=
e2
4piε0εBG
1
L
∫
dr⊥ dr
′
⊥dr‖e
−iq‖r‖
|ξ0(r⊥)|2|ξ0(r′⊥)|2√
r2‖ + (r⊥ − r′⊥)2
. (B.18)
When Eq. (B.18) is evaluated for the confinement function, Eq. (B.13), one finds [118]
a simple form
V λ,λ
′
q‖
≈ 1L
√
2pi
|q‖|Re
−|q‖|R (B.19)
Again, the explicit form of phonon contributions can be found in Ref. [6]. We notice that
the QWI Hamiltonian, Eq. (B.14) has the same format as Eq. (2.34) when we combine
bulk-index λ and wire index l into one general index via (λ, l) → λ. Thus, all further
derivations based on Eq. (2.34) are also valid for the QWI case.
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C. Singlet-Doublet Dynamics of
Carriers
C.1. Off-resonant Interband Transitions
In this Appendix, we discuss the interband transitions induced by the off-resonant THz
field in Eqs. (3.34)-(3.36)
i~
∂
∂t
Pk‖
∣∣∣
off−res
= −
[
1− f ek‖ − fhk‖
] [
− |e|
m0
pc,v(k‖)〈A(t)〉THz +
∑
k′
‖
Vk‖−k′‖Pk
′
‖
]
,(C.1)
~
∂
∂t
f ek‖
∣∣∣
off−res
= 2Im
[
Pk‖
(
− |e|
m0
p⋆c,v(k‖)〈A(t)〉THz +
∑
k′
‖
Vk‖−k′‖P
⋆
k′
‖
)]
, (C.2)
~
∂
∂t
fhk‖
∣∣∣
off−res
= 2Im
[
Pk‖
(
− |e|
m0
p⋆c,v(k‖)〈A(t)〉THz +
∑
k′
‖
Vk‖−k′‖P
⋆
k′
‖
)]
. (C.3)
As we show in the following, these non-resonant terms must be included to describe
(i) the correct low frequency response in the THz regime (ii) the correct modulation
of the optical field by the THz field. To simplify the analysis, we consider a fictitious
Hamiltonian
H =
∑
λ,k‖
ελk‖a
†
λ,k‖
aλ,k‖ +
∑
k‖
∑
λ6=λ′
|e|
m0
pλ,λ′(k‖)〈A〉THza†λ,k‖aλ′,k‖ (C.4)
where only the off-resonant interband contributions of the THz interaction are included;
the Coulomb interaction, the optical contributions, and the remaining THz contributions
are ignored. Moreover, we limit the investigation to two bands.
The dynamics of the single-particle quantities is then given by
i~
∂
∂t
Pk‖ =
(
εk‖ − iγ
)
Pk‖ +
(
1− f ek‖ − fhk‖
) |e|
m0
pc,v(k‖)〈A〉THz (C.5)
~
∂
∂t
f
e/h
k‖
= −2Im
[
Pk‖
( |e|
m0
pc,v(k‖)〈A〉THz
)⋆]
(C.6)
where we introduced a phenomenological dephasing constant γ. The off-resonant terms
contribute to the THz response at low frequencies and to the optical response at high
frequencies. Thus, it is convenient to separate polarization and densities into
Pk‖ = P
slow
k‖
+ P fastk‖ , fk‖ = f
st.
k‖
+ f fastk‖ (C.7)
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where P fast and f fast oscillate rapidly roughly with the bandgap frequency while P slow
oscillates on the timescale of the THz field and f st. is stationary. The total density n2D =∑
k‖,λ={e,h}
fλ,st.k‖ follows from the stationary part. Inserting Eq. (C.7) into Eq. (C.5), we
find for the slowly varying polarization
i~
∂
∂t
P slowk‖ =
(
εk‖ − iγ
)
P slowk‖ +
(
1− f e,st.k‖ − f
h,st.
k‖
) |e|
m0
pc,v(k‖)〈A〉THz (C.8)
when non-resonant terms are neglected. The solution of Eq. (C.8) is obtained via Fourier
transformation
P slowk‖ (ω) =
[
1− f e,st.k‖ − f
h,st.
k‖
]
|e|
m0
pc,v(k‖)〈A(ω)〉THz
εvk‖ − εck‖ + ~ω + iγ
. (C.9)
In the THz regime, ~ω is very small compared to the band gap energy and can be
neglected in the denominator (the same holds for iγ). Inserting Eq. (C.9) into Eq. (3.9),
we obtain for the Fourier-transformed macroscopic interband polarization
[∂tP ](ω) =
1
S
∑
k‖
[
(1− f e,st.k‖ − f
h,st.
k‖
)
2|e|2
m20
|pc,v(k‖)|2
εck‖ − εvk‖
〈A(ω)〉THz
]
. (C.10)
where we assumed 〈A(ω)〉⋆THz = 〈A(ω)〉THz without loss of generality. The joint contri-
bution of [∂tP ] and the 〈A〉-dependent intraband current JA,m0 , Eq. (3.8), is then
JA(ω) ≡ [∂tP ](ω) + JA,m0(ω) = −
|e|2
S
∑
k‖
[
f e,st.k‖
(
1
m0
+
2
m20
|pc,v(k‖)|2
εck‖ − εvk‖
)
(C.11)
−(1− fh,st.k‖ )
(
− 1
m0
+
2
m20
|pc,v(k‖)|2
εck‖ − εvk‖
)]
〈A(ω)〉THz
= −|e|
2
S
∑
k‖
(
f e,st.k‖
me(k‖)
+
fh,st.k‖
mh(k‖)
)
〈A(ω)〉THz
Here, we identified the effective electron and hole masses (see App. A). Furthermore,
we neglected the contribution from the full valence band (1− fh,st.k‖ )→ −f
h,st.
k‖
since
∑
k‖
1
mh(k‖)
= − 1
~2
∑
k‖
∂2εvk‖
∂k2x
∝
∫
ΩBR
d2k‖
∂2εvk‖
∂k2x
∝
∮
∂ΩBR
∂εvk‖
∂kx
= 0 (C.12)
as the slope of the bandstructure usually vanishes at the edge of the Brillouin zone ΩBR.
The off-resonant terms also lead to changes of the interband polarization which oscillates
with optical frequencies. The equations of motion for the rapidly varying microscopic
polarization and densities read
i~
∂
∂t
P fastk‖ =
(
εk‖ − iγ
)
P fastk‖ − 2f fastk‖
[ |e|
m0
pc,v(k‖)〈A〉THz
]
(C.13)
~
∂
∂t
f fastk‖ = −2Im
[
P fastk‖
( |e|
m0
pc,v(k‖)〈A〉THz
)⋆]
(C.14)
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where we again neglect non-resonant contributions and write fk‖ ≡ f e/hk‖ . The formal
solution of the carrier dynamics, Eq. (C.14), is given by
f fastk‖ =
i
~
|e|
m0
[ ∫ t
−∞
du P fastk‖ (u)(pc,v(k‖)〈A(u)〉THz)⋆ − [P fastk‖ (u)]⋆pc,v(k‖)〈A(u)〉THz︸ ︷︷ ︸
non−resonant
]
(C.15)
The second term in (C.15) represents a non-resonant contribution. We now express the
polarization as P fastk‖ (t) = P˜k‖(t) exp(−i(εck‖ − εvk‖)t/~) such that P˜k‖ is slowly varying.
Partial integration then yields
f fastk‖ =
i
~
|e|
m0
∫ t
−∞
du P fastk‖ (u)p
⋆
cv(k‖)〈A(u)〉THz (C.16)
= −
P fastk‖ (t)
|e|
m0
p⋆c,v(k‖)〈A(t)〉THz
εck‖ − εvk‖
+
∫ t
−∞
du
(
∂[P˜k‖〈A〉THz]
∂u
|e|
m0
p⋆c,v(k‖)
)
e
− i
~
(εc
k‖
−εv
k‖
)u
εck‖ − εvk‖︸ ︷︷ ︸
small
≈ −|e|p
⋆
c,v(k‖)〈A(t)〉THz
m0(εck‖ − εvk‖)
P fastk‖ (t)
where the second term in the second line is small since the THz photon energy is neg-
ligible compared to the bandgap energy. As the final step, we insert Eq. (C.16) into
Eq. (C.13) and obtain
i~
∂
∂t
P fastk‖ (t) =
(
εk‖ − iγ
)
P fastk‖ (t) +
(
e2
2µ(k‖)
〈A(t)〉2THz
)
P fastk‖ (t). (C.17)
Here, we identified the reduced effective electron-hole mass µ(k‖), Eq. (A.15).
The A2-dependent renormalization of the kinetic energies is always positive and it can
be directly related to the so-called ponderomotive energy which is the average kinetic
energy of a charged classical particle in a harmonic electro-magnetic field as discussed in
Chapter 6. The appearance of effective masses in the intraband current JA, Eq. (C.11),
guarantees a Drude-like THz response at low frequencies as discussed in Section 4.2.
The A2-dependent renormalization as well as the correct Drude response at low fre-
quencies could also have been obtained without including the non-resonant interband
contributions by simply replacing the bare electron mass in HA2 , Eq. (2.39), with the
effective mass in each band. This is often done in the literature. However, this procedure
lacks a microscopic justification. Moreover, it is important to note that we neglected
the Coulomb interaction in our derivation such that the A2 contributions could be, in
fact, different in a full microscopic analysis which includes the Coulomb parts in the
semiconductor Bloch equations.
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C.2. Explicit Dynamics of Two-Particle Correlations
In this Appendix, we present the full equations of motion for the incoherent doublets
cX , cc,c;c,c and cv,v;v,v. For the exciton correlations, we obtain
i~
∂
∂t
c
q‖,k
′
‖
,k‖
X =
(
ε˜ek′
‖
+q‖
+ ε˜hk′
‖
− ε˜hk‖−q‖ − ε˜ek‖
)
c
q‖,k
′
‖
,k‖
X + [Gphon]
q‖,k
′
‖
,k‖
X
+Vk‖−k′‖−q‖
[
(1− f ek‖)(1− fhk‖−q‖)f ek′‖+q‖f
h
k′
‖
− f ek‖fhk‖−q‖(1− f ek′‖+q‖)(1− f
h
k′
‖
)
]
+Vk‖−k′‖−q‖
(fhk‖−q‖ − fhk′‖)∑
l‖
c
q‖+k
′
‖
−l‖,l‖,k‖
e+X + (f
e
k‖
− f ek′
‖
+q‖
)
∑
l‖
c
q‖−k‖+l‖,k
′
‖
,l‖
h+X

+
[
1− f ek‖ − fhk‖−q‖
]∑
l‖
Vl‖−k‖c
q‖,k
′
‖
,l‖
X −
[
1− f ek′
‖
+q‖
− fhk‖
]∑
l‖
Vl‖−k′‖c
q‖,l‖,k‖
X
+
[
fhk‖−q‖ − f ek′‖+q‖
]∑
l‖
Vl‖−q‖c
l‖,k
′
‖
,k‖
X −
[
f ek‖ − fhk′‖
]∑
l‖
Vl‖−q‖c
l‖,q‖+k
′
‖
−l‖,k‖−q‖+l‖
X
+
[
f ek′
‖
+q‖
− f ek‖
]∑
l‖
Vl‖−q‖c
q‖−k‖+l‖,k
′
‖
,l‖
X +
[
fhk′
‖
− fhk‖−q‖
]∑
l‖
Vl‖−k′‖c
q‖+k
′
‖
−l‖,l‖,k‖
X
−j(k′‖ + q‖ − k‖)c
q‖,k
′
‖
,k‖
X 〈A(t)〉THz (C.18)
The dynamics of cX is evidently coupled to electron-electron cc,c;c,c and hole-hole corre-
lations cv,v;v,v whose dynamics is given by
i~
∂
∂t
c
q‖,k
′
‖
,k‖
c,c,c,c =
(
ε˜ek‖−q‖ + ε˜
e
k′
‖
+q‖
− ε˜ek′
‖
− ε˜ek‖
)
c
q‖,k
′
‖
,k‖
c,c;c,c + [Gphon]
q‖,k
′
‖
,k‖
c,c;c,c
+Vk‖−k′‖−q‖
[
f ek‖−q‖f
e
k′
‖
+q‖
(1− f ek‖)(1− f ek′‖)− f
e
k‖
f ek′
‖
(1− f ek‖−q‖)(1− f ek′‖+q‖)
]
+Vq‖
[
f ek‖−q‖f
e
k′
‖
+q‖
(1− f ek‖)(1− f ek′‖)− f
e
k‖
f ek′
‖
(1− f ek‖−q‖)(1− f ek′‖+q‖)
]
+Vq‖
(f ek′
‖
+q‖
− f ek′
‖
)
∑
l‖
c
k‖−q‖−l‖,l‖,k‖
e+X − (f ek‖ − f ek‖−q‖)
∑
l‖
c
q‖+k
′
‖
−l‖,l‖,k
′
‖
e+X

−Vk‖−k′‖−q‖
(f ek′
‖
+q‖
− f ek‖)
∑
l‖
c
k‖−q‖−l‖,l‖,k
′
‖
e+X − (f ek′
‖
− f ek‖−q‖)
∑
l‖
c
q‖+k
′
‖
−l‖,l‖,k‖
e+X

+
[
1− f ek‖−q‖ − f ek′‖+q‖
]∑
l‖
Vl‖−q‖c
l‖,k
′
‖
,k‖
c,c;c,c −
[
1− f ek‖ − f ek′‖
]∑
l‖
Vl‖−q‖c
l‖,q‖+k
′
‖
−l‖,k‖−q‖+l‖
c,c;c,c
−[f ek‖ − f ek‖−q‖]∑
l‖
Vl‖−k‖c
q‖,k
′
‖
,l‖
c,c;c,c +
[
f ek′
‖
+q‖
− f ek‖
]∑
l‖
Vl‖−k‖c
q‖−k‖+l‖,k
′
‖
,l‖
c,c;c,c
+
[
f ek′
‖
+q‖
− f ek′
‖
]∑
l‖
Vl‖−k′‖c
q‖,l‖,k‖
c,c;c,c −
[
f ek′
‖
− f ek‖−q‖
]∑
l‖
Vl‖−k′‖c
q‖+k
′
‖
−l‖,l‖,k‖
c,c;c,c (C.19)
104
C.3. Scattering Contributions
and
i~
∂
∂t
c
q‖,k
′
‖
,k‖
v,v;v,v =
(
−ε˜hk‖−q‖ − ε˜hk′‖+q‖ + ε˜
h
k′
‖
+ ε˜hk‖
)
c
q‖,k
′
‖
,k‖
v,v;v,v + [Gphon]
q‖,k
′
‖
,k‖
v,v;v,v
−Vk‖−k′‖−q‖
[
fhk‖−q‖f
h
k′
‖
+q‖
(1− fhk‖)(1− fhk′‖)− f
h
k‖
fhk′
‖
(1− fhk‖−q‖)(1− fhk′‖+q‖)
]
−Vq‖
[
fhk‖−q‖f
h
k′
‖
+q‖
(1− fhk‖)(1− fhk′‖)− f
h
k‖
fhk′
‖
(1− fhk‖−q‖)(1− fhk′‖+q‖)
]
−Vq‖
(fhk′
‖
+q‖
− fhk′
‖
)
∑
l‖
c
k‖−q‖−l‖,l‖,k‖
e+X − (fhk‖ − fhk‖−q‖)
∑
l‖
c
q‖+k
′
‖
−l‖,l‖,k
′
‖
h+X

+Vk‖−k′‖−q‖
(fhk′
‖
+q‖
− fhk‖)
∑
l‖
c
k‖−q‖−l‖,l‖,k
′
‖
h+X − (fhk′‖ − f
h
k‖−q‖
)
∑
l‖
c
q‖+k
′
‖
−l‖,l‖,k‖
h+X

−[1− fhk‖−q‖ − fhk′‖+q‖]∑
l‖
Vl‖−q‖c
l‖,k
′
‖
,k‖
v,v;v,v +
[
1− fhk‖ − fhk′‖
]∑
l‖
Vl‖−q‖c
l‖,q‖+k
′
‖
−l‖,k‖−q‖+l‖
v,v;v,v
+
[
fhk‖ − fhk‖−q‖
]∑
l‖
Vl‖−k‖c
q‖,k
′
‖
,l‖
v,v;v,v −
[
fhk′
‖
+q‖
− fhk‖
]∑
l‖
Vl‖−k‖c
q‖−k‖+l‖,k
′
‖
,l‖
v,v;v,v
−[fhk′
‖
+q‖
− fhk′
‖
]∑
l‖
Vl‖−k′‖c
q‖,l‖,k‖
v,v;v,v +
[
fhk′
‖
− fhk‖−q‖
]∑
l‖
Vl‖−k′‖c
q‖+k
′
‖
−l‖,l‖,k‖
v,v;v,v (C.20)
We here introduced the abbreviations ce(h)+X = ce(h)+ cX and the renormalized energies
ε˜
e(h)
k‖
= ε
e(h)
k‖
−
∑
k′
‖
Vk‖−k′‖f
e(h)
k′
‖
. (C.21)
The explicit form of the phonon contributions [Gphon]λ,ν,λ,ν can be found in Ref. [6].
C.3. Scattering Contributions
In this Appendix, we discuss scattering contributions in the singlet-doublet equa-
tions (3.48)-(3.57) in the incoherent regime.
In many investigations of semiconductor processes, e.g., exciton formation [22, 23, 25]
or excitation-induced dephasing [51], it is essential to provide a microscopic description
of Coulomb and phonon-induced scattering processes. In this Thesis, we investigate the
THz-induced dynamics of exciton correlations on a picosecond timescale assuming that
formation of the many-body state has already taken place. For such an investigation, the
qualitative features can be understood even when the microscopic scattering is simplified.
The two-particle correlations cc,c;c,c and cv,v;v,v do not directly couple to the THz field.
Since they provide electron and hole scattering, they effectively lead to a decay of the
THz current, JTHz. Their contribution together with the phonon-scattering in Eq. (3.61)
can be modeled via
~
∂
∂t
JTHz
∣∣∣
scatt
= −γJJTHz (C.22)
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where γJ is a phenomenological dephasing constant.
To discuss the effect of cc,c;c,c, cv,v;v,v and phonon scattering on the carrier densities,
we distinguish the two different regimes where the many-body state is either dominated
by (i) plasma contributions or (ii) exciton populations. For plasma-like conditions, the
scattering leads to an equilibration of the carrier distributions and their influence in
Eqs. (3.48),(3.49) can be modeled via
~
∂
∂t
fk‖
∣∣∣
scatt
= −γf(fk‖ − fFDk‖ ) (C.23)
where γf is a constant and f
FD
k a Fermi-Dirac distribution at lattice temperature. How-
ever, when a large population of excitons is present (as assumed, e.g., in Chapter 7), the
carrier distributions are not given by Fermi-Dirac distributions but rather by Eq. (7.5)
and the carrier dynamics is completely determined by the exciton correlations cX . In
this case, the scattering contribution, Eq. (C.23), does not appear.
The three-particle scattering terms in Eq. (3.54) can also be modeled phenomenolog-
ically. Again, we distinguish the two regimes mentioned above. For plasma-like con-
ditions, it is often sufficient to assume a constant dephasing-mode for all electron-hole
correlations such that
T
q‖,k
′
‖
,k‖
X = −iγT c
q‖,k
′
‖
,k‖
X . (C.24)
However, when the THz dynamics of exciton populations is studied, Eq. (C.24) is usually
not realistic. Instead, we demand that (i) the correlations describing transitions between
exciton states decay while (ii) exciton populations do not decay. This is justified because,
in semiconductors, the phase coherence of transition correlations is typically destroyed
within picoseconds due to many-body scattering while the populations relax on a much
longer nanosecond timescale. With help of the exciton basis introduced in Appendix D,
the triplet scattering can thus be written as
T
q‖,k
′
‖
,k‖
X = −iγT
(
c
q‖,k
′
‖
,k‖
X −
∑
λ
∆Nλ,λ(q‖)φ
R
λ,q(k‖ − qe‖)φRλ,q(k′‖ + qh‖)
)
(C.25)
where ∆Nλ,λ(q‖) and the exciton wavefunctions are updated in time during the numerical
computation.
106
D. Exciton Basis
For low density conditions, it is often convenient to discuss the THz-induced dynamics
in the exciton basis. In this Appendix, we introduce the exciton basis and discuss the
properties of the excitonic wavefunctions. We then formulate the relevant equations of
motion in the exciton basis for both coherent and incoherent conditions. Note that,
in our numerical computations, we usually solve the equations of motions in the Bloch
basis, and use the exciton basis only for analytical insights and interpretation of results.
D.1. Wannier Equation
The eigenvalue problem of the homogeneous part of the equation of motion for the
microscopic polarization, Eq. (3.34), leads to the generalized Wannier equation(
ε˜ek‖ + ε˜
h
k‖
)
φRλ (k‖)−
(
1− f ek‖ − fhk‖
)∑
l
Vl−k‖φ
R
λ (l‖) = Eλφ
R
λ (k‖). (D.1)
Here, Eλ is the energy, and φ
R
λ (k‖) is the wavefunction of the exciton state λ.
Since the operator acting on φ is not hermitian, we obtain both right-handed
φRλ (k)‖ and left-handed φ
L
λ(k‖) solutions of Eq. (D.1) which are related via φ
L
λ(k‖) =
φRλ (k‖)/(1− f ek‖ − fhk‖). The excitonic wavefunctions fulfill a normalization conditions
and a completeness relations given by∑
k‖
φLλ(k‖)φ
R
ν (k‖) = δλ,ν ,
∑
λ
φLλ(k‖)φ
R
λ (k
′
‖) = δk‖,k′‖ . (D.2)
Since the Wannier equation (D.1) is invariant under the transformation k‖ → −k‖, the
excitonic wavefunctions have a well-defined parity given by pi(λ) = 1 for φλ(−|k‖|) =
φλ(|k‖|) and pi(λ) = −1 for φλ(−|k‖|) = −φλ(|k‖|). The exciton wavefunctions provide
a transformation for the microscopic polarization via
pλ =
∑
k‖
φLλ(k‖)Pk‖ , Pk‖ =
∑
λ
φRλ (k‖)pλ. (D.3)
While Pk‖ denotes the polarization for a certain Bloch wavevector, pλ describes the
polarization in the exciton state λ.
The homogeneous part of the exciton-correlation dynamics Eq. (3.54), leads to the
following eigenvalue problem
(ε˜ek‖+qe‖
+ ε˜h
k‖−q
h
‖
)φRλ;q(k‖)− (1− f ek‖+qe‖ − f
h
k‖−q
h
‖
)
∑
l‖
Vl‖−k‖φ
R
λ;q(l‖) = Eλ;qφ
R
λ;q(k‖)(D.4)
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where q
e(h)
‖ ≡ q‖ me(h)(0)/(me(0) + mh(0)) is defined via the effective masses at the
Γ-point. Evidently, Eq. (D.4) is a modified version of Eq. (D.1) where the exciton
wavefunctions and energies can depend on the center-of-mass momentum q‖. Again, the
right-handed φRλ;q(k‖) and left-handed φ
L
λ;q(k‖) = φ
R
λ;q(k‖)/(1−f ek‖+qe‖−f
h
k‖−q
h
‖
) solutions
fulfill a normalization condition and a completeness relation via∑
k‖
φLλ;q(k‖)φ
R
ν;q(k‖) = δλ,ν ,
∑
λ
φLλ;q(k‖)φ
R
λ;q(k
′
‖) = δk‖,k′‖. (D.5)
For investigations close to the bandgap, the bandstructure can usually be assumed
parabolic ελk‖ = ε
λ
0 + ~
2k2‖/(2mλ). In this case, we can identify
εek‖+qe‖
+ εh
k‖−q
h
‖
=
~
2k2‖
2µ
+
~
2q2‖
2M
(D.6)
where µ = memh/(me+mh) is the reduced electron-hole mass andM = me+mh the total
mass. When, furthermore, the q-dependent contributions in the energy renormalizations
and Pauli-blocking factor are small in Eq. (D.4), the exciton energies are given by
Eλ;q = Eλ;0 +
~
2q2‖
2M
(D.7)
implying that the CM dependence is trivial. In Section D.4, we find that the THz
dynamics depends only on differences of exciton energies, Eλ;q−Eν;q. When the exciton
energies are given by Eq. (D.7), the CM energies cancel such that the THz field is
not sensitive to the CM momentum. In this case, it is sufficient to solve the Wannier
equation (D.4) for q‖ = 0 only. However, when the bandstructure is strongly non-
parabolic or when energy renormalizations or Pauli-blocking is important, the excitonic-
transition energies can depend on the CM momentum (see, e.g., Section 7.4).
The exciton wavefunctions, φλ;q(k‖), provide the following transformations for the
electron-hole correlations
c
q‖,k
′
‖
,k‖
X =
∑
λ,ν
φRλ;q(k‖ − qe‖)φRν;q(k′‖ + qh‖)∆Nλ,ν(q‖), (D.8)
∆Nλ,ν(q‖) =
∑
k‖,k
′
‖
φLλ;q(k‖ − qe‖)φLν;q(k′‖ + qh‖)c
q‖,k
′
‖
,k‖
X . (D.9)
We discuss the meaning of ∆Nλ,λ(q) in the next Section.
D.2. Pair-Correlation Function and Exciton Populations
The electron-hole pair-correlation function
geh(r) = 〈ψ†e(r‖)ψ†h(0)ψh(0)ψe(r‖)〉 (D.10)
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determines the conditional probability to find an electron at the position r when a hole
is located at r = 0. Thus, geh(r) allows us to identify correlations in the electron-hole
relative coordinate. Expressing the field operators in the Bloch basis, we can separate
the correlation function into a singlet part and a correlated part
geh(r) =
1
S2
∑
k‖,k
′
‖
,p‖,p
′
‖
e−i(k‖−k
′
‖
)·r‖〈a†c,k‖ac,k′‖av,p‖a
†
v,p′
‖
〉 = geh(r)S +∆geh(r). (D.11)
where
geh(r‖)S = nenh +
∣∣∣ 1S∑
k‖
Pk‖e
ik‖·r‖
∣∣∣2, (D.12)
∆geh(r‖) =
1
S2
∑
k‖,k
′
‖
,q‖
c
q‖,k
′
‖
,k‖
X e
i(k′
‖
+q‖−k‖)·r‖ . (D.13)
The singlet part contains a background contribution n22D = nenh and the microscopic
polarization. The correlated part is determined by the exciton correlations. Inserting
Eqs. (D.3),(D.8) into Eqs. (D.12) and (D.13), we find
geh(r‖)S = nenh +
∑
λ,ν
(
1
S p
⋆
λpν
)[
φRλ (r‖)
]⋆
φRν (r‖), (D.14)
∆geh(r‖) =
∑
λ,ν
 1
S
∑
q‖
∆Nλ,ν(q‖)
[φRλ;q(r‖)]⋆ φRν;q(r‖). (D.15)
For completely incoherent conditions, the genuine r‖-dependence follows entirely from
the correlated part. When ∆geh(r‖) displays an r‖-dependence proportional to |φRλ0(r‖)|2,
which corresponds to the presence of an exciton population in state λ0, the
∑
λ,ν sum is
obviously dominated by the element λ = ν = λ0. We thus find that
∆nλ0 ≡
∆Nλ0,λ0
S ≡
1
S
∑
q‖
∆Nλ0,λ0(q‖) (D.16)
defines the density of incoherent excitons in state λ0.
D.3. Singlet Dynamics in Exciton Basis
Inserting Eq. (D.3) into Eq. (3.34), we find that the polarization dynamics in the exciton
basis is given by
i~
∂
∂t
pλ =
(
Eλ +
|e|2
2µ
〈A〉2THz
)
pλ −
∑
ν
Jλ,ν〈A〉THz pν (D.17)
−dc,v
√
Sφλ(r‖ = 0)〈E〉opt − iΓλ.
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Here, we assumed that µ and dc,v are independent of k‖ and introduced the excitonic
current-matrix element
Jλ,ν =
∑
k‖
φLλ(k‖)j(k‖)φ
R
ν (k‖). (D.18)
When Jλ,ν is nonvanishing, the THz field can induce transitions between excitonic states
λ and ν. It can easily be shown that Jλ,ν is related to the excitonic dipole-matrix element
dλ,ν via
dλ,ν ≡
∫
d2r‖φ
L
λ(r‖)(|e|eA · r‖)φRν (r‖) =
i~
Eν −EλJλ,ν . (D.19)
Thus, Jλ,ν provides the typical dipole-selection rules equivalent to atomic selection rules.
The term −iΓλ in Eq. (D.17) represents doublet contributions which are difficult to
express in the exciton basis.
The THz Current, Eq. (3.47), can also be expressed in the exciton basis [38]
∂
∂t
JTHz = +Im
[
1
~S
∑
λ,ν
(Eν − Eλ) Jλ,ν (p⋆λpν)
]
− γJ
~
(D.20)
where −γJ/~ describes scattering contributions discussed in Appendix C.3. We find
that only off-diagonal elements p⋆λpν 6=λ contribute. Finally, the dynamics of pλpν is given
by [38]
i~
∂
∂t
(p⋆λpν) = (Eν −Eλ) (p⋆λpν)−
∑
β
[
Jν,β (p
⋆
λpβ)− Jλ,β
(
p⋆βpν
)]〈A〉THz − iΓλ,ν .
where Γλ,ν = Γλ + Γν .
D.4. Singlet-Doublet Dynamics in Exciton Basis
Inserting Eqs. (D.8),(D.9) into Eq. (3.54), we can determine the dynamics of electron-
hole correlations for incoherent conditions in the exciton basis. We find [38]
i~
∂
∂t
∆Nλ,ν(q‖) = (Eν;q − Eλ;q)∆Nλ,ν(q‖) + (Eν;q −Eλ;q)NSλ,ν(q‖) +Drestλ,ν (q‖)
−
∑
β
[
Jν,β;q∆Nλ,β(q‖)− Jλ,β;q∆Nβ,ν(q‖)
]
〈A〉THz + Tλ,ν(q‖) + iGphonλ,ν (q‖).(D.21)
Obviously, the THz field can induce transitions between exciton correlations when the
excitonic current-matrix element
Jλ,ν;q =
∑
k‖
φLλ;q(k‖)
[
je(k‖ + q
e
‖) + jh(k‖ − qh‖)
]
φRν;q(k‖) (D.22)
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is non-vanishing. When a diagonal correlation ∆Nλ,λ is present the THz field creates
off-diagonal elements ∆Nλ,ν 6=λ which can thus be identified as excitonic-transition cor-
relations. The single-particle-scattering SX in Eq. (3.54) produces
NSλ,ν(q‖) =
∑
k‖
φLλ;q(k‖)f
e
k‖+q
e
‖
fh
k‖−q
h
‖
φLν;q(k‖). (D.23)
The remaining Coulomb-induced doublets, phonon-induced doublets and triplet-
scattering contributions are abbreviated by Drestλ,ν , G
phon
λ,ν and Tλ,ν , respectively. Again,
the formulation of the scattering contributions is cumbersome in the exciton basis.
Using Eqs. (D.8),(D.9) and properties of the Wannier equation (D.4), we find [38] that
the THz current dynamics, Eq. (3.61), converts into
∂
∂t
JTHz = +Im
 1
~S
∑
q‖,λ,ν
(Eν;q −Eλ;q) Jλ,ν;q∆Nλ,ν(q‖)
− γJ
~
. (D.24)
where γJ again denotes scattering contributions discussed in Appendix C.3. Obvi-
ously, only off-diagonal correlations, i.e., excitonic-transition correlations lead to a non-
vanishing current.
The dynamics of the carrier distributions, Eq. (3.48), can also be expressed in the
exciton basis,
~
∂
∂t
f ek = Im
[∑
λ,ν,q‖
∆Nλ,ν(q‖)(Eν;q − Eλ;q)φLλ;q(k‖ − qe‖)φRν;q(k‖ − qe‖)
]
+ Γc,c;k‖ (D.25)
with a similar equation for fhk . Again, only off-diagonal exciton correlations contribute.
Scattering contributions are symbolized via Γc,c;k‖.
D.5. Solutions of the Terahertz-Bloch Equations
The terahertz-Bloch equations (TBE) (7.2) can be formulated for each center-of-mass
momentum q separately
~
∂
∂t
 Sx(q‖)Sy(q‖)
Sz(q‖)
 =
 2J1s,2p;qATHz0
−~ω2p,1s;q
×
 Sx(q‖)Sy(q‖)
Sz(q‖)
−
 γSx(q‖)γSy(q‖)
0
 (D.26)
where Sx(q‖) = Re[∆N1s2p(q‖)], Sy(q‖) = Im[∆N1s2p(q‖)], and Sz(q‖) =
1/2[∆N2p2p(q‖) − ∆N1s1s(q‖)]. To solve the coupled equations, it is convenient to in-
troduce the polarization, S−(q‖) ≡ Sx(q‖) + iSy(q‖), in a rotating frame S˜−(q‖) =
S−(q‖) exp(iωTHzt) and define S˜x(q‖) = Re[S˜−(q‖)] and S˜y(q‖) = Im[S˜−(q‖)]. As initial
condition, we choose (Sx(q‖), Sy(q‖), Sz(q‖)) = (0, 0,−1/2)
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We solve Eq. (D.26) for continuous-wave THz excitation, ATHz = A0 cos(2piνTHzt),
and apply a RWA thus neglecting terms oscillating with 2νTHz. For finite detuning
∆q = E2p,1s;q − hνTHz and without dephasing, the solution is
S˜x(q‖) =
(∆q/~)ωR;q
2κ21;q
[1− cos (κ1;qt)] , (D.27)
S˜y(q‖) =
ωR;q
2κ1;q
sin (κ1;qt),
Sz(q‖) = − 1
2κ21;q
[
(∆q/~)
2 + ω2R;q cos (κ1;qt)
]
with κ1;q =
√
ω2R;q + (∆q/~)
2 and the Rabi frequency ωR;q = J1s,2p;qA0/~. For finite
dephasing γ and resonant excitation, the solution is given by
S˜x(q‖) = 0, (D.28)
S˜y(q‖) =
1
2
ωR
κ2;q
sin (κ2;qt)e
−γt/(2~),
Sz(q‖) = −1
2
[
cos (κ2;qt) +
γ/~
2κ2;q
sin (κ2;qt)
]
e−γt/(2~)
with κ2;q =
√
ω2R;q − (γ/(2~))2. For pulses ATHz = Aenv(t) cos(2piνTHzt) with a slowly
varying envelope Aenv, the Rabi frequency ωR;q(t) = J1s,2p;qAenv(t)/~ becomes time-
dependent. The adiabatic solution is then obtained by replacing the arguments of the
sine and cosine in Eqs. (D.27) and (D.28) with the time integral ΩR;q(t) ≡
∫ t
−∞
κq(u)du.
As long as the density is low and the exciton wavefunctions do not extend into the region
of the Brillouin zone where the bandstructure in non-parabolic, the q‖-dependence in
Eqs. (D.27),(D.28) is negligible.
Within the two-level approximation only the 1s-2p excitonic-transition correlation
S− =
∑
q‖
∆N1s,2p(q‖) contributes to the THz current. Neglecting the scattering con-
tributions γJ and the q‖-dependence of excitonic transitions, Eq. (D.24) yields
∂
∂t
JTHz =
2
~SE2p,1sJ1s,2pIm [S−]. (D.29)
By writing S− = S˜−e
−iωTHzt, we can integrate Im [S˜−e
−iωTHzt] by parts and obtain
JTHz =
2
~SE2p,1sJ1s,2pIm
[
S˜−
i
ωTHz
e−iωTHzt −
∫ t
−∞
du
∂S˜−(u)
∂u
i
ωTHz
e−iωTHzu
]
≈ 2S
ω2p,1s
ωTHz
Re [S−] (D.30)
where we assumed that S˜− varies slowly in time, which is valid when the Rabi frequency
is much smaller than the THz frequency. Thus, only the real part, Re [S−], contributes
to JTHz.
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