Half-width of local spectral density of states given by width of
  nonperturbative parts of eigenfunctions: The Wigner-band-matrix model by Zou, Yijian et al.
ar
X
iv
:1
51
2.
02
70
1v
1 
 [q
ua
nt-
ph
]  
9 D
ec
 20
15
Half-width of local spectral density of states given by width of nonperturbative parts
of eigenfunctions: The Wigner-band-matrix model
Yijian Zou ∗, Yuchen Ma †, Peijun Zhu, Jiaozi Wang, and Wenge Wang ‡
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It is shown that, for a Hamiltonian with a band structure, the half width of local spectral density
of states, or strength function, is closely related to the width of the nonperturbative (NPT) parts
of energy eigenfunctions. In the Wigner-band random-matrix model, making use of a generalized
Brillouin-Wigner perturbation theory, we derive analytical expressions for the width of the NPT
parts under weak and strong perturbation. An iterative algorithm is given, by which the NPT
widths can be computed efficiently, and is used in numerical test of the analytical predictions.
PACS numbers: 04.45.-1, 03.65.-w
A note in the beginning by the authors: In the present
version of the draft, the language and expressions have
not been polished, yet. We are sorry for this and are to
revise the draft as soon as possible.
I. INTRODUCTION
The so-called local spectral density of states (LDOS),
also known as strength function in nuclear physics, is
given by projection of an unperturbed state in perturbed
states as a function of the energy difference between the
unperturbed and the perturbed energies. This quantity
is useful in the study of many properties of systems, for
example, in the study of relaxation processes, as well as
of various transition probabilities and echoes. Among
properties of the LDOS that are of relevance, of particu-
lar interest is its half-width [1–7]. However, except in the
case of weak perturbation, analytical study of the width
of LDOS is usually quite difficult and not much is known
about its generic properties.
As well known, randommatrices are useful in the study
of complex quantum systems. For example, the rela-
tion has been established between statistical properties of
the spectra of quantum chaotic systems and those of full
random matrices such as Gaussian orthogonal ensembles
(GOE). A big difference between such random matrices
and realistic systems lies in diagonal elements of the ma-
trixes. For this reason, Wigner proposed to consider the
so-called Wigner-band random-matrix (WBRM) model,
in which the Hamiltonian matrices have increasing diag-
onal elements and random off-diagonal elements within a
band [12]. This model is regarded as being of relevance
in the study of atomic nuclei, cold atoms, and disordered
systems. Analytical study of the WBRM model is much
more difficult than that for full random matrices such as
GOE.
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A useful method of studying properties of energy eigen-
functions (EFs) under non-weak perturbation is given
by a generalization of the Brillouin-Wigner perturbation
theory (GBWPT) [10], particularly, for Hamiltonian ma-
trices with band structure. The GBWPT shows that an
EF can be divided into a non-perturbative(NPT) part
and a perturbative(PT) part, the latter of which can
be expanded in a convergent perturbation expansion by
making use of the former. For a Hamiltonian matrix
with a band structure, loosely-speaking, its EFs have
exponential-type decay in the PT regions, hence, their
main bodies should lie in the NPT regions [11].
Interestingly, numerical simulations carried out in the
WBRM model reveal a relation between the width of
LDOS and the width of the NPT regions of EFs. In this
paper, we give further investigation for this phenomenon.
We first use the GBWPT to explain the numerically-
observed relation between the width of LDOS and the
width NPT regions of EFs. Then, we give analytical
study of the width of the NPT parts and develop a
method of studying analytically its variation of with the
perturbation strength, from weak to strong. By this ap-
proach, main behaviors of the width of LDOS can be
explained quantitatively. We also develop a generic al-
gorithm that can efficiently compute the width of NPT
regions of EFs for band matrixes and use this algorithm
to test our analytical results.
The paper is structured as follows. In Sec.II, we first
recall basic results of the GBWPT, giving definition of
PT and NPT regions of EFs, then, discuss the WBRM
model. We also explain the relationship between the
NPT width and the half width of LDOS in this model.
In Sec.III, we derive the analytical expressions for the
average NPT width in the WBRM model for weak and
strong perturbations. In Sec.IV, we introduce a recursive
algorithm to compute the NPT width for band matrices,
use it to test our analytical results given in Sec.III.
2II. THEORY AND MODEL
A. Generalized Brillouin-Wigner perturbation
theory
In this section, we recall basic contents of the GBWPT.
Consider a Hamiltonian of the form
H(λ) = H0 + λV, (1)
where H0 is an unperturbed Hamiltonian and λV repre-
sents a perturbation with a running parameter λ. Eigen-
states of H(λ) and H0 are denoted by |α〉 and |k〉, re-
spectively,
H(λ)|α〉 = Eα(λ)|α〉, H0|k〉 = E0k|k〉, (2)
with α and k in energy order. Components of the EFs
are denoted by Cαk = 〈k|α〉.
In the GBWPT, for each perturbed state |α〉, the set
of the unperturbed states |k〉 is divided into two substes,
denoted by Sα and Sα. The related projection operators,
PSα =
∑
|k〉∈Sα
|k〉〈k|, QSα =
∑
|k〉∈Sα
|k〉〈k| = 1− PSα , (3)
divide the perturbed state into two parts, |αs〉 ≡
PSα |α〉, |αs〉 ≡ QSα |α〉. As shown in Ref.[10], if the
above-discussed division satisfies the following condition,
namely,
lim
n→∞
〈φ|(T †α)nT nα |φ〉 = 0 ∀φ, (4)
where
Tα =
1
Eα −H0QSαλV, (5)
then, making use of the part |αs〉, the other part |αs〉 can
be expanded in a convergent perturbation expansion, i.e.,
|αs〉 = Tα|αs〉+ T 2α|αs〉+ · · ·+ T nα |αs〉+ · · · . (6)
Let us consider an operator Wα in the subspace
spanned by unperturbed states |k〉 ∈ Sα, namely,
Wα := QSαV
1
Eα −H0QSα , (7)
and use |ν〉 and wν to denote its eigenvectors and eigen-
values, Wα|ν〉 = wν |ν〉, where for brevity we omit the
subscript α for |ν〉 and wν . It is easy to verify that the
condition (4) is equivalent to the requirement that
|λwν | < 1 ∀|ν〉. (8)
In a quantum chaotic system H(λ), all good quantum
numbers of the unperturbed system H0 have been de-
stroyed, except that related to the energy. Therefore, in
the study of statistical properties of the EFs, we consider
those sets Sα, each corresponding to a connected region
in the unperturbed energy, namely,
Sα = {|k〉 : k1 ≤ k ≤ k2}. (9)
Among the sets Sα for which Eq.(4) is satisfied, the most
important is the smallest one. We call the smallest set
Sα, under the condition (4), the non-perturbative (NPT)
region of the state |α〉 and, correspondingly, the set Sα
the perturbative (PT) region. Clearly, the NPT region of
|α〉 has the smallest value of (k2−k1). Below, we use Np
to denote the width of the NPT region, namely,
Np = k2 − k1. (10)
In the case that λ is sufficiently small and Eα is not
close to the unperturbed eigenenergies, the condition (4)
can be satisfied with a set Sα including only one unper-
turbed state |k0〉, whose energy E0k0 is the closest to Eα.
In this case, k1 = k2 = k0. With increasing perturbation
strength λ, usually the width the NPT region increases.
As an application of the GBWPT, we discuss a Hamil-
tonian that has a matrix with a band structure in the
unperturbed basis. Let us expand the state vector
QSαλV |αs〉 in the basis |ν〉, giving
QSαλV |αs〉 =
∑
ν
dν |ν〉. (11)
Substituting Eq.(5) and Eq.(11) into Eq.(6), after simple
derivation, it is found that, for each unperturbed state
|j〉 in the set Sα, the component Cαj = 〈j|α〉 is written
as
Cαj =
1
Eα − E0j
∑
ν
[
dν
1− λwν 〈j|ν〉
]
(λwν)
m−1
, (12)
where m is the smallest positive integer for
〈j|(QSαV )m|αs〉 not equal to zero, i.e., the small-
est steps for |j〉 to be coupled to |αs〉 through V [? ].
Consider a Hamiltonian matrix with a band structure
discussed above, specifically, with a band width b,
that is, 〈k|V |k′〉 = 0 if |k − k′| > b. Let us consider
Cαj of j > k2. It is easy to see that m ≥ 1b (j − k2).
Since |λwν | < 1, Eq.(12) shows that the EF has an
exponential-type decay with increasing j. Similarly, the
EF has an exponential-type decay with decreasing j for
j < k1.
It is seen that m = 1 for j in the two regions [k1−b, k1]
and [k2, k2 + b]. According to Eq.(12), the exponential-
type decay does not appear in these two regions. We call
them the shoulders of the NPT region. Clearly, the main
body of the EF should lie within the region [k1−b, k2+b],
namely, in the NPT-plus-shoulder region.
B. The WBRM model
In the WBRM model, one considers a perturbed
Hamiltonian matrix written in the form in Eq.(1). Here,
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FIG. 1: Average shape of eigenfunctions of Wigner-band ran-
dom matrices, b = 8,λ = 5,N = 500. The shape is steady
inside NPT region but decreases exponentially outside shoul-
ders. Half width of eigenfunctions is near NPT width plus
two shoulders.
the unperturbed Hamiltonian H0 takes a diagonal form
with E0i = i (i = 1 · · · , N). The elements vij of the
perturbation V are random numbers with Gaussian dis-
tribution for 1 6 |i − j| 6 b (〈vij〉 = 0, 〈v2ij〉 = 1) and
are zero otherwise. Thus, the Hamiltonian matrix has a
band structure with a bandwidth b. At large λ, the EFs
have the feature of localization in the energy shell [9].
It proves convenient to introduce a matrix
U = Q
1
Eα −H0λV Q, (13)
where Q is a projection operator introduced in the pre-
vious section, with the subscript αs omitted. Elements
of U are
Uij =


0, p1 ≤ i, j ≤ p2,
λVij
Eα − E0i
, otherwise.
(14)
We use s(A) to denote the the maximum of the modulus
of the eigenvalues of an operator A. For example, s(U)
is the maximum of |um|, where um are eigenvalues of
U . Then, the condition (4) is equivalent to the following
requirement, namely,
s(U) < 1. (15)
C. Half width of LDOS and NPT width
The shape of an EF of |α〉 can be written in the form
ρF =
∑
k
|Cαk|2δ(E0k − Eα). (16)
Its averaged shape of EFs, denoted by Π, can be ob-
tained by taking average of ρF over different EFs, with
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FIG. 2: Average shape of eigenfunctions of Wigner-band ran-
dom matrices, b = 8,λ = 5,N = 500.
the energies Eα shifted to a common position, say, to
the origin of E = 0. We use εαk to denote the energy
difference (Eα − E0k), namely, εαk = Eα − E0k. The av-
eraged EF is a function of ε and is written as Π(ε). In
the WBRM, whose Hamiltonian has a band width b, as
discussed previously, main bodies of the EFs lie within
the NPT+shoulder regions. Therefore, the width of the
averaged EF, denoted by wF , satisfies
wF . Np + 2b. (17)
Similarly, the LDOS of unperturbed state |k〉 is written
as
ρLDOS(E
0
k, Eα) =
∑
α
|Cαk|2δ(Eα − E0k). (18)
The averaged LDOS, obtained with E0k moved to E
0 = 0,
is a function of ε and is indicated by ρL(ε).
We use wL to denote the half-width of the averaged
LDOS ρL(ε). Numerically, we found that in the WBRM
model the averaged EFs almost fully fill the NPT region
(see Figs.1 and 2). Hence, we have
wL ≈ Np + 2ηb, (19)
where η ∼ 1 determined by decay of the EFs outside
their NPT regions. Thus, wL can be estimated, once the
NPT-region width Np is known.
III. WIDTH OF NPT REGIONS FOR WEAK
AND STRONG PERTURBATION
In this section, we discuss variation of the NPT-region
Np with the perturbation strength λ.
A. NPT width for b = 1 at small λ
At b = 1, elements of the matrix U in Eq.(14) have
the simple expression, Uij = λVijδi,j±1/(Eα − E0i ) for
4i, j outside of the interval [p1, p2].
When λ is quite small, one usually has p1 = [Eα] and
p2 = [Eα] + 1, which gives Np = 1. In some special
realization of the random numbers for off-diagonal ele-
ments of the Hamiltonian, one may have Np = 2. To
compute s(U), let us consider five basis states |k〉 with
unperturbed energies E0k just above Eα, as well as five
basis states with E0k just below Eα. Truncate the matrix
U in these basis states, one gets the following two five-
dimensional sub-matrices, denoted by Uup and Udown,
namely,
Uup = λ


0
Vp1−4,p1−5
Eα − p1 + 5 0 0 0
Vp1−4,p1−5
Eα − p1 + 4 0
Vp1−3,p1−4
Eα − p1 + 4 0 0
0
Vp1−3,p1−4
Eα − p1 + 3 0
Vp1−2,p1−3
Eα − p1 + 3 0
0 0
Vp1−2,p1−3
Eα − p1 + 2 0
Vp1−1,p1−2
Eα − p1 + 2
0 0 0
Vp1−1,p1−2
Eα − p1 + 1 0


, (20)
Udown = −λ


0
Vp2+2,p2+1
p2 − Eα + 1 0 0 0
Vp2+2,p2+1
p2 − Eα + 2 0
Vp2+3,p2+2
p2 − Eα + 2 0 0
0
Vp2+3,p2+2
p2 − Eα + 3 0
Vp2+4,p2+3
p2 − Eα + 3 0
0 0
Vp2+4,p2+3
p2 − Eα + 4 0
Vp2+5,p2+4
p2 − Eα + 4
0 0 0
Vp2+5,p2+4
p2 − Eα + 5 0


. (21)
Since elements of U outside the above two matrices
are generally much smaller than those inside them,
s(U) can be approximated by the maximal modulus of
the eigenvalues of the two sub-matrices, i.e., s(U) =
max{s(Uup), s(Udown)}. Since the two matrices Uup and
Udown have similar structures, we can focus on s(Uup)
only.
Below, we give a condition under which s(Uup) > 1.
For the sake of convenience in presentation, here we in-
troduce some notations that will be frequently used,
f = Eα − p1 + 1, g = p2 − Eα + 1. (22)
Using rα to indicate the decimal part of Eα, taking Np =
1, one has f = 1+rα, g = 2−rα. We use vi of i = 1, 2, 3, 4
to denote the four nonzero elements Vp,p−1 in the matrix
Uup from top to bottom.
Direct computation shows that the eigenvalues µ of
Uup satisfy the following equation,
h(µ) = µ4 −Aµ2 +B = 0, (23)
where
A = λ2[
v21
(f + 3)(f + 4)
+
v22
(f + 2)(f + 3)
+
v23
(f + 1)(f + 2)
+
v24
f(f + 1)
], (24)
B = λ4[
v21v
2
3
(f + 1)(f + 2)(f + 3)(f + 4)
+
v22v
2
4
f(f + 1)(f + 2)(f + 3)
+
v21v
2
4
f(f + 1)(f + 3)(f + 4)
]. (25)
It is easy to verify that A2 − 4B > 0. Thus, we get the
solution
µ2± =
A±√A2 − 4B
2
. (26)
Therefore, s(Uup) > 1 is equivalent to µ
2
+ > 1. Further
computation shows that s(Uup) > 1 is equivalent to the
condition that A > 2 or A > B + 1.
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FIG. 3: Fitting the distribution function of X with p(X) =
CX−1/2e−βX(X ≥ 1), where X > 1/λ2 implies NPT width
is larger than 1.
Detailed analysis shows that, for λ . 1, usually one
has A < 2 and B ≪ 1. In fact, as an estimation, taking
f ≈ 1 and vi ≈ 1, one has A ≈ 4λ2/5 and B ≈ 3λ4/40.
Then, the condition s(Uup) > 1 is simplified to A > 1,
i.e.,
Xup >
1
λ2
, (27)
where
Xup =
v21
(f + 3)(f + 4)
+
v22
(f + 2)(f + 3)
+
v23
(f + 1)(f + 2)
+
v24
f(f + 1)
. (28)
Similarly, we have the condition Xdown > 1/λ
2 for
s(Udown) > 1, where Xdown has the same expression
as Xup with f replaced by g = 3 − f . Denoting X =
max{Xup, Xdown}, it is seen that the condition s(U) > 1
is equivalent to that X > 1/λ2.
We have performed a Monte Carlo simulation for the
distribution of X and found that it can be fitted well by
p(X) = CX−1/2e−βX(X ≥ 1) in the region of interest.
In fact, the probability for large X is low. Our fitting
result is shown in Fig.3.
Now we calculate the average width of the NPT region.
The probability for Np = 1 is given by
P1 = 1−
∫ +∞
1/λ2
p(X)dX. (29)
Neglecting the small possibility for Np > 2 at small λ,
the probability of Np = 2, denoted by P2, is given by
P2 = 1− P1. Then, we have
〈Np〉 = 1 +
∫ +∞
1/λ2
p(X)dX. (30)
Completing the integration, for λ . 1, we obtain
〈Np〉 = 1 + C
√
pi
β
erfc(
√
β
λ2
), (31)
where
erfc(x) = 1− 2√
pi
∫ x
0
e−t
2
dt (32)
is the complementary error function.
B. NPT width for b = 1 at large λ
Next, we move to the case of large λ, in which Np is
large. Still, for a given value of λ, due to the random
nature of the off-diagonal elements of the Hamiltonian,
Np has different values under different realizations of the
off-diagonal elements. Thus, we need to study the prob-
abilities for Np to take different values.
As discussed above, the value of Np is determined
by properties of s(U), and the matrix U is split into
an upper part Uup and a lower part Udown. Thus,
s(U) = max{s(Uup), s(Udown)}. For N large and Eα
in the middle energy region, since the two sub-matrices
have similar structure, we can consider one of them only,
say, s(Uup). For brevity, we use s(U) to indicate this sub-
matrix. For large λ, one has p2−Eα ≃ Eα − p1 ≃ Np/2.
Let us study the probability of s(U) < 1 for a given
value of Np. For later convenience, we write this proba-
bility as 1−P (Np). Because the NPT width corresponds
to the minimum value of Np, for which s(U) < 1, the
probability that NPT width is n is (1 − P (n)) − (1 −
P (n− 1)) = P (n− 1)− P (n). Then,
〈Np〉 =
∞∑
n=1
n(P (n− 1)− P (n))
=
∞∑
n=1
P (n)− lim
n→∞
nP (n). (33)
Next we derive an approximate expression for P (n).
For this purpose, let us first estimate s(U). Consider
a series of m−dimensional sub-matrices truncated from
U , denoted by Mi, i = 0, 1, 2, · · · , n. An illustration of
our truncation method is given in Fig.4. In the case
of b = 1, we take m = 5. Generally, we require that
b < m≪ λ < N .
Specifically, sub-matrix Mi is obtained by truncating
U from its li-th row to its li+1-th row, and from its li-th
column to its li+1-th column, where li = p1−(m−1)i−1.
Elements of Mi are given by
Mi,pq = Uli+1+p−1,li+1+q−1. (34)
Thus, the sub-matrices Mi contain all nonvanishing ele-
ments of U , and they are independent of each other. We
6FIG. 4: A series of matrices truncated from U to estimate the
maximum modulus of eigenvalues of U .
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found that |s(U) − max0≤i≤n s(Mi)| are not large (see
Fig.5), hence, use the following approximation,
s(U) ≈ max
0≤i≤n
s(Mi). (35)
In the nonzero elements of U , the factors 1/(Eα−E0i )
can be regarded as a constant for each Mi. Indeed, in
the case of i < p1 and |i− j| < m≪ Np, one has∣∣∣∣ 1Eα − E0i −
1
Eα − Ej
∣∣∣∣ ≈ m(Eα − E0i )2 ≈
m
N2p
, (36)
Introducing ai = Eα − Ep1 + (m − 1)i + 1 and noting
Eq.(36), it is seen that the matrices M=aiMi/λ can be
regarded as realizations of the same independent random
variables, independent of the label i. We callM the stan-
dardm-dimensional matrix. It is easy to verify thatM is
approximately a hermitian matrix and that its elements
in upper triangle are
Mij ≈ viδi,j−1 (i ≤ j), (37)
where vi are independent, normally-distributed random
variables with mean 0 and variance 1.
We use h(x) to denote the distribution function of
s(M), and H(x) for the corresponding cumulative distri-
bution function, with H(x) =
∫ x
0
h(x′)dx′. For brevity,
we use sM to denote s(M). According to definition of
M , Mi = λM/ai, then s(Mi) = λsM/ai. Then making
use of Eq.(35), we obtain
s(U) = max
0≤i≤n
(λsM/ai). (38)
We denote the distribution function of s(U) by w(s) and
the corresponding cumulative distribution function by
W (s). Using Eq.(38), we obtain
W (s) =
n∏
i=0
H(
ais
λ
). (39)
Let us first take logarithm for both sides of Eq.(39), then,
approximate the summation on the right hand side by
integration and obtain
lnW (s) ≈ λ
m− 1
∫ +∞
a0/λ
lnH(ts)dt, (40)
where the upper limit is set +∞ because we can regard
the matrix as sufficient large. Note that a0 ≈ Np/2, thus
we obtain from Eq.(40) that the probability of s(U) < 1
is given by
exp
(
λ
m− 1
∫ +∞
Np/2λ
lnH(t)dt
)
. (41)
Then,
P (n) = 1− exp
(
λ
m− 1
∫ +∞
n/2λ
lnH(t)dt
)
. (42)
For n ≪ λ, we have P (n) ≈ 1. For n increasing beyond
λ, P (n) decreases and approaches 0.
To evaluate the right hand of Eq.(42), we need to make
use of our numerical results of h(t) (see Appendix A).
As shown in Fig.6, P (n), as a function of n/2λ, has a
”ladder” shape when λ is very large, and nP (n) → 0 as
n→∞. Then, from Eq.(33) and Eq.(42), we have
〈Np〉 = nc, (43)
where nc is the point at which P (nc) = 1/2. Using
Eq.(42), we obtain∫ +∞
nc/2λ
lnH(t)dt = − (m− 1) ln 2
λ
. (44)
As λ is large, the absolute value of the right side of
Eq.(44) is small, hence, nc should be large. Discussions
given in Appendix A show that∫ +∞
x
lnH(t)dt ∼ −e
−ax2
x2
(x→ +∞). (45)
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FIG. 6: Curves of P (n) as b and λ vary. We see that when λ
us sufficiently large, the curve is like heaviside for both b.
Then, we get
〈Np〉 ≃ C′λ
√
lnλ(λ≫ 1). (46)
When λ is not extremely large, one has 〈Np〉 ∝ λ.
C. NPT width of Wigner-band random
matrix:band width b ≥ 2
In this section, we argue that Eq.(31) and Eq.(46) are
still valid for b ≥ 2, with coefficients in the equations as
fitting parameters.
Let us first discuss the case of small λ. Here, we take
the two matrices Uup and Udown [cf.Eqs.(13) and (14)]
as the two 5b-dimensional matrices nearest to Eα. Ne-
glecting terms of the order of O(λ2) and higher in the
eigen-equation, we obtain a condition similar to Eq.(23).
Neglecting B in the eigen-equation, the condition for
Np = 1 is given by A > 1. Writing X = A/λ
2, we
use p(X) = CX−1/2e−βX to fit the distribution of X .
Finally, we also get Eq.(31), with C and β as fitting pa-
rameters.
Next, for large λ, when deriving Eq.(46), we need to
use properties of H(t) and the cumulative distribution
function of the maximal eigenvalue of a standard m-
dimensional random matrix. We can choosem, such that
it is sufficiently larger than b but still sufficiently smaller
than λ. Then, the asymptotic behavior of H(t) is still
given by Eq.(45) (see Appendix A). Finally, the result
Eq.(46) remains unchanged, with a different parameter
C′.
IV. NUMERAL RESULTS
In this section, we discuss our numerical results, in-
cluding numerical tests of the analytical predictions given
in the preceding section.
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FIG. 7: Confirmation of the new algorithm. For each per-
turbation strength λ, we randomly choose one Wigner band
random matrix with b = 15. Black squares represent NPT
width calculated with ordinary method, and red circles repre-
sent NPT width calculated with our new iterative algorithm.
Their consistency indicates that our algorithm is correct.
A. Iterative algorithm for computing the width of
NPT regions
In this subsection, we given an algorithm for comput-
ing NPT regions in the WBRM model. Its justification
is given in Appendix. The algorithm consists of the fol-
lowing five steps.
Step 1: Separate the matrix H0 and V into blocks as
H0 =
(
H0p 0
0 H0n
)
, V =
(
Vp ∗
∗ Vn
)
, (47)
in which p and n stand for up and down. H0p and Vp
are both [Eα] × [Eα] square matrices, and H0n and Vn
are N − [Eα] dimensional square matrices. This option
ensures that Eα −H0p is positive definite and Eα −H0n
is negative definite.
Step 2: Compute Sp and Sn,
Sp =
1√
Eα −H0p
λVp
1√
Eα −H0p
, (48)
Sn =
1√
−(Eα −H0n)
λVn
1√
−(Eα −H0n)
. (49)
Step 3: Compute I+Sp, where I is the identity matrix.
Use Guassian elimination method to eliminate elements
in the lower triangle part of I + Sp. In doing this, when
all the lower-triangle elements in the ith column are elim-
inated, a diagonal element yi+1 is gained in the (i+1)-th
row and column. We terminate the procedure when a
diagonal element yic1 < 0 is obtained.
Step 4: Apply the same procedure as in step 3 to I−Sp
and obtain a yic2 < 0. Then, p1 = max{ic1, ic2}.
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FIG. 8: Average NPT width towards perturbation strength
λ for Wigner-band random matrices with band width b = 1.
When λ is small, we fit the scatters with Eq.(31). When λ is
relatively large, we fit linear.
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FIG. 9: Average NPT width towards perturbation strength
λ for Wigner band random matrices with band width b = 1
when λ is very large. We change the axis to make a linear fit
with Eq.(46).
Step 5: For I+Sn and I−Sn, we eliminate the elements
in the upper triangle by the Gaussian-elimination method
starting from the last line. Similar to steps 3 and 4, we
take p2 as the smaller ic obtained from the two matrices.
The NPT width is then given by Np = p2 − p1.
The algorithm discussed above is applicable only for
the case where p2 − p1 > b, in which the elements in ∗
of V do not take part in the elimination. Practically, for
a given band matrix, we first apply the above-discussed
iterative algorithm to compute p2 and p1. If Np = p2 −
p1 ≤ b, then, we turn to the ordinary method to compute
Np.
Finally, we discuss efficiency of the above-discussed al-
gorithm. Similar to the method of Gaussian elimination,
the algorithm has a time complexity O(Nb2). Further-
more, the elimination is from top and bottom to the mid-
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FIG. 10: Average NPT width towards perturbation strength
λ for Wigner band random matrices with band width b = 8.
When λ is small, we fit the scatters with Eq.(31). When λ is
relatively large, we fit linear.
dle of the matrix. Thus, when λ is relatively large and
p1 and p2 are far away from middle, we do not need to
eliminate the total N lines to find p1 and p2. We remark
that our algorithm is particularly useful for large λ. For
small λ and not large b, Np < b and the ordinary method
of computing Np is not quite time-consuming. Detailed
discussions of the algorithm is given in Appendix B and
C.
We have numerically tested the validity of the above-
discussed algorithm (see Fig.7).
B. Variation of the NPT width with perturbation
strength
According the analytical study discussed in Sec.III, for
b = 1, we have the following picture for variation of 〈Np〉,
the average width of the NPT regions of EFs. That is, in
the perturbation regime from weak to somewhat medium,
specifically, for λ . 1, it follows Eq.(31). One should note
that, since the level spacing of the unperturbed Hamil-
tonian is one, the perturbation is not weak at λ = 1.
While, for large λ, the behavior is given by Eq.(46). For
λ not very large, Eq.(46) shows that the width increases
almost linearly with λ, but, effect of the logarithm term
should be seen for sufficiently large λ.
As shown in Fig.8, Eq.(31) works quite well for λ be-
low 2. For λ beyond 9, Np has a good linear behavior
in agreement with the prediction of Eq.(46) for λ not
very large. For very large λ, the contribution of
√
lnλ in
Eq.(46) becomes unnegligible, as shown in Fig.9.
We further increase the width b of the Hamiltonian
matrices. As shown in Fig.10, our predictions also works
well in this case. For b > 1, the parameters C and β in
Eq.(31) and parameter C′ in Eq.(46) are fitting parame-
ters.
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FIG. 11: Average NPT width(black squares), LDOS
halfwidth(dark green triangles), half width of eigenstates(red
circles) and localization length(blue triangles) for Wigner
band random matrices with band width b = 1.
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FIG. 12: Average NPT width(black squares), LDOS
halfwidth(dark green triangles), half width of eigenstates(red
circles) and localization length(blue triangles) for Wigner
band random matrices with band width b = 8.
C. NPT width and half-width of LDOS
As discussed previously, the half-width of LDOS
should be closely related to the width of NPT regions
of EFs [cf.Eq.(19)]. In this subsection, we numerically
test this prediction.
In Fig.11, Fig.12, and Fig.13, we give variation of Np,
wL, and wF with the perturbation strength λ. We also
plot the average of the localization length Lα, denoted
by L, where
Lα = 1/
∑
j
|Cαj |4. (50)
At large λ, both wL and wEF are much larger than L,
which is a phenomenon called localization in the energy
shell.
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FIG. 13: Average NPT width(black squares), LDOS
halfwidth(dark green triangles), half width of eigenstates(red
circles) and localization length(blue triangles) for Wigner
band random matrices with band width b = 50.
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FIG. 14: Value of η against λ for b = 8, N = 500. η ≈ 1 for
middle-strength perturbation, and is small in weak or strong
perturbation.
Finally, we discuss Eq.(19). We plot η versus λ in
Fig.14. It is seen that η ≈ 1 in the middle region of λ,
and is small in the weak or strong perturbation regimes.
V. CONCLUSIONS
In this paper, we have studied the NPT and PT parts
of EFs in the WBRM model. It is shown that the width
of the LDOS can be estimated, if the width of NPT re-
gions of EFs are known. For b = 1, we have derived ex-
plicit expressions for the average width of NPT regions,
as functions of the perturbation strength λ, for λ & 1
and for large λ. Numerically, we have found that these
expressions are still valid for b > 1. We have also de-
veloped a algorithm, which can efficiently compute the
width of NPT regions at large λ, with a time complexity
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FIG. 15: Density function h(x) of the maximum absolute
value of eigenvalues of a standard random matrix with b = 1.
Guassian fit of the large-λ region is shown in red curve.
less than O(b2N).
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Appendix A: asymptotic property of H(t) and
properties of P (n)
Previously, we define h(t) as the distribution function
of the maximal modulus of eigenvalues of a standard m-
dimensional random matrixMs, whose elements take the
form
Ms,ij =
{
vij ∼ N(0, 1), 1 ≤ |i− j| ≤ b
0, others.
(A1)
and a corresponding cumulative distribution function
H(t). We now explicitly show the curves of h(t) when
b = 1 and b = 8 obtained by a Monte Carlo simulation in
Fig.15 and Fig.16. We fit the region of large t by Guas-
sian formula and show the asymptotic property of h(t)
that
h(t) ∼ e−t2(t→∞). (A2)
Making use of
H(x) = 1−
∫ +∞
x
h(t)dt (A3)
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FIG. 16: Density function h(x) of the maximum absolute
value of eigenvalues of a standard random matrix with b = 8.
Guassian fit of the large-λ region is shown in red curve.
and ∫ +∞
x
t−ne−t
2
dt ∼ x−n−1e−x2 , (A4)
we obtain
1−H(t) ∼ e
−t2
t
(t→∞). (A5)
We take first order approximation that ln(1 − H(t)) ≈
−H(t) and use Eq.(A4) to obtain
∫ +∞
x
lnH(t)dt ∼ e
−x2
x2
, (A6)
which is just Eq.(45).
Appendix B: Verification of the iterative algorithm
To develop our algorithm, we first make a similarity
transformation to U to create a symmetrical matrix. We
first consider the upper part of U called Up ,for Q natu-
rally split U into two independent parts. We will denote
the correspondingly upper part of V and H0 as Vp and
H0p. Note that Q and 1/(Eα − H0) commute, so we
rearrange Unp as
Unp = Q
1√
Eα −H0p
Sn−1p
1√
Eα −H0p
λQ, (B1)
where
Sp =
1√
Eα −H0p
λVp
1√
Eα −H0p
. (B2)
Then the condition s(Up) < 1 is equivalent to s(Sp) < 1,
with Sp obviously symmetrical and with the same band
width.
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Now we recall some results in linear algebra.[8] A real
symmetrical matrix has real eigenvalues, and condition
s(Sp) < 1 is equivalent to I ± Sp are both positive
definite, where I is the identity matrix. The sufficient
and necessary condition for a symmetrical matrix to be
positive definite is that its ordered main subdetermi-
nants(denoted by di) are all positive. We will calculate
the ordered main subdeterminants of I ± Sp by elemen-
tary row transformations. To be clear, we first deal with
the case where b = 1.
In this simpler case, one can prove that if Sp has a pos-
itive eigenvalue x0, it must have a corresponding eigen-
value −x0, so we only need to verify the condition under
which I + Sp is positive definite. Recall the elementary
row transformation matrices Tij(µ), with all diagonal el-
ements 1 and only nonvanishing element µ in the ith
column and tth row, and multiplying Tij(µ) from the left
gives an elementary row transformation that does not
change any its subdeterminant. Suppose the elements of
Sp take the form
Sp(i, i+1) = Sp(i+1, i) = ξi(i = 1, 2, · · · , p1− 2), (B3)
then d1 = 1, and we can continuously multiply Ti,i+1(µi)
from the left to eliminate the element of I + Sp in lower
triangle to obtain di+1. For instance, our first step is that
T12(−ξ1)(I + Sp) =


1
−ξ1 1
1
. . .
1




1 ξ1
ξ1 1 ξ2
ξ2 1
. . . ξp1−2
ξp1−2 1

 =


1 ξ1
0 1− ξ21 ξ2
ξ2 1
. . . ξp1−2
ξp1−2 1

 , (B4)
so µ1 = −ξ1, and d2 = 1 − ξ21 . If d2 > 0, then we mul-
tiply T23(−ξ2/(1 − ξ21)) from the left to obtain d3. Now
we introduce the sequence {yi} to denote the new diag-
onal element before ith elimination, then y1 = 1, y2 =
d2/d1 = 1 − ξ21 , · · · , yi = di/di−1, · · · . We can construct
a recursive formula for yi+1 by the ith elimination
Ti,i+1(−ξi+1
yi
)


y1 ξ1
y2 ξ2
. . .
. . .
yi ξi
ξi 1 ξi+1
ξi+1 1
. . . ξp1−2
ξp1−2 1


=


y1 ξ1
y2 ξ2
. . .
. . .
yi ξi
0 yi+1 ξi+1
ξi+1 1
. . . ξp1−2
ξp1−2 1


, (B5)
from which we obtain
yi+1 = 1− ξ
2
i
yi
(i ≥ 1); y1 = 1. (B6)
Finally we obtain our algorithm to calculate p1 for the
case b = 1. As p1 is the maximal row number that ensures
all ordered main subdeterminants di of I + Sp positive,
we require that ∀i ≤ p1−1, yi > 0. Given a matrix S, we
continuously apply Eq.(B6), until we obtain a yic < 0,
then p1 = ic. Similarly, if we set yN = 1, we can obtain
p2 by adopting the same recursive formula for yi−1, then
obtain Np = p2 − p1. We can also verify this algorithm
by path summation in Appendix C. Now we expand our
algorithm to the cases where b ≥ 2. In this case, our way
above to calculate ordered subdeterminants di is still ap-
plicable. Every time we eliminate elements in a column
in lower triangle of I±Sp by elementary row transforma-
tions b times, we obtain a higher ordered subdeterminant.
We end the iteration until we find a negative ic-order sub-
determinant. Only difference lies in that we need to both
compute ic for I ± Sp, and choose p1 as the smaller one.
Similarly, we can use the algorithm calculate p2, then
we obtain the NPT width Np = p2 − p1.
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Appendix C: path summation derivation for the
iterative algorithm
We provide a new picture for our recursive formula
Eq.(B6). Recall that NPT width is the minimal dimen-
sion of subspace P such that the generalized Brillouin-
Wigner perturbation expansion Eq.(6) converges. De-
compose |αs〉 as summation of NPT eigenstates,
|αs〉 =
p2∑
i=p1
ti|i〉, (C1)
then convergence of Eq.(6) is equivalent to convergence
of
Cij = 〈j|i〉+
n−1∑
m=1
〈j|Tm−1|i〉+ 〈j|T n|i〉+ · · · (C2)
for any i ∈ [p1, p2], and any j. Note that the definition
of T (Eq.(5)) consists of a projection operator Q, so we
only need to check the convergence of Eq.(C2) for the
case where j /∈ [p1, p2]. Using Eq.(5) and Eq.(C2), we
can write the explicit formula for Cij ,
Cij =
λVji
Eα − Ej +
∑
k1∈Q
λVjk1
Eα − Ej
λVk1i
Eα − Ek1
+
∑
k1,k2∈Q
λVjk1
Eα − Ej
λVk1k2
Eα − Ek1
λVk2i
Eα − Ek2
+ · · · . (C3)
By definition of NPT width, we need to find the maximal
dimension ofQ such that Eq.(C3) converges. For simplic-
ity, we only consider the case where b = 1. Let we call
the chain k0 = j → k1 → · · · → kn → i = kn+1 a (n+1)-
order path, then the nth term in Eq.(C3) is a summation
over all n-order paths. We denote λVkiki+1/(Eα − Eki)
as f(ki → ki+1), then, as b = 1, it vanishes unless
|ki+1 − ki| = 1.
For b = 1, Q subspace is naturally split into to two sep-
arate parts,[1, p1−1] and [p2+1, N ]. Then the summation
Eq.(C3) vanishes unless i = p1 or i = p2, where the sum-
mation only covers paths in one side of Q subspace. Two
sides of Q subspaces are similar, so let us consider the
case where i = p1. We claim that convergence of Eq.(C3)
for j = p1 − 1 implies convergence for any j ∈ [1, p1− 2].
This is because if for one of j ∈ [1, p1 − 2] the path sum-
mation Eq.(C3) diverges, then for any path j → · · · → i,
we can construct a path j + 1→ j → · · · → i, and sum-
mation over all these paths also diverges because it is just
f(j +1→ j) times the former summation, meaning that
Cp1j+1 also diverges. Iterate the reasoning above leads
to contradiction to our condition that Cp1p1−1 converges.
Therefore later we only consider the case where i = p1
and j = p1 − 1.
Since the only way to p1 is through p1− 1, We rewrite
Eq.(C3) as
Cp1p1−1 = f(p1 − 1→ p1)A(p1 − 1→ p1 − 1), (C4)
where A(j → j) represents the path summation over
paths starting at j and ending at j, without passing
through j + 1. Now we classify the paths from p1 − 1
to p1−1 by the number of times the path includes p1−1
in the middle. Suppose all paths(excluded the beginning)
that include p1 − 1 one time contribute g(p1 − 1) to the
path summation, then all paths that include p1 − 1 n
times contribute gn(p1 − 1). Then
A(p1 − 1→ p1 − 1) =
∞∑
n=1
gn(p1 − 1)
=
1
1− g(p1 − 1) − 1, (C5)
which converges only when |g(p1 − 1)| < 1. Next we
consider the paths that contribute to g(p1 − 1). We may
first go to p1 − 2, then return to p1 − 1, then the path
contributes f(p1 − 1→ p1 − 2)f(p1 − 2→ p1 − 1) to the
summation. By definition, all paths that goes to p1 − 2
then returns to p1− 2 contributes to a factor A(p1− 2→
p1 − 2), then
g(p1 − 1) = f(p1 − 1→ p1 − 2)f(p1 − 2→ p1 − 1)
× (1 +A(p1 − 2→ p1 − 2)). (C6)
Using Eqs.(C5), (C6), we obtain
g(p1 − 1) = f(p1 − 1→ p1 − 2)f(p1 − 2→ p1 − 1)
× 1
1− g(p1 − 2) . (C7)
The reasoning above applies to any j ∈ [1, p1 − 1]. Note
that g(1) = 0 by definition, then we obtain the recursive
formula
g(j + 1) = f(j + 1→ j)f(j → j + 1) 1
1− g(j) ; g(1) = 0.
(C8)
Direct calculation of matrix elements shows that
f(j + 1→ j)f(j → j + 1) = ξ2j , (C9)
in which ξ2j shares the same meaning with that in Eq.(40).
Now let yi = 1− g(i), then Eq.(B8) becomes
yi+1 = 1− ξ
2
i
yi
; y1 = 1, (C10)
which is exactly Eq.(B6).
In this approach, path summation converges if and
only if g(p1 − 1) < 1, i.e, yp1−1 > 0. Therefore, as we
proceed our iteration, if we find a yic < 0, then ic = p1,
which is consistent with our previous derivation by ele-
mentary row transformation. p2 can be derived by similar
approach.
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