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Explosive growth of internet, voice and data communications put an increasing strain on 
the channel capacity requirements. Multi-access communications have emerged as the 
answer to such demands, offering a more efficient utilization of the available finite 
resources over the single access methods. It is in this capacity that Direct Sequence Code 
Division Multiple Access (DS-CDMA) has emerged as a preferred method for the next 
generation wireless systems, and is the topic of a lot of current research including the 
present work. 
 
This work deals with the problem of multiuser detection in DS-CDMA systems in a 
multipath environment; involving demodulation of interfering signals in a demanding 
channel which is similar to the channels that occur in reality. This thesis begins with a 
brief discussion of the technology behind DS-CDMA, followed by an overview of the 
existing conventional multiuser detectors. The problem of multiuser detection is 
reformulated as one of pattern recognition, and two multiuser detectors – support vector 
machine based detector and the enhanced multisurface method based detector – are 
introduced in detail. Simulation results and discussion of the performance of these 
detectors are then presented. 
 
The existing multiuser detectors can be divided into two categories (i) low-complexity, 
poor-performance linear detectors and (ii) high-complexity, good-performance nonlinear 
detectors. In particular, in channels where the orthogonality of the code sequences is 
destroyed by multipath, detectors with linear complexity perform much worse than the 
 viii
nonlinear detectors. In this work we propose an Enhanced Multisurface Method (EMSM) 
for multiuser detection in multipath channels. EMSM is an intermediate piece-wise linear 
detection scheme with a run-time complexity linear in the number of users. Its bit error 
rate (BER) performance is compared with existing linear detectors, namely, a nonlinear 
radial basis function (RBF) detector trained by a new support vector learning algorithm 
and Verdu’s optimal detector. Simulations in multipath channels indicate that it always 
outperforms all other linear detectors and performs nearly as well as nonlinear detectors.  
 ix
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1.1 Spread Spectrum Communications 
An operative definition of Spread Spectrum modulation describing the primary features 
of the modulation is [1]: 
 
“Spread spectrum is a means of transmission in which the signal occupies a bandwidth in 
excess of the minimum necessary bandwidth to send the information; the band spreading 
is accomplished by means of a code which is independent of the data, and a synchronized 
reception with the code at the receiver is used for despreading and subsequent data 
recovery.” 
 
In simpler words, it is a communication system where the bandwidth of the transmitted 
signal is much greater than the bandwidth of the information transmitted. Spread 
spectrum modulation refers to any modulation scheme that produces a spectrum for the 
transmitted signal much wider than the bandwidth of the information being transmitted 
independently of the information-bearing signal [2]. The means by which the spectrum is 
spread is crucial. Several techniques used for accomplishing this are listed below [3]. 
Hybrid combinations of these techniques are frequently applied to improve suitability in 
the given context. 
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• Direct-Sequence – In this case a fast pseudorandomly generated sequence causes 
phase transitions in the carrier containing data.  
• Frequency hopping – In this case the carrier is caused to shift the frequency in a 
pseudorandom way. 
• Time hopping – In this case bursts of signal are initiated at pseudorandom times. 
 
Direct Sequence (or directly carrier-modulated, code sequence modulation) systems are 
the most widely used systems and have been chosen for all experiments in this project. 
The interested reader will find many references listed [4-8] to further his/her interest. 
 
1.2 Basic Concepts 
Before we begin the discussion on spread spectrum communications, a few basic 
concepts must be detailed. 
 
1.2.1 Signal-to-Noise Ratio 
There is some interference from the other users when a channel allows multi-access 
communications. However, such interference is different from “noise” affecting the 
channel of transmission. Such noise is taken to be synonymous with an infinite-
dimensional interfering signal which has infinite power and uniform energy in all 
directions; and is generally referred to as additive white Gaussian noise (AWGN). A 
measure of performance under such circumstances is given by the signal-to-noise ratio 






= ⋅       (1.1) 
where, 
ES = Energy per symbol 
 EJ = Jammer Energy over the correlation interval 
 n  = Dimension of the spread signal space (number of chips per bit) 
 D = Dimension of the underlying signal space. 
 
Its calculation depends on the modulation used, but for a simple binary antipodal scheme 
it can be calculated as follows 
( )( )
1
exp _ _ log 10 /10
/ (2 )
E







E = signal energy 
SNR_in_dB = SNR in dB 
σ = standard deviation of noise. 
 
Since this thesis only deals with AWGN, σ serves as the standard deviation for the 
generation of Gaussian noise for various SNR. 
 
1.2.2 Processing Gain 
The difference in the output and input signal-to-noise ratios is termed as the process gain. 







= ≈       (1.2) 
where, 
 BSS = Bandwidth of base spread spectrum signal 
 BD  = Bandwidth of the data signal. 
 
1.3 Spread Spectrum System Model 
Figure 1.1 shows a basic SS communication system model accounting for both the 
transmitter and the receiver. The data, b(t), is first spread by the spreading code, c(t), and 
the spread output, r(t), is then modulated by a carrier of frequency f0. On reception, the 
signal is demodulated to give a delayed version of r(t) i.e. r(t-τ). The data can be 



















The spreading process is illustrated in Figure 1.2 below. As can be seen from equation 
(1.2), the processing gain for this system is defined by the period of the pseudorandom 
sequence employed. The bandwidth of the data signal is multiplied by a factor equal to 
the number of chips of pseudo-random noise (PN) code used per bit of the data. As the bit 
rate of the PN-sequence increases, the bandwidth of the system increases. The spreading 
of the system must not lose information regarding the data signal sent i.e. the resulting 
coded signal should be a sufficient statistic to recover the data from. The spreading is 
achieved by multiplying the data signal b(t) with a PN-sequence c(t) (the PN-code has a 
much higher bit rate than the data), which chops up the data and spreads it over a very 
large bandwidth. The spectrum of the resulting signal, r(t), is similar to the spectrum of 
the PN-sequence, but contains all the information of the data signal. The received signal 
r(t-τ) is just a delayed version of the encoded signal sent and despreading is performed by 
multiplying the received signal with the same spreading code and integrating it over the 
symbol duration.  
 
Figure 1.2: Direct-Sequence spreading process 
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1.4 Code-Division Multiple-Access (CDMA): An Overview 
1.4.1 Motivation for CDMA 
The code-division multiple-access (CDMA) scheme was developed mainly to increase 
capacity. The development of the digital cellular systems for increasing capacity came 
just as the analog cellular systems faced a capacity limitation in 1987 [9]. There are three 
basic multiple-access schemes in digital systems, namely, frequency-division multiple-
access (FDMA), time-division multiple-access (TDMA) and code-division multiple-
access (CDMA). In the first two methods of multiplexing wireless users, each user is 
allocated a fixed frequency band or time slot, thus no other users can use the same 
frequency band or time slot and hence the interference from other users is controlled. 
However, in most situations, the users use the allocated frequency band or time slot in a 
bursty way. Therefore, efficiency of the whole system is low unless complex allocation 
process is employed to provide flexible assignment of resources. Compared to the other 
two schemes, CDMA is found to be better suited for cellular radio networks, as the whole 
frequency band is used all the time and bandwidth can be utilized more efficiently. In 
direct-sequence code-division multiple-access (DS-CDMA), users can use the same 
channel because they are assigned unique spreading codes to minimize mutual 
interference. The entire digital communication process using spread spectrum modulation 
can be summarized as in Figure 1.3. 
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Figure 1.3: Digital Communications using spread spectrum modulation 
1.4.2 Basic Synchronous CDMA Model 
To better understand this multiple access scheme, the basic CDMA U-user channel model 
is considered. It consists of the sum of antipodally modulated synchronous signature 
waveforms embedded in additive white Gaussian noise 
 ( )
1




r t Ab c t n t t Tσ
=
 =  +      ∈  ∑ .     (1.3) 
• T is the bit duration 
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• ci (t) is the deterministic waveform assigned to the ith user, normalized so as to 
have unit energy. The signature waveforms are assumed to be zero outside the 





i ic c t dt =   = ∫ . (1.4) 
• Ai is the received amplitude of the ith user’s signal. A2i is referred to as the energy 
of the ith user. 
• bi ∈  { -1, +1 } is the bit transmitted by the ith user.  
• n(t) is white Gaussian noise with unit power spectral density. 
• σ is the standard deviation of noise 
The performance of the various demodulation strategies depends on the signal-to-noise 
ratios Ai / σ, and on the similarity between the signature waveforms, quantified by their 
crosscorrelations defined as 
 
0
, ( ) ( )
T
ij i j i jc c c t c t dtρ  =   =   ∫ . (1.5) 
Note that the crosscorrelation matrix R = {ρij} is a symmetric nonnegative definite matrix 
with all its diagonal elements equal to 1. It is positive definite only if all the signature 
waveforms are linearly independent.  
1.4.3 Basic Asynchronous CDMA Model 
Symbol-synchronism is not necessary for CDMA to operate. Thus, it is possible to let the 
users transmit completely asynchronously. However, it is still assumed that all the users 
transmit at the same data rate, namely, 1/T. To model the lack of alignment of the bit 
epochs at the receiver, we use offsets τi ∈ [0, T), i = 1,…, U. The synchronous model is a 
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one-shot model, as in that case it is sufficient to restrict the attention to the received 
waveform in an interval of T, the bit duration. In the asynchronous case, we must take 
into account the fact that the users send a stream of bits 
[ ], ... , [0], ... , [ ]i i ib M b b M−       ,        (1.6) 
where it has been assumed that the length of the packets transmitted by each user is equal 
to (2M + 1). Generalizing the equation in the synchronous model to the asynchronous 
one, we get 
1
( ) [ ] ( ) ( )
U M
i i i i
i j M
r t Ab j c t jT n tτ σ
=  = −
 =  −  −  + ∑ ∑ .              (1.7) 
The synchronous case is a special case arrived at when offsets are identical, 1 ... .iτ τ =  =  
1.5 Limitations of Conventional CDMA System 
A discussion and review of some of the salient features of a CDMA system relevant to 
understanding the development of multiuser detectors are presented below. To allow a 
more macro-level understanding, the treatment avoids mathematical details and 
highlights the conceptual aspects as much as possible. The two primary limitations of the 
current DS-CDMA systems are the degradation in performance due to increased multiple 
access interference (MAI) with increasing number of users, and increased complexity 
required for tighter power control to combat the near / far effect. 
 
1.5.1 Multiple Access Interference (MAI) 
A conventional CDMA system treats each user separately as a signal, with the other users 
being considered as multiple access interference. The detection of the desired signal is 
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protected against such interference due to other users by the inherent interference 
suppression capability of any spread spectrum system like CDMA, measured by the 
processing gain of the system. However, as the number of interfering users increases, this 
interference suppression proves inadequate and degradation in performance results i.e. 
the bit error rate (BER) increases. For a detailed analysis of this topic, the interested 
reader is referred to the work by Proakis [2]. 
 
1.5.2 Near / Far Effect 
Increasing number of users increases MAI and loss of performance. But even if the 
number of users is not large, some users may be received at such high power levels that a 
lower power user may be swamped out. This is the near / far effect: the users near the 
receiver are received at higher powers than those far away, and those further away suffer 
degradation in performance. Even if the users are at the same distance away, different 
levels of fading along different paths may still result in an effective near / far effect. DS-
CDMA systems are very sensitive to this problem, and the recent success of these 
systems has been, in large part, due to successful implementation of relatively tight 
power controls to ensure that all users arrive at the receiver with (almost) equal power. 
However, this results in additional complexity in the implementation of the entire system 
and becomes a serious problem in most practical implementations. For a detailed analysis 
of this topic, the interested reader is referred to the many references listed [10-12]. 
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1.6 Thesis Structure 
The primary focus of this thesis is to present pattern classification based multiuser 
detection techniques for DS-CDMA channels in a multipath environment. This thesis 
presents a fresh look at a recently proposed support vector machine (SVM) based 
detector, and proposes a novel enhanced multisurface method (EMSM) based detector, 
both having their roots in pattern classification. 
 
Already discussed are the fundamentals of spread spectrum communications and a 
detailed look at the pros and cons of CDMA which is fast becoming the accepted 
standard for the next generation of wireless communications. 
 
Chapter 2 introduces the concept of multiuser detection and provides an overview of 
some of the multiuser detectors. The more established detectors like the matched filter, 
decorrelating detector, minimum mean-square-error detector, Verdu’s optimal multiuser 
detector and the radial basis function (RBF) detector were analyzed in some detail. 
 
Chapter 3 reformulates the problem of multiuser detection in a pattern classification 
perspective. The relevant concepts in both fields are introduced and a geometric way of 
looking at the signal detection problem is presented, allowing the pattern classification 
techniques to be applied.  
 
Chapter 4 introduces a support vector machine (SVM) based detector. The chapter begins 
with the background of support vector machines, moves on to the application of the ideas 
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to multiuser detection and finally provides the implementation details required to 
construct such a detector. SVMs have been used before for multiuser detection, but the 
methods so far have been very involved. For the purpose of this work, a simpler method 
never used before to implement SVMs for multiuser detection is developed. Instead of 
solving the quadratic programming (QP) problem (typical of SVMs) directly, a learning 
algorithm (with the help of the method of Lagrangian multipliers) is employed, which 
makes the process of solving the QP easier and faster. 
 
Chapter 5 introduces the enhanced multisurface method (EMSM). Since this is based on 
the multisurface method (MSM), a detailed explanation of MSM is first provided. The 
drawbacks of MSM are then considered, and it is shown that EMSM overcomes all those 
drawbacks. A detailed algorithm for both MSM and EMSM is provided to assist the 
understanding of the concepts. 
 
Chapter 6 deals with the implementation details of both MSM and EMSM, followed by 
exposition of the simulation results and finally a discussion on the results. The detectors 
are compared to all the other detectors introduced thus far, and the comparisons are 
analyzed to help the reader put things in perspective. 
 
Chapter 7 summarizes the various facets and points introduced in each of the previous 





This chapter introduces the concept of multiuser detection, followed by a treatment of 
some of the common multiuser detectors. The reader familiar with the field may choose 
to skip this chapter. To the unfamiliar reader, this chapter provides all the basic tools 
required to understand the concept of multiuser detection, and provides an introduction to 
all the multiuser detectors used in the remainder of the thesis. 
 
2.1 Introduction 
In a conventional CDMA system, all users interfere with each other. Potentially, 
significant capacity and performance improvements can be achieved if the negative effect 
that each user has on the others can be cancelled. This idea is known as interference 
cancellation. A more fundamental view of this is multiuser detection, in which all users 
are considered as signals for each other. Then, instead of being considered as 
interference, they are all used for mutual benefit through joint detection. This is the main 
thrust behind most of the techniques used for multiuser detection [9]. 
 
Interferences suffered by a user can be divided into two cases, noise that has no useful 
purpose and interference which is from other signals that are themselves to be detected. 
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In the techniques considered below, only the latter case is considered (where the signals 
to be removed are of interest as well). 
 
Finally, it must be noted that an optimal multiuser detector is possible. However, the 
main drawback of such an optimal detector is one of complexity. This forces us to look at 
suboptimal approaches for multiuser detection, where a wide range of performance / 
complexity trade-offs are available. Most research is directed at finding an appropriate 
tradeoff between these two opposing forces of performance and complexity. 
 
Also, in all the discussions that follow, several simplifying assumptions will be made: the 
simple synchronous case will be considered, all values will be real unless otherwise 
specified and certain parameters (like the amplitudes and phases of users) will be 
assumed to be known or trackable (following [13]). This is mainly to keep the focus on 
the concept of detection and not on the complicated mathematics that would result if 
these assumptions were not made. 
 
2.2 Matched Filter (Conventional) Detector 
For synchronous CDMA, the output signal r(t) for iT < t < (i+1)T does not depend on the 
inputs of other users sent during past or future intervals. Consequently it is sufficient to 
consider a one-shot system, with input vector b = (b[1], …, b[U]), real positive channel 
attenuations (amplitudes) a[1], ..., a[U] and real additive white Gaussian noise n(t) [14]. 












Figure 2.1: Matched Filter Receiver 
The entire CDMA channel set up using a conventional detector is shown in Figure 2.2.  
 






The sampled output of the i-th matched filter (matched to the signature waveform of the 
user i) at the k-th instant is given as 
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This expression of r(t) used here is the continuous form of the one used in equation (1.3) 
obtained by substituting ( )
0
T
i iA a t dt= ∫  and ( )
0
T
i ib b t dt= ∫ . Note that ri[k] consists of three 
terms. The first is the desired information which is sought, the second term is the result of 
multiple access interference (MAI) and the last term is the noise.  The second term (MAI) 
typically dominates the noise, and its influence is felt through the cross-correlations 
between signature waveforms. If the powers and cross-correlations are known, a 
cancellation of this MAI can be attempted. This is the intuitive motivation behind 
interference cancellation schemes as well. 
 
The conventional detector makes its decision at the output of the matched filter bank as 
[ ] [ ]( )sgni ib k r k=   .     (2.2) 
When the MAI term (the second term) is very large, the BER of the conventional detector 
is quite large. As the MAI term depends both on the powers of the users and the cross-
correlations, it is larger in the presence of near / far effect and when orthogonal codes are 
not used.  
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2.3 Decorrelating Detector 
One of the most general solutions to the problem of designing a sub-optimal solution is 
the decorrelating detector (Figure 2.3). The best way to understand the decorrelator is to 
follow its basic derivation.  
The output ri[k] of equation (2.1) above can be written in an equivalent matrix form as 
follows, where R and A are U x U matrices and n is a coloured Gaussian noise vector, 
 
 = r RAb + n                                        (2.3) 
 where [ ] [ ] [ ]1 2, , ..., TUr k r k r k  ⎡ ⎤ =    ⎣ ⎦r  
  ,
0
( ) ( )i j i jc t c t dt
Τ
 = ∫R  = cross-correlations between signature waveforms 
  A[i,i] = channel attenuation a[i] of the i-th user (diagonal matrix). 
 
 
The obvious solution to the equation presented in equation (2.3) in the case when n 
reduces to zero, is obtained by inverting R. Even though in practical cases, n is almost 
never zero, this is still a useful method to adopt. 
1− =  =  + r R r Ab n .     (2.4) 
This yields the information vector now contaminated by a modified noise term. From 
(2.4), we can directly write the signal for the i-th user as 
 [ ] [ ] [ ] i [ ]i i ir k a i b k n k =  + .         (2.5) 
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The decision is now obviously given by [ ] [ ]( )sgn iib k r k =    . As can be seen from 
equation (2.5), the decorrelating detector completely removes the MAI [10, 15, 16]. 
However, in general, the power of the noise at the decision stage is greater than the power 
at the decision stage of a conventional detector. This causes the performance of the 
detector to deteriorate with increasing cross-correlations between signature waveforms. 
However, a very useful property of the detector is that its performance does not require 
and is hence independent of the power of the other users. 
 
Figure 2.3: The decorrelator detector for synchronous CDMA 
 
2.4 Minimum Mean-Squared Error Detector 
The decorrelating detector follows the natural strategy of completely removing the 
interfering terms. However, this comes at the additional cost of increased noise at the 
output. Notwithstanding this, it provides optimal performance when the user amplitudes 
are not known. Minimum mean-squared error (MMSE) detector depicts the best 
 19
performance amongst the linear detectors in normal AWGN channel by incorporating the 
knowledge of received amplitudes of the users and incorporating this information with 
the decorrelating matrix, thus eliminating near-far effect as much as possible. MMSE can 
be seen as a compromise between the conventional detector and the decorrelating 
detectors presented before, providing the optimal tradeoff between noise amplification at 
the output and decorrelation of the interfering terms [17, 18]. A typical MMSE setup is 
shown in Figure 2.4.  
 
The MMSE can be obtained by modifying the decorrelating matrix of the DD as 





As performance approximates decorrelator





⎡ ⎤  →        +  →        ⎣ ⎦
⎡ ⎤  → ∞        +  →            ⎣ ⎦
      
R A R
R A 0  
where 2σ  represents the noise variance. 
 
Figure 2.4: The MMSE detector for synchronous CDMA 
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2.5 Optimum Multiuser Detector 
The optimal detector is based on the maximum a-posteriori (MAP) based decision 
strategy which is a standard strategy applied in several related applications like pattern 
classification, speech recognition, etc. In cases where the a-priori probabilities of all the 
hypotheses are same (the probability that the next bit sent is 0 or 1 is equal), the MAP 
detector reduces to a maximum likelihood sequence estimation (MLSE) receiver [9]. 
The objective of a MLSE receiver is to find the input sequence which maximizes the 
conditional probability (or the likelihood) of the given output sequence. For the 
simplified synchronous CDMA system discussed above, the maximum likelihood 
decision for the vector of bits b is given by [2] 
l [ ] { } [ ]1, 1arg max 2K T Ti ibb k b k ∈ −  +⎧ ⎫⎡ ⎤ =   −  ⎨ ⎬⎣ ⎦⎩ ⎭r A b ARAb .   (2.7) 
If the input vector is K bits in length, then there are 2K possible combinations or messages 
that could have been generated. This method dictates a search over this entire range of 2K 
messages to find the one that is most similar to the input vector. Since this method 
exhaustively explores all possible avenues, the result is optimal. However, it is very 
difficult to implement this algorithm in practice. Not only is the implementation of the 
algorithm exceedingly complex, the complexity increases exponentially as the number of 
users increase. However, this method provides a useful upper bound on the best possible 
performance that can be achieved in a particular channel condition. 
2.6 Radial Basis Function Detector 
Radial Basis Function (RBF) Neural Networks have their origins in the theory of function 
approximation [19]. RBF are called so because of their use of radial functions, i.e. a 
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function whose value depends on the radial distance from a point. Whereas a single layer 
perceptron network performs a nonlinear operation on a linear combination of the 
components of the vector input data, RBF networks output a linear combination of 
nonlinear functions, each of which is applied to the vector input data [ ]1 Tmx x =   x … . 
Thus the RBF networks can be divided into two parts, the first part being nonlinear and 
the second being linear. 




Figure 2.5: Basic structure of a RBF network 
 
In its basic form, the RBF network is constructed with as many centres (hidden layer 



























 =  − ∑x x x{
Basis Functions 
( )iϕ  − x x  
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determined by the distance between the input vector and a prototype vector (xi). The 
forms of the basis functions are determined beforehand. 
The exact interpolation of a set of N data points in a multidimensional space requires 
every m-dimensional input vector xi (i = 1, 2 … N) to be mapped onto the corresponding 
output oi. The goal is to find a function f(x) that passes through all the data points, i.e.  
 ( ) 1, 2, ,i if o i N =    ∀  =    x … . (2.8) 
The RBF approach tries to achieve function approximation by local fitting, introducing a 
set of N basis functions, one for each data point. The idea is that the nearby points will 
show similar behavior, i.e. if i j  x x∼  then ( ) ( )i jf f  x x∼ . The known data points xi (i = 1, 
2… N) become the centres. 
 
Distance: As mentioned, the output of each RBF depends on the distance of the input 
vector from the centres (prototype vectors). This distance is context dependent. In most 
cases, a Euclidean distance suffices, but cases with different requirements need special 
treatment (e.g. for cases with multivariate density, Mahalanobois distance is better) [19]. 
 
Radial Basis Functions: Several candidate functions are available, Gaussian being the 
most popular of them all. Gaussian and inverse multi-quadric functions are known as 
localized RBFs since for them ( ) 0rϕ  →  as r → ∞ . On the other hand, multi-quadric 
functions are non-local since for them ( )rϕ  → ∞  as r → ∞ . 
a. 
2
2: ( ) exp 02
rGaussian function r width parameterϕ σσ
⎛ ⎞          = −            > ⎜ ⎟⎝ ⎠
 
 23
b. ( )0.52 2: ( ) 0Multi quadric function r r width parameterϕ σ σ−           = +            >  
c. ( ) 0.52 2: 0Inverse Multi quadric function r r width parameterϕ σ σ− −       ( ) =  +       >  
d. ( )2: ( ) lnThin Plate Spline function r r rϕ            =    
 
2.6.1 RBF as a Multiuser Detector 
To understand the application of RBF to multiuser detection, the easiest way is to 
understand how RBF approximates the Bayesian decision surface, thus providing the 
same performance as the optimum multiuser detector discussed in the previous section 
[20]. 
 
Many digital communication channels are subject to inter-symbol interference (ISI), and 
several such channels can be characterized by a finite impulse response (FIR) filter and 
an additive noise source. The digital data sequence {b[k]} is passed through a dispersive 
channel with finite impulse response and the additive noise {n[k]} is added to it to 
generate the observed sequence {r[k]}.  





r k h b k i n k
−
=
 = −  + ∑                    (2.9) 








H z h z
− −
=
 = ∑ .             (2.10) 
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Assuming the simple case of all real values for the transfer function coefficients and that 
all elements of the transmitted sequence are equally probable, we can write a compact 
equation for the case of M elements and the effect of ISI extending over N symbols as 
 r = Hb + n      (2.11) 
where r and n have M elements, and the impulse response H with M rows and M + N – 1 
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⎡ ⎤⎢ ⎥⎢ ⎥          ⎢ ⎥⎢ ⎥. 0.⎣ ⎦
 (2.12) 
and the noise-free states of r are given by  = r Ηb . The noise-free states are now 
partitioned into two sets conditioned on the transmitted symbol of interest, 
 [ ] [ ]{ | 1}R r k b k N+ =    −  = +    (2.13) 
and 
 [ ] [ ]{ | 1}R r k b k N− =    −  = −   . (2.14) 
Having observed the vector r, we decide in favor of +1 rather than -1, if the possibility 
that it was caused by b[k – N] = +1 exceeds the probability that it was caused by b[k – N] 
= -1, and vice versa. The optimal decision boundary is the locus of all values of r for 
which the probability b[k – N] = +1 is equal to the probability that b[k – N] = -1, given 
the same values of the vector r.  
Thus the Bayesian decision function, generally defined as [2, 20] 
 [ ]( ) [ ] [ ]{ }( ) [ ] [ ]{ }( )| || 1 | 1b r b r bf r k p r k b k N p r k b k N =   − = +   −   − = −    (2.15) 
becomes 
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 [ ]( )
[ ] [ ]2 2
2 2
/ 2 / 22 2
exp exp
2 2




r rr R r R




πσ πσ+ − ∈  ∈ 
⎛ ⎞ ⎛ ⎞ −  − ⎜ ⎟ ⎜ ⎟− −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ =  −   ∑ ∑ 
 
   (2.16)  
where Nr represents the number of noise-free states and ir  the centres denoting the noise-
free output states. It was proved that equation (2.16) can be derived from equation (2.15) 
by Mulgrew [72]. The essential reasoning behind it is that having observed the vector r, 
we decide in favor of +1 rather than -1, if the possibility that it was caused by b(k - N) = 
+1 exceeds the probability that it was caused by b(k - N) = -1, and vice versa. The 
optimal decision boundary is the locus of all values of r for which the probability b(k - N) 
= +1 is equal to the probability that b(k - N) = -1, given the same values of the vector r. 
 
The term / 22(2 ) rN rNπσ   is immaterial as far as comparisons are concerned, and can be 
ignored. Comparing this result to the equation for the RBF function 






f r k w r k r r are the centresϕ
=
 =  −         (    ∑    (2.17) 
we see that the Bayesian decision function is identical to the RBF if the functions ϕ  are 






w if r R
w if r R
+
−
 = +     ∈ 
 = −     ∈ 

  (2.18) 
 
The schematic of a general RBF based optimal MUD can be given as shown in Figure 




Figure 2.6: The RBF receiver with a MF preprocessor 
2.7 Summary 
This chapter provides an overview of the popular conventional linear and nonlinear 
multiuser detectors. It develops the ideas conceptually, allowing for a more rigorous 
analysis in the forthcoming chapters. A brief insight into the various pros and cons of the 
various detectors is also provided to serve as a broad guideline for the reader. 
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Chapter 3 
Receiver Design Through Pattern Classification 
 
3.1 Introduction 
This chapter introduces the concept of viewing digital communications in a geometric 
setting, where waveforms are dealt with as vectors. This provides the most analytical and 
intuitively appealing framework for dealing with receiver design. The chapter begins with 
vector representation of the DS-CDMA digital communication setup, it then explains 
how a multiuser receiver can be visualized as a pattern classifier and finally gives a brief 
overview of the various pattern classification techniques and their application to the 
receiver design problem. 
 
3.2 Signal Detection in Geometric Terms 
There are many ways to analyze the problem of signal demodulation in DS-CDMA 
systems. Some of the best ways come from taking a geometric view of the digital data 
transmission. The first book to use this approach was by Wozencraft and Jacobs in 1965 
[21] and recently there have been several papers that deal with the various multiuser 
receivers in geometric terms [22-24]. A geometric view has several benefits: it provides a 
general framework for analyzing various digital data transmission methods, it provides an 
intuitive insight into the various trade-offs involved in the various techniques (e.g. the 
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power-bandwidth trade-off) and it suggests ways to improve on standard modulation 
schemes.  
3.2.1 Vector Representation of Signals 
The mathematical basis for the geometric approach is known as signal space theory 
(Hilbert spaces in the mathematical literature) [25]. The main theorem of relevance from 
the theory states the following: 
Given M finite-energy signals ( ){ } 10Mi is t −=  defined on [ )0,T , i.e. ( ) 2
0
T
is t dt < ∞∫ , there 
exist N ≤ M orthonormal functions ( ){ } 10Ni itφ −=  defined on [ )0,T , i.e.  









φ φ δ  = ⎧  =  = ⎨  ≠ ⎩∫  (3.1) 
such that every function in the set ( ){ } 10Mi is t −=  can be represented in the form  






s t s t i Mφ−
=
 =             =   ... , −1 ∑  (3.2) 
where for each i and n, 
 ( ) ( )*
0
T
in i ns s t t dtφ = ∫ . (3.3) 
Furthermore, N = M only if the set  ( ){ } 10Mi is t −=  is linearly independent. The set ( ){ } 10Ni itφ −=  
is called an orthonormal basis for the space generated by ( ){ } 10Mi is t −= . (Proof of this 








s t dt < ∞∫  for all ( ) [ )2 0,s t L T = . We can think of it as the space of all finite energy 
signals over the interval [ )0,T . In the space [ )2 0,L T  we can always find a complete 
orthonormal set ( ){ } 0i itφ ∞=  of functions such that any ( ) [ )2 0,s t L T =  can be expanded as 




s t s tφ∞
=
 =   ∑ . The set ( ){ } 0i itφ ∞=  is complete in the sense that the error energy 







E N s t s t dtφ∞
=





1 2 2 2 2, cos , sin
i
i it t
T T T T T
π π ∞
=
⎧ ⎫⎪ ⎪⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞    ⎨ ⎬⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎩ ⎭
and 






⎧ ⎫⎪ ⎪⎛ ⎞⎨ ⎬⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
. Expansions 
in these sets are the familiar Fourier series. 
 
A set of M linearly independent functions in [ )2 0,L T  defines an M-dimensional subspace 
S of [ )2 0,L T . Moreover, one can always find an orthonormal basis for [ )2 0,L T  such that 
the first M basis functions ( ){ } 10Mi itφ −=  span the subspace S, while the remainder set 
( ){ }i i Mtφ ∞=  span S , the complement of S. If only N (< M) of the functions are linearly 
independent, then S is N-dimensional, and we can form a basis for [ )2 0,L T  such that 
( ){ } 10Ni itφ −=  span S while ( ){ }i i Ntφ ∞=  span S . 
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In the rest of the thesis, a finite-energy signal (always the case in practice) ( )s t  on [ )0,T  
will be thought of as an N-dimensional vector s = 0 1 1[ ... ]
T
Ns s s −   . 
 
3.2.2 Gram-Schmidt Procedure 
Once an orthonormal basis is defined, every signal in that signal space can be represented 
as a linear combination of the basis functions. The procedure to find this orthonormal 
basis, called the Gram-Schmidt procedure, is outlined below. Let us define two notations 
before we proceed with the procedure. 
The scalar or dot product of two signals ( )is t and ( )js t are defined as  
 ( ) ( )*,i j i js s s t s t dt
Τ
0
  =  ∫       (3.4) 
and the norm of the signal is defined as 
( ) 2 2,i i i is s s t dt s
Τ
0
  =   = ∫ .      (3.5) 
Problem: To construct a basis ( ){ } 10Ni itφ −=  for the signals ( ){ } 10Mi is t −= . 
Solution:  





φ  =  





φ  =  





φ  =  
4. Continue this process until all the signals have been used. 
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3.3 Geometric View of Multiuser Detection 
Armed with the knowledge that all finite-energy signals in the signal space of interest can 
be represented as vectors, we can now concentrate on the geometric view of signal 
detection [26]. The most typical example (and one that explains the motivations behind 
the thesis best) is that of channel equalization and has been analyzed in detail in literature 
[2, 27, 28]. The system is depicted in Figure 3.1 below. The device performing 
equalization is called equalizer and the integers m and d are the order and delay, 
respectively, of the equalizer. To avoid ambiguity between the general discussion in this 
section and the specific case of multiuser detection considered in the rest of the thesis, a 
















Figure 3.1: A typical equalizer setup for multipath CDMA channels 
 
A random symbol sequence x[i] is passed through a linear dispersive channel of finite 
impulse response, modeled by the filter with response function 10 1 ...
l
ka a z a z
− − +  +  +  
(where the coefficients are real-valued and 0 , 0ka a  ≠ ) to produce a sequence of outputs 
y[i] where 
[ ]xˆ i d−  
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y i a x i j
=
 = −∑ . (3.6) 
The term n[i] added to the systems represents the additive white Gaussian noise with 
variance 2σ  present in the channel. The problem is one of using the information 
represented by the observed channel outputs [ ]'y i , [ ]' 1y i − , …, [ ]' 1y i m− +  to produce 
an estimate  [ ]x i d−  of the input symbol x[i].  
 
If one notices the bipolar nature of the input symbols, the problem can be viewed as a 
geometric spatial decision problem. Following Cowan [28], 
( ) ( ) [ ] [ ]{ }, 1 | 1mm dP i R x i d−  =  ∈   −  =  −y                                         (3.7) 
   ( ) ( ) [ ] [ ]{ }, 1 | 1mm dP i R x i d+  =  ∈   −  =  +y            (3.8) 
where [ ]iy  denotes the vector of channel outputs. Thus ( ) ( ), 1m dP −  and ( ) ( ), 1m dP +  
represent the sets of possible channel output vectors which can be produced from the 
sequence of channel inputs [ ] [ ], 1 , . . .x i x i −     which have [ ] 1x i d−  = −  and [ ] 1x i d−  = + , 
respectively.  
Alternately, we can consider the sets ( ) ( ), 1m dP −  and ( ) ( ), 1m dP +  being constructed in the 
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[ ] [ ]( ) [ ] { } [ ]{ }1 1 , ... , 0 | 1, 1 , 0 1, 1 1X x k m x x i i k m x k m d+  ≡ + −       ∈ −  +  ≤ ≤  +  −  + − −  = + (3.10) 
[ ] [ ]( ) [ ] { } [ ]{ }1 1 , ... , 0 | 1, 1 , 0 1, 1 1X x k m x x i i k m x k m d−  ≡ + −       ∈ −  +  ≤ ≤  +  −  + − −  = + (3.11) 
 
Then ( ) ( ), 1m dP −  and ( ) ( ), 1m dP +  are the images of the sets X-1 and X+1 respectively, under 
the linear transformation induced by the matrix A. The detection problem reduces to one 
of classifying an input vector into either class ( ) ( ), 1m dP −  or ( ) ( ), 1m dP + . 
3.4 Pattern Classification 
Having transformed the problem of signal detection into one of classifying a received 
signal into one of the two classes ( ( ) ( ), 1m dP −  or ( ) ( ), 1m dP ), the next step is to investigate 
how we can separate the two classes at hand. The approach will be heavily biased by the 
nature of the two classes. As the diagram below shows (Figure 3.2), the ease of 
separability of the two classes depends on the distribution of the classes relative to each 
other. 
 
Figure 3.2: Various methods of separation for two-classes 
 
Pattern recognition in the context of antipodal signaling involves identifying and 
assigning the received vector into one of the two classes. In technical parlance, this 
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process of ‘template matching’ where an input data is assigned one or more of the pre-
specified classes on the basis of feature extraction and processing is called classification. 
Although classification is a straightforward process, determination of decision boundaries 
(or decision regions) is often a challenge. In general, a binary partition problem is said to 
be separable if there exists a n-dimensional vector w such that  
( ) 0 1T Classφ  >            ∈  w x x                                      (3.12) 
( ) 0T Classφ  <            ∈  2w x x .     (3.13) 
The boundary separating the classes is found by equating the discriminant function to 
zero. A discriminant function is a function such that ( ) 0g  > x  if 1Class ∈  x  and ( ) 0g  ≤ x  
if 2Class ∈  x  i.e. it discriminates between the two classes based on whether its evaluation 
results in a positive or negative output. (Discriminant functions will be covered in greater 
detail in later chapters). The activation function ( )φ ⋅ transforms the input vector from the 
signal space to the feature space. The decision boundaries fall under two main categories 
– linear and nonlinear, depending on whether ( )φ ⋅  is a linear or a nonlinear mapping 
function. 
 
3.4.1 Linear Classifiers 
A linear discriminant function is a linear combination of the components of the input 
vector. A general linear discriminant function can be written as 
 ( ) 0Tg w =  + x w x      (3.14) 
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where w represents the weight vector and w0 the bias or threshold. For a two-category 
problem, a simple decision rule is applied: Decide for Class 1 if ( ) 0g  > x  and decide for 
Class 2 if ( ) 0g  < x . The equation for ( )g x  defines the decision surface that separates the 
points assigned to Class 1 from the points assigned to Class 2. When ( )g x  is linear, this 
decision surface is a hyperplane. In general, this hyperplane divides the feature space into 
two half-spaces. The orientation of the decision surface is determined by the normal 
vector w and the location is determined by the bias w0. For further details on the subject, 
reader is urged to read the seminal work by Cooper [29]. 
 
3.4.2 Nonlinear Classifiers 
Linear classifiers are extremely simple and efficient. However, the presence of ISI and 
MAI forces the optimal classifier for most CDMA scenarios to be a nonlinear one. These 
receivers (as was detailed in the previous chapter) have a greater separability but at the 
cost of increased computation and complexity. For further details on the subject, reader is 
urged to read the seminal work by Cooper [30]. 
 
3.4.3 Approximate Classifiers 
There is a final class of classifiers that are intermediate to the linear and nonlinear 
classifiers. These seek to approximate a nonlinear classifier by several linear classifiers, 
allowing the application to seek a unique compromise between computational complexity 
and performance best suited for that context. The most direct way of implementing such a 
classifier is the piece-wise classifier. Another interesting method to establish such a 
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classifier is the multisurface method. Since the next chapter will be dealing with this type 
of classifier in depth, it will not be discussed here. 
 
3.5 Summary 
This chapter helps cast the problem of multiuser detection into a geometric mould. Once 
we realize how the signals can be represented in a geometric fashion, the problem of 
detection and assigning signals to users in the signal space becomes one of classifying the 
received signal (pattern) into the correct category – a problem to which the entire field of 
pattern classification is dedicated. This allows us to apply various pattern classification 
techniques to solve the MUD problem, leading to classifiers ranging from simple linear 
classifiers to complex nonlinear ones. Oftentimes a tradeoff between complexity and 
performance is required, and hence several approximate classifiers have been developed. 
The next chapter introduces some such approximate classifiers. 
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Chapter 4 
Support Vector Machines 
 
This chapter presents the Support Vector Machine (SVM) based multiuser detector. It 
begins with the motivations behind implementing the detector, followed by an 
introduction of the relevant concepts behind SVM and finally takes a detailed look at one 




Support Vector Machines (SVMs) are gaining popularity as a powerful pattern 
recognition tool and have recently been proposed to solve multiuser detection problems 
[31]. Although research on SVMs started in the late seventies [32], they are receiving 
increasing attention only now. In the context of their application to pattern recognition 
there is a significant body of literature available [33-38]. This has the advantage of 
having a huge body of research available to provide a strong foundation to any 
application one might envisage (including MUD in DS-CDMA). However, tremendous 
research being on the general nature of SVMs neglects looking at niche applications 
causing a dearth of papers devoted to specialized work. At the time of this writing, only 
one proposition for a SVM based MUD has been published and there are no texts 
available which allow the reader to understand the various facets of the application of 
SVM as a MUD.  
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Furthermore, the common implementations for SVMs in other applications usually 
involve the use of computationally expensive and tedious methods like the conjugate 
gradient method and the sequential minimal optimization method [31]. These methods 
are most useful when very little is known about the data set and the data is quite variable. 
In case of DS-CDMA multiuser detection, resorting to such expensive methods is 
unnecessary as good results can be obtained by simplifying the process. This chapter 
introduces one such simplified algorithm and provides the necessary details for 
implementing a detector based on that algorithm. This method has never been applied to 
solve the problem of multiuser detection using SVMs before. 
Finally, the main thrust of this work is the enhanced multisurface detector (EMSM) 
proposed in the next chapter. The basic idea behind EMSM can be viewed as a simplified 
version of the main ideas behind the construction of the SVM detector. Thus, SVM based 
detector defines the upper bound on the performance of the EMSM detector and allows 
us to measure the amount of performance that is lost by reducing the complexity from the 
highly nonlinear SVM detector to the linear EMSM detector. 
 
4.2 Support Vector Machines 
This section introduces the theory and mathematics behind the support vector machines. 
In an attempt to keep the section simple and self-contained, treatment of the topic from 
basics will be done but only relevant aspects will be presented in detail. The details hold 
true for all “learning machines” of which multiuser detectors are but a mere fraction.  
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4.2.1 Capacity of a Learning Machine 
The problem which drove the initial development of SVMs occurs in several guises – the 
bias variance tradeoff [39], capacity control [40], and overfitting [41] – but the basic idea 
is the same. Roughly speaking, for a given learning task, with a given finite amount of 
training data, the best generalization performance will be achieved if the right balance is 
struck between the accuracy attained on that particular training set, and the “capacity” of 
the learning machine to learn any training set without error. A machine with too much 
capacity is like a botanist with a photographic memory who, when presented with a new 
tree, concludes that it is not a tree because it has a different number of leaves from 
anything she has seen before; a machine with too little capacity is like the botanist’s lazy 
brother, who declares that if it’s green, it’s a tree. Neither can generalize well. The 
exploration and formalization of these concepts have resulted in one of the shining peaks 
of the theory of statistical learning, but we will not go into further details here. Interested 
reader is directed to the detailed treatment in [32]. 
 
4.2.2 Vapnik-Chervonenkis (VC) Dimension 
The concept of VC dimension will be presented here in the context of the MUD problem 
at hand. Where unavoidable, notation from Vapnik’s seminal text [42] has been followed. 
 
Assume that l received signal samples are available. Each observation can be represented 
as a pair: a vector [ ] ni ∈ℜx  where i = 1, …, l represent the bits transmitted by the 
various users (for example in DS-CDMA the vector x[i] may have U entries for the U 
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users obtained after passing the channel outputs through the corresponding U matched 
filters) and the associated class is C(i) which is +1 if the user of interest sent a +1 and -1 
if the user of interest sent a -1.  
 
The task of the multiuser detector is to learn the mapping [ ] ( )i C i  x 6 . Given the training 
set, the mapping is usually represented as [ ] [ ]( ),i f i αx x6  where the value of 
α represents the adjustable parameters and the function f(.) always gives the same 
response for a fixed x[i] and α . One example of such a function is ( )( )sin xθ α  where 
( )θ i  is the step function and ,x α ∈ R . The empirical risk associated with the learning 
machine represents the measured mean error rate on the training set for a fixed, finite 
number of training samples, and is represented as 











= −∑ x  (4.1) 
where the quantity ( ) [ ]( )1 ,
2
C i f i α− x  is known as the loss. For the case under 
consideration, it can take only two values, 0 and 1. Let 0 1η≤ ≤ . For losses taking these 
values with probability 1 η− , the following bound [42] holds: 
 ( ) ( ) ( )( ) ( )log 2 / 1 log / 4emp v l vR R l
ηα α ⎛ ⎞+ −≤ + ⎜ ⎟⎜ ⎟⎝ ⎠
 (4.2) 
where v is a non-negative integer called the Vapnik-Chervonenkis (VC) dimension, and 
is a measure of the capacity of the learning machine introduced in the previous section.  
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4.2.3 Structural Risk Minimization (SRM) 
The idea behind SRM is to find a subset of functions that minimize the bound on the 
actual risk defined in the previous section. The VC dimension detailed earlier allows us 
to put an upper bound on the actual error rate and hence provides a good indication of the 
generalization performance. Lower the VC dimension, lower is the upper bound on the 
actual error rate and better is the performance likely to be. Thus, given a set of functions 
all of which can be trained well enough to reduce the empirical risk to zero, one wants to 
choose that function which has the least VC dimension. This is the proposition 
underlying the development of the support vector machines. 
 
4.3 Mathematical Formulation 
4.3.1 Linear SVMs 
First let us consider the simpler case of SVMs trained on linearly separable data. 
Continuing with the same notation as used earlier, and defining . T≡ ⋅ ≡x y x y x y , 
assume that we have a hyperplane that separates the two classes and is given by the 
equation 0 0w⋅ + =w x  where w is normal to the hyperplane, |w0| / ||w|| is the 
perpendicular distance from the hyperplane to the origin and ||w|| is the Euclidean norm 
of w. Let d+ (d_) be the shortest distance from the separating hyperplane to the closest 
positive (negative) data. Define the term “margin” of a separating hyperplane to be (d+ + 
d_). For the linearly separable case, the SVM algorithm simply looks for the separating 
hyperplane with the largest margin. Formulating this we have 
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 [ ] ( )0 1 1i w for C i⋅ + ≥ +        = +x w  (4.3) 
 [ ] ( )0 1 1i w for C i⋅ + ≤ −        = −x w . (4.4) 
These can be combined as the inequality 
 ( ) [ ]( )0 1 0C i i w i⋅ + − ≥     ∀x w . (4.5) 
Using this inequality as the constraint, we can find the required optimal separating 
hyperplane by minimizing ||w||2 which will give a plane with the maximum margin.  
 
4.3.2 Lagrangian Method 
To solve this optimization problem, we first cast into a Lagrangian formulation. We 
introduce positive Lagrange multipliers αi, i = 1, …, l, one for each constraint. The rule 
for Lagrange multipliers is that for constraints of the form 0iy ≥ , the constraint equations 
are multiplied by positive Lagrange multipliers and subtracted from the objective 
function. For equality constraints, the Lagrange multipliers are unconstrained. This gives 
us the Lagrangian to be minimized as 







L C i i wα α
= =
= − ⋅ + +∑ ∑w x w . (4.6) 
Requiring the gradient of the LP with respect to w and b vanish gives the conditions 
 ( ) [ ]i
i
C i iα = ∑w x  (4.7) 
and 
 ( ) 0i
i
C iα =∑ . (4.8) 
Reverse substitution gives us the dual formulation of this problem [43], given as 
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 ( ) ( ) [ ] [ ]
,
1
2D i i ji i j
L C i C j i jα α α= − ⋅∑ ∑ x x . (4.9) 
In the case of multiuser detection in DS-CDMA multipath channels, the possible noise-
free received vectors are all symmetric about the origin. This implies that any optimal 
separating hyperplane must pass through the origin, resulting in w0 = 0. This eliminates 
the need for the second set of constraints (equation (4.8)), drastically reducing the 
number of constraints. Thus, support vector training for the linearly separable MUD case 
amounts to maximizing LD with respect to αi, subject only to the positivity of the αi. In 
the solution, those points for which αi > 0 are called support vectors (SVs) and lie on one 
of the two boundary hyperplanes. All other training points have αi = 0 and correspond to 
the points lying on either side of the boundary hyperplanes, not defining the boundary. 
 
To classify a test case, the process is quite straightforward. Let the number of support 
vectors identified at the end of the optimization process be NS. To assign the class for any 
given test case input x calculate the expression 






C f C i j wα
=
⎛ ⎞ = = ⋅ +⎜ ⎟⎝ ⎠∑x x x . (4.10) 
 
4.3.3 Nonlinear SVMs 
If the training points are not directly linearly separable, no separating hyperplane can be 
found by the method outlined above. Since this is the case that occurs most often in 
multipath DS-CDMA channels, we will be particularly interested in it. In a breakthrough 
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paper, Boser et al. [44] showed that a rather old trick due to Aizerman [45] can be used to 
accomplish this in an astonishingly straightforward way. 
 
The important observation was that in the entire process for solving the linear SVM, right 
from forming the dual formulation to be optimized all the way to assigning the classes for 
the test cases, the samples x are only used as the dot products between two samples. This 
means that if we mapped the data to some other (possibly infinite) dimensional Euclidean 
space, using a mapping defined as  
 : n GΦ ℜ 6 , (4.11) 
then the training algorithm and the testing phase will both only depend on the data 
through the dot products in that dimension n, i.e. on functions of the form 
[ ]( ) [ ]( )i jΦ ⋅Φx x . Now if there were a kernel function 
[ ] [ ]( ) [ ]( ) [ ]( ),F i j i j = Φ ⋅Φx x x x , we would only need to use F all through and would 
never need to define what ( )Φ ⋅  is. 
 
The dual of the optimization problem will become 
             ( ) ( ) [ ] [ ]( )
,
1
2D i i ji i j
L C i C j F i jα α α= − ⋅∑ ∑ x x         (4.12) 
and the testing phase class assignment will change to 






C C i F i wα
=
⎛ ⎞ = ⋅ +⎜ ⎟⎝ ⎠∑ x x .   (4.13) 
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Two questions that still need to be answered are – firstly, which functions F can be used 
in the equations above and secondly, what possible benefit can emerge from doing this 
mapping to higher dimensions? 
 
To determine which functions can be used as F, we look at all those functions which 
satisfy conditions laid out by Mercer’s theorem [46]. There is a whole range of functions 
that satisfy the Mercer’s conditions (polynomial functions, radial basis functions, sigmoid 
kernel functions, etc) [42, 47]. These are guaranteed to work as F. However, even if a 
function does not satisfy Mercer’s conditions, it may still be applicable, as the conditions 
are sufficient, but not necessary, for the quadratic programming problem to have a 
solution.  
 
The motivation for mapping the linearly inseparable data into a higher dimension stems 
from the Cover’s theorem [48] which states that complex pattern classification problems 
cast in high-dimensional space are more likely to be linearly separable than in a low-
dimensional space. The objective is to cast the data into a higher dimensional space 
where the problem then translates into a linearly separable SVM problem, and then solve 
it following the same methods as used for linear SVMs. 
 
4.3.4 Solving Quadratic Programming (QP) Problem 
The optimization problem for a SVM is a QP problem. This can be solved analytically 
only when the number of training data required to reduce the empirical risk to zero is 
very small, which almost never occurs in real life cases. For most practical cases the 
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problem must be solved numerically.  For small problems, standard general purpose 
optimization packages that solve linearly constrained convex quadratic problems will be 
sufficient (e.g. the quadprog program available as a part of the Optimization toolbox of 
MATLAB®). However, in the current case of multiuser detection in multipath DS-
CDMA channels, such standard packages turn out to be inappropriate due to the sheer 
size of the problem, the complexity and number of constraints and the customizable 
nature of the problem. 
 
To derive the SVM based MUD we follow the method proposed by Chen et. al [31]. 
Assume that we have a set of K noisy training samples [ ] ( ){ } 1, Kkk C k =r  where r[k] is the 
received vector and C(k) is the associated class, +1 if the user transmitted +1 and -1 if the 
user transmitted -1. We introduce positive Lagrange multipliers αi, i = 1, …, K, one for 
each training sample, and λ is the regularization parameter. First the appropriate Lagrange 
multipliers are found as the solution to the quadratic programming (QP) problem (using 
the gradient method [49]) 







C j C l F j lαα α α α= = =
⎧ ⎫ =   −⎨ ⎬⎩ ⎭∑∑ ∑r r  (4.14) 
with the constraints 










=∑ .                                             (4.16)  
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The kernel function is chosen as the Gaussian function defined as 




F j l σ
⎛ ⎞− ⎜ ⎟  = −⎜ ⎟⎝ ⎠
r r
r r . (4.17)  
 
To solve the abovementioned QP, several methods like the conjugate gradient method 
and sequential minimal optimization have been proposed. However, these methods are 
computationally very expensive [49]. In the context of DS-CDMA multipath 
communications, the noise-free signal states are always symmetrical about the origin. 
This forces the optimal hyperplane to pass through the origin, and condition (4.16) is 
always satisfied [50]. Taking advantage of this observation we can drop the constraint 
(4.16) and use a simple projection method (adapted from [49]) to solve the QP. The 
algorithm for this approach can be summarized as: 
1. Given the K noisy data points, assign to each point a Lagrange multiplier iα  and a 
learning rate parameter iη  for1 i K≤ ≤ . 
2. For1 i K≤ ≤ , let 0iα ← . 
3. Repeat until stopping criterion satisfied 
for i = 1 to K 




i i i j
j
C i C j F j iα α η α
=
⎛ ⎞← + −  ⎜ ⎟⎝ ⎠∑ r r  
If 0iα < then 0iα ←  
If iα λ> then iα λ←  
end for 
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The stopping criterion is usually a fixed number of iterations or when the rate of change 
falls below a threshold. The learning rate parameter can be fixed to an intermediate value, 
but the best results are obtained when the parameter is initially set high, and then its value 
is gradually reduced with each subsequent iteration. Since here all noise-free states are 
equally likely, all iη  can be treated identically. 
 
The set of support vectors (SVs) is given by those r[j] for which the corresponding 
Lagrange multipliers are non-zero. Now for each received vector r[k], the decision 
making process is given as 







k C jα σ∈




b  (4.18)  
where jα  are the non-zero Lagrange multipliers corresponding to the support vectors and 
C(j) are the classes of the support vectors corresponding to the jα . 
 
One interesting thing to note about creating a detector through the above mentioned 
method is that the requirement of the number of support vectors is highly contingent on 
the amount of noise present in the training data. If the training data is received at low 
SNR, the high variability introduced in the data due the presence of large amount of noise 
forces a larger number of support vectors to be chosen (akin to the larger number of 
centres chosen in RBF networks when the training data has greater variability). However, 
as the SNR increases, the same error performance can be achieved by using less number 
of support vectors. Figure 4.1 shows the relationship between SNR and the number of 
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support vectors required. The data was collected over several different channels and for 
differing BER requirements, but the results presented show the average trend clearly. 
 
Figure 4.1: Relationship between SNR and number of support vectors 
4.4 Summary 
This chapter introduces support vector machines – a powerful tool in pattern recognition 
and related disciplines. It provides the motivations behind SVMs and explains what 
makes them so powerful. Further, we discuss how SVMs can be adapted in a 




Multisurface Method for Multiuser Detection 
 
This chapter introduces a method called the Multisurface Method (MSM). The chapter 
begins with motivations behind the choice of method, followed by an explanation of the 
algorithm, its computational formulation and a discussion of some complexity-based 
issues of the algorithm. This will be followed by a discussion of the enhanced 




With the phenomenal popularity of CDMA, a new range of devices have sprung up 
which require basic communication in a relatively static channel at a reasonable 
performance level, but do not have tremendous processing powers to support it (e.g. 
mountaineering kits, etc.). MSM provides an interesting option for such devices – during 
its usage it has a linear computational complexity and in many cases it performs nearly as 
well as the optimum detector. MSM was initially proposed as a pattern classification 
scheme [51], and has been successfully applied to a number of classification problems 
over the years [52-55]. Most of the discussion about the algorithm in this thesis is based 
on the paper by Mangasarian [51]. 
 
 51
The problem of multiuser detection in DS-CDMA in the presence of additive white 
Gaussian noise can be viewed as a pattern classification problem (see Chapter 3 for 
details). Moreover, the decision boundary for the case of multiuser detection in the 
presence of noise and multipath (the case under consideration in this thesis) is usually a 
nonlinear one. It was expected that the basic ideas behind MSM can be applied to 
resolving the multiuser detection problem in CDMA with lower operational complexity 
and good performance results. 
5.2 Multisurface Method of Pattern Separation 
Mangasarian’s [51] multisurface method is a unique scheme – by generating a piece-wise 
linear classification of a nonlinearly separable dichotomy, the method provides an 
attractive compromise between the level of complexity and the performance of the 
classification. 
 
5.2.1 The MSM Algorithm 
For the purpose of this explanation, let pattern denote a point in an n-dimensional 
Euclidean space nℜ . A pattern set is a finite set of points in nℜ  and a set of m patterns 
will be represented by an m x n matrix A (where each row Ai of A represents a pattern).  
 
Problem Outline: A basic problem in pattern separation is this: Given two disjoint pattern 
sets in nℜ  represented by the matrices A and B, construct a criterion for distinguishing 
between the elements of the two sets.  
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In mathematics, the convex hull or convex envelope for an object or a set of objects is the 
minimal convex set containing the given objects. It is the minimal convex set because the 
convex hull is a subset of any convex set which contains the given objects. 
 
Solution: 
Case 1: Convex hulls do not intersect – If the convex hulls of the two pattern sets do not 
intersect, separation criterion is defined by a strictly separating plane (i.e. no points from 
either set lie on the plane) constructed such that all points of one set are on one side of the 
plane and all the points of the other set are on the other side of the plane. This problem is 
very well studied in conventional pattern recognition literature, and several methods to 
solve it exist [56-61]. Even though most of the above-mentioned methods use error-
correction or linear-programming to solve the problem, in many cases it is possible to 
derive an analytical solution for the required discriminant function. We will not deal with 
this case any further for three reasons – one, this problem is very well documented in 
literature and the interested reader will find all the required material in the papers 
mentioned; two, the context of work is multiuser detection in presence of noise and 
multipath where this case rarely arises; and three, the algorithm finally implemented for 
Case 2 also solves Case 1 and hence no separate discussion for this case is warranted. 
Case 2: Convex hulls intersect – When the matrices A and B have intersecting convex 
hulls they can’t be separated by a single hyperplane. The solution for this scenario is 
based on the following observation: any two parallel hyperplanes in nℜ  divide the space 
into three regions. We choose two parallel hyperplanes, as close to each other as possible, 
so that only the region between them contains points from both sets A and B. The regions 
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on either side contain points from either sets A or B but not from both. The outside points 
(and regions) are now discarded and the process is repeated on the inside points (and 
region). This process is continued until what is left inside can be strictly separated by a 
single hyperplane. At the end of the process there will be a series of parallel planes that 
can be used together to separate sets A and B. Though strictly speaking A and B are sets, 
in the sections that follow the terms “class” and “sets” are used for them interchangeably, 
but they both refer to the sets. 
 
The best way to understand the method is through an example. Consider the simple case 
shown in Figure 5.1. 
 
Figure 5.1: A simple linearly inseparable scenario with two-classes 
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As the first step, we find a pair of parallel planes such that only the region between the 
planes contains points from both classes. Figure 5.2 shows the result. 
 
Figure 5.2: Finding a pair of hyperplanes such that only the region in the middle has 
points of both classes 
 
As can be seen that the lower region contains points only from A and the upper region 
contains points only from B. Now these points are discarded from consideration, and the 
method is reapplied on the region in between the planes (Figure 5.3). 
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Figure 5.3: Finding another pair of hyperplanes such that only the region in the middle 
has points of both classes 
 
Once again, the regions outside the hyperplanes contain points of only one class while the 
region between the hyperplanes contains points of both classes. Please note that the 
points that lie on the hyperplane have not yet been classified and are considered part of 
the region in the middle. Now we notice that the remaining points are linearly separable, 
hence the method dictates finding a single strict hyperplane (no points lie on the plane) 
that separates them (Figure 5.4). 
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Figure 5.4: The final pair of hyperplanes coincide and this allows a non-fuzzy 
classification of every point into one of the two classes 
 
The parallel planes in the space nℜ  can be defined as ( )ψ α = x  and ( )ψ β = x  where 
( )ψ ⋅ is a linear function of x and ,α β  are constants. The separation procedure now 
becomes: Construct a sequence of q pairs of parallel surfaces in nℜ : 
( ) , ( )i i i ig gα β =    = x x  where i = 1, 2, … q, so that for each i, ( )i iβ α −  is minimized 
subject to ( )i i ig α ≥ A  and ( )i i ig β ≤ B . When separation is complete, i iα β <  for i = 1, 2, 
… q-1 and q qα β ≥ . If the separation is incomplete, then i iα β <  for i = 1, 2, … q.  
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Once the q pairs of hyperplanes have been found, the classification of any given vector in 
nℜ can be achieved simply by following the scheme in the flowchart given in Figure 5.5. 
 








It can be shown that this method will completely separate any two finite disjoint sets A 
and B provided that the number of permissible parallel surfaces q is large enough. In 
practice however the usefulness of the method reduces if the number of surfaces is much 
greater than the dimensionality of the space i.e. q >> n. Not only can this method arrive at 
a set of hyperplanes that separate any disjoint set, it can be proved that the method arrives 
at these hyperplanes in a finite number of steps i.e. the convergence of the algorithm can 
be mathematically deduced. 
 
5.2.2 Computational Formulation 
To get a better understanding of the algorithm, as well as to prove that the algorithm 
satisfies all the requirements of a multiuser detector, it is imperative to understand the 
mathematics behind the algorithm. It is noteworthy that though the details of how the 
algorithm works are unnecessary for applying the algorithm, they are required if the 
algorithm needs to be adapted to a scenario different from the one that the original 
formulators had in mind (as is the case for multiuser detection). However, due to the 
involved nature of the derivations, only the computational algorithm is given here. 
Reader is recommended to read the papers by Mangasarian [51] and Takiyama [62] (and 
the references therein) for a deeper understanding. 
 
Let the pattern x denote a point in an n-dimensional Euclidean space nℜ . A pattern set is 
a finite set of points in nℜ and will be represented for a set of m patterns by an m x n 
matrix W (where each row of W (represented as Wi) denotes a pattern). We consider two 
disjoint pattern sets in nℜ . First set has m points, represented by a matrix W of size m x n 
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where each row Wi represents a point. Similarly, the second set has k points, represented 
by a matrix Z of size k x n where each row Zi represents a point. The vectors e, q, and f 
will denote, respectively, the m-dimensional, k-dimensional, and n-dimensional vectors, 
all components of which are ones. 
 
For 1, , ,α β γ λ ∈ℜ ,  , , n    ∈  ℜc d p ,  0 1λ ≤  ≤  and ,  ≠ d p 0 , 
1. Solve the linear separability equation:  
{ }
, ,
( , ) max | 0, 0,α βθ α β α β   =   −    − ≥  −  + ≥   ≥  ≥ −cW Z Wc e Zc q f c f .                   (5.1) 
Here the term  ≥  ≥ −f c f implies that each element of c lies between the 
corresponding elements of f and –f. The pattern sets are linearly separable 
if ( , )θ  W Ζ >0. If this is the case, the optimal hyperplane has been found. Otherwise, 
continue to the next step. 
2. Solve the alternative linear separability problem: 
{ }
, ,
( , ) max | 0, 0, , Tα βφ α β α β   =   −    − ≥  −  + ≥   ≥  ≥ −   ≥ 1/2cW Ζ Wc e Zc q f c f c c .         (5.2) 
Let the result of the maximization be the values l l, ,α β  c . 
3. Define the following sets: 
 m l{ }i iRows of such that α =        >  W W W W c                                    (5.3)                        
                          l l{ }i iRows of such that β =        <  Z Z Ζ Z c        (5.4)         
The planes lT β = c x  and lT α = c x  separate the subsets mW  and lZ  from each other. If 
either set mW  or lZ is non-empty, then replace W by set difference (W - mW ) and Z by 
set difference (Z - lZ ) and go to Step 1. If both mW  and lZ are empty, then continue. 
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4. Find a row Zi of Z such that ( , )iθ  W Z > 0 or find a row Wi of W such that ( , )iθ  W Z > 
0 where ( )θ ⋅ is as defined in Step 1. Replace W by (W - m iW ), Z by (Z - l iZ ) and go to 
Step 1.  
 
 
5.2.2.1 MATLAB® Optimization Toolbox 
The Optimization Toolbox is a collection of functions that extend the capability of the 
MATLAB® numerical computing environment. The toolbox includes routines for many 
types of optimization including: 
• Unconstrained nonlinear minimization  
• Constrained nonlinear minimization, including goal attainment problems, minimax 
problems, and semi-infinite minimization problems  
• Quadratic and linear programming  
• Nonlinear least squares and curve-fitting  
• Nonlinear system of equations solving  
• Constrained linear least-squares  
• Sparse and structured large-scale problems 
 
All the simulations performed were done using MATLAB® programming environment. 
The linear programming algorithm required was constructed using functions available in 
the MATLAB® Optimization toolbox. Modifications to predefined functions were 
required before they could be used since not only were the functions not tailored to the 
exact requirements of the algorithm, the algorithm itself had to be tweaked to make it 
 61
suitable for application in multiuser detection. Even though a plethora of functions from 
MATLAB® were employed, two functions detailed below deserve a special note. 
 
Since there are several constraints in MATLAB regarding the form in which the problem 
needs to be modeled, it is impossible to establish a one-on-one correspondence between 
the variables used in equations (5.1) and (5.2) and the variables used in the functions 
provided below. Broadly speaking, these functions take the function to be minimized as 
an input parameter accompanied by all the constraints in the form of inequalities. There is 
also an option to provide limits on the unknowns which is a redundant function as all 
such constraints can be modeled in the constraint matrix as generic inequalities. Overall 
one can say that these are generic optimization algorithms which internally use modified 
simplex type of algorithms to arrive at an answer. Despite the lack of specific details, it 
should not be too hard for the reader to observe that the functions below embody the 
general spirit of the solution of the equations outlined in the algorithm earlier. 
 
5.2.2.2 Linear Separability 
Step 1 of the algorithm requires solving a linearly separable case as the first step. This 
was implemented by using the function linprog, which solves linear programming 






such that             ≤ 
                                      = 
                                     ≤  ≤ 
x
f x A x b
A x b
l x u
                                      (5.5) 
where f, x, b, beq, l, and u are vectors and A and Aeq are matrices. 
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5.2.2.3 Alternative Linear Separability 
Step 2 of the algorithm requires solving a linear programming problem which has 
nonlinear constraints. The linprog is no longer valid, and a more complex function 
fmincon was employed which solves minimization of a constrained nonlinear 
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x




( ) 0eqc              = x
    (5.6) 
where x, b, beq, l, and u are vectors, A and Aeq are matrices, c(x) and ceq(x) are functions 
that return vectors, and f(x) is a function that returns a scalar. f(x), c(x), and ceq(x) can be 
nonlinear functions. 
 
5.2.2.4 Complexity Issues 
Multisurface method employs linear programming to find the optimum values of the 
various hyperplanes to separate binary dichotomies. The method is very useful, but its 
reliance on linear programming causes its computational complexity to be very high. 
Most non-commercial software use either some variant of the simplex method (which is 
notorious for having an exponential worst-case complexity usually of the order of O(n4), 
where n is the number of hyperplanes) or an interior point method based algorithm (even 
the best of them have a polynomial time complexity) [63]. MATLAB® uses a variant of 
the Mehrotra’s predictor-corrector method [64] which also has an average-case 
polynomial time complexity. The system has to further expend energy to work its way 
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out of situations like cycling. Even on a reasonably fast machine a typical CDMA 
multiuser detection scenario will take several minutes of processing time before 
providing the hyperplanes. If the system implementing the MSM method has this level of 
processing power available, it may as well implement Verdu’s optimum multiuser 
detector which, as its name suggests, will give the best possible performance. 
 
Computational complexity is not the only problem with the linear programming 
technique. The memory requirements of the method are another crippling factor. For a 
typical problem in the context of CDMA multiuser detection, several hundred constraints 
need to be observed, and this number increases exponentially with essential parameters 
like the number of users in the system. Add to this the large quantities of memory 
required in storing the various vectors and matrix inverses at each step of the process (for 
example, inverse of the matrix of basis vectors required by most linear programs, etc). 
Overall for a typical scenario, the memory space utilized by the program in storing all the 
required data, initialized memory space for variables and interim results can (in worst 
case scenarios) run into hundreds of megabytes. There are very few real-world systems 
that can support such memory constraints. 
 
Despite these limitations, linear programming is a viable alternative for systems with less 
number of users and relatively static channels. This is mainly because the actual 
operation of the algorithm is linear in the number of users and its performance is near 
optimum – enviable for any multiuser detector. Linear programming based detectors in 
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conjunction with multilayer perceptrons [65] and radial basis functions [66] have been 
proposed, though they suffer from the same drawbacks of LP that were mentioned earlier.  
 
5.3 Enhanced Multisurface Method 
MSM proposed above is in itself an effective multiuser detector, particularly in the ideal 
case when the transmission is considered in the absence of any channel distortion (no 
noise) and the channel is assumed to be non-dispersive (no multipath). Under these 
conditions MSM is an optimum detector. However, there would be no point in incurring 
such high computational overheads if the channel assumed was ideal – much simpler 
linear detectors like linear MMSE would provide optimum detection at a fraction of the 
cost. Moreover, as discussed in the previous section, the high computational cost of the 
linear programming algorithm limits the applicability of the algorithm. This section 
introduces two enhancements to the MSM, one to improve its performance in a distorted 
channel and the other aimed at lowering considerably the computational expense 
associated with the linear programming approach to determining the hyperplane 
parameters. 
 
5.3.1 Improving Performance in Distorted Channel 
When MSM generates the hyperplanes, the rule it follows is – choose two parallel 
hyperplanes, as close to each other as possible, so that only the region between them 
contains points from both classes. If the points are linearly separable, this generates the 
best possible hyperplane even for the distorted channel (see Figure 5.6). 
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Figure 5.6: A simple linearly separable scenario for two-classes 
 
However, if the points are not linearly separable, a pair of hyperplanes needs to be 
generated. Since the algorithm chooses hyperplanes with minimum distance between 
them, the hyperplanes end up lying on the edges of the points in the unclassified region in 
the middle. The problem with decision boundaries lying close to the points is that even a 
small amount of noise added to this system will result in a misclassification of the points 






Figure 5.7: Moving hyperplanes away to improve BER performance in noise, (a) Planes 
on the edge of the two classes, (b) Planes moved so that they are as far away as possible 
from both classes. 
 
The planes are readjusted such that the decision boundaries are now equidistant from the 
(nearest) points of both classes. Thus, for higher SNR, the number of errors will remain 
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close to zero while in cases with low SNR; the number of errors will be the same as in the 
case before adjustment. This can be depicted graphically for two-users as in Figure 5.7. 
 
5.3.2 Reducing Computational Complexity 
The main culprit for the high computational complexity of the algorithm is the linear 
programming required to arrive at the parameters defining the hyperplanes. An 
alternative learning method is presented here, based on the alternative discriminant 
function of the multisurface method provided by Takiyama [62]. An adapted version for 
the current problem is detailed below.  
 
For the sake of clarity, the section that follows uses the notation introduced in the seminal 
work of Takiyama [62]. Every attempt has been made to relate to the concepts already 
introduced in the thesis and keep the descriptions clear and straightforward. 
 
Consider first the two-user case and let the classes be called C1 and C2 respectively. Let 
each pattern be represented by an n-tuple (this is a general representation, may represent 
the user bits spread by the spreading sequence of factor n).  
[ ]1, .. ., nx x =     x  (5.7) 













                                         (5.8) 
If the problem is separable by using K hyperplanes, let their boundaries be characterized 
by the parameters pj, uj, vj for j=1, … , K and given as 
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0Tj ju ⋅  +  = p x , 0Tj jv ⋅  +  = p x      1, 2,...,j K =                            (5.9) 
where 
1 2, , . . . ,
n
j j j jnp p p⎡ ⎤ =        ∈ ℜ⎣ ⎦p  
1, 2, .. . , 1j ju v j K <     =       −  
K Ku v = . 
 
 
5.3.2.1 Discriminant Function 
Takiyama has derived two discriminant functions for the decision boundary realized by 
the multisurface method [62, 67]. The functions will be used here, their derivations can 













     (5.10) 
and hence gives the same output as the series of hyperplanes would have. 
 
Discriminant Function 1: 
The first discriminant function is arrived at by visualizing the multisurface method from a 
geometrical view rather than using the combinatorial approach used by Mangasarian [51]. 
This discriminant function is a more direct representation of the original algorithm, and 
even though its derivation is involved, it is intuitively satisfying and easy to follow. The 
derivation is provided in detail in the paper by Takiyama [62].  







g e d e
−
=
 =  Θ ⋅  + + ∑x d x     (5.11) 
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where 
d2j-1 = d2j = pj  j = 1, … , K-1           
d2K-1 = pK               
d2j-1.0 = uj  j = 1, … , K            
d2j.0 = vj  j = 1, … , K            
ek = 22K – 1 – k   k = 1, … , 2K – 1          
e0 = (22K – 1 – 2) / 3             





   > ⎧Θ  = ⎨−  ≤ ⎩              
 
Discriminant Function 2: 
The second discriminant function given below is derived from the first discriminant 
function. In this case the derivation is not that easy to arrive at, but this form of the 
function lends itself more easily for a learning method implementation. The derivation is 
given in the paper by Takiyama [62]. 
 
Let N0 = (n + 2) (K – 1) + (n + 1). Parameters to be calculated and the patterns are 
defined as N0-dimensional vectors 
 
P = (d1 , d1.0 , d2.0 , #  d3 , d3.0 , d4.0 , #…,#  d2K-3 , d2K-3.0 , d2K-2.0 , #  d2K-1 , d2K-1.0 )     (5.12)     
X = (x, 1, 1, #  x, 1, 1, #  …,#  x, 1, 1, #  x, 1)T.     (5.13)  
 
The discriminant function is defined as 
( ) ( ), ( , )g g =   =    x X P P T X P X          (5.14) 
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( , )












i .    (5.15) 
Each element of ( , ) T X P  can be calculated as 
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⎛ ⎞  = ⎜ ⎟⎝ ⎠
E
T X P        (5.17) 
where E(n) denotes the identity matrix of order n. 
The function tk employed in the calculations above is defined as 
( ) .01 1( , ) , 1, .. . , 2 12 2 Tk k kt g d k K⎡ ⎤  =  + Θ    Θ  ⋅  +  ;       =       − ⎡ ⎤⎣ ⎦ ⎣ ⎦X P X P d x .   (5.18) 
The rest of the functions and variable retain their meanings as introduced in the 
discussion on the first discriminant function. Despite the tedious nature of the various 
assignments and the apparently complex nature of the matrices, this discriminant function 
lends itself more easily for a learning method. In the next section one such method is 
discussed. 
 
5.3.2.2 Steepest Descent Learning Method 
This method is proposed as an alternative to the linear programming strategy to 
determine the parameters of the hyperplanes arrived at by the multisurface method. Since 
the number of hyperplanes is unknown at the outset, the program first tries to separate the 
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points with only one pair of hyperplanes. If the classification rate is less than the desired 
performance level (for CDMA 100% classification rate can be achieved in the noiseless 
case), the number of pairs of hyperplanes is increased by 1, their parameters are 
recalculated and the classification rate is ascertained again. This process is repeated until 
the required classification rate is achieved or the maximum permitted number for pairs of 
hyperplanes is reached. 
 
A detailed derivation of this algorithm is provided in the paper by Takiyama [62]. 
For each value of K (the number of pairs of hyperplanes), the parameter values are 
determined in the r-th iteration using the following updation rule: 
i ( ) ( )( )
i ( ) ( )( ) ( )( ) i ( ) ( )( )
0 , 0




if g r r
r r
r r r r if g r r
⎧    > ⎪+  =   + ⎨      ≤ ⎪⎩
X P
P P
T X P X X P
          (5.19) 
where 






    ∈ ⎧⎪ = ⎨−   ∈ ⎪⎩
T X P X
T X P
T X P X
       (5.20) 
i ( ) i ( ), ,g   =    X P P T X P X .         (5.21) 
 
Initial values of the parameter vector P(r) can be chosen arbitrarily. Experimental results 
suggest that small random initial values work best as the initial estimate. 
 
The parameter ra is a pre-determined constant. It is the learning rate parameter; a higher 
value helps avoid local minima and leads to a faster convergence to the optimum solution 
but may cause the gradient to oscillate around the optimum. Experimentally, the best way 
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was found to either keep ra constant at an intermediate value, or keep it high initially and 
decrease it gradually as the number of iterations increase. 
 
5.4 EMSM Through Example 
The process that the algorithm follows will be illustrated with the help of an example. 
This is a typical scenario taken from DS-CDMA communications between two users 
using randomly generated 7-chip spreading codes over a noiseless dispersive channel. 
Figure 5.8 details out the various steps EMSM employs for a typical scenario. Figure 
5.8(a) depicts the noise-free signal states available to the detector. Figure 5.8(b) denotes 
the formation of the first hyperplane such that only the region in the middle has points of 
both classes. However these separating planes are too close to the noise-free states, and to 
improve performance in noise they need to be moved further away as shown in Figure 
5.8(c) and Figure 5.8(d). The final position of the separating planes is indicated in Figure 
5.8(e). The process is then repeated to generate the final hyperplane as shown in Figure 
5.8(f). This completes the classification of the given set of points using EMSM. 
 
As the reader might notice, Figure 5.8(f) has the separating hyperplane on the edges of 
the class instead of the suggested attempt to keep the hyperplanes as far away from the 
two classes as possible. This is because in this case, there are two-points of each class 
being separated by a single plane and though this plane provides bad performance for the 
points lying on it, it provides excellent performance for the points lying far away. Even if 
the plane is forced to a position intermediate to both classes, it would provide mediocre 
performance for all points. However, the total error probability does not change, and 
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hence the system just chooses any of the two positions for the hyperplane. For other cases 
(for example, Figure 5.8(d)) the error probabilities are not the same and a hyperplane 
lying far away from the classes performs better. Hence, in such cases, it is chosen as a 





 (a) (b) 
 
 (c) (d) 
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 (e) (f) 
Figure 5.8: Example of EMSM’s pattern classification methodology 
5.5 Summary 
In this chapter a novel multiuser detection scheme is proposed. It is based on a pattern 
classification algorithm called the multisurface method proposed by Mangasarian [51]. 
The scheme separates a nonlinearly separable set of points by creating a piecewise linear 
decision boundary. Given enough number of hyperplanes, the scheme is capable of 
separating any set of points. Moreover, the convergence of the scheme is guaranteed and 
its runtime computational cost is linear in the number of users making it a very attractive 
scheme. 
 
However, multisurface method suffered from an inability to perform well in distorted 
channel scenarios, and its offline computational costs were prohibitively expensive. To 
circumvent these two issues, an enhanced multisurface method has been proposed. The 
enhanced method allows a greater separation between points and the decision boundary, 
thus improving the noise-performance of the system and implements a steepest descent 
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learning method to substitute the linear programming method of the original system to 
improve the computational costs. 
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Chapter 6 
Implementation and Results 
 
This chapter presents the implementation details of the multisurface and enhanced 
multisurface methods introduced in the previous section. Since the main thrust of the 
work is the enhanced MSM (EMSM) method, all simulations, results and comparisons 
are listed only for EMSM. 
 
6.1 Introduction 
As the previous chapter detailed, the MSM requires the use of linear programming for 
which the MATLAB® Optimization Toolbox was used. The enhanced MSM did not 
require the use of the toolbox, but it required some other modifications to be made to the 
setup for its implementation. This chapter will first take a look at the system model – the 
channel assumed and the preprocessing applied, followed by a discussion of the 
implementation details of the MSM and the EMSM, and finally this chapter will end with 




6.2 System Description 
The target users for a system that is most likely to use MSM and related methods are 
sparse-user environments with relatively static channel conditions, but severe demands in 
terms of low online complexity requirements and high performance criterion. With the 
advent of gadgets using CDMA communications, there is a growing area of applicability 
for such methods. An increasing number of equipments used by fishermen or sailing 
enthusiasts, mountain climbing or trekking enthusiasts, wildlife researchers in various 
open environments like the savannahs or deserts – they are all a part of a growing set of 
areas where methods like EMSM will prove extremely effective.  
 
6.2.1 Channel Description 
Keeping its target usage in mind, the channel investigated was chosen as close to the real 
channel as possible. Since the number of users is assumed small, there is unlikely to be a 
significant near-far effect. However, localized scatter may cause significant multipath. To 
model this multipath, the dispersive channel is represented by an FIR filter. As per the 
guidelines of IS-95 [68], the three strongest signals (call them h1, h2, h3) are used to 
estimate the signal under consideration. A preprocessing stage is employed (detailed 
later) which is synchronized to the symbol rate. Hence the output of that stage is strongest 
when the first multipath component (h1) is the largest. This is however an idealistic 
scenario and may not occur in reality. It is assumed that the channel is a fully 
synchronized downlink antipodal DS-CDMA system with independent users and is 
dispersive with additive white Gaussian noise. The overall schematic of the receiver is 
presented in Figure 6.1. 
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6.2.2 Preprocessing Stage 
Before the EMSM is actually applied, the received data is passed through a preprocessing 
stage comprising a bank of matched filters. Since the EMSM is a symbol-level detector, a 
preprocessing stage was required to demodulate the received signals at the symbol rate. 
Apart from the benefit of making the demodulation easier, there are two important 
reasons for choosing a bank of matched filters for preprocessing: 
• Since the target systems require a very low online complexity, the stage had to be 
kept simple and as light as possible. The simplest structure for demodulating the 
received data is a bank of matched filter, and hence it was a suitable choice. 
• Keeping the high performance requirements of the target systems, a preprocessing 
stage was needed which will not lose any relevant information. As Verdu [9] has 
shown, matched filters satisfy this criterion – the outputs of a matched filter have 
all the relevant information required to optimally decode the received data. 
 
 
Figure 6.1: Schematic of the receiver 
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6.2.3 System Description in Matrix Notation 
This section describes the system in matrix notation. This makes understanding the 
system and the implementation a lot easier since MATLAB® treats everything in terms of 
matrices, and the implementation of the MSM was done on MATLAB®. 
 
The DS-CDMA system modeled in this paper (shown in Figure 6.2) is the downlink 
(from base station to mobile) rather than the uplink scenario (from mobiles to base 
stations). It is assumed that the channel is a fully synchronized antipodal DS-CDMA 
system with U independent users and is dispersive with additive white Gaussian noise. 
Bits sent by users at the kth instant are given by the vector 
 ( ) ( ) ( )1 TUk b k b k=   ⎡ ⎤⎣ ⎦b "  (6.1)            
where ( ) { }1, 1ib k ∈ + − . Spreading sequences of the users can be given as  
 1 2
TT T T
U⎡ ⎤=    ⎣ ⎦ndC c c c"    (6.2)                        
where each ci is a row vector of length N where N is the spreading gain. 
In baseband notation, the transmitted bit bi(t) for the ith user can be written as 
( ) [ ] ( )
bi i T b
k
b t b k p t kT
∞
=−∞
=  −∑     (6.3)                        
where Tb is the bit duration and ( )
bT
p t is a rectangular pulse shaping waveform given by 







< <⎧= ⎨⎩     (6.4)                        
Similarly, the spreading sequence can be represented as 
( ) [ ] ( )
ci i T c
k
c t c k p t kT
∞
=−∞
=  −∑     (6.5)                        
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where Tc is the chip duration and ( )
cT
p t is a pulse shaping signal similar to ( )
bT
p t . Since 
the length of spreading sequences is N, we have Tb = NTc. Each users bit after spreading 
is given as 
 ( ) ( ) ( )i i is t b t c t=  ⋅ . (6.6)                        
For the U-user channel, the transmitted signal is given by 





s t s t
=
= ∑ . (6.7)                        
Channel response is given as h(t), and transmitted signal after accounting for channel 
(received signal without noise) is given as 
 ( ) ( ) ( )Is t s t h t= ⊗ . (6.8)                        
 Taking the additive white Gaussian noise n(t) gives us the received signal 
 ( ) ( ) ( )Ir t s t n t= + . (6.9)                        
This signal now passes through a preprocessing stage which is a bank of U matched 
filters and is then sampled at the symbol rate (Tb) giving  
 ( ) [ ] [ ]1 TUk r k r k⎡ ⎤=   ⎣ ⎦r "  (6.10)                        






Figure 6.2: Schematic of the system model used for simulations (downlink scenario) 
 
Preprocessing stage comprises a bank of matched filters. Since downlink channel is 
modeled, the knowledge of the spreading codes of all users is assumed to be available. 
Since all MUDs are implemented as symbol-level detectors, a preprocessing stage also 
serves to demodulate the received samples at the symbol rate. Preprocessing with 
matched filters makes demodulation easier without losing any information relevant for 
decoding - the outputs of a matched filter have all the relevant information required to 
optimally decode the received data. 
 
To develop the system model in greater detail, first the simpler scenario for non-
dispersive channels will be considered and then it will be extended to the present case of 
dispersive channels. The derivations presented below are extensions of the derivations by 
Kailath [69, 70]. 
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6.2.3.1 Non-dispersive channel  
In any given bit-interval, each user outputs one bit which can be either a +1 or a –1. The 
total number of combinations of the bits sent by the U users is M = 2U and is given by the 
combination matrix Bnd (M x U). Each row of this matrix Bnd is a possible candidate to 
be the transmitted vector b[k] in a particular interval k.  
1 1 ... 1 1
1 1 ... 1 1
...
1 1 ... 1 1
1 1 ... 1 1
⎡ ⎤⎢ ⎥−⎢ ⎥⎢ ⎥ = ⎢ ⎥− − −⎢ ⎥⎢ ⎥− − − −⎣ ⎦
ndB # # # #
    
   (6.11) 
Each user has a unique spreading sequence of length N (in this work, N = 7). These are 
represented by a (U x N) code matrix Cnd defined as: 
1 2
TT T T
U⎡ ⎤=    ⎣ ⎦ndC c c c"      (6.12) 
where ci is the i-th users spreading sequence. 
The data sent is the spread data, formed by spreading the bits generated in Bnd by the 





T T T T
U U
T T T T
U U
T T T T
U U






⎡ ⎤ +  +  +  + ⎢ ⎥ +  +  +  − ⎢ ⎥⎢ ⎥ = ⎢ ⎥−  −  −  −  + ⎢ ⎥⎢ ⎥−  −  −  −  − ⎣ ⎦
nd nd nd
c c c c
c c c c
P  = B C
c c c c






.    (6.13) 
Each row of this matrix Pnd is a candidate for representing s(t) considered earlier, 
depending on the particular row of matrix Bnd (vector b[k]) used to generate it.  
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6.2.3.2 Dispersive channel 
The system models a partial multipath reception to keep the complexity low. For each 
user, the user’s current bit and previous bit only are taken into consideration. Due to the 
two symbols required, M = 22U. This implies that for the dispersive channel the code 
matrix Cnd will have to be replaced by a (U x 2N) partitioned code matrix [ ] = nd ndC C  C  
and the combination matrix Bnd by its (M x 2U) partitioned version [ ] = nd ndB B  B . Using 
the partitioned code and combination matrices, we can arrive at the new (M x 2N) matrix 
P which will contain all the combinations of data sent over two symbols, the Hadamard 
product (*) [71] is used and BT is defined as ndT
nd


















P B C B B
B C
c c
# #  . (6.14) 
Each row of this matrix P is a candidate for representing s(t) considered earlier, 
depending on the particular row of matrix B (vector b[k]) used to generate it.  
 
The channel impulse response of the dispersive channel is represented by an FIR filter. 
Following the guidelines of IS-95 [68], the three strongest signals (call them h1, h2, h3) 
are used to estimate the signal under consideration. 
[ ]1 2 3chH h h h =        (6.15) 
For the case considered in this thesis, a (N x 2N) matrix is sufficient to account for the 









0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0








⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥ = ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
H
. 
   (6.16) 
 
All combinations of possible sequences available to the preprocessing stage can then be 
calculated as 
I T = P PH .      (6.17) 
This (M x N) matrix represents all possible received signals in the noiseless case. These 
signals are then fed to the preprocessor, which is a bank of matched filters. The signals 
are convolved with the respective spreading sequences and the output of the 




















B B H C
c c
# #
                     (6.18) 
 
All possible received sequences in the noise-free case after convolution with the 
spreading sequences for demodulation are given as a (M x U) matrix R. Each row of the 
matrix R corresponds to the received vector r[k] in a given interval k. If there was no 
multipath and mutually orthogonal spreading sequences were chosen, this would result in 
optimal demodulation. However, multipath destroys any orthogonality present in the 
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spreading sequences and the demodulated results in R are unacceptably erroneous. 
Hence, this R is then used as an input to multiuser detectors to improve the bit-error 
performance. 
 
6.3 Implementation Details of MSM 
The implementation of MSM will be shown using matrix notation and set notation. The 
algorithm for the multisurface method in the previous chapter was translated almost 
verbatim into MATLAB® code. The implementation details and pseudocode are provided 
in this section. 
 
Let the number of users in the system be a constant U. The vector space defined by U 
users can be represented as ℜU (assuming real-numbers everywhere) and all vectors sent 
or received can be plotted as points in this space. Furthermore, binary dichotomy is 
assumed i.e. ℜU can be divided into two sets { R+ } and { R -} which correspond to the 
desired user bit sign 1b = +  and 1b = − , respectively. 
 
Initialization: 
{ } { }










R R  
Step 1: Find a pair of hyperplanes: 
{ }:U T ii i ia b =  ∈ ℜ    ≤   ≤  H r r w  
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where { }, , , ,i U ii i i ia b a b   ∈ ℜ    ≤    ∈ ℜ    ≠ w w 0  such that 
• { } { }1 1: :U T i U T ii i i ia and b+ −− − ⊆  ∈ ℜ    ≤    ⊆  ∈ ℜ    ≥ R r r w R r r w  
• Distance between the two hyperplanes is minimal. 
This is implemented as the following two sub-steps: 
Step 1.1: 
First we try to separate the points with a single hyperplane to check if the 
(remaining) points are linearly separable. Details of the linear programming 
solution are given below. 
 Minimize 


















 ≥                   ∈ 
 ≤                   ∈ 
 ≤  −  ≤ 
r w r R
r w r R       (6.20) 






 =  = 
w
         (6.21) 
If this linear program terminates successfully, the single hyperplane separating the 
(remaining) points completely is defined as 




If the first trial fails, the (remaining) points are not linearly separable. In this case 
we try to find a pair of hyperplanes as close together as possible, such that only 
the points between the hyperplanes belong to both classes. Since it is in our 
interest to minimize the total number of hyperplanes, hyperplanes are chosen such 
as to minimize the number of unclassified points (the points lying between the 
hyperplanes) in each trial. The first objective is attained by choosing the 
constraints appropriately. The second objective is achieved by modifying the 
objective function (the function to be minimized). Details of the linear 
programming solution are given below. 
Minimize 




T i T i




∈  ∈ 
−  +  ×   +  −  × ∑ ∑
r R r R
r w R r w R     
(6.23) 
where 
{ }1 1represents number of points ini i+ +− −      R R      (6.24) 

















 ≥                   ∈ 
 ≤                   ∈ 
 −  ≤ 
r w r R
r w r R       (6.26) 






 =  = 
w
         (6.27) 
This program on successful termination yields a pair of hyperplanes: 
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{ }1 :U T ii ia+−  =  ∈ ℜ    = R r r w        (6.28) 
{ }1 :U T ii ib−−  =  ∈ ℜ    = R r r w        (6.29) 
These hyperplanes define the upper and lower bounds (respectively) on the 
unclassified points. The points lying on or in between the hyperplanes are 
considered unclassified and will be included in the next trial. 
Step 2: 
If  














 =  ∩  
 =  ∩  
 =  + 
R R H
R R H      (6.31) 
Go to step 1. 
 
6.4 Implementation Details of Enhanced MSM 
In the previous chapter, two enhancements to MSM were discussed, one to improve its 
performance in distorted channels and the other to reduce its computational cost. This 
section provides the implementation details of both these enhancements. 
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6.4.1 Improving Performance in Distorted Channels 
As mentioned in the previous chapter, the performance improvement in distorted 
channels is arrived at by increasing the distance between the points and the hyperplanes. 
The aim is to place the hyperplane at a place equidistant from the (nearest) points on both 
sides of the hyperplane. At the end of the multisurface method, the unclassified points lie 
on the hyperplane while the classified points are quite far away (this is a direct 
consequence of trying to minimize the distance between the pairs of hyperplanes). Say 
the nearest classified point is at a distance of d from the hyperplane. We can now deduce 
that the hyperplane should be moved to a location where it is midway between the 
classified and unclassified points i.e. d/2. Since at the end of MSM, the distance of the 
nearest unclassified point to the hyperplane is always zero, we merely have to find the 
midpoint of the hyperplane and the nearest classified point and relocate the hyperplane 
there. This process can be summarized in the following two steps: 
Step 1: 
Find the nearest classified point to each hyperplane. 
( ) ( )1' mini i T iia −− ∈  −  = r H R r w             (6.32) 
( ) ( )1' maxi i T iib +− ∈  −  = r H R r w           (6.33) 
Step 2: 
Move the hyperplane to the midpoint of the nearest classified point and the current 
location of the hyperplane. 
( )' / 2i i ia a a =  +             (6.34) 
( )' / 2i i ib b b =  +             (6.35) 
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6.4.2 Improving Computational Complexity 
As explained in the previous chapter, improvements in computational costs are achieved 
using the steepest descent learning method on a discriminant function of MSM developed 
by Takiyama [62].  
 
Since the algorithm developed in the previous chapter is already in terms of matrices, its 
implementation in MATLAB® is fairly straightforward. The only thing to note is the 
presentation of inputs. The training patterns presented to the learning method during its 
training phase must obey the following characteristics: 
• Each pattern must clearly belong to one of the two classes. 
• Each pattern should occur with equal frequency. 
 
Thus, the matrix PI derived above (containing all the possible received sequences in the 
noiseless case) is treated as the set of all possible training patterns. From this matrix, the 
training patterns are selected in a random fashion to make sure that they are all 
equiprobable in nature (and hence occur with the same frequency). On successful 
termination of the program, the vector P defined in algorithm in the previous chapter 
contains the required parameters for constructing the hyperplanes. 
6.5 Simulation Results 
As explained in detail under the system description (Section 6.2), the target usage of such 
an algorithm is limited by its high offline complexity. However, its very low online 
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(runtime) complexity and excellent performance makes it very attractive for use in 
locations with relatively static channels (the channel conditions do not change rapidly) 
and low number of users. Limited computational resources disallowed running 
simulations for higher number of users, but as will be demonstrated presently, the trends 
in performance improvements become quite clear even with limitation on number of 
users. For the remainder of this chapter, the term EMSM will be used to denote the 
results of the multiuser detector developed in this work. The results were measured after 
implementing the enhancements to the original multisurface method. 
 
First the simulation results for a two-user scenario are presented, followed by the results 
for a three-user scenario. The two-user scenario is the basic case and is very useful to 
understand the concepts behind the algorithm. In the two-user case, the EMSM algorithm 
can be followed almost step-by-step by plotting the points and the hyperplanes (for the 2-
D case these are just lines) in the ℜ2 space. 
 
6.5.1 Decision Boundary 
Figure 6.3 demonstrates the decision boundary plot for the EMSM in comparison with 
that for the optimal multiuser detector (OMD). The case is taken as a simple linearly 
separable scenario, but the difference can be clearly seen. Nearer to the points both the 
methods have similar decision surfaces, however as we move farther from the points the 
EMSM ends up quite far away from the OMD. This is because of the linearity; EMSM 
ends up losing its generalizing ability. OMD being capable of plotting a nonlinear 
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boundary is able to perform good generalizations (provided the input training set is well 
populated, which is the case here). 
 
Figure 6.3: Comparison of decision boundary given by EMSM / MSM and OMD 
 
6.5.2 Illustration of EMSM Through an Example 
To get an insight into the workings of the algorithm itself, let us take a look at a simple 
example as it is progressively resolved using EMSM. This process is illustrated in detail 
in Figure 6.4. Figure 6.4(a) gives the noise-free states presented to the algorithm. Figure 
6.4(b) generates the first pair of hyperplanes such that only the region between the two 
planes contains points of both classes. Figure 6.4(c) and Figure 6.4(d) repeat the same 
process until the entire set of points has been classified. As we can notice from the 
figures, because of the enhancement to improve its performance in distorted channel 
(noisy environments), the hyperplanes no longer reside on the edges of unclassified 
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points (or when they do, it is because the error rate cannot be reduced any further by 
moving them away). Instead, the hyperplanes are clearly midway between the (nearest) 
classified points and the unclassified points. 
 
 (a) (b) 
 
 (c) (d) 
Figure 6.4: Illustration of progressive solution of a sample problem using EMSM 
6.5.3 BER Performance 
To judge the BER performance of the EMSM, other detectors were implemented. Since 
the runtime complexity (the complexity of the algorithm the device will have to 
implement while using the detector) is linear, other linear detectors were implemented to 
compare the performance with. Also, a RBF detector (optimal for the amount of 
information available to the detectors) was also implemented to serve as an upper bound 
on the performance that could possibly be achieved. It should be noted that the runtime 
complexity of the RBF is exponential while of all the other detectors (including MSM) is 
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linear. As before, a dispersive AWGN channel with users employing 7-chip randomly 
generated spreading sequences with binary antipodal signaling is assumed. 
 
 The spreading codes used in the simulations were [-1    -1    -1     1    -1    -1     1], [-1     
1    -1    -1    -1    -1     1] and [1    -1    -1    -1     1    -1    -1]. The channel response used 
for the various types of multipath channels was Hch = 0.25 + 0.5z-1 + z-2, Hch = 1 + 0.5z-1 + 
0.25z-2 and Hch = 0.25 + z-1 + 0.5z-2. During simulations, Hch was normalized to unity i.e. 
2 2 2
1 2 3 1h h h+ + = . 
 
EMSM has a linear runtime complexity; hence it was desirable to compare its 
performance with other linear detectors. The ideas behind the enhancement stem from the 
same theory that has given rise to a powerful learning method – support vector learning. 
Since SVM based detectors are relatively new and not very well studied, they were 
implemented to both compare the performance of the proposed detector with a powerful 
nonlinear detector and to add to the body of research on SVM based MUDs. Finally 
comparisons were made with the optimal detector that served as the upper bound on the 
best error rate achievable. It should be noted that the runtime complexity of SVM and 
RBF MUDs is exponential while of all the other detectors (including EMSM) is linear.  
 
Number of Users: Impact of increasing number of users on the detector’s performance 
was studied. Due to the high complexity of many of the detectors implemented, the 
number of users was not increased above three. Figures 6.5 - 6.7 show the results for the 
case with two users and Figures 6.8 – 6.10 show the results for three users. Comparison 
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of the change in performance with number of users while keeping all other factors 
constant can be seen by comparing Figure 6.5 with Figure 6.8, Figure 6.6 with Figure 6.9 
and Figure 6.7 with Figure 6.10. In all cases the BER performance of the proposed 
detector was close to that of the nonlinear detectors, and it outperformed all the linear 
detectors comprehensively. In most cases at lower SNR values, EMSM outperformed the 
SVM based MUD. For example, in the case of two-user system with a maximum phase 
channel (Figure 6.5), performance of EMSM is better than SVM for SNR below 12 dB. 
When the number of users is increased (Figure 6.8), EMSM still performs better but only 
for SNR below 6 dB. This is because the nonlinear SVM detector is better able to 
equalize the hard maximum-phase channel than the linear EMSM, but at lower SNR the 
high level of noise in the training data lowers the performance of SVM. If the channel is 
easier to equalize then EMSM can maintain its edge over SVM even when number of 
users increase. For example in mixed-channel case considered in Figure 6.7 and Figure 
6.10, EMSM performs better than SVM for SNR below 10 dB even when the number of 
users is increased. 
Asynchronous channel: Asynchronous channel was introduced earlier in Section 1.4.3. 
Even though the main focus of this work is synchronized CDMA channel, analyzing the 
performance in the asynchronous channel has the advantage of allowing a broader 
perspective on the receiver’s abilities. Receiver’s performance for 2 and 3 user multipath 
scenarios for both synchronous and asynchronous channels is presented in Figure 6.11. 
During simulations, the value of the delay was chosen randomly and changed every 500 
bits to obtain unbiased average results. As can be seen from the figure there is a sharp 
drop in performance between the synchronous and asynchronous cases. A closer look at 
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the asynchronous curves reveals that they flatten out eventually (around 27 dB) which 
suggests that they hit an error floor around that region. Being linear in nature, they are 
unable to completely resolve the optimal decision boundary in the asynchronous case and 
this gives rise to the high residual error rate and the presence of the error floor. Since the 
primary focus of the work was the synchronized CDMA channel, detailed simulations 
were carried out only for the synchronized case. 
 
Multipath Channel: To analyze the performance in various channel conditions, three 
different channel conditions were considered – the minimum phase, the mixed phase and 
the maximum phase. Figures 6.5 and 6.8 show the results for the maximum phase 
channel, Figures 6.6 and 6.9 show the results for the minimum phase channel and Figures 
6.7 and 6.10 show the results for the maximum phase channel. Once again it can be seen 
that EMSM outperforms the other linear detectors, and its performance is comparable to 
that of the nonlinear detectors. In all cases tried, EMSM was far better than the linear 
detectors and slightly inferior to the nonlinear detectors - EMSM was able to achieve the 
same BER as the nonlinear detectors though at higher SNR, e.g. 6 dB higher in Figure 
6.5. For example, in the case of three-user system with maximum phase channel (Figure 
6.8), a given BER, say 10-3 was achieved by RBF at 21 dB, by SVM at 26 dB and by 
EMSM at 28 dB while the other linear detectors were unable to reach this level of 
performance. In general, 7 dB is considered the minimum power necessary to provide 
adequate voice communication over wireless channel. At that SNR, EMSM performs 
about as well as the SVM detector (usually surpassing it) under all the different channel 




Figure 6.5: BER comparison for 2 users in maximum-phase multipath channel 
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Figure 6.6: BER comparison for 2 users in minimum-phase multipath channel 
 
Figure 6.7: BER comparison for 2 users in mixed-phase multipath channel 
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Figure 6.8: BER comparison for 3 users in maximum-phase multipath channel 
 
Figure 6.9: BER comparison for 3 users in minimum-phase multipath channel 
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Figure 6.10: BER comparison for 3 users in mixed-phase multipath channel 
 
Figure 6.11: BER comparison for EMSM in synchronous and asynchronous channels 
6.6 Summary 
As is evident from the results given above, EMSM outperforms the other linear detectors 
in the presence of severe multipath. The main problem is that all the other linear detectors 
are designed from the perspective of reducing the correlated interference from other users 
and trying to neutralize the near-far effect caused by the differing transmission powers of 
the various users. However in the cases considered, the number of users is assumed to be 
quite small and hence the correlated interference is not a serious problem. Moreover, 
since all users are assumed to be transmitting at uniform power, no near-far effect is 
present. However, a strong multipath effect is assumed. Since the other linear detectors 
form their decision boundaries without any consideration for the effect of multipath, their 
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performance is extremely bad in comparison to the MSM. RBF, implementing a near-
optimum (optimum for the amount of data available to the receivers) detector, forms a 
nonlinear boundary instead of the piecewise linear boundary formed by the MSM and 





Work presented in this thesis focuses primarily on the problem of multiuser detection in 
the DS-CDMA environment. A novel approach based on the multisurface method 
proposed by Mangasarian and its discriminant function given by Takiyama was presented 
and analyzed. Performance of this scheme was investigated and compared with that of 
other comparable linear detectors, with the RBF implementation of the optimal multiuser 
detector serving as the upper bound on achievable performance. 
 
7.1 Summary 
The problem of multiuser detection was first introduced and then a novel solution was 
proposed in a methodical fashion. 
 
In the first chapter, a discussion of the basic principles of DS-CDMA communication was 
undertaken. To this end, first the fundamental concepts behind the more general spread 
spectrum communications were introduced, which was followed by a more specific 
dealing of the synchronous and asynchronous CDMA. It was hoped that this chapter will 
provide all the necessary basics required to understand the remainder of the thesis even if 
the reader is not very familiar with the research area. 
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In the second chapter, the concept of multiuser detection was introduced and a study of 
some of the established multiuser detectors was conducted. There are a lot of multiuser 
detectors that have been proposed and it was obviously not feasible to cover all of them. 
The ones discussed in detail are the matched filter (MF), the decorrelating detector (DD), 
the minimum mean-squared error (MMSE) detector, the optimum multiuser detector 
(OMD) and the radial basis function (RBF) based implementation of the optimum 
multiuser detector. These were chosen primarily because they are utilized for comparison 
later in the thesis and hence this chapter should equip the reader with all the necessary 
knowledge of existing MUDs to tackle the rest of the thesis. They are some of the most 
studied and intuitive detectors and will allow the user to strengthen his understanding of 
the fundamental concepts of multiuser detection. 
 
In the third chapter, multiuser detection was presented as a pattern classification problem. 
This involved introducing the relevant concepts of first converting the signals (used more 
often in the communication theory) into vectors (using the Gram-Schmidt procedure). 
Once the vector representation of signals is achieved, the vectors can be plotted in the 
vector space and a geometric view of the problem emerges. The geometric way of 
looking at the problem allows one to apply (modified versions of) algorithms introduced 
in the pattern recognition literature to achieve multiuser detection. It also allows a richer 
insight into the issue of multiuser detection. At the end of this chapter it was hoped that 




In the fourth chapter, the support vector machine (SVM) based multiuser detector was 
introduced. This chapter provides a thorough review of the concepts of structural risk 
minimization which are at the core of the SVM detector. It follows it up with details of 
implementation of the detector, in particular giving the implementation details of the 
projection method used to solve the quadratic programming problem. This method is 
different and much simpler than the methods employed by other researchers while 
implementing SVM detectors, and simulation results confirm that it works just as well as 
the more computationally expensive methods. 
 
In the fifth chapter, the Multisurface Method (MSM) was introduced. The chapter gives a 
detailed treatment to the algorithm, dealing with the flowchart and pseudocode for the 
algorithm, giving a mathematical analysis of the algorithm and providing an introduction 
to the Optimization toolbox in MATLAB® which was used to implement the algorithm in 
this work. However, this algorithm was provided in the context of general pattern 
classification and was not entirely appropriate for application in the multiuser detection 
area. Two enhancements to the algorithm were discussed in detail to improve the BER 
performance in noisy conditions and to improve the computational costs of the algorithm, 
yielding an enhanced MSM. The algorithm and its enhancements were made clearer 
through examples, and it is hoped that by the end of this chapter the reader would have a 
good understanding of the MSM and its enhancements – the main thrust of this work. 
 
In the sixth chapter, the implementation details of the original MSM and later of the 
enhancements were provided, followed by a discussion of the simulation results. This 
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forced first formulating the problem in terms of matrices as MATLAB® deals with 
everything in terms of matrices only. Once the problem was restated in matrices, the 
implementation of the enhanced MSM was merely a matter of translating each line of the 
pseudocode into program. Some implementation level details that were not explicitly 
mentioned in the algorithm were identified and dealt with in this chapter. Further the 
chapter involved a discussion of the BER performance of the MSM primarily in noisy 
dispersive channels, and a comparison with matched filter, decorrelating detector, 
minimum mean-squared error detector and the radial basis function based optimal 
multiuser detector was provided. As the results demonstrated, MSM outperforms all the 
other linear detectors and fares well in comparison to the optimal nonlinear detector. 
 
7.2 Future Work 
In this work a novel multiuser detection scheme based on Mangasarian’s multisurface 
method is investigated in noisy dispersive channels. However, due to computational 
limitations the simulations were restricted to low number of users. Also, in this work 
synchronous communications was assumed and near-far effect was not considered. 
Analysis of the algorithm in a more general setting incorporating the conditions 
mentioned above serves as a good future research direction. Also, the enhancement to 
improvement in computational costs is as yet mathematically not proven to converge i.e. 
there is no analytical proof for the convergence. Deriving such a theoretical proof is also 
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