On the computation of quadratic 2- ABSTRACT. We describe an algorithm due to Gauss, Shanks and Lagarias that, given a non-square integer D ~ 0, 1 mod 4 and the factorization of D, computes the structure of the 2-Sylow subgroup of the class group of the quadratic order of discriminant D in random polynomial time in log |D|. The group Cl(D) may be identified with the class group of primitive integral binary quadratic forms of discriminant D, and this yields a description that is very useful for explicit computations. There do exist algorithms that compute CI(D) in a time that is subexponential in the length log D of the input; see [3] and [5, 7] for the respective cases D &#x3E; 0 and D 0. However, these algorithms are far from polynomial-time, and it is unlikely that they will be used in the near future for discriminants D having more than, say, 50 decimal digits.
The algorithm in this paper only computes the 2-Sylow subgroup C(D) = CI(D)2 of the class group. It runs in random polynomial time [8, j ] In the final stage of the algorithm, it turns out that the character column of the form S32 E S3 lies in the space generated by the previous columns, so we have to compute S33 before we find that the character matrix has maximal rank. In the cases where we are lucky enough to obtain already a character matrix of full rank before the final column has been computed, our algorithm suppresses the computation of the form corresponding to this final column. This saves an application of the division-by-2-algorithm. For large positive discriminants, the resulting gain can be considerable.
As observed in the previous section, the ' In a given column, the time needed per division is roughly constant. This means that the time needed to find the 2-group structure is proportional to the number of divisions by 2, that is, to the combination of the width and depth of the 2-group given in (3.6). There is a small but noticeable difference in running time between imaginary and real class groups. In the table, they are separated by a row that indicates, for each value of n, the average time it took the algorithm per division for the imaginary and for the real class groups. On average, the algorithm is about 15% slower for real quadratic class groups.
The average running times per division in the central row give an indication of the complexity function for the major operations as a function of the number of decimal digits. The dominant factor is the slightly worse than quadratic time growth of ordinary integer arithmetic with the size of the integers.
A closer look at where the time is spent reveals that there are three main components: the ternary reduction step, the modular square root used in the division by 2 of a class in the principal genus, and the composition and reduction of quadratic forms. The ternary reduction step takes up between 1/3 and 1/2 of the total time for a divison by 2. The fraction of time needed for the modular square root (with modulus the discriminant, but performed prime by prime) increases slightly with the size of the primes 
