This paper considers a panel data model with time-varying individual effects. The data are assumed to contain a large number of cross-sectional units repeatedly observed over a fixed number of time periods. The model has a feature of the fixed-effects model in that the effects are assumed to be correlated with the regressors. The unobservable individual effects are assumed to have a factor structure. For consistent estimation of the model, it is important to estimate the true number of factors. We propose a generalized methods of moments procedure by which both the number of factors and the regression coefficients can be consistently estimated. Some important identification issues are also discussed. Our simulation results indicate that the proposed methods produce reliable estimates.
Introduction
The use of panel data has been increasingly popular in empirical microeconomic and macroeconomic studies. An important advantage of using panel data is that researchers can obtain consistent or unbiased estimates of important parameters controlling for unobservable cross-sectional heterogeneity. An example of such heterogeneity, the so-called individual effect, is the effect of talent in a model of workers' hourly earnings. In order to estimate the effect of education on hourly wage rate consistently, researchers need to control for the heterogeneity in workers' talents or skills. Unfortunately, data containing information on individual workers' talents and skills are extremely rare. Without such information, it is extremely difficult, if not impossible, to control for talent using pure cross-sectional data. In contrast, when panel data are available, a variety of estimation methods (e.g., Hausman and Taylor, 1981; Amemiya and MaCurdy, 1986; Cornwell and Rupert, 1988) can be used to control for the unobservable individual effects. Even if individual workers' talents are unobservable, it is possible to estimate the effect of education on hourly wage consistently.
In this paper we consider a more general panel data model in which the individual effect has multiple components and each of these components is time-varying. Specifically, the model assumes that the unobservable individual effects have a factor structure. For this model, we develop appropriate estimation and model-specification methods. Bai (2005) has considered the same panel factor model that we study in this paper (see also Bai and Ng, 2002; and Bai, 2003) . His approach is designed for the analysis of panel data with large numbers of both time series and cross-section observations, and the regressors are assumed to be strictly exogenous to the random error terms in the model. Kneip, Sickles and Song (2005) also consider the same model but with the additional assumption that the factors change slowly and smoothly over time. Our paper is different from these papers in two respects. First, we focus on the case of panel data with a small number of time series observations and a large number of cross-section units (big N and small T). Second, we also consider the case in which some regressors are only weakly exogenous.
Standard panel data models assume that the unobservable individual effect is a single time-invariant component. However, this assumption may be excessively restrictive in practice. For example, consider a model of hourly wage rates. It is a well-known fact that labor productivity changes over the business cycle. Accordingly, the productivity of an individual's unobservable talent or skill would also change over the business cycle (Ahn, Lee and Schmidt, 2001) . If so, the effect of unobservable talent on hourly wages would vary over time because workers' hourly wage rates depend on their labor productivity. It is also likely that hourly wage rates depend on multiple individual effects. For example, individual workers' wages would be affected by unexpected changes in macroeconomic variables due to changes in monetary or fiscal policies. However, the effects of these aggregate variables on wages would depend on individual-specific characteristics such as the worker's residential area and occupation. The panel data models that assume a single time-invariant individual effect are inappropriate for the analysis of data with such multiple time-varying individual effects.
There are many other examples of models that may require multiple time-varying effects.
One example is the consumption model based on the life-cycle and rational-expectation hypothesis. This model predicts that current consumption growth depends on the unobservable marginal utility of expected life-time wealth. When consumers' future incomes are uncertain, their marginal utility of wealth varies over time (Altug and Miller, 1990; Pischke, 1995) . Another example is the asset pricing models that assume time-varying risk premia (Campbell, 1987; Ferson and Foerester, 1994; Zhou, 1994) . These models can be also viewed as panel data models with unobservable multiple time-varying individual effects.
Finally, our approach can be used for the empirical studies of economic growth based on international data (e.g., Mankiw, Romer and Weil, 1992; Islam, 1995; Caselli, Esquival and Lefort, 1996) . Individual countries' economic growth rates could depend on world-wide supply shocks such as the oil shocks in the 1970's, and the technology shocks we have witnessed from the rapid development of the information technology industry in the 1990's.
However, the effect of such world-wide shocks could depend on country-specific factors such as available human capital and natural resources.
The model we consider is also related to the issue of cross-sectional dependence, which is a growing research area. Many studies based on cross section data assume that the data are cross-sectionally independent. However, there are many cases in which the independence assumption is questionable. As we have discussed above, the decisions of individual economic agents (such as individuals, households, or firms) can depend on common macroeconomic shocks. When data contain such common factors, conventional estimators such as ordinary least squares (OLS) and instrumental-variables can be biased (Andrews, 2003) . Even in the cases where such estimators are consistent, the estimated standard errors of the estimators obtained ignoring cross-sectional dependence could be seriously biased (for example, Chang, 2002) . In response to these problems, many alternative estimation methods have been developed (Conley, 1999; Kelejian and Prucha, 1999; Chang, 2002) . The method we develop in this paper provides an alternative solution for the analysis of panel data. Our model can allow cross-sectional dependence among individual effects.
Panel data models with time-varying individual effects and small numbers of time-series observations have been studied by Holtz-Eakin, Newey and Rosen (1988) , Lee (1991) , Chamberlain (1992) , and Ahn, Lee and Schmidt (2001) [hereafter, ALS] . However, these studies, except Lee (1991) , only consider cases with a single individual effect. Lee (1991) considered the case of multiple factors, but he made the unnecessarily strong assumption that the errors are i.i.d. normal, and he assumed that the true number of factors was known.
The goals of this paper are two-fold. The first is to investigate estimation methods that can produce consistent estimates under quite general assumptions. We accomplish this via GMM as opposed to nonlinear least squares. The second is to develop an estimation and testing procedure for the correct number of factors.
This paper is organized as follows. Section 2 introduces our model and assumptions.
Section 3 develops the GMM estimation method for the model. Section 4 reports our simulation results. Some concluding remarks follow in section 5.
Basic Model
The basic model of this study is given by:
Here, i (= 1, ... , N) is the cross-sectional index and t (= 1, ... , T) is the time index. Where it helps the clarity of the argument, we will use subscript "o" to refer to "true In addition to the assumption ( ) , rank p Ξ = some normalization (parametric restrictions) on Ξ is necessary for identification because, for any nonsingular p×p matrix C,
This is the so-called "rotation" problem. A simple normalization we will impose on Ξ is that ( , )
, where Θ is a (T-p)×p matrix of unrestricted parameters. Imposing this normalization, we are reparameterizing the individual-effect components by If the regressors x it and the individual-specific effects i α are uncorrelated, the coefficient vector β could be consistently estimated by ordinary least squares (OLS) or generalized least squares (GLS). We do not consider such trivial cases. Instead we consider 1 The number of restrictions we impose on Ξ is p 2 . In the factor analysis literature, the number of restrictions imposed on Ξ to avoid rotational indeterminacy is p(p-1)/2. The reason why we impose more restrictions on the model is that we do not impose any variance-covariance restrictions on the factors. The usual factor analysis assumes that the variance matrix of factors is an identity matrix. This assumption implies p(p+1)/2 restrictions. In total, the usual factor analysis imposes
, which is the same number of the restrictions we use. the cases in which X i and i α are correlated. Thus, the model (1) has the flavor of a fixed effects model. The relative sizes of N and T are important to determine an appropriate estimation method. Bai (2005) considers the estimation of the model (1) for the cases in which T is large and the regressors in X i are stochastically independent of the errors. Instead, in this paper, we focus on the cases with relatively small T and large N, and thus asymptotics apply as N → ∞ with T fixed.
To begin with, we assume that the model (1) does not contain time-dummy variables, or other variables that vary only over time, and are invariant over individuals. That is, we assume that x it varies over different cross-section units. This is due to the identification issues that will be discussed below. We also do not include time-invariant individual characteristics as regressors, although the coefficients of such variables could be consistently estimated under certain circumstances. But we do use them as instruments in estimation. These variables will be the vector f i below.
We define ε ε ′ . But the errors it ε are allowed to be autocorrelated or heteroskedastic over time. Assumptions about the correlations between i ε and i X will be made below.
Finally, Assumption (BA.5) rules out certain types of exact multicollinearity that will be discussed in detail below.
For consistent estimation of the model (1), we need to make assumptions about the 2 We may also allow the error vectors i ε to be cross-sectionally correlated as in Bai (2005) . While here we do not consider cases with cross-sectionally dependent data, it could be shown that the GMM estimators we discuss below are still consistent and asymptotically normal. Also the asymptotic variance matrices of the estimators could be consistently estimated by the method of Conley (1999) . 
, where
With these assumptions made, we can be more explicit about the relationship between our model and previous models. If we view i α and Θ as multiple factors and a factor loading matrix, respectively, we can easily see that the model (1) is similar to the multi-factor model frequently used in empirical finance (Campbell, Lo and Mackinlay, 1997, Chapter 6) .
However, the model (1) is different from the multi-factor model in two aspects. First, while the multi-factor model treats the factors ( i α ) as random variables uncorrelated with the regressors, the model (1) allows non-zero correlations between regressors and factors. This treatment is essentially the same as the assumption that the i α are unobservable parameters (Mundlak, 1978) and therefore corresponds to a fixed-effects as opposed to random-effects treatment.
Second, we do not assume a diagonal variance matrix for the error terms. Lee (1991) and Lee and Schmidt (1993) proposed estimation of the model by MLE, assuming that the errors it ε are i.i.d. normal. This leads to a nonlinear least squares estimator.
However, when T is small (fixed), this is a non-regular problem. As ALS showed, the consistency of the nonlinear least squares estimator depends on the errors being white noise (normality is not required), and even if the errors are white noise the nonlinear least squares estimator is inefficient, and the variance matrix of the estimate has the sandwich-form because the usual information equality does not hold. When both N and T are large (asymptotics are as N and T both go to infinity), Bai (2003 Bai ( , 2005 shows that nonlinear least squares is consistent without the white noise assumption. Bai (2005) also shows that the methods of Bai and Ng (2002) can be used to consistently estimate the true number of factors. This paper follows ALS by using a GMM approach that does not rely on the white noise assumption and that is consistent when T is fixed. This paper differs from ALS in that we now consider multiple factors and correspondingly we propose methods for choosing the number of factors consistently. This paper also differs from ALS, and from Bai (2005) , in that we allow some regressors to be weakly exogenous. Thus our approach can be applied to the dynamic panel data model or other models with weakly exogenous regressors.
Estimation and Tests
In this section, we consider the GMM estimation of the model (1). We also examine two methods that can be used to estimate the true number of individual effects i
We begin with the estimation of β and Θ when p o is known. For given p , we define
In the following two subsections, we consider the GMM estimation of the model (3) with strictly and/or weakly exogenous regressors. Some identification issues will be discussed in detail in the third subsection.
Estimation and Testing Using Strictly Exogenous Instruments
We define:
Here the subscript "S" indicates that the variables in S x satisfy the strict exogeneity condition The meaning of this phrase merits some explanation. The most obvious interpretation would be that a column of Ξ is a vector of ones. Given our normalization, this cannot be true. The proper meaning is that some linear combination of columns of o Ξ is equal to one for all t. This is equivalent to saying that o H is orthogonal to e T .
effects. Let 
Suppose now that for estimation, we choose p = 2 (> p o ) and
The usual identification condition for GMM is that the moment conditions used should hold only at the true values of parameters. But due to (I.3), our identification conditions are weaker than this usual identification condition. When p > p o is chosen for GMM, we are unable to consistently estimate θ . Thus, if θ , as well as β , is a parameter vector of research interest, it is important to use the true value of p for GMM based on the moment conditions (5). 5 Below we introduce two methods by which p o can be consistently estimated.
When p = p o is chosen, the identification of o θ and o β requires that the number of the moment conditions in (5) should be no less than the number of parameters in ξ : For this condition to hold, ,
S i
w must be chosen such that q p > . However, if q is large, imposing all of the moment conditions (5) in GMM might not be desirable, because it might cause the finite-sample properties of the GMM estimator to deteriorate. In practice, it may be more desirable to use only a subset of the instruments ,
w . In the next section, we will investigate the finite-sample properties of the GMM estimators utilizing all and some of the instruments in ,
Under (5) and the assumption that the value of p is correctly chosen, the optimal GMM estimator of ξ , S ξ % , among those utilizing the moment conditions in (5), can be obtained by minimizing:
where ξ is an initial consistent estimator of ξ . Observe that the weighting matrix
is a consistent estimator of the inverse of
Using this optimal GMM estimator, we can also test for the true value of p (p o ). The overidentifying restriction test statistic by Hansen (1982) is given by , ( | )
. This statistic has the following properties:
Proposition 1: Suppose that the model (1) satisfies BA. Then, as N → ∞ ,
where "→ d " means "converges in distribution", and "→ p " means "converges in probability". 
For the consistency of p % , the significance level used for the procedure should be appropriately adjusted (Bauer, Pötscher and Hackl, 1988; and Cragg and Donald, 1997) . Following the proof of Theorem 5 of Cragg and Donald (1997) , we can easily obtain the following result:
Proposition 2: Let b N be the significance level used for the sequential test method. Choose N b
Bai and Ng (2002) and Bai (2005) develop alternative methods to estimate p for the model with both large N and T. Cragg and Donald (1997) use similar methods to estimate ranks of matrices. We can also estimate p using their methods. The criterion functions we can use to estimate p are of the form:
With appropriate Among them, we consider the following Schwarz Criterion:
Here, a is an arbitrarily chosen positive number. Observe that under BIC, (i) ( ) f N → ∞ , and
is simply the degrees of freedom of
. Let p ) be the value of p which minimizes the function (7) 
. Note also that
. 6 Similarly, for any
, and
converges in probability to a fixed positive number in probability. This implies that Pr( ) 0
. Thus, we obtain the following result.
Proposition 3: Suppose the model (1) satisfies BA. Then p ) is consistent.
One remark follows on Propositions 2 and 3. When the optimal weighting matrix
is used for the GMM estimation of ξ as in (6), both the sequential test and the criterion-function methods described in the two propositions respectively can be used to consistently estimate p o . However, the former method could not be used when the parameter vector ξ is not estimated with the optimal weighting matrix. In contrast, the latter method does not require use of the optimal weighting matrix. Notice that Proposition 3 holds as long as , ( | )
is an almost surely bounded random variable. Indeed, the statistic
computed with a non-optimal weighting matrix is asymptotically a weighted average of independent chi-squared random variables, which is clearly bounded (see, for example, Jagannathan and Wang, 1996) .
The computation of S ξ % and , ( | )
S N S J p
ξ % requires an initial consistent estimator of ξ that can be used to estimate the optimal weighting matrix. We now consider a simple iterative procedure by which a consistent estimator of ξ can be easily obtained. Under some circumstances, this iterative procedure can also lead to optimal GMM estimators which are asymptotically equivalent to S ξ % .
A consistent GMM estimator can be obtained by minimizing (6) replacing the weighting matrix by any conformable and asymptotically nonstochastic positive definite matrix. Consider the GMM estimator which minimizes the following function: The relationship between continuous-updating GMM and the usual two-step GMM in the estimation of model (1) While the function (8) is highly nonlinear, the estimation procedure can be simplified as follows. Define:
Then, it can be shown that the criterion function (8) equals: 
While the matrix H is a function of θ , we can consider the minimization of (9) with respect to H and β . For given β , the H matrix that minimizes (9) is the matrix of the eigenvectors corresponding to the (T-p) smallest eigenvalues of the matrix (See Magnus and Neudecker, 1999, Chapter 11) . Given H, the β value minimizing (8) or (9) is obtained by:
Thus, we can obtain consistent estimates of β and H by computing β and H iteratively until the results converge. Let Ĥ be the estimate of the unrestricted H obtained from this iterative procedure. Partition ˆˆ( , )
is the value of ′ Θ that minimizes (8).
The GMM estimator obtained by the above iterative procedure is suboptimal. This is so because the weighting matrix used in (8) is suboptimal. However, an optimal GMM estimator can be obtained by the above iterative procedure if the instruments in ,
w satisfy the following assumption, which we call the "no conditional heteroskedasticity" (NCH) condition: this iterative method appears in a companion paper of ours (Ahn, Lee and Schmidt, 2005) .
Estimation and Testing Using Weakly Exogenous Instruments
When weakly exogenous instruments are available (in addition to strictly exogenous ones), a more (asymptotically) efficient estimator can be obtained by using them in GMM. Define:
( , ,..., )
where , 
Thus, we have the following moment conditions at p = p o :
These moment conditions hold because , ( ) ( )
Differently from cases with only strictly exogenous instruments, a simple continuous-updating GMM procedure is not immediately available. Instead, we here consider a two-step GMM procedure that can also lead to an optimal estimator under some conditions.
For this procedure, let 1 ( ,..., )
With this notation, we can define:
Observe that by the construction of ( ) 
where
In general, the GMM estimator based on the moment condition (14) The above iterative procedure can lead to an asymptotically optimal GMM estimator, if we assume the following condition:
This condition implies that the unconditional variances and covariances of the error terms are the same as their conditional counterparts given all of the current and past values of weakly exogenous regressors, and the time-invariant variables. This condition has been assumed in many empirical studies based on the rational-expectations model (i.e., Hayashi and Sims, 1983; Keane and Runkle, 1992; and Wooldridge, 1996) . Studies of dynamic panel data models also often assume this condition strengthening it with the assumption of no autocorrelation in the errors (i.e., Anderson and Hsiao, 1981; Arellano and Bond, 1991; Ahn and Schmidt, 1995; and Blundell and Bond, 1998) .
Under (17), we have: 
o j i r j j o i i r o j i r i j o r o j i r i E H H w w E H H E w w H H E w w
ε ε ε ε ′ ′ ′ ′ ′ ′ ′ ′ = = Σ ,where , , ( ) D
Identification
In subsection 3.1, we have shown that Assumption (BA.5) is important to identify p o and o β .
The assumption can be violated if the model (1) contains time-invariant regressors and/or some variables that vary over time but not over individuals (e.g., time-dummy variables). In this subsection, we reexamine these two cases in detail. Bai (2005) There is another way to estimate p o consistently even with time-invariant regressors.
We can do so by estimating the model (1) allowing the coefficients of such regressors to vary over time. To be more specific, we rewrite the model with the time-invariant regressors f i as 1 , ( ) 
If we premultiply the model by ( ) H θ ′ , we have: We now consider the case in which the model (1) contains some variables that vary over time but not over individuals. Denote these variables by G, where the t th row of G is t g′ .
Using these variables, we can rewrite the model (1) ( , ) 
These moment conditions, with the conditions (5) or (14), are sufficient to identify the vector of time effects o λ .
G-type regressors leaving their effects to be absorbed by
i α Ξ .
Monte Carlo Simulations
Our simulations are based on the model with two factors:
We set α and 2i α , and the error terms it ε are drawn from N (0,1). 8 The two regressors 1,it x and 2,it x are generated by the following process:
, , The ξ jt are generated only once and they are repeatedly used for each of the 5,000 replications.
We estimate p using both the sequential test (Proposition 2) and criterion function (Proposition 3) methods. For the sequential method, we have tried two types of significance levels: one group depending on both N and T; and the other only on N. As we have discussed in For the criterion function method, we consider three functional forms:
The AIC criterion is from Cragg and Donald (1997) . As they point out, the estimated p by AIC may not be consistent because the value of ( ) f N is fixed at one. However, we consider AIC to compare its performance with that of the two BIC criteria. Notice that the function f in BIC1 depends on both N and T, while that in BIC2 depends only on N. But the two BIC criteria are equivalent if T = 5. In unreported simulations, we have tried many other functional forms for ( ) f N and ( ) g p . But their performances were similar to those of BIC1 and BIC2, especially when N is large.
To quantify the influence of the number of instruments on the GMM estimators, we β and 2 β based on sets A and C should be asymptotically most and least efficient, respectively, if they are computed with the true value of p. However, we are unable to predict which set of instruments would produce the most reliable estimate of p. Table 1 reports the means and root mean squared errors (RMSE) of the five GMM estimators of p: AIC, BIC1, BIC2, J1 and J2. The simulation data for this table are generated
The instruments used are those in set A. We consider nine different combinations of N and T: N = 100, 300 and 500, and T = 5, 7, and 10. For the criterion function methods, we set the maximum value of p at four.
When N = 100, all methods tend to overestimate p. Overall, the BIC2 estimator performs the best in terms of both bias and RMSE. In fact, the performance of the BIC2 estimator is amazingly good: it picks the correct value of p over 95% of the time, for every choice of N and T (although the table does show this fact). The AIC estimator, followed by J2, performs better than the BIC1 and J1 estimators. The (upward) biases in the estimated p by BIC1 and J1 tend to increase with T. When N = 300 or N = 500, all of the methods produce smaller biases and RMSEs. The BIC2 estimator still dominates the others, but to a lesser extent.
The degrees of overestimation by BIC1 and J1 still tend to increase with T, but only mildly so.
Differently from the cases with N = 100, the J2 estimator has smaller bias and variability than the AIC estimator. The latter estimator has somewhat larger bias and RMSE than the BIC1 and J1 estimators. Nonetheless, the AIC estimator performs reasonably well regardless of T and N, despite the lack of any theory predicting its consistency. This result is consistent with what
Cragg and Donald found from their simulations. Table 2 (Table 1 ). It appears that the GMM estimates of 1 β and 2 β computed with overestimated p are as reliable as those by the GMM estimates computed with the true number of factors.
The finite sample properties of the GMM estimators of p should depend on the degree of correlation between the individual effects and the instruments (the two regressors, 1,it x and 2,it
x , and the two instruments, 1,i f and 2,i f , that are not regressors, but correlated with the effects). Table 3 reports the finite-sample performances of the GMM estimators of p for three cases with different levels of correlation between the effects and the regressors (x), and between the effects and the instruments that are not regressors (f).
For the cases with N = 300 and 500, the biases and RMSEs of the five GMM estimators are generally small. They are also not sensitive to the level of correlation between the instruments and the effects. The BIC2 estimator has the smallest bias and RMSE, but only by a small margin. All of the estimators select the correct value of p with high probability, but there is a slight tendency to overestimate p.
For N = 100, the results are rather different. The performances of the five GMM estimators are still not significantly related to the level of correlation (controlled by f α ρ )
between the effects and the instruments that are not regressors. However, the level of correlation (controlled by α ρ x ) between the effects and the regressors now makes a difference.
These differences are substantial for all of the estimators except BIC1. When the correlation is high we have a slight tendency to overestimate p, whereas when the correlation is low we have a clear tendency to underestimate p. For example, when α ρ x = 0.2, the BIC2 estimator picks the true value of p slightly more than half of the time.
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The results reported in Table 3 provide us some limited guidance for empirical studies.
If the number of cross-section units is large, all of the five GMM estimators of p perform well, although the BIC2 estimator dominates the others by a small margin. In contrast, for data with small N, the BIC2 estimator tends to underestimate the number of unobservable factors when the regressors are not highly correlated with the unobservable individual effects. In practice,
we are unable to estimate the correlation between the regressors and the effects, because the latter are not observable. Thus, with small N, researchers may need to estimate the number of factors using different criteria (e.g., BIC1 and BIC2, or J1 and J2) as a robustness check.
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The results reported in Tables 1-3 are obtained from the simulations using instrument set A. In order to investigate how the number of instruments could influence the finite-sample properties of the GMM estimators, we also estimate the number of factors and regression coefficients using instrument sets B and C. The results are reported in Tables 4 and 5 . Table 4 shows that the GMM estimators computed using a smaller set of instruments tend to overestimate p, especially when N = 100, but only by a small margin. It appears that the estimators of p are not overly sensitive to the number of instruments.
Panel I of Table 5 We also investigate the finite-sample size properties of the t-tests based on the coefficient estimates. Panel II of Table 5 shows the rejection rates (sizes) of the t-tests for the
That is, we report the percentages of the 5,000 replications 11 Of course, all of these estimators are valid asymptotically, as N increases with T fixed, and so there is really no expectation that any of these procedures should be reliable when N is small. 12 The largest relative bias is 0.410, and the true value of the parameter is one, so this corresponds to a bias of only 0.004. With 5000 replications this bias is significantly different from zero, but it is numerically unimportant.
in which the true null hypotheses are rejected. Ideally, they should be close to 5% since we test the hypotheses at a 5% nominal significance level. Whatever GMM estimator is used, the t-tests tend to over-reject the correct hypotheses, especially when N = 100. The degree of over-rejection generally (although not always) falls as N increases. When N = 100, the actual sizes of the t-tests computed with the instruments of set C are closest to nominal size (5%).
When we use less instruments, the estimators have larger variances (Panel I) but in contrast the asymptotic distribution on which the t-test relies is more reliable and so we are closer to nominal size (Panel II). For the cases with N = 300 or 500, the number of instruments used does not seem to have any noticeable effect on the size of the test.
Our simulation results can be summarized as follows. Fourth, the number of instruments used does not have substantial effect on the biases and RMSEs of the GMM estimates of the number of factors. When N is small, the coefficient estimates may have larger variances if a smaller number of instrumental variables are used. In contrast, the t-tests applied to estimated coefficients would be more reliable with a smaller number of instruments. The t-tests tend to over-reject correct null hypotheses, but the degree of over-rejection decreases with the sample size. When both N and T are large, the model can be consistently estimated by nonlinear least squares (Bai, 2003 (Bai, , 2005 and Bai and Ng, 2002) . However, when the number of time-series observations is small, the nonlinear least squares estimator is inconsistent when the error terms are not white noise. The GMM method we propose avoids this problem. Our simulation results indicate that the proposed GMM estimators generally have good finite-sample properties unless N is relatively small (e.g. N = 100).
Concluding Remarks
The model we consider in this paper could be used in a broad range of empirical research. In addition to the examples discussed in the introduction section, the model can be used to estimate the stochastic production frontier model with time-varying technical inefficiencies. In a companion paper (Ahn, Lee and Schmidt, 2005) , we use the model and the proposed GMM method to estimate the frontier production function of Indonesian farms.
Interested readers may refer to that paper. The simulation data are generated with ρ xα = ρ fα = 1.0 and two factors (p o = 2). The instruments used are two time-invariant variables and all of the leads and lags of the two time-varying regressors (set A). The simulation data are generated with ρ xα = ρ fα = 1.0, T = 7, and two factors (p o = 2). Three different sets of instruments are used. Set A contains two time-invariant variables and all of the leads and lags of the two time-varying regressors ((2T+2) instruments). Set B includes eight instruments: two time-invariant instruments, the individual means, and the first-and last-period values of the two time-varying regressors. Finally, set C contains the same instruments as set B, except the two time-invariant instruments: that is, six instruments. 
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