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0. DESCRIPTION FTHE PROBLEM ANO SUMMARY OF RESULTS 
Refer to Figure O, which is a plot of "number of Blue submarines 
under trail" that the Red ASW commander has constructed. The number 
occasionally goes up because Red's ASW forces discover an untrailed Blue 
submarine, and it occasionally goes down because a trailed Blue submarine 
manages to elude trail. At time T, the Red government secretly decided 
to go to war because of some international incident. Largely at the 
request of the Red ASW conmand,. however, it was decided that the first 
hostile act would actually be conmitted anytime within a fixed maximum 
search time after T, with the first hostile act being destruction of 
trailed Blue submarines. The idea is that Red may be able to destroy 
more than 2 Blue submarines because the number under trail might increase. 
However, the maximum search time is definitely fixed, since Blue is already 
suspicious, other attacks have to be coordinated, etc. 
At the present time, Red has waited a little while and nothing has 
happened. He has suddenly realized that things can get worse (continuation 
B shown as dashed line) as well as better (continuation ·A shown as 
dashed line). Should he act imnediately or continue to wait? That 
question is the subject of this report. In addition to answering this 
question, the dependence of the average number of subs destroyed on the 
maximum search time allowed will also be derived. Results are shown 
graphically in Figures 2-5 on pages 16-19. In those figures, t is the 
maximum search time allowed, A is the reciprocal of the average time to 
establish trail on a given untrailed submarine, µ is the reciprocal of 
the average time required for a trailed submarine to lose trail, and n is 
the total number of deployed submarines. For example, if A= ;t, µ = 1, 
4 
\,1 
n = 4, and t = 1.5, then~ submarines will be destroyed, on the average, 
if Red uses an optimal stopping rule (Figure 2). Also, if 2 submarines 
are currently under trail and 1.5 units of search time remain, then the 
optimal action for Red can be obtained by examining the third component 
of t for A= .4 (the first two components correspond to O and then 
l sub under trail}. The third component is 1.75, and since 1.5 < 1.75, the 
optimal decision is 11fire irrmediately." Had there been 2 units of search 
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Figure 0: Description of the Stopping Problem 
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I. INTRODUCTION AND FURTHER EXAMPLES 
This technical report is primarily concerned with a particular Birth-
Death process wl1ere the "population" is always an integer between O and n . 
The birth rate in state i is A(n-i) , and the death rate in state i 
is µi. This process has been proposed as a model for 11the number of sub-
marines under trail," with n being the total number deployed, 1/A being 
the mean time to establish trail (through area search), and 1/µ being the 
mean time to lose trail on a particular submarine. 
Let X(u) be the number of submarines under trail at time u, let T 
be "the time when Red decides to start a war," and let T1 be "the time when 
Red actually moves to kill whatever submarines are under trail at time T1 . 
T and T1 are capitalized to indicate that they are random variables; the 
number of deployed submarines actually killed is (we assume} X(T1) . The 
~ean of X(T1) (more generally its probability distribution) is an item of 
irrmediate practical concern. The mean E(X(T1)) depends on what one 
assumes about T1; for example, if T1 is "the first time for which all 
deployed submarines are under trail," then E(X(T1)) = n. This assumption 
is extreme; any of the foll~wing three assumptions would be more defensible: 
1. T = r1 , and T is determined in such a manner that it has 
nothing to do with X(·) . As far as the submarine force is 
concerned, the war will start at a random time. This assumption 
is reasonable if one perceives that wars start because of inter-
national events, and not because one side or the other detects 
a momentary tactical advantage. In this case, provided a1·1 
submarines deployed have been deployed so long that initial 
conditions are no longer important, X(T) = X(T1) is a binomial 
random variable with parameters p = A/(A~µ) and n. Essentially 
each submarine has an independent chance p of being trailed. The 
mean number of trailed submarines is pn. 
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2. T is detennined as in (a), but the actual time when the war 
starts is any time T1 in the interval [T,T+t], where t is 
fixed. Essentially, the Red high command announces to the Red ASW 
convnand "As of time T, we have decided to go to war. Sometime 
within the next t days, whenever the number of trailed submarines 
seems to be unusually high, you should sink whatever you can. This 
will be Blue's first notice that the war has started." In this 
case, we expect to find E(X{T1)) = E{X(T)) = pn for t = 0, 
in which case {1) and (2) are identical, and E{X(T1 )),,., n when 
t is very large. The behavior of E(X(T1)) for intermediate 
values of t is the main subject of this technical report. 
3. T is detennined as in (1), but the actual time when the war 
starts is "the first time T1 after T when the actual number 
of submarines under trail is at least m ... In this case, E(X(T1)) 
is relatively easy ta compute (it is slightly larger than m in 
general, on account of the possibility that X(T) > m) • and the 
non-obvious quantity is E(T1-T) = 11the expected ·length of time 
after the decision to go to war when the first hostile act is 
actually carried out by Red.0 This assumption is included mainly 
for contrast with (2); in (2), one fixes the time and computes the 
expected number trailed, whereas 11time11 and 11number11 are reversed 
in (3). 
The calculations below contrast the three assumptions when n = 4, 
A= .8/day, and µ = 1/day. 
1. When T1 is determined at random, X(T1) is binomial with para-
meters P = (.8)/(l+.8) = 4/9 and n = 4 . The mean number of 
submarines trailed at r1 is E(X(T1)) = 16/9 = 1.78. 
8 
2. When t = 2 , so that 2 days are available for observing 
the process before firing, E(X(T1)) = 2.64 when an optimal 
decision rule (discussed in next section) is used. 
3. Suppose m = 3. The probability that X(T) = 4 is (4/9) 4 ~ .04 
so E{X(T1)) = .04(4) + .96(3) = 3.04. The mean time until 3 
submarines are trailed is a "first passage time." Its mean can 
be calculated as in [1]. In this case, E{T1-T) = 1.29 days. 
If we set m = 4 , E(X(T1)) = 4 and E(T1-T) = 7.38 days. This 
shows that all of the submarines can be under trail at T1 if Red 
is willing to wait long enough. 
It should be mentioned that first passage times such as T1-T tend 
to have large variances. 
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II. OPTIMAL STOPPING RULES: 
We return now to Assumption (2), wherein Red is going to observe X(u) 
for T ~ u ~ T + t and fire at whatever moment seems auspicious. There is 
no loss of generality if we assume T = 0, provided we also assume X(O) 
has the equilibrium binomial distribution. Let M = max X(u) ; that is, 
O~u~t 
let M be the maximum number of submarines under trail at any time between 
0 and t. M is itself a random variable, and has a mean E(M) • For 
example, when n, A, andµ are as in the numerical example given earlier, 
and t = 2, E(M) = 3.03. We will refer to E(M) as 11the best that Red 
can do with hindsight, 11 since Red must be able to inspect X(u) over the 
whole interval [O,t] before deciding when to fire if he is to achieve it. 
A method for computing E(M) is given in Appendix 1. 
The quantity E(M) is interesting but unachievable, since Red's actual 
problem is to decide when to fire without knowing whether the number of 
trailed submarines has reached its maximum or not. Red actually has a 
problem of optimal stopping, and needs to find an optimal stopping rule. 
Even when he uses an optimal stopping rule, he runs the risk of firing at a 
time when the number of trailed submarines is not at its peak over the 
interval [O,t] ; he would not have to run that risk if he could fire with' 
hindsight. 
How should Red decide when to fire? One reasonable rule would be a 
11K-strategy 11 -- "fire as soon as the number of ~ubmarines trailed is at least 
K" for some interger K. This rule is reminiscent of what went on in Section 
l under Assumption 3. There is a .vital difference, however: Under Assump-
tion 2, Red must fir~ by time t. The number of trailed submarines may reach 
K before time t; if not, however, Red must fire at whatever number~ 
trailed at that time, and the risk of having to do this is large if K is 
10 
large. Thus, setting K to maximize the expected .number of submarines killed 
would be a delicate problem: If K is . too large, Red will nearly always fire 
at time t , and the mean number killed will be nearly pn. If K is 'too 
small, Red will nearly always fire at time O, and the mean number killed 
will once again be pn 
By setting K at an intennediate value, Red can maximize the expected 
kill within the class of K-strategies [2]. However, the optimal stopping 
rule is not a K-strategy at all! The basic problem with the K-strategies 
is that they do not pennit ~ed to pay attention to the amount of time left. 
Suppose, for example, that there are n-1 trailed submarines at time 0 
Red should not fire if t is very large, because he can be reasonably 
certain that all submarines will be trailed sometime within the next t . 
On the other hand, Red should fire if t is very small, on account of 
the likelihood that he will end up firing at n-2 or even n-3 submarines 
if he continues to wait. In other words, the more time that remains, the 
more Red is inclined not to fire. Considerations such as these give rise 
to 11t-strategies 11 : t is the vector t = (t 0, t 1, ... , tn), and Red 
fires if at any time the amount of time remaining is less than t 1 when 
there are i trailed submarines. One can search through t-strategies 
to find the optimal one within the class, just as one can search through 
K-strategies. For example, with the parameters given in the example in . 
Section I, the optimal t-strategy is (0, 0, .16, 2.66, ~). Red never 
, fires when O or 1 submarine is trailed, except when time is completely 
exhausted. He fires with 2 trailed submarines if the amount of time left 
is less than .16 days, and with 3 trailed submarines if the amount of time 
left is less than 2.66 days. 
t 
The fact that t 4 
.., 




always fires whenever all four submarines are trailed. Note that 
ti+l ~ ti in this example; this is reasonable, and has been the case in 
all computations done so far. It is this strategy that achieves 
E(X(T1)) = 2.64 as noted in Section I. 
It would now be natural to wonder whether there is some other class of 
stopping rules that is even better than the t-strategies. This turns out 
not to be the case (see Appendix 2); the optimal t-strategy is the optimal 
stopping rule. Note, however, that E(X(T1)) for the optimal stopping rule 
is still smaller than E(M) with hindsight (2.64 < 3.03 in the example). 
III. CALCULATIONS A O TABLES 
Let 
F1(t) = "the best that Red can do using a stopping rule with 
12 
i submarines currently trailed and time t remaining" 
Gi(t) = "the best that Red can do using hindsight with i 
submarines currently in trail and time t remaining" 
n . . 
F(t) = .I F;(t)(~)p 1 (1-p)n-, 
,=O 
n . . 
G(t) = 2 G.(t)(~)p 1 (1-p)n-, 
. 0 1 1 1= 
(3.1) 
(3.2) 
The factor (~)pi(l-p)n-i in (3.1) and (3.2) is the binomial probability 
that i submarines are trailed at the moment when the decision to go to 
war is made, with p = \/(\+µ) . F(t) is the quantity of primary interest --
G(t} is included in the discussion only for purposes of comparison. In 
words, F(t) is "the best that Red can do using an optimal stopping rule, 
on the average, when the decision to go to war is made at a random time and 
the trailed submarines must be killed within t thereafter." Similarly 
for G(t) . In the example given earlier, F(2) = 2.64 and G(2) = 3.03. 
F(t) can be obtained by first finding F1(t) for i = 0, ... , n 
The Fi(t) can be obtained as the solution of a system of n + 1 ordinary 
differential equations. Specializing the results of Appendix 2, (with 
qi= A(n-i)/(A(n-i) + µi) being the rate of leaving state i ,) 
F0(t) = r0(F1 (t) - F0 (t)) (3.3) 
Fi(t) = max{O,ri(qifi+l(t) + (l-qi)Fi_ 1(t)-Fi(t))} ; l ~ i ~ n-1 
F'(t) = O n 




Note that F1(t) is a linear expression in Fi_1(t) , Fi(t) , and 
F;+1(t) , as long as that expression is positive. If the expression is 
positive, Red waits. If it is negative, he fires. It can be seen that the 
decision parameter ti mentioned in section 2 is simply the dividing line 
between an interval where F1(t) = 0 (the "fire" interval where Fi(t) = i), 
and an interval where F1(t) > 0 (the 11wait 11 interval). This means that the 
optimal strategy can be detennined from a visual inspection of plots of 
Fi(t). For example, it can be seen that the flat parts of the F1(t) curves 
in Figure 1 correspond to the numbers t 1 given earlier (t = (0, 0, .16, 
2.66, ~)). Curves of Gi(t) are also shown in Figure 1 for comparison 
(hindsight curves). Note that always Gi(t) ~ F1(t). The functions F(t) 
and G(t) are not shown in Figure 1. 
Suppose that the Red ASW co1T1T1and is equipped with Figure 1, and that 
there happen to be O submarines trailed and 2 days to make a decision when 
the decision to go to war is made. Initially, Red does nothing and expects 
to kill F0(2) = 2.26 submarines. A full day passes and nothing happens. 
There is now only one day left and the expected kill is F0(l) = 1.64. 
Suddenly trail is established on a submarine. Red still does nothing, but 
his expectation increases to F1(1) = 1.92. In another half day, another 
submarine is located. Red still does nothing, since .5 > .16. His 
expectation is now F2(.5) = 2.10. With .2 days remaining, a submarine 
is lost, and nothing else happens. Red finally f i res when time has expired, 
and gets only one submarine. With hindsight, he would have fired at the 
two trailed submarines. Red1s decision rule was optimal, but the outcome 
was unfavorable. 
Altilougn tht! above paragraph illustrates the usefulness of curves sucll 
as those shown in Figure 1 from a tactical standpoint, the only curves needed 
" (1 <I II 01 
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for strategic planning are the curves F(t) corresponding to an average 
over the initial state. Accordingly, these curves are the only ones 
tabulated further in this report (Figures 2 - 5). The three parameters 
(n • A, and µ) have been reduced to two by assuming µ = 1 in all cases. 
If actually µ + l , let Al= A/µ, t 1 = µt, and look up the case 
(n, Al , t 1) in the appropriate Figure. Equivalently, note that no dimen-
sions are given for A, µ, or t on Figures 2 - 5; the curves are valid 
as long as 1/A, l/µ, and t are all measured in the same time units. 
Finally, the optimal strategies are given separately in vector form. 
IV. USES AND EXTENSIONS 
for Blue, the curve F(t) provides an estimate of the adequacy of his 
submarine forces, and the rate of increase of F(t) i~ pertinent to the 
question: "How fast should backup forces be mobilized in the wake of an 
international incident?u 
for Red, the curves fi(t) could be used tactically as described in 
section 3, providing the optimal strategy and an expectation . Red also has 
the same uses for F(t) that Blue does. 
The results obtained here could be extended as follows: Assume that 
there are "steady state" and 11crash 11 values for A and µ, and call them 
Ass, µss , Ac, and µc. Assume further that T is selected independently 
of the trailed submarine process, and that T terminates the steady state 
period. Then each of the n submarines has an independent chance p = Ass/ 
(iss + µss) of being trailed at time T, so X(T) is a binomial random 
variable. Between T and T + t, the parameters Ac and µc apply. Con-
sequently, F1(t) should be determined using the crash parameters for each 
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FIGURE 4 
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is binomial with steady state parameters. Calculations such as these 
could be made with a currently available computer program (MAXFLI), by 
simply inputting a different value for p. 
V. APPENDIX l: Expected Maximum Theory 
20 
Consider a continuous time Markov process on the states {l , ... , n} 
with Ai> O being the transition rate out of state i* (so the mean dwell 
time in state i is 1/A;) , and P;j being the probability that state 
j succeeds state i (pii = 0) . The numbers ai are given, and are 
assumed to be ordered so that a. :s: a. 
1 J 
when i =' j . For i :s: j , define 
G . . ( t ) = E (max ( a j , max aN ( u ) ) I N ( 0) = i ) • (5.1} 
lJ O~u~t 
The interpretation of G .. (t) lJ is "the expected maximum of aN (u) ' given 
that time t remains and the maximum so far is aj . " We are particularly 
interested in calculating 
The function 
transition: 
G •• (t) 
lJ 
G •• (t) . 
JJ 
can be obtained by conditioning on the first 
G
1




.KGKj(t-u) + I P.KGKK(t-u~du + a.exp(-1..t} (5.2) 
O 1 K=l K=j+l 1 J J 1 
Explanation: The probability of no transition in t is exp(-Ait) , in 
which case the maximum is aj . If there is a transition at u , the t ime 
remaining is t-u, and the new state is either no better than j (first 
sum) or better than j (second sum). After substituting v = t-u and 
differentiating both sides with respect to t, we obtain 




G!.(t) =Lr! P.KG.K(t) + ~ P.KGKK(t) - G .. (t)] , 
lJ 1 LK=l 1 J K=J+l 1 lJ 
(5.3) 
which is valid for all t, l ~ j s n, and ls is j . Together 
with the initial conditions G1j(O) = aj , this system of ordinary differ-
ential equations defines the functions Gij(t) , with Gjj(t} being a special 
case. 
For a Birth-Death process with P0 , 1 = Pn,n-l = 1 and aj = j, the 
equations (5.4) are 
(l < j) 
G : • ( t) = L [ P . . +l G • +l . ( t ) + P . . l G . l . ( t ) - G . . ( t ) ] 
lJ 1 1,1 l ,J 1,1- 1- ,J lJ 
G'..(t) = 1..[P. ·+iG·+l .(t) + P .. 1G. l .(t) - G .. (t)] . JJ J J ,J J ,J J ,J- J- ,J JJ 
These equations were integrated numberically to obtain the hindsight curves 
in Figure 1. Gj(t) of section 3 is the same as Gjj(t) in this section. 
VI. APPENDIX 2: Optimal Stopping Theory 
Consider a continuous time Markov process on the states {l , ... , n} , 
* with "i > 0 being the transition rate out of state i (so the mean 
dwell time in state i is 1/A;) , and P;j being the probability that 
state j succeeds state i (Pii = 0). The numbers a1 , i = l , ••• , n 
are given, with the interpretation of ai being "the statisticians reward 
if he stops the process in state i. 11 The statistician is in general 
prevented from achieving the maximum reward by the fact that only a time t 
• is available for making a decision, within which the best state (or even 
the next-best) may not occur. The statistician is therefore assumed to be 
* 
This is a different meaning for A; than the one given in Sections l - 4. 
22 
looking for a decision rule that will maximize his expected reward. It is 
important that the statistician may not wait until t has expired, look 
over the record, and then select the best state that has occurred. Selection 
of a decision rule is therefore a problem in optimal stopping. 
Let Fi(t) be 11the best that the statistician can do, on the average; 
when the process is currently in state i and the amount of time remaining 
is t . 11 We assume that F1(t) exists, is continuous in t, and non-
decreasing. Let T be the remaining dwell time in state i , and suppose 
that the statistician stops if and only if T > t - •. The parameter • 
is the amount of time remaining when the "stop" decision is made, and is 
part of the decision rule. On account of the Markov assumption, • does 
not depend on t. 
Let A(t,T) = E(~Pijfj(t-T) IT~ t-.) . A(t,.) is continuous in T 
J 
for TE [0,t] if A{t,t) is defined to be jPijFj(t) . Also, since 
Fj(t-T) ~ Fj(t) , A(t,.) ~ A(t,t) . We can now write 
Fi(t) = ai + max{P(T ~ t-T)[A{t,T) - ai]} 
TSt 
(6.1) 
Evidently, the optimal T is t if A(t,t) ~ ai , since this choice makes 
the (in any case non-positive) term in braces 0. On the other hand, if 
A(t,t) > ai , then the continuity of all functions implies that the optimal 
T is strictly less than t . In other words, the deci~ion rule is 11stop 
if ljPijFj(t):,; ai , otherwise continue as long as state i persists." 
In order to determine the functions Fi(t) , we first note that 
Fi(O) = a1 • For the case t > 0, we assume ljP;jFj(t) > a1 and appeal 









F.(t) =a.+ J )..exp(->..u}[I p .. F.(t-u) - a~du, 
1 1 Q 1 1 ·j lJ J ~ 
(6.2) 
where ,* < t is optimal. We now substitute v = t-u in the integral to 
obtain 
t 
f.(t) =a.+ f >..exp(-,..(t-v))[1 p .. f.(v) - a~dv. 
1 1 1 1 J. lJ J 1 
.* 
(6.3) 
Taking the derivatives of both sides with respect to t, and nothing 
d Jt d ft that dt ,* = 0 and df [ ]dv = ->.i ( ]dv -xi(Fi(t)-ai) , we 
* * "[ "[ obtain 
F\(t) = >..(~ p .. f.(t) - f.(t)) 
1 1 J lJ J 1 (6.4) 
From (6.4), we conclude that Fi(t) > 0, and consequently that two 
11stop" intervals \'1here F1(t} = ai cannot be separated by an interval of 
non-zero length where (6.4) holds. This means that there is a11 initial interval 
O ~ t _~ 'i where Fi(t) = ai , followed by an interval t > 'i where (6.4) 
holds. The number •; is the same as ·r* ; the current notation is to 
emphasize that ,* depends on i . It is possible that 'i = O ; in fact, 
this will be the case if and only if ai ~ ~ pijaj . It is also possible that 
J 
'i = w. Since all Ai> 0, this will be the case if and only if 
a.= max a .. Thus, O < ,. < w if and only if l p . . a.< a.< max a. 1 . J l . lJ J 1 · J . 
J J J 
We note finally that it is not necessary to make explicit reference to 
the .i in solving for the Fi(t) . One can simply integrate the n ordinary 
differential equations Fi(t) = max{O, I pijFj(t)-Fi(t)} subject to the initial 
24 
conditions Fi(O) = ai , for i = l, ... , n. The solution can be taken 
to be in intervals as described above, since the function l p .. F.(t} - F.(t} 
j lJ J 1 
cannot change from a positive quantity to a negative quantity on account of 
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