Abstract. We introduce and analyze "multistage situations", which generalize "multistage games" (which, in turn, generalize "repeated games"). One reason for this generalization is to avoid the perhaps unrealistic constraint -inherent to noncooperative games -that the set of strategy tuples must be a Cartesian product of the strategy sets of the players. Another reason is that in most economic and social activities (e.g. in sequential bargaining without a rigid protocol) the "rules of the game" are rather amorphous; the procedures are rarely pinned down. Such social environments can, however, be represented as multistage situations and be effectively analyzed through the theory of social situations.
Introduction
"multistage situations" because they are not games but they are social situations as defined in the theory of social situations (TOSS) (Greenberg (1990) ).
We analyze multistage situations through the solution concept of a conservative stable standard of behavior (CSSB). In TOSS a standard of behavior is a function that assigns a set of outcomes to each situation; here it is a function that assigns a set of paths to each node (subsituation). The paths that are thus singled out can be thought of as those paths that players believe may be followed when the node in question is reached. A standard of behavior is called stable if (i) no path in the standard admits a "profitable" deviation to a new subsituation (internal stability) and (ii) every path outside the standard does admit a "profitable" deviation to a new subsituation (external stability). This notion of stability is similar in spirit, but not equivalent to that of von Neumann and Morgenstern. It also contrasts with the usual notion of noncooperative equilibrium which focuses on the particular equilibrium without reference to the set of equilibria as a whole.
In considering the "profitability" of a deviation to a new subsituation, agents refer to the prescriptions of the given standard of behavior for this subsituation.
Given that the standard of behavior is set-valued, there are many ways of doing so, and hence many stability concepts. A conservative player considers a deviation to be profitable if and only if all paths singled out by the standard of behavior for the new subsituation make him better off. So a conservative stable standard of behavior is a stable standard of behavior for conservative players. In contrast, an optimistic stable standard of behavior (OSSB) would be a stable standard for players who consider a deviation to be profitable if and only if some path prescribed for the new subsituation would make them better off
2 .
An example of a standard of behavior for multistage games is the mapping that assigns to each node of the game the set of subgame perfect equilibrium paths in the corresponding subtree. Denote this standard of behavior by PEP. Greenberg (1989) proved that for repeated games the PEP is the largest conservative standard of behavior. In this paper we extend this result to multistage situations, and establish conservative stability as a generalization of subgame perfection 3 .
It should be noted that the notion of CSSB (like the notion of subgame perfection) imposes no "subsituation consistency" 4 restrictions. In particular, the CSSB may assign different sets of paths to two subsituations that are identical except for the histories that led to them. We now provide the promised examples.
Example 1: Normative restrictions: There are social environments in which players may be forced (because of, e.g., legal, historical, social, or ethical considerations) to restrict their actions so that, for example, the resulting outcomes be Pareto optimal. That is, only Pareto optimal outcomes can be considered and similarly, objections to a proposed outcome cannot be based on deviations to nonPareto outcomes. But the set of Pareto optimal strategy profiles is, in general, a strict subset of the set of all a-priori possible profiles, and, moreover, it cannot be represented as a Cartesian product of the individual strategy sets 5 .
Example 2: General Competitive Equilibrium: Debreu (1952) proved the existence of a competitive equilibrium by representing the market economy as a (one-3 Subgame perfection is closely related to the concept of self-generating sets that were introduced by Abreu, Pearce, and Staccetti (1986) (see van Damme 1987, pp. 183-184 for details) . This concept was generalized by Bergin and Macleod (1993) , and this generalization was further discussed by Asheim (1992) . Geir Asheim pointed out to us the potential interesting relationships (that are still to be further explored) between (generalized) self-generating sets and conservative stable standards of behaviors. Note, however, that self-generating sets are defined in the payoff space while we consider the set of paths. 4 In the sense of Harsanyi and Selten (1988) (see also Guth, Leininger, and Stephan (1991) ). 5 In a previous version of this paper we fully analyzed the multistage situations derived from the repeated Prisoner's Dilemma game in which only Pareto optimal paths are admissible. The unique CSSB in this situation includes only the two extreme non-cooperative paths.
shot) strategic form game in which a consumer's strategy is a consumption bundle and a strategy of the auctioneer is a vector of prices. However, the bundle chosen by a consumer must belong to his budget set, which is determined by the strategy chosen by the auctioneer, himself a player in that game. Thus, the ("price-feasible") strategy choices cannot be made independently.
6 It is precisely for this reason that Debreu introduced the notion of an "abstract economy" which extends that of normal form games. The more general framework of multistage situations allows us to further extend the analysis and consider dynamic versions of Debreu's social equilibrium model.
Example 3: Lack of the continuation property: Consider Rubinstein's (1982) sequential bargaining model except that payoffs to the infinite paths (of never reaching an agreement) are not specified. That is, the tree that we wish to study consists of all finite paths of Rubinstein's original game. While this tree can readily be analyzed within our framework of multistage situations, it cannot be analyzed within classical game theory, since it is not a game tree. Indeed, if we were to use strategies (rather than paths) then we must include the payoff to the path that results from the strategy profile in which every player always refuses the offer made to him. That is, we must (because of the continuation property of multistage games) be able to assign a payoff to the resulting path. But this path is not in the tree under consideration since the possibility that agreement will never be reached is not anticipated.
Another example where the same phenomenon arises is "the continuous dollar 6 As one of the referees notes, one could replace Nash equilibrium in the above model with a Stackelberg equilibrium, the auctioneer being the natural (and only) leader. (This destroys, however, the appealing property that the equilibria of the resulting game are precisely the Walrasian equilibria in the market.) But, in general, there may be no "leaders". Such is the case, for example, in a model with price rigidities, where consumers' budget sets are constrained by the rationing scheme, and at the same time rationing can be imposed only on the short side of the market.
auction game", where two bidders bid for a prize of, say, 1 dollar. Players make alternating bids under the requirement that every bidder who does not chose to drop out has to strictly overbid the other bidder's bid. Every player who drops out loses his highest bid. While these rules are "clear" in real life, in order to analyze this social environment as a game, "it is therefore necessary to amend the rules of the game by assigning payoffs to the cases in which bidding does not stop after finitely many bids" (Leininger, 1988, p.240 ). As we have already mentioned, assigning payoffs to infinite bidding paths may unjustifiably enlarge the solution set by adding feasible punishments.
Example 4: Realistic specifications: In many (if not most) "real life" situations, payoffs are assigned only to a (rather limited) subset of all potentially possible courses of action. This fact is reflected by expressions such as: "inconceivable", "not done", "inappropriate", "is not supposed to take place", etc. For example, no legal system covers all possible eventualities, not even in principle 7 . As theorists, especially over the last two decades, we are accustomed to analyzing models where the payoff matrix (or game tree) is complete, i.e., every entry (or path) is assigned a payoff (or a distribution of payoffs in the case of incomplete information). In practice, however, there are circumstances in which players do not entertain the possibility of finding themselves, (possibly because they did not conceive of these, or they were judged to be, prior to deriving the resulting equilibrium, "rare and unlikely"), even though such circumstances are ("theoretically") a-priori feasible.
To be more concrete, consider, for example, a variant of Rubinstein's (1982) sequential bargaining model where at each period one and only one of the two players can "speak" -either make an offer or accept an offer that was previously 7 Such observations motivated the analysis of incomplete contracts (see e.g., Grossman and Hart (1986) Example 6: Bounded rationality : As was suggested to us by one of the referees, TOSS can incorporate a form of bounded rationality in which the players "look ahead" only a finite number of steps. This form of bounded rationality cannot be captured using strategies. It can, however, be analyzed within our framework because a CSSB consists of paths. In Section 6 we provide the formal definition of this notion and show that for every positive discount factor the cooperative outcome in the finitely repeated Prisoner's Dilemma game can (almost) be reached.
Moreover, increasing the (finite) number of repetitions yields more cooperation.
The contributions of this paper fall into three main categories: Contributions to the theory of social situations within the framework of multistage situations, contributions to the theory of multistage games, and an equivalence theorem between subgame perfection and the largest conservative stable standard of behavior for multistage games.
The paper is organized as follows. In Section 2 we define multistage situations which generalize the notion of multistage games and in Section 3 we define the concept of " -conservative stable standard of behavior" ( -CSSB; see Greenberg 1990, Section 2.6), capturing the fact that deviations from the "status quo" are often costly. We then prove the existence of a largest nonempty valued -CSSB, (a result that holds for every social situation and not only for multistage situations). In Section 4 we study existence, uniqueness, and nonempty valuedness of -CSSB for multistage situations that have some particular properties, such as: finite horizon, finite outdegree, perfect information, continuity at infinity, and continuity. Section 5 is devoted to an analysis of the implications of the previous results to multistage games. We extend and generalize the principle, established by Greenberg (1989) for infinitely repeated games with discounting, that for "continuous" games the non-compact action spaces).
In Section 6 we define the notion of "k-rationality" capturing a new aspect of bounded rationality. This notion demonstrates that TOSS not only extends game theory, but it also opens the way to new solution concepts for games. In particular, "k-rationality" differs from playing automatons with a fixed size (as in Neyman, 1985) , as well as from the concept of k-perfection (see e.g., Chakrabarti (1991)).
In particular, unlike these notions, "k-rationality" may yield a full cooperation in the finitely repeated Prisoner's Dilemma game.
To facilitate reading and allow concentration on concepts rather than techniques all proofs are relegated to Section 7 (the Appendix).
Multistage games and multistage situations.
We first describe multistage games (with observed actions 11 ). Our representation of multistage games follows Fudenberg and Levine (1983), Harris (1985a ,b), and Börgers (1989 , 1991 . There is a finite 12 set of players, N = {1, 2, ..., n}, and an infinite number of stages (periods), T = {1, 2, . . . }. At each stage t ∈ T every player i ∈ N chooses an action x i t ∈ S i t . These choices are made simultaneously.
Denote S t = × i∈N S i t and S = × ∞ t=1 S t . For x ∈ S and t ≥ 1 we denote the history 11 Thus, we are (almost) assuming pure strategies. In subsequent papers, we intend to extend our analysis to mixed and correlated strategies.
12 Most of our results do not make use of this assumption.
(x 1 , x 2 , . . . , x t−1 ) by x t . (x 1 denotes the empty history.) At period t, players know
The set of actions which are actually available to player i after observing x t may depend on the observed history, i.e., it may be a strict subset of S i t . The set of feasible paths is given by P ⊆ S and is part of the description of the game. For
x ∈ S and a stage t ∈ T set P (x, t) = {y ∈ P : y r = x r for all 1 ≤ r < t}.
Thus, P (x, 1) = P for every x ∈ S. Clearly, for all x ∈ P and t ≥ 1, x ∈ P (x, t).
Multistage games satisfy also the converse implication, that is,
For x ∈ P and a stage t ∈ T denote by A t (x) the set of possible actions at x t .
That is, (2.2) A t (x) = {y t ∈ S t : there exists z ∈ P (x, t) such that z t = y t }.
A multistage game is a pair (P, u) where u = (u i ) i∈N , u i : P → R is player i's utility (or payoff) function, the set of feasible paths P ⊆ S satisfies (2.1), and the following Cartesian product condition holds:
for every x ∈ P and for every t ≥ 1.
Both conditions (2.1) and (2.3) are necessary in all classical solution concepts that make use of the notion of strategy. As mentioned in the Introduction, there are, however, many interesting cases in which condition (2.1) and/or condition (2.3) are most restrictive. The theory of social situations does not impose these conditions.
Define, therefore, a multistage situation to be a pair (Π, u) where u = (u i ) i∈N , Π ⊆ S and u i : Π → R is the payoff function of player i.
Clearly, every multistage game is also a multistage situation (and therefore every result that holds for multistage situations holds for multistage games). The additional generality enables the analysis of many interesting multistage situations that are not multistage games.
3. Conservative stability.
Let G = (Π, u) be a multistage situation. For x ∈ Π and a stage t, G(x, t) denotes the subsituation that results when the path x ∈ Π was offered and followed up to stage t. 13 A standard of behavior (SB) for G is a mapping σ that assigns to every subsituation G(x, t) a (possibly empty) subset of Π(x, t), denoted by σ(x, t). Paths in σ(x, t) are interpreted to be those paths which can be "reasonably" expected to result once the subsituation G(x, t) is reached. Paths in Π(x, t) \ σ(x, t) will not be followed if at least one of the players will choose to deviate. The formalization of this property of the SB σ is captured by conservative stability: For all x and t, σ(x, t) consists of all those paths that will not be rejected by any player, when the players are aware of, and believe in the specifications of the mapping σ. Given the mapping σ, a path y will not be accepted by player i if and only if there exists some stage τ in which i will benefit from not following y, no matter which of the paths 14 that σ prescribes after i's deviation will be followed.
In many cases deviating from the "status quo" is costly. It is for this reason that the above stability notion is extended to -conservative stability. This extension will also prove to be technically very useful. For ≥ 0, let ∆ (σ, (x, t)) denote the 13 Formally, G(x, t) = (Π, w) whereΠ = Π(x, t) × {(x, t)} and for y ∈ Π(x, t) and i ∈ N , w i (y, (x, t)) = u i (y). Clearly, subsituations extend the notion of subgames.
14 Thus, players behave conservatively.
" -conservative dominion of σ at (x, t)", consisting of all paths in Π(x, t) such that there exists at least one player who can unilaterally deviate at some future stage, and every path that is thereafter recommended by σ, makes him at least better off. That is, a path y ∈ Π(x, t) belongs to ∆ (σ, (x, t)) if and only if there exist i ∈ N , τ ≥ t, and z ∈ Π(y, τ ) with z j τ = y j τ for every j = i, such that
Let σ be a standard of behavior for the multistage situation G and let ≥ 0.
Following Greenberg (1990, Definition 2.6.2) we say that σ is -conservative internally stable if for every (x, t),
σ is -conservative externally stable if for every (x, t),
For = 0, we denote 0-CSSB by CSSB.
Conservative stability is particularly appealing in environments where players are "conservative", i.e., they exhibit extreme aversion to "Knightian" uncertainty.
That is, when the "utility" a player derives from a set of outcomes (over which no probability distribution is given) equals the utility the player derives from the worst outcome in this set. An SB σ is a CSSB if a path y ∈ Π(x, t) would be followed if and only if no single player would choose to deviate from this path, realizing that the set of paths that would be followed in induced positions are those specified by σ, and all players are behaving "conservatively". There are other types of stability (that differ from the conservative one) that are discussed in TOSS. In this paper, however, we consider only conservative stability.
The following claim establishes that conservative stable standards of behavior have some desirable properties. First, a conservative stable standard of behavior cannot be identically empty valued. 15 Second, observe that the definition of a SB allows σ(x, t) to depend on the entire path x; in particular it may depend on actions that are prescribed for the future, i.e., on the values x τ assumes for τ ≥ t.
Claim 3.3 asserts that for a CSSB σ, σ(x, t) depends only on the history x t = (x 1 , x 2 , . . . , x t−1 ). Third, a conservative stable standard of behavior satisfies the truncation property: if a path is recommended at some stage t then its continuation at any later stage must also be recommended for the (sub)situation reached at that stage.
Claim 3.3.
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Let ≥ 0. Let σ be an -conservative stable standard of behavior for the multi-
(2) σ(x, t) depends only on x t . That is, σ(y, t) = σ(z, t) for all y, z ∈ Π(x, t).
(3) σ satisfies the truncation property. That is, y ∈ σ(x, t) =⇒ y ∈ σ(y, τ ) for every τ ≥ t.
Another desirable property of conservative stability is that it admits a largest element. 17 Let σ 1 and σ 2 be two standards of behavior. Then σ 2 ⊆ σ 1 if σ 2 (x, t) ⊆ σ 1 (x, t) for every (x, t). The SB σ is nonempty valued if σ(x, t) = ∅ for every (x, t).
Theorem 3.4. Let ≥ 0 and let G = (Π, u) be a multistage situation. If the set Σ of all -conservative internally stable nonempty valued standards of behavior is nonempty, then it admits a largest element with respect to the set inclusion order.
That is, there exists σ
the largest nonempty valued -CSSB.
Let 1 < 2 . Note that if σ is 1 -conservative internally stable then it is 2 -conservative internally stable, and if σ is 2 -conservative externally stable then it is 1 -conservative externally stable. Therefore, 1 -conservative stability neither implies nor is implied by 2 -conservative stability. However, for the largest nonempty valued -CSSB we have the following useful result:
Claim 3.5. Let G = (Π, u) be a multistage situation that admits a nonempty valued -CSSB for some ≥ 0. Then G admits a nonempty valued 1 -CSSB for all 1 > .
, where σ L 1 and σ L 2 are, respectively, the largest nonempty valued 1 -CSSB and 2 -CSSB for G, and ≤ 1 ≤ 2 .
Further results on multistage situations.
In this section we analyze multistage situations that have some special properties.
Our definitions of these properties extend their analogs in multistage games (see Fudenberg and Levine 1983 and Harris 1985a,b) .
A multistage situation G = (Π, u) has a finite horizon if there exists a stage τ such that Π(x, t) = {x} for all x ∈ Π and t ≥ τ . It has a finite outdegree if for all i ∈ N and for all (x, t),
is a finite set. (Recall that "finite action multistage games" require the stronger condition that A t (x) is a finite set for every x ∈ Π and for every t ≥ 1.) Player i is non-active at (x, t) if i cannot make a unilateral deviation, at stage t, given the history x t+1 . That is, if y ∈ Π(x, t) is such that y 
"Continuity at infinity" allows for non-compact action and paths spaces, as well as for discontinuous and unbounded payoff functions.
A multistage situation G = (Π, u) is continuous if it satisfies the following conditions: the spaces S i t , S t , and S, where i ∈ N and t ∈ T , are compact metric spaces and Π is a compact subset of S. Moreover, the payoff functions and the correspondences x → C i t (x), x ∈ Π are continuous on Π, where for every x ∈ Π, i ∈ N , and t ≥ 1,
Theorem 4.1. Let G = (Π, u) be a continuous at infinity multistage situation.
Then, for every > 0, G admits a unique -CSSB.
Since every finite horizon multistage situation is continuous at infinity, Theorem 4.1 yields that every finite horizon multistage situation admits a unique -CSSB, for every > 0. By Greenberg (1990, Theorem 5.4 .2) this is valid also for = 0.
The existence theorem above does not exclude CSSBs that assume some empty values (see Example 4.8 below). We now provide conditions that guarantee that every -CSSB is nonempty valued. This is an important property of a standard of behavior since it ensures that in every subsituation there is at least one path that will be accepted by the players. We refer the reader to Fudenberg and Levine (1983), Harris (1985a,b) , and Börgers (1989 Börgers ( , 1991 for the precise definitions of strategies and related notions in multistage games. We recall now briefly the definitions concerning subgame perfection.
Let G = (P, u) be a multistage game and let ≥ 0. A perfect -equilibrium is a strategy tuple f that satisfies: There exists no subgame in which a player can gain more than by unilaterally deviating from the restriction of f to this subgame. A generalized perfect -equilibrium is a strategy tuple f that satisfies: There exists no subgame in which a player can gain more than through a single-stage unilateral deviation from the restriction of f to this subgame. This latter definition is due to Börgers (1989) . For an n-tuple of strategies f we denote by p(f ) the path (which, by (2.1), necessarily belongs to P ) defined by f and we denote by f (x,t) the restriction of f to the subgame (x, t), (i.e., the subgame beginning after the history
Since multistage situations are represented by paths rather than strategies, in order to apply our results to games we need the following notation. For every (x, t), let -PEP(x, t) be the set of all paths y ∈ P (x, t) for which there exists a strategy tuple f with p(f ) = y such that f (x,t) is a perfect -equilibrium in the subgame (x, t). Similarly, let -GPEP(x, t) be the set of all paths y ∈ P (x, t) for which there exists a strategy tuple f with p(f ) = y such that f (x,t) is a generalized perfect -equilibrium in the subgame (x, t). Note that the two mappings -PEP and -GPEP are standards of behavior, that each is nested in , and that for a fixed , general, GPEP and PEP are distinct SBs. Example 5.8 below is a typical example that demonstrates this fact.
We now state an equivalence theorem between the existence of generalized perfect -equilibrium paths and the existence of -conservative stable standards of behavior.
Theorem 5.1. Let ≥ 0 and let G = (P, u) be a multistage game. Then
(1) G admits a generalized perfect -equilibrium if and only if G admits a nonempty valued -CSSB.
(2) Every nonempty valued -CSSB σ recommends only generalized perfectequilibrium paths. That is, σ ⊆ -GPEP. Moreover, if G admits a generalized perfect -equilibrium then -GPEP is the largest nonempty valued -CSSB. Consider a multistage game G = (P, u) that admits a subgame perfect equilibrium. Since every subgame perfect equilibrium is also a generalized subgame perfect equilibrium, Theorem 5.1 implies that the GPEP is the largest nonempty valued CSSB. As Example 5.7 below demonstrates, GPEP does not, in general, coincide with the PEP. Thus, Theorem 5.1 does not tell us whether the PEP itself is a CSSB. That such is always the case is asserted in the following theorem.
Theorem 5.3. Let G = (P, u) be a multistage game that admits a perfect equilibrium. Then PEP is a CSSB. Corollary 5.4. Let G = (P, u) be a bounded from above and continuous at infinity multistage game with perfect information. Then G admits generalized perfectequilibrium for every > 0.
Remark 5.5. For games that are continuous at infinity, by the one stage deviation principle GPEP=PEP (see e.g., Harris 1985a and Fudenberg and Tirole 1991).
Thus, for such games Theorem 5.1 is valid when -GPEP and -CSSB are replaced by PEP and CSSB, respectively, thereby generalizing Greenberg (1989 Greenberg ( ,1990 .
It is noteworthy and verified in Example 5.8 below, that the one stage deviation principle does not apply to -one stage deviation. In particular, therefore, for > 0,
-GPEP does not coincide with -PEP, not even in continuous multistage games (in fact, not even in finite game trees with perfect information).
Remark 5.5 yields the following generalization of Abreu's (1988) characterization, using "optimal penal codes", of perfect equilibrium in repeated games with discounting.
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Theorem 5.6. Let G = (P, u) be a continuous multistage game. Then there exists a nonempty valued standard of behavior σ such that for every (x, t), σ(x, t) contains at most n paths and for every y ∈ P : y is a perfect equilibrium path if and only if the standard of behavior obtained from σ by adding y to σ(x, 1) for all x ∈ P is conservative internally stable. Example 5.7.
Consider an infinitely repeated game, where the utility functions (u i ) i∈N depend only on the tail of the path. That is, for every player i,
For example,
where g i denotes the payoff function of player i in the one-shot game and lim stands for lim inf, lim sup, or any Banach limit. Clearly, this property does not, in general, imply that every path is a perfect equilibrium path. In contrast, as we show in the Appendix, GPEP(x, t) = P (x, t) for all (x, t). Obviously for all , 2 > > 1, -GPEP includes the three paths -
where -PEP contains only the two paths -{(R, U ), (R, D)}.
6. Bounded Rationality.
The fact that multistage situations employ paths allows us to introduce a new variant of bounded rationality where, at every subsituation , players consider deviations from a proposed path only at one of the k successive periods, for some fixed k ≥ 1. This leads to the definition of k-CSSB, given below. Players are k-rational if they follow a k-CSSB. We show that " k-rationality" converges to "full rationality" when k → ∞, which, of course, is a desirable property.
Applying "k-rationality" to multistage games yields a new solution concept, demonstrating that TOSS not only extends game theory, but it also opens the way to new solution concepts for games. In particular, our new notion is neither related to playing automatons with a fixed size (as in Neyman, 1985) , nor is it related to the concept of k-perfection (see e.g., Chakrabarti 1991). It turns out, however, as
shown at the end of this section, that in the finitely repeated Prisoner's Dilemma game we get similar (but not identical) results to those in Neyman (1985) . In particular, if players are "k-rational" then the unique k-CSSB of this game contains the path in which the cooperative outcome is played after the first k steps (and the noncooperative outcome in the first k steps).
Let σ be a standard of behavior for the multistage situation G = (Π, u), let ≥ 0, and let k ≥ 1. For x ∈ Π and stage t define ∆ k (σ, (x, t)) as the set of all y ∈ Π(x, t) for which there exist i ∈ N, t ≤ τ < t + k, and z ∈ Π(y, τ ) satisfying:
(ii) σ(z, τ + 1) = ∅, and
We say that σ is ( , k)-conservative internally stable if for every (x, t),
σ is ( , k)-conservative externally stable if for every (x, t),
We write " k-conservative" for " (0, k)-conservative".
Analoguous to Theorem 4.1, it can be proved that for > 0 and k ≥ 1, every continuous 21 multistage situation admits a unique ( , k)-CSSB, denoted by σ k .
Moreover, following the proof of Lemma 4.5, it can be shown that for > 0 and k ≥ 1, σ k is compact valued whenever it is nonempty valued, in which case the analog of Theorem 3.4 guarantees the existence of a largest nonempty valued ( , k)-CSSB. Whenever the multistage situation admits a largest nonempty valued CSSB
Recall that in this case, by Remark 5.5,
Theorem 6.1. Let G = (Π, u) be a continuous multistage situation. If σ k is nonempty valued for every > 0 and k ≥ 1, then G admits a nonempty valued k-CSSB for every k ≥ 1. Moreover, the largest nonempty valued CSSB satisfies:
We now study the notion of "k-rationality" in the following finitely repeated
Prisoner's Dilemma game with a fixed discount factor δ ∈ (0, 1):
That is, the action set for both players is S
Let g 1 , g 2 : A × A → R denote the payoff functions in the one-shot game, where and 21 In fact, continuity at infinity is sufficient. g 2 (b, a) = 5. The (discounted) payoff functions in the repeated game, u 1 , u 2 : S → R, are given by
The fact that this game admits a (unique) subgame perfect equilibrium and Claim 6.2. For the T -fold repeated Prisoner's Dilemma game, if T > k, then
Our analysis of the finitely repeated Prisoner Dilemma game and Claim 6.2 can be easily generalized as follows:
Theorem 6.3. Consider an n-person one-shot game in which α = (α 1 , α 2 , . . . , α n ) is a Nash equilibrium and β = (β 1 , β 2 , . . . , β n ) weakly Pareto dominates α. Then, for the T -fold repeated discounted game (1 ≤ T ≤ ∞) and for k < T ,
where x(k) = (A k+1 , B) with A = (α, α, α . . . ) and B = (β, β, β . . . ).
It can be easily seen that Theorem 6.3 can be further generalized if we assume that β strongly Pareto dominates α. In this case the cooperative path B itself belongs to σ L k (x, 1) for T and δ sufficiently large.
Appendix (Proofs).
Proof of Claim 3.3.
(1) Follows from -conservative external stability. For a more detailed proof see Greenberg (1990, Claim 2.5.1).
(2) Obviously Π(x, t), and hence ∆ (σ, (x, t)), depend only on x t . Therefore the assertion follows from the definition of -conservative stability.
(3) Assume in negation that the truncation property does not hold. Then there exists y ∈ σ(x, t) such that y ∈ σ(y, τ ) for some τ ≥ t. By -conservative external stability, y ∈ ∆ (σ, (y, τ )) ⊆ ∆ (σ, (y, t)). As shown in part (2) of this claim
Hence y ∈ σ(x, t) ∩ ∆ (σ, (x, t)), contradicting the -conservative internal stability of σ.
Proof of Theorem 3.4. Define the SB σ L as follows:
Obviously σ L is nonempty valued. We proceed to show that it is -conservative internally stable.
there exists σ ∈ Σ such that y L ∈ σ(x, t). By the -conservative internal stability of σ, y L ∈ ∆ (σ, (x, t)). Hence, it suffices to show that for every (x, t),
Let y ∈ ∆ (σ L , (x, t)). Then, there exists a player i ∈ N who can deviate from y at some future stage τ ≥ t, and induce a path z ∈ Π(y, τ ) such that (3.1) and (3.2) are satisfied for σ L . As σ is nonempty valued, (3.1) is satisfied for σ. As σ ⊆ σ L , (3.2) is also satisfied by σ. Hence y ∈ ∆ (σ, (x, t)), which proves (3.4.2).
It remains to show that σ L (defined in 3.4.1) is -conservative externally stable.
Suppose, in negation, that it is not. Then there exist (x 0 , t 0 ) and t 0 ) ). Define the SB σ as follows:
It can be easily verified that σ is -conservative internally stable and nonempty valued, contradicting the maximality of σ L .
Proof of Claim 3.5. Let σ L be the largest -CSSB.
Proof of Theorem 4.1. Let > 0. By continuity at infinity there exists an integer J such that for every i ∈ N , for every x ∈ Π, and for every t ≥ J,
For every x ∈ Π and for every τ ≥ J define
For t < J define σ by the following recursive formula:
Obviously σ is the unique -CSSB.
Proof of Theorem 4.2. Let σ be an -CSSB for G, and assume, in negation, that there exist x ∈ Π and t ≥ 1 such that σ(x, t) = ∅. By -conservative external stability, there exist τ ≥ t and y ∈ Π(x, t) such that σ(y, τ + 1) = ∅. Set (4.2.1) k = min{τ ≥ t : there exists z ∈ Π(x, t) with σ(z, τ + 1) = ∅}.
Letȳ ∈ Π(x, t) satisfy σ(ȳ, k + 1) = ∅. Since the multistage situation is with perfect information there exists at most one active player, j, at (ȳ, k).
Since the multistage situation is bounded from above, α < ∞. Let z ∈ M j (ȳ) and
We shall now show that η ∈ σ(ȳ, k). Indeed, since σ is -conservative stable, it suffices to show that η ∈ ∆ (σ, (ȳ, k)). Indeed, if i = j, then i is non-active at (ȳ, k) and therefore i cannot -benefit by deviating from η at k. And, by (4.2.3), neither can player j. No player can -benefit by a deviation from η at a stage larger than k, since η ∈ σ(z, k + 1). It follows that k = t, as otherwise we get a contradiction to 4.2.1. This implies that η ∈ σ(ȳ, t). By Claim 3.3, σ(x, t) = σ(ȳ, t). Hence,
Proof of Theorem 4.3. The proof proceeds as the proof of Theorem 4.2 up to the definition of α in (4.2.2). As G is not necessarily bounded from above we cannot exclude α = ∞. We therefore replace α by β which is defined as follows: Let A be the set of all a ∈ A k (ȳ) for which there exists z ∈ M j (ȳ) with z k = a. As y k ∈ A, A = ∅. For every a ∈ A, choose z(a) ∈ M j (ȳ) with z(a) k = a, and choose η(z(a)) ∈ σ(z(a), k + 1). Because the multistage situation has a finite outdegree, A is a finite set, and therefore we can define β in the following way:
We now choose b ∈ A such that u j (η(z(b))) = β, denote η(z(b)) by η, and proceed as in the proof of Theorem 4.2
Proof of Lemma 4.5. Let > 0. We prove the stronger result that σ (., t) has a closed graph for every t ≥ 1. By continuity at infinity there exists an integer J such that for every i ∈ N , for every x ∈ Π, and for every t ≥ J,
For τ ≥ J we have (4.5.1) σ (x, τ ) = Π(x, τ ) for every x ∈ Π.
As Π is compact, (4.5.1) implies that σ (., τ ) has a closed graph. We prove the claim for t < J by backward induction. Suppose the claim is valid for every τ > t.
Let x k → x and y k → y with y k ∈ σ (x k , t) and assume in negation that y / ∈ σ (x, t). By -conservative external stability of σ , there exist i ∈ N, t ≤ τ and z ∈ Π(y, τ ) with
(ii) σ (z, τ + 1) = ∅, and
Since C i τ (.) is a lower semicontinuous correspondence, y k → y and z ∈ C i τ (y),
Because y k ∈ σ (x k , t) and because σ is -conservative internally stable, there
with
As Π is compact, η k r →η for a subsequence. Therefore , by continuity of u i ,
By (4.5.2) and by our inductive hypothesis,η ∈ σ (z, τ + 1) contradicting (iii) above.
Proof of Theorem 4.6. By Lemma 4.5, σ is compact valued for all > 0. By Claim 3.5, σ 1 ⊆ σ 2 whenever 1 < 2 . Therefore σ is nonempty valued. We proceed to prove that σ is conservative stable.
Conservative internal stability: Let y ∈ σ(x, t), let i ∈ N , and let τ ≥ t. We have to show that player i cannot benefit by unilaterally deviating from y at stage τ . Let then z ∈ Π(y, τ ) satisfy z j τ = y j τ for all j = i. As y ∈ σ(x, t), we have that for every > 0, y ∈ σ (x, t). By -conservative internal stability of σ , there exists η ∈ σ (z, τ + 1) such that (4.6.1)
Since Π is compact, Π(z, τ + 1) is compact and therefore there exists The continuity of u i together with (4.6.1) imply that u i (η) ≤ u i (y). Hence, σ is conservative internally stable.
Conservative external stability: Let y ∈ Π(x, t) \ σ(x, t). Then, there exists > 0 such that y ∈ σ (x, t). By the -conservative stability of σ , there exists a player and an -profitable deviation for that player with respect to σ . This deviation is also profitable for the player with respect to σ because σ ⊆ σ , σ is nonempty valued, and > 0.
We have to show that σ is the largest nonempty valued CSSB. Denote the largest nonempty valued CSSB byσ. Obviously, σ ⊆σ. To prove the reversed inclusion, note that by Claim 3.5,σ ⊆ σ for every > 0. Thereforeσ ⊆ ∩ >0 σ = σ.
Verification of Example 4.8. We describe this game as an (infinite) multistage game (P, u) as follows: DenoteŪ = (U, U, . . . ), and for α ∈ R ,ᾱ = (α, α, . . . ).
Then,
and
The payoff function is given by u(Ū ) = 1, and u((D,ᾱ)) = α for every α ∈ R.
Define the standard of behavior σ as follows: σ(Ū , t) = {Ū } for all t ≥ 1, σ((D,ᾱ), 2) = ∅ for all α ∈ R, and σ((D,ᾱ), t) = {(D,ᾱ)} for all α ∈ R and t ≥ 3.
It can be easily seen that σ is the unique -CSSB for every ≥ 0.
Verification of Example 4.9. Assume, in negation, that G admits a CSSB σ.
Note, first, that the path C * = (C, . . . C . . . ) of never exiting, does not belong to σ(C * , t) for all t. Indeed, the path yields the payoff 0, while the path (C, . . . , C, E) of exiting at period (t + 1) yields a positive payoff. Moreover, by Theorem 4.3, σ(C * , t) is nonempty, for all t. Therefore, consider y ∈ σ(x, 1). Since y is of the form y = (C, C, . . . , C, E) the player will deviate from E (at stage τ ) to C, inducing the subtree (x, τ + 1), yielding him the payoff which is at least strictly greater than his payoff under y. Thus, y / ∈ σ(x, 1). A contradiction.
Proof of Theorem 5.1. In view of Theorem 3.4 it suffices to prove the following two claims:
Claim 5.1.1. If -GPEP is nonempty valued then it is -conservative internally stable.
Claim 5.1.2. Let σ be the largest -conservative internally stable nonempty valued standard of behavior. Then y ∈ σ(x, t) =⇒ y is a generalized perfect -equilibrium path in the subgame (x, t).
Proof of claim 5.1.1. Let y ∈ -GPEP(x, t). Let f be a generalized perfectequilibrium that supports y. That is, f (x,t) is a generalized perfect -equilibrium in the subgame (x, t) and p(f ) = y.
We now show that y ∈ ∆ ( -GPEP, (x, t)). Indeed, suppose that z is obtained from y by a unilateral single-stage deviation of i at stage τ ≥ t. Denote by η the path generated by the restriction of f to (z, τ + 1). Then η ∈ -GPEP(z, τ + 1), and u i (η) ≤ u i (y) + . Hence, y ∈ ∆ ( -GPEP, (x, t)).
Proof of Claim 5.1.2. Without loss of generality assume t = 1. Let x 0 ∈ Π and let y ∈ σ(x 0 , 1). Recall by Claim 3.3 that σ(x, 1) does not depend on x. We first construct, recursively, a 1-valued standard of behaviorσ withσ ⊆ σ, and σ(x 0 , 1) = {y}. Asσ is 1-valued we identify it with the single path it contains. In particular, we omit the parentheses { } from its description. For t = 1,σ(x, 1) = y for all x ∈ P . Assume thatσ(x, τ ) was defined for all x ∈ P and for all 1 ≤ τ ≤ t.
To defineσ(x, t + 1) distinguish among the following three cases:
1.σ(x, t) ∈ P (x, t + 1): Then defineσ(x, t + 1) =σ(x, t).
23
2.σ(x, t) is obtained from x by a unilateral deviation of player i at stage t (i.e., {j ∈ N : x j t =σ(x, t) j t } = {i}): Then, by -conservative internal stability there exists z ∈ σ(x, t + 1) such that u i (z) ≤ u i (σ(x, t)) + . Chooseσ(x, t + 1) = z.
3. If neither (1) nor (2) above applies, choose an arbitrary pathσ(x, t + 1) ∈ σ(x, t + 1).
To complete the proof of this claim (and hence of Theorem 5.1) define the ntuple of strategies f to be such that the n-tuple of actions chosen at subgame (x, t)
are those specified byσ(x, t) t . It can be easily verified that p(f ) = y and that f is a generalized perfect -equilibrium.
Proof of Theorem 5.3. With the obvious notational changes the proof mimics the proof of Theorem 5.1.
Proof of Theorem 5.6. For every i ∈ N , x ∈ Π, and t ≥ 1, choose y(i, (x, t)) ∈ P EP (x, t) such that u i (y(i, (x, t))) = min z∈P EP (x,t) u i (z).
Define, for x ∈ Π, t ≥ 1 σ(x, t) = {y(i, (x, t)) : i ∈ N }. 23 Observe that in this case, by Claim 3.3,σ(x, t) ∈ σ(x, t + 1).
Then, by Remark 5.2 and by the choice of the paths y(i, (x, t)), σ is a nonempty valued conservative internally stable standard of behavior . Let y ∈ P . Let σ y be the standard of behavior obtained from σ by adding y to σ(x, t). Then if it is a nonempty valued conservative internally stable standard of behavior, then by Remark 5.2, σ y ⊆ PEP and therefore y is a perfect equilibrium path. As for the converse, if y is a perfect equilibrium path then σ y is conservative internally stable by the choice of the paths y(i, (x, t)).
Verification of Example 5.7. By Remark 5.2, it suffices to prove that P is a conservative internally stable standard of behavior. Indeed, let y ∈ P (x, t). Assume that player i deviates from y once, at stage τ , using η i τ instead of y i τ . Since the path z = (y 1 , . . . , y τ −1 , η τ , y τ +1 , . . . ) belongs to P (z, τ ), and u i (z) = u i (y), we conclude that ∆ 0 (P, (x, t)) = ∅. Therefore P is conservative internally stable.
Proof of Theorem 6.1:. We need the following claims. For > 0, denote by σ the unique -CSSB of G.
Claim 6.1.1.. Let > 0. Then σ is nonempty valued and
proof of Claim 6.1.1:.
It is easily verified that ∆
(σ, (x, t)) for all k 1 ≤ k 2 and for all 1 ≥ 2 . Hence, if σ is conservative internally k 2 − 2 -stable, then σ is conservative internally k 1 − 1 -stable. In particular (σ k ) k≥1 are nested in k. Moreover, it is obvious that there exists k( ) such that σ k = σ for every k ≥ k( ). Hence the result.
The proof of the following claim goes along the lines of the proof of Theorem 4.6 and hence it is omitted. We now return to the proof of Theorem 6.1. By Claim 6.1.1, σ is nonempty valued for every > 0. Therefore by Theorem 4.6, G admits a nonempty valued CSSB and
σ .
By Claim 6.1.1,
by changing the order of taking the intersections. Finally, by Claim 6.1.2,
Proof of Claim 6.2. Assume, in negation, that x(k) ∈ σ L k (x, 1). Then one of the players, say Player 1, can benefit from a deviation after at most k steps, say at stage τ . Hence, it must be that all paths recommended by σ L k after this deviation yield Player 1 more than u 1 (x(k)). But this is impossible, because (z t , e) ∈ P EP (z, t) = σ L (z, t) ⊆ σ L k (z, t) for every z ∈ Π and t ≤ T , and (a, a) is an equilibrium for the one-shot Prisoner's Dilemma game.
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