Abstract. Let ψ be a generic Drinfeld module of rank r ≥ 2. We study the first elementary divisor d 1,℘ (ψ) of the reduction of ψ modulo a prime ℘, as ℘ varies. In particular, we prove the existence of the density of the primes ℘ for which d 1,℘ (ψ) is fixed. For r = 2, we also study the second elementary divisor (the exponent) of the reduction of ψ modulo ℘ and prove that, on average, it has a large norm. Our work is motivated by the study of J.-P. Serre of an elliptic curve analogue of Artin's Primitive Root Conjecture, and, moreover, by refinements to Serre's study developed by the first author and M.R. Murty.
Introduction and statement of results
A beautiful and fruitful theme in number theory is that of exploring versions of one given problem in both the number field and function field settings. In many instances, such explorations unravel striking analogies, shedding light to deep basic principles underlying the problem. In other instances, the number field and function field versions of the same problem turn out to be surprisingly different.
This article is part of such dual investigations, where the problem is that of Frobenius distributions in GLextensions, generated by elliptic curves over number fields and by Drinfeld modules over function fields. In particular, the article focuses on the problem of determining the distribution of the first elementary divisor of the reduction modulo a prime of a generic Drinfeld module, as the prime varies. Our main result is analogous to a generalization of a result of J.-P. Serre [Se] , proven in [CoMu] and [Co3] , for the reductions modulo primes of an elliptic curve over Q. The techniques used in proving our main result lead to further applications, such as to Drinfeld module analogues of a result of W. Duke [Du] and of a recent result of T.
Freiberg and P. Kurlberg [FrKu] , as we now explain.
Let E/Q be an elliptic curve over Q, and for a prime p of good reduction, let E p /F p be the reduction of E modulo p. By the theory of torsion points of elliptic curves, there exist uniquely determined positive integers d 1,p (E), d 2,p (E) such that In the theory of Z-modules, the integers d 1,p (E), d 2,p (E) are called the elementary divisors of E p (F p ), with the largest of them, d 2 = d 2,p (E), called the exponent, having the property that d 2 x = 0 for all x ∈ E p (F p ) (see the general definition in [La, p. 149] ).
The study of the growth of d 2,p (E), as the prime p varies and E/Q is fixed, was initiated by R. Schoof [Sc] , who showed that, if End Q (E) ≃ Z, then d 2,p (E) ≫ log p (log log p) 2 √ p.
W. Duke [Du] improved this bound substantially, but in an "almost all" sense. To be precise, Duke showed that, given any positive function f with lim x→∞ f (x) = ∞, then, as x → ∞,
unconditionally if End Q (E) ≃ Z, and conditionally upon the Generalized Riemann Hypothesis (GRH) if
End Q (E) ≃ Z; here, π(x) denotes the number of primes p ≤ x. By the "Riemann hypothesis for curves over finite fields" (Hasse's bound in this case), the numerator p in the growth p f (p) of d 2,p (E) above is nothing but the order of magnitude of #E p (F p ). Thus, roughly, Duke's result says that, for almost all p, the exponent of E p (F p ) is almost as large as the order of E p (F p ). This behaviour is also confirmed by a recent result of T. Freiberg and P. Kurlberg [FrKu] (see also the follow up papers by S. Kim [Ki] and J. Wu [Wu] ), in the following sense. Under the same assumptions as Duke's, Freiberg and Kurlberg showed that, as x → ∞,
for some explicit constant c(E) ∈ (0, 1), depending on E.
The proofs of (2) and (3) reduce to the analysis of sums of the form y<d<z #{p ≤ x : d|d 1,p (E)} for suitable parameters y = y(x), z = z(x). In particular, they reduce to an understanding of the first elementary divisor d 1,p (E).
The study of d 1,p (E), as the prime p varies and E/Q is fixed, has been carried out for over four decades and precedes the study of d 2,p (E). Most notably, J.-P. Serre [Se] studied the distribution of the primes p for which d 1,p (E) = 1 in analogy to the study of the Artin primitive root conjecture, while M. R. Murty [Mu] and, later, the first author of this paper, refined and strengthened Serre's result, proving the following (see [Co1] , [Co2] , [CoMu] , and [Co3] ): for any d ∈ N, there exists an explicit constant δ E,Q (d) ≥ 0 such that, as
unconditionally if End Q (E) ≃ Z, and conditionally upon GRH if End Q (E) ≃ Z. Under GRH, Cojocaru and Murty [CoMu] (see also [Co3] ) showed that the error term in this asymptotic is
When considering the function field analogue of these problems, we are naturally led to Drinfeld modules.
Indeed, the role played by elliptic curves over Q in number field arithmetic is similar to the one played by rank 2 Drinfeld modules over F q (T ) in function field arithmetic. Drinfeld modules also come in higher generalities, for example in higher ranks, and, as such, when suitable, we may focus on Drinfeld modules of arbitrary rank.
To state our main results, we fix the following: q a prime power; A := F q [T ]; k := F q (T ); K ⊇ k a finite field extension; ψ : A −→ K{τ } a generic Drinfeld A-module over K, of rank r ≥ 2. Here, τ : x → x q is the q-th power Frobenius automorphism and K{τ } is the skew-symmetric polynomial ring in τ over K (we will review definitions and basic properties in Sections 2 and 3).
By classical theory, all but finitely many of the primes ℘ of K are of good reduction for ψ. We denote by P ψ the collection of these primes, and for each ℘ ∈ P ψ , we consider the residue field F ℘ at ℘ and the
By the theory of torsion points for Drinfeld modules and that of finitely generated modules over a PID, there exist uniquely determined monic polynomials
and
The polynomials d 1,℘ (ψ), . . . , d r,℘ (ψ) are the elementary divisors of the A-module ψ(F ℘ ), with the largest of them, d r = d r,℘ (ψ), the exponent, having the property that d r x = 0 for all x ∈ ψ(F ℘ ). Here,
Associated to this setting, we introduce the following additional notation. We let F K denote the constant field of K and c K :
For a non-zero a ∈ A, we let |a| ∞ := q deg a , where deg a is the degree of a as a polynomial in T . For a prime ℘ of K, we let deg
We set
and recall the effective Prime Number Theorem for K:
The first main result of the paper is:
3 Theorem 1. Let q be a prime power, A := F q [T ], k := F q (T ), and K/k a finite field extension. Let
where µ A (·) is the Möbius function on A, K(ψ [md] ) is the md-division field of ψ, and
Moreover, the Dirichlet density of the set
exists and is given by
This is a large generalization of a result proven independently in [KuLi] .
The essence of the proof of this theorem may be summarized as a Chebotarev Density Theorem for infinitely many Galois extensions generated by the generic Drinfeld module ψ:
Theorem 2. Let q be a prime power, A := F q [T ], k := F q (T ), and K/k a finite field extension. Let
with notation as in Theorem 1.
As a consequence of the techniques used in proving Theorems 1 and 2, we obtain the following analogues of the results of [Du] and [FrKu] in the case of a rank 2 generic Drinfeld module over K:
Theorem 3. Let q be a prime power, A := F q [T ], k := F q (T ), and K/k a finite field extension. Let
exists and equals 1.
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(ii) As x → ∞, we have the average
The structure of the paper is as follows. In Section 2, we review standard notation and terminology for the arithmetic of A and that of A-fields, and we include a few lemmas on elementary function field arithmetic which will be used in Sections 5 and 6. In Section 3, we discuss definitions and main results from the theory of Drinfeld modules, with a focus on properties of division fields of Drinfeld modules. These properties will be relevant in the proofs of Theorems 1, 2, 3. In Section 4, we recall an effective version of the Chebotarev density theorem which we apply to division fields of generic Drinfeld modules, using results from Section 3;
this application of Chebotarev is the first key ingredient in the proofs of our main theorems. In Section 5, we present the proofs of Theorems 1 and 2, while in Section 6 we present the proof of Theorem 3. With the algebraic background from Sections 3-5 in place, the general flavour of our proofs is analytic. We conclude the paper with remarks on the error terms and the densities appearing in our main theorems.
Notation and basic facts
Throughout the paper, we will use the following notation and basic results. 
= δ (whenever the limits exist).
2.3. Elementary arithmetic. We let q be a prime power, fixed throughout the paper. Our implied Oconstants may depend on q, without any additional specification.
We denote by F q the finite field with q elements, by F * q its group of units, by F q an algebraic closure, and by τ : x → x q the q-th power Frobenius automorphism.
As in Section 1, we denote by A := F q [T ] the polynomial ring over F q and by k := F q (T ) = Quot(A) its field of fractions; we denote by A (1) the set of monic polynomials in A.
We recall that A is a Euclidean domain, hence the greatest common divisor, denoted gcd, and the least common multiple, denoted lcm, exist in A. We recall that 1 T plays the role of the "prime at infinity" of k, while the "finite primes" of k are identified with monic irreducible polynomials of A. We will simply refer to the latter as the primes of k.
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We denote the monic irreducible elements of A by p or ℓ. We denote the primes of k by p = pA, with p ∈ A (1) , or by l = ℓA, with ℓ ∈ A (1) . For such primes, we denote their residue fields by F p , F l , and the completions of A, respectively of k, by A p , A l , and k p , k l .
For a ∈ A, we use the standard notation:
• deg a for the degree of a = 0 as a polynomial in T , and deg 0 := −∞;
• |a| ∞ := q deg a if a = 0, and |0| ∞ := 0;
• sgn(a) ∈ F q for the leading coefficient of a;
• µ A (a) for the Möbius function of a on A; that is, using the notation a = sgn(a) · p e1 1 . . . p et t for the prime decomposition of a ∈ A\F q , we have
t if a ∈ A\F q and e 1 = e 2 = . . . = e t = 1, 0 otherwise;
• (A/aA) * for the group of units of A/aA;
• φ A (a) for the Euler function of a on A; that is,
We record below a few arithmetic results needed in the proofs of our main theorems.
Lemma 4. Let y ∈ N. Then:
(ii)
Proof. Part (i) is deduced easily by partitioning the polynomials a under summation according to their degrees. Part (ii) follows from this.
Lemma 5. Let y ∈ N\{1, 2} and let α > 1. Then:
provided y is sufficiently large (specifically, (α − 1)(log q)y(log y) > 1).
Proof. As in the proof of Lemma 4, part (i) is deduced easily by partitioning the polynomials a under summation according to their degrees. Part (ii) is deduced proceeding similarly, and also by using integration by parts.
be the prime factorization of a and let
Note that, if F * q = u , then the divisors d | rad (a) are of the form: u α for some 1 ≤ α ≤ q − 1; or u α p i for some 1 ≤ α ≤ q − 1 and some 1 ≤ i ≤ t; or u α p i1 p i2 for some 1 ≤ α ≤ q − 1 and some 1 ≤ i 1 < i 2 ≤ t, and so on. For the first, there are (q − 1) t 0 possibilities, for the second there are (q − 1) t 1 possibilities, for the third there are (q − 1) t 2 possibilities, and so on. In summary, we have
This completes the proof.
Proof. We have
by also using Lemma 6.
where ω(d) is the number of all monic prime divisors of d (counted without multiplicities) and rad (d) is the radical of d.
Proof. By multiplicativity, we have
For a non-zero finite A-module M , we let χ(M ) be its Euler-Poincaré characteristic, defined as the ideal of A uniquely determined by the conditions:
We let |χ(M )| ∞ := |m| ∞ for some generator m ∈ A of χ(M ).
2.5. A-fields. We reserve the notation (L, δ) for A-fields, that is, pairs consisting of a field L ⊇ F q and an
We also denote by L{τ } the skew-symmetric polynomial ring in τ over L, that is,
with the multiplication rule
For an element f ∈ L{τ }, we denote by deg τ (f ) its degree as a polynomial in τ . We recall that L{τ } is isomorphic to the F q -endomorphism ring End Fq (G a /L) of the additive group scheme G a over L. 8 2.6. Finite field extensions of k. We reserve the notation K for a finite field extension of k of genus g K .
Note that the inclusions A ⊆ k and k ⊆ K gives K an A-field structure of generic A-characteristic. We denote by F K the constant field of K (that is, F K = K ∩ F q ), and by F K an algebraic closure of F K . We set
By a prime of K we mean a discrete valuation ring O with maximal ideal M such that the quotient field Quot(O) of O equals K. In particular, for a prime ℘ of K, we denote by (O ℘ , M ℘ ) the associated discrete valuation ring, by
and by F ℘ an algebraic closure of F ℘ . We denote the prime ℘ ∩ A of A by p, and we denote by p the monic generator of p. We set m ℘ := [F ℘ : A/p] and record the diagram:
Hence the relationship between the | · | ∞ -norm of a prime ℘ of K and its associated prime p = pA in k is
Finally, for a finite Galois extension K ′ of K, we write σ ℘ for the Artin symbol ("the Frobenius") at ℘ in
A homomorphism ψ as above induces a nontrivial A-module structure on L, or, more generally, on any L-algebra Ω; we denote this structure by ψ(Ω).
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Associated to a Drinfeld A-module ψ over L we have two important invariants, called the rank and the height. We define the rank of ψ as the unique positive integer r such that
If L has generic A-characteristic, we define the height of ψ as zero. If L is of finite A-characteristic p = pA,
we define the height of ψ as the unique positive integer h such that
where
and ord p (a) := t with p t ||a.
For the purpose of this paper, the rank and the height are particularly relevant in determining the structure (5) of the reductions modulo primes of a Drinfeld A-module in generic characteristic.
An isogeny from ψ to ψ ′ over L is a non-zero morphism as above.
and End L (ψ) are the rings of endomorphisms of ψ over L and over L, respectively. We remark that
and that isogenous Drinfeld modules have the same rank and height.
For ease of notation, we shall henceforth denote the category of Drinfeld A-modules over L (with a fixed
Note that, in the setting of our main theorems, K ⊇ k a fixed field extension and ψ : A −→ K{τ } a generic Drinfeld A-module over K, we are implicitly working with the structure on K arising from the
Remark 9. The category Drin A (L) of Drinfeld A-modules over L may be defined in greater generality.
Indeed, we may fix an arbitrary function field K and a prime ∞ of K . We then take A as the ring of functions on K regular away from ∞ and define the category Drin A (L ) of Drinfeld A -modules over A -fields L exactly as we did above. 
50])
Let (L, δ) be an A-field with generic A-characteristic. Let ψ ∈ Drin A (L) be of rank r ≥ 1. Then:
(ii) End L (ψ) is a finitely generated projective A-module of rank at most r;
(iii) if we denote by
3.3. Division points. Let (L, δ) be an A-field and let ψ ∈ Drin A (L). Let a ∈ A\F q . We define the a-division module of ψ by
When a = ℓ is irreducible, we define the ℓ ∞ -division module of ψ by
Note that ψ[a] is a torsion A-module via ψ. As we recall below, its A-module structure is well determined by a and ψ.
Theorem 11. [Ro, Theorem 13.1 p. 221]
Let (L, δ) be an A-field with A-characteristic p (possibly zero). Let ψ ∈ Drin A (L) be of rank r ≥ 1 and height h. Let l = p be a non-zero prime ideal of A with l = ℓA, and let e ≥ 1 be an integer. Then
If p = pA is non-zero, then
Corollary 12. Let (L, δ) be an A-field with A-characteristic p (possibly zero). Let ψ ∈ Drin A (L) be of rank r ≥ 1 and height h. Let a ∈ A\F q and write the ideal aA (uniquely) as the product of ideals a 1 , a 2 of A such that a 1 is relatively prime to p and a 2 is composed of prime divisors of p. Then
Remark 13. Theorem 11 and Corollary 12 hold in greater generality. In particular, the results hold for a Drinfeld module ψ ∈ Drin A (L ), where A is the ring of functions on an arbitrary function field K which are regular away from some fixed prime in K , and where L is any A -field. We say that ψ has integral coefficients at ℘ if:
(1) ψ a ∈ O ℘ {τ } ∀a ∈ A;
, is a Drinfeld A-module over F ℘ (of some rank 0 < r 1 ≤ r).
In this case, we also say that ψ ⊗ F ℘ is the reduction of ψ modulo ℘.
We say that ψ has good reduction at ℘ if there exists ψ ′ ∈ Drin A (L) such that:
(2) ψ ′ has integral coefficients at ℘;
For the remainder of this subsection, we assume that L = K is a finite field extension of k and that ψ ∈ Drin A (K) has generic characteristic. There are only finitely many primes of K which are not of good reduction for ψ ∈ Drin A (K). As in Section 1, we let P ψ denote the set of (finite) primes of K of good reduction for ψ.
Note that, for a prime ℘ ∈ P ψ , Corollary 12 gives the structure (5) of the A-module ψ(
is a finite A-module, and since A is a PID, there exist unique polynomials
with d i,℘ (ψ)|d i+1,℘ (ψ) for all i = 1, . . . , s−1. That s = r follows from the fact that ψ(F ℘ ) is a torsion module, and hence, by Corollary 12, from the existence of some a ∈ A\F q such that ψ(
The following analogue of the criterion of Néron-Ogg-Shafarevich for elliptic curves holds:
Theorem 14. [Tak, Theorem 1, p. 477] Let K be a finite extension of k. Let ψ ∈ Drin A (K) be of generic characteristic. Let ℘ be a prime of K and let l = ℓA be a prime ideal different from p := ℘ ∩ A. Then ψ has good reduction at ℘ if and only if the
is totally ramified at l.
Note that while the last assertion of the theorem is not stated explicitly in [Tak, Theorem 1, p. 477] , it can be derived from the proof.
Remark 15. The notion of good reduction can be introduced for a general ψ ∈ Drin A (L ), where A is the ring of functions on an arbitrary function field K which are regular away from some fixed prime in K , and L is a generic A -field. Theorem 14 holds in this general setting also.
3.5. Division fields. Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic.
For a ∈ A, we define the a-division field of ψ as K (ψ[a] ). This is a Galois extension of K which plays a 12 crucial role in our study of the elementary divisors of the reductions of ψ. We denote the genus of
by g a and the degree of the constant field of K(ψ[a]) over F K by c a , that is,
Below are important properties of these division fields.
Proposition 16. [Go, Remark 7.1.9, p. 196] Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic. Let
In particular, there exists a constant C(ψ, K) ∈ N, depending on K and ψ, such that, for any a ∈ A\F q ,
Proposition 17. [Ga, Corollary 7, p. 248] Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic. Then there exists a constant G(ψ, K) ∈ N, depending on K and ψ, such that, for any a ∈ A\F q ,
3.6. Galois representations. We start with a more general setting, as follows. Let K be a finitely generated field of transcendence degree 1 over F q , let ∞ be a fixed prime of K , and let A be the ring of functions on K regular away from ∞. Let L be a finitely generated extension of K . Let ψ ∈ Drin A (L ) be of rank r ≥ 1, automatically of generic characteristic.
Using the general notions of division points on Drinfeld modules, for any non-zero prime l of A we define the l-adic Tate module of ψ by
where: for a non-zero ideal a of A ,
are the respective l-completions.
The l-adic Tate module of ψ is a free A l -module of rank r. Moreover, it gives rise to continuous Galois
A /a, where a are non-zero ideals of A ordered by divisibility.
with π denoting the natural projection and mod l n denoting the reduction modulo l n map.
Since the residual representationρ l n ,ψ gives rise to an injective representation
we immediately deduce the upper bound
This bound may be better understood using:
Lemma 18. Let A be a Dedekind domain whose field of fractions is a global field K . Let a be a non-zero ideal of A . Define |a| := #(A /a).
Then, for any r ∈ N, we have
Proof. This is deduced from [Br, We keep the setting introduced at the beginning of Section 3.6 and assume that
Then the image of the representation ρ ψ is open in GL r Â , that is,
14 In particular, there exists an integer i 1 (ψ, L ) ∈ N such that, for any non-zero a ∈ A ,
and there exists an ideal I 1 (ψ, L ) of A such that for any non-zero a ∈ A with (aA
Note that ψ may have a non-trivial endomorphism ring. If all endomorphisms of ψ are actually defined over L , then the image of ρ l,ψ lies in the centralizer Centr GLr (A l ) End L (ψ) . In this case, we focus on the
and recall:
We keep the setting introduced at the beginning of Section 3.6 and assume that
Then the image of the representation ρ ψ is open in
In particular, there exists an integer i 2 (ψ, L ) ∈ N such that, for any non-zero a ∈ A ,
and there exists an ideal I 2 (ψ, L ) of A such that for any non-zero a ∈ A with (aA , I 2 (ψ,
We will apply these results to deduce a lower bound for the degree We keep the previous general setting K , A , L . Let ψ 1 , ψ 2 ∈ Drin A (L ). Then, for any prime l of A , the natural map
is an isomorphism.
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We are now ready to prove:
Theorem 22. Let K be a finite extension of k and let ψ ∈ Drin A (K) be of rank r ≥ 2 and of generic characteristic. Let γ := rank A End K (ψ). Then, for any a ∈ A\F q , we have
Proof. We base the proof on a strategy used in [Pi] , as follows. LetÃ := End K (ψ) and let F be the field of fractions ofÃ. By Theorem 10, all endomorphisms f ∈Ã are defined over a finite extensionK of K.
Thus, after identifying A with its image ψ(A) ⊆Ã, we can extend ψ : A −→ K{τ } tautologically to a homomorphismψ :Ã −→K{τ }. This is again a Drinfeld module, with the difference thatÃ may not be a maximal order inK. To fix this, we modifyψ by a suitable isogeny, using results of D. Hayes [Ha] .
Indeed, we let A be the normalization ofÃ inK. Then, by [Ha, Proposition 3.2, p. 182] , there exists a Drinfeld module
Moreover, ψ may be chosen such that the restriction ψ|Ã is defined over K.
Let K be the finite field extension of K generated by the coefficients of all endomorphisms in End K (ψ).
By Theorem 21, all the endomorphisms of ψ over K are defined already over K sep . Thus K is a separable Galois extension of K. Moreover, by construction, the Galois group Gal(K /K) acts on F and, again by 
is open. In particular, there exists an integer i(Ψ, K ) ∈ N such that, for any non-zero a ∈ A ,
Since A is a Dedekind domain, by Lemma 18 we deduce that, for any non-zero a ∈ A ,
Now let a ∈ A\F q and remark that #(A /aA ) = #(A/aA) γ = |a| γ ∞ . Therefore (12) and (13) imply that
Finally, recalling the construction and properties ofψ, ψ and Ψ in relation to ψ, these bounds imply the ones stated in the theorem.
3.7. Arithmetic in division fields. Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic and rank r ≥ 1. We focus on providing useful characterizations and properties of the primes splitting completely in the division fields of ψ.
Let ℘ ∈ P ψ and let l = ℓA be a prime of k such that l = ℘ ∩ A. Let σ ℘ denote the Frobenius at ℘ in
The characteristic poynomial of the Frobenius σ ℘ at ℘, defined by
is very useful in describing further properties of ℘ when it splits completely in a division field of K. We recall the basic properties of this polynomial:
Theorem 23. [Ge, Corollary 3.4, p. 193; Theorem 5.1, p. 199] Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic and rank r ≥ 1. Let ℘ ∈ P ψ and let l = ℓA be a prime of k such that l = ℘ ∩ A. Then:
is independent of l, and, as such, we may drop the superscript l from notation and simply write P ψ,℘ (X).
(ii) There exists u ℘ (ψ) ∈ F * q such that a 0,℘ (ψ) = u ℘ (ψ)p m℘ , where, we recall,
(iii) The roots of P ψ,℘ (X) have | · | ∞ -norm less than or equal to |℘| Proposition 25. Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic and rank r ≥ 1. Let ℘ ∈ P ψ and let a ∈ A\F q be such that gcd(a, p) = 1, where
Proof. Let again π ℘ be the Frobenius automorphism of ψ(F ℘) . Since ℘ splits completely in K ( Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic and rank r ≥ 2.
Then there exists ψ 1 ∈ Drin A (K), of generic characteristic and of rank 1, uniquely determined up to Kisomorphism, such that:
(ii) for any ℘ ∈ P ψ , the characteristic polynomials of ψ and ψ 1 at ℘ satisfy the relation:
where u ℘ (ψ) ∈ F * q ; (iii) for any ℘ ∈ P ψ and any a ∈ A\F q coprime to p, where
Proof. See [CoSh, Proposition 10] .
The Chebotarev density theorem
Let K be a finite field extension of k and let K ′ /K be a finite Galois extension. In this section, we recall an effective version of the Chebotarev Density Theorem for K ′ /K, as proven in [MuSc] .
Let g K ′ and g K be the genera of K ′ and K, respectively, and let c K ′ denote the degree of the constant
Let x ∈ N and set
where σ ℘ is the Frobenius at ℘ in K ′ /K. Note that, in particular, Π 1 (x; K ′ /K) denotes the number of degree x primes of K which split completely in K ′ . Let a C ∈ N be defined by the property that the restriction of
Theorem 27. [MuSc, Theorem 1, p. 524] We keep the above setting and notation.
Our main application of Theorem 27 is when K ′ is a division field of a generic Drinfeld module ψ ∈ Drin A (K) and when C = {1}. For ease of understanding, we record a restatement of this theorem in our desired setting:
Theorem 28. Let K be a finite field extension of k and let ψ ∈ Drin A (K) be of generic characteristic. Let a ∈ A\F q . Let x ∈ N and define
where c a denotes the degree of the constant field extension of K(ψ[a]) over F K (see (10)). Then
Proof. Using the effective Prime Number Theorem for K (see (6)) and Theorem 27 with K ′ = K(ψ[a]), C = {1}, and hence with a C = 0, we obtain
By Theorem 14, D ≪ K deg a. Combining this with Proposition 17, we obtain
Proof of Theorems 1 and 2
Let K/k be a finite field extension and let ψ :
Our first goal is to derive an asymptotic formula for this function, as x → ∞.
We start by noting that, for any prime ℘ ∈ P ψ such that gcd(d, p) = 1 (where, as usual, ℘ ∩ A = pA), we
by the inclusion-exclusion principle and by Proposition 24,
where, for square-free m, the field extension
and where, we recall,
The range of deg m in the summation on the right-hand side of (15) is derived from the condition that, if
obtained by taking Euler-Poincaré characteristic on both sides. Indeed, since |χ(ψ(F ℘ ))| ∞ = |℘| ∞ = q cK x , the above gives
The obvious tool in estimating D(ψ, x) is the effective Chebotarev Density Theorem (Theorem 28). However, for r = 2, this is insufficient. As such, we split the sum into two parts, apply Theorem 28 to the first, and find a different approach for the second. To be precise, we write
for some positive real number y = y(x), to be chosen optimally later, where
By applying Theorem 28 and Lemma 4, we obtain
Now let
By Proposition 16, Theorem 22, and Lemma 5 (for which we are also using that γ ≤ r), we obtain
Thus
Observe that by choosing y := 1 r c K x, if r ≥ 4, then the above estimate already proves the first part of the theorem. The following discussion thus pertains to the case r ≤ 3.
To estimate D 2 (ψ, x, y) from above, we make use of van der Heiden's construction of the analogue of the Weil pairing for ψ, as well as of the average over m. More precisely, we appeal to Theorem 26 and rely on the properties of the rank 1 Drinfeld A-module ψ 1 ∈ Drin A (K) associated to ψ, as follows.
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Using the characteristic polynomials at ℘ associated to ψ and ψ 1 , by part (ii) of Theorem 26, this implies that
where, we recall,
with u ℘ (ψ) ∈ F * q , and where we define
By part (iv) of Theorem 23, we obtain that
Therefore
To simplify notation, for each a ∈ A let us definẽ
We now consider the innermost sum above. Using diagram (9), we see that
We also see that, by part (i) of Lemma 4, for fixed a ∈ A and u ∈ F * q , there exist at most q 
Continuing, we deduce that 
We will estimate these two sums from above using Lemmas 4 and 5, where, for the latter, we will be implicitly also using that γ ≤ r.
To estimate D 2,1 (ψ, x, y) from above, we note that To estimate D 2,2 (ψ, x, y) from above, we note that its innermost sum has only one term, hence, by part (i) of Lemma 5,
Combining these estimates, we obtain that
Plugging this back into (17) and appealing to (20), we deduce that
Finally, we choose y as follows:
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We plug this in (22) if r = 2, 3, and in (20) if r ≥ 4 (note that in this case D(ψ, x) = D 1 (ψ, x, y)), obtaining the effective asymptotic formulae:
This completes the first part of Theorem 1.
Remark 29.
(i) Formula (24) is stronger than the asymptotic formula (7) stated in Theorem 1, as it provides us with explicit error terms. Moreover, these error terms carry significant savings in powers of q cK x .
(ii) For r ≥ 4, the splitting of D(ψ, x) into two parts, as in (17), is unnecessary. The proof of Theorem 1 in this case is solely an application of the effective Chebotarev Density Theorem for the division fields of ψ.
(iii) For r = 3, the splitting of D(ψ, x) into two parts, as in (17), is also unnecessary in order to obtain the asymptotic formula (7). In our proof, we do so in order to obtain a saving in the final
using (17) and the approach therein for estimating D 2 (ψ, x, y), versus
using only the effective Chebotarev Density Theorem (and the choice y :=
The error terms in (24) may be improved with additional techniques. For example, for the case q odd, r = 2, γ = 2, and K = k, in [CoSh] we proved the formula
Our second goal is to prove that the Dirichlet density of the set {℘ ∈ P ψ : d 1,℘ (ψ) = d} exists and equals
. For this, let s > 1 and consider the sum
where we used (24) 
By the definition (14) of c md (x), (25) becomes
Since s > 1, this may be written as The proof of Theorem 2 proceeds in the same way as that of the first part of Theorem 1, after replacing with 1 the factor µ A (m) appearing in (15), and, henceforth, in D 1 (ψ, x, y) and D 2 (ψ, x, y) of (17). In particular, this approach leads to the asymptotic formulae:
m∈A ( if r ≥ 4.
Proof of Theorem 3
Let K/k be a finite field extension and let ψ : A −→ K{τ } be a generic Drinfeld A-module over K, of rank 2. Let γ := rank A End K (ψ).
(i) Let f : (0, ∞) −→ (0, ∞) be such that lim x→∞ f (x) = ∞. For a fixed x ∈ N, let E(ψ, x) = E f (ψ, x) := # ℘ ∈ P ψ : deg K ℘ = x, |d 2,℘ (ψ)| ∞ > |℘| ∞ q cK f (x) and e(ψ, x) = e f (ψ, x) := # ℘ ∈ P ψ : deg K ℘ = x, |d 2,℘ (ψ)| ∞ < |℘| ∞ q cK f (x) . 
here we have also used the prior estimate (29).
First we focus on T 1 . By the definition of c d (x), we obtain 
By taking M → ∞ and by using (32) and (33), we obtain that lim s→1+ T 1 − log 1 − q (1−s)cK = 0.
We now focus on T 2 and note that 
It remains to focus on T 3 . Recalling that now we are assuming that there exists 0 < θ < 1 such that 
