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Abstract
Latent force models are a class of hybrid
models for dynamic systems, combining sim-
ple mechanistic models with flexible Gaus-
sian process (GP) perturbations. An exten-
sion of this framework to include multiplica-
tive interactions between the state and GP
terms allows strong a priori control of the
model geometry at the expense of tractable
inference.
In this paper we consider two methods of car-
rying out inference within this broader class
of models. The first is based on an adap-
tive gradient matching approximation, and
the second is constructed around mixtures
of local approximations to the solution. We
compare the performance of both methods
on simulated data, and also demonstrate an
application of the multiplicative latent force
model on motion capture data.
1 Introduction
Historically the modelling of dynamic systems broadly
followed one of two distinct philosophies; the first of
these is classical and often referred to as the mecha-
nistic approach which aims to construct realistic mod-
els guided by sound principles. In contrast, the data
driven paradigm, inspired by modern machine learning
techniques, places a greater emphasis on prediction,
and allowing the observables to guide the processes
of pattern discovery. The conflict between these two
philosophies can be particularly pronounced for com-
plex dynamic systems, when a complete mechanistic
description is often difficult to motivate, but models
with some degree of physical realism are likely to be
more effective extrapolating from the training data.
Therefore, it would be desirable to have a framework
that allows for the specification of a simplistic repre-
sentation of the driving dynamics, while still allowing
for relevant dynamic systems properties to be encoded
into the model. One successful approach to construct-
ing such hybrid models is the latent force model (LFM)
introduced in [Alvarez et al., 2009]. By combining a
simple class of mechanistic models with the flexibil-
ity offered by inhomogenous Gaussian process (GP)
pertubations one is able to construct a GP regression,
with dynamic systems properties encoded within the
kernel function.
While the GP regression framework allows for
tractable inference this assumption is also one of the
primary constraints of the LFM. In an effort to move
beyond this constraint [Tait and Worton, 2018] intro-
duced an extension of this model, while staying faith-
ful to the underlying modelling framework; a linear
time dependent ordinary differential equation (ODE)
in which the time dependent behaviour arises from the
variations of a set of independent GP variables, but
now allowing multiplicative interactions between the
state and latent forces. The result is a semi-parametric
model that allows for the embedding of rich topological
structure.
Unfortunately, the greater control of the model geome-
try comes at the expense of the tractable GP regression
framework of the LFM, and therefore we must nec-
essarily consider approximate inference methods. In
this paper we consider two methods of introducing ap-
proximate likelihood functions for this class of models.
The first is an application of adaptive gradient match-
ing methods introduced by [Calderhead et al., 2009,
Dondelinger et al., 2013] for handling problems in the
very general class of nonlinear ODEs with random pa-
rameters. The second combines truncated local ap-
proximations to the pathwise solution of the ODE us-
ing a mixture modelling approach.
In the next section we provide a review of the LFM
framework, including the extension allowing for mul-
tiplicative interactions. Then in Section 3 we discuss
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how the adaptive gradient matching methods can be
used to introduce an approximate inference method
for the extended of the latent force model, and demon-
strate they lead to a practical simplification in the lin-
ear case. We then consider the method based on local
successive approximations in Section 4. In Section 5
we compare the performance of the two methods on
simulated data, and in Section 6 we demonstrate the
viability of the model with multiplicative interactions
with an application to the modelling of human mo-
tion capture data using geometry constrained models
before concluding with a discussion.
2 LATENT FORCE MODELS
Latent force models [Alvarez et al., 2009] are a class of
hybrid models of dynamic systems providing a compro-
mise between purely data driven approaches, and more
involved mechanistic models. They combine the sim-
plest class of mechanistic models; linear ODEs with,
diagonal, constant coefficient matrices with the flexi-
bility of an additive GP forcing term. In what follows
we let x(t) denote a K-dimensional state variable, and
we collect R independent, smooth, GPs into a vector
valued process g(t) = (g1(t), . . . , gR(t))
>. Then the
LFM is described by the initial value problem (IVP)
dx(t)
dt
= Dx(t) + Sg(t), (1)
where D is a diagonal matrix, and the sensitivity ma-
trix, S, is a K × R real valued rectangular matrix.
From (1) it is clear that the only interactions between
the state variables, xk(t), is through the common la-
tent force variables, and the sensitivity matrix gov-
erns the topology of these interactions. The LFM en-
codes dynamic systems properties, but still allows for
tractable inference because the solution may be ex-
pressed as a linear transformation of the latent GPs
x(t) = eD(t−t0)x(t0) + eDt
∫ t
t0
e−τDtSg(τ)dτ, (2)
this linear relationship between the states and latent
GPs results in a joint Gaussian distribution. This
property makes it possible to marginalise over the la-
tent forces, so that inference for the LFM may proceed
exactly as in standard GP regression.
The GP regression framework leads to straightforward
inference, but the assumption of Gaussian trajecto-
ries of the state variable may be implausible; this
will be the case for time series of circular, directional
data, and tensor valued data. With this in mind
[Tait and Worton, 2018] proposed an extension of the
LFM retaining the linear ODE framework, but allow-
ing for non-Gaussian trajectories by including multi-
plicative interactions between the GP forcing functions
and the state variables which they refer to as the mul-
tiplicative latent force model (MLFM).
The MLFM may be represented by the linear ODE
dx(t)
dt
= A(t)x(t), A(t) = A0 +
R∑
r=1
Ar · gr(t).
(3)
The dynamics will be governed by the support of the
K ×K coefficient matrix A(t), which by linearity will
be a matrix valued GP interacting multiplicatively
with the state variable, the support of this GP will
be determined by the coefficient matrices Ar.
To add further flexibility we allow each of the structure
matrices, Ar, r = 0, 1, . . . , R to be given as a linear
combination of a set of shared basis matrices Ld, d =
1, . . . , D, that is
Ar =
D∑
d=1
βrdLd. (4)
We denote the set of connection coefficients by the
(R + 1) × D matrix B with Brd = βrd. Including
these variables allows a small set of forces to generate a
broad range of motions, and they play a role analogous
to the sensitivity matrix in (1). As is common in many
modern machine learning techniques this increase in
flexibility, and predictive power, comes at the expense
of identifiability of individual parameters.
The multiplicative interactions in (3) and the freedom
to chose the support of the coefficient matrices enables
the modeller to embed strong geometric constraints
into the pathwise solution of this model. Noteworthy
is the case when the elements {Ld}Dd=1 are members of
a Lie algebra g with corresponding matrix Lie group
G, [Hall, 2015]. Since g is a vector space the support
of A(t) will be contained within this Lie algebra. It
follows from this constraint that the fundamental so-
lution of (3) will itself be a member of the Lie group
G, [Iserles and Nørsett, 1999], therefore allowing the
construction of models either on this group, or formed
by the action of random elements within this group on
some vector space. This possibility to embed strong
geometric constraints within the model is the primary
motivation for introducing this extension of the LFM.
The remarks on the geometry preservation above com-
bined with the flexibility of choosing the support of
A(t) via the choice of the basis matrices {Ld} and
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their connection coefficients B allow the MLFM to
provide a straightforward conceptual framework for
considering dependent processes on distinct manifolds.
In particular, we consider the case where the data
space may be factored into a collection of manifolds
Mq, q = 1, . . . , Q. On each of these manifolds we
assume the subprocess is modelled by (3), but with
a shared set of common latent force functions. The
variations of these forces will be modulated by lin-
ear combinations of the manifold dependent connec-
tion coefficients, B(q). This conceptual framework is
represented graphically in Figure 1 where the choice
of manifold dependent basis matrices and coefficients
allows for topologically distinct trajectories driven by
a set of common forces. An analogous interpretation
is available for the LFM, but in this case the product
topology is just the Cartesian product of one dimen-
sional real spaces.
g
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Figure 1: Topologically constrained trajectories driven
by a set of common latent forces.
While the extension to geometrically structured, non-
Gaussian, trajectories allows for increased modelling
capabilities, there is no longer a simple closed form
solution for the pathwise trajectories analogous to (2).
Indeed, the analogous pathwise solution may be given
by the expansion
x(t) =
(
I +
∫ t
t0
A(τ)dτ
+
∫ t
t0
A(τ1)
∫ τ1
t0
A(τ2)dτ2dτ1 + · · ·
)
x(t0).
(5)
The presence of products of the matrix GP within each
of the integrands make it unclear as to how the dis-
tribution of the GP terms will propagate to the state
space, and unlike the case for (2) it may not be possible
to marginalise over these variables. Because we can-
not perform this marginalisation step we will, in the
remainder of this paper, consider methods for approx-
imating the conditional distributions around a given
sample of the latent GPs.
3 ADAPTIVE GRADIENT
MATCHING
Bayesian adaptive gradient matching methods
were introduced in [Calderhead et al., 2009,
Dondelinger et al., 2013] for carrying out approx-
imate inference of the evolution of a K-dimensional
state variable described by the very general class of,
possibly nonlinear, ODEs
dx(t)
d t
= f(x,θ), (6)
where the smooth function f(·;θ) is parametrised by
some random vector θ. While initially applied to the
inference of a finite dimensional parameter vector it is,
in principle, straightforward to extend the approach to
the infinite dimensional case.
We shall be interested in carrying out posterior infer-
ence on the basis of a collection of RK valued random
variables Y = {y(t1), . . . ,y(tN )} observed at times
t1 < · · · < tN . Each of these variables is assumed to be
an independent noisy observation of the state variable,
x(t), the evolution of which is described by (6). We
denote the complete collection of state variables by X,
and also consider the vectors formed taking only the
kth dimensional component at each time point which
we denote by xk := (xk(t1), . . . ,xk(tN ))
>. If will also
be convenient to define the N -vector f with compo-
nents (fk)i := (f(x(ti),θ))k, i = 1, . . . , N .
Generally speaking, inference for ODE problems with
random parameters, is difficult because the state
is only given implicitly as a transformation of the
stochastic processes. The problem would be simpler if
observations of the gradient process were also available
because in that case such a transformation is given ex-
plicitly by (6). Adaptive gradient matching treats the
gradient as a missing variable, and attempts to intro-
duce an approximation to the complete data likelihood
which allows for the gradients to be marginalised out.
This is done by initially placing independent on each
component of the state variable
pGP (xk) = N (xk | 0,Cφk), (7)
where Cφk is the N×N covariance matrix obtained by
evaluating the kernel function of each latent state in-
terpolating process k(·, ·;φk). Each GP is assumed dif-
ferentiable allowing the construction of a conditional
distribution for the gradients, x˙k, under the prior
which we denote by
pGP (x˙k | xk) := N (mx˙k|xk ,Cx˙k|xk), (8)
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where the conditional mean and conditional covariance
matrices are obtained from the joint Gaussian distri-
bution of the state and its gradient [Solak et al., 2003].
The conditional distribution (8) contains no
reference to the model (6), and therefore
[Calderhead et al., 2009] consider introducing a
separate conditional density with the nonlinear
regression form
preg(x˙k | X,θ, γk) = N (fk(X,θ), γIN ), (9)
where γk represents a temperature parameter control-
ling the extent to which the conditional distribution is
constrained by the functional form of the model.
The two dissonant conditional distributions (8) and (9)
are then combined to form a single distribution using
a product of experts approximation
p(X˙ | X,θ) ∝
K∏
k=1
pGP (x˙k | x)preg(x˙k | fk(X,θ), γkIN ).
(10)
The result is a conditional density which places most
of its mass around estimates of the gradient which
agree with the parametrised model (6), but also co-
incide with the gradient of a GP interpolant.
Since this distribution is a product of Gaussians
it is possible to marginalise over the gradients,
[Dondelinger et al., 2013], leading to
p(X | θ) =
∫
p(X˙,X | θ)dX
∝ exp
{
− 1
2
K∑
k=1
η>k (Cx˙k|xk + γkI)
−1ηk
− 1
2
x>k C
−1
φk
x
}
, (11)
where we have defined
ηk = fk −mx˙k|xk .
It is clear that if the evolution equation is a degree
P polynomial in the state then the argument of the
exponential in (11) will be a degree 2P polynomial.
Here we consider the linear case which leads to expo-
nential quadratics, and so tractable Gaussian posterior
conditionals.
When the evolution equation (6) is given by the
MLFM (3) we identify the arbitrary parameter θ with
the set of latent forces g = {g1, . . . ,gR} and coefficient
matrix B. We may rewrite the variable fk appearing
in (11) using the equivalent linear representations
fk =
K∑
j=1
ukj ◦ xj =
R∑
r=0
vkr ◦ gr =
R∑
r=0
D∑
d=1
βrdwrd,
(12)
where ◦ denotes the elementwise product of two arrays
of conforming shape, and we define the N -vectors
ukj =
R∑
r=0
Arkjgr, vkr =
K∑
j=1
Arkjxj ,
and
wrd = gr ◦
D∑
d=1
K∑
j=1
Ldkjxj .
Having defined these variables we can produce a poste-
rior for any choice of of the variables X,g,B by condi-
tioning on u, v or w respectively, and then rearranging
the exponential quadratic accordingly. It follows that
if we also place a Gaussian prior on the coefficient B,
we will have a collection of Gaussian posteriors
p(X | B,g) = N (X | 0,Sx(B,g)) , (13a)
p(g | X,B) = N (g |mg(X,B),Sg(B,g)) , (13b)
p(B | X,g) = N (B |mβ(X,g), Sβ(X,g) . (13c)
These closed form solutions are in contrast to the gen-
eral case in which it is necessary to sample from the
density (11) with unknown normalising constant.
As an example Sg(X,B) is formed by inverting the
R×R block matrix given by
Sg(X,B)
−1
rs =
K∑
k=1
vkrv
>
ks ◦
(
Cx˙k|x˙ + γkI
)−1
+ δrsC
−1
ψr
,
for r, s = 1, . . . , R, and where Cψr is the covariance
matrix of the rth latent force. Similarly, the mean is
given by
mg = Sg(X,B)
−1
K∑
k=1
V>k (Cx˙k|xk + γkI)
−1(mk − vk,0).
(14)
The construction of the Gaussian conditionals for B
and X proceeds in a similar way. The fact that each
of the variables of principal interest is conditionally
Gaussian allows for straightforward implementation of
Gibbs sampling methods, or of mean field variational
updates.
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4 MIXTURES OF SUCCESSIVE
APPROXIMATIONS
The key component of the adaptive gradient matching
method described in the previous section is the impo-
sition of an approximate fixed point condition for the
linear differential operator
Df(t) ∆= df(t)
dt
−A(t)f(t),
for differentiable RK valued functions f . This fixed
point condition was encoded into the likelihood func-
tion through the gradient expert (10). In this sec-
tion we consider an alternative approach by first inte-
grating the differential equation, and then considering
fixed points of the integral operator
Lf(t) ∆= f(t0) +
∫ t
t0
A(τ)f(τ)dτ. (15)
We follow the construction in [Tait and Worton, 2018]
by considering an approximation to the distribution
of the state variable x(t) conditional on dense sample
paths of the coefficient matrix A(t). The solution will
be constructed from a given initial approximation x(0)
by means of the Picard iteration
x(n+1)(t) = x(n)(t0) +K[x(n)](t), (16)
where the integral operator is defined by
K[f ](t) ∆=
∫ t
t0
A(τ)f(τ)dτ. (17)
Repeatedly iterating the map (16) from a constant ini-
tial approximation, and then collecting terms leads to
the expansion (5). This approach is referred to as the
method of successive approximations, and is an impor-
tant construction in the classical existence and unique-
ness theorems for ODEs.
In practice we have access to only a finite realisation of
the sample path of the coefficient matrix, although we
may make this path arbitrarily fine at a corresponding
increase in computational complexity. Therefore as-
suming a suitably fine approximation we may replace
the integral (17) with a numerical quadrature
K[x](tn) ≈
N∑
i=1
wniA(ti)xi, (18)
for appropriate choice of quadrature weights wni.
Then a discretisation of the operator K is given by
K[g,B] =
N∑
n=0
wne
T
n ⊗A(tn)
=
N∑
n=0
[
D∑
d=1
(β0d +
R∑
r=1
grnβrd) ·wne>n ⊗ Ld
]
.
(19)
The corresponding discretisation of the transformation
(16), which we shall denote by Pν = Pν [g,B], may be
formed by choosing an index ν ∈ {1, . . . , N} which will
correspond to the initial time. The K-vector x(τν)
is invariant under (16) and so we may consider the
discrete approximation to this transformation which
will act on block vectors of the form v = (v1, . . . ,vN )
>
with vi ∈ RK for i = 1, . . . , N , by the matrix/vector
operation
Pv = vν ⊗ 1N +K[g,β]v. (20)
As a single iteration of the map (16) only produces a
first order approximation to the solution around τν it is
necessary to consider higher order approximations by
taking M iterates of this map, M ≥ 1. The result is a
discrete approximation to an Mth order truncation of
the Neumann series expansion given by (5). This con-
struction allows us to construct approximations to the
pathwise solution of the state variable for given latent
parameters which will locally solve the IVP around τν .
Our approach is to use this local approximation to mo-
tivate a regression model for the conditional density of
the state variables which takes the form
pν(X | g,B, α,M) =
N∏
n=1
N (x(tn) |mν,n, α−1IK),
(21)
where mν,n is the nth subvector of the expression
mν = P
M
ν (µν ⊗ 1N ).
Conditional on g and B, the density function (21) may
be viewed as an Mth order approximation to the IVP
(3) with initial condition µν and precision α. The
mean function mν will be a degree M polynomial in
the values of the latent forces and connection coeffi-
cients. The parameters µν are to be interpreted as
initial conditions of a local version of the IVP (3), and
for high precision α are well informed by the data.
As the construction is local in character, larger time in-
tervals will necessarily require higher orders of approx-
imation, and therefore an increasing computational
burden. In order to alleviate this complexity rather
than model the whole interval with one conditional
density, our approach is to pick a set of initial times
τν , ν = 1, . . . , D, and consider the mixture of local re-
gression models
p(X | g,β, α) =
D∑
ν=1
piνpν(X | g,β, α). (22)
Each mixture component represents a local approxi-
mation to the solution of the MLFM around τν . We
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refer to approaches using the likelihood term (22)
as MLFM by mixtures of successive approximations
(MLFM-MixSA) methods. After introducing priors
for the latent variables it is straightforward to con-
struct maximum a posteriori (MAP) estimates us-
ing the standard Expectation-Maximisation (EM) ap-
proach for Gaussian mixture models. The classical EM
approach to fitting mixtures of Gaussians introduces
the responsibility variables and in this instance will act
to discover regions over which an Mth order trunca-
tion of the expansion (5) gives a good approximation
to the solution.
5 SIMULATION STUDY
The construction of the MLFM-AG using interpola-
tion of the state variables, and the construction of
the MLFM-MixSA using local approximations sug-
gests the need to investigate these methods under two
regimes; the first is the effect of the spacing ∆t be-
tween observations, and the second the impact of the
interval length each mixture component is accounting
for. For the studies in this section we investigate both
of these regimes while holding the total sample size
constant, for each experimental setting we simulate a
total of 100 experiments and report the average error.
5.1 Kubo oscillator
For models in which the Lie algebra is trivial it is pos-
sible to motivate a MAP estimate of the LF under an
approximation to the true posterior. One such case is
the random harmonic oscillator, [van Kampen, 2007]
defined as the complex-valued ODE
z˙(t) = −ig(t)z(t), z(t0) ∈ S1 ⊂ C. (23)
We use the methods introduced in this paper to con-
struct MAP estimates of the latent forces which we
compare with the estimates obtained using an approx-
imation to the true conditional density considered in
[Tait and Worton, 2018]. For the MLFM-MixSA we
fix the approximation order at M = 5 and consider the
effiect of varying the number of mixtures with equally
spaced initial times τν , ν = 1, . . . D with D ∈ {1, 2, 3}.
The results are displayed in Table 1 and show that
the adaptive gradient matching methods perform very
well when the sampling frequency is high, but the per-
formance deteriorates as ∆t decreases. The ability to
increase the number of mixture centers in the MLFM-
MixSA model allows this method to better deal with
the case when the data is sparse relative to the system
complexity.
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Figure 2: (a) GP functions on S1 perform poorly as
distance between points increases. (b) The accuracy
of the MLFM-AG approaches depends on the interpo-
lating process, and so diminishes with the average arc
length between points.
Because the MLFM-AG method is constructed around
interpolating functions it is not the frequency itself
that leads to the decrease in performance, but the
likely increase in distance between points as the time
between them increases and a corresponding informa-
tion loss in the interpolating functions. The loss of
structural information for GP interpolants on mani-
folds is displayed in Figure 2a. In Figure 2b we see
that as the average arc length between data points in-
creases the performance of the MLFM-AG methods
deteriorate.
Table 1: ‖ · ‖2 distance of the latent force MAP es-
timates from the ground truth value on the interval
[0, 6]. Reported are the results using the MLFM-AG
and order M = 5 MLFM-MixSA approximation.
∆t MLFM-AG MLFM-MixSA
D = 1 D = 2 D = 3
0.50 0.237 2.128 0.449 0.319
0.75 0.402 2.006 0.489 0.410
1.00 0.640 1.816 0.575 0.528
5.2 Dynamic systems on SO(3)
The MLFM framework enables the modelling of the
action of a group on a vector space, important to this
process will be the ability to learn the coefficient ma-
trix of the IVP corresponding to the fundamental so-
lution
dx(t)
dt
= A(t)x(t), x(t0) = IK . (24)
For this example we consider the case A(t) ∈ so(3),
the Lie algebra of infinitesimal rotations of R3.
The skew-symmetry conditions of the matrix A(t)
imply there are only three independent components
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{a12(t), a13(t), a2,3(t)}, the remaining being fixed by
the skew-symmetry condition. Therefore we allow B
and g to vary freely and compare both methods intro-
duced in this paper to estimating these functions. We
simulate each system using one latent force and each
βr, r = 0, 1 distributed uniformly on the sphere S
2.
Because it is no longer possible to derive the ground
truth MAP estimates we shall instead consider the ‘re-
construction error’ for the IVP at the MAP estimates
which we define to be the ‖ · ‖2 between the true sam-
ples and the result from solving the ODE with the
MAP estimates.
The results are displayed in Table 2 and for the
MLFM-AG model the same general conclusions hold;
the method performs very well with ∆t small, and
diminishes in performance as this increases. For the
MLFM-MixSA model we again observe that when data
is sparse relative to the model structure the greater
adaptive potential of this method allows for more ac-
curate results, we also observe a diminishing benefit to
increasing the approximation order.
Table 2: Reconstruction error solving the ODE (24) on
the interval [0, 6] using the MAP estimates obtained
via the MLFM-AG and the MLFM-MixSA methods,
with two mixture components
∆t MLFM-AG MLFM-MixSA
M = 3 M = 5 M = 7
0.50 0.110 0.487 0.212 0.167
0.75 0.252 0.611 0.276 0.233
1.00 0.419 0.570 0.410 0.355
6 APPLICATION: MOCAP
DATASET
Motion capture data for human poses typically con-
sists of a representative ‘skeleton’, the bone seg-
ments of which are given by an orientation vector
in a local reference frame. The motion series is
then given by rotations of these initial configura-
tions, typically recorded as Euler angles. These angles
may be represented by an equivalent unit quaternion
[Whittaker and McCrae, 1988] and so, up to an an-
tipodal equivalence, identified with the sphere S3 ⊂
R4.
For this experiment we first train the MLFM for the
marginal time series of each joint segment with joint
specific latent variables. We use the data from motions
1–5 of subject 64 from the Carnegie Mellon mocap
dataset.1 We estimate the prediction error using leave-
1The CMUGraphics Lab Motion Capture Database was
one-out cross validation, the results of four joints are
displayed in Figure 3 which show that typically at two
latent forces are sufficient.
For the quaternion valued time series of each joint we
have dimension K = 4, and accurate reconstructions
requires R ≥ 2, as a latent variable model this is a
very modest dimension reduction. To realise the full
benefit of the latent variable modelling approach we
now consider using the product topology structure of
the MLFM as described in Section 2 by allowing each
of the joints to share information through the com-
mon GPs. The results of fitting the product MLFM
with R ∈ {3, 4} forces are also displayed in Figure 3.
The prediction error for the multiple joint MLFM is
given by the horizontal lines, and by sharing informa-
tion between the set of common forces we observe that
the point estimates of the model with 4 latent forces
outperforms the marginal joint prediction errors. The
product MLFM structure therefore allows not only for
a latent variable dimensionality reduction, but also the
sharing of information between the joints leads to im-
proved generalisation and a better predictive perfor-
mance.
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Figure 3: Cross validation estimates of the prediction
error. The error bars give the ± one standard devia-
tion of the prediction error for each joint with R latent
forces fitting the MLFM with only data for that joint.
The horizontal ‘ ’ line gives the prediction error us-
ing the combined model with 3 forces and ‘ ’ gives
the result using 4 forces.
created with funding from NSF EIA-0196217 and is avail-
able at http://mocap.cs.cmu.edu
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Figure 4: Inferred motions and latent forces for subject 64 from motions 1–5.
7 DISCUSSION
We have described the MLFM, a semi-parameteric
modelling approach for dynamic systems allowing for
strong geometric constraints to be combined with flexi-
ble GP terms. The models provides a useful framework
for modeling trajectories on distinct manifolds sharing
information through a common set of latent GPs, and
our application to motion capture data in Section 6 in-
dcates that this process of information sharing leads to
better predictive performance than the marginal mod-
els. To conduct inference in this class of models we
have introduced two methods of constructing approx-
imate conditional distributions. The first approxima-
tion was based on the use of adaptive gradient match-
ing methods, and the second motivated by the method
of successive approximations.
The MLFM-AG method is to be preferred in terms
of computational efficiency, however while our simula-
tion studies presented in Section 5 suggest this method
performs very well on densely sampled data, this per-
formance deteriorates when the data is sparse relative
to the model complexity. In particular the GP in-
terpolants on which the model are constructred are
unable to capture the proper manifold structure over
longer distances in the data space, Figure 2a. In con-
nection with this it should be emphasised that any
concerns of this type in the linear setting will also
manifest in the more general nonlinear setting, and
therefore embedding known structure and preserved
quantities into gradient matching methods seems an
important area of future research.
The construction of the MLFM-MixSA involved dis-
crete tuning parameters in the truncation order, M ,
and the number of mixture components. The method
is computationally more burdensome, but the simu-
lation studies suggest this cost may be necessary to
achieve accurate inference. It is possible to intepret
the Picard iterations (16) as a linear dynamic system,
with the approximation order as the temporal vari-
able. Future research may demonstrate that this may
be used to motivate an efficient approximation to the
density (21), also allowing for variational approaches.
One of the attractive features of the MLFM is that
nonlinear changes in the model geometry become di-
mensionality changes in an associated vector space.
This suggests a framework for carrying out the pro-
cess of latent manifold discovery by transforming the
original problem to one in a vector space setting.
In future work we aim to apply this method to
learn topologically constrained latent variable models,
[Urtasun et al., 2008], in constrast to the a priori as-
sumption of a known geometry in this work.
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