Electric water heaters have the ability to store energy in their water buffer without impacting the comfort of the end user. This feature makes them a prime candidate for residential demand response. However, the stochastic and nonlinear dynamics of electric water heaters, makes it challenging to harness their flexibility. Driven by this challenge, this paper formulates the underlying sequential decision-making problem as a Markov decision process and uses techniques from reinforcement learning. Specifically, we apply an auto-encoder network to find a compact feature representation of the sensor measurements, which helps to mitigate the curse of dimensionality. A wellknown batch reinforcement learning technique, fitted Q-iteration, is used to find a control policy, given this feature representation. In a simulation-based experiment using an electric water heater with 50 temperature sensors, the proposed method was able to achieve good policies much faster than when using the full state information. In a laboratory experiment, we apply fitted Q-iteration to an electric water heater with eight temperature sensors. Further reducing the state vector did not improve the results of fitted Q-iteration. The results of the laboratory experiment, spanning 40 days, indicate that compared to a thermostat controller, the presented approach was able to reduce the total cost of energy consumption of the electric water heater by 15%.
side through demand response programs. Demand response programs enable end users with flexible loads to adapt their consumption profile in response to an external signal. Dynamic pricing, reflecting the dynamic nature of the underlying cost of electricity, is one way to engage end users [2] . This way, end users are incentivized to modify their demand pattern in order to achieve a more efficient power system in which the operation of renewable energy is integrated [3] .
A prominent example of flexible loads are electric water heaters with a hot water storage tank [4] , [5] . These loads have the ability to store energy in their water buffer without impacting the comfort level of the end user. In addition to having significant flexibility, electric water heaters can consume about 2 MWh per year for a household with a daily hot water demand of 100 liters [6] . As a result, electric water heaters are a prime candidate for residential demand response programs. Previously, the flexibility offered by electric water heaters has been used for frequency control [7] , local voltage control [8] , and energy arbitrage [9] , [10] . Amongst others, two prominent control paradigms in the demand response literature on electric water heaters are model-based approaches and reinforcement learning.
Perhaps the most researched control paradigm applied to demand response are model-based approaches, such as Model Predictive Control (MPC) [9] [10] [11] . Most MPC strategies use a gray-box model, based on general expert knowledge of the underlying system dynamics, requiring a system identification step. Given this mathematical model, an optimal control action can be found by solving a receding horizon problem [12] . In general, the implementation of MPC consists of several critical steps, namely, selecting accurate models, estimating the model parameters, estimating the state of the system, and forecasting of the exogenous variables. All these steps make MPC an expensive technique, the cost of which needs to be balanced out by the possible financial gains [13] . Moreover, possible model errors resulting from an inaccurate model or forecast, can effect the stability of the MPC controller [14] , [15] .
In contrast to MPC, Reinforcement Learning (RL) techniques [16] do not require expert knowledge and consider their environment as a black-box. RL techniques enable an agent to learn a control policy by interacting with its environment, without the need to use modeling and system identification techniques. Ernst et al. [17] state that the trade-off in applying MPC and RL mainly depends on the quality of the expert knowledge about the system dynamics that could be exploited in the context of system identification. In most residential demand response applications, however, expert knowledge about the system dynamics or future disturbances might be unavailable or might be too expensive to obtain relative to the expected financial gain. In this context, RL techniques are an excellent candidate to build a general purpose agent that can be applied to any demand response application. This paper proposes a learning agent that minimizes the cost of energy consumption of an electric water heater. The agent measures the state of its environment through a set of sensors that are connected along the water buffer of the electric water heater. However, learning in a high-dimension state space can significantly impact the learning rate of the RL algorithm. This is known as the "curse of dimensionality". A popular approach to mitigate its effects is to reduce the dimensionality of the state space during a pre-processing step. Inspired by the work of [18] , this paper applies an auto-encoder network to reduce the dimensionality of the state vector. By so doing, this paper makes following contributions: (1) we demonstrate how a well-established RL technique, fitted Q-iteration, can be combined with an auto-encoder network to minimize the cost of energy consumption of an electric water heater; (2) in a simulation-based experiment, we assess the performance of different state representations and batch sizes; (3) we successfully apply an RL agent to an electric water heater equipped with eight temperature sensors in a lab environment ( Fig. 1) .
Although, the cost of obtaining expert knowledge would reduce for mass-produced products, such as an electric water heater, it is our intention to set a generic example in the context of demand response that can be extended to other flexible loads.
The remainder of this paper is organized as follows. Section II gives a non-exhaustive literature overview of RL related to demand response. Section III maps the considered demand response problem to a Markov decision process. Section IV describes how an auto-encoder network can be used to find a low-dimensional state representation, followed by a description of the fitted Q-iteration algorithm in Section V. Section VI presents the results of the simulationbased experiments and Section VII presents the results of the lab experiment. Finally, Section VIII draws conclusions and discusses future work.
II. REINFORCEMENT LEARNING
This section gives a non-exhaustive overview of recent developments related to Reinforcement Learning (RL) and demand response. Perhaps the most widely used model-free RL technique applied to a demand response setting is standard Q-learning [19] [20] [21] [22] . After each interaction with the environment, Q-learning uses temporal difference learning [16] to update its state-action value function or Q-function. A major drawback of Q-learning is that the given observation is discarded after each update. As a result, more interactions are needed to spread already known information through the state space. This inefficient use of information limits the application of Q-learning to real-world applications.
In contrast to Q-learning, batch RL techniques [23] [24] [25] are more data efficient, since they store and reuse past interactions. As a result, batch RL techniques require less interactions with their environment, which makes them more practical for real-world applications, such as demand response. Perhaps the most popular batch RL technique which has been applied to a wide range of applications [18] , [26] , [27] is fitted Qiteration developed by Ernst et al. [23] . Fitted Q-iteration iteratively estimates the Q-function given a fixed batch of past interactions. An online version that uses a neural network, neural fitted Q-iteration, has been proposed by Riedmiller [24] . Finally, an interesting alternative is to combine experience replay to an incremental RL technique such as Q-learning or SARSA [28] . Ruelens et al. [29] demonstrate how fitted Q-iteration can be used to control a cluster of electric water heaters. The results indicate that fitted Q-iteration was able to reduce the cost of energy consumption of a cluster of 100 electric water heaters after a learning period of 40 days. In addition, [30] shows how fitted Q-iteration can be extended to reduce the cost of energy consumption of a heat-pump thermostat given that a forecast of the outside temperature is provided.
A promising alternative to the previously mentioned modelfree techniques are model-based or model-assisted RL techniques. For example, Deisenroth and Rasmussen [31] present a model-based policy search method that learns a Gaussian process to model uncertainties. In addition, inspired by [32] , Costanzo et al. [33] demonstrate how a model-assisted batch RL technique can be applied to control a building heating system.
III. PROBLEM FORMULATION
The aim of this work is to develop a controller or agent that minimizes the cost of energy consumption of an electric water heater, given an external price profile. This price profile is provided to the agent at the start of each day. The agent can measure the temperature of the water buffer through a set of temperature sensors that are connected along the hull of the buffer tank. Following the approach presented in [30] , the electric water heater is equipped with a backup controller that overrules the control action from the agent when the safety or comfort constraints of the end user are violated. A challenge in developing such an agent is that the dynamics of the electric water heater, the future hot water demand and the settings of the backup controller are unknown to the agent. To overcome this challenge, this paper leverages on the previous work of [18] , [23] , and [30] and applies techniques from RL.
A. Markov Decision Process Framework
To apply RL, this paper formulates the underlying sequential decision-making problem of the learning agent as a Markov decision process formulation. The Markov decision process formulation is defined by its d-dimensional state space X ⊂ R d , its action space U ⊂ R, its stochastic discrete-time transition function f , and its cost function ρ. The optimization horizon is considered finite, comprising T ∈ N \ {0} steps, where at each discrete time step k, the state evolves following:
where a random disturbance w k is drawn from a conditional distribution p W (·|x k ), u k ∈ U is the control action and x k ∈ X the state. Associated with each state transition, a cost c k is given by:
The goal of the learning agent is to find an optimal control policy h * : X → U that minimizes the expected T-stage return for any state in the state space. The expected T-stage return J h T starting from x 1 and following a policy h is defined as follows:
where E denotes the expectation operator over all possible stochastic realizations. A more convenient way to characterize a policy is by using a state-action value function or Q-function:
which indicates the cumulative return starting from state x and by taking action u and following h thereafter. The optimal Q-function corresponds the best Q-function that can be obtained by any policy:
Starting from an optimal Q-function for every state-action pair, the optimal policy h * is calculated as follows:
where Q * satisfies the Bellman optimality equation [34] :
Following the notation introduced in [30] , the next three paragraphs give a description of the state, the action, and the cost function tailored to an electric water heater.
B. Observable State Vector
The observable state vector of an electric water heater contains a time-related component and a controllable component. The time-related component x t describes the part of the state related to timing, which is relevant for the dynamics of the system. Specifically, the tap water demand of the end user is considered to have diurnal and weekly patterns. As such, the time-related component contains the day of the week and the quarter in the day. The controllable component x ph represents physical state information that is measured locally and is influenced by the control action. The controllable component contains the temperature measurements of the n s sensors that are connected along the hull of the storage tank. The observable state vector is given by:
where d ∈ {1, . . . , 7} is the current day of the week, t ∈ {1, . . . , 96} is the quarter in the day and T i k denotes the temperature measurements of sensor i at time step k.
C. Control Action
The learning agent can control the heating element of the electric water heater with a binary control action u k ∈ {0, 1}, where 0 indicates off and 1 on. However, the backup mechanism, which enacts the comfort and safety constraints of the end user, can overrule this control action of the learning agent. The function B : X ×U → U ph maps the control action u k ∈ U to a physical action u ph k ∈ U ph according to:
where the vector θ defines the safety and user-defined comfort settings of the backup controller. In order to have a generic approach we assume that the logic of the backup controller is unknown to the learning agent. However, the learning agent can measure the physical action u ph k enforced by the backup controller (see Fig. 2 ), which is required to calculate the cost.
The logic of the backup controller of the electric water heater is defined as:
where P e is the electrical power rating of the heating element, x soc (x, θ ) is the current state of charge and x soc (θ) andx soc (θ) are the upper and lower bounds for the state of charge. A detailed description of how the state of charge is calculated can by found in [5] .
D. Cost Function
At the start of each optimization period T t, the learning agent receives a price vector λ = {λ k } T k=1 for the next T time steps. At each time step, the agent receives a cost c k according to:
where λ k is the electricity price during time step k, and t the length of one control period.
IV. BATCH OF FOUR-TUPLES
Generally, batch RL techniques estimate the Q-function based on a batch of four-tuples (x l , u l , x l , c l ). This paper, however, considers the following batch of four-tuples:
where for each l, the next state x l , and the physical action u ph l have been obtained as a result of taking control action u l in the state x l . Note that, F does not include the observed cost c l , since the cost depends on the price vector that is provided to the learning agent at the start of each day. As defined by (8), x l contains all temperature measurements of the sensors connected to the hull of the water buffer. Learning in a high-dimensional state space requires more observations from the environment to estimate the Qfunction, as more tuples are needed to cover the state-action space. This is known as the "curse of dimensionality". This curse becomes even more pronounced in practical applications, where each observation corresponds to a "real" interation with the environment.
A pre-processing step can be used to find a compact and more efficient representation of the state space and can help to converge to a good policy much faster [35] . A popular technique to find a compact representation is to use a handcrafted feature vector based on insights of the considered control problem [36] . Alternative approaches that do not require prior knowledge are unsupervised feature learning algorithms, such as auto-encoders [18] or a principal component analysis [35] .
As illustrated in Fig. 2 , this paper demonstrates how an auto-encoder can be used to find a compact representation of the sensory input data. An auto-encoder network is an artificial neural network, commonly used in deep learning [37] , Algorithm 1 Fitted Q-Iteration [23] Using Feature Vectors 1: initialize Q 0 to zero 2: for N = 1, . . . , T do 3: for l = 1, . . . , #R do 4: c l ← u ph l λ t where t is to the quarter in the day of the time-related component x t l = (d, t) of state z l 5:
end for 7: use a regression technique to obtain Q N from T reg = (z l , u l ), Q N,l , l = 1, . . . , #R . 8 : end for Output: Q * = Q T for learning efficient features by mapping its output back to its input. By selecting a lower number of neurons in the middle hidden layer than in the input layer p < d, the auto-encoder can be used to reduce the dimensionality of the input data.
The reduced feature vector z l ∈ Z ⊂ R p can be calculated as follows:
where w and b denote the weights and the biases that connect the input layer with the middle hidden layer of the autoencoder network. The function enc : X → Z is an encoder function and maps the observed state vector x l to the feature vector z l . To train the weights of the auto-encoder, a conjugate gradient descent algorithm is used as presented in [38] .
In the next section, fitted Q-iteration is used to find a policy h : Z → U that maps every feature vector to a control action using batch R:
which consists of feature vectors with a dimensionality p.
Since we apply the auto-encoder on the input data of the supervised learning algorithm, we assume that all input data is equally important. As such, it is possible that we ignore lowvariance yet potentially useful components during the learning process. A possible route of future work would be to add a regularization term to the regression algorithm of the supervised learning algorithm to prevent the risk of overfitting without the risk of ignoring potentially important data.
V. FITTED Q-ITERATION
This section describes the learning algorithm and the exploration strategy of the agent based on the batch of feature vectors R presented in the previous section.
A. Fitted Q-Iteration
Fitted Q-iteration iteratively builds a training set T reg with all state-action pairs (z, u) in R as the input. The target values consist of the corresponding Q-values, based on the approximation of the Q-function of the previous iteration. In the first iteration (N = 1), the Q-values approximate the expected cost (line 5 in Algorithm 1). In the subsequent iterations, Q-values are updated using an approximation of the Q-function Q N−1 of the previous iteration N − 1 and information about the current cost c l and successor state z l in each tuple. As a result, Algorithm 1 needs T iterations until the Q-function contains all information about the successor states. Note that, the cost corresponding to each tuple is recalculated using price vector λ that is provided at the start of the day (line 4 in Algorithm 1). As a result, the algorithm can reuse past experiences to find a control policy for the next day. Following [23] , Algorithm 1 applies an ensemble of extremely randomized trees as a regression algorithm to estimate the Q-function. An empirical study of the accuracy and convergence properties of extremely randomized trees can be found in [23] . However, in principle, any regression algorithm, such as neural networks [25] , [26] , can be used to estimate the Q-function.
B. Boltzmann Exploration
During the day, the learning agent uses a Boltzmann exploration strategy [39] and selects an action with the following probability:
where τ d is the Boltzmann temperature at day d, Q * is the Q-function from Algorithm 1 and z is the current feature vector measured by the learning agent. If τ d → 0, the exploration will decrease and the policy will become greedier. Thus by starting with a high τ d the exploration starts completely random, however as τ d decreases the policy directs itself to the most interesting state-action pairs. In the evaluation experiments, Q * in (15) is linearly scaled between [0, 100] and the τ 1 is set to 100 at the start of the experiment, which will result in an equal probability for all actions. The Boltzmann temperature is updated as follows τ d = τ d−1 − τ , which increases the probability of selecting higher valued actions.
VI. SIMULATION-BASED RESULTS
This section describes the results of the simulation-based experiments, which use a non-linear stratified tank model with 50 temperature layers. A detailed description of the stratified tank model can be found in [5] . The specifications of the electric water heater are chosen in correspondence with the electric water heater used during the lab experiment (see Section VII). The simulated electric water heater has a power rating of 2.36kW and has a water buffer of 200 liter. The experiments use realistic hot water profiles with a mean daily consumption of 120 liter [40] and use price information from the Belgian day-ahead [41] and balancing market [42] . The learning agent can measure the temperature of the 50 temperature layers obtained with the simulation model. Two comfort settings are applicable: T min = 45 • C and T max = 65 • C, where T min is the minimum temperature at which water is allowed to leave the buffer and T max is the maximum temperature for the water in the buffer. To guarantee a minimum comfort reserve, the minimum and maximum state of charge in (10) are set to 25% and 100%. If the state of charge drops below 25%, the backup controller in (10) is activated, which forces the buffer to build up a sufficient reserve to safeguard the comfort of the end user. The aim of the first simulation-based experiment is to find a compact state representation using an auto-encoder network and to assess the impact of the state representation on the performance of fitted Q-iteration. The second simulationbased experiment compares the result of fitted Q-iteration with the default thermostat controller.
A. Step 1: Feature Selection
This experiment compares the performance of fitted Q-iteration combined with different feature representations for different fixed batch sizes. An auto-encoder (AE) network that reduces the original sensory input vector (50 temperature sensors) to 5 dimensions is denoted by AE 5. The simulations are repeated for 100 simulation days. The average cost of energy consumption of these 100 simulations is depicted in Fig. 3 . As can be seen in Fig. 3 , the performance of fitted Q-iteration combined with a specific state representation depends on the number of tuples in the batch. For example for a batch size of 10 days, AE 3 results in a lower cost than AE 15, while after 75 days, AE 15 will result in a lower cost than AE 3. In addition, as can be seen from Fig. 3 , AE 1 resulted in a relatively bad policy, independent of the batch size.
In general, it can be concluded that for a batch of limited size, fitted Q-iteration with a low-dimensional feature vector will outperform fitted Q-iteration using the full state information, i.e., 50 temperature measurements. By learning in a low-dimensional state space, it is possible to learn with a smaller and more efficient representation. As a result, the agent requires less observations to converge to a better control policy than when the full state information is used. In addition, as more observations will result in a more efficient coverage of the state-action space, it can be seen from Fig. 3 that the result of fitted Q-iteration with the full state improves significantly as the batch size increases. In the following subsection, we present the results of AE 5 in more detail. A method for selecting an appropriate feature representation during the learning process will be part of our future work (Section VIII). Fig. 4 compares the total cost of energy consumption using fitted Q-iteration combined with AE 5 against the default thermostat controller for two relevant price profiles, i.e., dayahead prices (top plot) and imbalance prices (bottom plot). The default thermostat controller enables the heating element when the state-of-charge drops below its minimum threshold and stays enabled until the state-of-charge reaches 100%. Note that in contrast to the learning agent, the default controller is agnostic about the price profile.
B. Step 2: Evaluation
The experiment starts with an empty batch and the tuples of the current day are added to the given batch at the end of each day. At the start of each day, the auto-encoder is trained to find a batch of compact feature vectors, which are then used by fitted Q-iteration to estimate the Q-function for the next day. Online, the learning agent uses a Boltzmann exploration strategy with τ set to 10, which results in 10 days of exploration.
The results of the experiment indicate that fitted Q-iteration was able to reduce the total cost of energy consumption by 24% for the day-head prices and by 34% for the imbalance prices compared to the default strategy. Note, imbalance prices are generally more volatile than the day-ahead prices, as they reflect real-time imbalances due to forecasting errors of renewable energy sources, such as wind and solar, which were not foreseen in the day-ahead market. The standard deviation of the day-ahead prices is 12.7, while it is 33.4 for the imbalance prices.
The temperature profiles of the simulation layers and power profiles of a "mature" learning agent (batch size of 100 days) for the day-ahead and imbalance prices are depicted in Fig. 5 and Fig. 6 . It can be seen in the bottom plot of both figures that the mature learning agent reduces the cost of energy consumption by consuming energy during low price moments.
A comparison between the presented model-free method and a model-based approach can be found in the Appendix section of this paper.
VII. LAB RESULTS
The aim of our lab experiment is to demonstrate that fitted Q-iteration can be successfully applied to minimize the cost of energy consumption of a real-world electric water heater. 
A. Lab Setup
The setup used in the lab experiment was part of a pilot project on residential demand response in Belgium [43] , where a cluster of 10 electric water heaters was used for direct load control. Fig. 1 shows the electric water heater used during the lab experiment. The electric water heater is a standard unit that was equipped with eight temperature sensors and a controllable power relay. A controllable valve connected to the outlet of the buffer tank is used to simulate the hot water demand of a household with a mean daily flow volume of 120liter [40] . An Arduino prototyping platform with a JSON/RPC 2.0 interface is used to communicate with a computer in the lab, 1 which runs the learning agent that uses fitted Q-iteration. Fitted Q-iteration is implemented in Python and Scikit-learn [44] is used to estimate the Q-function, using an ensemble of extremely randomized trees [23] .
Similar as in the previous simulation-based experiments, it is assumed that the learning agent is provided with a deterministic external price profile for the following day. The learning agent uses a Boltzmann exploration strategy with τ set to 10, which results in 10 days of exploration. In order to compare the performance of the lab experiment with the performance of the simulation-based experiments, we used both day-ahead prices and imbalance prices.
B. Evaluation
The performance of the learning agent was evaluated using different feature vectors as presented in Section VI. The best performance, however, was obtained by including the eight temperature measurements in the observable state vector.
Using identical price profiles and tap water demands, Fig. 7  and Fig. 8 show the temperature measurements and the power profiles of the mature learning agent using imbalance prices and day-ahead prices. As can be seen, the learning agent was 1 Intel Core i5 -4GB Memory. able to successfully minimize the cost of energy consumption by consuming during low price moments. Fig. 9 depicts the experimental results, spanning 40 days, of fitted Q-iteration and the default thermostat controller. The top plot of this figure indicates the cumulative costs of energy consumption and the bottom plot indicates the daily costs of energy consumption. After 40 days, fitted Q-iteration was able to reduce the cost of energy consumption by 15% compared to the default thermostat controller. Furthermore, by excluding the first ten exploration days, this reduction increases to 28%.
VIII. CONCLUSION
This paper has demonstrated how an auto-encoder network can be used in combination with a well-established batch reinforcement learning algorithm, called fitted Q-iteration, to reduce the cost of energy consumption of an electric water heater. The auto-encoder network was used to find a compact representation of the state vector. In a series of simulationbased experiments using an electric water heater with 50 temperature sensors, the proposed method was able to converge to good policies much faster than when using the full state information. Compared to a default thermostat controller, the presented approach has reduced the cost of energy consumption by 24% using day-ahead prices and by 34% using imbalance prices.
In a lab experiment, fitted Q-iteration has been successfully applied to an electric water heater with eight temperature sensors. A reduction of the state vector did not improve the performance of fitted Q-iteration. Compared to the thermostat controller, fitted Q-iteration was able to reduce the total cost of energy consumption by 15% within 40 days of operation.
Based on the results of both experiments the following four conclusions can be drawn: (1) learning in a compact feature space can improve the quality of the control policy when the number of observations is relatively small (25 days); (2) when the number of observations increases it is advisable to switch to higher state-space representation; (3) when only a limited number of temperature sensors is available, i.e., 1-10 sensors, it is recommended to use the full state vector; (4) when applied to a real-world stetting, fitted Q-iteration was able to obtain good control policies within 20 days of operation.
In our future research, we aim at developing a method for selecting an appropriate state representation during the learning process. A promising route is to construct experts, where each expert combines a learning algorithm with a different feature representation. A metric based on the performance of each expert, as presented in [45] , could then be used to select the expert with the highest metric as described in [46] . In addition, it would be interesting to investigate the impact of computing the control policy at every time step, using a new price forecast, instead of after each T time steps.
APPENDIX

BENCHMARK
In this section, we apply a Model Predictive Control (MPC) approach to the considered control problem. Similar as in [47] and [11] , the MPC approach uses a linear model with a deterministic forecast of the tap water profile of the next day. The average temperature based on the eight sensors is used to keep the transition function linear. However, the nonlinear mixing problem, as presented in [48] , is used to update the states of the simulator. At each control step t, an optimal sequence on the prediction horizon T is found by solving the following MPC problem: feasibility, the temperature constraints are defined as soft constraints using a slack variable as presented by [49] . The first control action u ph k of the solution is implemented on the process and the procedure is repeated at the next control step. The overall MPC problem is modeled using CVXPY [50] and is solved using Gurobi [51] . Fig. 10 depicts the daily and cumulative electricity cost of FQI and MPC for a horizon of 30 days. The matrices A an B were estimated using an ordinary least squares method [44] . It can be seen from this figure that both FQI and MPC clearly outperform the thermostat controller and that MPC achieves a slightly better results than FQI (2.8%). It should be noted that this is a reasonable result since the MPC approach used prescient knowledge about the future tap demand, whereas FQI had no information about future tap demands.
