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Abstract: We use Stein’s method to obtain a bound on the distance
between scaled p-dimensional random walks and a p-dimensional (corre-
lated) Brownian Motion. We consider dependence schemes including those
in which the summands in scaled sums are weakly dependent and their p
components are strongly correlated. As an example application, we prove
a functional limit theorem for exceedances in an m-scans process, together
with a bound on the rate of convergence. We also find a bound on the rate
of convergence of scaled U-statistics to Brownian Motion, representing an
example of a sum of strongly dependent terms.
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1. Introduction
In the seminal paper [Bar90], Barbour addressed the problem of providing
bounds on the rate of convergence in functional limit results (or invariance prin-
ciples as they are often called in the literature). He observed that the celebrated
Stein’s method, first introduced in [Ste72] as a tool for proving the Central Limit
Theorem, may also be used in the setup of the Functional Central Limit The-
orem. This theorem, whose early versions are attributed to Donsker [Don51],
says that for a sequence of i.i.d. real random variables (Xn)
∞
n=1 with mean zero
and unit variance, the random process
Yn(t) = n
−1/2
⌊nt⌋∑
i=1
Xi, t ∈ [0, 1] (1.1)
converges in distribution to the standard Brownian Motion with respect to the
Skorokhod topology.
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Through a careful and technical adaptation of Stein’s method to the frame-
work of a Brownian-Motion approximation and a subsequent repetitive use of
Taylor’s theorem, Barbour [Bar90] proved a powerful estimate on a distance be-
tween the law of Yn in (1.1) and the Wiener measure. Specifically, he considered
test functions g acting on the Skorokhod space D([0, 1],R) of ca`dla`g real-valued
maps on [0, 1], such that g takes values in the reals, does not grow faster than a
cubic, is twice Fre´chet differentiable and its second derivative is Lipschitz. De-
noting by Z the Brownian Motion on [0, 1] and adopting the notation of (1.1),
his result says that
|Eg(Yn)−Eg(Z)| ≤ CgE|X1|
3 +
√
logn√
n
,
where Cg is a constant, independent of n, yet depending on the (carefully de-
fined) smoothness properties of g. Among the applications and extensions con-
sidered by Barbour are an analysis of the empirical distribution function of i.i.d.
random variables and the Wald-Wolfowitz theorem often used to construct tests
in non-parametric statistics [WW40].
Our aim in this paper is to extend the results of [Bar90] to approximations
of scaled sums of univariate and multivariate random variables with different
dependence structures by univariate and multivariate Wiener processes.
1.1. Motivation
Functional limit results play an important role in applied fields. Researchers
often choose to model discrete phenomena with continuous processes arising as
scaling limits of discrete ones. The reason is that those scaling limits may be
studied using stochastic analysis and are more robust to changes in local details.
Questions about the rate of convergence in functional limit results are equivalent
to ones about the error those researchers make when doing so. Obtaining bounds
on a certain distance between the scaled discrete and the limiting continuous
processes provides a way of quantifying this error.
Our motivation in this paper comes from the desire to fill in a gap in the
theory but we are also motivated by examples related to applications.
One of those, studied in Examples 3.5 and 3.9 of this paper, considers ex-
ceedances of the m-scans process. For a sequence of i.i.d. random variables
X1, X2, · · · , the one-dimensional m-scans process is given by Ri =
∑m−1
k=0 Xi+k.
The number of its exceedances of a real number a is given by
Y =
n∑
i=1
1[Ri > a].
As noted in [CGS11, Example 9.2], this statistic has been studied by many au-
thors, including [GNW01] and [Nau82]. It is of high importance in many areas
of applied statistics and has been used, for instance, to evaluate the significance
of observed inhomogeneities in the distribution of markers along the length of
Miko laj J. Kasprzak/Multivariate Brownian approximations via Stein’s method 3
long DNA sequences (see [DK92, KB92]). Y may be normalized and central-
ized and then shown to converge in distribution to the standard normal law.
Berry-Esseen bounds on the rate of this convergence have been found in [DR96,
Theorem 4.1] and [CGS11, Example 9.2]. We are interested in studying the
functional convergence of a multidimensional version of Y .
Another example concerns U-statistics and is treated in Theorem 3.15 of this
paper. U-statistics are defined to be random variables of the form:
Skn(h) =
∑
1≤i1<...<ik≤n
h(Xi1 , ..., Xik), n ≥ 1
for a symmetric real (or complex) function h on Sk (where S is some measur-
able space) and a sequence of i.i.d. random variables (Xi)i≥1 taking values in
S. Because of their appealing properties, they are central objects in the field
of Mathematical Statistics, as described in [KJ88] and many commonly used
statistics can be expressed in terms of certain U-statistics or approximated by
them. They also appear in decompositions of more general statistics into sums of
terms of a simpler form (see, e.g. [Ser80, Chapter 6] or [RV80] and [Vit84]) and
play an important role in the study of random fields (see, e.g. [Chr87, Chapter
4]). The appealing properties of non-degenerate U-statistics, i.e. those such that,
for
w(x) = Eh(x,X1, · · · , Xk−1),
0 < Var[w(X1)] < ∞, include their asymptotic behaviour. It can be described
by a Strong Law of Large Numbers ([Hoe61]), a central limit theorem ([Hoe48])
or the functional central limit theorem (e.g. [Jan97, Chapter XI]), which will
be studied in this paper. Other interesting results include those connected to
large deviations for U-statistics (see [EL99]), Berry-Esseen-type bounds (see
[CS07]) and other bounds on the speed of convergence in the U-statistic CLT
(see [RR97]). Degenerate U-statistics have also received much attention in the
recent years with [DP17] providing bounds on the speed of convergence in de
Jong’s theorem [dJ90] and proving its multidimensional version.
Our theoretical motivation is expressed in Proposition 3.10 of this paper. It
seems natural to ask whether techniques similar to those of [Bar90] may be used
to study a process of the form
t 7→ n−1/2
⌊nt⌋∑
i=1
Xi, t ∈ [0, 1] (1.2)
where {Xi : i = 1, · · · , n} is a collection of i.i.d. random vectors in Rp for
p > 1 with a given covariance matrix Σ. Interesting questions arising include
those about the rate of convergence of the process in (1.2) to the correlated
p-dimensional Brownian Motion created from a standard Brownian Motion B
by premultiplying it by Σ1/2. In this context, the role played by Σ in the quality
of this approximation seems worth paying attention to.
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1.2. Contribution of the paper
The main achievements of the paper are the following:
(a) A very general result providing a bound on the distance between a process
of the form
Yn(t) =

 λ1∑
i=1
Xi,1Ji,1(t), · · · ,
λp∑
i=1
Xi,pJi,p(t)

 , t ∈ [0, 1],
where:
• the collection of vectors Xi = (Xi,1, · · · , Xi,p) for i = 1, · · · , n is
allowed to be dependent and those vectors themselves are allowed to
have non-identity covariance matrices
• the collection of (possibly random) functions
{Ji,k ∈ D([0, 1],R) : i = 1, · · ·n, k = 1, · · · , p}
is independent of the collection of vectors (Xi)
n
i=1 from the previous
point;
• the numbers λj are such that λj ≤ n
and a correlated p-dimensional Brownian Motion. The bound is presented
in Theorem 3.1 and provides a substantial extension of the result of
[Bar90], which bounds the rate of convergence in the classical, one-dimensional
Donsker’s invariance principle.
(b) A result similar to Theorem 3.1, improving the bound therein for piecewise
constant processes Yn at the cost of restricting the class of test functions
with respect to which the bound holds. This is provided in Proposition
3.6.
(c) Two novel functional central limit theorems invloving the number of ex-
ceedances in the multidimensional m-scans process, together with bounds
on the rate of convergence, presented in Example 3.5 and Example 3.9.
(d) A novel bound on the rate of convergence in the functional central limit
theorem for non-degenerate, bivariate U-statistics (for a classical proof of
the theorem see, for instance, [Hal79]), which is presented in Theorem
3.15.
(e) A technical result, presented in Proposition 2.3, showing that our bounds’
converging to zero implies weak convergence of the underlying processes
with respect to the Skorokhod and uniform topologies. This result is a
direct extension of [BJ09, Proposition 3.1] to the multidimensional setting.
We provide explicit values for all the constants appearing in our bounds. To our
best knowledge, none of the authors who have considered functional approxi-
mations with Stein’s method so far has done so. We do it as we hope that this
will make our results more powerful when used in applications.
The technique which is central in obtaining all the bounds is Stein’s method.
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1.3. Stein’s method for distributional approximation
In [Ste72] it is observed that a random variable Z has standard normal law if and
only if EZf(Z) = Ef ′(Z) for all smooth functions f . Therefore, if, for a random
variable W with mean zero and unit variance, Ef ′(W ) − EWf(W ) is close to
zero for a large class of functions f , then the law of W should be approximately
Gaussian. This leads to a method of bounding the speed of convergence to the
normal distribution. Instead of evaluating |Eh(W )−Eh(Z)| directly for a given
function h, one can first find an f = fh solving the following Stein equation:
f ′(w)− wf(w) = h(w) −Eh(Z)
and then find a bound on |Ef ′(W ) −EWf(W )|. This approach, called Stein’s
method, often turns out to be surprisingly easy and has also proved to be useful
for approximations by distributions other than normal.
The aim of the generalised version of Stein’s method is to find a bound for
the quantity |Eνnh − Eµh|, where µ is the target (known) distribution, νn is
the approximating law and h is chosen from a suitable class of real-valued test
functions H. The procedure can be described in terms of three steps. First, an
operator A acting on a class of real-valued functions is sought, such that
(∀f ∈ Domain(A) EνAf = 0) ⇐⇒ ν = µ,
where µ is the target distribution. Then, for a given function h ∈ H, the Stein
equation
Af = h−Eµh
is solved. Finally, using properties of the solution and various mathematical tools
(among which the most popular are Taylor’s expansions in the continuous case,
Malliavin calculus, as described in [NP12], and coupling methods), an explicit
bound is sought for the quantity |EνnAfh|.
An accessible account of the method can be found, for example, in the surveys
[LRS17] and [Ros11] as well as the books [BHJ92] and [CGS11], which treat
the cases of Poisson and normal approximation, respectively, in detail. The
reference [Swa16] is a database of information and publications connected to
Stein’s method.
Approximations by laws of diffusion processes have not been covered in the
Stein’s method literature very widely, with the notable exceptions of [Bar90,
BJ09, Shi11, CD13] and recently [BDM18, Kas17a, Kas17b]. Our aim in this
paper is to develop it in a direction not previously explored by other authors
while completely natural given the direction in which the finite-dimensional
Stein’s method literature has evolved.
1.4. Structure of the paper
In Section 2 we define the spaces of test functions we will be working with
and the corresponding norms which will appear in the bounds. We also present
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Proposition 2.3 giving circumstances under which the bounds obtained later in
the paper converging to zero imply weak convergence of the considered prob-
ability distributions. Section 3 gives statements of the main results of the pa-
per, mentioned above. Section 4 contains all the proofs preceded by finding the
Stein equation for approximation by the law of interest, solving it and exam-
ining properties of the solutions. In the appendix we present the proof of the
aforementioned Proposition 2.3.
2. Notation and spaces M , M1, M2 and M0
The following notation is used throughout the paper. For a function w defined
on the interval [0, 1] and taking values in a Euclidean space, we define
‖w‖ = sup
t∈[0,1]
|w(t)|,
where | · | denotes the Euclidean norm. We also let Dp = D([0, 1],Rp) be the
Skorokhod space of all ca`dla`g functions on [0, 1] taking values in Rp. In the
literature, this space is usually equipped with the Skorokhod topology generated
by the Skorokhod metric σ given by
σ(w, v) = inf
λ∈Λ
max{‖λ− I‖, ‖w − v ◦ λ‖},
where I is the identity function and Λ is the set of all strictly increasing con-
tinuous bijections on [0, 1]. We will most often consider the topology generated
by the supremum norm, though.
In the sequel, for i = 1, · · · , p, ei will denote the ith unit vector of the
canonical basis of Rp and the ith component of x ∈ Rp will be represented by
x(i), i.e. x =
(
x(1), · · · , x(p)).
Let p ∈ N. Let us define:
‖f‖L := sup
w∈Dp
|f(w)|
1 + ‖w‖3 ,
and let L be the Banach space of continuous functions f : Dp → R such that
‖f‖L <∞. Following [Bar90], we now define M ⊂ L to be the set of the twice
Fre´chet differentiable functions f , such that:
‖D2f(w + h)−D2f(w)‖ ≤ kf‖h‖, (2.1)
for some constant kf , uniformly in w, h ∈ Dp. By Dkf we mean the k-th Fre´chet
derivative of f and the norm of k-linear form B on L is defined to be
‖B‖ = sup
{h:‖h‖=1}
|B[h, ..., h]|.
Note the following lemma, which can be proved in an analogous way to that
used to show (2.6) and (2.7) of [Bar90]. We omit the proof here.
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Lemma 2.1. For every g ∈M , let:
‖g‖M := sup
w∈Dp
|g(w)|
1 + ‖w‖3 + supw∈Dp
‖Dg(w)‖
1 + ‖w‖2 + supw∈Dp
‖D2g(w)‖
1 + ‖w‖
+ sup
w,h∈Dp
‖D2g(w + h)−D2g(w)‖
‖h‖ .
Then, for all g ∈M , we have ‖g‖M <∞.
For future reference, we let M1 ⊂ M be the class of functionals g ∈ M such
that:
‖g‖M1 := sup
w∈Dp
|g(w)|
1 + ‖w‖3 + supw∈Dp ‖Dg(w)‖ + supw∈Dp ‖D
2g(w)‖
+ sup
w,h∈Dp
‖D2g(w + h)−D2g(w)‖
‖h‖ <∞. (2.2)
and M2 ⊂M be the class of functionals g ∈M such that:
‖g‖M2 := sup
w∈Dp
|g(w)|
1 + ‖w‖3 + supw∈Dp
‖Dg(w)‖
1 + ‖w‖ + supw∈Dp
‖D2g(w)‖
1 + ‖w‖
+ sup
w,h∈Dp
‖D2g(w + h)−D2g(w)‖
‖h‖ <∞. (2.3)
We also let M0 be the class of functionals g ∈M such that:
‖g‖M0 := sup
w∈Dp
|g(w)|+ sup
w∈Dp
‖Dg(w)‖ + sup
w∈Dp
‖D2g(w)‖
+ sup
w,h∈Dp
‖D2g(w + h)−D2g(w)‖
‖h‖ <∞.
We note that M0 ⊂M1 ⊂M2 ⊂M . We shall refer to those different classes of
functions in the results presented in the remainder of this paper. In each case
we aim to obtain our bounds for the largest possible class, yet it is not always
possible to do so for class M or even M2. Hence, the introduction of the above
presented restrictions of M is necessary for a recovery of the full strength of our
results.
The next proposition is a p-dimensional version of [BJ09, Proposition 3.1] and
shows conditions, under which convergence of the sequence of expectations of a
functional g under the approximating measures to the expectation of g under
the target measure for all g ∈M0 implies weak convergence of the measures of
interest. The proposition will be later used to conclude weak convergence from
bounds derived in the theorems of the next section. Its proof can be found in
Appendix A.
Definition 2.2. Y ∈ D ([0, 1],Rp) is called piecewise constant if [0, 1] can be
divided into intervals of constancy [ak, ak+1) such that the Euclidean norm of
(Y (t1)− Y (t2)) is equal to 0 for all t1, t2 ∈ [ak, ak+1).
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Proposition 2.3. Suppose that, for each n ≥ 1, the random element Yn of
Dp is piecewise constant and let rn > 0 be such that the intervals of constancy
are of length at least rn. Let (Zn)n≥1 be random elements of D
p converging
in distribution in Dp, with respect to the Skorokhod topology, to a random el-
ement Z ∈ C ([0, 1],Rp) ⊂ Dp. If there exists a sequence (τn)n≥1 such that
τn log
2(1/rn)
n→∞−−−−→ 0 and
|Eg(Yn)−Eg(Zn)| ≤ Cτn‖g‖M0 (2.4)
for each g ∈ M0 then Yn ⇒ Z (converges weakly) in Dp, in both the uniform
and the Skorokhod topology.
Remark 2.4. The formulation of Proposition 2.3 is almost identical to that
of [BJ09, Proposition 3.1] with the only difference being that Yn and Zn are
allowed to be p-dimensional for p > 1. For completeness, the appendix contains
a more detailed proof than the one presented in [BJ09], which may be used by
the reader to derive extensions or other versions of the result.
3. Main results
3.1. Scaled sum of dependent vectors with dependent components
Theorem 3.1 below studies a scaled sum of locally dependent terms whose com-
ponents are (strongly) dependent. It bounds the error on its approximation by
a correlated Brownian Motion for test functions in M1 of (2.2).
Theorem 3.1 (Dependent components and locally dependent summands). Let
n and p be positive integers. Consider an array of mean-zero random variables
{Xi,j : i = 1, ..., n, j = 1, ..., p},
with a positive definite covariance matrix. Let
(a) λj ≤ n, for j = 1, · · · p, be deterministic positive integers;
(b) Ai ⊂ {1, 2, ..., n}, for i = 1, · · ·n be a set such that Xi = (Xi,1, · · · , Xi,p)
is independent of {Xj : j ∈ Aci};
(c) Ji,k ∈ D ([0, 1],R) for i = 1, · · ·n and k = 1, · · · , p, be (possibly random)
functions, independent of the Xi,k’s.
Assume that:
sup
i1,i2,i3∈{1,··· ,n}
k1,k2,k3∈{1,··· ,p}
E [‖Ji1,k1‖‖Ji2,k2‖‖Ji3,k3‖] <∞.
Let
Yn(t) =

 λ1∑
i=1
Xi,1Ji,1(t), · · · ,
λp∑
i=1
Xi,pJi,p(t)

 , t ∈ [0, 1].
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Furthermore, for a standard p-dimensional Brownian Motion B and a positive
definite covariance matrix Σ ∈ Rp×p, let Z = Σ1/2B. Then, for any g ∈M1, as
defined by (2.2):
|Eg(Yn)−Eg(Z)| ≤ ‖g‖M1
7∑
i=1
ǫi,
where:
ǫ1 =
1
6
n∑
i=1
E



 p∑
k,l,m=1

(Xi,k)2 ‖Ji,k‖21[1,λk](i)

∑
j∈Ai
Xj,l‖Jj,l‖1[1,λl](j)

2
·

∑
j∈Ai
Xj,m‖Jj,m‖1[1,λm](j)

2




1/2

 ;
ǫ2 =
1
3
n∑
i=1
∑
j∈Ai
p∑
k,l=1
E



 p∑
m=1
(
Xi,k ‖Ji,k‖Xj,l ‖Jj,l‖1[1,λk](i)1[1,λl](j)
·
∑
r∈Aj∩Aci
Xr,m‖Jr,m,n‖1[1,λm](r)

2


1/2

 ;
ǫ3 =
1
3
n∑
i=1
∑
j∈Ai
p∑
k,l=1

E [|Xi,kXj,l|]1[1,λk](i)1[1,λl](j)
· E

‖Ji,k‖ ‖Jj,l‖
√√√√√ p∑
m=1

 ∑
r∈Ai∪Aj
Xr,m‖Jr,m‖1[1,λm](r)

2



 ;
ǫ4 =
1
2
p∑
k,l=1
λk∧λl∑
i=1
∣∣∣∣ Σk,l√λkλl −E[Xi,kXi,l]
∣∣∣∣ ;
ǫ5 =
1
2
p∑
k,l=1
λk∑
i=1
∑
j∈Ai\{i}
|E[Xi,kXj,l]| ;
ǫ6 =
6
√
5√
2 log 2
(
p∑
i=1
log (2λi)
λi
)1/2( p∑
i=1
Σi,i
)1/2
;
ǫ7 =
p∑
k=1
λk∑
i=1
√
E
[
(Xi,k)
2
]
E
∥∥Ji,k − 1[i/λk,1]∥∥ .
Remark 3.2 (Relevance of terms in the bound).
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(a) Terms ǫ1, ǫ2, ǫ3 correspond to a Berry-Esseen-type bound involving third
moments of the summands, and also account for local dependence between
the summands;
(b) Terms ǫ4 and ǫ5 involve a variance estimation with the latter correspond-
ing to the off-diagonal terms of the covariance matrix of the summands,
accounting for the dependence;
(c) Term ǫ6 comes from estimates on the moments of the Brownian modulus
of continuity and accounts for the transition from the Skorokhod space to
the Wiener space of continuous functions
(d) Term ǫ7 describes the randomness of the functions Ji,k and their distance
from indicators 1[i/λk,1].
Remark 3.3 (Convergence of the bound and process weak convergence). By
Proposition 2.3, if, in Theorem 3.1, Ji,k = 1[i/λk,1] for all i = 1, · · · , n and k =
1, · · · , p and the bound∑7i=1 ǫi converges to 0 faster than 1log2(max(λ1,··· ,λp)) , then
Yn converges to Z in distribution with respect to the uniform topology. We note
that, in practice, one might expect that ǫ4 and ǫ5 will be the slowest vanishing
terms. Our Example 3.5 describes a situation in which this convergence is still
fast enough to ensure the weak convergence of the law of Yn to the law of
Zn. However, in many examples, the covariance structure of the analysed pre-
limiting process may not converge to that of the limiting process. A situation of
this kind is presented in Example 3.9, which considers a setup similar to that
of Example 3.5 yet with a different scaling applied to the process of interest.
In order to cater for such instances, in Proposition 3.6 we also prove a bound
similar to that of Theorem 3.1 which goes to 0 under weaker assumptions on the
convergence of the covariance structure yet holds for a restricted class of test
functions g.
Remark 3.4 (Independent summands). If the summands are independent in
Theorem 3.1, i.e. Ai = {i} for all i, then ǫ2 and ǫ5 disappear from the bound
and ǫ1 and ǫ3 become simpler. The new bound takes the following form
|Eg(Yn)−Eg(Z)| ≤ ‖g‖M1 (ǫ1 + ǫ3 + ǫ4 + ǫ6 + ǫ7) ,
where:
ǫ1 =
1
6
n∑
i=1
E



 p∑
k,l,m=1
(
Xi,kXi,lXi,m‖Ji,k‖ ‖Ji,l‖ ‖Ji,m‖1[1,λk]∩[1,λl]∩[1,λm](i)
)21/2

 ;
ǫ3 =
1
3
p∑
k,l=1
min(λk,λl)∑
i=1

E [|Xi,kXi,l|]E

‖Ji,k‖ ‖Ji,l‖
√√√√ p∑
m=1
(
Xi,m‖Ji,m‖1[1,λm](i)
)2

 ;
ǫ4 =
1
2
p∑
k,l=1
λk∧λl∑
i=1
∣∣∣∣ Σk,l√λkλl −E[Xi,kXi,l]
∣∣∣∣ ;
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ǫ6 =
6
√
5√
2 log 2
(
p∑
i=1
log (2λi)
λi
)1/2( p∑
i=1
Σi,i
)1/2
;
ǫ7 =
p∑
k=1
λk∑
i=1
√
E
[
(Xi,k)
2
]
E
∥∥Ji,k − 1[i/λk,1]∥∥ .
A bound for functions in the larger class M (see Section 2), in the case of
independent summands, is obtained in Proposition 3.10.
Example 3.5 (Exceedances of the m-scans process). Consider an extension of
the one-dimensional [CGS11, Example 9.2, p. 254] to the multidimensional and
functional setting. For j = 1, 2, · · · , let Vj = (Vj,1, · · · , Vj,p) be i.i.d. random
vectors in Rp. For k = 1, · · · , p and i = 1, 2, · · · let Ri,k =
∑m−1
l=0 Vi+l,k be an
m-scans process. Let a = (a1, · · · , ap) ∈ Rp and suppose that n > m.
For k = 1, · · · , p, let πk = P(R1,k ≤ ak) and for i = 1, · · · , n and k =
1, · · · , p, let
Xi,k =
1
n

 n∑
j=1
1[Rn(i−1)+j,k ≤ ak]

− πk.
Extending [DR96, (4.1)], we have that, for k, l = 1, · · · , p and for ψk,l(d) =
P [Rd+1,k ≤ ak, R1,l ≤ al]− πkπl,
E [Xi,kXi,l] =
1
n
(
ψk,l(0) +
m−1∑
d=1
(
1− d
n
)
(ψl,k(d) + ψk,l(d))
)
. (3.1)
Let Xi = (Xi,1, · · · , Xi,p) for i = 1, · · · , n. Note that Ai = {i − 1, i, i + 1}
satisfies the requirement that j 6∈ Ai ⇒ Xi, Xj are independent and for all
k, l ∈ {1, · · · , p},
E [Xi,kXi+1,l] =
1
n2
m−1∑
d=1
dψk,l(d). (3.2)
Consider
Yn(t) =
⌊nt⌋∑
i=1
(Xi,1, · · · , Xi,p) t ∈ [0, 1].
Let Σ ∈ Rp×p be given by
Σk,l = ψk,l(0) +
m−1∑
d=1
(ψl,k(d) + ψk,l(d)) . (3.3)
We will bound the distance between Yn and Z = Σ
1/2B, where B is a standard
p-dimensional Brownian Motion. Using the notation of Theorem 3.1, note that
for all k ∈ {1, · · · , p}, λk = n, for all i ∈ {1, · · · , n}, Ji,k = 1[i/n,1] and
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(1) By Cauchy-Schwarz and Jensen inequalities and (3.1),
ǫ1 ≤ 3
2n1/2
p∑
k,l,r=1


(
ψk,k(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψk,k(d))
)1/2
·
(
ψl,l(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψl,l(d))
)1/2
·
(
ψr,r(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψr,r(d))
)1/2
 ;
(2) By Cauchy-Schwarz and Jensen inequalities and (3.1),
ǫ2 ≤ 2
3n1/2
p∑
k,l,r=1


(
ψk,k(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψk,k(d))
)1/2
·
(
ψl,l(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψl,l(d))
)1/2
·
(
ψr,r(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψr,r(d))
)1/2
 ;
(3) By Cauchy-Schwarz and Jensen inequalities and (3.1),
ǫ3 ≤ 2
n1/2
p∑
k,l,r=1


(
ψk,k(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψk,k(d))
)1/2
·
(
ψl,l(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψl,l(d))
)1/2
·
(
ψr,r(0) + 2
m−1∑
d=1
(
1− d
n
)
(ψr,r(d))
)1/2
 ;
(4) By (3.1) and (3.3),
ǫ4 =
1
2n
p∑
k,l=1
∣∣∣∣∣
m−1∑
d=1
d(ψl,k(d) + ψk,l(d))
∣∣∣∣∣ ;
(5) By (3.2),
ǫ5 ≤ 1
n
p∑
l,k=1
m−1∑
d=1
dψk,l(d);
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(6) By (3.3),
ǫ6 =
6
√
5p1/2√
2 log 2
√
log(2n)√
n
[
p∑
k=1
(
ψk,k(0) + 2
m−1∑
d=1
ψk,k(d)
)]1/2
;
(7) Since for all k ∈ {1, · · · , p} and i ∈ {1, · · · , n}, Ji,k = 1[i/n,1],
ǫ7 = 0.
By Theorem 3.1, for any g ∈M1, as defined in (2.2),
|Eg(Yn)−Eg(Z)| ≤ ‖g‖M1
7∑
i=1
ǫi,
which gives the desired bound. The bound clearly approaches zero faster than
log−2(n), as n → ∞, which, by Proposition 2.3, implies that Yn converges in
distribution to Z with respect to the uniform topology.
Proposition 3.6 below is a version of Theorem 3.1 which caters better for
examples of piecewise constant processes whose covariance structure does not
converge to the limiting one fast enough for Theorem 3.1 to give a bound van-
ishing in the limit. One such example is presented in Example 3.9 below (c.f.
Remark 3.3).
Proposition 3.6. Let n and p be non-negative integers and
{Xi,j : i = 1, · · · , n2, j = 1, · · · , p}
be an array of mean-zero random variables with a positive definite covariance
matrix. Let
(a) λj ≤ n, for j = 1, · · · p, be deterministic positive integers;
(b) Ai ⊂ {1, 2, ..., n2}, for i = 1, · · ·n2 be a set such that Xi = (Xi,1, · · · , Xi,p)
is independent of {Xj : j ∈ Aci}.
Let
Yn(t) =

⌊λ21t⌋∑
i=1
Xi,1, · · · ,
⌊λ2pt⌋∑
i=1
Xi,p

 , t ∈ [0, 1].
Furthermore, for a standard p-dimensional Brownian Motion B and a positive
definite covariance matrix Σ ∈ Rp×p, let (Z(t), t ∈ [0, 1]) = (Σ1/2B(t), t ∈ [0, 1]).
Then, for any g ∈M1, as defined in Section 2,
|Eg(Yn)−Eg(Z)| ≤ ‖g‖M1
(
6∑
i=1
δi
)
+ δ7,
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for
δ1 =
1
6
n2∑
i=1
E



 p∑
k,l,m=1

(Xi,k)2 1[1,λ2
k
](i)

∑
j∈Ai
Xj,l1[1,λ2
l
](j)

2

∑
j∈Ai
Xj,m1[1,λ2m](j)

2




1/2

 ;
δ2 =
1
3
n2∑
i=1
∑
j∈Ai
p∑
k,l=1
E



 p∑
m=1

Xi,kXj,l1[1,λ2
k
](i)1[1,λ2
l
](j)
∑
r∈Aj∩Aci
Xr,m1[1,λ2m](r)

2


1/2

 ;
δ3 =
1
3
n2∑
i=1
∑
j∈Ai
p∑
k,l=1

E [|Xi,kXj,l|]1[1,λ2k](i)1[1,λ2l ](j)E


√√√√√ p∑
m=1

 ∑
r∈Ai∪Aj
Xr,m1[1,λ2m](r)

2



 ;
δ4 =
1
2
p∑
k,l=1
λk∧λl∑
i=1
∣∣∣∣∣∣ Σk,l√λkλl −
iλk∑
j1=(i−1)λk+1
iλl∑
j2=(i−1)λl+1
E[Xj1,kXj2,l]
∣∣∣∣∣∣ ;
δ5 =
1
2
p∑
k,l=1
∑
i1∈{1,··· ,λk}
i2∈{1,··· ,λl}\{i1}
∣∣∣∣∣∣
i1λk∑
j1=(i1−1)λk+1
i2λl∑
j2=(i2−1)λl+1
E[Xj1,kXj2,l]
∣∣∣∣∣∣ ;
δ6 =
6
√
5√
2 log 2
√√√√( p∑
i=1
log(2λi)
λi
)(
p∑
i=1
Σi,i
)
;
δ7 =
p∑
k=1
(
sup
j∈{1,··· ,λ2
k
}
sup
w∈Dp
∣∣∣Dg(w) [ek1[j/λ2k ,⌈j/λk⌉/λk]
]∣∣∣
)√√√√√√E



 λ2k∑
i=1
Xi,k

2

,
where ek = (0, · · · , 0︸ ︷︷ ︸
k−1
, 1, 0 · · · , 0︸ ︷︷ ︸
p−k
).
Remark 3.7 (Relevance of terms in the bound).
(a) Terms δ1, δ2, δ3 in the bound in Proposition 3.6 correspond to ǫ1, ǫ2, ǫ3 of
Theorem 3.1, under the assumption that for {Ji,k : i = 1, · · · , n2, k =
1, · · · , p} thereof, Ji,k = 1[i/λ2
k
,1].
(b) Terms δ4 and δ5 correspond to a variance estimation and are similar to
terms ǫ4, ǫ5 of Proposition 3.6. This time, however, the covariance struc-
ture of sums of grouped terms
∑iλk
j=(i−1)λk+1Xj,k, for k = 1, · · · , p and
i = 1, · · · , λk, is compared to the limiting covariance structure. In many
examples, including Example 3.9, this makes the bound smaller than one
that could be obtained via Theorem 3.1.
(c) Term δ6 is equivalent to term ǫ6 of Theorem 3.1 and accounts for the
transition from the Skorokhod space of ca`dla`g paths to the Wiener space
of continuous paths.
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(d) Term δ7 comes from a comparison of a Gaussian process with the covari-
ance structure of Yn and a Gaussian process with the covariance structure
of the process:
t 7→

⌊λ1t⌋∑
i=1

 iλ1∑
j=(i−1)λ1+1
Xj,1

 , · · · , ⌊λpt⌋∑
i=1

 iλp∑
j=(i−1)λp+1
Xj,p



 , t ∈ [0, 1].
The latter is similar to Yn yet involves sums of grouped terms as values
taken on the intervals of constancy. It plays a crucial role in the proof
which also explains why sums of grouped terms appear in terms δ4 and δ5
of the bound.
Remark 3.8 (Comments on term δ7 in the bound). Term δ7 in the bound
may not be easy to estimate for some test functions g. We should note that,
nevertheless, there is a wide class of functions g, for which the term
sup
j∈{1,··· ,λ2
k
}
sup
w∈Dp
∣∣∣Dg(w) [e˜k1[j/λ2k ,⌈j/λk⌉/λk]
]∣∣∣
is small for large λk. It includes, for instance, all functions of the form
g(w) =
(∫ 1
0
|w(t)|rdt
)1/r
for r ≥ 2, where | · | denotes the Euclidean norm. Indeed, for such g, letting
〈·, ·〉 denote the Euclidean inner product and for all w ∈ Dp, k = 1, · · · , p,
i = 1, · · · , λ2k,
Dg(w)
[
ek1[i/λ2
k
,⌈i/λk⌉/λk ]
]
=
(∫ 1
0
|w(t)|rdt
)1/r−1 ∫ 1
0
|w(t)|r−2
〈
w(t), ek1[i/λ2
k
,⌈i/λk⌉/λk](t)
〉
dt
(∗)
≤
(∫ 1
0
|w(t)|rdt
)1/r−1 [(∫ 1
0
|w(t)|rdt
)(r−2)/r (∫ 1
0
〈
w(t), ek1[i/λ2
k
,⌈i/λk⌉/λk](t)
〉r/2
dt
)2/r]
(†)
≤
(∫ 1
0
|w(t)|rdt
)−1/r (∫ 1
0
|w(t)|r/2
∣∣∣ek1[i/λ2
k
,⌈i/λk⌉/λk](t)
∣∣∣r/2 dt)2/r
(†)
≤
(∫ 1
0
|w(t)|rdt
)−1/r (∫ 1
0
|w(t)|rdt
)1/r (∫ 1
0
1[i/λ2
k
,⌈i/λk⌉/λk](t)dt
)1/r
=
(⌈i/λk⌉ − i/λk
λk
)1/r
≤
(
1
λk
)1/r
,
where inequality (∗) follows from Ho¨lder’s inequality and inequalities (†) hold by
Cauchy-Schwarz.
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Example 3.9 (Exceedances of the m-scans process - different scaling). Consider
an example similar to Example 3.5. For j = 1, 2, · · · , we again consider i.i.d.
random vectors Vj = (Vj,1, · · · , Vj,p) ∈ Rp. For k = 1, · · · , p and i = 1, 2, · · · ,
let Ri,k =
∑m−1
l=0 Vi+l,k be the m-scans process. Let a = (a1, · · · , ap) ∈ Rp and
suppose that n > m.
For k = 1, · · · , p, let πk = P(R1,k ≤ ak) and for i = 1, 2, · · · and k = 1, · · · , p,
let
Xi,k =
1
n
(1[Ri,k ≤ ak]− πk) .
Define ψk,l(d) = P[Rd+1,k ≤ ak, R1,l ≤ al]− πkπl.
We have that, for k, l = 1, · · · , p, i = 1, 2 · · · ,
E[Xi,kXi+d,l] =
1
n2
(P[Ri,k ≤ ak, Ri+d,l ≤ al]− πkπl) = ψk,l(d)
n2
. (3.4)
Note that, as we assume n > m, then, extending [DR96, (4.1)], we get, for
k, l = 1, · · · , p and i = 1, 2, · · · ,
in∑
j1=(i−1)n+1
in∑
j2=(i−1)n+1
E[Xj1,kXj2,l] =
1
n
(
ψk,l(0) +
m−1∑
d=1
(
1− d
n
)
(ψl,k(d) + ψk,l(d))
)
.
(3.5)
Similarly, for k = 1, · · · , p,
E



 n2∑
i=1
Xi,k

2

 = ψk,k(0) + 2m−1∑
d=1
(
1− d
n2
)
(ψk,k(d)). (3.6)
Furthermore, note that, assuming n > m, for i1 and i2 such that |i1− i2| > 1
and k, l = 1, · · · , p,
i1n∑
j1=(i1−1)n+1
Xj1,k and
i2n∑
j2=(i2−1)n+1
Xj2,l
are independent. Also, for i = 1, · · · , n− 1 and k, l = 1, · · · , p,
E

 in∑
j1=(i−1)n+1
Xj1,k
(i+1)n∑
j1=((i+1)−1)n+1
Xj1,l

 = 1
n2
m−1∑
d=1
dψk,l(d). (3.7)
Let Xi = (Xi,1, · · · , Xi,p) for i = 1, · · · , n. Consider
Yn(t) =
⌊n2t⌋∑
i=1
Xi, t ∈ [0, 1].
Furthermore, let Σ ∈ Rp×p be given by
Σk,l = ψk,l(0) +
m−1∑
d=1
(ψl,k(d) + ψk,l(d)) . (3.8)
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Now, by Proposition 3.6, for any g ∈M1,
|Eg(Yn)−Eg(Z)| ≤ ‖g‖M1
(
6∑
i=1
δi
)
+ δ7,
(retaining the notation of Proposition 3.6), where, under the setup of this ex-
ample, δ1, · · · , δ7 satisfy
(1) By Cauchy-Schwarz and Jensen inequalities and (3.4),
δ1 ≤ 2m
2
3n
p∑
k,l,r=1
[ψk,k(0)ψl,l(0)ψr,r(0)]
1/2 ;
δ2 ≤ m
2
n
p∑
k,l,r=1
[ψk,k(0)ψl,l(0)ψr,r(0)]
1/2
;
δ3 ≤ 2m
2
n
p∑
k,l,r=1
[ψk,k(0)ψl,l(0)ψr,r(0)]
1/2
;
(2) By (3.5) and (3.8),
δ4 =
1
2n
p∑
k,l=1
∣∣∣∣∣
m−1∑
d=1
d (ψl,k(d) + ψk,l(d))
∣∣∣∣∣ ;
(3) By (3.7),
δ5 ≤ 1
n
p∑
k,l=1
m−1∑
d=1
dψk,l(d);
(4) By (3.8),
δ6 =
6
√
5p1/2√
2 log 2
√
log(2n)√
n
[
p∑
k=1
(
ψk,k(0) + 2
m−1∑
d=1
ψk,k(d)
)]1/2
;
(5) By (3.6),
δ7 =
p∑
k=1
(
sup
j∈{1,··· ,λ2
k
}
sup
w∈Dp
∣∣Dg(w) [ek1[j/n2,⌈j/n⌉/n]]∣∣
)
·
√√√√ψk,k(0) + 2m−1∑
d=1
(
1− d
n2
)
(ψk,k(d)).
3.2. Scaled sum of independent vectors with dependent components
The next result treats quantitatively the case of independent p-dimensional
terms with dependent components, whose scaled sum can be compared to a
correlated p-dimensional Brownian Motion:
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Proposition 3.10 (Independent summands with dependent components). Sup-
pose that X1, ..., Xn, where Xi =
(
X
(1)
i , · · · , X(p)i
)
for i = 1, · · · , n, are i.i.d.
random vectors in Rp. Suppose that each has a positive definite symmetric co-
variance matrix Σ ∈ Rp×p and mean zero. Let:
Yn(t) = n
−1/2
⌊nt⌋∑
i=1
Xi, t ∈ [0, 1]
and for B, a standard p-dimensional Brownian Motion, let Z = Σ1/2B. Then,
for any g ∈M :
|Eg(Yn)−Eg(Z)|
≤‖g‖Mn−1/2

√log 2n

 6√5√
π log 2
(
p∑
i=1
Σi,i
)1/2
+
93p1/2√
2 log 2
p∑
i=1
|Σi,i|3/2


+
1
6

p1/2 p∑
m=1
E
∣∣∣X(m)1 ∣∣∣3 + 2 p∑
k,l=1
|Σk,l|
(
p∑
m=1
E
∣∣∣X(m)1 ∣∣∣2
)1/2
+ n−1(log 2n)3/2p1/2
2160√
π(log 2)3/2
p∑
i=1
|Σi,i|3/2
}
.
Remark 3.11. The bound in Proposition 3.10 is of order
√
logn√
n
in n. We
are not aware of any reference providing a bound in a similar setup (i.e. in
the multidimensional version of Donsker’s theorem) but we note that our bound
is of the same order as the bound derived in [Bar90] for the one-dimensional
Donsker’s theorem.
Remark 3.12. If the components are uncorrelated and scaled in Proposition
3.10, i.e. Σ = Ip×p, then the bound simplifies in the following way:
|Eg(Yn)−Eg(Z)|
≤‖g‖Mn−1/2
{√
log 2n
[
6
√
5p1/2√
2 log 2
+
93p3/2√
π log 2
]
+
1
6
(
p1/2
p∑
m=1
E
∣∣∣X(m)1 ∣∣∣3 + 2p3/2
)
+ n−1(log 2n)3/2p3/2
2160√
π(log 2)3/2
}
.
Remark 3.13. For fixed p, by Proposition 2.3, Theorem 3.10 implies that Yn ⇒
Z in the uniform topology as the bound is of order
√
logn√
n
in n. The bound also
converges to 0 as n→∞ as long as p = o (n1/5).
Remark 3.14 (Relevance of terms in the bound). The first term appearing
in the bound in Proposition 3.10 is an analogue of term ǫ6 of Theorem 3.1.
Similarly, the third and fourth term correspond to ǫ1 and ǫ3, respectively. The
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second and the last term are additional terms appearing due to the fact that M
is larger than M1 of (2.2). Since the summands have the limiting covariance
structure a priori, no term corresponds to ǫ4 and since the Xi’s are multiplied
by indicators 1[i/n,1] in the sum Yn = n
−1/2Xi1[i/n,1], no term corresponds to
ǫ7 either. Due to independence between the summands, also no term corresponds
to ǫ2 and ǫ5 (c.f. Remark 3.4).
3.3. Non-degenerate bivariate U-statistics
The next result will be proved using ideas similar to those used to prove The-
orem 3.1. It treats non-degenerate U-statistics. Those, as observed for instance
in [Hal79, Corollary 1], after proper rescaling, represent a process created out
of globally dependent summands and converge to standard Brownian Motion
in distribution under certain conditions. We find a bound for the rate of this
convergence.
We note that in general U-statistics are defined to be random variables of
the form:
Skn(h) =
∑
1≤i1<...<ik≤n
h(Xi1 , ..., Xik), n ≥ 1
for a symmetric real (or complex) function h on Sk (where S is some measurable
space) and a sequence of i.i.d. random variables (Xi)i≥1 taking values in S. Here,
for simplicity, we only consider functions h on S2, yet our analysis can be readily
extended to any k ≥ 2. Also, we only consider non-degenerate U-statistics, i.e.
those with 0 < σ2w = Var(w(X1)) < ∞, where w(x) = E[h(X1, x)]. The reason
is that in the case of degenerate ones (i.e. those satisfying Var(w(X1)) = 0)
the limit in the invariance principle is non-Gaussian (see [Hal79, Corollary 1]),
which is beyond the scope of this paper.
Theorem 3.15 (Non-degenerate bivariate U-statistics). Let X1, X2, ... be i.i.d.
random variables taking values in some measurable space S and let h : S2 → R
be a symmetric function such that E [h(X1, X2)] = 0, E
[
h2(X1, X2)
]
= σ2h <
∞. Also, suppose that, for the function w(x) = E[h(X1, x)], we have that: 0 <
σ2w = Var(w(X1)) <∞ and E|w(X1)|3 <∞. Let:
Yn(t) =
n−3/2
σwt
∑
1≤i1<i2≤⌊nt⌋
h(Xi1 , Xi2), t ∈ [0, 1]
and let Z be a standard Brownian Motion. Then, for any g ∈M2, as defined by
(2.3):
|Eg(Yn)−Eg(Z)| ≤‖g‖M2n−1/2
[(
141 + 16
σ2h
σ2w
+ 12
(
σ2h
σ2w
− 2
)1/2)√
log 3n
+43 +
E|w(X1)|3 + 2σ2wE|w(X1)|
6σ3w
]
.
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Remark 3.16 (Discussion of the bound). The term
E|w(X1)|3+2σ2wE|w(X1)|
6σ3w
ap-
pearing in the bound comes from the comparison of the process given by
Y˜n(t) =
n−3/2
σwt
∑
1≤i1<i2≤⌊nt⌋
(w(Xi1 ) + w(Xi2 )) , t ∈ [0, 1]
and a piecewise constant Gaussian process. It involves a Berry-Esseen-type third
absolute moment component. The remaining terms come from the comparison of
Yn and Y˜n and from the comparison of the piecewise constant Gaussian process
and Brownian Motion for which the Brownian modulus of continuity is used.
The bound is of order
√
logn√
n
in n. We are not aware of any reference provid-
ing a bound on the rate of functional convergence of non-degenerate U-statistics
but we note that our bound is of the same order as the bound obtained in [Bar90]
for the rate of convergence in the classical Donsker’s theorem.
Remark 3.17. By Proposition 2.3, Theorem 3.15 implies that Yn ⇒ Z in the
uniform (and Skorokhod) topology.
Remark 3.18. The bounds in Theorems 3.1, 3.15 and Proposition 3.10 are
not optimised for constants as they are often estimated in a crude manner in
the proofs presented in the section below. The constants are, however, expressed
explicitly, which is often not the case in related pieces of literature. We also have
no information about the optimality of the orders of the obtained bounds.
4. Proofs
The main tool used in the proofs of Theorems 3.1, 3.15 and Proposition 3.10 is
Stein’s method. It can be used in a surprisingly easy way to find a distance of
the processes of interest from certain scaled sums of Gaussian random variables,
which approximate the limiting continuous Gaussian process.
First, we set up Stein’s method for distributions of certain Dp-valued ran-
dom objects expressed as scaled sums of Gaussian random variables. Using a
collection of Ornstein-Uhlenbeck processes with a Gaussian stationary law, we
will construct a process whose stationary law is that of our target distribution.
Then, we will find the infinitesimal generator A of that process and deduce that
Ag = g − Eµg can be used as our Stein equation, where µ is the target law.
This follows from the fact that EµAg = 0 for all g in the domain of A. We will
then solve the Stein equation for all g ∈M , using the analysis of [KDV17], and
use some appealing properties of the Ornstein-Uhlenbeck semigroup to prove
bounds on the derivatives of the solution.
4.1. Setting up Stein’s method
Let n, p ∈ N+ and let Z˜i,k’s be centred Gaussian random variables for i =
1, · · · , n, k = 1, · · · , p. Suppose that
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a) the covariance matrix of
(
Z˜1,1, · · · , Z˜1,p, Z˜2,1, · · · , Z˜2,p, · · · , Z˜n,1, · · · , Z˜n,p
)
is given by Σn ∈ R(np)×(np);
b) Ji,k ∈ D ([0, 1],R), for i = 1, · · · , n, k = 1, · · · , p, are some functions
independent of the Z˜i,k’s.
Let
Dn(t) =

 λ1∑
i=1
Z˜i,1Ji,1(t), · · · ,
λp∑
i=1
Z˜i,pJi,p(t)

 , t ∈ [0, 1], (4.1)
Now let {(Xi,j(u), u ≥ 0) : i = 1, ..., n, j = 1, ...p} be an array of i.i.d.
Ornstein-Uhlenbeck processes with stationary law N (0, 1), independent of the
collection {Ji,k : i = 1, · · · , n, k = 1, · · · , p}. Consider:
U˜ (u) = (Σn)
1/2
(X1,1(u), · · · ,X1,p(u),X2,1(u), · · · ,X2,p(u), · · · ,Xn,1(u), · · ·Xn,p(u))T
for u ≥ 0 and write Ui,j(u) =
(
U˜ (u)
)
p(i−1)+j
. Consider a process:
Wn(t, u) =

 λ1∑
i=1
Ui,1(u)Ji,1(t), · · · ,
λp∑
i=1
Ui,p(u)Ji,p(t)

 , t ∈ [0, 1], u ≥ 0.
The stationary law of the process (Wn(·, u))u≥0 is exactly the law of Dn. We
claim that:
Proposition 4.1. The infinitesimal generator An of the process (Wn(·, u))u≥0
acts on any f ∈M in the following way:
Anf(w) = −Df(w)[w] +ED2f(w) [Dn,Dn] .
Remark 4.2. The generator in Proposition 4.1 can also be written in the fol-
lowing way:
Anf(w) = −Df(w)[w] +
p∑
k,l=1
λk∑
i=1
λl∑
j=1
(Σn)p(i−1)+k,p(j−1)+l ED
2f(w) [ekJi,k, elJj,l] .
Let us prove a lemma that will be used in the proof of Proposition 4.1.
Lemma 4.3. We have, for u ≥ 0, v ≥ 0:
Wn(·, u+ v)− e−vWn(·, u) D= σ(v)Dn(·)
for σ2(v) = 1− e−2v.
Proof. We can construct i.i.d. standard BrownianMotionsBi,j such that (Xi,j(u), u ≥ 0) =(
e−uBi,j(e2u), u ≥ 0
)
(see, for instance [PY18, Subsecion 4.4.3]). Then, writ-
ing Wn =
(
W
(1)
n , · · · ,W(p)n
)
and Dn =
(
D
(1)
n , · · · ,D(k)n
)
we obtain for all
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k = 1, · · · , p:
W(k)n (·, u + v)− e−vW(k)n (·, u)
=
λk∑
i=1
[
Ui,k(u + v)− e−vUi,k(u)
]
Ji,k(·)
=
λk∑
i=1
[(
U˜ (u + v)
)
p(i−1)+k
− e−v
(
U˜ (u)
)
p(i−1)+k
]
Ji,k(·)
(∗)
=
n∑
j=1
p∑
l=1
λk∑
i=1
(
Σ1/2n
)
p(i−1)+k,p(j−1)+l
[
Xj,l(u+ v)− e−vXj,l(u)
]
Ji,k(·)
D
=e−(u+v)
n∑
j=1
p∑
l=1
λk∑
i=1
(
Σ1/2n
)
p(i−1)+k,p(j−1)+l
[
Bj,l
(
e2(u+v)
)
−Bj,l
(
e2u
)]
Ji,k(·)
D
=σ(v)D(k)n (·),
as Bj,l
(
e2(u+v)
)−Bj,l (e2u) ∼ N (0, e2(u+v) − e2u). In the above formula, the
equality (∗) represents the matrix multiplication formula.
Proof of Proposition 4.1. Note that the semigroup of (Wn(·, u))u≥0, acting on
L of Section 2 is defined by:
(Tn,uf)(w) := E [f (Wn(·, u))|Wn(·, 0) = w] = E
[
f
(
we−u + σ(u)Dn(·)
)]
,
(4.2)
where the last equality follows from Lemma 4.3. By (4.2) and Lemma 2.1 we
have that, for every f ∈M :∣∣(Tn,uf)(w)− f(w) −EDf(w)[σ(u)Dn − w(1 − e−u)]
−1
2
ED2f(w)
[
σ(u)Dn − w(1 − e−u), σ(u)Dn − w(1− e−u)
]∣∣∣∣
≤‖f‖ME‖σ(u)Dn − w(1− e−u)‖3
≤K1(1 + ‖w‖3)u3/2
for a constant K1 depending only on f , where the last inequality follows from
the fact that for u ≥ 0, σ3(u) ≤ 3u3/2 and (1− e−u)3 ≤ u3/2. So:∣∣(Tn,uf − f)(w) + uDf(w)[w] − uED2f(w)[Dn,Dn]∣∣
≤
∣∣∣∣(Tn,uf)(w)− f(w) −EDf(w)[σ(u)Dn − w(1 − e−u)]
− 1
2
ED2f(w)[σ(u)Dn − w(1 − e−u), σ(u)Dn − w(1 − e−u)]
∣∣∣∣+ |σ(u)EDf(w)[Dn]|
+
∣∣(u − 1 + e−u)Df(w)[w]∣∣ + ∣∣∣∣
(
σ2(u)
2
− u
)
ED2f(w)[Dn,Dn]
∣∣∣∣
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+
∣∣∣∣(1 − e−u)22 D2f(w)[w,w]
∣∣∣∣ + ∣∣σ(u)(1 − e−u)ED2f(w)[Dn, w]∣∣
≤3u3/2
[
K2(1 + ‖w‖3) +K2(1 + ‖w‖2)‖w‖ +K2(1 + ‖w‖)E‖Dn‖2
+K2(1 + ‖w‖)‖w‖2 + (1 + ‖w‖)‖w‖E‖Dn‖
]
+ |σ(u)EDf(w)[Dn]|
≤K3(1 + ‖w‖3)u3/2, (4.3)
for some constants K2 and K3 depending only on f . The last inequality follows
from the fact that:
EDf(w)[Dn] =
p∑
k=1
λk∑
i=1
EDf(w) [Ji,kek]E[Z˜i,k] = 0.
Therefore, by (4.3), we obtain that:
Anf(w) := lim
uց0
Tn,uf(w)− f(w)
u
= −Df(w)[w] +ED2f(w) [Dn,Dn] ,
as required.
Now we prove the following:
Proposition 4.4. For any g ∈ M such that Eg(Dn) = 0, the Stein equation
Anfn = g is solved by:
fn = φn(g) = −
∫ ∞
0
Tn,ugdu, (4.4)
where (Tn,uf)(w) = E [f (we
−u + σ(u)Dn)]. Furthermore:
A) ‖Dφn(g)(w)‖ ≤ ‖g‖M
(
1 +
2
3
‖w‖2 + 4
3
E‖Dn‖2
)
,
B) ‖D2φn(g)(w)‖ ≤ ‖g‖M
(
1
2
+
‖w‖
3
+
E‖Dn‖
3
)
,
C)
∥∥D2φn(g)(w + h)−D2φn(g)(w)∥∥
‖h‖
≤ sup
w,h∈Dp
‖D2(g + c)(w + h)−D2(g + c)(w)‖
3‖h‖ . (4.5)
for any constant function c : Dp → R and for all w, h ∈ Dp.
Remark 4.5. It is worth noting that obtaining a bound for E‖Dn‖ or E‖Dn‖2
that does not blow up with n → ∞ is not easy, unless Dn is a martingale and
Doob’s L2 inequality can be used and E‖Dn‖2 ≤ E|Dn(1)| = E
√∑p
i=1D
(i)
n (1).
This is, for instance, the case, if Z˜i =
(
Z˜i,1, · · · , Z˜i,p
)
’s are independent and
Ji,k’s are independent.
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Proof. The first part of the proposition follows by the argument used to prove
[KDV17, Proposition 1] upon noting that we can readily substitute Dn in the
place of Z therein due to E‖Dn‖3 being finite. This lets us conclude that the
Stein equation Anfn = g is indeed solved by:
fn = φn(g) = −
∫ ∞
0
Tn,ugdu.
Now, note that for φn defined in (4.4) we get:
φn(g)(w + h)− φn(g)(w)
(4.2)
= −E
∫ ∞
0
[
g
(
(w + h)e−u + σ(u)Dn
)− g (we−u + σ(u)Dn)] du
and so dominated convergence (which can be applied because of [KDV17, (10)])
gives:
Dkφn(g)(w) = −E
∫ ∞
0
e−kuDkg(we−u + σ(u)Dn)du, k = 1, 2. (4.6)
Now, using (4.6) observe that:
A) ‖Dφn(g)(w)‖
≤
∫ ∞
0
e−uE‖Dg(we−u + σ(u)Dn)‖du
≤‖g‖M
∫ ∞
0
(
e−u + 2‖w‖2e−3u + 2E‖Dn‖2(e−u − e−3u)
)
du
≤‖g‖M
(
1 +
2
3
‖w‖2 + 4
3
E‖Dn‖2
)
,
B) ‖D2φn(g)(w)‖
≤
∫ ∞
0
e−2uE
∥∥D2g(we−u + σ(u)Dn)∥∥ du
≤‖g‖M
∫ ∞
0
e−2u(1 +E‖we−u + σ(u)Dn‖)du
≤‖g‖M
(
1
2
+
‖w‖
3
+
E‖Dn‖
3
)
,
C)
‖D2φn(g)(w + h)−D2φn(g)(w)‖
‖h‖
≤‖h‖−1
∥∥∥∥E
∫ ∞
0
e−2uD2g((w + h)e−u + σ(u)Dn)− e−2uD2g(we−u + σ(u)Dn)du
∥∥∥∥
≤ sup
w,h∈Dp
‖D2g(w + h)−D2g(w)‖
‖h‖
∫ ∞
0
e−2ue−udu
= sup
w,h∈Dp
‖D2(g + c)(w + h)−D2(g + c)(w)‖
3‖h‖ ,
uniformly in g ∈M , for any constant c, which proves (4.5).
Miko laj J. Kasprzak/Multivariate Brownian approximations via Stein’s method 25
4.2. An auxiliary result
We now move to proving the main results of the paper. We start with an auxil-
iary lemma in which we use Stein’s method combined with Taylor expansions to
bound the distance between Yn, as defined in Theorem 3.1 and Dn, as defined
in (4.1). This result is of independent interest and will be used in all the proofs
in this Section.
Lemma 4.6. Consider the setup of Theorem 3.1. Let Dn be defined as in (4.1)
for the covariance matrix Σn equal to the covariance matrix of
(X1,1, · · · , X1,p, · · · , Xn,1, · · · , Xn,p). Let g ∈M , as defined in Section 2. Then:
|Eg(Yn)−Eg(Dn)|
≤‖g‖M
6
n∑
i=1
E



 p∑
k,l,m=1

(Xi,k)2 ‖Ji,k‖21[1,λk](i)

∑
j∈Ai
Xj,l‖Jj,l‖1[1,λl](j)

2
·

∑
j∈Ai
Xj,m‖Jj,m‖1[1,λm](j)

2




1/2


+
‖g‖M
3
n∑
i=1
∑
j∈Ai
p∑
k,l=1
E



 p∑
m=1
(
Xi,k ‖Ji,k‖Xj,l ‖Jj,l‖1[1,λk](i)1[1,λl](j)
·
∑
r∈Aj∩Aci
Xr,m‖Jr,m,n‖1[1,λm](r)

2


1/2


+
‖g‖M
3
n∑
i=1
∑
j∈Ai
p∑
k,l=1

E [|Xi,kXj,l|]1[1,λk](i)1[1,λl](j)
· E

‖Ji,k‖ ‖Jj,l‖
√√√√√ p∑
m=1

 ∑
r∈Ai∪Aj
Xr,m‖Jr,m‖1[1,λm](r)

2



 .
The proof of Lemma 4.6 is based on manipulating the Stein operator, given
in Proposition 4.4, using Taylor’s theorem.
Proof of Lemma 4.6. Let gn = g−Eg(Dn) and fn = φn(gn), as defined in (4.4).
From Proposition 4.1 we know that:
|Eg(Yn)−Eg(Dn)| =
∣∣
E
[
Dfn(Yn) [Yn]−D2fn(Yn) [Dn,Dn]
]∣∣ .
Let
Yjn =
∑
k∈Ac
j
(
Xk,11[1,λ1](k)Jk,1, · · · , Xk,p1[1,λp](k)Jk,p
)
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and
Yijn =
∑
k∈Ac
j
∩Ac
i
(
Xk,11[1,λ1](k)Jk,1, · · · , Xk,p1[1,λp](k)Jk,p
)
.
Hence, Yjn is independent of Xj for all j and Y
ij
n is independent of Xi and Xj
for all i, j. Therefore
EDfn(Y
i
n)
[(
Xi,11[1,λ1](i)Ji,1,, · · · , Xi,p1[1,λp](i)Ji,p
)]
= 0.
For {ek : k = 1, · · · , p} denoting the elements of the canonical basis of Rp and
for i ∈ {1, · · · , n}, we have the following identities and inequalities (note that
inequality (∗) follows from Taylor’s theorem and (4.5)C)):∣∣∣∣∣∣EDfn(Yn)
[(
Xi,11[1,λ1](i)Ji,1, · · · , Xi,p1[1,λp](i)Ji,p
)]
−E

∑
j∈Ai
p∑
k,l=1
(
Xi,k1[1,λk](i)
) (
Xj,l1[1,λl](j)
)
D2fn(Y
i
n) [ekJi,k, elJj,l]


∣∣∣∣∣∣
=
∣∣∣∣∣∣EDfn(Yn)
[(
Xi,11[1,λ1](i)Ji,1, · · · , Xi,p1[1,λp](i)Ji,p
)]
−EDfn(Yin)
[(
Xi,11[1,λ1](i)Ji,1, · · · , Xi,p1[1,λp](i)Ji,p
)]
−ED2fn(Yin)

 (Xi,11[1,λ1](i)Ji,1, · · · , Xi,p1[1,λp](i)Ji,p) ,
∑
j∈Ai
(
Xj,11[1,λ1](j)Jj,1, · · ·Xj,p1[1,λp](j)Jj,p
)
∣∣∣∣∣∣
(∗)
≤ ‖g‖M
6
E

∥∥(Xi,11[1,λ1](i)Ji,1, · · · , Xi,p1[1,λp](i)Ji,p)∥∥
·
∥∥∥∥∥∥
∑
j∈Ai
(
Xj,11[1,λ1](j)Jj,1, · · · , Xj,p1[1,λp](j)Jj,p
)∥∥∥∥∥∥
2


≤‖g‖M
6
E



 p∑
k,l,m=1

(Xi,k)2 ‖Ji,k‖21[1,λk](i)

∑
j∈Ai
Xj,l‖Jj,l‖1[1,λl](j)

2
·

∑
j∈Ai
Xj,m‖Jj,m‖1[1,λm](j)

2




1/2

 . (4.7)
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Furthermore, for all i, j ∈ {1, · · · , n},∣∣
E
[
Xi,k1[1,λk](i)Xj,l1[1,λl](j)D
2fn(Y
i
n) [ekJi,k, elJj,l]
]
−E [Xi,k1[1,λk](i)Xj,l1[1,λl](j)D2fn(Yi,jn ) [ekJi,k, elJj,l]]∣∣
(4.5)C)
≤ ‖g‖M
3
E



 p∑
m=1
(
Xi,k ‖Ji,k‖Xj,l ‖Jj,l‖1[1,λk](i)1[1,λl](j)
·
∑
r∈Aj∩Aci
Xr,m‖Jr,m,n‖1[1,λm](r)

2


1/2

 (4.8)
and ∣∣
E
[
Xi,k1[1,λk](i)Xj,l1[1,λl](j)D
2fn(Y
i,j
n ) [ekJi,k, elJj,l]
]
−E [Xi,kXj,l]1[1,λk](i)1[1,λl](j)E
[
D2fn(Yn) [ekJi,k, elJj,l]
]∣∣
(4.5)C)
≤ ‖g‖M
3
E [|Xi,kXj,l|]1[1,λk](i)1[1,λl](j)
·E

‖Ji,k‖ ‖Jj,l‖
√√√√√ p∑
m=1

 ∑
r∈Ai∪Aj
Xr,m‖Jr,m‖1[1,λm](r)

2

 . (4.9)
Summing 4.7 over i = 1, · · · , n and 4.8 and 4.9 over i = 1, · · · , n, j ∈ Ai and
k, l = 1, · · · , p will give us a bound on |EAng(Yn)|, as defined in Proposition
4.1, i.e. a bound on |Eg(Yn)−Eg(Dn)|.
4.3. Proof of Theorem 3.1
In the proof of Theorem 3.1 below, we will use auxiliary processes D˜n and A˜n. In
order to define them, we let
(
Z˜1,1, · · · , Z˜1,p, Z˜2,1, · · · , Z˜2,p, · · · , Z˜n,1, · · · , Z˜n,p
)
be a centred Gaussian vector with the same covariance as that of
(X1,1, · · · , X1,p, · · · , Xn,1, · · · , Xn,p). For i = 1, · · · , n, we also let (Zi,1, · · · , Zi,p)’s
be i.i.d. Gaussian vectors with mean zero and covariance Σ, independent of the
Ji,k’s and Xi,k’s for i = 1, · · · , n, k = 1, · · · , p. The auxiliary processes are
defined for t ∈ [0, 1] in the following way:
D˜n(t) =

 λ1∑
i=1
Z˜i,11[i/λ1,1](t), · · · ,
λp∑
i=1
Z˜i,p1[i/λp,1](t)

 ; (4.10)
A˜n(t) =

 1√
λ1
λ1∑
i=1
Zi,11[i/λ1,1](t), · · · ,
1√
λp
λp∑
i=1
Zi,p1[i/λp,1](t)

 . (4.11)
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Step 1 of the proof below makes a straightforward use of the Mean Value
Theorem to bound the distance between Dn, as defined by (4.1) and D˜n. In
Step 2 the distance between D˜n and A˜n is bounded using bounds on the
distance between two multivariate Gaussian distributions ([RR09, Proposition
2.8]). In Step 3 we couple A˜n and Z in order to obtain a bound on E‖A˜n−Z‖
and then apply the Mean Value Theorem again to bound |Eg(A˜n)−Eg(Z)| for
all g ∈M1. Those three steps combined with Lemma 4.6 yield the assertion. In
short:
|Eg(Yn)−Eg(Z)| ≤ |Eg(Yn)−Eg(Dn)|︸ ︷︷ ︸
Lemma 4.6
+
∣∣∣Eg(Dn)−Eg(D˜n)∣∣∣︸ ︷︷ ︸
Step 1
+
∣∣∣Eg(D˜n)−Eg(A˜n)∣∣∣︸ ︷︷ ︸
Step 2
+
∣∣∣Eg(A˜n)−Eg(Z)∣∣∣︸ ︷︷ ︸
Step 3
.
Proof of theorem 3.1.
Step 1. Note that, for Dn of Lemma 4.6 and D˜n of (4.10),∣∣∣Eg(Dn)−Eg(D˜n)∣∣∣
≤‖g‖M1E‖Dn − D˜n‖
≤‖g‖M1E

 supt∈[0,1]
√√√√ p∑
k=1
[
λk∑
i=1
Z˜i,k
(
Ji,k(t)− 1[i/λk,1](t)
)]2
≤‖g‖M1
p∑
k=1
λk∑
i=1
E|Z˜i,k|E
∥∥Ji,k − 1[i/λk,1]∥∥
=‖g‖M1
p∑
k=1
λk∑
i=1
√
E [(Xi,k)2]E
∥∥Ji,k − 1[i/λk,1]∥∥ , (4.12)
giving ǫ7.
Step 2. Let λ =
∑p
k=1 λk and consider function f : R
λn → Dp[0, 1] given
by:
f
(
x1,1, · · · , xλ1,1, · · · , x1,p, · · · , xλp,p
)
=

 λ1∑
i=1
xi,11[i/λ1,1], · · · ,
λp∑
i=1
xi,p1[i/λp,1]

 .
This function is twice Fre´chet differentiable with:
A) Df(x)[(h1,1, · · · , hλ1,1, · · · , h1,p, · · · , hλp,p)]
=

 λ1∑
i=1
hi,11[i/λ1,1], · · · ,
λp∑
i=1
hi,p1[i/λp,1]


B) D2f(x)[h(1), h(2)] = 0
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for all x, h = (h1,1, · · · , hλ1,1, · · · , h1,p, · · · , hλp,p), h(1), h(2) ∈ Rnp. We notice
that for the canonical basis vectors ei, ej ∈ Rnp we have:∣∣D2(g ◦ f)(x)[ei, ej ]∣∣ = ∣∣D2g(f(x))[Df(x)[ei], Df(x)[ej ]]∣∣ ≤ sup
w∈D
‖D2g(w)‖
for all x ∈ Rnp. Therefore, we can apply [RR09, Proposition 2.8] to the function
g ◦ f and, recalling the definitions of D˜n of (4.10) and A˜n of (4.11), obtain
|Eg(A˜n)−Eg(D˜n)|
≤1
2
‖g‖M1
p∑
k,l=1

 λk∑
i=1
∑
j∈Ai\{i}
|E [Xi,kXj,l]|+
λk∧λl∑
i=1
∣∣∣∣ Σk,l√λkλl −E[Xi,kXi,l]
∣∣∣∣

 ,
(4.13)
giving ǫ4 + ǫ5.
Step 3. We now realise a p-dimensional Brownian Motion B and let Z =
Σ1/2B. We also let
A˜(j)n (t) = Z
(j) (l/λj) , for t ∈ [l/λj , (l + 1)/λj)
for every j = 1, · · · , p, which agrees in distribution with our original definition
(4.11) of A˜n =
(
A˜
(1)
n , · · · , A˜(p)n
)
. Now, note that, using Jensen’s inequality , we
have:
E‖A˜n − Z‖ ≤
(
p∑
i=1
E
∥∥∥A˜(i)n − Z(i)∥∥∥2
)1/2
=
√√√√ p∑
i=1
E sup
t∈[0,1]
∣∣∣∣Z(i)(t)− Z(i)
(⌊λit⌋
λi
)∣∣∣∣2
≤
(
p∑
i=1
Σi,i
)1/2√√√√ p∑
i=1
E sup
t∈[0,1]
∣∣∣∣B(i)(t)−B(i)
(⌊λit⌋
λi
)∣∣∣∣2
≤ 6
√
5√
2 log 2


√√√√ p∑
i=1
log (2λi)
λi

( p∑
i=1
Σi,i
)1/2
,
where the third inequality follows because
∥∥Σ1/2∥∥
2
=
√
λmax (Σ) ≤ (
∑p
i=1Σi,i)
1/2
,
where λmax (Σ) denotes the largest eigenvalue of Σ and the last inequality follows
by [FN10, Lemma 3]. Therefore:
|Eg(A˜n)−Eg(Z)|
MVT≤ sup
w∈Dp
‖Dg(w)‖E‖Z− A˜n‖
≤‖g‖M1 6
√
5√
2 log 2


√√√√ p∑
i=1
log (2λi)
λi

( p∑
i=1
Σi,i
)1/2
,
(4.14)
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giving ǫ6.
Now, Lemma 4.6 (which gives ǫ1 + ǫ2 + ǫ3), combined with (4.13), (4.12),
(4.14), yields the assertion.
4.4. Proof of Proposition 3.6
In the proof of Proposition 3.6 below, we will use auxiliary processes D¯n, Dˆn and
A˜n. In order to define them, we let
(
Z˜1,1, · · · , Z˜1,p, Z˜2,1, · · · , Z˜2,p, · · · , Z˜n2,1, · · · , Z˜n2,p
)
be a centred Gaussian vector with the same covariance as that of(
X1,1, · · · , X1,p, · · · , Xn2,1, · · · , Xn2,p
)
. For i = 1, · · · , n, we also let (Zi,1, · · · , Zi,p)’s
be i.i.d. Gaussian vectors with mean zero and covariance Σ, independent of the
Xi,k’s for i = 1, · · · , n2, k = 1, · · · , p. The auxiliary processes are defined for
t ∈ [0, 1] in the following way:
D¯n(t) = =

 λ21∑
i=1
Z˜i,11[i/λ21,1](t), · · · ,
λ2p∑
i=1
Z˜i,p1[i/λ2p,1](t)

 ; (4.15)
Dˆn(t) =

 λ21∑
i=1
Z˜i,11[⌈i/λ1⌉/λ1,1](t), · · · ,
λ2p∑
i=1
Z˜i,p1[⌈i/λp⌉/λp,1](t)

 ; (4.16)
A˜n(t) =

 1√
λ1
λ1∑
i=1
Zi,11[i/λ1,1](t), · · · ,
1√
λp
λp∑
i=1
Zi,p1[i/λp,1](t)

 . (4.17)
Proof of Proposition 3.6. It follows from Lemma 4.6 that for D¯n of (4.15),∣∣
Eg(Yn)−Eg(D¯n)
∣∣ ≤ ‖g‖M1(δ1 + δ2 + δ3). (4.18)
Furthermore for Dˆn of (4.16), it follows from the Mean Value Theorem that∣∣∣E [g(D¯n)− g(Dˆn)]∣∣∣
≤E sup
w∈Dp
∣∣∣∣∣∣Dg(w)



 λ21∑
i=1
Z˜i,11[i/λ21,⌈i/λ1⌉/λ1], · · · ,
λ2p∑
i=1
Z˜i,p1[i/λ2p,⌈i/λp⌉/λp]




∣∣∣∣∣∣
=E sup
w∈Dp
∣∣∣∣∣∣
p∑
k=1
λ2k∑
i=1
Z˜i,kDg(w)
[
ek1[i/λ2k,⌈i/λk⌉/λk]
]∣∣∣∣∣∣
≤
p∑
k=1


(
sup
j∈{1,··· ,λ2
k
}
sup
w∈Dp
∣∣∣Dg(w) [ek1[j/λ2k ,⌈j/λk⌉/λk]
]∣∣∣
)
E
∣∣∣∣∣∣
λ2k∑
i=1
Z˜i,k
∣∣∣∣∣∣


≤
p∑
k=1
(
sup
j∈{1,··· ,λ2
k
}
sup
w∈Dp
∣∣∣Dg(w) [ek1[j/λ2k,⌈j/λk⌉/λk]
]∣∣∣
)√√√√√√E



 λ2k∑
i=1
Xi,k

2

.
(4.19)
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Next, note that
Dˆn =

 λ1∑
i=1

 iλ1∑
j=(i−1)λ1+1
Z˜j,1


1[i/λ1,1], · · · ,
λp∑
i=1

 iλp∑
j=(i−1)λp+1
Z˜j,p


1[i/λp,1]

 .
and therefore, by an argument analogous to that used in Step 2 of the proof of
Theorem 3.1, we obtain that∣∣∣Eg(A˜n)−Eg(Dˆn)∣∣∣
≤‖g‖M1
2
p∑
k,l=1


λk∧λl∑
i=1
∣∣∣∣∣∣ Σk,l√λkλl −
iλk∑
j1=(i−1)λk+1
iλl∑
j2=(i−1)λl+1
E[Xj1,kXj2,l]
∣∣∣∣∣∣
+
∑
i1∈{1,··· ,λk}
i2∈{1,··· ,λl}\{i1}
∣∣∣∣∣∣
i1λk∑
j1=(i1−1)λk+1
i2λl∑
j2=(i2−1)λl+1
E[Xj1,kXj2,l]
∣∣∣∣∣∣

 .
(4.20)
Finally, by Step 3 of the proof of Theorem 3.1,
∣∣∣Eg(A˜n)−Eg(Z)∣∣∣ ≤ ‖g‖M1 6
√
5√
2 log 2
√√√√( p∑
i=1
log(2λi)
λi
)(
p∑
i=1
Σi,i
)
. (4.21)
The result now follows from (4.18), (4.19), (4.20) and (4.21).
4.5. Proof of Proposition 3.10
The proof of Proposition 3.10 below is similar to that of Lemma 4.6 and Step
3 of the proof of Theorem 3.1. Due to the independence of the summands, the
bound on the distance between Yn and the pre-limiting Gaussian process has
a simpler form than the one appearing in Theorem 3.1. We now work with all
g ∈ M , contrary to what is done in the proof of Theorem 3.1. Hence, we need
to bound both the first and second moment of the supremum distance between
the pre-limiting process and the correlated Brownian Motion. This is necessary
for the Mean Value Theorem to be applied in the final step.
Proof of Proposition 3.10. Let Dn be as in (4.1) with Σn such that the vectors(
Z˜i
)n
i=1
are i.i.d with the same covariance structure as that of (Xi)
n
i=1 and for
all i = 1, · · · , n and k = 1, · · · , p, Ji,k = 1[i/n,1]. Let g ∈M , gn = g−E[g(Dn)],
fn = φn(gn), as in (4.4).
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Note that for Yjn = Yn − 1√nXj1[j/n,1], j = 1, · · · , n, Yjn is independent of
Xj and∣∣∣∣∣∣n−1/2EDfn(Yn)
[
Xj1[j/n,1]
]− n−1 p∑
k,l=1
Σk,lED
2fn(Y
j
n)
[
ek1[j/n,1], el1[j/n,1]
]∣∣∣∣∣∣
=
∣∣∣n−1/2EDfn(Yn) [Xj1[j/n,1]]− n−1/2EDfn(Yjn) [Xj1[j/n,1]]
−n−1ED2fn(Yjn)
[
Xj1[j/n,1], Xj1[j/n,1]
]∣∣
≤n−3/2 ‖g‖M
6
E
∥∥Xj1[j/n,1]∥∥3
=n−3/2
‖g‖M
6
E
[((
X
(1)
j
)2
+ · · ·+
(
X
(p)
j
)2)3/2]
≤p1/2n−3/2 ‖g‖M
6
p∑
m=1
E
∣∣∣X(m)j ∣∣∣3 , (4.22)
where the first inequality follows by (4.5)C) and Taylor’s theorem. Also, by
(4.5)C): ∣∣∣∣∣∣n−1
p∑
k,l=1
Σk,lED
2fn(Y
j
n)
[
ek1[j/n,1], el1[j/n,1]
]
−n−1
p∑
k,l=1
Σk,lED
2fn(Yn)
[
ek1[j/n,1], el1[j/n,1]
]∣∣∣∣∣∣
≤n−3/2 ‖g‖M
3
p∑
k,l=1
|Σk,l|
(
p∑
m=1
E
∣∣∣X(m)j ∣∣∣2
)1/2
. (4.23)
Let us now realise a p-dimensional Brownian Motion B and let Z = Σ1/2B.
We realise it in such a way that Σ−1/2Dn(j/n) = B(j/n) for every j = 1, ..., n,
which agrees in distribution with our original definition of Dn. Now, note that,
by [FN10, Lemma 3] and Doob’s L3 inequality:
A) E‖Z−Dn‖ ≤
√√√√ p∑
i=1
E
∥∥∥Z(i) −D(i)n ∥∥∥2 ≤ 6√5√
2 log 2
n−1/2
√
log 2n
(
p∑
i=1
|Σi,i|
)1/2
;
B) E‖Z−Dn‖3 ≤p1/2
p∑
i=1
E‖Z(i) −D(i)n ‖3
≤p1/2 1080√
π(log 2)3/2
n−3/2(log 2n)3/2
p∑
i=1
|Σi,i|3/2 ;
C) (E‖Z‖3)2/3 ≤
(
p1/2
p∑
i=1
E‖Z(i)‖3
)2/3
≤ 9p
1/3
2π1/3
(
p∑
i=1
|Σi,i|3/2
)2/3
.
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Therefore:
|Eg(Dn)−Eg(Z)|
MVT≤ E
[
sup
c∈[0,1]
‖Dg(Z˜+ c(Dn − Z))‖‖Z−Dn‖
]
≤‖g‖ME
[
sup
c∈[0,1]
(1 + ‖Z+ c(Dn − Z)‖2)‖Z−Dn‖
]
≤‖g‖M
{
E‖Z−Dn‖+ 2E‖Z−Dn‖3 + 2(E‖Z‖3)2/3(E‖Dn − Z‖3)1/3
}
≤‖g‖M

n−1/2√log 2n

 6√5√
2 log 2
(
p∑
i=1
|Σi,i|
)1/2
+
54 · 51/3p1/2√
π log 2
p∑
i=1
|Σi,i|3/2


+n−3/2(log 2n)3/2p1/2
2160√
π(log 2)3/2
p∑
i=1
|Σi,i|3/2
}
. (4.24)
We now sum (4.22) and (4.23) and sum them over j, which, combined with
(4.24) yields the result.
4.6. Proof of Theorem 3.15
In Step 1 of the proof of Theorem 3.15 below, we consider a scaled sum of
i.i.d random variables w(Xi) and apply Lemma 4.6 together with an argument
similar to Step 1 and Step 3 of the proof of Theorem 3.1 in order to bound
the distance between this scaled sum and Z. In Step 2 we bound the distance
between this scaled sum and our original process Yn by bounding the second
moment of the supremum distance between them and then using the Mean Value
Theorem.
Proof of Theorem 3.15. Let g ∈M2.
Step 1. As in the proof of the invariance principle for U-statistics of [Hal79],
we start by considering the behaviour of the following process (Y˜n(t), t ≥ 0):
Y˜n(t) =
n−3/2
σwt
∑
1≤i1<i2≤⌊nt⌋
(w(Xi1 ) + w(Xi2 )) =
1√
nσw
n∑
i=1
w(Xi)Ji,n(t),
where Ji,n(t) =
(⌊nt⌋−1)1[i/n,1](t)
nt . Recall that w(x) = Eh(X1, x). Let An(t) =
n−1/2
∑n
i=1 ZiJi,n(t) and Aˆn(t) = n
−1/2∑⌊nt⌋
i=1 Zi, where Zi
i.i.d.∼ N (0, 1).
Note that Lemma 4.6 readily yields that:∣∣∣Eg(Yˆn)−Eg(An)∣∣∣ ≤ ‖g‖M
6σ3w
n−1/2
(
E |w(X1)|3 + 2σ2wE|w(X1)|
)
, (4.25)
as ‖Ji,n‖ ≤ 1 for all i, n ∈ N and w(Xi)’s for i = 1, · · · , n are independent.
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We see that, by Doob’s L2 inequality, we have for every m:
E
[
max
1≤l≤m
∣∣∣∣∣
l∑
i=1
Zi
∣∣∣∣∣
]2
≤ 4m = 4
m∑
i=1
1.
Therefore, using [Faz14, Theorem1] for inequality (∗), we obtain:
A) E‖An − Aˆn‖2 ≤n−1E
[
max
1≤l≤n
∣∣∣∣ l − 1l + 1 − 1
∣∣∣∣
∣∣∣∣∣
l∑
i=1
Zi
∣∣∣∣∣
]2
≤n−12E
[
max
1≤l≤n
∣∣∣∣∣
∑l
i=1 Zi
l + 1
∣∣∣∣∣
]2
(∗)
≤32n−1
n∑
i=1
1
i2
≤16π
2
3
n−1
B) E‖An − Aˆn‖ ≤
√
E‖An − Aˆn‖2 ≤ 4π√
3
n−1/2. (4.26)
Doob’s L2 inequality readily gives us:
E‖Aˆn‖2 = E

( max
1≤m≤n
m− 1
m
n−1
∣∣∣∣∣
m∑
i=1
Zi
∣∣∣∣∣
)2 ≤ 4. (4.27)
It follows that:
|Eg(An)−Eg(Aˆn)|
≤E
[
sup
c∈[0,1]
‖Dg((1− c)Aˆn + cAn)‖‖An − Aˆn‖
]
≤‖g‖M2E
[
sup
c∈[0,1]
(1 + ‖Aˆn + c(An − Aˆn)‖)‖An − Aˆn‖
]
≤‖g‖M2
(
E‖An − Aˆn‖+E‖An − Aˆn‖2 +
√
E‖Aˆn‖2
√
E‖An − Aˆn‖2
)
≤‖g‖M2
(
12π√
3
n−1/2 +
16π2
3
n−1
)
, (4.28)
where the first inequality follows from the Mean Value Theorem and the last
one follows from (4.26) and (4.27). Also, by [FN10, Lemma 3] and Doob’s L2
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inequality:
A) E‖An − Z‖ ≤ 30√
π log 2
n−1/2
√
log 2n
B) E‖An − Z‖2 ≤ 90
log 2
n−1 log 2n
C) E‖Z‖2 ≤ 4
and therefore:
|Eg(An)−Eg(Z)|
≤‖g‖M2
(
E‖An − Z‖ +E‖An − Z‖2 +
√
E‖Z‖2
√
E‖An − Z‖2
)
≤‖g‖M2n−1/2
[(
30√
π log 2
+
12
√
5√
2 log 2
)√
log 2n+
90
log 2
n−1/2 log 2n
]
. (4.29)
Step 2. We now wish to find a bound on |Eg(Y˜n)−Eg(Yn)|. Note that:
Yn − Y˜n = n
−3/2
σwt
∑
1≤i1<i2≤⌊nt⌋
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2 )) .
Let φ2h = Eh
2(X1, X2). First, note that, if µ = L(X1) (i.e. µ is the law of X1),
E [(h(X1, X2)− w(X1)− w(X2)) (h(X1, X3)− w(X1)− w(X3))]
=E [h(X1, X2)h(X1, X3)]− 2E [h(X1, X2)w(X1)] +Ew2(X1)
=
∫ ∫ ∫
h(x, y)h(x, z)µ(dx)µ(dy)µ(dz)
− 2
∫ ∫
h(x, y)
∫
h(x, z)µ(dz)µ(dx)µ(dy)
+
∫ ∫
h(x, y)µ(dy)
∫
h(x, z)µ(dz)µ(dx) = 0,
where the first equality follows by the fact that w(X2) is independent of h(X1, X3),
w(X1) and w(X3), w(X3) is independent of h(X1, X2), w(X1) and w(X2), and
Ew(X2) = Ew(X3) = 0. Therefore:
E

 ∑
1≤i1<i2≤m
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2))

2
=
(
m
2
)
E [h(X1, X2)− w(X1)− w(X2)]2
=
(
m
2
)[
σ2h + 2σ
2
w − 4
∫ ∫
h(x, y)
∫
h(x, z)µ(dz)µ(dx)µ(dy)
]
=
(
m
2
)
(σ2h − 2σ2w). (4.30)
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Now,
∑
1≤i1<i2≤m (h(Xi1 , Xi2)− w(Xi1 )− w(Xi2 )) is a martingale with respect
to the filtration σ(X1, ..., Xm). Indeed:
E

 ∑
1≤i1<i2≤m+1
(h(Xi1 , Xi2)− w(Xi1)− w(Xi2 ))
∣∣∣∣∣∣X1, ..., Xm


=
∑
1≤i1<i2≤m
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2))
+E
[
m∑
i=1
(h(Xi, Xm+1)− w(Xi)− w(Xm+1))
∣∣∣∣∣X1, ..., Xm
]
=
∑
1≤i1<i2≤m
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2)) +
m∑
i=1
(E [h(Xi, Xm+1)|Xi]− w(Xi))
=
∑
1≤i1<i2≤m
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2)) .
Hence, Doob’s inequalities give us, for every m, such that 1 ≤ m ≤ n:
E

 max
1≤l≤m
∣∣∣∣∣∣
∑
1≤i1<i2≤l
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2 ))
∣∣∣∣∣∣

2 (4.30)≤ 4(m
2
)
(σ2h − 2σ2w).
Then, by [Faz14, Theorem 1], applied with βi = αi = i and r = 2, and using
the fact that
(
m
2
)
=
∑m
i=1(i − 1), we obtain:
E‖Yn − Y˜n‖2 =n
−3
σ2w
E

 sup
t∈[0,1]
∣∣∣∣∣∣t−1
∑
1≤i1<i2≤⌊nt⌋
(h(Xi1 , Xi2)− w(Xi1 )− w(Xi2 ))
∣∣∣∣∣∣
2


=
n−1
σ2w
E

 max
1≤l≤n
l−1
∣∣∣∣∣∣
∑
1≤i1<i2≤l
(h(Xi1 , Xi2)− w(Xi1)− w(Xi2 ))
∣∣∣∣∣∣

2
≤16
(
σ2h
σ2w
− 2
) n∑
i=1
1
i
n−1 ≤ 16
(
σ2h
σ2w
− 2
)
n−1 log 3n. (4.31)
Also, by Doob’s L2 inequality:
E‖Y˜n‖2 =n−3E

 sup
t∈[0,1]
∣∣∣∣∣∣⌊nt⌋ − 1t
⌊nt⌋∑
i=1
w(Xi)
σw
∣∣∣∣∣∣

2 = n−1E
[
sup
1≤l≤n
∣∣∣∣∣ l − 1l
l∑
i=1
w(Xi)
σw
∣∣∣∣∣
]2
≤ 4.
(4.32)
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Therefore:
|Eg(Yn)−Eg(Y˜n)|
≤E
[
sup
c∈[0,1]
‖Dg
(
(1 − c)Y˜n + cYn
)
‖‖Yn − Y˜n‖
]
≤‖g‖M2E
[
sup
c∈[0,1]
(1 + ‖Y˜n + c(Yn − Aˆn)‖)‖Yn − Y˜n‖
]
≤‖g‖M2
(
E‖Yn − Y˜n‖+E‖Yn − Y˜n‖2 +
√
E‖Y˜n‖2
√
E‖Yn − Y˜n‖2
)
≤‖g‖M2
(
12
(
σ2h
σ2w
− 2
)1/2
n−1/2
√
log 3n+ 16
(
σ2h
σ2w
− 2
)
n−1 log 3n
)
, (4.33)
where the first inequality follows from the Mean Value Theorem and the last
one follows by (4.31) and (4.32).
We combine (4.25), (4.28), (4.29) and (4.33) to obtain the assertion.
Remark 4.7. While, in the proof of Theorem 3.15 above, it is possible to obtain
a bound on |Eg(Y˜n) − Eg(Z)| for any g ∈ M , using methods analogous to
those which let us prove Theorem 3.1, the situation becomes more complicated
when it comes to approximating the remainder. This is because using Doob’s L3
inequality and [Faz14, Corollary 1] for E‖Yn − Y˜n‖3 gives a bound which does
not converge to 0 with n. Therefore, in (4.33) we cannot go beyond the second
moment of ‖Yn − Y˜n‖. Hence, for our technique of proof, it is necessary that
we assume g ∈M2, as defined by (2.3).
Remark 4.8. The stronger assumption of g ∈ M1 in Theorem 3.15 would
simplify its proof. Namely, using the notation of the proof of Theorem 3.15, we
could treat Yˆn as a scaled sum of i.i.d. mean zero, variance 1 random variables
w(Xi)
σw
. Using (4.26) and applying Theorem 3.1 gives:∣∣∣Eg(Y˜n)−Eg(Z)∣∣∣ ≤ ‖g‖M1
2
n−1/2
(
E|w(X1)|3
σ3w
+ 8 + 10
√
log 2n
)
and (4.33) could be substituted with:∣∣∣Eg(Yn)−Eg(Y˜n)∣∣∣ ≤ ‖g‖M1E‖Yn−Y˜n‖ (4.31)≤ ‖g‖M ( σ2h
σ2w
− 2
)1/2
4
√
log 3n
n1/2
.
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A. Appendix: Proof of Proposition 2.3
As in the proof of [BJ09, Proposition 3.1], we note that, by Skorokhod’s rep-
resentation theorem, Zn and Z can be defined on the same probability space
in such a way that ‖Zn − Z‖ n→∞−−−−→ 0 a.s. (as Z is continuous). The fact that
C([0, 1],Rp) equipped with norm ‖ · ‖ is separable, by the Stone-Weierstrass
theorem, lets us use the argument of the proof of the Skorokhod representa-
tion theorem presented in [Bil99, Chapter 5] and conclude that it is enough
to show that P[Yn ∈ B] → P[Z ∈ B] for all sets B =
⋂
1≤l≤LBl, where
Bl = {w ∈ Dp : ‖w − sl‖ < γl}, sl ∈ C([0, 1],Rp) and γl is such that
P[Z ∈ ∂Bl] = 0. Let us fix such a set B.
Let φ : R+ → [0, 1] be a non-increasing, three times continuously differen-
tiable function satisfying, φ(x) = 1 for x ≤ 0 and φ(x) = 0 for x ≥ 1 and fix
some 0 < ǫ, ηn ≤ 1, pn ≥ 4. Define gl,n : Dp → R by:
gl,n(w) = φ


∥∥∥∥√(ǫγl)2 +∑pi=1 ((w − sl)(i))2
∥∥∥∥
pn
− γl
√
1 + ǫ2
ηn

 , (A.1)
where ‖w‖pn :=
(∫ 1
0 |w(t)|pndt
)1/pn
for any w ∈ Dp. We have the following
result:
Lemma A.1. For any finite L:∥∥∥∥∥
L∏
l=1
gl,n
∥∥∥∥∥
M0
≤ C˜p2nη−3n . (A.2)
for a constant C˜ independent of pn and ηn (which might depend on ǫ or γl’s).
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Proof. First, φ, φ′, φ′′, φ′′′ are all everywhere continuous and constant outside of
the compact interval [0, 1] and therefore bounded. Therefore also |φ
′′(x+h)−φ′′(x)|
|h|
must be uniformly bounded.
Furthermore, let
f(w) =
∥∥∥∥√(ǫγl)2 +∑pi=1 ((w − sl)(i))2
∥∥∥∥
pn
ηn
, (A.3)
and denote by | · | the Euclidean norm, and by 〈·〉 the Euclidean inner product.
Step 1: Bounding the first derivative of f of (A.3)
We have that, for any h ∈ Dp,
Df(w)[h] =
1
pnηn
(∫ 1
0
((ǫγl)
2 + |w − sl|2(t))pn/2dt
)1/pn−1
· pn
2
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 · 2 〈(w − sl)(t), h(t)〉 dt.
(A.4)
Applying Ho¨lder’s inequality with coefficients pnpn−2k and
pn
2k and Cauchy-Schwarz
inequality, we obtain that, for any k = 1, 2, 3, and h1, · · · , hk ∈ Dp,∣∣∣∣
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−k 〈(w − sl)(t), h1(t)〉 · · · 〈(w − sl)(t), hk(t)〉 dt∣∣∣∣
≤
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)1−2k/pn
·
(∫ 1
0
|w − sl|pn/2(t)|h1|pn/(2k)(t) · · · |hk|pn/(2k)(t)dt
)2k/pn
≤
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)1−2k/pn
·
(∫ 1
0
|w − sl|pn(t)dt
)k/pn k∏
i=1
‖hi‖pn .
(A.5)
Applying (A.5) for k = 1, together with (A.4), we get
|Df(w)[h]| ≤ 1
ηn
( ∫ 1
0 |w − sl|pn(t)dt∫ 1
0
((ǫγl)2 + |w − s|2(t))pn/2dt
)1/pn
‖h‖pn ≤
‖h‖∞
ηn
and so
sup
w∈Dp
‖Df(w)‖ ≤ 1
ηn
. (A.6)
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Step 2: Bounding the second derivative of f of (A.3)
Note that, for any h1, h2 ∈ Dp,
D2f(w)[h1, h2] = A+B (A.7)
for
A =
1
ηn
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 · 〈(w − sl)(t), h2(t)〉 dt]
· 1− pn
pn
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−2
· pn
2
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 · 2 〈(w − sl)(t), h1(t)〉 dt
=
1− pn
ηn
2∏
i=1
{[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 · 〈(w − sl)(t), hi(t)〉 dt]}
·
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−2
B =
1
ηn
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−1
·
[∫ 1
0
pn − 2
2
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−2 · 2 〈(w − sl)(t), h1(t)〉 〈(w − sl)(t), h2(t)〉 dt
+
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈h1(t), h2(t)〉 dt] . (A.8)
Notice that, by (A.5) with k = 1,
|A| ≤pn − 1
ηn


(∫ 1
0 |w − sl|pn(t)dt
)2
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2dt
)3


1/pn
‖h1‖pn‖h2‖pn . (A.9)
Furthermore, by Ho¨lder’s inequality with coefficients pnpn−2 and
pn
2 and by the
Cauchy-Schwarz inequality,∣∣∣∣
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈h1(t), h2(t)〉 dt∣∣∣∣
≤
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2)1−2/pn (∫ 1
0
〈h1(t), h2(t)〉pn/2
)2/pn
≤
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2)1−2/pn ‖h1‖pn‖h2‖pn . (A.10)
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By (A.5) and (A.10),
|B| ≤pn − 2
ηn


(∫ 1
0
|w − sl|pn(t)dt
)2
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2dt
)3


1/pn
‖h1‖pn‖h2‖pn
+
1
ηn
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)−1/pn
‖h1‖pn‖h2‖pn . (A.11)
By (A.7), (A.9) and (A.11),
|D2f(w)[h1, h2]|
≤

2pn − 3ηn


(∫ 1
0 |w − sl|pn(t)dt
)2
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2dt
)3


1/pn
+
1
ηn
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)−1/pn]
‖h1‖pn‖h2‖pn
=
1
ηn
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)−1/pn
·

(2pn − 3)


(∫ 1
0
|w − sl|pn(t)dt
)2
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2dt
)2


1/pn
+ 1

 ‖h1‖pn‖h2‖pn
≤2pn − 2
ηn
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)−1/pn
‖h1‖pn‖h2‖pn
≤2pn − 2
ηn(ǫγl)
‖h1‖∞‖h2‖∞
and so
sup
w∈Dp
‖D2f(w)‖ ≤ 2 pn − 1
ηn(ǫγl)
. (A.12)
Step 3: Bounding the third derivative of f of (A.3)
Finally, for any h1, h2, h3 ∈ Dp,
D3f(w)[h1, h2, h3] = C +D, (A.13)
where C comes from differentiating A of (A.8) and is given by
C = E + F
Miko laj J. Kasprzak/Multivariate Brownian approximations via Stein’s method 44
for
E =
1− pn
ηn
∑
1≤i6=j≤2
{∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈(w − sl)(t), hi(t)〉 dt
·
∫ 1
0
[
pn − 2
2
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−2 〈(w − sl)(t), hj(t)〉 · 2 〈(w − sl)(t), h3(t)〉
+
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈hj(t), h3(t)〉] dt
·
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−2}
F =
(1 − pn)(1− 2pn)
pnηn
{
3∏
i=1
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 · 〈(w − sl)(t), hi(t)〉 dt]
}
·
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−3
(A.14)
and D comes from differentiating B of (A.8) and is given by
D = G+H
for
G =
1− pn
ηn
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−2
·
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈(w − sl)(t), h3(t)〉 dt
·
[∫ 1
0
(pn − 2)
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−2 · 〈(w − sl)(t), h1(t)〉 〈(w − sl)(t), h2(t)〉 dt
+
∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−1 〈h1(t), h2(t)〉 dt]
H =
pn − 2
ηn
[∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
]1/pn−1
·


∫ 1
0

(pn − 2) ((ǫγl)2 + |w − sl|2(t))pn/2−2 ∑
1≤i,j,k≤3
i,j,k distinct
〈(w − sl)(t), hi(t)〉 〈hj(t), hk(t)〉

 dt
+ (pn − 4)
∫ 1
0
[(
(ǫγl)
2 + |w − sl|2(t)
)pn/2−3 3∏
i=1
〈(w − sl)(t), hi(t)〉
]
dt

 .
(A.15)
So
D3f(w)[h1, h2, h3] = E + F +G+H (A.16)
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for E,F,G,H defined by (A.14) and (A.15). By (A.5) and (A.10),
|E| ≤2(pn − 1)‖h1‖pn‖h2‖pn‖h3‖pn
ηn
·

 (pn − 2)
(∫ 1
0
|w − sl|pn(t)dt
)3/pn
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2 dt
)5/pn +
(∫ 1
0
|w − sl|pn(t)dt
)1/pn
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2 dt
)3/pn


|F | ≤(pn − 1)(2pn − 1)‖h1‖pn‖h2‖pn‖h3‖pn
pnηn
·
(∫ 1
0 |w − sl|pn(t)dt
)3/pn
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2 dt
)5/pn
|G| ≤(pn − 1)‖h1‖pn‖h2‖pn‖h3‖pn
ηn
·

 (pn − 2)
(∫ 1
0 |w − sl|pn(t)dt
)3/pn
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2 dt
)5/pn +
(∫ 1
0 |w − sl|pn(t)dt
)1/pn
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2 dt
)3/pn


|H | ≤(pn − 2)‖h1‖pn‖h2‖pn‖h3‖pn
ηn
·

 (pn − 4)
(∫ 1
0 |w − sl|pn(t)dt
)3/pn
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2 dt
)5/pn + 6
(∫ 1
0 |w − sl|pn(t)dt
)1/pn
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2 dt
)3/pn

 ,
(A.17)
where the inequality for |H | uses the following bound obtained by applying
Ho¨lder’s inequality with coefficients pnpn−4 and
pn
4 and Cauchy-Schwarz inequal-
ity∣∣∣∣∣∣∣∣
∫ 1
0

((ǫγl)2 + |w − sl|2(t))pn/2−2 ∑
1≤i,j,k≤3
i,j,k distinct
〈(w − sl)(t), hi(t)〉 〈hj(t), hk(t)〉

 dt
∣∣∣∣∣∣∣∣
≤
∑
1≤i,j,k≤3
i,j,k distinct
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)1−4/pn (∫ 1
0
|w − sl|pn/4(t)
3∏
i=1
|hi|pn/4(t)dt
)4/pn
≤
∑
1≤i,j,k≤3
i,j,k distinct
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)1−4/pn (∫ 1
0
|w − sl|pn(t)dt
)1/pn 3∏
i=1
‖hi‖pn .
By (A.16) and (A.17),
|D3f(w)[h1, h2, h3]|
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≤
6p2n
(∫ 1
0
|w − sl|pn(t)dt
)3/pn ‖h1‖pn‖h2‖pn‖h3‖pn
ηn
(∫ 1
0 ((ǫγl)
2 + |w − sl|2(t))pn/2 dt
)5/pn
+
9pn
(∫ 1
0 |w − sl|pn(t)dt
)1/pn ‖h1‖pn‖h2‖pn‖h3‖pn
ηn
(∫ 1
0
((ǫγl)2 + |w − sl|2(t))pn/2 dt
)3/pn
≤15p
2
n‖h1‖pn‖h2‖pn‖h3‖pn
ηn
(∫ 1
0
(
(ǫγl)
2 + |w − sl|2(t)
)pn/2
dt
)−2/pn
≤ 15p
2
n
(ǫγl)2ηn
‖h1‖∞‖h2‖∞‖h3‖∞
and so
‖D3f(w)‖ ≤ 15p
2
n
(ǫγl)2ηn
. (A.18)
Step 4: Combining the bounds
The result now follows by combining (A.6), (A.12) and (A.18). Indeed, note
that, by the chain rule,
D3gl,n(w)[h1, h2, h3]
=φ′′′
(
f(w)− γl
√
1 + ǫ2
ηn
)
·
3∏
i=1
Df(w)[hi]
+ φ′′
(
f(w)− γl
√
1 + ǫ2
ηn
)
·
∑
1≤i,j,k≤3
i,j,kdistinct
D2f(w)[hi, hj]Df(w)[hk]
+ φ′
(
f(w)− γl
√
1 + ǫ2
ηn
)
D3f(w)[h1, h2, h3].
By (A.6), (A.12) and (A.18) and the fact that φ′, φ′′, φ′′′ are all bounded, we
get that, for all w ∈ Dp,
‖D3gl,n(w)‖ ≤ C3p2nη−3n ,
for some constant C3. Similar bounds may be obtained for the first and second
derivative of gl,n:
‖Dgl,n(w)‖ ≤ C1η−1n , ‖D2gl,n(w)‖ ≤ C2pnη−1n ,
for constants C1, C2. Since φ is also bounded, the product rule yields the desired
bound.
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Now, we prove the following result:
Lemma A.2. For the set B fixed at the beggining of this Appendix,
lim sup
n→∞
P[Yn ∈ B] ≤ P[Z ∈ B] and lim inf
n→∞
P[Yn ∈ B] ≥ P[Z ∈ B].
Proof.
Step 1: Proving the first inequality
Note that
Yn ∈ Bl =⇒ ‖Yn − sl‖ < γl =⇒ sup
t∈[0,1]
p∑
i=1
(
(Yn(t)− sl(t))(i)
)2
< γ2l
=⇒ sup
t∈[0,1]
[
p∑
i=1
(
(Yn(t)− sl(t))(i)
)2
+ (ǫγl)
2
]
< γ2l (1 + ǫ
2)
=⇒
∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Yn − sl)(i)
)2∥∥∥∥∥∥
pn
≤ γl
√
1 + ǫ2 =⇒ gl,n(Yn) = 1.
(A.19)
Therefore, for all l,
1[Yn∈Bl] ≤ gl,n(Yn). (A.20)
Also, note that, by Minkowski’s inequality and the triangle inequality for the
Euclidean norm:∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Z− sl)(i)
)2∥∥∥∥∥∥
pn
≤
∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Zn − sl)(i)
)2∥∥∥∥∥∥
pn
+ ‖Zn − Z‖.
Therefore, if ‖Z− sl‖ > γl then as pn n→∞−−−−→∞:
lim inf
n→∞
∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Zn − sl)(i)
)2∥∥∥∥∥∥
pn
≥ lim inf
n→∞


∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Z− sl)(i)
)2∥∥∥∥∥∥
pn
− ‖Zn − Z‖


= sup
t∈[0,1]
√√√√(ǫγl)2 + p∑
i=1
(
(Z(t) − sl(t))(i)
)2
> γl(1 + ǫ
2)1/2.
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This, means that, if pn
n→∞−−−−→∞, ‖Z−sl‖ > γl and ηn n→∞−−−−→ 0 then gl,n(Zn) = 0
for sufficiently large n, i.e.
gl,n(Zn) ≤ 1[‖Z−sl‖≤γl], as long as pn n→∞−−−−→∞, ηn n→∞−−−−→ 0 and n is large.
(A.21)
By those properties, taking pn → ∞ and ηn → 0 such that τnη−3n p2n → 0, we
obtain:
lim sup
n→∞
P[Yn ∈ B]
(A.20)
≤ lim sup
n→∞
E
[
L∏
l=1
gl,n(Yn)
]
(2.4)
≤ lim sup
n→∞
{
E
[
L∏
l=1
gl,n(Zn)
]
+ Cτn
∥∥∥∥∥
L∏
l=1
gl,n
∥∥∥∥∥
M0
}
Fatou,(A.2)
≤ E
[
lim sup
n→∞
L∏
l=1
gl,n(Zn)
]
(A.21)
≤ P[Z ∈ B].
Step 2: Proving the second inequality
We define:
g∗l,n(w) = φ


∥∥∥∥√(ǫγl)2 +∑pi=1 ((w − sl)(i))2
∥∥∥∥
pn
− γl
√
ǫ2 + (1− θ)2(δ ∧ rn2 )1/pn + ηn
ηn


(A.22)
for θ > 0 fixed and δ > 0 such that:
∀n ∈ N : ‖Yn − sl‖ ≥ γl =⇒ leb{t : |Yn(t)− sl(t)| ≥ γl(1− θ)} ≥
(
δ ∧ rn
2
)
,
where leb denotes the Lebesgue measure. Such a δ exists for the following reason.
The collection (sl, 1 ≤ l ≤ L) is uniformly equicontinuous and Yn are constant
on intervals of length at least rn. The δ > 0 we choose is such that:
|t1 − t2| ≤ δ =⇒ |sl(t1)− sl(t2)| ≤ θγl
2
.
If ‖Yn − sl‖ ≥ γl then |Yn(t0) − sl(t0)| > γl
(
1− θ2
)
for some t0. Then, there
exists an interval I0 with t0 being one of its endpoints and of length
rn
2 ∧ δ,
such that Yn is constant on I0 and |sl(t)− sl(t0)| ≤ θγl2 for all t ∈ I0. Then, for
t ∈ I0 we obtain:
|Yn(t)− sl(t)| ≥ |Yn(t0)− sl(t0)| − |Yn(t0)−Yn(t)| − |sl(t)− sl(t0)|
≥
(
1− θ
2
)
γl − θγl
2
= γl(1− θ).
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It follows that:
‖Yn − sl‖ ≥ γl=⇒
∥∥∥∥∥∥
√√√√ p∑
i=1
(
(Yn − sl)(i)
)2∥∥∥∥∥∥
pn
≥ γl(1 − θ)
(
δ ∧ rn
2
)1/pn
=⇒
∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Yn − sl)(i)
)2∥∥∥∥∥∥
pn
≥ γl
√
ǫ2 + (1− θ)2
(
δ ∧ rn
2
)1/pn
=⇒ g∗l,n(Yn) = 0.
(A.23)
Therefore, for all l:
1[Yn∈Bl] ≥ g∗l (Yn). (A.24)
Also, again, it can be shown that for any finite L and γ := min1≤l≤L γl:∥∥∥∥∥
L∏
l=1
g∗l,n
∥∥∥∥∥
M0
≤ Cp2n(ǫγ)−2η−3n for some constant C independent of pn, ǫ, γ and ηn.
(A.25)
Now suppose ηn → 0, pn → ∞ and r1/pnn → 1. Also suppose that ‖Z − sl‖ <
γl(1− θ) so that there exists α > 0 such that a.s. ‖Zn − sl‖ < γl(1− θ)− α for
n large enough. Then, for large n:∥∥∥∥∥∥
√√√√(ǫγl)2 + p∑
i=1
(
(Zn − sl)(i)
)2∥∥∥∥∥∥
pn
≤
√
(ǫγl)2 + ‖Zn − sl‖2 ≤ γl
√
ǫ2 + (1− θ − αγ−1l )2
< γl
√
ǫ2 + (1 − θ)2
(
δ ∧ rn
2
)1/pn − ηn
because
(
δ ∧ rn2
)1/pn n→∞−−−−→ 1 and ηn n→∞−−−−→ 0. So if ηn → 0, pn → ∞ and
r
1/pn
n → 1 then:
‖Z− sl‖ < γl(1− θ) =⇒ g∗l,n(Zn) = 1
for n large enough, i.e.:
1[‖Z−sl‖<γl(1−θ)] ≤ g∗l,n(Zn). (A.26)
Let ηn → 0 and pn → ∞ be such that r1/pnn → 1 and τnp2nη−3n → 0. This is
possible by the assumption that τn log
2(1/rn) → 0. Indeed, having r1/pnn → 1,
all we require is that log
(
r
1/pn
n
)
η3n → 0 slower than τn log2(1/rn)→ 0, because
then:
τnp
2
nη
−3
n =
τn (log(rn))
2(
1
pn
log (rn)
)2
η3n
=
τn (log(1/rn))
2(
log
(
r
1/pn
n
))2
η3n
→ 0
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For instance, if rn → 0 and τn → 0, we require pn and ηn to be such that
η3n
τn
→∞ and p2n →∞ faster than (log rn)2 but slower than η
3
n
τn
.
Then:
lim inf
n→∞
P [Yn ∈ B]
(A.24)
≥ lim inf
n→∞
E
[
L∏
l=1
g∗l,n(Yn)
]
(2.4)
≥ lim inf
n→∞
{
E
[
L∏
l=1
g∗l,n(Zn)
]
− Cτn
∥∥∥∥∥
L∏
l=1
g∗l,n
∥∥∥∥∥
M0
}
Fatou,(A.25)
≥ E
[
lim inf
n→∞
L∏
l=1
g∗l,n(Zn)
]
(A.26)
≥ P

 ⋂
1≤l≤L
(‖Z− sl‖ < γl(1− θ))

 .
Since the choice of θ ∈ (0, 1) was arbitrary, we conclude that:
lim infn→∞P [Yn ∈ B] ≥ P(Z ∈ B).
Lemma A.2 now implies that, for any set B described at the beginning of this
Appendix, P[Yn ∈ B] n→∞−−−−→ P[Z ∈ B], which finishes the proof of Proposition
2.3.
