The corrosion rate of reinforcing steel is an important factor to determine the corrosion propagation of reinforced concrete structures in the chloride-laden environments. Since the corrosion rate of reinforcing steel is affected by several coupled parameters, the efficient prediction of which remains challenging. In this study, a total of 156 experimental data on corrosion rate from the literature were collected and compared. Seven empirical models for predicting the corrosion rate were reviewed and investigated using the collected experimental data. Based on the investigations, a new empirical model is proposed for predicting the corrosion rate in corrosion-affected reinforced concrete structures considering parameters including concrete resistivity, temperature, relative humidity, corrosion duration and concrete chloride content. The comparison between the experimental data and those predicted using the new empirical model demonstrates that the new model gives a good prediction of the corrosion rate. Furthermore, the uncertainty and probability characteristics of these empirical models are also investigated. It is found that the probability distributions of the model errors can be described as lognormal, normal, Weibull or Gumbel distributions. As a result, the new empirical model can provide an efficient prediction of the corrosion rate of reinforcing steel, and the model error analysis results can be utilized for reliability-based service life prediction of reinforced concrete structures under chloride-laden environments.
Introduction
Deterioration of reinforced concrete (RC) structures due to chloride-induced reinforcement corrosion is an increasingly serious problem all over the world. The corrosion process (propagation) of reinforcing steel is generally considered as an electrochemical process (Hausmann, 1967; Sagoe-Crentsil and Glasser, 1989) . A quantitative description of corrosion propagation is usually provided in terms of the corrosion rate. The corrosion rate determines not only the speed of initiations and accumulation of corrosion products which influence the performance of concrete cover layer and the serviceability of RC structures, but also the reduction rate of effective cross-section area of steel bar and the load-bearing capacity of RC structures. Hence, the corrosion rate of reinforcing steel plays an important role in safety and serviceability evaluation, maintenance decision and residual life prediction of the existing RC structures (Yu et al., 2014) .
In the past several decades, the corrosion rate of steel reinforcement in RC structures under chlorideladen environments has been widely investigated and the key approaches to modelling the corrosion rate can be summarized as being based on Siamphukdee et al. (2013) : (1) empirical, (2) kinetics of the electrochemical reaction and (3) equivalent electrical circuit modelling. This study focuses on the empirical models of corrosion rate developed from field data and/or experimental results (Otieno et al., 2011; Raupach, 2006) , which are based on assumed direct relationships between the corrosion rate of the steel reinforcement and the basic properties and parameters of concrete such as water-to-cement (w/c) ratio, cover depth, concrete resistivity, type of binder and the exposure conditions considering chloride content, corrosion duration, relative humidity and ambient temperature.
Currently, there are several empirical models for predicting the rate of chloride-induced corrosion of steel reinforcement in RC structures (Ahmad and Bhattacharjee, 2000; Andrade et al., 1993; CECS220, 2007; Guo et al., 2015; Jung et al., 2003; Kong et al., 2006; Li, 2004a Li, , 2004b Liu and Weyers, 1998; Lu et al., 2008; Morinaga, 1988; Pour-Ghaz et al., 2009; Rodriguez, 1996; Vu and Stewart, 2000; Yalcyn and Ergun, 1996) . In general, these models show good agreement with some experimental results, especially with the test results used for their models' development. However, there are still some uncertainties about whether they can provide accurate predictions in other different situations.
Therefore, the main objective of this study is to evaluate the applicability of the existing models proposed by various researchers for predicting the corrosion rate of steel reinforcement in RC structures attacked by chloride penetration, and to propose a new empirical model that can effectively predict the corrosion rate considering parameters including concrete resistivity, ambient temperature, relative humidity, corrosion duration and chloride content. A large number of available experimental data of the corrosion rate published in the literature are used for this purpose.
Previous experimental data
Data on a total of 156 experimental tests of corrosion rate published in the literature are collected in this study. These include 48 tests of Liu (1996) , 30 tests of Li (2004b) and 78 tests of Yang (2009) . Table 1 illustrates the specimen dimensions, concrete cover depth, steel diameter, water-to-cement (w/c) ratio, ambient temperature, relative humidity, chloride content, corrosion duration and corrosion rate. The important characteristics of the selected specimens are summarized as follows: (1) water-to-cement ratio ranges from 0.3 to 0.63; (2) concrete cover varies from 10 to 70 mm; (3) steel diameter ranges from 12 to 25 mm; (4) ambient temperature at the surface of steel varies from 280 to 333 K; (5) relative humidity ranges from 45% to 95%; (6) total chloride content varies from 0.31 to 6.62 kg/m 3 and (7) corrosion current density ranges from 0.05 to 0.792 mA/cm 2 . It should be noted that the chloride content is commonly expressed as total chloride content relative to the weight of the cement or concrete by percentage (%), or total concentration of chloride ion (kg/m 3 ). In this study, the weights of the cement and concrete are assumed as 400 and 2500 kg/m 3 , respectively.
Empirical models for predicting corrosion rate
Seven existing empirical models (Kong et al., 2006; Li, 2004a Li, , 2004b Liu and Weyers, 1998; Morinaga, 1988; Pour-Ghaz et al., 2009; Vu and Stewart, 2000) for predicting the corrosion rate of steel reinforcement of chloride-contaminated RC structures were chosen to check the reliability because these models clearly define the relationship between the corrosion rate and the input parameters, which can be measured practically. For the comparison between them, a brief review of these empirical models is presented as follows.
Morinaga (1988)
Based on the experimental data (up to 8 years of different outdoor exposure), Morinaga (1988) proposed a linear regression empirical model, where the corrosion rate is defined as a function of chloride content, ambient temperature, oxygen concentration and relative humidity q corr = 2:59 À 0:05T À 6:89h À 22:
where q corr is the corrosion rate (10 24 g/cm 2 per year); T is the temperature (°C); h is the modified relative humidity, which is equal to (RH -45)/100; RH is the relative humidity; C O 2 is the oxygen concentration (%/ 100) and C t is the chloride content (NaCl by weight of mixing water, %). In order to unify the unit of the corrosion rate, the q corr value needs to be converted to i corr (mA/cm
This model is considered as the first empirical model for predicting the corrosion rate in corrosion-affected RC structures, which were determined from the field data of specimens exposed to various environmental conditions with different ambient temperatures, relative humidity, oxygen concentration and moisture conditions for 8 years. However, this model actually ignores the time-varying process of corrosion rate and the effect of concrete itself. Moreover, the value of oxygen concentration is also difficult to be determined. where i corr is the corrosion rate (mA/cm 2 ); C t is the total chloride content (kg/m 3 of concrete); T is the ambient temperature at the depth of the steel surface (K); R c is the ohmic resistance of the cover concrete (O) and t is the duration from corrosion initiation (years). In terms of the ohmic resistance of the cover concrete R c , Liu (1996) established a regression relationship between the concrete ohmic resistance and total chloride content for the field-exposed specimens as It should be noted that the model of dynamic corrosion rate in equation (3) was obtained using the regression analysis of experimental data using a threeelectrode linear polarization (3LP) device. Based on the experimental data provided by Liu (1996) , the relationship between the corrosion rates measured by the device of Gecor and by 3LP is shown in Figure 1 , and the empirical relationship can be obtained by the regression analysis
where i Gecor and i 3LP are the corrosion rates measured by the device of Gecor and 3LP, respectively. Based on equation (5), i 3LP is almost 10 times the value of i Gecor . Therefore, when compared with the corrosion rate measured by Gecor, the predictions using equation (3) may overestimate the corrosion rate. Although the model has been used widely, the effect of relative humidity on the corrosion rate of steel embedded in concrete has not been considered directly.
Kong et al. (2006)
Based on the study by Liu and Weyers (1998) , Kong et al. (2006) proposed another model, in which the corrosion rate varies with chloride content, ambient temperature and concrete resistivity, and the model is given as
where i corr is the corrosion rate (mA/cm 2 ); C t is the total chloride content (kg/m 3 ); T is the ambient temperature at the depth of the steel surface (K) and r is the ohmic resistivity of the concrete cover (kO cm), which is given by 
where RH is the relative humidity. Concrete resistivity is considered in this new model instead of concrete resistance, which is used in Chinese standard for durability assessment of concrete structures (CECS220, 2007). However, the influence of time on the corrosion rate is not taken into account, and the effect of relative humidity on the corrosion rate is not directly considered in equation (6).
Vu and Stewart (2000)
For a typical environmental condition with a relative humidity of 75% and an ambient temperature of 20°C, an empirical model including the effect of the w/c ratio, depth of concrete cover and corrosion duration on the corrosion rate is proposed by Vu and Stewart (2000) and is defined as where d c is the concrete cover depth (mm) and the w/c ratio is obtained by Bolomey formula
where f# cyl is the concrete compressive strength (MPa). Although the parameters related to this model are easy to obtain and the model is suitable for engineering applications, the model ignores the influence of external environments on the corrosion rate.
Li (2004a)
This model for corrosion rate prediction proposed by Li (2004a) is given as follows
where i corr is the corrosion rate (mA/cm 2 ) and t is the time (years) from corrosion initiation.
The corrosion model is established from the experimental data, in which only the influence of the corrosion duration is considered. However, this model cannot rationally reflect the corrosion process of the reinforcement bar in corrosion-affected RC structures as the related factors influencing the corrosion rate are ignored.
Li (2004b)
Based on chloride-attacked specimens (considering the ambient temperature, relative humidity, w/c ratio, concrete cover and concrete chloride content), Li (2004b) proposed the following model for the predictions of corrosion rate 
where i corr is the corrosion rate (mA/cm 2 ); T is the ambient temperature (ranging from 10°C to 60°C); the relative humidity (RH) ranges from 45% to 95%; the w/c ratio varies from 0.35 to 0.63; d c is the concrete cover (ranging from 10 to 20 mm) and k Cl À is the chloride content at the steel surface (by percentage of the weight of concrete, ranging from 0.14% to 0.43%).
Both the internal (concrete cover and w/c ratio) and external (relative humidity, temperature and chloride content) factors are taken into account in this model. However, this model is suitable for chloride content not larger than 0.43%, and the time-dependent variation of the corrosion rate is not considered.
Pour-Ghaz et al. (2009)
The numerical solution of the Laplace equation with predefined boundary conditions was designed to establish independent correlations among the corrosion rate of reinforcement steel, ambient temperature, kinetic parameter, concrete resistivity and limiting current density. This method was used to develop a closedform regression model which is given as follows (PourGhaz et al., 2009)
where t, g, h, k, l, m, n, -, u, q, x, and z are the coefficients of the equation which are provided in Table 2 ; i corr is the corrosion current density (mA/cm 2 ); T is the ambient temperature (K); r is the concrete resistivity (O m); i L is the limited corrosion rate (A/m 2 ) and d is the depth of the concrete cover (m).
To obtain the concrete resistivity using the available experimental data, the following procedure is implemented: under the assumed equilibrium conditions, the corresponding degree of saturation for each relative humidity is calculated using the adsorption isotherm proposed by Xi et al. (1994) . If the w/c ratio and the concrete saturation are given, the resistivity of concrete at the temperature of 20°C is calculated using the experimental data obtained by Gjørv et al. (1977) as shown in Table 3 . The concrete resistivity under a certain ambient temperature (T) is then calculated by
where DU r = 26:753349 1 À 4:3362256 3 exp À5:2488S r ð Þ ð15Þ where R is the universal gas constant, the value of which is around 8.314 J/(mole K); r 0 is the resistivity at the reference temperature, T 0 (K); DU D (KJ/mole) is the activation energy of the Arrhenius relationship (Chrisp et al., 2001 ) and S r is the degree of concrete saturation; when w/c is less than 0.4 and S r is greater than 0. , and is expressed as (Bo¨hni, 2005) 
Among these factors, oxygen diffusion coefficient can be represented as a function of relative humidity and the porosity of cement paste by
where RH is the relative humidity and e p is the porosity of the cement paste, the calculation of which is based on the mix design and properties of concrete, which can be found in Papadakis et al. (1991) . It is accepted that ambient temperature can affect the amount of dissolved oxygen in water, C s O 2 , and the relation between them can be established as follows (Eaton and Mary, 2005) ln C This practical model was established based on the electrochemical theory. However, the solutions for the effective current density and concrete resistivity are very complex, which seems to be difficult for engineering applications. It should be noted that there are several units for calculating the corrosion rate including penetration depth per unit time (mm/year or microinch/year) and corrosion current density (mA/cm 2 or A/m 2 ). To compare the different analysis results, the data of the different corrosion rate prediction models were normalized, such as corrosion rate (mA/cm 2 ), concrete resistivity (kO cm) and so on. Liu and Weyers (1998) , (c) Vu and Stewart (2000) , (d) Li (2004a) , (e) Li (2004b) , (f) Kong et al. (2006) , (g) Pour-Ghaz et al. (2009) and (h) the proposed model. Morinaga (1988) , which are much lower than the test results. This is because there are many factors which can affect the corrosion rate including the test instrument, chloride content, concrete quality and the surrounding environment. Since the range of the corrosion current density is very small, the sensitivity of corrosion current density is very strong. Each empirical model is combined with different parameters as several critical parameters. Concrete chloride content is a critical parameter in these models, but chloride concentration and chloride content (by cement weight or concrete weight) are also used as the critical parameters. It is very important to establish the relationship between the corrosion rate changes and the chloride content measurement around the reinforcement rebar. The situation on the surface of the concrete is different from the situation around the steel rebar. However, the situation can be divided at both the surface of the concrete and around the steel rebar. Concrete quality has a significant influence on the corrosion rate for all the test results. If the concrete quality is poorly prepared, the experimental results exhibit great variability and fluctuation.
Moreover, a linear regression model proposed by Morinaga (1988) , in which the corrosion rate varies with chloride content, ambient temperature, oxygen concentration and relative humidity, gives much lower values than the experimental results and larger standard deviation than all the other prediction models. The main reason is that the unit of Morinaga (1988) model is g/cm 2 per year, which needs to be exchanged to the corrosion current density (mA/cm 2 ). This corrosion rate is the average current density during 1 year, but the corrosion rate is measured at a certain moment, in which the values may be much higher than the average current density, and the regression model is considered as linear. However, Liu and Weyers (1998) proposed a nonlinear regression model, in which the corrosion rate varies with chloride content, ambient temperature, ohmic resistance and active corrosion duration. This model exhibits the calculated results that are higher than the experimental results with a mean of the ratios of 0.527. This is mainly due to the fact that the concrete resistance is calculated by the existing formula and the calculated value of chloride content is lower than the design value. As a revised model based on the model of Liu and Weyers (1998) , the model proposed by Kong et al. (2006) provides excellent results with the mean ratio of 0.640 and the standard deviation ratio of 0.269, respectively.
In addition, Vu and Stewart (2000) proposed a simplified equation to predict the result which is lower than the experimental result. It is found that the mean and the standard deviation of the ratio are 1.355 and 0.775, respectively. This is mainly due to the fact that the parameters of the model are minor, without considering the effects of the external environmental actions. Pour-Ghaz et al. (2009) considered the electrochemical parameters and provided poor results with a mean ratio of 0.466, but an excellent standard deviation of the ratio of 0.245. Moreover, this model looks relatively complex, which is unlikely to be suitable for practical engineering. Moreover, Li (2004b) proposed a simplified model and provided excellent results with the mean ratio of 0.776 and standard deviation of the ratio of 0.239. However, the applicability of this model is low since the influence of the corrosion duration is not considered and the chloride content (by weight of concrete, %) is not larger than 0.43%. Since only the corrosion duration is considered in the model proposed by Li (2004a) , it gives even poorer results with the mean ratio of 0.389. This model is relatively simple, only few parameters are considered in this model, and the predicted results are much higher than the experimental results.
From the facts mentioned above, some models generally show good agreement with the experimental data, such as Liu and Weyers (1998) and Li (2004b) ; some models generally show good agreement with the experiments between 48 and 156, such as Li (2004a) and Pour-Ghaz et al. (2009) , although these two models show relatively large scatterednesses between 48 and 78, respectively. However, in general, all the above models are unlikely to show good agreement with all the experimental results. Based on the comparison among the previous prediction models, it is necessary to propose an accurate and effective analytical model to predict the corrosion rate, which is suitable not only for the coastal marine environments but also for the interior environment.
New model for corrosion rate of RC structure
The following items are considered in the new model for predicting the corrosion rate of RC structure. First, the model accurately predicts the experimental data. Second, the formula is simple and suitable for any analysis. Third, the expression is similar to the existing ones so that engineers can readily make use of them in practical engineering. Based on the existing models for predicting the corrosion rate mentioned above, several important parameters influencing the corrosion rate are mentioned, such as chloride content, ambient temperature, relative humidity, concrete resistivity and corrosion time. These parameters are the key factors influencing the corrosion rate in corrosion-attacked RC structures. Considering all the conditions and previous experiments, a new model, developed based on the models proposed by Liu and Weyers (1998) , Kong et al. (2006) , Lu et al. (2008) and Yang (2009) , is proposed in this study.
New empirical model
As observed from the comparison of the seven empirical models, the model proposed by Kong et al. (2006) as a new developed model for Liu and Weyers (1998) provides excellent results with a mean ratio of 0.640 and a standard deviation of the ratio of 0.269. Noting that the effects of the duration and relative humidity on the corrosion rate are not directly considered by Kong et al. (2006) , and thus a new empirical model is proposed in this study as
where f(t) is the function for considering the effect of the duration on the corrosion rate, which is given by Lu et al. (2008) 
f(RH) is the function for considering the effect of relative humidity on the corrosion rate and A is the adjustment coefficient, which is determined using the following equations by a regression analysis based on the previous 156 experimental tests
Substituting equations (20a)-(20c) into equation (19) leads to
where the concrete resistivity r (kO cm) proposed by Yang (2009 ) is adopted r = 2:22 3 10 À4 c 2 À 0:18848c + 48:3516 À Á
where c represents the gelled material in concrete (kg/ m 
where w/b is the water-to-binder ratio; C t is the chloride content by weight of concrete (kg/m 3 ); T is the ambient temperature (K) and y is the mineral admixture by weight of the gelled material.
Verification of new empirical models
In order to verify this new model, the ratio of the experimental and calculated results using the proposed empirical model are shown in Figure 2 (h), and the mean value, standard deviation, maximum and minimum of the ratios are also listed in Table 4 . From Figure 2 and Table 4 , it can be observed that this new model gives excellent results with a mean ratio of 0.992 and a standard deviation of the ratio of 0.278. The mean ratio ranges from 0.371 to 1.867 which has relatively small fluctuations compared with most of the other models. As a whole, this new model shows good agreement with the experimental results in terms of corrosion current density.
In this study, the results of existing models are compared with the long-term experimental data to verify the time-dependent characteristics of all the models. Liu (1996) reported the corrosion performance of 44 RC slabs over a 5-year period, when subjected to severe exposure conditions. Three field specimens contained a chloride content of 2.85 kg/m 3 , a w/c of 0.44 and a cover depth of 51 mm, and three field specimens had a cover depth of 70 mm. The specimens were exposed to a corrosive environment. To assess the eight empirical models, a comparison of the models reported in the literature with the experimental data from Liu (1996) is performed. Figure 3 shows the percent error for each model, calculated as follows (Guo et al., 2015) Error
where UCE denotes the unit coulombs passed from the experiments and UCM denotes the unit coulombs passed from the empirical models. Among the models shown in Figure 3 , the predictions using the Li's (2004a) and Pour-Ghaz et al.'s (2009) models differ significantly from the measured corrosion rate with an average error value larger than 235%, while Morinaga's (1988) model provides better results with an average error value of 75%. Li's (2004b) and Vu and Stewart's (2000) models provide almost the same results with an average error value larger than 40%. Kong et al.'s (2006) model provides better prediction for the case of a cover depth of 70 mm (with an average error value of 32%) than for the case of a cover depth of 51 mm (with an average error value of 82%). Liu and Weyers' model provides good prediction with an average error value of 32% for the case of a cover depth of 51 mm and 23% for the case of a cover depth of 70 mm. In general, the percent error of the new model is the nearest to zero with an average error value of 17% for the case of a cover depth of 51 mm and 28% for the case of a cover depth of 70 mm.
A sensitivity analysis is performed to investigate the parameters considered in the new model that influence the corrosion rate of reinforcement steel rebar. Figure  4 illustrates the results of the sensitivity analysis of corrosion rate. It should be noted that since the concrete resistivity is a function of ambient temperature, chloride content and so on, the sensitivity analysis shown in Figure 4 may be unreasonable. The sensitivity analysis Figure 3 . Percent error of unit coulombs passed for different models compared with the data reported by Liu (1996) : (a) a cover depth of 51 mm and (b) a cover depth of 70 mm. presented herein is utilized to qualitatively illustrate that the corrosion rate is the most sensitive to the ambient temperature, and the corrosion rate is also sensitive to high relative humidity, high chloride content and low concrete resistivity.
Modelling error of the empirical models
In order to further investigate the uncertainties of the empirical models mentioned above and the new proposed empirical model, a model error (ME) variable is introduced
This ME has also been named a professional factor by Ellingwood and Galambos (1982) . Specimens of the ME random variable, the values of i exp /i cal from the 156 test results and predictions of each model can be readily obtained and are not listed for concision. The statistical moments of the ME variable including mean and standard deviation and the histograms of the modelling uncertainty parameter of the eight models are shown in Figure 5 . Four two-parameter distributions, for instance, normal, lognormal, Gumbel and Weibull distributions, are used here to fit the statistical data. The probability density functions (PDFs) of these four distributions, with the same mean and standard deviation values as the statistical data are also shown in Figure 5 . As observed from the figure, the lognormal distribution generally fit the histogram better than the normal, Weibull and Gumbel distributions. The Chisquare test results for the ME (i exp /i cal ) of the new model of these four distributions are listed in Table 5 , in which the goodness-of-fit tests were obtained using equation (26) (Ang and Tang, 2006) 
where O i and E i are the observed and theoretical frequencies, respectively; k is the number of intervals used and T g is the respective goodness of fit. Based on Table 5 , the goodness-of-fit results verify that the lognormal distribution has the best fit with T g of 4.32 among these four distributions for the proposed model. Similarly, the Chi-square test results for the ME (i exp /i cal ) of the other empirical models of the four distributions can be easily obtained and are shown in Table 6 . Modelling uncertainty parameters like mean, standard deviation and probability distribution of these eight empirical models are summarized and compared in Table 7 . The goodness-of-fit results of Pour-Ghazet al. (2009) and Kong et al. (2006) demonstrate that the lognormal distribution has the best fit. The goodness-of-fit results of Li (2004a) and Li (2004b) show that the normal distribution has the best fit. Moreover, the goodness-of-fit tests of Liu and Weyers (1998) and Vu and Stewart (2000) demonstrate that the Weibull distribution has the best fit, while the goodness-of-fit results of Morinaga demonstrate that the Gumbel distribution has the best fit.
Conclusion
The applicability of the seven available empirical models proposed by various researchers for predicting the corrosion rate of RC structures under chloride-laden environment was evaluated, and a new empirical model is proposed in this study. Furthermore, the uncertainty and probability characteristics of the eight different models were investigated. The conclusions can be drawn as follows:
1. In general, the empirical models proposed by Liu and Weyers (1998) , Li (2004a Li ( , 2004b , Kong et al. (2006) and Pour-Ghazet al. (2009) overestimate the experimental corrosion rate, while the models of Morinaga (1988) and Vu and Stewart (2000) provide underestimated values. 2. A new empirical model for corrosion rate prediction in RC structures affected by chloride environment is proposed with the consideration of parameters including concrete resistivity, ambient temperature, relative humidity, corrosion duration and concrete chloride content. 3. The new empirical model gives a better prediction than the other previous models, since it predicts easily and accurately the corrosion rate of reinforcing steel rebar for service life prediction of RC structures attacked by chloride penetration. 4. The probability distributions of the modelling errors of the new model and those of Kong et al.'s (2006) and Pour-Ghazet al.'s (2009) models can be described by lognormal random variables, while those of Li (2004a) and Li (2004b) can be assumed as normal random variables.
5. The modelling uncertainties of Liu and Weyers (1998) and Vu and Stewart (2000) demonstrate that the Weibull distribution is the best-fit result, while Morinaga (1988) shows that the Gumbel distribution is the best-fit result.
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