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Summary
The discretisation of boundary value problems for the Helmholtz equation (fre-
quency domain wave equation) leads to linear systems that are non-self adjoint
and highly indefinite. The iterative solution of these problems is difficult and
much recent research has focussed on the construction of good preconditioners.
This thesis examines the effect of adding absorption to sweeping-type precondi-
tioners for Helmholtz problems. The application of interest for the Helmholtz
problems in this thesis is seismic inversion.
First we look at the beneficial effects of absorption on low-rank separable
expansions for the Hankel function, that provide valuable theoretical motivation
for sweeping-type preconditioners. We find that when absorption is included,
there are three ways in which benefits are seen: the quality of the separable
expansion increases, or the size of the domains for which the separable expansion
is valid increases, or a lower rank may be sufficient to gain the same quality of
separable expansion.
Next we focus on the effect of adding absorption to Schur complement matrices
arising in the construction of sweeping-type preconditioners. The theoretical and
numerical results show good agreement on the following points: the dependence
of the rank upon the quality of the approximation, the independence of the
rank from the wavenumber, the exponential improvement in the quality of the
approximation with absorption and the ranks remaining low for taller domains
when absorption is included.
Finally we look at the effect of adding absorption on the iteration counts of
several variants of sweeping preconditioners. We find that in some cases we see
improvements due to absorption and in others we do not. The performance of
the iterative method is highly dependent on the parameters used in both the
discretisation of the problem and the construction of the preconditioners.
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1.1.1 The Helmholtz Equation
This thesis considers solvers for discretisations of Helmholtz-equation problems,
especially in the high-frequency regime. To establish the setting for these prob-
lems, we first give some background into the Helmholtz equation itself.
The Helmholtz equation is a time-independent partial differential equation




U(x, t)− c2(x)ΔxU(x, t) = F (x, t), (1.1)
where Δx is the Laplacian with respect to x, with time-harmonic solution U(x, t) =
u(x) exp(−iωt) and time-harmonic source F (x, t) = f(x)c2(x) exp(−iωt), reduces





u(x) = f(x), (1.2)
where k(x) := ω/c(x) is the wavenumber, c(x) is the wavespeed and ω the angular
frequency [21, §3]. Alternatively, the Helmholtz equation arises from taking the
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Fourier transform in time of the wave equation (1.1). As k → 0, the solutions
become less oscillatory and more ‘Laplace-like’. As k increases, the solutions
become more oscillatory. For example, for the homogeneous Helmholtz equation
in 1D, with x ∈ R, the general solution is given by u(x) = A sin(kx)+ B cos(kx).
As k increases, Helmholtz problems become harder to solve; indeed the limit
k → ∞ is a singular limit, as the coefficient of the highest-order term in (1.2)
vanishes. In this thesis we are concerned with problems in the mid- to high-
frequency range.
1.1.1.1 Fundamental Solutions
Definition 1.1.1. (Fundamental Solution Φ) A fundamental solution Φ of
a linear partial differential operator L on Rd, is defined to be a function such that
Lx(Φ(x, y)) = −δ(y − x) in the distributional sense, for all x, y ∈ Rd,
where δ is the Dirac delta function.
Note that the fundamental solution is also known as the free-space Green’s
function.
The solution of the problem L(v) = −g on Rd, where g has compact support,





For the Helmholtz operator with constant wavenumber k, we have L = Δ +
k2, and expressions for the fundamental solutions are known. We choose the
fundamental solutions that satisfy the outgoing radiation condition (discussion
about the radiation condition is in §1.1.2 below).
In 2D the fundamental solution of the Helmholtz operator can be expressed
in terms of the Hankel function of the first kind (in much of the rest of the thesis






0 (k‖x− y‖), x, y ∈ R2, (1.3)
where ‖ ∙ ‖ is the Euclidean norm on R2.
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Figure 1-1: Sketch of scattering problem with radiation condition.
In 3D the fundamental solution of the Helmholtz operator is
Φ(x, y) =
exp(ik‖x− y‖)
4π‖x− y‖ , x, y ∈ R
3, (1.4)
where ‖ ∙ ‖ is the Euclidean norm on R3.
More details about fundamental solutions can be found in [21, §3].
1.1.2 Boundary Value Problems involving the Helmholtz
Equation
In this thesis, we only consider scattering boundary value problems (BVPs) posed
on unbounded domains. There are many applications for such wave scattering
problems and methods for their efficient solution are an area of active research.
A classical scattering problem involves wave scattering by a surface or an
obstacle and the waves are allowed to propagate on an unbounded domain. There
are many possible “obstacles”, for example impenetrable objects with Dirichlet or
Neumann boundary conditions, called “sound-soft” or “sound-hard” respectively,
see Figure 1-1. Due to our application of interest (seismic inversion, see §1.1.3.1),
in this thesis we only consider scattering by a “penetrable object”, modelled by
using the Helmholtz operator with spatially-varying wavespeed c(x), resulting in
spatially-varying wavenumber k(x) := ω/c(x). We further assume that both the
source f and the variation in the wavespeed have support that is confined within
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some bounded domain of interest.
For such scattering problems posed on unbounded domains, we need an ad-
ditional condition at ∞ to ensure the problem has a unique solution. For this
we use the Sommerfeld radiation condition (SRC), see Definition 1.1.2. The SRC
physically corresponds to imposing the condition that the waves are outgoing and
decaying towards infinity, originating from sources of energy within the finite area
of interest.
Definition 1.1.2. (Model Problem) Let the wavespeed c(x) be a spatially vary-
ing function such that (1− c(x)) has compact support and let f(x) have compact
support. Let u(x) be the solution of the Helmholtz equation
Δxu(x) + k
2(x)u(x) = −f(x), x ∈ R2, (1.5)
with k(x) := ω/c(x), with the Sommerfeld radiation condition (SRC)
x





as ‖x‖ → ∞. (1.6)
Remark 1.1.3. Observe that as (1− c(x)) has compact support, k(x) is constant
outside a compact set and therefore k is constant in (1.6).
This problem has a unique solution [22, Theorem 8.7].
Remark 1.1.4. We highlight here that it can be shown that the Sommerfeld
radiation condition is not a self-adjoint boundary-condition operator, see for ex-
ample [105, Example 4.9], ultimately due to the presence of the complex number i.
So we note here that scattering problems with the Sommerfeld radiation condition
are not self-adjoint.
1.1.2.1 Green’s Functions
We recall the definition of the Green’s function.
Definition 1.1.5. (Green’s function G) Let L be a linear partial differential
operator, let Ω be a bounded domain and consider the BVP Lv = g in Ω, with
some boundary conditions Bv = 0 on ∂Ω. Then a Green’s function for this BVP
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Figure 1-2: Half-plane domain.
is a function that satisfies
Lx(G(x, y)) = −δ(y − x) in the distributional sense, for all x, y ∈ Ω
and
B(G(x, y)) = 0, for all y ∈ ∂Ω
where B is applied with respect to the variable x.
In the case of an unbounded domain, the definition is analogous, but now the
Green’s function must also satisfy conditions imposed at ∞.
A consequence of Definition 1.1.5 is that the solution of Lv = −g in Ω and




G(x, y)g(y) dy, for all x ∈ Ω. (1.7)
We are especially interested in the following boundary value problem and its
associated Green’s function.
Definition 1.1.6. (Half-Plane Problem) Denote by L the line x2 = L2 and
let the half-plane Λ := (−∞,∞)× (−∞, L2), as in Figure 1-2. Let the wavespeed
c(x) be a spatially varying function on Λ such that (1−c(x)) has compact support
and let f(x) have compact support on Λ. Let u(x) be the solution of the Helmholtz
equation
Δxu(x) + k
2(x)u(x) = −f(x), x ∈ Λ, (1.8)
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with k(x) := ω/c(x), with
u = 0, x ∈ L,
with the Sommerfeld radiation condition (SRC)
x





as ‖x‖ → ∞, (1.9)
(observe that k is constant outside a compact set, so the SRC is well defined).
Definition 1.1.7. (G) The Green’s function G (as in Definition 1.1.5) of the








where M(y) is the reflection of the point y in the line L illustrated in Figure 1-2,
and H0 is the Hankel function of the first kind.
For the proof that (1.10) is indeed the Green’s function for the half-plane
problem, see Definitions 2.2.18 and 2.2.19 and Proposition 2.2.20, where we find
Green’s functions for a series of half-plane problems.
In this thesis we prove theoretical results for certain Green’s functions of
Helmholtz problems for spatially constant, but possibly large, wavenumber k.
Note that when k is variable there is in general no explicit expression for the
fundamental solution, or Green’s function. However, the numerical methods mo-
tivated by the theory are effective when applied to the more complicated scat-
tering BVPs mentioned above as well, including those with variable c(x) and
resulting heterogeneous (or spatially-varying) wavenumber k(x) (see, for exam-
ple, [35, §3.1-2]).
1.1.3 Motivating Applications
Study of Helmholtz problems is an area of active research with many applications
to wave-based phenomena: acoustics [22], elasticity [41], electromagnetics [22]
and geophysics [85].
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Figure 1-3: Creative commons image [87]. Diagram of a marine seismic survey.
The layers of subsurface materials have different velocities vpi and densities ρi.
At boundaries between the layers the waves are refracted and reflected and these
‘echoes’ are observed by the hydrophones.
1.1.3.1 Seismic Inversion
This project was sponsored by Schlumberger Cambridge Research because of
their interest in seismic inversion.
Seismic inversion aims to find the distribution of parameters describing the
physical properties of the earth’s subsurface. In the case of the model considered
here, the parameter in question will be the wavespeed, as a function of position.
To perform seismic inversion, the location must first be surveyed: seismic wave
sources (mechanical vibrations on land or an air-gun in the water) are used to
generate vibrations/waves in the subsurface area of interest. The pressure echoes
emanating from reflections at material boundaries are observed using geophones
on land or hydrophones on water. (For an example of the latter see Figure 1-3.)
One use of the parameter distribution images created through this process is to
see if there is oil at a site and if it can be extracted.
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The data sets consisting of the echoes from each source at many frequencies
must be interpreted to extract the subsurface parameter information. There
are various methods for doing this interpretation, two large categories being
tomographic methods and full waveform inversion. Tomographic methods use
travel times of rays to determine an approximate velocity model, based on trac-
ing ray paths between source and receiver, assuming the rays go through reflec-
tions/refractions based upon possible subsurface parameter distributions, see for
example [96, p1750]. However, we focus on full waveform inversion (FWI) as it
has the most relevance to our later work. FWI is a non-linear, least-squares min-
imisation problem, formalised by Lailly [78] and Tarantola [107]. During FWI,
the forward problem (of obtaining the scattering pattern of pressure echoes from
the sources, given a particular subsurface parameter distribution) is solved many
times and the distance between the predicted pressure echoes and the observed
pressure echoes is minimised.
The forward problem in FWI can be formulated in the time domain or the
frequency domain. We focus on a frequency-domain formulation of FWI, leading
to our interest in solving Helmholtz problems. Frequency-domain formulations
of FWI can be found in, for example, [47,95]. A succinct description of the FWI













• A(m) is the function to be minimised.
• M is the space of possible subsurface parameters. For this thesis this is the
wavespeed c(x), but in practice it can include more parameters, for example
the rock density.
• Ns is the number of sources used at that geographic location.
• Nω is the number of wave frequencies from the sources.
• ui(m, ωj) is the solution of the forward problem with corresponding param-
eter m(x), source fi and frequency ωj .
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• Ri is the mapping of the solution ui to match the same location as di.
• di(ωj) is the data set of observations corresponding to source fi and the
frequency ωj .
As we mentioned above, the forward problem is where a wavefield solu-
tion/scattering pattern is obtained for a particular source and set of subsurface
parameters. A succinct notation for a frequency-domain forward problem is given
in [85, p155], as follows:
A(m(x), ω)u(x, ω) = f(x, ω) (1.11)
where m ∈M , x, ω, u and f are as above and A(m(x), ω) is the partial differen-
tial operator for a frequency-domain wave problem, which could be the simplest
problem with the Helmholtz operator, or a much more complicated variant; we
discuss the possibilities for this operator shortly.
Solving the forward problem must be done many times, for three reasons.
Firstly there will be many different sources or forcing terms used to generated
any image. Secondly there will be multiple frequencies to solve for. Finally as
the parameter distribution is determined by gradually improving an initial guess
of the distribution, until the predicted pressure echoes match the observations
as closely as possible, the forward problems for all the different sources and
frequencies must be solved many times. Hence an efficient way to calculate the
solution to the forward problem is of wide interest.
As alluded to in the description of (1.11), the formulation of the forward
problem can take several different forms. For example a very general formulation
is the poro-elastic wave model developed by Biot [9], which takes into account of
various properties of the subsurface rocks, like elasticity, porosity and viscosity.
However, a balance must be struck between the complexity of the model and what
can effectively be modelled on a useful time-scale with the available computing
resources. Generally a much simpler model is used.





− divC²(u) = ρ∂
2u
∂t2
− div(λdiv(u)I+ 2μ²(u)) = f, (1.12)
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see, for example, [41, p19-20], where
• u(x, t) is the displacement: after time t, the position of the particle at x is
given by x′(x, t) = x + u(x, t),
• ²(u(x, t)) is the strain tensor,
• C is the stiffness tensor, which depends on Lame´ elasticity parameters λ, μ,
and
• ρ(x) is the density.
(Note that isotropic elasticity means that it has the same elastic properties in
every direction.)
The elastodynamic equation models both pressure (longitudinal) and shear
(transverse) waves (P- and S-waves respectively). The elastodynamic wave equa-
tion does not model memory effects, or attenuation of the waves (i.e., the waves
losing energy and amplitude as they pass through the rocks), viscosity or poros-
ity [41, p17]. (Attenuation can by modelled in the frequency domain by using a
complex frequency in the equation [29], a potential application of our later work
where we consider adding a complex part to the wavenumber.)
The acoustic approximation is a further approximation that can be made to
the elastodynamic equation. In the acoustic approximation only P-waves are
considered, so that effectively, the shear velocity is being set to 0 [41, p22]. The
acoustic approximation is just as useful as the elastodynamic equation in certain
situations. Since the P-waves travel faster and arrive at the receivers first, the
acoustic approximation does not affect methods that only involve first-time ar-
rivals [41, p21]. The acoustic approximation is beneficial in that it is cheaper
to compute and simpler to analyse and requires a smaller grid upon which to
do computations. The S-wave wavelength “is at least 1.5 times smaller than the
P-wave wavelength and therefore the elastic model requires a finer mesh” [41, p21
and references therein]. Limitations of the acoustic approximation to the elastic
wave equation are discussed in, for example, [12].
We describe the acoustic approximation, where shear waves are neglected,
by following [41, p22-23]. Let C be the stiffness tensor and p = κdiv(u) be the
pressure, where κ is the bulk modulus. In, for example, [41, p22-23], it is shown
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that
C²(u) = pI, (1.13)
and thus
divC²(u) = ∇p. (1.14)




−∇p = f. (1.15)


















By the definition of the pressure (p = κdiv(u) above) and interchanging the order




























Equation (1.18) is the time domain acoustic model. To obtain the frequency-
domain formulation we take the Fourier transform of (1.18) in time.
Let the Fourier transform of a function ψ(x, t), that satisfies certain regularity





























where ω is the Fourier frequency. Solving (1.19) for each ω and doing reverse
Fourier transform then yields a time domain solution to (1.18).
23
In practice the forward problem (1.18) is often solved in the time domain, but
there is continued interest in frequency-domain solvers, for example [85].
A final simplification that can be made to (1.19) is to assume constant density.
We then obtain a variant of the Helmholtz equation as follows
− 1
c2p
pω −Δpω = divf = F.
Hence the Helmholtz equation is arguably the simplest approximation to the
wave equation that it is useful to consider and experiment with in the context of
FWI.
1.2 Discretisation Methods
1.2.1 Methods and Costs
To discretise Helmholtz problems there are two main categories of methods to
chose from: volume discretisation methods and boundary integral equation meth-
ods.
Volume methods are characterised by the fact that the problem is formulated
on a mesh on the domain that the PDE problem is posed on. Some common exam-
ples are finite difference, finite element and finite volume methods. In this thesis
we use volume methods for all of our numerical experiments. Unlike boundary
integral methods, volume methods do not require prior knowledge of the Green’s
function, which is important for our application of interest as the Green’s function
is not generally known in practice for inhomogeneous problems.
Finite difference methods use difference equations to approximate the deriva-
tives. In practice high-order methods are often used (see for example [103]),
though for simplicity our demonstrative numerical tests use low-order methods,
see description in §2.1.2.
Finite element methods subdivide the domain into pieces called finite ele-
ments, and discretise a variational/weak form of the PDE upon the mesh of
finite elements to create a linear system of equations. We create such a varia-
tional formulation of the Helmholtz equation in §1.4.2 and details of the exact
variant of the method that we use in numerical experiments are given in §2.1.3.
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For further details about finite element discretisations of Helmholtz problems we
refer the reader to [69].
The number of degrees of freedom in volume methods is generally O(nd),
where d is the dimension of the domain in which the PDE problem is posed
and n is the maximum number of degrees of freedom along the length of any
dimension. Volume methods generally yield sparse matrices (when the method
considers only local interactions) of a size O(nd)×O(nd).
In practice, n (the maximum number of degrees of freedom along the length
of any dimension) has to be large for Helmholtz problems. To see this, we first
note that the important factor about the size of the domain that Helmholtz prob-
lems are posed on, is the characteristic length kL, i.e. the maximum size in any
dimension of the domain L, multiplied by the wavenumber k. This character-
istic length gives a measure of the number of waves within the domain or how
‘oscillatory’ the problem is. The characteristic length can be large either due to
k being large, or L being large. In this thesis, for simplicity we assume that k
is the large parameter and L is O(1). Solutions to Helmholtz problems are then
oscillatory with wavelength O(1/k). For these solutions to be resolved one needs
a fixed number of points of per wavelength, i.e., h = O(1/k), where h is the mesh
size. This small mesh size results in linear systems for a volume method with a
matrix of size O(kd) × O(kd) in dimension d (note that h = O(1/n)). In fact,
when low-order finite difference or finite element methods are used, accuracy is
not maintained as k increases for a fixed number of points per wavelength due
to a phenomenon known as the pollution effect (see §1.4.2). Therefore linear
systems with h = O(1/kα), with α > 1, are required to maintain accuracy, and
these linear systems are therefore even larger in size: O(kdα)×O(kdα).
We briefly mention some details about the second category of methods, inte-
gral equation methods, as they are indirectly of interest in this thesis. When the
fundamental solution is known, the problem can be reformulated as an integral
equation on the boundary of the domain; we refer the reader to details in, for
example, [22, §3 especially p39-48]. When the Galerkin method is used to solve
the integral equation, the resulting method is known as the Boundary Element
Method (BEM), see for example [76]. A recent overview describing boundary
integral methods for Helmholtz problems may be found in [13]. The boundary
integral equation methods can deal especially well with radiation conditions as
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they are included in the boundary integral formulation. However, we note that,
due to the need for prior knowledge of the fundamental solution, the methods can
only be applied to homogenous, or piecewise homogeneous media c(x). Whilst
there are many applications for which this assumption holds true (see for example
many applications in [16, §4]), there are limitations to the methods’ usefulness,
for example, when it comes to seismic inversion problems as described in §1.1.3.1,
where the goal is to model the wavespeed distribution c(x).
Since discretisation only takes place on the boundary, the number of degrees
of freedom in boundary integral equation methods is O(nd−1), where d is the
dimension of the domain in which the PDE is posed and n is the maximum
number of degrees of freedom along the length of any dimension.
To fully explain the discretisations of the model problems we consider in
this thesis, we need to consider two further things: 1) in §1.3 we consider how
to discretise/approximate the Sommerfeld Radiation Condition (1.6) and 2) in
§1.4.2 we consider the pollution effect which for low-order methods means that a
very fine grid is needed to successfully compute a solution.
1.3 Approximating Sommerfeld Radiation Con-
dition
In this thesis we are interested in solving scattering Helmholtz problems, posed
with the Sommerfeld Radiation Condition. When discretisation is done with a
volume method like the finite difference method or the finite element method,
the domain of the problem must be truncated to some finite area of interest.
Thus the Sommerfeld Radiation Condition (1.6) must be approximated. A whole
family of methods have been developed to do this approximation; we discuss just
two of these.
1.3.1 Absorbing Boundary Conditions
Engquist and Majda [32] created some absorbing boundary conditions that are
Pade´ approximations to localisations of the pseudo-differential operator that pro-
vides the exact boundary condition. The impedance boundary condition is the
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zeroth-order Pade´ approximation and takes the form:
∂u
∂n
− iγu = 0, on ∂Ω,
for some constant γ, usually chosen as k [32], [69, §3.3.2].
1.3.2 Perfectly Matched Layer
A much more sophisticated method is to use a Perfectly Matched Layer (PML).
Introduced by Berenger [8], the idea of the PML is nicely summarised by Ihlen-
burg [69, §3.3.4]: “the idea is to introduce an exterior layer at the artificial bound-
ary in such a way that all plane waves are totally absorbed [by being forced to
decay exponentially within this layer]. This means that no reflection occurs. . . and
the transmitted wave vanishes at infinity, whence the name perfectly matched layer
(PML) method. In practice, the computation is truncated at some finite distance
within the layer. But the resulting artificial reflections are small, due to the ex-
ponential decay.” Or in other words, within the PML region we have exponential
decay of incident waves [20] [69, §3.3.4], mimicking the Sommerfeld radiation
condition and aiming to ensure that there are no reflections.
In this thesis we use PMLs for all our numerical experiments as they are
simple to implement and effective in the cases we consider, see details in §2.1.1.
1.4 Finite Element Method
1.4.1 Solution of Interior Impedance Problem
In this thesis, we are concerned with discretisations of Helmholtz problems cre-
ated with low-order finite element methods or finite difference methods. In this
section we briefly describe the finite element method.
Definition 1.4.1. (Function spaces L2, H1) The space L2(Ω) is the space of






exists and is bounded. (Equipping this with the norm ‖ ∙ ‖2 makes it a Hilbert
space.)
The space H1(Ω) is the Sobolev space
H1(Ω) := W 1,2(Ω) := {u ∈ L2(Ω)











are defined in a distributional sense.
Since the details of Sobolev spaces are only of incidental interest in this thesis,
we refer the reader to, for example, [79] for full details.
Definition 1.4.2. (Interior Impedance Problem (IIP)) Let Ω ⊂ Rd, d ∈
{2, 3}, be a bounded, Lipschitz, open set and let Γ = ∂Ω. Given f ∈ L2(Ω)
g ∈ L2(Γ) and k > 0, find u ∈ H1(Ω), the solution of the Helmholtz equation
Δxu(x) + k
2u(x) = −f(x), x ∈ Ω, (1.20)
with the impedance boundary condition
∂nu(x)− iku(x) = g(x), x ∈ Γ, (1.21)
where ∂n denotes the normal derivative operator.
Definition 1.4.3. (Standard Variational Formulation of the IIP) Given
f ∈ L2(Ω), g ∈ L2(Γ) and k > 0, find u ∈ H1(Ω) such that
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Figure 1-4: Left: Example of a grid for finite elements for Ω = [0 , 1]2. Right: if
p = 1, a piecewise polynomial φi is known as a hat function. The diagram shows
the hat function for grid node xi. Note that for compactness we have written,
for example, i or i− n for nodes xi or xi−n respectively.
The standard variational formulation is derived by multiplying the Helmholtz
problem of Definition 1.4.2 by a test function vˉ ∈ H1(Ω) and using Green’s
theorem to integrate by parts.
Definition 1.4.4. (Galerkin equations) Given a finite dimensional subspace
TN ⊂ H1(Ω), find uN ∈ TN such that a(uN , vN ) = F (vN), for all vN ∈ TN .
In the finite element method (FEM) there are several possible choices for TN .
Recall that the FEM is formed by creating a meshed partition of the domain of
the PDE problem with covering elements Ki, i ∈ {1, . . . , NK} and with nodes
xi, i ∈ {1, . . . , N}. We define the maximum distance between any two nodes of
the mesh to be h. For a regular mesh, N ∼ h−d is the total number of degrees
of freedom in the subspace. Then for any p ≥ 1, we define TN to be the space of
all continuous functions which reduce to polynomials of degree p on each element
of the mesh. Let a basis for TN be denoted {φi : i ∈ {1, . . . , N}}. Now we can
reformulate the Galerkin equations from Definition 1.4.4 as the following linear
system of equations.
Definition 1.4.5. (Matrix A from FEM) Let the linear system that arises
from the FEM discretisation of the Interior Impedance Problem (Definition 1.4.2)
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be denoted by
Au = f , (1.23)
where A ∈ CN×N , u ∈ CN×1 and f ∈ CN×1 are such that
A = S − k2Q− ikP,




∇φi.∇φj dx, the domain mass matrix is Qi,j :=
∫
Ω
φiφj dx, the bound-
ary mass matrix is Pi,j :=
∫
Γ











Remark 1.4.6. The matrix A is symmetric but not Hermitian, because of the i in
front of the matrix P . This i appears because of the impedance boundary condition
(1.21). Recall from §1.3.1 that the impedance boundary condition is the simplest
Absorbing Boundary Condition that approximates to the Sommerfeld Radiation
condition. Therefore the non-self-adjointness of the matrix A is consistent with
the fact that the Helmholtz problem with the Sommerfeld Radiation condition is
not self-adjoint at the PDE-level, see Remark 1.1.4. This will hold true for other
discretisations of Helmholtz problems with the Sommerfeld Radiation condition
as well.
1.4.2 Pollution Effect
1.4.2.1 Definition of the Pollution Effect
Discretisations of Helmholtz problems from low-order methods, like (1.23) from
the FEM with a small value of polynomial degree p, suffer from a phenomenon
known as the pollution effect. In order to explain this phenomenon, we consider
the pollution effect in the case of the example of the h-FEM discretisation of the
interior impedence problem. We begin our description of the pollution effect with
some necessary details about the analysis of the FEM for the Helmholtz problems
in terms of h and k, following, for example, [28, §2].
Numerical analysis of the FEM shows that when the method is well formu-
lated, by decreasing h, increasing p, or both (the basis of the h-FEM, p-FEM or
hp-FEM respectively), the solution vector u will converge to the solution u of the
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PDE problem. However, for Helmholtz problems, the difficulty of the problem
is largely determined by the size of the wavenumber k and so it is necessary to
consider the convergence analysis for FEM with h and p in relation to k. In this
thesis, we perform numerical experiments only with h-FEM with p = 1 and so
our description of the analysis for the pollution effect are focused on this case.






The Helmholtz norm ‖∙‖H1k(Ω) is the natural one for Helmholtz problems as the
first order derivative of any of the fundamental solutions (see Definition 1.1.1.1)
features a power of k. It is therefore to be expected that ‖∇u‖L2(Ω) ∼ k‖u‖L2(Ω),
when u is the solution of the Helmholtz equation and so the k2 factor in ‖ ∙ ‖H1k(Ω)
should make the two terms in the norm the same order of magnitude. (Note that
we use ∼ in the following sense: if a, b > 0 we write a . b if a ≤ Cb for some
C > 0 that is independent of all quantities of interest, then a ∼ b if a . b and
b . a.)
The first definition of the pollution effect relates to the quasi-optimality of
the method.
Definition 1.4.8. (Quasi-optimality) The h-FEM is quasi-optimal if the so-
lution uN of the FEM satisfies
‖u− uN‖H1k(Ω) ≤ Cqo minvN∈HN ‖u− vN‖H1k(Ω) (1.24)
for some constant Cqo that may depend on h and k.
The FEM is said to suffer from the pollution effect if hk ∼ 1 (a grid spacing
with fixed number of points per wavelength) is not sufficient to guarantee that
(1.24) holds with Cqo independent of h and k. For various situations, it has been
proved, or numerical experiments have been conducted to show, that h ∼ k−2 is
sufficient for the h-FEM to be quasi-optimal with Cqo independent of h and k,
see references in Remark 1.4.10.
The second definition of the pollution effect relates to the relative error of the
method.
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where uN is the FEM solution.
The FEM is said to suffer from the pollution effect if hk ∼ 1 (a grid spacing
with a fixed number of points per wavelength) is not sufficient to ensure that the
relative error (1.25) is bounded as k → ∞. For various situations, it has been
proved, or numerical experiments have been conducted to show, that h ∼ k−3/2
is sufficient to keep relative error bounded as k → ∞, see references in Remark
1.4.10.
Remark 1.4.10. More information about the two definitions of the
pollution effect
For more complete summaries of results about the pollution effect with respect
to quasi-optimality, we refer the reader to [28, p4] and [52, p182-183]. Here
we note that the pollution effect with respect to the quasi-optimality in 1D was
examined by Ihlenburg and Babusˇka, who proved that when hk2 is sufficiently
small, for p = 1, the h-FEM, for the problem with impedance condition at one
end and Dirichlet condition at the other, is quasi-optimal with Cqo independent
of h and k, see [70, Theorem 3], [69, Theorems 4.9 and 4.13] and their numerical
experiments suggest that the requirement h ∼ k−2 is sharp [70, Figures 7 and
8], [69, Figure 4.11]. The situation in 2D and 3D is less well understood. In 2D
and 3D, when hk2 is sufficiently small, Melenk proved (under regularity conditions
on the solution and other conditions on the solution involving the data of the
problem f and g and the diameter of Ω) that the h-FEM is quasi-optimal with
Cqo independent of h and k, see [83, Proposition 8.2.7].
For a more complete summary of the results about the pollution effect with re-
spect to the relative error, we refer the reader to [28, p3-4]. Here we note that the
pollution effect with respect to the relative error in 1D was examined by Bayliss,
Goldstein and Turkel [5] and then more completely by Ihlenburg and Babusˇka [72].
When hk3/2 ∼ 1, when p = 1, a H1-conforming piecewise polynomial subspace
FEM for a PDE problem with u ∈ H2 has strictly decreasing relative error for
all k ≥ k0, for some k0 > 0, [70, Equation 3.25], [69, Equation 4.5.15] and their
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numerical experiments suggest that the requirement h ∼ k−3/2 is sharp [72, Figure
11], [69, Figure 4.13].
When d = 2 or 3, far less is proved about the pollution effect with respect
to the relative error. For a restricted set of problems, Wu obtained a bound for
‖u−uN‖H1k(Ω) in terms the data f and g, for more details see [113]. For another,
less restricted set of problems Melenk and Sauter showed that a similar bound (to
that in [113]) holds [84, Equation (5.14b)], when hk2 is sufficiently small.
For more details about the pollution effect, we refer the reader to [71] (for hp-
FEM discretisations) and [52, §1.2] and references therein (for BEM discretisa-
tions and a comparison of the pollution effect for BEM and FEM discretisations).
1.4.2.2 Demonstration of Pollution Effect
We demonstrate the pollution effect with a numerical experiment that investi-
gates how the pointwise relative error of the finite element implementation of 2D
Helmholtz problems varies with k and h.
We solve the interior impedence problem in Definition 1.4.2 on Ω = [0 , 1]2,





2)T . We solve it using the linear FEM, with the standard formulation
in Definition 1.4.3. We use triangular, piecewise-linear finite elements and hat
functions as in Figure 1-4. We compute the integrals using the composite centroid
rule on triangles.
Since the exact solution (the plane wave) is known, we are able to use the
exact solution and the numerical solution uN to calculate the pointwise relative
error at (1/2, 1/2):
Pointwise Relative Error =







− uN (1/2, 1/2).
For each k we decrease h (or equivalently increase N) until the pointwise relative
error is within a fixed tolerance ². Figure 1-5 is a plot of log h verses log k for three
different tolerances ² = {0.1, 0.01, 0.001}. We fit linear trend-lines and find that
the relationship between k and h needed to maintain a fixed pointwise relative
error is approximately h ∼ k−3/2. Our experiment shows good agreement with
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Figure 1-5: Pointwise fixed relative error for h and k, for values of ε given in
the legend. The trendlines show that h ∼ k−3/2 is need to maintain the fixed
pointwise relative error.
similar experiments in [113, §7].
1.4.2.3 Consequences of the Pollution Effect
The evidence in §1.4.2 suggests that in order to counteract the pollution effect a
grid spacing of h ∼ k−μ, for somewhere in the range 1 ≤ μ ≤ 2 may be required,
depending on the order of the method used and the particular problem being
solved. Later in this thesis, when we need to consider the range of values that
h may take in terms of k, we use this range of possible values. We also conduct
numerical experiments, for these we use h ∼ k−1 and h ∼ k−3/2.
For now, we note that the small mesh sizes required to counteract the pollution
effect result in discretisations of Helmholtz problems having linear systems like
(1.23) to solve that are very large. In fact, the discretisation matrices like A
in (1.23), must be of the size O(kμd) × O(kμd) for 1 ≤ μ ≤ 2 for dimension d.
Hence it is of particular importance and interest to find efficient solution methods
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for linear systems arising from Helmholtz problems and we give an overview of
methods of interest to this thesis in the next few sections.
1.5 Solution of the Linear System (1.23)
1.5.1 Direct Methods
For a linear system with N unknowns, the cost to invert the linear system via
Gaussian elimination is O(N3). However, we recall that the linear systems that
arise from the discretisation of Helmholtz problems are extremely large, due to
the need to resolve the waves and counteract the pollution effect for low-order
methods (see §1.2 and §1.4.2), and so a cost of O(N 3) is prohibitively high for
discretisations of Helmholtz problems and we want a cost as close to O(N) as
possible.
There are many direct methods for solving linear systems arising from integral-
equation discretisations of PDE problems (for example, Laplace problems), that
have costs much less than O(N3) , see for example [63,77,81]. Most of these inte-
gral equation direct methods assume certain properties of the matrix, for example
saying that off-diagonal or ‘admissible’ matrix blocks are ‘rank deficient’ or ‘com-
pressible’, meaning that they readily admit low-rank approximations. However
oscillatory Helmholtz kernels do not always have the equivalent of this prop-
erty (i.e., the kernels do not readily admit low-rank separable expansions, see
discussion in §1.8), especially for high-wavenumber and complicated geometries.
Therefore the associated matrices do not have this property of readily admitting
low-rank approximations and so more thought must be put in to applying these
methods to Helmholtz problems than to Laplace problems. For example, in [82],
Rokhlin and Martinsson adapt their method from [81] for non-oscillatory kernels
to work for a Helmholtz problem in the particular situation of elongated scat-
terers in [82]. In this particular scenario, the Helmholtz kernel and hence the
off-diagonal matrix blocks in the linear system, can be shown to be low-rank,
even for high frequencies.
There are also direct methods for solving volume discretisations of Helmholtz
problems that also exploit low-rank properties (see §1.8), for example those by
Gillman, Martinsson et al. [48, 49]. These methods perform well for low-to-
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medium frequency problems, but high-frequency problems are still challenging,
as in many cases the cost to construct or apply the methods is O(Nα) for α > 1.
Direct methods have the following advantage when there are multiple right-
hand sides: the direct method to solve the system only needs be constructed once
and can then be used for each right-hand side. Therefore they are more likely to
be competitive in situations with multiple right-hand sides.
1.5.2 Iterative Methods
In this thesis we mostly focus on solving the Helmholtz problem using iterative
methods. An iterative method to solve the N ×N linear system
Ax = b,
is a method that generates a series of approximate solutions x0, x1, x2, . . ., that
converge to the solution x. Each xi is obtained from the previous iterate(s) by
some multiplications with A.
There are many different iterative methods that are appropriate in different
situations, depending, for example, upon the size of the linear system considered
and the properties of the system matrix A. A common choice of iterative methods
for solving systems with large, sparse matrices arising from Helmholtz problems
is to use iterative methods based on Krylov subspaces, see Definition 1.5.1, with
some form of preconditioner, see §1.6.
Definition 1.5.1. (Krylov Subspace Kl) Let A ∈ CN×N and v ∈ CN . Then
for l ∈ N, l < N , the lth Krylov subspace is
Kl(A, v) = span{v, Av, A2v, . . . , Al−1v}, (1.26)
where v := r0/ ‖r0‖, where r0 := b− Ax0, for an initial guess x0.
There are two classes of Krylov subspace methods of interest in this the-
sis. Of most direct interest is a class of methods that includes the Generalized
Minimal Residual method (GMRES) [99, 100]. (Note that GMRES is a general-
isation of the Minimal Residual Method (MINRES) [94]. However, as MINRES
requires a Hermitian system matrix, it is GMRES that is relevant to the linear
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systems that we consider.) Of less direct interest is a second class of iterative
methods, that includes the Conjugate Gradient Method (CG) [67] (which also re-
quires Hermitian matrices), and its generalisation to non-Hermitian matrices the
Bi-Conjugate Gradient Method (Bi-CG) [39] and a modified version of Bi-CG,
Conjugate Gradient Squared (CGS) [104]. A further generalisation of CGS and
the most effective of the well known algorithms in this class is Bi-Conjugate Gra-
dient Stabilised Method Bi-CGSTAB [110]. (Bi-CGSTAB can be thought of as a
blend of Bi-CG and GMRES [74, p50], where one iteration of Bi-CG is followed
by one iteration of GMRES restarted (see §1.5.2.1 below for restarted GMRES)
at each step [74, p50], [4, p27] and [88, p33].) Bi-CG, CGS and Bi-CGSTAB
can all suffer breakdown in some situations [74, p47-9] and [111, p137], but as
Bi-CGSTAB is the most well established we consider this method here rather
than the others.
GMRES is the method of choice for the numerical experiments in this thesis
and we give an outline of it below. (For an explanation of the choice of this
method, see §1.5.2.2.)
1.5.2.1 GMRES
GMRES finds the lth iterate xl, where xl ∈ x0 + Kl(A, r0) and xl is defined
such that b − Axl ⊥ AKl(A, r0), so that the residual norm over vectors in
x0 + Kl(A, r0) is minimized [99, p159,p164]. To do calculate xl, an orthogonal
basis for the Krylov subspace Kl(A, r0) is calculated using the Arnoldi method
and the minimisation of the residual is done using this basis. A basic version of
the algorithm for GMRES that uses the Modified Gram-Schmidt (MGS) orthog-
onalisation in the Arnoldi method is as follows.
Algorithm 1.5.2. GMRES Algorithm [99, Algorithm 6.9]
1: Compute r = b− Ax0, β = ‖r0‖ and v1 = r0/β
2: for j = 1, 2, . . . , l
3: Compute wj = Avj
4: for i = 1, . . . , j % Loop contains the Arnoldi method with MGS
5: hij = (wj , vi)
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6: wj = wj − hijvi
7: end
8: hj+1,j = ‖wj‖2. If hj+1,j = 0 set l = j and go to 11.
9: vj+1 = wj/hj+1,j
10: end
11: Define the (l + 1)× l Hessenberg matrix
H˜l = {hij}1≤i≤l+1,1≤j≤l
12: Compute yl, the minimiser of ‖βe1 − H˜ly‖2 and xl = x0 + Vlyl.
(Note that we define el to be the lth standard basis vector.)
To gain some additional understanding of the Algorithm 1.5.2, in particular
how the each iterate xl is calculated to minimise the residual norm over vectors
in x0 + Kl(A, r0) (see especially Algorithm 1.5.2 Step 12), we follow some theory
from [99].
Proposition 1.5.3. [99, Proposition 6.5] Let Vl be the N× l matrix with column





V Tl AVl = Hl (1.27)
hold.
We can then see that
b− Ax = b− A(x0 + Vly)
= r0 − AVly
= βv1 − Vl+1H˜ly
= Vl+1(βe1 − H˜ly),
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which, as Vl+1 is orthonormal by the construction of the vectors vi in Algorithm
1.5.2, implies
‖b− Ax‖2 = ‖b− A(x0 + Vly)‖2 = ‖βe1 − H˜ly‖2, (1.28)
[99, p164-5]. Therefore, xl = x0 + Vlyl , where
yl = argminy‖βe1 − H˜ly‖
[99, p165]. So xl does indeed minimise of the residual norm over vectors in
x0 + Kl(A, r0).
There are many more advanced versions of the GMRES algorithm, for example
using Householder orthogonalization in the Arnoldi method [99, §6.5.2], which is
more numerically stable than MGS (sometimes even with MGS, there is ‘severe’
cancellation of the wj ’s in the Arnoldi method) [99, p 156]. (The leading order
cost of the Arnoldi method with any of these variants is O(l2N) [99, p 158].)
Another version transforms the matrix H˜l into an upper triangular matrix
using plane rotations/Givens rotation matrices, to find the residual ‖b − Axl‖
for each iterate xl and hence give a stopping criteria [99, §6.5.3], with “virtually
no additional arithmetic operations’ ’ [99, p 170]. The version of GMRES that
we use (the MATLAB implementation) in later numerical experiments (see §5)
involves the key elements of both the Householder orthogonalization and rotation
matrices versions of GMRES described in this and the previous paragraph.
Another variant is ‘restarted GMRES’, where information on previous itera-
tions is discarded after l iterations and the algorithm is restarted using x0 := xl
[99, §6.5.5]. However this method can stagnate if the matrix is not positive
definite [99, §6.5.5]. We do not consider the restarted version elsewhere in this
thesis.
An upper bound on the cost in terms of floating point operations of the
GMRES algorithm for all the variants that we have mentioned, with the exception
of restarted GMRES, is as follows. Let NZ(A) be the number of non-zero entries
in A, then l steps of the Arnoldi method requires l matrix-vector products (see
Algorithm 1.5.2 Step 3), the cost of which is O(lNZ(A)) [99, p 160]. For each
iteration, the steps in the Gram-Schmidt process (see Algorithm 1.5.2 Steps 5-7)
costs O(jN) operations, so that the total after l iterations is O(l2N) [99, p 160].
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These costs dominate the costs of the algorithm (Algorithm 1.5.2 Steps 8 and 9
are O(lN) and Algorithm 1.5.2 Steps 11 and 12 are O(l3) by the cost of least
squares). Therefore the overall cost of Algorithm 1.5.2 is O(lNZ(A)+ l2N) [99, p
160].
An upper bound on the storage cost of the GMRES algorithm for all the
variants that we have mentioned, with the exception of restarted GMRES, is as
follows. There are l basis vectors vi of length N and also the vectors b, xl, and




the overall storage cost is
O(lN + l2). (1.29)
As long as l, the number of iterations is small (ie. l ¿ n), these costs are
O(N) (depending upon the value of NZ(A)). However for larger values of l the
cost increases considerably. This increasing cost is an important consideration
for use of GMRES: the Conjugate Gradient method for Hermitian matrices has
cost which grows much slower in l.
1.5.2.2 Choice of Iterative Method
The simplest Krylov subspace algorithm is arguably the Conjugate Gradient
method. However this method only works well in the case of Hermitian, positive-
definite matrices. We recall from Remarks 1.1.4 and 1.4.6 that matrices arising
from discretisations of scattering boundary value problems with corresponding
approximations to the Sommerfeld radiation condition are non-self-adjoint, i.e.,
they are not Hermitian (in fact they are symmetric but complex-valued). There-
fore a different Krylov subspace method needs to be used. Here we consider
the choices of GMRES and Bi-CGSTAB, that work for non-Hermitian and non-
symmetric problems.
The theory of GMRES is well established, for example GMRES does not break
down except when the residual is zero [99, §6.5.4], it minimises the residual norm
over the space x0 +Kl(A, r0) [99, p 164] and must converge within N steps [99, p
172] (assuming exact arithmetic). (Preconditioners are used to minimise the
number of iterations l, as outlined in the next section.) In contrast, there is no
convergence theory of comparable rigour for Bi-CGSTAB [74, p50].
A comparison of the costs of the two methods can also factor into a decision
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between the methods. A fundamental difference between the two methods is
that GMRES works out the next iteration based on vectors from all the previous
iterates in the matrix H˜l (see Algorithm 1.5.2) of size of (l + 1) × l, whereas
Bi-CGSTAB is a recurrence method and has fixed storage costs per iteration (in
fact the memory cost is only that of a fixed number of vectors at each iteration so
that the cost is O(N) and does not therefore change with l [74, p50]). Therefore,
when iteration numbers l are higher, the memory costs of GMRES can become
prohibitive, whilst those for Bi-CGSTAB remain manageable [74, p50].
With regards the computational costs, GMRES requires only one matrix vec-
tor product involving A per iteration (see Algorithm 1.5.2), whereas Bi-CGSTAB
requires two [74, p50], so that the computational cost per iteration may be lower
for GMRES if it is expensive to multiply by A and the number of iterations is
small and in these circumstances GMRES is the method of choice to minimise
cost [58, p92]. However, when iteration numbers l are large, the computational
costs of GMRES increase dramatically; recall that the computational cost is
O(lNZ(A)+ l2N). Therefore, if the number of GMRES iterations is high, another
recurrence method like Bi-CGSTAB is more efficient in terms of computational
cost, see [74, p50] [58, p92].
Whilst we can easily estimate the cost per iteration for any a particular matrix,
in practice, the overall cost involves the number of iterations and very little can
be said about the convergence rate of even GMRES (indeed for a general matrix,
any non-increasing convergence curve is possible, including no convergence until
the last iteration, when the residual drops to 0 [59]). As Bi-CGSTAB uses an
iteration of restarted GMRES within its algorithm, in a rather ad-hoc way, even
less can be said about the convergence theory for Bi-CGSTAB. (For example,
note the absence of convergence theory in the book by van der Vorst, the creator
of Bi-CGSTAB, in [111, §7]). For matrices with particular properties, a limited
amount of convergence theory exists for GMRES, we look at the Elman estimate
in §1.6 and §1.9.
Our small demonstrative experiments using GMRES do not encounter signif-
icant limiting memory problems (presumably partly because the preconditioners
(see §1.6) that we use in most cases reduce the number of iteration counts to a
relatively small number of iterations, see §5, though also because our system size
N is limited). Bi-CGSTAB may be more cost-efficient in certain circumstances,
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such as when iteration counts are high, but as its convergence isn’t guaranteed we
choose to use GMRES in our experiments in the first instance, due to its more well
established convergence theory and better guaranteed convergence properties.
1.6 The Need for Preconditioners for Helmholtz
Problems
Simply applying an iterative method to a linear system usually does not result
in a cost-effective solution of the problem as, depending upon the conditioning
of the matrix in the linear system A, it may take a large number of iterates xi to
converge to the true solution. To solve this problem, a preconditioner is usually
applied, seeking to reduce the number of iterations needed before the method
converges.
At the simplest level, a left-preconditioning matrix B, should have the follow-
ing properties:
i) solving B−1Ax = B−1b using an iterative method should require fewer it-
erations than simply applying the iterative method to the original system
Ax = b,
and
ii) it should be cheap to find and apply the action of multiplying by B−1 (the
matrix B or its inverse B−1 need not be found explicitly).
Specialised preconditioners are required for solving Helmholtz problems with
large wavenumber k with Krylov subspace methods, as without them the number
of iterations, and hence the cost, increases dramatically, so as to be prohibitive
[38].
The reasons that GMRES performs poorly for Helmholtz problems are subtle
and there is a comprehensive review of problems using various iterative methods
to solve Helmholtz problems in [38]. For discretisations of Laplace-type problems,
linear systems can be solved efficiently using multi-grid methods, see for example
[62]. However, due to the highly oscillatory nature of Helmholtz problems, general
multi-grid techniques are not effective for solving Helmholtz problems [38].
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Lack of coercivity of standard variational formulations of Helmholtz problems
is commonly cited as the reason iterative solvers encounter problems in the solu-
tion of Helmholtz problems, see for example [19, p195]. The standard variational
formulation of the Helmholtz IIP is not coercive [28]. For the sesquilinear form
(1.22) arising in the interior impedance problem’s variational formulation, [105,
Lemma 6.5] says that for k sufficiently large there exists a v ∈ H1(Ω) with
a(v, v) = 0. If the relevant finite element formulation for this sesquilinear form is
used, with a sufficiently fine grid discretisation, the matrix would therefore have
the origin in its field of values.
When the problem is coercive, 0 is not contained in the field of values. In this
case, the Elman estimate can be applied, and provides an explicit relationship
between the field of values of a matrix and convergence of GMRES.
Theorem 1.6.1. (Elman estimate) Let A be a matrix with 0 /∈ W (A), where
W (A) := {(Au, u) : u ∈ CN , ‖u‖2 = 1} is the numerical range or field of values.




Then, if the matrix equation Au = f is solved using GMRES, for m ∈ N, the




The bound (1.30) was originally proved in [31] (see also [30, Theorem 3.3]) and
appears in the form above in [7, Equation 1.2].
This estimate implies that the larger the distance between the field of val-
ues and the origin, the better the rate of convergence of the residual to 0. In
particular, if the field of values contains zero, i.e. the matrix is indefinite, the
Elman estimate cannot be applied. Note that zero being in the field of values
does not necessarily mean that GMRES will perform poorly (since the condi-
tions in the Elman estimate are sufficient but not necessary) but given the lack
of any other rigorous theory, the above gives us some insight into the reason that
preconditioners are needed in the case of large k.
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The above discussion has only been for the FEM discretisation of the interior
impedance problem and not for other variations of Helmholtz problems. However,
given that the impedance boundary condition can been seen as just another way
of approximating the SRC (see §1.3), one expects the same large iteration counts
to be encountered in discretisations of Helmholtz problems involving PML and
other artificial boundary conditions used to approximate the SRC (see §1.3).
Indeed the same large iteration counts are seen for other ways of discretising the
problem [34,35, 42].
However, the lack of coercivity is not the sole reason behind the difficulties
iterative methods encounter when solving Helmholtz problems. In [86], Moiola
and Spence create a formulation with a coercive bilinear form. Since the formula-
tion is coercive, there exists a minimum distance between the field of values and
the origin [28, p5]. However, the iteration counts for this formulation still grow
with k [28, Figure 7], showing that there are more subtle problems as well as the
lack of coercivity in standard variational formulations.
Therefore it is natural to seek a preconditioner for these types of problems
with the goal of reducing the number of GMRES iterations. Indeed, an ideal case
would be one where the number of iterations and other storage and memory costs
of the overall calculation using the iterative method are bounded independent of
k.
1.7 Sweeping Preconditioners
1.7.1 Introduction to Sweeping Preconditioners
There are lots of preconditioners for Helmholtz problems. We only focus on
sweeping-type preconditioners, first developed by Engquist and Ying [34,35].
A significant recent development is that Gander and Zhang have described
the sweeping-type classes of preconditioners and several other classes of pre-
conditioners using a common framework based on optimised-Schwarz domain-
decomposition methods [44]. Classes of preconditioners thus described are sweep-
ing [34,35], source transfer [15], single-layer potentials [106], polarised traces [115]
and optimised-Schwarz methods [45] (all references are a sample of the literature
for each type).
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Sweeping-type preconditioners have very good iteration counts with GMRES,
showing only a weak dependence upon the wavenumber k in [34, 35]. We go
through key idea of formulating sweeping-type preconditioners in the next section
§1.7.2 and later give a detailed formulation of them in §2.
Some examples of the particular formulation of sweeping preconditioner given
in §1.7.2 and §2, where the key step is approximating Schur complements, are
[34, 35, 46, 114]. More details on how the methods of approximating the Schur
complements of interest to this thesis are given at the end of §2.
There are many related formulations to the formulation in §1.7.2 and §2,
for example in [80] Liu and Ying solve the various subdomain problems, but
send solutions from the subdomain boundaries to up and down between the
subdomains, adding up the solutions as go through the subdomains to make
the method efficient.
1.7.2 Key idea
A key idea of this thesis is that the action of Schur complement matrices arising
in the formulation of sweeping preconditioners is equivalent to solving certain
Helmholtz boundary value problems (BVPs), the solution operators for which
can be proved to be low-rank.
To demonstrate this key idea we look at an illustrative problem based on only
two subdomains. This problem is posed on the half-plane with zero-Dirichlet
boundary condition. The problem is truncated to a small domain of interest (Ω)
with Perfectly Matched Layers (PMLs) on 3 sides as in Figure 1-6. (For details
about PML, recall the discussion in §1.3.) We assume that the truncated problem
is discretised on a tensor product grid, the nodes of which are divided between
two non-overlapping subdomains Ω1 and Ω2 (see Figure 1-6).
Applying a finite difference or finite element method to the BVP creates a
linear system
Au = f .

















































































Figure 1-6: Domains of illustrative problem. Left: Ω is the region of interest below
the zero-Dirichlet condition on the upper boundary of the half-plane problem with
PMLs on the three other sides. Right: Ω is discretised and subdivided into Ω1
and Ω2, with the boundary along a line of nodes from the tensor product grid.













(Note that A1,2 from the natural blocking of the system represents the interaction
with rows corresponding to nodes in Ω1 and columns corresponding to nodes in
Ω2. In particular, in this decomposition the nodes on boundaries of the domains
Ωm are assumed to be in the blocks corresponding to the lower domain.) We
define the Schur complement matrix
S := A2,2 − A2,1A−11,1A1,2, (1.31)
and the modified source
f˜2 := f2 − A2,1A−11,1f1, (1.32)













The formulation of a sweeping preconditioner for our simple illustrative problem
has 2 basic ideas underlying it.
1st idea Sweeping
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The reason for creating subdomains and blocking the linear system is to solve
the whole problem by the method of solving a series of smaller, easier subproblems
sequentially. This method takes the following form: assuming we can invert A1,1,
or cheaply approximate the action of multiplying by A−11,1 (without necessarily
finding A1,1 explicitly), we can solve on Ω2 via (1.31), (1.32) and (1.33) and
finally solve for u1 on Ω1. (Multiplying by A
−1
1,1 is in some sense solving the
subproblem on Ω1, as we see in the section 2nd idea detail.) This method forms






2nd idea Approximate multiplying by S−1.
For the solve on Ω2 we need to invert S (or cheaply approximate the ac-
tion of multiplying by S−1). We have an indication that finding such a cheap
approximation is possible due to the fact that
action of S−1 ≈ action of a Helmholtz solution operator that can be shown to
be low-rank.
This fact is the key theoretical idea behind Engquist and Ying’s sweeping pre-
conditioner in [34] and as it is also key for this thesis we discuss it in detail in
§2.2.3. This thesis gives new results on the low-rank expansion of the Helmholtz
solution operator and works out consequences of these new results for sweeping
preconditioners. To get to the context of these results we look in more detail at
the 2 ideas.
1st idea detail
We present the full sweeping algorithm for our illustrative systems as follows.
Algorithm 1.7.1 (Illustrative Sweeping Algorithm).
Upward Sweep
1. Compute v1 = A
−1
1,1f1 Zero-Dirichlet solve on Ω1
47
2. Compute f˜2 = f2 − A2,1v1 Modified source on Ω2
Downward Sweep
3. Compute u2 = S
−1f˜2 Zero-Dirichlet solve on Ω2
4. Compute f˜1 := f1 − A1,2u2 Modified source on Ω1
5. Compute u1 = A
−1
1,1f˜1 Zero-Dirichlet solve on Ω1
To see the first that step 1 is a zero-Dirichlet solve on Ω1, observe that if
we were to chop Ω2 out of the problem (or equivalently truncate the problem
to Ω1) and discretise, the linear system would consist simply of A1,1v1 = f1, for
some v1 6= u1. We note that v1 6= u1, because the problem has been altered:
by truncating and considering only Ω1 we have effectively set the value of the
solution to zero everywhere in Ω2, in particular along the row of nodes above
the boundary of Ω1, creating a new zero-Dirichlet boundary above Ω1. Therefore
inverting A1,1 is in some sense equivalent to solving the half-plane Helmholtz
problem with zero-Dirichlet condition on Ω1. A more detailed explanation of
this, in a more general setting with several subdomains, can be found in §2.2.11.
Next, step 2 is a modified source as the −A2,1v1 term is transferring the effect
of the source in Ω1 (as the wave would) to incorporate it into the source in Ω2,
creating f˜2.
Due to the zero-Dirichlet condition at the top of the original problem we see
step 3 is a zero-Dirichlet solve on Ω2. Finally the description for steps 4 and 5
follow as in steps 2 and 1 respectively.
In practice to form a preconditioner the steps in Algorithm 1.7.1 are not all
completed exactly and S−1 is not necessarily found explicitly, rather a cheap way
to approximate the action of multiplying by S−1 is found. Assuming the same
can be done for A−11,1, Algorithm 1.7.1 is then a relatively low cost algorithm.
(To see this observe that A1,2 and A2,1 are diagonal matrices and all the other
operations we have not already considered are vector operations.)
The theoretical justification for it to be possible to cheaply approximate the
action of S−1 is found in the 2nd idea which we look at in more detail now.
2nd idea detail
To understand the action of S−1 we do the same block elimination as we
used to form (1.33), only this time for an artificial – but related – problem: this
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where S is precisely the Schur complement from (1.31) (but as there is no source
in Ω1 there isn’t an equivalent modified source (1.32)). We see that w2 = S
−1g;
in other words the action of S−1 is to solve the Helmholtz problem on the whole
of Ω but with the source having support only on Ω2 and observing the solution
only on Ω2.
Consequently, the action of S−1 is associated with a Helmholtz solution op-
erator, an operator that crucially is low-rank (we look at low-rank properties in
§1.8 and we discuss the action of S−1 in §2.2.3). As the associated Helmholtz
solution operator is low-rank, the matrix S−1 admits “good” low-rank approxi-
mations itself. This is what allows the S−1 matrices to be cheaply approximated
(by, for example, H-matrices, see §1.8.3) and makes the sweeping preconditioner
computationally attractive.
In practice, the problem is divided into many more than two subdomains. We
give a detailed formulation of a many subdomain sweeping preconditioner in §2.
1.8 Low-Rank Approximations
1.8.1 Low-Rank Approximations of Green’s Functions
Definition 1.8.1. (Low-rank separable expansion) Let X, Y ⊂ Rd be sub-
sets. A function κ(x, y), x ∈ X, y ∈ Y , has a low-rank separable expansion if




∣∣∣∣∣ < ε, (1.34)
for all x ∈ X, y ∈ Y , where the rank p is small.
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(For variations on this definition of the low-rank separable expansion, see, for
example [33, Definition 2.1] and [6, Definition 3.8].)
The expansion is separable because the φ and ψ functions in the expansion are
functions of only x or y, separating the dependence on the variables. A function
with a low-rank separable expansion is sometimes called ‘degenerate’ [6, p117].
There are two main contexts for considering low-rank separable expansions
of fundamental solutions/Green’s functions. The first is integral methods (as
mentioned in §1.2) where the kernel is related to the fundamental solution (i.e.,
it is either the fundamental solution itself or a derivative of it). The second is
domain based methods, either sweeping methods (see the 2nd key idea in §1.7.2)
or direct solvers (as mentioned in §1.5.1). Where low-rank separable expansions
for functions exist, they can often be exploited by numerical methods to efficiently
solve the associated problems (see §1.8.2).
Definition 1.8.2. (Asymptotically Smooth) [63, Definition 4.14] Let X, Y ⊂
Rd be subsets. Let the function κ(x, y) : Rd × Rd → C be arbitrarily often
differentiable for all x ∈ X and y ∈ Y with x 6= y. Then κ(x, y) is asymptotically
smooth in X × Y if
∣∣∂αx ∂βy κ(x, y)∣∣ ≤ cas(α + β)|x− y|−|α|−|β|−σ, (1.35)
for x ∈ X, y ∈ Y , x 6= y, α, β ∈ Nd0, α + β 6= 0, holds for some σ ∈ R and
cas(ν) = Cν!|ν|ργ|ν|,
where ν ∈ Nd0 and C, γ and ρ are constants.
(There are many slight variants on the definition of asymptotically smooth in
the literature, for example an alternative definition allowing for |κ| on the right
hand side of (1.35) as well is found in [6, Definition 3.2].)
If a function κ(x, y)’s derivatives are controlled, in the sense that κ is asymp-
totically smooth, there are theorems that show the interpolant of κ(x, y) in either
x or y approximates κ with the quality of the approximation improving alge-
braically with the order of interpolation, see [63, Theorem 4.22] or [6, Lemmas
3.16-7 and Theorem 3.18]. These theorems form the basis of finding low-rank
separable expansions to such asymptotically smooth functions κ. (We use this
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theory as part of finding a separable expansion for the Hankel function (1.3) in
§3.4.4.)
The fundamental solution of the Laplace equation is asymptotically smooth
and therefore admits a low-rank separable expansion [63, Appendix E.1], an ex-
ample of “good” low-rank properties.
However, the derivatives of the fundamental solutions of the Helmholtz equa-
tion grow with k. Consequently, on general domains, Helmholtz fundamental
solutions have “poor” low-rank properties in the large-k limit. Since the size
of their derivatives increase with k, although the fundamental solutions are still
asymptotically smooth, the parameters of asymptotic smoothness depend on k
and the ranks p of their “low”-rank separable expansions therefore also increase
with k. Indeed, Engquist and Zhao show that for a general pair of disjoint com-
pact domains in 3D, the lower bound on the rank p is k2 [36, Example 4.1] and
for a general pair disjoint compact surfaces (a common occurrence in boundary
integral methods), in 3D, the lower bound on the rank p is k2 [36, Example 4.1].
However, if some directionality and distance is imposed on the domains X
and Y , it is possible to get “good” low-rank separable expansions of Helmholtz
fundamental solutions in the large-k limit. In 3D, Engquist and Zhao show that
for two collinear line segments [36, §4.2 Example 1] and two ‘collinear’ cylinders
[36, §4.2 Example 2] the upper bound on the rank p does not depend on k, but
only on log(ε). (Previously, Engquist and Ying [33], as part of the development
of their directional multilevel algorithm for solving N -point problems with highly
oscillatory kernels, looked at low-rank separable expansions in distant domains
within certain cone angles.) In 2D Rokhlin and Martinsson [82] have a low-rank
result on long, thin ‘collinear’ domains of particular interest in this thesis, see the
statement in Theorem 2.2.22.
Sometimes, in low-rank results for Helmholtz fundamental solutions, the di-
ameter and distance of the domains X and Y are dependent upon k. In 3D,
when X and Y are spheres, Delamotte et. al. showed that the rank of the
Helmholtz fundamental solution eventually depends at most linearly on k, pro-
vided the spheres satisfy the Fresnel condition, which means that the ratio of the
diameters and distance of the spheres must be k dependent [25, 26]. Bo¨rm and
Melenk similarly obtain low-rank approximations to the Helmholtz fundamental
solutions in 2D and 3D, that depend on the ratio of the diameters and distances of
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axis-parallel boxes X and Y being dependent upon k [11, Theorem 3.13, Lemma
4.2 with conditions (3.20)].
Conditions that impose the required relationship between the diameter and
distance or directionality and distance of the domains for low-rank results to be
obtained are generally called admissibility conditions. Our low-rank results con-
tain an admissibility condition (ηdist(D1, D2) > diam(D1, D2) for some domains
D1, D2 and some constant η > 0, see for example Theorem 3.2.3) and we look
at particular cases of weak and strong admissibility in §4.2.2 (see in particular
Definitions 4.2.6 and 4.2.6).
1.8.2 Low-Rank Approximation Methods
Due to the low-rank properties of various functions discussed in §1.8.1, discretisa-
tions of these functions inherit the property that they readily admit good-quality
low-rank approximations.
Perhaps the most famous method that exploits low-rank properties of kernel
functions is the Fast Multipole Method. First introduced in [60], it is now used
to perform fast matrix-vector multiplication of discrete integral operators (for
example those arising in boundary integral methods mentioned in §1.2), see for
example [73]. Indeed, most of the low-rank approximation methods are in the
context of matrix-vector multiplication of discrete integral operators, as this is
the situation that most naturally lends itself to low-rank approximation (the dis-
crete integral operators consist of dense matrices that, depending on the operator,
inherit the property that they readily admit good-quality low-rank approxima-
tion). Other examples of such methods include panel-clustering [65] and matrix
compression using wavelets [24].
Another method that exploits these low rank properties is the method for the
direct inversion of integral operators [81, 82] developed by Rokhlin and Martins-
son. There are many others.
In this thesis, we are most concerned with H-matrices [56,57,61], which allow
for not only efficient matrix-vector multiplication of matrices that have low-rank
properties, but efficient versions of many other matrix operations as well.
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Figure 1-7: The admissible block structure of a H-matrix, white off-diagonal
blocks are stored in low-rank factorised form and only black diagonal blocks are
stored densely or in full.
1.8.3 Overview of H-Matrices
In this thesis we are especially concerned with H-matrix approximations of Schur
complement matrices arising in sweeping preconditioners (see §1.7). H-Matrices
(also called Hierarchical Matrices) were proposed by Hackbusch et al. [56,57,61].
A H-Matrix is an approximation to a matrix that can be stored and manipulated
at a lower cost than the matrix it approximates. A H-Matrix has various off-
diagonal blocks, called admissible blocks, stored in a low-rank factorised form,
see Figure 1-7. For example an off-diagonal block of a H-Matrix of size n′×m′, is
approximated by the factorisation UV T with matrices U ∈ Cn′×R and V ∈ Cm′×R,
for some R ¿ min{n′, m′}, see Figure 1-8.
Creating the decomposition of the matrix into admissible blocks to be stored
in low-rank factorised form and inadmissible blocks to be stored densely is a
non-trivial task. The partition of the matrix is characterised by cluster trees.
There are many variants of H-matrices, we mention ‘standard’ H-matrices which
we consider in this thesis [63] and H2 matrices or Hierachically Semi-Separable
matrices (see for example [14,64]), of incidental interest to us. In §4.2.2 we recall
a derivation of strongly and weakly admissible ‘standard’ H-matrices.
H-matrices are most commonly used in the context of boundary integral meth-
ods, rather than volume or domain-based discretisation methods. However, the
geometric regions associated with the Schur complement matrices are subdo-
mains, not boundaries, of the problem, so we use H-matrices in the less common
context of volume or domain-based discretisation.
The Hierarchical Matrix Framework (HMF) is the framework for efficiently
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B =
U V T R
R
Figure 1-8: How an off-diagonal block B is approximated in low-rank form in a
H-Matrix.
creating and manipulating H-Matrices. We note that creating H-matrix approx-
imations efficiently is only part of what is needed to use H-matrices in practice.
Algorithms are needed to perform matrix operations (for example matrix-vector
multiplication, matrix-matrix addition and multiplication and matrix inverse)
using H-matrices cost efficiently, by taking advantage of the low-rank structure.
For complete details about how these calculations are performed in practice, we
refer the reader to [56, 57, 61, 63]. In this thesis we describe how a limited num-
ber of matrix operations are performed, for one set of our numerical experiments
conducted with H-matrices, in Appendix A.
1.9 Preconditioners for Helmholtz Problems with
Absorption
1.9.1 Different Conventions for Adding Absorption
Before discussing preconditioners with absorption, we first fix some notation.
We can add absorption to the Helmholtz operator in two ways
1) k2 7→ k2 + iα,
54
2) k 7→ kR + ikI .
The literature on the preconditioner with absorption usually follows the first
convention and we use the first convention in §1.9.2.3. However we wish to
highlight that in later chapters we follow the second convention, writing k as
kR + ikI . (We use this convention for convenience as we work mainly with k
rather than k2.)
We give some illustrative examples to make relationship between the two
conventions clear.





































Proof. Substitute the values of kR and kI into (kR + ikI)
2 = k2R − k2I + 2ikRkI .
Therefore, despite being written in the different conventions, the condition
α ∼ k is equivalent to the condition kI ∼ 1 and the condition α ∼ k2 is equivalent
to the condition kI ∼ k.
1.9.2 Preconditioners with Absorption
1.9.2.1 Basic Principle of Adding Absorption
An example of a Helmholtz problem with absorption is
Δxu(x) + (k
2 + iα)u(x) = −f(x), in R2,
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, as ‖x‖ → ∞.
The idea of adding absorption is that the oscillations of the solution are
damped. We can see that the solutions to the problems are less oscillatory by
looking at the fundamental solutions: in both 2D and 3D the fundamental solu-
tion of the problem with absorption includes the oscillatory factor
exp(ik‖x− y‖) = exp(i
√
k2 + iα‖x− y‖)
= (exp(i(kR + ikI)‖x− y‖) = exp((kRi− kI)‖x− y‖) . (1.36)
To see the oscillatory factor in the fundamental solutions, recall the fundamental
solutions are given in §1.1.1.1. The oscillatory factor is explicitly in the expression
for the fundamental solution in 3D. In 2D the factor can be seen in this expansion
of the Hankel function:
H
(1)







t1/2(t− 2i)1/2 dt, for 0 < Re(z) < ∞; (1.37)
this expansion can be found in [75, §4.1.2 (4.19)] due to [90, §7.13.3 (13.07)] for
z ∈ R+ (the positive real line, not including zero). We look at the expansion
(1.37) in §3.4.2 and find that it is also valid for complex argument z, hence we
state the range in (1.37) as 0 < Re(z) < ∞. Therefore as the imaginary part of
k increases it damps the oscillations of H
(1)
0 that increase with the real part of k,
as in (1.36).
In Chapter 3 we investigate the damping effect on the low-rank properties of
the 2D fundamental solution.
Definition 1.9.2. (Matrix A) We discretise a Helmholtz problem with a finite
element method (in Chapter 4) or finite difference method (in Chapter 5) creating
the linear system
Au = f .
Definition 1.9.3. (Matrix Aabs) We add absorption to the wavenumber of a
Helmholtz problem so that k(x) ∈ C. We discretise the new model problem with
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a finite element or finite difference method creating the linear system
Aabsuabs = f .
Definition 1.9.4. (Matrix A˜abs and Preconditioned Systems) An approx-
imation of A−1abs, denoted by A˜
−1
abs, is the preconditioner with absorption. The




1.9.2.2 Theory of Adding Absorption
To understand why constructing the preconditioner from a different problem is
more effective, we follow parts of the heuristic argument in [42].
We begin by looking at Corollary 1.9.5 of the Elman Estimate for our pre-
conditioned matrix A−1abs. Corollary 1.9.5 gives an estimate for β, which we recall
from (1.30) controls the rate of convergence to 0 of the GMRES residual, in terms
of ‖I − A˜−1absA‖2 (where I is the identity matrix).
Corollary 1.9.5. [42, Corollary 1.9] If ‖I − A˜−1absA‖2 ≤ σ < 1 and if β is as in
(1.30) for A := A˜−1absA and f := A˜
−1
absf , then
cos β ≥ 1− σ
1 + σ





We recall from (1.30) that if sin β is small the GMRES residual converges to
0 quickly, so this corollary tells us that GMRES works well if ‖I − A˜−1absA‖2 is
sufficiently small. We then observe that
I − A˜−1absA = I − A˜−1absAabs + A˜−1absAabs(I − A−1absA),
so ‖I − A˜−1absA‖2 is sufficiently small if ‖I − A˜−1absAabs‖2 and ‖I − A−1absA‖2 are
sufficiently small. We express these conditions as
P1) A˜−1abs is a good preconditioner for Aabs,
P2) A−1abs is a good preconditioner for A.
For P1) we need α to be large. For P2) we need α to be small.
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Regarding P1), for a general preconditioner A˜−1abs, to achieve P1) heuristic
arguments imply that α needs to be large. This is due to the facts that
1) we recall from §1.6, that the desirable properties for Helmholtz preconditioners
are to have k-independent iteration counts and costs, so the difficulties arise when
k is large, i.e. for more oscillatory problems.
2) the oscillations of the solution to the problem are increasingly damped as α
increases (recall the discussion about the damping factor in equation (1.36) in
§1.9.2.1).
For specific preconditioners A˜−1abs, analyses and numerical experiments have
been performed that investigate preconditioning Aabs with A˜
−1
abs. A recent sum-
mary is given in [54, p5]. For multi-grid to converge in a k-independent number
of steps α ∼ k2 is required [18, 23, 53]. For classical Additive Schwarz domain
decomposition preconditioners, in [54] it is shown using the Elman estimate (re-
call Theorem 1.6.1 in §1.6), that under appropriate conditioning on the domain
decomposition, A˜−1abs is a good preconditioner for Aabs (in that GMRES converges
in a k-independent number of iterations) if α ∼ k2.
Regarding P2), obviously when α = 0, A−1abs = A
−1, so A−1abs approximates A
−1
well; but as α gets larger and the Helmholtz problems the A−1abs matrices originate
from become increasingly different to the problems the A−1 matrices originate
from, we expect the approximation of A−1abs by A
−1 to get worse.
So overall, to balance the conflicting needs of P1) and P2) on the value of
α, we expect that some, but not too much absorption α, may be of benefit in
reducing the number of GMRES iterations.
This argument applies equally well for the IIP or other linear systems, for
example those approximating the SRC with PMLs. For the IIP discretised with
the FEM, [42, Theorems 1.4 and 1.5] prove the bound ‖I − A−1absA‖2 . αk (under
certain conditions on the problem geometry and discretisation method) i.e. P2)
is satisfied if α/k is sufficiently small.
We do not present theory for other linear systems, but we expect that any
linear systems that are approximations to the same model problem benefit from
including absorption in a similar way.
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1.9.2.3 Examples of Preconditioners with Absorption
The idea of adding absorption can be used in conjunction with any strategy for
preconditioning Helmholtz problems. We recall previous examples of precondi-
tioners with absorption that fall into four main classes, as follows.
The multi-grid method with absorption is known as the Shifted-Laplacian
preconditioner [37]. Standard multi-grid methods perform poorly with Helmholtz
problems, but when a sufficiently large value of α is included they perform well
again [38]. However, for values of α that are sufficiently large for multi-grid to
work, the preconditioner is too far away from the problem without absorption to
be effective, so that for this preconditioner the requirements of P1) and P2) are
mutually exclusive [17,38]. Therefore, further adaptations are needed to use this
preconditioner for Helmholtz problems without absorption.
Additive Schwarz domain decomposition preconditioners with absorption were
constructed and analysed in [53,55]. Analysis of projection operators (rather than
fundamental solutions) and numerical experiments show the effectiveness of these
preconditioners under certain conditions.
A variant of the Fast Multipole Method and H-matrix approximations of
boundary integral operators have been constructed with absorption [40, 73].
Engquist and Ying add absorption to their moving PML sweeping precondi-
tioner [35], this case is of most interest to this thesis and further discussion is
contained in §1.9.3.1.
1.9.3 Motivation for Thesis
1.9.3.1 Benefits of Sweeping Preconditioner with Absorption
The experiments of particular interest to this thesis are low-rank experiments with
sweeping preconditioners with absorption. As mentioned in §1.9.2.3, Engquist
and Ying included a small amount of absorption kI = O(1) in their moving PML
preconditioner [35]. Shanks [101] conducted experiments with the moving PML
preconditioner to determine the optimal amount of absorption for reducing the
iteration counts. Of the options α ∈ {0, k, k2} and kI = 1, kI = 1 was found to
be the optimal value, see [101, Tables 5.7-10].
Despite the use of absorption in one variant of the preconditioner, to the best
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of the author’s knowledge, no work has been done on examining the effect of ab-
sorption in the low-rank results that provide underlying motivation for Engquist
and Ying’s sweeping preconditioner.
1.9.3.2 How Absorption Affects Low-Rank Properties of Helmholtz
Fundamental Solution
We saw in §1.7.2 that the sweeping preconditioner depends on low-rank proper-
ties of a certain Helmholtz solution operator. We see in §2.2.3 how this solution
operator is closely related to the fundamental solution. To understand the ben-
efits of adding absorption to the sweeping preconditioner, it is therefore natural
to look at how absorption affects low-rank properties of the fundamental solution
and then the related Helmholtz solution operator.
This question about how absorption affects the low-rank properties of the fun-
damental solution has been partly addressed for large kI by Banjai and
Kachanovska. Indeed, Banjai’s result [3, Lemma 5.6] says that for k ∈ C with
kR/kI ≤ C0, for some constant C0 > 0, the 3D Helmholtz fundamental solu-
tion (1.4) is asymptotically smooth with coefficients depending on C0 but not
depending on k. In the context of the FMM and boundary integral equations,
Kachanovska has low-rank theory for Helmholtz fundamental solutions, though
this is similarly focussed on large kI [73, p25]).
We look at how absorption affects low-rank properties of the fundamental
solution for smaller values of kI . These smaller values of kI are found to be better
in practice, recall that we saw that Engquist, Ying and Shanks used kI = 1 in the
sweeping preconditioner [35, 101] (see §1.9.3.1). Also that due to the conflicting
requirements of P1) and P2) in §1.9.2.2, we recall that we expect that some, but
not too much absorption α, may be of benefit in reducing the number of GMRES
iterations.
1.10 Achievements of this Thesis
In Chapter 2 we take an in-depth look at the formulation of a particular type
of sweeping preconditioner. The formulation is based on Engquist and Ying’s
sweeping preconditioner from [34, 35] and is an extension from two subdomains
to many subdomains of the key ideas and Algorithm 1.7.1 we saw in §1.7.2. We
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particularly focus on explaining the idea that “the action of a Schur complement
matrix S−1 ≈ action of a Helmholtz operator that can be shown to be low-
rank”, from §1.7.2. We show that the Schur complement matrices arising in the
sweeping-preconditioner formulation are approximately equal to matrices that
are discretisations of Green’s functions operators for a sequence of half-plane
problems, like those Green’s functions and problems in Definitions 1.1.5, 1.1.6
and 1.1.7.
As mentioned above, the Helmholtz operator associated with the Schur com-
plement matrices can be shown to be low-rank; in §2.2.3.2 we discuss existing
results on this. Then in Chapter 3 we prove new low-rank results that cover
the case when the wavenumber in the operator is complex, i.e. the problem has
some absorption added. Both the existing and new results about the half-plane
Green’s functions come from the expression (1.10) of the Green’s functions in
terms of Hankel functions, and from proving appropriate results about the Han-
kel functions. The motivation for proving these new results about the Hankel
and Green’s functions is that they can be used to provide underlying theory for
the sweeping preconditioner with absorption, and in particular, understand what
advantages it has over the sweeping preconditioner without absorption.
A well-known technique for creating low-rank approximations of matrices is
the H-matrix framework. In Chapter 4, we use our low-rank results from Chapter
3 to prove results about how well H-matrices can approximate discretisations of
the half-plane Green’s function, and hence the Schur complement matrices. We
then give numerical results showing that the benefits of absorption established in
theory are visible in actual H-matrix approximations.
In Chapter 5 we perform experiments on sweeping preconditioner with ab-
sorption – both when the problem to be solved contains absorption (in the sense
of Definition 1.9.4) and when it does not. Our goal is to investigate whether
the benefits due to absorption seen in the H-matrix approximation translate to
benefits in the performance of the preconditioner.
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Chapter 2
Description of the Sweeping
Preconditioner
In this chapter we describe a particular formulation of the sweeping precondi-
tioner (see §1.7), providing the context to expand on the second key idea we saw
in §1.7.2:
“the action of a Schur complement matrix S−1 ≈
action of a Helmholtz solution operator that can be shown to be low-rank”.
This second key idea is crucial in understanding and motivating the work of this
thesis. This chapter also introduces key concepts and notation that we use in the
rest of this thesis.
We go through the following stages.
• In §2.1 we describe methods of discretising the model problem, since these
methods affect the structure of the matrix of the discretised problem. The
structure is of theoretical importance and we use specific discretisations to
ensure a certain structure in later theory and numerical experiments. In
§2.1.1 we look in detail at the PMLs which approximate the Sommerfeld
radiation condition in the model problem. Then we look at the finite differ-
ence discretisation and the finite element discretisation in §2.1.2 and §2.1.3
respectively.
• In §2.2 we outline a multi-line sweeping preconditioner (recall sweeping, the
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first key idea in §1.7.2). We discussed sweeping preconditioners generally in
§1.7, but now we must focus on a particular example of the many different
formulations. The first versions of the particular type of sweeping precon-
ditioners we consider are those introduced by Engquist and Ying in [34,35].
Therefore, the sweeping preconditioner formulation we give in this chapter
is based upon the preconditioners in these papers. An important differ-
ence is that the formulation of the preconditioner we give includes the case
when multiple lines of the grid are swept at once, something discussed only
briefly in [35]. (We perform numerical experiments with the sweeping pre-
conditioners [34, 35] in §5 and so we give a full description of them there.)
We are particularly concerned with two types of matrices arising in the
study of the sweeping preconditioner formulation: Schur complement ma-
trices S−1m and related matrices Gm (formed by pointwise evaluation of a
certain Green’s function, both defined in §2.2.1). In §2.2.2 we see the im-
portance of cheaply approximating the S−1m matrices. In §2.2.3 we establish
the connection between the S−1m and Gm.
2.1 Discretisation of Model Problem
Recall that the model problem in Definition 1.1.2 is posed on an infinite domain.
In order to solve it numerically we must truncate it to a region of interest. As
part of this truncation the Sommerfeld radiation condition must be approximated
(1.6): we use the Perfectly Matched Layer (PML), see §1.3. The solution of the
model problem can be approximated by solving the Helmholtz problem on the
rectangle [0, R]2 with PML boundary conditions approximating the Sommerfeld
radiation condition on the sides. It is assumed that the support of f and (1− c)
are contained within the rectangle inside the PML variables. The problem can
always be scaled so that R = 1 and so without loss of generality we choose R = 1.
We define the PML on [0, 1]2 in §2.1.1.
We outline two discretisations of the truncated model problem with PML,
a finite difference discretisation §2.1.2 and a finite element discretisation §2.1.3,
both used extensively in numerical experiments later. The matrices A and Aabs
that we create using these discretisations are specific cases of the discretisation
matrices A and Aabs defined in Definitions 1.9.2 and 1.9.3 (recall that Aabs de-
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notes the discretisation matrix where absorption is added to the wavenumber,
i.e. k(x) = kR(x) + ikI(x)).
2.1.1 PML
We use the version of Perfectly Matched Layers developed by Collino and Tsogka










Figure 2-1: Sketch of PML



















and φ(x) is a cut-off function which has the value C/η at the boundary and 0









if 0 ≤ x ≤ η,







if 1− η ≤ x ≤ 1,
(2.2)
see Figure 2-2.
Figure 2-2: Graphs of the functions φ(x) and θ(x) := θ1(x) = θ2(x) used in the
PML in Figure 2-1.
We assume that η, the width of the PML, is of the order of a wavelength
and C is some positive constant independent of k. We can see from Figure 2-2
that the transformations only alter the differential operator in the PML region, as
elsewhere φ is 0 and hence the θis are just 1. Recall from §1.3 that within the PML
region the transformation causes exponential decay of incident waves [20] [69,
§3.3.4], mimicking the Sommerfeld radiation condition and aiming to ensure that
there are no reflections. We assume the support of f and c (i.e. the domain of
interest) are within the [η, 1− η]2 box.















u(x) = −f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,






















u(x) = 0, x ∈ ∂Ω,
(2.3)
where Ω = [0, 1]2 (observe the right hand side of (2.3) is still f , since f is assumed
not to have support except where θ1(x1) and θ2(x2) = 1).
We impose a homogeneous Dirichlet condition on the boundary of the [0 , 1]2
box with this method, but this Dirichlet condition should be viewed as part of
the PML, which is approximating the Sommerfeld radiation condition.
We describe the discretisation of this PDE using finite difference and finite
element methods in the next two sections.
2.1.2 Finite Difference Discretisation
In practice most seismic problems in the frequency domain are solved using high-
order finite-difference methods such as those outlined in one and two dimensions
in [103]. For simplicity we here use only a double application of the central dif-
ference stencil for the first order derivatives, see left and middle of Figure 2-3,
which normally reduces to the standard 5-point finite difference stencil for second
order derivatives, see right of Figure 2-4. Slightly adapted versions of the precon-
ditioners described below could also be applied to higher order discretisations.
We discretise the domain with a regular (n + 2) × (n + 2) grid, see Figure
2-4. Since the solution vanishes at the end of any row or column (due to the
homogeneous Dirichlet boundary), there are n degrees of freedom per row. Since
the boundary rows are given by the Dirichlet condition, the total number of
degrees of freedom is N = n2. The grid spacing is h := 1/(n + 1). Let ui,j ,
fi,j , (θ1)i,j and (θ2)i,j denote the corresponding functions evaluated at the points
(ih, jh) (recall the definitions of PML variables θ1(x1) and θ2(x2) from (2.1)-
(2.3)).





















Figure 2-3: Left and middle: the central difference stencils for the first order
derivatives, ∂/∂x1 and ∂/∂x2 respectively. Right: the 5-point finite difference
stencil for second order derivatives ∂2/∂x21 + ∂
2/∂x22. Note the distance to the
points in the central distance stencils are half that for the 5 point stencil.





























































= fi,j , i, j ∈ {1, . . . , n}, (2.4)
for any points on the edge of the domain, e.g. u0,j , their value is 0. We briefly
discuss how the derivation (2.4) was obtained, as the PML variables make it
slightly non-standard, giving rise to half-value indices, e.g. i − 1/2 in the first
term. Recall that the 5-point difference stencil arises from two applications of
the central difference stencil for first order derivatives, see Figure 2-3. Looking at
(2.3), it can be seen that for each term in the PDE, one application of the central
difference stencil is performed before multiplication by θi
θj
where i, j ∈ {1, 2},
i 6= j and the other application of the central difference stencil is performed
afterwards. Hence the θis are evaluated half-way between mesh entries.
We denote the linear system formed from (2.4) by Au = f and similarly
we denote the linear system (2.4) with k(x) = kR(x) + ikI(x) by Aabsuabs = f .
The matrices A and Aabs are of size N × N with N2 entries (where N = n2).
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× × n
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η (PML width) h = 1/(n + 1)
PML
Figure 2-4: The discretisation grid with PMLs. Note the PML width is not to
scale as it is generally more than 2 rows, for instance we use 12 rows in many of










Figure 2-5: The block tridiagonal linear system, notice the lines at 0, ±1 and
±n from the leading diagonal. Crosses indicate missing entries from stencils on
boundary nodes.
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matrices will also be block tridiagonal as in Figure 2-5. We use the finite difference
discretisation in numerical experiments in §5.1.
2.1.3 Finite Element Discretisation
We have previously described the low-order finite element discretisation we shall
use in this thesis, in §1.4. However, instead of constructing the finite element
discretisation for the Interior Impedance Problem (as in §1.4), we construct it for
the Helmholtz model problem with PML, see §2.1.1.
Remark 2.1.1. We note that after multiplying (2.4) through by h2, the resulting
linear systems of low-order FEM or FD discretisations are nearly identical for
interior nodes, if the integrals arising from the zero order term and the right-hand
side in the FEM are evaluated using a quadrature rule that uses only nodal points
(a different quadrature rule to that described previously in §1.4). This similarity
is due to the fact that using this type of quadrature results in the mass matrix
being diagonalised, due to a phenomena known as mass lumping [116, §16.2.4].
2.1.4 Properties of A and Aabs
Note that the discretisation processes in §2.1.2 and §2.1.3 preserve certain prop-
erties of the underlying equation (2.3). In particular (2.3) is symmetric and
complex valued and the matrices A and Aabs created using the FD or FE meth-
ods are also symmetric and complex valued. A crucial consequence is that the
matrices A and Aabs are not Hermitian.
2.2 Outline of Sweeping Preconditioner
To understand the construction of the sweeping preconditioner to be applied to
the discretisation matrix A, we first need to introduce a block decomposition of
A.
Definition 2.2.1. (M and Ωm) The model problem in Definition 1.1.2 is dis-
cretised with PML using the methods in §2.1. The resulting truncated and discre-
tised domain, is then divided up into M subdomains. The subdomains are Ωm,














































































































































































































































































































































Figure 2-6: Subdomains Ωm for m ∈ {1, ..., M}.
(see §2.1.2 and §2.1.3) and the horizontal boundaries of the subdomains lie along
rows of discretisation nodes as in Figure 2-6.
We define a block structure for A, where blocks correspond to interactions
between adjacent subdomains Ωm for m = {1, . . . , M}, or between any of these
subdomains and itself. We assume the matrix A was created by using either the
FD method in §2.1.2 or the lowest order FE method in §2.1.3. (Crucially these
methods involve interactions only between nodes in the same and adjacent rows,
so that the matrix A has a block-tridiagonal block decomposition, in the way we
describe below. For higher order methods where interactions occur between more
distant nodes, the block decomposition would require bigger blocks to include the
additional non-zero entries of the matrix.)
We denote the block tridiagonal decomposition of the matrix A (where each
block corresponding to the interaction between two adjacent subdomains or be-
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In particular, in this decomposition the nodes on boundaries of the domains Ωm
are assumed to be in the blocks corresponding to the lower domain. (Note that,
due to how we have numbered the grid nodes, counterintuitively we go up the
grid as we go down the matrix blocks, see Figure 2-4.)
Definition 2.2.2. (Number of Grid Rows Dm and D) For any m =
{1, . . . , M}, Dm is the number of grid rows contained within subdomain Ωm. If
all subdomains contain the same numbers of rows, we write Dm = D.
Therefore, if Ωm has Dm rows and Ωj has Dj rows, then Am,j is an Dmn×Djn
block. Since the subdomains may not be of equal size, the blocks may not be of
equal size either.
We are interested in the following examples of subdivisions of A.
2.2.0.1 Example 1 Dm = D = 1
If Dm = 1 for every subdomain/for all m = {1, . . . , M} (i.e. each subdomain
contains one row so that D = 1), then Am,j is of size n× n and we write
Am,j := Am,j ,
for each valid combination of m and j. In this case M = n.
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where each Am,j is an n× n block of A.
2.2.0.2 Example 2 D = 1, Finite Difference Discretisation
If we were to ignore the PML, by (2.4) the diagonal matrix blocks of the finite
difference discretisation matrix would be
Ai,i = Ai,i =

k2(x)− 4/h2 1/h2 0
1/h2 k2(x)− 4/h2 . . .
. . . . . . 1/h2
0 1/h2 k2(x)− 4/h2
 ,
for i ∈ {1, ..., M} , x ∈ Ω,
and the off-diagonal blocks would be






 for i ∈ {1, ..., M − 1} .
Including the PMLs only changes the values of non-zero entries in these matri-
ces corresponding to nodes near the boundary of Ω and within the PMLs depicted
in grey in Figure 2-4 (right). Also, we can now see explicitly the matrix overall
has the internal structure shown in Figure 2-5.
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2.2.0.3 Example 3 Dm > 1 for at least one m = {1, . . . , M}
In this case, each Ai,j can be built up from corresponding blocks of (2.5) and zero
matrix blocks.
As an example, consider the case where Ω1 includes the bottom three rows
and Ω2 the next two rows (see Figure 2-6). In this case we have:
A1,1 =



















Note that the Am,m may not be tridiagonal and the Am,m±1 may not be square.
Conditions 2.2.3. From now on, for simplicity, we assume that Dm = D ≥ 1
for all m. We also assume D ¿ n and D divides n so that n = MD.
2.2.1 Definitions of S−1m and Gm
Now we define some important notation and introduce some key ideas that are
useful for formulating and understanding the sweeping preconditioner in the next
two sections.
To form the basis of the preconditioner we apply block Gaussian elimination
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to A to create a block LU decomposition.














. . . . . .
0 AM,M−1 SM

× . . . (2.10)
. . .

I S−11 A1,2 0
I S−12 A2,3
. . . . . .










where um, fm and Sm are as in the following definitions.
Definition 2.2.4. (Vectors um, fm) The vectors um and fm are the solution
vectors (u and f respectively, see §1.7.2) restricted to the nodes in Ωm, respec-
tively. (Recall that nodes on the boundaries of two subdomains are considered to
be in the lower subdomain.)
Definition 2.2.5. (Schur complement matrices Sm) The Schur complement
matrices Sm, are defined for m ∈ {1, . . . , M} as
S1 : = A1,1 and
Sm : = Am,m − Am,m−1S−1m−1Am−1,m, for m ∈ {2, . . . , M}. (2.11)
In §2.2.3 we see that the action of multiplying by S−1m is related to a sequence
of Green’s functions that correspond to a sequence of half-plane problems (recall
Helmholtz half-plane problems in general from Definition 1.1.6). In particular, in
Proposition 2.2.20 we show that the following sequence of Green’s functions are
the solution to the sequence of half-plane problems in Figure 2-7 and Definition
2.2.18.









line L = row Dm + 1
Figure 2-7: The half-planes associated with the half-plane problems in Definition
2.2.18. A Dirichlet condition is imposed on the half-plane boundary line L. The
upper Dirichlet boundary line L is the row above Ωm, i.e. row Dm + 1.








where M(y) reflects the point y in the line L = row Dm + 1 (see Figure 2-7),
and H0 is the Hankel function of the first kind, see §1.1.1.1.
In fact we later see that S−1m ≈ Gm, where Gm are matrices with entries that
are point evaluations of Gm, defined as follows.
Definition 2.2.7. (Matrices Gm) For each m ∈ {1, . . . , M}, Gm is defined as
(Gm)i,j := Gm(xi, yj),
where xi, yj are the nodes in Ωm, ordered lexicographically from the bottom left,
see example in Figure 2-8. (Recall that nodes on the boundaries of two subdomains
are considered to be in the lower subdomain.)
Note especially the difference between Gm and Gm, the former are the Green’s
functions in Definition 2.2.6 and the latter are the matrices formed by evaluating





1× 2× 3× 4×
5× 6× 7× 8×
9× 10× 11× 12×
0 1
Figure 2-8: Assuming D = 3, n = 4, the nodes considered in S−1m and Gm are
row Dm (for which the y-coordinate is Dmh) and the D − 1 = 2 rows below it;
nodes have indices shown.
2.2.2 Discussion of First Key Idea: Sweeping as a block
Thomas Algorithm
In §1.7.2 we saw the first key idea of sweeping preconditioners: sweeping through
subdomains and creating cheap approximations to multiplying by Schur comple-
ment matrices to solve the Helmholtz problem. Here we describe sweeping in full
detail, using a block version of the Thomas algorithm. Through describing the
sweeping action we reveal the origins of the matrices Sm (see Definition 2.2.5)
in the context of sweeping preconditioners. This information later allows us to
establish a relationship between S−1m and Gm and explain how the relationship
motivates approximating S−1m in 2.2.2.
The block structure, seen in Examples 1, 2, and 3 above, allows us to create
a block decomposition of A or Aabs that forms the basis for the sweeping precon-
ditioner. In particular, A and Aabs subdivided as in Examples 1, 2 or 3 are block
tridiagonal, so that the block Thomas algorithm can be applied to them. (The
element-wise Thomas algorithm is given in [108].) Shanks described the decom-
position in terms of the Thomas algorithm where one line was ‘swept’ at each
step, i.e., for the matrix subdivision when D = 1 (as in Examples 1 and 2). Here
we adapt the algorithm to describe a version with D > 1, so that in the algorithm
D lines are swept at each step of the algorithm. (This generalises the discussion
in [35] (where multiple rows were used in each block) and [101] (where the process
was described in terms of the Thomas algorithm).) The decomposition found by
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the block Thomas algorithm is of this form:
A = LDLT , (2.13)
where D is a block diagonal matrix and L is a block lower triangular matrix.
The decomposition is of this form with L and LT because A is symmetric. (This
is a variation on the block decomposition (2.10) above. Note that the Schur
complement matrices Sm that arise are the same for both decompositions.)
The first step is to form the decomposition
A = L1

















and where I denotes the n×n identity matrix. We begin with the first 2×2 square
of blocks in the top left. In this first step of the sweep, the Schur complement
matrices S1 and S2 on the diagonal have replaced the original four blocks of the
matrix A and L1 is the first lower triangular matrix.
We now ‘sweep through’ the whole matrix A, creating Schur complements Sm
and lower triangular matrices Lm for every 2× 2 square of blocks in turn. In the









where the Sms are Schur complements as in Definition 2.2.5, and




. . . . . .
0 AM,M−1S−1M−1 I
 .
At each step of the block Thomas algorithm we create the next Schur com-
plement matrix S−1m .
Note that creating this decomposition assumes that the matrices Sm are
invertible. In the scalar (as opposed to the block) case, [50, Theorem 4.1.2,
Corollary 4.2.3] proves that the decomposition exists for real-symmetric, positive-
definite matrices (in the complex case the equivalent conditions require Hermitian
positive-definite matrices). However, the system matrix is not positive definite
in general; for example, for k sufficiently large the FEM discretisation is not co-
ercive by [105, Lemma 6.2]. (In some instances it is known that Aabs is coercive,
for example, when it satisfies the conditions in [53, Lemma 2.4]). However, in
practice the sweeping preconditioners based upon the decomposition are effective
in a variety of situations see [34, 35] and our experiments in §5.





















L−1M−1 . . .L−11 . (2.14)
In its present form, (2.14) is not a computationally-practical method for solv-
ing Au = f due to the prohibitively large cost of constructing and applying this
decomposition (which is just a direct method for solving this system). The next
two lemmas show that the computation of the matrices Si (and simultaneously
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their inverses) are the bottleneck of this computation. (Recall n is the number
of degrees of freedom in each row of the grid and the total number of degrees of
freedom is N = n2.) We retain the D-dependence to illustrate the importance of
D ¿ n to the costings.
Lemma 2.2.8. Constructing all the matrices Sm and S−1m costs
O(D2n4) = O(D2N2).
Proof. Recall that S1 = A1,1. Since A1,1 is of size Dn ×Dn the cost to invert it
is O(D3n3). We construct subsequent Si matrices via (2.11); note that the cost
of multiplying by the diagonal matrices Am,m−1 and Am−1,m and the subtraction
are less than O(D3n3). Therefore, the dominant cost of finding each matrix Sm
via (2.11) is calculating the inverse of Sm−1. Therefore the cost of constructing
all the matrices Sm and S−1m is of the order of inverting all the Sm matrices. Since
there are n/D of them, the overall cost is O(D2n4) = O(D2N2).
Lemma 2.2.9. Assuming the matrices S−1m are known, the cost of multiplying a
vector by (2.14) is O(Dn3) = O(DN3/2).
Proof. Multiplying by (2.14) involves multiplying by D−1, which consists of n/D
dense S−1m matrices of size Dn×Dn and therefore costs O(D2n3) = O(D2N3/2).
Similarly, when multiplying by each L−1m and (LTm)−1 matrix, the main cost comes
from multiplying by the dense S−1m matrices. To derive this costing, we observe
that the Lm matrices are an example of block Gauss transformation matrix [50,
p95]. (Recall that Gauss transformation matrices take the following form: the
identity matrix, with one column containing arbitrary entries from the leading
diagonal downwards). The inverse of a Gauss transform matrix is simply the
original Gauss transform matrix with the non-zero entries below the diagonal
multiplied by −1 [50, p97], so that
L−1m =







for m ∈ {1, ..., M − 1} , (2.15)
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where the key entry is on the mth row. Multiplying by each L−1m costs O(D2n2)
(as the Am+1,m matrices are diagonal, this cost is solely due to the S−1m matrix) and
there are 2(n/D−1) of them giving the overall cost of O(Dn3) = O(DN 3/2).
The key idea of the sweeping preconditioner (as first discussed in §1.7.2) is to
seek cheap approximation of the action of the S−1m matrices (possibly using cheap
approximate inverses of Sm for m ∈ {1, ..., M − 1}), since the bottleneck in using
(2.14) to compute A−1 is multiplying by the S−1i matrices. Then we have a cheap
approximation to the action of A−1 (2.14), which serves as the preconditioner.
Note that to multiply by (2.14) the matrices S−1i do not need to be constructed
explicitly, an approximation of their action is sufficient.
To make ‘cheaply’ precise, if the cost is the ideal of O(Dn) for multiplying by
each S−1i , the overall cost of multiplying by the approximation to A−1 (i.e. the
preconditioner) is O(N).
Remark 2.2.10. The block structure/subdivision and hence the preconditioner
can equally be applied to the matrix Aabs, with the same complexity analysis de-
scribed above. (Note Aabs is the discretisation of the same PDE, using the same
FD or FE methods, the only difference being the value of k.)
In fact the focus of this thesis is to investigate the effect of including absorption
in the preconditioner (i.e. constructing the preconditioner from the matrix Aabs
rather than A). Recall that adding some absorption can be beneficial to the
preconditioner see §1.9.2.3.
2.2.3 Discussion of the Second Key Idea: Connection Be-
tween S−1m and Gm
Recall from §1.7.2, the second key idea is to cheaply approximate the action of
the S−1m matrices, is motivated by the fact that
the action of S−1 ≈ the action of a Helmholtz solution operator that can be
shown to be low-rank.
We establish this fact in two key stages:
1. S−1m ≈ Gm (recall Definitions 2.2.5 and 2.2.7);
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2. each Gm admits a separable expansion for disjoint subdomains of Ωm (which
we call weakly admissible, something formalised later in §4.2.2).
Putting 1. and 2. together we see that admissible off-diagonal blocks of S−1m have
low-rank properties (i.e. that they admit good quality, low-rank approximations).
2.2.3.1 Stage 1: S−1m ≈ Gm
Claim 2.2.11. S−1m ≈ Gm.
The connection between S−1m and Gm in Claim 2.2.11 was first made by En-
gquist and Ying in [34], though only explicitly stated for the case D = 1. For
the rest of this section we work through the argument that justifies Claim 2.2.11,
based on the arguments in [34], adapting it to allow for D ≥ 1. The argument is
heuristic, but the numerical methods (which are based on theory that relies upon
this claim) work well in practice.
In order to prove Claim 2.2.11, we show that multiplication by S−1m is a discrete
version of an integral operator involving the Green’s functions Gm in Definition
2.2.6, see Lemma 2.2.12.








where g(x) ∈ L2(Ωm) is an arbitrary function.
In order to prove Lemma 2.2.12, we first prove several intermediate results.
We find that the Green’s functions for the half-plane problems in Figure 2-
7 are Gm (see Proposition 2.2.20), hence the presence of Gm in Lemma 2.2.12.
Then we recall that each entry of each Gm is formed by evaluating each Gm on
a pairs of nodes in Ωm. Each entry of each Sm is also formed by looking at the
interaction between a pair of nodes coming from either the FE or FD method,
Claim 2.2.11 then follows.
To prove Lemma 2.2.12 and Claim 2.2.11, firstly we isolate the mth Schur
complement matrix S−1m .
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Definition 2.2.13. (Matrix A−1m ) We truncate the matrix decomposition (2.14)
to the mth row or layer of blocks to obtain:
A−1m :=

A1,1 A1,2 0 0
A2,1 A2,2
. . . 0
0
. . . . . . Am−1,m












S−11 0 0 0
0 S−12 0 0
0 0
. . . 0
0 0 0 S−1m
L−1m−1 . . .L−11 . (2.17)
Proposition 2.2.14. When the decomposition of A−1m (2.17) is multiplied out,
the (m, m)th block of A−1m = S−1m .
Proof. Obtained by elementary linear algebra.
The matrix A−1m is a discretisation matrix of a different Helmholtz problem
than in Definition 1.1.2, next we investigate what this different problem is and
find that it is the half-plane problem in Figure 2-7, with the associated Green’s
function Gm in Definition 2.2.6 and in Lemma 2.2.12.
Definition 2.2.15. (Domain Λ̂m) Let the domain
Λ̂m := (0, 1)× (0, (Dm + 1)h). (2.18)
Λ̂m is the rectangular domain that is of interest to our half-plane problems.
Note that A−1m has PMLs on three sides of Λ̂m (namely the south, east and west
sides). Therefore, since the PMLs approximate the Sommerfeld Radiation Condi-
tion, A−1m can be thought of as a discretisation of a Green’s function corresponding
to a half-plane problem (recall Definition 1.1.6), with domain as follows.
Definition 2.2.16. (Half-plane Domain Λm) Let the half-plane domain
Λm := (−∞, +∞)× (−∞, (Dm + 1)h]. (2.19)
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The boundary condition at the top of the half-plane must be a Dirichlet
condition. When we truncated A−1m , we removed the entries corresponding to the
Dm + 1th row upwards, setting the entries in the value of the solution on the
Dm + 1th row to zero or equivalently imposing a Dirichlet condition.
We now have enough information to state the half-plane problems that the
matrix A−1m can be considered a discretisation of.
Following a similar process to §1.7.2, we consider a source function restricted
to having non-zero entries on only Ωm as follows.
Definition 2.2.17. (Restricted Source f̂m) Let f̂m(x) be defined for x ∈ Λm
as
f̂m(x) :=
f(x), x ∈ Ωm\((0, 1)× [(Dm−D)h, (Dm−D + 1)h)),0, else
where f is the source function as in the model problem we wish to solve in Defi-
nition 1.1.2.
Definition 2.2.18. (Sequence of Half-Plane Problems with solution ûm
(discretised ûm) and source f̂m (discretised f̂m) ) Let f̂m be defined as in
Definition 2.2.17. Let ûm be the solution of the Helmholtz equation
Δxû
m(x) + k2ûm(x) = −f̂m(x), x ∈ Λm, (2.20)
with k := ω/c, satisfying
ûm(x) = 0, for all x ∈ ∂Λm = (−∞,∞)× [(Dm + 1)h], (2.21)
and the Sommerfeld radiation condition (SRC)
x
‖x‖ ∙ ∇û





as ‖x‖ → ∞. (2.22)
Let the numerical solution of this adapted half-plane problem be given by the
following system of linear equations:
ûm = A−1m f̂
m, (2.23)
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where ûm and f̂m are the solution and source of the discretised half-plane prob-
lems, i.e., approximations of ûm and f̂m, respectively.
We have now identified the half-plane problems that A−1m are discretisations
of. The domains and zero-Dirichlet conditions of the half-plane problems are as
in Figure 2-7.
Definition 2.2.19. (The Half-Plane Green’s Functions Associated with
the Boundary-Value Problems Satisfied by ûm) The Green’s functions for
the half-plane problems in Definition 2.2.18 satisfy
(Δx + k
2)Gm(x, y) = −δ(y − x) in the distributional sense
for all x, y ∈ Λm,
(2.24)









as ‖x‖ → ∞ in the lower half-plane.
(2.26)
Proposition 2.2.20. The Green’s functions for the half-plane problems in Def-
inition 2.2.18, are the functions Gm the sums of Hankel functions in Definition
2.2.6.
Proof. To prove this proposition it is sufficient to show that the Green’s functions
Gm satisfy Definition 2.2.19. Recall that the Hankel function is the fundamental
solution (or free-space Green’s function) to the Helmholtz equation and is there-
fore a solution of the full-plane Helmholtz problem with Sommerfeld Radiation
condition (i.e. the model problem with k(x) ≡ 1) (see §1.1.1.1 and Definition
1.1.2). Therefore Gm clearly satisfies (2.24) and (2.26). The operator M(y) in















H0(k‖x − y‖) = 0 on ∂Λm.
84
Thus, by what is called the method of images, Gm vanishes on the Dirichlet
boundary L = ∂Λm, as required by (2.25).
Now we have all the definitions and results to prove Lemma 2.2.12 that we
stated earlier.
Proof of Lemma 2.2.12. In Proposition 2.2.20, we established that Gm are the
sequence of Green’s functions corresponding to the sequence of half-plane prob-
lems in Definition 2.2.18 and Figure 2-7. Let ûm|Ωm and f̂m|Ωm be the restrictions
of ûm and f̂m to Ωm, respectively (where the nodes on the boundaries of two sub-
domains are considered to be part of the lower subdomain). In Proposition 2.2.14
we established that the (m, m)th block of A−1m is S−1m . So the last line of (2.23)
when multiplied out is
ûm|Ωm = S−1m f̂m|Ωm . (2.28)
Therefore multiplication by S−1m corresponds to taking the source functions
restricted to Ωm, to the solutions restricted to Ωm via the action of the Green’s
function operators restricted to Ωm, proving the lemma statement.
Key idea
We wish to particularly highlight here the key idea seen at the start of the chapter:
“the action of a Schur complement matrix S−1 ≈ action of a Helmholtz solution
operator that can be shown to be low-rank”. The following was established as
part of the above proof:
ûm|Ωm = S−1m f̂m|Ωm , (2.29)
where ûm|Ωm and f̂m|Ωm are the restriction to Ωm of the source and solution
of the half-plane problems in Definition 2.2.18 respectively (where the nodes
on the boundaries of two subdomains are considered to be part of the lower
subdomain). Therefore the action of S−1m corresponds to partially solving a half-
plane Helmholtz problem, taking a source function restricted to Ωm, to observing
the solution restricted to Ωm, via the action of the Green’s function operators
restricted to Ωm.
Remark 2.2.21. The approximation S−1m ≈ Gm implies that S−1m should inherit
properties of the Green’s functions Gm used to define the Gm matrices. In par-






Figure 2-9: The domains of Theorem 2.2.22 (as in [34, Fig 2.2]).
We note that the analysis given ignores several sources of approximation error:
1. error from the PML approximation of the Sommerfeld Radiation Condition;
2. discretisation method error (reduces as h →∞);
3. in practice the method is used for inhomogeneous wavespeed models, so Gm
is not the right Green’s function for these problems and the actual Green’s
function for these problems in general isn’t known explicitly.
2.2.3.2 Stage 2: the Green’s Functions Gm Admit a Separable Expan-
sions
Next we show that Gm(x, y) admit low-rank separable expansions when x and y
lie in separated domains. The outline for the low-rank results here is based on
Engquist and Ying [34], where they make reference to earlier work by Rokhlin
and Martinsson [82].
To begin we look at the following theorem due to Rokhlin and Martinsson [82]
that shows the existence of a good low-rank separable expansion (see Definition
1.8.1) for the Hankel function.
Theorem 2.2.22. ( [34, Theorem 2.4] due to Rokhlin and Martinsson [82, The-
orem 2], wording and notation adapted) Let a > 0, b > 0, d > 0, D1 :=
[a, b] × [−d/2, d/2], D2 := [−b,−a] × [−d/2, d/2] and x ∈ D1, y ∈ D2, as in
Figure 2-9. Given ε ∈ (0, 1/2), there exists a constant p 6 log(2kb)|log ε|2, a





∣∣∣∣∣ 6 ε, (2.30)



























Figure 2-10: The admissible block structure of a matrix Gm , admissible blocks
in white. The axes on the side of the matrix show which parts of the matrix
correspond to which values of x and y in the arguments of Gm(x, y).
The separable expansion (3.33) is low-rank because the rank p is small; in this
case the rank grows only weakly with k. Note that D1 and D2 (the domains of
x and y respectively) are disjoint in Figure 2-9; this disjointness is necessary to
avoid the singularity of the Hankel function at zero.
Since the Green’s functions Gm are the sum of two Hankel functions (see
(2.12)), the existence of a low-rank separable expansion for the Hankel function
allows us to show the existence of low-rank separable expansions for each Gm and
hence for Gm. In particular we now consider finding low-rank matrix approxima-
tions for off-diagonal blocks of each Gm using Theorem 2.2.22.
Existing theory from [34] considers low-rank matrix approximations for off-
diagonal blocks of Gm in the case D = 1. In this case, each Gm consists of
point-evaluations Gm(x, y) where x and y lie only on the line x2 = Dmh = mh
(see Definition 2.2.7). Recalling the definition of Gm(x, y) as the sum of two
Hankel functions in (2.12), see Definition 2.2.6, it is sufficient for us to consider
the Hankel function, with x and y in the box B = [0, 1]× [mh, (m + 2)h] (to see
this, note that in the argument of second Hankel function in (2.12), M(y) lives
on the line x2 = (Dm + 2)h = (m + 2)h).
We now recall Engquist and Ying’s theorem, where they use the separable
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Figure 2-11: Based on [34, Fig 2.2]. Points in the sets X and Y from Theorem
2.2.23 that can be covered by domains XF and YF , which satisfy the conditions of
the domains D1 and D2 from Theorem 2.2.22 (note especially that the separation
of XF and YF satisfies the condition ka > C(d)|log(ε/2)|).
2.2.22, where D1, D2 ⊂ B = [0, 1] × [mh, (m + 2)h]. They obtain a low-rank
approximation to the the upper right-hand block of Gm in Figure 2-10.
Theorem 2.2.23. ( [34, Theorem 2.3] wording and notation adapted, note that
we have added the condition in the square bracket to the statement of this result,
we infer it is needed from their proof of this result.) Let d = 2h and
Y =
{







(ih, mh), i =
n
2
+ 1, . . . , n
}
.
Given ε > 0, let
XN :=
{













































so that they form a partition of X and Y as in Figure 2-11, i.e.,
Y = YN ∪ YF ,
X = XN ∪XF .
Let Gm be the (continuous) half-plane Green’s functions of the Helmholtz operator
for the domain (−∞,∞) × (−∞, (m + 1)h) with zero boundary condition. [h is
chosen so that hk−1 ∼ 1]. Then the matrix (Gm(x, y))x∈X,y∈Y is numerically low-
rank. More precisely, for any ε > 0, there exists a constant p = O(log k |log ε|2)





∣∣∣∣∣ ≤ ε, for m ∈ {1, ..., M}, x ∈ X, y ∈ Y.
We give a full version of the proof of Theorem 2.2.23 in §4.2.6. Here we
briefly state the idea of the proof. We note that Theorem 2.2.22 is valid for
x ∈ XF , and y ∈ YF , with XF and YF depicted in Figure 2-11. (The theorem is
valid on these domains because ‖x− y‖ – in the argument of the Hankel function
in (3.33) – is invariant under identical translations of x ∈ D1 and y ∈ D2.
Therefore Theorem 2.2.22 is valid for all pairs of domains of the same size and
relative positions as D1 and D2). Since the Green’s functions G
m are the sum
of two Hankel functions (see (2.12)), the existence of a separable expansion for
each Gm on XF and YF is obtained by adding together two separable expansions
of the Hankel function. XF and YF mostly cover the sets of points X and Y ,
see Figure 2-11. Therefore there exists a numerically low-rank expansion for the
corresponding parts of the matrices (Gm(x, y))x∈X,y∈Y (the large bottom right-
hand block of the matrix in Figure 2-12). The remaining points (located in




)∣∣, for details see full proof in §4.2.6) that storing the rest of the






Figure 2-12: (Gm(x, y))x∈X,y∈Y split according to XN , XF , YN and YF .
approximate the whole matrix, giving the result.
Later we revisit the concepts of admissibility and admissible block structures
like Figure 2-10, they originate in the study of H-matrices, see §1.8.3 and §4.2.2.
Due to the fact that S−1m ≈ Gm, the results about the low-rank approxima-
tion of each Gm imply that each S−1m should also admit good-quality, low-rank
approximations on the admissible block structure. It is the H-matrix framework
(see §1.8.3 and §4.2.2-4.2.3.1), that provides a way to make use of this property
of the S−1m matrices to approximate cheaply multiplication by the S−1m matrices
(recall that cheaply approximate multiplication by the S−1m matrices was a key
part of the sweeping preconditioner). Engquist and Ying approximate the S−1m
matrices using the H-matrix framework in their preconditioner in [34] and we
perform variations on their experiments in §5.1.3-§5.1.4.
There are limitations to the scope of this low-rank theory for Gm and S−1m ,
other than that it only considers the case D = 1. Another limitation of the theory
is that the effect of adding absorption to the wavenumber k is not investigated.
Also a constant number of grid points per wavelength is assumed, which for low-
order methods does not hold in practice due to the need to combat the pollution
effect, see §1.4.2. In this thesis we prove theorems that address these points.
2.3 Outline of the Following Chapters
Now we have described the sweeping preconditioner and expanded on the two
key ideas, we give a summary of the rest of the thesis chapters.
In Chapter 3 we prove new results about the existence of a low-rank separable
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expansions to the Hankel function; these can be viewed as new and extended
versions of Theorem 2.2.22. Using these low-rank results for the Hankel function
we then prove the existence of low-rank separable expansions for the Green’s
functions Gm. Crucially our theorems permit absorption to be added to the
wavenumber, and this allows us to investigate the effect of absorption on the
low-rank results. Also, we consider explicitly the k dependence of the sizes of the
domains of the Hankel function, allowing us to consider domains with D > 1. We
find that D can be relatively large for some blocks when absorption is included.
In Chapter 4 we prove new results about the existence of low-rank matrix
approximations of off-diagonal blocks of Gm and thus their H-matrix approxi-
mations, these can be viewed as new and extended versions of Theorem 2.2.23.
We then perform numerical experiments, verifying these properties of Gm. We
also investigate the low-rank properties of S−1m (constructed using the FEM from
§2.1.3), which we expect to behave similarly.
In Chapter 5 we perform numerical experiments where we construct precon-
ditioners using the method described in this chapter, to investigate the effects
of absorption on the iteration counts. The Schur complements for these experi-
ments are approximated in different ways, specifically using Engquist and Ying’s
moving PML method [35] and their H-matrix framework method [34].
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Chapter 3
New Low-Rank Results for the
Hankel and Green’s Functions
3.1 Low-Rank Results
In this chapter we present our new low-rank results for the Hankel function.
Recall that the Hankel function H
(1)
0 (k‖x− y‖) (1.3) is the fundamental solution
to our model Helmholtz problem, see Definition 1.1.2 and §1.1.1.1.
We described the general importance of low-rank separable expansions to
fundamental solutions in §1.8. However, in this thesis we are most concerned with
the particular application of the low-rank separable expansion of the Helmholtz
fundamental solution in 2D for sweeping preconditioners, seen in §2.2.3.
Recall from §2.2.3.1 that the key idea of the sweeping preconditioner was that
the Schur Complement matrices S−1m (Definition 2.2.5) in (2.14) are approximately
equal to Gm (Definition 2.2.7) a discretised version of the Green’s function Gm
(Definition 2.2.6) that is the sum of two Hankel functions. A low-rank result
for the Hankel function by Rokhlin and Martinsson, Theorem 2.2.22, motivates
a H-matrix representation of the Schur Complement matrices S−1m , as part of
Engquist and Ying’s Sweeping Preconditioner [34] for solution of the Helmholtz
equation.
In §1.9 we also described that there are (under certain conditions) further
benefits (i.e. further reduced GMRES iteration counts) if the preconditioner is
constructed for the Helmholtz operator with absorption i.e. if a complex shift is
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added to the wavenumber, replacing k with kR+ikI . However, the low-rank theory
behind Theorems 2.2.22 and 2.2.23 does not consider complex wavenumber.
Since the Rokhlin and Martinsson low-rank result Theorem 2.2.22 underlies
the sweeping preconditioner, in order to analyse the sweeping preconditioner with
complex wavenumbers, we need an analogue of the Rokhlin and Martinsson low-
rank result that covers complex wavenumbers. We also need a low-rank result
that allows us to do k-explicit analysis, including analysing the effect of domain
sizes varying with k. This is because the fineness of the mesh, and hence the sets
of points in the definition of Gm, depend on k, e.g. h ∼ k−3/2 to counteract the
pollution effect (see §1.4.2). This chapter is dedicated to obtaining such a result,
first for the Hankel function H10 , then for the Green’s function G
m.
We recall from §1.8.1 that it is important, when trying to obtain low-rank
separable expansions to Helmholtz fundamental solutions (including the Han-
kel function in 2D), that the domains of the fundamental solution have both
distance/separation and directionality imposed on them. To provide a further
demonstration of this, we look at the Hankel function evaluated on two different
pairs of domains as in Figure 3-1, where the top pair of domains is not sep-
arated and the bottom pair are separated. The Hankel function evaluated on
these domains is displayed in Figure 3-2; the top of Figure 3-2 corresponds to the
non-separated domains and the bottom to the separated domains. We see that,
in the non-separated case (top) compared to the separated case (bottom), as well
as the obvious presence of the singularity at y = [0, 25], the amplitude of the
oscillations is greater and the waves also turn through a greater angle from the x
to the y-axes. The non-separated case is therefore inherently more ‘complicated’
and harder to approximate with a low-rank separable expansion.
3.2 Statement and Analysis of New Low-Rank
Results for the Hankel Function
Definition 3.2.1. (Notation for domains and points) Given 1 > d > 0
and 0 < a < b ≤ 1, we define D1 := [a, b] × [0, d], D2 := [−b,−a] × [0, d]. Let
x = [x1, x2]
T ∈ D1 and y = [y1, y2]T ∈ D2 (see Figure 3-3). Let
diam(D1, D2) := max {diam(D1), diam(D2)} =
√











Figure 3-1: x and y values for Hankel function in Figure 3-2. Top: not separated,
bottom: separated.
Figure 3-2: Left: real(H0(k‖x−y‖)). Right: imag(H0(k‖x−y‖)). Top: x = [25, 0].






Figure 3-3: Domains of our new low-rank result.
We add absorption to the problem as follows:
Definition 3.2.2. (Absorption kI) The convention for adding absorption to
the wavenumber is k := kR + ikI , where kR ≥ 1 and 0 ≤ kI ≤ kR.
(For details on the different conventions used for including absorption, see
§1.9.2.3. Note that in considering adding absorption in the range 0 ≤ kI ≤ kR,
we cover Shifted-Laplacian type shifts up to α . k2, which is the maximum shift
considered in practice.)
We now state our new low-rank result with k ∈ C.
Theorem 3.2.3. New Low-Rank Result for the Hankel Function Let the
domains and absorption be as defined in Definition 3.2.1 and Definition 3.2.2 re-
spectively. Assume that for some constant η > 0, ηdist(D1, D2) > diam(D1, D2).
Then there exists C1 > 0 independent of a, b, d, η and k, such that, given






∣∣log (4(kRa)2 + (kRd)2)∣∣] ≤ C1ε exp(kIa), (3.1)


















∣∣∣∣∣ 6 ε, (3.3)
for all x ∈ D1, y ∈ D2.
95
The proof of this result it contained in §3.4.
We highlight that Theorem 3.2.3 is proved in an entirely different way to how
Rokhlin and Martinsson proved Theorem 2.2.22 and so the restrictive conditions
on the domains and resulting low-rank separable expansion come in a slightly
different form to theirs.
Having stated the result, there are several directions to take to investigate its
implications.
1) The condition (3.1) is complicated and it is difficult to understand for which
combinations of conditions on the domains and values of k and ε the theorem
are valid. In §3.2.1 we specialise Theorem 3.2.3 into several different situations
to better illustrate which combinations of conditions (3.1) allows.
A slight variant of Theorem 3.2.3 is presented in §3.2.3; then we also specialise
this variant into several different situations.
2) The expression for the rank p in (3.2) is quite complicated and we examine
this further in §3.2.2.
3) We recall that as we increase absorption (i.e. as we increase kI) the oscillations
of the Hankel function are damped. Consequently, we expect it to be easier
to approximate the Hankel function as we increase kI . In §3.2.3 we give a
summary of the ways in which we see improvements due to absorption and
also present the variant of the new low-rank result for non-zero kI .
4) It is natural to compare this result to Rokhlin and Martinsson’s result (Theo-
rem 2.2.22); we recall that the whole rationale behind proving Theorem 3.2.3
was to obtain an analogue of Rokhlin and Martinsson’s result with complex
k. The lemmas mentioned in 1) help us to do this comparison in §3.2.4.
In the next four sub-sections we look at each of these points in order.
3.2.1 Domains for which Theorem 3.2.3 is valid
The condition (3.1) is complicated and we now specialise Theorem 3.2.3 into three
situations, to illustrate for which combinations of conditions on the domains and
values k and ε the theorem is valid.
The ideal situation would be one with
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• large kR values so that we can consider high-frequency Helmholtz problems.
• large domains, or equivalently large values of b− a and d.
• small separation a between the domains.
• small rank p of the low-rank approximation.
However, due to the oscillatory nature of the Helmholtz fundamental solution,
it is not to be expected that this ideal situation can be obtained. However, as
we saw in §1.8, §1.9 and §2.2.3.2, certain numerical methods are motivated by
the fact that low-rank approximations to high-frequency Helmholtz solutions do
exist, for restricted domains or for high levels of absorption. The three situations
we consider largely follow these patterns.
We use a parameter h in our description of the various situations. This is be-
cause we’re interested in the implications of Theorem 3.2.3 for sweeping-type pre-
conditioners. The preconditioners are constructed for particular discretisations
of Helmholtz problems, on meshes of width h. As in §2.2.3.2, we are interested
in applying our results to domains corresponding to blocks of Schur complement
matrices (recall that Schur complements arise from decompositions of the dis-
cretisation matrices). Therefore we allow the dimensions of the domains (i.e.
b− a and d) to depend on h.
Note that in all of the lemmas, we take h ∼ k−μR where 1 ≤ μ ≤ 2. μ = 1
corresponds to a grid with a fixed number of points per wavelength; μ = 3/2
corresponds to a finer grid, which may be necessary as discussed in §1.4.2.
We simplify (3.1) in three different ways in three lemmas, as follows.
1) In Lemma 3.2.4 we make the left-hand side of (3.1) small, by considering the
situation of a very narrow set of domains with d ∼ h. Domains with d ∼ h are
of interest; indeed recall that in §2.2.3.2 we recapped how Engquist and Ying
used Theorem 2.2.22 with domains that had d ∼ h to create Theorem 2.2.23
and motivate a H-matrix decomposition of the Schur complements. (In §4.2
we give our own versions of these results for Theorem 3.2.3.)
2) In Lemma 3.2.6 we make the right-hand side of (3.1) big, by considering a
special form of absorption.
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3) In Lemma 3.2.8 we again make the left-hand side of (3.1) small by considering
d ∼ h, but this time we also allow ε to decrease with increasing kR, for a
relatively small increase in the rank p.
This first lemma is for narrow domains with d ∼ h when ε is assumed to be
independent of our parameters of interest (especially k).
Lemma 3.2.4. LHS small with narrow domains Let 0 ≤ kI ≤ kR and
h ∼ k−μR for 1 ≤ μ ≤ 2 and d ∼ h and a ∼ hν for 0 ≤ ν ≤ 1 and ν < 2 − 1/μ.
Then, given ε ∈ (0, 1), where ε′ is independent of the other parameters of interest,
there exists k0(ε) > 0 such that (3.1) is satisfied for all kR ≥ k0(ε).
The proof is contained in §3.4.6.
Remark 3.2.5. Lemma 3.2.4 allows us to replace condition (3.1) in Theorem
3.2.3 by the conditions in Lemma 3.2.4 and the assumption that kR ≥ k0(ε) for
some ε ∈ (0, 1).
Note that, for whichever value of μ we choose in the range (1, 2], we are
permitted to take 0 ≤ ν ≤ 1, corresponding to h . a . 1. The value a = h
is included in the possible range, a desirable small separation of only one grid
width. Heuristically the small separation a is permitted because d is small: small-
separation narrow domains are permissible, but fatter small-separation domains
are not.
In the proof we use the fact that, under the conditions in Lemma 3.2.4 and
Remark 3.2.5, the factor kRd
2/a → 0 algebraically in kR, so that the left-hand side
of (3.1)→ 0 as kR → 0 and so condition (3.1) is readily satisfied for kR ≥ k0(ε)
for some k0(ε).
Lemma 3.2.4 and Remark 3.2.5 are valid for all kI ≥ 0. We now consider
specifically the case when kI grows with kR. We choose kI = βk
δ
R, with some
β > 0 and 0 < δ ≤ 1, expecting that the Hankel function with this amount
of damping of the oscillations admit separable expansions with less restrictive
conditions on the domains in some way.
Lemma 3.2.6. RHS big with special form of absorption Let the special
form of absorption be kI = βk
δ
R with some β > 0 and 0 < δ ≤ 1. Let h ∼ k−μR
with 1 ≤ μ ≤ 2 and a ∼ hν with 0 ≤ ν ≤ 1. If δ˜ := (δ − νμ)/2 > 0, then
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given ε ∈ (0, 1), where 1/ε = O(exp(kδ˜R)), there exists k0(ε) > 0 such that (3.1)
is satisfied for all kR ≥ k0(ε).
The proof is contained in §3.4.6.
Remark 3.2.7. Lemma 3.2.6 allows us to replace condition (3.1) in Theorem
3.2.3 by the conditions in Lemma 3.2.6 and the assumption that kR ≥ k0(ε) for
some ε ∈ (0, 1).
We see the factor exp(kIa) on the right-hand side of (3.1) allows us to consider
domains where d is larger, providing we have this special form of absorption where
kI grows with kR. Allowing for larger d in this way comes at the expense of making
the domains more separated: observe that effectively the conditions a ∼ hν and
0 ≤ ν < δ/μ appear in Remark 3.2.7 instead of ν < 2 − 1/μ in Remark 3.2.5.
This δ/μ appears because we need kIa →∞, as kR →∞, for the exp(kIa) factor
on the right-hand side of (3.1) to grow exponentially as kR increases. Then (3.1)
is less restrictive and easier to satisfy as kR →∞, allowing for larger values of d.







The third lemma is for narrow domains with d ∼ h when ε is not k-independent,
resulting in more separated domains than Lemma 3.2.4.
Lemma 3.2.8. LHS small and ε decreases with kR, with narrow do-
mains Let 0 ≤ kI ≤ kR and h ∼ k−μR with 1 ≤ μ ≤ 2, d ∼ h and a ∼ hν
with 0 ≤ ν < 1 − 1/2μ. Given ε′ ∈ (0, 1), where ε′ is independent of the other
parameters of interest, then there exists k0(ε
′) such that for all kR ≥ k0(ε′), there


















∣∣∣∣∣ ≤ ε′k−μνR , (3.5)
for all x ∈ D1, y ∈ D2. Observe that, compared to Theorem 3.2.3, in this result
we take ε := ε′k−μνR .
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The proof is contained in 3.4.6.
The point of Lemma 3.2.8 is to consider the k-dependent value of ε, ε :=







∣∣log (4(kRa)2 + (kRd)2)∣∣] ≤ C1ε′k−μνR exp(kIa). (3.6)
Then under the conditions in the lemma (3.6) is satisfied for kR ≥ k0(ε′).
Note that the range of the kR dependence for ε is 0 ≤ μν ≤ 3/2.
We discuss the effect on the rank p later in §3.2.2.
We obtain Lemma 3.2.8 at the expense of making the domains more separated:
compare the conditions 0 ≤ ν ≤ 1−1/2μ (from Lemma 3.2.8) and 0 ≤ ν < 2−1/μ
(from Lemma 3.2.4). This is due to the k−μνR factor in ε, which results in the
power of kR being larger on the left-hand side of (3.1), so that the separation
must increase to compensate; see the proof of Lemma 3.2.8 for more details.
3.2.2 Analysing the expression in (3.2) for the rank p
We firstly consider the expression in (3.2) for the rank p when ε is k-independent,
i.e. in the cases of Remarks 3.2.5 and 3.2.7. To begin to understand (3.2) we
observe that when kI = 0 or constant relative to kR, as ε → 0 we see p ∼
log2 (1/ε), as we expect due to this being the ε-dependence in the rank in Theorem
2.2.22. We next consider the case when ε is k-dependent in Lemma 3.2.8. Now
when kI = 0 or is constant relative to kR, for p given by the expression in (3.4), we
have that p ∼ log2(kμνR /ε′) as ε′ → 0, i.e. we have acquired a log2(kR) dependence
in the rank. However, for the log2(kR) increase in the rank, the quality of the
approximation has increased algebraically, see (3.5).
In both (3.2) and (3.4), when ε is fixed and the term with the factor exp(−2kIa)
is dominating the inner maximum, we see that increasing 2kIa is of benefit, as it
causes the rank to decrease exponentially.
Note that here we only see benefits of increasing kI when the term containing
the factor exp(−2kIa) dominates the inner maximum in (3.2) and (3.4), i.e. only
for kI sufficiently small. However, we expect benefits as we increase kI , with
no upper threshold on the value of kI (within our range of values for kI). In
the next section we state a variant of the result where we see benefit in adding
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absorption without an upper threshold on kI (within our range of values for kI).
We note that improvements can only be seen if kIa increases as kR increases,
which for constant kI and a ∼ h, for example, is not the case. In §3.2.3.1 we
discuss why a appears in the factor exp(−2kIa) alongside kI and also the cases
where improvements are seen.
3.2.3 Improvements Due to Absorption
In §3.2.2 we see improvements due to absorption in the rank (3.2) of Theorem
3.2.3. We also see improvements due to absorption in the bigger right-hand side
of (3.1) of Theorem 3.2.3, that allows the theorem to be valid for larger values
of d, when the separation a is larger. However the tools in the proof of this
result lend themselves to a second way of answering the question “as we increase
absorption, what happens to the low-rank approximation?” Therefore we prove
a slight variant on the original theorem which has statement as follows, showing
improvement in the quality of the approximation rather than the rank.
Theorem 3.2.9. Variant of New Low-Rank Result Let the domains and
absorption be as defined in Definition 3.2.1 and Definition 3.2.2 respectively.
Assume that for some constant η > 0, ηdist(D1, D2) > diam(D1, D2).
Then there exists C1 > 0 independent of a, b, d, k, and such that, given






∣∣log (4(kRa)2 + (kRd)2)∣∣] ≤ C1ε, (3.7)















∣∣∣∣∣ ≤ ε exp(−kIa), (3.9)
for all x ∈ D1, y ∈ D2.
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The proof of this result is contained in §3.4.6.
The inequality (3.9) shows that the quality of the approximation improves
exponentially as kIa increases in Theorem 3.2.9. Observe that in Theorem 3.2.9
the improvements due to absorption are in the quality of the approximation,
whereas in Theorem 3.2.3 the potential improvements due to absorption are in
the rank. In Theorem 3.2.9 there is also no upper threshold on the value of
kI for improvements due to absorption (within the range of values of kI that
we consider), whereas in Theorem 3.2.3 there is an upper threshold. In both
theorems, improvements due to absorption are only seen for increasing kR if kIa
increases with kR, we discuss this fact further in §3.2.3.1.
Note that similarly to (3.1) in Theorem 3.2.3, the condition (3.7) makes it
difficult to see which domains Theorem 3.2.9 is valid for. So we use Lemma 3.2.4
and Lemma 3.2.8 to find two simpler sets of conditions that Theorem 3.2.9 is
valid for, as follows.
Remark 3.2.10. Note that the restrictive condition (3.7) in Theorem 3.2.9 is
identical to the restrictive condition (3.1) in the original Theorem 3.2.3 when
kI = 0. Therefore Lemma 3.2.4 allows us to replace condition (3.7) in Theorem
3.2.9 by the conditions in Lemma 3.2.4 and the assumption that kR ≥ k0(ε) for
some ε ∈ (0, 1).
Remark 3.2.11. Note that the restrictive condition (3.7) in Theorem 3.2.9 is
identical to the restrictive condition (3.1) in the original Theorem 3.2.3 when
kI = 0. Given ε
′ ∈ (0, 1), where ε′ is independent of the other parameters of







∣∣log (4(kRa)2 + (kRd)2)∣∣] ≤ C1ε′k−μνR . (3.10)
Then, just as in the proof of Lemma 3.2.8, we can now show there exists k0(ε
′)
such that for all kR ≥ k0(ε′), (3.10) is satisfied, and therefore allows us to replace
condition (3.7) in Theorem 3.2.9 by the conditions in Lemma 3.2.8 and the as-
sumption that kR ≥ k0(ε′). Then, by substituting in the value of ε, the expression


















∣∣∣∣∣ ≤ ε′ exp(−kIa)k−μνR , (3.12)
for all x ∈ D1 and y ∈ D2.
Note that we cannot apply Lemma 3.2.6 to Theorem 3.2.9 as it requires the
exp (kIa) factor on the right-hand side of (3.1), absent from (3.7).
Recall that the range of the kR dependence for ε is 0 ≤ μν ≤ 3/2.
3.2.3.1 Discussion of Results
Recall that the point of proving our new low-rank results is to find out what
effect absorption has on the separable expansions of the Hankel functions (recall
Rokhlin and Martinsson’s Theorem 2.2.22 is only valid for real-valued wavenum-
bers). Stepping back and looking at the big picture, as kI increases, the Hankel
function H0(k‖x − y‖) has oscillations that get damped when absorption is in-
cluded (recall the discussion in §1.9). Therefore, as kI increases, we expect that
approximating H0(k‖x − y‖) should get easier and that it should be possible to
see the low-rank separable expansions getting ‘easier’ or approaching the ideal
scenario in §3.2.1, for example by achieving a specified accuracy with separa-
ble expansions of increasingly low-rank. Indeed, in our results we see kI appear
beneficially in three places.
1) The first is in the decrease in the expression for the rank p (3.2) in Theorem
3.2.3, when the factor exp(−2kIa) dominates the inner maximum.
2) The second is in making the right-hand side of the restrictive condition (3.1)
bigger and so the condition (3.1) less restrictive. Consequently, in the case of
Lemmas 3.2.4 and 3.2.8 and the resulting Remark 3.2.5, the sufficiently large
kR ≥ k0(ε) needed to satisfy (3.1) and allow Theorem 3.2.3 to hold is smaller
for kI > 0. Also as a consequence of the right-hand side of (3.1) being bigger,
in Lemma 3.2.6 and its resulting Remark 3.2.7, the height of the domain d can
be much larger (compared with d ∼ h in Lemma 3.2.4 and 3.2.8) providing
the separation a is larger.
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3) The third is in the better quality of the approximation for the same rank with
absorption seen in Theorem 3.2.9.
In all three places, kI appears only in functions of kIa. In fact, in all three
places we have exp(−CkIa), with either C = 1 or C = 2. In order to benefit
from this factor exp(−CkIa) as kR → ∞, we therefore need to find conditions
that ensure kIa →∞ as kR →∞.
In fact, we already know a sufficient set of conditions from Lemma 3.2.6,
when kI = βk
δ
R with some β > 0, δ > 0, h ∼ k−μR
with 1 ≤ μ ≤ 2, and a ∼ hν with 0 ≤ ν ≤ 1, if ν < δ/μ,
(3.13)
then kIa →∞ as kR →∞.
Then providing (3.13) holds,
1) the rank p in (3.2) in Theorem 3.2.3 decreases exponentially as kR → ∞, up
to the point where the term including exp(−2kIa) no longer dominates the
inner maximum.
2) the condition (3.1) in Theorem 3.2.3 gets exponentially easier to satisfy as
kR → ∞, so that the sufficiently large kR at which Lemmas 3.2.4 and 3.2.8
and the Remark 3.2.5 hold can be smaller. Also Lemma 3.2.6 and Remark
3.2.7 hold, with the additional condition on ε in the lemma statements and
remarks; note that this condition on ε is easy to satisfy.
3) the quality of the approximation given by the right-hand side of (3.9) in
Theorem 3.2.9 increases exponentially as kR →∞.
Now, a natural question is, why are the benefits due to absorption seen only
under the conditions of (3.13), that are a combination of the absorption kI and
the domains separation a? Note that the smaller a is, the closer the domain boxes
D1 and D2 are to each other (see Definition 3.2.1) so the closer the argument of
H
(1)
0 (k‖x − y‖) for x ∈ D1 and y ∈ D2 gets to the singularity at 0. The main
benefit of absorption is that absorption damps the oscillations; absorption doesn’t
remove the singularity, see Figures 3-4, 3-5 and 3-6. Therefore, we may expect to
only see improvements to the low-rank expansions when in the oscillatory regions
away from the singularity, i.e. outside some separation a > a0.
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Figure 3-4: Plot of |H0(x)| against x. Note that x 6= x ∈ D1, so x = 1 on this
plot equates to real(k‖x − y‖) = 1 in our separable expansion results. Observe
the singularity at x = 0 and the damping due to absorption.
In order to make this argument clearer, we examine the details of the damping
rigorously. The exponential improvement for larger values of the argument is to













, as z →∞, for − π + δ < arg(z) ≤ π. (3.14)
We see that when z is real, the oscillations only decay with O(1/√z) but for
z = zR + izI they decay with O(exp(−zI)). This latter fact is also shown in the
following lemma, which is easily obtained from other results gained during the
proof of Theorem 3.2.3.
Lemma 3.2.12. Let the domains be as in Definition 3.2.1. If kI = βk
δ
R with




|H0(k‖x− y‖)| ≤ C| exp(−2βkδRa)|
[∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1]
→ 0, as kδRa →∞.
The proof of this result is contained in §3.4.6.
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Figure 3-5: Plot of real(H0(x)) against x. The real part is oscillatory, observe
the damping of the oscillations due to absorption.
Figure 3-6: Plot of imag(H0(x)) against x. The imaginary part is oscillatory
away from the singularity at x = 0. Observe how including absorption damps
the oscillations, but makes little difference in the region 0 < x < 1 near the
singularity.
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Since min (Im(k‖x− y‖)) = 2akI , the exp(kIa) factor (seen repeatedly in
points 1)-3) at the start of §3.2.3.1 above) has reappeared in Lemma 3.2.12, and




Therefore, our new low-rank results (via points 1)-3) in §3.2.3.1), (3.14) and
Lemma 3.2.12 all demonstrate that improvements due to absorption are seen due
to the damping of the oscillations away from the singularity.
The need to be away from the singularity explains the need for kIa → ∞ as
kR → ∞, as follows. The key point is that the effect of condition (3.13) (which
is designed to make kIa → ∞ as kR → ∞) is that as kR → ∞ the minimum of
the Hankel function’s argument, i.e. min(k‖x − y‖) remains at some minimum
distance from the singularity, or equivalently doesn’t get closer to the singularity
as kR → ∞. Thus (3.13) ensures that the separable expansion is applied in the
oscillatory region away from the singularity and we see benefits due to absorption.
3.2.4 Comparison with Rokhlin and Martinsson’s result
We compare Theorem 3.2.3 to Theorem 2.2.22 due to Rokhlin and Martinsson
[82]. Their result only has real k, so we shall set our kI = 0 in which case
k = kR ∈ R.
We first compare the expressions for the rank p.

















































Observe that in all the expressions for p, the dependence upon ε or ε′ is identical
as ε → 0, or ε′ → 0, respectively, for fixed k.
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Dependence on k
The expressions for p in our new Theorems 3.2.3 and 3.2.9 are independent of k,
an improvement on Theorem 2.2.22 which allows logarithmic growth of k. The
expressions in Lemma 3.2.8 and Remark 3.2.11 involve a log2(kμν) factor, which
may be better or worse than Theorem 2.2.22’s log(kb) dependence, depending on
the values of μ and ν. For example, a ∼ 1 with ν = 0 removes the dependence of
log2(kμν) on k, which is better than Theorem 2.2.22, whereas a ∼ h with ν = 1
and h ∼ k−2 with μ = 2 results in a log2(k2) dependence, which is worse than
Theorem 2.2.22.
The expression for the rank in Theorem 2.2.22 has a log dependence on b, so
that the longer the domains become, the higher the rank required. In contrast,
our new Theorems 3.2.3 and 3.2.9 and their Lemma 3.2.8 and Remark 3.2.11 all
have a dependence on the admissibility constant η, which is determined by the
relationship between b, d and a, so that rank is not affected by an increase in
b when a is increased proportionally, to maintain a constant value of η (recall
that the admissibility condition is ηdist(D1, D2) > diam(D1, D2), or equivalently
2ηa >
√
(b− a)2 + d2).
Restrictions on the domains
We now compare the restrictions on the domains given in these conditions:
ka > C(d)|log ε| Theorem 2.2.22
[
1 +
∣∣log (4(ka)2 + (kd)2)∣∣] kd2
a
≤ C1ε
η dist(D1, D2) = 2ηa
> diam(D1, D2) =
√
(b− a)2 + d2
Theorem 3.2.3, Theorem 3.2.9.
d ∼ h, h ∼ k−μ with 1 ≤ μ ≤ 2, Remark 3.2.5
a ∼ hν , with 0 ≤ ν ≤ 1 and 0 ≤ ν < 2− 1/μ
d ∼ h, h ∼ k−μ with 1 ≤ μ ≤ 2, Lemma 3.2.8
a ∼ hν , with 0 ≤ ν < 1− 1/2μ
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We observe that the conditions in Theorems 3.2.3 and Theorem 3.2.9 are
explicit in d whereas the one in Theorem 2.2.22 isn’t.
We also note that for larger k the condition in Theorem 2.2.22 becomes less
restrictive, whereas the first condition in Theorems 3.2.3 and 3.2.9 becomes more
restrictive. However, by Remark 3.2.5 and Lemma 3.2.8 we found alternative
conditions that become less restrictive for larger k, making this aspect of our
conditions comparable. The alternative conditions in Remark 3.2.5 and Lemma
3.2.8 allow for larger kR by having the restriction d ∼ h, but this restriction is
comparable to Theorem 2.2.22 also. It is comparable because Theorem 2.2.22 has
another implicit assumption that the domains are long and thin, as [82] is about
scattering problems for elongated (i.e. long and thin) structures, and [82, Remark
2] says that the rank p increases rapidly with increasing box-height d.
Finally we compare the conditions on a and b. The ranges of the a and b
values are comparable in the following sense: a and b can be O(h) size or many
wavelengths (i.e. O(1)) in all the theorems and remarks. However the condition
ηdist(D1, D2) > diam(D1, D2) means that the combinations of a and b values
we can have in Theorems 3.2.3 and 3.2.9 and Remark 3.2.5 and Lemma 3.2.8
are more restricted. Consider for example the case where b = O(1), d = O(h)
and a = O(h), this case is permitted in Theorem 2.2.22, but ηO(h) ≯ O(1) as
k →∞, for any η constant with respect to k and so ηdist(D1, D2) > diam(D1, D2)
is not satisfied. So the length and height b and d must be proportional to the
separation a in our new results Theorems 3.2.3 and 3.2.9 and Remark 3.2.5 and
Lemma 3.2.8 and they do not need to be proportional in Theorem 2.2.22. The
need for proportionality in our result does mean that we cannot apply Theorems
3.2.3 and 3.2.9 and Remark 3.2.5 and Lemma 3.2.8 to the same domains with
a = O(h) and b = O(1) as Engquist and Ying apply Theorem 2.2.22 to in
Theorem 2.2.23, when they get results about the H-matrix approximation of
the Schur complement matrices. However, in the next chapter we see that we
can still use our new low-rank results to prove something about the H-matrix
approximation of the Schur complement matrices, when they are approximated in
a different version of the Hierarchical Matrix Framework to the one Engquist and
Ying use in Theorem 2.2.23. We highlight that this different version is actually
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Figure 3-7: Domains for the Green’s function
3.3 Statement and Analysis of New Low-Rank
Results for the Green’s Function
We now convert the low-rank results in §3.2 into low-rank results for the Green’s
functions of a series of half-plane problems. First we define the domains of
these new half-plane problems, then we specify the half-plane problems and their
Green’s functions, and finally we present the new versions of the low-rank results
for the Green’s functions.
We find it advantageous to define the domains of the Green’s functions to
cover sections of Ωm (see Definition 2.2.1) because in the next chapter these
results are used to prove low-rank results about off-diagonal blocks of the Gm
matrices formed by point-wise evaluations of the Green’s functions on Ωm (see
Definition 2.2.7). Consequently, we define the domains in terms of the variables
m, M , D and h, essential in determining the location and dimension of sections
of Ωm, see Chapter 2, Definition 2.2.2 and Assumption 2.2.3.
Definition 3.3.1. Notation for Green’s functions domains and points
Given m ∈ {1, . . . , M}, D ≥ 1, h > 0 and [xA, xB], [yA, yB] non-overlapping
intervals in [0, 1], we define d := Dh and
X = [xA, xB]× [Dmh− d, Dmh],
and
Y = [yA, yB]× [Dmh− d, Dmh],
see for example Figure 3-7. Assuming, without loss of generality, that [xA, xB] is
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which gives values indicating the separation and lengths of domains as in Def-
inition 3.2.1 of the domains for the Hankel functions. Let x = [x1, x2]
T ∈ X
and y = [y1, y2]
T ∈ Y . Let diam(X, Y ) := max{diam(X), diam(Y )} where
diam(X) = diam(Y ) =
√
(b− a)2 + d2 and dist(X, Y) = 2a.
Problem 3.3.2. Half-plane problems (including Green’s functions and
domains) Let f have compact support. Let um be the solution of the Helmholtz
equation
Δum(x) + k2um(x) = −f (x), x ∈ Λm, (3.15)
where k = kR + ikI , f is the source f from the model with argument restricted to
Λm and Λm := (−∞,−∞)× (−∞, (Dm + 1)h], satisfying
um(x) = 0, for all x ∈ ∂Λm = (−∞,∞)× [(Dm + 1)h], (3.16)
with the Sommerfeld radiation condition (SRC)
x
‖x‖ ∙ ∇u





as ‖x‖ → ∞. (3.17)








where m ∈ {1, . . . , M} and M(y) reflects the point y in the line ∂Λm (see Figure
2-7), and H0 is the Hankel function of the first kind, see §1.1.1.1. The domains
are as in Definition 3.3.1.
The absorption is as defined in §1.9 and in §3.2. The sequence of half-plane
problems are nearly identical to those in Definition 2.2.18, but with constant
wavespeed and the source f being the source from Definition 1.1.2 on the whole
of Λm, rather than spatially-varying wavespeed and source f
m only taking non-
zero values on Ωm. The Green’s functions G
m are as in Definition 2.2.6 and
Proposition 2.2.20 proves that the functions Gm are the Green’s functions for the
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half-plane problems in Definition 2.2.18 and therefore our half-plane problems in
Problem 3.3.2.
Theorem 3.3.3. New Low-Rank Result for the Green’s Function We
consider the half-plane problem (including domains and Green’s function Gm) as
defined in Problem 3.3.2. Then, providing ηdist(X, Y ) > diam(X, Y ) for some
η > 0, there exists C4 > 0 that is independent of m, h, a, b, k, η and d, such that,






∣∣log(4(kRa)2 + (kR2(d + h))2)∣∣] ≤ C4ε exp (kIa), (3.18)


















∣∣∣∣∣ ≤ ε, (3.20)
for all x ∈ X and y ∈ Y .
The proof is contained in §3.5
Remark 3.3.4. When d ∼ h, the restrictive condition (3.18) is equivalent to the
restrictive condition (3.1) in Theorem 3.2.3, up to the constant on the right-hand
side, which does not depend on the parameters of interest. Therefore Lemma
3.2.4 allows us to replace condition (3.18) in Theorem 3.3.3 by the conditions in
Lemma 3.2.4 and the assumption that kR ≥ k0(ε) for some ε ∈ (0, 1). Note that
the condition d ∼ h implies that D in Definition 3.3.1 satisfies D = O(1).
Remark 3.3.5. If we impose the condition d & h, the restrictive condition (3.18)
is equivalent to the restrictive condition (3.1) in Theorem 3.2.3, up to the constant
on the right-hand side, which does not depend on the parameters of interest.
Therefore Lemma 3.2.6 allows us to replace condition (3.18) in Theorem 3.3.3
by the conditions in Lemma 3.2.6 and the assumption that kR ≥ k0(ε) for some
ε ∈ (0, 1). Note that the condition d ∼ h implies that D in Definition 3.3.1
satisfies D & 1.
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Remark 3.3.6. When d ∼ h, the restrictive condition (3.18) is equivalent to the
restrictive condition (3.1) in Theorem 3.2.3 up to the constant on the right-hand
side, which does not depend on the parameters of interest. Given ε′ ∈ (0, 1),
where ε′ is independent of the other parameters of interest, let ε := ε′k−μνR . Then






∣∣log(4(kRa)2 + (kRd)2)∣∣] ≤ C6ε′k−μνR exp (kIa). (3.21)
Then, just as in the proof of Lemma 3.2.8, we can now show there exists k0(ε
′)
such that for all kR ≥ k0(ε′), (3.21) is satisfied, and therefore allows us to replace
condition (3.18) in Theorem 3.3.3 by the conditions in Lemma 3.2.8 and the as-
sumption that kR ≥ k0(ε′). Then, by substituting in the value of ε, the expression


















∣∣∣∣∣ ≤ ε′k−μν , (3.23)
for all x ∈ X and y ∈ Y . Note that the condition d ∼ h implies that D in
Definition 3.3.1 satisfies D = O(1).
Recall that we had a second low-rank result (Theorem 3.2.9) showing the
benefits of absorption in a different way i.e. that you get a better quality of
approximation for the same rank with absorption than without. We now produce
the analogue for the Green’s function. We note that the conditions for Theorem
3.2.9 are identical to the conditions in the original Hankel function result Theorem
3.2.3, apart from the absence of the factor exp(kIa) on the right-hand side of (3.7)
compared to (3.1) and so it is possible to obtain a Green’s function result using
Theorem 3.2.9 using the method used to prove Theorem 3.3.3.
Theorem 3.3.7. Variant of New Low-Rank Result for the Green’s
Function We consider the half-plane problem (including domains and Green’s
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function Gm) defined by Problem 3.3.2. We further assume that h ∼ k−μR with
1 ≤ μ ≤ 2 and a ∼ hν with 0 ≤ ν < 1. Then providing ηdist(X, Y ) > diam(X, Y )
for some η > 0, there exists C4 > 0 that is independent of a, b, k, η, d, m and h,





1 + | log(4(kRa)2 + (kR2(d + h))2)|
] ≤ C4ε, (3.24)















∣∣∣∣∣ ≤ ε exp (−kIa), (3.26)
for all x ∈ X and y ∈ Y .
Remark 3.3.8. As in §3.2, it is only possible to see improvements due to ab-
sorption in the limit kR → ∞ in the case with the special form of absorption
kI = βk
δ
R, for some β > 0 and 0 < δ ≤ 1, ν < δ/μ as this is the case for which
ε′ → 0 as kR →∞.
This result follows from Theorem 3.2.9 in the same way that Theorem 3.3.3
followed from Theorem 3.2.3.
Remark 3.3.9. When d ∼ h, similarly to §3.2.3, we observe that the restrictive
condition (3.24) is equivalent to the restrictive condition in the original Hankel
function result (3.1) when kI = 0, up to the constant on the right-hand side, which
does not depend on the parameters of interest. Therefore Lemma 3.2.4 allows us
to replace condition (3.24) in Theorem 3.3.7 by the conditions in Lemma 3.2.4
and the assumption that kR ≥ k0(ε) for some ε ∈ (0, 1). Note that the condition
d ∼ h implies that D in Definition 3.3.1 satisfies D = O(1).
Remark 3.3.10. When d ∼ h, similarly to §3.2.3, we observe that the restrictive
condition (3.24) is equivalent to the restrictive condition in the original Hankel
function result (3.1) when kI = 0, up to the constant on the right-hand side,
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which does not depend on the parameters of interest. Given ε′ ∈ (0, 1), where
ε′ is independent of the other parameters of interest, let ε := ε′k−μνR . Then the





1 + | log(4(kRa)2 + (kRd)2)|
] ≤ C6ε′k−μνR . (3.27)
Then, just as in the proof of Lemma 3.2.8, we can now show there exists
k0(ε
′) such that for all kR ≥ k0(ε′), (3.27) is satisfied, and therefore allows us
to replace condition (3.24) in Theorem 3.3.7 by the conditions in Lemma 3.2.8
and the assumption that kR ≥ k0(ε′). Then, by substituting in the value of ε, the

















∣∣∣∣∣ ≤ ε exp(−kIa)k−μνR , (3.29)
for all x ∈ X and y ∈ Y . Note that the condition d ∼ h implies that D in
Definition 3.3.1 satisfies D = O(1).
Note that, as in §3.2.3, we cannot apply Lemma 3.2.6 to (3.24) from Theorem
3.3.7, as it requires the exp (kIa) factor on the right-hand side of (3.1), absent
from (3.24).
3.4 Proof of New Low-Rank Result for the Han-
kel Function
3.4.1 Strategy of Proof of New Low-Rank Result
Before proving Theorem 3.2.3, i.e. the existence of a low-rank separable expansion
for H
(1)
0 , we must first prove some intermediate results. To explain the plan for
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t1/2(t− 2i)1/2 dt, for 0 < Re(z) < ∞, Im(z) = 0;
(3.30)














0 (z) = exp(iz)h
(1)
0 (z). (3.32)
We note that the expansion for H
(1)
0 (z) in (3.30) is only given in the classical
literature for z ∈ R+ (where R+ denotes the positive real numbers and does not
include 0), whereas to consider complex k we require the expansion to be valid
in the quadrant with 0 < Re(z) < ∞ and 0 < Im(z) < ∞. In §3.4.2 we prove
that (3.30) is indeed valid in 0 < Re(z) < ∞, which contains the quadrant that
we require.
The key step in the proof of Theorem 3.2.3 is that we use the theory of
asymptotically smooth functions to get a kR-independent separable expansion
of h
(1)
0 (z) (in much of the rest of the thesis the superscript (1) is dropped for
notational convenience). A short proof allows us to find a separable expansion
for the part exp(iz) as well, to get a separable expansion for H
(1)
0 (z) via (3.32).
So, in order to prove the main result, we let z = k‖x−y‖ in (3.32). As stated
in the previous paragraph we find a separable expansion for h0 using the theory
of asymptotically smooth functions. We show that exp(ik‖x− y‖) is close to the
separable function exp(ik(x1−y1)) under certain conditions on k, d and a. Finally
to combine these expansions and prove the existence of a low-rank separable
expansion for H0 via (3.32) we also need a bound on maxx∈D1
y∈D2
|h0(k‖x−y‖)|. See































































































































































































































































































































































































































































































































































3.4.2 Validity of Integral Representation for the Hankel
Function
We prove that the expansion for H
(1)
0 (z) in (3.30) still holds for the wider range
of values 0 < Re(z) < ∞. In order to prove that the expansion still holds for
this wider range of values, we need the following standard result on analytical
continuation.
Definition 3.4.1. (Region) (For example, see [97, Definition 3.14].) A region
is a non-empty subset of C which is connected, that is, which cannot be expressed
as G1 ∪G2 where G1 and G2 are non-empty, open, and disjoint.
Theorem 3.4.2. (For example, see [97, Theorem 5.16].) Suppose G is a region
and that f and g are analytic1 functions in G and f(z) = g(z) for all z ∈ S ⊆ G,
where S has a limit point in G. Then f ≡ g within G.
Theorem 3.4.2 is a classical result, appearing in various forms in many complex
analysis works, see for example [109, Theorem 4.11 ‘Analytic Continuation’ and
Theorem 4.12 ‘Uniqueness of Analytic Continuation’].
Note that Theorem 3.4.2 implies a surprising and strong conclusion. Where
two functions in a region G are equal on merely a countable set of points S ⊂ G,
where S contains one accumulation point of a sequence of points in S, then the
analytic functions are equal in the whole of G. This type of conclusion does
not hold for functions that are simply real-differentiable in R, so it shows that
complex-differentiability or analyticity in C is a very strong concept. Ultimately
Theorem 3.4.2 depends upon the fact that an analytic function in C can always
be expressed in terms of its Taylor series or power series [109, p139] [2, p153].
We give an example of a consequence of Theorem 3.4.2 that we are interested
in. Where two functions that are analytic on the region 0 < Re(z) < ∞, and one
function is given by an integral representation of the other on the open subset
that is the positive real line R+ (not including zero), then the functions are
equal on the region 0 < Re(z) < ∞. (The positive real line R+ clearly contains
an infinite number of sequences of points and their accumulation points.) This
case is an example of the wider consequence of Theorem 3.4.2, that, in various
1The statement of the theorem in Priestley [97] says holomorphic functions in G, but recall
that in this context holomorphism is equivalent to analyticity, see, for example [97, p69].
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situations satisfying the conditions in Theorem 3.4.2, it is possible to extend the
range of validity of a definition of a function or an integral representation of a
function. The process of extending the range of validity of analytic functions
or their representations in this way is known as analytical continuation, see for
example [2, p152], [109, p139], [102, §10.23 p143, §10.2 p149, and §13.4 p211].
In order to prove that the expansion for H
(1)
0 (z) still holds for the wider range
of values, we also need the following standard result on the analyticity of integral
functions.
Definition 3.4.3. (Regular contour) Let a contour be given by a differentiable
map Mc : R→ C. A contour is regular if its derivative never vanishes.
Theorem 3.4.4. (For example, see [109, Theorem 2.84 and Theorem 2.85].)
Let C be a contour going to infinity, any bounded part of which is regular. Then
on any bounded part of C, let f(z, w) be a continuous function of the complex
variables z and w, where z ranges over a region D and w lies on the contour C.
Also on any bounded part of C, let f(z, w) be an analytic function z in D, for
every value of w on C. Also suppose that∫
C
f(z, w)dw,





is an analytic function of z in D.
Now we prove that the expansion for H
(1)
0 (z) still holds for the wider range
of values.
Lemma 3.4.5. For 0 < Re(z) < ∞,
H
(1)







t1/2(t− 2i)1/2 dt, (3.33)
holds.
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0 (z) = g(z) for z ∈ R+, by [90, 7.13.3 (13.07)], if both H(1)0 (z) and
g(z) are analytic in 0 < Re(z) < ∞, then H(1)0 (z) = g(z) in 0 < Re(z) < ∞
by Theorem 3.4.2, thus proving the lemma. Therefore it suffices to show that
H
(1)
0 (z) and g(z) are analytic in 0 < Re(z) < ∞.
H
(1)
0 (z) is an analytic function of z in 0 < Re(z) < ∞
By [89, 9.1.3 p358], H
(1)









[93, (10.2.2)]. We note that this power series is analytic for all z ∈ C, since its




























































Since the radius of convergence of the power series P(z) is also infinite by [97,
Theorem 2.12] and Y0(z) is otherwise the sum of analytic functions it is therefore
analytic in 0 < Re(z) < ∞.
g(z) is an analytic function of z in 0 < Re(z) < ∞







t1/2(t− 2i)1/2 dt, (3.35)
is analytic. Note that the analyticity of h
(1)
0 (z) follows from classical, standard
results about complex functions defined using integrals, recall Theorem 3.4.4. We
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the contour C being parameterised as t ∈ (0,∞) → C, t → t and D being the
right half-plane 0 < Re(z) < ∞.
To do this we note that
exp (−zt)
t1/2(t− 2i)1/2 ,
is an analytic function of z ∈ D for all t ∈ C and also a continuous function of
z ∈ D and of t ∈ C. That ∫
C
f(z, t)dt converges uniformly at 0 (as required by




∣∣∣∣ ≤ ∫ a′
0
1






for some constants a′ and C0. That
∫
C
f(z, t)dt converges uniformly at ∞ (as
required by Theorem 3.4.4) follows by observing that for Re(z) ≥ x0, for some








so that on any compact interval in (0,∞) the integral converges uniformly.
3.4.3 exp(ik‖x− y‖) has a separable expansion
Firstly we use Taylor series expansions of ‖x− y‖ to find a bound on
|exp(ik‖x− y‖)− exp(ik(x1 − y1))|
that is explicit in terms of k, d and a .
Lemma 3.4.6. Given d > 0 and 0 < a < b, define D´1 := [a, b] × [d] and
D´2 := [−b,−a] × [0]. Let x = [x1, x2]T ∈ D´1 and y = [y1, y2]T ∈ D´2 (see Figure
3-8) and k be as is Definition 3.2.2, then





























(x1 − y1)2 . (3.36)
We seek to rearrange the expression for ‖x−y‖ in (3.36) to find an expression for
the difference between exp(ik‖x−y‖) and its separable expansion exp(ik(x1−y1));
we then bound the difference to obtain the result. We apply Taylor’s theorem (to






(so f ′(t) = n(1 + t)n−1)
to find a bound on this factor. We get:√
1 +
d2













































where this inequality for θ and the following one (obtained by taking the maxi-




(x1 − y1)2 . (3.38)
Now we use this expansion of ‖x− y‖ in the exponential allows us to find an
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equation containing our function and the separable expansion:
exp(ik‖x− y‖) = exp(ik(x1 − y1)(1 + θ))
= exp(ik(x1 − y1)) exp(ik(x1 − y1)θ)
= exp(ik(x1 − y1)) (exp(ik(x1 − y1)θ) + 1− 1) ,
rearranging this gives
exp(ik‖x− y‖)− exp(ik(x1 − y1)) = exp(ik(x1 − y1)) (exp(ik(x1 − y1)θ)− 1) .
(3.39)
We denote the difference between exp(ik‖x− y‖) and the separable expansion E
and now seek an upper bound for E using (3.39):
E : = |exp(ik‖x− y‖)− exp(ik(x1 − y1))|
= |exp(ik(x1 − y1)) (exp(ik(x1 − y1)θ)− 1)| .
Substituting in k = kR + kI , gives
E = |exp(ikR(x1 − y1))|︸ ︷︷ ︸
=1
|exp(−kI(x1 − y1))|︸ ︷︷ ︸
≤exp(−kI2a)
|exp(ik(x1 − y1)θ)− 1| . (3.40)
Now substituting k = kR + kI into the last factor in (3.40) and using exp(it) =
cos(t) + i sin(t) and the triangle inequality gives
E ≤ exp(−kI2a)




∣∣∣ exp(−kI(x1 − y1)θ) cos (kR(x1 − y1)θ)− 1︸ ︷︷ ︸
T2
∣∣∣),
by separating the real and imaginary parts of the last |.|. Now we seek an upper
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bound on T1 and T2 in order to find an upper bound on E. We consider T1 first:
|T1| =
∣∣∣ exp(−kI(x1 − y1)θ) sin (kR(x1 − y1)θ)∣∣∣
≤ exp (−kIa× 0)
∣∣∣ sin (kR(x1 − y1)θ)∣∣∣ by (3.37)
≤
∣∣∣ sin (kR(x1 − y1)θ)∣∣∣,
We now apply Taylor’s theorem (to first order) with f(t) = sin(t), on
[0, kR(x1 − y1)θ], to get
sin (kR(x1 − y1)θ) = cos(ξ′)kR(x1 − y1)θ for some ξ′ ∈ (0, kR(x1 − y1)θ) .
Using the last equation and (3.38), we get the following bound for T1 explicit in
terms of k, d and a as follows
|T1| ≤ 1× 1× kR(x1 − y1)θ ≤ kR(x1 − y1) d
2
2(x1 − y1)2 =
kRd
2





We now consider T2. We apply Taylor’s theorem (to second order) to f(t) = cos(t)
on [0, kR(x1 − y1)θ] to get
cos(kR(x1−y1)θ) = 1− cos(ξ
′′)
2!
(kR(x1 − y1)θ)2 , for some ξ′′ ∈ (0, kR(x1−y1)θ).
Substituting this bound in to the expression for T2 gives
|T2| =




for some ξ′′ ∈ (0, kR(x1 − y1)θ),




≤ |1− exp (−kI(x1 − y1))θ|+
∣∣∣∣12k2R(x1 − y1)2θ2
∣∣∣∣ .
In order to bound the first term on the right-hand side of this last inequality, we
first note that
max(θ(x1 − y1)) ≤ 1
2
d2


















= 1− exp(−ξ′′′)kI d
2
4a
























Finally, combining our upper bounds for T1 and T2 we have
















which proves Lemma 3.4.6.
The result Lemma 3.4.6 is not quite what is required, because the separable
expansion needs to be arbitrarily close to the function. Hence in the next corollary
we find a condition on k, d and a for this to be the case. The domains of x and y
are also expanded to the full boxes required (i.e. from Figure 3-8 to Figure 3-3).
Corollary 3.4.7. Let d, a, b, k, D1, D2, x and y be as in Definitions 3.2.1 and
3.2.2 and Figure 3-3. Given ε ∈ (0, 1), if kRd2
a
≤ ekIaε, then
|exp(ik‖x− y‖)− exp(ik(x1 − y1))| ≤ ε for all x ∈ D1 and y ∈ D2.
Proof. Recall x = [x1, x2] and y = [y1, y2]. Since x2, y2 ∈ [0, d], Lemma 3.4.6
applies for any value of x ∈ D1 and y ∈ D2 by the reflective symmetry of ‖.‖.
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Then, by Lemma 3.4.6 and the fact that 0 ≤ kI ≤ kR, we have

















































3.4.4 h0 has a separable expansion
Next we use the theory of asymptotically smooth functions to find a separa-
ble expansion for h0. For this we need the following result; we ultimately use
this to show that the interpolant of f(x) := h0(k‖x − y‖) converges to f super-
algebraically (with increasing order of interpolation). This interpolant is then
demonstrated to be a separable function, which gives us the separable expansion
of h0.
Note the f used in this chapter is not the source term from the definition of
the model problem Definition 1.1.2 in Chapter 1. Also in the next result i is an
index, not the complex unit i and x is an arbitrary point in Rd (as opposed to a
point in D´1 from Figure 3-8 or D1 from Definition 3.2.1).
Lemma 3.4.8. Let B = [a1, b1] × ∙ ∙ ∙ × [ad, bd] be a rectangle in d dimensions.
Let f ∈ C(B) be such that ∥∥∥∥ ∂n∂xni f
∥∥∥∥
∞,B
≤ Cfn!γnf , (3.41)
for some Cf , for some γf , for all n ∈ N0, for all i ∈ {1, . . . , d} and x ∈ Rd,
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f(x1,i1 , . . . , xd,id)L1,i1(x1) . . . Ld,id(xd),
where Lj,i(xj) (0 ≤ i ≤ p) are one dimensional Lagrange polynomials and the
interpolating nodes xj,0, . . . , xj,p are the Chebyshev nodes defined as in Appendix
B of [63].
To better understand Lemma 3.4.8, we first recall that functions are asymp-
totically smooth if their derivatives are only allowed to blow up in a controlled
way – there is some variation in the definition of asymptotic smoothness in the
literature, one example is the condition (3.41) that we use in Lemma 3.4.8. By
looking at the form of the Taylor series expansion for a function and the form
of the bounds on the derivatives for a function in the definition of asymptotic
smoothness, we can see that asymptotic smoothness is “morally equivalent” to
analyticity. (Indeed [63, Lemma E.5] gives a proof that a bi-variate asymptot-
ically smooth function is analytic with respect to both its variables.) Once a
function is proven to be a “nice” function in the sense that it is asymptotically
smooth we can then use results from the theory of asymptotically smooth func-
tions to find out further properties of these functions. Lemma 3.4.8 is one such
result; it gives an error estimate for the approximation of asymptotically smooth
functions with domains in d dimensions by their polynomial interpolant of degree
p. We see that the last bracket dominates the rest of the right-hand side of (3.42)
as p →∞. Note also that the rate of convergence of the right-hand side of (3.42)
to 0 as p → ∞ decreases as the diameter of the domain B increases. We ex-
pect this may happen because the function f is being evaluated over the bigger
domain B and the approximation must also be done over the additional area.
(However, this does not hold in all cases, for example in the case where f(x) = x,
the extended domain makes no difference to the difficulty of the approximation
by polynomial interpolants of degree > 1.)
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We note that the constants Cf and γf depend upon the function f and there-
fore can depend upon our parameters of interest (recall from the statement of
Theorem 3.2.3 that these include a, b, d, η and k). Therefore we keep track of the
values of these constants in the rest of the section, where we prove the existence
of the bounds on the derivatives, and hence find the values of the constants Cf
and γf explicitly in the parameters of interest, see, for example, Lemmas 3.4.10,
3.4.13 and 3.4.14.
To prove Lemma 3.4.8 we adapt [63, Lemma B.7] (which is a similar result in
d dimensions but the bound in (3.42) is less strict) to have the stricter bound of
of [63, Theorem Satz 4.21] (which is a similar result in 1D). (This result and its
proof are analogous to [6, Theorem 3.18], but this result uses a different definition
of asymptotic smoothness which results in a different bound in (3.42).)
Proof. To begin with we follow Hackbusch’s proof [63, Lemma B.7] to get (3.44)



















































‖f − Ipk‖∞,B , (3.44)
where (Ipkf)(x1, . . . , xk, . . . , xd) =
∑p
i=0 f(x1, . . . , xk,i, . . . , xd)Lk,i(xk) for k ≥ 1
and (Ip0f) = f (i.e. Ip0 is the identity function).
We note for future reference that the Lebesgue constant CBstab(Ipj ) :=
‖Ipj ‖C(B)→C(B) is equal to the Lebesgue constant C [aj ,bj ]stab (Ipj ) := ‖Ipj ‖C[aj ,bj ]→C[aj ,bj ]
as the interpolant is only in the jth coordinate direction; both constants are
just the operator norm over functions in the jth co-ordinate direction (on the




We now seek a bound on ‖f − Ipk‖∞,B (see (3.44)) to get the required result.
By [63, Lemma B.3], using (3.41) we have the existence of a polynomial Pp of
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degree p such that







where J := [ak, bk] for any co-ordinate direction k and where we have used the
fact that diam(J) ≤ diam(B). [63, Lemma B.3] is due to [10, Lemma 3.13], this
uses the fact that (3.41) allows for holomorphic extension of the function, having
this property then allows [27, §7.8 (8.7)] to be applied; this last result effectively
says the function has a level of smoothness which allows the best approximating
polynomial to converge superalgebraically to the function with polynomial order.
Now we recall that Ipk interpolates polynomials of degree p exactly; then, by
the definition of the Lebesgue constant,
‖f − Ipk‖∞,J = ‖(f − Pp)− Ik(f − Pp)‖∞,J
≤ (1 + Cstab(Ipk))‖f − Pp‖∞,J , (3.46)
for all polynomials Pp ∈ Pp, where Pp is the space of all polynomials of degree
p. (This result comes from the definition of the Lebesgue constant and appears
in [63, Lemma B.5] and [6, (3.37)]). Now recall that we are using Chebyshev
nodes and so by [63, (B.13)]
Cstab(Ipk) ≤ 1 +
2
π
log(p + 1). (3.47)
This last result appears in [63, (B.13)] (they say this is due to [98]) and [6, (3.40)]
and Bebendorf in [6, p215] says additionally that this “is asymptotically optimal”
in terms of p, which is due to the well-chosenness of Chebyshev nodes.
Thus combining (3.45), (3.46) and (3.47) we obtain







4eCf (1 + γf diam(B))








Recall that f is a function of x ∈ Rd. Since the right-hand side of (3.48) is
independent of x and k we can then take the supremum of each side over the
129
remaining co-ordinate directions without changing the bound, so (3.48) holds
with J replaced by B. The required estimate then follows by combining (3.48)
with (3.44) and applying (3.47) to CBstab(Ipj ) = Cstab(Ipj ) in (3.44).
Corollary 3.4.9. Theorem 3.4.8 also holds for complex valued functions f with
a constant of 8 instead of 4 in the right-hand side of (3.42).
Proof. We assume we have (3.41) for our complex valued function f . Then we
split f into its complex and imaginary parts like this: f = f1 +if2. We then note







, for i ∈ {1, . . . , d} and j ∈ {1, 2} ,
so that (3.41) also applies to both f1 and f2 individually; hence we can apply
Theorem 3.4.8 to f1 and f2 to get the bound in (3.42) for f1 and f2. Then by the
triangle inequality
‖f − IqBf‖∞,B = ‖f1 + if2 − IqBf1 − iIqBf2‖∞,B
≤ ‖f1 − IqBf1‖+ ‖f2 − IqBf2‖∞,B.
Finally by applying the bound (3.42) for f1 and f2 to the right-hand side of this
equation we obtain a bound for f of the form (3.42) but with the right-hand side
multiplied by 2.
To use this result to obtain a separable expansion of h0(k‖x − y‖), we first
need to prove there are bounds of the form (3.41) for h0. Note that, since k has a
non-zero imaginary part, we need to consider the function h0(z) with z complex.
Lemma 3.4.10. If z = zR + izI where zR > 0 and zR ≥ zI ≥ 0, then there exists





∣∣∣∣ ≤ Cz−nR = C, zR ∈ [1,∞),
(3.49)




∣∣∣∣ ≤ C(n− 1)!z−nR , zR ∈ (0,∞).
(3.50)
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Proof. Note that this proof uses a lot of ideas found in [75, Lemma 4.5], but the
result is adapted to give bounds on the derivatives that are fully explicit in n and
allow the argument z to be complex. We make use of the variant on the integral
expansion seen earlier in (3.31), which we again note is found in [75, §4.1.2 (4.19)]







t1/2(t− 2i)1/2 dt, for 0 < Re(z) < ∞,
reproduced here for clarity.



















∣∣∣∣ , for all n ∈ N0,
by the inequality







∣∣∣∣ dt, for all n ∈ N0.
Now by the triangle inequality we split this into two integrals over two parts of
the domain ∣∣∣∣( ddz
)n
h0(z)













This is in order to make the change of variables y = zRt and make use of the fact
that














exp(−y)yn−1 dy, for all n ∈ N0,
(3.52)
where the absolute value signs can be removed as the integrand is now real valued
and positive.
Case n ∈ N










Recall from the definition of the gamma function
Γ(n) = (n− 1)! =
∫ ∞
0




(n− 1)!, for all n ∈ N. (3.54)













(n− 1)!, for all n ∈ N, (3.55)
by (3.53). Combining (3.54) and (3.55) and (3.52) we obtain∣∣∣∣( ddz
)n
h0(z)






, for all n ∈ N.
Case n = 0








so overall the result holds with C := max{C, C1, C2}.
The next result, which we quote from [63], shows how asymptotic smooth-
ness of f(t) implies that f(‖x− y‖) satisfies an analogous condition, which later
helps us in converting our bounds on the derivatives of h0(z) into bounds on the
derivatives of h0(k‖x− y‖).
Theorem 3.4.11. [63, Theorem E.8 with t ∈ (−df , 0) condition dropped, as




∣∣∣∣ ≤ Cn!npγn|t|−n−s, for t ∈ (0, df ) \ {0}, df > 0, n ∈ N, s ∈ R,
(3.56)
then for all γˆ > 1 there exists a Cγˆ, such that for all directional derivatives D,
the function F (x, y) := f(‖x− y‖) satisfies
|DnF (x, y)| ≤ Cγˆn!γˆn‖x− y‖−n−s, where 0 6= ‖x− y‖ < df .
Sketch Proof. This is a sketch of how to alter the proof of [63, Theorem E.8] so
that it doesn’t require the condition t ∈ (−df , 0). This sketch proof can only
be understood in conjunction with the proof of [63, Theorem E.8] in [63]. (The
changes are small, so it is not worthwhile to reproduce the proof in [63] here.)
We proposed the change to drop the condition (−df , 0) to Hackbusch and had
it confirmed in a private communication with Hackbusch dated 24/06/2017. To
explain the change, since ‖x− y‖ > 0 for all x and y, Theorem 3.4.11 only needs
to be proved for t = ‖x − y‖ ∈ (0, df ). Part of the proof in [63, Theorem E.8]
is to extend f analytically into the complex plane. Originally the extension was
made on the unnecessarily large domain t ∈ (−df , df )\{0} and the result proved
using f on that extended area around t ∈ (−df , df ) \ {0}. But since ‖x− y‖ > 0,
it is clear the extension can simply be made on the domain t ∈ (0, df ) instead
and the result proved using f on that extended area around t ∈ (0, df ).
Note that Theorem 3.4.11 holds for all γˆ > 1 and that the constant Cγ̂ depends
only depends upon γˆ and C from (3.56).
We want to use Theorem 3.4.11 with f(t) := h0(kt), however since this is a
complex valued function we must first prove the following Corollary.
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Corollary 3.4.12. Theorem 3.4.11 also holds for complex valued functions f .










∣∣, for n ∈ N and j ∈ {1, 2}, so that (3.56)
applies to f1 and f2. Hence we can apply Theorem 3.4.11 to f1 and f2 to get
Fj(x, y) := fj(‖x− y‖) which satisfy
|DnFj(x, y)| ≤ Cγˆn!γˆn‖x− y‖−n−s, where 0 6= ‖x− y‖ < df .
Then by the triangle inequality this last condition can also be obtained for
F (x, y) := f(‖x− y‖).
Now all we need to do to apply Corollary 3.4.12 to f(t) := h0(kt) is to adapt
the bounds on h0’s derivatives we have in (3.49) and (3.50) to prove (3.56) holds
for our f . We note that the right-hand sides of the bounds (3.49) and (3.50) are
already very similar to (3.56) with p = 0, s = 0, γ = 1, and zR = t, but in the
next lemma we get something that is an exactly comparable form to (3.56).
Lemma 3.4.13. Let k be as in Definition 3.2.2 and let f(t) := h0(kt), then there
exists C > 0 such that∣∣∣∣( ddt
)n
f(t)
∣∣∣∣ ≤ Cn!√2nt−n, for t ∈ R+, n ∈ N. (3.57)



























knR as kI ≤ kR so∣∣∣∣( ddt
)n
f(t)

















so the result holds with C = C.
Finally we apply Corollary 3.4.12 to f(t) := h0(kt), to obtain bounds of the
form (3.41) for our f , that allow us to apply Corollary 3.4.9, that ultimately
yields a separable expansion for h0(k‖x− y‖).
Lemma 3.4.14. Let the domains and absorption be as in Definitions 3.2.1 and
3.2.2 and Figure 3-3. Additionally we assume that the boxes are admissible in
the following sense: for some constant η > 0, ηdist(D1, D2) > diam(D1, D2) (i.e.
that they are well separated for their size). Then there exist p0(η), C(η), Ĉ(η)




∣∣∣∣∣ ≤ ε, (3.58)












Thus, in particular, p = O (log2 (1
ε
))
as ε → 0.
Proof. Let f(t) := h0(kt), then by Lemma 3.4.13,∣∣∣∣( ddt
)n
f(t)
∣∣∣∣ ≤ Cn!√2nt−n, t ∈ R+, n ∈ N. (3.59)
Note that (3.59) is the condition (3.56) required for Corollary 3.4.12 with γ =
√
2,
p = 0, s = 0 and we can take the maximum required value of t as df , i.e.
df :=
√
4b2 + d2. Applying Corollary 3.4.12 we then have for all γˆ > 1,∣∣∣∣ ∂n∂xnj h0(k‖x− y‖)
∣∣∣∣ ≤ Cγˆn!γˆn‖x−y‖−n, where 0 6= ‖x−y‖ < df , for j = {1, 2},
where Cγˆ does not depend on any parameters except C from (3.59) and γˆ. Now
define B : = [a, b] × [0, d] = D1. We wish to apply Corollary 3.4.9 to f(x) :=
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, for j = {1, 2},




applying Corollary 3.4.9 we get the following bound:



























(b− a)2 + d2, see Definition 3.2.1. Note that (3.60) is valid
for x ∈ B and any fixed y ∈ D2, as the right-hand side is independent of y. Now
we simplify the bound on the right-hand side of equation (3.60) slightly to get




















We first consider the left-hand side of (3.61) to show that it is the difference
between h0 and a separable function, which is what we’re aiming for. Substituting










where fˆ(x1, x2, y1, y2) := h0(k‖x− y‖). Now if ϕj1,j2(x) : = L1,j1(x1)L2,j2(x2), for




ϕj−1,0(x), for j ∈ {1, . . . , q + 1},
ϕj−q−2,1(x), for j ∈ {q + 2, . . . , 2(q + 1)},
. . . . . .
ϕj−(q+1)q−1,q(x), for j ∈ {(q + 1)q + 1, . . . , (q + 1)2},
and similarly for
χj1,j2(y) : = fˆ(x1,j1 , x2,j2 , y1, y2), for j1, j2 ∈ {0, . . . , q},







i.e. it is the error in the separable approximation derived from the interpolant.
Now we look at the right-hand side of (3.61) to find conditions under which
h0 is arbitrarily close to the separable expansion (3.62). We see that provided the
contents of the last bracket > 1, the −(q + 1) power dominates the expression as
q →∞. This would mean the right-hand side, and hence the difference between
the function and the separable expansion, would converge exponentially to zero
as q → ∞. This is what we want, so to ensure the contents of the last bracket
are > 1 for some fixed γˆ > 1 (we shall choose this to equal 2) we introduce the









(q + 1) (1 + 2η) (1 + 1/η)−(q+1) . (3.63)
Now defining C(η) := 128eCγˆ (1 + 2η) where γˆ = 2 and Cˆ(η) :=
1
2
log (1 + 1/η),










We note that for q sufficiently large the exponential dominates the q and log q
factors, so that when q ≥ q0(η), for some q0(η) > 0, we have
E ≤ C(η)e−Cˆ(η)(q+1).
Now we wish to find a sufficient condition on q for the right-hand side (and hence
the error in the separable approximation) to be < ε. Note





if ε > C(η), (3.64) holds for all q > 0,


























Translating this result to be in terms of p := (q + 1)2 (and letting p0 := (q0 + 1)
2
and Ĉ(η) := Cˆ2(η)) and recalling the definition of ‖.‖∞,B, we obtain the result.
Remark 3.4.15. As η increases, the admissibility condition ηdist(D1, D2) >
diam(D1, D2) allows the domains D1 and D2 to have bigger diameters and smaller
separation between them, i.e. the condition on the domains becomes less restric-
tive. Obtaining low-rank results for Helmholtz fundamental solutions in general
require this admissibility condition to ensure that the domains are well separated
for their size (recall the discussion in §1.8 and §3.1). As expected, the low-rank
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result breaks down as η → ∞. This can be most easily seen in the preceding
Lemma 3.4.14 by examining equation (3.63) - the bound on the error in the ap-
proximation E. Indeed, the right-hand side of this bound tends to infinity as
η →∞.
3.4.5 Finding a bound for maxx∈D1y∈D2 h0(k‖x− y‖)
Now we have shown the existence of separable expansions of exp(ik‖x− y‖) and
h0(k‖x− y‖). To combine them to find a separable expansion for H0(k‖x− y‖)
need a bound on maxx∈D1
y∈D2
|h0(k‖x−y‖)| (the reason for this becomes clear in the
final assembly of the separable expansion of H0 in §3.4.6). Since |h0(z)| → 0 as
z →∞, as in the n = 0 case of Lemma 3.4.10, finding a bound for |z| ≥ 1 is easy,
the problem is near zero where the Hankel function has a singularity. However
we can show the singularity of h0 at 0 is of the order of the singularity of log
at 0 and hence find a bound for h0(z) in terms of log(z). Also, observe that the
values of k that we consider (see Definition 3.2.2) imply that we only need to
know about the behaviour of h0(z) in the sector 0 ≤ arg(z) ≤ π/4 (where arg(z)
is the argument of z).
Lemma 3.4.16. Given R > 0 there exists C(R) such that
|h0(z)| ≤ C(R) (|log(z)|+ 1) ,
for all z such that |z| ≤ R and 0 ≤ arg(z) ≤ π/4 and where log is the complex
logarithm with its branch cut on the negative real axis with base e (usually called
ln).
Proof. We first note that by (3.49)
|h0(z)| ≤ C1 for Re(z) ≥ 1, 0 ≤ arg(z) ≤ π
4
. (3.65)
Also note that h0(z) is analytic in 0 < Re(z) < ∞ (recall §3.4.2). This means to
prove this result it is sufficient to show that
|h0(z)| ≤ C2(R)(1 + | log(z)|), for all z ∈ {|z| ≤ r, 0 ≤ arg(z) ≤ π
4
}, (3.66)





Figure 3-9: The compact set not covered by (3.65) and (3.66) is shaded in grey.
yield the result with C(R) = C1 +C2(R). If r < 1 we note the set not covered by
(3.65) and (3.66) is compact and h0 is analytic on this set (see for example the
grey set in Figure 3-9) and so it is be bounded by some constant C3(R) and so
the result holds with C(R) = C1 + C2(R) + C3(R). To show (3.66) we first note
h0(z) = exp(−iz)H0(z) = exp(−izR + zI)H0(z),
so that it is sufficient to show (3.66) holds with the left-hand side replaced by
|H0(z)| (the exp(zI) factor can be absorbed in the constant C2(R)). We recall
that H
(1)
0 (z) = J0(z) + iY0(z) [92, (10.4.3)] and recall the following power series
























































− ∙ ∙ ∙
)
, [93, (10.8.2)]




log(z) +O(1), as z → 0,
(as J0(z) → 1, as z → 0 and log(z)J0(z) → log(z) +O(1), as z → 0) which gives
140
(3.66) and hence the result.
Next we bound the complex log(z) in terms of the distance of z from the
origin.
Lemma 3.4.17. If log is the complex logarithm with its branch cut on the negative
real axis, with base e and if z = ρ exp(iθ) where θ, ρ ∈ R then
| log(z)| ≤ | log(ρ)|+ π.
Proof.
log(z) = log(ρ exp(iθ)) = log(ρ) + log(exp(iθ)) = log(ρ) + iθ.
Now given where the branch cut is θ ∈ (−π, π] so
| log(z)| =
√
log2 (ρ) + θ2 ≤
√
log2(ρ) + π2.
Now log2(ρ) + π2 = log2(ρ) + 2| log(ρ)|π + π2 ≤ (|log(ρ)|+ π)2. Combining the
last two inequalities gives | log(z)| ≤ | log(ρ)|+ π, as required.
Finally in the next lemma we find the bound on maxx∈D1
y∈D2
|h0(k‖x− y‖)| that
we were looking for.
Lemma 3.4.18. Suppose we have domains and absorption as in Definition 3.2.1




|h0(k‖x− y‖)| ≤ C
[∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1] ,
where C doesn’t depend on k, d, a or b.
Proof. We bound h0 for small values of |k|‖x−y‖, i.e. near the singularity, using
Lemma 3.4.16 and Lemma 3.4.17 and for big values of |k|‖x−y‖ separately using
Lemma 3.4.10. These are then combined to find a bound for all x ∈ D1 and for
all y ∈ D2.
141
We first consider the case when |k|‖x − y‖ ≤ √2. By Lemma 3.4.16 with
z := k‖x− y‖ and R := √2




(|log(k‖x− y‖)|+ 1) ,
for all x ∈ D1 , y ∈ D2, such that |k|‖x− y‖ ≤
√
2.
Then by Lemma 3.4.17
|h0(k‖x− y‖)| ≤ C(
√
2) (|log(|k|‖x− y‖)|+ π + 1) ,














∣∣∣|k|‖x−y‖≤√2 |log(|k|‖x− y‖)|+ π + 1
 .






and sum the values of the function at these points to









min(k2R + k2I )1/2 min
x∈D1
y∈D2
((x1 − y1)2 + d2)1/2





)(∣∣∣log (4(kRa)2 + (kRd)2)1/2∣∣∣+ π + 1 + log√2) .
Now we consider the case when |k|‖x− y‖ ≥ √2. We wish to apply the n = 0
case of Lemma to show h0 is bounded above by a constant, so we must show the
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real part of the argument is ≥ 1. Now√
(k2R + k
2
I )‖x− y‖ ≥
√
2,
and the fact that kR ≥ kI ≥ 0 and kR ≥ 1 gives k2R ≥ k2I , so√
2k2R‖x− y‖ ≥
√





This shows this case satisfies the zR ∈ [1,∞) condition in the n = 0 case of
Lemma 3.4.10; so by Lemma 3.4.10 we can say
|h0(k‖x− y‖)| ≤ C1,
for some C1 > 0, (where C1 has no x, y, k, d, a or b dependencies),







∣∣∣|k|‖x−y‖≥√2 |h0(k‖x− y‖)| ≤ C1.






















[∣∣∣log (4(kRa)2 + (kRd)2)1/2∣∣∣+ 1] ,













, which does not depend on
k, d, b or a.
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3.4.6 Final Assembly of New Low-Rank Result and Proof
of Related Lemmas
We combine our separable expansions and our bound on the h0 function to prove
Theorem 3.2.3.
Proof of Theorem 3.2.3. To begin with, we write the difference between the Han-
kel function and a separable expansion in terms of separable expansions of the









for φˆj(x) := exp(−ikx1)φj(x), χˆj(y) := exp(iky1)χj(y), for all j ∈ {1, ..., p}.
Then
H0(k‖x− y‖) = (exp(ik‖x− y‖)− exp(ik(x1 − y1)))h0(k‖x− y‖)








By taking the absolute value and then the maximum over the right-hand side,






















If we show the existence of φˆj and χˆj with Term 1 ≤ ε/2 and Term 2 ≤ ε/2
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|h0(k‖x− y‖)| where M is a function of k, a, b and d.
We wish to find the bound
M |exp(ik‖x− y‖)− exp(ik(x1 − y1))| ≤ ε
2
.
This is true provided
|exp(ik‖x− y‖)− exp(ik(x1 − y1))| ≤ ε
2M
.







as all the other conditions are met.
This is tightest when M is biggest, so M can be replaced by something which
bounds M above, for which we use Lemma 3.4.18
M ≤ C
(∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1) , (3.68)
where C doesn’t depend on x, y, k, d, a or b, nor our new variables of interest




(∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1) ≤ Cε exp(kIa), (3.69)
(where C has changed from the last line and still doesn’t depend on η, ², x, y, k,
d, a or b) we have Term 1 ≤ ε/2.
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Term 2
We wish to show our Term 2 ≤ ε
2




|exp(ik(x1 − y1))| = max
x∈D1
y∈D2













∣∣∣∣∣∣ = |exp(−kI2a)| .
(3.70)
So Term 2 ≤ exp(−kI2a)
∣∣∣h0(k ‖x− y‖)−∑pj=1 φˆj(x)χˆj(y)∣∣∣. It’s now sufficient
to show Term 2 ≤ ε
2




∣∣∣∣∣ ≤ ε2 exp(−kI2a) , (3.71)
for all x ∈ D1 and y ∈ D2. If
ε
2 exp(−kI2a) ≥ 1,











2 exp(−2kIa) ≤ 1,
































where C ′(η) := 2C(η) so that p0, Ĉ and C ′ depend only on η. (Thus in particular,
p = O (log2 (1
ε
))
as ε → 0 for fixed kI and a.) Therefore Term 2
≤ ε




with p as above. Thus the result holds, for C1 := C, C2(η) := max{p0(η), 1/Ĉ(η)}
and C3(η) = C
′(η) and where C1 doesn’t depend upon our parameters of interest
and C2 and C3 depend only on η.
Proof of Lemma 3.2.4. We prove this lemma by substituting our conditions into
our restrictive condition (3.1). Then the form of the left-hand side of the resulting
expression lets us use the fact that log(p)pδˆ → 0 as p → 0 for any δˆ > 0, to see
the left-hand side → 0 as p → 0. Therefore as 1
p
= kR, there exists k0(ε) such
that for all kR ≥ k0(ε) the restrictive condition is satisfied.
We note that h . a . 1 can be covered by considering a ∼ hν for 0 ≤ ν ≤ 1.





1 + | log(4(kRhν)2 + (kR2h)2)|
]
. ε exp (kIhν).
Rearranging gives
kRh
2−ν [1 + | log 4k2Rh2(h2ν−2 + 1)|] . ε exp (kIhν).
Using the properties of logs, we then have
kRh
2−ν + kRh2−ν | log(kRh(h2ν−2 + 1)1/2)| . ε exp (kIhν).










R | log(k1−μR (kμ(2−2ν)R + 1)1/2)| . ε exp (kIk−νμR ). (3.72)
We next show that the power of kR in both terms in the left-hand side of (3.72),
satisfies the following condition: μν−2μ+1 ≤ −δ`, for some δ` > 0; then we show
that the log in the left-hand side of (3.72) is of the order log(kR). From both of
these facts about the left-hand side of (3.72), we then know that on the left-hand
side of (3.72), the k−δ`R factor dominates the log as kR →∞, whilst the right-hand
side of (3.72) is ≥ ε as kR → ∞ and so the condition (3.1) is readily satisfiable
for kR sufficiently large. To show the first fact about the power of kR on the
left-hand side of (3.72), we recall that since 0 ≤ ν < 2− 1/μ and 1 ≤ μ ≤ 2, we
have −3 ≤ μν − 2μ + 1 < 0, so that k−3 ≤ kμν−2μ+1R ≤ k−δ`R , for some δ` > 0. Also
−2 ≤ μ(2− 2ν) ≤ 4, so that









R ) ≥ 1, for all kR. Thus (3.1) is satisfied for our a, d, h provided
k−δ`R + k
−δ`
R | log kR| . ε. (3.73)
Now since log(p)pδ` → 0 as p → 0, the two terms on the left-hand side of (3.73)→ 0
as kR →∞, meaning that for a given ε this equation is satisfied for kR sufficiently
large (i.e. there exists k0(ε) such that for all kR ≥ k0(ε) the restrictive condition
(3.1) is satisfied).
Proof of Lemma 3.2.6. The idea of this proof is to see that under the given con-
ditions the right-hand side of the restrictive condition (3.1) increases at a greater
rate than the left-hand side as kR → ∞ and hence the restrictive condition is







∣∣log (4(kRa)2 + (kRd)2)∣∣] . exp(kIa). (3.74)
148







where C is some suitable constant independent of our variables of interest which
is allowed to change expression to expression. Hence, since ν < δ/μ, kIa → ∞
as kR →∞ and in particular exp(kIa) ∼ exp(k2δ˜R ) as kR →∞.
We now look at the left-hand side of (3.74). The argument of the log is
bounded as follows
k2R(a
2 + d2) . 4(kRa)2 + (kRd)2 . k2R(a2 + d2).
Then the left-hand side of (3.74)
. k1+νμR d2 log(k2R(a2 + d2))/ε.
Now since h . a2 + d2 . 1 and since 1/ε = O(exp(kδ˜R)), the left-hand side of
(3.74)
. k1+νμR exp(kδ˜R) log kR. (3.75)
Now for kR sufficiently large the left-hand side of (3.74)







This means the left-hand side of (3.74) grows slower than the right-hand side
which ∼ exp(k2δ˜R ) as k → ∞, and therefore there exists k0(ε) such that for all
kR ≥ k0(ε) the restrictive condition (3.1) is satisfied.
Proof of Lemma 3.2.8. The idea of the proof is the same as for Lemma 3.2.4, but
now we have ε = ε′k−μνR . Hence we follow Lemma 3.2.4 and substitute a ∼ hν ,
d ∼ h and h = O(k−μR ) in (3.1) to obtain (3.72), which with the substitution of




∣∣∣log(k1−μR (kμ(2−2ν)R + 1)1/2)∣∣∣ ≤ ε′k−μνR exp(kIk−νμR ).
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∣∣∣log (k1−μR (kμ(2−2ν)R + 1)1/2)∣∣∣) . ε′ exp(kIk−μνR ).
Using the upper bound on ν from the lemma conditions we can bound the power
of kR on the left-hand side:
ν < 1− 1/2μ,
ν − 1 < −1/2μ,
2μ(ν − 1) < −1,
2μ(ν − 1) + 1 < 0.
Thus we have 2μ(ν − 1) + 1 ≤ −δ′ for some δ′ > 0, then by the same reasoning
as in Lemma 3.2.4 we have that there exists k0(ε
′) such that for all kR ≥ k0(ε′)
the restrictive condition (3.1) is satisfied.
Proof of Theorem 3.2.9. We follow the proof of Theorem 3.2.3 as far as (3.69)





(| log(4(kRa)2 + (kRd)2)1/2|+ 1) ≤ Cε′ exp(kIa) = Cε,
(where C doesn’t depend on our variables of interest) we have Term 1≤ ε′/2.




| exp (−kI(x1 − y1))| = exp(−2akI) ≤ exp(−kIa),




∣∣∣∣∣ ≤ ε/2. (3.76)
By Lemma 3.4.14 with ε = ε/2 there exists φˆj and χˆj such that (3.76) holds for
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ε → 0. Thus the result holds, for C1 := C, C2(η) := max{p0(η), 1/Ĉ(η)} and
C3(η) = 2C(η) and where C1 doesn’t depend upon our parameters of interest
and C2 and C3 depend only on η.
Proof of Lemma 3.2.12. By (3.32)
|H0(k ‖x− y‖)| = |exp(ik ‖x− y‖)h0(k ‖x− y‖)|
= |exp(ikR ‖x− y‖)| |exp(−kI ‖x− y‖)| |h0(k ‖x− y‖)|
= |exp(−kI ‖x− y‖)| |h0(k ‖x− y‖)| ,








[∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1]




[∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1]
= C| exp(−2βkδRa)|
[∣∣∣log(4(kRa)2 + (kRd)2) 12 ∣∣∣+ 1]
→ 0 as kδRa →∞.
as d ≤ 1.
3.5 Proof of Low-Rank Result for the Green’s
Function
Proof of Theorem 3.3.3. We check that our domains X and Y are of a size that
is valid for Theorem 3.2.3. Then we apply Theorem 3.2.3 to the two Hankel
functions in the definition of the Green’s function (2.12), combining the two to
give us the result.
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In checking the domains are valid, we note the Hankel functions have argu-
ments ‖x − y‖ and ‖x −M(y)‖ and since the Euclidean norm is translationally
invariant only the relative positions of X and Y are important. The transla-
tion formulae for shifting X and Y into the positions of D1 and D2, in terms
of x ∈ X and y ∈ Y , is as follows: X = (x1 + a − xA, x2 − (Dm − D)h),
Y = (y1 + a − xA, y2 − (Dm − D)h). M(Y ) is shifted in the same way, i.e.
M(Y ) = (y1 + a − xA, y2 + 2(y2 − (Dm + 1)h) − (Dm − D)h). We next find
that our translated X and Y and M(Y ) fit inside domains of the form in Def-
inition 3.2.1. The size of the domains a and b in Definition 3.2.1 are given in
the definitions of a and b in Definition 3.3.1. We define dG := d, where d is
as in Definition 3.3.1 and dH := d where d is as in Definition 3.2.1. Then our
translated X and Y and M(Y ) fit inside domains of the form in Definition 3.2.1
with dH := 2(dG + h) = 2h(D + 1).
We wish to apply Theorem 3.2.3 with ε := ε/2, this we can now do for two rea-
sons. Firstly, since our domains satisfy the admissibility condition η1dist(X, Y ) >
diam(X, Y ), they also satisfy
η2dist(D1, D2) > diam(D1, D2) for some η2 > 0. (3.77)
To see this, we observe that
diam(X, Y ) =
√




(b− a)2 + (2(dG + h))2,
so that, combined with h ≤ d,
diam(D1, D2) ≤
√
(b− a)2 + 16d2G < 4
√
(b− a)2 + d2G = 4diam(X, Y ),
so that
8η1a = 4η1dist(D1, D2) = 4η1dist(X, Y ) > 4diam(X, Y ) > diam(D1, D2),
and (3.77) with the admissibility constant η2 = 4η1. Secondly (3.18) is the same
as (3.1) with dH = 2(dG + h) (the factor of 1/2 in the definition of ε can be
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absorbed into C1, creating a new constant C4). Thus there exists a p as in (3.2)
(an identical formula to (3.19) since the 1/2 in the definition of ε can be absorbed





for all x ∈ X, y ∈ Y ∪M(Y ). Taking R := p, by the triangle inequality (similarly



















for all x ∈ X, y ∈ Y .
We then define ΦJ = φj and Ψj = χj(y)− χj(M(y)), for j = {1, . . . , R} and





4.1 Background on Low-Rank Approximations
of Schur Complements
In this chapter we consider H-matrix approximations (see §1.8.3) of Schur Com-
plement matrices (Definition 2.2.5).
Recall from §1.7.2 and §2.2.3 that the approximation of the Schur comple-
ment matrices is the key idea of sweeping preconditioners (§1.7, §2). In [34] En-
gquist and Ying perform numerical experiments with their preconditioner where
they approximate the Schur complements using strongly admissible H-matrices.
In [46] Gatto and Hesthaven perform numerical experiments with their precon-
ditioner (a similar formulation of the sweeping preconditioner that we consider
in §2 with Schur complements like those in Definition 2.2.5) using Hierarchically-
Semi-Separable matrices (a variant of H-matrices, see §1.8.3) to approximate the
Schur complements.
In [34] Engquist and Ying present theory about approximating the Schur
complements using weakly admissible H-matrices (see §2.2.3.2). Despite the im-
portance of approximating the Schur complements in sweeping preconditioners
there is not, to the best of the authors’ knowledge, any low-rank theory for these
Schur complements other than that in [34]. The theory in [34] does not con-
sider the effect of adding absorption, of interest in preconditioners for Helmholtz
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problems (see §1.9). Therefore in §4.2 we present our low-rank results for ap-
proximating the Schur complements using strongly admissible H-matrices, that
considers the effect of adding absorption.
Whilst there are many numerical experiments on the performance of sweeping
preconditioners that use H-matrix approximations of Schur complements, there
are fewer experiments on considering the H-matrix approximations of Schur com-
plements separately. The single figure [34, Figure 2.3] investigates the approxi-
mation rank required to get within a tolerance of 10−6 for the weakly admissible
off-diagonal blocks of a Schur complement. The analysis of the figure focuses on
the fact that the ranks increase greatly for problems with Dirichlet boundary con-
ditions, rather than Sommerfeld boundary conditions. Gatto and Hesthaven com-
pare the ranks of off-diagonal blocks of Schur complements for a Laplace problem
and a Helmholtz problem, finding that at the top level of the tree (see §4.2.2),
the ranks for required for the Laplace problem are less than in the Helmholtz
case [46, Figure 5]. [43] is the most systematic investigation of the ranks of Schur
complements, but they are a different formulation of Schur complements than the
ones we are considering in Definition 2.2.5. None of these experiments about the
Schur complements consider absorption, therefore in §4.2 we present our numer-
ical experiments about the ranks of off-diagonal blocks of Schur complements,
which investigate the effect of absorption and other properties.
4.2 Low-Rank Result for Schur Complement Ma-
trices in the Hierarchical Matrix Framework
4.2.1 Idea of New Results
Recall in Chapter 3 we proved that the Green’s function Gm(x, y) has a separable
expansion when x and y lie in separated domains (see Definition 3.3.1, Theorems
3.3.3 and 3.3.7 and Remarks 3.3.4, 3.3.5, 3.3.6, 3.3.9 and 3.3.10 in §3.3). Since
our matrix Gm is formed by evaluating the Gm at pairs of nodes in Ωm (see
Definition 2.2.7), using the results of §3.3 it is possible to prove the existence of
a low-rank approximation to certain off-diagonal blocks of the matrix Gm. The
low-rank results are for off-diagonal blocks, because in these blocks the nodes in
each pair are separated and therefore fall within the separated domains of the
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low-rank results for Gm. We highlight the parallels between our new results and
Engquist and Ying’s Theorem 2.2.23. Recall that in Theorem 2.2.23 a low-rank
result was obtained for an off-diagonal block of Gm when D = 1, using Rokhlin
and Martinsson’s low-rank result for the Hankel function, Theorem 2.2.22. We
use a similar process, but use our low-rank results in the place of Theorem 2.2.22
and explicitly consider as many off-diagonal blocks that appear in a ‘standard’
H-matrix decomposition as possible, rather than just one off-diagonal block.
The statements of the low-rank results for Gm appear in §4.2.4. There are
three main variants, corresponding to the variants of the low-rank results for Gm.
• Theorem 4.2.29 shows potential benefits due to absorption in the rank,
corresponding to Theorem 3.3.3.
• Theorem 4.2.33 shows potential benefits due to absorption in the quality of
the approximation for a fixed rank, corresponding to Theorem 3.3.7.
• Theorem 4.2.35 shows potential benefits due to absorption in the same
way as Theorem 4.2.33, however it is based on Theorem 3.3.7 where ² (the
measure of the quality of the approximation) is chosen to be k-dependent.
The k-dependence causes a (relatively mild) log2(kR) dependence in the
rank for increasing kR, but a considerable improvement in the quality of
the approximation.
The results in this section theoretically justify specific low-rank approxima-
tions to S−1m and provide pointers on how to develop the approximation methods
in practice.
In §4.2.2-4.2.3 we use existing H-matrix theory to deduce the H-matrix parti-
tion of the matrix into off-diagonal blocks. Then in §4.2.4 we state the low-rank
results for off-diagonal blocks of the matrix Gm.
In §4.3 we numerically verify various properties of the H-Matrix approxima-
tions of Gm (for example we look at the ranks and quality of the approximations
for increasing kR). Due to the relationship between Gm and S−1m discussed in
§2.2.3, we also investigate the same properties for H-Matrix approximations of
S−1m .
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4.2.2 Construction of H-Matrices
In this section we use existing techniques to devise the ‘matrix partition’ or
‘block decomposition’ of ‘standard’ H-matrices (see §1.8.3 and Figure 2-10). This
is by no means original (the theory for ‘standard’ H-matrices is already well
established [56,57,61]), but is a necessary set-up for our results about H-matrix
approximations of Schur complements in §4.2.4. Recall from §1.8.3 that the blocks
to be stored in low-rank form are determined using two cluster-tree structures,
combined with an admissibility condition [56, 57, 61].
Rather than describing the process of finding the off-diagonal blocks in the
standard language and methods of H-matrices, we do so by going through details
of a panel-clustering algorithm. This approach is more accessible and the idea is
very similar to the standard H-matrix method when it is applied to matrices that
come from the discretisation of PDEs. The panels that we “cluster” are domains
(in 1D or 2D) that contain sets of points. (This is a special case of the more
general notion of clustering appearing in the general H-Matrix theory.) We then
apply the panel-clustering algorithm to our sets of nodes to get the particular
H-matrix block structure that can approximate our Schur complement matrices.
4.2.2.1 Cluster Trees and Admissibility Conditions in General
Here we summarise the definition of a generic panel-clustering algorithm, see for
example [51] (see [65] and [51, §6.1] and references therein for more details about
the panel clustering algorithm).
Definition 4.2.1. (Panels Γ and sets of panels T ) A panel is an open,
connected piece of a domain Γ, for example in a 1D domain Γ, a panel is an
open subinterval of Γ. T is a set of disjoint panels whose closures cover Γ, i.e.
Γ = ∪τ∈T τˉ .
We now introduce a cluster tree structure. This structure clusters (or groups)
panels together, enabling us to easily divide up and then manipulate the set of
panels T .
Definition 4.2.2. (Cluster tree [51, Definition 6.1]) A cluster-tree T is a
tree whose vertices (called ‘clusters’) consist of unions σ = ∪{τˉ : τ ∈ T ′} for




0 1/8 1/4 1/2 3/4 1
root=Γ
σ = (σ1, σ2) = sons(Γ)
σ1 σ2





Figure 4-1: Our cluster-tree T where Γ is an interval is defined by splitting each
cluster in half to form the sons on the next level down. Leaves have length 1/2L
where 1/2L = O(h).
(i) Γ = ∪τ∈T τˉ is the root of T
(ii) L(T) = T , where L(T) denotes the set of leaves of T
(iii) If σ ∈ T\L(T), there is an associated set of vertices of T (denoted sons(σ))
which satisfies
(a) σ = ∪{σ′ : σ′ ∈ sons(σ)};
(b) If σ′, σ′′ ∈ sons(σ) and σ′ 6= σ′′, then σ′, σ′′ intersect at most by their
boundaries.
An example of a cluster tree is given in Figure 4-1.
Now we define a second tree whose vertices are pairs of clusters from T, so
that we can divide up and manipulate (Γ, Γ).
Definition 4.2.3. (Paired Cluster Tree [51, Definition 6.2])
(i) (Γ, Γ) ∈ T2 is the root of T2
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(ii) For b = (σ′, σ′′) ∈ T2, the set of sons is defined as follows:
sons(b) :=

sons(σ′)× sons(σ′′) if σ′, σ′′ ∈ T \ L(T),
{σ′} × sons(σ′′) if b ∈ L(T)× (T \ L(T)),
sons(σ′)× {σ′′} if b ∈ (T \ L(T))× L(T),
∅ if b ∈ L(T)× L(T).
Definition 4.2.4. (Levels) Let the root of a cluster tree be level 0. The sons of
the root are level 1. The sons of these are then level 2 and so on.
Definition 4.2.5. (Bottom Level L) The bottom level of a cluster tree, con-
taining all the leaves, is denoted level L.
Later we run a panel clustering algorithm to form a non-overlapping decompo-
sition of T2. To give the decomposition the properties we need (i.e. the property
that as much of the matrix as possible is covered by off-diagonal blocks that
can be approximated in a low-rank way in a H-matrix), we need the concept of
admissibility for clusters. We look at two types of admissibility, both commonly
found in H-matrix theory.
Definition 4.2.6. (Weakly Admissible [51, Definition 6.3]) For η > 0, a
pair (σ′, σ′′) ∈ T2 is called weakly admissible if they are disjoint, i.e.
σ′ ∩ σ′′ = ∅.
Definition 4.2.7. (Strongly Admissible [51, Definition 6.3]) For η > 0,
a pair (σ′, σ′′) ∈ T2 is called strongly admissible if
ηdist(σ′, σ′′) ≥ max{diam σ′, diam σ′′},
where dist(σ′, σ′′) is the minimum distance between σˉ′ and σˉ′′ and diam σ′ is the
maximum distance between any 2 points in σˉ′.
Note that strongly admissible is also sometimes called to η-admissible in the
literature. A pair being strongly admissible means that their separation is pro-
portional to the diameters of the clusters in the pair, so that they are ‘well
separated’, not simply disjoint.
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Then the panel clustering algorithm splits Γ × Γ into two sets Pfar (the far-
field) and Pnear (the near-field) of T2, using one of the admissibility conditions.
The algorithm is as follows.
Algorithm 4.2.8 (Divide Algorithm [51]). First set Pnear = ∅ = Pfar and
then initiate a call divide(Γ, Γ) to the following recursive procedure:
procedure divide(σ′, σ′′);
begin if (σ′, σ′′) is [admissible] then Pfar := Pfar ∪ {(σ′, σ′′)}
else if (σ′, σ′′) is a leaf then Pnear := Pnear ∪ {(σ′, σ′′)}
else for all (c′, c′′) ∈ sons(σ′, σ′′) do divide(c′, c′′)
end.
The union of the sets P := Pnear ∪Pfar is a non-overlapping covering of Γ×Γ.
This means that P covers Γ×Γ, i.e. ∪{σ′×σ′′ : (σ′, σ′′) ∈ P} = Γ×Γ and all the
clusters σ′×σ′′ in this covering intersect by at most their boundaries. Therefore,
P is the H-matrix partition or block decomposition when the algorithm is applied
to cluster trees resulting from sets of points in Γ.
4.2.3 H-Matrix Decompositions
We use the cluster-tree and block cluster-tree structures to construct a H-matrix
decomposition of Gm (Definition 2.2.7). We look at two cases, Gm with D = 1
and D > 1 respectively, that produce H-matrices with fundamentally different
structures. (Recall that D is the number of grid rows in Ωm and therefore the
Green’s function Gm is evaluated on D grid rows to form Gm, see Definitions
2.2.1, 2.2.2, 2.2.6 and 2.2.7).
4.2.3.1 Case 1: H-Matrix Decomposition of Gm when D = 1
We begin by stating some properties of Gm.
Conditions 4.2.9. We assume our grid has n interior nodes on any row, where
n = 2s for some integer s and so our Gm is an n× n matrix.
Recall h = 1/(n + 1) and that all n nodes lie on the mth row, i.e. within the
domain [mh]× [0, 1].
We go through the process of how to construct a H-matrix in §4.2.2. We
define a set with all the points on the row (also see the top row of Figure 4-1).
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Definition 4.2.10. (Points of row m) On any row m there are n points of
the grid in Figure 2-4 as follows
Pm = {(ih, mh) for i = 1, . . . , n}.
Next we recall that we want a structured decomposition of Pm×Pm into pairs
of sets of points. We need the sets to be situated within strongly admissible
domains of the form in Definition 3.3.1, to make it possible to apply our low-rank
results about Gm from §3.3 to these pairs of sets of points. (Note that the pairs
of sets of points are the equivalent of the sets X and Y in Theorem 2.2.23: each
pair of sets of points defines an off-diagonal block of Gm, for which we obtain the
existence of a low-rank approximation.)
To form such a structured decomposition we apply the panel clustering algo-
rithm we described above in §4.2.2. To begin we must define our panels. Accord-
ing to Definition 4.2.1, the panels for a 1D domain are open intervals within an
interval Γ: so in this case the panels are open intervals in Γ = [0 , 1]. For T as
in Definition 4.2.1, we choose that each individual panel in T contains one node.
To make the definition of the points and panels clear we precisely define them
using some concepts and notation from [34].
Definition 4.2.11. (Panels) On any row m there are n panels, they are the
following intervals
Pm = {((i− 1)/n, i/n) for i = 1, . . . , n}.
Hence we set T = Pm (T as in Definition 4.2.1). The root Γ of a cluster-tree T
(Γ and T as in Definition 4.2.2) is then the interval [0, 1]. Then clusters/vertices
σ of T are intervals containing one or more points, see Figure 4-1. The sons of
a particular σ are found by bisecting the interval and thus dividing the sets of
points into two groups (recall since n = 2s this is always possible as we form the
tree and we stop when there are only a small number of points in a cluster), see
Figure 4-1.
We give notation for each of intervals in Figure 4-1, or equivalently all the
clusters in T.
Definition 4.2.12. (J li ) The clusters in T are denoted J li where l is the level of
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the cluster (recall Definition 4.2.4) and i which cluster it is on that level, starting
with 1 the first cluster on the left. These are as follows:
J 01 = Γ = [0, 1]
J li = [(i− 1)len, ilen]
for i ∈ {1, . . . , 2l} and l ∈ {1, . . . , L}, where len = 1/2l is the length of an interval
on that level.
Each interval J li contains a set of points, we define notation for these.
Definition 4.2.13. (J li) J
l
i for i ∈ {1, . . . , 2l} and l ∈ {1, . . . , L}, is defined to
be the set of points inside the interval cluster J li , where l is the level of the cluster
and i which cluster it is on that level, starting with 1 the first cluster on the left.
As there is such a close correspondence between J li and J li that from now on
we refer to many properties of J li which are derived from properties of J li , for
example we may call J li clusters, referring to the fact that J li are clusters.
Conditions 4.2.14. We choose to stop the bisection when the number of points
in the sets is pˆ = 2s
′
for some small s′ ∈ N, s′ > 2.
Given a cluster-tree T defined as above, we create our paired cluster-tree T2
as in Definition 4.2.3. The vertices of T2 are pairs of intervals, like J li × J lj ,
with corresponding pairs of sets of points J li × J lj. Recall that, like X and Y in
Theorem 2.2.23, these pairs of intervals correspond to blocks of Gm. We define
important notation for these blocks as follows.
Definition 4.2.15. (Matrix blocks, based on [34, p709], Gm,li,i′ ) For any
clusters J = (J li ,J li′) ∈ T2, the sets of points contained within each interval are
J li , J
l
i′. The corresponding matrix block for the cluster J is therefore defined to be
Gm,li,i′ := G
m(J li , J
l
i′),
i.e. the Green’s function evaluated at every combination of pairs of points (pairs
containing one point from each set J li and J
l
i′). The columns of the block corre-












Figure 4-2: Example of how a pair of intervals [0, 1/4]× [3/4, 1] relates to an off
diagonal block of Gm ≈ S−1m .
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Figure 4-3: A weakly-admissible H-matrix to level 3, the white matrix blocks are
those with corresponding clusters in Pfar and the black matrix blocks are those
with corresponding clusters in Pnear. When approximating the Schur complement
matrix S−1m using this weakly-admissible H-matrix, white off-diagonal blocks are
given a low-rank approximation (as in Figure 1-8) and black blocks are stored
densely.
Now we run the divide algorithm, Algorithm 4.2.8, on T2. As mentioned
earlier, this makes a non-overlapping covering/decomposition of (T,T) = T2,
where the entries of the decomposition intersect by at most their boundaries.
We create the far-field Pfar, consisting of the admissible clusters corresponding to
the off-diagonal blocks that are approximated in a low-rank way in a H-matrix.
We also create the near-field Pnear, consisting of inadmissible leaf-level clusters
corresponding to near-diagonal blocks that are small and therefore are stored
densely in a H-matrix.
Running the algorithm with different admissibility conditions results in differ-
ent structures. If we run the algorithm with the weakly admissible condition for
clusters (see Definition 4.2.6), we obtain a cluster-tree whose clusters correspond
to the matrix structure in Figure 4-3. If we run the algorithm with the strongly
admissible condition for clusters with η = 1 (see Definition 4.2.7), we obtain a
cluster-tree whose clusters correspond to the matrix structure in Figure 4-4.
Recall that we want to use our low-rank results for Gm in §3.3, to justify ap-
proximating the off-diagonal blocks of Gm (and hence S−1m ) with low-rank matrix
blocks. In order to use these theorems, we need to identity matrix blocks whose
corresponding clusters of points lie within domains for which the theorems are
valid.
The strongly admissible far-field clusters fit within the theorems’ domains. To
see this, we go through in more detail how the strongly admissible off-diagonal
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Figure 4-4: A strongly admissible H-matrix to level 4, the white matrix blocks
are those with corresponding clusters in Pfar and the grey matrix blocks are those
with corresponding clusters in Pnear. When approximating the Schur complement
matrix S−1m using this strongly-admissible H-matrix, white off-diagonal blocks are
given a low-rank approximation (as in Figure 1-8) and grey blocks are stored
densely.
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block structure is created.
Definition 4.2.16. (Set of admissible matrix blocks G, D = 1) The set
of admissible matrix blocks G is defined to be the set of all the matrix blocks Gm,li,i′
whose corresponding clusters J := (J li ,J li′) ∈ T2 appear in the far-field of the
strongly admissible decomposition of T2.
Note G therefore contains matrix blocks for every Gm where m ∈ {1, ..., M}.
To get some intuition as to which blocks are in the near and far-field of an
strongly admissible H-matrix, we look at the concept of an interaction list, see
for example [34, p709].
Definition 4.2.17. (Interaction list) The interaction list for a cluster J li is a
list of those clusters on the same level l that are strongly admissible with respect
to J li , but whose parents are not strongly admissible to J li ’s parent.
It is easy to see that the sets in J li ’s interaction list, also have J li in their
interaction lists, so that inclusion in interaction lists is a reflexive property.
Proposition 4.2.18. The collection of all the interaction lists is exactly the
clusters in Pfar.
Proof. By considering the divide algorithm we can say: two clusters J li and J lj in
Pfar must have parents that aren’t strongly admissible, otherwise they will have
been included in Pfar at the previous level. The clusters J li and J lj in Pfar must
be strongly admissible by the definition of in Pfar.
An example of the interaction list for a particular set J 48 is given in Figure
4-5.
Properties of Domains Arising from H-matrix Decomposition of Gm
We prove a couple of results about the H-matrix block structure needed in the
proof of the new low-rank theorems (see statements in §4.2.4 and proofs in §4.2.7).
To apply the low-rank results for the Green’s function (Theorems 3.3.3 and
3.3.7) to clusters in Pfar, corresponding to the far-field matrix blocks, we need to
check that the points in J li × J li′ lie within domains as in Definition 3.3.1.
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Figure 4-5: For a cluster J 48 we see those clusters which pair with it inPfar and
Pnear, assuming L = 4. If more levels were added the blue, near-field clusters
would be further divided. In practice there would be more than 4 levels but this
is sufficient to see the pattern. The matrix in Figure 4-4 is also for the strongly
admissible block cluster tree to L = 4, so that the clusters circled here correspond
exactly to particular white and black blocks in Figure 4-4.
Proposition 4.2.19. All the pairs of clusters in Pfar lie inside domains as in
















for l ∈ {2, . . . , L}.
Proof. Note that for levels l = 0 and l = 1 there are no clusters in Pfar, since on
neither of these levels are there any pairs of clusters that satisfy the definition of
an admissible pair (Definition 4.2.7).
There is a pattern to the clusters in Pfar on each level l ∈ {2, . . . , L}: the
clusters in each pair in Pfar are either one cluster apart or two clusters apart,
by Proposition 4.2.18 and the pattern visible in Figure 4-5. Therefore, since the
clusters are on one row and separated, they lie inside domains as in Definition
3.3.1 for some values of d, a and b. As the sets of points in each cluster are all on
one row, a height of d = h is sufficient. The width of a cluster on level l is 1/2l,
so the separation a of the domains is indeed 1/2l+1 and 1/2l as in (4.1) for pairs
of clusters in Pfar are either one cluster apart or two clusters apart respectively.
Adding the width of a cluster on level l (1/2l) to a then gives the b values 3/2l+1
and 1/2l−1 respectively as in (4.1).
167
We recall that to be valid domains for the Theorems 3.3.3 and 3.3.7, the
domains also need to satisfy the admissibility condition in those theorems.
Proposition 4.2.20. The clusters in Pfar lie inside domains X and Y that sat-
isfy the admissibility condition ηdist(X, Y ) > diam(X, Y ) for some η > 0, with
dist(X, Y ) and diam(X, Y ), as in Definition 3.3.1.
Proof. The admissibility condition ηdist(X, Y ) > diam(X, Y ) is actually al-
ready identical to the strongly admissible condition in Definition 4.2.7, since
dist(σ′, σ′′) = a = dist(X, Y ) and
diam(σ′) = diam(σ′′) =
√
d2 + (b− a)2 = diam(X, Y ). (4.2)
4.2.3.2 Case 2: H-matrix Decomposition of Gm, D > 1
We again use the cluster-tree and block cluster-tree structures in §4.2.2 to con-
struct a H-matrix decomposition of Gm (Definition 2.2.7). In this case we have
D > 1 rows of nodes in Ωm and therefore the Green’s function G
m is evaluated
on D > 1 grid rows to form Gm, see Definitions 2.2.1, 2.2.2, 2.2.6 and 2.2.7.
We construct our H-matrix decomposition of Gm specifically to apply the
low-rank results for the Green’s function (Theorems 3.3.3 and 3.3.7) to clusters
in Pfar, including imposing some properties that ensure the clusters lie within
domains as in Definition 3.3.1.
We begin by stating some properties of Gm.
Conditions 4.2.21. We assume our grid has n interior nodes on any row, where
n = 2s for some integer s and s there are Dn nodes in Ωm and Gm is a Dn×Dn
matrix.
We go through the process of how to construct an H-matrix in §4.2.2.
The root domain Γ in Definitions 4.2.1 and 4.2.2 is simply Ωm. The elements
of the set T are panels τ (Definition 4.2.1) that are open rectangular domains as
in Figure 4-6.
Definition 4.2.22. (Panel width pw and panel height ph) For case D > 1
with Γ = Ωm, for all panels τ ∈ T we define the panel width to be pw and the
height to be ph.
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Figure 4-6: The panels τ ∈ T for case D > 1. Each leaf panel has height ph and
width pw.
Using T , we then form the cluster tree T as in Definition 4.2.2, with entries
σ that are unions of panels. Sons are defined by bisecting the non-leaf clusters
horizontally (and optionally also subdividing them vertically into equally sized
pieces, for example in Figure 4-6 the panels have three vertical subdivisions). It
is always possible to bisect horizontally, since n = 2s.
Conditions 4.2.23. We stop the horizontal bisection when the number of points
horizontally in the clusters is pˆ = 2s
′
for some small s′ ∈ N, s′ > 2. We have at






We define a paired cluster tree T2 as in Definition 4.2.3 using T, which has
entries of the form σ × σ′, i.e. pairs of unions of panels σ ∈ T.
Definition 4.2.24. (Levels l, separation a) The levels of the cluster trees T
and T2 are denoted l, for the roots l = 0 and the leaves l = L. For each level
of T2 the separation a is defined to be the horizontal width of any σ ∈ T in any
cluster σ × σ′ in the level, i.e. a = 1/2l.
We run the divide algorithm (Algorithm 4.2.8) on T2, using the strong ad-
missibility condition in Definition 4.2.7, with η = 1. Hence we have a far-field
and a near-field non-overlapping decomposition of Γ × Γ. Each pair of clusters
corresponds to a matrix block of Gm and we give the following notation to these











Figure 4-7: Examples of admissible pairs of panels when D > 1 that lie inside
domains as in Definition 3.3.1. Note especially that the right-hand pair illustrate
that the admissible domains do not need to be aligned vertically, providing they
are sufficiently separated horizontally.





Figure 4-8: Pairs of panels that do not lie in domains like those in Definition
3.3.1.
Definition 4.2.25. (Matrix blocks Gm,lσ,σ′) For any clusters σ × σ′ ∈ T2, their
corresponding sets of points give rise to a block of G, defined to be Gm,lσ,σ′.
Definition 4.2.26. (Set of admissible matrix blocks G, D > 1) The set
of admissible matrix blocks G is defined to be the set of all admissible matrix
blocks Gm,lσ,σ′ whose corresponding clusters σ × σ′ ∈ T2 appear in the far-field of
the strongly admissible decomposition of T2.
Properties of Domains Arising from H-matrix Decomposition of Gm
To apply the low-rank results for the Green’s function (Theorems 3.3.3 and 3.3.7)
to clusters in Pfar, corresponding to the far-field matrix blocks, we need to check
that the associated sets of points lie within domains as in Definition 3.3.1. We
recall that to be valid domains for the Theorems 3.3.3 and 3.3.7, the domains
also need to satisfy the admissibility condition in those theorems.
Proposition 4.2.27. All the strongly admissible clusters σ × σ ∈ Pfar, where
strongly admissible is according to Definition 4.2.7 with η = 1, and satisfying
Assumption 4.2.23, lie inside domains X and Y as in Definition 3.3.1. X and Y
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also satisfy the admissibility condition ηdist(X, Y ) > diam(X, Y ) for some μ > 0,
with dist(X, Y ) and diam(X, Y ), as in Definition 3.3.1. a in Definition 4.2.24
provides a minimum value of the separation between X and Y .
Proof. In order for the strongly admissible clusters to lie inside domains of the
form in Definition 3.3.1, all the clusters must have at least one panel in between
them horizontally as in Figure 4-7, as opposed to the clusters in Figure 4-8.
(Note that the panels in Figure 4-8 are strongly admissible, so that the strongly
admissible condition alone is insufficient.) We check this for level l = L as this
level has the smallest clusters, that are most likely to fall into the case in Figure
4-8. Since there are at most four vertical subdivisions by Assumption 4.2.23,
dist(σ′, σ′′) for panels in Figure 4-8 is at most d − 2ph. Therefore the condition




w is not satisfied
for panels of the forms in Figure 4-8.
Since there is at least one panel horizontally separating clusters σ× σ ∈ Pfar,
the clusters do indeed lie inside domains X and Y as in Definition 3.3.1l. Since
the clusters are strongly admissible according to Definition 4.2.7 with η = 1,
X and Y satisfy the admissibility condition ηdist(X, Y ) > diam(X, Y ) for some
μ > 0.
To check that a in Definition 4.2.24 provides a minimum value of the sepa-
ration between X and Y , we first note that for level L this is already known as
there is at least one panel horizontally separating clusters σ × σ ∈ Pfar. We can
deduce it for the other levels l ∈ {2, ...L − 1} as, since their clusters are bigger,
they do not fall into the case in Figure 4-8 when the clusters on level L do not.
Therefore, they fall into the case in Figure 4-7 and they must have at least one
cluster σ ∈ T of level l in between the cluster pair σ × σ′ ∈ Pfar on level l of
T2.
4.2.4 Statements of New Results
We now state our new low-rank results.
We use the low-rank separable expansion results for the Green’s function in
§3.3 to find low-rank approximations to the matrix blocks derived in §4.2.3. The
full set of conditions for these results are as follows.
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Conditions 4.2.28. Let the model problem be defined as in Definition 1.1.2,
with wavenumber including absorption k := kR + ikI . Assume that there is a
discretisation grid on [0, 1]× [0, 1], with the number of degrees of freedom in one
direction n = 2s for some s ∈ N , s > 3 and grid spacing h ∼ k−μR for 1 ≤ μ ≤ 2.
The grid is divided into domains Ωm containing D rows as in Definitions 2.2.1
and 2.2.2. Assume that, as in §2.2, in the sweeping preconditioner a series of
Schur complements and related half-plane problems arise (see Definitions 2.2.5
and 2.2.18 and Figure 2-7). The Green’s functions Gm for the half-plane problems
are as defined in Definition 2.2.6. The matrices Gm are formed by evaluating the
Green’s function Gm on the grid points in Ωm, as in Definition 2.2.7.
Let the cluster tree structures and divide algorithm in §4.2.2 be applied to
the grid and matrices Gm in Ωm, as in §4.2.3.1 and §4.2.3.2. In particular, let
Conditions 4.2.9, 4.2.14, 4.2.21and 4.2.23 hold. Let the H-matrix decompositions
of Gm for D = 1 and D > 1 be obtained from the application of the methods in
§4.2.3.1 and §4.2.3.2. In particular, let the set G contain the matrix blocks in
the far-field of the strongly admissible decomposition of Gm, denoted Gm,li,i′ when
D = 1 and Gm,lσ,σ′ when D > 1, as defined in Definitions 4.2.15, 4.2.16, 4.2.25 and
4.2.26, where the index l ∈ {2, . . . , L} corresponds to the level of the corresponding
cluster to the block. The value of a for any level for D = 1 is 1/2l+1 from (4.1)
and for D > 1 a is as in Definition 4.2.24.
We now give the new low-rank theorems Theorems 4.2.29, 4.2.33 and 4.2.35,
which are the analogues of Theorem 3.3.3, Theorem 3.3.7 and Remark 3.3.10
respectively.
In the first result we make use of the absorption by approximating each block
with a an absorption-dependent rank, as in Theorem 3.3.3.
Theorem 4.2.29. Low-Rank Result for G Let Conditions 4.2.28 hold. Then
for all the matrix blocks in G, for a given ε ∈ (0, 1), there exists k0(ε) > 0 such































for all q, q′ ∈ {1, . . . , n/2l},
• when D > 1, D = O(1) there exists Φj ,Ψj ∈ Rn∗, where n∗ is the number















for all q, q′ ∈ {1, . . . , n∗}.
The proof of this result is contained in §4.2.7.
H-matrices are often constructed to have the same rank of approximation
in the factorisation of each off-diagonal block, so in the following corollary we
find the maximal rank over all the blocks in Theorem 4.2.29; it is sufficient to
approximate all the blocks with this one maximal rank. The rank is discussed
further in §4.2.5.






























for all q, q′ ∈ {1, . . . , n/2l},
• when D > 1, D = O(1) there exists Φj ,Ψj ∈ Rn∗, where n∗ is the number
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for all q, q′ ∈ {1, . . . , n∗}.
Proof. This corollary is obtained by taking C1 = maxl{C1} and C2 = maxl{C2}.
To find R the maximum rank over all the blocks we must find max l exp(−kI/2l).
We see that maxl exp(−kI/2l) ≤ exp(−kIh), since for the largest value of l = L
we have the leaf blocks, whose separation is O(h) in both cases by Conditions
4.2.14 and 4.2.23 and Propositions 4.2.19 and 4.2.20.
Corollary 4.2.31. When h ∼ k−1R , for all the matrix blocks in G whose corre-
sponding clusters have separation a ∼ hν where 0 ≤ ν < 1, Theorem 4.2.29 and
Corollary 4.2.30 hold.
Proof of Corollary 4.2.31. We use Remark 3.2.5 with h ∼ k−1R (instead of h ∼ k−μR
for 1 < μ ≤ 2), when proving Theorem 4.2.29. This introduces the condition
a ∼ hν with 0 ≤ ν < 1 from the statement of Lemma 3.2.4, with a, b and d as in
Definition 3.3.1.
Remark 4.2.32. Note that not all the matrix blocks in G satisfy the condition
on the separation a ∼ hν with 0 ≤ ν < 1 in Corollary 4.2.31. For example,
Conditions 4.2.14 and Proposition 4.2.19 mean that on level L the separation is
O(h), i.e. separation a ∼ hν with ν = 1.
In the second result we make use of the absorption by proving an absorption-
dependent improvement to the quality of the approximation, as in Theorem 3.3.7.
Theorem 4.2.33. Variant 1 of Low-Rank Result for G Let Conditions
4.2.28 hold. Then for all matrix blocks in G, for a given ε ∈ (0, 1), there exists
































for all q, q′ ∈ {1, . . . , n/2l},
• when D > 1, D = O(1) there exists Φj ,Ψj ∈ Rn∗, where n∗ is the number



















for all q, q′ ∈ {1, . . . , n∗}.
The proof of this result is contained in §4.2.7.
Corollary 4.2.34. When h ∼ k−1R , for all the matrix blocks in G whose cor-
responding clusters have separation a ∼ hν where 0 ≤ ν < 1, Theorem 4.2.33
holds.
Proof of Corollary 4.2.34. We use Remark 3.2.5 with h ∼ k−1R (instead of h ∼ k−μR
for 1 < μ ≤ 2), when proving Theorem 4.2.29. This introduces the condition
a ∼ hν with 0 ≤ ν < 1 from the statement of Lemma 3.2.4, with a, b and d as in
Definition 3.3.1.
We now create the equivalent of Theorems 4.2.33 where ε depends on k, using
Remark 3.3.10.
Theorem 4.2.35. Variant 2 of Low-Rank Result for G Let Conditions
4.2.28 hold. Then for all the matrix blocks in G with corresponding clusters
appearing in the far-field of the strongly admissible decomposition of T2 having
a separation of at least a ∼ hν with 0 ≤ ν < 1 − 1/2μ, for a given ε′ ∈ (0, 1),
where ε′ is independent of parameters of interest, let ε := ε′k−μνR , then there exists
k0(ε














where ν(l) := log(a(l))/ log(h), for the separation a = 1/2l+1 of the corresponding
clusters to each block, and




















for all q, q′ ∈ {1, . . . , n/2l},
• when D > 1, D = O(1) there exists Φj ,Ψj ∈ Rn∗, where n∗ is the number




















for all q, q′ ∈ {1, . . . , n∗}.
Recall that the range of the kR dependence is 0 ≤ μν ≤ 3/2.
Remark 4.2.36. Note that not all the matrix blocks in G satisfy the condition
on the separation a ∼ hν with 0 ≤ ν < 1 − 1/2μ in Theorem 4.2.35. In fact,
matrix blocks whose corresponding clusters have separation down to & h1−1/2μ, or
equivalently clusters on levels l . s(1− 1/2μ), satisfy Theorem 4.2.35.


































for all q, q′ ∈ {1, . . . , n/2l},
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• when D > 1, D = O(1) there exists Φj ,Ψj ∈ Rn∗, where n∗ is the number




















for all q, q′ ∈ {1, . . . , n∗}.
Proof. This corollary is obtained by taking C1 = maxl{C1} and C2 = maxl{C2}.
To find R the maximum rank over all the blocks we must find max l k
μν
R . This
latter is obtained by taking the largest value of ν in 0 ≤ ν < 1−1/2μ (i.e. within
the range of ν permitted in Theorem 4.2.35), to obtain maxl k
μν
R ≤ kμ−1/2R .
4.2.5 Discussion of Results
In Theorem 4.2.29 each level/size of blocks potentially has a different rank, in
particular a lower rank for more separated or lower level blocks. (In the case
D = 1, it can be clearly seen that, assuming the exp(−kI/2l) term dominates
the inner maximum, the rank in (4.4) decreases as we go away from the diagonal
as l (the level of each corresponding cluster) decreases). This phenomenon is,
naturally, a result of the similar phenomenon in the analogous results for the
Hankel and Green’s functions (Theorem 3.2.3 and Theorem 3.3.3); in §3.2.3.1 we
see the improvement to the rank required to get within ε due to absorption is
related by the factor exp(kIa) where a is the separation of the domains. We see
more improvements due to absorption for the more separated blocks, since the
separation O(1/2l+1) appears in the exp(−kI/2l) factor in the rank (4.4), just as
in Chapter 3 we see more improvements due to absorption for the more separated
domains.
The fact that some blocks require a lower rank to approximate them in the
case of absorption has limited effect on the cost of constructing and applying
H-matrix approximations to Gm. The cost of storing or manipulating ‘standard’
H-matrices of size n, with rank R constant over all the off-diagonal blocks in
the low-rank factorised form, is in the form O(Rα nβ logγ n) where α ∈ {1, 2}
(see, for example [34, §2.3]). Clearly, if some off-diagonal blocks require a smaller
rank, some of the storage/calculational costs are lower, but this would only be
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reflected in a lower constant in front of the costing O(Rα nβ logγ n), the overall
order is determined by the maximum rank.
Since only the maximum rank makes any difference to the overall order of the
costings, H-Matrices are often constructed with the same rank on each block.
Therefore we obtained Corollary 4.2.30, which finds the maximal rank (4.5) over
all the blocks. The maximum rank (4.5) can be used for every block without
affecting the order of the cost. Note that the maximum rank is for the smallest
of the off-diagonal blocks, with a separation a = O(h) and the largest the expo-
nential factor in the rank is for any block is exp(−kIh). This means that in this
result we see little improvements due to absorption to the costings, since the only
place kI appears is in kIh ∼ kIk−μR for 1 < μ ≤ 2, so that as kR increases this
factor actually becomes smaller and the benefits due to absorption disappear as
exp(−kIh) → exp(0) = 1 as kR →∞.
Theorem 4.2.29 and 4.2.33 prove the existence of a low-rank approximation
for all the matrix blocks in G, with rank R independent of kR. Since the H-
matrices costing O(Rα nβ logγ n) features the rank R, this reduces the expected
dependence of the expected costing upon kR, for kR sufficiently large. (There is
still dependence upon kR in the costing as n depends on h ∼ kμR for 1 < μ ≤ 2
(necessary in some cases to combat the pollution effect anyway, see §1.4.2).)
This is as opposed to Engquist and Ying’s result Theorem 2.2.23, where the rank
R ∼ log(k), so that an additional logα(k) factor may be expected in the costing
O(Rα nβ logγ n). For a full comparison of our results and Engquist and Ying’s
Theorem 2.2.23, see the next section §4.2.6.
Looking at Theorem 4.2.33, we again see similarities to the analogous Theorem
3.3.7 from which it is produced – here for the same rank of approximation on each
block we get an approximation to within ε, but on some blocks this is noticeably
improved by the factor exp(−kI/2l+1). The improvements are definitely seen
(although they may be too small to be significant), providing the rank is chosen
to be R in (4.6), unlike in Theorem 3.3.3 where improvements are dependent
upon whether the exponential term dominates the inner maximum in (4.4).
We also note that, although the improvements due to absorption should al-
ways be seen in Theorem 4.2.33, the improvements are once again block depen-
dent – larger, more separated blocks see the biggest improvements. In fact, for
increasing kR, for the specific form of absorption kI = βk
δ
R, with h ∼ k−μR , for
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more separated, lower level blocks that have separation a = hν = 1/2l+1 satisfy-
ing 0 ≤ ν < 1 and ν < δ/μ, the improvement factor exp(kI/2l+1) → ∞, as we
saw in §3.2.3.1. For constant kI , improvements still exist for all blocks, but may
be negligible depending upon the relative sizes of kI and 2
l+1.
Looking at Theorem 4.2.35, the rank (4.8) has a log2(kμνR ) dependence upon
kR and each level/size of blocks potentially has a different rank, in particular
a lower rank for more separated blocks. This dependence upon kR is inherited
directly from the respective results in §3 and is the relatively minor penalty of
the much better quality of approximation seen in (4.9) and (4.10), see discussion
in §3.2.2. Therefore we obtained Corollary 4.2.37, which finds the maximal rank








There is no difference to ranks or quality of approximation between the cases
D = 1 and D > 1, D = O(1) in any of our theorems. The similarity is down
to the second part of the condition, D = O(1), i.e. that we are considering only
quasi-1D domains.
4.2.6 Comparison to Engquist and Ying’s Result
We now compare Theorem 2.2.23 of [34] to our Theorems 4.2.29, 4.2.33 and
4.2.35. To assist with the comparison, we reproduce the proof of Theorem 2.2.23
here, with additional explanatory notes and notation adapted to fit in better with
the notation used in this thesis.
Before reading the below proof, the reader should recall the statements of
Theorems 2.2.22 and 2.2.23 and the domains of the theorems in Figures 2-9 and
4-9.
Proof of Theorem 2.2.23. [34, Theorem 2.3]
Let d = 2h (where d is from Figure 2-9). In order to prove this result we make
use of the fact that the Green’s function is the sum of two Hankel functions, as in
(2.12). Therefore we can apply Theorem 2.2.22 (the result that gives the existence
of a low-rank separable expansion for the Hankel function due to Rokhlin and
Martinsson [82]) to parts of the sets of points X and Y that satisfy the conditions
of Theorem 2.2.22. In particular the sets of points that Theorem 2.2.22 can be











YF YN XN XF
0 1
Figure 4-9: The partitions of X and Y .
Hence we define two subsets of X and Y that are separated by 2a, denoted XF
and YF , see Figure 4-9 and equations (2.31) and (2.32). Now Theorem 2.2.22 can
be applied to the parts of the matrix whose entries correspond to the points in
XF and YF and treat the small remaining parts of the matrix separately to prove
the result.
Therefore we have the following block structure for the matrix
(Gm(x, y))x∈X,y∈Y = (4.12)(
(Gm(x, y))x∈XN ,y∈YN (G
m(x, y))x∈XN ,y∈YF




First we consider the (2, 2) block of (4.13). We define M(YF ) as the set of points
obtained by reflecting YF in the line x2 = (m + 1)h as in the definition of M(∙)










× [mh, (m + 2)h],









× [mh, (m + 2)h].
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By construction, these domains satisfy the conditions in Theorem 2.2.22 and so
by Theorem 2.2.22 there exists a constant R ≤ ⌈ log(2k) ∣∣( ε
2
)∣∣2 ⌉ and functions




∣∣∣∣∣ ≤ ε2 ,





Thus we have that this section of the matrix has a low-rank separable approxi-
mation of rank R.
We now consider the (1, 1), (1, 2) and (2, 1) blocks of (4.13). XN and YN





entries (dividing XN and YN ’s lengths by the grid
spacing h). By assumption kh ∼ 1 so that the hk factor is constant and is included
in the constant C(2h). This means that the minimum dimension of the (1, 1),
(1, 2) and (2, 1) blocks of (4.13) is O(C(2h) ∣∣log ( ε
2
)∣∣ ). Hence O(C(2h) ∣∣log ( ε
2
)∣∣ )
is an upper bound for the ranks of these blocks of (4.13) (and therefore also an
upper bound on the matrix rank required to approximate these blocks of (4.13)
perfectly).
Since we now know the rank of approximation required to get each entry of
each block of (Gm(x, y))x∈X,y∈Y in (4.13) to within ε, we take the maximum of







)∣∣∣+ log(k) ∣∣∣log (ε
2




for some C(2h). Then there exists {αr(x)}1≤r≤p for x ∈ X and {βr(y)}1≤r≤p for




∣∣∣∣∣ ≤ ε for x ∈ X, y ∈ Y.
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Remark 4.2.38. Overall the dependence upon k of the rank p as k → ∞ is
O(log(k)), see the right-hand side of the rank (4.14). To see this involves a
little work due to the subtlety that there is a dependence upon k in the factor
C(2h), since h = O ( 1
k
)
. However, we deduce that dependence upon k of the
factor C(2h) is only potentially beneficial to the rank as k → ∞. To deduce
this, we recall that the 2h in this factor comes from the height of the domains
in Theorem 2.2.22. Therefore the factor C(2h) is referring to the fact that the
domain size is getting smaller as k → ∞. Since the same or lower rank is
needed to form the approximation on smaller domains, the factor C(2h) will
indeed be only potentially be beneficial for increasing k. Since we do not know
the dependence upon k of the benefit of the C(2h) factor, we remove it from
consideration and we have only the O(log(k)) dependence left.
Note there are a number of differences between this Theorem 2.2.23 and our
Theorems 4.2.29, 4.2.33 and 4.2.35.
1) Our theorems are valid for complex k and show improvements when absorption
is added, Theorem 2.2.23 is only valid for real k.
2) Our theorems consider the case D > 1, Theorem 2.2.23 does not.
3) Both our theorems and Theorem 2.2.23 have identical ε-dependence in the
rank O(log2(1/ε)), see Theorem 2.2.23’s expression for the rank p and (4.4),
(4.6) and (4.8), as inherited from the respective results in §3, see discussion
in §3.2.4.
4) Our Theorems 4.2.29 and 4.2.33 have no k-dependence in the ranks (see (4.4)
and (4.6)), whereas Theorem 2.2.23 has a log(k) k-dependence. This is an ad-
vantage for our results, see comment in §4.2.5. Theorem 4.2.35 has a log2(kμν)
k-dependence, which is potentially worse than Theorem 2.2.23’s log(k) k-
dependence, depending upon where in the range 0 ≤ μν ≤ 3/2 the value for
the matrix block lies. Note that, the less separated the corresponding clusters
are, the less the k-dependence (for example, consider a = O(h) i.e. ν = 0,
where there is no k-dependence). This is a direct consequence of the k−μν fac-
tor included in ε, which makes the quality of the approximation better in (4.9)
and (4.10). The k-dependence is also directly inherited from the respective
results in §3, see discussion in §3.2.4.
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5) Theorem 2.2.23 only explicitly considers one of the largest off-diagonal blocks
of Gm for a weakly admissible H-matrix (though it can readily be scaled to
other blocks), when h ∼ k−1. Our result is valid for a strongly admissible
H-matrix and explicitly describes which blocks can be covered when h ∼ k−μ,
for 1 ≤ μ ≤ 2. (In some cases all the blocks can be covered, in others not, for
example when h ∼ k−1 in Corollary 4.2.31).
Note that it is harder to prove the result for a weakly admissible H-matrix
than a strongly admissible H-matrix, since the blocks are less well-separated
in the weak case (for example, compare Figures 4-3 and 4-4). Hence The-
orem 2.2.23 is better in this regard; in practice as Engquist and Ying use
strongly admissible H-matrices in their numerical experiments, so this is not
a disadvantage for our theorems in practice.
6) Theorem 2.2.23 only considers h ∼ k−1, whereas our theorems consider a
wider range of h values, i.e. h ∼ k−μR for 1 ≤ μ ≤ 2. Thus grids which are
fine enough to counter the pollution effect are considered. It would also be
difficult to adapt Theorem 2.2.23 to this wider range in its present form.
To see that this would be difficult, we look at the proof the Theorem 2.2.23.
The proof involves separating the matrix into blocks and finding the rank of
the (1, 1), (1, 2) and (2, 1) matrix blocks of (4.13) using their size, and the size














so that the rank grows as a power of k as k →∞ for 1 < μ ≤ 2.
One way the growth in k of the rank can easily be avoided, is to change the
method of proof to the one we use, i.e. to remove the need to approximate
the (1, 1), (1, 2) and (2, 1) matrix blocks of (4.13) separately, by considering
domains from the strongly admissible H-matrices (instead of weakly admis-
sible H-matrices). Using this alternative method of the proof would remove
the restricted range of h with respect to k.
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4.2.7 Proof of Low-Rank Results for Gm
Proof of Theorem 4.2.29. As we said previously, the idea of this proof is to apply
Theorem 3.3.3, via the Remark 3.3.4, to domains containing the strongly admis-
sible, far-field sets of points that each correspond to a matrix block in G. Then
we evaluate the resulting separable expansion for the Green’s function on the sets
of points, obtaining two sets of R vectors that are a low-rank approximation to
the matrix block in G, as desired.
Case D = 1
In this case, we know the sets of points explicitly: various pairs J li × J li′ , for
i ∈ {2, . . . , 2l} and l ∈ {1, . . . , L} and their corresponding matrix blocks Gm,li,i′
(see Definitions 4.2.13 and 4.2.15).
First, note that we have the same boundary value problem and Green’s func-
tion as in Theorem 3.3.3. To use Remark 3.3.4 we must check that the points
in J li and J
l
i′ lie within domains X and Y of the form in Definition 3.3.1 that
Theorem 3.3.3 and Remark 3.3.4 are valid for. Hence we look at the sets of points
and define domains they lie in, finally checking each condition these must satisfy
in turn. Proposition 4.2.19 allows us to define domains X and Y in the obvious
way: by placing the sets of points J li and J
l
i′ in boxes of sizes d, a and b which
go up as far as x2 = mh as in Figure 3-7. We see that d = h and (4.1) give us
sufficient d, a and b values for all the different sets of points on any of our levels
l ∈ {2, . . . , L}.
We must now check that the values of d, a and b satisfy all the conditions in
Definition 3.2.1, Theorem 3.3.3 and Remark 3.3.4. We have already seen they
satisfy the admissibility condition ηdist {X, Y } > diam {X, Y } from Theorem
3.3.3 (this is by construction since we used the strong or η-admissibility condition
in the construction of the H-Matrix, see Proposition 4.2.20). We then check the
conditions in Remark 3.3.4 with ε := ε/2, note that many of the conditions
required are those in Lemma 3.2.4, with a, d and b as in Definition 3.3.1. Clearly
d = h satisfies d ∼ h. We note that it is sufficient to consider h . a . 1 to cover
all values of μ in the range of the condition on a in Remark 3.3.4. Our smallest
a values occur when l = L, so that a = 1/2L+1 and 1/2L from (4.1). Recall from
Conditions 4.2.14 that the minimum number of points in a leaf cluster of points
is pˆ = 2s
′
for some small s′ ∈ N, s′ > 2. So, 1/2L = hpˆ for some pˆ > 8, so that
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1/2L+1 & h, and hence all of our domains have a & h. Our domains are clearly
. 1 as well, so by Remark 3.3.4 we have that for kR sufficiently large we have
satisfied (3.18) in Theorem 3.3.3.
Case D > 1
In this case we do not know the sets of points or the off-diagonal matrix blocks
in G explicitly; however, we can show they satisfy the conditions we require by
our construction of them in §4.2.3.2. First, again we have the same boundary
value problem and Green’s function as in Theorem 3.3.3. We know the sets of
points will lie within domains X and Y of the form in Definition 3.3.1 and that X
and Y satisfy the condition ηa > diam(X, Y ) in Theorem 3.3.3, by construction,
see Proposition 4.2.27.
We then check the conditions in Remark 3.3.4, with ε := ε/2. Clearly, since
D = O(1), d = Dh satisfies d ∼ h. As in the case D = 1, that all the values of
a . 1 is clear, so that it remains to check that a & h. This follows similarly to the
case D = 1. All the admissible domains are separated by at least the horizontal
width of a panel pw. Recall from Conditions 4.2.23 that pw = pˆh, where pˆ ≥ 8,
so a is bounded below by pw = pˆh = 1/2
L+1, so a & h.
Both cases
Thus for kR sufficiently large our domains satisfy all the conditions and hence
we can apply Theorem 3.3.3 via Remark 3.3.4 to get that there exists an Rl as
required in (3.19) with a = 1/2l+1 (see (4.1) for D = 1 and Proposition 4.2.27 for





for all x ∈ X and y ∈ Y . Note each Rl may take a slightly different form as a
varies from level to level in (3.19).
Obviously since the sets of points lie in these domains X and Y respectively by
construction, we have proved the result. To see this explicitly in case D = 1, note
we can define (Φj)q := Φj(xq) where xq is the qth point in J
l
i and (Ψj)q′ := Ψj(yq′)
where yq′ is the q
′th point in J li′ . The case D > 1 is similar, but cannot be written
explicitly as we do not have explicit notation for all the sets of points/clusters.
Proof of Theorem 4.2.33. Note that we wish to apply Theorem 3.3.7 via Remark
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3.3.9 in the same way as we proved Theorem 4.2.29 via Theorem 3.3.3 and Remark
3.3.4. Since the conditions in Theorem 3.3.7 and Remark 3.3.9 are very similar to
the conditions in Theorem 3.3.3 and Remark 3.3.4 and the conditions in Theorem
4.2.33 are very similar to the conditions Theorem 4.2.29, very little remains to be
done. One difference is that (3.24) doesn’t have the exp(kIa) factor on the right-
hand side which (3.7) does, but this difference is negated by the remarks (i.e.
they give us (3.1) and (3.24) are satisfied for kR sufficiently large under identical
conditions) and so nothing needs to be done about this. Another difference is
the equation for the rank R is different, but this is just carried straight through
to the statement of Theorem 4.2.33, so that (3.25) is identical to (4.6). Finally
the quality of the approximation is ε′ = ε exp(−kIa) instead. On level l this
means it is sufficient to say ε′ = ε exp(−kI/2l+1) by taking the minimum possible
separation value a from (4.1) (Case D = 1) and Proposition 4.2.27 (Case D > 1)
on each level and so we have proved the result.
Proof of Theorem 4.2.35. Note that the origins of Theorem 4.2.33 are from Theo-
rem 3.3.7 via Remark 3.3.9 and we can get the proof of Theorem 4.2.35 in the same
way by applying Remark 3.3.10 instead. The only differences are an additional
restriction on the separation of the domains (the a ∼ hν with 0 ≤ ν < 1− 1/2μ)
and the k-dependence in ε. The former is incorporated into the conditions in the
statement of Theorem 4.2.35. The latter is transferred to the rank and separable
expansion in the statement of Theorem 4.2.35. In order to have the same rank on
each block we take the maximum over all the levels which is when ν < 1− 1/2μ,
covered by ν = 1− 1/2μ.
4.3 Numerical Verification of Low-Rank Results
for Gm
In this section we perform some experiments to numerically verify aspects of our
low-rank results for Gm in §4.2. We look at properties of blocks of four types of
matrices.
Type A The matrix Gm defined in Definition 2.2.7 as the direct evaluation of
the Green’s function Gm, as in Definition 2.2.6.
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Type B An inverse Schur complement block S−1m , as defined in Definition 2.2.5,
with D = 1, for a FEM discretisation, as described in §1.4 and §2.1.3, of
the homogeneous Helmholtz problem with PML on three sides, see §2.1.1.
Type C Type B but with heterogeneity of two different wavespeeds (CH3 in
§4.3.1.1).
Type D Type B with heterogeneous wavespeed drawn from Marmousi model
(CM in §4.3.1.1).
We look at all four types to see how well low-rank properties of the Green’s
function (as seen in the theory in §4.2 and numerics in this section of the corre-
sponding Type A matrix blocks) translate to both to directly equivalent blocks
of Schur complement matrices that might actually be found in a sweeping pre-
conditioner (Type B) and similar blocks but with variable wavespeed like those
used in practice (Types C and D), for which there is no matching analysis.
We break down the description of these experiments into the next three sub-
sections on
1) §4.3.1 description of how the matrix blocks are formed,
2) §4.3.2 recap of the SVD and ε-rank,
3) §4.3.3-4.3.6 the results,
respectively.
4.3.1 Formation of Matrix Blocks
The formation of Type A is given by Definition 2.2.7.
Type B We construct the FEM discretisation, as described in §1.4 and §2.1.3,
of the homogeneous Helmholtz problem with PML on three sides, see §2.1.1. We
remove the PML from the top of the grid and use a Dirichlet condition on the top
of the grid instead, so that we are solving a half-plane problem. We use the inverse
Schur complement block S−1M , as defined in Definition 2.2.5, with D = 1. (To find
S−1M , we calculate A−1 and select the (M, M)th block, since the discretisation
matrix corresponds to that in the Mth half-plane problem in Definition 2.2.18,
and by Proposition 2.2.14 S−1M is then simply the (M, M)th block of A−1.)
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On the other three sides we use PMLs with parameters η and C (see descrip-
tion in §2.1.1) as follows
η = min{0.09 min{1, 2π/k}},
and
C = 2/μ.
The off-diagonal blocks selected (unless specified otherwise for a particular
experiment) are blocks with rows/columns of nodes in sets X/Y where
X = {[jh, 1]T , j ∈ {1, . . . , npts}},
and
Y = {[1− jh, 1]T , j ∈ {1, . . . , npts}},
where npts = round(n− 2− rpts), and where rpts = 1 if a = h and is chosen to
be the smallest so that the separation of the clusters for the off-diagonal block is
at least 2a in any other case, chosen to ensure so that an equal distance from the
centre is removed (i.e. rpts is even if n is even and odd if n is odd).
Type C and D These are formulated in the same way as Type B but with
variable wavespeeds c(x) CH3 and CM respectively.
Recall from §2.2.3 that S−1m ≈ Gm, i.e. the matrices of Type B are approx-
imately equal to the matrices of Type A. For interest, by comparing Figures
4-10(b) and 4-10(a), we can see the entries of S−1m (Type B) and Gm (Type A)
are qualitatively similar, apart from differences occurring at the edges within the
PML region.
4.3.1.1 Wavespeeds
We consider a variety of wavespeed models in this thesis; some of the below
wavespeeds are used in the subsequent numerics in §4.3.3-4.3.6, others not until
§5, we state them together here for convenience. Again their shorthand notation
is given in bold.
C1 Homogeneous c(x) ≡ 1.
CL Converging lens c(x) = 1−exp(−32((x1−1/2)2+(x2−1/2)2)), see Figure
188
(a) A plot of entries of a Type A matrix when N = 50, real part in the left panel, imaginary
part in the right panel.
(b) A plot of entries of a Type B matrix when N = 50, real part in the left panel, imaginary
part in the right panel.
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Figure 4-10: CL converging lens
Figure 4-11: CVW vertical waveguide
4-10.
CVW Vertical waveguide c(x) = 1 − 0.5 exp(−32((x1 − 1/2)2)), see Figure
4-11.
CH* Half of domain one wavespeed, the other half another wavespeed, with
contrast between the halves of *, for example for CH3, the contrast is 3. For the
experiments in §4.3.3-4.3.6, c is 0.5 on [0, 0.5] × [0, 1] and 1.5 on [0.5, 1] × [0, 1],
so that the contrast is 3.
CM For this wavespeed we use a 125x125 coarse sample of the Marmousi
model, as illustrated in Figure 4-12. The Marmousi model is an artificial seismic
data set created by the Institut Franc¸ais du Pe´trole [112]. It is based on a profile
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of actual subsurface parameters from the Cuanza basin and is a widely used
test data set for seismic imaging as it exhibits complicated features for solution
methods, see for example the normal fault lines creating tilted regions in Figure
4-12. Even though we use only a coarse sample, this data still provides a higher
contrast and more complicated wavespeed for our experiments.
Figure 4-12: [101, Figure 5-12] Plot of c(x) for the part of the Marmousi model
used. The full Marmousi data set was created by Institut Franc¸ais du Pe´trole
[112].
4.3.2 Recall ε-rank
To investigate the properties of low-rank approximations we being by constructing
the SVD of matrix blocks of Types A-D, as this allows us to find a sufficient rank
of approximation to get each entry to within ε. How this is achieved is explained
through properties of the SVD seen in the next two theorems. (Note that low-
rank approximations of matrix blocks would never be constructed in this way
in practice as this is a very high cost method for finding them, O(mn2) for an
m×n matrix [50, §5.4.5 p239]. Instead one could use for example the randomized
SVD algorithm in [66], however this is not necessary for our simple demonstrative
test.)
Theorem 4.3.1. Singular Value Decomposition Reproduced from [68, p580]
Any matrix A ∈ Cm′×n′ has a singular value decomposition (SVD) A = U ′ΣV ′∗,
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Σ = diag(σ1, σ2, . . . , σp) ∈ Cm′×n′, p = min(m′, n′), where σ1 ≥ σ2 ≥ . . . ≥ σp ≥ 0
and U ∈ Cm′×m′, V ∈ Cn′×n′ are both unitary. The σi are the singular values
of A and the columns of U and V are the left and right singular vectors of A,
respectively.
Theorem 4.3.2. Given a matrix M ∈ Cm′×n′ and ε > 0, if R is such that
min(m′,n′)∑
i=R+1
σi < ε, (4.15)










∣∣∣∣∣∣ < ε, (4.16)
for all i ∈ {1, . . . , m′} and i′ ∈ {1, . . . , n′}.
Proof. We define R as the minimum R to satisfy 4.15. Theorem 4.3.1 gives us a
singular value decomposition for M where u′i,j and v
′
i,j are the i, jth entries of U
′
and V ′ respectively. Now we define the vectors
(Φj)i := u
′
i,j , for j ∈ {1, . . . , min{m′, n′}} and i ∈ {1, . . . , m′},
(Ψj)i := σjv
′
i,j , for j ∈ {1, . . . , min{m′, n′}} and i ∈ {1, . . . , n′}.
If we find the first R pairs of these vectors satisfy 4.16 we are done. Note that M =∑min(m′,n′)
j=1 ΦjΨ
T
j by Theorem 4.3.1. Also since U
′ and V ′ are unitary matrices,
their rows and columns form orthogonal bases for Cm′ and Cn′ respectively. This























|σi| < ε by assumption.
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The ranks of the low-rank approximations to off-diagonal matrix blocks re-
ported in this section are the R as in (4.15). We shall call R the ε-rank.
4.3.3 Experiment 1
We investigate how the ε-rank changes as ε → 0, when kI = 0. From the
expressions for the rank in (4.4) and (4.6), for admissible off-diagonal blocks
of Gm, we expect that the ε-rank to ∼ log2 (1
ε
)
as ε → 0 (when the factor
containing ε dominates the maxima in (4.4) and (4.6)). The results for Types
A-D are displayed in Figures 4-13, 4-14, 4-15 and 4-16 respectively.
We note the following.
• All four matrices have similar ε-ranks which suggests good translation of ε-
rank properties from Gm to S−1m . This is also born out by other experiments
as their results are also very similar for matrix Types A-D, hence for future
experiments we present only one plot.
• All four graphs show a good fit to the linear, least-squares best fit line
with gradient of about 1. This suggests ∼ log(1/ε) and our estimate of
∼ log2(1/ε) may actually be pessimistic.
• For Type A, the direct evaluation of the Green’s function, the ε-rank fits
the best fit line perfectly (and better than for the other types) and the best
fit line’s gradient is 1 to several significant figures. This is a consequence
of the fact that the Types B and C are an approximation of Type A and
this is a feature replicated amongst many of the future experiments (whose
results we therefore do not present in full).
• Type C is very similar to both Types B and A with slightly lower ε-ranks
than Type B.
• Type D is very similar to all the others, with slightly higher ε-ranks than
Type B.
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Figure 4-13: ε-rank of Type A matrix for decreasing ε. The line is a linear,
least-squares best fit.
Figure 4-14: ε-rank of Type B matrix for decreasing ε. The line is a linear,
least-squares best fit.
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Figure 4-15: ε-rank of Type C matrix for decreasing ε. The line is a linear,
least-squares best fit.




We look at ε-ranks for different values of kR and kI . This allows us to verify
both the kR-independence we have predicted in the expressions for the rank in
(4.4) and (4.8) and also that the ε-rank ∼ exp(−2kIa) for increasing kI (when
the factor containing ε dominates the maxima in (4.4) and (4.6)). The results
are displayed in Table 4.3.4.
a = 0.2 a = h
Type A Type B Type A Type B
kR 20 30 40 20 30 40 20 30 40 20 30 40
HHHHHHn
kI 81 129 174 81 129 174 81 129 174 81 129 174
0 5 5 5 7 7 7 10 11 12 12 13 14
k0.25R 5 5 5 6 6 6 10 11 11 11 12 13
k0.5R 4 4 4 5 4 4 10 11 11 10 11 11
k0.75R 4 3 2 3 3 2 9 9 9 8 9 9
k0.9R 3 2 0 3 2 0 8 8 8 8 8 8
Table 4.1: ε-rank of matrix blocks with varying kR, kI , n and separation a with
ε = 10−10. The results for Type C with a = h are similar to Type B with slightly
lower ε-ranks in some cases. The results for Type D with a = h are similar to
Type B (with N ≡ 150) with some ε-ranks higher and some lower. We did not
perform experiments for Type C or D with a = 0.2.
We note the following.
• We see k-independence when a = 0.2 but not when a = h.
• In all cases the ε-rank decreases as absorption increases, but because the
ε-ranks are so small and take discrete values it is not possible to verify if
the rate of the decrease is exponential with kI .
4.3.5 Experiment 3
In Experiment 3 we fix a, kR and ε and use various different values of kI to
see if we can verify the improved quality of approximation predicted by (4.7).
To investigate the improved quality of approximation we take the ε-rank when
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By Theorem 4.3.2, the low-rank approximation of rank R0 approximates each
entry of the matrix block to within s. Then we compute an improvement ratio
ε/s, that we expect by (4.7) to ∼ exp(−kIa) for increasing kI . The results are
shown in Figures 4-17 and 4-18. (The results we have not presented for Type C
are similar with slightly higher log(improvement ratio) values than Type B with
slightly higher gradients of 1.0842 and 0.77678 respectively. The results we have
not presented for Type D have gradients 1.0755 and 1.1234 respectively, with
overall slightly lower improvement factors in k = 20 case and slightly higher in
k = 30 case.)
We note the following.
• In all cases we have used a = h, which in theory should be too small a
factor for improvements to be seen as absorption is added (since kIa → 0
as kR →∞ when a = h and kI < kR). However, improvements are clearly
visible, so Theorem 4.2.33 is pessimistic in this regard. This means that the
improvement in the quality of the approximation appears to be occurring
in all far-field blocks of Gm, even those close to the diagonal.
• The improvements show good fit to the linear least-squares trendlines so
that the improvement ratio ε/s does ∼ exp(kI) as kI increases, as we ex-
pected.
• The fact that the improvement ratios and gradients are greater in Types
B and C relative to Type A show us that adding absorption benefits the
FEM solutions more than the direct evaluation of the Green’s function.
4.3.6 Experiment 4
Here we seek to verify Remark 3.3.5, i.e. that for certain δ, ν, μ combinations
we get a low-rank separable expansion for fatter domains. This could provide
some justification for ‘sweeping’ multiple rows of the grid at a time, to form
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Figure 4-17: Improvement in quality of approximation of matrix blocks of Type
A. Line a linear, least-squares best fit.
larger Schur complement matrices S−1m containing several rows that still admit
good low-rank approximations. (This is despite the fact that, in §4.2, we did not
develop a result for Gm based on Remark 3.3.5.)
First we do an experiment with a = h, which gives a set of δ, ν, μ values
outside of our range. We see in Figure 4-19 the rank increases almost linearly
with the number of rows, so it appears that our theory such as Remark 3.3.5
rightly considers this range of values to be a problem. (The result with Type B
matrix blocks was similar.)
Next we do an experiment with a = 0.4 and δ = 0.75, which means that ν
is close to 0 and so even with the most pessimistic value of μ our δ−ν/μ
2
> 0 and
ν < δ/μ requirements from Remark 3.3.5 are readily satisfied. The results in
Figure 4-20 show the following.
• Although there is still some increase in the rank as the rows increase, it is
far less pronounced, and so this shows partial verification of the need for
Remark 3.3.5.
• Adding absorption in the right-hand panel further reduces the ranks seen in
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Figure 4-18: Improvement in quality of approximation for matrix blocks of Type
B. Line a linear, least-squares best fit.
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Figure 4-19: Improvement in quality of approximation of matrix blocks of Type
A. Line a linear, least-squares best fit.
the left-hand panel. However, it is still the case that the dramatic reduction
in the ranks is clearly visible without absorption, so that our theory such
as Remark 3.3.5 may be pessimistic in requiring absorption to witness this
phenomenon.
Note that the graph for Type B blocks was similar, with slightly higher ranks
in the left-hand panel but occasionally slightly lower ranks in the right-hand
panel, so that we again see slightly more benefits to adding absorption in the
FEM matrix blocks than for the direct evaluation of the Green’s function.
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Figure 4-20: The ε-rank of matrix blocks of Type A containing increasing numbers







5.1.1 Description of Sweeping Preconditioner
We now do numerical experiments examining the effect of absorption in a sweep-
ing preconditioner. We use Engquist and Ying’s Sweeping Preconditioner [34,35]
for our experiments due to its close relation to the theory and experiments in
§2-§4.
Engquist and Ying use two ways of approximating the Schur complements:
using the moving PML method [35] and H-matrices [34]. In §5.1.2-5.1.4 we outline
these methods in detail as we present results of our numerical experiments using
several variants of the sweeping preconditioner; in §5.1.2 we use the moving PML
method and in §5.1.3-5.1.4 we use H-matrices (recall we have seen H-matrices in
§1.8.3 and §1.8.3). In particular, in §5.1.3 we use weakly admissible H-matrices
(see §4.2.2, especially Definition 4.2.6) and in §5.1.4 we use strongly admissible
H-matrices (see §4.2.2, especially Definition 4.2.7).
In §5.1.2-5.1.4 we present results of numerical experiments using several vari-
ants of the sweeping preconditioner; the remainder of this section gives details
about the experiments common to all of the variants (defining abbreviations as
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shorthand notation for each of the experiments). The different wavespeed models
we use were described in §4.3.1.1. Next we give details of the iterative solver,
source terms and model parameters we use.
Table of numerical experiment abbreviations
Abbreviation Type Description Section
C1 Wavespeed Homogeneous §4.3.1.1
CL Wavespeed Converging lens §4.3.1.1
CVW Wavespeed Vertical waveguide §4.3.1.1
FPS Source Gaussian point source §5.1.1.2
FPW Source Plane wave §5.1.1.2
HK1 n h ∼ k−1R §5.1.1.3
HK1.5 n h ∼ k−3/2R §5.1.1.3
PNA Problem to be solved Au = f §5.1.1.4
PWA Problem to be solved Aabsuabs = f §5.1.1.4
ALT Alternative Parameters n, h, C and η changed §5.1.1.6
Table 5.1: For reference we provide a list of all the abbreviations used to identify
the numerical experiments. A description of the different preconditioners can be
found in the following sections: the moving PML preconditioner in §5.1.2 and
the weakly/strongly admissible preconditioners in §5.1.3 and §5.1.4 respectively.
Details of the iterative solver and the PML parameters are given in §5.1.1.1 and
§5.1.1.5-5.1.1.6 respectively.
5.1.1.1 Iterative Solver
We use the iterative solver GMRES [99,100] for all the numerical experiments in
§5.1.1 (for further details about GMRES see §1.5.2). The GMRES starting guess
for all experiments is the zero vector. The stopping criteria for all numerical
experiments is when the relative residual of the ith iterate ui: (‖f − Aui‖/‖f‖),
is less than the tolerance 10−6.
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5.1.1.2 Source terms
We use two source terms.
FPS The Gaussian point source
f(x) = − exp (−(1.5kR − 1)2 [(x1 − x´1)2 + (x2 − x´2)2]) ,
with x´ = [x´1, x´2]
T = [1/2, 1/8].
FPW A plane wave multiplied by an exponentially decaying factor
f(x) = exp(−8πkR((x1 − 1/8)2 + (x2 − 1/8)2)) exp(
√
2πkRi(x1 + x2)).
5.1.1.3 Discretisation Points n
We use the finite difference method described in §2.1.2. The number of degrees
of freedom in the problem N = n2, where n is the number of grid points per row.
We consider two different levels of grid refinement.
HK1 This level of refinement has h ∼ 1/kR, i.e. a constant number of points per
wavelength. The number of points per wavelength is at least 8 and is a similar






HK1.5 This level of refinement has h ∼ 1/k3/2R . This is a finer level of discreti-
sation than the constant points per wavelength above. This is in order to avoid
the pollution effect, see §1.4.2. We make the discretisation finer at all levels, so







PNA The model problem with corresponding linear system Au = f , see Defini-
tion 1.9.2.
PWA A variant of the model problem where we include absorption in the
wavenumber in the same way as in the preconditioner, i.e. k = kR + ikI . This
problem has corresponding linear system Aabsuabs = f , and preconditioned sys-
tem A˜−1absAabsu = A˜
−1
absf , (compare with Definition 1.9.3); note that uabs is less
oscillatory than u.
5.1.1.5 PML parameters
Recall the definition of the PMLs in §4.3.1. The values of the parameters for the
PMLs are chosen for our numerical experiments as follows:
η = 12h,
C = 2/μ,












, if 0 ≤ x ≤ 12h,







, if 1− 12h ≤ x ≤ 1.
We use the same values in the artificial PMLs, so DPML = 12.
5.1.1.6 Alternative Set of Parameters
Recall the definition of the PMLs in §4.3.1. An alternative set of values of the
















, if 0 ≤ x ≤ 2/k,







, if 1− 2/k ≤ x ≤ 1.
We do not use these parameters in the moving PML experiments.
HK1 This level of refinement has h ∼ 1/kR, i.e. a constant number of points per






We do not consider finer grids with these alternative parameters.
5.1.2 Moving PML version
In this section we look at approximating the Schur complement matrices using the
moving PML method as introduced in [35]. We include a few details to outline
this method for completeness based on [35] and [101, §5]. We use code provided
by Lexing Ying for our experiments. Aside from using different parameters (as
given in 5.1.1.3-5.1.1.6) we make no changes to the method outlined in [35] or
the code used that was provided by Lexing Ying.
Recall that in this section, we assume each Schur complement matrix corre-
sponds to D rows of the grid, where D exactly divides n. (The algorithms we
give can readily be adapted for Schur complements with differing numbers of
corresponding rows Dm, as in Definition 2.2.2, but this makes the presentation
more technical and we do not do it here.)
In [35] only the algorithm for Schur complements corresponding to single
rows, with PMLs on 3 sides of the grid (corresponding to solving a half-plane
Dirichlet problem, rather than a full-plane problem which requires PMLs on all
4 sides of the grid) is given in full: how to extend it to the multiple-line version




x2 = (Dm + 1)h
Dsp rows D rows
DPML rows
move
Figure 5-1: To approximate S−1m (corresponding to D rows), we use a method
that moves the PML up and solves the half-plane problem on the right.
neither [35] nor [101, §5] give the costings for the multiple-line version. Therefore
we give more details about the formulation of the algorithm for the version of the
preconditioner with Schur complement matrices corresponding to multiple rows
and with PMLs on 4 sides of the grid in §5.1.2.1. We also give the costings for
this version in §5.1.2.1-5.1.2.2.
5.1.2.1 Approximating Schur complements
The idea of the moving PML method is to approximate multiplication by S−1m by
efficiently solving a new Helmholtz problem on Ωm (Definition 2.2.1 and Figure
2-6). We recall that S−1m is related to the half-plane problem in Figure 2-7 (as
explained in §2.2.3) and that Ωm is a small subdomain of the half-plane problem.
We create a subdomain problem on each Ωm by moving the PML of the half-
plane problem up to the row Dm−D as in Figure 5-1, hence the name ‘moving
PML method’. Then each subdomain problem is a half-plane problem with zero-
Dirichlet condition on the upper boundary (the row of grid nodes above the top
of Ωm). The total depth of the subdomain problem is Dsp = D + DPML, where
D is the number of grid rows in S−1m and DPML is the number of grid rows in the
artificial PML, see Figure 5-1. As Dsp ¿ n we say the subdomain problem is
quasi-1D.
Since we consider the case with PML on the top of the grid, the algorithm
in fact performs a double sweeping motion: creating subproblems by sweeping
down and moving the PML at the top down (as well as what we’ve already seen
of sweeping up and moving the PML at the bottom up), see Figure 5-2.
To explain how the new quasi-1D problems (i.e. those in Figures 5-1 and 5-2)
provide an approximation to S−1m , we look at these more closely.
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(0, 1) (1, 1)
PML






(0, 1) (1, 1)
x2 = (Dm + 1)h





Figure 5-2: When there are PMLs on all sides of the grid the subdomain problems
are created differently. Top: for the subdomains in the upper half of the grid we
approximate S−1m (corresponding to D rows), by moving the PML down and
solving the half-plane problem on the right. Bottom: for the middle subdomain
we approximate S−1m (corresponding to D rows), by moving the top PML down
and the bottom one up and solving the full-plane problem on the right.
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Definition 5.1.1. (Quasi-1D problem matrix Hm) Let Hm be the matrix
arising from finite difference discretisation of the quasi-1D problems in Figures
5-1 and 5-2.
Multiplication by H−1m gives an approximation to multiplying by S−1m . To see








where v is the solution to the quasi-1D problem.
To explain the reasoning behind the method of approximating the Schur com-
plements in this version of the preconditioner we must first recall some details
from §2.2.3. In Definition 2.2.18 we define ûm = A−1m f̂m to be the discretisation
of a problem on the half-plane displayed in red in Figure 2-7. In Proposition
2.2.14 we see that the bottom right entry of A−1m is S−1m . Recall ûm|Ωm and f̂m|Ωm
are ûm and f̂m truncated to Ωm respectively, then multiplying out the bottom
right entry of A−1m gives
ûm|Ωm = S−1m f̂m|Ωm . (5.2)
This shows that in some sense multiplication by S−1m corresponds to partially
solving a Helmholtz half-plane problem in Definition 2.2.18, taking a source con-
centrated on Ωm and then observing the solution on Ωm.
Another key component of the moving PML preconditioners is to do multipli-
cation by H−1m efficiently. Note that H−1m can be transformed into a Dsp banded
matrix by reordering the nodes in Ωˆm; so that they are ordered in the x2 direc-
tion as in Figure 5-3. Let Pm be the permutation matrix induced by this new
node ordering. Then PmHmP
T
m is a banded matrix with Dsp upper and lower
diagonals. Due to the banded structure, the decomposition
LmUm = PmHmP Tm, (5.3)
can be calculated efficiently and then multiplication by H−1m can be calculated
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Figure 5-3: The n×Dsp set of nodes ordered lexicographically in the x1 direction
(left) and x2 direction (right).
In the next two lemmas we find the cost of finding Pm, Lm and Um from
(5.3) and the cost of solving systems with matrix Hm (i.e. multiplying by
(P TmLmUmPm)
−1) , which are novel compared to [35, 101] in the sense that they
are explicit in terms of D, Dsp and DPML.








Proof. Finding the permutation matrices Pm and LmUm decompositions of n×n,
Dˉ-banded matrices is O(Dˉ3n) (this can be derived from first principles or looking
at the costings for the equivalent algorithm where D = 1 on [35, p694]). Our Hm
matrices are size Dspn×Dspn and Dsp banded, so it costs O(D4spn) to calculate
the permutation matrices Pm and LmUm decomposition for each Hm. There are

















m Pm for all m ∈ {1, . . . , M} by Gaussian







Proof. For size n× n, Dˉ banded matrices, multiplying by P TmU−1m L−1m Pm for any
m is O(Dˉ2n) (by looking at [35, Algorithm 2.4, p694], the equivalent algorithm
when D = 1). Therefore for our size Dspn×Dspn, Dsp banded matrices the cost












We note that the following lemma for the memory costs only considers the








needed in the preconditioner (recall from §1.6 that only the action of multiplying
by the preconditioning matrix is needed, the matrix itself is not needed and indeed
this is how Engquist and Ying’s algorithm is formulated, see [35, Algorithm 2.3
and 2.4]).
Lemma 5.1.4. An upper bound on the memory cost of storing Pm, Lm, Um for







Proof. The Hm matrices (and therefore PM , Lm and Um matrices) are size Dspn×
Dspn. The Hm matrices are Dsp banded, so they have O(Dspn) non-zero en-
tries. The L and U matrices in the LU decomposition of a Dsp banded matrix
inherit the same Dsp banding, see for example [50, Theorem 4.3.1]. The Pm
permutation matrices contain exactly n non-zero entries. Therefore the memory
costs to store the permutation matrices Pm and the LmUm decomposition for















The moving PML algorithm we use in our experiments is the same as that used
in the experiments in [35] and [101]. Recall that the algorithm is essentially
performing the matrix-multiplication (2.14), where multiplication of the Schur
complements is performed efficiently, as outlined in §5.1.2.1 (i.e. the S−1m matrices
are approximated with LU decompositions of the permuted quasi-1D problems
matrices Hm and the order of the multiplication of the S−1m matrices in (2.14)
is changed to a double sweeping motion). For full details of the algorithm we
refer the reader to [35, §2.3]. In contrast to the experiments in [35] and [101] our
experiments focus on investigating the effect of absorption on the preconditioner,
so we use differing levels of absorption and also consider various values of D.
By Lemmas 5.1.2 and 5.1.3 the overall computational cost of solving our linear
system using this approximation to A−1 as a preconditioner is O(N2I D4spN) where
NI is the number of GMRES iterations. In most of our experiments with optimal
parameters and those conducted in [35, 101], NI is observed to depend at most
logarithmically on N , i.e., NI . O(log(N)). Therefore, the moving PML precon-
ditioner provides a way to solve our model problem in roughly O(log2(N) D4spN)
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operations, close to the ideal O(N) operations. An upper bound for the mem-
ory costs is obtained by summing the memory costs for the GMRES algorithm






















the empirical observation that NI . O(log(N)). Again, this is close to the ideal
O(N) memory costs.
5.1.2.3 Numerical Results
We conduct numerical experiments with the moving PML method according to
the description given earlier in §5.1.1. Solutions corresponding to some of the
experiments are given in Figures 5-4(a) - 5-4(f).
Next we give iteration counts for all of the experiments. For all the following
experiments we look at the two levels of grid refinement HK1 and HK1.5 (even
and odd numbered tables respectively). First we conduct an experiment with
homogeneous wavespeed, point source and absorption in the problem (C1, FPS
and PWA) in Tables 5.2 - 5.3. Then we conduct experiments with homoge-
neous wavespeed, no absorption in the problem and with point source and plane
wave solutions in turn (C1, PNA and FPS/FPW respectively) in Tables 5.4 -
5.7. Finally we conduct experiments with no absorption in the problem, point
source and with varying wavespeed models, the converging lens and the vertical
waveguide (PNA, FPS and CL/CVW respectively) in Tables 5.8-5.11.
5.1.2.4 Interpretation of moving PML preconditioner results
We discuss several aspects of this moving PML results in turn.
1) Connection to previous low-rank results
2) Reduction in iteration counts as D increases
3) Little change in iteration counts when finer grids are used
4) Improvements due to absorption
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(a) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPS. Absorp-
tion level: PNA. Wavespeed model: C1
(b) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPS. Absorp-
tion level: PNA. Wavespeed model: CL.
(c) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPS. Absorp-
tion level: PNA. Wavespeed model: CVW.
(d) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPW. Ab-
sorption level: PNA. Wavespeed model: C1.
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64 5 5 5 5 5 4 4 4 4 4 3
128 6 6 6 6 6 5 5 5 4 4 3
256 9 9 8 8 8 8 8 7 4 4 3
512 18 17 17 16 15 14 14 11 5 4 3
D = 6
64 4 4 4 4 4 4 4 4 3 3 3
128 5 5 5 5 5 5 5 4 4 3 3
256 7 7 7 7 7 7 7 6 4 3 3
512 14 13 13 12 12 12 11 9 5 3 3
D = 12
64 4 4 4 4 4 4 4 4 3 3 3
128 5 5 5 5 5 5 5 4 4 3 3
256 7 6 6 6 6 6 6 6 4 3 3
512 10 9 9 9 9 9 8 7 4 3 3
D = 18
64 4 4 4 4 4 4 4 4 3 3 3
128 4 4 4 4 4 4 4 4 3 3 3
256 6 6 6 6 6 6 6 6 4 3 3
512 8 8 8 8 8 7 7 7 4 3 3
D = 24
64 4 4 4 4 3 3 3 3 3 3 3
128 4 4 4 4 4 4 4 4 3 3 3
256 6 6 5 5 5 5 5 5 4 3 3
512 8 8 7 7 7 7 7 6 4 3 3
Table 5.2: Moving PML preconditioner iteration counts. Dependence of h on kR:
HK1. Source: FPS Absorption level: PWA. Wavespeed model: C1.
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(e) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPS. Ab-
sorption level: PWA. Wavespeed model: C1.
kI = 1.
(f) Moving PML solution u, kR = 256. Depen-
dence of h on kR: HK1. Source: FPS. Ab-
sorption level: PWA. Wavespeed model: C1.
kI = k0R.5.
PPPPPPPPPkR & D








64 5 5 4 4 4 4 4 4 4 3 3
128 6 6 6 6 6 5 5 5 4 3 3
256 9 9 8 8 8 8 8 7 4 3 3
D = 6
64 4 4 4 4 4 4 4 4 3 3 3
128 6 5 5 5 5 5 5 5 4 3 3
256 8 8 8 8 8 8 7 7 4 3 3
D = 12
64 4 4 4 4 4 4 4 4 3 3 3
128 5 5 5 5 5 5 5 4 4 3 3
256 8 8 7 7 7 7 7 6 4 3 3
D = 18
64 4 4 4 4 3 3 3 3 3 3 3
128 5 5 4 4 4 4 4 4 3 3 3
256 7 7 7 6 6 6 6 5 4 3 3
D = 24
64 4 4 4 4 4 4 4 4 3 3 3
128 5 5 5 5 5 5 5 4 4 3 3
256 7 6 6 6 6 6 6 6 4 3 3
Table 5.3: Moving PML preconditioner iteration counts. Dependence of h on kR:
HK1.5. Source: FPS Absorption level: PWA. Wavespeed model: C1.
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64 5 5 6 7 7 8 9 10 17 34 *
128 6 6 7 7 7 8 9 11 22 * *
256 9 8 8 9 9 9 10 12 27 * *
512 18 17 16 16 15 14 14 15 35 * *
D = 6
64 4 5 6 7 7 8 9 10 17 34 *
128 5 6 6 7 7 8 9 11 22 * *
256 7 7 8 8 8 9 10 12 28 * *
512 14 13 13 12 12 12 12 14 35 * *
D = 12
64 4 5 6 7 7 8 9 10 17 34 *
128 5 6 6 7 7 8 9 11 22 * *
256 7 7 7 7 8 9 9 12 28 * *
512 10 9 9 10 10 10 10 14 35 * *
D = 18
64 4 5 6 7 7 8 9 10 17 34 *
128 4 5 6 7 7 8 9 11 22 * *
256 6 6 7 7 8 9 9 12 27 * *
512 8 8 8 8 8 9 10 14 35 * *
D = 24
64 4 5 6 7 7 8 9 10 17 34 *
128 4 5 6 7 7 8 9 11 22 * *
256 6 6 6 7 7 8 9 12 27 * *
512 8 8 8 8 8 9 10 14 35 * *
Table 5.4: Moving PML preconditioner iteration counts. Dependence of h on kR:
HK1. Source: FPS Absorption level: PNA. Wavespeed model: C1 * indicates
did not converge within 50 iterations.
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64 5 5 6 7 7 8 9 10 17 34 *
128 6 6 7 7 7 8 9 11 21 * *
256 9 9 9 9 9 9 10 12 27 * *
D = 6
64 4 5 6 7 7 8 9 10 17 34 *
128 6 6 6 7 7 8 9 11 21 * *
256 8 8 8 9 9 9 10 12 27 * *
D = 12
64 4 5 6 7 7 8 9 10 17 34 *
128 5 6 6 7 7 8 9 11 21 * *
256 8 8 8 8 9 9 10 12 27 * *
D = 18
64 4 5 6 7 7 8 9 10 17 34 *
128 5 6 6 7 7 8 9 11 21 * *
256 7 7 7 8 8 9 9 12 27 * *
D = 24
64 4 5 6 7 7 8 9 10 17 34 *
128 5 6 6 7 7 8 9 11 21 * *
256 7 7 7 7 8 9 9 12 27 * *
Table 5.5: Moving PML preconditioner iteration counts. Dependence of h on
kR: HK1.5. Source: FPS Absorption level: PNA. Wavespeed model: C1 *
indicates did not converge within 50 iterations.
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64 5 6 6 7 8 9 9 11 19 38 *
128 6 6 7 7 8 9 10 12 23 * *
256 9 9 9 9 9 10 11 13 30 * *
512 17 16 15 15 15 14 14 16 39 * *
D = 6
64 4 6 6 7 8 9 9 11 19 38 *
128 5 6 7 7 8 9 10 12 23 * *
256 7 7 7 8 8 9 10 13 31 * *
512 12 11 11 11 11 11 11 15 40 * *
D = 12
64 4 6 6 7 8 9 9 11 19 38 *
128 5 6 7 7 8 9 10 12 23 * *
256 6 6 7 7 8 9 10 13 30 * *
512 8 8 8 8 9 9 10 14 40 * *
D = 18
64 4 6 6 7 8 9 9 11 19 38 *
128 4 6 6 7 8 9 10 12 23 * *
256 5 6 7 7 8 9 10 13 30 * *
512 7 7 7 8 8 9 10 14 40 * *
D = 24
64 4 6 6 7 8 9 9 11 19 38 *
128 4 6 6 7 8 9 10 12 23 * *
256 5 6 7 7 8 9 10 13 30 * *
512 6 7 7 8 8 9 10 14 40 * *
Table 5.6: Moving PML preconditioner iteration counts. Dependence of h on kR:
HK1. Source: FPW Absorption level: PNA. Wavespeed model: C1 * indicates
did not converge within 50 iterations.
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64 5 6 6 7 8 8 9 11 18 38 *
128 6 6 7 7 8 9 10 12 23 * *
256 9 9 9 10 10 10 11 14 30 * *
D = 6
64 4 6 6 7 8 8 9 11 18 38 *
128 6 6 7 7 8 9 10 12 23 * *
256 9 9 9 9 9 10 11 13 30 * *
D = 12
64 4 6 6 7 8 8 9 11 18 38 *
128 5 6 7 7 8 9 10 12 23 * *
256 8 8 8 8 9 10 10 13 30 * *
D = 18
64 4 6 6 7 8 8 9 11 18 38 *
128 5 6 7 7 8 9 10 12 23 * *
256 7 7 7 8 8 9 10 13 29 * *
D = 24
64 4 6 6 7 8 8 9 11 18 38 *
128 5 6 6 7 8 9 10 12 23 * *
256 6 6 7 7 8 9 10 13 30 * *
Table 5.7: Moving PML preconditioner iteration counts. Dependence of h on
kR: HK1.5. Source: FPW Absorption level: PNA. Wavespeed model: C1 *
indicates did not converge within 50 iterations.
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64 6 6 7 7 8 9 9 11 18 38 *
128 8 8 8 8 8 9 10 12 23 * *
256 12 12 12 12 11 11 12 13 29 * *
512 32 30 28 26 25 23 22 19 38 * *
D = 6
64 5 6 7 7 8 9 10 11 18 38 *
128 7 7 7 8 8 9 10 12 23 * *
256 10 10 10 10 10 10 11 13 30 * *
512 22 21 20 19 19 17 16 16 38 * *
D = 12
64 5 6 7 7 8 9 10 11 18 38 *
128 6 7 7 7 8 9 10 12 23 * *
256 8 8 9 9 9 9 10 13 30 * *
512 14 13 13 13 12 12 12 15 38 * *
D = 18
64 5 6 6 7 8 9 10 11 18 38 *
128 6 6 7 7 8 9 10 12 23 * *
256 8 8 8 8 9 9 10 13 30 * *
512 11 10 10 10 11 11 11 14 38 * *
D = 24
64 4 6 6 7 7 9 9 11 18 38 *
128 6 6 7 7 8 9 10 12 23 * *
256 7 7 8 8 8 9 10 13 30 * *
512 10 10 10 10 10 10 11 14 38 * *
Table 5.8: Moving PML preconditioner iteration counts. Dependence of h on kR:
HK1. Source: FPS Absorption level: PNA. Wavespeed model: CL * indicates
did not converge within 50 iterations.
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64 6 6 7 7 8 9 9 11 18 37 *
128 8 8 8 8 8 9 10 12 23 * *
256 12 12 12 12 12 12 12 14 29 * *
D = 6
64 6 6 7 7 8 9 10 11 18 37 *
128 8 8 8 8 8 9 10 12 23 * *
256 12 12 11 11 11 11 11 13 29 * *
D = 12
64 6 6 7 7 8 9 9 11 18 37 *
128 7 7 7 8 8 9 10 12 23 * *
256 11 11 10 10 11 11 11 13 29 * *
D = 18
64 5 6 6 7 7 9 9 11 18 37 *
128 6 6 7 7 8 9 10 12 23 * *
256 9 9 9 9 9 9 10 13 29 * *
D = 24
64 5 6 6 7 8 9 9 11 18 37 *
128 7 7 7 7 8 9 10 12 23 * *
256 9 9 9 9 9 9 10 13 29 * *
Table 5.9: Moving PML preconditioner iteration counts. Dependence of h on
kR: HK1.5. Source: FPS Absorption level: PNA. Wavespeed model: CL *
indicates did not converge within 50 iterations.
221
PPPPPPPPPkR & D








64 6 7 7 8 8 10 11 12 22 46 *
128 8 8 8 8 9 10 11 14 29 * *
256 11 11 11 11 11 11 12 16 38 * *
512 24 23 22 21 20 19 19 20 50 * *
D = 6
64 6 7 7 8 9 10 11 12 22 46 *
128 8 8 8 9 9 10 11 14 29 * *
256 10 10 10 10 10 11 12 16 38 * *
512 17 16 16 15 15 15 15 18 50 * *
D = 12
64 6 7 7 8 9 10 11 12 22 46 *
128 8 8 8 9 9 10 11 14 29 * *
256 10 10 10 10 11 11 12 16 38 * *
512 14 14 14 14 14 14 15 18 50 * *
D = 18
64 6 7 7 8 9 10 11 12 22 46 *
128 8 8 8 8 9 10 11 14 29 * *
256 10 10 10 10 10 11 12 16 38 * *
512 14 14 14 14 14 14 14 18 50 * *
D = 24
64 5 6 7 7 8 10 11 12 22 46 *
128 8 8 8 8 9 10 11 14 29 * *
256 10 10 10 10 10 11 12 16 38 * *
512 13 13 13 13 13 14 14 18 50 * *
Table 5.10: Moving PML preconditioner iteration counts. Dependence of h on
kR: HK1. Source: FPS Absorption level: PNA. Wavespeed model: CVW *
indicates did not converge within 50 iterations.
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64 6 7 7 8 8 9 10 12 21 44 *
128 7 7 8 8 9 10 10 13 26 * *
256 11 10 10 10 10 11 11 14 34 * *
D = 6
64 6 7 7 8 8 9 10 12 21 44 *
128 7 7 8 8 9 10 10 13 26 * *
256 10 10 10 10 10 11 11 14 34 * *
D = 12
64 6 6 7 8 8 9 10 12 21 44 *
128 7 7 8 8 9 10 11 13 26 * *
256 9 9 9 10 10 10 11 14 34 * *
D = 18
64 6 6 7 7 8 9 10 12 21 44 *
128 7 7 8 8 9 10 11 13 26 * *
256 9 9 9 9 9 10 11 14 34 * *
D = 24
64 6 6 7 8 8 9 10 12 21 44 *
128 7 7 8 8 9 10 11 13 26 * *
256 9 9 9 10 10 10 11 14 34 * *
Table 5.11: Moving PML preconditioner iteration counts. Dependence of h on
kR: HK1.5. Source: FPS. Absorption level: PNA. Wavespeed model: CVW
* indicates did not converge within 50 iterations.
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5.1.2.5 Interpretation of Moving PML Results
1) Connection to previous low-rank results
We are especially interested in interpreting the result of the moving PML
preconditioner experiments in terms of the low-rank results in §3 - 4. The quasi-
1D problems solved as part of the moving PML method are mostly half-plane
Helmholtz problems for which we have low-rank results (§3-4).
However, the connection between the moving PML preconditioner and the
low-rank results is less clear than it is for the other preconditioners that we
consider in §5.1.3-5.1.4. This is due to the way the Schur complements are
approximated. The other preconditioners we experiment with create low-rank
approximations of off diagonal blocks of the Schur complements that clearly cor-
respond to the low-rank results on separated domains from §4. In contrast, the
moving PML preconditioner approximates the quasi-1D problems exactly.
The difference in the form of the approximation of the moving PML method
from the low-rank results is an important though subtle distinction. To illustrate
this, consider that a similar looking change of making the subdomains taller in
each has an ‘opposite’ effect. The quality of the low-rank approximation tends
to decrease with increasing d (see §3), but the quality of the preconditioner to
increase with increasing D. The former we know from §3, as d increases, the
increased information in the Hankel function on the larger domains must still be
contained in the low-rank separable expansion. For the reasons the quality of the
approximation increases with increasing D, see 2) below.
2) Reduction in iteration counts as D increases
A feature common to all the numerical experiments (see Tables 4.1-4.12) is
the decrease in the iteration counts with increasing D (at least for lower values
of kI where the difference between the problems being solved and being used to
form the preconditioner is not the dominant factor, see P1) in §1.9.2.2).
Recall D is the number of grid rows in each Ωm and therefore the number of
grid rows in each quasi-1D problem (not including the artificial PML, see Figure
5-1). Each of the quasi-1D problems is solved exactly by Gaussian elimination, the
only approximation then being that we are solving the small quasi-1D problems
as approximations to the half-plane problems of Figure 2-7. Therefore the larger
D is, the less of an approximation the preconditioner is making and the better
the preconditioner will perform. In fact, if D = n the subproblem becomes
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the original problem (ignoring the top PML) and so we exactly calculate A−1,
although at an impractically high cost.
3) Little change in iteration counts when finer grids are used
Recall that we consider two levels of grid discretisation, HK1 and HK1.5,
as we expect that the solutions on the coarser grids are affected by the pollution
effect, described in §1.4.2. However, as can be seen by comparing any odd and
even numbered pair of tables, the iteration counts do not change significantly be-
tween the two levels of grid refinement. Where there is a difference, the iteration
counts for the finer grid are a little higher.
The reasons for this occasional and small difference are not clear. Possibly the
coarse grids are so coarse that the solution is less accurate due to the pollution
effect, in which case the overall behaviour and therefore difficulty of solving the
problem may be altered slightly.
4) Improvements due to absorption
For the experiments with absorption in the problem PWA we see the expected
decrease in iterations as kI increases in all cases, see Tables 5.2 and 5.3. As
demonstrated for H-matrix approximations of Schur complements in §4, the more
absorption the better the approximation is, recall P2) from §1.9. The factor of
improvement we theoretically expect to be exp(kI), as seen in for example §3.2.3.1
and Theorem 4.2.33. However, it is not so easy to verify this explicitly from the
experiments.
For the experiments without absorption in the problem (but still in the precon-
ditioner) PNA we still see some improvements due to absorption in the iteration
counts. The improvements are only seen for kI ∈ {0.25, . . . , 2} (apart from Table
5.8 for various cases of kR = 512). We expect the improvements to be visible only
for smaller values of kI , due to the interplay we saw between the requirements
P1) and P2) from §1.9 “to balance the conflicting needs of P1) and P2) on the
[amount of absorption], we expect that some, but not too much absorption..., may
be of benefit in reducing the number of GMRES iterations”.
The improvements due to absorption for PNA are also only seen for kR =
256+ and tend to appear more often for lower values of D. These facts suggest
that benefits due to absorption are more likely to show through in the more
difficult cases, either when the problem is harder (e.g. for higher wavenumbers)
or when the preconditioner is a less good approximation to the inverse (as is the
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case when D is smaller, see 2)). Presumably in the other cases the approximation
is already so good the absorption has little effect in improving the approximation
and may therefore even be solely detrimental (as is observed sometimes) as the
problems being solved and underlying the preconditioner diverge (see P1) and
P2) from §1.9 again). We look more at this phenomenon in §5.1.3.2 4).
5.1.3 Weakly Admissible H-Matrix version
In this section we perform numerical experiments with Engquist and Ying’s
sweeping preconditioner, with weakly admissible H-matrix approximation. We
use code provided by Lexing Ying. Aside from using different parameters (as
given in §5.1.1.3-5.1.1.6) we make no changes to the method outlined in [34]. The
second variant of Engquist and Ying’s sweeping preconditioner uses H-matrices
to approximate the Schur complement matrices. As we explained in §1.8.3, the
preconditioner is created by approximating multiplication by A−1 using the de-
composition (2.14) in the Hierarchical Matrix Framework (HMF).
We now give the algorithms of the preconditioner from [34]. The algorithms
feature HMF operations hinv, hdiagmul and hmatvec. (We do not explain the
exact variants of the HMF operations used in our numerical experiments here, as
that is of little added value to this thesis and we refer the reader to [34]). We state
the algorithms for the cases D ≥ 1, which is novel in the sense that it includes
D > 1. A different version of the H-matrix operations is needed when D > 1,
due to the different structure of H-matrices that are based on 2D geometry.
Algorithm 5.1.5. [34, Algorithm 2.5, notation adapted] Construction of
H-matrix approximations to Schur complement matrices S−1m .
H-matrix approximations to the matrices S−1m , or H-matrices which store ex-
actly the diagonal/tridiagonal matrices Am−1,m, Am,m, Am,m−1 are denoted by
S˜−1m , A˜m−1,m, A˜m,m and A˜m,m−1 respectively.
1: S˜1=S1. S˜−11 = hinv(S˜1).
2: for m = 2, . . . , M
3: A˜m,m = Am,m, A˜m−1,m = Am−1,m and A˜m,m−1 = Am,m−1.
4: S˜m = hsub(A˜m,m, hdiagmul(A˜m,m−1, hdiagmul(S˜−1m−1, A˜m−1,m))).
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5: S˜−1m = hinv(S˜m).
6: end for
Engquist and Ying give the cost of Algorithm 5.1.5 when D = 1 as
O(R2n2 log2 n) = O(R2N log2 N).
(Recall that R is the rank of the approximations of all the admissible off-diagonal
blocks in the H-matrix.) The preconditioner is now the approximation to mul-
tiplying by A−1 which uses the H-matrix approximations to the S−1m matrices
created in Algorithm 5.1.5. The preconditioner is given by the following algo-
rithm that assumes the approximations to the Schur complements have already
been created.
Algorithm 5.1.6. [34, Algorithm 2.6, notation adapted] Computation of
u ≈ A−1f using the approximate [Schur complement matrices] in the
Hierarchical Matrix Framework.
1: for m = 1, . . . , M
2: um = fm.
3: end for
4: for m = 1, . . . , M − 1
5: um+1 = um+1 − Am+1,m × hmatvec(S˜−1m , um).
6: end for
7: for m = 1, . . . , M
8: um = hmatvec(S˜−1m , um).
9: end for
10: for m = M − 1, . . . , 1
11: um = um − hmatvec(S˜−1m ,Am,m+1um+1).
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12: end for
Engquist and Ying give the cost of Algorithm 5.1.6 when D = 1 as
O(Rn2 log n) = O(RN log N).
The rank R has to be chosen with some care, but Theorem 2.2.23 suggests that
as k increases R should only need to grow weakly to get the same accuracy of ap-
proximation. The total cost of solving the linear system is then O(NIRN log N)
where NI is the number of GMRES iterations (for full details see [34]). The
numerical results in [34, §3] “demonstrate that NI is in practice very small, thus
resulting in. . . [a solution through computation of] almost linear complexity” as
desired.
To approximate multiplication by (2.14) in the HMF, we should have reason to
suppose H-matrix approximations to the S−1m matrices and the Am+1,m matrices
(see (2.14) and (2.15)) will be good approximations.
H-matrix approximations of Am+1,m are exact as they are diagonal matrices,
so that all their entries are within the diagonal blocks that are stored densely in
H-matrices.
Relation to previous theory and experiments approximating off-diagonal
blocks of Schur complements in §4
We have looked extensively at effectively approximating the Schur complements
using H-matrices in §4. However, it is worth noting that the previous exploratory
theory and experiments considered approximation of the Schur complements di-
rectly. (Recall that we considered direct approximation of the Schur complements
by H-matrices theoretically using their connection to Gm (see §4.2.4). We con-
sidered direct numerical approximation of the Schur complements from the exact
Schur complements using an SVD (see §4.3).) Therefore, we have not previously
considered the effect of ‘recursively approximating’ the Schur complements via
their definition in Definition 2.2.5, as is done in Algorithm 5.1.5. However, the
theory and experiments still motivate this recursive approximation.
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5.1.3.1 Numerical Results
We conduct numerical experiments with the weakly admissible HMF precondi-
tioner according to the description given earlier in §5.1.3. As we are solving the
same problems as those in the moving PML preconditioner, the solutions are the
same as those already seen in Figures 5-4(a) - 5-4(f) (apart from the case with
the alternative PML parameters ALT).
Next we give iteration counts for all of the experiments. For each problem
we consider different values of the approximation rank R (instead of sweeping
different numbers of rows D as we did for the moving PML preconditioner).
Firstly, we choose a leaf-size of 12 and perform all the same combinations
of experiments as for the moving PML method. So, as we did previously, for
each problem we look at the two levels of grid refinement HK1 and HK1.5
(odd and even numbered tables respectively). We conduct an experiment with
homogeneous wavespeed, point source and absorption in the problem as well as in
the preconditioner (C1, FPS and PWA) in Tables 5.12 - 5.13. Then we conduct
experiments with homogeneous wavespeed, no absorption in the problem and
with point source and plane wave solutions in turn (C1, PNA and FPS/FPW
respectively) in Tables 5.14 - 5.17. Finally we conduct experiments with no
absorption in the problem, point source and with varying wavespeed models:
the converging lens and the vertical waveguide (PNA, FPS and CL/CVW
respectively) in Tables 5.18-5.21.
Secondly, we conduct some experiments with different leaf-sizes. (We do not
always look at the two levels of grid refinement HK1 and HK1.5 for these exper-
iments.) For our base problem with no absorption in the problem, homogeneous
wavespeed and point source (HK1, C1, FPS and PNA) we consider the leaf-
sizes 24 and 48 in Tables 5.22 and 5.23 respectively. We also do our base problem
three times, with a different alteration each time: first for the grid refinement
HK1.5 in Table 5.24, then the plane wave FPW in Table 5.25 and then the
vertical waveguide CVW in Table 5.26.
Finally, we conduct some experiments with the alternative set of PML pa-
rameters ALT described in §5.1.1.6 in Tables 5.27- 5.30. In these four tables, we
respectively do the base problem (HK1, C1, FPS and PNA) for the leaf-sizes
24 and 48, then change the wavespeed to CL/CVW for leaf-size 48.
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64 4 4 4 4 4 4 4 4 3 3 3
128 5 5 5 5 5 5 4 4 4 3 3
256 6 6 6 6 5 5 5 5 4 3 3
512 8 7 7 7 7 7 6 6 4 3 3
R = 5
64 3 3 3 3 3 3 3 3 3 2 2
128 3 3 3 3 3 3 3 3 3 2 2
256 4 4 4 4 4 4 4 3 3 2 2
512 4 4 4 4 4 4 4 4 3 3 2
R = 10
64 2 2 2 2 2 2 2 2 2 2 2
128 3 3 3 3 3 3 3 3 2 2 2
256 3 3 3 3 3 3 3 3 2 2 2
512 3 3 3 3 3 3 3 3 3 2 2
Table 5.12: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PWA. Wavespeed model: C1.
Size smallest block: 12.
PPPPPPPPPkR & R








64 5 4 4 4 4 4 4 4 3 3 3
128 6 6 6 6 6 6 6 5 4 3 3
256 11 10 10 10 10 9 9 8 5 4 3
R = 5
64 3 3 3 3 3 3 3 3 3 2 2
128 4 4 4 4 4 4 4 3 3 3 2
256 4 4 4 4 4 4 4 4 3 3 3
R = 10
64 2 2 2 2 2 2 2 2 2 2 2
128 3 3 3 3 3 3 3 3 2 2 2
256 3 3 3 3 3 3 3 3 3 2 2
Table 5.13: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1.5. Source: FPS. Absorption level: PWA. Wavespeed model: C1.
Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 6 7 8 9 9 11
128 5 6 7 7 8 9 10 12
256 6 6 7 8 8 9 10 14
512 8 7 8 8 9 10 11 15
R = 5
64 3 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
512 4 5 6 7 7 9 9 14
R = 10
64 2 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 3 5 6 7 7 8 9 12
512 3 5 6 7 7 8 9 14
Table 5.14: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 12.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 5 6 6 7 7 8 9 10
128 6 7 7 8 8 9 10 12
256 11 11 11 11 11 12 13 15
R = 5
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 6 6 7 7 8 9 12
R = 10
64 2 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 3 5 6 7 7 8 9 12
Table 5.15: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1.5. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 7 7 8 9 10 11
128 5 6 7 8 8 9 10 13
256 6 6 7 8 8 10 11 14
512 7 7 7 8 9 10 11 16
R = 5
64 3 6 6 7 8 9 9 11
128 4 6 6 7 8 9 9 12
256 4 6 6 7 8 9 10 13
512 4 6 7 7 8 9 10 14
R = 10
64 2 6 6 7 8 9 9 11
128 3 6 6 7 8 9 9 12
256 3 6 6 7 8 9 10 13
512 3 6 7 7 8 9 10 14
Table 5.16: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPW. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 5 6 7 7 8 9 10 11
128 6 7 7 8 8 10 10 13
256 10 10 10 10 11 12 12 16
R = 5
64 3 6 6 7 8 8 9 11
128 4 6 6 7 8 9 9 12
256 4 6 7 7 8 9 10 13
R = 10
64 2 6 6 7 8 8 9 11
128 3 6 6 7 8 9 9 12
256 3 6 6 7 8 9 9 13
Table 5.17: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1.5. Source: FPW Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 12.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 5 6 6 7 8 9 10 11
128 6 6 7 7 8 9 10 12
256 7 7 7 8 8 9 10 13
512 8 8 8 8 9 10 11 15
R = 5
64 4 5 6 7 7 9 9 11
128 4 5 6 7 8 9 10 12
256 5 6 7 7 8 9 10 13
512 6 6 7 7 8 9 10 14
R = 10
64 3 5 6 7 8 9 10 11
128 3 5 6 7 8 9 10 12
256 3 5 6 7 8 9 10 13
512 4 6 6 7 8 9 10 14
Table 5.18: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: CL.
Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 5 6 7 7 8 9 9 11
128 7 7 8 8 9 9 10 12
256 10 10 11 11 11 12 13 16
R = 5
64 4 5 6 7 7 9 9 11
128 4 5 6 7 8 9 9 12
256 6 6 7 7 8 9 10 13
R = 10
64 3 5 6 7 7 9 9 11
128 3 5 6 7 8 9 10 12
256 4 5 6 7 8 9 10 13
Table 5.19: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1.5. Source: FPS Absorption level: PNA. Wavespeed model: CL.
Size smallest block: 12.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 7 8 8 10 11 12
128 5 6 7 8 9 10 11 14
256 6 6 7 8 9 10 11 16
512 7 7 8 9 9 10 12 18
R = 5
64 3 6 7 7 8 10 11 12
128 4 6 7 8 8 10 11 14
256 4 6 7 8 9 10 11 16
512 4 6 7 8 9 10 11 17
R = 10
64 3 6 7 7 8 10 11 12
128 3 6 7 8 8 10 11 14
256 3 6 7 8 9 10 11 16
512 4 6 7 8 9 10 11 17
Table 5.20: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: CVW.
Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 5 6 7 8 8 10 11 12
128 6 7 7 8 9 10 11 14
256 11 11 11 11 12 12 13 17
R = 5
64 3 6 7 7 8 9 10 12
128 4 6 7 7 8 9 10 13
256 4 6 7 7 8 9 10 14
R = 10
64 3 6 7 7 8 9 10 12
128 3 6 7 7 8 9 10 13
256 3 6 7 7 8 9 10 14
Table 5.21: Weakly admissible preconditioner iteration counts. Dependence of
h on kR: HK1.5. Source: FPS Absorption level: PNA. Wavespeed model:
CVW. Size smallest block: 12.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 6 7 8 9 9 11
128 5 6 7 7 8 9 10 12
256 6 6 7 8 8 9 10 14
512 8 8 8 8 9 10 11 15
R = 4
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 6 6 7 8 9 10 13
512 5 6 7 7 8 9 10 14
R = 5
64 3 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
512 4 5 6 7 7 9 9 14
R = 10
64 2 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 3 5 6 7 7 8 9 12
512 3 5 6 7 7 8 9 14
Table 5.22: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 24.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 5 6 7 7 8 9 10
128 5 6 7 7 8 9 10 12
256 6 6 7 8 8 9 10 14
512 7 7 8 8 9 10 11 15
R = 4
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 6 6 7 8 9 10 13
512 5 6 7 7 8 9 10 14
R = 5
64 3 5 6 7 7 8 9 10
128 3 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
512 4 5 6 7 7 9 9 14
Table 5.23: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 48.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 5 6 7 7 8 9 10
128 6 6 7 8 8 9 10 12
256 11 11 11 11 11 12 13 16
R = 4
64 3 5 6 7 7 8 9 10
128 4 6 6 7 7 8 9 11
256 6 6 7 7 8 9 10 13
R = 5
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 6 6 7 7 8 9 12
Table 5.24: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1.5. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 48.
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kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 6 7 8 9 10 11
128 5 6 7 7 8 9 10 12
256 6 6 7 8 8 10 11 14
512 7 7 7 8 9 10 11 16
R = 4
64 3 6 6 7 8 9 9 11
128 4 6 6 7 8 9 10 12
256 4 6 7 7 8 9 10 13
512 5 6 7 7 8 9 10 15
R = 5
64 3 6 6 7 8 9 9 11
128 3 6 6 7 8 9 9 12
256 4 6 6 7 8 9 10 13
512 4 6 7 7 8 9 10 14
Table 5.25: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPW. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 48.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
64 4 6 7 8 8 9 11 12
128 5 6 7 8 9 10 11 14
256 6 6 7 8 9 10 11 16
512 7 7 8 9 9 10 12 18
R = 4
64 3 6 7 7 8 10 11 12
128 4 6 7 8 8 10 11 14
256 4 6 7 8 9 10 11 16
512 5 6 7 8 9 10 11 17
R = 5
64 3 6 7 7 8 10 11 12
128 4 6 7 8 8 10 11 14
256 4 6 7 8 9 10 11 16
512 4 6 7 8 9 10 11 17
Table 5.26: Weakly admissible preconditioner iteration counts. Dependence of h
on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: CVW.
Size smallest block: 48.
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XXXXXXXXXXXXkR/2π & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
16 8 8 9 9 10 12 14 14
32 12 12 12 12 12 14 15 16
64 18 17 16 16 17 17 18 20
128 29 28 27 26 26 26 26 28
R = 5
16 5 6 8 9 10 12 13 13
32 8 8 8 9 10 12 14 15
64 11 11 11 12 12 13 15 17
128 20 19 19 18 18 18 19 22
R = 10
16 4 6 8 9 10 12 13 13
32 5 6 8 9 10 12 14 15
64 7 7 8 9 10 12 14 17
128 12 12 12 12 13 14 15 19
Table 5.27: Weakly admissible preconditioner iteration counts. ALT. Depen-
dence of h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed
model: C1. Size smallest block: 12.
XXXXXXXXXXXXkR/2π & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
16 5 6 8 9 10 12 13 13
32 8 8 9 10 11 12 14 15
64 13 12 12 13 13 14 16 18
128 30 23 21 21 21 21 22 24
R = 5
16 5 6 8 9 10 12 13 13
32 7 8 8 9 10 12 14 15
64 12 11 11 12 12 13 15 17
128 20 19 19 19 19 19 19 22
R = 10
16 4 6 8 9 10 12 13 13
32 5 6 8 9 10 12 14 15
64 7 7 8 9 10 12 14 17
128 12 12 12 12 13 14 15 19
Table 5.28: Weakly admissible preconditioner iteration counts. ALT. Depen-
dence of h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed
model: C1. Size smallest block: 48.
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XXXXXXXXXXXXkR/2π & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
16 6 6 7 8 9 11 12 12
32 8 8 8 9 10 11 12 13
64 12 12 12 12 12 13 14 16
128 19 18 18 19 19 19 19 21
R = 5
16 5 6 7 8 9 11 12 12
32 7 7 8 8 9 11 12 13
64 9 9 9 10 10 11 13 15
128 13 12 13 13 13 14 14 17
R = 10
16 4 6 7 8 9 11 12 12
32 5 6 7 8 9 11 12 13
64 7 7 7 8 9 11 12 15
128 9 9 9 9 10 11 13 16
Table 5.29: Weakly admissible preconditioner iteration counts. ALT. Depen-
dence of h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed
model: CL. Size smallest block: 48.
XXXXXXXXXXXXkR/2π & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 3
16 8 8 10 12 14 17 20 20
32 9 10 11 13 15 18 22 25
64 13 13 14 16 17 20 24 30
128 23 22 22 22 22 25 28 37
R = 5
16 6 8 10 12 14 17 20 20
32 8 8 11 13 14 18 22 25
64 11 11 13 14 16 20 24 30
128 16 16 16 17 18 22 25 36
R = 10
16 4 8 10 12 14 17 20 20
32 6 8 10 12 14 18 22 25
64 7 9 11 13 15 19 23 30
128 10 11 12 14 16 20 24 35
Table 5.30: Weakly admissible preconditioner iteration counts. ALT. Depen-
dence of h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed
model: CVW. Size smallest block: 48.
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5.1.3.2 Interpretation of weakly admissible preconditioner results
We discuss several aspects of the weakly admissible preconditioner results in turn.
1) Reduction in iteration counts as R increases
2) Little change in iteration counts for increased leaf-size
3) Higher iteration counts in the ALT cases
4) Small improvements due to absorption occasionally, more common in ALT
case
We also note that we again observe that there is little change in the iteration
counts when finer grids are used, apart from occasional small increases for the
finer grids and that this was commented upon in 3) in §5.1.2.4.
1) Reduction in iteration counts as R increases
We see the behaviour of the preconditioner with respect to the changing rank
R is similar for all the various experiments. Recall that the rank R denotes the
rank of the approximations of each admissible block. We expect the precondi-
tioner to perform better for larger ranks R.
Generally the numerical experiments do indeed show reduced iteration counts
for larger R. We do not include results for R = 1 and R = 2 as the iteration
counts were often large and unstable or the iterative method did not converge at
all.
For R = 4 and 5 the preconditioner becomes much more stable and the
iteration counts are all below 10 (when kI ≤ 1) in the non-ALT cases. Hence a
rank of 4 or 5 is sufficient to stably generate a good approximate inverse. A rank
of 4 or 5 would be good to choose in practice: we see that increasing the rank to
10 results in little change to the iteration counts for the increased memory and
storage costs.
2) Little change in iteration counts for increased leaf-size
We compare iteration counts for different leaf-sizes. The experiment HK1,
FPS, PNA, C1 was conducted with three leaf-sizes: 12, 24 and 48, in Tables
5.14, 5.22 and 5.23 respectively. The iteration counts are almost identical for all
the ranks in the tables. The main exception is the slight difference of the ranks
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when R = 3, kR = 512, kI = 0, 0.25, however R = 3 is not in the stable range of
R for this variant of the preconditioner (see 1)).
3) Higher iteration counts in the ALT cases
In the cases with the alternative PML parameters, the iteration counts are
significantly higher than their counterparts, compare for example Tables 5.14 and
5.27. The values of kR is a little higher for the alternative parameters, but even
for the comparable values (taking for example kR = 128 in the normal case and
kR = 2π ∗16 in the ALT case) the iteration counts are considerably higher in the
ALT case. As nothing has changed apart from the PML parameters, it is likely
that for these parameters the PMLs are performing suboptimally and may be
allowing some small level of reflections (though the solutions look similar), that
make the problems considerably harder to solve and cause the higher iteration
counts.
4) Small improvements due to absorption occasionally, more common
in ALT case
Out of the all the experiments that do not have absorption in the problem
PNA and are not the alternative PML parameters ALT case, there is only one
case where an improvement due to absorption is seen; in Table 5.14, R = 3,
kR = 512, for the smallest amount of absorption, the iteration count is one lower.
However, in the case with the alternative PML parameters ALT, in Tables 5.27-
5.30, in many cases with kR = 512, some improvement due to absorption is
seen, though the most significant ones are for R = 3 (see especially Table 5.28),
that is not in the stable range of R for this variant of the preconditioner (see
1)). Overall, the fact that more improvements due to absorption are seen in the
ALT case, tends to suggest that improvements due to absorption are more likely
to be observed when the problem is harder to solve (as the ALT case is, see
3)) and the preconditioner exhibits higher iteration counts. This observation is
born out by the experiments conducted by Shanks and his similar observation
in [101, §5.4.1]. Improvements due to absorption in terms of actually reducing
the iteration counts are seen in [101, Tables 5.7-10], where the experiments were
conducted with wavespeed drawn from the Marmousi model (see Figure 4-12), a
significantly harder problem to solve, that results in significantly higher iteration
counts. (Iteration counts for increasing wavenumbers {70, 79, 91} were reduced to
{60, 69, 69} respectively when kI = 1, numbers drawn from [101, Tables 5.7 and
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5.10].) This reduction in the iteration counts is in contrast to Tables [101, Tables
5.1-6] with simpler wavespeed models, where little reduction is seen in any of the
iteration counts when absorption was included, similarly to our results.
5.1.4 Strongly Admissible H-Matrix version
The algorithm for this preconditioner is exactly as in §5.1.3, recall Algorithms
5.1.5 and Algorithm 5.1.6, with the exception that we use strongly admissible
H-matrices instead of weakly admissible H-matrices with functions hinv, hsub,
hdiagnul, and hmatvec adapted accordingly. The code used for our experiments
is based on the code provided by Lexing Ying that we used in §5.1.3, but we
replaced the weakly admissible approximation by an adapted strongly admissible
H-matrix functionality. The code for the strongly admissible H-matrix functions
was provided by Stephanie Meier-Rohr, for some details about the exact functions
used see Appendix A. This code does not use the full H-matrix algebra, but the
results do show the power of H-matrices in building these preconditioners.
We note that this code can be viewed as a different implementation of the
preconditioner used for Engquist and Ying’s numerical experiments in [34] as
they used strongly admissible H-matrices. Our experiments focus on examining
the effect of adding absorption (not covered in [34]) and consider a variety of
different ranks R for the low-rank approximations.
5.1.4.1 Interpretation of strongly admissible preconditioner results
We discuss several aspects of the strongly admissible preconditioner results in
turn.
1) Reduction in iteration counts as R increases
2) Small change in iteration counts for increased leaf-size
3) Same or higher iteration counts than in weakly-admissible case
Comparing Tables 5.31 and 5.33 we also note that we again observe that
there is little change in the iteration counts when finer grids are used, apart from
occasional small increases for the finer grids and that this was commented upon
in 3) in §5.1.2.4.
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PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 1
64 5 5 6 7 7 8 9 10
128 5 6 6 7 8 8 9 11
256 6 6 7 7 8 9 10 13
R = 2
64 4 5 6 7 7 8 9 10
128 5 6 6 7 7 8 9 11
256 5 6 6 7 8 9 9 12
R = 3
64 4 5 6 7 7 8 9 10
128 5 6 6 7 7 8 9 11
256 5 6 6 7 8 9 9 12
R = 5
64 4 5 6 7 7 8 9 10
128 5 6 6 7 7 8 9 11
256 5 6 7 7 8 9 9 12
Table 5.31: Strongly admissible preconditioner iteration counts. Dependence of
h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 12.
244
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 1
64 4 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 5 6 6 7 7 8 9 12
R = 2
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
R = 3
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
R = 5
64 3 5 6 7 7 8 9 10
128 4 5 6 7 7 8 9 11
256 4 5 6 7 7 8 9 12
Table 5.32: Strongly admissible preconditioner iteration counts. Dependence of
h on kR: HK1. Source: FPS. Absorption level: PNA. Wavespeed model: C1.
Size smallest block: 24.
PPPPPPPPPkR & R
kI 0 0.25 0.5 0.75 1 1.5 2 k0.25R
R = 1
64 5 5 6 7 7 8 9 10
128 6 7 7 7 8 9 10 12
256 8 8 8 8 8 9 10 13
R = 2
64 4 5 6 7 7 8 9 10
128 6 6 6 7 8 9 9 11
256 6 7 7 7 8 9 10 12
R = 3
64 4 5 6 7 7 8 9 10
128 6 6 7 7 8 9 9 11
256 6 7 7 7 8 9 10 12
Table 5.33: Strongly admissible preconditioner iteration counts. Dependence of
h on kR: HK1.5. Source: FPS. Absorption level: PNA. Wavespeed model:
C1. Size smallest block: 16. For k = 128, N = 512.
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64 5 4 4 4 4 4 4 4 3 3 2
128 5 5 5 5 5 5 5 5 4 3 2
256 6 6 6 6 6 6 6 5 4 3 2
R = 2
64 4 4 4 4 4 4 4 4 3 3 2
128 5 5 5 5 5 4 4 4 3 3 2
256 5 5 5 5 5 5 5 5 4 3 2
R = 3
64 4 4 4 4 4 4 4 4 3 3 2
128 5 5 5 5 5 4 4 4 3 3 2
256 5 5 5 5 5 5 5 5 4 3 2
R = 5
64 4 4 4 4 4 4 4 4 3 3 2
128 5 5 5 5 5 4 4 4 3 3 2
256 5 5 5 5 5 5 5 5 4 3 2
Table 5.34: Strongly admissible preconditioner iteration counts. Dependence of
h on kR: HK1. Source: FPS. Absorption level: PWA. Wavespeed model: C1.
Size smallest block: 12.








64 5 5 5 4 4 4 4 4 3 3 2
128 6 6 6 6 6 6 6 6 4 3 3
256 8 8 8 7 7 7 7 7 5 3 3
R = 2
64 4 4 4 4 4 4 4 4 3 3 2
128 6 5 5 5 5 5 5 5 4 3 3
256 6 6 6 6 6 6 6 5 4 3 3
R = 3
64 4 4 4 4 4 4 4 4 3 3 2
128 6 6 5 5 5 5 5 5 4 3 3
256 6 6 6 6 6 6 6 6 4 3 3
Table 5.35: Strongly admissible preconditioner iteration counts. Dependence of
h on kR: HK1.5. Source: FPS. Absorption level: PWA. Wavespeed model:
C1. Size smallest block: 16.
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1) Reduction in iteration counts as R increases
All the tables show reduced iteration counts as R increases, as in the weakly
admissible H-matrix preconditioner. We are able to include results for R = 1 and
R = 2 as the iteration counts are stable for even these small ranks. This is because
the strongly admissible condition is more restrictive or stronger, as discussed
in §4.2. Some of the low-rank properties predicted for strongly admissible H-
matrices in §4.2 are seen also for weakly admissible matrix blocks in §4.3, yet the
fact that the preconditioner behaving more stably in this strongly admissible case
lends some weight to the idea that the low-rank theory is better justified in the
strongly admissible case we use. (Engquist and Ying do find low-rank results for
an off-diagonal block [34] of a weakly admissible H-matrix, see Theorem 2.2.23,
but it is unclear how justified the scaling of this result to smaller diagonal blocks
is.
2) Small change in iteration counts for increased leaf-size
Tables 5.31 and 5.32 show that for leaf sizes 12 and 24 respectively, there
is some small change in the iteration counts, a different effect to in the weakly
admissible matrix case where there was little change for different leaf-sizes. As
the leaf-size 12 is the case where more of the matrix is stored in low-rank off-
diagonal blocks (i.e. approximated rather than being stored exactly, see §4.2.2
and §4.2.3), it makes sense that this should be the table with higher iteration
counts, as is observed.
3) Same or higher iteration counts than in weakly-admissible case
Comparing Tables 5.14 and 5.31 for R = 3 and R = 5 show that the iteration
counts in the strongly admissible version are similar or higher than the iteration
counts in the weakly admissible version. This is unexpected as the strongly-
admissible H-matrices provide a better approximation to the original matrices,
see §4.2. However, the iteration counts seen in the original strongly-admissible
implementation of the preconditioner by Engquist and Ying are lower than either
of the sets of iteration counts we see in this thesis [34, Table 3.1], so the large
strongly-admissible iterations counts that we see may be due to the particular
implementation of the strongly-admissible preconditioner, rather than a definitive




In Chapter 2 we look at previous work on sweeping preconditioners for Helmholtz
problems. We recollect a particular formulation of a sweeping preconditioner and
identify the importance of approximating Schur complement matrices S−1m (see
Definition 2.2.5) that arise in the formulation. We find that the Schur comple-
ment matrices are approximations to matrices Gm (see Definition 2.2.7). These
matrices Gm are formed of point-wise evaluations of a sequence of Green’s func-
tions Gm (see Definition 2.2.6) for half-plane Helmholtz problems. The Green’s
functions Gm are the sum of two Hankel functions (the fundamental solution
of the Helmholtz equation in 2D, see §1.1.1.1, especially (1.3)). There exists
low-rank approximation theory for the Hankel functions and thence the Green’s
functions Gm. This motivates low-rank H-matrix approximation (see description
of H-matrices in §1.8.3) of Gm and thence of S−1m .
In Chapter 3 we present our new results about the existence of low-rank sep-
arable expansions for the Hankel function. The main results are Theorems 3.2.3
and 3.2.9 (with important associated Remarks 3.2.5, 3.2.7, 3.2.10 and 3.2.11 and
Lemma 3.2.8). We then use these to obtain results about the existence of low-
rank separable expansions for the sequence of half-plane Green’s functions Gm
from Chapter 2. The main results are Theorems 3.3.3 and 3.3.7 (with important
associated Remarks 3.3.4, 3.3.5 and 3.3.6 and Remarks 3.3.9 and 3.3.10 respec-
tively). Our results differ from the previous work on low-rank results recollected
in Chapter 2 because we focus here on examining the effect of absorption. In
practice absorption is added to sweeping preconditioners, but little work has pre-
viously been done on the low-rank theory in the case of added absorption. We
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show that for a special form of absorption, either
• a lower rank may be needed to get the same quality of approximation
(Theorems 3.2.3 and 3.3.3),
• the approximation quality improves (Theorems 3.2.9 and 3.3.7),
• or that, under certain conditions, the low-rank expansions exist on much
taller domains when absorption is added (Remarks 3.2.7 and 3.3.5).
In Chapter 4 we use the low-rank results for the sequence of Green’s functions
Gm obtained in Chapter 3, to prove new results about H-matrix approximations
to Gm. The main results are Theorems 4.2.29, 4.2.33 and 4.2.35. We show that
for a special form of absorption, either
• a lower rank may be needed to get the same quality of approximation for
some H-matrix blocks (Theorems 4.2.29),
• the approximation quality improves (Theorems 4.2.33 and 4.2.35).
Since the Schur complement matrices S−1m are approximately equal to the matrices
Gm we conduct numerical experiments on H-matrix blocks of both S−1m and Gm.
Here we do empirical studies including the case of variable wavespeed c(x) in
S−1m . This is not covered in the Green’s function theory, which requires constant
wavespeed, see §1.1.1. We find very good correlation between the results of the
numerical experiments and the theoretical results, observing many properties we
expect to find in consequence of the improvements due to absorption shown in the
theory, see the analysis in §4.3.3-4.3.6. A summary of the analysis is as follows:
• the dependence of the rank upon the quality of the approximation (Exper-
iment 1 in §4.3.3),
• the independence of the rank on the wavenumber (Experiment 2 in §4.3.4),
• the exponential improvement in the quality of the approximation with ab-
sorption (Experiment 3 in §4.3.5),
• and the ranks still being low for fatter domains when absorption is included
(Experiment 4 in §4.3.6).
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In Chapter 5 we perform experiments with existing sweeping preconditioners
– both in the common scenario when the problem to be solved does not contain
absorption (see Definition 1.9.4) and also the less common scenario when the
problem to be solved does contain absorption. These experiments are novel in
that they particularly study the effect of adding absorption. Specifically our goal
is to investigate whether the benefits due to absorption seen in the H-matrix
approximations of the Schur complement matrices S−1m translate to benefits in
the performance of the preconditioner. We also consider the effect of varying
the rank R in the H-matrix approximation of the Schur complements and the
height of quasi-1D problems solved as part of the moving PML method (see
§5.1.2). The main analysis of the results is summarised in §5.1.2.5, §5.1.3.2 and
§5.1.4.1. In some cases we see improvements due to absorption and in others
we do not. The performance of the iterative method is highly dependent on the
parameters used in both the discretisation of the problem and the construction
of the preconditioners. An example of the former is 4) in §5.1.3.2, that says
that small improvements due to absorption more common in the ALT case (see
§5.1.1.6) where the PML has different parameters. An example of the latter is
4) in §5.1.2.5, that says that improvement due to absorption are more likely to





Here we give details about the functions hsub, hdiagmul, hmatvec and hinv,
coded by Stephanie Meier-Rohr and used in the strongly admissible H-matrix
preconditioner in §5.1.4. We give details only at the level of a sub-block of a
H-matrix, where the result should also be a sub-block of a H-matrix.
1) hsub To add two H-matrix blocks A = UV T and B = U ′V ′T , first the low-
rank matrix factors are concatenated as follows: A′ = [U, U ′], B′ = [V, V ′]T .
Then QR-decompositions of the concatenations are found [Q, T ] = qr(A′),
[Q′, T ′] = qr(B′). Then the SVD of the multiple of the two ‘R’ matrices (T
and T ′) is found as follows: [U ′′, Σ′′, V ′′] = svd(TT ′). Finally the two low-
rank matrices are created as follows: calculate U ′′′ = QU ′′Σ′′ and truncate
it to the first R columns and calculate V ′′′ = Q′V ′′ and truncate it to the
first R rows.
2) hdiagmul This operation multiplies a H-matrix and a diagonal matrix, but
is not done taking into account the fact that the diagonal matrix is sparse;
instead it is computed as a normal H-matrix multiplication. The normal
H-matrix multiplication is as follows.
To multiply the two H-matrix blocks A = UV T and B = U ′V ′T , their
multiplication is given by AB = U(V T U ′)V ′T = U(V ′U ′T V )T , which is
already in the low-rank form of a H-matrix block.
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3) hmatvec To multiply the H-matrix block A = UV T by the vector x, first
compute y = V T x and then Uy.
4) hinv calculates a full-rank inverse of the low-rank matrix according to [57,
Algorithm 5] and compresses it to a low-rank H-matrix using a truncation
of the SVD. (The truncation of the SVD is as follows: for a low-rank matrix
of rank R, the appropriate first R singular vectors of U ′ and ΣV ′∗ (from the
SVD in Theorem 4.3.1) form the low-rank approximation for each block).
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