In this paper we study the radiation spectrum generated by the quantum dynamics of a double resonance model and a driven square well system. We use Floquet theory to analyze the radiation generated by these systems. We present the results of numerical simulations that indicate a connection between high harmonic generation and underlying classical chaos in these models. Our results provide a means of predicting the radiative characteristics of multilevel quantum systems subject to a strong periodic driving force.
I. INTRODUCTION
High harmonic generation ͑HHG͒ by atoms subject to intense laser pulses is a major topic in nonlinear atomic physics. The characteristic radiation spectrum of strongly driven atomic systems consists of a rapid decrease in radiated intensity over the first few laser harmonics followed by a plateau of approximately equal intensity peaks out to an abrupt cutoff. For atoms subject to low frequency driving fields 0 рI p , where 0 is the driving frequency and I p is the ionization potential, electron ionization and subsequent recombination account for the cutoff location. If the driving frequency is lower than the tunneling frequency, given by F/ͱ2I p , where F is the field strength, the electron will tunnel through the quasistatic barrier ͓1͔. It may gain energy from the laser field and recombine, emitting high frequency radiation. The energy gained by the electron is determined by the phase of the driving field at the instant the electron tunnels. The maximum energy that can be gained by an electron that returns to the core is 3.17U p , where U p is the cycle averaged electron energy in the laser field: F 2 /4 0 2 ͓2-4͔. Thus a two-step ionization and recombination process accounts for the experimentally observed cutoff law.
However, high harmonic generation has proved general to all known strongly driven quantum systems, including those that allow no ionization. Several examples are the driven two-level model ͓5͔, the driven triangular well ͓6͔, and the driven anharmonic oscillator ͓7͔. The location of the cutoff in these systems is clearly not due to ionization and recombination. Recently, Gauthey et al. ͓8͔ have shown the cutoff in the two-level model to be given by max Ӎ ab /2ϩ2⍀, where ⍀ is the Rabi frequency 2dF/ប and ប ab ϵE a ϪE b . As usual, d is the off-diagonal dipole matrix element and E a and E b are the energy eigenvalues. The 2⍀ term can be viewed as arising from the dynamical Stark shift of either state. Thus this term represents the kinetic energy attainable from the driving field. This sets the gain curve ͑the frequency range over which the system may respond͒ analogous to the 3.17U p term in the tunneling regime, although the cutoff dependence on field strength is quite different.
In this paper, we consider mechanisms for HHG in multilevel quantum systems driven by time periodic semiclassical force fields. The classical counterpart of such systems can exhibit a transition to chaos ͓9͔. It is well known that chaos in a classical system will allow a particle to diffuse throughout the chaotic region, sampling a range of energies. By transforming the classical Hamiltonian of a particle subject to a strong driving force to action-angle variables, the Hamiltonian, in general, will take the form 1/2 . For sufficiently strong fields these resonances will overlap and lead to chaos in the phase space. The presence of chaos in a classical model driven by a strong periodic force indicates the corresponding quantum system might sample a wider range of energies, gain kinetic energy from the driving field, and radiate harmonics of the driving frequency. Averbukh and Moiseyev ͓10͔ found that the harmonic cutoff in the double resonance model is given by the extent in energy of the underlying classical chaos.
In this paper we use Floquet analysis ͓9,11,12͔ to examine the relationship between chaos in classical systems and HHG in their quantum counterpart. We will look first at the classical and quantum versions of the paradigm system for the generation of chaos: the double resonance model. This model is important for theoretical studies of renormalization in classical and quantum dynamics ͓9,13͔. Then we carry out a study of the classical and quantum dynamics of the driven square well, which may be more easily realized in laboratory experiments ͓14͔. Both these systems contain regions of confined chaos.
II. DOUBLE RESONANCE MODEL
In this section, we examine the classical and quantum dynamics of the simplest Hamiltonian system that exhibits a transition to chaos, the double resonance model ͓9,13,15,16͔. We use Floquet theory to make the connection between HHG and classical structures, similar to the analysis of Averbukh and Moiseyev ͓10͔. However, we consider the radiation
͑2.2͒
This system models the dynamics in the vicinity of a pair of nonlinear resonances, as in the action-angle Hamiltonian for an atom subject to a strong periodic driving field. It has two primary resonances that may interact, producing higher-order nonlinear resonances and chaos in the phase space. The primary resonances lie at J i ϭ 0 /M i with iϭ1,2. Figure 1 shows the phase space for this system using M 1 ϭ1, M 2 ϭ3, 0 ϭ9.7, V 1 ϭ4.5, and V 2 ϭV 1 /4. The resonances are located at J 1 Ϸ9.7 and J 2 Ϸ3.23. From the strobe plot we see that there are three distinct phase space structures for this field strength. There are regions above and below the resonances corresponding to integrable or ''regular'' motion. The primary nonlinear resonances have begun to overlap and create a network of higher-order resonances. This produces a regular region within the large primary resonance, surrounded by a chaotic strip in the phase space. A particle that starts out in the chaotic region may sample energies throughout this region, while a particle trapped in the remaining larger primary has a maximal kinetic energy range determined by the width of the resonance. The kinetic energy accessible to a classical particle in the chaotic region is J max 2 /2ϪJ min 2 /2, where J max and J min are the upper and lower bounds in action of the chaotic strip. Dividing this by the driving frequency gives the maximum expected harmonic frequency component of the particle motion. From the strobe plot, we see this is near the tenth harmonic. For the particle trapped inside the M 1 resonance, the classically predicted cutoff is near the fifth harmonic.
B. Quantum model
We now study the radiation generated by the quantum version of the paradigm system. Taking J→Ĵ ϭϪi(‫,)ץ/ץ‬ the Schrödinger equation becomes
where (t) is the turn-on function.
For all of the calculations in this paper we will use a turn-on function given by
where is the number of cycles in the turn-on. After the turn-on, the Hamiltonian is invariant under the discrete time translation symmetry t→tϮ2/ 0 . This allows us to analyze the system in terms of eigenstates of the unitary oneperiod time evolution operator ͑Floquet states͒ ͓11,12͔. 
͑2.9͒
We show the radiation spectrum for this system obtained from integrating the Schrödinger equation with parameter values identical to the classical case. Figure 2 shows the log power spectrum for 0 ϭ9.7 and various initial atomic states. These show the radiative characteristics for the atomic system prepared in each of the three distinct classical regions. In each case, we turn on the interaction with the sin 2 ramping over 16 cycles, followed by constant amplitude for 32 cycles. The acceleration time series is calculated from the constant amplitude integration. The power spectrum is estimated by taking the modulus squared of the Fourier transform () of the acceleration time series. Note that we do not expect even harmonics to be forbidden, as in realistic atomic systems, since the Hamiltonian is not invariant under →Ϫ. Figure 2͑a͒ shows the spectrum typical of a quantum system excited into a state or set of states that has regular underlying classical dynamics. There is no significant harmonic generation. The individual Floquet states, which are the stationary states of the atom plus laser system, have support localized to a narrow band of atomic states. Thus a singly excited Floquet state will possess a narrow gain curve ͑see Appendix B͒. Figure 2͑b͒ shows a typical spectrum for a quantum system with underlying classical chaos: Radiation is produced with the gain curve approximately given by the width in kinetic energy of the chaotic strip. The spectrum shows a cutoff near the tenth harmonic, in agreement with the classical prediction. Projection of the initial wave function ͑after turn-on͒ onto the Floquet basis shows several states with reasonable population. This is not unexpected since the states do not evolve perfectly adiabatically for the finite turn-on. The quasienergies of the initially populated states determine the detailed structure of the radiation spectrum without affecting the location of the cutoff. This is because Floquet states may become ''broadened'' across the classically irregular region, gaining support on atomic states throughout the chaotic region ͓17,18͔. Thus a single Floquet state, with support across the chaotic region, generates only pure harmonics of the driving field ͑see Appendix B͒, with the cutoff given by the width in energy of the chaotic strip. The presence of shifted harmonics is an indication that multiple broadened Floquet states are contributing ͓19,20͔. Figures  3͑a͒-3͑c͒ show the Floquet states involved in production of the radiation seen in Fig. 2͑b͒ . Figure 2͑c͒ shows the radiation spectrum of a typical atomic system trapped in a single nonlinear resonance. It has many shifted harmonics ͑hyper-Raman lines͒ and a cutoff given by the width in energy of the nonlinear resonance. For the M 1 primary resonance, the classically predicted cutoff is at about the fifth harmonic, which agrees well with the cutoff in Fig. 2͑c͒ . The many shifted peaks indicate the excitation of many Floquet states associated with the resonance. show the Husimi distributions for several of these ''resonance'' states.
Our results describe the radiative characteristics of Floquet states associated with these three distinct regions in classical phase space. The results we have seen for the double resonance model should be applicable to all strongly driven multilevel systems, where regular regions, nonlinear FIG. 2. Radiation spectrum for states initially localized to the three distinct classical regions of the double resonance model. For each case, the rotor is placed in an initial state n and the interaction is ramped on with a 16 cycle turn-on. The typical spectrum corresponding to ''regular'' regions is shown in ͑a͒ where nϭ20. The typical spectrum for ''chaotic'' initial conditions is shown in ͑b͒, where nϭ3. The radiation produced by a superposition of ''resonance'' states is shown in ͑c͒, where nϭ8.
resonances, and chaos coexist in phase space.
III. DRIVEN PARTICLE IN A SQUARE WELL POTENTIAL
The rest of the paper will be devoted to studying a particle confined to an infinitely deep square well and driven by a time-periodic field. The infinite square well is representative of a class of systems whose potential is of the form V(x) ϭx 2n for nу2 ͑it is the n→ϱ limit of this form͒. Any classical system of this type will develop nonlinear resonances at low energies when it is driven by a periodic force. These resonances can overlap and create a region of chaos that is bounded from above ͓21,22͔. The quantum versions of these systems also have features corresponding to classical nonlinear resonances ͓23,24͔. These structures have important effects, similar to those that were seen in the double resonance model, on the radiation spectra of these systems.
A. Classical system
The Hamiltonian for the driven square well is
where m is the mass, p is the momentum, and x is the position of the particle. The width of the square well is 2a. The driving field has amplitude ⑀ and frequency 0 , with t as the time coordinate. This Hamiltonian can be made dimensionless using the scaling transformation introduced in ͓21͔, where H ϭHc, x ϭxa, p ϭpͱ2mc, ⑀ϭ⑀(c/a), t ϭtaͱ2m/c, and 0 ϭ 0 (1/a)ͱc/2m. This transformation introduces an arbitrary unit of energy c. The scaled Hamiltonian ͑in units of c) is
where all quantities are now dimensionless. Note that ⑀ and 0 are not independent parameters since the transformation ( 0 ,⑀)→( 0 ͱc,⑀c) produces the same dynamics ͑with a rescaling of the energy unit c). Because of this scaling law we can choose an arbitrary 0 , study the dynamics as a function of ⑀, and effectively analyze the dynamics for any set of ( 0 ,⑀). In this paper we choose 0 ϭ80. Figure 4 shows strobe plots of this system ͑in action-angle variables͒ for ⑀ϭ50, 320, and 1600.
We can rewrite this Hamiltonian using action-angle variables. We find
The action and angle variables are defined by Jϭ2͉p͉/ and ϭϮ(xϩ1)/2. This form of the Hamiltonian indicates that primary resonances for the driven system occur at values of the action variable given by J c m ϭ2 0 /m 2 . The mϭ1 resonance is apparent in all of the strobe plots in Fig. 4 . The mϭ3 resonance is visible only in the ⑀ϭ50 plot. For ⑀ ϭ320 and 1600 all of the primary resonances have overlapped and all but the mϭ1 resonance have been destroyed. Note that the mϭ1 resonance cannot overlap with any higher energy primary resonances because there are no primary resonances with a higher energy. Thus the region above the mϭ1 resonance will remain regular for all field strengths. This leads to ''bounded chaos'' in the system. We will show that this structure has a profound effect on the dynamics of the corresponding quantum system.
B. Quantum system
The Schrödinger equation for a driven particle in an infinite square well is given by
where H 0 is the Hamiltonian for the undriven system ͑i.e., H 0 ϭp 2 , ͉x͉р1) and (t) is the turn-on function ͓see Eq. ͑2.4͔͒. For all square well calculations we use បϭ1.
Again we use the eigenstates of H 0 to analyze the Schrö-dinger equation for this system. The boundary conditions for the eigenstates of H 0 are (Ϫ1,t)ϭ(1,t)ϭ0, where (x,t)ϭ͗x͉(t)͘. The energy eigenvalues of H 0 are
and the corresponding wave functions are given by
where ͉E n ͘ represents the eigenstate whose eigenvalue is E n . The dipole matrix elements for these eigenstates are 
͑3.8͒
This system can be numerically solved for any initial condition. The radiation spectrum is simply the Fourier transform of the acceleration, and the acceleration time series is given by
͑3.9͒
where
is the ''acceleration matrix element.'' We use a basis of the first 80 eigenstates of H 0 , which extends well into the regular region for all of the field strengths we will consider. All spectra were calculated using 128 cycles of the field after the end of the initial turn-on period. Examples of spectra are shown in Fig. 5 . Note that since parity is a good quantum number for this system there is no radiation at even harmonics of the driving field.
IV. HARMONIC GENERATION IN THE SQUARE WELL
We study harmonic generation in the quantum system for two field strengths. At each field strength we calculate the radiation spectrum, and Floquet composition at the end of the turn-on, for several initial states. In each case the spectrum is essentially determined by which Floquet states are FIG. 5 . Spectra for the driven square well at ⑀ϭ320. These three spectra are typical for initial conditions starting in the three regions of classical phase space: ͑a͒ regular, ͑b͒ resonance, and ͑c͒ chaotic. The cutoffs for ͑b͒ and ͑c͒ are determined by the range of energies a classical particle in each region can sample.
excited. For a general discussion on the radiation spectrum of a superposition of Floquet states see Appendix B.
A. Strong field
The classical phase space for field strength ⑀ϭ320 is chaotic for actions less than about 25. However, in the middle of this chaotic sea there is a prominent resonance from 12 to 22 in action and about Ϫ1 to 1 in angle. Above Jϭ25 the phase space is regular.
We compute the radiation spectrum of the quantum system for three different initial conditions nϭ3, nϭ16, and nϭ35. This allows us to study the quantum behavior for states that sit in the chaotic, resonance, and regular regions of the classical phase space. For this field strength we use a 12-cycle turn-on. The radiation spectrum for each initial condition is shown in Fig. 5 .
For initial state nϭ35 we see that there is no high harmonic generation. The radiation spectrum is typical of what we might find using perturbation theory at weak field strengths. There is no significant harmonic radiation. After computing the Floquet eigenstates for this field strength we find that only one Floquet state was excited for this initial condition. The Husimi distribution of that Floquet state is shown in Fig. 6͑a͒ . ͑Note that this and all Husimi distributions for this system should go to zero at ϭ0 since this corresponds to xϭϪ1. Because of the smoothing involved in creating the Husimi distribution there appears to be nonzero probability at ϭ0 even though the wave function goes to zero there.͒ It is clear that the Husimi distribution closely follows the invariant tori that appear in the regular part of the classical phase space. We will call such a state a ''regular'' Floquet state. These states are typically excited for initial conditions that begin in the regular part of the classical phase space. Since these states produce no HHG, this region will be of little interest to us here.
For initial state nϭ16 the radiation spectrum ͓Fig. 5͑b͔͒ is quite different. There does appear to be a plateau in the spectrum running out to about the 11th harmonic. However, the harmonic peaks do not show up clearly. There are a number of additional peaks ͑shifted harmonics͒ that make the spectrum very messy. The Floquet analysis reveals that about 13 Floquet states are excited above the level of 0.1%. This leads to shifted harmonics because the system can radiate at frequencies n 0 ϩ(⍀ ␣ Ϫ⍀ ␤ ), where ⍀ ␣ and ⍀ ␤ are quasienergies associated with the excited Floquet states ͑Appendix B͒. If n Floquet states are excited there will be (nϪ1)! possible values of (⍀ ␣ Ϫ⍀ ␤ ). For 13 states this means nearly 10 9 possible shifted peaks for each harmonic. It should be noted, however, that 80% of the probability lies in three Floquet states. The Husimi distributions for these Floquet states are shown in Figs. 6͑b͒-6͑d͒. These three states are all localized within the primary resonance. Now for initial state nϭ3 we see from Fig. 5͑c͒ that there is strong harmonic generation. The cutoff in the spectrum appears to be at about the 19th harmonic. There are a few shifted peaks, but not so many as to obscure the harmonic peaks. The Floquet analysis reveals that there are two Floquet states that are significantly excited. We see that the Husimi distributions of these Floquet states, shown in Figs. 6͑e͒ and 6͑f͒, are concentrated in the chaotic region of the classical phase space. One of these is localized near Jϭ0 ͑the bottom of the well͒, while the other is localized near the unstable fixed point at JϷ15. This combination gives the quantum system access to energies spanning the chaotic region.
For the combination of Floquet states arising from nϭ3, one would expect transitions to occur whose energy difference is equal to the energy range of the chaotic region ͓⌬Eϭ 2 (25 2 Ϫ0 2 )/4ϭ1542͔ or less ͑see Appendix B͒. So the cutoff in the harmonic generation should occur at ⌬E/ 0 ϭ1542/80Ϸ19, which is exactly what we see in Fig.  5͑c͒ . For the resonance Floquet states arising from nϭ16 one would expect the cutoff to be given by the energy range of the resonance divided by 0 . We find ⌬E res ϭ 2 (22 2 Ϫ12 2 )/4ϭ839 and ⌬E res /⍀ϭ839/80Ϸ10.5 which again fits the spectrum in Fig. 5͑b͒ .
B. Very strong field
At a field strength of ⑀ϭ1600 the classical phase space is chaotic below Jϭ40, as seen in Fig. 4͑c͒ . There is a small resonance still present near Jϭ22, as well as some tiny secondary resonances, but all of these structures are small compared to ប in the quantum system. We cannot expect these structures to have an impact on the quantum dynamics of the system. Above Jϭ40 the phase space is regular.
We study this field strength using initial conditions n ϭ3 and nϭ22. We omit the results for nϾ40 because they are identical to the regular results for ⑀ϭ320 ͓see Figs. 5͑a͒ and 6͑a͔͒. The turn-on for this field strength is 60 cycles, which gives the same adiabaticity as the 12-cycle turn-on for ⑀ϭ320.
Starting off in nϭ3, we find the spectrum shown in Fig.  7͑a͒ . At low frequencies the radiation spectrum resembles ''white noise.'' This is because of the large number of shifted peaks that wash out the harmonics. The system FIG. 6 . Husimi plots of Floquet states for the driven square well at ⑀ϭ320. Each state can be associated with a particular region of the classical phase space: ͑a͒ regular, ͑b͒-͑d͒ resonance, and ͑e͒ and ͑f͒ chaotic.
passes through many avoided crossings ͑see Sec. V͒ during the turn-on, resulting in the excitation of many Floquet states. There appears to be a cutoff at about the 50th harmonic. We show the Husimi distributions of two of these Floquet states in Figs. 8͑a͒ and 8͑b͒ . While the state shown in Fig. 8͑a͒ appears to be concentrated near the location of the small resonance ͑although certainly not inside it͒, the state in Fig. 8͑b͒ is spread throughout the chaotic region. This is somewhat different from the localized ''chaotic'' Floquet states at ⑀ϭ320. However, at this higher field strength it is typical for the chaotic Floquet states to fill the chaotic region. This delocalization occurs for Floquet states that have passed through many avoided crossings ͑see Sec. V͒. Again we see that the size of the chaotic region determines the cutoff as ⌬Eϭ 2 (40 2 Ϫ0)/4ϭ3948 and ⌬E/ 0 ϭ3948/80Ϸ49, which agree well with what we see in the spectrum.
At nϭ22 we are close to the energy of the small resonance. However, we see that the spectrum for this initial condition ͓Fig. 7͑b͔͒ looks very similar to the one for nϭ3. Again we find that there are many Floquet states populated. Husimi plots for two of these are shown in Figs. 8͑c͒ and 8͑d͒. It is clear that these states are not concentrated inside the small resonance. This is because the resonance is small compared to the size of ប in our calculations. The quantum system effectively ignores the presence of the resonance. Instead, the system populates delocalized chaotic Floquet states, as for nϭ3. Again, the cutoff matches the energy range of the chaotic region.
C. General properties
From the above analysis we derive some basic properties of the radiation spectrum for this system. First, states that start out in a regular region of the classical phase space will remain localized in this region. They will typically only excite a single Floquet state whose Husimi distribution is concentrated around a classical invariant torus. Such a state will produce no HHG.
A state initially inside a large ͑relative to ប) resonance will typically excite numerous Floquet states. This large number of Floquet states leads to a noisy spectrum with many shifted peaks. However, most of the probability will be in Floquet states that are localized in or near the resonance region. This leads to a cutoff in the spectrum that is determined by the width ͑in energy͒ of the resonance.
An initial condition in the chaotic region will excite chaotic Floquet states. At lower field strengths these chaotic states will be localized near a particular unstable periodic orbit of the classical system. Only a few of these localized states will be excited, which leads to a clean harmonic spectrum. At very high field strengths the chaotic Floquet states will have Husimi distributions that fill the chaotic region. These delocalized states have become associated with a large set of periodic orbits of the classical system. This occurs when the system has passed through many avoided crossings during the turn-on. These avoided crossings lead to the excitation of a large number of Floquet states and an incoherent radiation spectrum. In either case the cutoff is given by the energy range of the chaos, which can be quite large.
In all of these cases the cutoff in the HHG is determined by the range of energies that the classical particle can sample during its trajectory. This result is in agreement with ͓10͔. It is also similar to other cutoff laws ͑like those invoking the ponderomotive potential or the ac Stark shift͒ because the cutoff is just given by the maximum energy that the classical particle can gain from the field. For a state that is initially in a chaotic region we can predict the cutoff by examining a strobe plot of the classical dynamics. Table I shows the cutoffs seen in the spectra and the energy range of the chaos seen in the strobe plots. The observed cutoffs follow the strobe plot predictions very closely.
Note that the table includes data from field strengths that are not discussed elsewhere in this paper. The uncertainties in the cutoff values read from the spectra are worse for high field strengths because these spectra tend to be noisy and difficult to read. FIG. 7 . Spectra for the driven square well at ⑀ϭ1600. Although ͑b͒ starts off in the resonance region, the resonance at this field strength is too small to influence the quantum dynamics. The cutoffs for both spectra are given by the energy range of the chaotic region.
FIG. 8. Husimi plots for driven square well Floquet states at ⑀ ϭ1600. At this high field strength the Floquet states broaden to fill the region of chaos.
V. AVOIDED CROSSINGS
It seems apparent from the above analysis that if one wishes to get HHG, one must excite chaotic Floquet states. To get sharp peaks at the harmonics ͑i.e., few shifted harmonics͒, one should excite as few Floquet states as possible ͓19,20͔. Ideally one would like to excite a single delocalized Floquet state, but it is nearly impossible to excite only one such state. Another alternative is to excite a superposition of two states that sit at high and low energies, respectively. Avoided crossings in the Floquet spectrum provide the opportunity for transitions between Floquet states ͓25͔ and hence a method for engineering a particular combination of Floquet states.
In Fig. 9 we plot the quasienergies of our system for field strengths of 0-400. Up to field strengths of about ⑀ϭ200 there are few avoided crossings ͑where two curves approach, but do not cross each other͒ to be seen. However, after this point the avoided crossings arise quickly. At even higher field strengths almost every curve undergoes a rapid succession of many avoided crossings. The proliferation of avoided crossings is associated with the spread of chaos in the classical system. One of the first avoided crossings occurs at a field strength of ⑀Ϸ100. This matches the critical field strength for overlap of the two highest energy primary resonances in this system ͓21,22͔. This avoided crossing involves states connected to nϭ6 and nϭ10 ͑labeled ⍀ 6 and ⍀ 10 in Fig. 9͒ . We note that these pairs are symmetric about nϭ8 because Jϭ8 is precisely where the classical resonances overlap at the critical field strength. This indicates a strong connection between avoided crossings in the Floquet spectrum and overlap of nonlinear resonances in the classical phase space. Figure 9 shows the quasienergies of the lowest 40 states in our basis. Using a finite basis to calculate quasienergies always introduces numerical error ͓26͔, but for the field strengths shown this error is extremely small. At higher field strengths one would need to use a larger basis to avoid numerical error. Essentially one can avoid numerical error as long as the basis extends well into the regular region of the phase space. Since our calculations use states up to nϭ80 we will not experience numerical error until the chaotic region comes near Jϭ80, which is not the case for any field strengths we consider here. Note that there are also several places in Fig. 9 where quasienergy curves actually cross each other. These ''apparent crossings'' arise when the quasienergies of two states are in resonance, but transitions between the states are forbidden ͓25͔.
One interesting thing to note is that several of the curves ͑i.e., ⍀ 16 , ⍀ 14 , . . . ͒ in Fig. 9 resemble curves of the characteristic values of Mathieu's equation ͓27͔, which is the Schrödinger equation for the quantum pendulum. Husimi plots of states with these quasienergies are localized inside the pendulumlike nonlinear resonance ͓similar to Fig. 6͑b͔͒ . At very high field strengths, where the classical resonance has been destroyed, the quasienergy curves have gone through many avoided crossings and no longer resemble the eigencurves of the Mathieu equation.
Avoided level crossings provide one of the two mechanisms available for population transfer between Floquet states. The other mechanism is a nonadiabatic turn-on of the driving field. If the field is turned on rapidly, transitions between Floquet states will be allowed because the Floquet states at one field strength will not be Floquet states at another field strength. A rapidly varying field strength leads to rapid changes in the structure of the Floquet states and thus to transitions between Floquet states. However, if the field is turned on adiabatically the system will remain in the same ͑continuously connected͒ Floquet state until it reaches an avoided crossing. We will confine our investigation to population transfer that occurs at the avoided crossing between ⍀ 6 and ⍀ 10 at ⑀Ϸ100.
To study this avoided crossing we start with the system in nϭ6 and investigate the behavior of the system for field strengths below and above the avoided crossing. At ⑀ϭ65 the state is composed of 98.6% ͉⍀ 6 ͘ and 1.4% ͉⍀ 10 ͘ at the end of its turn-on. At ⑀ϭ125 we are mostly through the avoided crossing and the state is composed of 72.5% ͉⍀ 10 ͘ The avoided crossing discussed in the text is between ⍀ 6 and ⍀ 10 at ⑀Ϸ100. and 27.5% ͉⍀ 6 ͘. Spectra shown in Fig. 10 show an increase in HHG as the system traverses the avoided crossing. This indicates that population transfer ''spreads'' the wave function over a wider range of energies.
Since this avoided crossing is so broad we can easily monitor the change in the Husimi distributions of the Floquet states. Figure 11 shows the Husimi distributions for ͉⍀ 6 ͘ and ͉⍀ 10 ͘ at various field strengths. At ⑀ϭ65 we see that ͉⍀ 10 ͘ sits at higher energy than ͉⍀ 6 ͘. At ⑀ϭ100 both states are in approximately the same region of phase space. At ⑀ϭ125 ͉⍀ 6 ͘ sits at higher energy than ͉⍀ 10 ͘. The Husimi distributions of the two Floquet states have ''flowed'' through each other. Since these Floquet states are associated with unstable periodic orbits of the classical system, it is clear that avoided crossings occur when these periodic orbits move past each other in phase space. Since periodic orbits can cross only after the destruction of Kolmogorov-Arnold-Moser tori in classical phase space when nonlinear resonances overlap, we see that there is a close connection between chaos and avoided crossings.
Avoided crossings increase HHG in two ways. The first is by creating a superposition of Floquet states that occupy different regions of phase space. This superposition will typically be spread over a wide range of energies, which leads to the plateau structure that is observed in the radiation spectra. The second way avoided crossings contribute to HHG is by creating delocalized Floquet states. After a state passes through many avoided crossings it will lose the close association it had with a single periodic orbit and become associated with a large set of periodic orbits. These periodic orbits will typically be spread throughout the chaotic region, which leads to delocalization of the Floquet state.
VI. CONCLUSIONS AND DISCUSSION
We have studied the radiation spectrum of two strongly driven multilevel systems whose classical counterparts exhibit bounded chaos. The quantum systems show the highest harmonic generation when the corresponding classical systems become chaotic. This can be due to broadening of individual Floquet states across classically chaotic regions or the population of multiple Floquet states with support on chaotic regions. We observe the characteristic HHG plateau structure in either case. The harmonic cutoff is determined by the energy range spanned by the populated Floquet states. In analogy with the harmonic cutoffs of the two-level model and tunnel ionization process, the cutoff is determined by the kinetic energy attainable from the driving field. We expect this relation to be applicable to all multilevel models exhibiting bounded chaos. Our results may also be applicable in atomic systems where bound-bound transitions account for most or all of the radiation. However, it should be pointed out that in typical atomic systems chaos is not bounded and leads to ionization.
Chaos is also connected to the onset of the avoided level crossings in the quasienergy spectrum. One method that can be used to excite Floquet states other than those adiabatically connected to the initial state is to run the system through an avoided crossing. Population transfer at avoided crossings can lead to quite significant changes in the Floquet composition of the wave function. This possibility seems to hold the most promise for engineering a superposition of Floquet states that will radiate high-order harmonics of the driving field. FIG. 10 . Spectra for the driven square well with initial condition nϭ6. The avoided crossing between ⍀ 6 and ⍀ 10 occurs between these two field strengths. Note the increase in HHG after the system has passed through the avoided crossing.
FIG. 11. Husimi plots for ͑a͒, ͑c͒, and ͑e͒ ͉⍀ 6 ͘ and ͑b͒, ͑d͒, and ͑f͒ ͉⍀ 10 ͘. Note how the two states flow through each other as they move through the avoided crossing.
PRE 58
In this appendix we will examine the radiation spectrum of a superposition of two Floquet states that have support on disjoint sets of unperturbed energy eigenstates. Husimi plots of these states are shown in Fig. 12 
͑B2͒
The first two terms correspond to the dipole value if the system was in a single Floquet state ͉⍀ ␣ (t)͘ or ͉⍀ ␤ (t)͘. A single Floquet state radiates only at the harmonics of the driving field. Since these terms correspond to transitions within a single Floquet state, the harmonic production will be determined by the range of unperturbed energy eigenstates over which that Floquet state has support. If the Floquet state is spread over a wide range of energies, then these terms can contribute HHG. If the Floquet state is confined to a narrow band of energies there will be no HHG. Figure 12 shows two Floquet states that lie in the regular region of the phase space for the driven square well at ⑀ϭ50. FIG. 13. Spectra for ͑a͒ and ͑b͒ individual Floquet states and ͑c͒ a superposition of two states. The location of the cluster of peaks in ͑c͒ is determined by the separation in energy of the Husimi distributions in Fig. 12. 13͑b͒. It is clear that these states do not generate high harmonics, as predicted.
The last two terms in Eq. ͑B2͒ are cross terms that correspond to transitions between the two Floquet states. Transitions between Floquet states give rise to radiation at frequencies n 0 Ϯ(⍀ ␣ Ϫ⍀ ␤ ). If the two Floquet states have support on widely separated sets of energy eigenstates, then these terms can lead to HHG ͑at shifted harmonics͒. An example of this is shown in Fig. 13͑c͒ , which shows the radiation spectrum for a superposition of the two states shown in Fig.  12 . Note that one of these Floquet states has most of its support on the nϭ32 energy eigenstate and the other Floquet state is concentrated near nϭ50. We expect the superposition to radiate at frequencies corresponding to the difference in these energies. For 0 ϭ80 this is near the 45th harmonic, which is exactly where the cluster of peaks in Fig. 13͑c͒ appears. The width of this cluster is determined by the range of energies over which the two Floquet states have support. Close inspection of the peaks in Fig. 13͑c͒ shows that they are all shifted by 0.477 from the odd harmonics. This agrees with our expectations since the difference in the quasienergies of the two Floquet states ͑divided by 0 ) is (⍀ 32 Ϫ⍀ 50 )/80ϭ(46.712Ϫ8.526)/80ϭ0.477.
