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Abstract  
 
There has been an increasing demand to acquire highly sensitive devices that are able to detect 
and characterize cancer at a single cell level. Despite the moderate progress in this field, the 
majority of approaches failed to reach cell characterization with optimal sensitivity and 
specificity. Accordingly, in this study highly sensitive, miniaturized-biomechatronic platforms 
have been modeled, designed, optimized, microfabricated, and characterized, which can be 
used to detect and differentiate various stages of melanoma cancer cells. The melanoma cell 
has been chosen as a legitimate cancer model, where electrophysiological and analytical 
expression of cell-membrane potential have been derived, and cellular contractile force has 
been obtained through a correlation with micromechanical deflections of a miniaturized 
cantilever beam. The main objectives of this study are in fourfold: (1) to quantify cell-
membrane potential, (2) correlate cellular biophysics to respective contractile force of a cell in 
association with various stages of the melanoma disease, (3) examine the morphology of each 
stage of melanoma, and (4) arrive at a relation that would interrelate stage of the disease, 
cellular contractile force, and cellular electrophysiology based on conducted in vitro 
experimental findings. Various well-characterized melanoma cancer cell lines, with varying 
degrees of genetic complexities have been utilized.  
 
In this study, two-miniaturized-versatile-biomechatronic platforms have been developed to 
extract the electrophysiology of cells, and cellular mechanics (mechanobiology). The former 
platform consists of a microfluidic module, and stimulating and recording array of electrodes 
patterned on a glass substrate, forming multi-electrode arrays (MEAs), whereas the latter 
system consists of a microcantilever-based biosensor with an embedded Wheatstone bridge, 
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and a microfluidic module. Furthermore, in support of this work main objectives, dedicated 
microelectronics together with customized software have been attained to functionalize, and 
empower the two-biomechatronic platforms. The bio-mechatronic system performance has 
been tested throughout a sufficient number of in vitro experiments.  
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Fig. I Scanning Electron Microscope (SEM) image of a focused ion beam (FIB) processed Beam-Plate 
structure of an alpha prototype of the microfabricated-cantilever beam coupled to a plate utilized to 
initially investigate pull-in phenomena: A proof-of-concept experiment was conducted by inducing a 
static potential by a voltage generator (Agilent E3611A). 
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Fig. E.1.3 
 
(A) Reference internal assigned voltage for ADC performance (B) Voltage 
range to assigned experiments (C) Selection of Channel (D) Displaying of 
values extracted from each channel (pair of electrodes) in mV. 
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Fig. E.1.4 
 
(A) Selection of channels of which the readings shall be obtained, (B) The 
timer period to collect samples and save them. 
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Fig. E.2.1 
 
A screen image of the customized software to operate the µcantilever-based 
bio-mechatronic platform. 
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Fig. E.2.2 
 
(A) Bridge voltage supply and (B) input range initiation under control panel 
tab. 
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Fig. E.2.3 
 
(A) executing/terminating the program to obtain readings from the NI data 
acquisition card, and clearing and updating obtained graph (B) Fine and coarse 
tuning of the offset, and (C) Display of the graph. 
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Fig. E.2.4 
 
(A) Software recognition of the serial number of the NI USB card, (B) 
Message indicating the purpose of this segment of the software upon moving 
the mouse cursor, (C) Setting values for injecting a DC voltage to a stationary 
electrode to generate electrostatic forces, (D) Setting the injected potential to 
be in the pulse mode, (E) Display message familiarizing user of the command 
upon moving the mouse cursor, and (F) New display upon ticking the pulse 
box that allows setting period and width in milli second.        
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Fig. E.2.5 
 
Upper left menu of the Control Panel tab.     
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Fig. E.2.6 
 
Experiment tab to collect data. 
 
 
367 
 
Fig. E.2.7 
 
(A) Upper left menu of the Experiment tab (B) Assigned controlling 
parameters, (C) Adding text notes during experiments.  
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Fig. E.2.8 
 
(A) Selecting recording type mode, (B) Recording in N-sample mode. 
 
 
368 
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Display window of the experimental results.  
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Data Reports tab. 
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Fig. E.2.11 
 
Upper left menu of the Data Report screen. 
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Fig. E.2.12 
 
Retrieved database and reports on saved experiment. 
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MEMS System: Paddle (plate), Root (cantilever), Anchor (insulating 
material), and Stimulating Stationary Electrode. 
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Analytical model of the MEMS structure (A) Design parameters of the 
microcantilever, (B) Representation of a transversely deformed beam due to a 
DC electrostatic actuation.  S is a body fixed coordinate, and 𝜃𝜃𝐶𝐶 is the 
transverse rotational angle about NA. 
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(A) Normalized transverse deflection with respect to induced DC potential 
𝑉𝑉𝐷𝐷𝐶𝐶 in Volt, (B) Derivative of normalized transverse deflection with respect 
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386 
 
Fig. F.5 
 
Sensitivity (m/Volt) vs. DC induced dc potential (Volt).    
 
 
388 
 
 
 
Fig. F.6 
 
(A) 3D variations of beam length (250-750 µm), uniform thickness as per a 
defined relation of b = (0.002-0.010) x L (where thickness is denoted as b in 
this figure), and static pull-in voltage (Volt). (B) 2D representations of varying 
beam’s length, uniform thickness, and static pull-in voltage while fixing a gap 
distance at 10 µm. The material is Polyimide 2562 conductive polymer. 
 
 
 
 
391 
 
 
 
Fig. F.7 
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Chapter 1: Introduction  
 
1.1 Research Motivations 
 
In combating cancer, early detection is central to the prevention of cancer metastasis, not only 
giving patients a better prognosis but also allowing more cost-effective and minimally invasive 
treatments to be applied. The need for greater advances in cancer therapy is personally 
important to me, as I have experienced firsthand the sorrow associated with this disease through 
the battles endured by both my mother and aunt, as well as the battle my sister lost to colon 
cancer here in London in the summer of 2009, and the loss of my grandmother due to the 
advancement of breast cancer in December of 2010. These experiences have deeply motivated 
me to pursue research focused in cellular medicine, and its applications to the early detection 
and treatment of cancer. 
My efforts to advance cellular medicine are evident in my previous work at Massachusetts 
Institute of Technology (MIT), Mechatronics Research laboratory. This work was focused on 
the extraction of electrochemical parameters from cancer cell lines at the single cell level using 
a novel microfabricated device [1]. This published work is an example of my interdisciplinary 
approach towards cancer research by incorporating cellular biology, biophysics, and Micro-
Electro-Mechanical-System (MEMS) technology to examine, and characterize the 
electrophysiology of the B16-F101 melanoma cell line. In that published research, I developed 
analytical models with numerical simulations in the design of a microfabricated device to 
accommodate, and preserve the integrity of a single viable cell throughout an in vitro 
experimental process. Additionally, this method, within that published work, allows images of 
1 B16-F10 is a metastatic mouse-melanoma-cell model  27 
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the single cell to be captured using an Atomic Force Microscope (AFM). The findings of my 
published work [1] would aid in the design of optimal methods to extract the electrochemical 
signals of not only cancerous cells, but also cells such as those infected by viruses or 
intracellular parasites.  
Driven by a vast motivation to contribute into allocating a novel approach in enhancing the 
cancer biomedical research field, on my own initiative, I have contacted prestigious medical 
institutes such as Harvard Dana-Farber Cancer Institute, Imperial College (Faculty of 
Medicine: Department of Surgery and Cancer),  and Massachusetts General Hospital (MGH) 
Cancer Center, where I have successfully transmitted my motivations, and my proposed 
approach to the respective scholars in the field, who are in full support of my argument in 
further investigating the correlation between cell-membrane potential, and its contractile 
mechanical properties at different stages and grades of cancer, and to further characterize the 
physiology of cancer cells in a novel manner through bio-mechatronic means.  
Cancer is a very complex and a ubiquitous life threatening disease that requires multi-
disciplinary efforts to well-characterize it. Therefore, this has further motivated me to pursue a 
myriad of different research disciplines within engineering and biomedical sciences, focusing 
on cellular medicine. Exposure to the multidisciplinary group of faculty members in 
engineering, medical practitioners, and researchers from London Imperial College, MIT, and 
Harvard affiliated teaching hospitals has certainly provided an optimal environment for growth 
as a researcher, which acts as my third motivation factor in further invoking this subject. 
Moreover, the initial hands-on experience obtained through bio-laboratories, microfabrication, 
and experimental testing processes have enabled me to validate my analytical and empirical 
findings, and have made my research focus compatible with my goals of advancing cellular 
medicine by bridging the gap between experimental biology and engineering field.  
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1.2 Cancer Biology Overview 
 
Prior to invoking the design synthesis, analysis, microfabrication, and testing of the proposed 
miniaturized-versatile bio-mechatronic platforms, it is essentially important to first understand 
the formation of cancer, which is summarized in multi-stages. First, cancer is initiated in a 
single cell by a disruption of gene expression due to a number of factors associated with the 
environment and eating habit [2]; cancer is attributable to a damage or loss to critical gene 
targets. This is followed by a disarrangement or growth of genes [2], where gene mutation or 
dysregulation leads to the transformations of a proto-oncogene (normal gene) into an 
oncogene (mutated gene), which promotes the malignant phenotype. Then, the damage or loss 
of Tumor Suppressor Genes (TSGs) or anti-oncogenes, which are genes encoding proteins 
required for regulation of normal cell growth and differentiation, contributes in preserving the 
status of tumorigenesis, while it prevents a cancerous cell from invoking apoptosis process 
(programmed cell death) [2-4]. The damage of TSG is generally in both alleles, where one 
exception is p53, a protein responsible for the apoptosis process of cells, in which a single 
allele damage is sufficient [2, 4]; p53 performance would be drastically abridged in cancer cells 
[2, 4]. The deletion or inactivation of TSp53 promotes the neoplastic phenotype, and 
dysregulation of apoptosis eventually contributes to cancer development. Cancer then invokes 
cell proliferation mechanism (mitosis) [2-4].  
It is worth stating that healthy cells can differ from cancerous cells in terms of a number of 
chromosomes, in which the former exhibits 46 chromosomes (diploid cells), while the latter 
exhibits irregular structure, and irregular number of chromosomes (aneuploid): a state where a 
cell either exhibits an excess or loss of the normal number of chromosomes [5]. Also, cancer 
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cells experience a reduction in the number of gap junctions that are responsible for cell-cell 
communication among nearby cells [6].  
From the mechanical aspect of cells, a biological cell exhibits a mass on the order of 3-4 
ng [7], with a volume on the order of 1 pL [8]. The cell typical diameter is on the range of 8-
10 𝜇𝜇m such as that illustrated in Figure 1.1 [1, 9] – in order for the general reader to appreciate 
the size of a biological cell, and for a better visualization, consider the diameter of a human 
hair as a scaling factor tool, which is on the order of 80 µm [10]. 
 
 
Fig. 1.1 (A) 3-D image of a B16-F10 mouse melanoma cancer cell, (B) Cross-sectional analysis of the 
B16-F10 cell obtained by an Atomic Force Microscope (AFM). 
 
A distinction between malignant and benign cancer has been described in [2, 11]: the 
former goes solely into mitosis stage, attacking neighboring cells and tissues through blood 
vessels, and incursion of lymph nodes (invasive), whereas the latter doesn’t leave the site of its 
formation. It is of a great interest in this study to analyze the metastasis aspect of cancer cell in 
which the cells proliferate and migrate into other distanced tissues and organs through 
30 
 
Chapter 1: Introduction  
 
lymphatic vessels (lymphatic), blood vessels (hematogenous), and serosal surfaces 
(transcoelomic) [12]. The proliferation of carcinomas (epithelial malignancy) initiates 
through the lymphatic path, then through blood vessels, whereas bone and soft tissue tumors 
(sarcomas) preferably proliferate initially through blood vessels [12].  
Cancer proliferation mechanism heavily depends on the participation of blood vessels that 
provides oxygen, nutrients, and removal of wastes and carbon dioxide [13]. This shall stimulate 
the metastasis process, enabling malignant cells to invade other tissues and organs via blood 
circulatory system. Cells in general are allocated in a very salty, rich-medium of nutrients with 
other molecules, vitamins, and growth factors, e.g., platelet-derived growth factor (PDGF) 
[14], MAP kinase coupled growth factors [8], or epidermal growth factor (EGF) [15]. For 
example, Deoxyribonucleic (DNA) synthesis (replication) is a sign of cell growth [16]. 
Remarkably, some cancer cells have the mechanism to produce their own growth factor, and 
some undergo rapid division without the presence of growth factor due to a malfunction of 
their receptors [16]. For cancer cells to proliferate, some must adhere to a surface performing 
extracellular matrix (ECM) protein mesh communication with neighboring cells (anchorage-
dependent), whilst others need to be free from adhesion (anchorage-independent) [17].  
On a genetic level, the deactivated performance of Tumor Suppressor Genes (TSGs), 
normal genes, or presence/activation of oncogenes (abnormal genes), lead to cancer formation 
[18, 19]. A specific protein can act as a biomarker (a biological marker) for the presence of 
cancer; however, due to the complexity of cancer oncogenes’ formation and heterogeneity, 
detection is quite difficult using a sole biomarker with sufficient sensitivity and specificity [19]. 
The uncontrolled proliferation process is attributable to irregularities of cell signaling, 
triggering the growth factor protein of other cells to initiate the rapid-division process, and then 
attacking neighboring cells, tissues, and invading other organs [1, 2, 20]. 
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This research is a multidisciplinary work, and thus to avoid any confusions with various 
technical terminologies illustrated herewith, all words in bold are listed in glossary section in 
Appendix A. This should simplify the concept for both engineers as well as biologists, and 
hopefully it shall contribute in bridging the gap between the two fields. Also within the body 
of this research, a number of footnotes shall direct the general reader to various movie 
presentations for better visualization of various biological phenomena covered within this 
research, on more emphasis on biological cells, as well as some engineering concepts.  
A biological cell is the building block of life that comes in different forms; each cell type 
performs a specific task; each type experiences a distinctive motility. One of the objectives of 
this research is deeply analyzing a biological phenomenon (e.g. cellular motility contractile 
force, cell electrochemical characteristics, etc.), and then transforming such phenomenon into 
an engineering application: turning biological problems/phenomena into engineering 
applications/opportunities. The referenced movie presentation in the following footnote 
illustrates the importance of cells, and gets the readers’ attention towards cells’ various forms, 
tasks, signaling, and motilities2. Hopefully, through the animated movie presentation within 
the footnote, a biologist would appreciate the various mechanisms and applications of cells; 
interestingly enough, from an eye of an engineer, looking at the video images of nasal hair, the 
motility of nose hair could be correlated to cantilever response as in the artificial nose 
application within Mechatronics field, which is extensively used in chemical compound gas 
sensor. 
 
 
 
 
 
2 http://www.youtube.com/watch?v=wDHpyNOPTTU&feature=youtu.be 
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1.3 Significance of Melanoma Model  
 
This work adopts melanoma, a skin cancer, as a legitimate model in the proposed analysis of 
designing and characterizing versatile bio-mechatronic devices. Melanoma is initiated from 
melanocytes (pigment-melanin-skin cell); thus, it’s gaining the name “melanoma.” Melanoma 
cells are actively generating melanin that to dark coloring and asymmetric pattern resulted on 
the skin; they can be generated in any part of the human body. As per [21], the frequent 
occurrence of melanoma is considered relatively high as opposed to other types of cancer 
occurrences particularly in countries that experience sustained bright sunlight. A unique 
characteristic of melanoma is that it highly advocates mitosis as it forms on a skin tissue as 
well as in other internal organs, if injected intravenously. Accordingly, cutaneous melanoma is 
the one that is generated on the skin surface, whereas ocular malignant melanoma is an example 
of metastatic cancer [22]. Figure 1.2 illustrates ocular melanoma.  
 
 
 
Fig. 1.2 Retinal melanoma formation (Courtesy of Prof. Bertil Damato, Liverpool Ocular Oncology 
Service). 
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In line of melanoma unique characteristic in advocating mitosis, Wilhelm et al. [23] have 
shed light on the pivotal role that malignant melanoma cells play in brain metastases at a very 
high frequency as opposed to other metastatic cells of other cancer diseases. This manifests the 
importance of melanoma cells’ motility (migration) to other organs via, e.g., capillaries, in 
forming other metastatic colonies.           
As aforementioned in subsection 1.2, the main routes of cells are through main networks 
of blood vessels: arteries (blood stream from heart towards other parts of the mammalian 
body), veins (backward blood stream from body towards heart), and minuscule (comparable 
to the size of a cell) interconnecting capillaries between veins and arteries. This justifies the 
fact that tumor cells are highly stimulated in the presence of rich blood vessels, e.g., as in a 
retina (Figure 1.2). This is performed in a process denoted as tumor angiogenesis (a formation 
of new blood vessels) [24-26], which is associated with metastatic cancer. The cancer cells 
encourage the formation of new blood vessels into the tumor; this occurs by the cancer cells 
stimulating blood vessel cell proliferation through release of endothelial cell growth 
stimulating chemicals and proteins.  
Malignant melanoma in general is categorized as a deadly disease, especially if it is 
discovered at an advanced stage. As per the American Cancer Society (ACS) 2013 [27]: Cancer 
Facts and Figures, the estimated number of new melanoma cancer cases and deaths for both 
genders is respectively 82,770 and 12,650 within the United States of America – not 
considering basal and squamous cell-skin cancers. The ACS's 2013 probability (%) analyses 
of invasive melanoma on Caucasian Americans from 2007-2009 for the first three age clusters 
of male (M) and female (F) are: birth to 39 (M 0.15, F 0.25), 40-59 (M 0.63, F 0.55), and 60-
69 (M 0.77, F 0.4). Caucasians have the highest frequency of developing the disease. 
Melanoma exhibits four stages based on its thickness and cancer progression status within other 
tissues, organs, and lymph nodes [21]: Stage 0 (in situ melanoma), Stage I (thickness 
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dependency without skin pattern breakage), Stage II (thickness variations with/without skin 
pattern breakage), Stage III (invading lymph system), and Stage IV (invading other organs and 
tissues). The majority of skin cancer resulted from exposure to various forms of radiation; 
mortality is attributed to melanoma (highly invasive) as opposed to squamous and basal cell 
carcinomas [21].  
A unique feature of melanoma is its ability of being self-immune from natural killer3 (NK) 
cells, in which the cancerous cell develops a self-defense system against immune response, as 
well as chemotherapy through molecules denoted as antigens, e.g., melanoma tumor 
specific/associated antigens [28, 29]. In line of this unique feature, an example of the type of 
research work that is found to be most interesting is that by Tobias Schatton and colleagues 
[29], which proposed a novel therapeutic approach by targeting ABCB5+, a melanoma 
chemoresistance mediator, and a newly defined marker of malignant-melanoma-initiating cells 
(MMIC); this ABC transporter arbitrate chemoresistance within human malignant melanoma, 
by transporting ions (charges) of cell membrane, and hence determines cell-membrane 
potential of the cancer cell [29]. This shows the importance of electrophysiology of cells that 
will be presented in Chapter 3. However, thoroughly addressing this specific topic of ABC 
transporter is beyond the scope of this research.  
 
1.4 Cancer Detection: Limitations of Conventional Approaches 
 
Early detection of cancer at a cellular level could potentially have a great impact in combating 
the disease since it could prevent cancer metastasis [30-32]. Unfortunately, conventional 
methods used in cancer diagnosis are costly, hospital based, and suffer from important 
limitations, which depend on the type of cancer that is being targeted. Imaging-based 
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approaches such as Position Emission Tomography (PET), Computed Tomography (CT), 
Magnetic Resonance Imaging (MRI), X-Rays, bone scintigraphy, and ultrasound scans 
generally suffer from low to moderate sensitivity in detection of certain kinds of cancers, which 
means early diagnosis is often not possible. For example, PET scans are not satisfactorily 
reliable for early detection of gastric carcinoma [33], hepatocellular carcinoma (HCC) [34], 
or endometrial cancer (lymph node metastasis) [35]. Similarly, CT scans are not sufficiently 
sensitive to identify lymph-node-invasive metastases [36], and neither is MRI to detect lymph-
node staging [37]. Furthermore, X-ray scans fail to reliably detect breast cancer [38]; similarly, 
bone scans are not adequate to detect the formation of micrometastatic prostate cancer cells 
within bone marrow [39]; moreover, ultrasounds have poor sensitivity as well as specificity for 
prostate cancer detection [40]. 
An alternative to non-invasive imaging based methods involve the cytological analysis of 
biopsied tissue samples. However, these are invasive in nature, time consuming, and may suffer 
from poor sensitivity for low-grade/stage tumors, which would require second-stage clinical 
analyses [41]. 
On the implementation perspective, some of these approaches cannot be applied to all 
patients. For example, the use of techniques involving high levels of radiation, as in, e.g., bone 
scan [42] can be controversial on children [43]. MRI is arguably not to be utilized, unless it’s 
optimally performed, for cancer patients, who have implanted defibrillator [44], and those with 
ear implant (cochlear) [45], upon which these implanted devices contribute into artifact 
(distortion) on the developed image of a suspicious lesion, and shouldn’t be performed on. 
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1.5 Research Aims 
 
The aims of this research study are summarized in fivefold: 1. Design and construct novel 
miniaturized bio-mechatronic platforms, where the electrophysiology of well-established 
melanoma cells are being quantified; 2. Model, design, and characterize a novel, cantilever-
based, miniaturized bio-mechatronic platform that probes the contractile force of cancer cells, 
which is mainly responsible for cell’s motility; 3. investigate a correlation between cell-
membrane potential, and cellular contractile force, which would lead to a better understanding 
of the disease electrophysiology and mechanobiology characteristics: interpreting the behavior 
of cancer disease and enhancing its prognosis; 4. investigate analytical model of cell-membrane 
potential for better comprehensiveness, prior to conducting in vitro bio-experiments; finally, 5. 
develop a novel approach of cancer diagnostics by determining the heterogeneity, and stage of 
cancerous cells through the utilization of microtechnology, cellular mechanics, 
electrophysiology of cells, and microelectronics.  
The pre-stated five objectives shall induce the sixth aim of this Ph.D. research in terms of 
proposing highly versatile, and fully automated miniaturized biomechatronic systems on the 
essence of various fields presented in Figure 1.3. It is worth mentioning that a full capture of 
the definition of Biomechatronic field should encompass economic analyses as well, but it is 
beyond the scope of this Ph.D. dissertation.  
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Fig. 1.3 Overlapped research field components in forming a miniaturized bio-mechatronic platform. 
 
1.6 Ph.D. Research Structure 
 
In this research, relevant literature and research methodology are deliberately addressed at each 
chapter. Furthermore, there shall be a smooth transition from one chapter to the other, where a 
summary and conclusion section is devoted at the end of each chapter. The future outlook is 
provided towards the end of this Ph.D. dissertation.  
Chapter 2 highlights the importance of the exponentially growing field of Lab-on-a-Chip 
(LoC). On the basis of cancer cell requirements in maintaining viability addressed in the first 
chapter, modeling and fluid visualization through computational fluid dynamic (CFD) tool, as 
well as finite element analysis (FEA) approach shall be addressed in designing an integrated 
LoC, consisting of a microfluidic module (culturing chamber, channels, etc.), and multi-
electrode arrays. Furthermore, Chapter 2 provides literature review, materials and methods 
required in order to achieve a versatile, and fully-automated miniaturized biomechatronic 
platform that is able to nurture and harvest biological cells, manipulate and trap cells via 
electrophoresis mechanism, and analyze the electrophysiology of cells, and cell-cell 
communication that could be of additional future research aspects of this Ph.D. thesis. 
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Chapter 1 has addressed the basic foundation for the succeeding chapters. It has been pre-
stated that cancer cell initiation due to a disruption of gene expression is attributable to the 
electrophysiology of cells as per [1, 2, 20]. Therefore, Chapter 3 shall address the subject of 
electrophysiology of cells by highlighting the structure of a biological cell, and its analogical 
electric circuit representation, where Fourier and Laplace Transform, and their respective 
Inverse Transforms are implemented. Also, literature reviews on the electrophysiology aspects 
of cancer cells are discussed. This chapter reports the limitations of nonconventional methods 
implemented to characterize biological cells such as Surface Acoustic Wave (SAW), and 
optical fluorescence approach. An empirical analysis is discussed at the end of this chapter to 
simulate the stimulation of a cell, and monitor its response on the basis of cell-membrane 
potential. This in-depth analysis shall assist in understanding the mechanism, and skeleton of 
cell electrophysiology prior to microfabrication of a biosensor.  
Chapter 4 shall present the biomechatronic platform, and its components and 
microelectronics architecture, dedicated controlling software, and microfabricated mechanical 
structure. A number of in vitro experiments are performed in this chapter on eight melanoma 
cell lines of different genetic complexities: SK-MEL-1 (malignant metastatic melanoma), 
A375 (late invasive malignant melanoma), G-361 (malignant melanoma), WM-115 
(melanoma), NM2C5 (weakly/virtually non-metastatic melanoma), M4A4 (early stage 
metastatic), M4A4 LM3-2 GFP (intermediate stage second lung metastasis), and M4A4 LM3-
4 CL16 GFP (highly metastatic third generation lung metastasis). Well-documented cell 
models, breast cancer adenocarcinoma human (homo sapiens MDA-MB-231), and early stage 
breast cancer (MCF7) have been used as calibration-cell models for the microfabricated 
biomechatronic platforms on the basis of extracted cell-membrane potential, and contractile 
force.   
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On the essence of beam’s theory and electrostatic pull-in phenomenon, design syntheses 
and analyses of a highly sensitive cantilever-based biomass sensor are described in Chapter 5. 
It shall be further addressed analytically as well as experimentally that as the static DC pull-in 
potential is approached, the sensitivity of the cantilever is enhanced. Chapter 6, on the other 
hand, shall extend the beam’s theory to study cell contractile force. In this chapter, 
microelectronics architecture, as well as dedicated controlling software are presented. 
Furthermore, in Chapter 6 literature discussion on contractile force mechanism and various 
conventional methods utilized to extract such force are addressed. Chapter 6 will investigate 
the hypothesis of this research: as the cancer cell progresses from an early stage towards highly 
metastasis, the magnitude of the cell membrane potential decreases, whereas the associated 
contractile force of the cell increases (i.e. higher contractile force signifies higher 
invasiveness); also, as a cell advances in the stage of the disease, cellular morphology gets 
steeper and sharper -- increase in the surface contact area between cell and flat substrate, as 
well as a decrease of cellular height. As a novel contribution in this chapter, the cellular 
contractile force is extracted based on a Heaviside step function H(s), and pin-force model.     
Chapter 7 shall provide concluding remarks, and address future works in 
advancing/enhancing the proposed systems, presented within this research. In this Ph.D. 
dissertation, analytical, empirical, microfabrication, and bio-experiments, links of video 
images, should all contribute in bridging the gap between biology and engineering field in 
tackling the subject of cellular medicine. This chapter briefly discusses the role of oncogenes 
(JAK and STAT3) on melanoma cell’s motility, and proposes a method through immune-assay 
approach to analyze such role; this will be further addressed as an extension of this Ph.D. 
research. Figure 1.4 summarizes the structure, and interrelation of various chapters within this 
work. 
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Fig. 1.4 Structure of the Ph.D. research in investigating cellular biophysics and mechanobiology. 
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1.7 Conclusion 
 
There are over 200 different types of cancer attacking over 60 human organs [46]; hence, a 
novel, non-invasive to the biological cell, cellular-based detection mechanism of this 
omnipresent intricate disease is highly demanded to save human lives. The analyses, presented 
in this chapter in terms of cancer-cell biology, characteristics of melanoma, the requirements 
of a living environment for cells to maintain their viabilities, cell’s metastasis factors, routes of 
cancer cell migration, and limitations of conventional approaches in detecting cancer at a 
cellular level, should all provide a solid platform for general readers to be acquainted with the 
initiation of the disease, and these concepts should ease the process of understanding the topics 
presented in the subsequent chapters of this Ph.D. thesis dissertation.  
Chapters 1 and 2 provide the essence to optimally model, design, and characterize 
miniaturized bio-mechatronic platforms, operating within an in vitro environment. For 
example, the requirements of oxygen, nutrients, and other vitamins, as well as disposal of 
wastes and carbon dioxide, expressed from the cellular domain, shall contribute in designing 
microfluidic chambers, channels, and pumping system that shall house cancer cells, and ensure 
their viability (living) status for enhanced experiments’ throughputs. Moreover, the unique 
feature of some cancer cells in losing their adhesion characteristic should lead to surface 
treatment, if required, e.g., during microfabrication process of an effective layer of a 
mechanical interface with the biological cell through which a functionalized layer is created by 
coating the upper surface of the cantilever with a biocompatible layer to enhance 
fixation/seeding of the cell. Similarly, microchannels should be characterized as per the size of 
capillaries within the mammalian bodies; however, this is constrained with the limitations of 
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the microfabrication processes. Last but not least, published findings of cell-membrane 
potentials of different stages of cancer, which shall be illustrated in Chapter 3, would contribute 
in setting the range of detection within the written source code of the driving software for the 
bio-mechatronic system exhibited in Chapter 4.    
The ability of cancer cells to trigger/activate the mitosis aspect of other cells should 
highlight the importance of cell’s electrophysiology, which is the topic of Chapter 3. Moreover, 
understanding cellular biophysics would lead to an efficient design of a miniaturized bio-
mechatronic platform that would swiftly, and faithfully carry each electronic signal emitted 
from a single or a population of cancer cells, trapped in a microfluidic-multi-electrode array 
module; this shall be further addressed in Chapter 4. 
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Creativity leads to thinking, 
Thinking provides knowledge, 
Knowledge, makes you great." 
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2.1 System Overview 
 
It is of a growing interest among researchers in the Biotechnology field to acquire a reliable 
system that maintains the viability of a cell in an in vitro environment for a sufficient period of 
time, and provides multi-task analyses on a mammalian cell. Therefore, the Lab-on-a Chip 
(LoC) field, also referred to in literature as a micro-total-analytical system (µTAS), has been 
initiated to address such needs. However, it is astonishingly motivating to find that despite the 
infancy of the LoC field, it has grown massively in a very short time not only capturing 
biologists’ attention, but also that of astrobiologists as well, for space travel bio-experiments 
by addressing constraints within different spectrum of science in a novel manner [47]. For 
instance, a major constraint faced by bio-researchers is the randomness of signals and noises 
experienced within a population of cells, which can be eliminated by sorting a single cell in a 
confined and controlled environment such as that of a microfluidic domain [1, 48].  
It is important to comprehend the biology principle, merits of LoC, electrophysiology, and 
mechanobiology of cells, presented respectively in Chapters 1, 2, 3 and 5, prior to modeling, 
design, and fabrication of biomechatronic platform systems – in order to arrive at the biological 
consequences, and impacts on design aspects of an LoC domain, integrated within the 
biomechatronic platform. For example, as expressed in Chapter 1, some cells exhibit adhesive 
properties that can be considered as an added advantage in terms of fixation of the cell on an 
LoC surface for lab analyses, yet it might lead to clogging and poor controllability of cell 
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manipulation [48]. At the same time, disengaging cells from their adhesive state, could damage 
the cell membrane, and leads to random signal propagations [49]. 
This work highlights how nature, e.g., biology, defines, sets the parameters, and influences 
the design syntheses and analyses within the engineering field. Biotechnological miniaturized 
devices are just an illustration of how various elements of flow system components (e.g. brain 
neurons, immune cells, alveoli within lungs, etc.) are active with respect to each other in a 
background of a flow defining what the flow should carry (e.g. electrochemical signals, 
mechanical signals, etc.), and where should such each component of the flow system be 
optimally located to ensure durability, and high level performance with time [50, 51]. In line 
with this concept, the miniaturized platform that shall be further addressed in this study, e.g., 
array of microelectrodes patterned on a glass substrate should work hand in hand with another 
miniaturized component (microfluidic system) within the platform (the overall flow system) 
on the basis that the former flow system component’s design (configurations and generated 
drawings prior to microfabrication) ensures faithful extraction of cellular electrochemical 
signals within a uniformly distributed electric current in a damage-free cell environment within 
a contained microfluidic system; such anticipated flow system should preserve cell’s integrity 
throughout the conducted experiment. Therefore, the importance of flow systems (non-
equilibrium systems) lies within the resultant efficient design that ensures durability and 
optimal utilization of any miniaturized system over time, shortens lead time by avoiding trial 
and error, and further enhances system components’ performance; this is what defines the 
Constructal theory/law: “For a finite-size flow system to persist in time (to live) it must evolve 
in such a way that it provides greater access to the currents that flow through it” [50]. Driven 
by the two works in [50, 51], advocating Constructal law in justifying, in particular, the 
evolution of miniaturized devices on the essence of biology, and presenting design as science, 
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and optimizing a constructed platform, shall further assist in defining design boundaries as well 
as limitations (imperfections), where sources of enhancements could be allocated.                     
The objectives of this chapter are (1) to provide a review on how nature contributes in 
defining the design requirements of a miniaturized system for cell viability -- mimicking that 
of an in vivo domain, as well as extracting cellular electrophysiology at a molecular level, and 
(2) to translate such requirements into an engineering application of design syntheses and 
analyses of two main integrated components of an LoC platform: microfluidic (µF), and Multi-
Electrode-Array (MEA) systems. Thus, this chapter highlights the optimal environment of a 
cell to live and grow for bioresearch, by acquiring an engineered system of nutrition supply 
and removal of wastes (perfusion), pH neutralization, sufficient supply of oxygen, thermal 
stability, elimination of air pockets, and a presence of a highly salted aqueous solution. 
 
2.2 Integrated Microfluidic (iµF) System 
 
2.2.1 Design Synthesis  
 
Microfluidics (µFs) avail researchers the benefits of analyzing a single or a population of cells 
in a confined and controlled environment with a very high sensitivity [1, 52, 53]. Fragoso et al. 
[53] have fabricated an iµF platform to detect breast cancer protein markers in a serum medium 
based on its electrochemical (electrophysiology) characteristics. They have designed their 
system to house two zones: (1) detection with µF chambers and their associated 16 working 
electrodes, and (2) fluidic storage zone of a cell sample and reagents, consisting of five 
reservoirs.  
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2.2.1.a   System Perfusion  
 
In mammalian bodies, perfusion is a process, in which, nutrients, oxygen, and cell growth 
factors are provided to cells, and wastes, such as C𝑂𝑂2, insoluble cell debris are removed from 
the system. Perfusion can be branched into (1) re-circulating (for large volume media: re-
circulated through the system, where wastes are diluted and sent back to cells), and (2) non-re-
circulating (media are perfused into the system and then sent entirely to waste) [54]; perfusion 
is an essential process of supplying nutrients to cells. Figure 2.1 shows microfluidic perfusion 
system [55]. 
 
 
Fig. 2.1 A micrograph of 1-mm-diameter-culturing reservoir with perfusion channels prior to adherent 
to a glass substrate. High aspect ratio design. (a) SEM picture of a single unit of the arrayed device 
before bonding. Multiple perfusion channels surround the main culture chamber. The microchamber is 
40 µm in height with a diameter of 1 mm. Each culture unit has four fluidic access paths. (b) SEM 
image of perfusion channel dimensions. Each perfusion channel had a width and height of 2 µm – 
Reproduced with text caption from [55] with permission from the Royal Society of Chemistry. 
 
49 
 
 
 
 
Chapter 2: Lab-on-a-Chip (LoC) 
 
Kim et al. [56] have designed and fabricated a continuous perfused µF domain with a 
system of 3 and 4-way valves to culture murine adhesive embryonic stem cells (ESCs) for four 
days until cell confluence, where cellular dense culture has been reached and cells no longer 
proliferate. Their main objective was to model and design a variable flow rate initiated from a 
single input. They have noticed that slow flow rate environment didn’t support cell growth as 
opposed to a constant higher flow rate, where cells have grown in a healthy-round-morphology 
shape. In the absence of neighboring cells, they have estimated the shear stress exerted on a 
single cell (cell’s height ((k))), adhered to a channel of height h, to be three times the fluid shear 
stress experienced at the walls. However, they have concluded that shear stress has a minimal 
effect on the morphology of cell colonies, and that high flow rate plays an important role in 
terms of expediting the process of waste removal, nutrient delivery, and removal of 
proliferation (growth factor) concentration. Furthermore, continuous perfusion ensures non-
evaporation of the contained fluid volume within the system, and multi-perfusion channels 
prevent the cell from being flushed away, and ensure uniform nutrient distribution [55]. 
Nevill et al. [57], on the other hand, have developed an on-chip-iµF system of a continuous 
perfusion cell culture and “on-demand-cell lysis.” They have cultured HeLa, MCF7, Jurkat, 
and CHO-K1 cell over a 5-day-time period, and they have managed to lyse (break) cells in a 
lysing-reagent-free environment. In their device, the lysis process is achieved by imposing a 
DC potential that leads to the development of hydroxide within the proposed system, without 
the need for higher electric field development. The link in the footnote illustrates a form of cell 
breakage due to imposed external force, e.g., as in antibod𝑦𝑦1. The electrochemical cell lysis 
[58], on the other hand, is carried out by inducing a DC potential through an electrode 
neighboring the trapped cell, where hydroxide is initiated at the cathode upstream. In [58], 
Cr/Au as opposed to Ti/Pt configuration has been considered in their designed experiment as a 
robust electrode model.  
1 http://www.youtube.com/watch?v=rPtCP7rR9y8&feature=youtu.be 
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Hung et al. [55] have designed and fabricated a novel microenvironment for high 
throughput Human Carcinoma (HeLa) cell culture consisting of a circular µF chamber enclosed 
by a number of perfusion channels – cell culturing lasts for 8 days. The culturing was performed 
at 37°C, until cell conflency has been achieved. It is shown in [55] that high aspect ratio of the 
µF chamber to the multi-perfusion channels leads to a large fluidic resistance, which eventually 
contributes to having a uniform flow pattern (uniform nutrition distribution) for the cell. 
Similarly, Kim et al. [54] highlight the importance of optimal controllability on perfusion 
process: supply of nutrients and removal of wastes of adhesive cells.  
 
2.2.1.b   Mimicking In Vivo Environment 
 
Prior to investigating the relevant literature on simulating in vivo domain within the in vitro 
environment, it is worth to draw a comparison, and highlight the merits associated with µF 
system in the in vitro environment to those of static Petri dish culturing, as well as 
humanized/nude mice [59, 60], where the latter are utilized in the in vivo model within 
biomedical research. µFs provide high resolution and throughput in obtained measurement, 
real-time monitoring of the system, spatial and temporal controllability over the µF domain 
[61, 62]. µF based-LoC reduces the usage of lysing reagents [57]. Furthermore, LoCs exhibit 
less evaporation rate and temperature variability than static petri-dish culturing. Their designed 
system allows the analyses of capillary morphogenesis as in tumor growth and wound healing 
[61]. Furthermore, static petri-dish-culturing approach experiences uncontrolled signaling, and 
accumulation of cell’s waste. In addition, static culturing doesn’t provide full spatial 
controllability over cell movements [63]. µFs provide a variety of flow gradient that allows 
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performance of complex bio-experiments, enabling prompt switching (continuous flow) or 
inclusion of cell-cell communication (no flow) [63]. 
IµF-based LoC module can reduce the cost of robotic cell-culturing platform, especially in 
the case where a macro-level robot cannot conduct culturing at a miniaturized scale [64]. Also, 
iµFs have a number of merits over static culturing by controlling the shear stress, which is 
advantageous for some types of cells, e.g., vein endothelia𝐥𝐥𝟐𝟐 [65]; also, controlling shear stress 
enhances perfusion process, once the system geometries are optimized [65]. The footnote 
provides a video link illustrating veins’ endothelium cell [66].  
µFs operate on a small culturing volume: providing most beneficial experimental 
environment, and hence eliminating labor intensive factor, as well as lessening the occurrence 
of experimental systematic errors [64]. It is reported in [67] that µF approach provides more 
sensitive analyses, and less utilized reagent volume than static culturing. Moreover, cross 
contamination is less likely to take place during µF experiments as opposed to static culturing 
processes. 
In vivo mouse model approach is a process of nurturing tumors within mammalian bodies 
of animals such as mice [59, 60]; it is a very time consuming and tedious process that suffers 
from lack of legitimate model to perform the experiment. Also, it is quite expensive to maintain 
the in vivo model (i.e. animal technician would charge ~ US$100/per day for mouse 
maintenance). Also, there is the issue of patenting and obtaining permission of utilizing a 
patented developed mouse model, as well as the monotonous/lengthy culturing procedures, and 
ethical obligations that the bio-experimentalists have to adhere to. Moreover, it acquires a 
lengthy lead time in obtaining approvals for certified protocols, when conducting the mouse 
model experiment. Thus, µF approach could provide a simulated in vivo model within the in 
vitro environment, without animal suffering. 
2 http://www.youtube.com/watch?v=0PU4FWwZaIg&feature=youtu.be 
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In line with the merits of µF chamber over static culturing process, further research is 
geared towards mimicking the in vivo environment that in particular should benefit the tissue 
engineering field. Ziólkowska et al. [65] have provided a detailed review of utilizing µF to 
mimic in vivo environment. They have stated that a resemblance of in vitro to in vivo 
environment leads to a realistic cell growth, but on a slower rate than static culturing. 
Vickerman et al. [61] have developed a novel multi-parameter control of Polydimethylsiloxane 
(PDMS) µF platform, via soft lithography, for 3D-cell culturing in synthetic hydrogel, 
monitored through a QX5 digital microscope. This cell-scaffolding technique, of known pore 
size, density, and stiffness consisting of various cell types in a designed spatial arrangement, 
simulates tissue engineering in the in vivo environment. As shown in Figure 2.2, their proposed 
system consists of microfluidic channels with a central gel cage. In their work, gel cage micro-
pillar array is utilized to provide a rigid platform when seeding cells into the scaffold. It should 
be noted that during perfusion flow, mechanical stresses are imposed on the 3D matrix cells 
entrapped in gel that requires a design for rigidity by embedding nano-pillars. The hydrogel 
scaffold is microinjected in a pre-set protocol with or without cell into the gel cage [61].   
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Fig. 2.2 A 3D matrix of central gel cage for cell culturing illustrating in vivo tissue engineering. (a) μF 
domain consisting of two parallel channels and a central gel cage. (b) Scaffold loading protocol. (c) 
Microinjection station in sterile laminar flow cell culture hood. (d) Micrograph of assembled μF domain 
– Reproduced with summarized text caption from [61], with permission of Prof. Roger Kamm, 
Biological/Mechanical Engineering Dept., Massachusetts Institute of Technology (MIT), and with 
permission from the Royal Society of Chemistry. 
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Kim et al. [68] have also developed a 3D-cell-culturing platform for differentiating 
embryonic stem cells (ESCs) in an embryoid body. 3D culturing is more efficient within 
pharmaceutical industry in reporting results of drug screening than 2D culturing, as it provides 
the cell-cell mechanical and extracellular matrix (ECM) interaction resembling that of an in 
vivo tissue [68]. Cell interference with its in-range vicinity is normally accomplished by 
adhesion to another cell, and through ECM via its surface macromoleculars [69]. Alternatively, 
Leclerc et al. [70] have uniquely designed and fabricated a 3D-PDMS-µF device of two stacked 
layers for Hepatocarcinoma liver (Hep G2) cell culture for eight days until confluence has been 
reached. They have identified that glucose consumption, and albumin production are a 
manifestation of ongoing activity of viability of cells. To maintain viability of cultured cells, 
the culture medium has to be altered routinely to provide glucose (nutrients) on a 2-day basis 
to maintain cell viability [70]. They have estimated the oxygen consumption within the µF 
device based on the product of cell density, area of cell culture, and cell oxygen consumption 
per second; also they have illustrated that the permeability of oxygen (introduced 𝑂𝑂2 to the 
system) through PDMS compartment is based on the product of permeability of PDMs into the 
ratio of the oxygen gradient concentration to the thickness of PDMS walls. However, there are 
some constraints associated with PDMS permeability, where water vapor and organic solvent 
could enter the PDMS through its permeability feature [54]. Thus, for better experimental 
productivity, PDMS-based µF device should be placed in a vacuum chamber to remove all 
moisture prior to conducting an experiment.  
Cheng et al. [71] have utilized a biocompatible 3D E-coli cell assembly within a µF domain 
with parallel sidewall Cr/Au electrodes, via spatially programmable gel formation, and 
controlled pH parameter. They have utilized calcium-responsive alginate hydrogel, which they 
have electrochemically deposited into the µF platform. Here, they’ve uniquely defined side-
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wall electrodes, enabling trap of a cell within hydrogel, where cells are adhered to the calcium 
alginate gel on the anode for a 3D visualization of the cell growth on the gel substrate.  
 
2.2.1.c   Thermal Stability and pH Neutralization 
 
µF domain experiences high surface to volume ratio which should increase diffusion rate and 
heat conduction processes [52]. Therefore, high surface to volume ratio alarms for temperature 
built up, and hence designers should carefully investigate the approaches in thermally 
stabilizing the system [63]. Variability in temperature affects viscosity of the medium, and thus 
the overall velocity profile of the flow [72]. Many researchers maintain temperature stability 
by incorporating transparent indium-tin-oxide (ITO) heaters into their µF platform [53, 55]. It 
is reported in literature that stable temperature, and pH rate should respectively be 37°C, and 
7.2-7.4 within 5% C𝑂𝑂2 [54]. 𝐶𝐶𝑂𝑂2 oscillation rate, entrapped in a µF chamber, is interrelated to 
pH acidity within the system that affects any extracted electrophysiological characteristics out 
of a bio-system [73].  
Eddington et al. [74] have developed an iµF system, in which the pH is automatically 
controlled in a self-regulating mechanism of an input stream with respect to the output. In [75], 
a label-free, low-cost, and disposable polycrystalline silicon TFT have been utilized as a 
biological sensor of specific ions and analytes that could be extended to monitor pH 
concentration. It is demonstrated in [55] that after cells’ settlements in the bottom of the µF 
chamber, C𝑂𝑂2 independent medium was drawn through the perfusion channels; during the 
continuous perfusion, the whole system is placed into an incubator to control humidity and 
temperature, where 𝑂𝑂2 is permitted through the permeability feature of PDMS, and the 
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continuous feeding of perfused nutrition ensured a stabilized pH rate [55]; incubators are used 
to maintain cultured medium in a 5% C𝑂𝑂2 rate.  
Dimov et al. [58] have illustrated a novel iµF array plate (iMAP) for gene expression, 
protein immunoassay, and cytotoxicity of real-time optical molecular analyses of adhesive cells 
(HeLa, MCF7), and non-adhesive cells (Plasma cells U266, macrophage J774). Their 
developed µF system consists of two-layer soft lithography with no requirement of alignment. 
By maintaining a channel to trench depth ratio of greater than 5, with an inlet fluid velocity of 
100 µm/s, they have successfully managed to trace a particle with a 100% efficiency in their 
obtained simulation.  
 
2.2.1.d   Elimination of Air Pockets 
 
Bubbles could lead to clogging (malfunction) of the µF system. A non-uniform flow leads to 
bubble formation and cell death [70]. Elimination of air pockets could be accomplished in 
different fashions. For example, from a practical experience, removal of air bubbles within a 
µF device is performed by filling the domain with DI water on a low pressure for about 30 
minutes: not to break the bonding between the µF and glass substrate. Also, Phosphate Buffered 
Saline (PBS) flushing can be performed to ensure a bubble-free environment prior to cell 
culturing as in [57]. Furthermore, a bubble trap could be installed interconnecting the syringe 
pump, and first inlet valve. Vacuum chamber is utilized during fabrication for surface 
treatment, and removal of air bubbles. Also, a bubble tank is incorporated between culture 
medium tank, and the µF-peristaltic pump platform for a system in a loop. During sterilization, 
ethanol also removes air bubbles. From an electrode perspective, increasing potential may 
contribute to formation of air bubbles, and reducing the flow rate; this also could contribute to 
improper supply of nutrients to the cell, as well as generation of backflow.  
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Bubble accumulations on an electrode can degrade its performance by reducing its emitted 
current. Channels with slit, pit, and/or groove features and/or with sharp corners are a source 
of air-bubble-pocket formation, and flow resistance constraints [76]. Electric means, capillary 
force, ethanol can all be utilized to eliminate such bubble accumulation if they are well 
controlled.  
 
2.2.1.e   Sufficient Supply of Oxygen    
 
Oxygen supply is indispensable for cells to maintain their viability. The mammalian cell 
metabolism mechanism is dependent on supply of oxygen and removal of carbon dioxide [63]. 
Thus, the system has to mimic the balance between supply and demand achieved in 
metabolism. However, cells’ consumption of oxygen varies from one type to another. As an 
example, embryonic stem cells require low 𝑂𝑂2 consumption rate for better proliferation [77], 
whereas hepatocytes demand high oxygen consumption rate [78, 79]. As the cell density 
increases, the oxygen consumption proportionally increases [63]. 
The vast majority of µF devices are PDMS based, since it exhibits a unique feature of 
permeability that allows for gas exchange within the outside atmosphere. Thus, PDMS 
permeability permits oxygen to enter the system, which reduces the need for oxygen supply 
unit (oxygenator) [70]. Also, high surface to volume ratio experienced in µF devices 
contributes into an excess in oxygen supply, and less molecular dilution [65]. Leclerc et al. 
[70] have estimated the oxygen consumption within a µF domain by the product of cells’ 
density in the µF compartment per 𝑐𝑐𝑐𝑐2, the consumption of 𝑂𝑂2 of a single cell per second, and 
cell culture area.    
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2.2.2 Anticipated Objectives of the µF System 
 
In light of the relevant literature described in this chapter in terms of the requirements of cell’s 
viability, and microfabrication limitations, it is a pre-requisite to have the culture chamber 
sufficiently large for cell to grow and differentiate, as well as to consider tie-in-connection 
constraints (i.e. syringe pump, disposal capillary tube, etc.). However, dense tie-in µF 
environment of mixers, valves, pumps, and so forth, affects the throughput of the system by 
adding more mechanical constraints; this shall also deviate from one of the main objectives in 
designing the LoC system, which is acquiring simplicity of the structure and experimental 
setup. 
A uniform velocity profile is anticipated to ensure uniform distribution of nutrients 
(parabolic laminar flow profile). It is quite essential to design the channel breadth large enough 
to avoid adhesive cell accumulation (channel clogging). In order to prevent breakage of the 
glass-PDMS bonding, the channel has to be designed such that a pressure drop experienced 
within the channel is maintained at minimal during LoC system’s normal performance. An 
essential design aspect of a rectangular channel is the hydrodynamic resistance factor that is 
directly proportional to channel length, and inversely proportional to channel width, and the 
third power of channel height [72]. From the biological perspective, osmotic pressur𝐞𝐞𝟑𝟑 [80] 
is essential for cell viability, and it should be considered that many cells do require attachments 
to solid surfaces prior to proliferation process to commence [73]. 
Figure 2.3 summarizes the aforementioned factors described in this research, which are 
required to maintain cell viability within a confined environment such as that of a µF and MEA 
3 Osmosis pressure is a force per unit area required to achieve a stabilized solute concentration resulted from 
      solvent molecules’ movement via partially permeable membrane to a higher solute concentration [80].  
59 
 
 
 
 
Chapter 2: Lab-on-a-Chip (LoC) 
 
system. All these factors are quite essential during cell culturing, and preserving cell integrity 
(viability) prior to conducting in vitro experiments.  
 
 
 
Fig. 2.3 Requirements for cell viability by supplying sufficient oxygen rate and nutrition, elimination 
of air pockets, providing neutralized acidity and thermal stability environment, removal of wastes, 
insoluble cell debris, and carbon dioxide from the flow system.  
 
As per the reviewed literature, controlling the follow within a µF domain is essentially 
important to gain a better controllability on cell trapping, manipulation, and distributing 
nutrition through growth medium to maintain cellular viability. This is achieved by analyzing 
the pressure and velocity profile of the flow. On the other hand, MEAs enhance the trapping of 
a cell as well, via imposed electric field. Furthermore, it is also important to maintain a uniform 
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current distribution, and avoid cross talk between two neighboring electrodes with a defined 
pitch distance, enabling faithful extraction of electrophysiological of cells, as well as allowing 
cell-line growth [1]. In the following subsections, Computational Fluid Dynamics (CFD), and 
Finite Element Method (FEM) are implemented as part of the design analysis approach. CFD 
helps in visualizing the flow pattern, and characterizing µF module building components (e.g., 
channel depth, length, etc.), whereas FEM analyses allocate a pitch distance between two 
adjacent electrodes to maintain uniform current distribution prior to microfabrictaion, and 
characterization of the LoC system that shall be introduced in Chapter 4.              
 
2.2.3 System Level Design (µF Flow): 
 
As part of the detailed engineering analyses of the µF system, and the approach of utilizing a 
pressure difference via a syringe at the inlet and outlet ports to move fluids by inducing driven 
flow pressure, a Computational Fluid Dynamic (CFD) analysis, COMSOL Multiphysics 4.2a 
(Burlington, MA, USA), is performed to visualize and predict flow characteristics of the PBS 
medium. The objective of this analysis is to allocate optimal dimensions of the system that 
would contribute in sufficiently controlling pressure, and eventually injecting and ejecting 
medium solution to and out of the system at a uniform velocity rate. Furthermore, this first-
hand empirical analysis will assist in analyzing the flushing process of PBS within the 
microsystem for several experimental uses, thus increasing system durability and usability. 
In the µF system, the flow is laminar, and experiences a no-slip condition at walls; thus, 
this leads to a parabolic flow profile and limiting flow rate, which eventually yields a dispersion 
of sample plugs [81]. Laminar flow provides ease of controllability of the system [65]. µF 
system exhibits a high surface to volume ratio (low characteristic length of the system), 
indicating a highly viscous laminar flow based on low Reynolds’ number definition [81]. 
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Accordingly, for an incompressible flow, the inertia term of the Navier-Stokes equatio𝐧𝐧𝟒𝟒 
drops out [82]. Another problematic design issue is flow resistance, which is found to be 
directly proportional to channel length, and inversely proportional to its width [81]. The size 
of the µF device should be selected such that it would hold an adequate amount of cell media 
(biological constraint), avoiding system clogging.     
 
2.2.3.a µF Model 
 
The µF system analysis has been performed in several iterations, where depth and width of 
channels, dynamic viscosity and density of the PBS solution, and applied pressures are all held 
fixed, while the length of the channel varies (all resultant iteration graphs are not shown). The 
density and dynamic viscosity of the PBS buffer medium are 1.06 x 10 3 Kg/m 3 , and 1.99 x 
10−3 Pa.sec, respectively [83, 84]. The analysis is conducted by considering a time domain (t). 
Therefore, the differential pressure injected into the system via a syringe mechanism in the 
inlet reservoir with respect to the outlet is timely controlled, as described in Equation (2.1). 
The pressure at the outlet reservoir is set to zero, where there will be no viscous stresses. 
Similarly, it is assumed that there will be no viscous stresses at pressure inlet exerted near the 
culturing reservoir upper edge, and it is defined in the following time-dependent equation: 
 
𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑃𝑃𝑜𝑜 +  𝑃𝑃𝑎𝑎  𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤𝑤𝑤)                                                                                             (2.1) 
 
Where, the pressures offset and amplitude are denoted as 𝑃𝑃𝑜𝑜 and 𝑃𝑃𝑎𝑎, respectively, while 
applied pressure at the inlet is 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 and 𝑤𝑤 is angular velocity. The buffer medium flow 
within the µF system is laminar; thus, the flow pattern and characteristics are depicted by 
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solving the incompressible Navier-Stokes, Eq. (2.2), and continuity equation, Eq. (2.3), 
numerically within a 4-second-time domain to simulate fluid-injection time to the system.  
 
𝜌𝜌
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
−  ∇.𝜂𝜂 (∇𝑢𝑢 +  (∇𝑢𝑢)𝑇𝑇) +  𝜌𝜌𝑢𝑢 .∇𝑢𝑢 +  ∇𝑃𝑃 = 0                                                                     (2.2) 
 
∇.𝑢𝑢 = 0                                                                                                                                      (2.3) 
 
�∇. 𝜂𝜂(∇𝑢𝑢 + (∇𝑢𝑢)𝑇𝑇)�.𝑠𝑠 = 0                                                                                                        (2.4) 
 
𝑃𝑃 =  𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎                                                                                                                         (2.5) 
 
Where, u is the velocity, 𝜌𝜌
 
is density, 𝜂𝜂
 
is the dynamic viscosity of the solution, and 𝑠𝑠 is the 
outward normal unit vector of the boundary. A no-slip condition is imposed, where velocity 
components at the walls are zero. The solution maintains a uniform density, and viscous stress 
effect diminishes at the inlet and outlet of the µF system. 
 
2.2.3.b CFD: µF System Characterization  
 
Figure 2.4A depicts the velocity-field distribution and pressure at walls throughout the µF 
system. The right and left level indicators at the right side of Figure 2.4A, show pressure and 
velocity distribution, respectively. For pressure indicator, yellow indicates maximum pressure 
while dark red is minimum pressure experienced within the system. As for velocity distribution 
level indicator, red signifies maximum velocity, while blue is minimum. Figure 2.4D indicates 
that the streamlines (arrow velocities), within the microfluidic channel, are maximum 
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(squeezing) and experience a Gaussian velocity distribution across the width of the channel, 
where the maximum velocity is at the center of the channel. This result is anticipated as it 
depicts a typical Poiseuille (laminar) flow.  
From the obtained results, a large pressure drop (pressure loss) would reduce the flow in 
the microchannels, and thus affecting the flushing process for proper maintenance of the 
system. This obtained optimal CFD result predicts flow pattern, and helps designers to reach a 
system that exhibits a uniform overall pressure distribution -- achieving better flow 
controllability over time.  
 
 
Fig. 2.4 (A) Pressure at walls and velocity field in the microchannel at t = 4 sec, (B) Velocity profile 
distribution at the neck exit of the culturing reservoir and into the channel, (C) Built-up pressure at 
sharp edges, (D) Gaussian Poiseuille velocity profile within the microchannel, and (E) Pressure at 
minimum and velocity distribution at the exit reservoir.  
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From the obtained results of the several empirical iterations (just optimal case is shown), it 
has been demonstrated that in a longer channel case, the flow is slow due to a very large 
pressure drop caused by frictional losses. It should be noted that the larger the pressure loss, 
the slower the flow in the channels. On the other hand, shorter channels experience high 
pressure, and thus high velocities are being immediately experienced preceding the outlet, 
which will complicate the process of controlling the flow. However, the optimization process 
has yielded a system as shown in Fig. 2.4 with a uniform pressure gradient along the channel, 
and thus has a uniform parabolic velocity near the outlets, and offers a uniform flow 
controllability. In addition to the empirical analyses, the resultant size of the µF device as 
depicted in Fig. 2.4 meets the constraint/requirement of holding an adequate amount of cell 
media. The channel width is optimally chosen to fairly encapsulate the width of cell-line 
growths within a confined environment. As per the empirical analyses, the channel width is 
228 µm, and length varies on each side of the µF system. The diameter of the culturing and 
outlet reservoirs, where cell culturing is initiated and disposed form the system respectively, 
are of equal size of 1.77 mm -- giving sufficient space for syringe tip to be injected into a 
feeding tube that is connected to a pin adaptor/connector. Based on the flow optimization 
analyses, the entire µF system has a uniform depth of 20µ m. 
 
2.3 Integrated Multi Electrode Arrays (iMEAs)  
 
In addition to the mechanical pressure driven flow exhibited in the previous section, the 
objective is to increase the versatility of the bio-mechatronic platform by considering a second 
driving force of the flow for future extension of this work: electroosmotic/electrokinetic, and 
electrophoresis. This is in line of the Constructal law in identifying the imperfection of a current 
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existing design, and arriving at enhancement tactics to elevate the existing flow system design. 
Thus, on the contrary to pressure-driven flow, electroosmotic/electrokinetic are utilizing 
electric field to induce fluid dynamics, whereas electrophoresis is used to cause motion of 
particles within the fluid [76]. In the study of [76], electrophoresis illustrates the movement of 
biological particles by electric fields, in which DNA for instance migrates towards a positive 
electrode, whereas electroosmotic flow is the fluid flow from a positive to a negative electrode 
[76]. Thus, the proposed system shall have the flexibility to switch between a simply operated-
pressure-driven flow to an electro-kinetic flow: switching from the former to the latter 
mechanism enhances cell trapping and manipulation processes, and most importantly 
overcomes the deficiency of the pressure-driven flow with the incorporation of the no-slip 
condition at the µF walls, leading to a parabolic velocity distribution, and thus non-uniform 
distribution of nutrients, whereas electrokinetic driven flow exhibits a relatively uniform 
velocity distribution. 
This added feature would contribute into cell trapping, deformation, and manipulation 
under a presence of an electric field. This is accomplished through integrated multi-electrode 
arrays (iMEAs), within the LoC/µF domain.  
 
2.3.1 Electric Field Cell Manipulation 
 
A constant demand by bio-experimentalists working on cell manipulation is to optimally 
control the flow, and report changes in a real-time response. Although it is beyond the scope 
of this research in utilizing electric means in manipulating cells, it is worth re-stating that the 
limitations of pressure driven flow are overcome by utilizing an electric field to impose cell 
movements via electrophoresis mechanism, which is quite essential, and it is a very dense area 
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of research. Furthermore, it is worth stating that there is a third mechanism in manipulating 
cells, which is beyond the scope of this work as well, and that is the optical tweezers approach 
[85].  
Issadore et al. [86] have comprehensively illustrated a method of cell manipulation through 
electric field frequency (i.e. dielectrophoresis, magnetophoresis, electrofusion): in a hybrid 
IC/µF chip. They have shown an ease of controllability of cell manipulation over a pico liter 
of volume. Their proposed system leads to a full automation in terms of deforming, trapping, 
and moving biological cells at potentials in MHz frequency, whereas mixing and fusion are 
achieved by electrofusion, and electroporation at potentials in a frequency range below 1 KHz. 
This is performed on the basis of dielectrophoresis (DEP) in a vast multi-electrode 
environment. Such system provides an automated multitask LoC platform that eliminates the 
bulky micromechanical tie-ins of the system, e.g., mixers, pumps, latches, and valves. They 
have also illustrated in their experiments that cell-membrane potential is dependent on the 
frequency of the imposed electric field, and it remains unharmed at frequencies below 1 KHz 
within a range of a utilized DEP. Furthermore, this shall open a new frontier in analyzing cell-
cell communication without physical contact among cells, which is usually performed through 
a cellular gap-junction mechanism – gap junction is a physical biochemical connection among 
cell network [63]. Moreover, iMEAs contribute into extracting cell electrophysiological 
characteristics, which shall be further addressed in Chapter 4; hence, the obtained cell-
membrane potential will be correlated with cancer cell contractile force (Chapter 6).  
Cell manipulation and flow driven by electrical means are beyond the scope of this Ph.D. 
study, rather the main focus is on utilizing iMEAs in extracting the cell-membrane potential. 
MEAs contribute into high throughput of the LoC platform in terms of cell manipulation. As 
illustrated in Alqabandi et al. [1], multi-electrode arrays are acting as sensors in a passive mode 
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(recording electrode), and as a stimulator to the cell in an active mode, enabling the extraction 
of electrophysiology of cells.  
 
2.3.2 Capturing Electrophysiology of Cells  
 
It has been reported that the electrophysiology/electrochemical characteristics of even a very 
diminutive building component of a cell such as a protein have been detected by utilizing 
MEAs [53]. Therefore, electrodes are utilized for electrochemical detection [1, 87], where such 
electrochemical changes at a molecular level contribute into the bio-signaling process [88].  
On the same application, Dworak and Wheeler [89] have designed and fabricated a novel 
and highly stable MEA integrated within PDMS microtunnels to capture the speed and 
direction of cell-membrane action potential propagation, which was on the magnitude of a 300 
µV electric signal of isolated axon cells; they have developed a system consisting of four 
culturing wells, and one central interconnected by microtunnel arrays, where three 
configurations of varying Au/Cr microelectrode width (25 µm, 50 µm, and 75 µm), with a pitch 
distance of 200 µm have been placed underneath the PDMS channel to investigate the 
dependence of signal amplitude on electrode size. The 50 and 75 µm electrodes produce larger 
signals depending on their configuration and size within the channel. The theory behind having 
the MEA buried beneath the PDMS channel floor is to create a high amplification of the 
induced potential considering that the micro-size of the tunnel experiences a very high 
resistivity of 16 MΩ [89]. On an instrumentation aspect, current to voltage (I/V) convertor, and 
a system of digital-to-analog convertors (DACs) are utilized to assure controllability of induced 
potentials through gold patterned electrodes [90].  
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2.3.3 MEA Configuration 
 
An overlap of neighboring electrodes could affect the performance of the entire MEA system. 
Freire et al. [91] have investigated the influence of the number of electrodes, their distribution 
pattern on the basis of gain of the signal-to-noise ratio (SNR), and overlap (cross talk) between 
adjacent electrodes due to diffusion layers. Based on their previous studies, the minimum 
maintained distance between two neighboring electrodes in MEA domain should be greater 
than six times their diameter of wire-shaped electrodes to eliminate overlap of diffusion layers. 
Also, they have investigated different variations of distances between electrodes on detection 
limit; the faradic current increases with distance, which negatively affect the detection limit. 
For their particular experiment, it is found that the distances between electrodes should be of 
20 times the electrode diameter; also the detection limit resolution weakens, affecting the 
overall signal-to-noise ratio (SNR) of the system. Usually, the range of distance between two 
neighboring electrodes varies from 1-10 µm, however, it is subject to microfabrication 
constraints, as well as the main desire of achieving high sensitivity by having a strong electric 
field [87]. A reduction in electrode surface area leads to a reduction in obtained signals [75]. 
 
2.3.4 System Level Design and Characterization: MEA 
 
As for the MEA configuration, important findings for the design constraints associated with 
electrode cross talk, uniform stimulation threshold, heating of cell membranes, and electrode 
erosion have been extensively investigated and discussed by Planker et al. [92]. Their 
conclusion is that large-electrode cell displacement leads to a cross talk between adjacent 
69 
 
 
 
 
Chapter 2: Lab-on-a-Chip (LoC) 
 
electrodes, and thus high charge density and power stimulation – eventually introducing heat 
to the system and causing electrodes to be eroded (poor resolution output). They have proven 
that the stimulating-threshold current is directly proportional to electrode-cell displacement, as 
well as electrode size. As a result of their findings, the optimal distance between neighboring 
electrodes should preserve a tenth of electric field of one electrode to a neighboring recording 
one.  
In this research, a three-dimensional finite-element-method (FEM) model of two-upper-
and-lower neighboring electrodes within a µF channel has been constructed, where the width 
of the electrode is held fixed at 228 µm (comparable to channel width), while the pitch distance 
between the stimulating and recording electrode was varied through several iterations. The 
electrodes used in the simulation are gold coated of rectangular shaped. The objective of the 
model is to visualize the current density distribution within the PBS buffer medium, and thus 
identify an optimal distance that provides a uniform current density distribution, and allows 
sufficient space for cell-line growth between two neighboring electrodes.  
The principal physical relations are based on Maxwell’s continuity equation (2.6), and two 
constitutive relations interrelating electric field, total current density, and electric potential of 
the system – Equations (2.7) and (2.8): 
 
− ∇. (𝜎𝜎 ∇𝑉𝑉) = 0                                                                                     (2.6) 
 
𝐸𝐸 =  −∇𝑉𝑉                                                                                                              (2.7) 
 
𝐽𝐽 =  𝜎𝜎𝐸𝐸                                                                                                               (2.8) 
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Where, E is the electrical filed, V is the potential, J is current density, and 𝜎𝜎 is conductivity. 
The conductivity of the PBS and gold electrode are 179 x 10−3  𝑆𝑆
𝑚𝑚
, and 45.2 x 106  𝑆𝑆
𝑚𝑚
, 
respectively [93, 94]. Figure 2.5 shows the potential profile of electrodes as well as arrow 
representation of a total current density within the microchannel; the level indicator represents 
potential experienced within the system, and arrows illustrate current distribution between the 
active and passive electrode. After several iterations in COMSOL Multiphysics 4.2a, the 
current density distribution is relatively uniform at a pitch distance of 20 µ𝑐𝑐. At this distance, 
the stimulating electrode doesn’t experience comparatively high current density at its edges. 
High current density leads to a biofluidic coagulation, which will eventually affect the 
efficiency of cell electrophysiology measurements. Furthermore, reaching a uniform current 
distribution is desirable in designing an optimal distance between electrodes on the essence of 
providing stability of measurements over an extended period of time, and ensuring a damage-
free cell membrane. Remarkably, the obtained optimal distance between the two neighboring 
electrodes that yielded a uniform total current distribution is in agreement with the obtained 
channel depth of the microfluidic system in achieving a proper pressure and velocity 
distribution, enabling better flow controllability (flow system integrity). The obtained optimal 
depth also complies with a biological constraint of entrapping cells, whose diameters are on 
average of 8-10 𝜇𝜇m [1]. 
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Fig. 2.5 (a) Empirical analyses of a stimulated working electrode and recording reference electrode, (b) 
potential gradient distribution within the electrical field between working and reference electrode, and 
(c) enlargement of the small dotted circled section showing a uniform current distribution between the 
two electrodes within a µF channel. 
 
2.4 Conclusion 
 
This chapter has highlighted the dominant criteria for cell viability: sufficient supply of oxygen 
and nutrition, stabilized thermal system and pH rate, elimination of air pockets, and disposal 
of carbon dioxide, cell debris, and wastes. Furthermore, this chapter has shed light on extraction 
of cell electrophysiology, and has manifested the importance of in vitro testing as opposed to 
in vivo and petri-dish culturing. It is clearly illustrated how nature defines the engineering 
requirements of two important building blocks of LoC components – µF and MEAs. The 
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understanding of cellular biology requirements as a flow system defines a design strategy, on 
the basis of science, where spatial and temporal pattern, as well as system configuration of the 
major building components of LoC (µF and MEAs), are prominent. Such design approach shall 
save time, resources, and it shall avoid trial and error during microfabricartion; it helps in 
understanding the cellular physical behavior when conducting in vitro experiments.       
The design synthesis, in light of biological constraints, has yielded empirical analyses in 
terms of visualizing the flow within a µF domain that ensures uniform pressure gradient 
distribution, and uniform flow rate: ensuring controllability in flushing the system with PBS 
medium. This is accomplished through the constitutive relation sets forward in Navier Stokes, 
and continuity equations. From the MEA perspective, the FEM optimal result has illustrated a 
uniform current distribution between two adjacent electrodes. Such design syntheses on the 
essence of analyzing cellular viability, and design analyses of the CFD and FEM models should 
assist designers prior to microfabricating iµF and iMEA LoC system. Such described design 
syntheses and analyses within this chapter have contributed in microfabricating the LoC shown 
in Figure 2.6, by controlling the microfabrication lithography and etching processes. The 
microfabrication and in vitro experiments shall be further elaborated on in Chapter 4. 
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Fig 2.6 (A) A top view of the LoC module placed next to a two-sterling British pound coin as a scaling 
factor (B) An image showing connecting pins of culturing and outlet reservoir, and gold plated upper 
and lower MEAs patterned on two glass substrates (upper and lower) which are crossing the 
microfluidic channels.     
 
 
Declaration: This chapter appears in a peer-reviewed paper by the author -- Alqabandi, J. 
A., Design syntheses and analyses of a lab on a chip (LoC) module based on biological cell 
requirements in nature. Design and Nature 2014: 7th International Conference on Comparing 
Design in Nature with Science and Engineering. WIT. 2014. 
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3.1 Introduction: Electrochemical vs. SAW/Optical Approach 
 
Considerable research efforts are being geared towards finding new instrumentations and 
detection techniques of cancer at a cellular level that would overcome the problems and 
limitations of the currently existing ones, e.g., CT scan, X-Ray, MRI, PET and Bone scan [33-
40, 42-45]. Cell’s electrophysiology plays a pivotal role in cancer formation, which has 
initiated the necessities to develop a device that could detect the biophysics of cells [1, 2, 20, 
95, 96]. Furthermore, electrophysiological cell-cell communication via ion and gap junction 
initiates different biological phenomena, such as cell’s motility, apoptosis, mitosis, tissue 
reconstruction, and inflammation healing [1, 96, 97]. Moreover, it has defined two classes of 
cells: excitable (action potential propagating cells) such as neurons, muscle cells, and 
endocrine, as well as non-excitable cells (non-propagating action potential cells), such as 
fibroblast tissue cells, fat cell adipocytes, and endothelial cells within the boundary interior of 
veins, capillaries and arteries [96, 97]. Thus, the detection of such cellular phenomena can act 
as a label-free biomarker of cell status, type, and functionalities. However, it is fundamentally 
noteworthy to state that in order to optimally design, characterize, fabricate, and test a 
functionalized biosensor that would detect such cellular phenomena, is to initially necessary to 
understand the biophysics of cells, and investigate the controlling parameters of cellular 
electrophysiology. Therefore, this chapter sheds light on a vital aspect of research 
methodology, which is a mathematical modeling of electrophysiology of cells; understanding 
the dominant controlling parameters’ role in shaping the physics associated with cellular 
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electrophysiology should shorten lead time, and alleviate costs and efforts prior to conducting 
bio-experiments -- enabling researchers to simulate and tentatively predict the outcomes of 
experiments without the suffer and cost associated with ordering, incubating, and culturing of 
cells. Furthermore, development of mathematical modeling would assist in effectively 
analyzing the obtained experimental results prior to microfabricating a customized biosensor, 
and hence efficiently validating the developed analytical model with the experimental findings.  
To provide a comprehensive research on the subject of cellular electrophysiology, 
especially to novice readers, this chapter first highlights the merits, drawbacks, and 
mechanisms of different non-conventional methodologies utilized to analyze the characteristics 
of cells: Surface Acoustic Wave, Optical Fluorescence, and Electrochemical approach. By 
advocating the last approach, a vast literature review on experimental findings on cancer 
electrophysiology is provided to manifest the heterogeneity of tumorigenesis on the essence of 
biophysics of cells. This should provide a solid platform, and a sense of high appreciation to 
the importance of cellular biophysics role in cancer formation prior to invoking the subject of 
mathematical modeling with its detailed derivations, and presented empirical solutions. Hence, 
in addition to the aforementioned limitations, and constraints of conventional approaches in 
detecting cancer at a cellular level in Subsection 1.4, non-conventional techniques have been 
investigated, which include Surface Acoustic Wave (SAW) based sensors, lab-on-a-chip (LoC) 
optical fluorescence, and electrochemical-based approach.  
SAW sensors are compact in size and can be wirelessly controlled [98-100]. The operation 
of SAW biosensors is based on placing a targeted biological specimen between two interdigital 
transducers (IDTs): input and output IDT [98-100]. The piezoelectric-based input IDT is 
stimulated by voltage means that consequently generates acoustic waves. The waves propagate 
crossing over a biological model towards the output IDT, where the acoustic waves are 
captured, and transduced by mechanical deflections of the output IDT fingers [98-100]. The 
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problems of acoustic-wave-based approach are in fourfold: (1) it requires lengthy calibration 
processes [101, 102]; (2) the wave propagation is difficult to control [103]; (3) a pre-knowledge 
of acoustic wave properties associated with the biological system is necessary that adds 
complexity to the detection feature of any biological phenomena in terms of reaching optimal 
sensitivity and specificity [104]; and (4) most importantly, acoustic waves could be invasive, 
and hence can endanger healthy cells [105]. 
Optical fluorescence based approach works by processing molecular images at various 
illumination wavelengths [96, 106-108]. This approach is non-invasive, yet it exhibits a “dark” 
signal nois𝐞𝐞𝟏𝟏 constraint [109]; like SAW approach, its sensitivity is dependent on species’ size 
[104, 110, 111]. Finally, electrochemical-based approach is established on sensing the 
electrophysiological potentials of biological cells. This approach, as manifested in Alqabandi 
et al. [1], relies on chemical potential experienced within a biological cell domain; it offers 
high resolution and sensitivity of measurements, where change rate of ionic concentration is 
dynamic, so is the biological system: reporting a close to a real-time response [1]. Thus, in this 
research, the electrochemical approach is highly advocated as a method in extracting the 
electrophysiology of cancer cells as one of two major factors that differentiate among cancer 
cell various stages. The other important factor lies within the field of Mechanobiology 
(contractile force), which shall be further addressed in Chapter 6. 
 
3.2 Cell-Membrane Potential: The Electrochemical Approach 
 
Typical methods of extracting the cell-membrane potential via electrochemical approach are 
classically pursued through three techniques: a patch clamp [2, 112, 113], voltage-sensitive 
fluorescent dyes [2, 96], and utilization of nano/micro electromechanical means [1, 2, 95]. A 
1 A dark noise is a current that is attributable to electric field sweeping of stochastically   
      initiated electrons and holes in the depletion layer of photosensitive platforms.     
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patch clamp could be invasive, and doesn’t faithfully represent the cell-membrane potential in 
the cell’s intended normal living environment [112]. The voltage clamp approach is described 
as fixing (clamping) the membrane potential at a fixed value, where a pipette and electrodes 
are used, which leads to no capacitive current flow of the cell membrane; thus, the total 
membrane current equals the ionic current [2, 112, 113]. On the other hand, voltage-sensitive 
fluorescent dye method is based on optical detection of the percentage difference experienced 
in fluorescence dye molecules, when interacted with the electric field of the cell membrane [2, 
108]. It is worth re-stating that cell-membrane potential is also referred to in literature as 
transmembrane potential. 
Despite the simplicity of the voltage-sensitive fluorescent dye approach in preparations, its 
unique feature of being implemented to a population of cells, applicability of analyzing the 
spatial profile of cell-membrane potential, and unlike patch clamp it can detect a minute change 
of cellular physics within a biological structure, yet it experiences major drawbacks [2, 96].  
The deficiencies of dye optical detection method are mainly due to calibration constraints, 
limited sensitivity to capture various biological electrochemical phenomena at once, the 
extensive usages of such dye is limited in obtaining a confidence in the measured cell-
membrane potential, and it experiences difficulty in attaining an absolute value of cell-
membrane potential [2, 96, 114].    
The third approach is an exponentially growing field in extracting the electrophysiology of 
cells, which is based on the utilization of nano/micro-electro-mechanical-system (N/MEMS) 
technology. It is demonstrated that by placing a cell between two electrodes in a microfluidic 
channel, the presence of the cell will generate a potential difference between the electrodes, 
upon a certain stimulation the cell-membrane potential can be obtained [1, 2, 95]. Moreover, 
this approach allows the registration of the biophysics of a single, as well as a population of 
cells; also, it analyzes signal propagation in temporal and spatial domains, lessens cross 
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contaminations, maintains cell viability due to the merits associated with the miniaturized LoC 
in terms of biocompatibility, thermal stability, neutralized acidity (pH), controlled supply of 
nutrients and oxygen, as well as disposal of wastes and carbon dioxide in a high throughput, 
less laborious, and cost effective working environment. Moreover, it avails the benefit of 
controlling signal propagation as opposed to the random propagations of signals experienced 
in a petri dish. In addition, this technique provides reusability for a number of experiments, and 
stability in obtained measurements. Therefore, in this research such approach concept is highly 
promoted. Figure 3.1 summarizes the various non-conventional methods addressed within this 
chapter in studying the biophysical characteristics of cells.  
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Fig. 3.1 Non-conventional methods in studying the characteristics of cells: (A) SAW based sensor, (B) 
Optical Fluorescent Sensor, (C) Patch Clamp Method, and (D) N/MEMS technology consisting of a 
microfluidic and multi-electrode-array domain.  
   
3.3 Relevant Literature on Cancer Electrophysiology   
 
Electrochemical characteristics of a bio-cell are a manifestation of cell mitosis status, and DNA 
synthesis [2, 96]. Even proteins and their building components (amino acids) possess 
distinctive electrophysiology characteristics [115]. Remarkably, an enormous electric field is 
created within the vicinity of a biological cell [116, 117]. Marino et al. [118] have obtained the 
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electrochemical potential of a breast cancer cell collected from 110 female patients of different 
ages, races, and of different infected breast sides (right or left). Their analyses have considered 
81 benign cases among which fibrosis, and fibroadenoma are analyzed, and 29 malignant of 
which ductal carcinoma is investigated [118]. Interestingly enough, they have exploited two 
cases in terms of cell potential: Contralateral and Ipsilateral. The former is defined in medical 
terms as the reoccurrence of cancer in “the opposite breast side,” whereas the latter is defined 
as the redevelopment of cancer “on the same breast side” [66]. Their findings on the magnitude 
of electrochemical potentials of cancer, and benign for Contralateral case are respectively 16.8 
+ 15.3 mV, and 18.5 + 11.1 mV (Mean + SD), where SD is the standard deviation [118]. On 
the other hand, the magnitude of electrochemical potentials of cancer and benign for Ipsilateral 
case are 17.4 + 12.8 mV, and 16.9 + 8.9 mV, respectively [118]. In their study, they have 
reached no conclusion in relating age of the patient to the associated electrical potential; 
furthermore, they have noticed an alteration in 𝐾𝐾+ cation concentration that manifests the 
activity of 𝐾𝐾+ ion-channel within the infected area [118].  
In a publication by Cone and Tongier [119], it has been found that for Chinese hamster 
cells, the normal cells experience a membrane potential of -70 mV, while cancerous cells 
exhibit a potential of -10 mV, where DNA synthesis is imposed. On the other hand, Schaefer 
et al. [120] have measured the membrane potential of a rat Shay chloroleukemic tumor cell 
(leukemic cell), which was found to be -9.02 + 0.4 mV (inside relative to the outside ground 
potential), by using a microelectrode of 10-30 MΩ tip resistance, and tip potential of -1 to -3 
mV. Furthermore, they have measured the ion concentration of cells for K +  ion, Na +  ion, Cl −  
ion, and water, which were 122 + 9 mEq/liter of cell water, 48 + 4 mEq/liter, 72 + 7 mEq/liter, 
and 77.5% + 0.5% of cell wet weight, respectively. On the other hand, the external potassium 
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concentration was increased from 7 to 120 mEq/liter, where diffusion of external Na +  ion into 
the cell via ion channels didn’t significantly change the internal concentration of K + . 
Marino et al. [121] have investigated the relation between cell-membrane potentials of 
breast tissue together with breast epithelial cells, and oncogenesis (progression toward 
malignancy and tumor formation) from one side, as well as electrical potentials of the surface 
of the breast from another perspective. They have recognized that presence of distinctive 
electrochemical potential of a cell is mainly attributable to diffusion (nutrient ionic 
concentration moving from high concentration to low); this highlights the depolarization 
feature of cancer cells as opposed to healthy ones, in which an increase of positive charges of 
the cancer cell is reached, and its polarity is eliminated or neutralized [121].  This is achieved 
by a reduction or a loss of intracellular potassium concentration (𝐾𝐾+) to the extracellular region, 
as well as a built-up concentration of sodium (𝑁𝑁𝑁𝑁+) within the intracellular regime [121]. They 
have conducted their experiments on a criterion base of having a minimum of 20 cells for each 
studied case, where female-human subjects of different ages and races, as well as laboratory 
animals have been investigated. In general, it is found that cancer cell-membrane potential is 
less in magnitude than that of a healthy cell [121]. For instance, for 28 samples of MCF 10A 
cell (healthy epithelial cell line), the cell-membrane potential is - 58.1 + 5.8 mV; for 45 samples 
of MDA 435 L2 (Human breast carcinoma), the cell-membrane potential is - 51.8 + 8 mV; and 
for 33 samples of MCF7 (human breast adenocarcinoma cell line), the cell-membrane potential 
is - 42.1 + 5.3 mV [121]. Furthermore, they have reached a conclusion that cell-membrane 
potential is not related to patient’s age [121]. 
On a liver-tissue scale, Sun et al. [108] have investigated the cell-membrane potential of 
four human malignant hepatocytes cell lines (Chang, HepG2, HuH-7, and PLC/PRF/5), and 
further studied the GABAA receptor mRNA expression within the same cell lines; interestingly, 
they have analyzed the consequences of restoring the cell-membrane potential of such 
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malignant cell lines to the vicinity of the resting potential of nonmalignant hepatocytes. Their 
potential measurement were carried out by optical fluorescent voltage-sensitive dye, and 
GABAA receptor expressions were monitored by RT-PCR screening together with performing 
Western blot (protein immunoblot) analyses, an extensively used analytical technique in the 
analysis of individual proteins. In their study, it has been proven that malignant cell lines as 
opposed to nonmalignant ones are substantially depolarized, and that elevating the trans-
membrane potential, as well as GABAergic activity arrests malignant hepatocyte growth. They 
have concluded their analyses by showing that the studied four malignant hepatocyte cell lines 
are clearly depolarized (Chang: - 7.5 + 1.0 mV, Hep G2: - 9.8 + 0.5 mV, HuH-7: - 4.2 + 0.3 
mV, and PLC/PRF/5: - 3.2 + 0.4 mV), as opposed to the resting and proliferating cell-
membrane potentials of non-malignant hepatocytes, which were found respectively to be - 25.1 
+ 1.5 mV, and - 20.1 + 1.6 mV [108].   
Pancrazio et al. [112] have allocated the presence of voltage-gated currents in the ionic 
channels of K + , Na + , and Ca 2+  in 3 lung-cancer-cell lines using a patch-clamp technique: 
NCI-H128, NCI-H69, and NCI-H146. The current-peak amplitude of Na + , K + , and Ca 2+  are 
found to be 46 + 14 pA for 5 cultured cells, 58 + 6 pA for 11 cultured cells, and 93 + 16 pA for 
26 cultured cells, respectively. In their analyses, the voltage clamp approach is described as 
fixing (clamping) the membrane potential at a fixed value, where a pipette and electrodes are 
used, which leads to the elimination of the capacitive current of the cell membrane, and thus 
the total membrane current equals the ionic current [112, 122]. 
Nordenstrom [123] and Pekar [95] have extensively worked on the electrophysiology 
treatment by invasively inserting two platinum needles (two electrodes) into a tumor by DC 
means: anode into cancer cell, and cathode within a medium. The injection of direct current 
into a cancer cell has shown a reduction in DNA production, activation of the immune system, 
generation of electrolysis (breakage of chemical bonds via current), electrophoresis 
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(movement of particles within a medium due to electric field), electroosmosis (movement of 
polar fluid within cell membrane), and electroporation (increase in conductivity and dielectric 
property of cell membrane due to applied electric field) [124-126].   
Hope and lles [127] have highlighted the importance of impedance measurements; 
furthermore, they have reviewed major electrophysiological characteristics of breast cancer 
using an impedance analyzer. They have indicated that measurements taken at frequencies less 
than 1 KHz depict the ionic extracellular properties, where frequencies in the range of 30 KHz 
to 30 MHz are sufficient to characterize the cellular biophysics. They have drawn a distinction 
between impedance of dead and living tissues on the basis that impedance is dependent variable 
on time of which the permeability of cell membrane changes after a number of hours of cell 
death. Thus, to extract reliable information about the biological system within an in vitro 
experiment, measurements should be taken during cell viability period, and during constant 
cell growth commencement, illustrated in the division and cytoplasmic formation within the 
exponential phase of a cell growth versus time (Phase II) of the S-shaped curve (Figure 3.2). 
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Fig. 3.2 S-Shaped curve (Phase I-III) together with logarithmic decline curve (Phase IV) illustrating the 
different phases of cell growth versus time. A microscopic image of A375 melanoma cell is taken during 
the exponentially growing logarithmic Phase II, where other images are just illustrative (non-real) of 
the different status of cell growth: initial cell growth (Phase I), steady state growth attributable to lack 
of nutrients (Phase III), and cellular death due to diminishing of cell viability requirements (Phase IV).  
       
Han et al. [128] have also categorized different stages of breast cancer-cell lines through 
impedance analyses: MCF-10A (healthy cell), MCF7 (early-stage cancer), MDA-MB-231 
(invasive-cell line), and MDA-MB-435 (late metastasized). They have measured the 
impedance magnitude of these cells, of which they have computed the membrane capacitance 
and resistance. They have shown that cell membrane specific capacitance at a frequency of 100 
KHz for MCF-10A is 1.94 + 0.14 2/ cmFµ , MCF-7 is 1.86 + 0.11 2/ cmFµ , MDA-MB-231 is 
1.63 + 0.17 2/ cmFµ , and MDA-MB-435 is 1.57 + 0.12 2/ cmFµ . Similarly, the resistance 
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values for the preceding cell lines are 24.8 + 1.05 MΩ , 24.8 + 0.93 MΩ , 24.9 + 1.12 MΩ , 
and 26.2 + 1.07 MΩ , respectively.  
Yun et al. [129] have taken electrochemical impedance measurements of human prostate 
cancer cells (LNCaP) via the utilization of a nanotube within a microfluidic channel. The 
unique aspect of their experiment is measuring the electrochemical impedance in various buffer 
media at different incubation times: milli-Q water, di-ionized (DI) water, and electrical 
contacting electrodes. They have shown that phase angle increases with the increase of 
incubation time. They have illustrated a specific cell-membrane capacitance of 20 pF 2/ cm  
[130]. 
Surowiec et al. [131] have indicated that permittivity and conductivity of different stages 
of breast-cancer cells within in vitro environment are discriminated in terms of frequency 
measurements between 20 KHz to 100 MHz [123]. Morimoto et al. [132], on the other hand, 
have arrived at the conclusion on the variation of impedance characteristics between healthy 
and breast-cancer cells within in vivo environment in a frequency range between 0-200 KHz as 
opposed to ex vivo regime. In addition, Chauveau et al. [133] have measured impedance in a 
frequency range of 10 KHz to 10 MHz; accordingly, their results also show a distinction 
between normal and cancerous cells. 
Alqabandi et al. [1], have designed and microfabricated a device that measures the specific 
capacitance and resistance of a B16-F10 mouse melanoma in conjunction with a high 
impedance analyzer. A single extracted cell is trapped between two electrodes (stimulating and 
recording electrode) in a phosphate buffered saline (PBS) medium. It is concluded that a 
biological cell acts as a low pass filter, and that the electrical parameters of cell membrane are 
frequency dependent. The B16-F10 melanoma cancer cell does exhibit a very low specific 
capacitance (1.154 + 0.29 𝜇𝜇F/𝑐𝑐𝑐𝑐2), and a specific resistance of 3.9 + 1.15 KΩ.𝑐𝑐𝑐𝑐2, (mean + 
SEM, n = 14 Cells). 
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As per the reviewed literature, cells do exhibit unique cellular biophysics that can be 
utilized as a tool in discriminating various stages of cancer. However, it is essentially important 
that prior to microfabrication, design of microelectronics with a customized controlling 
software, and eventually extraction of cellular electrophysiology, the cellular biophysics and 
its associated controlling parameters should be first comprehended. Mathematical modeling 
unlocks the key of understanding the biophysics behavior of cells; furthermore, it assists in 
obtaining an efficient tool for design of experiment (DOE), and further it predicts and justifies 
obtained experimental findings. Therefore, mathematical modeling will be the main target of 
the next section.    
 
3.4 Mathematical Modeling of a Biological Cell: Analytical Approach  
 
3.4.1 Overview 
 
In Biochemistry, two anchor mathematical models are highly pronounced in literature, which 
have had enormous impacts on understanding the biophysics of cells: Nernst-Plank equation 
[134-138], and Hodgkin-Huxley cable model [139-142]. Those great scholars, Planck, 
Hodgkin, and Huxley, were all awarded the Nobel Prize, where Hodgkin and Huxley received 
the award in 1963 in Physiology or Medicine, whereas Plank received the Nobel Prize in 
Physics in 1919. Their findings have enriched the understanding of the mechanisms of 
electrophysiology, especially within the fields of neuroscience, cardiology, endocrinology, 
cellular functionalities, muscle tissue contractions, and neuroinformatics. 
 Nernst-Planck equation depicts electro-diffusion, mass transport phenomena, and chemical 
particles’ kinematics within a medium [134-138]. Its applications are not just limited to free 
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ion kinematics, yet it extends to encounter the effect of pairing and clustering of multiple ion 
transport [134]; it can be coupled with other theorem, e.g., Poison theorem, to extend its 
applicability [137]. Furthermore, it models the biological ion channels by considering ions in 
spatial and temporal domain as charged-hard spheres of excess of potentials [136]. Nernst 
equation describes the equilibrium potential of different ion concentrations, and thus it cannot 
depict cell-membrane potential; however, it can describe cell-membrane potential if one ion 
type concentration is evaluated excluding other ions’ concentrations, which does not faithfully 
describe the biological system of various contributions of multiple ion channels [97].    
 It should have been noted in the aforementioned reviewed literature on cell-membrane 
potentials, the different magnitudes and signs of cell-membrane potential, which suggest that 
cell-membrane potentials in literature can have either negative or positive sign with a 
magnitude; this is justified mathematically by the natural logarithmic component of the Nernst-
Planck equation in that the differences in signs are indications of higher or lower ion 
concentrations of intracellular to extracellular region, or vice versa, with respect to the cell 
membrane [97, 143]. Also, this is physically attributable to the hyperpolarization (an increase 
of cell membrane negative charges), and depolarization nature of cells due to the flux of 
specific nutrients out and in the cell [108, 112, 118, 119, 121, 144].  
 Many scholars in the field have successfully managed to link 
polarization/hyperpolarization, as well as depolarization to cellular various activities and nature 
of a disease. For example, it has been mostly found that cell mitosis (rapid division 
proliferation) is linked to depolarization [96]. This is evident in cancer cells, where cell-
membrane potential is highly depolarized (low polarized characteristic); on the other hand, 
polarized/hyperpolarized cell-membrane potential cells such as somatic cells, which are the 
building cells of an organism, are quiescent and don’t undergo mitosis, yet their malignant 
types are depolarized [145]; it is found that the intracellular concentration of 𝑁𝑁𝑁𝑁+ leads to 
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depolarization of cell-membrane potential of the malignant somatic cells, and it regulates cell 
proliferation [145]. It is concluded that hyperpolarized (excess of cytoplasm negativity of a 
cell), and depolarized (excess of cytoplasm positivity of a cell) cell-membrane potential are 
respectively associated with non-proliferated, and cancerous cells, in which depolarization is 
linked to increasing intracellular activities of 𝑁𝑁𝑁𝑁+ ion channels [108, 112, 118, 119, 121, 144, 
146].  
 An interesting phenomenon is the ability of certain cells to transform from non-
proliferating phase to a proliferating one, and vice versa, such as that experienced during 
inflammation, injury, restoration of skin in response to a certain electrochemical or 
environmental signaling, among those is the vascular smooth muscle cells (VSMCs) [96]. The 
following movie link in the footnote illustrates the movements of fibroblast to the wounded 
area to perform restoration2. This movie presentation raises many questions on the type of 
coded electrochemical signals that ordered specifically tasked cells to mobilize to a wounded 
area, coordinate among themselves to heal and restore the damaged tissue, terminate their 
performance after completing their tasks, and finally return to their initial stage.         
 The second standout mathematical model, Hodgkin-Huxley model, consists of a set of four 
nonlinear differential equations, which initially had exemplified the membrane potential of 
nerve impulse. This had placed their mathematical work at high rank in bridging the gap 
between theoretical and experimental approach [139, 140]. They measured membrane potential 
within a giant axon of a squid, by filling a capillary tube with seawater, and then inserting it 
into the axon to act as an electrode: enabling the extraction of potential difference in 
millivoltage within the membrane; this experimental setup has contributed in developing their 
mathematical modeling, and equivalent analogical electric circuit, and further predicting ion 
channels that modern technology have confirmed [139]. Thus, inspired by their approach, this 
chapter is structured in a manner presenting readers first with experimental findings of various 
2 http://www.youtube.com/watch?v=_GtVWyt3lys&list=UU62EfCHc7cZBsYSUW-JY3Dw 
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scholars in the Biophysics field (literature review), together with different non-conventional 
methods used in extracting cellular physics, and at last arriving at full mathematical model 
derivations of the bio-system.  
 As in Nernst-Planck model, Hodgkin-Huxley model has opened new frontiers for 
researchers to extend its application by combining the cable model with other theories to suit 
their specific experimental setup. As an example, Roth and Basser [142] have developed a 
model of electromagnetic induction role on a passive (voltage independent) nerve fiber, where 
they have complemented their mathematical model with that of Hodgkin and Huxley. 
 Many scholars rely on models that are either discrete or lumped, however, a continuous 
system more efficiently mimics, to some extent, living structures, and hence it is considered 
more accurate in closely capturing cellular physics. Furthermore, many researchers in the bio-
field don’t encounter the resistivity of medium surrounding the biological cell (extracellular 
isopotentiality). In addition, the cell membrane is considered passive, which initiates the 
necessity of having active/passive cell membrane functionalities by inducing an active injected 
current at an effective node within an RC circuit in developing the mathematical model. In 
addition, a leakage factor illustrated by Warburg diffusion [1, 147] has to be present in a 
continuous model to closely capture, to a certain degree, the electrophysiology of a stimulated 
cell by encountering diffusion (leakage) of charges/ions. These are the objectives of the 
proposed extended mathematical model in this chapter.   
 
3.4.2 Mathematical Model 
             
The biological cell is a complex and harsh system that can be further simplified and closely 
examined through mathematical representations [148]. This section is devoted to provide 
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novice readers an in-depth understanding of the physics and controlling parameters associated 
with the generation of cell-membrane potential. As partly depicted in Figure 3.3, cells consist 
of water, inorganic ions (i.e. N𝑁𝑁+, C𝑁𝑁2+, C𝑙𝑙−, M𝑔𝑔2+, etc.), macromolecules (DNA/RNA), and 
micro-organic molecules (i.e. vitamins, sugars, proteins, cholesterol, and fatty acids) [8, 97]. A 
mammalian biological cell consists of three main regions: extracellular, cell membrane, and 
intracellular medium (i.e. cytoplasm, nucleus, internal organelles, etc.) as shown in Figure 
3.3A. The cell membrane, Figure 3.3 B, is of a closed boundary, its thickness varies from 65-
100 Å m, and it is considered amphipathic, since it consists of arrays of phospholipid bilayer, 
Figure 3.3 C: hydrophilic (water loving) head, and 2 hydrophobic (water fearing) tails [97]. 
Accordingly, the cell membrane is then segregating two-conductive media, and it has a high 
dielectric property. Hence, cell membrane experiences a behavior of a capacitance. Similarly, 
there is a potential drop between the intracellular and extracellular domain, and such drop is 
resembled as a membrane resistance as shown in Figure 3.3D. As per the latter figure, cell 
membrane is considered in Biophysics as a series of parallel RC circuits, where the total 
capacitance is distributed into capacitive and resistive current. Finally, Figure 3.3E shows a 
microscopic image of a population of liver cells, illustrating the cell membrane, cytoplasm, and 
nucleus.  
 The electrochemical potential of a cell is attributable to the ion transfer between the 
intracellular and extracellular domains by diffusion via ion channels (voltage-gated channels 
((Fig. 3.3B))), ATP pumping, and/or biological transporters [1, 2, 20, 136]. Therefore, the 
biophysics of a cell can be represented as a network of electrical circuitry, as depicted in Figure 
3.3D, which explains the cell’s distinctive electrophysiology that initiates various signal-
transduction activities, such as mitosis and cell-cell communication [1, 2, 20]. This makes the 
field of Biophysics more pronounced within this study, where cell electrophysiology, and 
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cellular energy production play a dominant role in the formation of cancer that can be detected 
and quantified [1, 2, 20]. 
 
     
 
Fig. 3.3 (A) A biological cell with its 3 distinctive regions: cell membrane, extracellular, and 
intracellular region (B) Exploded view of the cell membrane, where cellular arrays of phospholipid 
bilayer are shown in (C). In (D), an electric circuit representation of a series of parallel RC circuits 
experienced within a cell membrane, where cell-membrane resistance is denoted as 𝑅𝑅𝑚𝑚 (Ω), cell-
membrane capacitance is denoted as 𝐶𝐶𝑚𝑚 (F), 𝑅𝑅𝑖𝑖 is the longitudinal internal resistance (Ω), 𝑅𝑅𝑜𝑜 is the 
(E) (D) 
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longitudinal resistance of current flow (Ω), 𝑅𝑅𝑒𝑒 is the resistance of physiological medium (Ω), 𝑅𝑅𝑤𝑤 is the 
Warburg resistance (Ω), 𝐶𝐶𝑊𝑊 is the Warburg capacitance (F), and 𝐼𝐼𝑖𝑖𝑖𝑖 is the effective current injection 
from an electrode (A). (E) A microscopic image of a population of liver cells showing cell membrane, 
cytoplasm, and nucleus, which is a very kind courtesy of Dr. John Patrick, Consultant and head of 
Histopathology, Amiri Hospital Clinical Laboratories.      
 
In order to effectively grasp the concept of electrophysiology of cells, this section provides 
detailed derivations, and extends the analytical model carried out in [144] by accounting for 
Warburg diffusion impedance (charge leakage) [1, 147], as shown in Fig. 3.3D. As 
experimentally proofed in Alqabandi et al. [1], Warburg diffusion plays an important role in 
justifying the phase angle shift for not reaching 90° in a typical potential current phase angle 
configuration, rather a 45° is being reached, implying ion diffusion of slow species/charge 
kinematics within the electrochemical domain. The mathematical representation of cell-
membrane potential of Cable model is carried out based on Kirchhoff’s Current Law, Laplace 
and Fourier Transforms, and their Invers Transforms.       
It is assumed that a closed to a sphere-shaped cell is trapped between two electrodes 
(stimulating and recording) within a microfluidic chamber within an in vitro experimental 
setup. The assumptions are carried out such that (1) the biological cell is stimulated via 
injection of an effective current (𝐼𝐼𝑖𝑖𝑖𝑖) at a single external node (o) of a cell as shown in Fig. 
3.3D, and (2) the direction of current flow is taken randomly, and it can also be assumed the 
opposite. The flow of current is longitudinal near cell interior boundary, and radial from the 
cell to the extracellular domain, and then to grounded recording electrode. There is a uniform 
resistivity of the extracellular medium. Also, the recording electrode potential is set with 
respect to ground. The following table summarizes the controlling parameters of circuit model 
representing the electrophysiological characteristics of a cell.    
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Symbol 
 
 
Unit 
 
Description 
 
𝑪𝑪𝒎𝒎 
 
 
F (Farad) 
 
Capacitance of cell membrane 
 
𝑪𝑪𝒘𝒘 
 
F (Farad) 
 
Capacitance of Warburg diffusion (leakage of charge) 
 
 
𝑪𝑪𝒎𝒎𝒎𝒎 
 
F (Farad) 
 
 
Equivalent capacitance of Warburg and cell membrane capacitors 
in parallel 
 
 
𝑹𝑹𝒎𝒎 
 
Ω (Ohm) 
 
Resistance of cell membrane 
 
 
𝑹𝑹𝒘𝒘 
 
 
Ω (Ohm) 
 
Resistance of Warburg diffusion (leakage of charge) 
 
𝑹𝑹𝒎𝒎𝒎𝒎 
 
Ω (Ohm) 
 
Equivalent resistance of Warburg and cell membrane resistors in 
series  
 
 
𝑹𝑹𝒊𝒊 
 
 
Ω  (Ohm) 
 
Longitudinal intracellular resistance of the biological cell 
 
𝑹𝑹𝒐𝒐 
 
Ω (Ohm) 
 
Longitudinal resistance to current flow 
 
 
𝑹𝑹𝒎𝒎 
 
 
Ω (Ohm) 
 
Resistance of the buffered medium 
 
𝑰𝑰𝒊𝒊𝒊𝒊 
 
A (Ampere) 
 
Effective current injected from a stimulating electrode  
 
 
 Table 3.1 Controlling parameters of the electrical circuitry resembling a biological cell.   
 
By examining the external node ( 𝑗𝑗0 ), and applying Ohm's law, we arrive at the following 
constitutive relations that are illustrated in Table 3.2: 
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Circuit Diagram Constitutive relation after applying Ohm's Law 
 
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑜𝑜 =  𝑉𝑉𝑗𝑗−1𝑜𝑜 −  𝑉𝑉𝑗𝑗𝑜𝑜𝑅𝑅𝑜𝑜  
 
 
𝐼𝐼𝑗𝑗,𝑗𝑗+1𝑜𝑜 =  𝑉𝑉𝑗𝑗𝑜𝑜 −  𝑉𝑉𝑗𝑗+1𝑜𝑜𝑅𝑅𝑜𝑜  
 
 
 
𝐼𝐼𝑗𝑗
𝑒𝑒 =  𝑉𝑉𝑜𝑜 − (𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ = 0)
𝑅𝑅𝑒𝑒
 
 
𝐼𝐼𝑗𝑗
𝑚𝑚,𝑤𝑤 =  𝐶𝐶𝑚𝑚𝑒𝑒 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 +  𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑒𝑒 
 
Where, first term defines current via a capacitance (Q 
(charge) = CV; 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑� = 𝐶𝐶 𝑑𝑑𝑉𝑉 𝑑𝑑𝑑𝑑� ; 𝐼𝐼 =  𝐶𝐶 𝑑𝑑𝑉𝑉 𝑑𝑑𝑑𝑑� ), 
whereas second term defines current via a resistance    
 
Table 3.2 Ohm's representations at the external node characteristics of a biological cell. 
 
The mathematical representations of capacitive and resistive current flow do exhibit the 
characteristics of outflow current experienced biologically within ATP pumps, and transporters 
in transferring charged ions. Next, in a similar manner at the internal node ( 𝑗𝑗𝑖𝑖), the constitutive 
relations are defined in the following table: 
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Circuit Diagram Constitutive relation after applying Ohm's Law 
 
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑖𝑖 =  𝑉𝑉𝑗𝑗−1𝑖𝑖 −  𝑉𝑉𝑗𝑗𝑖𝑖𝑅𝑅𝑖𝑖  
 
 
𝐼𝐼𝑗𝑗,𝑗𝑗+1𝑖𝑖 =  𝑉𝑉𝑗𝑗𝑖𝑖 −  𝑉𝑉𝑗𝑗+1𝑖𝑖𝑅𝑅𝑖𝑖  
 
 
𝐼𝐼𝑗𝑗
𝑚𝑚,𝑤𝑤 =  𝐶𝐶𝑚𝑚𝑒𝑒 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 −  𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑒𝑒 
Where, first term defines current via a capacitance (Q 
(charge) = CV; 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑� = 𝐶𝐶 𝑑𝑑𝑉𝑉 𝑑𝑑𝑑𝑑� ; 𝐼𝐼 =  𝐶𝐶 𝑑𝑑𝑉𝑉 𝑑𝑑𝑑𝑑� ), 
whereas second term defines current via a resistance.    
 
Table 3.3 Ohm's representations at the internal node characteristics.  
 
Where, 𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑜𝑜  , 𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑖𝑖  , 𝐼𝐼𝑜𝑜 ,𝑉𝑉𝑗𝑗𝑚𝑚 ,𝑉𝑉𝑗𝑗𝑖𝑖 , and 𝑉𝑉𝑗𝑗𝑜𝑜, are respectively the exterior current from node ( j 
-1) to node ( j ), interior current from node ( j - 1 ) to node ( j ), exterior current, membrane 
potential, intracellular potential, and extracellular potential. Appendix B contains nomenclature 
of all terms presented in this Chapter.  
Applying Kirchhoff's Current Law (KCL) at external and internal node, where charge is 
conserved, and hence I is conserved (∑  𝐼𝐼𝑖𝑖𝑖𝑖 𝑖𝑖𝑜𝑜𝑛𝑛𝑒𝑒 =  ∑  𝐼𝐼𝑜𝑜𝑜𝑜𝑒𝑒 𝑖𝑖𝑜𝑜𝑛𝑛𝑒𝑒). 
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑜𝑜 − 𝐼𝐼𝑗𝑗,𝑗𝑗+1𝑜𝑜 + 𝐼𝐼𝑗𝑗𝑚𝑚 − 𝐼𝐼𝑗𝑗𝑒𝑒 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿𝑗𝑗𝑜𝑜 = 0                                       (3.1) 
 
The Kronecker delta term, 𝛿𝛿(𝑥𝑥), is introduced into equation (3.1) to set current injection 
“On” or “Off,” and it is defined as: 
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𝛿𝛿(𝑥𝑥) = �0                  𝑥𝑥 ≠ 0 ∞                𝑥𝑥 = 0    
∫ 𝛿𝛿(𝑥𝑥)𝑑𝑑𝑥𝑥 =∞−∞  area = 1                                                   
 
� 𝑓𝑓(𝑥𝑥)𝛿𝛿(𝑥𝑥)𝑑𝑑𝑥𝑥 =∞
−∞
𝑓𝑓(0) 
 
At Internal Node: 
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑖𝑖 −  𝐼𝐼𝑗𝑗,𝑗𝑗+1𝑖𝑖 − 𝐼𝐼𝑗𝑗𝑚𝑚 = 0                                                                                                             (3.2) 
 
Rewriting equations (3.1) and (3.2) in terms of potential at both external and internal nodes. 
Therefore, the following terms are obtained: 
 
At External Node: 
 
𝑉𝑉𝑗𝑗−1
𝑜𝑜 −𝑉𝑉𝑗𝑗
𝑜𝑜
𝑅𝑅𝑜𝑜
−  𝑉𝑉𝑗𝑗𝑜𝑜−𝑉𝑉𝑗𝑗+1𝑜𝑜
𝑅𝑅𝑜𝑜
+ 𝐶𝐶𝑚𝑚𝑒𝑒 𝑛𝑛𝑉𝑉𝑗𝑗𝑚𝑚𝑛𝑛𝑒𝑒 + 𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑚𝑚 − 𝑉𝑉𝑗𝑗𝑜𝑜𝑅𝑅𝑚𝑚 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿𝑗𝑗𝑜𝑜 = 0  
    
𝑉𝑉𝑗𝑗−1
𝑜𝑜 −2𝑉𝑉𝑗𝑗
𝑜𝑜+𝑉𝑉𝑗𝑗+1
𝑜𝑜
𝑅𝑅𝑜𝑜
+ 𝐶𝐶𝑚𝑚𝑒𝑒 𝑛𝑛𝑉𝑉𝑗𝑗𝑚𝑚𝑛𝑛𝑒𝑒 + 𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑚𝑚 − 𝑉𝑉𝑗𝑗𝑜𝑜𝑅𝑅𝑚𝑚 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿𝑗𝑗𝑜𝑜 = 0                                                                    (3.3) 
 
At Internal Node: 
 
𝑉𝑉𝑗𝑗−1
𝑖𝑖 −𝑉𝑉𝑗𝑗
𝑖𝑖
𝑅𝑅𝑖𝑖
−  𝑉𝑉𝑗𝑗𝑖𝑖−𝑉𝑉𝑗𝑗+1𝑖𝑖
𝑅𝑅𝑖𝑖
− 𝐶𝐶𝑚𝑚𝑒𝑒
𝑛𝑛𝑉𝑉𝑗𝑗
𝑚𝑚
𝑛𝑛𝑒𝑒
−
𝑉𝑉𝑗𝑗
𝑚𝑚
𝑅𝑅𝑚𝑚𝑚𝑚
= 0  
𝑉𝑉𝑗𝑗+1
𝑖𝑖 −2𝑉𝑉𝑗𝑗
𝑖𝑖+𝑉𝑉𝑗𝑗−1
𝑖𝑖
𝑅𝑅𝑖𝑖
−  𝐶𝐶𝑚𝑚𝑒𝑒 𝑛𝑛𝑉𝑉𝑗𝑗𝑚𝑚𝑛𝑛𝑒𝑒 − 𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑚𝑚 = 0                                                                                         (3.4) 
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Equations (3.3) and (3.4) describe a lumped equivalent system, whereas a biological system is 
a continuous one. Thus, equations (3.3) and (3.4) shall be converted into continuous equations 
by taking a differential small element (∆𝑥𝑥), Figure 3.4. It should be noted that 𝑅𝑅𝑖𝑖 's and 𝑅𝑅𝑜𝑜
′ s are 
in series, while 𝑅𝑅𝑒𝑒
′ s, 𝐶𝐶𝑚𝑚𝑒𝑒
′ s, and 𝑅𝑅𝑚𝑚𝑒𝑒
′ s are in parallel. Therefore,  
 
Fig. 3.4 Differential Element of a resistor. 
 
 
1
𝑅𝑅𝑚𝑚𝑚𝑚,𝑚𝑚𝑒𝑒𝑒𝑒 =  1𝑅𝑅𝑚𝑚𝑚𝑚 + 1𝑅𝑅𝑚𝑚𝑚𝑚 + ⋯+  1𝑅𝑅𝑚𝑚𝑚𝑚 =  𝑖𝑖𝑅𝑅𝑚𝑚𝑚𝑚 =  ∆𝑥𝑥𝑒𝑒𝑚𝑚𝑚𝑚 =>  𝑅𝑅𝑚𝑚𝑒𝑒 = 𝑒𝑒𝑚𝑚𝑚𝑚∆𝑥𝑥  
1
𝑅𝑅𝑚𝑚,𝑚𝑚𝑒𝑒𝑒𝑒 =  1𝑅𝑅𝑚𝑚 +  1𝑅𝑅𝑚𝑚 + ⋯+  1𝑅𝑅𝑚𝑚 =  𝑖𝑖𝑅𝑅𝑚𝑚 =  ∆𝑥𝑥𝑒𝑒𝑚𝑚 =>  𝑅𝑅𝑒𝑒 = 𝑒𝑒𝑚𝑚∆𝑥𝑥  
𝐶𝐶𝑚𝑚𝑒𝑒,𝑒𝑒𝑒𝑒𝑒𝑒 =  𝐶𝐶𝑚𝑚𝑒𝑒 +  𝐶𝐶𝑚𝑚𝑒𝑒 + ⋯+ 𝐶𝐶𝑚𝑚𝑒𝑒 =  𝑛𝑛𝐶𝐶𝑚𝑚𝑒𝑒 =  ∆𝑥𝑥𝑐𝑐𝑚𝑚𝑒𝑒 
𝑅𝑅𝑜𝑜,𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑅𝑅𝑜𝑜 + 𝑅𝑅𝑜𝑜 + ⋯+  𝑅𝑅𝑜𝑜 = 𝑛𝑛𝑅𝑅𝑜𝑜 =  ∆𝑥𝑥𝑟𝑟𝑜𝑜 
𝑅𝑅𝑖𝑖,𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑅𝑅𝑖𝑖 + 𝑅𝑅𝑖𝑖 + ⋯+  𝑅𝑅𝑖𝑖 = 𝑛𝑛𝑅𝑅𝑖𝑖 =  ∆𝑥𝑥𝑟𝑟𝑖𝑖 
 
As for 𝛿𝛿(𝑥𝑥) 
𝛿𝛿(𝑥𝑥) →  1
𝑐𝑐
𝛿𝛿(𝑥𝑥) 
𝑥𝑥 = cX 
∫ 𝛿𝛿(𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥 =  ∫ 1
𝐶𝐶
∞
−∞
𝛿𝛿(𝑥𝑥)𝑓𝑓(𝑐𝑐𝑐𝑐)𝑑𝑑𝑐𝑐∞
−∞
        by definition. 
Also by definition,  
∫ 𝛿𝛿(𝑥𝑥)𝑑𝑑𝑥𝑥 = 1∞−∞    and since    𝑥𝑥 = 𝑐𝑐𝑐𝑐 
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= � 𝛿𝛿(𝑐𝑐𝑐𝑐) 𝑑𝑑(𝑐𝑐𝑐𝑐) = 𝑐𝑐 � 𝛿𝛿(𝑐𝑐𝑐𝑐)𝑑𝑑𝑐𝑐 = 1∞
−∞
∞
−∞
 
𝛿𝛿(𝑐𝑐𝑐𝑐) =  1
𝑐𝑐
𝛿𝛿(𝑥𝑥) 
∫ 𝛿𝛿(𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥 = 𝑓𝑓(0)∞−∞                                             by definition and since 𝑥𝑥 = 𝑐𝑐𝑐𝑐 
𝑐𝑐 � 𝛿𝛿(𝑐𝑐𝑐𝑐)𝑓𝑓(𝑐𝑐𝑐𝑐)𝑑𝑑𝑥𝑥 =  � 𝛿𝛿(𝑥𝑥)𝑓𝑓(𝑐𝑐𝑥𝑥)𝑑𝑑𝑥𝑥∞
−∞
∞
−∞
 
=  1
𝑐𝑐
𝛿𝛿(𝑥𝑥) = 𝑓𝑓(𝑐𝑐𝑥𝑥0) = 𝑓𝑓(0) 
∴  𝛿𝛿(𝑐𝑐𝑐𝑐) =  1
𝐶𝐶
𝛿𝛿(𝑥𝑥)  where, c is some constant. 
Thus, the following terms are defined to transform the discrete circuit to a continuous one: 
 
𝑅𝑅𝑚𝑚𝑒𝑒 →  𝑒𝑒𝑚𝑚𝑚𝑚∆𝑥𝑥           ;      𝐶𝐶𝑚𝑚𝑒𝑒 →  𝐶𝐶𝑚𝑚𝑒𝑒∆𝑥𝑥          
𝑅𝑅𝑖𝑖 →  𝑟𝑟𝑖𝑖∆𝑥𝑥           ;      𝑅𝑅𝑜𝑜 →  𝑟𝑟𝑜𝑜∆𝑥𝑥 
𝛿𝛿𝑗𝑗𝑜𝑜 →  𝛿𝛿(𝑥𝑥)∆𝑥𝑥 
 
Substituting terms of (3.5) into (3.3) and (3.4) 
 
For equation (3.4) 
 
𝑉𝑉𝑗𝑗+1
𝑖𝑖 −2𝑉𝑉𝑗𝑗
𝑖𝑖+𝑉𝑉𝑗𝑗−1
𝑖𝑖
𝑅𝑅𝑖𝑖
−  𝐶𝐶𝑚𝑚𝑒𝑒 𝑛𝑛𝑉𝑉𝑗𝑗𝑚𝑚𝑛𝑛𝑒𝑒 − 𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑚𝑚 = 0  
𝑉𝑉𝑗𝑗+1
𝑖𝑖 −2𝑉𝑉𝑗𝑗
𝑖𝑖+𝑉𝑉𝑗𝑗−1
𝑖𝑖
𝑒𝑒𝑖𝑖(∆𝑥𝑥) −  𝑐𝑐𝑚𝑚𝑒𝑒∆𝑥𝑥 𝑛𝑛𝑉𝑉𝑗𝑗𝑚𝑚𝑛𝑛𝑒𝑒 − 𝑉𝑉𝑗𝑗𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 ∆𝑥𝑥 = 0                                                                                  (3.6) 
Multiplying equation (3.6) by 
1
∆𝑥𝑥
 
𝑉𝑉𝑗𝑗+1
𝑖𝑖 − 2𝑉𝑉𝑗𝑗𝑖𝑖 + 𝑉𝑉𝑗𝑗−1𝑖𝑖
𝑟𝑟𝑖𝑖(∆𝑥𝑥)2 −  𝑐𝑐𝑚𝑚𝑒𝑒 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 − 𝑉𝑉𝑗𝑗𝑚𝑚𝑟𝑟𝑚𝑚𝑒𝑒 = 0 
(3.5) 
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The above dotted-circled term represents the definition of a second derivative, and by taking 
the limit ∆𝑥𝑥 → 0, the following term is obtained. 
 
𝑉𝑉"(𝑥𝑥) = lim
∆𝑥𝑥→0
𝑉𝑉′(𝑥𝑥)−𝑉𝑉′(𝑥𝑥−∆𝑥𝑥)
∆𝑥𝑥
   
= lim
∆𝑥𝑥→0
𝑉𝑉(𝑥𝑥 + ∆𝑥𝑥) − 𝑉𝑉(𝑥𝑥)
∆𝑥𝑥 −  𝑉𝑉(𝑥𝑥) − 𝑉𝑉(𝑥𝑥 − ∆𝑥𝑥)∆𝑥𝑥
∆𝑥𝑥
 
𝑉𝑉′′(𝑥𝑥) = lim
∆𝑥𝑥→0
𝑉𝑉(𝑥𝑥 + ∆𝑥𝑥) − 2𝑉𝑉(𝑥𝑥) + 𝑉𝑉(𝑥𝑥 − ∆𝑥𝑥)(∆𝑥𝑥)2  
As lim
∆𝑥𝑥→0
                          
1
𝑒𝑒𝑖𝑖
𝜕𝜕2𝑉𝑉𝑖𝑖
𝜕𝜕𝑥𝑥2
−  𝑐𝑐𝑚𝑚𝑒𝑒 𝜕𝜕𝑉𝑉𝑚𝑚𝜕𝜕𝑒𝑒 −  𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 = 0                                                            (3.7) 
 
For equation (3.3) 
 
𝑉𝑉𝑗𝑗−1
𝑜𝑜 − 2𝑉𝑉𝑗𝑗𝑜𝑜 + 𝑉𝑉𝑗𝑗+1𝑜𝑜
𝑅𝑅𝑜𝑜
+ 𝐶𝐶𝑚𝑚𝑒𝑒 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 + 𝑉𝑉𝑗𝑗𝑚𝑚𝑅𝑅𝑚𝑚𝑒𝑒 − 𝑉𝑉𝑗𝑗𝑜𝑜𝑅𝑅𝑒𝑒 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿𝑗𝑗𝑜𝑜 = 0 
𝑉𝑉𝑗𝑗−1
𝑜𝑜 − 2𝑉𝑉𝑗𝑗𝑜𝑜 + 𝑉𝑉𝑗𝑗+1𝑜𝑜
∆𝑥𝑥 𝑟𝑟𝑜𝑜 + 𝑐𝑐𝑚𝑚𝑒𝑒∆𝑥𝑥 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 + 𝑉𝑉𝑗𝑗𝑚𝑚𝑟𝑟𝑚𝑚𝑒𝑒 ∆𝑥𝑥 − 𝑉𝑉𝑗𝑗𝑜𝑜𝑟𝑟𝑒𝑒 ∆𝑥𝑥 + 𝐼𝐼𝑖𝑖𝑖𝑖∆𝑥𝑥𝛿𝛿(𝑥𝑥) = 0 
Multiplying the above term by 
1
∆𝑥𝑥
 , the following term is obtained: 
𝑉𝑉𝑗𝑗−1
𝑜𝑜 − 2𝑉𝑉𝑗𝑗𝑜𝑜 + 𝑉𝑉𝑗𝑗+1𝑜𝑜(∆𝑥𝑥)2    𝑟𝑟𝑜𝑜 + 𝑐𝑐𝑚𝑚𝑒𝑒 𝑑𝑑𝑉𝑉𝑗𝑗𝑚𝑚𝑑𝑑𝑑𝑑 + 𝑉𝑉𝑗𝑗𝑚𝑚𝑟𝑟𝑚𝑚𝑒𝑒 − 𝑉𝑉𝑗𝑗𝑜𝑜𝑟𝑟𝑒𝑒 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿(𝑥𝑥) = 0 
As in equation (3.4), the above dotted circled term is a definition of the second derivative. 
 
1
𝑒𝑒𝑜𝑜
𝜕𝜕2𝑉𝑉𝑜𝑜
𝜕𝜕𝑥𝑥2
+ 𝑐𝑐𝑚𝑚𝑒𝑒 𝜕𝜕𝑉𝑉𝑚𝑚𝜕𝜕𝑒𝑒 + 𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 − 𝑉𝑉𝑜𝑜𝑒𝑒𝑚𝑚 + 𝐼𝐼𝑖𝑖𝑖𝑖𝛿𝛿(𝑥𝑥) = 0                                                           (3.8) 
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To simplify equations (3.7) and (3.8), time and distance are rescaled [144], which yields: 
 𝑐𝑐 = 𝑥𝑥 � 𝑒𝑒𝑖𝑖𝑒𝑒𝑚𝑚𝑚𝑚 → 𝑥𝑥 = 𝑐𝑐�𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑖𝑖    
𝑇𝑇 = 𝑒𝑒
𝜏𝜏𝑚𝑚𝑚𝑚
→ 𝑑𝑑 = 𝑇𝑇𝜏𝜏𝑚𝑚𝑒𝑒 = 𝑇𝑇𝑟𝑟𝑚𝑚𝑒𝑒𝐶𝐶𝑚𝑚𝑒𝑒  
𝑘𝑘 = 𝑒𝑒𝑜𝑜
𝑒𝑒𝑖𝑖
   ;    𝜇𝜇 =  𝑒𝑒𝑚𝑚𝑚𝑚
𝑒𝑒𝑚𝑚
   ;  𝑣𝑣 =  �𝑟𝑟𝑚𝑚𝑒𝑒𝑟𝑟𝑖𝑖   ;   𝜏𝜏𝑚𝑚𝑒𝑒 =  𝑟𝑟𝑚𝑚𝑒𝑒𝐶𝐶𝑚𝑚𝑒𝑒 
Since 𝛿𝛿(𝑥𝑥) =  𝛿𝛿 �𝑐𝑐�𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑖𝑖 � =  � 𝑒𝑒𝑖𝑖𝑒𝑒𝑚𝑚𝑚𝑚 𝛿𝛿(𝑐𝑐), and with the above expressions, equation (3.8) 
becomes: 
1
𝑒𝑒𝑜𝑜
𝜕𝜕2𝑉𝑉𝑜𝑜
𝑟𝑟𝑚𝑚𝑚𝑚
𝑟𝑟𝑖𝑖
𝜕𝜕𝑋𝑋2
+ 𝑐𝑐𝑚𝑚𝑒𝑒 𝜕𝜕𝑉𝑉𝑚𝑚𝜏𝜏𝑚𝑚𝑚𝑚𝜕𝜕𝜕𝜕 + 𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 − 𝑉𝑉𝑜𝑜𝑒𝑒𝑚𝑚 + 𝐼𝐼𝑖𝑖� 𝑒𝑒𝑖𝑖𝑒𝑒𝑚𝑚𝑚𝑚  𝛿𝛿(𝑐𝑐) = 0  
𝑒𝑒𝑖𝑖
𝑒𝑒𝑜𝑜𝑒𝑒𝑚𝑚𝑚𝑚
 𝜕𝜕2𝑉𝑉𝑜𝑜
𝜕𝜕𝑋𝑋2
+ 𝑐𝑐𝑚𝑚𝑒𝑒 𝜕𝜕𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚𝑐𝑐𝑚𝑚𝑚𝑚𝜕𝜕𝜕𝜕 + 𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 −  𝑉𝑉𝑜𝑜𝑒𝑒𝑚𝑚 +  𝐼𝐼𝑖𝑖� 𝑒𝑒𝑖𝑖𝑒𝑒𝑚𝑚𝑚𝑚  𝛿𝛿(𝑐𝑐) = 0   
Multiplying both sides by 𝑟𝑟𝑚𝑚𝑒𝑒 
𝑒𝑒𝑖𝑖
𝑒𝑒𝑜𝑜
 𝜕𝜕2𝑉𝑉𝑜𝑜
𝜕𝜕𝑋𝑋2
+  𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+  𝑉𝑉𝑚𝑚 −  𝑉𝑉𝑜𝑜  𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑚𝑚 + 𝐼𝐼𝑖𝑖�𝑒𝑒𝑚𝑚𝑚𝑚2 𝑒𝑒𝑖𝑖𝑒𝑒𝑚𝑚𝑚𝑚  𝛿𝛿(𝑐𝑐) = 0   
 
1
𝑘𝑘
 𝜕𝜕2𝑉𝑉𝑜𝑜
𝜕𝜕𝑋𝑋2
+  𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+  𝑉𝑉𝑚𝑚 −  𝑉𝑉𝑜𝑜 𝜇𝜇 + 𝐼𝐼𝑖𝑖𝑣𝑣 𝛿𝛿(𝑐𝑐) = 0  
𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+ 𝑉𝑉𝑚𝑚 =  −  1𝑘𝑘  𝜕𝜕2𝑉𝑉𝑜𝑜𝜕𝜕𝑋𝑋2 +  𝜇𝜇𝑉𝑉𝑜𝑜 − 𝑣𝑣𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)𝛿𝛿(𝑐𝑐)                                                                           (3.9) 
 
Similarly for equation (3.7), 
1
𝑒𝑒𝑖𝑖
 𝜕𝜕2𝑉𝑉𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚
𝑟𝑟𝑖𝑖
𝜕𝜕𝑋𝑋2
−  𝑐𝑐𝑚𝑚𝑒𝑒 𝜕𝜕𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚𝑐𝑐𝑚𝑚𝑚𝑚𝜕𝜕𝜕𝜕 −  𝑉𝑉𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 = 0  
Multiplying both sides by 𝑟𝑟𝑚𝑚𝑒𝑒 
𝜕𝜕2𝑉𝑉𝑖𝑖
𝜕𝜕𝑋𝑋2
=  𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+  𝑉𝑉𝑚𝑚                                                                                                                          (3.10) 
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The cell-membrane potential is defined as the difference between the intracellular to 
extracellular potential:  𝑉𝑉𝑚𝑚 =  𝑉𝑉𝑖𝑖 −  𝑉𝑉𝑜𝑜 
 
Equations (3.9) and (3.10) are two coupled partial differential equations (PDEs), and they both 
depict the physics of the biological system; they are in a second order within a spatial domain 
(X variable). Therefore, 2 boundary conditions are required. Also, they are first order PDEs, 
and hence one initial condition is required in the temporal domain (T variable). Proper 
boundary and initial conditions are important to describe the bio-environment. 
 
Boundary Conditions (Finite Biological System): 
 
𝑉𝑉𝑖𝑖(𝑐𝑐,𝑇𝑇) → 0, 𝑉𝑉𝑜𝑜(𝑐𝑐,𝑇𝑇) → 0 as |𝑐𝑐| → ± 𝐿𝐿 , where L is length of the cell. 
Or 
𝑛𝑛𝑉𝑉
𝑛𝑛𝑋𝑋
= 0, When 𝑐𝑐 =  ± 𝐿𝐿 
 
Initial Condition 
 
𝑉𝑉𝑚𝑚(𝑐𝑐,𝑇𝑇 = 0) = 0  
For a step current injection: 
𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇) =  �0             𝑇𝑇 < 0−𝐼𝐼𝑜𝑜         𝑇𝑇 ≥ 0        
For a rectangular pulse input: 
𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇) =  �     −𝐼𝐼𝑜𝑜           0 ≤ 𝑇𝑇 ≤ 𝑇𝑇𝑜𝑜             0              𝑂𝑂𝑑𝑑ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒         Where, 𝐼𝐼𝑜𝑜 and 𝑇𝑇𝑜𝑜 are constants  
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Rearranging the finally obtained terms: 
 
𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+ 𝑉𝑉𝑚𝑚 =  −  1𝑘𝑘  𝜕𝜕2𝑉𝑉𝑜𝑜𝜕𝜕𝑋𝑋2 +  𝜇𝜇𝑉𝑉𝑜𝑜 − 𝑣𝑣𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)𝛿𝛿(𝑐𝑐)                                                                            (3.9) 
 
𝜕𝜕2𝑉𝑉𝑖𝑖
𝜕𝜕𝑋𝑋2
=  𝜕𝜕𝑉𝑉𝑚𝑚
𝜕𝜕𝜕𝜕
+  𝑉𝑉𝑚𝑚                                                                                                                      (3.10) 
 
Where, 
 
𝑉𝑉𝑚𝑚(𝑐𝑐,𝑇𝑇) =  𝑉𝑉𝑖𝑖(𝑐𝑐,𝑇𝑇) − 𝑉𝑉𝑜𝑜(𝑐𝑐,𝑇𝑇)  
𝑘𝑘 =  𝑟𝑟𝑜𝑜
𝑟𝑟𝑖𝑖
   ;     𝜇𝜇 =  𝑟𝑟𝑚𝑚𝑒𝑒
𝑟𝑟𝑒𝑒
    ;    𝑣𝑣 =  �𝑟𝑟𝑚𝑚𝑒𝑒𝑟𝑟𝑖𝑖  ;   𝑐𝑐 = 𝑥𝑥� 𝑟𝑟𝑖𝑖𝑟𝑟𝑚𝑚𝑒𝑒    ;    𝑇𝑇 =  𝑑𝑑𝜏𝜏𝑚𝑚  ;  𝜏𝜏𝑚𝑚 =  𝑟𝑟𝑚𝑚𝑒𝑒𝐶𝐶𝑚𝑚𝑒𝑒 
The injected current is taken to be sinusoidal, where 𝑒𝑒 is angular frequency (angular velocity) 
𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇) =  𝐼𝐼𝑜𝑜 sin(𝑒𝑒𝑑𝑑)            0 ≤ 𝑇𝑇 < ∞  
 
The partial differential equations shall be solved by utilizing Fourier and Laplace Transform 
method that is widely used in feedback control theory, electronic circuit, and heat mass transfer. 
The tedious calculus problems are transformed into algebraic ones, and the Laplace and Fourier 
Inverse Transforms allow shifting between spatial and temporal variables to a parameter ‘s’ 
domain and vice versa: The parameter ‘s’ can be considered as a conditional constant. The 
Laplace Transform complements the shortage of obtaining a definition of a function that 
Fourier Transform failed to have.    
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Applying Laplace Transform with respect to (T), the Laplace transform is defined as, 
𝑉𝑉�(𝑒𝑒) =  ℒ{𝑉𝑉(𝑑𝑑)} =  ∫ 𝑒𝑒−𝑠𝑠𝑒𝑒𝑉𝑉(𝑑𝑑)𝑑𝑑𝑑𝑑∞0   
The Laplace transform of a derivative of a function is defined as: 
ℒ �
𝑛𝑛𝑑𝑑
𝑛𝑛𝑒𝑒
� [𝑒𝑒] = 𝑒𝑒ℒ𝑓𝑓(𝑒𝑒) − 𝑓𝑓(0)  
Thus, respectively equations (3.9) and (3.10) become, 
𝑒𝑒𝑉𝑉�𝑚𝑚 + 𝑉𝑉�𝑚𝑚 =  − 1𝑘𝑘  𝜕𝜕2𝜕𝜕𝑥𝑥2  𝑉𝑉�𝑜𝑜 + 𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑣𝑣ℒ[𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)]𝛿𝛿(𝑥𝑥)  
𝑒𝑒𝑉𝑉�𝑚𝑚 +  𝑉𝑉�𝑚𝑚 =  𝜕𝜕2𝜕𝜕𝑥𝑥2 𝑉𝑉�𝑖𝑖  
Now since,  
ℒ[𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)] =  ∫ 𝑒𝑒−𝑆𝑆𝜕𝜕𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)𝑑𝑑𝑇𝑇 =  𝐼𝐼𝑜𝑜 ∫ 𝑒𝑒−𝑆𝑆𝜕𝜕 sin(𝑒𝑒𝑇𝑇)𝑑𝑑𝑇𝑇∞0∞0   
∵  sin(𝑒𝑒𝑇𝑇)  =  𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖−𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖
2𝑖𝑖
              (Euler's definition) 
∴ ℒ[𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)] =  𝐼𝐼𝑜𝑜 ∫ 𝑒𝑒−𝑠𝑠𝜕𝜕 𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖−𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖2𝑖𝑖  𝑑𝑑𝑇𝑇∞0 =  𝐼𝐼𝑜𝑜2𝑖𝑖 ∫ �𝑒𝑒(𝑖𝑖𝑤𝑤−𝑠𝑠)𝜕𝜕 − 𝑒𝑒−(𝑖𝑖𝑤𝑤+𝑠𝑠)𝜕𝜕�𝑑𝑑𝑇𝑇∞0   =  𝐼𝐼𝑜𝑜
2𝑖𝑖
 � 1
𝑖𝑖𝑤𝑤−𝑠𝑠
𝑒𝑒(𝑖𝑖𝑤𝑤−𝑠𝑠)𝜕𝜕 �∞0 + 1𝑖𝑖𝑤𝑤+𝑠𝑠 𝑒𝑒−(𝑖𝑖𝑤𝑤+𝑠𝑠)𝜕𝜕�∞0� =  𝐼𝐼𝑜𝑜2𝑖𝑖  � 1𝑠𝑠−𝑖𝑖𝑤𝑤 − 1𝑠𝑠+𝑖𝑖𝑤𝑤�  =  𝐼𝐼𝑜𝑜
2𝑖𝑖
𝑠𝑠+𝑖𝑖𝑤𝑤−𝑠𝑠+𝑖𝑖𝑤𝑤
𝑠𝑠2+𝑤𝑤2
=  𝐼𝐼𝑜𝑜
2𝑖𝑖
 2𝑖𝑖 𝑤𝑤
𝑠𝑠2+𝑤𝑤2
=  𝐼𝐼𝑜𝑜𝑤𝑤
𝑠𝑠2+𝑤𝑤2
   
  
It should be noted that the same result could have been obtained for ℒ[𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)], if the following 
definition is used: 
 
𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕 =  cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒 sin(𝑒𝑒𝑇𝑇) 
ℒ[𝐼𝐼𝑖𝑖𝑖𝑖(𝑇𝑇)] =  𝐼𝐼𝑜𝑜 ∫ 𝑒𝑒−𝑠𝑠𝜕𝜕 sin(𝑒𝑒𝑇𝑇)𝑑𝑑𝑇𝑇 =   𝐼𝐼𝑚𝑚 �𝐼𝐼𝑜𝑜 ∫ 𝑒𝑒−𝑠𝑠𝜕𝜕𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕𝑑𝑑𝑇𝑇∞0 � = 𝐼𝐼𝑚𝑚 �𝐼𝐼𝑜𝑜 1𝑖𝑖𝑤𝑤−𝑠𝑠 𝑒𝑒(𝑖𝑖𝑤𝑤−𝑠𝑠)𝜕𝜕�∞0 �∞0   =  𝐼𝐼𝑚𝑚 �𝐼𝐼𝑜𝑜 1𝑠𝑠−𝑖𝑖𝑤𝑤� =  𝐼𝐼𝑚𝑚 �𝐼𝐼𝑜𝑜 𝑠𝑠+𝑖𝑖𝑤𝑤𝑠𝑠2+𝑤𝑤2� =  𝐼𝐼𝑜𝑜 𝑤𝑤𝑠𝑠2+𝑤𝑤2  
 
Thus, equations (3.10) and (3.9) would respectively become, 
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𝑒𝑒𝑉𝑉�𝑚𝑚 +  𝑉𝑉�𝑚𝑚 =  𝜕𝜕2𝜕𝜕𝑥𝑥2 𝑉𝑉�𝑖𝑖                                                                                                                (3.11) 
𝑒𝑒𝑉𝑉�𝑚𝑚 + 𝑉𝑉�𝑚𝑚 =  − 1𝑘𝑘  𝜕𝜕2𝜕𝜕𝑥𝑥2  𝑉𝑉�𝑜𝑜 + 𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑣𝑣 � 𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2� 𝛿𝛿(𝑥𝑥)                                                                 (3.12) 
 
Applying Fourier Transform to equations (3.11) and (3.12) with respect to X, by utilizing the 
definition of Fourier Transform: 
 
𝑉𝑉� = 𝐹𝐹{𝑓𝑓(𝑥𝑥)} =  𝑓𝑓(𝑒𝑒) =  � 𝑓𝑓(𝑥𝑥)𝑒𝑒−𝑖𝑖𝑤𝑤𝑥𝑥𝑑𝑑𝑥𝑥∞
−∞
 
 
Revising Fourier Transform properties is essential for the following derivations. Therefore, if 
Fourier Transform is defined as per the following, 
 
𝐹𝐹(𝑒𝑒) = 𝐹𝐹{𝑓𝑓(𝑑𝑑)} =  1
√2𝜋𝜋� 𝑓𝑓(𝑑𝑑)𝑒𝑒−𝑖𝑖𝑤𝑤𝑒𝑒𝑑𝑑𝑑𝑑∞−∞  
 
and, if the function 𝑓𝑓(𝑑𝑑) is defined as a differential function with Fourier Transform (FT) 𝐹𝐹(𝑒𝑒), 
then FT of its derivative is given by 𝑒𝑒𝑒𝑒𝐹𝐹(𝑒𝑒), which can be used to transform differential 
equations into algebraic ones. It is important to note that such approach is only applicable to 
problems whose domain consists of a set of real numbers. Accordingly, the FT of a Kronecker 
delta function (𝛿𝛿) is, 
𝐹𝐹{𝛿𝛿(𝑥𝑥)} =  1
√2𝜋𝜋� 𝛿𝛿(𝑥𝑥)𝑒𝑒𝑖𝑖𝑥𝑥𝑖𝑖∞−∞ 𝑑𝑑𝑥𝑥 =  1√2𝜋𝜋 
 
As a result, equations (3.11) and (3.12) respectively become 
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𝑒𝑒𝑉𝑉�𝑚𝑚 + 𝑉𝑉�𝑚𝑚 =  − 𝑦𝑦2𝑉𝑉�𝑖𝑖                                                                                                                     (3.13)  
And since 𝐹𝐹 �
𝜕𝜕
𝜕𝜕𝑥𝑥
� = − 𝑒𝑒𝑦𝑦 → ∴ 𝐹𝐹 � 𝜕𝜕2
𝜕𝜕𝑥𝑥2
� =  [−𝑒𝑒𝑦𝑦]2 
∵ 𝑒𝑒 =  √−1 → ∴ 𝐹𝐹 � 𝜕𝜕2
𝜕𝜕𝑥𝑥2
� =  −𝑦𝑦2  
𝑒𝑒𝑉𝑉�𝑚𝑚 +  𝑉𝑉�𝑚𝑚 =  𝑖𝑖2𝑘𝑘  𝑉𝑉�𝑜𝑜 +  𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2                                                                                             (3.14) 
 
Since the cell-membrane potential is defined as 𝑉𝑉�𝑚𝑚 =  𝑉𝑉�𝑖𝑖 −  𝑉𝑉�𝑜𝑜, hence equations (3.13) and 
(3.14) respectively become, 
 
𝑒𝑒�𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� + �𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� = − 𝑦𝑦2𝑉𝑉�𝑖𝑖  [𝑒𝑒 + 1]�𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� =  −𝑦𝑦2𝑉𝑉�𝑖𝑖                                                                                                        (3.15) 
 
𝑒𝑒�𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� + �𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� =  𝑖𝑖2𝑘𝑘 𝑉𝑉�𝑜𝑜 + 𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑒𝑒√2𝜋𝜋 𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2   [𝑒𝑒 + 1]�𝑉𝑉�𝑖𝑖 − 𝑉𝑉�𝑜𝑜� =  𝑖𝑖2𝑘𝑘 𝑉𝑉�𝑜𝑜 + 𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑒𝑒√2𝜋𝜋 𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2                                                                               (3.16) 
 
Rearranging equation (3.15): 
 (1 + 𝑒𝑒 + 𝑦𝑦2)𝑉𝑉�𝑖𝑖 − (1 + 𝑒𝑒)𝑉𝑉�𝑜𝑜 = 0  
 Thus, 𝑉𝑉�𝑜𝑜 = 1+𝑠𝑠+𝑖𝑖21+𝑠𝑠  𝑉𝑉�𝑖𝑖                                                                                                                (3.17) 
Plugging equation (3.17) into equation (3.16) [𝑒𝑒 + 1]𝑉𝑉�𝑖𝑖 −  [𝑒𝑒 + 1]𝑉𝑉�𝑜𝑜 = 𝑖𝑖2𝑘𝑘 𝑉𝑉�𝑜𝑜 + 𝜇𝜇𝑉𝑉�𝑜𝑜 − 𝑒𝑒√2𝜋𝜋 𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2   
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[𝑒𝑒 + 1]𝑉𝑉�𝑖𝑖 − �1 + 𝑒𝑒 + 𝑖𝑖2𝑘𝑘 + 𝜇𝜇�𝑉𝑉�𝑜𝑜 =  −𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2   
𝑉𝑉�𝑖𝑖 �1 + 𝑒𝑒 − �1 + 𝑒𝑒 + 𝑖𝑖2𝑘𝑘 + 𝜇𝜇� 1+𝑠𝑠+𝑖𝑖21+𝑠𝑠 � =  −𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2   
𝑉𝑉�𝑖𝑖 =  − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠(1+𝑠𝑠)2−(1+𝑠𝑠+𝑦𝑦2
𝑘𝑘
+𝜇𝜇)(1+𝑠𝑠+𝑖𝑖2)   
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠1+2𝑠𝑠+𝑠𝑠2−1−𝑠𝑠−𝑦𝑦2
𝑘𝑘
−𝜇𝜇−𝑠𝑠−𝑠𝑠2−𝑠𝑠
𝑦𝑦2
𝑘𝑘
−𝑠𝑠𝜇𝜇−𝑖𝑖2−𝑖𝑖2𝑠𝑠−
𝑦𝑦4
𝑘𝑘
−𝑖𝑖2𝜇𝜇
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠�−𝑦𝑦2
𝑘𝑘
−𝜇𝜇−𝑠𝑠
𝑦𝑦2
𝑘𝑘
−𝑠𝑠𝜇𝜇−𝑖𝑖2−𝑖𝑖2𝑠𝑠−
𝑦𝑦4
𝑘𝑘
−𝑖𝑖2𝜇𝜇�
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠�−𝑦𝑦2−𝑠𝑠𝑦𝑦2−𝜇𝜇𝑘𝑘−𝑠𝑠𝑘𝑘𝜇𝜇−𝑦𝑦2𝑘𝑘−𝑦𝑦2𝑠𝑠𝑘𝑘−𝑦𝑦4−𝑦𝑦2𝜇𝜇𝑘𝑘
𝑘𝑘
�
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠�−𝑠𝑠�𝑦𝑦2+𝜇𝜇𝑘𝑘+𝑦𝑦2𝑘𝑘�−𝑦𝑦2−𝜇𝜇𝑘𝑘−𝑦𝑦2𝑘𝑘−𝑦𝑦4−𝑦𝑦2𝜇𝜇𝑘𝑘
𝑘𝑘
�
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠−�𝑠𝑠�𝑦𝑦2+𝜇𝜇𝑘𝑘+𝑦𝑦2𝑘𝑘�+𝑦𝑦2�𝑦𝑦2+1�+𝑘𝑘(𝜇𝜇+𝑦𝑦2+𝑦𝑦2𝜇𝜇
𝑘𝑘
�
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠−�𝑠𝑠�𝑦𝑦2+𝜇𝜇𝑘𝑘+𝑦𝑦2𝑘𝑘�+𝑦𝑦2�𝑦𝑦2+1�+𝑘𝑘𝑦𝑦2+𝑘𝑘𝜇𝜇(𝑦𝑦2+1)
𝑘𝑘
�
  
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠−�𝑠𝑠�𝑦𝑦2+𝜇𝜇𝑘𝑘+𝑦𝑦2𝑘𝑘�+𝑘𝑘𝑦𝑦2+(𝑦𝑦2+1)(𝑦𝑦2+𝜇𝜇𝑘𝑘)
𝑘𝑘
�
  
 
In order to simplify the expression, the following terms are defined: 
 
𝑃𝑃 = 𝑘𝑘𝑦𝑦2 + (𝑦𝑦2 + 𝑘𝑘𝜇𝜇)(1 + 𝑦𝑦2)  
𝑑𝑑 = 𝑘𝑘𝑦𝑦2 + 𝑦𝑦2 + 𝜇𝜇𝑘𝑘  
 
Thus, 
𝑉𝑉�𝑖𝑖 = − 𝑒𝑒√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠−�𝑃𝑃+𝑠𝑠𝑠𝑠
𝑘𝑘
�
  
𝑉𝑉�𝑖𝑖 = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  1+𝑠𝑠(𝑃𝑃+𝑠𝑠𝑠𝑠)                                                                                                           (3.18) 
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Substituting (3.18) into (3.17) 
𝑉𝑉�𝑜𝑜 = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  (1+𝑠𝑠)(𝑃𝑃+𝑠𝑠𝑠𝑠) (1+𝑠𝑠+𝑖𝑖2)(1+𝑠𝑠)   
𝑉𝑉�𝑜𝑜 = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑤𝑤𝑠𝑠2+𝑤𝑤2  (1+𝑠𝑠+𝑖𝑖2)(𝑃𝑃+𝑠𝑠𝑠𝑠)                                                                                                             (3.19) 
 
At this stage, double transformed (𝑉𝑉�𝑖𝑖,𝑉𝑉�𝑜𝑜) as functions of 𝑦𝑦 and 𝑒𝑒, e.g., 𝑉𝑉�𝑖𝑖(𝑦𝑦, 𝑒𝑒),𝑉𝑉�𝑜𝑜(𝑦𝑦, 𝑒𝑒), are 
obtained. Therefore, Laplace Inverse Transform is required to move from spatial domain 
parameter (𝑒𝑒) to a temporal domain(𝑑𝑑). In order to perform Inverse Laplace Transform, partial 
fractions are implemented with the exclusion of constant terms, and by just evaluating the "𝑒𝑒" 
term. 
  
 𝑉𝑉�𝑖𝑖 : 1+𝑠𝑠(𝑠𝑠2+𝑤𝑤2)(𝑃𝑃+𝑠𝑠𝑠𝑠) =  1+𝑠𝑠(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)   
 =  𝐴𝐴
𝑠𝑠−𝑖𝑖𝑤𝑤
+ 𝐵𝐵
𝑠𝑠+𝑖𝑖𝑤𝑤
+ 𝐶𝐶
𝑃𝑃+𝑆𝑆𝑠𝑠
  
 =  𝐴𝐴(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)+𝐵𝐵(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)+𝐶𝐶(𝑠𝑠2+𝑤𝑤2)(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)  =  (𝐴𝐴𝑠𝑠+𝐵𝐵𝑠𝑠+𝐶𝐶)𝑠𝑠2+(𝐴𝐴𝑃𝑃+𝐵𝐵𝑃𝑃−𝐵𝐵𝑖𝑖𝑤𝑤𝑠𝑠+𝐴𝐴𝑖𝑖𝑊𝑊𝑠𝑠)𝑠𝑠+𝑖𝑖𝑤𝑤𝑃𝑃𝐴𝐴−𝑖𝑖𝑤𝑤𝑃𝑃𝐵𝐵+𝑤𝑤2𝐶𝐶(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)   
 
Equating coefficients: 
 
𝑒𝑒2:𝐴𝐴𝑑𝑑 + 𝐵𝐵𝑑𝑑 + 𝐶𝐶 = 0 → 𝐶𝐶 = −𝐴𝐴𝑑𝑑 − 𝐵𝐵𝑑𝑑                                                                               (3.20) 
𝑒𝑒:𝑃𝑃𝐴𝐴 + 𝑒𝑒𝑒𝑒𝐴𝐴𝑑𝑑 + 𝐵𝐵𝑃𝑃 − 𝑒𝑒𝑒𝑒𝐵𝐵𝑑𝑑 = 1                                                (Multiplying both sides by 𝑒𝑒𝑒𝑒)  
𝐴𝐴𝑃𝑃𝑒𝑒𝑒𝑒 − 𝑒𝑒2𝐴𝐴𝑑𝑑 + 𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 + 𝑒𝑒2𝐵𝐵𝑑𝑑 = 𝑒𝑒𝑒𝑒                                                                                   (3.21) 
𝐶𝐶𝐶𝐶𝑛𝑛𝑒𝑒𝑑𝑑𝑁𝑁𝑛𝑛𝑑𝑑:𝐴𝐴𝑃𝑃𝑒𝑒𝑒𝑒 − 𝐵𝐵𝑃𝑃𝑒𝑒𝑒𝑒 + 𝐶𝐶𝑒𝑒2 = 1                                                                                     (3.22) 
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Plugging equation (3.20) into (3.22), the following term is obtained 
𝐴𝐴𝑃𝑃𝑒𝑒𝑒𝑒 − 𝐵𝐵𝑃𝑃𝑒𝑒𝑒𝑒 − 𝑒𝑒2𝐴𝐴𝑑𝑑 −𝑒𝑒2𝐵𝐵𝑑𝑑 = 1                                                                                     (3.23) 
Adding equation (3.21) to (3.23), and solving for A, this yields 2𝑒𝑒𝑒𝑒𝐴𝐴𝑃𝑃 − 2𝑒𝑒2𝐴𝐴𝑑𝑑 = 𝑒𝑒𝑒𝑒 + 1  
𝐴𝐴 = 1+𝑖𝑖𝑤𝑤
2𝑖𝑖𝑤𝑤𝑃𝑃−2𝑤𝑤2𝑠𝑠
= 1+𝑖𝑖𝑤𝑤
2𝑤𝑤(𝑖𝑖𝑃𝑃−𝑤𝑤𝑠𝑠)  
Subtracting equation (3.21) from (3.23), and solving for B 2𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 + 2𝑒𝑒2𝐵𝐵𝑑𝑑 = 𝑒𝑒𝑒𝑒 − 1  
𝐵𝐵 = 𝑖𝑖𝑤𝑤−1
2𝑤𝑤(𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠)  
 
Finally,  
𝐶𝐶 = −𝑑𝑑[𝐴𝐴 + 𝐵𝐵] = −𝑠𝑠
2𝑤𝑤
�
1+𝑖𝑖𝑤𝑤
𝑖𝑖𝑃𝑃−𝑤𝑤𝑠𝑠
+ 𝑖𝑖𝑤𝑤−1
𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠
� = −𝑠𝑠
2𝑤𝑤
�
𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠−𝑤𝑤𝑃𝑃+𝑖𝑖𝑤𝑤2𝑠𝑠−𝑤𝑤𝑃𝑃−𝑖𝑖𝑤𝑤2𝑠𝑠−𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠
−𝑃𝑃2−𝑤𝑤2𝑠𝑠2
�   
=  𝑠𝑠
2𝑤𝑤
�
2𝑤𝑤𝑠𝑠−2𝑤𝑤𝑃𝑃
𝑃𝑃2+𝑤𝑤2𝑠𝑠2
� = 𝑠𝑠(𝑠𝑠−𝑃𝑃)
𝑃𝑃2+𝑤𝑤2𝑠𝑠2
  
 
Reconsidering constants by referring to the table of Inverse Laplace Transform ( 1
𝑠𝑠−𝑒𝑒
→  𝑒𝑒𝑒𝑒𝑒𝑒 ). 
Thus, the Inverse Laplace Transform of 𝑉𝑉�𝑖𝑖 with respect to "𝑒𝑒" is given by 
 
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋 𝐼𝐼𝑜𝑜𝑒𝑒 � 1+𝑖𝑖𝑤𝑤2𝑤𝑤(𝑖𝑖𝑃𝑃−𝑤𝑤𝑠𝑠) 𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕 + 𝑖𝑖𝑤𝑤−12𝑤𝑤(𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠) 𝑒𝑒−𝑖𝑖𝑤𝑤𝜕𝜕 + 𝑠𝑠(𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)𝑠𝑠 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�                           (3.24) 
 
Similarly, same process is applied for 𝑉𝑉�𝑜𝑜 
 
𝑉𝑉�𝑜𝑜 : 1+𝑠𝑠+𝑖𝑖2(𝑠𝑠2+𝑤𝑤2)(𝑃𝑃+𝑠𝑠𝑠𝑠) =  1+𝑠𝑠+𝑖𝑖2(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠) =  𝐴𝐴𝑠𝑠−𝑖𝑖𝑤𝑤 +  𝐵𝐵𝑠𝑠+𝑖𝑖𝑤𝑤 +  𝐶𝐶𝑃𝑃+𝑠𝑠𝑠𝑠  =  𝐴𝐴(𝑠𝑠+𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)+𝐵𝐵(𝑠𝑠−𝑖𝑖𝑤𝑤)(𝑃𝑃+𝑠𝑠𝑠𝑠)+𝐶𝐶(𝑠𝑠2+𝑤𝑤2)(𝑠𝑠2+𝑤𝑤2)(𝑃𝑃+𝑠𝑠𝑠𝑠)   
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=  (𝐴𝐴𝑠𝑠+𝐵𝐵𝑠𝑠+𝐶𝐶)𝑠𝑠2+(𝐴𝐴𝑃𝑃+𝑖𝑖𝑤𝑤𝑠𝑠𝐴𝐴+𝐵𝐵𝑃𝑃−𝑖𝑖𝑤𝑤𝐵𝐵𝑠𝑠)𝑠𝑠+𝑖𝑖𝑤𝑤𝐴𝐴𝑃𝑃−𝑖𝑖𝑤𝑤𝐵𝐵𝑃𝑃+𝑐𝑐𝑤𝑤2(𝑠𝑠2+𝑤𝑤2)(𝑃𝑃+𝑠𝑠𝑠𝑠)   
Equating coefficients 
 𝑒𝑒2:𝐴𝐴𝑑𝑑 + 𝐵𝐵𝑑𝑑 + 𝐶𝐶 = 0  
𝐶𝐶 =  −𝐴𝐴𝑑𝑑 − 𝐵𝐵𝑑𝑑                                                                                                                 (3.25) 
𝑒𝑒:𝐴𝐴𝑃𝑃 + 𝑒𝑒𝑒𝑒𝑑𝑑𝐴𝐴 + 𝐵𝐵𝑃𝑃 − 𝑒𝑒𝑒𝑒𝐵𝐵𝑑𝑑 = 1                                                (Multiplying both sides by 𝑒𝑒𝑒𝑒) 
    𝑒𝑒𝑒𝑒𝐴𝐴𝑃𝑃 − 𝑒𝑒2𝐴𝐴𝑑𝑑 + 𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 + 𝑒𝑒2𝐵𝐵𝑑𝑑 = 𝑒𝑒𝑒𝑒                                                                               (3.26) 
𝐶𝐶𝐶𝐶𝑛𝑛𝑒𝑒𝑑𝑑𝑁𝑁𝑛𝑛𝑑𝑑:𝐴𝐴𝑃𝑃𝑒𝑒𝑒𝑒 − 𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 + 𝐶𝐶𝑒𝑒2 = 1 + 𝑦𝑦2                                                                            (3.27) 
Plugging equation (3.25) into (3.27), this results in, 
 
𝑒𝑒𝑒𝑒𝐴𝐴𝑃𝑃 − 𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 − 𝑒𝑒2𝐴𝐴𝑑𝑑 −𝑒𝑒2𝐵𝐵𝑑𝑑 = 1 + 𝑦𝑦2                                                                            (3.28) 
 
Adding equation (3.26) to (3.28), the following term is obtained: 2𝑒𝑒𝑒𝑒𝐴𝐴𝑃𝑃 − 2𝑒𝑒2𝐴𝐴𝑑𝑑 = 1 + 𝑦𝑦2 + 𝑒𝑒𝑒𝑒  
Finally, subtracting (3.26) from (3.28) 2𝑒𝑒𝑒𝑒𝐵𝐵𝑃𝑃 + 2𝑒𝑒2𝐵𝐵𝑑𝑑 = 𝑒𝑒𝑒𝑒 − 1 − 𝑦𝑦2  
 
Therefore, 
𝐴𝐴 =  1+𝑖𝑖2+𝑖𝑖𝑤𝑤
2𝑤𝑤(𝑖𝑖𝑖𝑖−𝑤𝑤𝑠𝑠)     ;        𝐵𝐵 =  𝑖𝑖𝑤𝑤−1−𝑖𝑖22𝑤𝑤(𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠)                                                                                        (3.29) 
And for C: 
𝐶𝐶 =  −𝑑𝑑(𝐴𝐴 + 𝐵𝐵)  = −𝑠𝑠
2𝑤𝑤
 �1+𝑖𝑖2+𝑖𝑖𝑤𝑤
𝑖𝑖𝑃𝑃−𝑤𝑤𝑠𝑠
+ 𝑖𝑖𝑤𝑤−1−𝑖𝑖2
𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠
�  
=  −𝑠𝑠
2𝑤𝑤
�1+𝑖𝑖2+𝑖𝑖𝑤𝑤�(𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠)+(𝑖𝑖𝑤𝑤−1−𝑖𝑖2)(𝑖𝑖𝑃𝑃−𝑤𝑤𝑠𝑠)
−𝑃𝑃2−𝑤𝑤2𝑠𝑠2
  
=  𝑠𝑠
2𝑤𝑤
𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠+𝑖𝑖𝑃𝑃𝑖𝑖2+𝑤𝑤𝑠𝑠𝑖𝑖2−𝑤𝑤𝑃𝑃+𝑖𝑖𝑤𝑤2𝑠𝑠−𝑤𝑤𝑃𝑃−𝑖𝑖𝑤𝑤2𝑠𝑠−𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃𝑖𝑖2+𝑤𝑤𝑠𝑠𝑖𝑖2
𝑃𝑃2+𝑤𝑤2𝑠𝑠2
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𝐶𝐶 =  𝑠𝑠
2𝑤𝑤
 2𝑤𝑤𝑠𝑠+2𝑤𝑤𝑠𝑠𝑖𝑖2−2𝑤𝑤𝑃𝑃
𝑃𝑃2+𝑤𝑤2𝑠𝑠2
  
𝐶𝐶 =  𝑠𝑠(𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)
𝑃𝑃2+𝑤𝑤2𝑠𝑠2
                                                                                                                       (3.30) 
Similarly, constants for 𝑉𝑉�𝑜𝑜 are considered, and by referring to the Inverse Laplace Transform 
table (
1
𝑠𝑠−𝑒𝑒
→  𝑒𝑒𝑒𝑒𝑒𝑒), the Inverse Laplace Transform of 𝑉𝑉�𝑜𝑜 with respect to "𝑒𝑒, " is defined as, 
 
𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 1+𝑖𝑖2+𝑖𝑖𝑤𝑤2𝑤𝑤(𝑖𝑖𝑖𝑖−𝑤𝑤𝑠𝑠) 𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕 + 𝑖𝑖𝑤𝑤−1−𝑖𝑖22𝑤𝑤(𝑖𝑖𝑃𝑃+𝑤𝑤𝑠𝑠) 𝑒𝑒−𝑖𝑖𝑤𝑤𝜕𝜕 + 𝑠𝑠(𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)𝑠𝑠 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�                        (3.31) 
 
Multiplying each denominator and numerator of equations (3.24) and (3.31) by denominator’s 
complex conjugate (𝑁𝑁 + 𝑒𝑒𝑖𝑖 → 𝑁𝑁 − 𝑒𝑒𝑖𝑖) in order to eliminate the “𝑒𝑒” from the denominator -- 
putting over a common denominator: 
 
For equation (3.24)  
 
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕 (1+𝑖𝑖𝑤𝑤)(−𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃)2𝑤𝑤(−𝑤𝑤𝑠𝑠+𝑖𝑖𝑃𝑃)(−𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃) + 𝑒𝑒−𝑖𝑖𝑤𝑤𝜕𝜕 (𝑖𝑖𝑤𝑤−1)(𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃)2𝑤𝑤(𝑤𝑤𝑠𝑠+𝑖𝑖𝑃𝑃)(𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃) + 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)�  
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �𝑒𝑒𝑖𝑖𝑤𝑤𝜕𝜕 (−𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃−𝑖𝑖𝑤𝑤2𝑠𝑠+𝑤𝑤𝑃𝑃)2𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) + 𝑒𝑒−𝑖𝑖𝑤𝑤𝜕𝜕 (𝑖𝑖𝑤𝑤2𝑠𝑠+𝑤𝑤𝑃𝑃−𝑤𝑤𝑠𝑠+𝑖𝑖𝑃𝑃)2𝑤𝑤(𝑤𝑤𝑠𝑠2+𝑃𝑃2) + 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)�  
Using the Euler’s formulas: 
𝑒𝑒+𝑖𝑖𝑤𝑤𝜕𝜕 = cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛 (𝑒𝑒𝑇𝑇) 
𝑒𝑒−𝑖𝑖𝑤𝑤𝜕𝜕 = cos(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛 (𝑒𝑒𝑇𝑇) 
 
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �(cos(𝑤𝑤𝜕𝜕)+𝑖𝑖𝑠𝑠𝑖𝑖𝑖𝑖 (𝑤𝑤𝜕𝜕))(−𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃−𝑖𝑖𝑤𝑤2𝑠𝑠+𝑤𝑤𝑃𝑃)2𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) + (cos(𝑒𝑒𝑇𝑇) −
𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛 (𝑒𝑒𝑇𝑇)) (𝑖𝑖𝑤𝑤2𝑠𝑠+𝑤𝑤𝑃𝑃−𝑤𝑤𝑠𝑠+𝑖𝑖𝑃𝑃)
2𝑤𝑤(𝑤𝑤𝑠𝑠2+𝑃𝑃2) + 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)�   
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𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 12𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [−wQ cos(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑃𝑃 𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒2𝑑𝑑 cos(𝑒𝑒𝑇𝑇) +
𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒𝑑𝑑 sin(𝑒𝑒𝑇𝑇) + 𝑃𝑃 sin(𝑒𝑒𝑇𝑇) + 𝑒𝑒2𝑑𝑑 sin(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒𝑃𝑃 sin(𝑒𝑒𝑇𝑇) +
𝑒𝑒𝑒𝑒2𝑑𝑑 cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑑𝑑 cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) +  𝑒𝑒2𝑑𝑑 sin(𝑒𝑒𝑇𝑇) −
𝑒𝑒𝑒𝑒𝑃𝑃 sin(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒𝑑𝑑 sin(𝑒𝑒𝑇𝑇) + 𝑃𝑃 sin(𝑒𝑒𝑇𝑇)] + [𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)]�   
 
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 12𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [− 2wQ cos(𝑒𝑒𝑇𝑇) + 2𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) + 2𝑃𝑃 sin(𝑒𝑒𝑇𝑇) +
2𝑒𝑒2𝑑𝑑 sin(𝑒𝑒𝑇𝑇)] + [𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)]�  
 
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 1𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [−wQ cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) + 𝑃𝑃 sin(𝑒𝑒𝑇𝑇) +
𝑒𝑒2𝑑𝑑 sin(𝑒𝑒𝑇𝑇)] + [𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)]�  
 
This is an even function of ′𝑦𝑦′ since only embedded ′𝑦𝑦2′ within the equation appears. Similarly, 
after multiplication of the complex conjugate of the numerator and denominator of equation 
(3.31), and using the same identities used for 𝑉𝑉�𝑖𝑖, the following term is obtained for 𝑉𝑉�𝑜𝑜: 
 
𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �(1+𝑖𝑖2+𝑖𝑖𝑤𝑤)(−𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃)(cos (𝑤𝑤𝜕𝜕)+𝑖𝑖𝑠𝑠𝑖𝑖𝑖𝑖(𝑤𝑤𝜕𝜕))2𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) +
(𝑖𝑖𝑤𝑤−1−𝑖𝑖2)(𝑤𝑤𝑠𝑠−𝑖𝑖𝑃𝑃)(cos(𝑤𝑤𝜕𝜕)−𝑖𝑖𝑠𝑠𝑖𝑖𝑖𝑖(𝑤𝑤𝜕𝜕))
2𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) + (𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2) 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�     
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 𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 12𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [−𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑦𝑦2𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒2𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) −
𝑒𝑒𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑦𝑦2𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑦𝑦2𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) +
𝑒𝑒2𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑦𝑦2𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒2𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) −
𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 𝑦𝑦2𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑦𝑦2𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) +
𝑒𝑒2𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑦𝑦2𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) − 𝑒𝑒𝑒𝑒𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) +
𝑦𝑦2𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇)] + (𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2) 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�    
  
𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 12𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [−2𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) − 2𝑦𝑦2𝑒𝑒𝑑𝑑𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) + 2𝑒𝑒𝑃𝑃𝑐𝑐𝐶𝐶𝑒𝑒(𝑒𝑒𝑇𝑇) +
2𝑒𝑒2𝑑𝑑𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 2𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇) + 2𝑦𝑦2𝑃𝑃𝑒𝑒𝑒𝑒𝑛𝑛(𝑒𝑒𝑇𝑇)] + (𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2) 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�  
 
𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �𝑤𝑤�𝑃𝑃−𝑠𝑠−𝑖𝑖2𝑠𝑠�cos(𝑤𝑤𝜕𝜕)+�𝑃𝑃+𝑤𝑤2𝑠𝑠+𝑖𝑖2𝑃𝑃�sin (𝑤𝑤𝜕𝜕)𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) + (𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2) 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�  
 
𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇), also appears to be an even function in ′𝑦𝑦,′ and by taking the Inverse Fourier Transform 
with respect to ′𝑦𝑦′ 
𝑉𝑉𝑖𝑖(𝑐𝑐,𝑇𝑇) =  1√2𝜋𝜋 ∫ 𝑒𝑒−𝑖𝑖𝑖𝑖𝑋𝑋∞−∞ 𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦  
𝑉𝑉𝑜𝑜(𝑐𝑐,𝑇𝑇) =  1√2𝜋𝜋 ∫ 𝑒𝑒−𝑖𝑖𝑖𝑖𝑋𝑋∞−∞ 𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦  
 
Knowing that: 
• 𝑒𝑒−𝑖𝑖𝑖𝑖𝑋𝑋 = cos(𝑦𝑦𝑐𝑐) − 𝑒𝑒 sin (𝑦𝑦𝑐𝑐)  
• -    cos(𝑦𝑦,𝑐𝑐) is an even function. 
- 𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) and 𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇) are also even functions as per the obtained derivations. 
- 𝑒𝑒𝑒𝑒𝑛𝑛(𝑦𝑦,𝑇𝑇) is an odd function. 
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• Integration of an odd function over a symmetric interval = 0 
∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥 = 0𝑒𝑒−𝑒𝑒    if 𝑓𝑓(𝑥𝑥) is odd. 
∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥 = 2∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥𝑒𝑒0𝑒𝑒−𝑒𝑒    if 𝑓𝑓(𝑥𝑥) is an even function. 
• Even x Odd Function = Odd Function 
Even x Even Function = Even Function 
Odd x Odd Function = Even Function 
 
Therefore,  
𝑉𝑉𝑖𝑖(𝑐𝑐,𝑇𝑇) =  1√2𝜋𝜋 ∫ cos(𝑦𝑦𝑐𝑐)𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦 − 𝑒𝑒 1√2𝜋𝜋 ∫ sin(𝑦𝑦,𝑐𝑐)𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦∞−∞∞−∞    
 
𝑉𝑉𝑖𝑖(𝑐𝑐,𝑇𝑇) =  �2𝜋𝜋 ∫ cos(𝑦𝑦𝑐𝑐)𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦∞0                                                                                     (3.32) 
𝑉𝑉𝑜𝑜(𝑐𝑐,𝑇𝑇) =  �2𝜋𝜋 ∫ cos(𝑦𝑦𝑐𝑐)𝑉𝑉�𝑜𝑜(𝑦𝑦,𝑇𝑇)𝑑𝑑𝑦𝑦∞0                                                                                     (3.33)  
 
Hence, the two-coupled-partial differential equations, Equations (3.9) and (3.10), are 
transformed into two integrals, where, 
 
The cell-membrane potential is defined as:  
𝑉𝑉𝑚𝑚 = 𝑉𝑉𝑖𝑖 − 𝑉𝑉𝑜𝑜                                                                                                                                             (3.34) 
Where,  
𝑉𝑉�𝑖𝑖(𝑦𝑦,𝑇𝑇) = 𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 � 1𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) [−wQ cos(𝑒𝑒𝑇𝑇) + 𝑒𝑒𝑃𝑃 cos(𝑒𝑒𝑇𝑇) + 𝑃𝑃 sin(𝑒𝑒𝑇𝑇) +
𝑒𝑒2𝑑𝑑 sin(𝑒𝑒𝑇𝑇)] + �𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕 (𝑠𝑠−𝑃𝑃)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2)��                                                                                                        (3.35) 
Even Even Even Odd 
0 
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𝑉𝑉�𝑜𝑜(𝑦𝑦, 𝑑𝑑) =  𝑒𝑒𝑘𝑘√2𝜋𝜋  𝐼𝐼𝑜𝑜𝑒𝑒 �𝑤𝑤�𝑃𝑃−𝑠𝑠−𝑖𝑖2𝑠𝑠�cos(𝑤𝑤𝜕𝜕)+�𝑃𝑃+𝑤𝑤2𝑠𝑠+𝑖𝑖2𝑃𝑃�sin (𝑤𝑤𝜕𝜕)𝑤𝑤(𝑤𝑤2𝑠𝑠2+𝑃𝑃2) + (𝑠𝑠−𝑃𝑃+𝑠𝑠𝑖𝑖2)(𝑃𝑃2+𝑤𝑤2𝑠𝑠2) 𝑒𝑒−𝑃𝑃𝑠𝑠𝜕𝜕�            (3.36) 
𝑃𝑃 = 𝑘𝑘𝑦𝑦2 + (𝑦𝑦2 + 𝑘𝑘𝜇𝜇)(1 + 𝑦𝑦2)  
𝑑𝑑 = 𝑘𝑘𝑦𝑦2 + 𝑦𝑦2 + 𝑘𝑘𝜇𝜇  
𝑘𝑘 =  𝑒𝑒𝑜𝑜
𝑒𝑒𝑖𝑖
    𝜇𝜇 =  𝑒𝑒𝑚𝑚𝑚𝑚
𝑒𝑒𝑚𝑚
     𝑣𝑣 =  �𝑟𝑟𝑚𝑚𝑒𝑒𝑟𝑟𝑖𝑖    𝑟𝑟𝑚𝑚𝑒𝑒 =  𝑟𝑟𝑚𝑚 +  𝑟𝑟𝑤𝑤 
 
When setting the Warburg impedance to nil (zero), the obtained results are in agreement of the 
findings of the peer-reviewed work in [144]; this validates the full derivations carried out in 
this chapter. As per the obtained results, all capacitance terms have explicitly vanished from 
the fully derived cell-membrane potential, which could mislead the general reader by 
suggesting that the capacitive factor does not play a role in shaping the cell-membrane 
potential. However, as shall be further elaborated on this issue in the next section, in short, the 
capacitive term does play a role, and mathematically, such role is implicit.  
 
3.5 Empirical Solution 
 
The transformed equations, (3.32) and (3.33), are respectively the intracellular and extracellular 
potential, and their difference gives the membrane potential of a cell (𝑉𝑉𝑚𝑚). The two integral 
equations are evaluated numerically using symbolic Maple 16 (Maplesoft, Ontario, Canada), 
and resultant figures of cell-membrane potential with respect to time and space are obtained 
via an M-File command processed through Matlab 7.12 (The Mathworks Inc., Natick, MA). 
Appendix C.1 provides numerical algorithms, evaluating the derived expression of cell-
membrane potential. The numerical algorithms shall allow different scenarios to be drawn, and 
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hence the dependencies among controlling physical parameters in shaping the cell-membrane 
potential can be analyzed. 
One of the main objectives of this chapter is to provide a solid review on cellular 
biophysics, and to investigate the electrophysiology of cells. Furthermore, understanding the 
theory introduced in this chapter would assist in interpreting the experimental findings of 
Chapter 4. The derived mathematical expression of cell-membrane potential would be 
evaluated numerically, resulting into a number of graphs (Figures 3.5-3.11), which would 
highlight the electrophysiology phenomena of cells. Due to lack of experimental findings of 
intracellular, as well as extracellular physical parameters, the values of the rescaled parameters 
are assigned arbitrarily as in [144], considering that the main objective is to investigate and 
interpret the theory of cellular biophysics. Furthermore, different scenarios are considered to 
investigate the variations of the controlling parameters, and study their dependencies among 
each other. As in [144], the first intuitive scenario is to set all resistive parameters equal to 
unity. The other two scenarios would be varying either 𝑘𝑘 or 𝜇𝜇. It should be noted that setting 𝜇𝜇 
to nil is not physically possible, as this implies that injecting current via stimulating electrode 
is going through a completely sealed biological system, which contradicts with the physical 
phenomena of cellular charge leakage.    
The empirical results should provide in-depth analyses in presenting the concept of 
electrophysiology of cells, and this shall further investigate the dependencies among 
controlling parameters of the analogical circuit of the biological cell. The following table 
summarizes three different scenarios that are evaluated numerically, where generated graphs 
(Figures 3.5-3.11) are discussed in Section 3.6. 
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Scenarios Case 𝒓𝒓𝒐𝒐 𝒓𝒓𝒊𝒊 𝜿𝜿 𝒓𝒓𝒎𝒎 𝒓𝒓𝒘𝒘 𝒓𝒓𝒎𝒎𝒎𝒎 𝒓𝒓𝒎𝒎 𝝁𝝁 𝝊𝝊 𝑰𝑰𝒐𝒐 w 
I all = unity 1 1 1 1 1 2 1 2 √2 1 1 
II 
𝜅𝜅 = variable 
𝜇𝜇 = fixed 
𝜐𝜐 = variable 
1 
1 
6 
4 
2 
3 
0.25 
0.5 
2 
1 
1 
1 
1 
1 
1 
2 
2 
2 
1 
1 
1 
2 
2 
2 
2√2 
2 
√6 
1 
1 
1 
1 
1 
1 
III 
𝜅𝜅 = fixed 
𝜇𝜇 = variable 
𝜐𝜐 = variable 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
4 
6 
1 
2 
3 
3 
6 
9 
1 
1 
1 
3 
6 
9 
√3 
√6 
3 
1 
1 
1 
1 
1 
1 
 
Table 3.4 Numerical solution of arbitrarily selected parameters: three different scenarios.  
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Fig. 3.5 Case I. All essential parameters equal to unity, (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with 
respect to spatial (X) and time (T) profiles. 
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Fig. 3.6 Case II. (𝜅𝜅 = 0.25, 𝜐𝜐 = 2√2, 𝜇𝜇 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect 
to spatial (X) and time (T) profiles. 
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Fig. 3.7 Case II. (𝜅𝜅 = 0.5, 𝜐𝜐 = 2, 𝜇𝜇 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect to 
spatial (X) and time (T) profiles. 
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Fig. 3.8 Case II. (𝜅𝜅 = 2, 𝜐𝜐 = √6, 𝜇𝜇 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect to 
spatial (X) and time (T) profiles. 
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Fig. 3.9 Case III. (𝜇𝜇 = 3, 𝜐𝜐 = √3, 𝜅𝜅 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect to 
spatial (X) and time (T) profiles. 
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Fig. 3.10 Case III. (𝜇𝜇 = 6, 𝜐𝜐 = √6, 𝜅𝜅 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect to 
spatial (X) and time (T) profiles. 
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Fig. 3.11 Case III. (𝜇𝜇 = 9, 𝜐𝜐 = 3, 𝜅𝜅 is fixed), (A-C) cell-membrane potential (𝑉𝑉𝑚𝑚) with respect to 
spatial (X) and time (T) profiles. 
 
3.6 Discussion of Results 
 
The cyclic events of rise and drop of cell-membrane potential of any type of mammalian cells, 
as shown in the numerically generated figures (Figures 3.5-3.11), are the initiation of numerous 
events of cell-cell communication, as well as intracellular activities that would lead to cell 
motility and contractile forces, where the latter are of a particular interest in cell 
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machanobiology that shall be further addressed in Chapter 6. Slightly deviating from the main 
topic of this research, investigating such electrophysiology of cells is quite beneficial within 
cardiology field by understanding the mechanisms of defibrillation in case of a cardiac heart 
arrest medical emergency, ECG monitoring, and configuration of pacemaker electrodes [149]. 
Also, this aids in understanding the staging of neuron diseases such as that of multiple sclerosis 
(MS) [150].  
The generated figures (Figure 3.5 – 3.11) illustrate that cell-membrane potential is a 
function of time and space. The subfigures B, of Figures 3.5-3.11, clearly demonstrate that the 
slope of the cell-membrane potential to unit time defines power of the amount of work 
performed in moving charged ions within cell membrane from intracellular to extracellular 
domain (or vice versa): the intracellular to extracellular potential difference defines cell-
membrane potential resembled as an exerted work per unit charge of any moving charged 
nutrients/ions against an electric field. This is important that despite the vanished capacitive 
terms in the finally obtained equation of cell-membrane potential, yet the overall implicit 
capacitive nature of cell is still present. This also illustrates the active characteristic of the 
developed circuit, on the essence of the injected effective current, and in the presence of the 
passive components of the system: resistors and capacitors.  
In nature, moving of ions/charges within a cell membrane is not ideally in a straight line 
parallel to the generated electric field, rather it could take a curved infinitesimal path within a 
cell membrane as a generalized form; this is mathematically depicted in the proposed model 
by the integral and cosine term; this is again in a great harmony of the biological kinematics of 
ions within the cellular domain described earlier by the term ‘diffusion:’ stochastic movements 
of ion molecules from high to low concentration.          
The mathematically implicit effective cell-membrane capacitive factor, sum of paralleled 
capacitors (Warburg and cell membrane), plays a dominant role in shaping the overall cell-
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membrane potential, despite its explicit absence from the finally obtained expression. In a 
similar manner, the slope of the C subfigures of 3.5-3.11 gives energy (work required) to 
transfer charges between the two domains segregated by the cell membrane – a lipid bilayer 
that impedes the kinematics of one way movement of charged ions.            
The three drawn scenarios, (1) fixation of the ratio of effective cell-membrane potential 
(the sum of the serial resistors consisting of cell membrane and Warburg diffusion) to 
physiological medium resistance, which defines 𝜇𝜇, and then varying 𝜅𝜅 and 𝜈𝜈; (2) fixation of 
the ratio of longitudinal resistance of current flow to longitudinal internal resistance of the cell 
cytoplasm, which defines 𝜅𝜅, and then varying 𝜇𝜇 and 𝜈𝜈; and finally (3) equating all independent 
generalized parameters/resistors (i.e., 𝑟𝑟𝑖𝑖, 𝑟𝑟𝑜𝑜, 𝑟𝑟𝑚𝑚, 𝑟𝑟𝑤𝑤, and 𝑟𝑟𝑒𝑒) to unity, all yield same configuration 
pattern of cell-membrane potential profile against time and space in a cyclic manner, but with 
varying amplitudes and ratios of maximum hyperpolarization to maximum depolarization.  
Considering that biological cell-membrane potential in nature starts at a negative cytoplasm 
(negative resting potential) in a stage of polarization: resting potential is an invariant time 
potential at which ionic equilibrium is maintained, and electrochemical kinetics driving the ion 
kinematics are balanced [96]. Then upon stimulation, cell membrane starts to polarize from 
negative; this is denoted as stage (I), moving to a swift depolarization stage (stage II: negative 
to positive), then to repolarization stage towards resting potential (stage III: positive to 
negative), and finally more negative passing resting potential in a stage denoted as 
hyperpolarization (stage IV). After stage (IV) is elapsed and re-initialization of stage (I) 
recommenced, such period is termed in biophysics as refractory period; this entire process goes 
into a cycle along the cell membrane, where specific types of ion-channels are open and close 
in an orchestrated manner, led by an electrochemical signaling maestro: producing a prominent 
pattern of hyper/depolarization. Such pattern of the constant initiations of signal peaks (action 
potentials) are representations of excitable cells. To better visualize the travelled signals, 
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imagine the belly of a snake as our cell membrane, and that the digested prey moving along the 
belly is our travelled signal of cell membrane. Thus, the obtained numerical findings (Figure 
3-12) are in agreement with the physical cellular potential going into cycle events of 
polarization, depolarization, and hyperpolarization [96, 108, 112, 118, 119, 121, 144].   
It should be re-stressed on the point that the values set for the controlling parameters are 
arbitrary, and only utilized to investigate the theory of cell-membrane potential, as well as to 
study the dependency of the controlling parameters of the illustrated analogical circuit of the 
biological cell on each other: shaping the overall electrophysiology of a cell. To closely 
examine the various stages that cell potential goes through, Figure 3.11B has been enlarged 
into the following figure (Figure 3.12), illustrating the different phases of cellular potential. 
 
 
 
Fig. 3.12 Numerical result of cell-membrane potential (𝑉𝑉𝑚𝑚) vs. temporal profile (T) based on non-
ideal/arbitrarily selected parameters (𝜇𝜇 = 9, 𝜐𝜐 = 3, 𝜅𝜅 is fixed) due to lack of experimental findings of 
intracellular and extracellular resistive values to illustrate the different phases of cellular potentials: 
polarization, depolarization, repolarization, and hyperpolarization.   
129 
 
  
 
Chapter 3: Electrophysiology of Cells  
      
The cyclic analog wave signaling of cell-membrane potential, as shown in Figures 3.5-3.11, 
justify the polarity of cells; imagine a cell, close to a spherical shape, contracts and extracts due 
to ‘firing/overshooting’ of action potential (depolarization), opening of voltage-gated channel, 
and undershooting (hyperpolarization), closure of certain voltage-gated channel. If an initial 
stimulation takes place, when the cell is at a resting potential (time invariant potential) of - 0.15 
V as depicted in Figure 3.12, then the cell for some short period of time (about 0.7-1.6 T) shall 
maintain a minor increase in its negativity (negative cytoplasm) that could be attributable to 
either an increase or decrease in outward or inward current flow from of the cell, respectively.  
At around 1.7 T the cell starts to depolarize by having a few number of either 𝑁𝑁𝑁𝑁+or 𝐶𝐶𝑁𝑁2+ 
channels open, where the respective cations start to flow into the intracellular domain. The 
stimulation reaches a threshold value, where the cell-membrane potential steeply increases in 
a depolarization stage of either increase or decrease of inward or outward current flow from 
the cell respectively, suggesting an increase in the number of influx cations of 𝑁𝑁𝑁𝑁+and/or 𝐶𝐶𝑁𝑁2+ 
into the intracellular domain. The cell membrane reaches a peak at 5.2 T of an action potential 
of 0.35 V, which is also the equilibrium potential, e.g., of 𝑁𝑁𝑁𝑁+. At this stage the cation of 𝐾𝐾+ 
starts to repel against the similarly charged cation of, e.g., 𝑁𝑁𝑁𝑁+, occupying the 𝐾𝐾+ initial 
territory within the intracellular domain. The cytoplasm starts to gradually lose its positivity in 
a repolarization process by gradually opening 𝐾𝐾+ ion channels, permitting efflux of 𝐾𝐾+cations 
out of the cell. This is followed by a hyperpolarization passing the initial resting potential of 
the cell, as the negativity of the cytoplasm starts to increase. The hyperpolarization stage could 
be attributable to an increase in the number of voltage-gated channels, e.g., of 𝐾𝐾+and/or 𝐶𝐶𝑙𝑙−, 
allowing either efflux or influx of 𝐾𝐾+ cations or 𝐶𝐶𝑙𝑙−anions, out and in the cell, respectively. 
Finally, the ionic ATP pumps restore the initial concentrations of 𝐾𝐾+ and 𝑁𝑁𝑁𝑁+, where cell 
membrane goes back to resting potential before starting a new cycle. As a summary, and for 
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better illustration, the diffusion of 𝐾𝐾+ and 𝑁𝑁𝑁𝑁+are animated in this link3, which summarizes 
the different phases of cellular potentials.  
It should be re-stressed on the importance of identifying all different phases of cellular 
potentials; for example, knowing resting potential of cells, which is typically ranges from -10 
mV to -90 mV [96], is beneficial in identifying cell-membrane potential, and then link 𝑉𝑉𝑚𝑚 to a 
nature of a disease and/or to specific functionalities performed by a cell.   
The three different scenarios of the arbitrarily selected values of the controlling parameters, 
investigating the theory of cell-membrane potential resulted in Figures 3.5 to 3.11, manifest 
that the term 𝜐𝜐, describing the ratio of longitudinal resistance to current flow to intracellular 
resistance, cannot be held fixed if either 𝜇𝜇 or 𝜅𝜅 is changing due to the resistor coupling with 
these two terms. It has been found that by fixing 𝜇𝜇, and varying 𝜅𝜅 and 𝜈𝜈 (scenario II), 𝜅𝜅 and 𝜈𝜈 
are inversely proportional to each other; also, it is found that as the ratio of longitudinal 
resistance of cell membrane to its intracellular increases (𝜅𝜅 increases), the cell-membrane 
potential amplitude increases. Furthermore, by fixing 𝜅𝜅, and varying 𝜇𝜇 and 𝜈𝜈 (scenario III), 𝜇𝜇 
and 𝜈𝜈 are appeared to be directly proportional to each other; moreover, as the ratio of effective 
cell-membrane resistor, which is the sum of Warburg diffusion and cell-membrane resistors in 
series, to buffer medium resistance increases (𝜇𝜇 increases), the cell-membrane potential 
amplitude increases. Therefore, measuring cell-membrane potential is affected by the 
resistivity of the medium, in which it is placed in; it is eventually reflected on its intracellular 
and extracellular potentials. Moreover, the amplitude of the cell-membrane potential is more 
pronounced at the external node, where the effective current is injected, and it is gradually 
depleting, when moving away from the injected effective node along the spatial profile as 
depicted in sub-figures C of Figures 3.5-3.11.              
 
3 http://www.youtube.com/watch?v=FjOVYHQ1upM&list=TLRsuMhW1tJSpI6OvqKnGQQWW9sKbiDPEX 
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3.7 Conclusion and Future Outlook 
 
Description of various non-conventional methods utilized to study the characteristics of cells 
have been presented (SAW, optical fluorescence, and electrochemical), and their mechanisms 
have been highlighted. By advocating the electrochemical technique, different tactics within 
this approach have been investigated: a patch clamp method, optical fluorescence, and 
N/MEMS. Vast literature review is illustrated mainly on the subject of cancer cell’s biophysics. 
This is followed by the development of a mathematical modeling of the electrophysiology 
mechanisms of cells. 
This chapter provides in-depth analyses in understanding the biophysics of cell, and its 
equivalent analogical electric circuit that captures cellular electrophysiology. Furthermore, the 
outcome of this analytical study is to investigate the cell-membrane potential spatial and 
temporal dependence, when stimulated by a current. This analytical approach simulates, to 
some extent, an experimental case where a cell is trapped in a buffered medium, and then 
stimulated by an electrode, and cell-membrane potential is finally recorded by another adjacent 
electrode; this will be the target subject of next chapter.  
The mathematical modeling has shown that the contributed factor of Warburg diffusion 
impedance is essential in shaping the overall cell-membrane potential, just as it has been 
justified experimentally in [1]. Furthermore, the presented model could have been extended to 
encounter injection of currents at various locations within a cell membrane, either 
simultaneously or consecutively. 
The contribution of this work presented within this chapter in encountering the Warburg 
diffusion impedance factor in the constructed analogical circuit of the cellular biophysics pays 
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off in the overall effective cell-membrane signature. Such impedance diffusion accounts for a 
charge leakage that could be physically interpreted, e.g., to a charge leakage of nutrients via 
cells’ pore. This is in line of one of the main objectives of this work through the detailed 
mathematical derivations of the cell-membrane potential expression presented in this chapter 
to the general reader, by first familiarizing him or her of the controlling parameters of the 
cellular biophysics, as well as enabling the future extension of this research by encountering 
the subject of cellular pore specificity. Such subject, to the author’s best knowledge, has not 
yet been legitimately justified mathematically, giving a certain pore on a cell, of a size ranges 
from 7-10 Åm [97], to specifically open or close (flux/efflux) with respect to a distinctive 
nutrient, e.g., sodium (𝑁𝑁𝑁𝑁+) and not to other nutrient types (i.e., 𝑀𝑀𝑔𝑔2+, 𝐶𝐶𝑁𝑁2+, etc.), yet another 
pore on the same cell would have specificity for opening and closing for, e.g., chlorine (𝐶𝐶𝑙𝑙−) 
anion. Such biophysics phenomena could be interpreted, mathematically, as a conditional 
current passing through an array of logic switches on the exterior of the cell membrane 
(combination of logical gate arguments), which also can ignite a switch of a gap junction of a 
cell-cell communication on a global mathematical modeling of a cluster of cells..  
The main objective of this chapter is to provide a solid understanding of cellular biophysics 
through the proposed detailed mathematical model of cellular physics. One approach of 
utilizing the findings of this chapter could be during the analyses of experimental findings, and 
based on an obtained signature of the extracted cell-membrane potential (e.g., positive 
((depolarization)) vs. negative ((hyperpolarization))), one could predict which specific ion 
channel is more dominant than the other within a particular cell of a disease type. 
This work, within this chapter, assists researchers in sensor technology, molecular 
biophysics, analytical chemistry, as well as biologists to investigate the response of a cell 
subjected to an injected current. The ability to unlock the coding of electrochemical 
language/signaling of cells could be beneficial in allocating a novel approach in directing cells, 
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including stem cells, toward performing a specific task, modifying intracellular ionic 
concentrations within a cancer cell, e.g., 𝑁𝑁𝑁𝑁+, via electrochemical stimulation to stop 
depolarization, and hence perform mitotic arrest, effectively delivering medicine by up/down 
regulating the performance of specific ion channels, and finally repairing disrupted genes, e.g., 
PTEN, TSGp53, that are respectively responsible for Autism [151], and the dual role of p53 in 
Parkinson and cancer diseases [152], by stimulating cells via electrochemical means to 
activate/code proteins that are responsible for the repair of such genes. Furthermore, the 
electrochemical approach could provide a novel technique in identifying the different 
phenotypes of stem cells, which are hard to be segregated by using Fluorescence Activated 
Cell Sorting (FACS) machine, arriving at their heterogeneity, manipulating them, and finally 
analyzing their subpopulation dependencies and their interconnections with their niche.    
As a step forward in appreciating the science behind cellular electrophysiology, the next 
chapter addresses the electrochemical profiling of cell membrane of well-established 
melanoma cell-line models, which to the author’s best knowledge, such characteristics have 
not been yet extracted experimentally in distinguishing the different stages of the 
melanomagensis.  
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Chapter 4: A Miniaturized Biomechatronic Electrophysiology 
Based Platform – Characterizing the Biophysical Heterogeneity of 
Melanoma Cell Lines  
 
4.1    Related Work 
 
Due to the complexity of melanoma pattern and texture, it requires a well-experienced 
dermatologist to clinically diagnose, and classify the skin lesion as benign, suspicious, or 
malignant. Sometimes physicians require further histological analyses that are time and cost 
consuming, which requires further analyses to be performed by a pathologist. Furthermore, 
visual inspection results in a high tendency of false diagnosis of the disease that puts higher 
risks on the patient, and may lead to unnecessary invasive surgical involvement. Many noises 
are present within the dermatological images such as variable lighten conditions, thick hair, 
image overlapping, skin pores, and sharp edges [153-163]. Also, it is a cumbersome task for 
most dermatologists to distinguish between malignant melanoma, and a typical nevus (mole) 
[153-162]. Furthermore, melanoma can form in any area in the human body, including those 
that are hard to be discovered visually such as the vagina, or within the retinal area (ocular 
melanoma), as shown in Figure 1.2 [21, 24, 164].  
Biopsies may result in contaminating neighboring healthy tissues and organs with 
melanoma cells [41]. Lead time to properly diagnose the disease is on average a month. 
Therefore, a requirement for accurate, fast, and cost-effective detection and further biological 
characterization of melanoma at a cellular level is demanded that could lead to an effective 
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treatment of the disease, especially if it is discovered at a very early stage. In this chapter, a 
review is given on two approaches followed generally by dermatologists on the essence of 
prognosis that are categorized as conventional and nonconventional approach. The former is 
an image-pattern-recognition based that is processed through computer aided diagnosis (CAD) 
system, whereas the latter describes tools that detects the disease based on its physical 
characteristics in a real-time-diagnosis setup. Driven by the merits of nano/microtechnology 
(LoC), and electrochemical approach described respectively, in Chapters 2 and 3, a 
miniaturized biomechatronic platform is thoroughly developed, and experimentally tested to 
characterize the heterogeneity of the biophysical characteristics of eight melanoma cell lines 
of different genetic complexities.      
      
4.1.1 Dermatological Conventional Prognosis Approach: Pattern 
Recognition and CAD System for Melanoma Detection 
 
An image-pattern-recognition approach, which contributes to the early clinical detection of 
melanoma, is based on conventional “ABCD” method [153-162]: Asymmetry, Border, Color, 
and Diameter/Dermatoscopic features. The physician studies the tumor’s asymmetric feature, 
its stochastic-border interaction with neighboring healthy tissues/organs, and homogeneity of 
the pigmentation, and its diameter. However, this approach poorly describes the fine boundary 
segregating healthy from infected tissues. This may mislead the physician in invasively taking 
off more regions than what is required. On the border recognition aspect, this approach has 
been enhanced by using a Six-Sigma threshold, together with region connectivity concepts to 
study the availabilities of red-green-blue (RGB) spectrum of skin lesions, and its directional 
propagation [153]. The Six-Sigma threshold is a + 3𝜎𝜎 segmentation process based on color 
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variability emitted from the skin [153]. The modified approach takes into consideration the 
breakage of the obtained image into a number of rectangular regions, in order to reach a 
homogenous color deformation, increase sensitivity of pattern recognition, and detect the 
boundaries of the tumor. However, the modified approach does not obtain satisfactory results 
in case of presence of thick hair on the skin (image noise). 
On the basis of textures and color parameters, Di Leo et al. [154] have defined a new set of 
7-checklist-scoring mechanism for the usage of Epiluminescence microscopy (ELM) at a sub-
surface level, a technique using oil immersion, and intense light beamed on the pigmented 
lesion, in which beamed light reflects back to the viewer. This approach claimed to have a 
better accuracy, and less effort than the ABCD scoring method. On this perspective, the ELM-
7-checklist mechanism differentiates between melanoma (a score of 3 or more), and benign (a 
score less than 3) [154]. The method consists of two criteria: major (atypical pigmented 
network, blue-whitish veil, atypical vascular pattern), and minor (irregular streaks, irregular 
pigmentation, irregular dots/globules, and regression structures), where 1 major and 1 minor 
criterion, or 3 minors are required to sufficiently detect melanoma using this approach [155]. 
Computer Aided Diagnosis (CAD) is a vital tool for early detection of melanoma [156-
161]. Thus, an independent component analysis (ICA) has been created to analyze the 
dermatological images of skin lesions based on vector principle, a linear mixture of 
independent source of signals of a vector [156]. The method is unique in terms of its algorithm 
that contains a preprocessing stage of removing image noises, such as hair from the identified 
infected boundary using a MATLAB platform, followed by a segmentation of the infected 
region, extraction of targeted region color and structure, and finally performing a classification 
iteration to diagnose the malignancy of skin cancer [156]. Qin et al. [157] utilize local fractal 
dimension (local FD) in analyzing the irregularity of cancer deformed pattern, as well as 
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contour irregularities. As a result of their findings, benign possesses a smoother and an oval 
shape, while melanoma contour distribution is irregular. Also, the former has a contour size 
that is much smaller than the latter one [157]. In their work, they have found that during the 
implementation of Gaussian filtering of the extracted features, different features’ parameters 
(max, variance, and entropy), drop gradually for melanoma case, while they remain constants 
for benign.  
A new approach on skin lesion pigment, by visualizing and empirically quantifying its 
asymmetry, has been presented by Clawson et al. [158]. In their findings, they have 
conservatively claimed that there might be a case where two infected lesions coincide, forming 
an overall asymmetry index, which they have considered as an added feature in their developed 
algorithm by generating additional contours. From the noise perspective, and in order to 
alleviate the image interferences within the system, a segmentation hybrid approach is 
integrated using active dynamic contours that move as per the internal and external forces 
generated from (1) within the contour, and (2) from the obtained image data, respectively [159]. 
At another end, efforts have been made to eliminate system noises using median filtering, and 
contrast enhancement [160]. Another approach in detection of melanoma, within the CAD 
system, is the “Bag-of-Features,” among which are texture, color, and boarder that are defined, 
and evaluated in a patch manner within an image [161]. 
 
4.1.2 Non-Conventional Dermatological Approaches in Detecting Melanoma 
 
Based on the combination of ABCD approach and ELM concept, a mechatronic device 
(Bluetooth-enabled-handled device) has been designed, and further developed to detect 
melanoma at an early stage, process images in a real-time domain, and determine whether a 
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lesion is malignant or benign [162]. In their work, the ELM Transillumination (TLM), in which 
a ring light generates a focal point beneath the skin (enhanced visualization of the subsurface 
pigmentation of a nevus), results in a generation of more blood flow and achieves high 
sensitivity in detecting the infected tissues. In their hardware architecture, they consider the 
usage of microprocessing -- enabling low power consumption, as well as low noise 
complementary metal oxide semiconductor (CMOS) image sensor for data processing. 
On the wave dynamic aspect, Surface Acoustic Wave (SAW) concept has contributed in 
early detection of cancer [163]. Based on tumor’s distinctive mass density, the SAW 
propagating velocity, and operating frequency will be altered due to such tumor presence. SAW 
technology acts as a biosensor, in which a piezoelectric plate is actuated by an electric signal 
transmitted to an input/output transducer that produces the propagating surface acoustic waves. 
An experiment of the usage of SAW technology in the field of cancer detection and 
immunology, has been constructed to have a protein-A (cross linker) placed at the bio-layer, 
and adjacent to the sensing element (SAW unit) [163]. When antibodies are placed in the 
system, with specific and non-specific target antigens, adhesion to the associated protein takes 
place. Thus, a mass loading alteration takes place, generating a frequency shift back to the I/O 
transducer. As proposed in their work [163], the frequency shift is allocated by a radio 
frequency identification via I/O antenna installed in the I/O transducer component – the 
proposed work claims a detection within minutes; however, solid and sufficient experimental 
findings haven’t been presented to support such claim. 
On a different detection regime, melanoma circulating tumor cells (CTCs) have been 
detected in human blood circularity (lymph system) via photoacoustic flowmetry [164]. 
Despite the immatureness of such research field in terms of obtaining a confidence in 
experimental findings, the utilization of laser induced ultrasound (photoacoustics), in which a 
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mechanical wave is generated due to photon optical energy, does lead to perturbation, and thus 
the development of acoustic waves [165]; the photon energy results in prompt heating and 
expansion that generates mechanical perturbation, detected as photoacoustic waves. Such 
mechanical acoustic perturbation is transformed as a voltage signal signature via a piezoelectric 
copolymer transducer. However, the limitation for such method is a major issue in addressing 
its applicability in detecting other types of cancer cells, considering the fact that melanoma 
cells (originating from melanocytes) produce melanin that interacts with light wavelength, 
while other cells are colorless and don’t possess such feature [21, 24]. However, what 
researchers in the engineering field failed to fully grasp that melanoma can also be generated 
without the production of melanin, which is referred to as “acromic melanomas” [21, 24]; this 
certainly wouldn’t possess the desirable light absorption feature, which makes this approach 
inapplicable.   
Mehta et al. [166] investigate the applicability of using a microwave reflectometry in 
differentiating among normal, benign, and malignant skin lesions based on their distinctive 
skin tissue microwave/dielectric properties. The study uses an open-ended coaxial probe in 
extracting the dielectric properties, given that a healthy skin differs significantly in water, and 
nutrient contents than a malignant one, in which the former is less in water and sodium content 
than the latter. However, such solid dielectric properties of the complex structure of a skin are 
not available. Also, there are a lot of factors need to be controlled to ensure a faithful extraction 
of data (e.g. acceptable applied pressure on skin, probe size, condition(s) of the skin while 
taking the measurements, fat, muscle, blood vessels, etc.) [166]. Thus, it is a cumbersome to 
faithfully extract the skin dielectric features after filtering all noises within the biological 
system.   
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On a nano-scale level, a carbon-nanotube-based biosensor system has been designed, and 
further developed for an early detection of melanoma [167]. The research distinctively 
measures the response of melanoma cancer biomarkers: MART-1 (Melan A) for in situ 
melanoma diagnosis, and Ki-67 (monoclonal antibody) for mitosis aspect of melanoma: 
sensing the electrochemical characteristics of the biological system. Remarkably, since 
sidewalls of the carbon nanotube adhere to the melanoma distinctive protein (not confirmed 
for all stages of melanoma), it has been considered as an additional biomarker of the disease 
[167].    
As manifested in Chapter 3, the merits associated with the electrochemical approach with 
the utilization of nano/micro electromechanical system (N/MEMS) technology shall be further 
investigated and implemented in this chapter. As illustrated above, the conventional, image 
based, dermatological approaches are limited to melanoma developed on the skin tissue, 
leaving the internal melanoma development at a cellular level undetected.   
 
4.2 Research Specific Approach 
 
In this study, the findings of the previous chapters are aggregated, and embodied into a robust 
biomechatronic platform that would capture the electrophysiology of cells, and thus identify 
melanomagenesis. The biology of cancer, and cellular viability requirements together with 
computational fluid dynamics (CFD), and finite element method (FEM) analyses, represented 
respectively in Chapters 1 and 2, as well as understanding the biophysics of cells in Chapter 3, 
would all contribute in further developing, and reaching an optimal design of experiment 
(DOE) of the proposed biomechatronic platform presented in this chapter. Accordingly, a 
microfluidic (µF) domain is integrated with multi-electrode arrays (MEAs) to form an 
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integrated lab on a chip (iLoC). The proposed iLoC together with customized microelectronics, 
and controlling software provide a hybrid biomechatronic structure that would extract cellular 
biophysics, and hence identify the different stages of the disease.  
 
4.3  Construction of the Electrophysiology Biomechatronic Based Platform 
 
In light of the findings of previous chapters, a biomechatronic system is constructed with 
customized controlling software and microelectronics to trap a biological cell within a 
microfluidic domain. Upper and lower multi-electrode arrays are integrated within the 
microfluidic system to stimulate, and faithfully record cell-membrane potential of each 
melanoma cell-line model. The objectives are to have a biocompatible, and robust system that 
would also preserve cell’s integrity throughout a sufficient number of in vitro experiments, and 
attain repeatability in the obtained readings.       
 
4.3.1 Microfabrication of the Mechanical Structure 
     
As presented in Chapter 2, detailed empirical analyses have been performed in COMSOL 
Multiphysics 4.2a (Burlington, MA, USA) prior to microfabrication, to visualize the flow 
pattern, arrive at a sensible flow speed that would ease the process of flushing the microfluidic 
(µF) system in a controlled applied pressure manner, and achieving repeatable and durable 
usages of the proposed system. Furthermore, such empirical analyses assist in attaining an 
optimal pitch distance between two adjacent electrodes (stimulating and recording), upon 
which uniform current distribution is maintained.  
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In light of cells’ physical characteristics, discussed in Chapter 1, the microfluidic channels 
are characterized to accommodate the size of biological cells, avoid clogging, and allow system 
maintenance. The proposed miniaturized mechanical structure consists of a µF domain, 
sandwiched between upper and lower glass substrates, consisting of gold (Au) patterned multi-
electrode arrays (MEAs), Figure 4.1. 
  
 
 
Fig. 4.1 3D illustrations and assembling of the proposed µ-structure consisting of two upper and lower 
glass substrates and a microfluidic domain. An array of gold electrodes are patterned on the glass 
substrates. The upper glass substrate is drilled at two locations in line of the two inlet and outlet 
reservoir. The connecting pin adaptors are adhered to the upper glass by UV adhesion method. The 3 
domains (µF system and lower and upper MEA glass substrates) are thermally adhered on a hot plate.       
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The materials for the µF domain has been chosen to serve three criteria: ease of 
machinability, biocompatibility, and high dielectric resistivity (acting as an insulator). Such 
characteristics are found in AZ related family of polymers that are widely used in biological 
applications [168]. Thus, AZ EXP 125nXT photoresist material is a negative working-
photoresist-polymer binder, which is utilized in the proposed µF system.   
The MEAs were patterned on two-glass substrates of 1mm thick. The transparent glass 
substrate allowed accessible view of cell manipulation and trapping under a microscope. First, 
Piranha cleaning was carried out on the glass substrates. This was followed by optical 
photolithography to pattern the gold electrodes in a standard lift-off process. The glass 
substrates were coated with positive photoresist, AZ 1518 (Microresist, Berlin, Germany), and 
spun at 3000 rpm (forming a layer of 1.8 µm thick), followed by a prebake process on a hotplate 
for 1 min at 115°C. High-resolution exposure dose of 60 mJ together with patterned mask were 
performed. The glass substrates were developed using a resist developer AZ 400 K 1:4 in a 
beaker for 6 minutes, where no post bake process was carried out. The developed glass 
substrate was examined under the microscope to verify design specifications. Ar sputter 
metallization was performed, where an adhesive layer of 5 nm Ti, and 300 nm of functional 
layer of Au were sputtered/deposited on the AZ1518 resist structure. This was followed by a 
lift-off process using Dimethylsulfoxide (DMSO), performed at 80 °C for 4 hours; the glass 
substrate was then cleaned using Isopropyl Alcohol (IPA) and acetone. Prior to deicing, ~ 2 
µm photoresist for backside protection was added. Diesaw was utilized to cut different MEAs 
on the glass substrates of 17 x 20 mm; the µF channel area (reddish component of Fig. 4.1) is 
10 x 20 mm.  
The AZ 125nXT based µF system (channels and reservoirs) was developed on top of the 
bottom glass substrate as shown in Figure 4.1, where optical photolithography process was 
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performed. The bottom glass substrate was coated with negative photo resist AZ 125nXT 
(Microresist, Berlin, Germany), forming a layer of 17 µm. A soft baked process on a hotplate 
at 140°C for 8 minutes was carried out; this was followed by hard-contact exposure dose of 6 
J/cm². The microfluidic features were developed in 6 minutes using AZ MIF 814 with no post-
baked process to be performed. The developed system was examined under the microscope for 
any microfabrication deficiencies in the developed process. Also, Dektak 3 was utilized to 
confirm that the developed channel depth (photoresist height) is within design specification: ~ 
20 µm. 
Two 1-mm holes were drilled into the top glass substrate in line with inlet and outlet 
reservoirs, followed by glass substrate cleaning process using IPA. The miniaturized 
mechanical structure of the two (upper and lower) glass substrates together with µF domain 
were bonded on hot plate at 100 °C for 5 minutes. A microscope was utilized to confirm the 
alignment of the upper and lower electrode arrays, and to examine the intersection of the MEAs 
with the microfluidic channels. The two connecting adaptors were adhered to the clean upper 
surface of the glass substrate via UV adhesion method.      
 
4.3.2 Microelectronics Architecture  
 
The continuous numerical analog cyclic signal propagations of cellular potential, obtained in 
Chapter 3, initiates the need for analog-to-digital convertor (ADC) in order to arrive at the cell-
membrane potential experimentally, and to eventually analyze the collected data. Therefore, 
on the essence of understanding the cellular biophysics covered in the previous chapter, the 
microelectronic architecture has been designed and constructed. Furthermore, as per the 
microfabricated mechanical components of the overall biomechatronic platform in the previous 
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section, there are 11 pairs of electrodes (upper and lower); therefore, 12-channel-ADC module 
(Microsystems Ltd., Varna, Bulgaria) has been constructed, where one channel is dummy (12th 
channel). The ADC module is of a fully differential input type, with a resolution of 24 bits. The 
maximum full-scale error is + 0.01%, with the ability to generate maximum internal and 
external voltages up to + 10V, and + 100 V, respectively. Furthermore, the input common mode 
voltage is + 2V, with input impedance of 20 Mohm, and bias current of 30 pA. The ADC 
module has 8-input ranges of potentials: + 1mV, + 2mV, + 4mV, + 8mV, + 16 mV, + 32 mV, 
+ 64 mV, and + 128 mV. The selection of such input ranges shall be further justified in the 
next section. 
In addition, a biasing voltage can be applied to the electrodes, with the ability to generate 
maximum internal and external voltages up to + 10V, and + 100 V, respectively. The ADC 
module provides the option of reversing the biasing polarity – switching the role of stimulating 
and recording between the upper and lower electrodes. Hence, this is quite beneficial in terms 
of extracting the cell-membrane potential of adhesive and non-adhesive cells, in which the 
former could be adhered to either upper or lower electrode, whereas the latter is floating within 
the vicinity of either one. The ADC module is connected to a National Instrument multi-
function data acquisition card (NI USB-6009, 14-Bit, 48 KS/s) via a customized DB M15 pin 
cable. A shield cover is dedicated to protect the underlying circuitry (wires, pads, etc.) from 
any electromagnetic emissions. 
An MS7212 multi-function process calibrator (MASTECH, Guangdong, China) is utilized 
to generate potential/current: charging electrodes; also, it acts as a multi-meter to investigate 
whether electrodes, and other connections of the micro system are faithfully transmitting 
signals. A BNC-pin cable is interconnecting the multifunction process calibrator together with 
the 12-channel ADC module. A dedicated power supply module (Microsystems Ltd., Varna, 
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Bulgaria) is energizing the 12-channel-ADC platform. Figure 4.2 shows the microelectronics 
hardware architecture of the electrophysiology biomechatronic based platform. Appendix D.1 
presents detailed hardware installation, and wire connection to the NI-DAQ card and PC.          
 
 
 
Fig. 4.2 Microelectronic hardware architecture of the electrophysiology-based biomechatronic platform 
connected to a 12-channel-ADC module through NI card, and multifunction voltage/current generator. 
The system is connected to a PC to collect and analyse experimental data.   
 
In order to capture the polarity of a biological cell by recording the differential voltage 
between the upper and lower electrode, where the cell is trapped, a passive (no active 
components) transition printed circuit board (PCB) has been fabricated. Furthermore, a flexible 
cable is uniquely customized to connect the miniaturized electrophysiology-based 
biomechatronic platform with the transition board. The customized flexible cable pads are 
soldered to the patterned gold electrodes on the glass substrate (upper and lower), and final 
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connection is examined under the microscope, and signal was checked through the 
multifunction multi-meter, Figure 4.3.      
 
 
 
Fig 4.3 (A) Assembled flexible cable to upper and lower multi-electrode arrays. (B) Soldering of bottom 
gold electrodes patterned on glass substrate to flexible electrode pads. (C) Transition-printed-circuit 
board (PCB) showing passive components: input connector pin out, pins and cables. (D) Soldering 
upper gold electrodes, patterned on a glass substrate, to flexible cable pads.   
 
The ADC module consists of four ADC blocks, each having 3 parallel channels, thus 
forming twelve parallel measurement channels. The 12th channel is a dummy one, since only 
11 pairs of electrodes can be active, when conducting the in vitro experiments. Figure 4.4 
illustrates the electronic circuit schematic diagram of the injection/measurement principle of 
operation for the electrophysiology biomechatronic based platform. One channel of the ADC 
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is presented for illustration purpose only, and it applies to all channels. The schematic diagram 
of a multiplexer (MUX), which processes the multi-input signal to a single output, is not shown. 
The system works in two phases, which are switched by a microswitch control block driven by 
a digital circuit of 0/1 logical value. The microswitches A and B, in Figure 4.4, work 
synchronously; it should be noted that there are two phases: charging and measuring phase to 
the left and right of the miniaturized biomechatronic platform. The system consists of two 
microswitches A and B -- taking either position ‘1’ or ‘2’. Therefore, if the microswitches are 
at position ‘2’ in both sides, this is considered the charging phase (potential injection mode) of 
the electrodes; alternatively, if the microswitches are at position ‘1’ on both sides, this is 
considered the measuring potential phase, where the electrodes are disconnected from the 
voltage source. The high impedance-voltage amplifier is utilized to measure charges, and to 
prevent discharging of microelectronic regime on a fast rate. The resistors are biasing the 
amplifier inputs to ground if there is no signal present. Finally, the polarity of the voltage source 
can be reversed, giving the flexibility of reversing the role of upper and lower electrode to be 
either recording or stimulating (injecting) electrode, and vice versa.            
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Fig. 4.4 Schematic diagram illustrating the working principle of the electrophysiology biomechatronic 
platform of one channel of an ADC. Position 1 and 2 respectively show measuring and charging regime 
of the microelectronic characteristics of the platform. A cross-sectional view of the µF system with a 
biological cell entrapped between upper and lower electrodes is illustrated.  
 
4.3.3 The Electrochemical Bio-Mechatronic Platform Operating Software 
 
The controlling software of the electrophysiology biomechatronic platform has been coded in 
DELPHI application programing language, and it is operating under Microsoft Windows 
platform. This program has been customized to serve the experimental needs of the 
miniaturized electrochemical bio-mechatronic device (Figure 4.5). Furthermore, the pre-set 
controlling parameters are in line of the reviewed literature in terms of biophysics of cells, and 
various scholars’ findings in the field of cellular electrophysiology that were presented in 
Chapter 3.  
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This design-of-experiment (DOE) oriented program operates within up to 12 channels; only 
11 channels are used in the current setup -- allowing collection of data from various pairs of 11 
electrodes: stimulating and recording electrode. Thus, this shall allow extraction of 
electrophysiology of cells, and further analyze their biophysics. Before commencing the 
program, all experimental microelectronic hardware components have to be connected 
(Appendix D.1). 
 
 
 
Fig. 4.5 Electrochemical biomechatronic platform operating software control panel.  
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The hardware system consists of a 12-channel-Analog-to-Digital-Convertor (ADC) module 
in order to account for the 11 pairs of electrodes (upper and lower electrode) embedded within 
the microfluidic domain. The objective is to capture polarity of a cell, and extract the cell-
membrane potential. The ADC convertors are slow and precise. The maximal update rate for 
collecting data from all 11 channels is 5 updates per second. Each ADC hardware component 
has 3 channels, and hence there are 4 ADCs to accommodate the 11 pairs of electrodes, which 
leaves channel 12 as a dummy one. 
The user starts by charging on the electrodes either via internal or external source. The 
former charge-voltage approach takes up to + 10 V as a maximum charge, whereas the latter 
approach takes up to + 100V. It should be noted that when internal charging is in active mode 
within the biomechatronic system, there is an internal amplifier gain of 2 within the ADC 
module. Hence, the maximum voltage generator that is connected to the 12-channel-ADC 
module shouldn't exceed 5V; the internal generation of voltage doubles the potential, and that 
is attributable to the usage of power operational amplifier (OPAM). The OPAM is utilized to 
enhance system performance in case of lack of high voltage source to be fed to the electrodes. 
As for the external charging, the upper and lower electrode can be both charged, or one is 
charged and the other is grounded. The charging starts once the user clicks on the “Charge on” 
command. 
Each ADC by default has a fixed reference voltage to ensure its operation. Furthermore, 
each ADC is on one circuit, and hence its associated 3 channels must all have one value of 
voltage difference range. The ADC microelectronics measure the differential voltage between 
the upper, and lower electrode. For example, if a voltage range is selected to be +/- 4 mV, then 
voltage measurements between – 4 mV and + 4 mV is possible. All voltages exceeding 4 mV 
will cause ADC saturation, i.e., the program will show the upper limit of the range as 4 mV. 
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Respectively, all voltages below - 4 mV, will cause the program to show the lower limit as - 4 
mV. Thus, the user can recognize the saturation by the obtained readings; if all obtained 
readings are constantly + 4 mV or constantly – 4 mV, this means the chosen range is too small, 
so it has to be increased.  
The detection regime range of voltages is in line of potential of cell-membrane findings 
within the published literature [115-121], illustrated in Chapter 3. Each channel corresponds to 
a pair of electrodes: bottom and upper. The software provides flexibility in terms of assigning 
the same detection range value to all ADCs’ channels by a single click on “Apply All” button, 
or it allows user to perform different experiments by assigning different detection ranges for 
different ADCs. Furthermore, the developed software allows the user to obtain the readings for 
a single ADC module. Finally, as shown in Figure 4.4, the user has the ability to select which 
channel(s) to obtain readings from, as well as to choose the update time, e.g., every 5 seconds 
the system registers a reading. Appendix E.1 provides detailed-step-by-step operational manual 
of the developed software.  
 
4.4  The Biological Model: The Rationale Behind the Selection of the   
  Melanoma Cell Lines 
 
Well-established, eight melanoma cancer cell lines have been prudently selected with 
distinctive genetic complexities, and genomic mutations; they were categorized into three 
groups: Group I (SK-MEL-1, A-375, G-361, WM-115), Group II (NM2C5, M4A4, M4A4 
LM3-4 CL16 GFP ((CL 16)), M4A4 LM3-2 GFP ((LM3))), and Group III (MDA-MB-231, 
MCF7). The cell lines have been procured from the American Type Culture Collection (ATCC, 
Maryland, USA), all cell culture plastic ware were supplied by Corning (Corning Life Sciences, 
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Leicestershire, UK). The melanoma cell lines, grouped in II, clearly illustrate the genetic 
complexities, and intensity of metastasis among all cell lines within this cluster; on the other 
hand, Group I exhibits four cell lines that are closely related in terms of malignancy severity, 
yet this would manifest the notable merit of the proposed biomechatronic platform in allocating 
the fine distinction of malignancy grade/intensity among these four cell lines in particular, 
based on their electrophysiological heterogeneity. Group III contains two breast cancer cell-
line models that their cell-membrane potentials are well documented in literature, and thus they 
will be utilized as calibration models for testing the proposed biomechatronic platform.   
As per the ATCC specifications, SK-MEL-1 cell line [169, 170] is a primary tumor source, 
extracted from a lymphatic metastatic system of a widely spread malignant melanoma skin 
tissue within a human Homo sapiens organism. The cell line has been acquired from a thoracic 
duct of a 29-year-old Caucasian male patient. The A-375 is an adherent primary malignant cell 
line, which was derived from a 54-year-old female’s skin tissue within Homo sapiens organism 
of 62 chromosomes that shows a rapid growth [171, 172]. The primary malignant melanoma, 
G-361 cell line [173-175], was extracted from a skin tissue within Homo sapiens of a 31-year-
old Caucasian male. The fourth cell line encompassed in Class I group is WM-115 [176], which 
is an adherent primary melanoma skin cancer of Homo sapiens organism extracted from a 58-
year-old female. 
The 4-cell lines within Group II are isogenic (genetically alike) that are derived via serial 
dilution of polyclonal, and metastatic human breast cancer cell line MDA-MB-435 [177]. As 
per ATCC, they are all adherent cells, and are derived from a 31-year-old Caucasian female. 
The 4- cell lines within Group II possess distinctive degree of metastatic intensity. NM2C5 is 
a non-metastatic cell line, M4A4 is an early stage metastatic (lungs and lymph nodes), LM3 is 
an intermediate metastatic initiated from a second generation lung metastasis, and finally CL16 
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is a highly metastatic melanoma, and it has initiated from a third-generation-lung metastasis 
[177].   
It is a debatable issue among scholars, within the cellular biology field, of the initiation of 
the cell lines within Group II, whether they represent breast cancer or melanoma, since cell 
lines within Group II are derived from a parental breast ductal carcinoma cell line, MDA-MB-
435. Ross et al. [178] have identified the systematic variation within gene expression in 
characterizing MDA-MB-435, and they concluded that its gene expression pattern is closer to 
melanoma as opposed to breast cancer. Furthermore, it is found that MDA-MB-435 is of 
melanocytic origin based on immunohistochemical staining [179]. Finally, MDA-MB-435 
shares the same origin as melanoma cell line, M14, as per a single nucleotide polymorphism 
(SNP) array analysis [180]. Therefore, it is concluded that such four-cell lines within Group II 
do represent melanoma. Table 4.1 summarizes the three groups of cell-line models, together 
with their properties and sources.  
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Group Cell Organism/ 
Tissue 
Adherent/ 
Non-adherent 
Comments Source 
 
 
 
 
 
 
 
 
I 
SK-MEL-1 Skin Non-adherent  Malignant melanoma 
derived from metastatic 
site (lymphatic system) 
of a 29-year-old male 
patient 
ATCC 
A375 Skin Adherent  Malignant melanoma 
derived from Homo 
sapiens organism of a 
54-year-old female 
patient   
ATCC 
G361 Skin  Adherent  Malignant melanoma 
derived from Homo 
sapiens of a 31-year-
old male patient 
ATCC 
WM115 Skin Adherent  Primary melanoma 
derived from Homo 
sapiens of a 58-year-
old female patient 
ATCC 
 
 
 
 
 
 
 
 
II 
NM2C5 Homo 
sapiens 
epithelial 
Adherent  Non-metastatic cell line 
derived from Homo 
sapiens of a 31-year-
old female patient 
ATCC 
M4A4 Homo 
sapiens 
epithelial 
Adherent  Early stage cancer cell 
line derived from 
Homo sapiens of a 31-
year-old female patient 
ATCC 
M4A4 
LM3-
4CL16GFP 
(CL16) 
Homo 
sapiens 
epithelial 
Adherent  Highly metastatic cell 
line derived from a 
third generation lung 
metastasis of a 31-year-
old female patient 
ATCC 
M4A4 
LM3-2GFP 
(LM3) 
Homo 
sapiens 
epithelial 
Adherent  Intermediate metastatic 
cell line derived from a 
second generation lung 
metastasis of a 31-year-
old female patient 
ATCC 
 
 
III 
MDA-MB-
231 
Breast 
(epithelial) 
Adherent  Adenocarcinoma 
derived from a 51-year-
old female patient 
ATCC 
MCF7 Mammary 
gland/breast 
(epithelial) 
Adherent  Adenocarcinoma 
derived from a 69-year-
old female patient 
ATCC 
        
Table 4.1 Three groups of cell line models’ properties and sources.   
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4.5   Materials and Methods 
 
4.5.1 Cell Culturing Protocol and Growth Inhibition  
 
All cell lines, within Group I and II, as well as the calibrating cancer cell line models (MCF7 
((early stage breast cancer cell)), and invasive breast cancer cell line ((MDA-MB-231))), were 
all cultured as per the protocol set forward by ATCC. This includes multiple washing processes, 
staining, suspension, filtering, centrifugation, and aspiration. The design constraints associated 
with cell culturing microenvironment are highlighted in [15].  
The calibrating cancer-cell-line models, MCF7 and MDA-MB-231, are utilized since their 
cell-membrane potentials are well documented in peer-reviewed literature [121, 181-183]; 
hence, they shall both act as calibrating tools, to check the applicability of our proposed 
miniaturized biomechatronic platform. All cell lines were harvested at logarithmic (Log) 
growth phase to arrive at the maximum viability of cells, and highly active proliferation 
kinetics; the genetic stability were maintained by not exceeding ten times of culture passages 
from frozen stock.  
SK-MEL-1 Cell line of Group (I) were cultured in Eagle’s Minimum Essential Medium 
(EMEM) (ATCC 30-2003, Middlesex, UK) as a growth medium, supplemented at 10% 
concentration with fetal bovine serum (FBS), and streptomycin plus penicillin (100 µg/ml and 
100 u/ml, respectively). During SK-MEL-1 culturing process, non-essential amino acids, and 
1 mM of sodium pyruvate were added. The entire process was conducted in a laminar flow 
chamber, where the culture is conditioned to a humidified atmosphere of 98% relative humidity 
and 5% CO2, at a 37°C temperature. The medium was renewed 2-3 times a week, or when 
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acidification took place, as per the pH indicator (phenol red). Within the same group, the lightly 
pigmented human melanoma cell line, G-361 (ATCC, Middlesex, UK), is cultured in an 
ATCC-formulated McCoy’s 5a medium modified (ATCC 30-2007), supplemented with 10% 
FBS and 1% penicillin streptomycin (10,000 U/ml and 10,000 μg/ml, respectively) in 5% CO2, 
at 37 °C culture conditions. 
The adherent epithelial primary melanoma cell lines, WM115, were cultured in ATCC-
formulated Eagle’s Minimum Essential Medium (EMEM, ATCC: 30-2003), containing 10% 
concentration of Fetal Bovine Serum (FBS). The cultured conditions were maintained at 34 °C 
in 5% CO2 atmosphere. Finally within this batch, A-375, was maintained in a growth medium 
of ATCC-formulated Dulbecco’s Modified Eagle’s Medium (DMEM, ATCC: 30-2002), 
supplemented with fetal bovine serum (10%) at 37 °C in CO2 incubator (95% relative humidity, 
5% CO2). 
The early stage breast adenocarcinoma cell, MCF-7 of Group III, was cultured in a growth 
base medium of ATCC-formulated Eagle’s Minimum Essential Medium (EMEM, ATCC: 30-
2003), supplemented with fetal bovine serum to a final concentration of 10%, and 0.01 mg/ml 
human recombinant insulin, at 37 °C in CO2 incubator (95% relative humidity, 5% CO2). 
An adhesive human breast cancer cell line (MDA-MB-231) of Group III, procured from 
ATCC, was extracted from a 51-year-old Caucasian female. The cell was cultured in 
Leibovitz’s L-15 medium (ATCC, Middlesex, UK), supplemented with 10% fetal bovine 
serum (FBS). The cell layer was rinsed with 0.25% (w/v) Trypsin – 0.53 mM EDTA solution, 
to eliminate traces of serum (trypsin inhibitor). The cell lines were harvested by trypsinization 
by adding 2-3 mL of trypsin-EDTA solution. Growth medium, and an appropriate amount of 
aliquots of cell suspension were then added, and finally cultures were incubated at 37°C 
without CO2. 
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The cell lines of Group II were derived from the triple negative human breast cancer cell 
line, MDA-MB-435, and were maintained in Dulbecco’s Modified Eagle’s Medium (DMEM) 
(ATCC 30-2002, Middlesex, UK), supplemented with 10% fetal bovine serum (FBS), and 5% 
penicillin/streptomycin (P/S). Cultures were propagated, and conditioned in a humidified 
atmosphere of 5% CO2, at a temperature of 37°C.   
 
4.5.2   Cell Viability Check, Serial Dilution, and System Sterilization 
 
The culturing process is proceeded by a viability test. The cell viability and cell counting are 
investigated through Moxi Z mini automated cell counter (ORFLO Technologies, WA, USA). 
A sample of 75 µL of the cultured cell medium is extracted via a micropipette, and then injected 
into one of the two-fill ports of the Moxi Z device. The Moxi Z cassette consists of microfluidic 
culturing reservoir, and channels crossed by an array of micro-electrodes. The Moxi Z device 
basically utilizes gold standard Coulter Principle in conjunction with a patented thin-film 
sensor technology to report accurate results of cell’s viability, numbers, and mechanobiology 
in 8 seconds. The gold standard counter is based on cell impedance [1], where passing batches 
of cells, through the microchannel, leads to escalation of resistivity; thus by Ohm’s law (i.e. V 
((voltage)) = I ((current)) x R ((resistance))), this yields an increase in voltage that are 
exemplified as spikes of each passing cell; equally sized spikes are aggregated into a curve-
fitting histogram. 
Acquiring the number of cells per unit volume via Moxi Z enables extraction of a single 
cell through serial dilution in a 96-well plate. The dilution factor was 0.1 (e.g., each subsequent 
well is 10 folds diluted). Keyence VHX-2000ES digital microscope (Keyence, Milton Keynes, 
UK) was utilized to allocate the extracted single cell. A trypan blue dye is used to confirm cell 
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viability during serial dilution stage, where dead cells lose their integrity, and absorb the blue 
dye. Figure 4.6 shows a serially diluted sample with extracted viable, and non-viable cell 
through a trypan blue marker.  
 
 
 
Fig. 4.6 Serially diluted media showing viable and non-viable LM3 intermediate stage melanoma of a 
second lung metastasis.  
 
The entire system could be sterilized by different means; it can be performed by pumping 
ethanol into the µF chamber. Also, sterilization can be carried out by exposing the device to 
UV light as in [55]. Furthermore, plasma can be used for patterning features on the substrate, 
strengthen bonding, surface treatment to the microfluidic structure, as well as sterilization of 
the µF device as in [68]. The microfluidic surface treatment is performed by inducing 𝑂𝑂2 
plasma to its mechanical structure, which makes the hydrophilic characteristic of the µF surface 
more pronounced, and enhance cell adhesion on the microfluidic polymer layer [70]. On the 
contrary, to prevent cell from adhering to the channel surfaces, a 5% w/v bovine serum albumin 
(BSA, Sigma) could be induced into the microchannel, and incubated overnight as in [68]. 
162 
 
 Chapter 4: Biomechatronic Electrophysiology Based Platform  
 
 
4.5.3 In Vitro Experiments 
 
The microfluidic-multi-electrode module (LoC) was first fully filled with DI water to remove 
any resultant debris from the microfabrication processes, and measures were taken to avoid 
forming air pockets within the system. Then a sterilization process was performed with ethanol. 
At last, a Phosphate Buffered Saline (PBS) wash was implemented to enhance biocompatibility 
of the structure, and then system was left to dry. At the termination of the experiment, trypsin 
was utilized to detach the cell from the LoC domain, followed by DI water filling, sterilization, 
and PBS wash for miniaturized device reusability. 
The in vitro experiments have been conducted under clean room conditions, where the 
entire experimental microelectronic hardware, and micromechanical structure components are 
placed on an anti-vibration table to eliminate noises, and damp any residual vibrational energy 
into the experimental system; the experimental setup is shown in Figure 4.7.  
The electromagnetic field radiation within the immediate vicinity of the miniaturized 
system, has been measured by an EMF meter, which was negligible: 12 x 10−14 Tesla. This 
assures that electromagnetic interferences with the in vitro experimental setup are minimal. 
The connecting pads and patterned electrodes were examined by the multifunction meter, to 
investigate the faithfulness of the proposed miniaturized device in registering signals.  
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Fig. 4.7 Experimental setup (A) Anti-vibration table and NI data acquisition card, (B) Miniaturized 
biomechatronic platform, multifunction voltage generator, 12-channel-ADC module, and power supply 
module, (C) Cellular water bath to maintain a temperature of 37°C for cultured cells, and (D) VHX-
2000ES Keyence Digital Microscope. 
 
The experiments have been conducted at various stages. At stage (-1) measurements were 
taken directly from the miniaturized device without adding any biological substances nor 
liquid. Stage (0) is followed by adding a buffer medium (PBS) to the microfluidic culturing 
reservoir, and then readings were registered; stage (1) is injecting trypan blue dye to investigate 
viability of cells, and then measurements were collected. The trypan blue dye is utilized for the 
subsequent stage in investigating the cell viability. Finally, a single cell is extracted from the 
serial dilution process by a micropipette, and then injected into the iLoC domain. Breaking the 
164 
 
 Chapter 4: Biomechatronic Electrophysiology Based Platform  
 
experiments into stages critically assists in allocating, and eliminating noises within the system, 
and eventually arriving at the distinctive potential of the cancer cell. Furthermore, the 
developed customized driving software has an embedded triangle smoothing algorithm (a 
statistical noise reduction algorithm of the obtained signals based on weighted smoothing 
function), which contributes in enhancing signal-to-noise ratio, and ultimately reduces noises. 
Syringes were used to trap cells within the microfluidic/MEA domain, and Keyence flexible 
microscope was utilized to monitor cell position. Different values of potential stimulations, 
through the working electrode, were used, and over 200 recording points were registered in a 
number of trials for each melanoma cell type, as well as, the well-documented MCF7 and 
MDA-MB-231 cell line model: achieving a repeatability in the obtained registered data.  
 
4.6 Results and Discussion  
 
On the basis of cellular electrophysiology, the cell-line models have been selected to investigate 
the heterogeneity of melanoma cells, which are exhibiting different genetic complexities. First, 
a number of in vitro experiments were conducted on well-documented-cell-line models in 
Biophysics’ literature: poorly invasive human breast adenocarcinoma (MCF7) cell line, and 
human breast cancer cell line (MDA-MB-231). The resultant electrophysiology potential of 
MCF7 was found to be - 43.34 + 0.85 mV (Mean + SD, n = 14 trials ((single cell per trial))), 
whereas the cellular potential of MDA-MB-231 was - 25.95 + 1.05 mV (Mean + SD, n = 17 
cells), where SD is the standard deviation.  
The obtained results have placed confidence in the proposed biomechatronic platform, 
developed within this chapter, as the extracted cell-membrane potential of MCF 7 and MDA-
MB-231 were within the range of peer-reviewed findings within literature, in which they were 
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obtained through different methods, e.g., the standard patch clamp method or fluorescence 
method. It’s reported in [181, 182] that MDA-MB-231 possesses a cell-membrane potential of 
- 29.2 + 1.6 mV, while MCF7 has a cell-membrane potential of - 42.1 + 5.3 mV [121].  
As per the obtained experimental findings, it is found that as the stage of metastasis ascends, 
the magnitude of cell-membrane potential drops. The highly invasive metastatic melanoma 
cell, CL16, experiences the lowest cell-membrane potential in magnitude (- 9.39 + 0.32 mV, n 
= 12), as opposed to non-metastatic (NM2C5), and early stage (M4A4) cell-line melanoma, 
whose cell-membrane potentials are respectively, - 52.62 + 1.53 mV (n = 17), and - 46.67 + 
0.64 mV (n = 15). Similarly, by examining the metastases of WM115 (low), LM3 
(intermediate), A375 (Late), they show distinctive variation of cell-membrane potentials in a 
descending order of magnitude: - 42.28 + 0.26 mV (n = 10), - 32.03 + 1.25 mV (n = 12), and  
-17.25 + 0.38 mV (n = 17), respectively. Interestingly, the proposed miniaturized 
biomechatronic platform has managed to discriminate between the closely comparable 
melanoma cell lines in terms of metastasis, based on their extracted electrophysiology: G361, 
and SK-MEL-1. The former exhibits a cell-membrane potential of - 34.32 + 0.86 mV (n = 14), 
while the latter has a cell-membrane potential of – 32.23 + 1.81 mV (n = 12).  
The relatively small spread of measurements could be attributable to instrumentation errors 
due to weak soldering of the flexible cable with some patterned gold electrodes on glass 
substrate, and/or external noise interferences to the experimental setup. However, as illustrated 
earlier, the microfabricated components, soldered connections, and measurements of 
electromagnetic interferences were closely examined, to keep source of errors as minimal as 
possible. Furthermore, the micro-device was extensively sterilized and cleaned after each in 
vitro experimental trial to avoid any cross contaminations. The resultant cell-membrane 
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potentials (𝑉𝑉𝑚𝑚) of the melanoma, as well as breast cancer cell line models are summarized in 
Table 4.2. 
 
Cell-Line Model 
 
 
Description of Metastatic Potential  𝑽𝑽𝒎𝒎 (mV) 
Mean + SD 
n 
MCF 7 Poorly invasive human breast 
adenocarcinoma  
- 43.34 + 0.85 14 
MDA-MB-231 Invasive metastasis  - 25.95 + 1.05 17 
NM2 C5 Non-metastatic - 52.62 + 1.53 17 
M4A4 Early stage melanoma  - 46.67 + 0.64 15 
WM115 Low metastasis  - 42.28 + 0.26 10 
G361 Primary metastasis - 34.32 + 0.86 14 
SK-MEL-1 Primary metastasis - 32.23 + 1.81 12 
M4A4LM3-2GFP Intermediate metastasis - 32.03 + 1.25 12 
A375 Late invasive malignant - 17.25 + 0.38 17 
M4A4LM3-4CL16 GFP Highly invasive metastasis  - 9.39   + 0.32 12 
            
Table 4.2 Resultant extracted electrophysiology potential of melanoma and breast cancer cell lines in 
mV (healthy, early stage metastasis, intermediate, late, and highly invasive metastasis).   
 
As it has been illustrated in Alqabandi et al. [1], cancer cells differ from healthy ones by 
having an increase in their permeability (fusion pore size), leading to an influx of water and 
𝑁𝑁𝑁𝑁+, and efflux of 𝐾𝐾+,𝑀𝑀𝑀𝑀2+, and 𝐶𝐶𝑁𝑁2+ ions out of the cell. As discussed in Chapter 3, this 
ultimately leads to a drastic reduction of cell-membrane capacitive characteristic in storing ion 
charges, a decrease in depolarization and hyperpolarization time, as well as a drop in-cell 
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membrane potential. Also, this sheds light on the interrelated effect of cellular 
electrophysiology, and mechanobiology of cells, such that the physical characteristic of cells 
affect its permeability, and thus its biophysics; the mechanobiology of cells will be deliberately 
addressed in the upcoming chapters. Therefore, as a cell progresses in the cancer stage, its 
permeability increases, and hence its electrophysiological potential drops in magnitude. This 
is also consistent with the theory introduced in Chapter 3, where the advancement of cancer 
stage is allocated by the drop of the cell-membrane potential, and this is a manifestation of 
depolarization process taking place [96, 108, 112, 118, 119, 121, 144]. The depolarization 
could be attributable to a reduction in the intracellular activities of 𝐾𝐾+ ion, and/or an increase 
in the intracellular activities of 𝑁𝑁𝑁𝑁+ [96]. Thus, depolarization is experienced with melanoma 
cells as they ascend in the stage of their tumorigenesis. It is worth exploring the depolarization 
process during cell cycling, particularly in 𝐺𝐺1 and S-phase; however, this is beyond the scope 
of this research.           
 
4.7 Conclusion 
 
Electrophysiology of cells plays a major role in many biological activities within mammalian 
bodies1. This Chapter has illustrated different conventional and non-conventional prognosis 
procedures, followed by dermatologists in detecting melanoma. Furthermore, it has described 
a detailed process in constructing a biomechatronic electrophysiology-based platform. Detailed 
microfabrication processes, associated microelectronics, and development of a customized 
driving software have been extensively presented. One section of this chapter is fully devoted 
for justifying the rationale behind the selection of melanoma cell-line models exhibited within 
this research. To the best of the author’s knowledge, this is the first time the characterization 
1 Importance of cellular biophysics in cell communication: http://youtu.be/rRVQZydmqH0  
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of the electrophysiology of the different stages of melanoma has been achieved, leaving the 
cell-membrane cytoplasmic component intact as opposed to other invasive methods in 
extracting cell-membrane potential, e.g., patch clamp method. 
The novelty presented in this chapter is the extraction of the cell-membrane potential of 
well-established melanoma cell-line models, showing different genetic complexities and 
metastatic potential, via biomechatronic platform with customized microelectronic and 
controlling software. To the author’s best knowledge, such biophysical characteristics of such 
melanoma cells have not been yet extracted experimentally -- enabling the distinction of the 
various stages of the melanomagensis.  
The outcomes of this chapter with the proposed device, could assist bio-researchers in 
analyzing the biophysics of cells, and draw a correlation between cell proliferation/cancer 
metastasis and depolarization of cell-membrane potential. Also, this could contribute in 
identifying a pharmaceutical drug compound that has the electrochemical characteristics to 
deactivate certain ion channel activities, e.g., 𝑁𝑁𝑁𝑁+, of cancer cells. 
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Chapter 5: Experimental Setup of a Label-Free Microcantilever-
Based-Biomass Sensor: Investigating the Effect of Pull-In 
Phenomena on Sensitivity    
 
5.1 Introduction: Versatility Applications of Cantilever-Based Sensors 
 
Many cantilever-based sensors have been utilized by scholars in various fields, in which other 
physical phenomena are transduced into mechanical energy, and/or further transmitted into 
other physical domains: awarding the cantilever a versatility characteristic [184-186]. 
Cantilever-based sensors have been widely implemented in Atomic Force Microscopy (AFM), 
in which cantilevers are the essential elements in performing surface profile topology (imaging 
metrology), and minute-force measurements, upon which interactive forces, such as 
electrostatic, Casimir, and van der Waals’ forces, are quantified by the deflection of the beam’s 
tip (mechanical signals) [1, 187]; ultimately, these signals are quantified by the deflection of 
an optical laser beam into a set of photodiodes that electrically transform the collected readings 
via a control-data-acquisition unit to produce electronic readout signals [188, 189]. Alqabandi 
et al. [1] have obtained an image of a melanoma B16-F10 cancer cell on a scale of few microns 
using an AFM-cantilever-based system.  
On a different application regime, cantilever-based devices are extensively used in mass 
and gas sensing applications, reaching a sensitivity of Pico, Femto, Atto, and Zepto gram per 
hertz, 10−12, 10−15, 10−18, and 10−21𝑔𝑔𝐻𝐻𝐻𝐻−1, respectively [190-201]. Here, the static 
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configurations of the beam, as well as its dynamic-time-dependent deflection mode, of which 
the latter accounts for a shift in the harmonic resonant frequency attributable to a loaded mass, 
while the former describes bending, and associated surface stresses upon mass loading; they 
both define the cantilever’s sensitivity in measuring even a very diminutive molecular masses, 
such as those of hemoglobin protein at the order of 0.109 Atto gram (ag) [192].  
Cantilever gas and mass sensors have broadened their scope of work to encounter the 
detection of a change in density experienced within a liquid domain [202]. Furthermore, the 
material and geometry (length) of the cantilever play a dominant role in extending its 
applications. For example, an array of varying cantilevers’ lengths, where each cantilever 
possess a distinctive coating at its effective layer, make the cantilever system array a valuable 
tool to respond, and detect compounds of different chemicals, upon which each cantilever with 
its distinctive length and coating layer shall respond differently – achieving specificity and 
selectivity as well as high sensitivity [203, 204]. On the other hand, an array of cantilevers, 
sharing the same nominal length, shall contribute in system repeatability, and robustness of the 
obtained results. The two last stated arrays of cantilevers with distinctive coating effective 
layers have led to the capability of cantilever-based sensors to detect chemical explosives 
[203]; also, it has defined a novel field in Mechatronics denoted as robotic artificial nose 
application [204].  
On a power harvesting and conversion scale, a cantilever system is used to transform 
vibrational energy into an electrical one [205]. Moreover, cantilevers find their way in robotic 
microgrippers for handling hazardous materials [206], and performing minimally invasive 
operations [207]. It is considered the building block of microvalves [208], sound emitters [209], 
comb-drives [210], microswitches [211], micropumps [212], and calorimeter for heat source 
and sink sensor [213].  
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In an aerospace application domain, cantilevers are utilized within microgyroscope system 
[214], and as a microactuation instrument for precise satellite structural positioning [215]. It is 
an essential tool in Micro-Opto-Electro Mechanical Systems (MOEMS) for micromirror 
scanning, and laser printing applications [216]. Furthermore, it is employed in high contact-
probe force applications [217, 218]. Last but not least, a cantilever beam is also considered an 
efficient modeling tool. For example, in an actuated underwater vehicle, the vibration of a 
robotic fish propulsion unit is analyzed as a cantilever model [219, 220]. Moreover, cantilevers 
can capture the instability of ship-mounted crane dynamics [221]; also, they can model the 
steady-state characteristics of nonlinear piping systems, with their associated nonlinear 
boundary conditions, and collision features, which is extensively utilized in nuclear 
engineering applications [222]. Therefore, by examining the numerous interrelated disciplines 
with the associated versatility usages of cantilevers, it is found that this subject has captured 
different spectrums of science. In this study, the main focus is on experimentally testing a 
highly sensitive microcantilever-based biomass sensor, where sensitivity is enhanced by 
electrostatic force: the essence of pull-in phenomena. 
 
5.2 Merits of Cantilever-Based Sensors in Cancer Research 
 
Cellular medicine with the utilization of micro/nanotechnology has captured the attention of 
medical practitioners, as well as engineers to combat life-threatening diseases [3, 30-32, 93, 
224, 225]. Wu et al. [223] have employed a microcantilever array of different geometries to 
detect prostate-specific antigen (PSA), within a background of human-serum albumin (HSA), 
as well as human plasminogen (HP). Their analysis is based on antigen-antibody (Ag-Ab) 
binding on the upper surface of a cantilever, coated with a biocompatible and adhesive material, 
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e.g., Au/Cr or SU8; the biocompatible upper surface coating would firmly hold the Ab. Upon 
such binding, an optical/resistive mechanism detects the bending of the cantilever that 
distinctively signifies the presence of the disease [223]. Also within the label-free detection 
regime, where no biomarkers are used, a p53 antibody in human sera has been detected using 
a cantilever-based biosensor, where bending of the beam has been registered by integrated 
piezoresistors [3].  
A biosensor of a cantilever base has also found its way in detecting lung cancer via breath 
examination [224]; this is accomplished by implementing an exponentially growing field 
within biotechnology mechatronic sensing mechanism, denoted as artificial/electronic nose-
detection approach [224, 225]. The analyses in [224, 225] are based on quantifying the gaseous 
elements of patient’s exhaled breath, which are directed to an array of cantilevers of different 
geometries and distinctive coated polymer layers at the upper surface of each cantilever: 
forming the artificial nose mechanism [224, 225]. Therefore, the differences in geometry and 
coated materials from one cantilever to the other within an array, lead to a unique response 
(bending) of each cantilever in the electronic nose system – enabling not only high sensitivity, 
but also high specificity in allocating a distinctive gaseous element within a compound of 
cancer patient’s breath smell1 [224, 225]. Therefore, exploiting microcantilever applications 
within cancer detection field is essential to arrive at sensitivity limitations within the biosensor 
regime, which requires a well-defined design stage based on analytical theory to better 
understand the physics associated with the sensitivity of the device prior to microfabrication, 
and system characterization.  
It is worth stating that cantilever approach has a number of merits as opposed to a clamped-
clamped microbeam (bridge) approach [199, 226], in which the former experiences minimal 
power consumption (power scavenging), simplicity in structural setup, less microfabrication 
1 A 2 and 3D Cantilever-Based Artificial Nose Illustration: 
http://www.youtube.com/watch?v=656uKaAKGDA&feature=youtu.be 
http://www.youtube.com/watch?v=iZtUr6p1ioY&feature=youtu.be 
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time, and higher dynamical range than the latter; most importantly, the mid-plane stretching 
and pre-stress experienced in the bridge structure are not exhibited in cantilevers that mostly 
leads to system failure [227].  
It is worth mentioning that Micro-Electro-Mechanical System (MEMS) based sensors are 
categorized based on their actuated mechanisms: extrinsic, intrinsic, or both. Thus, the 
cantilever beam may bend intrinsically via intrinsic stress initiated, e.g., from thermal-load 
cycling in relation to material characteristics [228]. Also, the bending might be attributable to 
several extrinsic mechanisms: electromagnetic [229], electrostatic [189, 194, 203, 210, 226], 
nuclear radiation (mere mass) [230], pneumatic [231], piezoelectric [188, 232], optical [233], 
bimaterial effect [234], as well as mechanical deformation due to uploaded, e.g., Ag/Ab, on the 
effective cantilever surface layer that is extensively utilized in immunoassay applications [235, 
236]. Finally, bending may occur due to a combination of intrinsic, and extrinsic factors 
imposed to the system, such as joule heating for Shape Memory Alloy (SMA), or Shape 
Memory Polymer (SMP), accompanied with an extrinsic electrostatic actuation to achieve 
further strain of the mechanical system [237, 238]. 
This chapter sheds light on an important mechanobiology characteristic of cells, which is 
mass. Extracting cellular mass is vital, in analyzing mass changes as cells ascend into different 
stages of cancer. It is reported in literature that cellular mass, density, and size hold a 
physiological key towards indicating the different stages/phases that the cell would possess 
during cycle, e.g., DNA synthesis, and protein accumulation [239, 240]. The main objectives 
of this chapter are summarized in fourfold: (1) develop a cantilever-based-biomechatronic 
platform of an enhanced sensitivity, on the essence of electrostatic force to extract cellular 
mass, (2) investigate experimentally the theory of static pull-in phenomenon, and its impact on 
sensitivity, (3) acquire cellular mass, and (4) investigate the cellular mass change as cell is 
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progressing in the stage of cancer by adopting two cell-line models: MCF7 (early stage breast 
cancer), and MDA-MB-231 (late metastasis breast cancer).  
 
5.3 Physical Phenomena (Theoretical Background) 
 
Prior to microfabricating a cantilever-based biosensor, and exploiting the governing equation 
of motion with its associated dynamic as well as geometric boundary conditions, various 
physical phenomena experienced within the MEMS domain that contribute into system 
damping, and thus affecting the overall mechanical quality factor, “Q factor,” of the entire 
mechanical system, should be first addressed and highlighted. This should ensure a highly 
sensitive, and stable sensor with optimal dynamic range. 
Damping is a critical issue to system reliability, and optimal control of any sensor 
applications. Since in this present study, the focus is on sensitivity, which implies a high Q-
factor magnitude. This requires a low damping experienced within the system; hence, the task 
is to design for experiment and lessen, as much as possible, any form of energy emitted to the 
surrounding, as well as any form of noises invoking the experimental setup. In this subsection, 
such phenomena are briefly highlighted, considering that detail elaboration on each 
phenomenon is laborious, and thus it will lead to a loss of main aim of this chapter: constructing 
and testing a biomechatronic platform that detects a cellular mass, and study the impact of 
electrostatic force on sensitivity. However, analyzing such damping effects, in a general term, 
shall enrich the robustness of the proposed design syntheses and analyses, and eventually 
produce a highly sensitive, and stable cantilever-based biosensor.  
The squeeze-film-damping phenomenon is prominent in case of fluid presence within the 
vicinity (gap) that segregates the geometrically alike exciting stationary electrode, and rigid 
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body portion of a cantilever [198]. By performing a control volume (CV) analysis between the 
rigid body (tip of a microcantilever), and the stationary gold electrode, the squeeze film 
phenomenon is a damping force that varies with time, and it is a function of fluid velocity and 
gap displacement [197, 241]. As the mechanical structure starts to bend or/and torsion at the 
same time, the gap distance is deduced forcing the fluid to move, ‘squeeze,’ out the CV [241]. 
As the fluid molecules are escaping the CV, they are constrained with the viscosity of the fluid 
that delays the escaping process, which leads to viscous shear that eventually contributes into 
system damping, upon which the kinetic energy gets partially depleted. Thus, a pressure 
distribution per unit area, of a spatial and temporal function, is generated under the effective 
mass of the rigid body [241]. Mathematically, there are 3 approaches in modeling squeeze film 
damping: thermodynamical approach, incompressible Reynolds’s (Re) flow, and compressible 
Reynolds’s equation [241]. In terms of the main objective of this study, it has been shown in 
[241] that sensitivity increases by minimizing the gap distance, and enlarging stationary 
electrode area, but this may induce squeeze-film damping to the system. Generally, alleviating 
the squeeze film damping effect is achieved by perforating the cantilever effective mass (rigid 
body) [242], placing the structural system in a high vacuum chamber [241, 242], and/or 
enlarging the distance between the stationary electrode and rigid body [241]. 
Thermoelastic damping (internal friction) is an internal phenomenon of energy dissipation 
(intrinsic characteristic) [243]. It is initiated from an irreversible heat flow through the cyclic 
load experienced by the mechanical structure [241]. During elastic deformation, a volume 
change takes place leading to an increase in potential energy, and hence a free oscillation of 
the cantilever beam, until a gradual decay in potential energy is experienced by the dynamical 
system [244]; this is attributable to energy transformation to the surrounding, or forced by an 
external factor such as frictional fluid drag, upon which the system subsequently attains its 
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stable equilibrium configurations [244]; thermoelastic damping is more pronounceable as a 
form of dissipated heat from an elastic deformation. The physics of thermoelastic damping can 
be examined by two phenomena: mechanical energy dissipation, and entropy [244]. In the 
former, the non-homogeneity in stress distribution within a cantilever beam leads to a 
thermoelastic coupling with thermal gradient, and hence a generation of heat flow. This yields 
an out-of-phase stress and strain field [244]. Thermoelastic damping respectively decreases 
with an increase in residual stresses, and increases with an increase of the attractive electrostatic 
forces [241]. 
In addition to the aforementioned limitations and damping experienced within the 
electrostatic sensing applications, there are other physical phenomena that greatly affect the 
static bending, and frequency-based detection method, which are referred to static and dynamic 
pull-in phenomena, respectively. Static and dynamic pull-in phenomena play a vital role in not 
only defining the biosensor system stability, and dynamical range, but also they contribute into 
allocating system’s highest sensitivity detection operating range, which shall be further 
discussed in the following section.  
 
5.4 Pull-In Phenomena 
   
At a miniaturized scale, another form of system instability, which causes the mechanical 
structure to collapse and malfunction, is known as pull-in phenomenon [198, 226], which has 
been regretfully over looked by many researchers when designing a miniaturized cantilever-
based biosensor. In theory, pull-in phenomena illustrate instability within the cantilever system, 
after which no analytical equilibrium solution exists [198, 226]. Furthermore, exceeding the 
static pull-in potential value, an unbounded increase in the slope takes place, and hence there 
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is no equilibrium solution beyond this range, where the tip of the biosensor snaps into the 
stationary electrode, leading to a structural collapse [198, 226]. On the other hand, in a dynamic 
mode, the pull-in potential is harmonic, and hence time dependent, where the harmonic 
response is no longer periodic rather it is unstable [226, 245].  
The phenomenon gained its name on the basis that at certain modes/regions, resonance 
compelled to ‘pull in’ the system dynamical energy from a potential state by boosting its initial 
velocity (escape-phenomenon), which is a remark of system malfunction [246]. Thus in 
literature, dynamic pull-in is also denoted as escape-from-potential-well phenomenon, or 
escape phenomenon [247].  
The name originated from the fact that at high energy rate, the dynamic system goes beyond 
its potential energy boundary, and tends to escape due to an increase of the system’s kinetic 
energy (velocity at transient phase) leading to instability: hysteresis or jumps to another stable 
or unstable attractor [247]. Therefore, such phenomena are physically interpreted as kinetic co-
energy, and they are amplified by the presence of noises within the system that impose more 
nonlinearity. Accordingly, Alsaleem et al. [247] have categorized and quantified pull-in 
phenomena as dynamic (𝑉𝑉𝐴𝐴𝐴𝐴), and static pull in (𝑉𝑉𝐷𝐷𝐷𝐷), in which the former takes place first at a 
lower potential than the latter threshold (i.e. V_Pull in-AC <  V_Pull in-DC), if dynamic mode is 
superimposed to a system already experiencing a DC potential. In the static mode, non-uniform 
surface stresses along the beam’s thickness lead to bending [241], while in dynamic mode, 
shifting of the center of mass leads to a resonant frequency of the vibrating microcantilever 
beam, which is electronically quantifiable [248, 249]. They found that increasing 𝑉𝑉𝐷𝐷𝐷𝐷 would 
deduce 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖−𝐴𝐴𝐴𝐴  threshold. The allocation of static pull-in voltage infers the designer to 
construct a microcantilever system to resonate in a bandwidth not exceeding static pull-in 
potential, and hence deviating from system instability (collapse). Figure 5.1 illustrates three 
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configurations of the miniaturized mechanical structure. First, the microcantilever is at its 
neutral axis (NA1) non-deformed equilibrium position; then after injecting DC potential 
through the stationary gold electrode patterned on a glass substrate, the microcantilever starts 
to bend to a new equilibrium position of NA2; finally, a biological cell is loaded on top of the 
microcantilever, where the microcantilever is reaching a third equilibrium position of NA3, 
after a short transient time: the system in static mode deflects, and as it reaches a new 
equilibrium configuration, the cantilever resonates within a small amplitude in a transient state, 
until it gradually reaches steady state (new equilibrium stage) due to damping.      
 
 
 
Fig. 5.1 Three configurations of the µcantilever system: NA1 is the non-deformed configuration, NA2 
defines a new static configuration after inducing a DC potential and development of electrostatic force 
is reached, and NA3 illustrates a third equilibrium configuration after loading a cell. 
 
5.5 Analytical Representation of the DC Pull-In Phenomenon  
 
Mathematical modeling of the microcantilever kinematics and kinetics is an essential tool to 
unfold the physical behavior of the system, and better understand the concept of pull-in 
phenomena. Moreover, it allows the understanding of the main controlling parameters’ effects 
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on sensitivity, which define the shape and geometry of a miniaturized cantilever. However, 
without losing the overall flow of the main objective of this chapter in developing, and 
experimentally testing a functional biomass sensor, this section is briefly depicting the work 
carried out by Nayfeh et al. [198], where they have dynamically described the physics 
associated with pull-in phenomena experienced by a microcantilever gas sensor: modeled as a 
beam coupled to a plate.  
In this section, the analytical model of [198] is adopted as an approximation model in 
examining the dynamical behavior of the characterized cantilever-based biosensor, which shall 
be presented in Section 5.7. The aim is to investigate the possibility of having the proposed 
analytical model, developed in [198], as an approximation model of the tip deflection of the 
microfabricated cantilever within the biomechatronic system. 
For brevity and without losing the overall flow of this chapter, the detailed mathematical 
derivations are omitted in this section, and are extensively carried out in Appendix F. The 
detailed step-by-step regeneration of the work by Nayfeh et al. [198], shall significantly assist 
in future extension of this research study in developing a better approximation algorithm, 
embedded within the developed software, which would act as an indication of system 
instability prior to conducting an in vitro experiment. Thus, this will save money and efforts 
associated with refabricating a new device to replace the damaged one in case of system failure. 
As a contribution to [198], mathematical expression of sensitivity (
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑉𝑉𝑃𝑃𝑚𝑚
), together with 
optimization analyses are generated in Appendix F. The optimization investigates the 
dependency among the controlling parameters of the miniaturized cantilever system.  
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5.5.1 System Kinematics and Kinetics 
   
The governing equation of motion of the MEMS structure is derived first by defining the 
potential energy, system kinetic co-energy, and non-conservative force(s) imposed to the 
system. As in the developed model by Nayfeh et al. [198], an effective damping coefficient 
(𝐶𝐶𝑚𝑚𝑒𝑒𝑒𝑒) is introduced to account for all damping effects experienced within the system (e.g. 
viscous film damping, sound, air resistance, etc.).  
The proposed modified cantilever system, Figure 5.2, is Holonomic, which justifies the 
utilization of Lagrangian formula [198, 250]. Therefore, by applying Hamilton’s principle 
variation indicator approach (V.I.) [198, 250], all terms can be represented and converted into 
a geometrically admissible form. By collecting alike terms (i.e., 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡), 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡), 
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)), the nonlinear governing partial differential equation of flexural motion (Equation 
5.1), and its associated natural (force-dynamic) boundary conditions (Equations 5.2 and 5.3), 
as well as the geometric boundary conditions (Equations 5.4 and 5.5) are obtained.  
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Fig. 5.2 (A) Cross sectional view of cantilever beam-plate structure (not drawn to scale), and (B) 
Perspective view of the cantilever and patterned gold electrode on a glass substrate showing all 
controlling parameters. 
 
The controlling parameters of the proposed analytical model above are described in Table 
5.1. The assigned values are based on the characterized cantilever in Section 5.7. 
Length of the 
beam (µm) 
Uniform Width 
  (µm) 
Uniform 
Thickness (µm) 
Gap distance 
  (µm) 
Rigid body total 
length (µm) 
L 250 b 120 h 3 D 4 2𝐿𝐿�𝐴𝐴 100 
Density (𝑲𝑲𝑲𝑲
𝒎𝒎𝟑𝟑
) Modulus of Elasticity (GPa) Relative permittivity 
(F/m) 
Moment of 
Inertia (𝑚𝑚4) Area (𝑚𝑚2) 
𝝆𝝆 2330 E 160 𝜀𝜀 8.9 x 10−12 I 2.7 x 10−22 A 3.6 x 10−10 
 
Table 5.1 Controlling parameters of the miniaturized-cantilever-based-biomass sensor.  
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The nonlinearity of the re-derived equations in Appendix F, arise in a general term from 
inertia, material, geometry, discontinuity of the structure, imposed external forces to the system 
(e.g. electrostatic force vs. gap distance), static and harmonic potentials, as well as dynamical 
boundary conditions. Furthermore, the nonlinearities, within the proposed system in Appendix 
F, may also arise from nonlinear interactions of molecular charges with those at the surface of 
the cantilever and rigid body, and/or from the impurity of material microstructure (system 
topology, and various composite mechanical structures). Elimination of the influence of 
nonlinearities, on the basis of controlling a number of design parameters, should enhance the 
performance of the cantilever-based-biomass sensor to reach higher amplitude (more 
sensitivity) in a linear manner. It should be noted that miniaturization makes softening 
nonlinearities more pronounceable, in which spring softening takes place, as the resonance 
frequency increases and amplitude of oscillation decreases when the miniaturized device is 
subjected to electrostatic force [251].  
Normalization holds the key to simplify the evaluation of the derived nonlinear equation of 
motion. Moreover, it balances force and damping terms with nonlinear ones. Also, 
normalization enables a better understanding of the parameters’ effects on the overall biosensor 
dynamical system, and on each other. Therefore, by introducing non-dimensional terms in 
Appendix F, the normalized system dynamics can be obtained. 
   
 𝜕𝜕2𝜂𝜂(𝑥𝑥,𝑚𝑚)
𝜕𝜕𝑚𝑚2
+   𝜕𝜕4𝜂𝜂(𝑥𝑥,𝑚𝑚)
𝜕𝜕𝑥𝑥4
+  𝐶𝐶𝑚𝑚𝑒𝑒𝑒𝑒 𝜕𝜕𝜂𝜂(𝑥𝑥,𝑚𝑚)𝜕𝜕𝑚𝑚 = 0                                               (5.1) 
 
185 
 
 Chapter 5: µCantilever-Based Biosensor  
 
�
𝜕𝜕2𝜂𝜂(1,𝑚𝑚)
𝜕𝜕𝑥𝑥2
� =  − 𝐿𝐿𝐴𝐴(𝑀𝑀) �𝜕𝜕2𝜂𝜂(1,𝑚𝑚)𝜕𝜕𝑚𝑚2 � − � 43   𝑀𝑀𝐿𝐿𝐴𝐴2� �𝜕𝜕3𝜂𝜂(1,𝑚𝑚)𝜕𝜕𝑚𝑚2𝜕𝜕𝑥𝑥 � +
 𝐿𝐿4𝜀𝜀𝜀𝜀(𝑉𝑉𝐷𝐷𝐷𝐷+𝑉𝑉𝐴𝐴𝐷𝐷(𝑚𝑚))2
2𝐸𝐸𝐸𝐸𝑑𝑑3�
𝜕𝜕𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝜕𝜕
�
2 �𝑙𝑙𝑙𝑙 �
1−𝜂𝜂(1,𝑚𝑚)−𝜕𝜕𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝜕𝜕
2𝐿𝐿𝐷𝐷
1−𝜂𝜂(1,𝑚𝑚) � + 𝜕𝜕𝜕𝜕(1,𝑡𝑡)𝜕𝜕𝜕𝜕 2𝐿𝐿𝐷𝐷1−𝜂𝜂(1,𝑚𝑚)−𝜕𝜕𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝜕𝜕
2𝐿𝐿𝐷𝐷
�                                       (5.2) 
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� + �  𝐿𝐿𝐴𝐴  (𝑀𝑀)� �𝜕𝜕3𝜂𝜂(1,𝑚𝑚)𝜕𝜕𝑚𝑚2𝜕𝜕𝑥𝑥 � −  𝐿𝐿4𝜀𝜀𝜀𝜀2𝐸𝐸𝐸𝐸𝑑𝑑3 �𝑉𝑉𝐷𝐷𝐷𝐷+𝑉𝑉𝐴𝐴𝐷𝐷(𝑚𝑚)�2 𝜕𝜕𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝜕𝜕
�
1
1−𝜂𝜂(1,𝑚𝑚)−𝜕𝜕𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝜕𝜕
2𝐿𝐿𝐷𝐷
−
1
1−𝜂𝜂(1,𝑚𝑚)�                                                                           (5.3) 
 
𝜂𝜂(0, 𝑡𝑡) = 0                                                        (5.4) 
 
𝜕𝜕𝜂𝜂(0,𝑚𝑚)
𝜕𝜕𝑚𝑚
= 0                                      (5.5) 
 
Where, each term parameter is defined in nomenclature of Appendix B, as well as table 
5.1. Equation 5.1 represents the normalized governing equation of motion of the system, 
whereas the normalized natural dynamic boundary conditions, Equation 5.2 and 5.3, 
respectively depict bending moment, and shear force experienced within the beam. The 
normalized geometric boundary conditions for a clamped (fixed) end, are resembled in 
displacement (Equation 5.4), and slope (Equation 5.5).    
 
5.5.2 Static Mode Analysis 
 
The steady-state mode of the system, where the beam-rigid body deflection is constant in time, 
can be found by setting the time, and AC voltage terms to zero in Equations (1-5). This leads 
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to the static response of the system. Thus, by evaluating the resultant normalized static equation 
of motion subject to the boundary conditions, the general solution reduces to: 
 
𝜂𝜂𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑖𝑖𝐷𝐷(𝑥𝑥) = 𝐴𝐴𝑥𝑥3 + 𝐵𝐵𝑥𝑥2                                                                                                                  (5.6) 
 
Where, 𝜂𝜂𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑖𝑖𝐷𝐷 represents the static deflection of the microcantilever beam. The two unknown 
coefficients, A and B, can be evaluated by applying the boundary conditions, which yield two 
nonlinear algebraic equations, Equation (5.7), and Equation (5.8): 
 
f1(VDC, A, B) = 𝐿𝐿4𝜀𝜀𝜀𝜀2𝐸𝐸𝐸𝐸𝑑𝑑3  (𝑉𝑉𝐷𝐷𝐶𝐶)2(3𝐴𝐴+2𝐵𝐵)2 �𝑙𝑙𝑙𝑙 �1−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶1−𝐴𝐴−𝐵𝐵 � + (3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶1−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶� − (6𝐴𝐴 + 2𝐵𝐵) = 0     
           (5.7) 
 
f2(VDC, A, B) = − 6𝐴𝐴− 𝜀𝜀𝜀𝜀𝐿𝐿42𝐸𝐸𝐸𝐸𝑑𝑑3  (𝑉𝑉𝐷𝐷𝐶𝐶)2 3𝐴𝐴+2𝐵𝐵 � 11−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶 − 11−𝐴𝐴−𝐵𝐵�= 0                                                 (5.8)                                                     
 
For a known static induced potential (𝑉𝑉𝐷𝐷𝐴𝐴), Equations 5.7 and 5.8 are evaluated numerically 
to obtain solutions for the constants A and B. Hence, the deflection is obtained. The theoretical 
results of tip deflections with respect to imposed DC voltage are drawn, and compared to the 
experimental findings in Section 5.10. Thus, this shall verify experimentally, whether the 
developed model by Nayfeh et al. [198] could be utilized as an approximation tool of the 
dynamics of the in vitro experimental setup of this study.     
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5.6 Microfabrication of the Biomass Sensor Mechanical Structure  
 
As per the theoretical essence of electrostatic force, illustrated in the previous sections, and the 
anticipated pivotal role of such phenomenon in enhancing the sensitivity of biomass sensor, 
microfabrication processes are carried out to construct a biomechatronic platform of a 
cantilever base that captures cellular mechanobiology, such as mass. The sensitivity is based 
on a correlation between static deflections of the microcantilever beam due to induced static 
DC potentials, as well as change of mass. In this chapter an investigation is made to explore 
one of the versatility characteristics of the proposed platform by extracting the mass of a cell, 
whereas Chapter 6 will extend the application of the proposed microdevice to obtain cellular 
contractile force.  
As shown in Figure 5.3, the proposed miniaturized mechanical structure consists of a 
µcantilever, µfluidic domain, a gold electrode patterned on a glass substrate, mechanical seal, 
and copper connection arms, where the Cu arms are later shown in Figure 5.7.  
The copper spring arms are utilized to transmit DC potential to the patterned gold electrode, 
creating electrostatic force in conjunction with the µcantilever. The gold electrode is 
intentionally patterned symmetrically on the glass substrate to accommodate the two copper 
springs, and thus ensures faithful, and smooth transition of charges in case of any default in 
fabrication that might have yielded a partially developed electrode pattern on the glass 
substrate.   
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Fig. 5.3 3D drawings of the proposed miniaturized mechanical structure consisting of (A) The 
mechanical assembly of the patterned gold electrode on a glass substrate, microcantilever, microscopic 
glass slides, and the diced glass steps. (B) Assembly of the polycarbonate (PC) microfluidic domain 
with the mechanically assembled components in (A).       
 
The microfabrication processes had started by Piranha cleaning, performed on glass 
substrates. This was followed by a backside protection through spin coating, adding ~ 2 µm 
photoresist film as a post process to deicing. Photoresist/polymer layers protect surfaces from 
dicing dust (Silicon Oxide particles); if such dust particles touch the glass surface, they form 
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van der Waals’ force, and they couldn’t be removed easily. Then a die saw was utilized to cut 
the two glass upper and lower step: 10 x 20 mm and 17 x 20 mm, respectively. The die-sawed-
glass substrates are then cleaned by Isopropyl Alcohol (IPA), and acetone. The development 
of the patterned gold electrode is carried out through a standard lift-off process via optical 
photolithography. 
 A positive photoresist, AZ 1518 (Microresist, Berlin, Germany), had been utilized to coat 
the glass substrate; then it was spun at 3000 rpm (forming a layer of 1.8 µm thick); this was 
proceeded by a prebake process on a hotplate for 1 min at 115°C. A dosage of 60 mJ high-
resolution exposure, together with patterned mask, were performed. Finally, the glass 
substrates were developed using a resist developer AZ 400 K 1:4 in a beaker for 6 minutes, 
where no post-bake process was carried out. Metallization process was performed by Argon 
sputtering, where an adhesive layer of 5 nm Ti, and 300 nm of functional layer of Au were 
deposited on the AZ1518 resist structure. A 4-hour-lift-off process was then performed at 80 
°C using Dimethylsulfoxide (DMSO). This was followed by a cleaning process using IPA and 
acetone. 
The die-sawed glass substrates were spin coated using AZ1518 photoresist structure as an 
adhesive layer. The 20 x 10 mm glass substrates, on which the Au/Ti electrode is patterned, 
and 2 microscopic glass slides of a 2 x 1 mm in size, were both aligned, and then all were 
bonded to the 17 x 20 mm glass substrate through a polymer on a hot plate, for 1 minute at a 
temperature of 115°C. The 2 microscopic glass slides were used to ensure alignment, equally 
spaced gap, and leveling of the microcantilever structure, when it is finally bonded to the 
overall structure through a non-conductive adhesive substance (Henkel, Düsseldorf, Germany).  
The Wheatstone Piezoresistive microcantilever was fabricated through a process of wet 
etching, and double side polished of n-type <100> silicon wafer, with ground doping n-type, 
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following the process previously described [187, 252]. A wafer oxidation, and silicon-oxide-
dot-patterning method, together with dry plasma etching, and thermal oxidation, were all 
utilized to define the sharp features of the microcantilever. This was followed by optical 
lithography, and phosphorus implementation to form the electrical shielding lines that 
efficiently eliminated electrical crosstalk between actuation and sensing elements. The 
Piezoresistive set of Wheatstone bridge were fabricated by ion and post-annealing process for 
30 minutes, at a temperature of 850℃ [187, 252].  
Plasma enhanced chemical vapor deposition (PECVD) was utilized to deposit silicon 
nitrides as an insulating protection film, followed by a standard metallization process. Notably, 
the microcantilever was insulated (electric passivation) by depositing low-stress PECVD 
silicon nitride, empowering the microcantilever to perform in different environments, 
experiencing various conductive buffered media [187, 252].  
An optimized annealing process with controlled doping condition were carried out to 
produce highly sensitive Piezoresistive elements [187, 252, 253]; the Wheatstone 
piezoresistors were insulated with silicon nitrides; hence, the microelectronic components 
would be protected from any fluid contact, as well as it would diminish electrical noises 
attributable to crosstalk among electronic components. Moreover, the Piezoresistive elements 
were formed at the microbeam (root) support anchor, where thermal stability was achieved, 
and hence enhanced sensitivity. The Piezoresistive elements of the Wheatstone bridge are 
located in the longitudinal direction of the beam, and it is of full symmetrical bridge 
configuration, resulting in four order of magnitude higher signal than a single piezoresistor 
configuration (more thermal stability, and controllability over offset compensation) [253].   
A functionalized layer of a circular gold (Au) pad was deposited within the cantilever rigid 
body portion. This would ensure biological chemical interaction of the loaded cell with the 
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cantilever active surface: achieving an affinity of molecular level interaction between the 
targeted analyte (biological specimen), with the thin layer of gold pad. Finally, gas plasma and 
wet etching were used to release the microcantilever mechanical structure.         
Due to its robustness in micromachining, and extensive use as a biocompatible material, 
polycarbonate (PC) [254, 255] was micromachined to form the microfluidic reservoirs and 
channels. The two connecting adaptors, shown later in Figure 5.7, were adhered to the clean 
upper surface of the polycarbonate substrate through ultra violet adhesion process. An opening 
window was made through the polycarbonate structure for cell loading via a micropipette.  
The entire miniaturized mechanical components were assembled, and mechanically sealed. 
The assembled components were examined under the microscope to verify design 
specifications, investigate any microfabrication deficiencies, and to analyze the overlap of the 
tip of the microcantilever with the patterned gold electrode on the glass substrate, as shown in 
Figure 5.4. The integrated Aluminium bimorph [256] is allowing the extension of this research 
study to encounter a second driving excitation, which is beyond the scope of this work. Thus, 
awarding the microcantilever an additional feature, next for being a self-registering (sensing) 
mechanism, and that is a self-actuating microprobe for future extension of this work.    
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Fig. 5.4 A microscopic image of the miniaturized mechanical component of the biomechatronic 
platform featuring the microcantilever (root, and rigid body), patterned gold electrode on glass 
substrate, Piezoresistive Wheatstone bridge, and bimorph excitation element for future extension of this 
research study.   
 
5.7 Microelectronic Architecture  
 
The system architecture of the miniaturized-biomechatronic-cantilever-based platform, Figure 
5.5, consists of a DC-Microbalance-ADC module, and High Voltage Amplifier (Microsystems 
Ltd., Varna, Bulgaria), as well as a multifunction data acquisition card (National Instruments, 
Berkshire, UK), together with a transition printed circuit board (PCB) module, accommodating 
the microfabricated mechanical device. The DC-Microbalance-ADC module comprises of a 
high precision, low-noise, preamplifier, and a supply of DC potential to the Wheatstone bridge 
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(1V, 2V, 4V, and 4.5V). It can operate in two channels, allowing two experiments to be 
conducted simultaneously.  
In order to reduce electronic components within the voltage supplier source (design 
simplicity), as well as to eliminate additional source of electronic noises, the bridge supply of 
DC potential is set manually by a jumper, implying that the two channels would have the same 
feeding DC potential to the Wheatstone bridge piezoresistors. Moreover, two biomechatronic 
platforms can be connected directly, or via HDMI cables, to the DC-Microbalance-ADC 
module, where the former approach eliminates electronic noises experienced with long cable 
connections. The transition PCB design, housing the miniaturized biomechatronic platform, is 
in agreement with a prerequisite of the anticipated in vitro experiments, in provisionally having 
a transparent space beneath the microfluidic chamber: allowing visual inspection under the 
microscope.      
 
 
Fig. 5.5 Microelectronic hardware architecture of the microcantilever-based biomechatronic platform 
connected to a DC-Microbalance-ADC module, and High Voltage (HV) Amplifier. The system is 
connected to a PC to collect, and analyse experimental data, through NI card. 
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The high precision, low-noise, preamplifier, with a fixed effective gain of 102, amplifies 
the output Wheatstone bridge voltage signal. The system bandwidth of 5 Hz allows the 
obtaining of up to 5 samples per second. The driving software allows collected data to be 
exported in a comma-separated-value (CSV) format, which eventually permits further data 
import to be widely processed by other software programs, e.g., Excel, Matlab, etc., and hence 
subsequent averaging can be carried out. The built-in ADC-signal module within the 
Microbalance unit, allows further signal amplification, and low-pass filtering. The signal 
processing is digitized through 24-bit resolutions for precise DC measurements.  
The DC-Microbalance-ADC module has a bipolar input detection range that allows 
allocating high, and low registered signals: + 98 µV, + 196 µV, + 392 µV, and + 784 µV. 
Furthermore, the module has a maximum effective resolution of 0.5 µV, and a full scale error 
of + 0.01%. It has two digitally controlled offset compensation potentiometers (256 rough/fine 
steps for offset compensation); such feature provides the voltage offset compensation, which 
is due to the microfabrication tolerances experienced within the Wheatstone bridge 
piezoresistors. The digitized output from the built-in ADCs is fed to the NI-DAQ card, using 
virtual Serial Peripheral Interface (SPI), and then it is processed to the host PC. 
On the other hand, the high voltage (HV) module receives a signal from NI-DAQ card, up 
to 1V, which is programmable from the PC software; then such signal is amplified via HV 
module to a maximum output of 75 V; therefore, this module will induce DC potential to the 
patterned gold electrode on the glass substrate via fabricated copper arms (spring probes), 
generating the electrostatic potential -- investigating the static pull-in phenomenon.     
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Fig. 5.6 Microelectronic setup in probing deflection(s) of a microcantilever due to an induced DC 
potential to the stationary gold electrode patterned on a glass substrate via HV Amplifier module. The 
exploded view illustrates the Piezoresistive Wheatstone bridge (sensor scheme), where  is the 
manually selected voltage bridge. The DC-Microbalance-ADC module consists of an input differential 
filter, fixed-gain preamplifier, ADC with integrated programmable gain amplifier (PGA), bridge supply 
module, and offset compensation block. 
        
5.8 The µ-Cantilever Based Bio-Mechatronic Platform Operating Software 
 
A design-of-experiment (DOE) oriented program, operating within two channels, has been 
customized, and coded in DELPHI application programing language; it is operating under 
Microsoft Windows, and it consists of three tabs: control panel (assigning experimental 
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parameters), experiment execution tab, and data registry tab. The developed driving software 
allows collecting data from two different experimental setups (two bio-mechatronic platforms 
operating in parallel). The software is connected to NI-DAQ card, which controls two hardware 
modules: DC-Microbalance-ADC module, and high voltage (HV) amplifier. First, the feeding 
potential value to the Wheatstone bridge has to be assigned in agreement with the manually set 
value in the DC-Microbalance-ADC module.  
In light of the premise of this chapter in investigating the static pull-in phenomenon, and 
its impact on sensitivity, both channels having the same bridge supply of potential, can differ 
in terms of the imposed DC potential range that feeds the stationary gold electrode patterned 
on the glass substrate. Hence, having two channels running simultaneously, as shown in Figure 
5.7, shall give flexibility to perform two different experiments in parallel, under two different 
conditions: analyzing two different biological phenomena at once; furthermore, having two 
experiments running at the same conditions in both channels shall investigate repeatability in 
the obtained results, shorten lead time, and enhance productivity in performing a number of 
experiments in one trial. Also, such configuration can have one experimental setup through one 
channel running as a reference with respect to the other. The customized software also provides 
a wide variety of detection input ranges, allowing readings of minute changes experienced 
within the microcantilever kinematics throughout the in vitro experiments. 
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Fig. 5.7 DC-Microbalance-ADC module 2-channel configurations, showing two platforms (active, and 
reference) with HV amplifier feeding port, microdevice, transition PCB module, and 2 connecting 
copper arms.  
 
A crucial factor in microfabricating cantilevers is tolerance, where Wheatstone bridge 
resistors experience offset. Thus, the customized software is empowered with a feature to fine 
tune the offset, alleviating tolerances to the vicinity of zero tolerance. Appendix E.2 provides 
in detail a step-by-step operational manual of the developed software, where electronic 
hardware should be connected first. Figure 5.8 illustrates a sample of registered data of one of 
the conducted trials.   
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Fig. 5.8 Registered report of an in vitro trial experiment of the cantilever-based biomass sensor.   
 
5.9 In Vitro Experiments: Materials and Methods 
 
As extensively addressed in Chapter 2 in terms of the merits associated with LoC and 
maintaining efficiency of the miniaturized device performance, the microfluidic chamber was 
first filled with DI water to remove any resultant debris within the miniaturized mechanical 
structure in an air-bubble-free environment, followed by a sterilization process carried out with 
ethanol for both microfluidic and cantilever; finally, a Phosphate Buffered Saline (PBS) wash 
was performed to enhance biocompatibility of the structure, and then system was left to dry.  
Human breast adenocarcinoma cell lines, MDA-MB-231 and MCF 7, were cultured as per 
the protocols set by the American Type Culture Collection (ATCC), which is addressed in 
Section 4.5.1. The cell’s viability, concentration within a given volume medium, diameter, and 
cellular volume were extracted via Moxi Z device (ORFLO Technologies, WA, USA). The 
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PCB connecting pads of the biomechatronic cantilever-based platform, and Wheatstone bridge 
piezoresistors, were all examined via a multifunction multi-meter (MASTECH, Guangdong, 
China): investigating whether all transition lines were faithfully transferring signals, and that 
the piezoresistors were damaged free. Furthermore, the copper arms were checked against a 
received signal initialized by the HV amplifier as pre-set in the customized software.    
A single cell is extracted via serial dilution process, as discussed in Chapter 4 with 
registered locations via VHX 2000 Keyence microscope coordinate control positioning registry 
algorithm (Keyence, Milton Keynes, UK). Furthermore, through Keyence change focus lens 
mechanism, the air gap displacement between the tip portion of the microcantilever system 
(rigid body), and the patterned gold electrode on glass substrate was found to be ~ 4 µm. 
Accordingly, the microcantilever is characterized to have a total length of 350 µm, width 120 
µm, and a thickness of ~ 3 µm. The cantilever structure is mainly composed of silicon (3 µm), 
and 300 nm 𝑆𝑆𝑆𝑆𝑆𝑆2, with a density of 2330 𝑘𝑘𝑔𝑔.𝑚𝑚−3, and modulus of elasticity (E) of 160 GPa 
[187, 253, 256-258]. 
All microelectronic hardware were first connected, then the driving software was 
initialized. The software potentiometer capability was first utilized to account for the drift in 
the Piezoresistive tolerance. The experiments were conducted under clean room conditions. 
Electromagnetic wave interferences within the vicinity of the experimental setup were 
monitored via an EMF, and it was found to be negligible (10−10 Tesla). The entire experimental 
setup was placed on an anti-vibration table to refrain any entrances of vibrational noises to the 
system, as shown in Figure 5.9.  
The cantilever was housed inside a microfluidic module, which would eliminate any optical 
intervention to bend the miniaturized beam mechanical structure. It’s crucially important that 
during injection of DC potential to the gold electrode patterned on glass substrate, the two-
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copper arms are not touching the circuit as this could lead to circuit damage. Furthermore, a 
shield cover is used to insulate the microelectronic noises from entering the cantilever-based 
biomass domain, also to protect the underlying circuitry (e.g., wires, pads, etc.) from any 
electromagnetic emissions.            
 
 
 
Fig. 5.9 (A) Experimental setup consisting of an anti-vibration table, NI data acquisition card, ADC-
Multiplexer-DC, HV Amplifier, power supply, and Multi-function multi-meter. (B) Cellular water bath 
to maintain a temperature of 37°C for cultured cells, and (C) VHX-2000ES Keyence Digital 
Microscope. 
     
A single cell was extracted via serial dilution process, re-examined for its viability through 
trypan blue dye marker, and then was loaded to the cantilever functionalized surface through 
the opening window on top of the microfluidic domain. The in vitro experiments were 
performed at different stages: reference stage, where the cantilever was first in a non-deformed 
equilibrium configuration (reference stage), followed by loading cell stage. The cell would 
A 
B 
C 
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adhere to the functional gold pad near the tip of the cantilever. Finally at the termination of the 
experiment stage, trypsin was utilized to detach cell from the cantilever functionalized surface 
followed by DI water filling, sterilization, and PBS wash for miniaturized device reusability.  
Two channels were operating throughout the in vitro experiments, where one channel with 
no-loaded mass was left as a reference. A number of trials have shown that the static potential, 
where the cantilever breaks, is within 15-Volt range. More precisely, since the developed 
software source code is programmed such that the initialized command to the HV Amplifier 
module has a resolution increment of 1V, the experimental static potential could be in the range 
exceeding 14 V, but less than 15 V (14 𝑉𝑉 < 𝑉𝑉𝐷𝐷𝐴𝐴−𝜀𝜀𝑚𝑚𝑚𝑚𝑆𝑆𝑏𝑏𝑆𝑆𝑏𝑏𝑚𝑚 ≤ 15𝑉𝑉).  
The registered data of output voltage signals from the Wheatstone bridge are correlated to 
cantilever’s static deflection by the following equation [253, 256-258]: 
 
𝑉𝑉𝑉𝑉𝑃𝑃𝑚𝑚 =  𝑉𝑉𝑖𝑖𝑖𝑖 ∆𝑅𝑅𝑅𝑅 =  𝑉𝑉𝑖𝑖𝑖𝑖 𝜎𝜎 𝜋𝜋 =  𝑉𝑉𝑖𝑖𝑖𝑖 3𝐸𝐸𝑚𝑚2𝐿𝐿2  𝜂𝜂 𝜋𝜋                                         (5.9) 
 
Where, 𝑉𝑉𝑖𝑖𝑖𝑖 is the supply potential to the Wheatstone bridge (1 V), 𝑉𝑉𝑉𝑉𝑃𝑃𝑚𝑚 is the output voltage 
signal of the bridge, ∆𝑅𝑅 is the strain gauge (Piezoresistive change) of the Wheatstone bridge, 
𝜎𝜎 stress component, 𝜋𝜋 is Piezoresistive coefficient (70 x 10−11 𝑚𝑚2
𝑁𝑁
), 𝐸𝐸 is the modulus of 
elasticity, 𝑡𝑡 is thickness, 𝐿𝐿 is total length of cantilever, and 𝜂𝜂 is beam’s deflection. All output 
bridge voltage signals were registered, and exported in a CSV-file format, where triangle 
filtering algorithm was applied to obtain smoother curves, allowing simplicity in reading the 
generated signals.   
The cellular mass is obtained by correlating the deflection of the non-loaded to the loaded 
mass case. The cantilever is first deflected in response to a static bias DC voltage (not 
exceeding the voltage the cantilever breaks at during the experiments). At the static 
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configuration, the deflection of the miniaturized mechanical structure is registered. The cell is 
then loaded, where a transient time is allowed for system to stabilize, and reach equilibrium at 
the same DC bias potential. Fixing the static potential at that value, the system body force is 
more dominant; the cantilever beam effective mass in the unloaded case, with its associated 
static deflection, is related to the deflection of the loaded mass case by 𝐹𝐹 =  𝛿𝛿 𝐾𝐾𝑚𝑚𝑒𝑒𝑒𝑒 [259], 
where 𝐾𝐾𝑚𝑚𝑒𝑒𝑒𝑒, 𝛿𝛿, and 𝐹𝐹, respectively represent the constant stiffness, registered deflection, and 
body force. Therefore, the following mathematical definition (Equation 5.10) illustrates the 
correlation of cellular mass (𝑚𝑚𝐴𝐴𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑚𝑚) to effective beam mass (𝑀𝑀𝑚𝑚𝑒𝑒𝑒𝑒), loaded deflection 𝛿𝛿𝑚𝑚, 
and unloaded deflection 𝛿𝛿 at a targeted imposed DC potential [259].  
 
𝑚𝑚𝐴𝐴𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑚𝑚 = 0.23 𝑀𝑀𝑚𝑚𝑒𝑒𝑒𝑒 (𝛿𝛿𝑚𝑚−𝛿𝛿)𝛿𝛿                     (5.10)        
  
5.10 Results and Discussion  
 
The microfabricated cantilever is assumed to have a uniform rectangular cross section; 
furthermore, the dominant material is considered to be silicon, and hence the effective modulus 
of elasticity (E), and effective density (𝜌𝜌), are respectively, 160 GPa, and 2330 𝑘𝑘𝑔𝑔.𝑚𝑚−3 [253, 
256-258]; the microfabricated mechanical structure of the cantilever is characterized to have a 
total length of 350 µm, 120 µm width, and a uniform thickness of 3 µm. 
The imposed static DC potential, through the patterned gold electrode on the glass 
substrate, generates an electrostatic force: resulting in a transverse deflection of the cantilever 
structure. As the static force increases the cantilever transverse deflection increases (Figure 
5.10), reducing the air gap between the cantilever, and stationary gold electrode. Various 
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equilibrium configurations are achieved along the transverse deflections of the beam, until 
instability takes place at a certain DC potential, where the mechanical system fails -- breakage 
of the cantilever occurs. The Wheatstone bridge provides readings of the output voltage signals 
corresponding to the transverse deflections of the miniaturized beam, and since the supply 
voltage to the Wheatstone bridge is known, the transverse deflection is obtained through 
Equation 5.9.    
 
 
Fig. 5.10 Experimental results of static transverse deflections of the microcantilever beam 
corresponding to various induced DC potentials prior to cantilever breakage at 15 V.   
 
Prior to reaching a breakage point, the cantilever maintains equilibrium by balancing the 
developed beam’s surface stress forces with the imposed electrostatic ones, and upon reaching 
a point, where the electrostatic forces overcome the stress forces, equilibrium cease to take 
place, and mechanical failure of the systems occurs. The experimental findings manifest that 
as the DC voltage increases, the bending curvature of the mechanical deflection increases 
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(Figure 5.10). However, a number of in vitro experiments illustrate the inapplicability of the 
static pull-in phenomenon for the proposed developed system, since the miniaturized 
mechanical structure fractures (system failure at ~ 0.24 µm deflection), without approaching 
pull-in potential as proposed  by the mathematical model in [198]. However, the analytical 
model, as manifested in Figure 5.11, could be considered as an approximation of the dynamical 
behavior of the in vitro experiments in regards to the microcantilever tip deflection.  
 
 
 
Fig. 5.11 A comparison between experimental and analytical model results of tip deflection (m) with 
respect to induced DC potential (V). 
 
It should be re-emphasized, as it has been earlier stated in this chapter, that the main 
objectives are (1) to construct a biomechatronic platform of a cantilever base that is able to 
detect cellular mass, and later to be utilized to extract contractile force of cells (Chapter 6): 
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manifesting the versatility feature of the proposed system; (2) investigate the variation in mass 
as the cell is ascending in mitosis stage; (3) utilize static pull-in phenomenon as an 
approximation tool to estimate the failure state of the miniaturized mechanical system, 
considering that microfabrication is a tedious process and not straight forward, and (4) further 
to use the phenomenon in enhancing sensitivity of the cantilever. The intention is not to derive 
and validate an analytical approach describing the configuration of the manufactured 
mechanical system as this is beyond the scope of this chapter, and will be left for future 
extension of this work. Figure 5.11 investigates the theory of the static pull-in phenomenon, 
and provides approximation of the dynamical behavior of the cantilever-based biomechatronic 
platform; moreover, based on Figure 5.11, the analytical model developed by Nayfeh et al. 
[198] is considered a good approximation for low induced static potential not exceeding 4.5 V.          
Such differences between theoretical and experimental tip deflections could be attributable 
to a number of factors: parallel plate electrostatic definition in the theoretical model differs 
from the triangle tip configuration in the in vitro experiments; the microfabricated triangle tip 
would anticipate to possess higher electrostatic force than a rectangular one; there is a shifting 
in the rigid body center of mass between the theoretical and experimental case; the assumption 
of complete overlap of the rigid portion of the beam with patterned gold electrode on the glass 
is not fully captured experimentally; at last, the assumption of considering an effective 
dominant modulus of elasticity and density of silicon, and the assumption of uniform thickness 
of the microfabricated mechanical structure, all contribute of having such differences. In 
addition to the aforementioned factors justifying the differences between theoretical and 
experimental findings, the effective damping coefficient in the analytical model doesn’t 
explicitly illustrate the effect of thermoelastic damping, which increases as the electrostatic 
force increases. 
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As thoroughly discussed in Section 5.1, the beam-plate cantilever [198] is considered as an 
effective modeling tool [219-222]. Figure 5.11 illustrates that the beam’s analytical model 
could be utilized to approximate the deflection of the tip with respect to induced DC voltage of 
the proposed experimental setup in this chapter, especially at lower values of the injected DC 
potentials.          
The change of transverse deflections with respect to induced potentials defines a slope, 
which gives the sensitivity in µm/Volt. According to Figure 5.12, as the static bias voltage 
increases, the sensitivity enhances (increases); this is in agreement with the developed 
analytical model in [198]. Therefore, investigating the electrostatic effect on sensitivity has 
been proven experimentally. 
 
 
 
Fig. 5.12 The sensitivity in 
𝑚𝑚
𝑉𝑉
 (negative slope) of the in vitro experimental findings of the cantilever’s 
tip with respect to the induced DC potential (V). 
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The main objective of this chapter is to design, and develop a cantilever-based 
biomechatronic platform that is able to quantify the mechanobiology (mass) of a cell. It has 
proven experimentally that sensitivity increases proportionally with the increase of electrostatic 
forces. Therefore, in this work such effect is utilized in favor of enhancing the sensitivity of a 
cantilever-based-biomass sensor in static mode. By fixing the static DC potential, and 
correlating the deflection of the cantilever with, and without loading a mass as per Equation 
(5.10) [259], the late metastasis (MDA-MB-231), and early stage breast cancer (MCF7) cellular 
masses were characterized to be 1.2 + 0.00165 ng (Mean + SD, n = 3), and 0.921 ng + 0.00223 
ng (Mean + SD, n = 3), respectively. This is within the same order of magnitude of cellular 
mass within the published works [184, 239, 260]. As per the obtained findings, the cell mass 
increases, as cell advances in the metastasis stage. Furthermore, as per the obtained readings 
of the respective volumes of these cell lines extracted via Moxi Z device, the average volume 
of MDA-MB-231 is 3.09 𝑋𝑋 10−15 𝑚𝑚3, whereas the average volume of MCF 7 is 3.35 
𝑋𝑋 10−15 𝑚𝑚3. Therefore, the density of MDA-MB-231 cell is 0.4 + 0.028 𝑏𝑏
𝐷𝐷𝑚𝑚3
 , whilst the density 
of MCF 7 is 0.275 + 0.0067 
𝑏𝑏
𝐷𝐷𝑚𝑚3
 (Mean + SD, n = 3). Accordingly, the density of a cell does 
increase as the cell progresses in the cancer stage. This might suggest that intracellular 
activities, as well as organelle contents within a cell, at an advanced stage of proliferation, are 
correlated to the increase in cell mass; on another scale, this suggests that mass might not be 
uniformly distributed within a cell. Generally, as cell advances in the malignancy stage, the 
mechanobiology of cells could be an indication of the nature of the disease, mechanism of cell 
mutation cycle, mitosis, and apoptosis [260, 261]. From another perspective, cellular mass 
could be correlated to the cancerous activities of DNA synthesis, DNA content, lipid content, 
and protein accumulation [239].  
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5.11 Conclusions and Future Prospective  
 
In this study, measuring cellular mechnobiology (mass) in a non-invasive manner, without 
detaching a cell from a contact surface, has been achieved via a self-registering-cantilever-
based biomechatronic platform as opposed to confocal microscopy, and flow cytometry [239]. 
The work of this chapter is going to be extended to conduct more in vitro experiments, 
achieving high repeatability, and robust results; also, a study of local stiffness of cancer cells 
at different stages shall be considered. A Focused Ion Beam (FIB) shall be utilized to remove 
a known deposited mass on the cantilever’s tip, to efficiently calibrate mass sensor mechanism. 
Dynamic pull-in phenomenon stimulation, and its impact on sensitivity will be further 
explored. This will also be accompanied with static deflection, and bimorph excitation to 
achieve the highest possible deflection of the beam structure (highest sensitivity). In line of this 
future prospective, a detailed analytical approach, based on Bernoulli-Euler beam theory, is 
pursued to predict the dynamical behavior of such system excited statically, dynamically, as 
well as thermally, where the analytical model of such system will be verified experimentally. 
Furthermore, the future objective is to extend the work of Nayfeh et al. [198], by encountering 
the viscoelasticity characteristics of cells, as well as the fringing filed factor of electrostatic 
force. 
Despite the extensive measures taken to minimize effect of noises during the static 
deflections of the beam, it is crucially important to investigate, in great detail, the impact of 
noises on sensitivity (e.g. Hooge, Johnson, 1/𝑓𝑓, etc.) [256, 257, 262, 263]. Noise is defined as 
time-dependent-stochastic phenomena [256, 257, 262]; hence, such detailed analyses shall 
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achieve better sensitivity by quantifying the effect of presence of such noises within the 
experimental domain.          
The developed cantilever-based biomechatronic platform highlights the importance of a 
miniaturized lab-on-a-chip (LoC) field, the premise of Chapter 2. The developed system is 
compact in size as opposed to hospital-based cytology laboratories; also, it is more cost 
effective, noninvasive to the biological cells, can be mass produced, reusable, and it doesn’t 
require highly trained technician to run the experiments. Most importantly, it achieves real-
time in situ/in vitro analyses, giving that cellular density, and thus mass are variants with 
respect to stage of cancer.  
Based on the design syntheses and experimental analyses illustrated in this chapter, 
electrostatic bending of the beam would aid researchers to consider enhancing the sensitivity 
of their already developed cantilever based sensors without the adversity, and cost associated 
with optimizing the microelectronic of the system, reducing thickness of the cantilever through 
lengthy and complex micro/nanofabrication processes, modifying the cantilever’s geometrical 
shape configurations, enhancing material properties, placing it into a vacuum chamber to lessen 
noise and obtain high quality factor, which is inapplicable to biological testing (cell will burst 
in vacuum), perforating the effective mass of the cantilever, enlarging stationary gold area, 
and/or reducing gap distance. The sensitivity of the cantilever-based biosensor would 
sufficiently increase, if a dynamic potential (𝑉𝑉𝐴𝐴𝐴𝐴) is superimposed into a static potential (𝑉𝑉𝐷𝐷𝐴𝐴). 
Invoking the dynamic excitation, as well as exploring combined stimulation would contribute 
in increasing the dynamical range of cantilevers, and enhancing their sensitivities. This could 
lead to exploring the differences in mass of not only cancerous cells, but any altered cells, 
undergoing oncogene transformation, or being infected by viruses or intracellular parasites.  
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"When everything seems to be going 
against you, remember that the 
airplane takes off against the wind, 
not with it…" 
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Chapter 6: In Vitro Real-Time Characterization of Melanoma 
Contractile Force via a Self-Probing Cantilever-Based 
Biomechatronic Platform       
 
6.1 Introduction 
 
Biological cells are the building blocks of life, they come in different forms, perform different 
tasks, and they experience different motility (movement) mechanisms [264-270]. Most sperm 
cells swim [266], whereas cancer cells generally crawl1 [267]. Furthermore, some bacteria 
exhibit a unique motility by rotating flagellar motors, in which a generated torque within the 
flagellum-ion-driven motor is passed to helical propelled flagellar filaments via a hook-shaped 
joint2 [268]. A fourth motility mechanism, experienced mostly by parasites, is known as 
gliding3, which is driven by overlaying transmembrane proteins on a given substrate [271]; it 
differs from crawling motility, in which the morphology of a cell is unaltered during cell 
migration [271].   
Cellular motility is responsible about numerous biological events. It plays a dominant role 
in constructing tissues and organs through dividing cells in a process denoted as 
morphogenesis [264]. Moreover, wound healing is a remarkable process that involves three 
biological phenomena: cell migration (movement), diversified assigned cellular physiological 
tasks, and unique morphological shapes of each cell type: all collaborate in tissue 
reconstruction [272, 273]. In wound healing, distinctive electrochemical/mechanical signaling, 
1Crawling mechanism: http://www.youtube.com/watch?v=kQKXvOufeGg&feature=youtu.be 
2Flagella motility: http://youtu.be/eqD8aX_Yfps  (vorticella motility) http://youtu.be/hDfBpQHnsio 
3Gliding: http://youtu.be/x0RNjE65Ygw 
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received by the gene receptors of certain cells, would initiate the cellular movements, and 
orchestrate the motilities of white blood cells, neutrophils, and digesting-bacterium defensive 
cells, known as macrophages, to terminate microorganisms responsible for infection, and at 
the same time connective tissue cells, fibroblasts, engineer and reconstruct damaged tissues 
[272, 273]. Furthermore, the importance of cellular force lies within the nature of a disease; for 
instance, some bone diseases are attributable to a change of bone and endothelium cellular 
forces within their normal physiological environment [265]. Similarly, heart failure is due to a 
loss of contractile force of heart cells [274-276].  
Parasites with their unique gliding motility yield human malaria through Plasmodium 
parasite, as well as human related immunocompromised disease via Toxoplasma and 
Cryptosporidium [271]. Tumorigenesis is a manifestation of cellular motility through the 
formation of a secondary tumor due to the development of cancer cell in a metastasized distant 
tissue/organ [23, 277, 278]. It has been reported that melanoma cells have the highest 
occurrence in developing brain metastasis as opposed to other cancer cell types, where they 
migrate through brain capillary endothelial cell layer, the blood-brain barrier [23].                        
In this chapter, melanoma cancer cells’ crawling motility is thoroughly investigated, 
together with the morphological changes of these cell lines based on their level of metastases. 
The cellular crawling migration goes into four segments4: cellular leading edge protrusion 
(pseudopodia anchorage), cellular leading edge adhesion (preventing backward motion), 
cellular body/rear de-adhesion, and finally cellular cytoskeleton contraction (pulling cell in one 
direction forward) [264, 269, 271]; this process is depicted in Figure 6.1. As shown, cell 
consists of nucleus, cell membrane, microtubules (MT), myosin motors, intermediate filaments 
(IF), focal adhesion, extracellular matrix substrate, and actin filaments (AFs) within the 
intracellular domain [1, 264, 269].  
4 Animated cell crawling motility: http://youtu.be/vNlasSiQIM0 215 
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Fig. 6.1 (A) Illustration of cell’s cytoskeleton, (B) Four stages of cellular motility.  
 
As shown in Figure 6.1A, the cell is bounded by a membrane that segregates the 
intracellular cytoskeleton region from the extracellular one [1, 264, 269]. The cytoskeleton is 
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a scaffolding network, consisting of three-main-filament types based on their rigidity: actin 
filament (semi-flexible distinctive pairs of monomers), microtubules (stiffest rod-shaped 
polymer with functionalized treadmill motion), and intermediate filaments (most flexible, non-
polarized ((static))) [264, 269]. At the cellular periphery, the radial extensions of microtubules 
(Figure 6.1A), from the center to the AF network where the positive ends are in the direction 
of cellular edge, assist in selecting the direction of cell’s movements [269, 279].   
The two distinctive (+/-) ends of an actin filament play a dominant role in cell’s motility, 
where the (-) actin monomer concentration is higher than that of a (+) end, and if the end of the 
AF is exposed to a higher monomeric concentration, polymerization takes place, where 
monomers grow, and bind [264, 269]; alternatively, if the concentration is lower, de-attachment 
and shrinkage (de-polymerization) takes place, where AFs extend asymmetrically [264, 269]. 
Therefore, polymerization, a higher rate extension process of the positive end than the 
negative end based on actin monomer concentration, is a key factor in understanding motility 
(forward momentum/treadmilling) of cells [264, 269].  
The subject of polymerization is analogous in a similar manner to Engineering Material 
Science, which again brings to the surface one of the aims of this research study: analyzing a 
biological system through the interpretation of various physical characteristics and/or 
behavior(s) of cells in an engineering manner. In addition to polymerization, cellular motility 
can be generated through the interactions between AFs and myosin motors -- a molecular 
motor converting chemical energy (ATP  ADP) to a mechanical work exerted on AFs, 
yielding a contractile force pushing a biological cell forward [264, 275].  
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6.2 Different Approaches in Quantifying the Contractile Force of Cells 
 
Cellular mobility initiates due to received electrochemical, mechanical, and/or diffusible/non-
diffusible signals, picked by receptor proteins on cell membrane5 [1, 265]. During 
mobilization, cells form extracellular matrix (ECM) via focal adhesion complexes with the 
surrounding environment, and as they move, they do experience external forces, e.g., viscous 
forces, interaction forces, as well as cellular cytoskeleton internal forces [264, 265, 280]. It is, 
therefore, the dominant cellular contractile force that overcomes other external, and interaction 
forces to push the cell forward, which has been experimentally characterized through invasive, 
and non-invasive manners; this can be grouped into three categories: local point probing, entire 
cell probing, and a population of cells probing [265, 281]. 
Figure 6.2 shows different methods in extracting cellular contractile force. Exposing a cell 
or a population of cells to a shear flow in a cone-and-plate viscometer (Figure 6.2A), and then 
by applying Navier Stoke’s equation, the cellular contractile force with respect to the shear 
stress exerted on cells would be estimated [264, 282]. Similarly, extracting contractile force of 
a cell or a population of cells6 can be achieved by forcing a cell or a group of cells to be adhered 
to a thin polymer substrate, e.g., Si, coated with ECM-cell-molecular adhesion (Figure 6.2B), 
and then cells would experience tensile or compression test [265]. However, such approaches 
extract the mechanobiology of cells in an imposed/forced manner, which raises the question: 
whether the findings of such approaches would genuinely represent the contractile force of a 
cell or not? Atomic Force Microscopy (AFM) [283], Figure 6.2C, and Magnetic Twisting 
Cytometry (MTC) [2, 284, 285], Figure 6.2D, both perform a local point deformation on a cell, 
where in the former approach, the tip needle deflection of the AFM cantilever can be correlated 
5 Movie presentation of neutrophil chasing bacteria: http://youtu.be/LYP8MUK3lqk 
6 Cell crawling in a group:  http://youtu.be/WzLQ0_mKaiU 
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to the cellular force, whereas the latter approach utilizes magnetic field to force a magnetic 
bead to deform the cell, and eventually such elastic/viscoelastic deformation is correlated to 
cellular contractile force. MTC method is similar to hardness test in Solid Mechanics. These 
last stated two methods are invasive, and cannot be applied to a population of cells. 
Optical tweezers or laser-trap approach [286] uses a laser beam to attract a high refractive 
dielectric silica bead into a cell, and hence forces a whole cell to deform (Figure 6.2E). In a 
similar manner, but with mechanical deformation, micropipette aspiration technique [2, 284, 
285] imposes suction of a cell, and by ignoring the frictional forces between cell and internal 
surface of the micropipette, the changes in cellular geometry (elasticity) are correlated to 
cellular force (Figure 6.2F). However, both approaches are invasive, and can endanger the 
viability of a cell. A seventh approach is culturing a cell in an array of nano/micropillars [287, 
288], where cell is then exerting additional force, when migrating to a new location (Figure 
6.2G). This again rises the paradox question whether the resultant forces, correlated to those 
deflected pillars, are again genuinely representing the cellular contractile force or not? Also, 
such approach requires optical imaging to record deflection of the nano/micropillars, which 
adds to the cost and complexity of experimental setup; this would be constrained with the 
optical resolution. Also, cells do differ in their morphology, when experiencing micropillar 
environment during their migration, as opposed to flat surfaces. Another approach is named a 
3D-ECM-invasion assay (Figure 6.2H), where cells are spread on collagen, and then their 
surface indentations are measured after cell de-attachments [289]. However, such approach 
requires a time consuming experimental preparation and setup.   
A cantilever-based micro-electro-mechanical system (MEMS) [281, 290] is used to record 
the deflection of the beam in response to exerted cellular surface compressions on the 
functional layer of the beam via Piezoresistive elements, where such deflection is then 
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correlated mathematically to cellular contractile force (Figure 6.2I). This approach is non-
invasive, can be applied on a single, as well as a population of cells, has a self-registering 
mechanism, can operate in a controlled microfluidic environment to maintain cell viability, is 
cost effective, and most importantly reports dynamics of a cell in real time. Therefore, such 
approach is highly advocated in this research to extract the contractile forces of melanoma 
cells. 
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Fig. 6.2 Various approaches in extracting cellular contractile force (A) Shear flow analysis method, (B) 
Substrate focal adhesion complex approach, (C) AFM approach, (D) MTC approach, (E) Laser trap 
approach, (F) Micropipette approach, (G) Micropillar approach, (H) 3D-ECM-invasion assay method, 
and (I) Piezoresistive cantilever-based approach.    
 
6.3 Cantilever-Based N/MEMS platform 
 
Despite the infancy of the nano/micro-electro-mechanical-system field in probing the 
contractile force of cells, yet it has grown massively among biotechnologists for the past decade 
to explore the mechanobiology of cells [269]. Yin et al. [281] have micofabricated a cantilever 
within a microfluidic channel to measure the contractile force of a cell. An embedded 
Piezoresistive mechanism, forming a Wheatstone bridge, has been utilized to capture the 
deflections of a beam. They have implemented the negative dielectrophoretic (nDEP) to trap a 
cell. Similarly, Yang and Yin [4] have designed and analyzed a Piezoresistive microcantilever, 
utilized to sense surface stresses generated from a biological loading on the cantilever. They 
propose improvements on sensitivity by modifying the dimensions, and at the same time they 
have allocated source of noises within the system. On the other hand, Goericke and King [291] 
investigate different configurations of a microcantilever sensor, as well as its embedded 
Piezoresistive elements, to enhance the sensitivity of the microdevice.   
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Raorane et al. [292] have utilized an Au/SiN𝑥𝑥-based-coated-microcantilever-paddle array 
configuration to quantify protein enzymes that are associated with a disease. In their work, the 
minute mechanical structure acts as a transducer of biological intermolecular forces. 
Ricciardi et al. [293] have proposed a label-free-microfluidic cantilever array in an 
immunoassay application within a liquid domain. They have uniquely utilized Pyrex material 
instead of the conventional PDMS in fabricating their microfluidic channel. Their proposed 
system can be utilized for progression of cancer cell mutation. They highlight the merits of 
performing experiments in liquid as opposed to vacuum or air, in which it reduces the false and 
positive negative response in measured data, and most importantly considering that cell 
membrane and proteins change their morphology status, depending on the domain they are in: 
liquid or vacuum/air domain. 
Park, et al. [275] have quantified the contractile forces of self-organized cardiomyocytes 
by utilizing a flexible, transparent, and biocompatible microcantilever array. Their technique 
in seeding cells on the cantilever array, ensure damage-free-cell structure.       
 
6.4 Mathematical Modeling  
 
The majority of scholars, in the field of cantilever-based probing contractile forces, employ the 
discrete model of Stoney’s equation [294], in which the cantilever’s deflection is correlated to 
mechanical stresses. However, such discrete model requires the knowledge of modulus of 
elasticity (E), as well as Poisson’s ratio (𝜈𝜈) of the investigated biological model, whose values 
are most often missing experimentally, forcing biologists to make rough assumptions on such 
values; this would question the reliability of their obtained contractile force findings. 
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In this chapter, and as a new contribution in mathematically expressing the contractile force 
of a cell on a microcantilever-beam structure (Figure 6.3), a Heaviside step function H(s) [295], 
as well as pin-force model [296] are utilized in formulating a mathematical term representing 
the contractile force of a cell.        
 
 
 
Fig. 6.3 Schematic illustration of a deflected beam due to exerted contractile force (compressive surface 
stresses) of a biological cell experiencing motility.  
 
Beam’s theory describes a relationship between deflection of the cantilever and applied load, 
where stiffness factor (EI) is mostly considered constant [221, 295, 297]. As illustrated in 
Figure 6.3, a biological cell is defined by two coordinates with respect to the clamped end of 
the cantilever: 𝑆𝑆1 (starting coordinate), and  𝑆𝑆2 (ending coordinate of the cell). The beam is 
assumed to be inextensible isotropic beam. The thickness of the beam is denoted as 𝑡𝑡𝑏𝑏, whereas 
the thickness of the cell (height) is denoted as 𝑡𝑡𝑐𝑐. The transverse deflection of the beam is 
expressed as ?̂?𝜂(𝑠𝑠, 𝑡𝑡). Biological cell’s cytoskeletal forces generate surface compression on the 
functional surface of the cantilever. The resultant force of rear and front of the cell, yields a net 
force pushing cell forward: leading to a transverse deflection of the beam upward. The equation 
of motion describing the system is given by [221, 295, 297] 
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𝜌𝜌𝜌𝜌?̈?𝜂 + 𝐸𝐸𝐸𝐸𝜂𝜂𝑖𝑖𝑖𝑖 = 𝑞𝑞(𝑠𝑠, 𝑡𝑡)                   (6.1) 
 
Where, 𝑞𝑞(𝑠𝑠, 𝑡𝑡), is the total resultant distributed load on the beam, and since load is moment; 
thus,  
 
𝑞𝑞(𝑠𝑠, 𝑡𝑡) =  𝜕𝜕2𝑀𝑀
𝜕𝜕𝑠𝑠2
                          (6.2) 
 
Where, M defines the uniformly distributed bending moment acting on the beam, and it is 
expressed as in [221, 295-297] 
 
𝑀𝑀 =  𝐹𝐹(𝑡𝑡𝑏𝑏+𝑡𝑡𝑐𝑐)
2
 [𝐻𝐻(𝑠𝑠 − 𝑠𝑠1) − 𝐻𝐻(𝑠𝑠 − 𝑠𝑠2)]                  (6.3) 
 
The associated geometrical, as well as dynamic force boundary conditions of the system [295] 
are defined as  
 
𝜂𝜂 = 0        and         𝜂𝜂′ = 0     at s = 0 
𝜂𝜂′′ = 0      and         𝜂𝜂′′′ = 0     at s = L                     (6.4) 
 
Generating a reduced-order model of the system, by expressing beam’s deflection, 𝜂𝜂, in terms 
of Galerkin expansion, yields 
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𝜂𝜂 =  ∑𝑤𝑤(𝑠𝑠)𝑢𝑢(𝑡𝑡)                      (6.5) 
 
Where, 𝑢𝑢(𝑡𝑡) are generalized temporal coordinates, and 𝑤𝑤(𝑠𝑠) represent orthonormal mode 
shapes of the cantilever beam, defined as in [221, 295, 297] 
 
𝑤𝑤(𝑠𝑠) =  ∑ 𝜌𝜌𝐴𝐴𝐴𝐴𝑠𝑠(𝑟𝑟𝑛𝑛𝑠𝑠) + 𝐵𝐵𝑠𝑠𝐵𝐵𝐵𝐵(𝑟𝑟𝑛𝑛𝑠𝑠) + 𝐶𝐶𝐴𝐴𝐴𝐴𝑠𝑠ℎ(𝑟𝑟𝑛𝑛𝑠𝑠) + 𝐷𝐷𝑠𝑠𝐵𝐵𝐵𝐵ℎ(𝑟𝑟𝑛𝑛𝑠𝑠)𝑛𝑛1               (6.6) 
 
By substituting the boundary conditions (6.4), and considering only the first mode shape, the 
deflection term can be simplified as, 
 
𝑤𝑤(𝑠𝑠) = 𝐶𝐶 [cosh(𝑟𝑟𝑛𝑛𝑠𝑠) − cos(𝑟𝑟𝑛𝑛𝑠𝑠) − σ�sinh(𝑟𝑟𝑛𝑛𝑠𝑠) − sin(𝑟𝑟𝑛𝑛𝑠𝑠)�]               (6.7) 
 
The frequency, 𝑟𝑟𝑛𝑛, is obtained by the characteristic Equation (6.8), whereas 𝜎𝜎 is defined by 
Equation (6.9), and C is obtained by normalizing the mode shapes through Equation (6.10) 
[295]. 
 1 + 𝐴𝐴𝐴𝐴𝑠𝑠ℎ(𝑟𝑟𝑛𝑛𝑠𝑠)𝐴𝐴𝐴𝐴𝑠𝑠(𝑟𝑟𝑛𝑛𝑠𝑠) = 0                                         (6.8) 
 
𝜎𝜎 =  𝑐𝑐𝑐𝑐𝑠𝑠ℎ(𝑟𝑟𝑛𝑛𝐿𝐿)+𝑐𝑐𝑐𝑐𝑠𝑠(𝑟𝑟𝑛𝑛𝐿𝐿)
𝑠𝑠𝑖𝑖𝑛𝑛ℎ(𝑟𝑟𝑛𝑛𝐿𝐿)+𝑠𝑠𝑖𝑖𝑛𝑛(𝑟𝑟𝑛𝑛𝐿𝐿)                     (6.9) 
 
∫ 𝑤𝑤(𝑠𝑠)2𝑑𝑑𝑠𝑠 = 1𝐿𝐿0                               (6.10) 
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By substituting Equations 6.5 and 6.10, into the Equation of motion (6.1), multiplying by mode 
shape 𝑤𝑤(𝑠𝑠), integrating over the entire domain length of the beam, and utilizing the 
orthonormal properties of the linear mode shapes, the following term is obtained 
 
𝐸𝐸𝐸𝐸𝑟𝑟𝑛𝑛
4𝑢𝑢 =  𝐹𝐹(𝑡𝑡𝑏𝑏+𝑡𝑡𝑐𝑐)
2
[𝑤𝑤′(𝑠𝑠1) − 𝑤𝑤′(𝑠𝑠2)]  
 
𝑢𝑢 =  𝐹𝐹(𝑡𝑡𝑏𝑏+𝑡𝑡𝑐𝑐)
2𝐸𝐸𝐸𝐸𝑟𝑟𝑛𝑛
4 [𝑤𝑤′(𝑠𝑠1) − 𝑤𝑤′(𝑠𝑠2)]                (6.11) 
 
Where ‘𝑢𝑢,’ is the normalized deflection of the system, and by applying Equation (5.9) in 
Chapter 5, defining the dimensional experimental deflection of the beam, ?̂?𝜂, as per the obtained 
output voltage signals from the Piezoresistive elements, 𝑢𝑢 is then obtained. [253, 256-258]: 
 
𝑉𝑉𝑐𝑐𝑜𝑜𝑡𝑡 =  𝑉𝑉𝑖𝑖𝑛𝑛 ∆𝑅𝑅𝑅𝑅 =  𝑉𝑉𝑖𝑖𝑛𝑛 𝜎𝜎 𝜋𝜋 =  𝑉𝑉𝑖𝑖𝑛𝑛 3𝐸𝐸𝑡𝑡2𝐿𝐿2  ?̂?𝜂 𝜋𝜋                   (6.12) 
 
?̂?𝜂 = 𝑢𝑢 𝑤𝑤(𝐿𝐿)                     (6.13) 
 
The deflection at length L of the beam is defined by 𝑤𝑤(𝐿𝐿). Obtaining the experimental reading 
of the deflection of beam due to cellular motility, would give the contractile force, F, 
experienced by the beam (Equation 6.11); hence, the effective contractile force of the cell, 𝐹𝐹𝐶𝐶, 
is obtained by 
 
𝐹𝐹𝐶𝐶 =  2𝐹𝐹𝐹𝐹�𝑑𝑑𝐶𝐶2 �2𝑏𝑏(𝑠𝑠2−𝑠𝑠1)                              (6.14) 
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Where, 𝑑𝑑𝐶𝐶 and b respectively represent cellular diameter, and width of the beam. A numerical 
algorithm in Appendix C.3.1 is developed in Maple (Maplesoft, Ontario, Canada) to solve for 
𝐹𝐹𝐶𝐶 with respect to the experimentally obtained deflections of the beam.    
 
6.5 Materials and Methods 
 
As thoroughly described in Chapter 4, all cells were cultured as per the American Type Culture 
Collection (ATCC) protocols. Cells were examined in Moxi Z (ORFLO Technologies, WA, 
USA), a mini-automated-cell counter utilized to investigate viability, volume, and size of a cell, 
as well as cell’s concentration within a given fluid medium. The cantilever-based 
biomechatronic platform was filled with DI water to eliminate any resultant biological or 
microfabrication related debris from the system. A sterilization process was performed with 
ethanol for the entire microdevice. At last, PBS wash was carried out to improve system’s 
biocompatibility, and then the platform was left to dry.  
Keyence VHX-2000ES digital microscope (Keyence, Milton Keynes, UK) was employed 
to investigate the topography, and heights of each cell line via the built-in change-of-focus 
mechanism featured in the Keyence microscope. A serial dilution approach was carried out as 
described in Chapter 4, where the digital microscope was used to register the coordinate 
location of each viable cell within a culturing well, allowing flexibility in extracting a single 
cell via a micropipette. A trypan blue dye marker was applied to investigate cell’s viability. 
The Keyence VHX-2000ES was employed through its change of focus mechanism to 
investigate the deflection of the tip of the beam, and compare the results with the obtained 
defections from the Wheatstone bridge reading. The results were in good agreement, which 
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added confidence to the microfabricted cantilevers’ Piezoresistive elements in registering the 
deflection of the beam. 
Scanning Electron Microscopy (SEM) has been performed in low vacuum chamber 
(avoiding cellular burst), where cells were fixed in 6% (w/v) paraformaldehyde (sigma) for 25 
minutes, and washed in phosphate buffered medium, whereas typical protocol of dehydration, 
fixation, and gold sputtering were eliminated [275]. SEM images of cells were obtained, to 
investigate their morphology in terms of their heights, and maximum contact surface area with 
a flat substrate. 
The in vitro experiments were carried out under clean room conditions. Electromagnetic 
wave interferences were measured via EMF meter, and was found negligible (10−13 Tesla). 
The experimental setup was the same as the one described in the previous chapter. However, 
on the contrary to Chapter 5, gold electrode patterned on glass substrate with associated copper 
springs were not employed (no DC voltage injection), since in Chapter 5 the aim was to 
enhance sensitivity of the beam by imposing electrostatic force (pulling cantilever downward), 
whereas Chapter 6 addresses cell contractile force which is causing a transverse deflection 
upward (Figure 6.3). All signals of the electronic connections were examined via a multi-meter 
device. The experiments were performed on an anti- vibration table to eliminate any source of 
vibrational noises to be induced to the measurement domain.   
The measurements were recorded at various stages: biomechatronic platform without 
media and cell (stage 1), biomechatronic platform with media only (stage 2), and 
biomechatronic platform with media and cell (stage 3). Such process allowed arriving at the 
distinctive cellular motility signals; furthermore, such methodology has eliminated noises, and 
by using triangle smoothing algorithm, the obtained voltage signals were clearly read. A 
culturing and growth medium was added to the microfluidic chamber culturing reservoir inlet. 
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A viable cell extracted from the serially diluted process was then loaded to the functional layer 
of the microcantilever via the opening window on top of the microfluidic domain. When a cell 
was loaded on the functional layer of the microcantilever, the cell got attached, and then 
adhered to the functional surface of the cantilever, and finally initiated motility signals at 
different time intervals were recorded, which varied from one cell line to the other. Some cell 
lines within the microdevice were kept in incubators for one-full day. At a final stage, trypsin 
was injected into the system to detach the cell from the cantilever functionalized surface, 
followed by DI water filling, sterilization, and PBS wash, for miniaturized device reusability. 
 
6.6 Results and Discussions  
 
Well-established-eight-melanoma cancer cell-line models of unique genetic complexities, and 
genomic mutations have been investigated in terms of their morphologies, as well as their 
cellular contractile forces: SK-MEL-1, A-375, G-361, WM-115, NM2C5, M4A4, M4A4 LM3-
4 CL16 GFP (CL 16), and M4A4 LM3-2 GFP (LM3). In addition, a well-documented breast 
cancer adenocarcinomas, MDA-MBA-231 (late metastasis), has been utilized as a calibration 
model, when extracting the cellular contractile force, as a resultant correlation with the 
deflection of a microcantilever beam.     
As the cell is loaded on the functional surface of the miniaturized cantilever, extracellular 
matrix (ECM) is developed between the cell, and cantilever’s functional surface substrate. 
After that, the cell is adhered, then active polymerization, as well as cellular AF-myosin motor 
(actomyosin) interaction, contribute in cell’s motility. The experimental analyses in Chapter 5, 
in terms of cantilever’s bending due to electrostatic force, have greatly contributed into 
allocating signals that correspond to negative slope (bending downward), as opposed to signals 
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associated with positive slope due to cellular compressive surface stresses, imposed on the 
cantilever functional surface (upward transverse deflection).  
Prior to discussing the findings on cellular contractile forces at different stages of 
melanoma, morphology analyses have been carried out by SEM and Keyence microscope. The 
cellular morphology has been evaluated in terms of its steepness that is in terms of its height 
(thickness), and contact surface area. As in [64], it has been demonstrated experimentally that 
having a considerable contact surface area, where the cell is spreading over, shall favour cell’s 
viability, growth, and motility, whereas smaller area would lead to cell’s apoptosis. This is also 
in agreement of the premise of Chapter 2 (LoC) in assuring exchange of oxygen and nutrients 
for cells, and disposing carbon dioxide out of the system, within a sufficient space to maintain 
cell viability. Figure 6.4 illustrates the depth compositions, and 3D pattern configurations, 
generated by Keyence microscope, as well as SEM images of melanoma cells.  
The aims of the morphology analyses are to investigate cellular contact surface areas with 
flat substrate, and heights of cells; also the objective is to examine the status of these two 
geometrical factors as cells differ in their heterogeneities (advancement in the stage of 
metastasis).   
 
 
 
 
 
 
 
 
 
 
(A) 
 
 
 
 
 
 
 
 
 
 
(B) 
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Fig. 6.4 Investigation of cellular heights and their contact surface areas via the analyses of SEM images 
of (A) M4A4, (B) SK-MEL-1, (C) CL16, and (D) NM2C5, as well as depth compositions, and 3D 
pattern generated microscopic images of (E) LM3, (F) A375, (G) MDA-MB-231, (H) CL16, (I) 
NM2C5, (J) MCF7, (K) WM115, (L) SK-MEL-1, (M) G361, and (N) M4A4.  
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The metastasis heterogeneity of the eight melanoma cell lines, as well as breast 
adenocarcinoma cell (MDA-MB-231) have been thoroughly discussed in Chapter 4. Through 
SEM, microscopic depth composition analyses, and results obtained from Moxi Z, cell-line 
models have been characterized in terms of their average diameters, thicknesses (heights), and 
contact surface areas with the flat substrate. It has been noticed that cells’ morphologies get 
steeper and steeper, as the level of metastasis increases that is cells spread more as they are at 
an advanced stage than if they were at an early one. The average cells’ diameter get 
comparatively larger and larger as cells advance from a non-metastatic stage towards a highly 
metastatic phase. On the contrary, the average thickness (height) of the cells decreases as they 
progress in the metastatic stages. Accordingly, the cellular contact surface area with a flat 
substrate increases, as cells progress throughout the stages of non-metastatic, early, 
intermediate, late, and highly metastatic stage. Table 6.1 summarizes the morphology 
characteristics of the different stages of melanoma cellular metastasis. 
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Morph. 
        
       Non- 
   Metastatic 
    
   Early Stage  
   Metastasis  
  
 Intermediate  
   Metastasis 
        
         Late  
    Metastasis 
        
       Highly  
    Metastasis 
 
 
Stage 
 
NM2 C5 Averaged for 
M4A4, 
WM115, G361, 
SK-MEL-1 
M4A4LM3-
2GFP (LM3) 
A375 M4A4LM3-
4CL16GFP 
(CL16) 
Cell-
Line 
13.400 µm 17.2 µm 17.7 µm 19.80 µm 20.25 µm 𝑑𝑑𝑎𝑎𝑖𝑖𝑎𝑎 
18.200 µm 16.4 µm 14.2 µm 11.21 µm 7.308 µm 𝑡𝑡𝐶𝐶 
0.141 nm𝟐𝟐 0.232 nm2  0.246 nm2 0.308 nm2 0.322 nm2 𝜌𝜌𝑎𝑎𝑖𝑖𝑎𝑎 
 
Table. 6.1 Characterization of different stages of cancer metastasis based on their morphology, where  
𝑑𝑑𝑎𝑎𝑖𝑖𝑎𝑎 is average diameter, 𝑡𝑡𝐶𝐶 is average thickness/height of a cell, and  𝜌𝜌𝑎𝑎𝑖𝑖𝑎𝑎 is average contact 
surface area.    
 
The obtained findings of cellular morphology confirm the viscoelastic characteristics of 
cells. As shown in Figure 6.5, the morphology varies from one stage to the other, as cells mostly 
experience smooth round shape at early stages of the metastasis, and then they elongate at late 
stages. Yin et al. [298] have developed high throughput imaging, and computational methods 
in analyzing cells’ morphologies, and they have investigated the role of subset genes in cellular 
configurations; they were successful in allocating a subset of genes, among them tumor 
suppressor gene PTEN, within human metastatic melanoma cells, which would provide a better 
understanding of the role of genes on defining cellular shape. They have managed to categorize 
various cellular configurations: normal rounded, elongated, bipolar, spindle-shaped, small tear-
drop shapes, large with smooth edges, and very large flat cells of irregular/non uniform edges. 
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(A)                              (B)   
 
Fig. 6.5 (A) Non-metastatic NM2C5 smooth rounded morphology, and (B) Elongated late invasive 
malignant melanoma, A375.   
 
Analyzing cell’s configurations, in conjunction with its associated contractile force, would 
significantly assist in understanding the metastatic aspect of the cancer disease pathogenesis: 
contributing in cell’s motilities and penetrations through other tissues and organs. Equations 
6.11-6.14 are utilized to obtain the contractile force of a cell based on the obtained voltage 
signals from the Piezoresistive elements of the Wheatstone bridge. The developed numerical 
algorithm in Appendix C.3.1 provides a solution of the compressive force developed on the 
cantilever with respect to the normalized deflection.   
The contractile force, of well-documented cell-line model in literature, MDA-MB-231, is 
first measured, and found to be -3.87 + 0.4 µN (Mean + SD, n = 3), which is within the range 
of magnitude of the published finding of the contractile force for this cell line in literature (5 
µN) [281]. The MDA-MB-231 cell-line model has been used as a calibration model: testing 
the reliability of the proposed microcantilever based biomechatronic system. The discrepancy 
could be attributable to the constant changes in the viscoelastic form of the cell with time, and 
the different mathematical approach that had been pursued in arriving at the contractile force 
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by considering the surface stress loading on the cantilever surface [281]. However, considering 
the surface stress loading experienced by the beam accounts for the entire compressive surface 
stresses exerted at the entire width, and effective length of the beam. Therefore, in this study, 
the cellular contractile force is measured as per the area the cell occupies, where the effective 
cellular compressive surface stresses are applied. This is achieved by utilizing the Heaviside 
step function [295].  
The obtained results of the contractile force of MDA-MB-231 has added confidence in the 
methodology pursued, and the performance of the developed biomechatronic system. The 
contractile forces of the eight-melanoma-cancer-cell lines of different genomic mutations have 
been characterized, and summarized in table 6.2. It has been demonstrated that the higher the 
diameter of the cell, the higher the contractile force exerted on the cantilever surface. The 
negative sign of the obtained contractile force indicates the compressive force characteristic 
experienced by the cell during its migration, upon which cellular motility is invariant in time 
from one cell to the other. The output voltage signal from the Piezoresistive elements of the 
Wheatstone bridge, after cell attachment and reaching steady state, confirms that beam has 
experienced a positive transverse deflection due to cell migration. It has been noted that the 
output voltage signal has increased considerably for the late and highly metastatic melanoma 
cell lines. However, it has been illustrated that there is a slight change between early stage and 
intermediate in terms of contractile force magnitude.               
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Cell-Line Model 
 
 
Level of Metastasis 
 
𝑭𝑭𝑪𝑪 (µN) 
Mean + SD 
 
n 
 
𝑽𝑽𝒎𝒎 (mV) 
Mean + SD 
 
 
n 
MDA-MB-231 Invasive metastasis  -3.870 + 0.400 3 - 25.95 + 1.05  17 
NM2 C5 Non-metastatic -0.268 + 0.006 5 - 52.62 + 1.53  17 
M4A4 Early stage melanoma  -0.314 + 0.010 5 - 46.67 + 0.64  15 
WM115 Low metastasis  -0.329 + 0.005 4 - 42.28 + 0.26  10 
G361 Primary metastasis -0.347 + 0.002 3 - 34.32 + 0.86  14 
SK-MEL-1 Primary metastasis -0.376 + 0.001 4 - 32.23 + 1.81 12 
M4A4LM3-2GFP Intermediate metastasis -0.428 + 0.003 5 - 32.03 + 1.25 12 
A375 Late invasive malignant -3.000 + 0.003 3 - 17.25 + 0.38  17 
M4A4LM3-4CL16 
GFP 
Highly invasive metastasis  -4.830 + 0.150  4 - 9.390 + 0.32  12 
 
Table 6.2 Contractile force and cell-membrane potential of different stages of cancer.       
 
As demonstrated in Table 6.2, the cellular contractile force of a cell increases, as the cell 
advances in the metastatic stage – cell is becoming more aggressive and invasive. Furthermore, 
in correlation with the obtained results of Chapter 4, the increase of the contractile force 
accompany a decrease in the magnitude of the associated cell-membrane potential. From the 
morphological analyses described in this chapter, a cell becomes steeper; its contact surface 
area increases and its thickness decreases: if it is at a very late metastasis stage than if it were 
at an early one. Therefore, these experimental findings have investigated the raised hypothesis 
at the early chapters, which demonstrate that as cells progress in the metastasis stages, they 
become more aggressive/more invasive, and their motility and eventually their contractile 
forces increase. This would yield, on the other hand, a decrease in the cell-membrane potential. 
Furthermore, such approach in extracting the cellular contractile force has succeeded in 
differentiating in terms of the degree of metastasis severity between the closely related G361, 
and SK-MEL-1 primary metastasis cell line.  
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As per the analyses carried out in Chapter 3, as cells ascend in their metastatic potential, 
their depolarized activities increase: resulting in an excess of cytoplasm positivity of a cell, 
which is also interlinked to increase activities of 𝑁𝑁𝑁𝑁+ ion channels [108, 112, 118, 119, 121, 
144, 146]. This could justify the highly active polymerization process, experienced within 
advanced-stage-cancerous cells as opposed to less aggressive ones that would yield cellular 
motility. However, this requires in-depth analyses on the oncogene mutation of these cell-line 
models, which would be the target of future extension of this work.               
 
6.7 Conclusion and Future Trends  
 
In this chapter, different mechanisms of cell’s motilities have been discussed; cell’s migration 
contributes into many human diseases, among them is cancer. To clearly present the cellular 
motility stages, a description of cell’s cytoskeleton is presented. Furthermore, various 
approaches of quantifying cellular contractile force has been illustrated.  
Driven by the merits associated with the Piezoresistive cantilever-based sensor, a 
biomechatronic platform is designed, and further developed to extract the contractile force of 
eight-melanoma-cell-line models. This chapter presents a novel contribution in computing the 
contractile force of a cell based on a Heaviside step function H(s), and pin-force model. 
Furthermore, to the best of the author’s knowledge, this is the first time that the heterogeneity 
of eight melanoma cell lines are being characterized based on their contractile forces, and then 
such forces are correlated to their associated cell-membrane potentials, as well as cellular 
morphologies.  
It has been demonstrated that as a cell advances in metastatic stages, its contractile force 
increases, and its associated morphology changes by becoming steeper with higher contact 
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surface area. Therefore, this chapter concludes the investigation of the hypothesis that as a cell 
progresses in metastatic stage, its contractile force increases and its morphology becomes 
steeper, whereas its cell-membrane potential decreases.   
Understanding the physics of cellular contractile force could assist in allocating a 
pharmaceutical substance that would inhibit cellular motility: refrain cancer metastasis in 
forming a secondary tumor at a distant metastatic organ or tissue. In a general term, 
comprehending the physics associated with the loss of contractile force, e.g., in cardio diseases, 
could contribute in developing a miniaturized cell-driven motor system as proposed in [275]. 
The findings of this chapter would be extended to study the effect of substrate surface 
topography and rigidity, and their impact on cellular mechanobiology [299]. Furthermore, 
cellular modulus of elasticity, a measure of cellular resistance to elastic deformation, and its 
impact on nature of the disease will be thoroughly examined.  
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 "The whole history of science has 
been the gradual realization that 
events do not happen in an 
arbitrary manner, but that they 
reflect a 
certain 
underlying order, which may or 
may not be divinely inspired." 
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Chapter 7: Summary, Conclusion, and Future Work  
 
Two novel, highly versatile, biomechatronic platforms have been designed, modeled, and 
further developed to characterize the electrophysiology and mechanobiology of cells. 
Dedicated microelectronics together with customized software have been attained to 
functionalize, and empower the two biomechatronic systems. Furthermore, detailed 
microfabrication processes are illustrated to construct the miniaturized mechanical components 
of the biomechatronic platforms. A number of in vitro experiments were conducted to extract 
the cell-membrane potential, mass, and cellular contractile force. The first biomechatronic 
platform consists of a microfluidic and multi-electrode arrays (MEAs) module to characterize 
the biophysics of cells, whereas the second platform, of a microcantilever base with an 
embedded Piezoresistive Wheatstone bridge and microfluidic module, is utilized to quantify 
the mass and contractile forces of cells. 
Various well-characterized melanoma cancer cell lines, with varying degrees of genetic 
complexities have been utilized: SK-MEL-1 (primary malignant metastatic melanoma), A375 
(late invasive malignant melanoma), G-361 (primary malignant melanoma), WM-115 (low 
metastasis melanoma), NM2C5 (weakly/virtually non-metastatic melanoma), M4A4 (early 
stage metastatic), M4A4 LM3-2 GFP (intermediate stage second lung metastasis), and M4A4 
LM3-4 CL16 GFP (highly metastatic third generation lung metastasis). In addition, well-
documented cell models within literature, breast cancer adenocarcinoma human (homo sapiens 
MDA-MB-231), and early stage breast cancer (MCF7) have been used as calibration-cell 
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models for the microfabricated biomechatronic platforms on the basis of extracted cell-
membrane potential and contractile force. 
Contractile force is mainly responsible about cell motility, and it is initiated by cell 
signaling, where cell-membrane potential plays a dominant role in instructing cells to mobilize 
via electrochemical signals. It has been concluded in this study that as cancer cell progresses 
to ascending metastatic stages (healthy to late metastasis), the cell contractile force increases, 
while its associated cell-membrane potential decreases in magnitude, and its morphology gets 
steeper (higher surface contact area and lower cellular height). Additional in vitro experiments 
will be conducted on other types of cancer as well to confirm such findings. Furthermore, it 
has been illustrated that higher metastatic cells are more massive than those at early stages of 
metastasis.     
The proposed versatile bio-mechatronic platforms could be utilized in various fields such 
as cardiology, immunotherapy, astrobiology, and biophysics. The novelties flourished within 
this work are manifested in fivefold: (1) developing a mathematical model that utilizes a 
Heaviside step function, as well as pin-force model to compute the contractile force of a 
biological cell, (2) deriving an expression of cell-membrane potential based on Laplace and 
Fourier Transform and their Inverse Transform functions by encountering Warburg diffusion 
impedance factor, (3) microfabricating novel biomechatronic platforms with associated 
microelectronics and customized software that extract cellular physics and mechanics, (4) 
developing a label-free biomarker, (5) to the first time in literature, and to the best of the 
author’s knowledge, discriminating different stages and morphology of cancer cell melanoma 
based on their cell-membrane potentials, and associated contractile forces.  
In addition to the investigated applications of the developed biomechatronic platforms 
within this research, the fabricated miniaturized devices are designed and developed to be 
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highly versatile; therefore, this could easily extend the work within this research to perform 
cell manipulation, facilitate in vitro stem-cell proliferation, identify cell signal propagation, and 
examine cell-cell communication via electrical means through MEAs patterned on glass 
substrate. Furthermore, the microfluidic chamber will be enhanced to provide an optimal 
environment of cell incubation throughout the experiment based on the requirements of cell’s 
viability illustrated in Chapter 2. Furthermore, the effective functional layer of the 
microcantilever will be coated to analyze antibody/antigen binding mechanism, and correlate 
the mechanical deflection of the beam to the identification of a vaccine based on such binding. 
Finally, driven by the work of Nayfeh et al. [198], the claimed enhancement of sensitivity of 
the miniaturized deflection of the beam by injecting harmonic AC potential, superimposed to 
a static DC voltage, will be investigated experimentally.     
To comprehensively conclude the findings of this research in drawing the correlations 
among electrophysiology, morphology, and contractile forces of cells, this research study will 
be extended to investigate and discuss the interrelation of oncogenes’ mutations within each 
stage of melanoma cells, experiencing different metastases, which are mainly responsible about 
melanoma cells’ motilities. Two oncogenes are of a great interest to examine: JAK and STAT3 
[276, 300-302].  
The Janus Kinase (JAK) family of non-receptor tyrosine kinases (NRTKs) is responsible 
for actomyosin contractility force for cell’s migration [300]. STAT3 is a downstream signal 
transduction resulted from the activation of JAK [300, 301]. STAT3 is part of the signal 
transducer and activator transcription 3 family, and it plays a major role in cell’s motility, 
immune response, anti-apoptosis, and proliferation [302]. It is also believed that JAK/STAT 
preserves tumorigenesis, and at some events stimulates tumor angiogenesis [276]. Thus, 
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inhabitation of JAK/STAT signal pathway could arrest cellular mitosis, and thus prevent cancer 
from invading tissues and others organs.  
An immune assay approach shall be utilized to investigate the role of JAK/STAT on the 
proposed 8 melanoma-cell lines’ motilities, by measuring their activities, functions, inhibitions, 
and knockdowns. A proposed ELISA assay (eBioscience, SD, USA) will be utilized to capture 
the phosphorylated human STAT3 within cell lysates. The STAT3 activity will be correlated 
to the extracted electrophysiology of the melanoma cell, and its associated contractile force 
measurement.     
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Appendix A: Glossary 
 
 
A. 
 
 
Adenocarcinoma 
 
Initiation of cancer within the glandular tissues. 
Angiogenesis 
 
A new formation of blood vessels. 
Antigen 
 
 
A substance that forces an immune system to produce an antibody 
against it. 
Apoptosis  
 
Programmed cell death.  
Arteries 
 
  
Blood stream flow from heart towards other parts of the mammalian 
body. 
B. 
 
 
Benign cancer  
 
Neoplastic growth that does not metastasize – no invasive capacity. 
Biomarker  
 
A biological marker. 
C. 
 
 
Carcinomas Malignant cancer initiates within the epithelial tissues lining the 
entire human body skin, internal structure, and cavities and mostly 
diagnosed with adults and rarely with children; it has 5 different 
types: basal (skin outer layer), squamous (skin and other organs), 
renal (kidney origin), ductal (originates in the breast milk duct non-
invasive 'in situ' in its place of origin), invasive ductal (migrates to 
outside tissue of breast duct).   
 
Cell confluence  
 
Cellular dense culture that no longer proliferates. 
Contralateral cancer The reoccurrence of cancer in “the opposite breast side.”  
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D. 
 
Dark signal noise  A current that is attributable to electric field sweeping of 
stochastically initiated electrons and holes in the depletion layer of 
photosensitive platforms.   
   
E. 
 
 
E-cadherin 
 
Cell-cell adhesion protein.  
 
Electroosmosis 
 
Movement of polar fluid within cell membrane. 
 
Electrophoresis 
 
Movement of particle molecules within a medium due to electric 
field. 
 
Electroporation 
 
Increase in conductivity and dielectric property of a cell membrane 
due to applied electric field. 
 
Endometrial cancer  
 
Cancer within the tissue lining the uterus.  
 
Extracellular matrix 
(ECM)  
 
Extracellular component of the cellular domain and between cells.  
 
 
F. 
 
 
Fibroblasts 
 
 
Connective tissue cells that can engineer and reconstruct damaged 
tissues. 
 
G. 
 
 
 
Gap junction 
 
A physical biochemical connection among cell networks.  
 
Gastric carcinoma  
 
 
 
A malignant tumor initiated from the epithelium of the stomach. 
 
271 
 
 Glossary  
 
 
H. 
 
 
Hematogenous 
 
Spreading mechanism through blood. 
 
Hepatocellular 
carcinoma 
 
A liver cancer.  
 
I. 
 
 
Ipsilateral 
 
Redevelopment of cancer “on the same side.”  
 
Isogenic 
 
Genetically alike. 
 
L. 
 
 
Lymphatic vessels  
 
Hair-like capillaries, thin walled of a valve structure that 
functionalize as storage, filter, and transporter of lymph (fluid), 
containing plasma and cells: maintaining normal blood pressure 
and volume. 
 
M. 
 
 
Macrophages 
 
Phagocytic cells. 
 
Malignant Cancer  
 
A cancer that replicates and invades, attacking neighboring cells 
and tissues through blood vessels, and incursion of lymph nodes. 
 
Minuscule  
 
Interconnecting capillaries between veins and arteries, which are 
comparable to the size of a cell. 
 
Mitosis 
 
The cell proliferation mechanism.  
 
Morphogenesis 
 
The process of forming an organism where proliferated cell is 
marching toward forming a tissue or organ.  
 
Myosin motors  
 
A molecular motor converting chemical energy (ATP to ADP) to 
mechanical work exerted on AFs, yielding a contractile force 
pushing cell forward. 
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N. 
 
Navier-Stokes 
equation 
A mathematical formula that describes the kinematics and kinetics 
of a fluid flow.  
 
Neutrophils  Phagocytic white blood cells. 
 
O. 
 
 
Oncogene  A mutated form of a normal proto-oncogene that promotes the 
malignant phenotype. 
 
Osmotic pressure 
 
A force per unit area required to achieve a stabilized solute 
concentration resulted from solvent molecules’ movement via 
partially permeable membrane to a higher solute concentration. 
 
P. 
 
 
p53 A protein responsible for the apoptosis process of cells, in which a 
single allele damage is sufficient. 
 
Pathogenesis  
 
The initiation of a disease. 
 
Perfusion  
 
A process in which nutrients, oxygen, and cell growth factors are 
provided to cells, and wastes such as C𝑂𝑂2, insoluble cell debris are 
removed from the system.  
 
Polymerization 
 
Actin polymerization is a process of extension of the positive end 
in a higher rate than the negative one based on actin monomer 
concentration.  
 
Proto-oncogene Normal gene. 
 
S. 
 
 
Sarcomas 
 
A fleshy growth malignant tumor initiated from soft tissue and 
bone.   
 
Serosal surfaces 
 
A fine membrane consisting of layers of cells to reduce friction 
among organs.  
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T. 
 
 
Transcoelomic 
 
Across the peritoneal cavity which is the space within the two 
membranes segregating the organs in the abdominal cavity from the 
abdominal wall.  
 
Tumor Suppressor 
Gene (TSp53)  
 
Genes encoding proteins required for regulation of normal cell 
growth and differentiation. Deletion or inactivation promotes the 
neoplastic phenotype.  
 
 
V. 
 
 
Vein endothelial A type of cell initiated from endothelium (cellular thin layer) of 
veins [66]. 
 
Veins  
 
Backward blood flow stream from body towards heart.  
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Appendix B: Nomenclature 
 
 
B.1 Electrophysiology of Cells 
 
𝐶𝐶𝑚𝑚 Capacitance of cell membrane 
 
𝐶𝐶𝑤𝑤 Capacitance of Warburg diffusion (leakage of charge) 
 
𝐶𝐶𝑚𝑚𝑚𝑚 Equivalent capacitance of Warburg and cell membrane capacitors 
in parallel 
 
𝑅𝑅𝑚𝑚 Resistance of cell membrane 
 
𝑅𝑅𝑤𝑤 Resistance of Warburg diffusion (leakage of charge) 
 
𝑅𝑅𝑚𝑚𝑚𝑚 Equivalent resistance of Warburg and cell membrane resistors in 
series 
  
𝑅𝑅𝑖𝑖 
 
Longitudinal intracellular resistance of the biological cell 
𝑅𝑅𝑜𝑜 Longitudinal resistance to current flow 
 
𝑅𝑅𝑚𝑚 
 
Resistance of the buffered medium 
𝐼𝐼𝑖𝑖𝑖𝑖 Effective current injected from a stimulated electrode  
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑜𝑜  Exterior current from node ( j -1) to node ( j )  
 
𝐼𝐼𝑗𝑗−1,𝑗𝑗𝑖𝑖  Interior current from node ( j - 1 ) to node ( j )  
 
𝐼𝐼𝑜𝑜 Exterior current 
 
𝑉𝑉𝑗𝑗
𝑚𝑚 Membrane potential  
 
𝑉𝑉𝑗𝑗
𝑖𝑖 Intracellular potential  
 
𝑉𝑉𝑗𝑗
𝑜𝑜 Extracellular potential 
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B.2 Beam’s Theory (Pull-In Phenomena) 
 
 
𝑉𝑉𝐷𝐷𝐷𝐷 Dc induced potential 
 
𝑉𝑉𝐴𝐴𝐷𝐷 Harmonic force excitation 
 
L Equilibrium length of the beam 
 
𝐿𝐿�𝐷𝐷 Length of the paddle  
 
𝑥𝑥�𝐷𝐷 Inertial reference frame defining the center of mass of the paddle 
 
𝜀𝜀 Permittivity of free space (vacuum) 
 
C Center of mass of the paddle, which is distanced at 𝐿𝐿�𝐷𝐷 = 𝑥𝑥�𝐷𝐷 − 𝐿𝐿 
 
S Body fixed coordinate: intermediate reference frame fixed to the  
rigid body 
  (𝑥𝑥�,𝑦𝑦�, ?̂?𝑧) Inertial (reference frame) coordinates  
 
E Modulus of elasticity of the beam 
 
𝜌𝜌 Density 
 
D Gap distance separating the paddle and stationary electrode 
 
H Thickness of the beam and paddle (plate)  
 
b Width of the beam 
  
𝐴𝐴𝑏𝑏𝑚𝑚𝑏𝑏𝑚𝑚 Cross-sectional area of the beam = bh 
 
𝜌𝜌𝐴𝐴𝑏𝑏𝑚𝑚𝑏𝑏𝑚𝑚 Mass per unit length of the beam 
 
𝑀𝑀�  Mass of the paddle is considered to be the effective mass of the  
system 
 
J Mass moment of inertia of paddle =1 3� 𝑀𝑀�𝐿𝐿�𝐷𝐷2  
 
𝑏𝑏𝑃𝑃 Width of the paddle  
 
NA Neutral axis 
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I Second moment of cross-sectional area about NA =
𝑏𝑏ℎ3
12
 
 
?̂?𝜂(𝑥𝑥�, ?̂?𝑡) Transverse (lateral) displacement: independent and complete  
generalized coordinate of beam depicting temporal and spatial  
transverse displacement 
  
?̂?𝜂𝐷𝐷(𝑥𝑥�𝐷𝐷 , ?̂?𝑡) Spatial and temporal displacement of the center of mass of the  
paddle 
 
𝜃𝜃𝐷𝐷  Transverse rotational angle about neutral axis = slope of the tip  
of the continuous beam =  𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
 
 
𝜉𝜉 Dimensional parameter 
 
𝜉𝜉 Normalized parameter 
 
 
B.3 Contractile Force 
 
H(s)       Heaviside step function 
 
EI       Stiffness factor 
 
𝑆𝑆1       Starting coordinate of a cell with respect to the beam’s fixed end   
   
𝑆𝑆2       Ending coordinate of a cell with respect to the beam’s fixed end   
 
𝑡𝑡𝑏𝑏       Thickness of a beam  
  
𝑡𝑡𝑐𝑐       Thickness of a cell (height) 
 
?̂?𝜂(𝑠𝑠, 𝑡𝑡)       Transverse deflection of a beam 
 
𝑞𝑞(𝑠𝑠, 𝑡𝑡)       Total resultant distributed load on a beam 
 
M       Uniformly distributed bending moment acting on a beam 
 
𝜂𝜂       Beam’s deflection 
  
𝑢𝑢(𝑡𝑡)      Generalized temporal coordinates 
  
𝑤𝑤(𝑠𝑠) 
 
     Orthonormal mode shapes of a cantilever beam 
𝑟𝑟𝑖𝑖      Frequency (1/meter)  
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𝑤𝑤(𝑠𝑠)      Mode shape  
 
𝑢𝑢      Normalized deflection 
 
𝑤𝑤(𝐿𝐿)      Deflection at length L of the beam  
 
F 
 
     Beam’s contractile force  
𝐹𝐹𝐷𝐷      Effective contractile force of a cell 
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C.1.1  
Cell-Membrane 
Potential  
(Maple Algorithm) 
 
280 
 
> 
(4)
(3)
(2)
1
1
1
1
1
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(5)
(4)
0
20
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C.1.2  
Cell-Membrane 
Potential  
(Matlab M-File) 
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C.2  
Pull-In Phenomena 
(Regeneration of the results 
obtained in [198])  
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(1)
(4)
> 
> 
> 
> 
> 
(3)
(2)
restart:
V[dc]=7;
a[b]:=5E-6;b[b]:=1.5E-6;d:=4E-6;L[l]=250E-6;L[p]:=1/5*L[l];a[p]:=
20E-6;b[p]:=1.5E-6;rho:=2300;E:=160E9;epsilon:=8.85E-12;A[b]:=a
[b]*b[b];II:=1/12*a[b]*b[b]^3;L[c]:=1/2*L[p];M:=a[p]*b[p]*rho*L
[p];J:=1/3*M*L[c]^2;
alpha[1]:=epsilon*a[p]*L[l]^4/(2*E*II*d^3);ah:=a[b]/d;Lh[c]:=L[c]
/L[l];Gamma:=2*Lh[c];Mh:=M/(rho*A[b]*L[l]);
eq1:=6*A+2*B=alpha[1]/(3*A+2*B)^2*V[dc]^2*(Gamma*(3*A+2*B)/(1-A-
286
(5)
> 
(6)
(4)
> 
> 
> 
> 
(7)
B-Gamma*(3*A+2*B))-ln((1-A-B)/(1-A-B-Gamma*(3*A+2*B))));
eq2:=6*A=-(alpha[1]*V[dc]^2)/(3*A+2*B)*(1/(1-A-B-Gamma*(3*A+2*B))
-1/(1-A-B));
Digits:=20;
S22:={A = -.29609108669429914117e-3, B = 
.97710690337665423008e-3};
S22:={A = -.29609108669429914117e-3, B = 
.97710690337665423008e-3};
L[l]:=250E-6;
V1:=.6;
S22:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=subs(S22,
A),B=subs(S22,B)});
for kk from 1 to 25 do
L[l]:=L[l]+10E-6;
V1:=.6;N1:=1000;
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=subs(S22,
A),B=subs(S22,B)});
for i from 1 to N1 do;
V1:=i/N1*7.8+.6;
A1:=subs(S1,A);
B1:=subs(S1,B);
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=A1,B=B1});
A2[i]:=A1;
B2[i]:=B1;
V2[i]:=V1;
if (i>1) then
if (0.5<abs((A2[i]+B2[i])-(A2[i-1]+B2[i-1]))) then 
VV[kk]:=V1;
LL[kk]:=L[l];
 end if;
287
> 
> 
(4)
end if;
A2k[i,k]:=A1;
B2k[i,k]:=B1;
V2k[i,k]:=V1;
od:
plot({seq([V2[j],A2[j]+B2[j]],j=1..1000)},style=point);
od;
288
> 
> 
(4)
289
> 
> 
(4)
290
> 
> 
(4)
291
> 
> 
(4)
292
> 
> 
(4)
293
> 
> 
(4)
294
> 
> 
(4)
295
> 
> 
(4)
296
> 
> 
(4)
297
> 
> 
(4)
298
> 
> 
(4)
299
> 
> 
(4)
300
> 
> 
(4)
301
> 
> 
(4)
302
> 
> 
(4)
303
> 
(4)
> 
304
> 
(4)
> 
305
> 
(4)
> 
306
> 
(4)
> 
307
> 
(4)
> 
308
> 
(4)
> 
309
> 
(4)
> 
310
> 
(4)
> 
311
> 
(4)
> 
312
> 
(4)
> 
> 
(8)
> 
 seq(KK[i],i=1..10);
plot({seq([LL[j],VV[j]],j=1..25)},style=point);
313
> 
(4)
(10)
(9)
> 
> 
(11)
> 
> V2[3000];
i;
SS2:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=subs(S22,
A),B=subs(S22,B)});
V1;
314
> 
> 
> 
(4)
(11)
S22:={A = -.29609108669429914117e-3, B = 
.97710690337665423008e-3};
L[l]:=250E-6;
V1:=1;
S22:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=subs(S22,
A),B=subs(S22,B)});
S1:={A=subs(S22,A),B=subs(S22,B)};
for kk from 1 to 25 do
L[l]:=L[l]-5E-6;
V1:=1+.05*kk;N1:=5000;
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=subs(S1,A),
B=subs(S1,B)});
for i from 1 to N1 do;
V1:=i/N1*20+.8;
A1:=subs(S1,A);
B1:=subs(S1,B);
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=A1,B=B1});
A2[i]:=A1;
B2[i]:=B1;
V2[i]:=V1;
A2km[i,k]:=A1;
B2km[i,k]:=B1;
V2km[i,k]:=V1;
od:
plot({seq([V2[j],A2[j]+B2[j]],j=1..N1)},style=point);
od;
315
> 
(4)
(11)
> 
316
> 
(4)
(11)
> 
317
> 
(4)
(11)
> 
318
> 
(4)
(11)
> 
319
> 
(4)
(11)
> 
320
> 
(4)
(11)
> 
321
> 
(4)
(11)
> 
322
> 
(4)
(11)
> 
323
> 
(4)
(11)
> 
324
> 
> 
(4)
(11)
Error, invalid input: subs received fsolve({6*A = -.59169723752546026776e-2/
(3*A+2*B)*(1/(1-8/5*A-7/5*B)-1/(1-A-B)), 6*A+2*B = .59169723752546026776e-2/
(3*A+2*B)^2*(1/5*(3*A+2*B)/(1-8/5*A-7/5*B)-ln((1-A-B)/(1-8/5*A-7/5*B)))},{A =
-.19550679599813650999e-3, B = .64517518029667356519e-3}), which is not valid
for its 1st argument
325
(12)
> 
> 
(15)
> 
> 
> 
(4)
> 
(14)
(11)
> 
(13)
i;
V1:=8.2;N1:=1000;
A5:=-1.2;
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=-.17..-.1,
B=.4..0.5});
V1:=8.2;N1:=1000;
for i from 1 to N1 do;
V1:=-i/N1*8.4+8.2;
A1:=subs(S1,A);
B1:=subs(S1,B);
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=A1,B=B1});
A3[i]:=A1;
B3[i]:=B1;
V3[i]:=V1;
od:
V1:=8.2;N1:=1000;
A5:=-1.2;
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=-.17..-.1,
B=.4..0.5});
V1:=8.2;N1:=1000;
for i from 1 to N1 do;
V1:=i/N1*8.4+8.2;
A1:=subs(S1,A);
B1:=subs(S1,B);
S1:=fsolve({subs(V[dc]=V1,eq1),subs(V[dc]=V1,eq2)},{A=A1,B=B1});
A4[i]:=A1;
B4[i]:=B1;
V4[i]:=V1;
od:
326
> 
(15)
> 
(4)
(11)
> plot({seq([V3[j],A3[j]+B3[j]],j=1..977),seq([V2[j],A2[j]+B2[j]],
j=1..988),seq([V4[j],A4[j]+B4[j]],j=1..12)},style=point);
327
> 
> 
> 
> 
(1.1)
> 
(15)
> 
> 
(4)
> 
> 
(1.2)
(11)
> 
(16)
Digits:=10;
fd := fopen("jassem1.txt", WRITE);
for k from 1 to 988 do;
fprintf(fd, "%g,%g\n",V2[k],evalf(B2[k]+A2[k]));
od:
fd := fopen("jassem2.txt", WRITE);
for k from 1 to 977 do;
fprintf(fd, "%g,%g\n",V3[k],evalf(B3[k]+A3[k]));
od:
fd := fopen("jassem3.txt", WRITE);
for k from 1 to 12 do;
fprintf(fd, "%g,%g\n",V4[k],evalf(B4[k]+A4[k]));
od:
fclose(fd);
Error, (in fopen) file "jassem1.txt" already open
V1;
0S2:=fsolve({eq1,eq2},{A,B}, avoid = {S1});
Error, missing operator or `;`
S3:=fsolve({eq1,eq2},{A,B}, avoid = {S1,S2});
Error, (in fsolve) avoid = {S2, {A = -.63295564018497416334, B = 
2.0436233966617796306}} is an invalid option
Ws(x):=A*x^3+B*x^2;
plot(subs(S1,Ws(x)),x=0..1);
328
> 
> 
(18)
(17)
(20)
(1.1)
(15)
> 
> 
(4)
> 
> 
> 
(11)
(19)
dis:=subs(x=1,subs(S1,Ws(x)));
Xi:=1-Ws(x);
kappa:=1-Ws(x)-Gamma*diff(Ws(x),x);
C[1]:=Gamma^2/(Xi*kappa);
329
(24)
> 
> 
> 
(26)
(20)
(1.1)
(15)
> 
> 
(4)
> 
(23)
(21)
> 
(11)
(22)
> 
(25)
> 
> 
(27)
C[2]:=(-Gamma*diff(Ws(x),x)*(2*Xi-3*Gamma*diff(Ws(x),x))+2*
kappa^2*ln(Xi/kappa))/(kappa^2*diff(Ws(x),x)^3);
C[3]:=Gamma*(2*Xi-Gamma*diff(Ws(x),x))/(Xi^2*kappa^2);
phi(x):=b[1]*cos(beta*x)+b[2]*sin(beta*x)+b[3]*cosh(beta*x)+b[4]*
sinh(beta*x);
E1:=eval(subs(x=0,phi(x)))=0;
b[3]:=solve(E1,b[3]);
E2:=eval(subs(x=0,diff(phi(x),x)))=0;
b[4]:=solve(E2,b[4]);
phi(x):=eval(phi(x));
330
> 
> 
> 
(20)
(1.1)
(15)
> 
> 
(4)
> 
(11)
(28)
(29)
(27)
with(linalg):
MM:=array(1..2,1..2);
Warning, computation interrupted
omega:=beta^2;
331
(32)
> 
> 
> 
> 
(20)
(1.1)
(15)
(30)
(31)
> 
> 
> 
(4)
(11)
(34)
(33)
> 
(29)
(27)
MM[1,1]:=coeff(expand(E3),b[1]);;
MM[1,2]:=coeff(expand(E3),b[2]);;;
MM[2,1]:=coeff(expand(E4),b[1]);
MM[2,2]:=coeff(expand(E4),b[2]);
Ed:=det(MM)=0;
332
> 
> 
> 
> 
> 
(20)
(1.1)
(37)
(15)
> 
> 
> 
(39)
(4)
(36)
(11)
(34)
> 
(38)
(29)
(35)
(27)
B1:=fsolve(Ed,beta=1.7);
O1:=(B1)^2;
B2:=fsolve(Ed,beta=4.2);
O2:=(B2)^2;
B3:=fsolve(Ed,beta=6.8);
O3:=(B3)^2;
B4:=fsolve(Ed,beta=9);
O4:=(B4)^2;
B5:=fsolve(Ed,beta=12);
O5:=(B5)^2;
plot(det(MM),beta=0..15,y=-.1..0.1);
333
(40)
> 
(20)
(1.1)
(15)
> 
> 
> 
(4)
(11)
(34)
(29)
(27)
EF1:=eval(subs(beta=B1,MM[1,1]))*b[1]+eval(subs(beta=B1,MM[1,2]))
*b[2];
S2:={b[1]=solve(EF1,b[1])};
S3:={b[2]=solve(int(subs(S2,beta=B1,phi(x))^2,x=0..1)=1,b[2])[1]}
;
S21:={b[1]=solve(EF1,b[1])}:
S31:={b[2]=solve(int(subs(S2,beta=B1,phi(x))^2,x=0..1)=1,b[2])[1]
}:
334
(40)
> 
(20)
(1.1)
(15)
> 
> 
(4)
(11)
(34)
> 
(29)
(27)
> plot(subs(S2,S3,beta=B1,phi(x)),x=0..1);
Phi[1]:=subs(S2,S3,beta=B1,phi(x));
EF1:=eval(subs(beta=B2,MM[1,1]))*b[1]+eval(subs(beta=B2,MM[1,2]))
*b[2];
S2:={b[1]=solve(EF1,b[1])};
S3:={b[2]=solve(int(subs(S2,beta=B2,phi(x))^2,x=0..1)=1,b[2])[1]}
;
plot(subs(S2,S3,beta=B2,phi(x)),x=0..1);
Phi[2]:=subs(S2,S3,beta=B2,phi(x));
335
(40)
> 
(20)
(1.1)
(15)
> 
> 
(4)
(11)
(34)
(29)
> 
(27)
EF1:=eval(subs(beta=B3,MM[1,1]))*b[1]+eval(subs(beta=B3,MM[1,2]))
*b[2];
S2:={b[1]=solve(EF1,b[1])};
S3:={b[2]=solve(int(subs(S2,beta=B3,phi(x))^2,x=0..1)=1,b[2])[1]}
;
plot(subs(S2,S3,beta=B3,phi(x)),x=0..1);
Phi[3]:=subs(S2,S3,beta=B3,phi(x));
336
> 
(40)
> 
(20)
(1.1)
(15)
> 
> 
(4)
(11)
(34)
(29)
(27)
EF1:=eval(subs(beta=B4,MM[1,1]))*b[1]+eval(subs(beta=B4,MM[1,2]))
*b[2];
S2:={b[1]=solve(EF1,b[1])};
S3:={b[2]=solve(int(subs(S2,beta=B4,phi(x))^2,x=0..1)=1,b[2])[1]}
;
337
> 
(40)
> 
(20)
(1.1)
(15)
> 
> 
(4)
(11)
(34)
(29)
(27)
plot(subs(S2,S3,beta=B4,phi(x)),x=0..1);
Phi[4]:=subs(S2,S3,beta=B4,phi(x));
338
> 
(40)
> 
(20)
(1.1)
(15)
> 
> 
> 
(4)
(11)
(34)
(29)
(27)
EF1:=eval(subs(beta=B5,MM[1,1]))*b[1]+eval(subs(beta=B5,MM[1,2]))
*b[2];
S2:={b[1]=solve(EF1,b[1])};
S3:={b[2]=solve(int(subs(S2,beta=B5,phi(x))^2,x=0..1)=1,b[2])[1]}
;
plot(subs(S2,S3,beta=B5,phi(x)),x=0..1);
Phi[5]:=subs(S2,S3,beta=B2,phi(x));
339
(42)
> 
> 
(40)
> 
(20)
(1.1)
(15)
> 
> 
(4)
(41)
(11)
(34)
> 
(29)
(27)
R[1]:=12*epsilon*a[p]*L[l]^4/(E*a[b]*b[b]^3*d^3);
theta:=eval(subs(x=1,Phi[1]+Gamma*diff(Phi[1],x)));
340
> 
(40)
> 
(20)
(15)
> 
(49)
> 
> 
(46)
> 
> 
(48)
> 
> 
> 
(45)
(1.1)
(44)
> 
> 
(4)
(47)
(11)
(34)
(43)
(29)
(27)
> 
n:=1;
for i from 1 to n do;
for j from 1 to n do;
DD[i,j]:=c*int(expand(Phi[i]*Phi[j]),x=0..1);
od;
od;
for i from 1 to n do;
for j from 1 to n do;
KK[i,j]:=int(expand(diff(Phi[i],x$2))*expand(diff(Phi[j],x$2)),x=
0..1);
od;
od;
for i from 1 to n do;
for j from 1 to n do;
MN[i,j]:=int(expand(Phi[i]*Phi[j]),x=0..1)+subs(x=1,1/3*Mh*Lh[c]
^2*diff(Phi[i],x)*diff(Phi[j],x)+Mh/4*(2*Phi[i]+Gamma*diff(Phi
[i],x))*(2*Phi[j]+Gamma*diff(Phi[j],x)));
od;
od;
Single Mode Approximation Linear Equation
T0:=MN[1,1]*diff(q(t),t$2)+DD[1,1]*diff(q(t),t)+KK[1,1]*q(t);
sqrt(KK[1,1]/MN[1,1]);
1.5179088150;
Phi[1];subs(S1,Ws(x));
T1:=-int(diff(subs(S1,Ws(x)),x$2)*diff(Phi[1],x$2),x=0..1);
T2:=R[1]*(V[dc]+V[ac])^2*evalf(subs(S1,x=1,ln((kappa-theta*q(t))/
(Xi-q(t)*subs(x=1,Phi[1])))))/2/evalf(subs(x=1,S1,(diff(Phi[1],x)
341
(50)
(51)
> 
(40)
> 
> 
> 
(20)
> 
(54)
(15)
(49)
(57)
(52)
> 
> 
> 
> 
(56)
(1.1)
> 
(58)
(53)
> 
> 
(4)
> 
(11)
(34)
(55)
(43)
(29)
(27)
> 
*q(t)+diff(Ws(x),x))^2));
T33:=simplify(expand(T3));
c:=0;
EOM:=T0/MN[1,1]=T1/MN[1,1]+T2/MN[1,1]+T3/MN[1,1];
Damping 
C[15]:=.15;
C[1]:=KK[1,1]/MN[1,1];
C[2]:=T1/MN[1,1];
C[3]:=R[1]/2/MN[1,1];
C[4]:=subs(x=1,S1,kappa);
342
> 
> 
(40)
(62)
> 
(20)
> 
(15)
(61)
(49)
(66)
(60)
> 
> 
(67)
(59)
(70)
> 
> 
> 
> 
(68)
> 
> 
(72)
(1.1)
(58)
(64)
> 
> 
(69)
(4)
(65)
> 
(11)
(34)
> 
> 
(43)
(71)
> 
(29)
(27)
> 
> 
(63)
C[5]:=-eval(subs(x=1,theta));
C[6]:=subs(x=1,S1,Xi);
C[7]:=-eval(subs(x=1,Phi[1]));
C[8]:=eval(subs(x=1,diff(Phi[1],x)));
C[9]:=subs(x=1,S1,diff(Ws(x),x));
C[10]:=eval(Gamma*R[1]*subs(x=1,S1,(Xi*diff(Phi[1],x)+diff(Ws(x),
x)*Phi[1])))/MN[1,1];
aa:=C[6];bb:=-C[7];cc:=C[8];dd:=C[9];ee:=C[4];ff:=-C[5];
C[11]:=eval(2*aa*cc*ee-2*aa*dd*ff-2*bb*dd*ee);
C[12]:=eval(-2*aa*cc*ff-2*bb*cc*ee+2*bb*dd*ff);
C[13]:=eval(2*aa*dd*ee);
C[14]:=eval(2*bb*cc*ff);
C[16]:=V[dc];
C[17]:=subs(S1,A);
C[18]:=subs(S1,B);
343
> 
(78)
(40)
> 
(20)
> 
(73)
(75)
(76)
(15)
(49)
> 
> 
(77)
> 
> 
> 
(72)
(1.1)
> 
(74)
(58)
> 
> 
(4)
> 
(11)
(34)
(43)
(29)
(27)
> 
C[19]:=subs(S21,b[1]/b[2]);
C[20]:=subs(S21,S31,b[2]);
C[21]:=B1;
collect(expand((aa-bb*q)*(cc*q+dd)*(ee-ff*q)*2),q);
collect(expand((aa1-bb1*q)*(cc1*q+dd1)*(ee1-ff1*q)*2),q);
fd := fopen("data_jassim_7.txt",WRITE);
for i from 1 to 21 do;
fprintf(fd,"%10.7f\n",C[i]);
od;
fclose(fd);
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(78)
> 
(40)
> 
(72)
(20)
(1.1)
(15)
(49)
(58)
> 
> 
(4)
(11)
(34)
(43)
(29)
(27)
> 
> 
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Appendices: Appendix C.3  
 
 
 
 
 
 
C.3  
Cellular Contractile 
Force 
 
 
346 
 
> 
(1)
> 
> 
(2)
> 
> 
(8)
> 
> 
> 
(5)
(19)
(12)
> 
> 
(18)
(4)
(10)
> 
(13)
> 
> 
(6)
> 
(9)
(17)
(14)
(3)
> 
> 
> 
> 
> 
(11)
(15)
(16)
(7)
> 
> 
restart;
This is a proof of the derivation cariied out in Ref. [295] -- Assuming a Solution For Mode Shape
W(x):= A*cos(rn*x)+B*sin(rn*x)+C*cosh(rn*x)+D1*sinh(rn*x);
E1:=diff(W(x),x);
E2:=diff(W(x),x$2);
E3:=diff(W(x),x$3);
eq1:=eval(subs(x=0,W(x))=0);
eq2:=eval(subs(x=0,E1)=0);
eq3:=eval(subs(x=L,E2)=0);
eq4:=eval(subs(x=L,E3)=0);
C:=solve(eq1,C);
D1:=solve(eq2,D1);
with(linalg):
Looking for non trivial solution -- putting equation in matrix form
M:=array(1..2,1..2);
table( [ ] )
collect(eq3,{A,B});;
M[1,1]:=-cos(rn*L)*rn^2-cosh(rn*L)*rn^2;
M[1,2]:=-sin(rn*L)*rn^2-sinh(rn*L)*rn^2;
collect(eq4,{A,B});;
M[2,1]:=sin(rn*L)*rn^3-sinh(rn*L)*rn^3;
M[2,2]:=-cos(rn*L)*rn^3-cosh(rn*L)*rn^3;
Q1:=simplify(det(M)/rn^5)/2=0;
fsolve(subs(rn=r[n]/L,Q1),r[n]);
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> 
(25)
(26)
> 
> 
> 
> 
(23)
> 
(19)
(24)
(20)
(21)
> 
(22)
1.875104069
Since we are in static mode, we take first mode solution; B stands for sigma in Ref. [295]
B:=solve(eq3,B);
Mode Shape
W1:=collect(eval(W(x)),{A,sin(rn*x),cos(rn*x)});
A is C in Ref[295]
A:=subs(rn=1.875104069/L,solve(subs(rn*L=1.875104069,simplify
(subs(rn*L=1.875104069,int(W1^2,x=0..L)))=1),A)[1]);
Deflection at L
WL:=eval(subs(x=L,subs(rn=1.875104069/L,W1)));
Normalized Deflection
E7:=u=F[com]*(t[b]+t[c])/2/E/II/rn^4*(Wx1-Wx2);
Derivative of Mode Shape
Wx1:=eval(subs(x=x1,subs(rn=1.875104069/L,diff(W1,x))));
Wx2:=eval(subs(x=x2,subs(rn=1.875104069/L,diff(W1,x))));
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(27)
(32)
(31)
> 
(38)
> 
(30)
> 
> 
> 
> 
(33)
(29)
(28)
(34)
> 
(39)
(36)
(37)
> 
> 
(35)
> 
> 
> 
> 
Assigning variables based on in vitro experimental paramters 
Enter Beams length
L:=350E-6;
0.000350
Insert the Piezoresistive coeficient 
Insert the feeding DC potetnioal as per the jumper setting -- feedign the Wheatstone Bridge 
1
Solution of r (n) as obained above 
rn:=1.875104069/L;
5357.440197
Enter modulus of elasticty 
E:=160E9;
Enter beam's width
b1:=120E-6;
0.000120
Enter beam's thickness
t[b]:=3E-6;
0.000003
Enter Cell's height 
t[c]:=7.2E-6;
0.0000072
Enter moment of inertia expression 
II:=1/12*b1*t[b]^3;
Enter the first displacement coordinate of the rear of the cell to the clamped side of the cantilever
x1:=100E-6;
0.000100
Enter the second displacement coordinate of the front of the cell to the clamped portion of the 
cantilever  
x2:=121E-6;
0.000121
Now solve for equation 7 to obtain the surface compressive force generated on cantilever with respect 
to normalized deflection  
E7;
Then subsitute with the definition of the dimensiolized deflection in Equation 7 to obtain Equation 8
E8:={v=rhs(E7)*WL};
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(42)
(45)
(46)
> 
> 
(47)
> 
(40)
(48)
> 
(43)
(44)
> 
> 
> 
(41)
(39)
> 
> 
Now solve Equation 8 for F(compressive)  with respect to dimensiolized deflection 
F[com]=solve(E8,F[com]);
What is the output voltage signal obtained from the bridge
0.000042
Obtaining the dimensiolized deflection based on Equation 5.9 in Chapter 5, Where v stands for 
dimensiolized deflection 
Therefore the normalized deflection v is 
Therefore the Compressive forces generated on the surface of the beam is 
What is the diameter of the biological cell?
0.000021
Therefore the cellular contractile force of a cell is obtained by 
`?`
?
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(B) 
 
Fig. D.1 Microelectronic Hardware Architecture of the 12-Channel-ADC module (Jassim Alqabandi, 
Imperial College London, All Rights Reserved). 
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Fig. D.2 Microelectronic Hardware Architecture of the DC-Microbalance-ADC module (Jassim 
Alqabandi, Imperial College London, All Rights Reserved). 
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Manual of the Electrochemical Bio-Mechatronic Platform 
Operating Software 
 
 
The software has been coded in DELPHI application programing language, and it is operating 
under Microsoft Windows. This program has been customized to serve the experimental needs 
of the miniaturized electrochemical bio-mechatronic device. Furthermore, the pre-set 
controlling parameters are in line of the reviewed literature in terms of biophysics of cell, and 
various scholars’ findings in the field. This design-of-experiment (DOE) oriented program 
operates within up to 12 channels; 11 channels used in the current setup -- allowing collection 
of data from various pairs of 11 electrodes: stimulating and recording electrode embedded 
within the microfluidic domain. Thus, this shall allow extracting electrophysiology of cells, 
and further analyze their biophysics. Before commencing the program, all experimental 
hardware has to be connected. 
 
 
 
Fig. E.1.1 Electrochemical biomechatronic platform operating software control panel. 
 
The hardware system consists of a 12-channel-Analog-Digital-Convertor (ADC) module, 
to account for the 11 pair of electrodes (upper and lower electrode) embedded within the 
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microfluidic domain. The objective is to capture polarity of cells, and extract its cell-membrane 
potential. The ADC convertors are slow and precise. The maximal update rate for collecting 
data from all 12 channels is 5 updates per second. Each ADC hardware component has 3 
channels, and hence there are 4 ADCs to accommodate the 11 pair of electrodes, which leaves 
channel 12 as a dummy channel. 
 
The user starts by charging on the electrodes either via internal or external source. The 
former charge voltage approach takes up to +10 V as a maximum charge, whereas the latter 
approach takes up to +100V. It should be noted that when internal charging the biomechatronic 
system, there is an internal amplifier gain of 2. Hence, the maximum voltage generator that is 
connected to the 12-channel-ADC module shouldn't exceed 5V; the internal generation of 
voltage doubles the potential, which is attributable to the usage of power operational amplifier 
(OPAM). The OPAM is utilized to enhance the system performance in case of lack of high 
voltage source to be fed to the electrodes. As for the external charging, the upper and lower 
electrode can be both charged or one is charged, and the other is grounded. The charging starts 
once the user clicks on the “Charge on” command. 
 
When the time required as per the experiment to charge the electrodes is reached, the user 
clicks on "Charge off" button; this will activate "Read All" and "Charge On" buttons as shown 
in Figure E.1.2. 
 
 
 
 
Fig. E.1.2 (A) Charging and discharging the pair of electrodes (B) The serial number of NI 
data acquisition card. 
 
Each ADC by default has a fixed reference voltage to ensure its operation. Therefore, as 
shown in Fig. 3A, such fixed value of 2.5 V doesn’t play any role in the experiment, and user 
cannot modify it. Furthermore, Each ADC is on one circuit, and hence its associated 3 channels 
must all have one value of voltage difference range. The ADC module is measuring the 
differential voltage between the two electrodes. If a range is selected, e.g., +/- 4mV, then 
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voltages between -4mV and +4 mV can be measured. All voltages > 4mV will cause the 
saturation of the ADC, i.e. the program will show the upper limit of the range: 4mV. 
Respectively, all voltages < -4mV will cause the program to show the lower limit: -4mV. Thus, 
the user can recognize, if it is in saturation by the readings: if all readings are constantly +4mV 
or constantly -4mV, which means the chosen range is too small, so you have to increase it. 
  
The detection regime range of voltages (Fig. E.1.3) is in line of cell-membrane findings 
within published literature. Each channel corresponds to a pair of electrodes: bottom and upper. 
The software provides flexibility in terms of assigning the same detection range value to all 
ADCs’ channels by a single click on “Apply All” button, or it allows user to perform different 
experiments by assigning different range of values for different ADCs. 
 
The software allows the user to obtain the readings for a single ADC module by clicking 
on “Start” to collect data, and terminating the reading process by selecting “Stop” command as 
shown in Figure E.1.2. The ADC Codes are internal electronics references, and they don't 
interfere with the experiment. The readings for each channel is shown in Figure E.1.3D, while 
user can switch between channels by ticking the circle in front of channel designation (Figure 
E.1.3C).        
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Fig. E.1.3 (A) Reference internal assigned voltage for ADC performance (B) Voltage range to assigned 
experiments (C) Selection of Channel (D) Displaying of values extracted from each channel (pair of 
electrodes) in mV. 
 
Finally, as shown in Figure E.1.4A, the user has the ability to select which channels to 
obtain readings from, as well as to choose the update time (Figure E.1.4B), e.g., every 5 seconds 
the system registers a reading and saves it, where system “Busy” is shown at the bottom of the 
screen. 
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Fig.E.1.4 (A) Selection of channels of which the readings shall be obtained, (B) The timer period to 
collect samples and save them. 
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Manual of the µ-Cantilever Based Bio-Mechatronic Platform 
Operating Software 
 
The software has been coded in DELPHI application programing language, and it is operating 
under Microsoft Windows. This program has been customized to serve the experimental needs 
of the miniaturized cantilever-based bio-mechatronic device. Furthermore, the pre-set 
controlling parameters are in line of the reviewed literature in terms of bio cell characteristics, 
and various scholars’ findings in the field. This design-of-experiment (DOE) oriented program 
operates within two channels -- allowing collecting data from two different experimental setups 
(two bio-mechatronic platforms operating in parallel). 
 
The PC software is connected to NI DAQ card, which controls two hardware modules: “DC- 
Microbalance-ADC module” and “High-Voltage (HV) Amplifier”. As illustrated in Figure 
E.2.1, the program consists of 3 major tabs/panels: Control Panel, Experiment, and Data 
Reports. Before commencing the program, all experimental hardware has to be connected. The 
software has been designed to be a user friendly by providing instructions when moving the 
mouse cursor on each term on the screen, where a display message at the bottom of the page 
provides information on each parameter through Graphical User Interface (GUI). Thus, it is 
always essential that users start with setting/loading their experimental parameters in control 
panel tab prior to visiting other panels.     
 
Part 1: Setting Experimental Parameters in Control Panel: 
 
 
 
 
Fig. E.2.1 A screen image of the customized software to operate the µcantilever-based bio-mechatronic 
platform. 
 
The user has to initiate the program by manually selecting from the DC-Microbalance-ADC 
module value to feed the bridge as depicted in Figure E.2.2.A. The selection must be the same 
as the value manually set in the DC Microbalance ADC module jumper. This manual operation 
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is taken place to reduce the electronic components within the voltage supplier source 
(simplicity of the design), as well as to eliminate additional source of electronic noises. 
Therefore, both devices (channels) would have the same bridge supply value. 
 
 
 
 
Fig.E.2.2 (A) Bridge voltage supply and (B) input range initiation under control panel tab. 
 
 
The user can determine the input ranges based on the reading measurements; e.g., if the 
reading measurements experience minute changes, then small input ranges should be selected. 
As shown in Fig. E.2.2A, each channel has to have the same bridge supply of potential, but 
they can differ in terms of DC potential input range (Fig E.2.2.B). Hence, this shall give 
flexibility to the user to perform 2 different experiments in parallel, under 2 different conditions 
(analyzing two different biological phenomena), or have them both running at the same 
conditions for repeatability, shorten lead time in performing a number of experiments, or 
setting one experimental setup as a reference to the other. It should be noted that by switching 
from one input range selection to the other, a delay time period is taken to have such values set 
in the attached hardware. During the hardware initialization, the controls on the Control Panel 
becomes inactive. 
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Fig. E.2.3 (A) executing/terminating the program to obtain readings from the NI data acquisition card, 
and clearing and updating obtained graph (B) Fine and coarse tuning of the offset, and (C) Display of 
the graph. 
 
Due to the microfabrication tolerances while developing the microcantilevers, their 
Wheatstone Bridge resistors are experiencing offsets. Thus, this software enables users to 
adjust the offset of the obtained readings. In Fig. E.2.3.A, the user selects the command "Cont" 
or hits F9 to execute the reading command, and extract data from the NI data acquisition card. 
If the obtained readings are off range (i.e. far from zero line), the user has to terminate the 
reading process by pressing the “Stop” in order to fine/coarse tune the offset to be within the 
vicinity of zero (Fig. E.2.3B). Once the desired offset is obtained, the user can re-run the 
command by pressing on F9, clearing previous graphs obtained from previous readings through 
the “Clear” command, and/or updating the graph based on new parameters by selecting “update 
F7”. Within the graph area of Fig E.2.3.C, users can zoom in or out, by pressing on left mouse 
button, and simultaneously draw a diagonal inward or downward respectively on their mouse 
pad. Also, user can shift graph upward or downward by pressing on the right mouse button, 
and then simultaneously moving his/her index finger upward or downward. 
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Fig. E.2.4 (A) Software recognition of the serial number of the NI USB card, (B) Message indicating 
the purpose of this segment of the software upon moving the mouse cursor, (C) Setting values for 
injecting a DC voltage to a stationary electrode to generate electrostatic forces, (D) Setting the injected 
potential to be in the pulse mode, (E) Display message familiarizing user of the command upon moving 
the mouse cursor, and (F) New display upon ticking the pulse box that allows setting period and width 
in milli second.        
 
 
The user has the option to induce electrostatic force, by setting the DC voltage value: 
feeding the stationary electrode patterned on the glass substrate (Fig. E.2.4C). Also, a choice 
of setting pulse injection mode of potential with a specified period and width can be achieved 
(Fig. E.2.4 D, F). 
 
As a final stage in setting the parameters in the control panel tab, the user can, save the pre-
set parameters, and load them for other experiments (shortening lead time in preparation), Fig 
E.2.5. Furthermore, upon exiting the program the user is prompted to save the file.  
 
 
 
 
Fig. E.2.5. Upper left menu of the Control Panel tab.     
     
      
Part 2: Performing the Experiments (Experiment Tab) 
 
After finalizing all steps in Part 1, and selecting all controlling parameters, the user can proceed 
to experiment tab (Fig. E.2.6) to start performing the experiments and collecting data. 
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Fig. E.2.6 Experiment tab to collect data 
 
 
The Experiment tab starts by displaying the experimental pre-selected parameters in control 
panel tab (Figure E.2.7B). First, the user has to click on “New” (Figure E.2.7A), to commence 
a new experiment, where a message “Put your notes here” is displayed (Figure E.2.7C); here 
the user can place a description of this particular experiment. As shown in Figure E.2.7. A, the 
user can decide to exit the program, run the experiment, and choose to show or hide the obtained 
results received from Channel 1 and Channel 2.        
 
 
 
 
Fig. E.2.7 (A) Upper left menu of the Experiment tab (B) Assigned controlling parameters, (C) Adding 
text notes during experiments.  
 
The user can then select the recording mode: either by continuous data recording with 
assigned number of samples (Figure E.2.8A), or by selecting N samples option (Figure E.2.8B) 
to specify the number of samples to be taken before the experiment terminated. Also, the user 
can enable which channel’s result to be displayed on graph during recording.   
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Fig. E.2.8 (A) Selecting recording type mode, (B) Recording in N-sample mode. 
 
 
The results are displayed on channel 1 and 2 as shown in Figure E.2.9. The user can perform 
zoom in and out as well as shifting the graph upwards or downwards as indicated in Part I. 
Finally, the user can save, end, or pause the collection of reading data through the controlling 
commands in the upper left menu (Figure E.2.7A). Upon saving the obtained results, the data 
files are saved in a local database. 
 
 
 
Fig. E.2.9 Display window of the experimental results.  
 
 
 
 
 
Part 3: Data Reports Tab 
 
 
At a final stage, the Data Reports tab provides the final obtained results (Figure E.2.10). The 
upper left menu (Figure E.2.11) provides the user the option of exiting the program with a 
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reminder to save, scroll through first to last reports, search for particular reports by period, 
search by key words through the filter command, print or delete a report. 
  
 
 
 
Fig. E.2.10 Data Reports tab. 
 
 
 
Fig. E.2.11 Upper left menu of the Data Report screen. 
 
By selecting any of the generated experiments, reports are displayed as shown in Figure 
E.2.12, where hardware pre-set parameters are displayed, and associated figure is shown with 
the option of showing all/part/nil of points and values on graph. Also, user can still zoom in 
and out, shift the graph upward and downward as explained in Part 1, as well as fetching points 
to shows more results on the graph. 
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Fig. E.2.12 Retrieved database and reports on saved experiment. 
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Appendix F: Pull-In Phenomena 
 
 
F.1 Model Formulation 
 
A cantilever-based biosensor system, depicted in Figure F.1, is of a single-polysilicon structure 
that has been used by Nayfeh et al. [198] as a resonant gas sensor. It consists of a root 
(continuous beam) coupled with a paddle (plate). The entire cantilever structure is anchored 
(clamped) at the end. The anchor is made of an insulating material (PDMS). A stationary gold 
electrode, comparable to the size of the effective mass paddle, is patterned on a glass substrate. 
The beam-plate structure is electrostatically stimulated through the induction of a potential on 
the stationary gold electrode. Furthermore, this system can be extended for future analyses to 
consider dynamic mode by superimposing harmonic AC potential, 𝑉𝑉𝐴𝐴𝐴𝐴, within the fixed 
induced DC voltage, 𝑉𝑉𝐷𝐷𝐴𝐴. Appendix F highlights the work of Nayfeh et al. [198], and it extends 
the study to provide a definition of sensitivity, and optimization.  
The paddle is modeled as a rigid body due to the assumption of a uniform overlap of the 
attractive electrostatic force between the paddle, and the stationary electrode. Moreover, 
deformation of the paddle is of a minimal effect as opposed to the overall system kinematics; 
thus, the paddle is simply modeled as a rigid body. The miniaturized mechanical system is 
assumed to have a uniform structure with a constant cross-sectional area, density, modulus of 
elasticity, and second moment of cross-sectional area throughout the one dimensional length 
continuum. Furthermore, the mechanical structure is assumed to be isotropic (directionally 
uniform); the effective mass of the rigid-body paddle is invariant with respect to time, and it 
has a non-extensible neutral axis (NA).  
 
  
 
Fig. F.1 MEMS System: Paddle (plate), Root (cantilever), Anchor (insulating material), and 
Stimulating Stationary Electrode. 
 
The proposed design of the microcantilever beam coupled with the microplate is long and 
thin. Thus, a Bernoulli-Euler beam is adopted, in which shear strain and all its variations are 
set to zero, and where normal to mid-surface plane is invariant prior to or after deformation 
(non-extensional beam). The mathematical relationship relating the deformation of a 
continuous linear prismatic Bernoulli–Euler microbeam with an electrostatic effect has been 
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investigated in [198]. In their work, it was found that the electrostatic force is nonlinearly 
dependent on the distance between the plate and the stationary electrode, and on the applied 
potential beneath the plate as well. In the static mode, non-uniform surface stresses along the 
beam’s thickness lead to bending [303], while in dynamic mode, shifting in the center of mass 
leads to a resonant frequency of the vibrating microcantilever beam, which is electronically 
quantifiable [198, 304].  The following analysis will focus on the static mode, re-deriving the 
equation of motion previously developed in [198], and further account for the effective mass 
of the paddle.  
The controlling parameters of the MEMS device depicted in Figure F.2 are  a source of static 
and alternating potential, 𝑉𝑉𝐷𝐷𝐴𝐴 and 𝑉𝑉𝐴𝐴𝐴𝐴, respectively; L the  equilibrium length of the beam;  
𝐿𝐿�𝐴𝐴  is the length of the paddle;  𝑥𝑥�𝐴𝐴 is the center of mass (C) of the paddle (where 𝑥𝑥�𝐴𝐴 = 𝐿𝐿�𝐴𝐴 + 𝐿𝐿, 
); S is the body fixed coordinate; (𝑥𝑥�,𝑦𝑦�, ?̂?𝑧) is the inertial (reference frame) coordinates; E is the 
modulus of elasticity of the beam; 𝜌𝜌 is density; d is the  distance between the paddle and 
stationary electrode; b is the width of the beam; 𝑏𝑏𝑃𝑃 is the width of the paddle; and h is the 
thickness of the beam and paddle. The cross-sectional area of the beam is denoted as 𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  
(where 𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏= bh). The mass moment of inertia of the paddle is J =1 3� 𝑀𝑀�𝐿𝐿�𝐴𝐴2 ; and the second 
moment of cross-sectional area about the neutral axis (NA) is I=𝑏𝑏ℎ3/12. The independent and 
complete generalized coordinate of the beam depicting temporal and spatial transverse 
displacement is ?̂?𝜂(𝑥𝑥�, ?̂?𝑡). The spatial and temporal displacement of the center of mass is 
?̂?𝜂𝐴𝐴(𝑥𝑥�𝐴𝐴 , ?̂?𝑡). 𝜃𝜃𝐴𝐴  represents the transverse rotational angle about neutral axis (where 𝜃𝜃𝐴𝐴 =  𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕𝑥𝑥�  
). It should be noted that 𝜉𝜉and 𝜉𝜉 respectively denote a dimensional and its corresponding 
normalized parameter. It should also be noted that the paddle mass (𝑀𝑀�) is considered the 
effective mass of the system.  
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Fig. F.2 Analytical model of the MEMS structure (A) Design parameters of the microcantilever, (B) 
Representation of a transversely deformed beam due to a DC electrostatic actuation.  S is a body fixed 
coordinate, and 𝜃𝜃𝐴𝐴 is the transverse rotational angle about NA. 
 
 
F.2 Analytical Representation: A Quantitative Approach 
 
 
The governing equation of motion of the MEMS structure is derived first by defining the 
potential, system kinetic co-energy, and non-conservative force(s) imposed into the system. 
The proposed system is Holonomic that justifies the utilization of Lagrangian formula.  
 
System kinetic co-energy function 
 
𝑇𝑇∗ = ∫ 1
2
𝐿𝐿
0
 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 �𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 �2 𝑑𝑑𝑥𝑥� + 12 (𝑀𝑀�) �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡 + 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �2 + 12  𝐽𝐽 �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �2              (F.1) 
 
Equation (F.1) represents system’s kinetic co-energy. The three terms in Eq. (F.1) account for 
the energy associated with the total transverse velocity across the length of the beam, the energy 
associated with the translational motion of the rigid body mass, as well as energy associated 
rotational motion of the mass of the rigid body. On the other hand, the total potential energy of 
the system is a sum of the energy of beam elastic deformation, gravitational force, and 
electrostatic between stationary electrode and rigid body.  
 
Overall system potential energy 
 
 
𝑉𝑉𝑇𝑇𝑇𝑇𝑡𝑡𝑏𝑏𝑇𝑇 =  𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑏𝑏𝑇𝑇𝑏𝑏𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒 𝑑𝑑𝑏𝑏𝑑𝑑𝑇𝑇𝑑𝑑𝑏𝑏𝑏𝑏𝑒𝑒𝑇𝑇𝑑𝑑 + 𝑉𝑉𝑔𝑔𝑑𝑑𝑏𝑏𝑔𝑔𝑒𝑒𝑡𝑡𝑏𝑏𝑡𝑡𝑒𝑒𝑇𝑇𝑑𝑑𝑏𝑏𝑇𝑇 𝑑𝑑𝑇𝑇𝑑𝑑𝑒𝑒𝑏𝑏 +  𝑉𝑉𝑏𝑏𝑇𝑇𝑏𝑏𝑒𝑒𝑡𝑡𝑑𝑑𝑇𝑇𝑒𝑒𝑡𝑡𝑏𝑏𝑡𝑡𝑒𝑒𝑒𝑒 𝑑𝑑𝑒𝑒𝑏𝑏𝑇𝑇𝑑𝑑  
 
Where, 𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is defined as, 
 
𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =  ∫ 12 𝐸𝐸𝐸𝐸 �𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕𝑥𝑥�2 �2  𝑑𝑑𝑥𝑥�𝐿𝐿0   
 
The potential energy due to conservative gravitational force exerted on a rigid body of mass (𝑀𝑀�) is expressed as, 
 
𝑉𝑉𝑔𝑔 =  −𝑀𝑀�𝑔𝑔 ?̂?𝜂�𝐿𝐿�𝐴𝐴 , ?̂?𝑡�  
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The electrostatic potential energy within the system is defined as per a capacitive effect, which 
is a nonlinear function of the gap between the stationary electrode and rigid body. Therefore, 
referring to Figure F.3, and considering a parallel-plate approximation, the time varying gap is 
obtained. 
 
Fig. F.3 A small angle approximation of the time varying gap. 
 
 
𝑂𝑂𝑂𝑂𝑂𝑂𝑇𝑇𝑒𝑒𝑒𝑒𝑡𝑡𝑏𝑏 
𝑆𝑆
= 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝐴𝐴 =  𝜃𝜃𝐴𝐴    by small angle approximation, where 𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥� =  𝜃𝜃𝐴𝐴  
 
∴ 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠𝑠𝑠𝑡𝑡𝑂𝑂 = 𝑇𝑇𝑠𝑠𝑇𝑇𝑂𝑂 𝑉𝑉𝑉𝑉𝑉𝑉𝑦𝑦𝑠𝑠𝑠𝑠𝑔𝑔 𝐺𝐺𝑉𝑉𝑂𝑂 = 𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝐴𝐴 = 𝑆𝑆𝜃𝜃𝐴𝐴 = 𝑆𝑆 𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�  
 
Thus, the potential energy associated with electrostatic force, where 𝜀𝜀 is the permittivity of air, 
and where ℱ is the fringing field effect calibrating constant [210, 245, 304-306], is described 
mathematically as follows,  
 
𝑉𝑉𝑏𝑏𝑇𝑇𝑏𝑏𝑒𝑒𝑡𝑡𝑑𝑑𝑇𝑇 =  −12 𝜀𝜀𝑏𝑏ℱ(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 �∫ 1𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)?̂?𝑆  𝑑𝑑?̂?𝑠2𝐿𝐿�𝐶𝐶0 �   
 
Evaluating the integral term of the electrostatic potential energy: 
 
−∫
𝑑𝑑?̂?𝑒
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)?̂?𝑆2𝐿𝐿�𝐶𝐶0   
 
𝑢𝑢 = 𝑑𝑑 − ?̂?𝜂(𝐿𝐿, ?̂?𝑡) − 𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿, ?̂?𝑡)?̂?𝑆               𝑑𝑑𝑢𝑢 = −𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑆                 𝑑𝑑?̂?𝑆 = 1
−
𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)  𝑑𝑑𝑢𝑢  
 
Thus, 
 
−∫
1
𝑢𝑢
   𝑑𝑑𝑢𝑢
−
𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶0   =  1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
ln(𝑢𝑢) |02𝐿𝐿�𝐶𝐶 = 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
 ln (𝑑𝑑 − ?̂?𝜂(𝐿𝐿, ?̂?𝑡) − 𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿, ?̂?𝑡)?̂?𝑆)|02𝐿𝐿�𝐶𝐶     =  1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln (𝑑𝑑 − ?̂?𝜂(𝐿𝐿, ?̂?𝑡) − 𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿, ?̂?𝑡)2𝐿𝐿�𝐴𝐴) − ln (𝑑𝑑 − ?̂?𝜂(𝐿𝐿, ?̂?𝑡))�  =  1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) ��  
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Therefore,  
 
𝑉𝑉𝑇𝑇𝑇𝑇𝑡𝑡𝑏𝑏𝑇𝑇 =  𝑉𝑉𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑏𝑏𝑇𝑇𝑏𝑏𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒 𝑑𝑑𝑏𝑏𝑑𝑑𝑇𝑇𝑑𝑑𝑏𝑏𝑏𝑏𝑒𝑒𝑇𝑇𝑑𝑑 + 𝑉𝑉𝑔𝑔𝑑𝑑𝑏𝑏𝑔𝑔𝑒𝑒𝑡𝑡𝑏𝑏𝑡𝑡𝑒𝑒𝑇𝑇𝑑𝑑𝑏𝑏𝑇𝑇 𝑑𝑑𝑇𝑇𝑑𝑑𝑒𝑒𝑏𝑏 +  𝑉𝑉𝑏𝑏𝑇𝑇𝑏𝑏𝑒𝑒𝑡𝑡𝑑𝑑𝑇𝑇𝑒𝑒𝑡𝑡𝑏𝑏𝑡𝑡𝑒𝑒𝑒𝑒 𝑑𝑑𝑒𝑒𝑏𝑏𝑇𝑇𝑑𝑑  
 
𝑉𝑉𝑡𝑡𝑇𝑇𝑡𝑡𝑏𝑏𝑇𝑇 =  ∫ 12 𝐸𝐸𝐸𝐸 �𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕𝑥𝑥�2 �2  𝑑𝑑𝑥𝑥�𝐿𝐿0 + 12 𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) ��� −
�𝑀𝑀��𝑔𝑔?̂?𝜂�𝐿𝐿�𝐴𝐴 , ?̂?𝑡�                                                          (F.2) 
 
 
Equation (F.2) represents the total potential energy. The three terms in the equation 
respectively account for the contributions of the elastic strain energy from the flexural 
deformation of the beam (bending strain), the electrostatic field initiated within the vicinity of 
the stationary electrode, and effective paddle, as well as the conservative gravitational force. 
On the other hand, Equation (F.3) represents the contributions of non-conservative forces, 
among which is the viscous film damping effect. Therefore, 𝐶𝐶𝑏𝑏𝑑𝑑𝑑𝑑 is an effective damping 
coefficient that is introduced to account for various damping factors experienced within the 
system environment (e.g. viscous film damping, thermoelastic damping ((internal friction)), 
sound, air resistance, etc.). The damping force is a non-conservative force that is distributed 
along the mechanical structure of the MEMS domain. Therefore, the non-conservative virtual 
work is defined as: 
 
𝛿𝛿𝑤𝑤𝑑𝑑𝑒𝑒 =  ∑ Ξ𝑗𝑗𝛿𝛿𝜁𝜁𝑗𝑗 =  −?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡𝑑𝑑𝑗𝑗=1                               (F.3) 
 
This is a Holonomic system that justifies the utilization of Lagrangian formula. Therefore, by 
applying Hamilton's principle variation indicator approach (V.I.), as defined in Eq. (F.4), all 
terms can be represented and converted into a geometrically admissible form. 
 
𝑉𝑉. 𝐸𝐸. =  ∫ �𝛿𝛿(𝑇𝑇∗ − 𝑉𝑉) + ∑ Ξ𝑗𝑗𝛿𝛿𝜁𝜁𝑗𝑗𝑑𝑑𝑗𝑗=1 �𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1                       (F.4) =  ∫ �𝛿𝛿 �∫ 1
2
𝐿𝐿
0
 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 �𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 �2 𝑑𝑑𝑥𝑥� + 12 �𝑀𝑀�� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡 + 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �2 + 12  𝐽𝐽 �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �2 −?̂?𝑡2?̂?𝑡1
∫
1
2
𝐸𝐸𝐸𝐸 �
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
�
2  𝑑𝑑𝑥𝑥�𝐿𝐿
0
−
1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) �� � +
�𝑀𝑀�  �𝑔𝑔?̂?𝜂�𝐿𝐿�𝐴𝐴 , ?̂?𝑡�� − ?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 � 𝑑𝑑?̂?𝑡                                           (F.5) 
 
And by evaluating term by term of Eq. (F.5) using the Hamilton’s variation indicator method,  
 
 
Term 1 
 =  ∫ �𝛿𝛿 �∫ 1
2
𝐿𝐿
0
 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 �𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 �2 𝑑𝑑𝑥𝑥��� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
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 =  ∫ 𝑑𝑑𝑥𝑥�𝐿𝐿0 ∫ 12 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏2 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 𝛿𝛿 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
𝑢𝑢 = 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡          𝑑𝑑𝑑𝑑 = 𝜕𝜕𝜕𝜕?̂?𝑡 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)𝑑𝑑?̂?𝑡       𝑑𝑑𝑢𝑢 =  𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡2        𝑑𝑑 =  𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)  
 
Performing integration by parts: ∫𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 =  ∫ 𝑑𝑑𝑥𝑥�𝐿𝐿0 �𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)|?̂?𝑡1?̂?𝑡2 − ∫ 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡2?̂?𝑡2?̂?𝑡1 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)𝑑𝑑?̂?𝑡�  
 
The first term vanishes as per Hamilton’s principle that the variations vanish at time ?̂?𝑡1 and 
?̂?𝑡2.   
 =  −∫ 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1 ∫ 𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡2 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)𝑑𝑑𝑥𝑥�𝐿𝐿0                  (F.6) 
 
Term 2 
 =  ∫ �𝛿𝛿 �1
2
�𝑀𝑀�� �
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
+ 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �2�� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   =  ∫ ��2
2
�𝑀𝑀��� �
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
+  𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝛿𝛿 �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡 + 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
Where, 𝛿𝛿�?̇?𝜉�
2 = 2?̇?𝜉𝛿𝛿?̇?𝜉  
 =  ∫ ���𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
� 𝛿𝛿 �
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
�� 𝑑𝑑?̂?𝑡
?̂?𝑡2
?̂?𝑡1
+ ∫ ���𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
� 𝛿𝛿 �  𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �� 𝑑𝑑?̂?𝑡 +?̂?𝑡2?̂?𝑡1
∫ ���𝑀𝑀��� � 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝛿𝛿 �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡 �� 𝑑𝑑?̂?𝑡 +  ∫ ���𝑀𝑀��� � 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝛿𝛿 � 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1?̂?𝑡2?̂?𝑡1    
 
Evaluating each sub-term of the above resultant equation: 
 
Sub-term 2.1 
 =  ∫ ���𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
� 𝛿𝛿 �
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
�� 𝑑𝑑?̂?𝑡
?̂?𝑡2
?̂?𝑡1
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𝑢𝑢 = (𝑀𝑀�) 𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
     𝑑𝑑𝑑𝑑 =  𝜕𝜕𝛿𝛿𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
       𝑑𝑑𝑢𝑢 =  (𝑀𝑀�) 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2
       𝑑𝑑 =  𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)  
 = �𝑀𝑀�� 𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
𝜕𝜕
𝜕𝜕?̂?𝑡
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡) |?̂?𝑡1?̂?𝑡2 − ∫ (𝑀𝑀�) 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2?̂?𝑡2?̂?𝑡1 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡  =  −∫ (𝑀𝑀�) 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2
?̂?𝑡2
?̂?𝑡1
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡                               (F.7) 
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Sub-term 2.2 
 =   ∫ ���𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
� 𝛿𝛿 � 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
Integrating by parts: ∫ 𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 
𝑢𝑢 = ��𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
�     𝑑𝑑𝑑𝑑 =  𝛿𝛿 � 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �       𝑑𝑑𝑢𝑢 =  ��𝑀𝑀��� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2 �        
𝑑𝑑 =  𝐿𝐿�𝐴𝐴(𝜕𝜕𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝜕𝜕𝑥𝑥� )  = ��𝑀𝑀��� �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡
� 𝐿𝐿�𝐴𝐴 �
𝜕𝜕
𝜕𝜕𝑥𝑥�
� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)|?̂?𝑡1?̂?𝑡2 − ∫ ��𝑀𝑀��� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2 �?̂?𝑡2?̂?𝑡1  𝐿𝐿�𝐴𝐴(𝜕𝜕𝛿𝛿𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕𝑥𝑥� )𝑑𝑑?̂?𝑡      = −∫ ��𝑀𝑀��� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2
�
?̂?𝑡2
?̂?𝑡1
𝐿𝐿�𝐴𝐴
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡                             (F.8) 
 
Sub-term 2.3 
 =  ∫ ���𝑀𝑀��� � 𝐿𝐿�𝐴𝐴 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝛿𝛿 �𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡 �� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
Integrating by parts: ∫ 𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 
𝑢𝑢 = �𝑀𝑀�� � 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� )�     𝑑𝑑𝑑𝑑 =  𝜕𝜕𝛿𝛿𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡        𝑑𝑑𝑢𝑢 =  �𝑀𝑀�� �  𝐿𝐿�𝐴𝐴(𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� )�       
 𝑑𝑑 =  𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)  = �𝑀𝑀�� � 𝐿𝐿�𝐴𝐴(𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� )� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)|?̂?𝑡1?̂?𝑡2 − ∫ �𝑀𝑀�� � 𝐿𝐿�𝐴𝐴(𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� )� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1      =  −∫ �𝑀𝑀�� � 𝐿𝐿�𝐴𝐴(𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� )� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1                            (F.9) 
 
Sub-term 2.4 
 =  ∫ ���𝑀𝑀��� �𝐿𝐿�𝐴𝐴2 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝛿𝛿 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
Integrating by parts: ∫ 𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 
𝑢𝑢 = ��𝑀𝑀��� � 𝐿𝐿�𝐴𝐴2 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �     𝑑𝑑𝑑𝑑 =  𝛿𝛿 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥�        𝑑𝑑𝑢𝑢 =  ��𝑀𝑀��� � 𝐿𝐿�𝐴𝐴2 𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� �  
𝑑𝑑 =  𝛿𝛿 𝜕𝜕?̂?𝜂(𝐿𝐿, ?̂?𝑡)
𝜕𝜕𝑥𝑥�
 = ��𝑀𝑀��� � 𝐿𝐿�𝐴𝐴2 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �  𝜕𝜕𝜕𝜕𝑥𝑥� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)|?̂?𝑡1?̂?𝑡2 − ��𝑀𝑀��� � 𝐿𝐿�𝐴𝐴2 𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � 𝜕𝜕𝜕𝜕𝑥𝑥� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡  =  −��𝑀𝑀��� � 𝐿𝐿�𝐴𝐴2 𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � 𝜕𝜕𝜕𝜕𝑥𝑥� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡                        (F.10) 
 
 
Similarly, Term 3 
 =  ∫ �𝛿𝛿 �1
2
 𝐽𝐽 �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥�
�
2
�� 𝑑𝑑?̂?𝑡
?̂?𝑡2
?̂?𝑡1
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 =  � 22  𝐽𝐽 �𝜕𝜕2?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� �  𝛿𝛿 �𝜕𝜕2?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥� � 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1  
 
Integrating by parts: ∫ 𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 
𝑢𝑢 = 𝐽𝐽 �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥�
�     𝑑𝑑𝑑𝑑 =  𝛿𝛿 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥�
       𝑑𝑑𝑢𝑢 =  𝐽𝐽 �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥�
�       𝑑𝑑 =  𝛿𝛿 𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
 = 𝐽𝐽 �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡𝜕𝜕𝑥𝑥�
�
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)|?̂?𝑡1?̂?𝑡2 − ∫ 𝐽𝐽 �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� �?̂?𝑡2?̂?𝑡1 𝜕𝜕𝜕𝜕𝑥𝑥� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡  = −∫ 𝐽𝐽 �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥�
�
?̂?𝑡2
?̂?𝑡1
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡                (F.11) 
 
Term 4  
 =  −∫ 𝛿𝛿𝑑𝑑?̂?𝑡 ∫ 1
2
𝐸𝐸𝐸𝐸 �
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
�
2  𝑑𝑑𝑥𝑥�𝐿𝐿
0
?̂?𝑡2
?̂?𝑡1
    =  −∫ 𝑑𝑑?̂?𝑡 ∫ 1
2
𝐸𝐸𝐸𝐸 2 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
 𝑑𝑑𝑥𝑥�𝐿𝐿
0
?̂?𝑡2
?̂?𝑡1
  
 
∵  𝛿𝛿 �𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� =  𝛿𝛿 � 𝜕𝜕
𝜕𝜕𝑥𝑥�
�
𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
�� =  𝜕𝜕
𝜕𝜕𝑥𝑥�
 𝛿𝛿 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
  
 =  −∫ 𝑑𝑑?̂?𝑡 ∫ 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
 𝑑𝑑𝑥𝑥�𝐿𝐿
0
𝑡𝑡2
𝑡𝑡1
  
 
Integration by parts: ∫ 𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢  
𝑢𝑢 =  −𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
              𝑑𝑑𝑢𝑢 =  −𝐸𝐸𝐸𝐸 𝜕𝜕
𝜕𝜕𝑥𝑥�
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
  
𝑑𝑑𝑑𝑑 =  𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
              𝑑𝑑 =  𝛿𝛿 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
  =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
|0𝐿𝐿 − (−)∫ 𝜕𝜕𝜕𝜕𝑥𝑥�  �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕𝑥𝑥�2 𝛿𝛿 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕𝑥𝑥� �  𝑑𝑑𝑥𝑥�𝐿𝐿0 �?̂?𝑡2?̂?𝑡1   =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
− (−)𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(0,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(0,?̂?𝑡)
𝜕𝜕𝑥𝑥�
+?̂?𝑡2
?̂?𝑡1
∫
𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
�  𝑑𝑑𝑥𝑥�𝐿𝐿
0
�  
 
Where, by geometric boundary condition 
𝜕𝜕2𝜂𝜂�(0,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
 goes to zero.  
 =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
+ ∫ 𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝜕𝜕𝛿𝛿𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
�  𝑑𝑑𝑥𝑥�𝐿𝐿
0
�
?̂?𝑡2
?̂?𝑡1
  
 
The last term above requires further conversion: 
 
Second integration by parts ∫𝑢𝑢𝑑𝑑𝑑𝑑 = 𝑢𝑢𝑑𝑑 −  ∫ 𝑑𝑑𝑑𝑑𝑢𝑢 
 
𝑢𝑢 =  𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
�         𝑑𝑑𝑢𝑢 =  𝜕𝜕2
𝜕𝜕𝑥𝑥�2
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
�  
𝑑𝑑𝑑𝑑 = 𝜕𝜕𝛿𝛿𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�
                       𝑑𝑑 = 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)  
   
379 
 
Appendices: Appendix F  
 
 =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
+ 𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)|0𝐿𝐿 −?̂?𝑡2?̂?𝑡1
∫
𝜕𝜕2
𝜕𝜕𝑥𝑥�2
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)�  𝑑𝑑𝑥𝑥�𝐿𝐿
0
�  
 =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿
𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
+ 𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡) − 𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(0,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� 𝛿𝛿?̂?𝜂(0, ?̂?𝑡) −?̂?𝑡2
?̂?𝑡1
∫
𝜕𝜕2
𝜕𝜕𝑥𝑥�2
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡)�  𝑑𝑑𝑥𝑥�𝐿𝐿
0
�  
 
 
Where, 𝛿𝛿?̂?𝜂(0, ?̂?𝑡) goes to zero due to geometric boundary condition. Therefore, term 4 becomes  
 
 =  ∫ 𝑑𝑑?̂?𝑡 �− 𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡) + 𝜕𝜕
𝜕𝜕𝑥𝑥�
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡) −?̂?𝑡2
?̂?𝑡1
∫
𝜕𝜕2
𝜕𝜕𝑥𝑥�2
 �𝐸𝐸𝐸𝐸 𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� 𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡) 𝑑𝑑𝑥𝑥�𝐿𝐿
0
�                (F.12)    
 
 
Term 5  
 =  −∫ �𝛿𝛿 � 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) �� ��� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1   
 
Evaluating term 5 with respect to space  
 
First note: (𝑋𝑋.𝑌𝑌)′ = 𝑋𝑋′𝑌𝑌 + 𝑌𝑌′𝑋𝑋  [ln (𝑢𝑢)]′ =  1
𝑢𝑢
 𝑢𝑢′  
 
Thus,  
 = −∫ 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 �−  𝜕𝜕2𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥�2
�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2  ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) � +?̂?𝑡2?̂?𝑡1
1
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶   −𝜕𝜕2𝜂𝜂�𝜕𝜕𝑥𝑥�2(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶(𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡))�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)�2 � � 𝑑𝑑?̂?𝑡   
 
 = ∫ 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 𝜕𝜕2𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥�2
�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2  ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) � +?̂?𝑡2?̂?𝑡1
1
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
 𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥�𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
 � 𝜕𝜕2𝜂𝜂�𝜕𝜕𝑥𝑥�2(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶  � � 𝑑𝑑?̂?𝑡   
 
 
Taking 
𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
= 𝛿𝛿 𝜕𝜕𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�
 as a common factor. Thus, 
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 = ∫ 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1
�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2  ln�𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�𝜕𝜕𝑥𝑥�(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) � +?̂?𝑡2?̂?𝑡1
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2   � 2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶  �  � 𝜕𝜕𝜕𝜕𝑥𝑥� 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)𝑑𝑑?̂?𝑡             (F.13) 
 
Now, re-evaluating term 5 with respect to time 
 
Note: 𝛿𝛿(ln (𝑢𝑢))̇ =  1
𝑢𝑢
 𝛿𝛿𝑢𝑢 = 1
𝑢𝑢
 ?̇?𝑢    
 =  −∫ �𝛿𝛿 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�ln �𝑑𝑑 − ?̂?𝜂(𝐿𝐿, ?̂?𝑡) − 𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿, ?̂?𝑡)2𝐿𝐿�𝐴𝐴� − ln (𝑑𝑑 −?̂?𝑡2?̂?𝑡1
?̂?𝜂(𝐿𝐿, ?̂?𝑡))��� 𝑑𝑑?̂?𝑡    
 =  −∫ � 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
−𝛿𝛿𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶� − −𝛿𝛿𝜂𝜂�(𝐿𝐿,?̂?𝑡)(𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)) 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥�  �� 𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1    
 =  ∫ � 1
2
𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐴𝐴 + 𝑉𝑉𝐴𝐴𝐴𝐴(?̂?𝑡))2 � 1𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
1
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�
𝜕𝜕𝑥𝑥�
(𝐿𝐿,?̂?𝑡)2𝐿𝐿�𝐶𝐶� − 1(𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡))𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥�  �� �𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)�𝑑𝑑?̂?𝑡?̂?𝑡2?̂?𝑡1    
                          
        (F.14) 
 
 
Term 6 
   =  ∫ �𝑀𝑀��𝑔𝑔𝛿𝛿?̂?𝜂�𝐿𝐿�𝐴𝐴 , ?̂?𝑡�𝑑𝑑?̂?𝑡𝑡𝑡2𝑡𝑡1                                          (F.15) 
 
Term 7 
  =  −∫ 𝛿𝛿?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 𝑑𝑑?̂?𝑡𝑡𝑡2𝑡𝑡1 = −∫ ?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝛿𝛿𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 𝑑𝑑?̂?𝑡𝑡𝑡2𝑡𝑡1               (F.16) 
 
Terms 6 and 7 don’t require any further evaluation. By collecting alike terms 
(i.e.𝛿𝛿?̂?𝜂(𝑥𝑥�, ?̂?𝑡), 𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡), 𝜕𝜕
𝜕𝜕𝑥𝑥�
𝛿𝛿?̂?𝜂(𝐿𝐿, ?̂?𝑡)) from resultant equations F.6-F.16, the nonlinear governing 
partial differential equation of flexural motion, Eq. (F.17), and its associated natural (force-
dynamic) boundary conditions, Eq. (F.18), and Eq. (F.19), are derived. Eq. (F.20) and Eq. 
(F.21) are geometric boundary conditions for a clamped (fixed) end that respectively resemble 
displacement and slope. The first term to the left of Eq. (F.19) represents shear force within the 
beam, while the first term to the left of Eq. (F.18) denotes the bending moment in the beam: 
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The equation of motion (aggregating 𝝏𝝏𝜼𝜼�(𝒙𝒙�, 𝒕𝒕�) terms)  
 
 −𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕?̂?𝑡2
−   𝐸𝐸𝐸𝐸 𝜕𝜕4𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�4
−  ?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 = 0 
 
𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕?̂?𝑡2
+   𝐸𝐸𝐸𝐸 𝜕𝜕4𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�4
+ ?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 = 0               (F.17) 
 
The first natural boundary condition is obtained by aggregating  
𝝏𝝏
𝝏𝝏𝒙𝒙�
𝜹𝜹𝜼𝜼�(𝑳𝑳, 𝒕𝒕�) term  
 
𝐸𝐸𝐸𝐸 �
𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� =  − 𝐿𝐿�𝐴𝐴�𝑀𝑀�� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2 � − �𝑀𝑀�𝐿𝐿�𝐴𝐴2 + 𝐽𝐽� �𝜕𝜕3𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � + 𝜀𝜀𝑏𝑏𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝ℱ(𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(?̂?𝑡))2
2�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2 �𝑙𝑙𝑠𝑠 �
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) � + 𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥� 2𝐿𝐿�𝐶𝐶𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
 �                                          (F.18) 
 
The second natural boundary condition is obtained by aggregating  𝜹𝜹𝜼𝜼�(𝑳𝑳, 𝒕𝒕�) term  
 
𝐸𝐸𝐸𝐸 �
𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�3
� =  �𝑀𝑀�� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2
� + �𝐿𝐿�𝐴𝐴  �𝑀𝑀��� �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � − 𝜀𝜀ℱ𝑏𝑏𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝�𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(?̂?𝑡)�2
2 𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
1
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
−
1
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)� +  �𝑀𝑀��𝑔𝑔             (F.19) 
 
 
The associated geometric boundary conditions are: 
 
?̂?𝜂(0, ?̂?𝑡) = 0                       (F.20) 
 
𝜕𝜕𝜂𝜂�(0,?̂?𝑡)
𝜕𝜕?̂?𝑡
= 0                     (F.21) 
 
By dropping the fringing field factor, and eliminating the influence of potential energy of the 
gravitational force, the dynamics of the system reduces to the obtained results by Nayfeh et al. 
[198]. 
 
 
F.3 Static Mode Analysis: Pull-In Phenomenon 
 
The governing partial differential equation of motion, and its associated natural and 
geometric boundary conditions are normalized as in [198]. This is performed for 
simplicity in evaluation, and also to balance force and damping terms with nonlinear ones. 
Furthermore, normalization enables a better understanding of the parameters’ effects on 
the overall biosensor dynamical system, and on each other. Therefore, by inducing the 
following non-dimensional variables: 
 
𝑡𝑡 = ?̂?𝑡
𝑇𝑇
,    𝑇𝑇 = �𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
,  𝐶𝐶𝑏𝑏𝑑𝑑𝑑𝑑 =  ?̂?𝐴𝐿𝐿4𝐸𝐸𝐸𝐸𝑇𝑇  ,   𝜂𝜂 = 𝜂𝜂�𝑑𝑑 ,   𝑀𝑀 = 𝑀𝑀�𝜌𝜌𝐴𝐴𝐿𝐿 ,   𝐿𝐿𝐴𝐴 = 𝐿𝐿�𝐶𝐶𝐿𝐿 , 𝑥𝑥 = 𝑥𝑥�𝐿𝐿,  and 𝑥𝑥𝑥𝑥[0,1]. 
 
Therefore, the normalized form of Eqs. (F.17-21) are: 
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𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
𝜕𝜕2𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕?̂?𝑡2
+   𝐸𝐸𝐸𝐸 𝜕𝜕4𝜂𝜂�(𝑥𝑥�,?̂?𝑡)
𝜕𝜕𝑥𝑥�4
+  ?̂?𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂�(𝑥𝑥�,?̂?𝑡)𝜕𝜕?̂?𝑡 = 0  
𝜌𝜌𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
 𝑑𝑑 𝜕𝜕2𝜂𝜂(𝑥𝑥,𝑡𝑡)
𝜕𝜕𝑡𝑡2
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
+   𝐸𝐸𝐸𝐸 𝑑𝑑 𝜕𝜕4𝜂𝜂(𝑥𝑥,𝑡𝑡)
𝐿𝐿4𝜕𝜕𝑥𝑥4
+  𝐴𝐴𝑝𝑝𝑒𝑒𝑒𝑒𝐸𝐸𝐸𝐸�𝜌𝜌𝐴𝐴𝐿𝐿4𝐸𝐸𝐸𝐸
𝐿𝐿4
𝜕𝜕𝜂𝜂(𝑥𝑥,𝑡𝑡)𝑑𝑑
𝜕𝜕𝑡𝑡�
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
= 0  
  𝜕𝜕2𝜂𝜂(𝑥𝑥,𝑡𝑡)
𝜕𝜕𝑡𝑡2
+   𝜕𝜕4𝜂𝜂(𝑥𝑥,𝑡𝑡)
𝜕𝜕𝑥𝑥4
+  𝐶𝐶𝑏𝑏𝑑𝑑𝑑𝑑 𝜕𝜕𝜂𝜂(𝑥𝑥,𝑡𝑡)𝜕𝜕𝑡𝑡 = 0                                                                         (F.22) 
 
Similarly for the natural and geometric boundary conditions: 
𝐸𝐸𝐸𝐸 �
𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�2
� =  − 𝐿𝐿�𝐴𝐴�𝑀𝑀�� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2 � − � 𝑀𝑀�𝐿𝐿�𝐴𝐴2 + 13𝑀𝑀�𝐿𝐿�𝐴𝐴2� �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � + 𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(?̂?𝑡))2
2�
𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
2 �𝑙𝑙𝑠𝑠 �
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡) � + 𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)𝜕𝜕𝑥𝑥� 2𝐿𝐿�𝐶𝐶𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
�   
  
𝐸𝐸𝐸𝐸 �
𝜕𝜕2𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑥𝑥2𝐿𝐿2
� =  − 𝐿𝐿𝐿𝐿𝐴𝐴(𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿) �𝜕𝜕2𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑡𝑡2
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
� − � 4
3
  𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿3𝐿𝐿𝐴𝐴2� � 𝜕𝜕3𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑡𝑡2
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
𝜕𝜕𝑥𝑥𝐿𝐿
� +
 𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(𝑡𝑡))2
2�
𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝑥𝑥𝐿𝐿
�
2 �𝑙𝑙𝑠𝑠 �
𝑑𝑑−𝜂𝜂𝑑𝑑(1,𝑡𝑡)−𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝑥𝑥𝐿𝐿
2𝐿𝐿𝐶𝐶𝐿𝐿
𝑑𝑑−𝑑𝑑𝜂𝜂(1,𝑡𝑡) � + 𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)𝜕𝜕𝑥𝑥𝐿𝐿 2𝐿𝐿𝐶𝐶𝐿𝐿𝑑𝑑−𝑑𝑑𝜂𝜂(1,𝑡𝑡)−𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝑥𝑥𝐿𝐿
2𝐿𝐿𝐿𝐿𝐶𝐶
�  
 
�
𝜕𝜕2𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥2
� =  − 𝐿𝐿𝐴𝐴(𝑀𝑀) �𝜕𝜕2𝜂𝜂(1,𝑡𝑡)𝜕𝜕𝑡𝑡2 � − � 43𝑀𝑀𝐿𝐿𝐴𝐴2� �𝜕𝜕3𝜂𝜂(1,𝑡𝑡)𝜕𝜕𝑡𝑡2𝜕𝜕𝑥𝑥 � + 𝐿𝐿4𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(𝑡𝑡))2
2𝐸𝐸𝐸𝐸𝑑𝑑3�
𝜕𝜕𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥
�
2 �𝑙𝑙𝑠𝑠 �
1−𝜂𝜂(1,𝑡𝑡)−𝜕𝜕𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
1−𝜂𝜂(1,𝑡𝑡) � + 𝜕𝜕𝜂𝜂(1,𝑡𝑡)𝜕𝜕𝑥𝑥 2𝐿𝐿𝐶𝐶1−𝜂𝜂(1,𝑡𝑡)−𝜕𝜕𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
�       (F.23) 
 
As for the normalized second natural boundary condition, 
 
𝐸𝐸𝐸𝐸 �
𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕𝑥𝑥�3
� =  �𝑀𝑀�� �𝜕𝜕2𝜂𝜂�(𝐿𝐿,?̂?𝑡)
𝜕𝜕?̂?𝑡2
� + � 𝐿𝐿�𝐴𝐴  �𝑀𝑀��� �𝜕𝜕3𝜂𝜂�(𝐿𝐿,?̂?𝑡)𝜕𝜕?̂?𝑡2𝜕𝜕𝑥𝑥� � − 𝜀𝜀ℱ𝑏𝑏�𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(?̂?𝑡)�2
2 𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
�
1
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)−𝜕𝜕𝜂𝜂�(𝐿𝐿,𝑡𝑡�)
𝜕𝜕𝑥𝑥�
2𝐿𝐿�𝐶𝐶
−
1
𝑑𝑑−𝜂𝜂�(𝐿𝐿,?̂?𝑡)� +  �𝑀𝑀��𝑔𝑔  
 
𝐸𝐸𝐸𝐸 �
𝜕𝜕3𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑥𝑥3𝐿𝐿3
� =  (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿) �𝜕𝜕2𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑡𝑡2
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
� + � 𝐿𝐿𝐿𝐿𝐴𝐴  (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿)� � 𝜕𝜕3𝜂𝜂𝑑𝑑(1,𝑡𝑡)
𝜕𝜕𝑡𝑡2
𝜌𝜌𝐴𝐴𝐿𝐿4
𝐸𝐸𝐸𝐸
𝜕𝜕𝑥𝑥𝐿𝐿
� −
 𝜀𝜀ℱ𝑏𝑏�𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(𝑡𝑡)�2
2 𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝑥𝑥𝐿𝐿
�
1
𝑑𝑑−𝑑𝑑𝜂𝜂(1,𝑡𝑡)−𝜕𝜕𝜂𝜂𝜕𝜕(1,𝑡𝑡)
𝜕𝜕𝑥𝑥𝐿𝐿
2𝐿𝐿𝐿𝐿𝐶𝐶
−
1
𝑑𝑑−𝑑𝑑𝜂𝜂(1,𝑡𝑡)� +  (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿)𝑔𝑔   
 
�
𝜕𝜕3𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥3
� =  (𝑀𝑀) �𝜕𝜕2𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑡𝑡2
� + �  𝐿𝐿𝐴𝐴  �𝑀𝑀 + 𝑇𝑇𝐿𝐿𝐶𝐶𝐿𝐿 �� �𝜕𝜕3𝜂𝜂(1,𝑡𝑡)𝜕𝜕𝑡𝑡2𝜕𝜕𝑥𝑥 � − 𝐿𝐿4𝜀𝜀ℱ𝑏𝑏
2𝐸𝐸𝐸𝐸𝑑𝑑3
�𝑉𝑉𝐷𝐷𝐶𝐶+𝑉𝑉𝐴𝐴𝐶𝐶(𝑡𝑡)�2 𝜕𝜕𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥
�
1
1−𝜂𝜂(1,𝑡𝑡)−𝜕𝜕𝜂𝜂(1,𝑡𝑡)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
−
1
1−𝜂𝜂(1,𝑡𝑡)� +  𝐿𝐿3𝐸𝐸𝐸𝐸𝑑𝑑 (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿)𝑔𝑔                           (F.24) 
 
Finally, the normalized geometric boundary conditions are: 
 
𝜂𝜂(0, 𝑡𝑡) = 0                       (F.25) 
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𝜕𝜕𝜂𝜂(0,𝑡𝑡)
𝜕𝜕𝑡𝑡
= 0                                         (F.26) 
 
The steady-state mode of the system, where the beam-triangle deflection is constant in time, 
can be found by setting the time and AC voltage terms to zero in Eqs. (F.22-26); this leads to 
the static response of the system.  
 
𝜕𝜕4𝜂𝜂(𝑥𝑥)
𝜕𝜕𝑥𝑥4
= 0                              (F.27) 
 
�
𝜕𝜕2𝜂𝜂(1)
𝜕𝜕𝑥𝑥2
� =   𝐿𝐿4𝜀𝜀ℱ𝑏𝑏(𝑉𝑉𝐷𝐷𝐶𝐶)2
2𝐸𝐸𝐸𝐸𝑑𝑑3�
𝜕𝜕𝜂𝜂(1)
𝜕𝜕𝑥𝑥
�
2 �𝑙𝑙𝑠𝑠 �
1−𝜂𝜂(1)−𝜕𝜕𝜂𝜂(1)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
1−𝜂𝜂(1) � + 𝜕𝜕𝜂𝜂(1)𝜕𝜕𝑥𝑥 2𝐿𝐿𝐶𝐶1−𝜂𝜂(1)−𝜕𝜕𝜂𝜂(1)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
�                        (F.28) 
 
�
𝜕𝜕3𝜂𝜂(1)
𝜕𝜕𝑥𝑥3
� =  −  𝐿𝐿4𝜀𝜀ℱ𝑏𝑏
2𝐸𝐸𝐸𝐸𝑑𝑑3
(𝑉𝑉𝐷𝐷𝐶𝐶)2 𝜕𝜕𝜂𝜂(1)
𝜕𝜕𝑥𝑥
�
1
1−𝜂𝜂(1)−𝜕𝜕𝜂𝜂(1)
𝜕𝜕𝑥𝑥
2𝐿𝐿𝐶𝐶
−
1
1−𝜂𝜂(1)� +  𝐿𝐿3𝐸𝐸𝐸𝐸𝑑𝑑 (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿)𝑔𝑔                                      (F.29) 
 
𝜂𝜂𝑆𝑆𝑡𝑡𝑏𝑏𝑡𝑡𝑒𝑒𝑒𝑒(0) = 𝜂𝜂𝑆𝑆′ (0) =  0                     (F.30) 
          
Thus, the general solution of the resultant normalized static equation of motion is obtained by 
integrating equation (F.27) four times. 
 
𝜂𝜂𝑆𝑆(𝑥𝑥) = 𝐴𝐴𝑥𝑥3 + 𝐵𝐵𝑥𝑥2 + 𝐶𝐶𝑥𝑥 + 𝐷𝐷 
 
By evaluating the general solution by imposing the geometric boundary conditions, which 
yields C = D = 0. The remaining two unknown coefficients, A and B, can be evaluated by 
applying the natural boundary conditions, which results in two nonlinear algebraic equations, 
Eq. F.31, and Eq. F.32: 
 f1(VDC, A, B) = 𝐿𝐿4𝜀𝜀ℱ𝑏𝑏2𝐸𝐸𝐸𝐸𝑑𝑑3  (𝑉𝑉𝐷𝐷𝐶𝐶)2(3𝐴𝐴+2𝐵𝐵)2 �𝑙𝑙𝑠𝑠 �1−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶1−𝐴𝐴−𝐵𝐵 � + (3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶1−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶� − (6𝐴𝐴 + 2𝐵𝐵) = 0    
 
      (F.31) 
 f2(VDC, A, B, M) = − 6𝐴𝐴− 𝜀𝜀ℱ𝑏𝑏𝐿𝐿42𝐸𝐸𝐸𝐸𝑑𝑑3  (𝑉𝑉𝐷𝐷𝐶𝐶)2 3𝐴𝐴+2𝐵𝐵 � 11−𝐴𝐴−𝐵𝐵−(3𝐴𝐴+2𝐵𝐵)2𝐿𝐿𝐶𝐶 − 11−𝐴𝐴−𝐵𝐵� + 𝐿𝐿3𝐸𝐸𝐸𝐸𝑑𝑑 (𝑀𝑀𝜌𝜌𝐴𝐴𝐿𝐿)𝑔𝑔 = 0  
                  
                  (F.32) 
 
    In static mode, two different solutions for A and B can be obtained for each applied (bias) 
DC potential, representing different static deflections (equilibrium configurations). The 
evaluation of A and B are based on the parameters of table F.1. 
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Variable Value Variable Value 
 
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 5         𝜇𝜇m E 1.6x1011            Pa 
h 1.5      𝜇𝜇m 𝜀𝜀  8.854x10−12      F/m 
d 4        𝜇𝜇m 𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 7.5x 10−12          𝑇𝑇2 
L 250    𝜇𝜇m I 1.40625x10−24   𝑇𝑇4 
𝐿𝐿𝑃𝑃𝑏𝑏𝑑𝑑𝑑𝑑𝑇𝑇𝑏𝑏 50      𝜇𝜇m 𝐿𝐿�𝑒𝑒  25                          𝜇𝜇m 
𝑏𝑏𝑃𝑃𝑏𝑏𝑑𝑑𝑑𝑑𝑇𝑇𝑏𝑏 20     𝜇𝜇m 𝑀𝑀�   3.45x10−12        Kg 
𝜌𝜌 2300 kg/𝑇𝑇3 J 7.1875x10−22    Kg. 𝑇𝑇2 
 
Table F.1 Microcantilever design parameters. 
 
One pair of values (low A and B), represents a stable solution, whereas the other 
corresponds to unstable one. This is illustrated in Figure F.4A, where the stable solid line 
represents the stable branch and the dotted line is the unstable one. Both branches converge 
into each other at a value of the voltage corresponding to the pull-in potential, 𝑉𝑉𝑃𝑃. For this 
particular cantilever-plate system, with design parameters values as exhibited in table F.1, the 
static pull-in voltage has a value of 8.3046V. Moreover, as manifested in Figure F.4B, the 
derivative of the transverse deflection with respect to induced static potential also confirms that 
at a very low potential, the slope of the MEMS system is zero, and as it approaches the pull-in 
phenomenon the slope is approaching infinity resembling instability of the system. 
 
 
(A) 
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(B) 
 
Fig. F.4 (A) Normalized transverse deflection with respect to induced DC potential 𝑉𝑉𝐷𝐷𝐴𝐴 in Volt, (B) 
Derivative of normalized transverse deflection with respect to induced static potential in Volt.  
 
 
 
F.4 Sensitivity analysis  
 
 
This section aims to define the sensitivity of the biosensor as the variation in transversal 
deflection in response to a small voltage superimposed to a given DC induced voltage – 
considering that the sensitivity is important to maximize the response of the cantilever-based 
biosensor to small variations in electrostatic force, whilst still preventing the risk of pull in. 
The analytical expression for the system’s sensitivity can be obtained after evaluating the 
partial derivatives of Equations (F.31) and (F.32) with respect to their four variables, A, B, 𝑉𝑉𝐷𝐷𝐴𝐴, 
and M:  
 
𝜕𝜕𝑑𝑑1
𝜕𝜕𝑉𝑉
|𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝑉𝑉 + 𝜕𝜕𝑑𝑑1𝜕𝜕𝐴𝐴 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝐴𝐴 + 𝜕𝜕𝑑𝑑1𝜕𝜕𝐵𝐵 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝐵𝐵 + 𝜕𝜕𝑑𝑑1𝜕𝜕𝑀𝑀 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝑀𝑀 = 0              
       (F.33) 
 
𝜕𝜕𝑑𝑑2
𝜕𝜕𝑉𝑉
|𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝑉𝑉 + 𝜕𝜕𝑑𝑑2𝜕𝜕𝐴𝐴 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝐴𝐴 + 𝜕𝜕𝑑𝑑2𝜕𝜕𝐵𝐵 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝐵𝐵 + 𝜕𝜕𝑑𝑑2𝜕𝜕𝑀𝑀 |𝑉𝑉𝑜𝑜,𝐴𝐴0,𝐵𝐵𝑜𝑜,𝑀𝑀𝑜𝑜𝛿𝛿𝑀𝑀 = 0              
                   (F.34) 
 
In equations (F.33) and (F.34), 𝑉𝑉𝑇𝑇 is chosen to be the targeted DC potential within the 
vicinity of pull-in voltage that yields a stable solution of 𝐴𝐴𝑇𝑇, and 𝐵𝐵𝑇𝑇. 𝑀𝑀𝑇𝑇 is a known parameter 
of paddle’s mass. Equations (F.33) and (F.34) can be also expressed in a matrix form as:  
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�
𝜕𝜕𝑒𝑒1
𝜕𝜕𝐴𝐴
𝜕𝜕𝑒𝑒2
𝜕𝜕𝐴𝐴
𝜕𝜕𝑒𝑒1
𝜕𝜕𝜕𝜕
𝜕𝜕𝑒𝑒2
𝜕𝜕𝜕𝜕
� �𝛿𝛿𝐴𝐴𝛿𝛿𝐵𝐵� =  −  �𝜕𝜕𝑒𝑒1𝜕𝜕𝜕𝜕𝜕𝜕𝑒𝑒2
𝜕𝜕𝜕𝜕
� 𝛿𝛿𝑉𝑉 −  �𝜕𝜕𝑒𝑒1𝜕𝜕𝜕𝜕𝜕𝜕𝑒𝑒2
𝜕𝜕𝜕𝜕
� 𝛿𝛿𝑀𝑀                                                                                (F.35) 
 
 
Where, 
 
𝛿𝛿𝐴𝐴 =  𝐶𝐶11𝛿𝛿𝑉𝑉 +  𝐶𝐶12𝛿𝛿𝑀𝑀                                                                                                          (F36.a) 
𝛿𝛿𝐵𝐵 =  𝐶𝐶21𝛿𝛿𝑉𝑉 +  𝐶𝐶22𝛿𝛿𝑀𝑀                                                                                                       (F36.b) 
 
and  Cij (i=[1,2], j=[1,2])  are  constant terms. Also, since mass is a constant parameter, the mass 
terms drop in Eqs. (F36.a-b), and the transverse displacement can be defined in terms of the 
static potential only, resulting in: 
 
𝛿𝛿𝜂𝜂(𝑥𝑥) =  𝛿𝛿𝐴𝐴𝑥𝑥3 + 𝛿𝛿𝐵𝐵𝑥𝑥2 = 𝛿𝛿𝑉𝑉(𝐶𝐶11𝑥𝑥3 + 𝐶𝐶21𝑥𝑥2)                                                                   (F.37) 
 
Hence the sensitivity expression is given by:    
 
Sensitivity (
𝑏𝑏𝑏𝑏𝑡𝑡𝑏𝑏𝑑𝑑
𝑉𝑉𝑇𝑇𝑇𝑇𝑡𝑡
) =  𝛿𝛿𝜂𝜂�
𝛿𝛿𝑉𝑉
= (𝐶𝐶11𝑥𝑥3 + 𝐶𝐶21𝑥𝑥2) 𝑑𝑑                                                                     (F.38) 
 
Where, "𝑥𝑥"  represents a point along the x axis of the microcantilever-microplate structure. 
A representation of the sensitivity versus the induced DC voltage at the tip of the paddle for 
the design parameters illustrated in Table F.1, can be found in Figure F.5, and as expected 
maximum occurs at the tip or the paddle. In this figure, the sensitivity dramatically increases 
as the DC voltage approaches the pull-in potential.  
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Fig. F.5 Sensitivity (m/Volt) vs. DC induced dc potential (Volt).    
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F.5 Optimization of the Controlling Parameters  
 
 
The proposed design optimization technique flourished in this section should assist 
microfabricators in producing a robust, and highly sensitive cantilever-based biosensor without 
enduring the hardship involved due to the iterative process during fabrication to reach a 
satisfactory results with optimal dimensions. In order to maintain the applicability of a slender 
Bernoulli-Euler beam assumption, Table F.2 defines the controlling parameters of the system 
in a ratio manner based on a defined length of the cantilever beam. The objective is to delay 
the static pull-in phenomenon, which shall avail the benefit of increasing the dynamic range of 
the biosensor. Also, it contributes into increasing the stability functional domain of the 
biosensor. Eqs. F.27-30 are evaluated numerically point-by-point based on Table F.2, where 
stable solutions for A-B pair are being considered.  
 
 
Parameter Definition Defined expression Unit 
L Length of the beam  L (variable) 𝜇𝜇m 
𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃  Width of the beam 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =  0.02    x   L  𝜇𝜇m 
𝑳𝑳𝑷𝑷𝑷𝑷𝒃𝒃𝒕𝒕𝒃𝒃  Total length of the plate 𝐿𝐿𝑃𝑃𝑇𝑇𝑏𝑏𝑡𝑡𝑏𝑏 =  0.2      x   L  𝜇𝜇m 
𝒃𝒃𝑷𝑷𝑷𝑷𝒃𝒃𝒕𝒕𝒃𝒃  Width of the plate 𝑏𝑏𝑃𝑃𝑇𝑇𝑏𝑏𝑡𝑡𝑏𝑏 =  0.08    x   L  𝜇𝜇m 
H Uniform thickness h         =  0.006  x  L  𝜇𝜇m 
𝑳𝑳�𝒄𝒄  Half length of the plate 𝐿𝐿�𝑒𝑒       =   0.1     x  L 𝜇𝜇m 
D Gap distance d (variable) 𝜇𝜇m 
E Modulus of Elasticity 2.5  GPa 
𝜺𝜺  Permittivity of free space 8.854 x 10−12       F/m 
𝑨𝑨𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃  Cross sectional area of beam 𝐴𝐴𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 x  h    𝑇𝑇2 
I  Second moment of inertia  I          = 1/12 x 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 x ℎ
3  𝑇𝑇4 
𝝆𝝆  Density 1430 Kg/𝑇𝑇3 
𝓕𝓕  Fringing Field Effect Constant 1.03 --- 
𝑴𝑴�   Effective mass of the plate 𝑀𝑀�     = 𝑏𝑏𝑃𝑃𝑇𝑇𝑏𝑏𝑡𝑡𝑏𝑏 x h x 𝜌𝜌 x 𝐿𝐿𝑃𝑃𝑇𝑇𝑏𝑏𝑡𝑡𝑏𝑏 Kg 
J  Mass moment of inertia J     = 1/3 x 𝑀𝑀�  x 𝐿𝐿�𝑒𝑒
2
 Kg. 𝑇𝑇2 
 
Table F.2 Controlling parameters of the microbeam-microplate structure made of PI-2562 Polyimide.  
 
The optimization process is carried out by varying beam’s length, and uniform thickness of 
the structure with respect to static pull-in phenomenon (Fig. F.6A-B), and then varying gap 
distance and beam's length with respect to static pull-in phenomenon (Fig. F.7A-B). Increasing 
static DC potential should contribute into increasing softening spring characteristics 
attributable to electrostatic negative stiffness, which also resembles the quadratic nature of 
material nonlinearities. It is manifested in Fig. F.6, and F.7 that there is a linear relation among 
static pull-in potential, length of the beam, structure’s uniform thickness, as well as the 
segregating gap distance. Thus, no optimal point is found. 
Figure F.7B can be utilized by any designers who are utilizing Polyimide 2562 conductive 
polymer to construct their sensor structure, regardless of their sensing applications. It should 
be cleared that in this 2D figure, the variations in pattern don't reflect the beam’s deflection 
modes. This figure is read in a certain manner by first selecting a targeted pull-in potential (y-
axis), which in this study is 15 Volt to be the operating dynamic range of the sensor. Second, 
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investigating the variations of beam's length (x-axis) as well as segregating gap distance that 
would meet the targeted pull-in value (15 Volt) – beam's length is 500 µm with a gap distance 
of 30µm. Third, uniform thickness is achieved as per the defined expression in Table 1, being 
0.006 of beam's length, and accordingly other parameters in table F.2 are followed. 
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Fig. F.6 (A) 3D variations of beam length (250-750 µm), uniform thickness as per a defined relation of b = (0.002-0.010) x L (where thickness is denoted as b 
in this figure), and static pull-in voltage (Volt). (B) 2D representations of varying beam’s length, uniform thickness, and static pull-in voltage while fixing a 
gap distance at 10 µm. The material is Polyimide 2562 conductive polymer. 
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Fig. F.7 (A) 3D variations of beam length (250-750 µm), gap distance (4-30µm), and static pull-in voltage (0-23 Volt). (B) 2D representations of varying beam's 
length, gap distance, and static pull-in voltage, whereas uniform thickness is fixed as per the defined relation in Table 1 (h =0.006 x L). The material is Polyimide 
2562 conductive polymer. 
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Appendix G:  
Reprint Permission 
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(Reprinted with permission from Vernella, V. et al. [Ref 1]) 
1. V. Vernella et al., Design, fabrication and implementation of a novel multi-parameter control
microfluidic platform for three-dimensional cell culture and real-time imaging., Lap Chip, 2008, 8,
1468-1477.
397
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39
9
(Reprinted with permission from Hung, P. J. et al. [Ref 1]) 
1. P. J. Hung, et al., A novel high aspect ratio microfluidic design to provide a stable and uniform
microenvironment for cell growth in a high throughput mammalian cell culture array., Lap Chip,
2005, 5, 44-48.
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