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Motivation
• Isotropic and dynamic h-adaptation of tetrahedral-based meshes 
has a great potential for material interfaces
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• Massive parallelism is the main challenge
– Frequent mesh topology changes in distributed memory
– Mesh load balancing
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A prerequisite to h-adaptation: Mesh metric definition
• A continuous metric is defined [1,2]
• The isotropic metric is linked to the local cell size
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[1] Courty et al., ANM, 2006 [2] Alauzet et al., Proc. IMR, 2006
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• To avoid interpolation 
errors, the mesh is kept
constant and fine at the 
interface
• Cell size gradient is
prescribed
• Remeshing is controlled
by a CFL-like condition
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Moving interface method for parallel h-adaptation
• Principle with a standard memory distribution of the mesh [1]
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Distributed initial meshRemeshing with fixed interfacesCons raint load-balancingR meshing with fixed interfacesConstrainted load-balancingRemeshing with fixed interfacesFinal mesh
[1] Digonnet et al., IJHPCA, 2017
• Interpolation and load balancing remain two important bottlenecks
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The CFD platform: YALES2
• Features
– Unstructured meshes and adaptive grid refinement
– Low-Mach number Navier-Stokes equations (incompressible and variable density)
– Double-domain decomposition [3] and hybrid OpenMP/MPI communications
– Highly efficient solvers for linear system inversion (PCG, DPCG) [4]
– 4th-order central finite-volume method and 4th-order time integration
– Two-phase flows (Lagrangian particles), spray and atomization (Levelset)
– Combustion modeling (Tabulated or finite-rate chemistry, NOx model, …)
– Suited for massively parallel computing (>32 000 procs)
– Used by 250+ scientists/engineers in academia and industry
5[1] YALES2 web site, http://www.coria-cfd.fr[2] SUCCESS web site, http://success.coria-cfd.fr
[3] Moureau et al., CR Mecanique, 2011
[4] Malandain et al., JCP, 2013
Double-domain
decomposition [3]
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A moving interface method with 2-level decomposition [1]
• MMG library [2] from INRIA/IMB adapts the mesh on each rank
• Example for 4 processors
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[2] Dapogny et al., JCP 2014[1] Bénard et al., IJNMF, 2015
• Interpolation and load balancing are highly optimized
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Application to a lean-premixed flame
7
4 Methane/air, Sankaran scheme (17 species, 73 reactions) [1], wall heat loss [2]
4 Interface location given by the gradient of the progress variable
4 Volume/surface adaptation, refinement rate at interface = 2
[1] Sankaran et al., PCI, 2007 [2] Bénard et al., PCI, 2018
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Application to a lean-premixed flame
• Comparison of the dynamic mesh results to static cases [1]
• Progress variable iso-contour:
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Static
110M tets (300µm)
1024 cores 
Dynamic
260M tets (150µm)
2048 cores
Static
878M tets (150µm)
8192 cores 
• The small-scale wrinkling depends only on the finest cell size
[1] Mercier et al., ICNC 2019
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Application to gas/liquid interfaces
• Kerosene jet-in-cross flow at 10 bar, Weaero = 60 to 400 [1]
• Accurate Conservative Levelset [2], up to 1.6 billion tets on 8192 cores [3]
9[1] Ragucci et al., Atomization and Sprays, 2007[2] Desjardins et al., JCP 2009
[3] Leparoux et al., ICLASS 2018
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Application to gas/liquid interfaces
• Parametric study of the kerosene jet-in-cross flow [1,2] 
10[1] Leparoux et al., ICLASS 2018[2] Ragucci et al., Atomization and Sprays, 2007
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Application to gas/liquid interfaces
• Simulation of oil churning by M. Cailler, SAFRAN TECH [1,2] 
• Real fluid properties, 206 million tets on 1250 cores (Cobalt, CEA)
11[1] Cailler et al., ICMF, 2019[2] Leprince et al., Advances in Tribology, 2012
Metric field
Cell size ratio = 3
500 microns at interface
Adaptation cost = 42%
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Conclusions and prospects
• Parallel dynamic mesh adaptation of massive grids is feasible
• Many theoretical and numerical developments are still required
– Modeling of space/time commutation errors in LES
– Better load balancing algorithms
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