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Large Sample Hypothesis Testing 
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Bowling Green State University 
Communicated by E. J. Hannan 
The empirical characteristic function is considered as a tool for large sample 
testing of a hypothesis that can be characterized in terms of the characteristic 
function. Two test statistics based upon the empirical characteristic function are 
proposed. The limiting distributions of these test statistics are obtained and 
methods are suggested for using these limiting distributions to calculate critical 
regions. 
1. INTRODUCTION 
Given a sequence of stochastic processes 2, and a function p such that 
n1/2(Z, - CL) converges weakly to a zero mean Gaussian process, consider the 
statistics 
T, = 
J 
1 Zn(t)12 dG(t) where G is a distribution function. U-2) 
Statistics of these types arise naturally in the use of the empirical charac- 
teristic function for large sample hypothesis testing. Let XI , X2 ,..., X, be 
independent and identically distributed random variables. The empirical distri- 
bution function is F,(x) = IV( x )/ n, x E R, where N(x) is the number of Xj < x 
for 1 < j < 71. The empirical characteristic function (e.c.f.) is defined by 
cm(t) = 1 eitZ dFa(x) = t $ eitxj, tER. 
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Now given a hypothesis that can be characterized in terms of characteristic 
functions, we may use the e.c.f. to construct a test of this hypothesis. For 
example, it is well known that a purely real and even characteristic function 
characterizes a symmetric random variable. Thus it is reasonable to base a 
test for symmetry on either of the statistics (1.1) or (1.2) taking ZJt) = Im(c,(t)). 
The results of this paper will yield the limiting distributions of these two 
statistics so that the e.c.f. may be used for large sample hypothesis testing. 
2. RESULTS 
We now obtain the limiting distribution of S, when the stochastic processes 
Z, are complex valued. We take %?[a, b] to be the Banach space of continuous 
complex functions on [a, b] with the norm Ilf\\m = ~up~+~~l f(t)l. We first 
consider the case when the centering function p is identically zero. 
THEOREM 2.1. Let 2, {Zn} be random elements of V[a, b] such that 
#Z,, -9 2. Let EC [a, b] and define 
sn = TEp I znw, and 
s = ;yEp I WI. 
Then nW3 ,-+~S. 
Proof. Let 3’ be the functional defined on W[a, b] by F(f) = suptEE 1 f(t)\ 
for f  E W[a, b]. Clearly F is continuous on %‘“[a, b] so that F(r.WZ,) -9 F(Z) 
by Theorem 5.1 of Billingsley [l], which gives the result. 1 
When p is not identically zero, we consider the weak convergence of the 
sequence of stochastic processes (1 Z, I} where ( Z, / is defined by 1 Z, 1 (t) = 
I z?s~)l. 
THEOREM 2.2. Let Z, (Z,} be random elements of U2[a, b]. Let p EU~[U, b] 
such that for all t E [a, b] p(t) # 0 and suppose 
9 
N2(Zn - p) - Z. (2.1) 
Then nl/“(l Z, I - I CL I) -+’ WZ/d . I I-L I. 
Proof. Define H, H,, : he2[a, b] -+ %‘[a, b] by 
H(f)(t) = Reg * I PW and 
IL(f)(t) = I f(t) + n1’2cL(t)l - n1j2 I &)I 
683/10/r-6 
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forfE V2[a, b]. We will show that forf,fn E g2[u, b] 
llfn -film - 0 implies II fMfn) - f-f(f)lL - 0. (2.2) 
We state without proof the following easily verifiable lemma. 
LEMMA 2.1. For a, b E R define g(u, b) = I a + bi I - a. Then the followi~ 
hold: 
li+lig(a, b) = 0 for all 6 E R., (2.3) 
g increases as j b 1 increases, (2.4) 
g decreases as a increases. (2.5) 
Returning to the proof of Theorem 2.2, fix t E [a, b]. Then algebraic mani- 
pulation yields the following inequality. 
I Kcfn)(t) - Wf)W 
= If&) + n1/2Ml - a2 I &)I - Re $f- * I &)I 1 
Now let 01 = &MI WfW/&>l and B = SUP~~[~,BI I WfWW. Apply% 
(2.4) and (2.5) and taking sups on both sides we have: 
II KLfn) - ff(f>llm G llfn -film + II P Ilm . II a 4 B + n1i21 - w2 + 41. 
The second term on the right hand side tends to zero as n -+ CO by (2.3). 
Thus (2.2) holds so that applying Theorem 5.5 of Billingsley [I] and using 
(2.1) we have 
H&?‘qZ, - p)) -5 H(Z) which gives 
d/2(/ 2, ) - 1 p I) -5 Re s * I p /. 
This completes the proof of Theorem 2.2. 1 
Now restricting ourselves to the case where 1 r(t)] achieves its max at only a 
finite number of points of the interval [a, b], we show that the limiting distri- 
bution of S, is the same as when the sup is taken over that finite set of points. 
THEOREM 2.3. Let 2, {Z,> be random elements of W2[a, b]. Let TV E @?[a, b] 
and suppose 
9 
n1’2(2n - p) - 2. (2.6) 
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Suppose it E k, 4: I &>I = II 1-1 IL,> = itI ,..., ?d. Then n1/2(llZ, IL - 
max,G,(, 1 Zn(ti)]) +p 0 as tl + 00. 
We need the following lemma. 
LEMMA 2.2. Let t,~{t, ,..., tk}. Define Mn,6 = ~upl~-~,l<~ I ZJt)]. Then 
lim,, lim s~p~+~ P{n112(M,,8 - 1 Zn(to)l) > c} = 0 for all E > 0. We note 
that the sup in the dejnition of M,,, is restricted to points t E [a, b]. 
Proof. Choose S > 0 sufficiently small so that p(t) # 0 for all t e [to - 6, 
t, + S]. Then by Theorem 2.2 we have 
n""( 1 2, I - I P I) -% Re : * I P I 
on the interval [to - 6, t, + S]. Set Yn(t) = I Z%(t)1 - ) ZJt,,)l and A(t) = 
) p(t)/ - ] p(Q). Note that h(t) < 0 for all t. Set Y(t) = Re[Z(t)/p(t)] . 1 p(t)/ - 
R4%)/&)1,~ I &,)I. Then we have 
n1/2(Y, - A) -5 Y 
on the interval [t,, - S, t, + S]. Now since A(t) < 0 we have 
Mei - I Z&Y = sup Y,(t) 
It-tol<s 
Thus fixing E > 0 we have 
P{n112(Mn,, - I Z&J) > E> < P{n”2 sup (Y,(t) - h(t)) > e}. 
I t-t&3 
But n112 suplt-,01<6(Y,(t) - A(t)) -0 supit-t0l<6 Y(t) by Theorem 2.1. Hence 
we have 
lim sup P{~z~/~(M,,~ - 
n+m I &L(a) > 4 < “{,ts;f,8 Y(t) > 4. 0 
Now supItmt ,<a Y(t) +a~a. Y(tJ as S -+ 0 since Y is continuous with probability 
1. Furthermore, Y(tO) is degenerate at zero. Hence ~upl,-,~l<~ Y(t) -8.8. 0 
as S + 0 and we have 
1~~ liy:zp P{n112(M,,8 - I -Gk8) > 4 = 0. I 
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Proof of Theorem 2.3. Choose 6 > 0 so that 6 < max,&ti - tiTl). 
For 1 < i < k, let Ei,n be the event that there exists t E [ti - 8, ti + 61 such 
that I -G(t>l = II Z, IL . Set Eo,, = (&, E,,,)“. Then, fixing E > 0 we have 
Set Mz,);‘, = sup~~+l<~ [ZJt)j. Then on the set Ei,n we have Mf,)B = 1) Z, /jD , 
Mz,‘8 - I Z,(t,)l 3 II Z, Ilm - maxlGjGk I Z,(tj)I, so that we have 
P{n”‘2 I II z7z Ilm - lztyk I zn(ti)l I > E> 
< P{&,} + f P{n1i2 / M$ - I Zn(ti>l I > <I* 
i=l 
The event E,,, is the event that j Zn(t)j is maximized on a set where / p(t)/ 
is bounded away from /I p /liL . Thus it is clear that P{E,,,} +,O as n -+ CO. 
Hence we have 
lim SUP pW2 I II -G Ilm - ,f$?& I zn(ti)l I > 4 n-rm 
< lirn~~p i P{n112 / &If6 - I W,)l I > E 
i=l 
Now letting 6 + 0 and applying Lemma 2.2 we have 
PW2 I II Z, II= - mm I Zn(ti)l I > 4 - 0 as n-tco. I 
Lastly putting together Theorems 2.2 and 2.3 we have the following result. 
THEOREM 2.4. With the same notations and assumptions as in Theorem 4.3 we 
have 
3. FURTHER RESULTS 
In this section the limiting distribution of a class of statistics containing T, 
will be obtained. For convenience we will consider only the case when (ZJ is 
real valued. Results for the complex valued case can be obtained in a similar 
manner. 
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For the case when the weighting distribution function G in (1.2) has bounded 
support, the following result holds. 
THEOREM 3.1. Let {&(t): t E [0, l]} b e a sequence of real stochastic processes 
such that 
22 
?N”(Z, - p) - 2 (3.1) 
where p is continuous and Z is a zero mean Gaussian process in [0, l] with variance- 
covariance ffmction EZ(t) Z(s) = r(t, s). 
Let f  be a continuously differentiable function with derivative f  ‘. Let G be a 
distribution function with support in [0, I]. Define 
Tn = I f  (-L(t)) dG(t) 
~4 = f  f  (At)) Wt) 
0’ = l/ f  ‘b(t)) f  ‘(4s)) WY s) Wt) dG(s) 
and assume all integrals are well-de@ed. 
Then nllz(Tpt - M) +a 8 where d N M(O, ~9) if a2 # 0 and 6’ is degenerate 
at zero if 02 = 0. 
Proof. Set d = J-f ‘(p(t)) Z(t) dG(t).Then B has the required distribution and 
n1i2 s f  ‘(cl(t))(W) - p(t)) Wt) --% 8 
by (3.1) and Theorem 5.1 of Billingsley [l]. Hence the result follows from 
Theorem 4.1 of Billingsley [l] provided 
X, = n112(Tn - M) - n112 j-f Wt))(Zdt) - At)) Wt) ( 
converges in probability to zero. 
By the meanvalue theorem, for all t E [0, l] there exists Y,(t) between ZJt) 
and p(t) such that 
f  G(t)) - f  (At)) = f  ‘(YvL(t))G(t) - At)). 
Thus we have the following 
xn < a2 I I f  (-G(t)) - f  (At)) - f  ‘(v(t))(G(t) - p(t))1 Wt) 
Z nv2 
f VW) - dt))(f ‘(y+z(t)) - f  ‘(4t))l dG(t) 
< n112 S;P, I -G(t) - &)I jf ‘(Y,(t)) - f  ‘(&>>I Wt). 
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From Theorem 2.1 we have 
(3.2) 
Thus by Theorem 20.6 of Cram& [2] it suffices to show 
J‘ I f’(Y,dt>> - f’W))l dG(t) 5 0. 
Now let [a, b] be such that a + 1 < p(t) < b - 1 for all t E [0, 11. Then 
f’ is uniformly continuous on [a, 61 and for fixed E > 0 there ekists 6 > 0 
such that 
sup I Y,(t) - Ml < 6 * $Pl I f’(YVz(t)) - f’(&))l < 6. 
tcro.11 
Thus we have the following 
P [I I f’(YnW - f’W)>l dG(t) > 61 
This last probability converges to zero as 11 ---f co by (3.2). 1 
To extend Theorem 3.1 to an arbitrary weighting function G we have the 
following result. 
THEOREM 3.2. A su#icient condition that Theorem 1 holds for an arbitrary 
distribution function G is that there exist a: > 1 andQ: R -+ [0, co) such that 
s Q(t) dG(t) -=c ~0, and (3.3) 
E I nl’“[f @‘&)) - f WNI P < QW for all n. (3.4) 
Proof. Set 
T,vn = _“,f @n(t)) dW, s and 
MN = s -‘f WN d’W 
Then the result follows from Theorem 3.1 and Theorem 4.2 of Billingsley [1] 
provided 
lim lim sup P(n112 I(TNn - 
N-too n-tm MN) - (T, - M)I > E} = 0 
for all E > 0. 
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Letting A,, = n1/2 ](TN, - MN) - (Z’, - M)], by Markov’s inequality it 
suffices to show that 
Now 
Jili lim.+yp EA>, = 0 (3.5) 
AN,, = 1 ~t,,Nnl?f(z,(t)l -fW)l dG(t) 1, so that 
This last integral is independent of n and converges to zero as N -+ co so 
that (3.5) holds. 1 
From Theorem 3.1 it can be seen that when p(t) = 0, n1j2T,, -9 0. This 
will obviously be of little use when using T, for hypothesis testing. However 
a limiting distribution for nT, can be obtained from the following. 
THEOREM 3.3. Let {YJt): t E W>, {Y(t): t E W} be real stochastic processes such 
that Y, -9 Y in every jinite interval. Let f be a continuous function on R and let 
G be a distribution function. Define 
T, = lf (Y,(t)) dG(t) and 
Assume T,, and T are well-defined with probability 1. 
Furthermore suppose there exists OL 2 I such that the sequence of functions 
E ) f (Y(t))]” is unzyormly integrabk with respect to G. 
Then T, +aTaasn+oO. 
Proof. For G of bounded support the result follows from Theorem 5.1 
of Billingsley [l]. For arbitrary G we set 
x,, = S_NNf(Y,(tN dGW 
XN = J-‘ f (Y(t)) dG@) 
and 
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and apply Theorem 4.2 of Billingsley [l]. To obtain the lim lim sup condition, 
we note that by Markov’s inequality it suffices to show 
Here we have 
The uniform integrability of E If(Yn(t))ja gives the result. 1 
4. CALCULATING CRITICAL REGIONS 
In order to use the e.c.f. for hypothesis testing it is necessary to calculate 
critical regions for the statistics S, and T, . In this section we consider this 
problem. 
Let Z(t) be a zero mean Gaussian process. The two random variables of 
interest are: 
& = 1 1 Z(t)12 dG(t) and 
(4.2) 
For real valued 2 and G absolutely continuous with bounded support, 
Feuerverger and Mureika [3] h ave shown that d is equivalent to the infinite 
weighted sum of independent x12 random variables. A well known approximation 
for this case is to use a multiple of a chi-squared axs2 where 01 and @ are chosen to 
match the first two moments of 8. 
When Z is complex valued d can be shown to have a representation as a 
weighted sum of xl2 random variables although not necessarily independent. 
However in this case the axa approximation is also appropriate. 
The distribution of # is difficult to work with when the sup is taken over the 
whole interval. If however the sup is restricted to a finite set of points the distri- 
bution of 4 may be dealt with numerically. In view of Theorem 2.4 if the alter- 
native hypothesis is simple the power may be maximized by an appropriate 
choice of points over which to take the upremum. 
The limiting distributions of both ~9 and 4 rely on the covariance structure 
of 2. In general this will be formulated in terms of the characteristic function. 
In practice the exact characteristic function may not be known. However, by 
using the e.c.f. to approximation the characteristic function, we should be able 
to approximate the covariance structure of 2. 
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With probability 1 the e.c.f. converges uniformly to the characteristic function 
on every bounded interval (Theorem 2.1 of Feuerverger and Mureika [3]). 
Thus use of the e.c.f. should give an approximation of the covariance structure 
of 2 for which the same convergence statement can be made. 
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