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Abstract
Consider the problem of Private Information Retrieval (PIR), where a user wishes to retrieve a
single message from N non-communicating and non-colluding databases (servers). All servers store the
same set of M messages and they respond to the user through a block fading Gaussian Multiple Access
Channel (MAC). The goal in this setting is to keep the index of the required message private from the
servers while minimizing the overall communication overhead.
This work provides joint privacy and channel coding retrieval schemes for the Gaussian MAC
with and without fading. The schemes exploit the linearity of the channel while using the Compute
and Forward (CF) coding scheme. Consequently, single-user encoding and decoding are performed to
retrieve the private message. In the case of a channel without fading, the achievable retrieval rate is
shown to outperform a separation-based scheme, in which the retrieval and the channel coding are
designed separately. Moreover, this rate is asymptotically optimal as the SNR grows, and are up to
a constant gap of 2 bits per channel use from the channel capacity without privacy constraints, for
all SNR values. When the channel suffers from fading, the asymmetry between the servers’ channels
forces a more complicated solution, which involves a hard optimization problem. Nevertheless, we
provide coding scheme and lower bounds on the expected achievable retrieval rate which are shown to
have the same scaling laws as the channel capacity, both in the number of servers and the SNR.
Index Terms
Private Information Retrieval, Multiple Access Channel, Compute and Forward, lattice codes.
I. INTRODUCTION
The ability to provide privacy and protection to sensitive data has become a requirement
in communication systems nowadays. While cryptography and physical layer security provide
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2various solutions against adversaries which are located outside the system, in some applications
privacy is required even from the system’s administrators which have access to the data even
before transmission. In the most basic setting of PIR, which was first introduced by Chor et al.
[1], there are N identical and non-communicating databases (servers) where each stores the same
M messages. A user, who is interested in a single message yet wishes to keep the servers ignorant
about the identity of that message, generates a series of queries to the servers, which answer them
truthfully. His goal is to minimize the overhead needed to attain privacy. The problem of PIR was
considered by the Computer Science community extensively, e.g. [2]–[4]. Recently, the problem
was considered also by the Information Theory community, which gave it a slightly different
interpretation, in an effort to characterize the fundamental limits of the problem. Specifically, in
the classic PIR problem, the performance metric, referred to as “communication complexity”,
is the sum of the total upload cost (the size of the queries) and the total download cost (the
size of the servers’ answers). In the information theoretic formulation, the size of the messages
is assumed to be arbitrarily large and thus one may neglect the upload cost. The performance
metric in this case is the rate of the PIR scheme, defined as the ratio between the size of the
desired message and the total download1, arriving the user [5].
Under such a formulation, the PIR capacity, which is the supremum of PIR rates over all
achievable retrieval schemes, was presented in [5] for the classical PIR problem. Specifically, [5]
showed that the PIR capacity is CPIR =
(
1 + 1
N
+ 1
N2
+ ...+ 1
NM−1
)−1
=
(
1− 1
N
)
/
(
1− ( 1
N
)M)
and provided an achievable retrieval scheme.
Naturally, many extensions for the PIR problem were considered. For example, robust PIR
with colluding servers was considered in [6], [7] where some of the servers may exchange
the queries submitted between them. An extension to Byzantine servers, which respond with
erroneous answers, where the errors may be unintentional or even deliberate can be found in
[8]. In [9], the case of symmetric PIR was investigated, where the user learns nothing on the
other unwanted messages. In [10], the minimum download cost for arbitrary message size L was
investigated. In [11], using a new PIR code construction, the optimal message size and upload
cost was presented. Extensions involving an eavesdropper, i.e., secure PIR, can be found in [12],
[13]. PIR with side information was examined in [14], where an additional prefetching phase to
1Note that if the communication channel is noisy, the dowloaded information, specifically, the transmitted data, contains
additional redundancy which must be considered also.
3the user cache is possible. This phase enables the servers to have partial knowledge on the side
information the user has. The above mentioned works assume that the content on the servers
is the same (i.e., a repetition code), which on one hand provides the highest resistance against
errors but on the other requires extremely large storage cost. Thus, recent works also considered
the PIR problem for coded servers, which offers the same amount of data reliability with overall
less storage cost [15]–[20]. Interestingly, the capacity of the PIR for coded servers was found
to be a function of the coding rate Rcode and the number of messages M [18]. Specifically,
CPIR = (1−Rcode) /
(
1− (Rcode)M
)
, where one can observe that the case of repetition coding,
i.e., Rcode = 1N , assumed in [5] comes as a special case.
In both the classical PIR problem, as well as the extensions mentioned above, it is assumed
that the servers answer the user through noiseless orthogonal channels (bit-pipes), which means
that the user receives N separate responses, from which it needs to decode the desired message.
However, in many practical scenarios, the communication channel endures some kind of noise.
For example, random packets are being dropped due to congestion or may be corrupted in
some way (e.g., wireless channels). In [21], the PIR problem with noisy orthogonal links was
investigated. Therein, the user observes a noisy version of the servers’ responses, which may
endure asymmetric traffic constrains. [21] provided upper and lower bounds on the retrieval rate
and showed that the channel coding and the retrieval scheme are almost separable, in the sense
that both must agree in advanced on the capacities of the channels, yet given these capacities,
the schemes can be designed separatly. In addition, they considered a variant of the PIR problem
for which the responses of the servers are mixed before reaching the user. Such a variant may
represent a Multiple Access Channel (MAC)2.
In the MAC-PIR problem considered in [21], a binary additive MAC and logical conjunc-
tion/disjunction MAC were investigated. In this case, as opposed to noisy PIR with noisy
orthogonal links [21], the channel coding and the retrieval schemes should be designed together.
Specifically, the authors provided schemes that can achieve the full channel capacity while still
being private. This is done by using the linearity of the MAC and the ability to compute a function
of the transmitted servers’ responses. The capacity for the binary additive MAC model and the
limits, in general, for computations over MAC were given in [22]. Thus, [21] further enlightens
us regrading the channel’s computational capabilities, now working in favour of privacy in the
2An example of such a scenario may be when a user is trying to retrieve privately a file from several wireless base-stations.
4PIR problem.
A. Main Contributions
In this work, we consider the PIR problem for the Gaussian additive MAC with and without
fading; these are the most common models for wireless networks. Although the optimal encoding
and decoding schemes for the MAC are quite clear, adding the privacy constraints that this
problem imposes leads to new challenges for which these optimal schemes provide insufficient
performance. That is, separating between the channel coding and the PIR coding for the Gaussian
MAC is sub-optimal. We start by providing a basis for comparison by considering an achievable
PIR scheme which is based on separation. We then provide a joint coding scheme based on lattice
codes, along with analysis on its achievable rate, which exploits the additive nature of the channel
as well as the linear properties and structure of lattice coding. To the best of our knowledge,
this is the first work which combines lattice coding with PIR. For non-fading channels, we
show that such a joint scheme outperforms separation as the number of servers and SNR grows.
Specifically, for large number of servers, the joint scheme performance is twice as good as
separation. Moreover, we show that the achievable PIR rate is within a constant gap (2 bits
per channel use) from the capacity of the channel without privacy constraints, which is used
as a global upper bound on the performance in order to assess the tightness of our results.
Furthermore, in the limit of high SNR, this achievable PIR rate approaches the capacity. That
is, the scheme is asymptotically optimal. Thus, privacy can be achieved with negligible loss.
In addition, the suggested coding scheme provides simplicity in attaining privacy compared to
known PIR schemes.
The extension to the case of fading channels complicates the problem since the fading imposes
asymmetric links between the servers and the user. In general, asymmetry fundamentally hurts the
retrieval rate [23]. However, we provide a PIR scheme with analysis on the expected achievable
retrieval rate and show that it overcomes this asymmetry by smart aggregation of servers and the
use of lattice coding. Another important issue is the availability of Channel State Information
(CSI) to the servers. Obviously, when the CSI is globally known, the servers can improve their
transmission rate regardless of the specific coding scheme. On the other hand, prior to their
transmission, the user may convey the CSI or part of it in the queries. We thus compare our
results with the capacity of the channel with and without CSI at the Transmitter (CSIT). We
show that even if the CSIT is not available, and the user does not explicitly send the channel
5coefficients, the PIR scheme implicitly generates cooperation and information between the servers
through the queries, as if CSIT exists.
As mentioned, our suggested PIR scheme aggregates servers together to cope with the asym-
metry. Yet, the aggregation which maximize the rate is hard to obtain due a complex optimization
problem. Nevertheless, we provide two lower bounds on the expected PIR rate for two different
(sub-optimal) ways of servers aggregation. These lower bounds are shown to achieve the scaling
laws of the channel capacity without CSIT either with N or with the transmission power P . In
addition, we provide numerical results, based on a heuristic algorithm for servers aggregation,
which show that the PIR rate is not only higher than the capacity without CSIT, but is within a
constant gap from the capacity with CSIT.
B. Paper Outline
The paper is organized as follows. In Section II, the system model and the problem statement
are described. In Section III, we present our suggested PIR scheme for non-fading AWGN MAC.
We compare this scheme to an achievable PIR scheme by separation and to the capacity of the
channel without privacy constraints. Finally, Section IV extends our suggested PIR scheme to
the case of a block-fading channel.
II. SYSTEM MODEL AND PROBLEM STATEMENT
A. Notational Conventions
Throughout the paper, we will use boldface lowercase to refer to vectors, e.g., h ∈ RL, and
boldface uppercase to refer to matrices, e.g., H ∈ RM×L. For a vector h, we write ‖h‖ for its
Euclidean norm, i.e. ‖h‖ , √∑i h2i . We denote by ei the unit vector with 1 at the ith entry
and zero elsewhere. We assume that the log operation is with respect to base 2.
B. System Model
Consider the basic setting of the PIR problem with N identical and non-communicating
servers. Each server stores a set of messages WM1 = {W1,W2, ...,WM} of size L each. The
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Figure 1: System model of N servers connected to a user via a Gaussian MAC.
messages were drawn uniformly and independently from FLp where p is assumed to be prime3,
i.e., in bit units we have,
H(Wl) = L log p for l = 1, ...,M,
H(WM1 ) = ML log p.
(1)
In PIR, a user wishes to privately retrieve the message Wi, where the index i is assumed to
be uniformly distributed on [1, ...,M ], i.e., i is a realization of θ ∼ U [1, ..M ], while keeping θ
secret from each server 4. Throughout, we use the random variable θ to denote the (uniformly
distributed) message, e.g., when proving privacy, and use the index i to denote its realization.
Hence, Qj(θ) will be used to stress out that the query depends on the random message required,
while Qj(i) will be used to show the query’s dependence on the specific index i. Accordingly,
the user generates a set of N queries Q1(i), Q2(i), ..., QN(i), one for each server, which are
statistically independent with the messages (as those are not known to him). That is, we have
I(WM1 ;Q1(θ), ..., QN(θ)) = 0.
The kth server responds to its query with a message (or codeword) xk(i) of size n. This answer
is a deterministic function of the messages and the query. That is, for all k we have,
H(xk(θ)|WM1 , Qk(θ)) = 0.
3The assumption that the messages’ alphabet is a prime-size finite field generalizes the assumption of binary messages of many
PIR works, e.g. [5], [6], [21]. In this work, it is a requirement since nested lattice codes are used in the suggested PIR scheme.
The construction of such codes require that the original messages’ alphabet size p grows like O(n logn). Hence, messages over
small alphabet size should be mapped to a higher alphabet size.
4We note that the user actually asks for the content of the message located in the ith place at the server. That is, we assume
that there are pL possible messages and the number M of messages each server holds may be much smaller.
7Also, to ensure privacy, the queries should not reveal the desired index i to the servers. Conse-
quently, this implies that for each server j the index θ of the desired message is independent of
the query and the answer, that is, the privacy constraint is,
I(θ;Qj(θ),xj(θ),W
M
1 ) = 0 for all j ∈ {1, ..., N}. (2)
We assume the servers receive the queries through independent control channels, and do not
have access to each other’s queries or answers.
In this work, we consider the problem of PIR over the Gaussian MAC, and the block-fading
Gaussian MAC as depicted in Figure 1. Accordingly, the user observes a noisy linear combination
of the transmitted signals from the servers through the channel,
y(i) =
N∑
k=1
hkxk(i) + z, (3)
where hk ∼ N (0, 1) are the real channel coefficients and z is an i.i.d., Gaussian noise, z ∼
N (0, In×n). Note that the index i in the received input denotes the private index of the desired
message and not time. Let h = (h1, h2, ..., hN)T denote the vector of channel’s coefficients. We
assume a memoryless block-fading channel model, i.e., the channel remains constant during the
period of codeword transmission of size n; we assume that in each slot the user knows the
channel vector while the servers do not have this information5. When we examine the Gaussian
MAC without fading, we fix hk = 1 for k = 1, ..., N . In addition, we assume an average power
constraint on the codewords, i.e., ‖xk‖2 ≤ nP .
Upon receiving the mixed response y(i) from all the servers, the user must be able to decode
the required message Wi. Let Ŵi denote the decoded message at the user and define the error
probability of decoding a message as
Pe(L) , Pr(Ŵi 6= Wi). (4)
We require that Pe(L)→ 0 as L tends to infinity.
5Note that in case the channel coefficients are globally known the PIR rate given in this work can be further improved since
the servers may design their codebooks accordingly (see [24]). Furthermore, in Theorem 5 we show that this global knowledge
does not affect our privacy scheme.
8C. Performance Metric
In the noiseless, orthogonal case, the PIR rate (or retrieval rate) is defined by the total desired
bits divided by the total received bits [5], [18]. Specifically,
RPIR ,
H(Wθ)∑N
k=1H(xk(θ))
, L log p
D
, (5)
where D is the total bits dowloaded from the servers’ answers. Accordingly, the above retrieval
rate definition describes only the coding rate (or redundancy) which is needed to keep the
message private.
When assuming a noisy channel, the servers’ answers should also be resilient to the channel’s
errors and the PIR rate should take into account also the redundancy of the channel coding.
When the channel coding and the PIR schemes are designed separately, such a metric is easy to
acquire. In fact, as mentioned in the introduction, the issue of separation between the PIR and
the channel coding schemes was addressed in [21] for the case of asymmetric noisy orthogonal
channels (i.e., different capacities for each channel), for which the authors showed that the two
coding schemes are almost separable6 and thus applying the capacity-achieving channel code
is optimal. As a special case, when all channels are symmetric with a certain channel capacity
C, each server encodes its d symbols into a n-length codeword and sends it to the user. The
achievable channel transmission rate is thus, Rpc =
d
n
log p (bits per channel use). According to
Shannon’s channel coding theorem [25], there exist a sequence of codes, Cn, with probability of
error Pe(Cn) that tends to zero as the codeword length, n, grows, as long as Rpc < C. Thus, the
PIR rate, which includes the noisy channel rate, can be upper bounded by,
RsPIR =
L log p
Nn
=
L log p
N d
Rpc
log p
=
L log p
D
Rpc < CPIR · C
[
Bits
Ch. use
]
,
where now CPIR is the PIR capacity as given in [5] for finite field of size p. Essentially, the
above represents the maximal rate one can achieve when there is separation between the PIR
and the channel coding schemes.
In this work, we show that for the AWGN MAC one can gain better performance when the
PIR scheme and the channel coding are designed together. We provide a joint privacy-channel
coding scheme that uses the additive nature of the channel in the design of the queries and
answers, and as a result significantly decreases the loss incurred by the privacy requirement.
6Since the capacities of the channels are asymmetric, the schemes must agree in advance on the amount of information each
server can send reliably to the user. The explicit coding scheme is not affected.
9We compare this achievable rate to the full channel capacity without any privacy constraint
for sending a single message. This comparison shows the redundancy of the suggested joint
scheme one has to tolerate to promise privacy. For that purpose, let us refine the subtleties in the
model assumptions with respect to the original PIR problem. We assume that the servers cannot
cooperate explicitly, yet cooperation is possible implicitly by exploiting the user’s queries. In
addition, we assume that all transmitting servers transmit with a fixed power P , i.e., the power
constraint is per-server, and power cannot be allocated differently to different servers. That is,
we have per-server power constraint with full cooperation. Accordingly, our model matches the
Multiple Input Single Output (MISO) channel with per-antenna power constraint, where each
transmit antenna has a separate power budget yet can fully cooperate with other antennas [26].
The MISO sum capacity with per-antenna power constraint and fixed channel coefficients, which
are globally known, is given by [26],
CMISOSR =
1
2
log
1 + P ( N∑
k=1
|hk|
)2 . (6)
We note that CMISOSR is higher than the MAC sum capacity (which, in this case, is
1
2
log (1 + P‖h‖2)),
since in the latter each transmitter acts independently to transmit its own message.
When the channel coefficients are known only at the receiver, the ergodic MISO sum capacity
with per-antenna power constraint, is given by [26],
CMISOSR,ergodic = Eh
[
1
2
log
(
1 + P‖h‖2)] . (7)
When discussing upper bounds on the PIR performance, the capacity expression in (6) will
be relevant when assuming a non-fading AWGN MAC, while the second expression in (7) will
be relevant in addition to (6) for fading channels. Note that both (6) and (7) consider setups
without any privacy constraint. In both PIR scenarios which we consider, the achievable rates
of the suggested schemes will be shown to be up to a constant gap from the corresponding full
channel capacities, that is, (6) or (7).
D. Coding Schemes and Lattice Codes
The seminal work of Erez and Zamir [27] showed that using lattice encoding and decoding,
the full capacity of the point to point AWGN channel is achievable. Following this work, several
papers, e.g., [22], [28]–[36], considered different channel models with Gaussian noise, all using
lattice codes and their structural properties. The most prominent property is the fact that every
10
linear combination of codewords is a codeword itself7. We now provide a brief background on
lattice codes, which will be useful in the remainder of this paper
1) Nested Lattice Codes: An n-dimensional lattice Λ is a discrete subgroup of the Euclidean
space Rn with the ordinary vector edition operation. This implies that if λ1, λ2 ∈ Λ then λ1+λ2 ∈
Λ. A lattice quantizer is a map QΛ : Rn → Λ, that sends a point x ∈ Rn to the nearest lattice point
in Euclidean distance, i.e., QΛ(x) = arg minλ∈Λ ‖x−λ‖. The Voronoi region of Λ, denoted by V ,
is the set of all points in Rn which are quantized to the zero vector, i.e., V(Λ) = {x : QΛ(x) = 0}.
The modulo-Λ operation is defied as the quantization error of x ∈ Rn with respect to the lattice
Λ, i.e., x mod Λ = x−QΛ(x). The second moment of a lattice Λ is defined as
σ2Λ =
1
nV(V)
∫
V(Λ)
‖x‖2dx, (8)
where V(V) is the volume of the Voronoi region. The normalized second moment of the lattice,
is then given by
G(Λ) , σ
2
Λ
V(Λ)2/n
. (9)
Lattice codes are the Euclidean space counterpart of linear codes which provide structure
to the codebook. Thus, similar to linear codes, a message Wm with length L is encoded to a
codeword with length n using a one-to-one function where, in our case, this codeword is a lattice
point. The structure of the lattice (i.e. the positions of the points) and the bounding region, which
forms the codebook itself, rule the “goodness” of it as a codebook and the ability to achieve the
limits of the communication channel8.
A nested lattice code is a lattice code which its bounding region is the Voronoi region of a
sub-lattice. Formally, let Λc and Λf be a pair of n-dimensional lattices with Voronoi regions Vc
and Vf , respectively, such that Λc is a subset of Λf , i.e., Λc ⊂ Λf . The nested lattice code is
thus given by, C = {Λf ∩ Vc}, and its rate is equal to [38],
R =
1
n
log |C| = 1
n
log |Λf ∩ Vc| = 1
n
log |pL| = L log p
n
. (10)
7This property is inherited from linear codes in general.
8A lattice is an unbounded set of points. Thus, exploiting lattices for communication problems requires the bounding of
the infinite lattice with a finite shaping region, in order to construct a codebook. In [37], it was shown that there is a simple
construction for a sequence of lattice codes which achieve the capacity of the AWGN channel. The construction is based on
lifting different sub-codes of a linear code to the Euclidean space using Construction A ([38]) to form a nested lattice code.
Additional information on lattices can be found in [38]
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2) Compute-and-Forward: In [31], the Compute and Forward (CF) coding scheme, which
enables receivers to decode “noisy” linear combinations of transmitted messages, was introduced.
Specifically, remembering that according to our channel model, the received answers at the
user are attenuated by real (and not integer) attenuations, the receiver of the non-integer linear
combination seeks a set of integer coefficients, denoted by a vector a, to be as close as possible
to the true channel coefficients and to serve as the coefficients for the linear combination of the
received messages.
The CF scheme uses nested lattice codes for the computation of the linear equation of the
transmitted messages. That is, after receiving the noisy linear combination, the user selects a
scale coefficient α ∈ R, an integer coefficient vector a = (a1, a2, ..., aN)T ∈ ZN , and attempts
to decode the lattice point
∑N
k=1 akxk from αy. Formally, the decoder has
αy =
N∑
k=1
αhlxk + αz
=
N∑
k=1
akxk +
N∑
k=1
(αhk − ak)xk + αz.
(11)
Due to the lattice algebraic structure, the relay decodes
∑N
k=1 akxk as a codeword, while
enduring the noise of
∑N
k=1(αhk − ak)xk + αz, namely, the effective noise. The rate of the
decoded codeword, i.e., the achievable rate, defines a rate region for which all servers must
comply with to correctly decode the linear combination. The achievable rate and the optimal
scale coefficient are given in the following theorems,
Theorem 1 ([31, Theorem 1]): For real-valued AWGN networks with channel coefficient
vectors h ∈ RN and coefficient vector a ∈ ZN , the following computation rate region is
achievable:
R(h, a) = max
α∈R
1
2
log+
(
P
α2 + P‖αh− a‖2
)
, (12)
where log+(x) , max{log(x), 0}.
Theorem 2 ([31, Theorem 2]): The computation rate given in Theorem 1 is uniquely maximized
by choosing α to be the MMSE coefficient
αMMSE =
PhTa
1 + P‖h‖2 , (13)
which results in a computation rate region of
R(h, a) = 1
2
log+
(
1 + P‖h‖2
‖a‖2 + P (‖a‖2‖h‖2 − (hTa)2)
)
. (14)
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Note that the above theorems are for real channels and the rate expressions for the complex
channel are twice the above ([31, Theorems 3 and 4]). In addition, one should note that the
coefficient vector a must satisfy,
‖a‖2 ≤ 1 + P‖h‖2, (15)
so that computation rate in (14) would not be zero ([31, Lemma 1]).
Remark 1 (The value of P ): We note that the restriction in (15) force a minimal value for
the transmission power to employ the CF coding scheme with respect to the coefficient vectors
which the decoder chooses.
Remark 2 (Computation of several equations): Since the user is free to choose the coefficient
vector, a, as he wishes (under the restriction in (15)), he can decode several linear combinations
with respect to chosen coefficient vectors a1, a2, ... from the same transmission at the expense
of reducing the achievable rate. That is, the messages’ rates must comply with the lowest
computation rate with respect to a1, a2, ... . Using this technique the user can acquire enough
independent linear combinations to retrieve the transmitted message. This technique was shown
to achieve the sum capacity of the K-user Gaussian MAC up to a certain gap [34] and was later
shown to achieve the entire MAC capacity for the 2-user MAC under specific SNR requirements
[24].
Remark 3 (AWGN MAC as a special case): We note that the CF coding scheme can be
used also in the AWGN MAC model with no fading, where the messages do not endure any
attenuation factors. That is, the messages are aligned together (in a trivial linear combination) at
the user and we can use the computation rate region defined in (14) to determine the achievable
rates.
III. PIR FOR THE AWGN MAC
In this section, we present a retrieval scheme for the AWGN MAC without fading. As
mentioned in Section II-B, we assume that hk = 1 for k = 1, ..., N resulting in the following
received signal at the user,
y =
N∑
k=1
1kxk + z, (16)
where 1k equals 1 if server k is transmitting and 0 otherwise, as the retrieval scheme may not
need all servers. For example, in [21], the capacity of the MAC-PIR was achieved by using only
13
2 servers out of the possible N . This is because in the additive modulo-2 MAC, the transmissions
of all servers result in a single bit which can then be flipped with probability q. Thus, the sum
capacity of the additive modulo-2 MAC is equal to the capacity of a Point to Point Binary
Symmetric Channel (BSC(q)), which is 1−H(q). As a result, the PIR rate in [21, Theorem 3]
is optimal, and the privacy is attained for “free”. However, this is not the case in the AWGN
MAC, as will be shown below. In fact, the PIR rate is an increasing function of the number of
servers. Furthermore, when we consider fading channels in Section IV, we will see that letting
all servers transmit is not necessarily optimal.
We start our analysis by providing a PIR achievability result using separation between the
PIR scheme and the channel coding scheme. This achievable PIR rate will constitute a lower
bound in later comparison.
A. An Achievable PIR Scheme by Separation
The PIR scheme presented in [5] requires N noiseless orthogonal channels between the servers
and the user. Thus, by using a MAC capacity-achieving code, with which each server encodes
his d symbols, one virtually creates such a setting. This is the essence of a separation scheme.
Specifically, each server transmits a codeword of length n (channel uses), the user receives the
mixed noisy signal and decodes each server’s answer from it. Thus, the user receives D =
Nd log p bits with a sum-rate of RsSR =
Nd log p
n
= D
n
which can be arbitrarily close to the MAC
sum-capacity, CSR, as n grows. Accordingly, the PIR rate (in bits per channel use) can be upper
bounded by,
RsPIR =
L log p
n
=
L log p
D
RsSR
=
L log p
D
RSR < CPIR · CSR.
Remembering that CSR = 12 log (1 +NP ) is the sum-capacity of the AWGN MAC we have,
RsPIR <
(
1− 1
N
)(
1− ( 1
N
)M) · 12 log (1 +NP )
[
Bits
Ch. use
]
. (17)
We note that due to the additive channel, the rate is measured by the total received bits per
channel use at the user, regardless of the fact that each server transmits n symbols individually.
This measure is the acceptable metric for such channels since the number of channel uses
(bandwidth) is the resource usually being allocated to a system, hence if multiple servers use
the same resource it is natural to count them as one. Note, however, that this depends on the
fact that each server has its own, non-transferrable, power constraint. This separation scheme is
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always achievable, and will constitute a lower bound on the retrieval rate that can be obtained
under this model.
We now turn to joint schemes, which outperform the separation-based scheme. We start with
2 servers, i.e., N = 2. We then extend the scheme and results to the general case of arbitrary
N .
B. A Joint PIR Scheme for Non-Fading AWGN-MAC, N = 2
The following theorem presents an achievable retrieval rate for the AWGN MAC.
Theorem 3: For the 2 servers AWGN MAC, the following PIR rate is achievable,
RJPIR =
1
2
log+
(
1
2
+ P
)
. (18)
The proof of Theorem 3, given below, provides a simple and basic scheme for the PIR problem
for the 2-servers Gaussian MAC by exploiting the additive nature of the channel. Under this
scheme, the servers perform a simple task of computation and the user only performs single-user
decoding. This is opposed to the separated solution for this problem (described in Section III-A,
using the result of [5]) where the user needs to send complex structured queries and jointly
decode all answers. In addition, we would like to point out that the PIR achievable rate in this
scheme does not depend on the number of messages M (a similar observation was made also
in [21] for the MAC-PIR and in [9]).
To gain additional insight on the above result, we compare it to the achievable rate of the
separation scheme given in (17). That scheme transforms the MAC into “bit-pipes” such that
the user can decode the servers’ answers separately. I.e., the user disregards the ability of the
channel to compute the sum of the servers’ answers, and performs the sum by himself. Thus, any
retrieval rate, which is a function of the servers sum-rate, is constrained by the MAC capacity
region. In addition, the rate is also constrained by the capacity of the PIR scheme, CPIR, which
is upper bounded in this case by 2
3
when setting N = 2 and M = 2. That is, the separation
scheme’s rate is strictly lower than the full sum-rate capacity of the MAC.
Figure 2 depicts the PIR rate with respect to the symmetric capacity region of the 2-servers
Gaussian MAC (red boundary). That is, any point inside the MAC region describes the rates of
the servers for which two messages (without privacy constraint) can be reliably decoded by a
receiver. Furthermore, since both servers’ answers are in FLp with an equal number of messages,
their transmission rates are equal and are located on the symmetric line R1 = R2 inside this
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Figure 2: The symmetric capacity region for the 2-servers Gaussian MAC for which achievable
PIR rates of the private message are shown. On the R1 = R2 line one can see the achievable
rate for the PIR scheme suggested in Theorem 3, which uses lattice codes to decode a sum of
two codewords and an achievable rate for a PIR scheme which uses MAC codes, i.e., separates
the channel coding and the PIR scheme.
region. This line also represents the axis of the PIR rate. That is, this is the actual rate for the
private message received at the user. The intersection point (the upper blue dot) between the
line R1 = R2 and the capacity region describes the maximal rates the two servers can transmit,
resulting in a sum-rate of 1
2
log (1 + 2P ). However, due to the privacy constraint, the achievable
private rate is reduced by CPIR, to the lower blue dot.
On the other hand, using the retrieval scheme suggested in Theorem 3, where the user decodes
only a function of these answers, we are not bound by the MAC region per server, since we do
not wish to decode each separately. Hence, the achievable PIR rate, which is still a point on the
same symmetric line, can be higher or lower than the achievable point by separation, depending
on the value of P . This can be shown when comparing (17) and (18) as a function of P . That
is, for low SNR, the separation scheme performs better than the lattice based retrieval scheme.
Moreover, considering the restriction in (15), when P < 1/2 only the separation scheme (among
the two) can achieve a non-zero retrieval rate. Yet, for larger values of P , the non-separated
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scheme outperforms the separated one, and, in fact, the difference can grow larger with P up
to achieving the full, non-restricted channel capacity when P → ∞. Accordingly, we have the
following corollary.
Corollary 1: For the 2 servers AWGN MAC the following PIR rate is achievable,
RPIR = max
{
CPIR · 1
2
log (1 + 2P ),
1
2
log+
(
1
2
+ P
)}
. (19)
The proof follows immediately if the servers and the users are allowed to choose the coding
scheme according to the SNR regime. In Figure 2, we illustrated the above by the orange dot on
the symmetric line where we assume that P > 3.5. We note that the above Corollary essentially
shows that the suggested joint scheme does not perform well in the low SNR regime
Proof of Theorem 3: The user, which is interested in the message Wi, generates a random
vector b of length M such that each entry is either 0 or 1 with equal probability. Then, the user
sends the following vectors as queries to the two servers,
Q1(i) = b, Q2(i) = −
(
b+ ei(1{bi=0} − 1{bi=1})
)
. (20)
From the perspective of the servers, each sees a uniform random vector with an element
being zero or non-zero with equal probability. Thus, the privacy of the index i is guaranteed.
Specifically, following the privacy requirement in (2) for the jth server we have,
I(θ;Qj(θ),xj(θ),W
M
1 ) = I(θ;Qj(θ)) + I(θ;xj(θ),W
M
1 |Qj(θ))
(a)
= I(θ;Qj(θ))
= H(Qj(θ))−H(Qj(θ)|θ)
(b)
= M −H(Qj(θ)|θ)
(c)
= M −M = 0,
where (a) follows from θ ↔ Qj(θ) ↔ (xj(θ),WM1 ) hence I(θ;xj(θ),WM1 |Qj(θ)) = 0. (b)
follows since for j = 1, the query Q1(θ) is an i.i.d. (12 ,
1
2
) random vector b, which has entropy
equal to M ; for j = 2, the distribution of the query Q2(θ) remains the same, since only the
ith entry of b is affected, and its value remains independent of the other M − 1 values, with a
distribution which is still (1
2
, 1
2
). (c) is since for j = 1 the server observes b which is independent
of θ; for j = 2, knowing the index i still does not affect the probability of receiving a specific
realization of Q2(i), since all are equiprobable with probability 2−M .
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Upon receiving the queries, the servers perform modulo-p addition between the messages
which have non-zero in their corresponding entry in Qj(i), and form their answers. Specifically,
A1 =
M∑
m=1
Q1,m(i)Wm mod p,
A2 =
M∑
m=1
Q2,m(i)Wm mod p.
(21)
Note that, A1 + A2 is either Wi or −Wi depending on which server received a non-zero in the
ith position. Note also that the sign is known to the user.
The servers encode their answers A1 and A2 using the Compute and Forward (CF) coding
scheme [31], which uses nested lattice codebooks. Specifically, we construct a nested lattice
codebook as in [31, Section IV.B], where Λc and Λf are a pair of n-dimensional lattices with
Voronoi regions Vc and Vf , respectively, such that Λc is a subset of Λf , i.e., Λc ⊂ Λf . The
coarse lattice Λc is used as a shaping region which is scaled to suit the power constraint P and
the lattice points from the fine lattice Λf contained within Vc of Λc are used as the codewords.
That is, the nested lattice code is given by, C = {Λf ∩Vc}. In addition, there exist a one-to-one
mapping function, φ(·), between a message Aj ∈ FLp to the elements of C [31, Lemma 5].
Accordingly, each server is equipped with a CF encoder, E : FLp → Rn, that maps length-L
messages over the finite field to length-n real-valued codewords, xj = E(Aj). Specifically, let
vj be a lattice codeword in C such that φ(Aj) = vj . Each server is given a dither vector dj
which is generated independently according to a uniform distribution over the Voronoi region
Vc. The dithers are known to the user. Then, each server transmits
xj = [vj − dj] mod Λc.
The received input at the user is thus,
y = x1 + x2 + z. (22)
From the noisy sum x1 + x2 + z the user tries to decode the sum of the two lattice codewords
v = [v1 + v2] mod Λc instead of decoding each codeword separately and compute the sum by
himself. He does this by computing the following,
s = [αy + d1 + d2] mod Λc,
where α = 2P
1+2P
is the MMSE coefficient in (13), while using the lattice quantizer to retrieve
the estimation vˆ, i.e., QΛf (s) = vˆ. By [31, Theorem 5] the probability of error Pr(vˆ 6= v) tends
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to zero exponentially in n as long as the lattice rate R, i.e.,the transmission rate of each server,
satisfies
R ≤ 1
2
log+
(
1
2
+ P
)
. (23)
Consequently, the lattice codeword v, is mapped to either Wi or −Wi since φ(A1) = v1,
φ(A2) = v2 and since the linear lattice code preserves the linear operations between the
codewords and their corresponding messages [31, Lemma 6]. Thus, the user can retrieve Wi.
The retrieval rate in (18), which is essentially the rate at which one can decode the sum of
two lattice codewords, appeared also under different contexts in [29], [30]. Yet, the CF scheme
offers a generalization for the computation of any linear combination. We note that the rate in
(18) is the best known achievable rate for such a sum computation (for further reading see [38]).
C. A Joint PIR Scheme For the Non-Fading AWGN-MAC, Arbitrary N
We now provide an achievable PIR scheme for a general system with N servers. We show that
with this scheme, the retrieval rate scales the same as the sum-rate of the non-private Gaussian
MAC capacity when N increases. That is, letting more servers transmit improves the PIR rate,
falling behind the non-private capacity by at most 2 bits per channel use, hence achieving
asymptotic optimality with P . The scheme uses a coding scheme similar to that in Theorem 3,
where the user tries to decode a linear combination of all transmitted answer. However, instead of
computing the sum of all answers, the user intelligently choose his queries in order to aggregate
the transmissions from several servers and attain a power gain, thus improving the rate. The
scheme and its rate are given in the following corollary and its proof.
Theorem 4: For the N servers AWGN MAC, the following PIR rate is achievable,
RJPIR =
1
2
log+
(
1
2
+
⌊
N
2
⌋2
P
)
. (24)
Proof: The retrieval scheme for the general system consisting N servers, follows the same
steps as the proof of Theorem 3, yet the queries are designed in a way which creates an equivalent
two servers channel between the servers and the user. Specifically, the queries sent by the user
are designed so that each pair of servers transmits the sum x1 + x2. This implicit coordination
between the servers provides an increase in the computation rate, since the user expects to
decode a sum of only two codewords, amplified by a constant, instead of a general sum of N
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codewords. Essentially, this means that the codeword representing the sum will now be received
with a significantly scaled-down noise. This observation is important, since the rate for decoding
a general sum of N codewords, given in (14), is significantly lower than the rate achieved with
this suggested scheme. The reason lies in the number of self noise penalties (and dithers) [31],
that the CF scheme endures (requires), which reduces to 2 instead of N , as will be shown below.
Similar to the proof of Theorem 3, the user generates a random vector b and sends the
following queries to the lth and (l + 1)th servers,
Ql(i) = b, Ql+1(i) = −
(
b+ ei(1{bi=0} − 1{bi=1})
)
,
where l ∈ {1, 3, 5..., 2⌊N
2
⌋− 1}. In case N is odd, the N th server is ignored. Then, the servers
form their answers as in (21) where each server encodes his answer using a nested lattice code
with rate R.
Specifically, let (Λf ,Λc) be a pair of nested lattices such that the coarse lattice Λc was is
with second moment P to meet the power constraint. The code is known to the user and all
the servers. In addition, let d1 and d2 be two mutually independent dithers which are uniformly
distributed over the Voronoi region Vc. The dithers are also known in advanced to both the
servers and the user. The servers are divided into pairs, where each of the servers in pair k,
k ∈ {1, 3, 5..., ⌊N
2
⌋ − 1}, maps its answer using the mapping function φ(·) to one of the two
lattice codewords, vk,1 or vk,2 respectively. The transmitted signals by each pair of servers are
thus given by
xk,1 = [vk,1 − d1] mod Λc
xk,2 = [vk,2 − d2] mod Λc,
Note that since the queries are similar across pairs we have, vk,1 = v1,1 and vk,2 = v1,2 for
all k. Thus, [vk,1 + vk,2] mod Λc = v for all k, where v is the lattice codeword for the private
message Wi. The received input at the user is thus,
y =
∑
k
(xk,1 + xk,2) + z.
In order to decode v, the user computes the following
s = [α′y + d1 + d2] mod Λc
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where α′ = α 1bN2 c =
2P
bN2 c−2+2P
1
bN2 c . The above reduces to the Modulo-Lattice Additive Noise
(MLAN) channel ([27]) as follows,
s = [α′y + d1 + d2] mod Λc
=
[
α′
∑
k
(xk,1 + xk,2) + α
′z+ d1 + d2
]
mod Λc
=
[
α′
∑
k
(
[vk,1 − d1] mod Λc+
[vk,2 − d2] mod Λc
)
+ α′z+ d1 + d2
]
mod Λc
(a)
=
[
α′
∑
k
(
[vk,1 + vk,2] mod Λc − [d1 + d2] mod Λc
)
+ α′z+ d1 + d2
]
mod Λc
(b)
=
[
α
(
1⌊
N
2
⌋∑
k
v − 1⌊
N
2
⌋∑
k
[d1 + d2] mod Λc
)
+
α′z+ d1 + d2
]
mod Λc
=
[
α (v − [d1 + d2] mod Λc) + α′z+ d1 + d2
]
mod Λc
=
[
v − [d1 + d2] mod Λc + α′z+ d1 + d2−
(1− α) (v − [d1 + d2] mod Λc)
]
mod Λc
(c)
=
[
v + α′z− (1− α) (v − [d1 + d2] mod Λc)
]
mod Λc
(d)
=
[
v + α′z− (1− α) (x1,1 + x1,2)
]
mod Λc
=
[
v + zeq
]
mod Λc,
where (a) and (c) follow from the distributive property of the mod Λc operation. (b) is since the
sum of codewords of each pair equals to v. (d) is by replacing the term in the right parenthesis
with an equivalent term sent by the first pair of servers. Lastly, we define the equivalent noise
term zeq , α′z− (1− α) (x1,1 + x1,2). Note that zeq and v are independent of each other since
v1,1 and v1,2 are independent of z, x1,1 and x1,2. Moreover, v is a fine lattice point in Λf ∩V(Λc)
which is uniformly distributed in V(Λc) according to the crypto lemma [27]. Accordingly, the
second moment of zeq is given by σ2eq = E[zeq] = α2
⌊
N
2
⌋−2
+(1−α)22P where we can optimize
it on α. Specifically, denote by σ2z′ =
⌊
N
2
⌋−2, we have, αopt = 2Pσ2
z′+2P
and the resulting optimal
second moment σ2eq,opt =
2Pσ2
z′
2P+σ2
z′
. The decoding is successful if QΛf (s) = v which will happen
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Figure 3: The PIR rate as a function of the SNR for N = {2, 4, 8} and as a function of N
for P = {1dB, 5dB, 8dB} are given in (a) and (b) respectively. The dashed lines represent
the achievable PIR rate with separation (17). Note that these curves are plotted with CPIR =(
1− 1
N
)
/
(
1− ( 1
N
)M), given in [5] for 2 messages, i.e., M = 2, hence they upper bound the
true expressions. The solid lines are the achievable PIR rates of the lattice based scheme in
Theorem 4.
with the probability that the effective noise vector is inside the Voronoi region V(Λf ).
Accordingly, we are left to show the coding rate and the existence of appropriately nested
lattices, (Λf ,Λc), so that v is decoded correctly with arbitrarily low probability of error. For
that manner, we can use [30, Theorem 1], which is a modified version of [27, Theorem 5],
by just setting the channel noise in their result. Specifically, we may write zeq , αz′ − (1 −
α) (x1,1 + x1,2), where z′ is a Gaussian noise with variance σ2z′ =
⌊
N
2
⌋−2 and set it in the rate
term in [30, Theorem 1] which provide us our PIR rate,
R =
1
2
log
(
1
2
+
⌊
N
2
⌋2
P
)
.
We note that the extension for the N servers model does not impair the privacy requirement
(2). This is because from the perspective of the jth server, it does not matter how many servers
are transmitting. Furthermore, for N = 2 we result with the PIR rate in Theorem 3.
Consequently, as long as all servers use the same nested lattice code with the above rate, the
user can decode the noisy sum x1 + x2 with probability of error that tends to zero with n and
retrieve Wi.
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Theorem 4 shows that the PIR rate of the joint channel-privacy scheme is an increasing
function of N and P . Accordingly, one may assess the goodness of this rate when comparing
it to the PIR rate of the separation-based scheme and to the full channel capacity without any
privacy constraint. While the latter comparison is dealt with in the next subsection, when we
explore the gap from the capacity, the following corollary shows that, in the limit of large N
and fixed P , the suggested joint scheme is twice as good as the separation scheme.
Corollary 2: When N →∞, the ratio between the PIR rate given in Theorem 4 and the PIR
rate of the separation-based scheme given in (17) is lower bounded by 2. That is,
lim
N→∞
1
2
log+
(
1
2
+
⌊
N
2
⌋2
P
)
CPIR
1
2
log (1 +NP )
≥ 2.
Proof: We first bound the expression by
1
2
log+
(
1
2
+
⌊
N
2
⌋2
P
)
CPIR
1
2
log (1 +NP )
≥
log
(
1
2
+
(
N−2
2
)2
P
)
log (1 +NP )
Taking the limit as N →∞, and using L’Hopital’s rule, we have
lim
N→∞
log
(
1
2 +
(
N−2
2
)2
P
)
log (1 +NP )
= lim
N→∞
(N − 2)(1 +NP )
1 + 12 (N − 2)2P
= 2.
Figures 3a and 3b depict the PIR rate of the lattice based scheme given in Theorem 4 and the
PIR rate of the separation scheme given in (17), as a function of the SNR and as a function of
the number of servers, respectively. We note that the separation scheme’s rate depends on the
PIR capacity as given in [5], which is a function of M . For the purpose of comparison we set
M = 2, which upper bounds the capacity expression and thus the separation scheme’s rate.
Specifically, Figure 3a shows that even for moderate number of servers the joint scheme is
better as the SNR grows. While Figure 3b depicts the superiority of the joint scheme when N
increase as Lemma 2 suggest.
From all the above, it is clear that joint privacy and channel encoding and decoding outperforms
the separation scheme. Thus, for best performance, for the AWGN MAC, the PIR scheme and
the channel coding should be designed together.
D. Gap From Channel Capacity
The results above show that privacy comes with a price of rate reduction, since one must
utilize the servers to provide privacy rather than just increasing the transmission rate. That is,
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privacy does not come for free. However, the price for privacy is not necessarily large, and, in
fact, we show that it is bounded. Moreover, this loss can even be negligible in certain scenarios.
To quantify this loss, assume that we are not restricted by privacy and consider the capacity
in such a model, sending a single message as given in (6). For the AWGN with no fading,
the MISO sum capacity reduces to 1
2
log (1 +N2P ), which is the maximal rate of transmitting
a single message with N servers. Accordingly, the following lemma shows the gap from this
capacity.
Lemma 1: The PIR rate for the N servers AWGN MAC given in Theorem 4 has a finite gap
from channel capacity. Namely,
CMISOSR −RJPIR ≤ 2.
Proof:
CMISOSR −RJPIR =
1
2
log
(
1 +N2P
)− 1
2
log+
(
1
2
+
⌊
N
2
⌋2
P
)
(a)
≤ 1
2
log
(
1 +N2P
1
2
+
⌊
N
2
⌋2
P
)
≤ 1
2
log
(
1 +N2P
1
2
+
(
N−1
2
)2
P
)
=
1
2
log (4) +
1
2
log
(
1 +N2P
2 + (N − 1)2 P
)
= 1 +
1
2
log
(
1 +N2P
2 + (N − 1)2 P
)
≤ 2,
where (a) since log+(x) ≥ log(x) and the last inequality follows since 1+N2P
2+(N−1)2P < 4 for N ≥ 2
for all P .
Lemma 1 shows that for every SNR the privacy loss can be upper bounded by no more than 2
bits per channel use. However, we note that in the limit of P →∞ and a fixed N , the PIR rate
is asymptotically optimal as it achieves the capacity.
IV. A JOINT PIR SCHEME FOR THE BLOCK-FADING AWGN-MAC
In this section, we present a retrieval scheme for the block-fading AWGN MAC as given in
(3). That is, in contrast to the previous section, the transmitted codewords suffer from attenuation
factors and thus do not align trivially to form the integer linear combination
∑N
k=1 xk, as in the
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non-fading scenario. Yet, the CF coding scheme still enables the user to decode integer linear
combinations. This is done by approximating the channel vector h by an integer coefficient vector
a. In what follows, we provide an achievable retrieval scheme for the block-fading AWGN MAC,
for a fixed channel vector h, and compute the achievable rate. We then consider Rayleigh fading
(i.e., the elements of h are distributed as a standard normal random variables), and provide 2
achievable schemes with lower bounds on their expected rate. We show that each scheme scales as
the expected rate of the capacity with either P or N . Alongside this, we present numerical results
for the analysis. We compare the results with the average, non-private channel capacity, when
the channel’s coefficients are known and unknown globally as given in (6) and (7), respectively.
This is motivated by the understanding that although the channel coefficients are assumed to
be unknown by the servers, the user, which sends the queries prior to their transmission, can
either include this information (or part of it) in the query or send CSI data implicitly through
the queries. That is, the PIR scheme implicitly creates corporation and exploitation of the CSI
at the servers. The following is the main result in this section.
Theorem 5: Consider an N servers, block-fading AWGN MAC. Then, for any non-empty subsets
of servers S1,S2 such that S1 ∩ S2 = ∅, S1 ∪ S2 ⊆ {1, ..., N} and some integer vector a ∈ Z2
with non-zero entries, the following PIR rate is achievable,
RJPIR =
1
2
log+
 1 + P‖h˜‖2
‖a‖2 + P
(
a1h˜2 − a2h˜1
)2
 , (25)
where, h˜ = (h˜1, h˜2) ∈ R2 and h˜1 =
∑
k∈S1 hk, h˜2 =
∑
k∈S2 hk.
Proof: Similar to Theorem 4, each server encodes his answer using a nested lattice code
with rate R to be determined later. However, the queries structure and the assignment to whom
they are being sent is different, and depends on the channel vector h.
Specifically, the user divides the servers into 2 non-intersecting subsets, denoted as S1 and
S2. The user sends the query Q1(i) to each member in S1, and Q2(i) to each member in S2.
The queries are given in the sequel. Since all servers in subset Sj receive the query Qj(i), they
generate the same answer, Aj , which is, following the CF scheme, encoded to xj (a dithered
version of the lattice codeword vj). Thus, we may write the channel output as follows,
y =
∑
k∈S1
hkx1 +
∑
k∈S2
hkx2 + z
= h˜1x1 + h˜2x2 + z,
(26)
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where h˜ = (
∑
k∈S1 hk,
∑
k∈S2 hk).
Accordingly, the user is able to decode successfully (i.e., with a probability of error that tends
to zero with n) a linear combination of the two lattice codewords v = [a1v1 + a2v2] mod Λc
from the noisy sum h˜1x1 + h˜2x2, if the lattice rate R, i.e., the transmission rate of each server,
satisfies Equation (14). In the context of (26), this results in the following, which can be further
simplified as
R =
1
2
log+
 1 + P‖h˜‖2
‖a‖2 + P
(
‖a‖2‖h˜‖2 − (h˜Ta)2
)

=
1
2
log+
 1 + P‖h˜‖2
‖a‖2 + P
(
‖a‖2‖h˜‖2 − (a1h˜1 + a2h˜2)2
)

=
1
2
log+
 1 + P‖h˜‖2
‖a‖2 + P
(
a1h˜2 − a2h˜1
)2
 ,
(27)
where a is the integer coefficient vector of the linear combination.
Since the user eventually decodes successfully the linear combination v = [a1v1+a2v2] mod Λc,
the queries must be designed such that Wi can be retrieved from v. Thus, given the subsets S1
and S2, the user computes the vector h˜ and chooses the coefficient vector a. Note that the
user is not restricted to a certain coefficient vector a, however, a good choice of a, a one that
approximates well the channel coefficients will lead to a higher PIR rate. We will engage this
issue in the sequel. Moreover, we require that both the entries of a are non-zero so Wi can be
retrieved. Accordingly, the user sets
Q1(i) = q
−1
1 b, Q2(i) = −q−12
(
b+ ei(1{bi=0} − 1{bi=1})
)
, (28)
where qj = g−1([aj] mod p) are the corresponding coefficients of a over the prime-sized finite
field Fp, i.e., qj ∈ Fp, and g−1(·) is a function that maps between the integers {0, 1, ..., p− 1} to
their corresponding elements in Fp9. Note that the scaling is over the finite field messages and
soed affect the transmission power.
The servers form their answers as in (21) which are mapped, using the function φ(·), to the
lattice codewords v1 and v2, i.e., φ(Aj) = vj . Thus, following [31, Lemma 6], the user can
retrieve the private message by,
φ−1(v) = q1A1 + q2A2 = ±Wi,
9We follow the notation of [31] for describing linear combinations.
26
where the sign depends on which query received a non-zero in the ith position which is known
to the user.
Finally, we note that the above does not impair the privacy requirement (2) even if the channel
vector h is globally known. Specifically we have
I(θ;h, Qj(θ),xj(θ),W
M
1 ) = I(θ;Qj(θ),xj(θ),W
M
1 |h) + I(θ;h)
= I(θ;Qj(θ)|h) + I(θ;xj(θ),WM1 |Qj(θ),h)
= I(θ;Qj(θ)|h) + I(θ,h;xj(θ),WM1 |Qj(θ))− I(h;xj(θ),WM1 |Qj(θ))
(a)
≤ I(θ;Qj(θ)|h)
(b)
= 0.
(a) follows from the Markov chain (θ,h) ↔ Qj(θ) ↔ (xj(θ),WM1 ) where we note that θ is
independent of h and thus independent of the values q1, q2. (b) follows since, in fact, we also
have θ ↔ h↔ Qj(θ) which means that given h, θ and Qj(θ) are independent. That is, given h
the values q1, q2 can be determined and similarly to the proof of Theorem 3 the distribution of
the queries is equiprobable.
The achievable PIR scheme given in Theorem 5 is based on the restriction which the user
should decode a certain linear combination of only 2 codewords (answers). That is, a devision
to only 2 subsets of servers. However, although sub-optimal, this strategy is justified for the
following reasons. First, it is inspired from the previous section for non-fading channels, where
this strategy is asymptotically optimal. Second, letting the number of subsets grow, the number
of different queries sent will grow as well, resulting in a larger linear combination of codewords.
Hence, assuming the coding scheme is CF, the computation rate (transmission rate) decreases
due to the increasing penalties of the equivalent noise added with every integer coefficient [36].
Lastly, as numerical results in Figure 4 show, this scheme’s rate is approaching the capacity as
the number of servers grows for every P .
In order to analyze the PIR rate in (25), one should note that the user may choose S1, S2
and the coefficient vector a to maximize it. Namely, we have the following global optimization
problem,
max
S1,S2,a
aj 6=0

1
2
log+

1 + P
(( ∑
k∈S1
hk
)2
+
( ∑
k∈S2
hk
)2)
‖a‖2 + P
(
a1
∑
k∈S2
hk − a2
∑
k∈S1
hk
)2

 . (29)
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Finding the optimal partition and the optimal coefficient vector a, i.e., finding the optimal solution
for the above optimization, is a hard problem. Even for a fixed a, the problem relates to the
subset sum problem (or partition problem) which is NP-complete [39]. To maximize the rate,
the absolute values of the two sums, multiplied by the corresponding elements of a, should
be as close to each other as possible (to minimize the denominator), while being as large as
possible. Moreover, the union of the sets is not restricted to contain all servers, and a possible
optimal solution can prevent a server from transmitting. However, in the next subsection, we
suggest two sub-optimal schemes, with lower bounds on their expected rate. Specifically, each
scheme attempts to maximize the rate in (29) differently, which results in optimal scaling laws
for the regimes, of large P or N . In addition, we provide numerical results which are based on
a heuristic algorithm to solve the optimization.
Remark 4 (Comparison with a separation based scheme): A comparison with a separation
based scheme should consider the fact that by using MAC capacity-achieving codes, the “virtual”
orthogonal channels between the servers and the user are not symmetric due to the fading. For
such a scenario, the exact description of the CPIR is not known in general and only upper and
lower bounds are known [21].
For small values of N , the optimization in (29) can be solved by exhaustive search. Figure
4 depicts simulation results for the average PIR rate as a function of the SNR for different
N .The solid lines, which are the optimal solutions for the PIR rate, are compared with the
average non-private channel capacity with (dotted lines) and without (dashed lines) CSIT. One
may observe that the optimal PIR rate is an increasing function of the SNR and as the number
of servers grows, the PIR rate approaches the two capacities of the channel for every SNR.
That is, the figure shows that the optimal solution for (29) scales with P and N simultaneously.
Moreover, once the user has more variables for the optimization (i.e., as N grows) significant
improvement may be reached. For example, for N = 2, where such optimization is not possible,
the performance is far from the capacity.
A. Lower Bounds on the Expected Achievable Rate
In this subsection, we provide schemes and their resulting lower bounds on the expected
achievable rate, assuming Rayleigh fading. These lower bounds are based on specific sub-optimal
choices (sub-optimal solutions for the maximization in (29)) for S1,S2 and a, i.e., the partition
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Figure 4: The average PIR rate as a function of the SNR for N = {2, 4, 8}. The dotted and
dashed lines represent the average MISO capacity with and without CSIT as given in (6) and
(7), respectively. The solid lines are the optimal achievable PIR rate in (29) of the lattice based
scheme given in Theorem 5 (a slight weaken version to improve simulation running time).
of servers into 2 non-intersecting subsets, while using the retrieval scheme given in Theorem 5.
The first bound and the scheme for the partition of servers are given in the following theorem.
Theorem 6: The expected PIR rate in (29) is lower bounded by,
E
[
RJ,maxPIR
]
= E
 max
S1,S2,a
aj 6=0
{
1
2
log+
(
1 + P‖h˜‖2
‖a‖2 + P (a1h˜2 − a2h˜1)2
)}
≥ 1
2
log
(
(4 +N ′2Pc)
4 (2 +N ′P )
)
− o(1),
(30)
where c =
(√
2
pi
− 1
2
)2
and N ′ = 2 min{N1, N2} where N1 and N2 are the number of positive
and negative elements in h, respectively.
First, to be able to assess the scaling law of this lower bounds, the following lemma shows
that N ′ converges to N as N grows.
Lemma 2: Let h be a random standard Gaussian vector of length N . Let N ′ = 2 min{N1, N2},
where N1, N2 are the number of positive and negative elements, respectively. Then, N ′ converge
to N in L2-norm. That is,
N ′ L
2→ N. (31)
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Proof:
N ′ = 2 min{N1, N2}
= N1 +N2 − |N1 −N2|
(a)
= N − |2N1 −N |
(b)
= N
(
1− 2
∣∣∣∣∣ 1N
N∑
i=1
1{hi>0} −
1
2
∣∣∣∣∣
)
In (a) N = N1 +N2. (b) N1 is a sum of Bernoulli random variables with probability 0.5 which
is the probability of hi to be positive. Since,
∑N
i=1 1{hi>0}
L2→ 1
2
the result follows.
Proof of Theorem 6: Pick S1,S2 and a as follows. Let N1 be the number of positive element
in h and let N2 be the number of negative elements in h. Clearly, N1 +N2 = N . In addition, let
N ′ = 2 min{N1, N2}. We construct S1 to be a set of size N ′2 , chosen uniformly from all positive
elements of h, and S2 to be a set of size N ′2 , chosen uniformly from all negative elements
of h. Note that either S1 or S2 will hold all the positive or negative elements from h. In the
extreme scenario of all elements of h having the same sign, we choose S1 and S2 to each have
N ′ = 2bN/2c uniformly chosen elements of h with no repetition. Given S1 and S2, compute
the vector h˜ = (h˜1, h˜2) and set a = (sign(h˜1) · 1, sign(h˜2) · 1).
Recall that a determines the specific linear combination the user decodes. Since the queries in
(28) are constructed such that the linear combination is normalized by the corresponding finite
field elements, the choice of a does not affect on the decoding itself. However, as can be seen
in (25), the rate is a decreasing function of the squared norm of a. Thus, setting a such that its
norm has the smallest value may be considered as a good option for the maximization of the
rate. We note that, under different but similar context, such a choice for the a vector was found
also as a good solution in [24], [36]. Accordingly, given the above choice of a, and the fact that
the negative and positive elements in absolute value of a Gaussian random vector have the same
distribution we choose S1 and S2 so that on average (and when N is large), h˜1 and h˜2 would
have similar high value.
We start with the maximization problem in (29) where, for ease of notation, we use the vector
representation of h˜ = (h˜1, h˜2).
E
 max
S1,S2,a
aj 6=0
{
1
2
log+
(
1 + P‖h˜‖2
‖a‖2 + P (a1h˜2 − a2h˜1)2
)}
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(a)
≥ E
[
1
2
log
(
1 + P (h˜∗1
2
+ h˜∗2
2
)
2 + P (|h˜∗1| − |h˜∗2|)2
)]
= E
[
1
2
log
(
1 + P (h˜∗1
2
+ h˜∗2
2
)
)]
− E
[
1
2
log
(
2 + P
(
|h˜∗1| − |h˜∗2|
)2)]
(b)
≥ E
[
1
2
log
(
1 + P (h˜∗1
2
+ h˜∗2
2
)
)]
− 1
2
log
2 + P E
 ∑
k∈S∗1∪S∗2
hk
2 (32)
(c)
= E
[
1
2
log
(
1 + (h˜∗1
2
+ h˜∗2
2
)P
)]
− 1
2
log (2 +N ′P )
(d)
≥ E
[
1
2
log
(
1 + h˜∗1
2
P
)]
− 1
2
log (2 +N ′P ). (33)
(a) follows from the suboptimal choice for S1, S2 and a as given above where we denote this
choice by (·)∗. In addition, note that log+(x) ≥ log(x). (b) follows from Jensen’s inequality and
the fact that the sign of h˜∗1 is positive and the sign of h˜∗2 is negative; thus, |h˜∗1| − |h˜∗2| = h˜∗1 + h˜∗2.
(c) follows since the sum in the second term is on N ′ i.i.d. standard Gaussian random variables.
We now lower bound the first term as follows,
E
[
1
2
log
(
1 + h˜∗1
2
P
)]
= E
[
1
2
log
(
1 + h˜∗1
2
P
)∣∣∣ ∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ ≤ 
]
· Pr
(∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ ≤ 
)
+ E
[
1
2
log
(
1 + h˜∗1
2
P
)∣∣∣ ∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ > 
]
· Pr
(∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ > 
)
≥ E
[
1
2
log
(
1 + h˜∗1
2
P
)∣∣∣ ∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ ≤ 
]
· Pr
(∣∣∣∣∣ 2N ′ h˜∗12 −
√
2
pi
∣∣∣∣∣ ≤ 
)
(e)
≥ 1
2
log
1 + N ′2P
4
(√
2
pi
− 
)2Pr(
∣∣∣∣∣ 2N ′ h˜∗1 −
√
2
pi
∣∣∣∣∣ ≤ 
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(f)
≥ 1
2
log
1 + N ′2P
4
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2
pi
− 
)21− Var
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2
N ′ h˜
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(g)
=
1
2
log
1 + N ′2P
4
(√
2
pi
− 
)2(1− 2 (1− 2pi)
N ′2
)
=
1
2
log
(
1 +
N ′2Pc
4
)
− o(1).
(e) follows since
∣∣∣ 2N ′ h˜∗1 −√ 2pi ∣∣∣ ≤  and thus h˜∗1 ≥ N ′2 (√ 2pi − ). (f) follows from Chebyshev’s
inequality where we require that
√
2
N ′
(
1− 2
pi
)
<  <
√
2
pi
. Any  outside this interval will lead
to a meaningless result. Thus, we set it to be  = 0.5 and we denote c =
(√
2
pi
− 1
2
)2
. In (g),
V ar(h˜∗1) = V ar(
∑
k∈S1 hk) =
N ′
2
(
1− 2
pi
)
since the elements in S1 are i.i.d. random variables
distributed as Half-Normal distribution with mean
√
2
pi
and variance 1− 2
pi
.
Accordingly, setting the above derivation in (33), we have
≥ 1
2
log
(
1 +
N ′2Pc
4
)
− 1
2
log (2 +N ′P )− o(1)
=
1
2
log
(
(4 +N ′2Pc)
4 (2 +N ′P )
)
− o(1).
Theorem 6 suggests that the PIR rate is an increasing function of the number of servers, and,
in fact, it scales like O(log(N)) which is the scaling law of the capacity without CSIT. Figure
5 depicts simulation results (solid line) for the PIR scheme suggested in Theorem 6 and the
lower bound (dashed-doted line) in (30) as a function of N . These results are compared with the
MISO capacity as given in (6) and (7) for the cases of known and unknown CSIT, respectively.
Note that the MISO capacity with CSI is a loose upper bound in any case, since not only CSI
may be only implicitly received through the queries, it is bounded by M bits, the size of the
query. As mentioned, Figure 5 depicts similar scaling law to the MISO capacity, up to a constant
gap. However, in this scheme, the increase in P does not provide an increase in the rate. That
is, the rate does not scale well with P . This can be explained if one recalls the expression in
(29). The choice of positive and negative groups will, on one hand, maximize the expectation
of the numerator while on the other hand, will not minimize the expectation of the squared
difference between the sums. That is, there is a factor of N ′ to P in the denominator (Equation
(32)) instead of canceling it as N grows. That is, when P →∞ the rate becomes a constant. In
the following theorem we suggest a different PIR scheme, based on a different partition, which
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Figure 5: Simulation results of the average PIR rate (solid lines) of the scheme given in Theorem
6 with the analytical lower bound (dashed-doted line) in (30) as a function of N for P =
{1dB, 2dB, 4dB}. The dotted and dashed lines represent the MISO capacity as given in (6) and
(7) for the cases of known and unknown CSIT, respectively.
picks two servers which simultaneously minimizes this difference and maximizes the numerator.
The result will be optimal scaling with P for fixed N .
Theorem 7: The expected PIR rate in (29) is asymptotically lower bounded by,
E
[
RJ,maxPIR
]
= E
 max
S1,S2,a
aj 6=0
{
1
2
log+
(
1 + P‖h˜‖2
‖a‖2 + P (a1h˜2 − a2h˜1)2
)}
≥ 1
2
log
(
1 + 2u2P
)− 1
2
− o
(
1
logN
)
,
(34)
where u =
√
2 ln 2
√
N
lnN
√
2pi
− 1
lnN
, that is, u = ω(1).
Note that u was chosen to provide an asymptotic lower bound. The suggested PIR scheme,
however, is independent of u and can be applied to any number of servers.
Proof: Define an interval ∆ = [−(u+ δ),−u]∪ [u, u+ δ] where the values u(N) and δ(N)
will be given in the sequel. In addition, Let ξ denote the event of having at least 2 elements in
h with values in ∆. Note that Pr(ξ) follows a binomial distribution with probability of success
p(u, δ) = 2(Φ(u+ δ)− Φ(u)) where Φ is the CDF of the normal distribution. Accordingly, we
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can lower bound it using the Chernoff’s bound, which requires that Np(u, δ) ≥ 1, as follows,
Pr(ξ) = 1−
(
(1− p(u, δ))N +Np(u, δ)(1− p(u, δ))N−1)
≥ 1− e− 12p(u,δ) (Np(u,δ)−1)
2
N .
(35)
As already proved usefull for CF [36], the PIR scheme chooses two arbitrary servers for
transmission such that their channel coefficients are in ∆. That is, the sets S1,S2 are the two
servers picked, one in each set. The probability of finding such two servers is Pr(ξ) which, as
will be shown below, tends to one as N grows. In addition, pick a = (sign(h˜1) · 1, sign(h˜2) · 1)
as in Theorem 6. Accordingly,
E
 max
S1,S2,a
aj 6=0
{
1
2
log+
(
1 + P‖h˜‖2
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2
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2
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Pr(ξ)
(b)
≥ 1
2
log
(
1 + 2u2P
2 + δ2P
)
Pr(ξ),
where (a) follows from the suboptimal choice for S1, S2 and a as given above. In addition, note
that log+(x) ≥ log(x). (b) follows since h˜∗1, h˜∗2 ∈ ∆. By setting
u(N) =
√
2 ln
2δ
√
N√
2pi
− δ and δ(N) = 1
lnN
(36)
we can lower bound p(u, δ) as follows,
p(u, δ) = 2(Φ(u+ δ)− Φ(u))
=
2√
2pi
∫ u+δ
u
e−
t2
2 dt
≥ δ 2√
2pi
e−
(u+δ)2
2
= δ
2√
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e−
(√
2 ln δ
√
N√
2pi
−δ+δ
)2
2
=
1√
N
,
(37)
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such that the Chernoff’s bound requirement is satisfied, i.e., Np(u, δ) ≥ 1 and the probability
Pr(ξ) tends to one with N . This can be seen as follows,
lim
N→∞
Pr(ξ)
≥ lim
N→∞
1− e− 12p(u,δ) (Np(u,δ)−1)
2
N
(a)
≥ lim
N→∞
1− e− 12 (
√
N−1)2√
N
= 1,
(38)
where (a) follows from (37). Considering the above we have,
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2 + δ2P
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)
P
)(
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e−φ
√
N
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≥ 1
2
log
(
1 + 2u2P
)− 1
2
− o
(
1
logN
)
,
where 0 < φ < 0.5 but bounded away from zero. Note that u(N) and δ(N) determine the
search domain of the servers. They are chosen to provide an asymptotic result. Nevertheless, to
determine the two servers for transmission the user searches for the two servers with the closest
channel coefficients in absolute values which provide the highest computation rate. He does that
by sorting h according to the absolute values, computing the rate for every consecutive pair,
and picking the best pair of servers. Asymptotically with N , the above analysis lower bounds
the rate that can be achieved using this suggested scheme.
Theorem 7 shows that a scaling law of O(log (P )) can be attained, however, due to the choice
of only two servers for transmission the scheme does not scale well with N .
To show that the PIR scheme suggested in Theorem 5 can provide a rate which approaches
the capacity as P and N grows, we suggest another scheme for partitioning the sets S1 and S2.
The scheme is based on a greedy heuristic algorithm for solving the number partition problem
[40], [41] for which we provide numerical results depicted in Figure 6. The scheme, which is
given in Algorithm 1, selects the two sets of servers from only those with positive sign in h
(i.e., from only N/2 servers on average) in a greedy way that tries to balance h˜1 and h˜2. Figure
6 depicts the PIR rate achieved by employing the scheme given in Theorem 5 with the partition
of S1 and S2 that Algorithm 1 provides. Comparing figures 4 and 6 one can observe that the
PIR rate is higher than the capacity without CSIT and has a constant gap from the capacity
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Figure 6: The average PIR rate as a function of the SNR for N = {10, 50, 100}. The dotted and
dashed lines represent the average MISO capacity with and without CSIT as given in (6) and
(7), respectively. The solid lines are the achievable PIR rate achieved by employing the lattice
based scheme given in Theorem 5 but with subset selection that Algorithm 1 provides.
with CSIT. That is, although the servers do not have CSIT, the PIR scheme implicitly generates
cooperation as if CSIT exist. The curves diverge for large values of SNR. Where we attribute
this to the non-optimality of the algorithm.
B. Scaling Law discussion
Throughout this paper, to assess the goodness of our results, we made a comparison between
the achievable PIR rates and the capacity of the channel with no privacy constraints. Considering
the AWGN-MAC with block-fading, we distinguished between the cases in which the channel
coefficients are globally known or unknown. The capacities’ expressions were given in (6) and
(7), respectively. The scaling laws of the expected channel capacities, assuming Rayleigh fading,
are O(log(N2P )) and O(log(NP )), respectively10. Thus, knowing the CSI provides a gain of 2
to the first case.
The suggested schemes in theorems 6 and 7 show that a scaling law of either O(log (N))
or O(log (P )) can be guaranteed analytically depending on the partition of servers into S1 and
S2. The first is obtained if one tries to use the statistical properties of h such that on average
10An upper bound on the expected rates in (6) and (7) can be obtained easily by using Jensen’s inequality.
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Algorithm 1 Greedy Algorithm for S1 and S2
Input: h
Output: S1,S2
Initialization:
1: hpos ← All positive elements of h
2: hposs ← Sort hpos from largest to lowest
3: arrA = {}; arrB = {}; sumA = 0; sumB = 0;
Main:
4: for i = 1; i ≤ length(hposs ); i+ + do
5: if sumA < sumB then
6: AppendTo[arrA, i];
7: sumA = sumA + arr[i];
8: else
9: AppendTo[arrB, i];
10: sumB = sumB + arr[i];
11: end if
12: end for
13: return (S1,S2) corresponding to (arrA,arrB)
there are equal number of positive and negative elements, thus, their sum is approximately equal
and grows with N . However, the variance of the difference between the sums is unbounded
and therefore it does not decrease the denominator in the rate expression, leading to the loss in
the scaling with P . The second scheme shows that one can always pick two servers with small
difference in their channel coefficients magnitude, which decreases the denominator as N grows.
Thus, we conclude that with the suggested sub-optimal schemes the scaling laws of the channel
capacity without CSIT can be obtained fully, where for the case of known CSIT we are only
twice lower than the optimum. Nevertheless, to promise a rate which scales well simultaneously
with P and N , one must analyze a scheme which is based on the specific realization of the
channel’s coefficients. Such a task is complex and may not have a closed form solution.
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V. CONCLUSION
In this work, we considered the problem of PIR over an AWGN MAC, with and without fading.
The AWGN MAC is a highly non-trivial channel for this problem, with noisy, interfering and
possibly asymmetric links. Accordingly, the PIR scheme must take into account the restrictions
imposed due to the channel characteristics. We showed that for such AWGN MAC, the PIR
scheme and the channel coding scheme should be designed jointly to attain better performance
compared to schemes that rely on separation.
We provided joint privacy-channel coding retrieval schemes for both non-fading and fading
channels. The achievable rates were shown to be up to a constant gap from the channel ca-
pacity without privacy constraints. Moreover, as the number of servers grows, these rates are
asymptotically optimal, as they approach the capacity. Similar behavior was shown for SNR
scaling.
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