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1. Introduction 
We are given the linear system of algebraic equations 
Ax=b, (1.1) 
where A = (ajj), i, j = l(l)n, a,; # 0, A E Iw”~“, b E Iw n and det A # 0. Assuming without loss 
of generality, that A = I - L - U, where -L, - U are the strictly lower and upper triangular 
parts of A, respectively, the iterative scheme of AOR method [4] for the solution of (1.1) has the 
form 
X(“+l)=L,wx’“‘+o(l-rL)-‘b, m=o, 1,2,..., (1.2) 
where 
L J-,w =(I-rL)-l[(l-w)l+(w-r)L+wU] =I-w(l-rL)-‘A (1.3) 
is the iteration matrix of the method and w (# 0), r are real parameters to be determined in 
order to minimize the spectral radius p( L,,,) of L,,,. It must be noted that for r # 0 method 
(1.2) is an extrapolated SOR (ESOR) method. Other interesting results concerning the conver- 
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gence properties of the AOR method for various classes of matrices A can be found e.g. in 
[l-12]. 
2. A necessary condition for convergence 
For a general matrix A in (1.1) we prove the following theorem. 
Theorem 2.1. (a) If the AOR method (1.2) converges (p( L,,,) -C 1) for some w, r # 0, then exactly 
one of the following statements holds: 
(i) r E (0, 2) and w E (- 00, 0) U (0, + cc), 
(ii) r E (- cc, 0) U [2, + 00) and w E (2r/(2 - r), 0) U (0, 2) (note that lim,,,+2r/(2 - r) 
= - cc). 
(b) If the AOR method with r = 0 converges (p( L,,) -C l), then 0 < w < 2. 
Proof. (a) It is known [4] that the eigenvalues Xj of L,,, (0, r # 0) are connected with the 
eigenvalues 6, of L,,, = L, (L, is the SOR iteration matrix) by the relationship 
(2.1) 
From (2.1) we obtain tj= 1 - i + iXj, j= l(l)n. We also know [13, p. 1071 that 
f-Jj= (l-r)“. 
j=l 
Hence, lJJ=i(l - r/o + rX,/o) = (1 - r)” and since 1 A, 1 < 1, 
we have 
j = l(l)n from the hypothesis, 
(2.2) 
that is 
11-r] </1-i/+ 
or equivalently 
Iw(l-r)l c Iw-rj+lrl. (2.3) 
It can be shown that (2.3) holds if and only if exactly one of the following statements holds: 
(i) r E (0, 2) and o E (- co, 0) u (0, + XI), 
(ii) r E (- 00, 0) U [2, + 00) and w E (2r/(2 - r), 0) U (0, 2) and the proof of part (a) is com- 
plete. 
(b) If r = 0, then L,,, = (1 - w)l+ w( L + U) = (1 - w)l+ wB. If pj, j = l(l)n are the 
eigenvalues of B, then for the eigenvalues Xj of L,,, we have 
xj=l-w+G+Lj, j=l(l)n, (2.4) 
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which implies that 
/A_/= +1 +xJ, j = l(l)n. 
But, since tr B = 0 we obtain 
373 
(2.5) 
(2-6) 
From (2.6) we have ‘Ey= ,X, = n(1 - w) and consequently 
since I A, I -c 1, j = l(l)n from the hypothesis. Hence I n(1 - w) ) -C n, or equivalently 0 < w -C 2. 
0 
Remarks. (i) For w = r, (2.3) gives 11 - Y I < 1 or 0 < r -C 2, that is Theorem 2.1 for w = r 
coincides with Kahan’s theorem [13, p. 1071 for SOR method. 
(ii) Theorem 2.1 corrects and completes Theorem 2 of [8] which states: “If the AOR method 
converges for some w, r # 0, then 0 < w -C 2 and 0 < r < 2”. 
(iii) As is noticed Theorem 2.1 is valid for every real, nonsingular matrix A with aij # 0. If the 
matrix A in (1.1) has also some special properties, then sufficient and necessary conditions for 
the convergence of the AOR method have been obtained in some cases. In particular, if A is a 
positive definite or a consistently ordered matrix, see [6] and [4], respectively. 
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