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Immune priming in invertebrates is most commonly described as an increase in survival (Roth
et al., 2010) or the strength of an immune response (Moret, 2006) against a microbe to
which the host has been previously exposed. Because priming alters epidemiologically relevant
parameters like disease-induced mortality and recovery, priming is likely to impact the spread,
and persistence of diseases in invertebrate populations. Early modeling efforts have explicitly
incorporated priming into disease transmission frameworks by allowing exposed (Tidbury et al.,
2012) or previously infected but recovered (Tate and Rudolf, 2012) individuals to transition into a
primed compartment. There, they are less likely to become infected and infectious upon subsequent
exposure, but may suffer reproductive or developmental costs stemming from the physiological
costs of maintaining a primed immune response. Conflating infected and infectious states, however,
obscures the impact of priming on the correlative and dynamical relationships (Day, 2003; Berenos
et al., 2009) between parasite replication, pathology, and transmission.
In directly transmitted infections, for example, parasite replication tends to be correlated
with transmission, while pathology is often a byproduct of exploitation rather than a means of
securing transmission (Roode et al., 2008). In fact, excessive pathology may curtail transmission by
killing the host. In cases where peak pathology and peak transmission exhibit a time lag, an SEI
(Susceptible-Exposed-Infectious)-type framework can be adapted to reflect different host fitness
costs in infected and infectious states by allowing the latent “Exposed” compartment to experience
pathology and disease-induced mortality. However, many pathogens of insects are obligate killers
(Ebert and Weisser, 1997), meaning that they must kill the host in order to achieve transmission.
There, the infected and infectious states are entirely separate, and pathology exerts a binary
response on transmission (killing the host or not), although parasite replication will quantitatively
affect transmission rates (Raymond et al., 2009) in hosts that do succumb.
While priming is often modeled in the context of direct transmission (Tate and Rudolf, 2012;
Tidbury et al., 2012; Best et al., 2013), many microbes against which priming has been successfully
demonstrated, including Bacillus thuringiensis in beetles (Roth et al., 2010; Milutinovic´ et al.,
2013; Tate and Graham, 2015), Paenibacillus larvae in bees (Hernández López et al., 2014), and
baculoviruses in moths (Tidbury et al., 2010), exhibit obligate killer dynamics in nature (Tate,
2016).To illustrate the impact of transmission mode on the stability of a disease-free equilibrium
(DFE) in insect populations in the context of parameters thatmight reflect priming, we can consider
an analytically tractable model of three ordinary differential equations:
dS
dt
= θ − µS− β1SI − β2SD+ γ I (1)
dI
dt
= β1SI + β2SD− αI − γ I (2)
dD
dt
= αI − δD (3)
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Where S represents susceptible individuals, I is infected (and
possibly infectious, if β1 > 0) individuals, and D represents
individuals who have died and are possibly infectious (if β2 >
0; Tate, 2016). In directly transmitted infections, β1 > 0 and β2 is
assumed to be 0, while in obligate killer transmission systems, β2
> 0 and β1 is 0. There are constant rates of birth θ , background
mortality µ, disease-induced mortality α, recovery γ , and δ,
which represents the decay (Fuller et al., 2012) of infectious
cadavers.
The local asymptotic stability of the DFE in this system is
conceptually similar to R0 (Diekmann and Heesterbeek, 2000).
To analyze the DFE stability, we assume that all individuals N
in the population are susceptible (disease-free), and calculate
the eigenvalues of the Jacobian of this system evaluated at state
variable values (S = N, 0, 0), for both βi conditions. We can
then determine the parameter conditions that yield all negative
eigenvalues and indicate stability of the DFE. If all eigenvalues
do not have real negative values, this implies that the DFE is not
stable and that disease could persist in the population.
For a direct transmission system, the DFE will be stable if
β1N
γ + α
< 1 (4)
For an obligate killer transmission system, the DFE will be
stable if
√
α (α − 2δ + 2γ + 4β2N)+ (γ − δ)
2
(δ + γ + α)
< 1 (5)
The first (Equation 4) is easy to interpret; a lower transmission
rate and higher recovery and disease-induced mortality rates will
favor the stability of the DFE. Magnitude changes in recovery
or disease-induced mortality contribute equally to the left-
hand side of the term. This inequality aligns with standard R0
terms for SIS infections (Anderson and May, 1980). The DFE
stability under obligate killer conditions (Equation 5), however,
is less intuitive. The disease-induced mortality rate (α) exerts a
bigger contribution in the numerator than the denominator, and
cadaver decay (δ) always serves to decrease disease persistence.
The role of recovery is less easily interpreted. The larger γ is
relative to δ, the bigger its impact on the numerator, but also the
bigger its impact on the denominator. Therefore, the decay rate of
infectious cadavers is likely to alter the relative sensitivity of DFE
stability to changes in disease induced mortality and recovery.
How could priming act on these parameters? If priming
reduces susceptibility upon exposure or increases the rate
of parasite killing by the host, we would expect that primed
individuals would have slower parasite growth, reduced
pathology, and lower transmission rates, assuming all of these
were correlated. Therefore, as primed individuals recover and
replace true susceptible individuals in the S compartment, β
and α would both decrease over time. In direct transmission
systems, we can interpret recovery γ as the rate of exit from
infectiousness, which would increase. Therefore, the effect
of priming on the stability of the DFE would depend on the
magnitude change of β and γ relative to mortality (α). In
obligate killer systems, the associated reduction in pathology
should always reduce the force of infection.
The recovery parameter does demand special attention,
however, since it will have different definitions depending
on whether we are thinking in terms of host fitness or
parasite replication. From a host life history point of view,
recovery might refer to the end of pathology and an escape
from the possibility of disease-induced mortality. Recovered
individuals will transition into susceptible or primed populations,
with corresponding reproductive rates rather than infected
reproductive rates (Tate and Rudolf, 2012). But does symptom
recovery terminate infectiousness? In an obligate killer system,
it does, unless the parasites can persist for another opportunity
at replication. In a direct transmission system, there is still
the opportunity for parasites to be shed asymptomatically.
This will be especially apparent when transmission stages are
less virulent than replication stages, or when host tolerance
mechanisms resolve the pathology (Medzhitov et al., 2012)
but do not contribute to resistance. On the other hand, if
recovery refers to an exit from infectiousness, then transmission
may end but the host may continue to bear a cost to
fitness initiated by pathology, or the physiological cost of
immunity (Povey et al., 2009). Does priming improve recovery
by increasing tolerance or by eliminating parasites? Are some
types of priming mechanisms likely to be more costly than
others? Resolving what it means to be a recovered individual
will be crucial for linking the physiological and evolutionary
costs of priming to the costs of infection and disease
dynamics.
If we want to understand the interaction of priming and life
history trade-offs, we should design experiments to evaluate how
priming affects the transitions into and out of the infected state.
If we want to understand the impact of priming on epidemics
and microbial evolution, we need to think about how priming
affects the transitions into and out of the infectious state. Ideally,
we would evaluate both sides of the coin since there are likely
to be ecological and evolutionary feedbacks between the costs
of priming, microbial evolution, and disease dynamics. Here, I
outline experimental parameters that will be useful for resolving
ambiguity between infected and infectious states in priming
systems.
Natural history of the parasite: Is it directly transmitted or
obligate killer (or something else, like vertically- or vector-
transmitted)? Is disease-induced mortality associated with
microbial virulence, or immunopathology, or both? Finally,
what is the probability of exposure (and re-exposure) for a
given host to the microbe in a natural environment (Tate,
2016)? This last question is especially important for coupling
epidemiological dynamics with the evolutionarymaintenance of
priming.
Disease-inducedmortality rates:This parameter contributes to
the transition out of infected and infectious states. Fortunately,
this is among the most commonly measured parameters
in immune priming experiments (e.g., Pham et al., 2007;
Roth et al., 2010; Hernández López et al., 2014; Tate and
Graham, 2015). However, dose-response curves would fortify
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the distribution of rate estimates (Ben-Ami et al., 2010) related
to immune priming.
Microbe load over the infection period: Microbe load is
an important underlying driver of many epidemiological
parameters, as it often contributes to both recovery and disease-
induced mortality. Measuring microbe load would help to
determine whether priming acts through resistance, tolerance,
or both (Medzhitov et al., 2012). Despite this, the temporal
dynamics of parasite growth and killing are rarely measured in
priming studies.
Duration of infectiousness: How many susceptible individuals
can a parasitized individual infect per unit time? We can use
this data to estimate the temporal distribution of transmissibility
(Fuller et al., 2012) for primed and unprimed hosts, and to figure
out when infected individuals are also infectious. In obligate
killer systems, priming should always decrease infectiousness,
but it is unknown whether priming reduces transmissibility in
those who do succumb. This is likely to depend on how priming
interferes with microbial growth and life history.
Dose and virulence response curves: Both parasite dose
and virulence could impact the efficacy of priming, through
threshold responses for memory induction, damage-induced
memory, or costs associated with virulence that interfere with
production of memory. Are shifts in parameters between
primed and unprimed individuals constant across dose, or is
there an interaction with dose (Ben-Ami et al., 2010)? If the
latter, what is the distribution of new doses stemming from
infectious individuals? How “perfect” is priming, in terms of
preventing future infections—does it simply increase the dose
needed to colonize the host, or does it protect against the full
range of doses that a host is likely to encounter in the wild (Tate,
2016)? Along similar lines, how does parasite virulence correlate
with the induction of immune memory?
Resolving the conflation of infected and infectious states will
allow us to more accurately predict the impact of insect immune
priming on both life history evolution and disease dynamics.
The illustrative analysis above serves solely to highlight
parameters that could be influenced by immune priming. Future
studies should consider the relationship between infection
and infectiousness when explicitly incorporating immune
priming into models of disease dynamics. By measuring
sensible parameters that link within- and between-host
dynamics, future empirical studies could help resolve the
ambiguity surrounding the dependence of disease dynamics
on the interaction between immune priming and transmission
mode.
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