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Chapter 1
Introduction
This thesis is a collection of four self-contained essays that discuss time series applications
of binary response models. Although popular in microeconometric applications using
cross-sectional data, this class of models is not among the most commonly used ones in
time series econometrics. Nevertheless, these models hold interesting possibilities to
various forecasting issues in empirical macroeconomics and ﬁnance. The most common
time series application of binary response models, or more speciﬁcally probit models,
has been recession forecasting. In this context, these models have been applied ever
since Estrella and Hardouvelis (1991) used them to study U.S. recession periods. The
application to recession forecasting is a natural one, due to the binary nature of the
dependent variable, as business cycle turning points determine the economy into periods
of expansion and recession.
An obvious advantage of binary response models over models designed for continuous,
real-valued dependent variables, is that they provide probability forecasts to decision
makers. Due to this convenient property, there are a number of potential applications for
these models, where the decision makers are after a “yes or no” decision. One of these is
predicting movements in the direction of asset prices, and basing investment decisions
on these predictions. The directional predictability of excess stock market returns
has previously been studied by, for example, Leung et al. (2000), Nyberg (2011), and
Chevapatrakul (2013) and the ﬁndings have been promising when compared with those
obtained using traditional methods, such as the conventional predictive regressions.
In this thesis, the aim is to extend the previous research on both predicting the state
of the business cycle and the direction of asset returns. Along with the new empirical
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results I also contribute to the previous literature by developing and employing new
methods. The most important connection between the four essays in this thesis is the
use of a common methodology, i.e. the probit model, which is presented in Section
1.1 of this Introduction, along with some discussion on extensions to the model and
goodness-of-ﬁt measures. In Section 1.2, I discuss the applications of these models to
recession forecasting and the directional prediction of excess stock returns. Finally, in
Section 1.3, I provide a summary of the purpose and ﬁndings of each essay.
1.1 Methodology
The main connective link between the essays in this thesis is the use of probit models.
I employ the standard univariate probit model in a time series setting, along with some
univariate dynamic and bivariate extensions. In this respect, this thesis is to a large
extent based on the previous work by Kauppi and Saikkonen (2008) and Nyberg (2010,
2011, 2014). The speciﬁc details of the employed models are described in detail in each
essay in Chapters 2–5, but in this section I provide an introduction to them as well as
various goodness-of-ﬁt measures related to binary response models.
1.1.1 Univariate probit model
The basis for the empirical analysis in this thesis is the univariate static probit model
designed for binary time series yt, t = 1, ..., T , that takes the value 1 (yt = 1) or
0 (yt = 0). The essential idea in binary time series modeling is to determine the
conditional probability of the outcome yt = 1, denoted by pt. Given the binary nature
of yt, the probability of yt = 0 is determined as the complement probability 1 − pt. In
the univariate probit model, pt is based on the expression
pt = Et−1(yt) = Pt−1(yt = 1) = Φ(πt). (1.1)
where Φ(·) is the cumulative distribution function of the standard normal distribution
and the subscript t − 1 refers to the predictive information available at time t − 1.
Assuming a logistic instead of the standard normal distribution would yield a logit model.
Furthermore, Et−1(·) and Pt−1(·) denote the conditional expectation and probability,
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respectively.
To complete the model, the basic and most commonly used speciﬁcation is the static
probit model, where the linear function πt is speciﬁed as
πt = ω + x′t−1β, (1.2)
where βj is the coeﬃcient vector of the lagged explanatory variables included in the
vector xt−1 and ω is a constant term. The parameters of the probit model can be
estimated using maximum likelihood (ML) methods. For more details on the estimation
and also on the computation of Newey-West-type robust standard errors, see Kauppi
and Saikkonen (2008) and de Jong and Woutersen (2011).
The static probit model (1.2) may be extended in a number of ways. Kauppi
and Saikkonen (2008) propose dynamic extensions to this standard model, which are
discussed and employed in Chapter 2. One may, for instance, consider dynamic and
autoregressive extensions to the model as follows
πt = ω + δyt−1 + απt−1 + x′t−1β. (1.3)
The dynamic extension in model (1.3) is brought by including lagged values of yt,
whereas lagged values of the linear function πt are added into the model to introduce
an autoregressive structure. Following the typical convention in the literature, only the
ﬁrst lags of yt and πt will be considered in my empirical applications. Model (1.3) is
referred to as a dynamic autoregressive probit model, but I also consider the use of
’dynamic’ probit (α = 0) models and autoregressive probit (δ = 0) models separately.
1.1.2 Bivariate probit model with contemporaneous eﬀects
The main methodological contribution of this thesis is the new bivariate probit model
that allows for a contemporaneous predictive relationship between the two binary time
series of interest. This model is based on the structure of the standard bivariate probit
model of Ashford and Sowden (1970). In the recent research, Mosconi and Seri (2006),
Anatolyev (2009), Nyberg (2014) have considered new multivariate (including bivariate)
binary response models. The new bivariate model developed in this thesis is discussed
in full detail in Chapter 3, but the general idea of the model is discussed brieﬂy below.
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Let us consider the random vector (y1t, y2t) of two binary time series that, conditional
on the information set Ωt−1, follows a bivariate Bernoulli distribution, where the
conditional probabilities of the diﬀerent outcomes are
pkl,t = Pt−1(y1t = k, y2t = l), k, l = 0, 1,
and they sum up to unity
p11,t + p10,t + p01,t + p00,t = 1.
Following Ashford and Sowden (1970), the joint probabilities of the diﬀerent outcomes
of (y1t, y2t) are assumed to be determined as
p11,t = Pt−1(y1t = 1, y2t = 1) = Φ2(π1t, π2t, ρ),
p10,t = Pt−1(y1t = 1, y2t = 0) = Φ2(π1t,−π2t,−ρ)
p00,t = Pt−1(y1t = 0, y2t = 0) = Φ2(−π1t,−π2t, ρ) (1.4)
p01,t = Pt−1(y1t = 0, y2t = 1) = Φ2(−π1t, π2t,−ρ),
where Φ2(·) is the cumulative density function of the bivariate standard normal distribu-
tion with zero means, unit variances and correlation coeﬃcient ρ, |ρ| < 1. Furthermore,
similarly as in the univariate models (1.2) and (1.3), πjt, j = 1, 2, are linear functions
of the lagged predictive variables included in the information set at time t − 1.
In the simplest case, introduced by Ashford and Sowden (1970),
⎡⎢⎣ π1t
π2t
⎤⎥⎦ =
⎡⎢⎣ ω1
ω2
⎤⎥⎦+
⎡⎢⎣ x′1,t−1 0
0 x
′
2,t−1
⎤⎥⎦
⎡⎢⎣ β1
β2
⎤⎥⎦ , (1.5)
where ω1 and ω2 are constant terms and β1 and β2 are the coeﬃcient vectors of the
lagged predictive variables included in the vectors x1,t−1 and x2,t−1, respectively. In
model (1.5), the explanatory variables have a direct eﬀect on the conditional probabilities
(1.4) which, given the value of the correlation coeﬃcient ρ, do not change unless the
values of the explanatory variables change.
The novel idea in the new bivariate probit model in Chapter 3 is to extend speciﬁ-
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cation (1.5) in the following way:
⎡⎢⎣ 1 0
−c 1
⎤⎥⎦
⎡⎢⎣ π1t
π2t
⎤⎥⎦ =
⎡⎢⎣ ω1
ω2
⎤⎥⎦+
⎡⎢⎣ x′1,t−1 0
0 x
′
2,t−1
⎤⎥⎦
⎡⎢⎣ β1
β2
⎤⎥⎦ , (1.6)
where the coeﬃcient c measures the contemporaneous eﬀect from π1t to π2t. Model
(1.6) is employed in Chapter 3 in the context of predicting the direction of excess stock
market returns in the U.S. and ten other countries. The idea is that the predictive power
obtained for the U.S. stock market (market 1, i.e. π1t in (1.6)) can contemporaneously
predict the direction of stock returns in market 2.
1.1.3 Goodness-of-ﬁt measures
Various goodness-of-ﬁt measures used to describe the predictive power associated with
binary dependent variable models have been developed in the past literature (see, e.g.,
Lahiri and Wang (2013) for a recent overview). The traditional methods include the
pseudo-R2 of Estrella (1998) and the quadratic probability score (QPS), which are the
counterparts for the coeﬃcient of determination (R2) and the mean squared error (MSE)
used in connection with continuous dependent variable models. Another commonly
used statistic associated with binary dependent variable models is the success ratio
(SR), deﬁned simply as the percentage of correct predictions. To obtain the success
ratio, a prespeciﬁed threshold c is used to convert the probability forecasts pt (see (1.1)
and (3.6)) into sign forecasts yˆt (i.e. yˆt = 1(pt > c), where 1(·) is an indicator function).
The most commonly used and natural threshold is c = 0.5, and it will also be employed
in this thesis.
In asset pricing applications, proﬁt maximization is typically the main focus of
interest. In this perspective, the previous research by Leitch and Tanner (1991) and
Cenesizoglu and Timmermann (2012), among others, has suggested that forecasts
deemed statistically insigniﬁcant by statistical measures may still turn out to be
proﬁtable, and vice versa. This ﬁnding promotes the need for the use of both statistical
and economic goodness-of-ﬁt measures when evaluating binary response time series
models (and econometric models in general). Therefore, in my stock return applications
(Chapters 2, 3, and 4) I also consider simple asset allocation experiments to assess the
economic value of our sign forecasts.
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In Chapters 3, 4, and 5, I also consider another way to assess the accuracy of
probability forecasts, i.e. the Receiver Operating Characteristic (ROC) curve that
was originally developed for radar signal detection during World War II. The ROC
is a particularly convenient measure, because it takes into account the role of the
preselected threshold c, by mapping the true positive rate and the false positive rate
for all thresholds. A related measure, the Area Under the ROC Curve (AUC), deﬁned
as the integral of the ROC curve between zero and one, is a useful measure of overall
predictive ability of a given model. It avoids problems related with the ’subjective’
selection of the threshold, which is associated with both the success ratio and the
market timing tests. The AUC has recently gained popularity in economic applications
(see, e.g., Schularick and Taylor (2012), Christiansen et al. (2014), and Lahiri and Wang
(2013)). In this thesis, I am the ﬁrst to apply this measure in the context of directional
predictability of stock returns. A thorough discussion of the AUC is included in Chapter
3.
1.2 Applications
The essays in this thesis focus on predicting binary variables in the context of economic
and ﬁnancial time series. Moreover, the main focus is on the predictability of the
directional component of excess stock returns, which is examined in Chapters 2, 3, and
4. In Chapter 5, I consider an application to business cycle recession forecasting, which
has been the most common application of the probit model in time series econometrics.1
1.2.1 Sign predictability of stock returns
A large body of research in ﬁnancial economics has concentrated on the predictability
of stock returns, and even today there is disagreement among researchers on the
fundamental issue whether stock returns are predictable or not. In their inﬂuential
study, Goyal and Welch (2008) provide a comprehensive analysis on the predictive
ability of a number of macroeconomic and ﬁnancial variables in linear predictive models,
and ﬁnd that most variables perform poorly in and out of sample as predictors of the
equity premium. On the other hand, Campbell and Thompson (2008) ﬁnd that, under
1Other applications include e.g. predicting the direction of central bank target rates, as in Kauppi
(2012).
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certain restrictions, predictive regressions are able to outperform the historical mean
return. Rapach and Zhou (2013) provide a recent and updated overview of the literature
on forecasting stock returns.
One of the main themes of this thesis is the directional predictability of excess
stock returns, which is a sub-topic of the wider area of stock return predictability. The
motivation for the use of binary time series models in stock return prediction is rather
intuitive. For a forecaster it is a very diﬃcult (or even impossible) task to predict the
exact value of future returns, whereas it is considerably easier to form a prediction of
the general future developments in the markets in the form of a sign forecast. The
direction of the market movement is also more relevant for investment decisions, and
already in the seminal market timing model of Merton (1981), the investment decision
of the fund manager is based on a sign forecast.
Further motivation to study the sign component, rather than the actual magnitude,
of returns is based on Christoﬀersen and Diebold (2006), Christoﬀersen et al. (2007),
and Chevapatrakul (2013), who suggest that sign predictability may exist even in the
absence of mean predictability. Leung et al. (2000) and Nyberg (2011) compare the
predictive ability of various predictive models and ﬁnd that binary response models
outperform continuous dependent variable models in predicting stock returns. The
ﬁndings in Chapters 2, 3, and 4 lend further support to the use of binary response
models to predict the direction of stock market returns.
1.2.2 Predicting recessions with ﬁnancial variables
There is a wide literature on predicting business cycle recessions using binary response
models. Among the ﬁrst studies in the ﬁeld is Estrella and Hardouvelis (1991) that
highlights the predictive power of the term spread for U.S. recession periods. Further
studies, such as Estrella and Mishkin (1998), Nyberg (2010), and Ng (2012), have
reaﬃrmed the ﬁndings concerning the term spread and also suggested that other
ﬁnancial variables, including stock returns, are useful leading indicators of recession
periods. Financial variables also have certain convenient properties compared to
macroeconomic variables. They are available without long publication lags and are not
subjected to revisions, making them potentially useful real-time leading indicators of
business cycle ﬂuctuations.
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In Chapter 5, I extend the research on predicting U.S. recessions with ﬁnancial
variables by focusing on the role of diﬀerent credit variables as predictors. The co-
movements of credit cycles and business cycles have recently been studied in a number
of papers (see, e.g., Schularick and Taylor (2012) and Gilchrist and Zakrajsek (2012)),
but with few exceptions, credit variables have not been employed in recession forecasting
applications employing binary time series models.
1.3 Summary of the essays
This thesis comprises four self-contained essays that share many common aspects. In
Chapters 2, 3, and 4, I study the role of diﬀerent predictors in predicting the direction of
excess stock returns. In Chapter 2, the main predictors of interest are lagged returns on
industry portfolios. In Chapter 3, I study international linkages between stock markets
and focus on the predictive power of the U.S. markets. In this chapter, I also present a
new bivariate probit model with contemporaneous eﬀects. In Chapter 4, I employ the
same set of data as in Chapter 3, but instead of the role of the U.S., the focus is on the
role of real oil price changes in predicting the direction of stock market movements in
eleven countries. In Chapter 5, I employ factor augmented probit models and study the
role of credit variables in predicting recession periods in the U.S.
1.3.1 Chapter 2: Predicting the direction of U.S. stock mar-
kets using industry returns
In Chapter 2, I examine the directional predictability of U.S. excess stock market returns
by lagged excess returns from industry portfolios and a number of other commonly
used variables, by means of various probit models. The essay is based on previous
the previous study by Hong et al. (2007), who study the predictive ability of industry
portfolio returns in the U.S. in the context of continuous dependent variable models, i.e.
the conventional predictive regression models. The main contribution of our study is to
extend the existing literature by studying whether the previous ﬁndings of Hong et al.
(2007), among others, hold in the dynamic probit models of Kauppi and Saikkonen
(2008).
The theoretical background of the paper is based on the idea of gradual diﬀusion of
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information across investors (see, Hong and Stein (1999)). Focusing on industries is an
interesting way to study the gradual diﬀusion of information, because investors with
limited information processing capabilities might not be able to follow markets as a
whole, but instead focus on a few industries.
The ﬁndings suggest that only a small number of industries have predictive power
for market returns, meaning that I ﬁnd little evidence of stock markets reacting with a
delay to information contained in industry returns. On the other hand, the ﬁndings
suggest that the binary response models outperform conventional predictive regressions
in forecasting the direction of the market return. Finally, I test trading strategies and
ﬁnd that some of the industry portfolios do contain information that can be used to
improve investment returns.
1.3.2 Chapter 3: International sign predictability of stock re-
turns: The role of the United States
In this essay, written together with Henri Nyberg, we study the directional predictability
of monthly excess stock market returns in the U.S. and ten other markets using univariate
and bivariate binary response models. We introduce a new bivariate probit model with
contemporaneous eﬀects (see equation (3.10)) that allows us to examine the beneﬁts of
predicting the signs of returns jointly, focusing on the predictive power originating from
the U.S. to foreign markets.
The study builds on the previous literature on the interdependence among interna-
tional stock markets, and especially on the work of Rapach et al. (2013), who focus on
the role of the U.S. in explaining excess stock returns in ten other markets. In our study,
we use the same dataset as Rapach et al. (2013), but unlike them, we concentrate on
the directional component of stock returns, i.e. we are interested in predicting the signs
of the returns instead of the actual returns (due to the reasons discussed in Section
1.2.1).
The in-sample and out-of-sample forecasting results indicate superior predictive
performance of the new model over competing univariate models by statistical measures
and market timing performance, suggesting gradual diﬀusion of predictive information
from the U.S. to the other markets. The proposed bivariate probit model also outper-
forms conventional predictive regressions in forecasting the direction of international
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stock returns.
1.3.3 Chapter 4: Real oil prices and the international sign
predictability of stock returns
In Chapter 4, I study the role of real oil prices on the directional predictability of excess
stock market returns in the U.S. and ten other countries using univariate probit models.
This study is essentially an extension of the study presented in Chapter 3. I use the
same dataset, but instead focus on the role of real oil prices rather than the role of U.S.
markets in predicting the direction of excess stock returns.
This study builds on previous studies that have shown that oil price shocks have
adverse eﬀects on stock returns (see, e.g., Jones and Kaul (1996), Driesprong et al.
(2008), and Nandha and Faﬀ (2008)). The topic has previously been studied using
a number of diﬀerent methodologies, including vector autoregressive (VAR) models
(see, e.g., Sadorsky (1999) and Kilian and Park (2009)) and generalized autoregressive
conditional heteroskedastic (GARCH) models (Narayan and Sharma (2011)). However,
this study contributes to the literature by focusing on the predictability of the sign
component of excess returns. I also consider the use of asymmetric oil price variables of
Mork (1989) and Hamilton (1996), as has recently been done by Jiménez-Rodríguez
(2015).
The ﬁndings indicate that real oil price changes are useful predictors for the direction
of stock returns in a number of markets over and above commonly used predictors of
stock returns, but results vary substantially between diﬀerent countries. Finally, I ﬁnd
only limited evidence of asymmetric eﬀects of positive and negative real oil price shocks.
1.3.4 Chapter 5: The role of credit in predicting U.S. reces-
sions
In Chapter 5, I study the role of credit in forecasting U.S. recession periods with
univariate probit models. The essay is on one hand based on the recent literature
on the connection between credit cycles and business cycles (see, e.g. Schularick and
Taylor (2012) and Gilchrist and Zakrajsek (2012)), and on the other hand it extends
the previous literature on predicting recessions using binary response models. While
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previous studies have already considered some credit variables as predictors (see, e.g.,
Ng (2012)), our aim is to provide a more comprehensive look at the role of credit in
predicting U.S. recessions.
Methodologically, this essay diﬀers slightly from the previous chapters of this thesis.
We follow the footsteps of Christiansen et al. (2014), who use a factor-augmented probit
model to study the role of sentiment variables in predicting U.S. recessions. In other
words, the approach diﬀers from the commonly used one by employing factors based on
a large panel of ﬁnancial and macroeconomic variables as control variables. We also
control for the predictive power of classic recession predictors, including the short term
interest rate, the term spread, and lagged stock market returns. We ﬁnd this modeling
approach particularly appealing, because it provides a robust way to study the true
additional predictive power of the credit variables.
The ﬁndings suggest that a number of credit variables are indeed useful predictors
of U.S. recessions over and above the control variables both in and out of sample.
Especially the so-called excess bond premium, capturing the cyclical changes in the
relationship between default risk and credit spreads, is found to be a powerful predictor.
Overall, models that combine credit variables, common factors, and classic recession
predictors, are found to have the best forecasting performance. We also compare our
ﬁndings to ones obtained using autoregressive probit models (see the discussion at the
end of Section 1.1.1), and ﬁnd that when I include common factors as predictors, the
autoregressive extension does not improve over the static probit model.
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Chapter 2
Predicting the direction of U.S.
stock markets using industry
returns1
2.1 Introduction
There is a vast literature in ﬁnancial economics focusing on the prediction of stock returns
using publicly available information. The topic is of interest from many perspectives.
From an empirical point of view, these studies provide information on the factors
driving stock markets. The potential for increased returns through better forecasts has
kept the topic current among ﬁnancial practitioners. From a theoretical perspective,
studies on stock return forecasting can be seen as tests of asset pricing theories. For
a comprehensive and up-to-date overview of the literature on the diﬀerent variables,
methodologies, and theories used in the research on stock return predictability, we refer
to Rapach and Zhou (2013).
As a reaction to prevailing anomalies in stock markets, there is a large number of
studies that relax the strict assumptions of rationality, perfect markets, and unlimited
information processing power of investors. Among these studies a growing literature
on behavioural theories aim to explain some aspects of investor behaviour. One of
these is the uniﬁed theory of underreaction, momentum trading, and overreaction in
asset markets, proposed by Hong and Stein (1999). This theory is based on the idea of
1An article based on this chapter is forthcoming in Empirical Economics, Pönkä (2016).
20
gradual diﬀusion of information across investors, which causes prices to underreact in
the short run, making it possible for momentum traders to proﬁt from trend chasing.
Focusing on industries is potentially an interesting way to study the gradual diﬀusion
of information, since investors with limited information processing capabilities might
not be able to follow markets as a whole, but instead focus on a few industries. This
issue is addressed in by Hong et al. (2007), who study the predictive ability of industry
portfolios for excess stock market returns. Their ﬁndings from predictive regressions
suggest that a number of industries lead the stock markets in the U.S. and eight largest
non-U.S. markets, which can be seen as evidence in favor of information diﬀusing slowly
within markets.
The purpose of this study is to extend the research on the predictive power of
industry portfolio returns on excess stock market returns. However, in contrast to the
previous literature, we do this by examining whether the direction of stock markets can
be predicted by lagged returns of industry portfolios. Our main motivation is to see
whether the previous ﬁndings of Hong et al. (2007), among others, hold in the dynamic
probit models of Kauppi and Saikkonen (2008). These models are similar in spirit to the
autologistic models of Rydberg and Shephard (2003), and Anatolyev and Gospodinov
(2010).
We focus on the directional component of the excess market returns because, based
on a number of previous empirical results, it can be argued that for investment purposes
predicting the direction of return correctly is more relevant than the accuracy of point
estimates. Already in the classic market timing model of Merton (1981), fund managers
are interested in the sign rather than the actual value of the return when determining
their asset allocations. Furthermore, there is some evidence that classiﬁcation-based
models, such as binary response models outperform traditional predictive regression
models (also referred to as ’level models’ below) in terms of proﬁtability of investment
strategies built on their forecasts (see Leung et al. (2000)). The dynamic probit models
have been used in a similar application by Nyberg (2011), who ﬁnds that six-month-
ahead recession forecasts perform well as predictors of the direction of the stock market
in the U.S.
Our in-sample results indicate that only two to eight out of 34 industries lead the
stock market in our application, depending on the model speciﬁcation used. Hence, we
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ﬁnd only weak evidence in favor of gradual diﬀusion of information across asset markets.
An interesting ﬁnding is that the lagged term structure and the lagged growth of the
three-month interest rate captures much of the information contained in the excess
returns on industry portfolios. Our ﬁndings also suggest that information from a small
number of industry portfolios is useful in out-of-sample forecasting, and may be used to
increase proﬁtability of trading strategies. This implies that the some of the industry
portfolios do contain information that can be useful for directional predictability of
excess returns, which is relevant in terms of market timing, but overall their predictive
power of remains rather low.
One of our key ﬁndings on the performance of the diﬀerent types of models is that
the dynamic probit models outperform the conventional predictive regression model
in terms of out-of-sample forecasting accuracy of the direction of the excess stock
market returns, which clearly supports the use and further examination of these models.
Moreover, although the dynamic extensions of the probit model yield the best in-sample
ﬁt, the more parsimonious static probit model performs better out-of-sample.
This paper is organized as follows. In the following section, we summarize ﬁndings
of Hong et al. (2007) and related research. In Section 2.3, we discuss the methodology,
and in Section 2.4 we introduce the data. We are primarily interested in testing for the
presence of gradual diﬀusion of information across markets, and this is the purpose of
the in-sample analysis in Section 2.5. In addition, we are interested in comparing the
forecast performance of the predictive regressions and dynamic probit models. This
is the focus of Section 2.6 where we report the out-of-sample forecasting results. In
Section 2.7, we experiment with models using daily frequency data. Finally, in Section
8, we conclude and discuss possible extensions.
2.2 Previous literature on industry returns
As pointed above, the study most closely related to ours, is that of Hong et al. (2007), who
study the predictive ability of industry portfolio returns for monthly U.S. stock market
returns in 1946–2002. They also examine the corresponding predictive relationship in
Japan, Canada, Australia, the UK, Netherlands, Switzerland, France, and Germany
for a shorter period running from 1973 to 2002. The hypothesis behind the analysis is
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that the information originating from certain industries, in general, diﬀuses to the stock
market only with a lag. This hypothesis is based on the assumptions that news travels
slowly across markets, and that investors have limits to the amount of information they
can process, meaning that most of them can only follow a limited amount of industries.
Hong et al. (2007) consider the following predictive regression for each industry
portfolio separately:
REt = αi + λiRi,t−1 + AiZt−1 + ei,t, (2.1)
where REt is the excess return on the market portfolio at time t, Ri,t−1 is the excess
return on industry portfolio i at time t − 1, Zt−1 is a vector of control variables, and ei,t
is the error term. The control variables are used as proxies for time-varying risk and
include variables, such as inﬂation and the lagged excess market return REt−1. Model
(2.1) leads to two testable hypotheses of the predictive power of industry portfolios for
the whole stock markets and market fundamentals. With the main emphasis being
on the U.S. markets, they ﬁnd that over the period 1946–2002, the excess returns
in 14 out of 34 industries, including commercial real estate, petroleum, metal, retail,
ﬁnancial, and services, can predict market movements by one month. A number of
other industries, such as petroleum, metal, and ﬁnancial, can forecast the market as far
as two months ahead. Even after including a variety of well-known proxies for risk and
liquidity as well as lagged market returns in the vector Zt−1, the predictability of the
market by these 14 industry portfolios remains statistically signiﬁcant.
A secondary goal of Hong et al. (2007) was to analyze the hypothesis that the ability
of an industry to forecast the market is related to its ability to forecast changes in
market fundamentals such as industrial production growth or changes in other indicators
of economic activity. Their results on the predictability of industrial production growth
by industry returns indicate that the same industries that have predictive power for the
stock market in the U.S. also predict industrial production growth. In nine industries
predictability turns out to be statistically signiﬁcant at the 5 percent level and in a
further twelve at the 10 percent level. The mining, petroleum, and metal industries
forecast the market and industrial production with a negative coeﬃcient, whereas
industries such as retail and ﬁnancial have a positive coeﬃcient.
Besides Hong et al. (2007), the predictive power of asset portfolios on aggregate
market returns and other economic variables has been discussed in a number of studies,
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albeit the literature is scant. Moskowitz and Grinblat (1999) study the momentum
eﬀect of industries and ﬁnd that investment strategies based on buying previously
proﬁtable industries and selling previously losing industries turn out to be highly
proﬁtable. Lamont (2001) studies economic tracking portfolios, which are portfolios of
assets that lead economic variables. His results suggest that monthly returns on stocks
and bonds are useful in forecasting post-war U.S. output, consumption, labor income,
inﬂation, stock returns, bond returns, and Treasury bill returns. These ﬁndings are in
line with those of Hong et al. (2007) in that industry portfolios can track both excess
market returns as well as economic variables, such as inﬂation, growth in industrial
production, and consumption growth. In a study focusing on a single industry, Cole et al.
(2008) study the relationship between the ﬁnancial industry stock returns and future
GDP growth. They analyze data from 18 developed and 18 emerging markets using
dynamic panel techniques and report a positive signiﬁcant relationship between bank
stock returns and economic growth. Furthermore, Menzly and Ozbas (2010) study the
gradual diﬀusion of information in stock markets by analyzing the cross-predictability
of stock returns from industries that have a supplier-customer relationship.
2.3 Methodology
In this paper, our aim is to predict the direction of U.S. stock markets using lagged
excess returns from industry portfolios. To this end, we use two types of models.
Predictive regression models, such as the one presented in equation (2.1), are commonly
used to study the statistical signiﬁcance of potential predictors of excess stock market
returns. We also employ these models in order to compare the directional predictive
power of these so-called level models with dynamic binary response models. In this
sense, we follow the work of Leung et al. (2000) who compare classiﬁcation-based
models and predictive regressions in forecasting stock indices. However, our work diﬀers
from theirs by focusing on the potential predictive power of industry returns and using
dynamic probit models proposed by Kauppi and Saikkonen (2008), whose empirical
application was related to forecasting U.S. recessions. Given the binary nature of the
NBER classiﬁcation of expansions and contractions, recession forecasting has been a
popular application of these models (see, e.g., Nyberg (2010) and Ng (2012)).
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Our application is somewhat diﬀerent, as we observe the actual values of returns and
not only the direction. However, previous ﬁndings have suggested that the directional
predictability is more important than mean predictability for building successful trading
strategies. Christoﬀersen and Diebold (2006) show that, given the volatility dynamics in
stock returns, one can ﬁnd sign predictability even in the absence of mean predictability.
Nyberg (2011) has a similar application to ours as he uses dynamic probit models to
forecast the direction of the U.S. stock market. A main focus in his paper is to use
recession forecasts as an explanatory variable in the forecast for the sign of the excess
stock return and to compare diﬀerent model speciﬁcations in this framework. The main
diﬀerence to our paper is the use of diﬀerent predictors.
2.3.1 Binary response models
A key idea in our application of the binary response models is that the excess stock
market return is transformed into a binary sign return indicator yt that is used as the
dependent variable:
yt =
⎧⎪⎪⎨⎪⎪⎩
1, if the excess return is positive,
0, otherwise.
(2.2)
We denote a vector of explanatory variables as xt, which in our case includes returns
from industry portfolios and commonly used market predictors. These variables will
be discussed in more detail in Section 2.4. The information set at time t is given by
Ωt = σ[(ys, xs), t  s]. Now, yt conditional on Ωt−1, follows a Bernoulli distribution
yt|Ωt−1 ∼ B(pt). (2.3)
If we denote the conditional expectation and probability given information set Ωt−1 as
Et−1(·) and Pt−1(·) respectively, we may deﬁne
pt = Et−1(yt) = Pt−1(yt = 1). (2.4)
Moreover, to specify the conditional probability of positive excess stock returns pt, we
form a probit model
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pt = Φ(πt), (2.5)
where Φ(·) is the cumulative distribution function of the standard normal distribution
and πt is a linear function of the variables in Ωt−1. Assuming a logistic distribution
instead would yield a logit model.
To complete the model, the basic and most commonly used speciﬁcation is the static
probit model, where πt is speciﬁed as
πt = ω + x′t−1β, (2.6)
where xt−1 includes lagged values of the explanatory variables and ω is a constant term.
The static model (2.6) may also be extended in various ways. One option is to include
lagged values of yt, producing a dynamic probit model
πt = ω + δ1yt−1 + x′t−1β. (2.7)
It is important to note that in this paper, we restrict ourselves to the ﬁrst-order case
presented in model (2.7), as preliminary ﬁndings suggest that higher-order lags of yt do
not add predictive power.
Alternatively, lagged values of the linear function πt may be added into the model
to introduce an autoregressive structure. Augmenting the model by ﬁrst-order lags of
πt, we get a ﬁrst-order autoregressive probit model
πt = ω + α1πt−1 + x′t−1β. (2.8)
Finally, including the lagged values of both yt and πt yields a dynamic autoregressive
probit model
πt = ω + α1πt−1 + δ1yt−1 + x′t−1β. (2.9)
The parameters of models (2.6)–(2.9) can be estimated using maximum likelihood (ML)
methods. For more details on the estimation and the calculation of Newey-West type
robust standard errors, we refer to Kauppi and Saikkonen (2008). In this paper, we
will employ all of the aforementioned models (2.6)–(2.9), in order to study whether the
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dynamic (2.7), autoregressive (2.8), and dynamic autoregressive (2.9) extensions to the
standard probit model (2.6) are useful in the context of predicting the direction of the
excess stock market return.
2.3.2 Goodness-of-ﬁt measures and statistical tests
As we employ diﬀerent types of models, i.e. binary and continuous dependent variable
models, in both in-sample estimation and out-of-sample forecasting, we need a number
of diﬀerent measures to evaluate the statistical ﬁt and predictability of our models. For
the predictive regressions (2.1), we evaluate the in-sample ﬁt by the commonly used
adjusted-R2 measure. For the dynamic probit models, we employ similar goodness-of-ﬁt
measures as Nyberg (2011). The main measure used to evaluate the in-sample goodness-
of-ﬁt of the probit models is the adjusted pseudo-R2 measure of Estrella (1998), deﬁned
as
adj.psR2 = 1 − (logLu − logLc)−(2/T )logLc × (T − 1)/(T − k − 1), (2.10)
where logLu and logLc are the maximum values of the estimated constrained and
unconstrained log-likelihood functions respectively, T is the length of the sample, and
k is the number of explanatory variables. We use the adjusted form of the measure
since it takes into account the trade-oﬀ between improvement in model ﬁt and the
loss in degrees of freedom. It is worth noting that, although it is on a similar scale
as the adjusted-R2 generated in ordinary least squares (OLS) regression, these two
measures are not directly comparable. For the probit models we also report the Bayesian
information criterion (BIC), which is typically used for model selection purposes.
Although in in-sample estimation we are interested in the statistical ﬁt of the models,
the main focus is on studying the statistical signiﬁcance of the coeﬃcients for industry
portfolios. In out-of-sample forecasting in Section 2.6, we focus on the comparison of
the sign forecasting performance of each model. In our application, the results produced
by the probit models are probability forecasts of positive excess market returns in a
given period. Therefore, we need to convert these probabilities into sign forecasts based
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on a threshold value. In other words, the sign forecast is deﬁned as
yˆt = 1[pt > c], (2.11)
where 1[·] denotes an indicator function and pt is given in (2.4) and (2.5). In this study,
we use a natural threshold of c = 0.50, which is also the most commonly used one in
the literature (see, e.g., Leung et al. (2000), Nyberg (2014), and Chevapatrakul (2013)).
Similarly, we need to convert the results from predictive regressions into sign forecasts.
This is done in the same way as for the realized excess market returns in (2.2). In other
words, if RˆEt in model (2.1) is positive, we get a signal forecast yˆt = 1.
Based on the threshold and the obtained forecasting signals, we report the success
ratio of our forecasts, denoted as SR. This ratio can be expressed as
SR = yˆ
uu + yˆdd
yˆuu + yˆdu + yˆud + yˆdd , (2.12)
where the forecasts are classiﬁed as
yˆuu =
T∑
t=1
1[yˆt = 1, yt = 1],
yˆud =
T∑
t=1
1[yˆt = 1, yt = 0],
yˆdu =
T∑
t=1
1[yˆt = 0, yt = 1],
yˆdd =
T∑
t=1
1[yˆt = 0, yt = 0],
In these expressions yˆt is the forecast of yt, u is an upward signal and d is a downward
signal.
Pesaran and Timmermann (1992) have proposed a statistical test of directional
accuracy (DA) that measures whether the value of SR is signiﬁcantly diﬀerent from the
success ratio that would be obtained when the realized values yt and the forecasts yˆt are
independent. A detailed description of the test statistic is also presented by Granger
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and Pesaran (2000), and following their notation, the test statistic can be written as
DA =
√
T (HR − FR)(
Pˆy(1 − Pˆy)
y¯(1 − y¯)
)1/2 (2.13)
where y¯ is the T -month sample average of the binary variable yt, the hit rate HR =
yˆuu
yˆuu + yˆdu , and false rate FR =
yˆud
yˆud + yˆdd . Finally, Pˆy = y¯HR + (1 − y¯)FR. The
test statistic (2.13) has the asymptotic standard normal distribution under the null
hypothesis that yt and yˆt are independently distributed.
As an extension of the test statistic (2.13), Pesaran and Timmermann (2009) have
recently suggested a new test of predictability that is better suited for market timing
when there is serial correlation in yt and the signal forecasts yˆt. This test statistic can
be written as
PT = (T − 1)(S−1yy,wSyyˆ,wS−1yˆyˆ,wSyˆy,w) ∼ χ21, (2.14)
where
Syy,w = (T − 1)−1Y ′MwY,
Syˆyˆ,w = (T − 1)−1Yˆ ′MwYˆ ,
Syˆy,w = (T − 1)−1Yˆ ′MwY,
Syyˆ,w = (T − 1)−1Y ′MwYˆ ,
Mw = IT−1 − W (W ′W )−1W ′,
W = (τT−1, Y−1, Yˆ−1),
and Y = (y2, ...yT )′, Yˆ = (yˆ2, ...yˆT )′, Y−1 = (y1, ...yT−1), Yˆ−1 = (yˆ1, ...yˆT−1), and τt is
a (T − 1)×1 vector of ones. We follow the previous notation where Yˆ is a vector of
forecasts of the event time series Y . Both of Pesaran and Timmermann’s (1992, 2009)
tests are especially useful in assessing the out-of-sample performance of the models, but
we also report them along with in-sample results.
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2.3.3 Trading strategies
In applications focusing on excess returns, the market timing ability of models is
commonly tested using trading strategies based on their out-of-sample forecasts. This
is motivated by Leitch and Tanner (1991), who argue that models performing well
according to statistical criteria might not be proﬁtable in market timing. In our paper,
we will consider simple trading strategies similar to those in Leung et al. (2000) and
Nyberg (2011). This will allow direct comparison of trading returns between the
conventional predictive regressions and the probit models. These returns may also be
compared to ones obtained by using common benchmarks, such as the buy-and-hold
trading strategy.
For our trading strategy, we assume that an investor decides a ﬁnancial asset
allocation at the beginning of each month. The choice of assets consists of stocks (risky
asset) and the one-month T-bill rate (risk-free asset). The investment decision is based
on the various forecasting models. If the directional forecast yˆt = 1, the investor invests
only in stocks. In our case this is the CRSP market portfolio, which we assume tradable
through a hypothetical index fund. If the forecast model predicts a downward movement
in stock markets yˆt = 0, the investor allocates the whole portfolio to one-month T-bills.
In the basic setup we assume zero transaction costs and no short-sales for the sake of
simplicity, but we also perform robustness checks allowing for both of these additional
features.
When studying the proﬁtability of investment strategies, one should also take into
account the riskiness of the portfolios. The Sharpe ratio (Sharpe (1966, 1994)) is the
most commonly used measure of risk adjusted return in ﬁnance. It is a convenient tool
in ranking portfolio performance, but its numerical value is diﬃcult to interpret. It
describes the amount of excess return that the investor receives for the added volatility
from holding a more risky asset. In this study, the ex-post Sharpe ratio is deﬁned as
S = (rp − rf )
σp
, (2.15)
where rp and σp are the return and standard deviation of the investment portfolio, and
rf is the risk-free return.
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2.4 Data
There has been abundant research on economic and ﬁnancial variables that can be
used as predictors for excess stock returns. In terms of data, we start oﬀ by using a
similar set of variables as Hong et al. (2007). We also entertain alternative predictive
variables based on previous studies, such as Goyal and Welch (2008), who consider a
comprehensive set of other potential predictors.
The stock market data are monthly returns from the Center for Research in Security
Prices (CRSP), available at Kenneth French’s data library2. We use monthly data
ranging from 1946M1 to 2012M12. The dataset for the U.S. stock market return is
the excess market return on the value-weighted market portfolio REt, which is de-
ﬁned as the diﬀerence between the market return RMt and the risk-free rate RFt (i.e.
REt = RMt −RFt). The data for the industry portfolios include monthly excess returns
on 34 value-weighted industry portfolios similar to Hong et al. (2007). The data for
the Agriculture, Forestry, and Fishing (AGRIC) and Real Estate (REIT) industries
are only available from 1965M01 and 1972M01 onwards, respectively. Models including
these two portfolios are therefore estimated for a shorter sample.3
In addition to stock returns, we use data for selected market fundamentals obtained
from the St. Louis Federal Reserve Economic Data (FRED) library4. We include the
growth rate of the consumer price index (CPI) as well as the default spread (DSPR)
deﬁned as the diﬀerence between BAA- and AAA-rated bond yields. The market
dividend yield (MDY) is obtained for the S&P500 companies, and it is deﬁned as the
ratio of annual dividends to current prices. Finally, we include a measure of monthly
market volatility (MVOL) calculated from daily data on the market returns, in the
same way as in French et al. (1987). We also consider the term spread (TERM) and
the change in the 3-month T-bill rate (3MTH), which have been found useful predictors
of excess stock returns in previous studies (e.g. Fama and French (1989)). Table 2.1
provides the details of the 34 industries used in our study and includes the means and
standard deviations of the monthly returns.
2http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/index.html
3In Section 2.7 we also study the robustness of our ﬁndings using daily frequency data. This data
is also obtained from the Kenneth French’s data library.
4http://research.stlouisfed.org/fred2/
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Table 2.1: Summary statistics of industry portfolios and explanatory variables.
Industry Deﬁnition Mean St.Dev.
AGRIC Agriculture, Forestry, and Fishing 0.499 7.987
MINES Mining 0.670 7.461
OIL Oil and Gas Extraction 0.809 7.095
STONE Nonmetalic Minerals Except Fuels 0.828 7.480
CNSTR Construction 0.672 7.114
FOOD Food and Kindred Products 0.678 4.149
SMOKE Tobacco Products 0.919 5.746
TXTLS Textile Mill Products 0.608 6.807
APPRL Apparel and Other Textile Products 0.509 6.624
WOOD Lumber and Wood Products 0.721 7.561
CHAIR Furniture and Fixtures 0.581 6.415
PAPER Paper and Allied Products 0.694 5.541
PRINT Printing and Publishing 0.545 5.562
CHEMS Chemicals and Allied Products 0.656 4.475
PTRLM Petroleum and Coal Products 0.824 5.047
RUBBR Rubber and Miscellaneous Plastics Products 0.736 5.983
LETHR Leather and Leather Products 0.759 6.734
GLASS Stone, Clay, and Glass Products 0.643 6.542
METAL Primary Metal Industries 0.502 7.002
MTLPR Fabricated Metal Products 0.674 5.164
MACHN Machinery, Except Electrical 0.708 6.153
ELCTR Electrical and Electronic Equipment 0.653 6.597
CARS Transportation Equipment 0.663 5.579
INSTR Instruments and Related Products 0.670 5.257
MANUF Miscellaneous Manufacturing Industries 0.631 6.455
TRANS Transportation 0.568 5.685
PHONE Telephone and Telegraph Communication 0.453 4.448
TV Radio and Television Broadcasting 0.897 6.604
UTILS Electric, Gas, and Water Supply 0.541 3.847
WHLSL Wholesale 0.621 5.465
RTAIL Retail Stores 0.663 5.031
MONEY Finance, Insurance, and Real Estate 0.633 5.200
SRVC Services 0.674 6.334
REIT Real Estate Investment Trust 0.480 5.170
RE Excess Market Return 0.581 4.319
MDY Market Dividend Yield 0.289 0.118
MVOL Market Volatility 4.016 2.193
DSPR Default Spread 0.073 0.033
CPI Consumer Price Index 0.317 0.457
3MTH 3-Month Treasury Bill 0.350 0.241
TS Term Spread 0.130 0.108
Notes: The table displays means and standard deviations of the variables used in the study. For the
34 industry portfolios, the variables are excess returns in excess of the one-month T-bill rate ranging
from January 1946 to December 2012. The summary statistics for portfolio AGRIC are from July 1965
onwards and for portfolio REIT from January 1972 onwards. All variables are in monthly percentage
points and at monthly frequency.
2.5 In-sample results
In the in-sample estimations, we experiment with a number of diﬀerent explanatory
variables and model speciﬁcations. We restrict ourselves to using only the ﬁrst lags of
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the industry returns and other explanatory variables, which is typical in this kind of
predicting exercises (see, e.g., Nyberg (2011) and Chevapatrakul (2013). In order to keep
the models relatively parsimonious, we follow Hong et al. (2007), and set the maximum
number of explanatory variables at six. Due to the large number of diﬀerent model
speciﬁcations, we only report the most relevant results.5 Speciﬁcally, we will present
results from models including the same explanatory variables as Hong et al. (2007);
the lagged excess market return (RE), consumer price inﬂation (CPI), default spread
(DSPR), market dividend yield (MDY), and market volatility (MVOL). In addition,
we report the results of an alternative speciﬁcation that yields the best in-sample ﬁt
among models with at most six explanatory variables. We also consider three diﬀerent
in-sample periods in order to study whether the results vary in time. We estimate
models for each of the 34 industries separately.
Our full sample runs from 1946M1 to 2012M12. In order to compare our results
with those of Hong et al. (2007), we also use a subsample that covers 1946M1–2002M12.
Finally, as we will perform out-of-sample forecasting in Section 2.6, we will also study
results for a shorter in-sample period running from 1946M1–1985M12. This selection
allows us to have an adequately long out-of-sample period of 27 years. The use of
diﬀerent subsamples will allow us to study the time-variability in the explanatory power
of the models in general as well as the potential changes in the coeﬃcients of predictive
variables.
2.5.1 In-sample results from predictive regressions
We start by studying results of predictive regressions in the style of Hong et al. (2007).
As discussed above, we use a similar set of predictive variables, but extend their sample
size by ten years, i.e. until the end of 2012. By doing this we are able to study whether
there has been substantial changes in the predictive power of industry returns on market
returns over the last decade. Some diﬀerences in results could be expected since the
latter part of the sample contains the recent ﬁnancial crisis period. We report the
results for the predictive regressions including the industry METAL in Table 2.2 as an
illustration of our ﬁndings, as it is among the industries with stronger predictive ability.
The METAL portfolio is a natural choice in the sense that Hong et al. (2007) also use it
5All the other results are available upon request.
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to illustrate their results, and using it allows us to compare ﬁndings between the studies.
The metal industry is also a particularly interesting case, because as a commodity
industry it provides raw materials to other industries, thus having a direct linkage
to other industries (see Menzly and Ozbas (2010)) and a possible channel through
which the return on the METAL portfolio might aﬀect returns in the broader market.
By similar reasoning, some of the strongly procyclical industries might not include
information that would consistently lead the market, so we should not necessarily
expect to ﬁnd strong results for all industries, especially since we include the lagged
excess market return (REt−1) as one of the predictors. We do, however, also report
the industry coeﬃcients and adjusted-R2 values for all of the 34 industries in the ﬁrst
column of Table 2.3.
The ﬁndings in the ﬁrst, third and ﬁfth columns of Table 2.2 indicate that the default
spread and market volatility have low predictive power. Thus, we also examine diﬀerent
speciﬁcations of the models with fewer explanatory variables and some alternative
predictors. Previous studies have suggested that the term spread and short term interest
rates are useful predictors of the excess stock market returns (see, e.g., Campbell and
Thompson (2008)). As it turns out, we ﬁnd the best overall ﬁt measured by the
adjusted-R2 when we replace the default spread and the market volatility with the term
spread (TS) and the ﬁrst diﬀerence of the 3-month T-bill (3MTH) rate. As indicated
in the second, fourth, and sixth columns of Table 2.2 for the model with the METAL
portfolio, the in-sample ﬁt of the model is improved rather signiﬁcantly by this change.
At the same time the statistical signiﬁcance of the METAL-variable is reduced, as can
be seen by comparing the ﬁrst two columns. We also considered models with three and
ﬁve predictors, but in general the six variable models produce the best ﬁt.
Another key issue that can be seen in Table 2.2 is that the model ﬁt in terms of the
adjusted-R2 is inferior for the longer samples. Compared to the shortest sample period
used, the adjusted R2 is almost double that of the full sample. This indicates that the
predictability of excess stock market returns seems to vary substantially in time, which
is an issue discussed in a number of papers, including Timmermann (2008).
Since the alternative speciﬁcation that includes TS and 3MTH as explanatory
variables generally produces a higher in-sample ﬁt, we focus on results of these models.
As can be seen from the ﬁrst column of Table 2.3, our results indicate that there are
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Table 2.2: In-sample predictive regressions with the metal industry portfolio.
1946-2012 1946-2012 1946-2002 1946-2002 1946-1985 1946-1985
CONST -0.408 -0.662 -0.972 -0.837 -1.849** -1.381**
(0.609) (0.461) (0.632) (0.548) (0.712) (0.631)
METALt−1 -0.077* -0.073 -0.104** -0.106** -0.120** -0.118**
(0.046) (0.047) (0.040) (0.040) (0.055) (0.055)
REt−1 0.159** 0.143** 0.151** 0.133* 0.178** 0.138
(0.068) (0.069) (0.070) (0.072) (0.090) (0.090)
INFt−1 -0.977*** -0.871** -1.372*** -1.213*** -1.273*** -1.049***
(0.346) (0.339) (0.305) (0.305) (0.316) (0.325)
DSPRt−1 4.666 6.784 6.541
(6.707) (6.307) (6.659)
MDYt−1 3.487*** 4.031*** 4.504*** 4.897*** 5.680*** 5.671***
(1.146) (1.190) (1.381) (1.434) (1.617) (1.620)
MV OLt−1 -0.028 0.022 0.102
(0.091) (0.101) (0.115)
3MTHt−1 -0.902*** -1.061*** -0.969***
(0.377) (0.380) (0.395)
TSt−1 2.296 2.293 3.552*
(1.450) (1.604) (1.860)
R2 0.032 0.043 0.046 0.059 0.062 0.079
adj.R2 0.025 0.035 0.038 0.051 0.050 0.067
T 804 804 684 684 480 480
Notes: The table presents in-sample results for predictive regressions (2.1) using three sample periods
and two alternative speciﬁcations. The ﬁrst speciﬁcation (columns 1, 3, and 5) is the one employed by
Hong et al. (2007 )and the second one (columns 2, 4, and 6) is the one proposed in this study. The table
illustrates the in-sample predictive power of industry portfolio METAL and additional explanatory
variables. Robust standard errors are in brackets. Notation *** corresponds with statistical signiﬁcance
at the 1% level,** at the 5% level, and * at the 10% level. The predictive variables are discussed in
Table 2.1.
only three out of 34 industries, including Nonmetalic Minerals Except Fuels (STONE),
Petroleum and Coal Products (PTRLM), and Finance, Insurance, and Real Estate
(MONEY), that have statistically signiﬁcant coeﬃcients at the 5% level. Compared to
the 12 out of 34 industries found by Hong et al. (2007), this is a clear reduction. At the
10% signiﬁcance level, there are a further two industries that show predictive power for
the market return. These industries are PRINT and TV. Hence, in total we ﬁnd only
ﬁve industries that show some level of statistical signiﬁcance, compared with 14 reported
by Hong et al. (2007). Using the same explanatory variables as the original speciﬁcation
in Hong et al. (2007), the number of statistically signiﬁcant industry coeﬃcients (at
least at the 10% level) increases to 8.6 This implies that the lagged term structure (TS)
6Hong et al. (2007) have revised their results to cover the period 1946–2013 in a recent note (2014),
available on Rossen Valkanov’s website: http://rady.ucsd.edu/faculty/directory/valkanov/. They also
report that with a longer sample, fewer industries seem to lead the stock market.
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Table 2.3: The industry portfolios and their in-sample predictive power.
IND. LEVEL STATIC DYNAMIC AUTOREG. DYN. AR.
INDt−1 adj.R2 INDt−1 adj.psR2 INDt−1 adj.psR2 INDt−1 adj.psR2 INDt−1 adj.psR2
MINES -0.035 0.033 -0.008 0.029 -0.008 0.028 -0.001 0.034 -0.001 0.033
(0.031) (0.007) (0.007) (0.006) (0.006)
OIL -0.037 0.032 -0.012 0.030 -0.012 0.029 -0.007 0.036 -0.007 0.035
(0.031) (0.008) (0.008) (0.007) (0.007)
STONE -0.053** 0.036 -0.003 0.028 -0.003 0.026 0.001 0.034 0.001 0.032
(0.024) (0.007) (0.007) (0.006) (0.008)
CNSTR -0.049 0.033 -0.018* 0.031 -0.018* 0.030 -0.005 0.035 -0.008 0.033
(0.032) (0.011) (0.011) (0.011) (0.076)
FOOD -0.028 0.031 -0.023 0.030 -0.023 0.029 -0.011 0.035 -0.011 0.034
(0.056) (0.015) (0.015) (0.019) (0.019)
SMOKE -0.047 0.033 -0.007 0.028 -0.006 0.027 -0.005 0.035 -0.006 0.033
(0.029) (0.008) (0.008) (0.008) (0.010)
TXTLS 0.008 0.030 -0.0008 0.027 3e-06 0.026 -0.004 0.034 -0.004 0.033
(0.030) (0.008) (0.008) (0.007) (0.007)
APPRL 0.027 0.031 0.004 0.027 0.004 0.026 0.002 0.034 0.002 0.033
(0.037) (0.011) (0.010) (0.012) (0.012)
WOOD -0.015 0.031 0.001 0.027 0.001 0.026 0.006 0.035 0.006 0.034
(0.028) (0.009) (0.009) (0.006) (0.006)
CHAIR -0.005 0.030 -0.003 0.027 -0.003 0.026 -0.004 0.034 -0.004 0.033
(0.039) (0.011) (0.011) (0.008) (0.008)
PAPER -0.034 0.031 0.003 0.027 0.003 0.026 -0.007 0.035 -0.006 0.033
(0.049) (0.013) (0.013) (0.010) (0.049)
PRINT 0.091* 0.035 0.022* 0.030 0.022* 0.029 0.019 0.037 0.020 0.035
(0.047) (0.013) (0.013) (0.017) (0.016)
CHEMS -0.006 0.030 0.006 0.027 0.006 0.026 0.010 0.035 0.010 0.034
(0.065) (0.019) (0.019) (0.016) (0.016)
PTRLM -0.090** 0.037 -0.017 0.030 -0.017 0.029 -0.006 0.034 -0.009 0.033
(0.040) (0.011) (0.011) (0.031) (0.064)
RUBBR -0.019 0.031 0.001 0.027 0.001 0.026 -0.011 0.036 -0.011 0.035
(0.041) (0.013) (0.013) (0.007) (0.007)
LETHR 0.021 0.031 -0.008 0.028 -0.008 0.027 -0.002 0.034 -0.002 0.033
(0.030) (0.008) (0.008) (0.007) (0.007)
GLASS -0.007 0.030 -0.006 0.028 -0.006 0.027 -0.012 0.037 -0.012 0.035
(0.038) (0.011) (0.011) (0.007) (0.008)
METAL -0.073 0.035 -0.022* 0.032 -0.022* 0.031 -0.009 0.036 -0.011 0.034
(0.047) (0.011) (0.011) (0.011) (0.103)
MTLPR -0.002 0.030 -0.016 0.028 -0.015 0.027 -0.013 0.036 -0.013 0.034
(0.059) (0.016) (0.016) (0.011) (0.010)
MACHN 0.045 0.031 0.014 0.029 0.014 0.027 0.007 0.035 0.007 0.033
(0.048) (0.013) (0.013) (0.013) (0.013)
ELCTR 0.018 0.031 0.003 0.027 0.003 0.026 -0.008 0.035 -0.008 0.034
(0.046) (0.013) (0.012) (0.008) (0.008)
CARS -0.057 0.032 -0.017 0.029 -0.017 0.028 -0.023*** 0.041 -0.023*** 0.040
(0.054) (0.014) (0.014) (0.008) (0.008)
INSTR 0.045 0.031 0.035** 0.033 0.035** 0.032 0.033 0.035 0.024 0.034
(0.052) (0.016) (0.016) (0.050) (0.014)
MANUF -0.009 0.030 -0.009 0.028 -0.009 0.027 -0.004 0.034 -0.004 0.033
(0.034) (0.009) (0.009) (0.007) (0.007)
TRANS -0.034 0.030 -0.002 0.027 -0.002 0.026 -0.010 0.036 -0.010 0.034
(0.043) (0.013) (0.013) (0.009) (0.009)
PHONE -0.003 0.030 0.011 0.028 0.011 0.027 0.013 0.037 0.013 0.036
(0.045) (0.012) (0.012) (0.009) (0.009)
TV 0.058* 0.034 0.021** 0.032 0.020** 0.031 0.011 0.036 0.013 0.035
(0.031) (0.010) (0.010) (0.035) (0.032)
UTILS 0.024 0.031 -0.010 0.028 -0.010 0.027 0.004 0.034 0.004 0.033
(0.061) (0.014) (0.014) (0.011) (0.011)
WHLSL 0.0002 0.030 -0.002 0.027 -0.002 0.026 -0.007 0.035 -0.007 0.033
(0.050) (0.015) (0.015) (0.010) (0.010)
RTAIL 0.061 0.032 0.0002 0.027 -0.0005 0.026 -0.008 0.035 -0.008 0.033
(0.059) (0.016) (0.016) (0.011) (0.011)
MONEY 0.131** 0.036 0.029* 0.030 0.029* 0.029 0.013 0.035 0.017 0.034
(0.066) (0.017) (0.017) (0.031) (0.048)
SRVC 0.061 0.032 0.009 0.028 0.008 0.027 0.008 0.035 0.008 0.034
(0.049) (0.014) (0.014) (0.008) (0.008)
AGRIC 0.068 0.018 0.005 0.018 0.006 0.016 0.007 0.018 0.006 0.016
(0.059) (0.013) (0.013) (0.029) (0.014)
REIT 0.017 0.016 0.003 0.018 0.003 0.016 0.001 0.017 0.001 0.015
(0.038) (0.010) (0.010) (0.011) (0.010)
NOIND 0.028 0.029 0.027 0.035 0.034
Notes: The results are obtained from models including lagged returns for one industry portfolio, REt−1,
INFt−1, MDYt−1, 3MTHt−1, and TSt−1 as explanatory variables for the period 1946M1–2012M12.
NOIND refers to a benchmark model, where we include the control variables but no industry portfolios
as predictors. For industries AGRIC and REIT the sample period is 1972M1–2012M12. Model
LEVEL refers to a predictive regression model (2.1) and STATIC to a standard probit model (2.6),
whereas DYNAMIC, AUTOREG., and DYN. AR. refer to the dynamic (2.7), autoregressive (2.8), and
dynamic autoregressive (2.9) probit models, respectively. Robust standard errors are in brackets, ***
corresponds with signiﬁcance at the 1% level,** at the 5% level, and * at the 10% level.
and lagged three-month T-bill rate (3MTH) capture some of the same information as
the industry portfolios, and reduces their statistical signiﬁcance. This ﬁnding applies
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throughout the results of our study, but the model ﬁts measured by the adjusted-R2
would be considerably lower if these control variables were left out.
Time-variation in the predictive relations is one potential explanation to the dif-
ferences in results between our study and that of Hong et al. (2007). It is also worth
noting that there have been some changes in the composition of the industry portfolios
in Kenneth French’s database, which may have lead to changes in the results. For these
reasons, we also replicate the predictive regressions using the same sample (1946M1–
2002M12) as Hong et al. (2007). Our ﬁndings are somewhat diﬀerent from theirs, as
we ﬁnd that using the currently available datasets and our alternative speciﬁcation
(including TS and 3MTH), the returns on only two industry portfolios show statistically
signiﬁcant predictive ability for the excess market return at the 5% level and further four
at the 10% level.7 It is noteworthy that the results based on the exact same predictors as
Hong et al. (2007) are stronger in terms of statistical signiﬁcance of industry coeﬃcients,
which indicates that the main diﬀerences in results arises from the use of diﬀerent
control variables.
In Section 2.6, we will consider out-of-sample forecasts for the period 1986M1–
2012M12. Therefore, we have also studied ﬁndings for the in-sample period of 1946M1–
1985M12. These ﬁndings are not presented in the form of a table for all industries,
but they indicate that excess returns of three industries have predictive ability for the
excess market return at the 5% level and a further three at the 10% level. In general,
the results for the predictive regressions do not change much in diﬀerent samples in
terms of which industry portfolios have predictive power, although this is the case for
METAL in Table 2.2.
2.5.2 In-sample results from dynamic probit models
In the previous section, we studied predictive regressions, where the dependent variable
was the U.S. excess stock market return. In this section we employ the static (2.6)
and dynamic probit models (2.7)–(2.9), where the dependent variable is the directional
component of the return, as deﬁned in equation (2.2). For the static probit model (2.6)
for the full sample 1946M1–2012M12, the results in Table 2.3 indicate that two (of
the 34) industry coeﬃcients show statistically signiﬁcant predictive power at the 5%
7These ﬁndings are available upon request.
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Table 2.4: In-sample static probit models with the metal industry portfolio.
1946-2012 1946-2012 1946-2002 1946-2002 1946-1985 1946-1985
CONST 0.164 0.088 0.001 0.017 -0.291 -0.162
(0.180) (0.145) (0.210) (0.163) (0.038) (0.231)
METALt−1 -0.022** -0.022* -0.025* -0.025* -0.025 -0.025
(0.011) (0.011) (0.013) (0.013) (0.018) (0.018)
REt−1 0.044** 0.040** 0.038** 0.031* 0.051** 0.042*
(0.017) (0.017) (0.019) (0.019) (0.026) (0.024)
INFt−1 -0.433*** -0.406*** -0.495*** -0.457*** -0.474*** -0.431***
(0.110) (0.109) (0.121) (0.121) (0.128) (0.127)
DSPRt−1 0.160 -0.226 -0.042
(1.772) (2.056) (2.180)
MDYt−1 0.637 0.725* 1.017** 0.992** 1.414** 1.412**
(0.402) (0.413) (0.466) (0.470) (0.642) (0.644)
MV OLt−1 0.0004 0.020 0.039
(0.022) (0.026) (0.038)
3MTHt−1 -0.190** -0.227** -0.223**
(0.094) (0.097) (0.110)
TSt−1 0.447 0.411 0.069
(0.442) (0.493) (0.670)
psR2 0.033 0.038 0.032 0.037 0.031 0.034
adj.psR2 0.027 0.032 0.024 0.030 0.021 0.023
log − L -529.323 -527.204 -450.294 -448.198 -314.392 -313.318
BIC 552.732 550.613 473.137 471.041 335.993 334.919
SR 0.619 0.624 0.611 0.624 0.612 0.612
DA 4.307*** 4.747*** 3.662*** 4.674*** 3.749*** 3.764***
PT 12.513*** 14.080*** 7.458*** 13.573*** 5.796** 6.743***
Notes: The table presents in-sample results for static probit models (2.6) including industry portfolio
METAL as a explanatory variable. Robust standard errors in brackets, *** corresponds with signiﬁcance
at the 1% level,** at the 5% level, and * at the 10% level. See also Notes to Table 2.2.
level. These industries are INSTR and TV. Further four industries show statistical
signiﬁcance at the 10% level; METAL, CNSTR, PRINT, and MONEY. All except
INSTR are among the same industries that also Hong et al. (2007) reported to have
predictive power. However, in general, our results do appear to be somewhat weaker
in the sense that we ﬁnd less evidence on the explanatory power of industry returns.
We report the results for the static probit models including the industry METAL in
Table 2.4. As in the case of the predictive regressions, the model that includes TS
and 3MTH has a better in-sample ﬁt than the model including DSPR and MVOL,
measured in this case with the adjusted pseudo-R2. For this reason, we focus mainly on
the results of this speciﬁcation, although evidence for the explanatory power of industry
portfolio returns would be slightly stronger if we would use the same set of explanatory
variables as Hong et al. (2007). It should also be pointed out that for the sample period
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1946M1–1985M12 only two of the 32 industry coeﬃcients are statistically signiﬁcant, so
the sample period does have an impact on these results.8 Diﬀerences in results between
sample periods can also be seen in Table 2.4 in the case of the model with the METAL
portfolio.
The signs of the statistically signiﬁcant industry coeﬃcients in the static probit
models are similar to those obtained using predictive regressions. These signs can also
be given economic interpretations. It is noteworthy that, e.g., the returns in the METAL
industry portrays the commodity prices of metal, which are typically countercyclical.
Since the relationship between business cycles and stock markets is typically positive,
the estimated negative sign makes economic sense. Industries that are not related
to other economic fundamentals are likely contain information that is not captured
by other predictors. On the other hand, industries such as PRINT and MONEY are
commonly thought of as being procyclical, which is also in line with their obtained
coeﬃcients. In terms of the hypothesis of gradual diﬀusion across markets, one could
expect that the industries that receive the least investor attention are likely to contain
information that diﬀuses gradually across markets, but testing speciﬁcally for this is out
of the scope of our study. A similar idea has, however, been tested by Rizova (2013),
who studies the gradual diﬀusion of information in the context of international trade
ﬂows.
The in-sample estimation results of the dynamic probit models are rather interesting.
Table 2.5 contains results obtained with the model including the METAL portfolio
as an explanatory variable, while in Table 2.3 we report the results for the remaining
industries. The results of the so-called dynamic speciﬁcation (2.7) are almost identical
to those of the static probit model (2.6). The reason for this is most likely that we
already have the lagged excess market return REt−1 in the set of control variables, so
the lagged sign of the excess market return yt−1 turns out to be statistically insigniﬁcant.
We also entertained models that excluded REt−1, but the overall in-sample ﬁt was
considerably lower.
The results from autoregressive probit models (2.8) indicate that none of the
coeﬃcients for the industry returns are any longer statistically signiﬁcant when we
include the ﬁrst lag of πt in the model. However, the coeﬃcients of the lagged pi’s
8Findings available by request.
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Table 2.5: In-sample results for dynamic probit models with the METAL industry
portfolio 1946M1–2012M12.
STATIC DYNAMIC AUTOREG. DYN. AR.
CONST 0.088 0.056 0.045 0.037
(0.145) (0.170) (0.086) (0.105)
METALt−1 -0.022* -0.022* -0.009 -0.009
(0.011) (0.011) (0.011) (0.011)
REt−1 0.040** 0.035* 0.018 0.017
(0.017) (0.021) (0.017) (0.019)
INFt−1 -0.406*** -0.403*** -0.206 -0.207
(0.109) (0.108) (0.218) (0.226)
MDYt−1 0.725* 0.730* 0.290 0.294
(0.413) (0.411) (0.314) (0.330)
3MTHt−1 -0.190** -0.191** -0.108 -0.121
(0.094) (0.094) (0.129) (0.141)
TSt−1 0.447 0.449 0.058 0.060
(0.442) (0.440) (0.157) (0.162)
yt−1 0.055 0.014
(0.154) (0.121)
πt−1 0.684* 0.681
(0.402) (0.421)
adj.psR2 0.032 0.031 0.036 0.035
log − L -527.20 -527.13 -525.31 -525.30
BIC 550.61 553.89 552.06 555.40
SR 0.624 0.628 0.629 0.628
DA 4.747*** 5.062*** 5.164*** 5.062***
PT 14.080*** 17.179*** 19.680*** 15.248***
Notes: The table reports in-sample results for binary response models used in the study, including the
METAL industry portfolio as a predictive variable. The sample period is 1946M1–2012M12. Results
for subsamples and alternative speciﬁcations are available upon request. See also Notes to Table 2.3.
are, in general, highly statistically signiﬁcant, and the pseudo-R2 values do increase
substantially compared with the static (2.6) and dynamic (2.7) speciﬁcations. The
results of the dynamic autoregressive probit models (2.9) are rather similar to those of
the autoregressive probit models. In general, the adjusted pseudo-R2 values are rather
low, generally varying between 1.5% and 4%. Overall, low explanatory power is typical
in models for predicting stock returns. For instance, Rapach and Zhou (2013) mention
that an upper bound for the predictability of stock returns (using R2) could be evaluated
to be around 8%, which is still too loose to be binding in empirical applications.
Overall, our in-sample results indicate that returns from only a few industry portfolios
are useful predictors of the excess market returns. However, the results of the DA
and PT tests suggest that the signs of the excess market returns are predictable. The
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ﬁndings presented in Tables 3 and 4 indicate that we reject the null of no predictability
in each of the speciﬁcations (including the METAL portfolio).
A natural comparison for our results are the ﬁndings of Nyberg (2011), who also
studies the directional predictability of the excess return on the U.S. stock market.
In contrast to our study, he considers the use of recession forecasts as predictors in
dynamic probit models. In general, taking into account the diﬀerent predictors and
a diﬀerent sample, our in-sample ﬁndings are rather similar to his. The pseudo-R2
measures are slightly lower in our study, but the results are not directly comparable
since employ the adjusted pseudo-R2 and have a longer sample size.9 On the other
hand, the success ratios in our study are higher than those of Nyberg (2011), showing
that our models do actually perform rather well compared to his. It is also important
to note that, the recession forecasts employed as predictors by Nyberg (2011) are based
on an autoregressive probit model using the term spread and nominal stock returns as
predictors, which are already being used as predictors in our models, so we are actually
using the same information in a slightly diﬀerent way.
Compared with Hong et al. (2007), we ﬁnd less evidence in favor of the hypothesis
that information diﬀuses slowly across markets. Goyal and Welch (2008) note that it
is not uncommon in studies focusing on predicting the equity premium that following
studies using similar variables have found weaker or contradictory results, and above we
have discussed a number of potential reasons for this in this study. Although our results
are not very strong in terms of the in-sample predictive ability of excess industry returns,
we have found interesting results on the diﬀerences between predictive regressions and
dynamic probit models. In the next section we make out-of-sample forecasts comparing
the models presented above, paying attention especially on the industries that had
statistically signiﬁcant in-sample predictive power.
2.6 Out-of-sample results
In this study, the out-of-sample period runs from 1986M1 to 2012M12, including 324
observations. We make one-month-ahead sign forecasts of the of excess stock market
returns. We employ an expanding (recursive) estimation window when constructing
9The adjusted pseudo-R2 receives values that are lower than those of the unadjusted measure,
since it includes a term that penalizes for each extra predictor included.
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the out-of-sample forecasts. Our in-sample results indicated that the predictive power
of the models has changed in the last 27 years, so the choice of the out-of-sample
period may have an eﬀect on the results. The issue of splitting the data into estimation
and evaluation periods is discussed e.g. by Hansen and Timmermann (2012), who
demonstrate that out-of-sample forecast results may be highly dependent on the sample
split, especially if the evaluation sample is left short. Therefore, to maximize the power
of the forecast evaluation tests, we have selected a rather long out-of-sample period.
The out-of-sample forecasting performance is analyzed using a number of diﬀerent
measures. We ﬁnd that the out-of-sample pseudo-R2 measures are in many cases
negative for the static probit model, which is an implication of a relatively low level of
predictability, commonly found in models for excess stock returns. This is an issue that
has been discussed in a number of previous papers. It is not uncommon that forecasting
results deemed statistically insigniﬁcant by ’traditional’ statistical measures are still
economically signiﬁcant (see, e.g., Cenesizoglu and Timmermann (2012)). Therefore,
we employ a number measures, such as the success ratio (SR) and both of the Pesaran
and Timmermann (1992, 2009) tests to evaluate the out-of-sample performance of our
models.
Again, we illustrate our ﬁndings using the model with the METAL portfolio included
as an explanatory variable. These results are reported in Table 2.6. The results indicate
that the best out-of-sample performance among the probit models is obtained with the
dynamic (2.7) version of the model, with 64.5% correct forecasts. The static probit
model (2.6) produces rather similar results (64.2%), but the autoregressive (2.8) and
especially the dynamic autoregressive (2.9) model perform worse, with 61.7% and 59.9%
forecast accuracies, respectively. This shows that good in-sample ﬁt does not necessarily
imply good performance out-of-sample, as the autoregressive probit model was superior
to the static and dynamic models evaluated by the in-sample adjusted pseudo-R2. The
predictive power of the static and dynamic probit models is also statistically signiﬁcant
even at the 1% level according to the two forms of the Pesaran and Timmermann
test in equations (2.13) and (2.14). Finally, it is noteworthy that the success ratio
obtained for the predictive regression model is 58.6%, which is lower than for any of the
probit models (see the ﬁrst column in Table 2.6). One potential reason for the inferior
performance is that predictive regression models have not been speciﬁcally designed for
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sign forecasting.
Table 2.6: Out-of-sample results from predictive regressions and probit models with the
METAL portfolio.
MODEL SR DA PT RETURN SHARPE
LEVEL 0.586 1.546 1.549 9.65% 1.51
STATIC 0.642 2.887*** 7.576*** 12.30% 2.01
DYNAMIC 0.645 3.072*** 9.955*** 12.63% 2.08
AUTOREG. 0.617 1.869* 2.674 10.63% 1.63
DYNAMIC AR. 0.599 0.953 0.123 10.13% 1.53
Notes: The table presents statistical and economic measures used to study the out-of-sample perfor-
mance of the employed models. Statistical measures include the success ratio (SR) and both of the
Pesaran and Timmermann (1992, 2009) statistics (DA) and (PT). Economic measures include annual
returns in percentages and ex-post Sharpe ratios (2.15) for trading strategies based on forecasting
models including the METAL industry portfolios. The out-of-sample period is 1986M1–2012M12. The
results from the predictive regressions (2.1) are denoted as "level". See also Notes to Table 2.3.
The last two columns in Table 2.6 contains the results for the trading strategies
based on forecasts of the corresponding models. As mentioned above, including trading
strategies allows us to compare ﬁndings using both statistical and economic measures
of forecast accuracy. We report the annual returns on each trading strategy, and in
order to take into account the level of risk associated, we also report the Sharpe ratio
(2.15). Results are generally in line with the ﬁndings based on the success ratio and
the DA and PT test statistics. We ﬁnd that the annual return for the buy-and-hold
strategy is 9.75% for the period 1986M1–2012M12. The return based on the directional
forecasts from the predictive regression model including the METAL portfolio is actually
slightly lower than this (9.65%). On the other hand, the return from the strategy
based on the static probit model is 12.29%, which is clearly higher than either of the
above. In comparison, a static probit model excluding the industry return yields an
annual return of 11.60%. Furthermore, the return from the dynamic probit model
including the METAL portfolio yields the highest investment return (12.62%), whereas
the returns from the autoregressive (10.63%) and the dynamic autoregressive probit
(10.13%) models are slightly lower than those from the static model. The risk-adjusted
returns measured by the Sharpe ratio rank the strategies in the same order as the
unadjusted returns, as the standard deviations of the returns from the trading strategies
are rather similar to one another.
We also consider a trading strategy where we include trading costs of 0.5%. This cost
is charged each time the contents of the investment portfolio is switched from stocks to
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the risk-free rate, and vice versa. Including transaction costs reduces the returns from
the trading strategies, but does not change the ﬁndings signiﬁcantly. The returns from
the dynamic (2.7) and static probit (2.6) models remain considerably higher than the
return from the buy-and-hold strategy. We also consider the use of short sales instead
of using the risk-free rate as the alternative investment. This ampliﬁes the diﬀerences
between the trading strategies, but does not change the general ﬁndings. These results
are available upon request.
The results for the models with the diﬀerent industry portfolios are available in
Table 2.7. The ﬁndings are generally rather similar to those for the model with the
METAL portfolio in Table 2.6. The static probit model is most commonly the best
among the probit models according to the SR measure. In three out of 34 cases the
static models get a value of the PT test statistic (2.14) that is statistically signiﬁcant
at least at the 5% level and in further eight cases at the 10% level. The dynamic probit
models perform considerably worse although they outperform the predictive regressions.
The results in Tables 2.6 and 2.7 may also be compared to results from models
that do not include industry portfolios as predictors. With the static probit model this
speciﬁcation produces a success ratio of 62.3%, which is somewhat lower than that of
the model with the METAL portfolio in Table 2.6 (64,2%), but higher than those of
the majority of other industries reported in Table 2.7. Overall, eight out of 34 industry
portfolio augmented static probit models outperform the corresponding model with no
industry portfolios included.
Finally, we study the returns on the investment strategies using a number of
industries as well a speciﬁcation in which no industries are included. We select the
industries based on the performance measured by the success ratio (2.12), and these
results are available in Table 2.8. The ﬁndings indicate that the static probit model
is generally the best predictive model also in terms of investment performance. The
investment strategy based on the static probit including the construction (CNSTR)
industry yields both the best annual return and the highest Sharpe ratio, as could be
expected based on the results from the success ratio and PT statistics in Table 2.7.
The dynamic probit models (in Table 2.8) do not perform quite as well as in the
case of the model including the METAL portfolio return in Table 2.6, but they still
outperform the autoregressive, dynamic autoregressive, and level models in terms of
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Table 2.7: Out-of-sample results for predictive regressions and probit models
IND. LEVEL STATIC DYNAMIC AUTOREG. DYN. AR.
SR PT SR PT SR PT SR PT SR PT
MINES 0.562 0.130 0.608 1.099 0.614 1.541 0.602 0.011 0.599 0.545
OIL 0.574 1.563 0.614 1.297 0.608 0.651 0.617 2.629 0.614 1.988
STONE 0.574 0.487 0.623 2.550 0.605 0.285 0.602 0.009 0.605 0.103
CNSTR 0.556 0.124 0.648 9.421*** 0.636 5.622** 0.614 0.985 0.602 0.110
FOOD 0.556 0.210 0.617 2.595 0.602 0.742 0.627 3.334* 0.605 0.002
SMOKE 0.580 2.947* 0.623 2.689 0.614 0.634 0.611 0.051 0.608 0.040
TXTLS 0.528 0.024 0.620 2.559 0.611 1.413 0.608 0.331 0.599 0.218
APPRL 0.571 1.965 0.611 0.968 0.605 0.504 0.571 0.386 0.580 0.527
WOOD 0.552 0.203 0.633 4.620** 0.611 0.757 0.580 0.241 0.571 0.351
CHAIR 0.549 0.121 0.620 1.487 0.620 2.324 0.611 0.001 0.602 0.019
PAPER 0.571 0.520 0.620 2.939* 0.605 0.991 0.602 1.535 0.611 0.078
PRINT 0.556 0.032 0.608 1.245 0.605 1.059 0.602 0.182 0.602 0.018
CHEMS 0.562 0.480 0.630 3.432* 0.614 0.751 0.617 1.132 0.611 0.096
PTRLM 0.549 0.013 0.623 3.682* 0.602 0.824 0.608 0.493 0.623 1.327
RUBBR 0.568 0.678 0.620 1.728 0.614 1.442 0.596 0.871 0.611 1.257
LETHR 0.552 0.005 0.614 1.400 0.614 1.531 0.586 0.259 0.586 0.228
GLASS 0.531 0.278 0.627 3.540* 0.620 2.325 0.590 0.020 0.602 0.001
METAL 0.586 1.548 0.642 7.576*** 0.645 9.955*** 0.617 2.674 0.599 0.124
MTLPR 0.571 1.171 0.627 2.796* 0.611 1.081 0.593 0.560 0.599 0.121
MACHN 0.580 1.387 0.586 0.237 0.586 0.104 0.602 0.594 0.586 0.037
ELCTR 0.559 0.003 0.611 0.867 0.608 0.542 0.574 0.438 0.583 0.198
CARS 0.565 0.212 0.627 3.157* 0.623 2.559 0.590 0.099 0.586 0.055
INSTR 0.559 0.004 0.608 2.007 0.593 0.535 0.586 0.192 0.611 0.022
MANUF 0.565 0.069 0.630 3.061* 0.617 1.302 0.590 0.330 0.596 0.015
TRANS 0.565 0.480 0.617 1.381 0.605 0.524 0.602 0.862 0.599 0.159
PHONE 0.562 0.001 0.605 0.222 0.599 0.006 0.593 0.244 0.617 1.073
TV 0.571 0.940 0.605 0.094 0.593 0.001 0.620 0.968 0.605 0.060
UTILS 0.556 0.205 0.605 0.744 0.605 0.843 0.605 0.038 0.605 0.003
WHLSL 0.549 0.001 0.623 2.542 0.602 0.179 0.620 0.613 0.602 0.001
RTAIL 0.565 0.405 0.617 1.816 0.605 0.502 0.602 0.070 0.605 0.004
MONEY 0.565 0.605 0.620 3.066* 0.620 2.682 0.605 0.058 0.602 0.292
SRVC 0.559 0.141 0.620 2.225 0.617 2.145 0.623 2.380 0.608 0.032
AGRIC 0.478 0.358 0.593 1.400 0.574 0.130 0.605 1.620 0.623 1.023
REIT 0.469 0.236 0.586 0.381 0.577 0.114 0.580 1.147 0.626 2.887*
NOIND 0.568 0.510 0.623 2.047 0.608 0.350 0.599 0.474 0.590 0.010
Notes: The table reports out-of-sample results for diﬀerent models including the 34 industry portfolios
and also a case where no industries are included (NOIND). Each model includes also REt−1, INFt−1,
MDYt−1, 3MTHt−1, and TSt−1 as explanatory variables. The reported statistics are the success ratio
(2.12) that tells the percentage of correct forecasts, and the Pesaran and Timmermann (2009) test
statistic (2.14). See also Notes to Table 2.3.
trading returns. In most cases the models including the return on either the CNSTR or
WOOD industry outperform the models with no industry returns included (NOIND).
Results for the models with the PTRLM industry return are more mixed.
Overall, we can conclude that as far as trading strategies are concerned, relying on
the static probit model is generally the best option. Some industries, such as METAL
and CNSTR do seem to contain information that can help gain higher returns in the
45
Table 2.8: Annual returns and Sharpe ratios of investment strategies using selected
models
INDUSTRY MEASURE LEVEL STATIC DYNAMIC AUTOREG. DYN. AR.
CNSTR RETURN 8.29% 12.73% 12.08% 9.86% 8.66%
SHARPE 1.17 2.12 1.98 1.44 1.08
WOOD RETURN 8.26% 12.08% 11.06% 8.89% 8.68%
SHARPE 1.15 1.94 1.68 1.25 1.12
PTRLM RETURN 7.50% 10.67% 11.06% 10.79% 10.14%
SHARPE 0.95 1.57 1.75 1.67 1.43
NOIND RETURN 9.16% 11.60% 10.59% 9.57% 9.28%
SHARPE 1.39 1.82 1.58 1.37 1.32
Notes: The table presents annual returns in percentages and ex-post Sharpe ratios (2.15) for trading
strategies based diﬀerent on forecasting models including selected industry portfolios. Each model
includes also REt−1, INFt−1, MDYt−1, 3MTHt−1, and TSt−1 as explanatory variables. The trading
period is 1986M1–2012M12. For comparison, the annual return for the buy-and-hold strategy for the
period is 9.75%. See also Notes to Table 2.3.
out-of-sample period. This suggests that we should put a great emphasis on model
selection when choosing the optimal industry portfolio as a predictor of the future
sign of the excess market return. Our results for economic and statistical measures of
forecast accuracy are also similar to one another.
Finally, it is also interesting to compare the out-of-sample forecast results with
ﬁndings from previous literature. Our results are generally in line with those obtained
by Nyberg (2011), who also applies dynamic probit models in predicting stock market
movements. Findings from both papers suggest that the static probit model (2.6) is an
adequate model for predicting the direction of excess market returns, in terms of both
statistical and economic goodness-of-ﬁt measures. The success ratios and investment
returns are generally higher in our out-of-sample exercise, but as the samples are
diﬀerent, the ﬁndings are not directly comparable.
2.7 Experimenting with daily data
As an extension to the main empirical models presented in Sections 2.5 and 2.6, we
consider the use of daily data in our models. This allows us to study whether predictive
information diﬀuses across markets more rapidly, i.e. to test the hypothesis of gradual
diﬀusion of information across investors in the context of higher frequency data. This
is particularly interesting, as the rate of the diﬀusion of information is likely to have
changed in time and also varies depending on the type of information. On one hand, due
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Table 2.9: In-sample results for daily dynamic probit models with the METAL industry
portfolio 1986–2012.
STATIC DYNAMIC AUTOREG. DYN. AR.
CONST 0.083*** 0.052 0.097*** 0.064
(0.028) (0.035) (0.048) (0.043)
METALt−1 -0.037*** -0.036*** -0.037*** -0.036***
(0.013) (0.013) (0.013) (0.013)
REt−1 0.051** 0.032 0.054** 0.034
(0.021) (0.023) (0.021) (0.024)
RFt−1 0.017 0.017 0.020 0.019
(0.016) (0.016) (0.020) (0.019)
yt−1 0.058 0.062
(0.039) (0.039)
πt−1 -0.167 -0.157
(0.409) (0.235)
adj.psR2 0.0011 0.0012 0.0011 0.0013
log − L -4688.31 -4687.29 -4687.62 -4686.44
BIC 4705.96 4709.36 4709.69 4712.92
SR 0.542 0.543 0.542 0.542
DA 0.323 0.620 0.426 0.093
PT 0.115 0.396 0.217 0.002
Notes: The table reports in-sample results for binary response models used in the study using daily
data for 1986–2012, including the METAL industry portfolio as a predictive variable. See also Notes
to Table 2.3.
to the very large number of observations associated with the daily data, and on the other
hand, due to the potential change in speed of information diﬀusion, we limit ourselves
to a shorter sample covering 1986–2012, which also corresponds with the out-of-sample
period used for monthly data. Nevertheless, the total number of observations (T=6808)
remains very high. As we consider the use of daily data mainly as a robustness check
for the ﬁndings presented in the previous section, we only focus on in-sample ﬁndings.
Using daily data limits the number of potential predictors, because most macroeco-
nomic variables are only available in monthly and lower frequencies. However, the stock
market and industry portfolio returns are available in daily frequency at the Kenneth
French’s data library. From the same source, we also obtain daily data on the risk-free
rate. Therefore, in our models using daily data, we employ the industry portfolios as
predictors and control for eﬀects from the lagged excess market return and the risk-free
rate.
Once again, following Hong et al. (2007), we illustrate our ﬁndings using the models
that include the METAL industry portfolio as a predictor. These results are presented
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in Table 2.9, and they show that using daily data, the coeﬃcient for the METAL
portfolio is statistically signiﬁcant in all four cases, providing further evidence that
lagged return on the METAL portfolio contains useful predictive information for the
excess market return. Overall, we ﬁnd no notable diﬀerences between the four diﬀerent
model speciﬁcations, suggesting that the static probit is an adequate model in this
application. However, it should be noted that the daily market returns are extremely
noisy and therefore the overall level of predictability remains extremely low (adjusted
pseudo-R2 varies between 0.0011 and 0.0013). This ﬁnding is further supported by the
relatively low values of the success ratios and the statistically insigniﬁcant values of the
DA and PT tests.
Overall, we ﬁnd that nine out of 33 industry portfolios10 have a statistically signiﬁcant
coeﬃcient (at least at the 10% level) for the static probit model using daily data, which
conﬁrms the ﬁnding that returns on lagged industry portfolios may contain useful
predictive information for the direction of the excess market return.
2.8 Conclusion and possible extensions
The aim of this paper has been to study the predictive ability of industry portfolios for
excess U.S. stock market returns. We have employed conventional predictive regressions
(2.1) and dynamic probit models (2.6)–(2.9) to study the topic both in- and out-of-
sample, and add to the literature by focusing on the directional component of the
excess market returns. In our in-sample estimation, we ﬁnd that a number of industries
lead the stock markets by one month, the exact number depending varying between
diﬀerent model speciﬁcations used. However, contrary to previous ﬁndings by Hong et al.
(2007), we ﬁnd somewhat less evidence to support the gradual diﬀusion of information
across markets, especially when we use the model speciﬁcation that yields the highest
in-sample ﬁt. In addition to studying the predictive ability of industry portfolios, we also
provide new results on the diﬀerences between in-sample estimation and out-of-sample
forecasting. Our out-of-sample results indicate that the direction of excess market
10Daily data for the industry REIT were not available, which reduced the number of industries to
33. The nine industries with statistically signiﬁcant coeﬃcients included MINES, OIL, FOOD, APPRL,
PTRLM, METAL, ELCTR, INSTR, and RTAIL. Findings for dynamic probit models (2.7)–(2.9) using
daily data were similar to the ones obtained using the static probit models, as illustrated in Table 2.9
for the METAL portfolio.
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returns are predictable, and that certain industry portfolios do contain information that
can be used for this purpose.
One of our key ﬁndings is that the dynamic probit models produce more accurate
out-of-sample forecasts of the direction of the excess stock market returns than the
conventional predictive regression model, which clearly supports the use of these models.
Our ﬁndings also indicate that although the probit model including an autoregressive
structure (2.8) yields the best in-sample ﬁt, the more parsimonious static probit model
(2.6) performs better out-of-sample. Our ﬁndings are substantiated by employing both
statistical and economic measures of forecast accuracy, as they yield remarkably similar
results in our application. This is an interesting result in itself because, for example,
Cenesizoglu and Timmermann (2012) have suggested that the results from statistical
tests and investment strategies are not always in line with each other.
In terms of proﬁtability of trading strategies, we ﬁnd that especially the metal
and construction industry portfolios contain information that could be used to obtain
higher investment returns during the out-of-sample period 1986M01–2012M12. Models
including the excess returns of these two industry portfolios were also the best according
to statistical criteria. How the information included in the industry portfolios would
actually convert into exploitable arbitrage opportunities in the future is another issue.
As an extension of our main results obtained with models using monthly data, we
have experimented with models employing daily data. It turns out that the results are
robust to the change in data frequency, i.e. we still ﬁnd that information in a number
of industry portfolios are useful in predicting movements of the excess market return.
The level of predictability in terms of model ﬁt is lower in the models employing daily
data, as one would expect based on the noise in daily returns.
This paper could be extended in a number of ways. One possibility is to use industry
portfolio returns in excess of market returns as explanatory variables. A radically
diﬀerent approach would be the use of an indicator for bear and bull markets as the
dependent variable instead of the direction of the monthly market movements, as is
done by Nyberg (2013). The motivation for predicting these long periods of positive and
negative returns is based on the idea that diﬀerent types of investment opportunities are
proﬁtable during these regimes, and identifying the shifts from one regime to another
is useful information for investors. Identifying turning points between bear and bull
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markets is closely related to the identiﬁcation of business cycle turning points, for which
the business cycle indicator of the National Bureau of Economic Research (NBER) is
the most commonly used benchmark in the U.S., and it is used in most of the studies
focusing on business cycles in real economic activity. For stock markets, no such clear
benchmark exists, but, for example, mechanical dating rules can be devised to identify
the turning points.
A number of other explanatory variables could also be considered. Especially the
use of forward-looking variables, such as inﬂation expectations and consumer conﬁdence
indices, would be interesting, but the common problem with most of these is the limited
sample length. In addition to studying whether industry portfolios lead the aggregate
market, the models applied in this paper could potentially extended to facilitate the
examination of interrelations between industry returns. These relations have previously
been addressed in Kong et al. (2011) and Menzly and Ozbas (2010).
Bibliography
S. Anatolyev and N. Gospodinov. Modeling ﬁnancial return dynamics via decomposition.
Journal of Business and Economic Statistics, 28:232–245, 2010.
J.Y. Campbell and S.B. Thompson. Predicting excess returns out of sample: Can
anything beat the historical average? Review of Financial Studies, 21:1509–1531,
2008.
T. Cenesizoglu and A. Timmermann. Do return prediction models add economic value.
Journal of Banking and Finance, 36:2974–2987, 2012.
T. Chevapatrakul. Return sign forecasts based on conditional risk: Evidence from the
UK stock market index. Journal of Banking and Finance, 37:2342–2353, 2013.
P.F. Christoﬀersen and F.X. Diebold. Financial asset returns, direction-of-change
forecasting, and volatility dynamics. Management Science, 52:1273–1288, 2006.
R. Cole, F. Moshirian, and Q. Wu. Bank stock returns and economic growth. Journal
of Banking and Finance, 32:995–1007, 2008.
50
A. Estrella. A new measure of ﬁt for equations with dichotomous dependent variables.
Journal of Business and Economic Statistics, 16:198–205, 1998.
E. Fama and K. French. Business conditions and expected returns on stocks and bonds.
Journal of Financial Economics, 25:23–49, 1989.
K. French, G.W. Schwert, and R. Stambaugh. Expected stock returns and volatility.
Journal of Financial Economics, 19:3–29, 1987.
A. Goyal and I. Welch. A comprehensive look at the empirical performance of equity
premium prediction. Review of Financial Studies, 21:1455–1508, 2008.
C.W.J. Granger and M.H. Pesaran. Economic and statistical measures of forecast
accuracy. Journal of Forecasting, 19:537–600, 2000.
P.R. Hansen and A. Timmermann. Choice of sample split in out-of-sample forecast
evaluation. Economics Working Papers ECO2012/10, European University Institute,
2012.
H. Hong and J.C. Stein. A uniﬁed theory of underreaction, momentum trading, and
overreaction in asset markets. Journal of Finance, 54:2143–2184, 1999.
H. Hong, W. Torous, and R. Valkanov. Do industries lead stock markets? Journal of
Financial Economics, 83:367–396, 2007.
H. Kauppi and P. Saikkonen. Predicting U.S. recessions with dynamic binary response
models. Review of Economics and Statistics, 90:777–791, 2008.
A. Kong, D. Rapach, J. Strauss, and G. Zhou. Predicting market components out of
sample: asset allocation implications. Journal of Portfolio Management, 37:29–41,
2011.
O. Lamont. Economic tracking portfolios. Journal of Econometrics, 105:161–184, 2001.
G. Leitch and J.E. Tanner. Economic forecast evaluation: Proﬁt versus the conventional
error measures. American Economic Review, 81:580–590, 1991.
M.T. Leung, H. Daouk, and A.-S. Chen. Forecasting stock indices: a comparison of
classiﬁcation and level estimation models. International Journal of Forecasting, 16:
173–190, 2000.
51
L. Menzly and O. Ozbas. Market segmentation and cross-predictability of returns.
Journal of Finance, 65:1555–1580, 2010.
R. Merton. On market timing and investment performance: An equilibrium theory of
value for market forecasters. Journal of Business, 54:363–406, 1981.
T. Moskowitz and M. Grinblat. Do industries explain momentum? Journal of Finance,
54:1249–1290, 1999.
E.C.Y. Ng. Forecasting US recessions with various risk factors and dynamic probit
models. Journal of Macroeconomics, 34:112–125, 2012.
H. Nyberg. Dynamic probit models and ﬁnancial variables in recession forecasting.
Journal of Forecasting, 29:215–230, 2010.
H. Nyberg. Forecasting the direction of the US stock market with dynamic binary
probit models. International Journal of Forecasting, 27:561–578, 2011.
H. Nyberg. Predicting bear and bull stock markets with dynamic binary time series
models. Journal of Banking and Finance, 37:3351–3363, 2013.
H. Nyberg. A bivariate autoregressive probit model: Business cycle linkages and
transmission of recession probabilities. Macroeconomic Dynamics, 18:838–862, 2014.
M.H. Pesaran and A. Timmermann. A simple nonparametric test of predictive perfor-
mance. Journal of Business and Economic Statistics, 10:461–465, 1992.
M.H. Pesaran and A. Timmermann. Testing dependence among serially correlated
multi-category variables. Journal of the American Statistical Association, 485:325–337,
2009.
H. Pönkä. Predicting the direction of US stock markets using industry returns. Empirical
Economics, Forthcoming, 2016. doi: 10.1007/s00181-016-1098-0.
D.E. Rapach and G. Zhou. Forecasting stock returns. In G. Elliott and A. Timmermann,
editors, Handbook of Economic Forecasting, volume 2A, pages 329–383. North-Holland,
2013.
52
S. Rizova. Trade momentum. Journal of International Financial Markets, Institutions
and Money, 24:258–293, 2013.
T.H. Rydberg and N. Shephard. Dynamics of trade-by-trade price movements: Decom-
position and models. Journal of Financial Econometrics, 2:2–25, 2003.
W.F. Sharpe. Mutual fund performance. Journal of Business, 39:119–138, 1966.
W.F. Sharpe. The Sharpe ratio. Journal of Portfolio Management, 21:49–58, 1994.
A. Timmermann. Elusive return predictability. International Journal of Forecasting,
24:1–18, 2008.
53
Chapter 3
International sign predictability of
stock returns: The role of the
United States1
3.1 Introduction
There is a vast theoretical and empirical literature on asset return predictability. The
main focus in the literature on stock returns has been the predictability of excess
aggregate market returns (hereafter stock returns) by lagged ﬁnancial and macroeco-
nomic predictive variables. Although the majority of research has concentrated on
the U.S., there is an increasing string of research focusing on lead-lag relationships in
international asset markets. Rapach et al. (2005) examine the predictability of stock
returns in 12 industrialized countries and ﬁnd that interest rates are the most consistent
and reliable predictors of stock returns. In the same vein, Ang and Bekaert (2007)
show that the dividend yields and short-term interest rates are robust predictors for the
stock returns in the U.S., U.K., France, and Germany. Hjalmarsson (2010) examines
return predictability in a larger dataset comprising 40 developed international stock
markets. Similarly to Rapach et al. (2005) and Ang and Bekaert (2007), he ﬁnds
that the short-term interest rate as well as the term spread (the diﬀerence between
the long-term and short-term interest rates), are generally superior predictors across
1This chapter is based on CREATES Research Papers 2015-20, Nyberg and Pönkä (2015), written
jointly with Henri Nyberg. An article based on this chapter is forthcoming in Economic Modelling.
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countries.
Previous research emphasizes signiﬁcant interdependence among international stock
markets. Following the earlier evidence of Eun and Shim (1989), Becker et al. (1995),
and Karolyi (1995) (see also the references therein), Rapach et al. (2013) study the
importance of the U.S. market movements in predicting international stock returns.
Due to its major role in the world economy, investors are likely to focus on the U.S.
markets, potentially creating spillovers of U.S. returns to other markets. The ﬁndings of
Rapach et al. (2013) do in fact indicate that lagged U.S. returns predict stock returns
in several other markets, which they link to the behavioral theory of Hong and Stein
(1999) based on the idea of gradual diﬀusion of information. In this theory, limited
investor attention and market participation causes information to diﬀuse slowly across
markets generating cross-predictability between them. In the subsequent research, Hong
et al. (2007) examine the gradual diﬀusion of information in monthly industry portfolio
returns, while Menzly and Ozbas (2010) and Rizova (2013) study information diﬀusion
in industries with supplier-customer relationships and in the context of international
trade ﬂows, respectively.
Similarly to Rapach et al. (2013), we examine the interdependencies between excess
stock returns in the U.S. and ten other markets. Unlike them, however, we concentrate
on the directional component of stock returns, i.e. we are interested in predicting the
signs of the returns instead of the actual returns. In the previous ﬁnance literature,
including the studies mentioned above, a vast amount of research eﬀort has been put
into the conventional predictive regression models and their extensions, such as regime
switching models, containing various diﬀerent predictors to examine whether there are
statistically and economically signiﬁcant (in- and out-of-sample) predictive patterns
in stock returns (see the survey of Rapach and Zhou (2013)). A closely related and
widely examined topic focuses on return and, in particular, volatility transmission and
spillover eﬀects between markets (see, e.g., the survey of Gagnon and Karolyi (2006)),
where the role of the U.S. as a driver of movements in international stock markets has
often been emphasized.
In contrast to these established approaches, the directional predictability of stock
returns is, so far, a less covered topic, although sign predictability is an important
issue in various ﬁnancial applications. Forecasting the signs of stock returns has often
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been motivated by its usefulness in market timing decisions (see, e.g., Pesaran and
Timmermann (2002)). Already in Merton’s (1981) classic market timing model, fund
managers are interested in the sign rather than the actual value of the return when
determining their asset allocations. A number of more recent empirical studies also
highlight the potential usefulness of sign predictability in market timing, by showing
that binary response models outperform the usual real-valued predictive regression
models in forecasting return signs based on both statistical and economic goodness-of-ﬁt
measures (see, e.g., Leung et al. (2000), Anatolyev and Gospodinov (2010), Nyberg
(2011) and Pönkä (2016)).
In addition to the market timing perspective, Christoﬀersen and Diebold (2006)
point out the presence of sign predictability in U.S. equity returns that may also
exist in the absence of mean predictability. Their argument is based on the fact that
predictable conditional volatility may be useful in forecasting the sign of the return (see
also the related ﬁndings of Christoﬀersen et al. (2007) in an international setting and
Chevapatrakul (2013) for the U.K.). Nyberg (2011) and Pönkä (2016) show that the
return signs are indeed predictable and that there are even more useful predictors than
the conditional volatility.
Our study contributes to the existing literature on sign predictability in a number
of ways. In particular, we examine international evidence using a dataset containing
11 industrialized countries, whereas the previous studies have concentrated almost
exclusively on the U.S. stock market returns. Leung et al. (2000) consider the U.S.,
U.K. and Japanese markets, but unlike us, they do not explore international linkages
between the markets but concentrate purely on country-speciﬁc models. Furthermore,
Anatolyev (2009) considers directional cross-predictability of daily returns from three
European markets, three Baltic markets, and from two Chinese exchanges in a diﬀerent
multivariate model compared to ours.
In econometric terms, our study contributes by proposing a new bivariate (two-
equation) probit model that facilitates studying the predictive role of the U.S. market
for the other markets in a new way. This allows us to examine whether the possible
predictive information originating from the U.S. is concentrated on the directional or
volatility components, or both. With our new model, we can also circumvent problematic
econometric issues related to generated regressors. Overall, the previous econometric
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literature on bivariate and multivariate binary response time series models is very scant.
Our model has some similarities with Nyberg (2014) who studies business cycle linkages
between the U.S. and Germany, and ﬁnds that joint modeling of recession probabilities
in these two countries substantially increases predictive power compared to independent
univariate models. Our new bivariate model diﬀers from that of Nyberg (2014), as it
allows for a contemporaneous predictive eﬀect between the two markets.
Our in-sample results based on univariate (single-equation) probit models suggest, in
accordance with Rapach et al. (2013), that the lagged excess U.S. stock return is a useful
predictor of the sign of excess returns in a number of other markets, supporting the
leading role of the U.S. However, our new bivariate model outperforms the univariate
models in seven out of ten markets, suggesting that it is not only the lags of U.S.
returns that have predictive power. In other words, it is advantageous to utilize the
predictive power obtained for the U.S. market movements to predict signs of returns
in other markets. Out-of-sample forecasting results generally conﬁrm the in-sample
ﬁndings: The new bivariate probit model produces the most accurate forecasts in the
majority of markets in terms of statistical criteria and simple trading strategies, which
yield higher returns than those based on the univariate probit models and the passive
buy-and-hold strategy. These ﬁndings on sign predictability in turn complement the
previous research on the economic value of volatility timing for short-horizon asset
allocation strategies (cf., e.g., Fleming et al. (2001)). Furthermore, in line with the
point of Christoﬀersen and Diebold (2006), we ﬁnd that out-of-sample predictability in
stock returns is improved when predicting the sign versus predicting returns themselves
with standard predictive regression models, in terms of both statistical and economic
measures.
The rest of the paper is organized in the following way. In Section 3.2, we introduce
the econometric framework, i.e. the univariate and bivariate probit models. In Section
3.3, we describe the goodness-of-ﬁt measures and statistical tests used in evaluating
sign predictions. Section 3.4 introduces the dataset, including the predictive variables.
In Sections 3.5 and 3.6, we report in-sample and out-of-sample forecasting results,
respectively, where in the latter we also study the economic signiﬁcance of out-of-sample
forecasts in trading simulations. Finally, in Section 3.7 we conclude and discuss possible
extensions of this study.
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3.2 Sign predictability
3.2.1 Framework
In the previous ﬁnance literature, a vast amount of research eﬀort has been put into the
conventional predictive regression model for excess stock returns, containing various
diﬀerent predictors (see, e.g., the survey of Rapach and Zhou (2013)). The directional
predictability of excess stock returns is a less covered topic, but it holds high potential for
further research. As pointed out by Christoﬀersen and Diebold (2006), sign predictability
may exist even in the absence of mean predictability, which can be particularly useful
in terms of creating proﬁtable investment strategies.
Throughout this paper, our focus is on the directional component of the excess
stock market return. Let us denote a one-month excess market return for market j
as rjt = rnjt − rfjt, where rnjt is the nominal portfolio return and rfjt is the risk-free rate.
When we use the word ’return’ in the remainder of the paper, we refer to the excess
stock return as deﬁned here. The excess return can be transformed into binary time
series
yjt = 1(rjt > ζ), (3.1)
where 1(·) is the indicator function and ζ is a user-determined constant. Following
previous research (see, e.g., Leung et al. (2000), Christoﬀersen and Diebold (2006),
Anatolyev and Gospodinov (2010) and Nyberg (2011)), we consider the leading case
ζ = 0, i.e., yjt consists of the signs of the excess returns. Assuming ζ = 0, expression
(3.1) can be rewritten as
yjt =
⎧⎪⎪⎨⎪⎪⎩
1, if the excess stock return rjt is positive,
0, otherwise,
(3.2)
for market j.
In order to study the predictability of the sign of the return yjt, we need to specify
a model for the (conditional) probability of the positive return in market j (denoted by
pjt below). In the previous literature, this has been carried out by examining univariate
(single-equation) binary response models with diﬀerent predictive variables. Let Et−1(·)
and Pt−1(·) denote the conditional expectation and probability, respectively, given the
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information set Ωt−1 including all relevant predictive information such as the past
returns and the values of the predictive variables. A univariate probit model is hence
speciﬁed as
pjt = Et−1(yjt) = Pt−1(yjt = 1) = Φ(πjt), (3.3)
where Φ(·) is the cumulative distribution function of the standard normal distribution
and πjt is a linear function of the variables in Ωt−1.2 The most commonly used
speciﬁcation is the following
πjt = ωj + x′j,t−1βj, (3.4)
where βj is the coeﬃcient vector of the lagged predictive variables included in the
vector xj,t−1 and ωj is a constant term for market j. In the subsequent analysis,
we also consider dynamic models where the lagged returns (rj,t−1) and the lagged
values of binary return indicators (3.1) are included in xj,t−1. The presence of sign
predictability culminates to whether we can ﬁnd predictors that contain statistically
signiﬁcant predictive power over and above the constant term ωj in (3.4).3
In the previous sign predictability research, Leung et al. (2000) ﬁnd that classiﬁcation-
based models, including binary response models, outperform traditional predictive
regressions in forecasting the direction of stock markets in terms of statistical goodness-
of-ﬁt tests and proﬁtability of investment strategies built on their forecasts. Their
study covers the U.S., U.K., and Japanese stock markets. Nyberg (2011) uses dynamic
probit models to predict the direction of monthly U.S. excess returns and ﬁnds evidence
in favor of sign predictability. Moreover, in line with Leung et al. (2000), his probit
models yield superior forecasts over traditional predictive regressions. Pönkä (2016)
examines the directional predictability of excess U.S. stock market returns by lagged
excess returns on industry portfolios using dynamic probit models, and ﬁnds that a
number of industries lead the stock market and that binary response models outperform
conventional predictive regressions in forecasting the direction of the market return.
Overall, due to high integration of the stock markets around the world, the excess
returns and their signs are rather highly correlated between diﬀerent countries Thus,
2 The conditional probability of a negative return (i.e. Pt−1(yjt = 0)) is then the complement
probability 1 − pjt.
3 The parameters of these models can be estimated using the method of maximum likelihood (ML).
For more details on ML estimation and the computation of Newey-West type robust standard errors,
we refer to Kauppi and Saikkonen (2008).
59
it seems highly reasonable to consider the joint modeling of the direction of returns,
which may well result in superior forecasts compared with country speciﬁc univariate
models. Based on the results of Rapach et al. (2013), it is particularly interesting to
include the U.S. market in such models. However, we could also consider whether sign
predictability in other markets can be improved when taking the predictability of the
sign of U.S. returns into account by using the U.S. probability forecast for the positive
stock return as a predictor (i.e. conditioning on a larger information set than just the
past U.S. return). This issue can be considered in a meaningful way with our new
bivariate (two-equation) probit model described in the following Section.
3.2.2 Bivariate probit model
The main interest in this paper is on bivariate binary response models, where we
examine pairwise directional predictability of stock returns in two markets. This will,
in particular, allow us to consider the eﬀect of the U.S. stock market to international
markets focusing on the directional component of the stock returns.
Let us now consider the random vector (y1t, y2t) containing the binary time series of
the signs of the excess stock returns (3.2) in two markets of interest. Conditional on
the information set Ωt−1, the vector (y1t, y2t) follows a bivariate Bernoulli distribution,
(y1t, y2t)|Ωt−1 ∼ B2(p11,t, p10,t, p01,t, p00,t), (3.5)
where the conditional probabilities of the diﬀerent outcomes are
pkl,t = Pt−1(y1t = k, y2t = l), k, l = 0, 1,
and they sum up to unity
p11,t + p10,t + p01,t + p00,t = 1.
Following the bivariate probit model originally proposed by Ashford and Sowden
(1970), we assume the joint probabilities of the diﬀerent outcomes of (y1t, y2t) to be
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determined as
p11,t = Pt−1(y1t = 1, y2t = 1) = Φ2(π1t, π2t, ρ),
p10,t = Pt−1(y1t = 1, y2t = 0) = Φ2(π1t,−π2t,−ρ)
p00,t = Pt−1(y1t = 0, y2t = 0) = Φ2(−π1t,−π2t, ρ) (3.6)
p01,t = Pt−1(y1t = 0, y2t = 1) = Φ2(−π1t, π2t,−ρ),
where Φ2(·) is the cumulative density function of the bivariate standard normal distribu-
tion with zero means, unit variances and correlation coeﬃcient ρ, |ρ| < 1. Furthermore,
similarly as in (3.4), πjt, j = 1, 2, are assumed to be linear functions of the lagged stock
returns (and their signs) and the other predictive variables included in the information
set at time t − 1. The conditional probabilities of positive excess returns for markets
j = 1, 2 are the marginal probabilities of the outcomes y1t = 1 and y2t = 1 equal to (cf.
(3.3))
p1t = Pt−1(y1t = 1) = p11,t + p10,t, (3.7)
and
p2t = Pt−1(y2t = 1) = p11,t + p01,t. (3.8)
To complete the bivariate probit model, we need to determine the linear functions
πjt, j = 1, 2 (i.e. the dependence structures on the available predictive information). In
the most simple case, introduced by Ashford and Sowden (1970), similar to univariate
model (3.4), ⎡⎢⎣ π1t
π2t
⎤⎥⎦ =
⎡⎢⎣ ω1
ω2
⎤⎥⎦+
⎡⎢⎣ x′1,t−1 0
0 x
′
2,t−1
⎤⎥⎦
⎡⎢⎣ β1
β2
⎤⎥⎦ , (3.9)
where ω1 and ω2 are constant terms and β1 and β2 are the coeﬃcient vectors of the
lagged predictive variables included in the vectors x1,t−1 and x2,t−1, respectively. In
model (3.9), the explanatory variables have an immediate eﬀect on the conditional
probabilities (3.6) which, given the value of the correlation coeﬃcient ρ, do not change
unless the values of the explanatory variables change.
In this study, we are interested in the information transmission between stock
markets in diﬀerent countries and, especially, the possible leading role of the United
States. Rizova (2013) point out that as the larger stock markets are more widely followed
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by investors, the cross-predictability caused by the gradual diﬀusion of information
in other markets is likely to be weaker for the major markets. Although Rapach
et al. (2013) ﬁnd evidence that lagged U.S. returns signiﬁcantly predict returns in nine
out of ten countries in their study, it is likely that there are diﬀerences between the
predictive role of the U.S. due to, e.g., the amount of investor attention and the relative
importance of the U.S. as a trading partner. The literature on the inﬂuence of the U.S.
on international markets via volatility spillovers across markets has also pointed out
the leading role of the U.S. (see, e.g., the survey of Gagnon and Karolyi (2006)).
Hereafter the U.S. is the ﬁrst country (i.e. j = 1) in model (3.9). Then, following
Rapach et al. (2013), we include the lagged U.S. return in the vector x2,t−1 for the
second country to examine whether the U.S. return predicts the sign of return in the
other markets (j = 2). An alternative and more general approach that we consider is to
allow the linear function π1t related to the probability of the positive excess return to
have an eﬀect on π2t. Speciﬁcally, we consider the following extension of model (3.9):
⎡⎢⎣ 1 0
−c 1
⎤⎥⎦
⎡⎢⎣ π1t
π2t
⎤⎥⎦ =
⎡⎢⎣ ω1
ω2
⎤⎥⎦+
⎡⎢⎣ x′1,t−1 0
0 x
′
2,t−1
⎤⎥⎦
⎡⎢⎣ β1
β2
⎤⎥⎦ , (3.10)
where the coeﬃcient c measures the contemporaneous eﬀect from π1t to π2t. In the
context of our application, this means that we study the eﬀect of the U.S. on the other
markets.4 Note that although in (3.10) π1t has a contemporaneous eﬀect on π2t, the
predictive information in π1t is actually coming from the lagged predictors in x1,t−1. In
other words, the lagged U.S. return is not included as a predictor in x2,t−1, but it has
only an indirect eﬀect on π2t via the coeﬃcient c.
The linear function π2t does not contemporaneously help to predict the sign of the
return in market 1 (in the U.S.), while there is contemporaneous predictability in the
opposite direction, when c = 0. That is, when c = 0, the predictive power obtained for
the U.S. market is helpful in predicting the signs of the returns in other markets, but
not vice versa.5 Due to the nonlinear nature of model (3.10), we can also statistically
check this identiﬁcation assumption by comparing the log-likelihoods of two models
4 It is noteworthy that (3.10) bears resemblance to the structural vector autoregressive (SVAR)
models commonly used in empirical macroeconomics and ﬁnance.
5 To identify model (3.10), as long as c = 0, the predictive variables (and their lags) in x1,t−1 and
x2,t−1 cannot be the same. This is not a problem in our application, because we use only domestic
predictors for each country.
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where the matrix on the left hand side of (3.10) containing the contemporaneous linkage
should be lower or upper-diagonal (when the ordering of the markets is given ﬁxed).
In addition to the eﬀect through π2t, the lagged U.S. excess return may have an indi-
rect eﬀect on predictive power through the correlation coeﬃcient ρ. The interpretation
of the correlation coeﬃcient is, however, somewhat complicated as it is related to the
bivariate normal distribution used to obtain the response probabilities (3.6), based on
the linear functions πjt. Furthermore, as in Nyberg (2014), it turns out in our empirical
analysis that the eﬀect of ρ on the sign probability forecasts (3.6) is minor, although
statistically signiﬁcant. It is also worth noting that if ρ = c = 0, the bivariate model
reduces to two univariate probit models without linkages between the markets.6
In Appendix A, we will give details on the maximum likelihood estimation of the new
bivariate probit model introduced above. In particular, we derive the formulae for the
misspeciﬁcation-robust standard errors of the bivariate probit model (3.10) to take the
potential misspeciﬁcation of the model into account when interpreting the estimation
results. An important advantage of the joint model (3.10) is that it circumvents the
well-known generated regressor problem (see, e.g., Pagan (1984)), as the eﬀect of π1t on
π2t is conveniently estimated within one model.
3.3 Goodness-of-ﬁt measurement and sign
predictability
We will employ a number of alternative measures to evaluate the in-sample and out-of-
sample predictive performance of the models. We need to modify some measures to suit
our bivariate model and we also use some methods to evaluate directional predictability
that have previously not been applied to sign forecasts of stock returns.
Following the usual practice in ﬁnance, one of our measures is a counterpart of the
coeﬃcient of determination (R2) designed for binary response models. Estrella (1998)
6 Allowing for cross-country dependencies between multiple markets might be also of interest. It
requires, however, a multivariate extension of the bivariate model designed above. Following Rapach
et al. (2013), as long as we are interested in the predictive eﬀect coming from the U.S market (the
main hypothesis of this study), a multivariate model reduces to separate bivariate models and it is
thus suﬃcient to consider diﬀerent U.S–domestic market combinations as above.
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deﬁned the pseudo-R2 (for univariate models) as
psR2 = 1 −
(
logLu
logLc
)−(2/T )logLc
, (3.11)
where logLu and logLc are the maximum values of the constrained and unconstrained
log-likelihood functions respectively, and T is the length of the time series. This measure
takes on values between 0 and 1, and can be interpreted in the same way as the coeﬃcient
of determination in the usual linear predictive regression models. In Section 3.5, we
also report its adjusted form (see Estrella (1998)) that takes into account the trade-oﬀ
between the improvement in model ﬁt and the number of estimated parameters.
Due to the form of (3.11), there is a linkage between to the pseudo-R2 and the
corresponding likelihood ratio test statistic testing the null hypothesis that the included
predictive variables do not have predictive power. In other words, under the null
hypothesis, the value of the log-likelihood function (logLc) is obtained when only a
constant term is included in the model. Hence, (3.11) measures the predictive power
obtained with the predictors included in xj,t−1. In the bivariate probit model a nonzero
correlation coeﬃcient ρ poses a complication to this interpretation, as its nonzero value
implies predictive power not accounted for by the predictors. Therefore, for bivariate
models with ρ = 0, we propose a modiﬁcation to (3.11)
psR2ρ = 1 −
(
logLu
logLρc
)−(2/T )logLρc
, (3.12)
where logLρc denotes the value of the restricted log-likelihood function of the bivariate
probit model where β1 = β2 = 0 (and c = 0 in model (3.10)). In other words, similarly
as (3.11), expression (3.12) measures the predictive power of explanatory variables, but
as the expressions (3.11) and (3.12) diﬀer, they are not comparable.
The problems with the pseudo-R2 statistics mean that we will also need to use some
other statistics that allow us to do make comparisons between diﬀerent univariate and
bivariate probit models. Together with the pseudo-R2, the Quadratic Probability Score
QPS = 1
T
T∑
t=1
2(yjt − pjt)2 (3.13)
is also commonly used to evaluate probability forecasts, and it can be seen as a mean
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square error type of statistic for binary dependent variable models. The value of the
QPS ranges between 0 and 2, with score 0 indicating perfect accuracy.
As previously, e.g., in Nyberg (2011) and Pönkä (2016), we also report the success
ratio (SR), which is simply deﬁned as the percentage of correct signal forecasts. A
signal forecast for the sign of the return yjt can be written as
yˆjt = 1(pjt > ξ), j = 1, 2, (3.14)
where pjt is the conditional probability of a positive excess return implied by a univariate
or bivariate probit model. If pjt is higher than the threshold ξ, the signal forecast
yˆjt = 1 (i.e. positive excess return), while yˆjt = 0 if pjt ≤ ξ. This measure is useful in
evaluating out-of-sample forecasts, but it can also be used in in-sample evaluation.
An unfortunate feature of the success ratio is that its eﬀectiveness depends on the
predeﬁned probability threshold ξ. Following previous research, we report the success
ratios implied by ξ = 0.5, which is also in line with the symmetric selection ζ = 0 in
(3.1) that the signal forecast (3.14) is the most likely outcome (i.e. positive or negative
return). Related to the success ratio, Pesaran and Timmermann (2009) have suggested
a statistical test (denoted by PT) of directional predictive accuracy allowing for serial
correlation in yjt. It measures the distance of the value of SR from the success ratio
obtained when the realized values yjt and the forecasts yˆjt are independent.
Although ξ = 0.5 is a commonly used natural threshold in (3.14), it is not an innocent
selection. It turns out that success ratios and market timing tests are rather highly
dependent on threshold selection. Therefore, it is reasonable to look at an alternative
approach to assess the accuracy of probability forecasts, namely the Receiver Operating
Characteristic (ROC) curve. ROC analysis has long been used as a goodness-of-ﬁt
measure of classiﬁcation accuracy in medical applications and biostatistics, but it has
also recently been used in a small but growing number of economic applications (see,
e.g., Berge and Jorda (2011) and Christiansen et al. (2014)). Following the idea of
signal forecasts (3.14), we can deﬁne two widely used measures of classiﬁcation accuracy,
namely the true positive rate (TP) and the false positive rate (FP):
TP (ξ) = Pt−1(pjt > ξ|yjt = 1), (3.15)
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FP (ξ) = Pt−1(pjt > ξ|yjt = 0), (3.16)
for any threshold 0 ≤ ξ ≤ 1. The ROC curve is a mapping of the true positive rate
(3.15) and the false positive rate (3.16) for all possible thresholds ξ described as an
increasing function in the [0, 1] × [0, 1] space, with TP (ξ) plotted on the Y -axis and
FP (ξ) on the X-axis. A ROC curve above the 45-degree line indicates forecast accuracy
superior to a coin toss, whereas curves below it are considered ’perverse’ forecasts for
which the optimal signal forecast is exactly the opposite of what the forecast suggests.
In our application, it is reasonable to think that diﬀerent agents (investors) have their
own risk proﬁles which can be interpreted in our framework as diﬀerent selections of ξ.
In other words, one (risk-averse) investor may require a higher probability of a positive
return than another. The optimal threshold may also be time-varying, complicating our
analysis further. As there obviously is no clear rule or reason to use a speciﬁc threshold,
the ROC curve seems useful in assessing overall predictive ability of a given model.
The area under the ROC curve (AUC) is a convenient measure to summarize the
predictive information contained in the ROC curve. The AUC is deﬁned as the integral
of the ROC curve between zero and one. Therefore, the AUC also gets values between
0 and 1, with the value of 0.5 corresponding a coin toss and the value 1 to perfect
forecasts. The value of the AUC as such describes the overall level of sign predictability:
A value of AUC above 0.5 indicates statistical predictability, i.e. successful market
timing ability (with potential economic gains). We test the statistical signiﬁcance of
the AUC (i.e. testing the null of AUC = 0.5 implying no predictability) using standard
techniques (see Hanley and McNeil, 1982) applied recently by Berge and Jorda (2011)
and Christiansen et al. (2014), among others, in economic applications.
In addition to statistical criteria, in Section 3.6.2 we consider asset allocation
experiments to examine the economic value of our sign forecasts. It is rather common
that forecasting results deemed statistically insigniﬁcant by statistical measures are
still economically signiﬁcant (see, e.g., Leitch and Tanner (1991) and Cenesizoglu and
Timmermann (2012)), which also highlights the need for market timing tests.
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3.4 Data and descriptive statistics
In ﬁnance, a large number of potential predictors of excess stock returns have been
considered in the linear predictive regression context (see the survey of Rapach and Zhou
(2013) and the references therein). Typically very little out-of-sample predictive power
is found, if any (see Goyal and Welch (2008) and Campbell and Thompson (2008)). In
contrast to the usual predictive models, the previous research on (out-of-sample) sign
predictability is rather scant and, to the best our knowledge, so far only Leung et al.
(2000) and Anatolyev (2009) have examined international datasets (containing only a
few countries).
By traditional predictive regressions, Ang and Bekaert (2007) study stock return
predictability in an international setting by three commonly used predictors; the short
term interest rate, the dividend yield, and the earnings yield. Rapach et al. (2013)
examine the eﬀect of the U.S. stock market on international markets by including
the lagged U.S. return as a predictor in linear regression models. In our analysis, we
consider the same international dataset as Rapach et al. (2013)7, which facilitates
examining to what extent potential diﬀerences in results can be attributed to diﬀerent
forecasting methodologies. Rapach et al. (2013) examine the results of traditional
predictive regression for excess stock returns, while in this paper we concentrate on sign
predictability. The monthly dataset includes Australia (AUS), Canada (CAN), France
(FRA), Germany (GER), Italy (ITA), Japan (JPN), the Netherlands (NED), Sweden
(SWE), Switzerland (SUI), the United Kingdom (U.K.), and the United States (U.S.).
The sample period ranges from February 1980 to December 2010.
In the dataset, the excess stock market returns (denoted by RM) are return indices
that take dividends into account. These returns are transformed to binary return series
(RMI) as in (3.1). In line with Rapach et al. (2013), our predictive variables include the
three-month short-term interest rate (TB) and dividend yield (DY ) for each market.
We also consider additional predictive variables that Rapach et al. (2013) only used
in their robustness checks. These variables include CPI inﬂation (INF ), term spread
(TS), the ten-year government bond yield (10Y ), as well as the growth rates in the real
exchange rate (REX), real oil price (OIL), and industrial production (IP ).
7 We would like to thank the authors of Rapach et al. (2013) for making the dataset available at
David Rapach’s website: sites.slu.edu/rapachde/home/research.
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The lagged values of RM and RMI are also included in the set of potential predictive
variables. This allows us to study the relative usefulness of the actual lagged excess
return RM and its sign component RMI. The use of the lagged RMI as a predictor
has previously been considered by Anatolyev and Gospodinov (2010), Nyberg (2011)
and Pönkä (2016) for U.S. data in diﬀerent dynamic probit models.
Following the previous literature on examining the gradual diﬀusion of information
across markets (see Hong et al. (2007), Menzly and Ozbas (2010) and Rapach et al.
(2013)), we use monthly data in this study. Although we emphasize on the role of
the U.S., we are not explicitly considering the speed of information diﬀusion between
countries. Much of the relevant information is likely to be diﬀused more rapidly than in
monthly frequency. Instead, we are interested in studying the role of the U.S. economic
fundamentals (many of them not available in higher frequencies) in predicting signs of
returns in non-U.S. countries.
3.5 In-sample results
Before considering the out-of-sample predictive power of diﬀerent models and predictive
variables in Section 3.6, we ﬁrst examine their in-sample performance in the full sample
period from 1980 to 2010.8 Following the typical convention in the previous similar
studies, we consider only the one-month-ahead forecast horizon (h = 1) and the ﬁrst
lags of the predictors throughout the study.
In Section 3.5.1, we consider univariate models with the aim to ﬁnd the best
predictors in sample. In the same spirit as Rapach et al. (2013), in Section 3.5.2 we
examine the potential predictive gains of including the lagged U.S. excess return in the
model. In Section 3.5.3, we consider the bivariate probit models, introduced in Section
3.2.2, that facilitate examining the linkages between the U.S. and other markets in
more detail.
8 We also assessed the robustness of these results using a shorter in-sample period up to 1994M12,
which is the endpoint before out-of-sample forecasting starts (see Section 3.6). The results turned out
to be essentially similar as those in Sections 3.5.1–3.5.3.
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3.5.1 Univariate models
We study the predictive power of a number of domestic variables for the direction
of the excess stock return separately in each of the eleven markets in the univariate
probit model deﬁned in (3.3) and (3.4). We initially consider models with the same
two predictors as Ang and Bekaert (2007) and Rapach et al. (2013) included in their
main models, i.e. the dividend yield (DY ) and the three-month T-bill (TB) rate. The
results for these baseline models are presented in Table 3.1.
It turns out that DY and TB are statistically signiﬁcant predictors of the direction
of the U.S. return. The adjusted pseudo-R2 equals 0.016, which is in line with a modest
level of predictability typically found in previous studies. As far as the overall predictive
power in the other markets is concerned, the results are rather similar for Canada
and the Netherlands, although in the latter case the dividend yield is not statistically
signiﬁcant. However, for most of the other markets, these two-predictor models have
little or no predictive power, as the negative values of the adjusted pseudo-R2 among
other measures indicate.
The results on sign predictability presented in Table 3.1 are generally in line
with those of Rapach et al. (2013) based on traditional, linear predictive regressions.
In particular, the dividend yield does not seem to be a powerful predictor in an
international context. Similar ﬁndings have also been reported by Hjalmarsson (2010)
who ﬁnds that while interest rate variables are rather robust predictors of stock returns
in developed markets, the dividend-price ratio has very limited predictive ability in
various international stock markets. The short-term interest rate has somewhat higher
predictive power, and its negative estimated coeﬃcient implies that higher interest rates
decrease the probability of positive stock return.
Due to the relatively weak predictive power of dividend yield (DY ) and short-
term interest rate (TB) considered above, we next try to ﬁnd the best predictors for
each market by performing a model selection procedure that involves all the domestic
variables in our dataset. We use the Akaike information criterion (AIC) as the model
selection criterion. We ﬁrst include each predictor separately in the model and select
the one that minimizes the value of the AIC. In the next stage, we estimate all possible
two-predictor models containing the selected variable and again choose the model with
the smallest AIC. We continue this process sequentially and once we have found the
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optimal model, we perform some sensitivity checks against other model speciﬁcations
(with the same number of predictors or less) to ensure robustness of our model selection
procedure.
The selected univariate probit models for the diﬀerent markets are presented in
Table 3.2. For example, in the U.S. case the selected model contains ﬁve predictors,
whereas for the other markets a model with fewer variables is typically selected (only
one predictor for Australia and Japan). Also the model ﬁt, measured by the adjusted
pseudo-R2, is higher for the U.S. than for the other countries (except for Switzerland).
A similar pattern can also be seen in the QPS and SR statistics. In general, we obtain
improvement in predictive power by allowing for a larger set of predictors compared
with the case of including only TB and DY (see Table 3.1). The lagged domestic stock
return (RM) and the real oil price (OIL) are the most commonly selected predictors.
Interestingly, in line with the ﬁndings of Nyberg (2011), the lagged return (RM) is
generally superior to the lagged sign of the return (RMI). Overall, the values of
the adjusted pseudo-R2 still remain rather modest, demonstrating statistically weak
predictability, as is typical of predictive models for stock returns in general.
In Table 3.1, we ﬁnd a statistically signiﬁcant value of the Pesaran-Timmermann
market timing test statistic (PT) in only two out of the eleven models and that the
values of the PT statistic are not all that well in line with the success ratio (SR); for
example, for the case of Japan the PT statistic is statistically signiﬁcant at the 10%
level, while the success ratio is only as low as 0.524. It is also worth noting that the PT
statistic for the U.K. is not applicable, because the model yields only positive signal
forecasts (yˆjt = 1), i.e. the estimated probability of positive return is higher than 50%
all the time). This ﬁnding highlights the need for other measures, such as the AUC,
that is not dependent on only one speciﬁc threshold selection, which is ξ = 0.5 for
the PT statistic and success ratio.9 All in all, the results of the PT statistics are in
line with other measures and generally indicate a higher level of predictability for the
models in Table 3.2 than in Table 3.1.
9We report the results for the natural and commonly used threshold of ξ = 0.5 in the tables, but
we also experimented with alternative thresholds, which led to only minor changes compared to the
results presented here.
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Due to the diﬃculties with the success ratio and the PT test, we emphasize the
AUC in describing the predictive ability of the probit models. The reported AUCs
also lend support to including a wider selection of domestic predictive variables. In
Table 3.1, the AUC values range from 0.524 for Japan to 0.589 for the Netherlands
for the models which contain the domestic TB and DY as predictors. For the models
in Table 3.2, the AUCs are actually higher (and statistically highly signiﬁcant) for all
the countries than in the previous case, and lie between 0.576 for Japan and 0.651 for
Switzerland. This can be seen as further evidence in favor of going beyond the dividend
yield and short-term interest rate as predictors when predicting the signs of the excess
stock returns.
3.5.2 Univariate Models with the lagged U.S. return as a pre-
dictor
As we are especially interested in the possible leading role of the U.S. in international
stock markets, we next study univariate models presented in Table 3.2 augmented with
the lagged U.S. excess return (RMU.S.,t−1). The results of these models are reported in
Table 3.3. For three out of ten markets, the lagged U.S. return is statistically signiﬁcant
(at least) at the 10% level, indicating improvement in predictive power. Interestingly,
when we compare the AUC values between the univariate models in Tables 3.2 and
3.3, we ﬁnd improvement in seven out of ten cases upon including RMU.S.,t−1 in the
model. In some cases the improvement is rather modest, but this ﬁnding is generally
reconﬁrmed also by the adjusted pseudo-R2, QPS, and the SR.10
Overall, our ﬁndings in the univariate probit models are in line with those of Rapach
et al. (2013) for traditional linear predictive models. The lagged value of the U.S. excess
return seems to contain useful additional predictive power to predict return directions
internationally. However, in contrast to the results reported by Rapach et al. (2013),
we have shown that the dividend yield and the lagged three-month interest rate are not
10As our aim is to test the predictive ability of the lagged U.S. return, we do not present detailed
results on how returns in other markets help predict the sign of the U.S. return. However, we found
that when we augment the model for the U.S. (see Table 3.2) with the lagged returns from each
individual country separately, only the lagged Swedish and Italian returns turn out to be statistically
signiﬁcant predictors of the U.S. return. The ﬁnding that the foreign lagged returns do not predict
the U.S. return sign is in line with the results of Rapach et al. (2013) obtained with the conventional
predictive regression models for the actual return.
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the best predictors of the sign of the excess return in most of the markets considered.
Instead, the lagged domestic excess stock return and the change in the real oil price are
typically among the best predictors in sample.
3.5.3 Bivariate models
In the previous section, we found that including the lagged U.S. return in the univariate
models (marginally) improves the in-sample ﬁt in some of the markets. To further
explore the information diﬀusion from the U.S., in this section, we estimate bivariate
probit models for the U.S. and the ten other markets. In particular, we want to examine
whether including the combination of the U.S. predictors (i.e. π1t in model (3.10)) can
produce more accurate predictions for other markets over and above including only the
lagged U.S. return in a parsimonious way.
In this section, we consider four diﬀerent bivariate probit models. The most general
model (Model 4) deﬁned in Equations (3.6) and (3.10) is based on the new bivariate
model allowing for the contemporaneous predictive linkage from the U.S. to the other
market. The examined models contain the following restrictions:
Model 1: c = 0, ρ = 0,
Model 2: c = 0,
Model 3: ρ = 0,
Model 4: unrestricted.
Model 1 is the most restricted version of the general bivariate model (Model 4), and
it reduces to two univariate probit models considered already in Sections 3.5.1 and
3.5.2. Model 2 restricts c to zero, leaving out the contemporaneous linkage from the
U.S. to the other market; nevertheless the correlation coeﬃcient ρ still has an eﬀect
on the response probabilities (3.6). In Model 3, we restrict ρ to zero, but allow for the
contemporaneous eﬀect through c.
In Section 3.5.1, we found that the ﬁt of the univariate models is rather weak when
including only DY and TB as predictors. Hence, instead of relying on these variables,
we select the predictors for each market separately. The selection of predictors for
Model 1 is straightforward, as no contemporaneous eﬀects are allowed for between the
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two markets. Thus, for the sake of comparability, we simply rely on the predictors
selected for the univariate models in Table 3.2.
As we have ten pairs of markets, we will not discuss the results for every pair in
detail. Instead, we concentrate on three dissimilar cases that give a general overview
of our results, and summarize the rest of the ﬁndings. The countries we focus on are
the U.K., Sweden, and Canada. In addition to a few system-wide measures, we report
goodness-of-ﬁt statistics for the markets separately, as this allows us to compare the
results with those of the univariate models and to evaluate the predictive power coming
from the U.S. to the market of interest.
Previous studies by, e.g., Becker et al. (1995) and Rapach et al. (2013) suggest a
strong linkage between U.S. and U.K. equity markets, and highlight the leading role of
the U.S. Our results of the bivariate models for the pair of the U.S. and the U.K. are
reported in Table 3.4. We ﬁrst consider the case of two independent univariate probit
models (see also Table 3.2). This allows us to later compare the potential beneﬁts of
joint modeling of the markets. Furthermore, as discussed in Section 3.3, we cannot
directly compare pseudo-R2s between diﬀerent models because the benchmark model
(i.e. restricted log-likelihood function) is diﬀerent. In other words, the pseudo-R2
measures for Model 2 and Model 4 (see (3.12)) are not directly comparable to those
for Models 1 and 3 (see (3.11)). Similar argument applies also comparisons to the
univariate probit models reported in Tables 3.1–3.3. Thus, we rely on other measures,
mainly the AUC and the success ratio in comparing the diﬀerent models.
For RMIU.S., Models 1 and 2 in Table 3.4 (i.e. the models including the eﬀect of a
nonzero ρ) yield rather similar results, whereas for RMIU.K. the estimated parameter
coeﬃcients generally lose some of their statistical signiﬁcance in Model 2. The parameter
ρ is statistically highly signiﬁcant, which suggest that there are some beneﬁts of joint
modeling, but on the other hand we ﬁnd little or no improvement in predictive power
measured by the success ratio and AUC.
With Model 3 (i.e. allowing for a nonzero parameter c) we ﬁnd that the adjusted
pseudo-R2 and the AUC clearly favor it over the independent model (Model 1). The
success ratio and AUC are also higher for Model 3 than for Model 2. The estimated
value of c is positive, as expected, but interestingly statistically insigniﬁcant at the 5%
level even though the above-mentioned goodness-of-ﬁt measures clearly demonstrate
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Table 3.4: In-sample estimation results for bivariate Models 1–4 for the U.S. and the
U.K. markets.
Dep. Exp. Model 1 Model 2 Model 3 Model 4
RMIU.S. CONST 0.600*** 0.552*** 0.612*** 0.620**
(0.214) (0.239) (0.219) (0.283)
DYU.S.,t−1 0.449*** 0.402*** 0.430*** 0.466***
(0.120) (0.116) (0.136) (0.136)
RMU.S.,t−1 0.049** 0.027 0.057** 0.041
(0.024) (0.023) (0.025) (0.037)
RMIU.S.,t−1 -0.320 -0.133 -0.417* -0.253
(0.220) (0.193) (0.245) (0.338)
IPU.S.,t−1 0.161 0.108 0.184 0.152
(0.106) (0.084) (0.116) (0.129)
10YU.S.,t−1 -0.206*** -0.193*** -0.193*** -0.220***
(0.050) (0.046) (0.061) (0.056)
RMIU.K. CONST -0.149 -0.062 -0.174 -0.112
(0.266) (0.342) (0.243) (0.315)
DYU.K.,t−1 0.134* 0.111 0.113* 0.105
(0.069) (0.097) (0.067) (0.086)
INFU.K.,t−1 -0.391*** -0.384** -0.361** -0.364**
(0.148) (0.152) (0.154) (0.157)
ρ 0.721*** 0.719***
(0.014) (0.015)
c 0.405 0.284
(0.294) (0.289)
logL -485.160 -438.313 -483.855 -437.652
AIC 494.160 448.313 493.855 448.652
QPSU.S. 0.458 0.459 0.459 0.458
QPSU.K. 0.469 0.469 0.465 0.467
psR2 0.072† 0.074‡ 0.079† 0.078‡
adj.psR2 0.049† 0.048‡ 0.053† 0.049‡
SRU.S. 0.638 0.659 0.632 0.635
SRU.K. 0.614 0.614 0.622 0.597
AUCU.S. 0.620*** 0.624*** 0.615*** 0.623***
AUCU.K. 0.581*** 0.584*** 0.601*** 0.598***
PTU.S. 8.441*** 14.071*** 8.481*** 6.810***
PTU.K. 4.335** 4.470** 7.495*** 0.918
Notes: The table presents the in-sample estimation results for the diﬀerent bivariate probit models for
the U.S. and the U.K. markets. Robust standard errors are reported in brackets. In the table, *, **,
and *** denote the statistical signiﬁcance at the 10, 5 and 1% level, respectively. Note that the psR2
and adj.psR2 values are only comparable between Models 1 and 3 (denoted by †), and Models 2 and 4
(denoted by ‡).
beneﬁts when allowing for a contemporaneous predictive relationship from the U.S. to
the U.K. stock market. Overall, Model 3 appears the best according to the AUC and
SR in spite of the statistically insigniﬁcant coeﬃcient for parameter c. The results of
the unrestricted bivariate model (Model 4) indicate that there is little or no beneﬁt of
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allowing for both nonzero c and ρ compared with Model 3 in terms of the predictability
of RMIU.K..
Table 3.5: In-sample estimation results for bivariate Models 1–4 for the U.S. and Swedish
markets.
Dep. Exp. Model 1 Model 2 Model 3 Model 4
RMIU.S. CONST 0.600*** 0.603** 0.501** 0.578**
(0.214) (0.236) (0.238) (0.284)
DYU.S.,t−1 0.449*** 0.396*** 0.401*** 0.436***
(0.120) (0.153) (0.138) (0.162)
RMU.S.,t−1 0.049** 0.032 0.057** 0.053
(0.024) (0.026) (0.022) (0.035)
RMIU.S.,t−1 -0.320 -0.274 -0.294 -0.317
(0.220) (0.203) (0.215) (0.235)
IPU.S.,t−1 0.161 0.093 0.204** 0.183
(0.106) (0.129) (0.096) (0.162)
10YU.S.,t−1 -0.206*** -0.187*** -0.177*** -0.199**
(0.050) (0.071) (0.063) (0.079)
RMISWE CONST 0.070* 0.092 0.068 -0.027
(0.082) (0.082) (0.118) (0.144)
TSSWE,t−1 0.116** 0.091** 0.109** 0.086*
(0.044) (0.045) (0.047) (0.048)
OILSWE,t−1 -0.015** -0.013 -0.014* -0.012
(0.007) (0.009) (0.007) (0.008)
ρ 0.539*** 0.528***
(0.019) (0.022)
c 0.587* 0.500
(0.347) (0.477)
logL -488.845 -466.083 -486.266 -464.429
AIC 497.845 476.083 496.266 475.429
QPSU.S. 0.458 0.459 0.459 0.458
QPSSWE 0.479 0.480 0.470 0.473
psR2 0.077† 0.062‡ 0.090† 0.070‡
adj.psR2 0.054† 0.035‡ 0.065† 0.042‡
SRU.S. 0.638 0.646 0.641 0.641
SRSWE 0.565 0.570 0.608 0.605
AUCU.S. 0.620*** 0.621*** 0.619*** 0.621***
AUCSWE 0.605*** 0.605*** 0.639*** 0.634***
PTU.S. 8.441*** 6.735*** 12.410*** 11.093***
PTSWE 1.520 1.794 13.443*** 11.070***
Notes: See the notes to Table 3.4.
In Table 3.5, we report the ﬁndings for the bivariate system of the U.S. and Sweden.
The small Swedish markets are more likely to be aﬀected by events in larger markets.
The results indicate that the predictability of the direction of the Swedish markets
is indeed improved by modeling it together with the U.S. market. In particular, the
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AUCs implied by Models 3 and 4 are greater than that implied by Model 1. Also,
the parameter c (expressing the linkage between the markets) in Model 3 turns out
statistically signiﬁcant at the 10% level, and the improvement compared with Models 1
and 2 is evident in terms of all goodness-of-ﬁt measures. This can be interpreted as
clear evidence of gradual diﬀusion of information from the U.S. to the Swedish markets,
which could indicate that the small Swedish markets that receive less investor attention
are prone to be aﬀected by the changes in larger markets.
In Table 3.6, we present the results of the bivariate models for the U.S. and Canada.
Interestingly, the transmission of stock returns and volatility between the U.S. and
Canada has previously been studied by, e.g., Karolyi (1995), but this is the ﬁrst study
focusing on the cross-predictability of the directional component of the returns. It
is perhaps not that surprising that we also ﬁnd a predictive eﬀect from the U.S. to
the Canadian market, as Canada is a relatively small economy with strong ties to
its neighbor. We ﬁnd c highly statistically signiﬁcant in Model 3 and, in fact, it
remains statistically signiﬁcant for Canada also in Model 4, while for the other markets
considered that is not the case. The diﬀerences in the AUCs are also rather large
compared to the speciﬁcations where c is restricted to zero. Figure 3.1 illustrates the
superior in-sample predictive ability presented in Table 3.6: The ROC curve of Model 3
is almost exclusively above the ROC curve of Model 1, implying thus also higher AUC.
Both ROC curves are also above the 45-degree line implying useful predictive power.
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Figure 3.1: ROC curves of Models 1 and 3 for the Canadian stock return (see Table
3.6) .
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Table 3.6: In-sample estimation results for bivariate Models 1–4 for the U.S. and
Canadian markets.
Dep. Exp. Model 1 Model 2 Model 3 Model 4
RMIU.S. CONST 0.600*** 0.587 0.546** 0.576
(0.214) (0.357) (0.216) (0.384)
DYU.S.,t−1 0.449*** 0.266** 0.410*** 0.425*
(0.120) (0.135) (0.146) (0.218)
RMU.S.,t−1 0.049** 0.017 0.054** 0.051
(0.024) (0.029) (0.022) (0.043)
RMIU.S.,t−1 -0.320 -0.219 -0.255 -0.266
(0.220) (0.224) (0.219) (0.358)
IPU.S.,t−1 0.161 0.102 0.151 0.152
(0.106) (0.099) (0.114) (0.168)
10YU.S.,t−1 -0.206*** -0.137** -0.189*** -0.197**
(0.050) (0.070) (0.060) (0.099)
RMICAN CONST 0.428** 0.433*** 0.095 0.099
(0.126) (0.183) (0.171) (0.196)
TBCAN,t−1 -0.44*** -0.44** -0.026 -0.024
(0.017) (0.024) (0.016) (0.019)
REXCAN,t−1 0.051 0.039 0.028 0.033
(0.033) (0.041) (0.039) (0.039)
ρ 0.806*** 0.799***
(0.020) (0.010)
c 0.883*** 0.835**
(0.329) (0.385)
logL -489.183 -424.031 -483.512 -419.470
AIC 498.183 434.031 493.512 430.470
QPSU.S. 0.458 0.463 0.459 0.458
QPSCAN 0.480 0.480 0.466 0.466
psR2 0.079† 0.051‡ 0.107† 0.074‡
adj.psR2 0.056† 0.024‡ 0.083† 0.046‡
SRU.S. 0.638 0.641 0.641 0.643
SRCAN 0.597 0.608 0.600 0.603
AUCU.S. 0.620*** 0.614*** 0.623*** 0.623***
AUCCAN 0.588*** 0.583*** 0.634*** 0.634***
PTU.S. 8.441*** 6.875*** 10.236*** 10.568***
PTCAN 2.450 6.687*** 5.508** 4.304**
Notes: See the notes to Table 3.4.
As a general ﬁnding for the bivariate models (results for all the markets available
upon request), Model 3 performs the best and, hence, in the following sections we will
mostly focus on it. In seven out of the ten markets, the AUC is highest for Model 3
although the parameter c is statistically signiﬁcant only for ﬁve out of the ten markets
at least at the 10% level. The independent model (Model 1) is preferred for the German
and Swiss markets, and Model 4 yields the highest AUC only for Italy. This is in line
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with Nyberg (2014) that the statistical signiﬁcance of ρ does not imply an improvement
in overall predictability measured by, e.g., the AUC and success ratio.11
According to the AUC statistics the bivariate model (Model 3) outperforms the
univariate models (presented in Table 3.3) for eight out of the ten markets, with Australia
and Switzerland being the only exceptions. The success ratio favors the bivariate model
(Model 3) in seven out of the ten cases over the univariate models. Putting together
all of this evidence we get relatively strong indication that the bivariate modeling is
competitive in sample and, especially, Model 3 is found to work the best. In order to
conﬁrm these ﬁndings, we will examine the out-of-sample forecasting performance of
these models in the following section.
3.6 Out-of-sample forecasting results
It is a typical convention in time series forecasting to examine out-of-sample predictive
performance, as the in-sample ﬁndings do not often hold out of sample. In particular, the
commonly used in-sample goodness-of-ﬁt measures are prone to favor overparametrized
models, whereas in out-of-sample forecasting more parsimonious models often outperform
more complicated ones. In Section 3.5.3, we found that the bivariate Model 3 (where
c = 0 and ρ = 0) performed best. Thus, we will compare the out-of-sample performance
of this model with that of the univariate models reported in Sections 3.5.1 and 3.5.2.12
In line with the in-sample results, we consider one-month-ahead forecasts (h =
1) throughout this section for the forecasting period 1995M1–2010M12. Forecast
performance is evaluated by means of statistical measures (Section 3.6.1) as well as
simple asset allocation trading strategies to assess the economic value of the forecasts
(Section 3.6.2). The forecasts are computed following a rolling window approach, where
the estimation window is 15 years (i.e. 1980M01–1994M12 for the ﬁrst forecasts).
Several previous studies have shown that the predictive relations in asset markets may
not be stable in time (see, e.g., Pesaran and Timmermann (2002)). Therefore, the rolling
11 Reversing the order of the equations in Model 3, i.e., allowing for predictive eﬀects from each of
the other markets on the direction of the U.S. return, we ﬁnd the parameter c signiﬁcant (at the 10%
level) only in the model for the bivariate case of Italy and U.S. This strengthens our identiﬁcation
assumption in (3.10) further.
12 We ﬁnd that the univariate models where only the dividend yield and three-month interest rate
are included as predictors perform poorly also out of sample, so the results will not be discussed here,
but they are available by request.
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window approach is often preferred, as it is able to better take possible structural changes
into account than the expanding window approach. We also performed robustness
checks based the expanding window and a shorter 5-year rolling window, but the results
remain essentially similar to those presented below (available upon request).
3.6.1 Statistical forecast evaluation
The out-of-sample forecasting results are presented in Table 3.7. We focus on two
measures of statistical forecasting performance that are easy to interpret and compare,
i.e. the success ratio (SR) and the AUC. Overall, the results in Table 3.7 show that the
out-of-sample predictability is, as expected, generally lower than obtained in in-sample
analysis.
In accordance with the in-sample ﬁndings, in Panel A we ﬁnd that BIV (i.e. Model
3) generally outperforms the univariate models. The AUC is higher for six out of ten
markets and the success ratio (SR) is higher for eight out of ten markets than for the
best performing univariate model UNIRM. Most importantly, the out-of-sample AUC
for the bivariate model is statistically signiﬁcantly diﬀerent from the 0.5 benchmark
(implying no predictability) for nine out of ten studied markets. In univariate models,
including the lagged U.S. return (RMU.S.,t−1) as a predictor (model UNIRM) improves
out-of-sample performance measured by the AUC in six out of the ten non-U.S. markets
compared to the baseline univariate model UNI.
We are also interested in the diﬀerences between the out-of-sample performance
of the binary response models and the usual predictive regression models used by
Rapach et al. (2013). In Panel B of Table 3.7, we report the out-of-sample forecasting
performance obtained by their preferred model including the dividend yield and three-
month interest rate as predictors (Model OLS), as well as the model that is augmented
with RMU.S.,t−1 (OLSRM). We follow the common approach that a positive forecast
implies a signal for positive return (i.e. yˆt = 1, cf. Section 3.3), and vice versa with
negative forecasts.
It turns out that the augmented predictive regression model outperforms the baseline
model (i.e. the lagged U.S. return has also out-of-sample predictive power), but compared
to the bivariate model (BIV) in Panel A, the performance of the former model is inferior
(AUC lower for nine out of ten markets). This brings further evidence in favor of our
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proposed bivariate model (Model 3) and that binary response models are more useful in
predicting the future direction of the stock market than traditional predictive regression
models.
3.6.2 Market timing tests
In addition to statistical measures, the out-of-sample performance of the models can
also be assessed by their market timing performance. This approach is partly motivated
by Leitch and Tanner (1991), among others, who argue that the models performing
well according to statistical criteria might not be proﬁtable in market timing, and vice
versa. As the central idea of this paper is to study the predictive role of information
originating from the U.S. on the excess returns in other markets, it is also of interest to
examine the economic signiﬁcance of this predictive linkage.
We consider simple trading strategies between stocks and bonds similar to those
in Pesaran and Timmermann (1995), Leung et al. (2000), and Nyberg (2011), among
others, based on the out-of-sample forecasts of the models in Table 3.7 and explained
more detail below. This facilitates a direct comparison of trading returns of diﬀerent
models and commonly used benchmarks, such as the buy-and-hold (B&H hereafter)
strategy where the investor invests only in stocks during the whole out-of-sample period.
We assume that an investor makes a decision on asset allocation at the beginning
of each month. The selection of assets consists of the stocks (risky assets) and the
three-month T-bill rate (risk-free asset). The investment decision is based on the
conditional probability of positive excess returns forecasted by the models, and the
probability threshold ξ = 0.5. If the signal forecast (3.14) is yˆjt = 1 (i.e. a positive
return), the investor invests only in stocks. In our case this is the market portfolio,
which is assumed tradable through a hypothetical index fund. If the forecast model
predicts a downward movement in the stock market (yˆjt = 0), the investor allocates the
whole portfolio value to the three-month T-bill. We assume zero transaction costs and
no short sales for the sake of simplicity.13
In Table 3.8, we report the annualized average returns as well as the Sharpe ratios
13 We regard this market timing study as only an example of how our modelling framework can
be used in practice. More advanced trading strategies and utility-based evaluations require a more
distinct examination on the linkage between sign predictability and optimal asset allocation decisions
not yet examined in the previous research.
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that can take the riskiness of the portfolio into account. In Table 3.8, we compare the
performance of the probit models to the buy-and-hold strategy (Panel A). The B&H
strategy yields very diﬀerent returns in the diﬀerent markets; whereas the annual return
was 12.12% in Sweden, the return in the Japanese stock market was actually negative
(-1.92%) for the out-of-sample period 1995M01-2010M12.
We ﬁnd that the return implied by the strategy based on the forecasts of the bivariate
model (BIV, Model 3) is higher than that of the competing strategies (in Panels A and
B) in eight out of the ten markets, and in the remaining two cases (Canada and Sweden),
the model augmented with the lagged U.S. excess return (UNIRM) performs the best.14
The values of the Sharpe ratio conﬁrm these ﬁndings for all the markets except for Italy,
where the Sharpe ratio is slightly higher for the univariate model (UNIRM) despite the
higher average return implied by the bivariate model. The ﬁndings between the other
strategies are less ambiguous; the buy-and-hold strategy yields the lowest returns in six
out of the ten cases, but in four cases the UNIRM strategy performs the worst. Overall,
the superiority of the bivariate model also in the trading strategies lend further support
to the prominent role of the U.S. stock market in predicting the direction of returns in
other markets.
Finally, in Panel C of Table 3.8 we report returns from the trading strategies based
on the predictive regression models for returns themselves. Interestingly, we ﬁnd that
the bivariate probit model (BIV) outperforms OLSRM (including the lagged U.S. return
as a predictor) in terms of trading returns for ﬁve out of ten markets. It seems that in
these cases the diﬀerences are rather large while in the opposite case BIV yields only
marginally smaller returns. This partly reﬂects the point noted by Leitch and Tanner
(1991) and Cenesizoglu and Timmermann (2012) that ﬁndings based on statistical and
economic goodness-of-ﬁt measures might not always be in line with each other. All in
all, it is worth remembering that these reported trading experiments are fundamentally
based on one particular selection of the threshold value to get signals to invest in stocks
and bonds, while, especially, the AUC measures the predictive performance in a broader
scale, and it indicates superior performance of the suggested bivariate probit model
(Model 3) over the alternatives.
14 We study the robustness of the results by considering an alternative strategy, where the threshold
ξ is set equal to the rolling average of realized past values of yjt. Findings in favor of the bivariate
model are weaker than those presented in Table 3.8, but the bivariate model (BIV, Model 3) still
performs the best.
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3.7 Conclusions
We study the interrelationships between excess stock market returns in the U.S. and ten
other markets. In contrast to the usual predictive regression models for actual returns,
we focus on predicting the sign component of excess returns. The previous research on
the sign predictability in stock returns is rather limited, although it is an important
issue in various ﬁnancial applications, such as market timing decisions. In the spirit
of the gradual diﬀusion of predictive information across markets (see Hong and Stein
(1999), Hong et al. (2007), Menzly and Ozbas (2010) and Rizova (2013)), we explore
whether the combined eﬀect of the U.S. market fundamentals (i.e. the predictive power
obtained for the U.S. market) is useful in predicting the signs of returns in a number of
international markets. To examine this potential leading role of the U.S., we introduce
a new bivariate probit model, which adds to the previous scant econometric research
on bivariate and multivariate binary time series models.
Our results show that in the univariate probit model the lagged U.S. excess stock
return is a useful predictor of the sign of the excess return in a number of other markets.
This ﬁnding is consistent with the previous results of Rapach et al. (2013), who study
actual return predictability with conventional predictive regressions. We also ﬁnd that
the lagged domestic stock return and the real oil price are generally the best predictors
of the sign of the return. In any case, the new bivariate probit model, allowing for a
contemporaneous predictive linkage from the U.S. to the other market, outperforms the
above-mentioned univariate models containing the lagged U.S. return as a predictor
in eight out of ten markets, supporting the gradual diﬀusion of directional predictive
information from the U.S. to the other markets. In particular, this suggest that the
predictive power is not restricted to just the lagged U.S. return. Instead, it is beneﬁcial
to use the obtained predictive power of sign forecast for the U.S. in other countries. The
out-of-sample forecasting results generally conﬁrm our in-sample ﬁndings. Speciﬁcally,
the new bivariate model produces the best out-of-sample sign forecasts for the majority
of markets and, importantly, utilizing these forecasts result in higher trading returns in
simple asset allocation experiments than a number of competing models. Furthermore,
the binary response models outperform the usual real-valued predictive regression
models.
This study could be extended in a number of ways. The possible time variation
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in the parameters of binary response models has not been studied in the context of
sign predictability of returns although, e.g., Pesaran and Timmermann (2002) have
pointed out issues related to model instability. In terms of testing the gradual diﬀusion
of information across markets, the use of higher frequency data (e.g. daily) could also
be considered with our new bivariate model. Furthermore, more complicated (out-of-
sample) trading strategies might also be of interest, but this requires a closer examination
of the linkage between the binary response models and portfolio optimization decisions,
which lies outside of the scope of this study.
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Appendix A: Maximum likelihood estimation
This appendix shows how the log-likelihood function of the new bivariate probit model
(Model 4) are determined by Equations (3.6) and (3.10). The restricted models (Models
1–3) can be obtained by imposing suitable restrictions on Model 4. Special attention
below will be paid to the derivation of the robust standard errors of the estimates of
the parameters.
The notation closely follows Greene (2012), pp. 778–781 (see also Nyberg (2014)).
We start with the construction of the log-likelihood function. Suppose we have observed
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a binary time series yjt, j = 1, 2, such as (3.2). Deﬁne qjt = 2yjt − 1 and μjt = qjtπjt,
j = 1, 2, so that
qjt =
⎧⎪⎨⎪⎩ 1 if yjt = 1,−1 if yjt = 0,
and
μjt =
⎧⎪⎨⎪⎩ πjt if yjt = 1,−πjt if yjt = 0.
Furthermore, set
ρ∗t = q1tq2tρ.
The conditional probabilities of the diﬀerent outcomes of (y1t,y2t) given in (3.6) can
thus be expressed as
pij,t = Φ2(μ1t, μ2t, ρ∗t ), i, j = 0, 1,
where ρ is the correlation coeﬃcient in the bivariate normal distribution function.
Let θ =
[
ω1 β1 ω2 β2 c ρ
]′
denote the vector of the parameters of the
bivariate probit model (3.10). The conditional log-likelihood function, conditional on
the initial values, is the sum of the individual log-likelihoods lt(θ),
l(θ) =
T∑
t=1
lt(θ) =
T∑
t=1
log
(
Φ2(μ1t, μ2t, ρ∗t )
)
=
T∑
t=1
(
y1ty2t log(p11,t) + y1t(1 − y2t) log(p10,t) + (1 − y1t)y2t log(p01,t)
+(1 − y1t)(1 − y2t) log(p00,t)
)
.
The maximization of l(θ) is clearly a highly nonlinear problem, but it can be straight-
forwardly carried out by standard numerical methods.
To obtain robust standard errors for the parameter coeﬃcients, we need the score of
the log-likelihood function. The score vector is deﬁned as
s(θ) =
T∑
t=1
st(θ) =
T∑
t=1
∂lt(θ)
∂θ
,
where
st(θ) =
∂lt(θ)
∂θ
= 1Φ2(μ1t, μ2t, ρ∗t )
∂Φ2(μ1t, μ2t, ρ∗t )
∂θ
.
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Split the parameter vector into three disjoint components, namely θ = [θ′1 θ
′
2 ρ]
′,
where the parameters in θ1 and θ2 are related to the speciﬁcations of π1t and π2t. Note,
however, that in contrast to the usual bivariate speciﬁcation (Model 2), the parameters
θ1 and θ2 are not separable in Model 4 (and Model 3) as the linear function π2t is
dependent on π1t via the coeﬃcient c and, thus, the estimates of θ1 are not necessarily
the same as obtained with the univariate independent models (Model 1).
Let us partition the score vector accordingly as
st(θ) =
[
s1t(θ1)
′
s2t(θ2)
′
s3t(ρ)
]′
.
The components of st(θj) with respect of θj, j = 1, 2,, can be written as
sjt(θj) =
1
Φ2(μ1t, μ2t, ρ∗t )
∂Φ2(μ1t, μ2t, ρ∗t )
∂θj
= 1Φ2(μ1t, μ2t, ρ∗t )
[
∂Φ2(μ1t, μ2t, ρ∗t )
∂μ1t
∂μ1t
∂π1t
∂π1t
∂θj
+ ∂Φ2(μ1t, μ2t, ρ
∗
t )
∂μ2t
∂μ2t
∂π2t
∂π2t
∂θj
]
.
For Model 4, we obtain
∂π2t
∂θ1
=
[
∂π2t
∂ω1
∂π2t
∂β1
]′
=
[
c x1,t−1c
]′
,
and
∂π1t
∂θ2
=
[
∂π1t
∂ω2
∂π1t
∂β2
∂π1t
∂c
]′
= 0,
while for Model 2 the ﬁrst derivative is also zero (when the contemporaneous link does
not exist (c = 0)).
Therefore, the ﬁrst component, st(θ1), is
s1t(θ1) =
1
Φ2(μ1t, μ2t, ρ∗t )
[
φ(μ1t)Φ
(
μ2t − μ1tρ∗t√
1 − ρ∗2t
)
q1t
∂π1t
∂θ1
+ φ(μ2t)Φ
(
μ1t − μ2tρ∗t√
1 − ρ∗2t
)
q2t
∂π2t
∂θ1
]
,
and the second component is
s2t(θ2) =
1
Φ2(μ1t, μ2t, ρ∗t )
φ(μ2t)Φ
(
μ1t − μ2tρ∗t√
1 − ρ∗2t
)
q2t
∂π2t
∂θ2
,
where φ(·) and Φ(·) are the density and cumulative distribution functions of the standard
normal distribution, respectively. In Model 4, the derivatives ∂π1t/∂θ1 and ∂π2t/∂θ2
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equal
∂π1t
∂θ1
=
[
∂π1t
∂ω1
∂π1t
∂β1
]′
=
[
1 x1,t−1
]′
,
and
∂π2t
∂θ2
=
[
∂π2t
∂ω2
∂π2t
∂β2
∂π2t
∂c
]′
=
[
1 x2,t−1 π1t
]′
.
The values of sjt(θ1) depend on the realized values of y1t and y2t. For instance, if y1t = 1
and y2t = 1, then by the deﬁnitions of μjt and q1t, we get
s1t(θ1) =
1
Φ2(π1t, π2t, ρ)
[
φ(π1t)Φ
(
π2t − π1tρ√
1 − ρ
)
∂π1t
∂θ1
+ φ(π2t)Φ
(
π1t − π2tρ√
1 − ρ
)
∂π2t
∂θ1
]
,
and
s2t(θ1) =
1
Φ2(π1t, π2t, ρ)
φ(π2t)Φ
(
π1t − π2tρ√
1 − ρ
)
∂π2t
∂θ2
.
Following Greene (2012, pp. 780), the score with respect of the correlation coeﬃcient
ρ becomes
s3t(ρ) =
∂lt(θ)
∂ρ
= 1Φ2(μ1t, μ2t, ρ∗t )
∂Φ2(μ1t, μ2t, ρ∗t )
∂ρ∗t
∂ρ∗t
∂ρ
= φ2(μ1t, μ2t, ρ
∗
t )
Φ2(μ1t, μ2t, ρ∗t )
q1tq2t.
As above, the value of s3t(ρ) depends on the realized values of the dependent variables.
For example, if y1t = 1 and y2t = 1, then we get
s3t(ρ) =
φ2(π1t, π2t, ρ)
Φ2(π1t, π2t, ρ)
,
and if y1t = 1 and y2t = 0,
s3t(ρ) = −φ2(π1t,−π2t,−ρ)Φ2(π1t,−π2t,−ρ) .
Maximization of the log-likelihood function yields the maximum likelihood estimate
θ̂, which solves the ﬁrst-order condition s(θ̂) = 0, where the score vector is obtained
above. At the moment there is no formal proof of the asymptotic distribution of the
maximum likelihood estimator θ̂. However, under appropriate regularity conditions,
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including the stationarity of explanatory variables (xj,t−1) and the correctness of the
probit model speciﬁcation, it is reasonable to assume that the ML estimator θ̂ is
consistent and asymptotically normal. This facilitates the use of the conventional tests
for the components of the parameter vector θ in the usual way.
Throughout this paper, the maximum likelihood estimator θ̂ is interpreted as a
quasi-maximum likelihood estimator (QMLE). Therefore, we consider the following
asymptotic distribution of θ̂
T 1/2(θ̂ − θ∗) d−→ N
(
0, I(θ∗)−1J (θ∗)I(θ∗)−1
)
,
where the asymptotic covariance matrix consists of I(θ) = plimT−1∑Tt=1(∂2lt(θ)/∂θ∂θ′)
and J (θ) = plimT−1∑Tt=1 st(θ)st(θ)′ . In this expression, θ∗ is the value in the parame-
ter space of θ assumed to maximize the probability limit of T−1l(θ) (see, e.g., Davidson
(2000, Section 9.3) for details). If the model is correctly speciﬁed, then I(θ) = J (θ).
Robust standard errors based on the QMLE (reported in the estimation results
in Sections 3.5 and 3.6) are obtained from the diagonal elements of the asymptotic
covariance matrix, where I(θ) and J (θ) are replaced by their sample analogues. That
is, we compute the diagonal elements of
Î(θ̂)−1Ĵ (θ̂)Î(θ̂)−1.
A consistent estimator of the matrix I(θ∗) is obtained as
Î(θ̂) = T−1
T∑
t=1
(∂2lt(θ̂)/∂θ∂θ
′),
but the estimation of the matrix J (θ) is more complicated. Following the procedure
proposed by Kauppi and Saikkonen (2008), applied to univariate probit models in this
paper, we use a general estimator given by
Ĵ (θ̂) = T−1
⎛⎝ T∑
t=1
st(θ̂)st(θ̂)
′ +
T−1∑
j=1
wTj
T∑
t=j+1
(
st(θ̂)st−j(θ̂)
′ + st−j(θ̂)st(θ̂)
′
)
,
⎞⎠
where wTj = k(j/mT ) for an appropriate kernel function k(x). In our empirical
application, we use the Parzen kernel function (see Davidson (2000), p. 227) and,
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similarly as Kauppi and Saikkonen (2008), the bandwidth mT is selected according to
the rule mT = floor(4(T/100)2/9), where the function floor(x) rounds x to the nearest
integer less than or equal to x.
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Chapter 4
Real oil prices and the international
sign predictability of stock returns1
4.1 Introduction
In this paper, we study the predictive ability of real oil prices on the sign of excess
stock market returns in the U.S. and ten other markets. Several previous studies
have suggested that shocks in oil prices have eﬀects on both macroeconomic variables
and stock returns. Hamilton (1983) found a negative impact of oil prices on the real
economy, and since then, the topic has received wide attention (see, e.g., Serletis and
Elder (2011) and references therein). As there is a close relationship between stock
return predictability and business-cycle ﬂuctuations (see, e.g., Rapach and Zhou (2013)
for discussion on the topic), examining the relationship between oil price shocks and
asset prices has been a natural extension to the literature.
Chen et al. (1986) were among the ﬁrst to study whether oil price risk is priced
in U.S. stock markets, and their results suggested no reward for oil price risk. On
the other hand, Jones and Kaul (1996) found that oil price changes have signiﬁcant
eﬀects on stock returns in Canada, Japan, U.K., and the U.S., but the reaction in
the Canadian and U.S. stock markets is accounted for by the impact of the shocks
on current and expected real cash ﬂows. More recently, Driesprong et al. (2008) have
shown that oil prices predict stock market returns worldwide, with the evidence being
especially strong in developed countries and the world market index (see also Park
1This chapter is based on an article published in Finance Research Letters, Pönkä (2016a).
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and Ratti (2008)). Nandha and Faﬀ (2008) studied the eﬀects of oil prices on global
industry indices and found that positive oil price shocks have a negative impact on
stock returns in all sectors, excluding oil, gas, and mining industries.
We add to the existing literature by studying the relationship between oil prices and
stock returns in eleven developed countries using probit models. Diﬀerent aspects of the
oil price–stock return relationship have previously been uncovered using various diﬀerent
methodologies,2 but our paper is the ﬁrst one where the focus is on the signs of the
returns instead of the actual magnitudes. In a slightly diﬀerent vein, Engemann et al.
(2011) studied the eﬀect of oil price shocks on the probability that an economy enters a
recession by using a hidden Markov model with time-varying transition probabilities.
Their study is methodologically perhaps the closest one to ours so far, since we also
examine the eﬀect of lagged oil price changes, but we are interested in the probability
of a positive excess return in the stock markets using binary time series models.
The main motivation for the focus on the sign predictability of stock returns is
that sign predictability may exist even in the absence of mean predictability (see, e.g.,
Christoﬀersen and Diebold (2006), Christoﬀersen et al. (2007), and Chevapatrakul
(2013)). Forecasts based on the binary dependent variable models have also been
shown to outperform those obtained by continuous dependent variable models (see e.g.
Leung et al. (2000), Nyberg (2011), and Pönkä (2016b)). The directional forecasting
performance is also important in terms of asset allocation as pointed out by Pesaran
and Timmermann (2002), who also study various methods in order to take into account
possible parameter breaks in forecasting ﬁnancial returns. For further discussion on
the beneﬁts of our focus and methodology, we refer to Nyberg and Pönkä (2015), who
study the role of the U.S. markets in predicting the direction of excess stock market
returns in ten other markets.
Our ﬁndings indicate that real oil prices are useful predictors for the direction of
stock returns in a number of stock markets both in- and out-of-sample, even after
2Sadorsky (1999) used vector autoregressive (VAR) models and found evidence that also oil price
volatility has eﬀects on real stock returns, whereas Kilian and Park (2009) employed VAR models
and found that U.S. real stock returns react diﬀerently to demand and supply driven oil price shocks.
Narayan and Sharma (2011) used generalised autoregressive conditional heteroskedastic (GARCH) and
threshold models and found strong evidence of lagged eﬀects of oil price on daily ﬁrm and industry
returns. Finally, Du and He (2015) found extreme risk spillovers between crude oil and stock markets
using Value at Risk (VaR) as a measure of market risk, and Sim and Zhou (2015) studied the topic
using a novel quantile-on-quantile approach.
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accounting for the predictive ability of a set of commonly used predictors of stock
returns. However, we also ﬁnd that the overall level of sign predictability of returns and
the predictive power of oil price changes vary substantially between markets. Finally,
both increases and decreases in real oil prices seem to aﬀect the direction of return, but
in some markets we ﬁnd evidence of possible asymmetry.
The rest of the paper is organised as follows. In Section 4.2, we present the
econometric framework used in the study. In Section 4.3, we introduce the data and
discuss the set of predictors. In Sections 4.4 and 4.5, we report the in-sample and
out-of-sample results, respectively. The possible asymmetric eﬀects of real oil price
changes are examined in Section 4.6. Finally, Section 4.7 concludes the study.
4.2 Econometric methodology
Throughout this paper, our focus is on the directional component of the excess stock
market returns. Let us denote a one-month excess market return for market j as
rjt = rnjt − rjf , where rnjt is the nominal return and rjf is the risk-free rate. The excess
return series can be transformed into binary time series of positive and negative returns
as follows
yjt =
⎧⎪⎪⎨⎪⎪⎩
1, if the excess portfolio return rjt is positive,
0, otherwise.
(4.1)
The conditional expectation and probability are denoted as Et−1(·) and Pt−1(·), re-
spectively, and the information set Ωj,t−1 includes information on the past returns and
predictive variables. As yjt|Ωj,t−1 follows a Bernoulli distribution, the conditional prob-
ability of the positive excess return can be written as pjt = Pt−1(yjt = 1) = Et−1(yjt),
and the conditional probability of negative return (i.e. yjt = 0) is the complement
probability 1 − pjt. In this paper, we consider a univariate probit model
pjt = Φ(πjt), (4.2)
where Φ(·) is the cumulative distribution function of the standard normal distribution
and πjt is a linear function of the variables in Ωt−1. To complete the model, we consider
the basic and most commonly used static model speciﬁcation
πjt = ωj + x′j,t−1βj, (4.3)
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where xj,t−1 includes the predictive variables and ωj is the constant for market j.
The parameters of the model can be estimated using maximum likelihood (ML)
methods. For more details on the estimation and the calculation of Newey-West type
robust standard errors, we refer to Kauppi and Saikkonen (2008), who also introduce
dynamic extensions to the static probit model (4.3). These extensions have subsequently
been considered in the context of directional predictability of stock returns by Nyberg
(2011) and Pönkä (2016b). However, ﬁndings from both of these studies indicate that
the parsimonious static probit model performs well compared to the extended models.
Therefore, as the focus of this study is on the predictive ability of real oil prices, we
limit ourselves to the static probit model (4.3).
We employ a number of diﬀerent measures to evaluate the in-sample and out-of-
sample predictive performance of the probit models. These are the pseudo-R2 of Estrella
(1998), the quadratic probability score (QPS), and the success ratio (SR), which is
simply the percentage of correct forecasts. In addition to these conventional measures,
we also employ the Area Under the receiver operating characteristic Curve (AUC).
The AUC is a useful measure of overall predictive ability of a given model and it
has recently gained popularity in economic applications (see, e.g., Nyberg and Pönkä
(2015) and the references therein). The AUC is of particular interest in our application,
since the level of predictability of stock returns is typically rather low. Therefore, a
statistically signiﬁcant improvement over 0.5 implies sign predictability that may also
lead to economic gains in trading strategies (considered in Section 4.5).
4.3 Dataset
In this study, we use the same dataset with the sample period 1980M3–2010M12, and
the same eleven markets as Rapach et al. (2013) and Nyberg and Pönkä (2015), who
focus on the predictive ability of lagged U.S. stock returns for other markets. The
markets are Australia (AUS), Canada (CAN), France (FRA), Germany (GER), Italy
(ITA), Japan (JPN), the Netherlands (NED), Sweden (SWE), Switzerland (SUI), the
United Kingdom (U.K.), and the United States (U.S.).
The binary dependent variables (RIj,t) are transformed from the excess market
returns (RMj,t) as in (4.1). The real oil price (OILj,t−1) is the main predictor of interest
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and the explanatory variables in our baseline models include the three-month interest
rate (3MTHj,t−1), dividend yield (DYj,t−1), and the lagged excess stock market return
(RMj,t−1). We also consider the CPI inﬂation (INFj,t−1), term spread (TSj,t−1), and the
growth rates in the real exchange rate (REXj,t−1) and industrial production (IPj,t−1),
as well as the lags of the binary returns RIj,t−1.
4.4 In-sample results
In this section, we focus on the in-sample results of static probit models, and in
particular, the additional predictive power of the change in real oil prices over and above
commonly used predictors of stock returns. Our baseline model includes three predictors,
also employed by Rapach et al. (2013); the 3-month interest rate (3MTHj,t−1), the
dividend yield (DYj,t−1), and the lagged stock return (RMj,t−1).
The in-sample ﬁndings of the baseline probit models indicate that the three predictors
perform rather diﬀerently between markets. The three-month interest rate has a
statistically signiﬁcant coeﬃcient (at least at the 10% level) in ﬁve countries whereas the
dividend yield is statistically signiﬁcant only in models for the U.S. and the Netherlands.
Overall, the level of predictability is rather modest, as is typical in stock return
applications. The results for the success ratios also conﬁrm these ﬁndings, as they show
statistically signiﬁcant predictive power (at the 10% level) in only three out of eleven
markets.3
The results for the benchmark probit models augmented with the lagged real
oil price are presented in Table 4.1. The real oil price variable has a statistically
signiﬁcant coeﬃcient (at least at the 10% level) for four out of eleven markets (Italy,
the Netherlands, Sweden, and Switzerland). However, the AUC implies improvement in
predictive power in ten out of eleven markets when we include the real oil price variable.
Similarly, the success ratios imply statistically signiﬁcant predictability in six markets
compared to only three when the real oil price variable was left out.
Since the ﬁndings in Table 4.1 suggest that the predictive power of RMj,t−1, DYj,t−1,
and 3MTHj,t−1 varies substantially between the markets, we consider the following
model selection approach. Instead of using the same three predictors for each market, we
select the best predictors among the set of variables described in Section 4.3 separately
3The full details of the results from the baseline probit models are available upon request, but the
success ratios and AUCs are reported in the ﬁnal panel in Table 4.1.
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for each market using the Akaike information criterion (AIC). These models are then
augmented with the real oil price variable, thus allowing us to study whether real oil
prices have predictive ability over the ’best’ predictors.4
The ﬁndings in Table 4.2 indicate that the selected predictors and the level of
directional predictability of the excess stock returns vary substantially between the
markets. For Australia, Italy, and Japan the selected models include only one predictor,
whereas for the U.S. there are ﬁve predictors. In general, we ﬁnd improvement in the
in-sample ﬁt compared to the results in Table 4.1. The real oil price variable shows
once again a statistically signiﬁcant coeﬃcient (at least at the 10% level) for four out of
eleven markets. However, the AUC (and success ratio) is improved in ten (nine) out of
eleven markets and is statistically highly signiﬁcantly diﬀerent from the 0.5 benchmark.
In conclusion, our in-sample ﬁndings generally suggest that the real oil price growth is
a useful predictor of the direction of stock market returns.
4.5 Out-of-sample results
We study the robustness of our in-sample ﬁndings by examining out-of-sample forecasts
for the period 1995M1-2010M12. Following Nyberg and Pönkä (2015), we use the
rolling window and concentrate on one-month-ahead (h=1) forecasts. The results are
presented in Table 4.3 and they indicate that for eight out of eleven markets, models
including the lagged change in the real oil price outperform the corresponding models
excluding it. Moreover, for seven out of eleven markets we reject the null of AUC = 0.5
at least at the 10% level, implying sign predictability of the returns.
In order to study the economic value of our forecasts, we employ simple trading
strategies follow the approach used, e.g., in Nyberg and Pönkä (2015). The static probit
models including the oil price variable produce a higher annual return than the model
excluding real oil prices (buy-and-hold strategy) in six (seven) out of eleven markets.5
There is substantial variation in the trading proﬁts in diﬀerent markets, as the annual
trading returns for the model including the oil price variable range from 0.25% for the
Japanese to 16.15% for the Swedish markets. Overall, the out-of-sample ﬁndings in
4If we include the real oil prices in the model selection in a similar way as the other predictors, it
gets selected into the models in six out of eleven markets.
5For the case of Australia, all the models suggest a full weight in stocks for the whole period and
the results are therefore the same.
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terms of sign predictability of excess returns are not particularly strong, but they
nevertheless lend support to the ﬁndings from the previous literature on the adverse
eﬀects of oil price changes on future stock returns.
4.6 Asymmetric eﬀects of oil prices
In this section, we focus on the possible asymmetric eﬀects of oil price increases and
decreases on the direction of stock returns, which has previously not been studied.
Previous studies have suggested that the eﬀect of oil price shocks on real activity and
stock returns is asymmetric and non-linear. Recently, Jiménez-Rodríguez (2015) found
evidence of non-linearity between oil price shocks and stock market returns. Kilian
(2009) and Kilian and Park (2009) have also suggested that the eﬀect of oil price shocks
depends on whether it is driven by demand or supply, and on the state of the economy
(Reboredo (2010)).
The asymmetric eﬀects of positive and negative oil price shocks can be studied in a
number of ways. Mork (1989) and Mork et al. (1994) proposed capturing the eﬀects of
positive and negative changes in oil prices:
OILPOS,t =
⎧⎪⎪⎨⎪⎪⎩
OILt, if the real oil price growth is positive,
0, otherwise,
(4.4)
and similarly for negative real oil price changes. Another alternative is the non-linear
oil price index (NOPI), proposed by Hamilton (1996). This variable takes into account
only positive shocks in oil prices, and is deﬁned as:
NOPIt = max[0, ln(OILt) − max[ln(OILt−1), ln(OILt−2), ..., ln(OILt−12)]]. (4.5)
This measure has been used in a number of later studies, e.g. Park and Ratti (2008),
Engemann et al. (2011), and Hamilton (2011), but it has been also criticized by Kilian
(2009) of being based on behavioral arguments rather than economic theory.
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Results based on models including the aforementioned three variables are reported
in Table 4.4. The model for each market includes the same set of predictors as in
Table 4.2 and the given asymmetric oil price variable.6 Similarly to Park and Ratti
(2008), we ﬁnd only little evidence on asymmetric eﬀects on stock returns of positive
and negative real oil price changes, although there is some variation in results between
markets. For instance, the negative oil price changes have a statistically signiﬁcant (at
least at the 10% level) eﬀect on Swedish markets, whereas the positive changes have an
eﬀect for German and Dutch markets. For Italy, both positive and negative changes
are important. Overall, the coeﬃcients for both the positive and negative changes are
negative, except for the case of the positive real oil price changes on Canadian markets,
where the coeﬃcient is positive. This can be partly explained by the fact that Canada
is a net exporter of oil. Finally, we do not ﬁnd the non-linear oil price variable (NOPI)
to have predictive power for the direction of stock markets except in the Italian market.
In addition to the in-sample results, we also present the out-of-sample AUC for
each model in Table 4.4. These ﬁndings indicate that including the transformed real
oil price variables in the models lead to lower out-of-sample AUCs in most studied
markets. Exceptions include Germany, where including positive oil prices leads to a
higher out-of-sample AUC than when the original variable is included (compare with
Table 4.3). A similar result is obtained for Sweden with the model including the negative
real oil price variable and for Japan including the NOPI.
4.7 Conclusions
In this paper, we have extended the previous literature on the oil price–stock market
relationship by studying the predictive power of changes in real oil prices on the sign of
excess stock returns in the U.S. and ten other markets. To achieve this, we have used
probit models that have not been employed previously in the context of our application.
Our ﬁndings indicate that real oil prices are indeed useful predictors of the direction of
stock returns in a number of markets, even after controlling for the predictive power of
commonly used predictors. Finally, we ﬁnd only little evidence of asymmetric eﬀects of
oil price increases and decreases, but are unable to make general conclusions, because
6As the NOPI variable compares the current oil price to 12 lagged values, we lose 11 observations
compared to previous sections. However, the out-of-sample period is the same as previously.
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the results vary between markets.
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Chapter 5
The role of credit in predicting U.S.
recessions1
5.1 Introduction
The role of credit in business cycle ﬂuctuations and ﬁnancial crises has been a widely
covered topic after the most recent ﬁnancial crisis (see, e.g., Schularick and Taylor (2012)
and Jorda (2014)). These papers focus on the historical role of credit and study how
credit cycles and business cycles have coincided. Schularick and Taylor (2012) examine
the behavior of ﬁnancial, monetary and macroeconomic indicators in 14 countries with
annual data starting in 1870, and uncover a key ﬁnding that exuberant credit growth
has a tendency to precede ﬁnancial crises. In a related vein, the role of credit spreads
in predicting real activity has also attracted the interest of researchers. Theoretical
frameworks on the relationship between credit spreads and economic activity have been
presented by, e.g., Bernanke et al. (1999) and Philippon (2008), both of which relate
the widening of credit spreads with economic downturns. Empirical studies have also
evaluated this relationship, and found that credit spreads have signiﬁcant predictive
ability on business cycle ﬂuctuations (see, e.g., Gilchrist and Zakrajsek (2012) and Faust
et al. (2013)).
The purpose of this paper is to study the role of credit and credit spreads in
predicting U.S. recessions. Following the previous research, we employ binary response
models to predict the state of the business cycle (see, e.g., Estrella and Mishkin (1998),
1This chapter is based on CREATES Research Papers 2015-48, Pönkä (2015)
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Kauppi and Saikkonen (2008), Nyberg (2010), and Christiansen et al. (2014)). The
previous literature on predicting recessions has identiﬁed a number of leading indicators
for assessing the risk of economic downturns, and especially the role of ﬁnancial variables
has been highlighted. In particular, the predictive power of the term spread on recession
periods has been studied in a number of studies since Estrella and Hardouvelis (1991),
who ﬁnd that it has strong predictive power on future changes of real economic activity
and recession periods in excess of variables such as short term interest rates and lagged
real output. Further studies, such as Estrella and Mishkin (1998), Nyberg (2010), and
Ng (2012), have reaﬃrmed the ﬁndings concerning the term spread and also suggested
that stock returns are useful leading indicators of recession periods.
While previous studies have already considered some credit variables as predic-
tors (see, e.g., Ng (2012) and Saar and Yagil (2015)), our aim is to provide a more
comprehensive look at the role of credit in predicting U.S. recessions. We select our
predictors based on previous studies on the relationship between credit and economic
activity. Following Schularick and Taylor (2012), we use diﬀerent measures of bank
credit that describe credit growth.2 Secondly, we employ credit spreads, such as the “GZ
credit spread,” a corporate credit spread index introduced by Gilchrist and Zakrajsek
(2012), who ﬁnd that it has considerable predictive power for business cycle ﬂuctuations.
Finally, we follow Cole et al. (2008), who use bank stock returns as a measure of general
conditions in the banking sector and ﬁnd that they are a signiﬁcant predictor of future
economic growth.
Methodologically, we follow the footsteps of Christiansen et al. (2014), who study the
role of sentiment variables in predicting U.S. recessions using factor-augmented probit
models (see also Chen et al. (2011) and Bellégo and Ferrara (2012)). This approach is
particularly compelling, because it allows to control for the eﬀects of classical recession
predictors and common factors based on a large panel of ﬁnancial and macroeconomic
variables, thus providing more robust results than traditional methods. Methodological
2There are obvious similarities in our approach compared to that of Schularick and Taylor (2012),
i.e. the focus on credit variables and the use of binary response models. However, there are also some
key diﬀerences. They use a panel model with annual data to predict ﬁnancial crises for 14 countries,
whereas we use monthly data and focus on U.S. business cycle recession periods. Financial crises and
recessions naturally coincide in many cases, but as ﬁnancial crises are even more uncommon events
than recessions, focusing only in ﬁnancial crises in a single country study is not feasible. For instance,
the dataset used by Schularick and Taylor (2012) contained only two ﬁnancial crisis periods in the
post-WWII sample.
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advances have also been proposed by Kauppi and Saikkonen (2008), who introduce
dynamic extensions to the standard static probit models and ﬁnd that they are able to
improve forecasts of recession periods. Based on these extensions, we also experiment
with an autoregressive speciﬁcation of the factor-augmented probit model.
Our in-sample ﬁndings indicate that credit variables are indeed useful predictors of
U.S. recessions. This result applies even after including classical recession predictors and
common factors from a large panel of predictors as control variables. The out-of-sample
results generally aﬃrm these ﬁndings. In particular, we ﬁnd that the so-called excess
bond premium, capturing the cyclical changes in the relationship between default risk
and credit spreads, is a powerful predictor both in and out of sample. Overall, the best
forecasting performance is found using models that combine credit variables with both
classic recession predictors and common factors. Finally, we ﬁnd autoregressive probit
models containing credit variables and classic recession predictors, such as the yield
spread and stock market returns, able to improve in-sample ﬁt. However, when we also
include common factors as predictors, the dynamic extension is no longer as useful,
because the common factors appear to capture similar patterns as the autoregressive
component.
The rest of the paper is organized in the following way. In Section 5.2, we describe
the econometric framework and various goodness-of-ﬁt measures. In Section 5.3, we
present the credit variables and other predictors used in the study. In Section 5.4,
we report the in-sample and out-of-sample results. Finally, Section 5.5 provides the
concluding remarks.
5.2 Econometric methodology
In this section we present the econometric framework and discuss goodness-of-ﬁt
measures related to the binary response models. In some of our models, we use common
factors constructed from a large panel of macroeconomic and ﬁnancial variables as
predictors. In these cases, we employ a two-step procedure where we ﬁrst extract the
factors using a standard factor model (see e.g. Stock and Watson (2002)), and then
include these factors as predictors in the probit model. Therefore, we will also describe
the static factor model below.
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5.2.1 Factor-augmented probit model
We are interested in predicting the state of the U.S. economy, deﬁned as a binary
indicator
yt =
⎧⎪⎪⎨⎪⎪⎩
1, if the economy is in a recession,
0, if the economy is in an expansion.
(5.1)
In the previous research, binary response models, such as logit and probit models,
have been used to examine the predictability of recession periods in the U.S. and other
countries. To determine the conditional probability of a recession (pt), a univariate
probit model is speciﬁed as
pt = Pt−1(yt = 1) = Φ(πt), (5.2)
where Φ(·) is the cumulative distribution function of the standard normal distribution
and πt is a linear function of the variables in the information set Ωt−1. In the most
commonly used model, the so-called static probit model, πt is speciﬁed as
πt = ω + x′t−kβ, (5.3)
where ω is a constant term and xt−k includes the k:th lagged values of the explanatory
variables. The parameters of the probit model can be estimated using the method of
maximum likelihood (ML). For more details on the ML estimation and the computation
of Newey-West-type robust standard errors, we refer to Kauppi and Saikkonen (2008)
and de Jong and Woutersen (2011).
In this paper, we consider three groups of predictive variables. Our main interest
is on a set of credit variables discussed in more detail in Section 5.3.1, but we also
employ a set of classic recession predictors as well as common factors based on a large
panel of ﬁnancial and macroeconomic variables. The extraction of the common factors
follows a standard procedure used in the previous literature (see, e.g., Stock and Watson
(2002) and Christiansen et al. (2014)). Let Zt be a T × N panel of macroeconomic and
ﬁnancial variables with individual elements zit. A factor representation of the data is
given by
zit = Λ′iFt + eit, (5.4)
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where Ft is a r × 1 vector of common factors, Λi is a r × 1 vector of the factor loadings,
and eit is an idiosyncratic error term. We use the IC2 criterion of Bai and Ng (2002) to
select the optimal number of factors for explaining the common variations in the panel.
The factors are discussed in more detail in Section 5.3.2. In some models, we also study
whether factors based on the credit variables are useful predictors. In these cases, the
credit factors are also constructed in using the procedure described above.
Collecting the credit variables in the vector xt−k, classic recession predictors in ct−k,
and common factors in ft−k, we can rewrite model (5.3) as
πt = ω + x′t−kα+ c′t−kβ + f ′t−kγ, (5.5)
where ω is a constant term and α, β, and γ are the coeﬃcient vectors of the lagged
explanatory variables included in xt−k, ct−k and ft−k, respectively.
We also consider a dynamic extension to the static probit model (5.5). More speciﬁ-
cally, we consider a ﬁrst-order autoregressive probit model of Kauppi and Saikkonen
(2008) that was found by Nyberg (2010, 2014) to outperform static models in predicting
U.S. and German recessions. In the model, the lagged value of the linear function πt is
included in order to introduce an autoregressive structure
πt = ω + α1πt−1 + x′t−kα+ c′t−kβ + f ′t−kγ. (5.6)
Further extensions to the standard probit model have also been proposed, but as the
main idea of this study is to focus on the role of credit variables in predicting U.S.
recessions, we limit our analysis to the aforementioned models.
5.2.2 Goodness-of-ﬁt measures
In recent years, a number of advances have been made in the evaluation methods of
probability forecasts for binary dependent variable models. Lahiri and Wang (2013)
provide a review of the traditional evaluation methods as well as more recent advances
in the context of evaluating probability forecasts of GDP declines. In order to take
into account the multiple aspects of forecast quality, we employ a number of diﬀerent
goodness-of-ﬁt measures discussed below.
One of the most commonly used measures to evaluate probability forecasts is the
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quadratic probability score (QPS), deﬁned as
QPS = 1
T
T∑
t=1
2(yt − pt)2. (5.7)
This measure can be seen as a mean square error type of statistic for binary dependent
variable models and it takes on values from 0 to 2, with score 0 indicating perfect
forecast accuracy.
Another commonly used measure is the pseudo-R2 of Estrella (1998), which is a
counterpart of the coeﬃcient of determination (R2) designed for binary response models.
The measure is given by
psR2 = 1 −
(
logLu
logLc
)−(2/T )logLc
, (5.8)
where logLu and logLc are the maximum values of the constrained and unconstrained
log-likelihood functions respectively, and T is the sample size. This measure takes
on values between 0 and 1, and can be interpreted in the same way as the coeﬃcient
of determination in the usual linear predictive regression model. In Section 5.4, we
also report the adjusted form of (5.8) (see Estrella (1998)) that takes into account
the trade-oﬀ between improvement in model ﬁt and the use of additional estimated
parameters.
Due to the binary nature of the dependent variable, we also report the success ratio
(SR), which is simply deﬁned as the percentage of correct signal forecasts. A signal
forecast for the state of the economy yt can be written
yˆt = 1(pt > ξ), (5.9)
where the conditional probability of recession pt is implied by a probit model. If pt is
larger than the threshold ξ, we get a signal forecast yˆt = 1 (i.e. recession), and vice
versa yˆt = 0 if pt ≤ ξ. To test the whether the value of SR is higher than the success
ratio obtained when the realized values yt and the forecasts yˆt are independent, Pesaran
and Timmermann (2009) have suggested a predictability test (denoted PT) that also
takes into account possible serial correlation in yt.
In this paper, we report the success ratios implied by ξ = 0.5. Although ξ = 0.5 is a
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natural threshold in (5.9), it is not a fully objective selection, because the success ratios
and market timing tests are highly dependent on the selected threshold. Therefore,
we also look at an alternative approach to assess the accuracy of probability forecasts,
namely the Receiver Operating Characteristic (ROC) curve, which has recently been
used in a growing number of economic applications (see, e.g., Berge and Jorda (2011);
Schularick and Taylor (2012); Lahiri and Wang (2013); Christiansen et al. (2014)). The
ROC curve is a mapping of the true positive rate
TP (ξ) = Pt−1(pt > ξ|yt = 1) (5.10)
and the false positive rate
FP (ξ) = Pt−1(pt > ξ|yt = 0), (5.11)
for all possible thresholds 0 ≤ ξ ≤ 1, described as an increasing function in [0, 1] × [0, 1]
space, with TP (ξ) plotted on the Y -axis and FP (ξ) on the X-axis. A ROC curve above
the 45-degree line indicates forecast accuracy superior to a coin toss.
The area under the ROC curve (AUC) summarizes the predictive information of
the ROC curve and is deﬁned as the integral of the ROC curve between zero and one.
Therefore, the AUC also gets values between 0 and 1, with the value of 0.5 corresponding
a coin toss and the value 1 to a perfect forecast. Any improvement over the AUC=0.5
indicates statistical predictability. We test the null hypothesis of AUC= 0.5 implying
no predictability using standard techniques (see Hanley and McNeil, 1982), applied
recently by Berge and Jorda (2011) and Christiansen et al. (2014), among others, in
economic applications.3
5.3 Data
Our dependent variable is the indicator variable of the state of the U.S. business cycle
(5.1). The turning points are based on the oﬃcial U.S. business cycle chronology of
3However, Hsu and Lieli (2014) have recently shown that in the time series context, under the null
hypothesis of AUC=0.5, the AUC does not follow the usual asymptotic normal distribution (cf. Berge
and Jorda (2011)) and even bootstrap-based inference produces misleading results. Thus, there is a
need for further theoretical work to develop a proper testing procedure in the time series context, and
the test results in Section 5.4 should be interpreted with caution.
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the NBER’s Business Cycle Dating Committee. In terms of explanatory variables,
our main interest is on the role of credit variables and, in particular, their potential
additional predictive power over and above classical recession predictors and common
factors constructed from a large panel of macroeconomic and ﬁnancial variables.
5.3.1 Credit variables
The focus on credit variables in recession forecasting is motivated by a number of
recent studies that have emphasized the relationship between business cycles and credit
growth or credit spreads. There is a number of credit and credit spread variables readily
available without publication lags, making them ideal candidates for real-time predictors
of economic activity.
There is a body of both theoretical and empirical work discussing the relationship
between ﬁnancial factors and the business cycle. Financial factors may propagate and
amplify business cycles (see, e.g., Bernanke et al. (1999) for a discussion on this so-called
ﬁnancial accelerator theory). An implication of this theory is that a widening of credit
spreads is associated with downturns, which motivates the use of credit spread variables
in predicting recession periods. The most commonly used credit spread variable in
business cycle (and asset price) forecasting applications is the default spread (SBA),
deﬁned as the diﬀerence between the Baa and Aaa -rated corporate bond yields, and
we also include it in the set of potential predictors.4
Gilchrist and Zakrajsek (2012) construct a new credit spread index called the “GZ
credit spread” (GZ), deﬁned as the average credit spread on unsecured bonds issued
by U.S. non-ﬁnancial ﬁrms.5 In their study, the index had considerable predictive
power for future economic activity, making it a natural candidate predictor of U.S.
recessions. Gilchrist and Zakrajsek (2012) also decompose this high-information content
credit spread into two components. The ﬁrst component represents the systematic
(countercyclical) movements in the default risk of individual ﬁrms, whereas the residual
component, called the excess bond premium (EBP), captures variation in the price
of carrying exposure to the U.S. corporate credit risk in excess of the compensation
4We also experimented with the predictive ability of the changes in Baa- and Aaa-rated bond
yields, but the initial ﬁndings were not as promising as for SBA, so they were left out.
5The data for the GZ credit spread is obtained from Simon Gilchrist’s homepage:
http://people.bu.edu/sgilchri/Data/data.htm.
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for the probability of default. In other words, the EBP represents cyclical changes in
the relationship between default risk and credit spreads. For the details on the GZ
credit spread index, we refer to Gilchrist and Zakrajsek (2012). Due to the favourable
evidence in terms of predictive ability on economic activity presented in their article,
we also use the excess bond premium component as a predictor. The data is available
from January 1973 to the end of 2012, which also determines the sample used in our
study.
Schularick and Taylor (2012) study the role of changes in aggregate bank loans
and assets in predicting periods of ﬁnancial crises, and ﬁnd that past credit growth
emerges as the most useful predictor of future ﬁnancial instability. They also consider
loan-money and asset-money ratios. Because data on bank loans and money aggregates
are available at the monthly frequency, we are also able to use these measures in our
study. We use three diﬀerent measures of bank loans (in logarithmic diﬀerences): the
total bank credit (TBC), total consumer credit (TCC), and total real estate loans
(REL), obtained from the Federal Reserve Economic Data (FRED) database.6
We also consider the use of bank stock returns (BS) as a measure of credit market
conditions. Cole et al. (2008) ﬁnd a signiﬁcant relationship between bank stock returns
and future economic growth that is independent of the relationship between general
market returns and future GDP growth. Bank stock returns not only contain information
on the current bank assets, liabilities and credit activities, but also on expectations
of their future changes. Therefore, based on the previous literature linking credit to
economic growth, bank stock returns should also be a good indicator of future economic
growth. We use the value-weighted monthly return on the Financial industry portfolio
as the bank stock return variable. The series is obtained from the Kenneth French
CRSP Data Library7 and it includes also insurance and real estate ﬁrms.
The contemporaneous correlations between the diﬀerent credit variables are presented
in the ﬁrst panel of Table 5.1. They are not, in general strongly correlated. However,
the excess bond premium (EBP) is a component of the GZ credit spread and they have
a correlation of 0.654, which is high, but still not close to being perfect. As measures of
6website: http://research.stlouisfed.org/fred2. Based on results of Schularick and Taylor (2012),
we also experimented with bank asset variables and the loan-money and asset-money ratios, but these
were found to have little predictive power on NBER recessions, so in order to limit the number of
variables, they were left out from the ﬁnal set of predictors.
7http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
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Table 5.1: Correlations between employed variables
GZt EBPt SBAt TCCt BSt TBCt RELt
GZt 1.000 0.654 0.370 -0.331 -0.150 -0.204 -0.152
EBPt 1.000 0.548 -0.200 -0.146 -0.083 -0.001
SBAt 1.000 -0.273 0.035 -0.148 -0.114
TCCt 1.000 0.009 0.236 0.285
BSt 1.000 -0.063 -0.043
TBCt 1.000 0.629
GZt EBPt SBAt TCt BSt TBCt RELt
TSt 0.171 0.052 0.171 -0.099 0.055 -0.234 -0.231
FFRt -0.506 0.061 0.229 0.197 0.004 0.237 0.290
LSPt -0.218 -0.264 0.012 0.020 0.591 -0.107 -0.077
Notes: This table presents the correlation coeﬃcients between the employed credit variables and
between the credit variables and the classic recession predictors.
the corporate bond yields, these variables are also correlated with the default spread
(SBA). The total consumer credit (TCC) and real estate loans (REL) are a included in
the total bank credit (TBC), and the contemporaneous correlation between TBC and
REL is 0.629.
5.3.2 Other variables
We are interested in studying the additional predictive ability of credit variables over and
above the predictive power contained in other macroeconomic and ﬁnancial variables.
Therefore, we have selected a number of commonly used predictors of U.S. recessions
as control variables. Several studies have suggested that ﬁnancial variables are useful
predictors of real activity and recessions (see, e.g., Stock and Watson (2003)). Among
the most useful ﬁnancial leading indicators are the term spread (TS) and stock returns
(LSP) (see, e.g., Estrella and Mishkin (1998) and Nyberg (2010)). Therefore, these
predictors are obvious choices as additional predictors. The term spread is deﬁned
as the diﬀerence between the 10-year U.S. government bond yield and the 3-month
Treasury Bill, whereas the stock return variable is the logarithmic ﬁrst diﬀerence of the
S&P500 Index. Also the short term interest rate has been found a useful predictor of
recessions. We use the Federal Funds rate (FFR) as the short interest rate, following
Estrella and Hardouvelis (1991), Wright (2006), and Christiansen et al. (2014).8
8The source for the interest rate variables is the FRED database and the S&P500 index is obtained
from the Goyal and Welch (2008) dataset, http://www.hec.unil.ch/agoyal/.
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In addition to the classical recession predictors, we follow the approach of Chris-
tiansen et al. (2014) who consider the use of common factors based on a large panel of
macroeconomic data as predictors of U.S. recessions. We use a panel of 182 macroeco-
nomic and ﬁnancial variables that represent data from the following groups: Interest
rates, stock markets, exchange rates, output and income, labour markets, housing,
money, and prices. The panel is based on variables used in Ludvigson and Ng (2009)
and Christiansen et al. (2014), and the variables and their transformations are discussed
in detail the Appendix. For the panel of 182 series, the IC2 criterion of Bai and Ng
(2002) selects 17 factors when the maximum number of factors is set to 25, i.e., these
17 factors are able to capture a signiﬁcant part of the overall variation in the variables
included in the panel.
Principal component analysis is often criticized on the basis of the diﬃculties of
interpreting the factors. In our case, we are not interested in the factors in themselves,
but rather the predictive information contained in credit variables in excess of the
control variables. However, in order to provide some information on the factors used as
predictors, we examined their correlations with the variables included in the panel. First
of all, we ﬁnd that the ﬁrst factor (f1) is highly correlated with the stock market variables.
For example, the correlation between f1 and the Fama-French Market Risk Factor
is 0.965. The second factor (f2) is negatively highly correlated with the Purchasing
Managers’ Composite Index (-0.785), whereas f3 is positively correlated with production
and employment variables and negatively with interest rates. Finally, f6 is negatively
correlated with the term spread (-0.661) and other interest rate spreads. Overall, the
correlations presented above imply that the employed factors incorporate information
from diﬀerent types of variables from the panel, thus providing a robust set of control
variables.
5.4 Empirical ﬁndings
In this section, we present the empirical results of our study. We proceed in the
usual way, by ﬁrst presenting ﬁndings from in-sample estimations and then discussing
out-of-sample forecasting results. We examine the role of the credit variables using
diﬀerent speciﬁcations of the probit model. We follow the footsteps of Christiansen
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et al. (2014) by considering both classical recession predictors and factors based on a
large macroeconomic panel as control variables. Finally, we also consider constructed
factors based on the set of credit variables to ﬁnd out if the predictive information
contained in them can be summarized in a small number of factors.
5.4.1 In-sample results
The in-sample estimation period consists of the entire sample period from January 1973
to December 2012. We start oﬀ by taking a look at the individual predictive power of
each of the predictors. In order to ﬁnd the optimal lag structure, we allow for a diﬀerent
lag of each predictor and use the Bayesian information criterion (BIC) in selecting the
lag. The maximum lag-length is set to twelve months and in order to limit the number
of variables, we only consider a single lag per predictor.
The results of the single-predictor analysis are presented in Table 5.2. We ﬁnd
that most of the credit variables have some predictive power for recessions, but there
are rather obvious diﬀerences between them. Especially the excess bond premium
component (EBPt−1) of the GZ credit spread stands out from the set of predictors with
an AUC of 0.841 and a corresponding adjusted pseudo-R2 of 0.221. The signs of the
estimated coeﬃcients of the credit variables are in line with economic theory, as higher
credit spreads are positively and higher bank stock returns are negatively associated
with the probability of recession. The ﬁrst lags of the credit growth variables (TCCt−1
and RELt−1) are associated negatively with the probability of recession whereas the
longer lag of the total bank credit (TBCt−12) is associated positively with recession
probability. This can be interpreted as evidence in favor of recessions being credit
booms gone bust (see Schularick and Taylor (2012)).
As far as the classical predictors are concerned, our ﬁndings are in line with previous
studies (see, e.g., Estrella and Mishkin (1998) and Chauvet and Potter (2005)). In
particular, we ﬁnd the term spread (TSt−12) a strong predictor of the NBER recessions,
producing an AUC of 0.879 and an adjusted pseudo-R2 of 0.264. The second factor
(f 2,t−1) is the best predictor overall with an AUC of 0.893 and an adjusted pseudo-R2
of 0.384. Among the credit factors in the bottom panel of Table 5.2, we ﬁnd the ﬁrst
factor9 (fcr1,t−1) a powerful predictor when considered individually (AUC= 0.838 and
9The credit factors are constructed from the seven credit variables employed in the study. The ﬁrst
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Table 5.2: In-sample results for single-predictor probit models
Credit variables
Variable Coeﬀ. adj.psR2 BIC QPS AUC
1 GZt−1 0.397*** 0.076 184.830 0.225 0.648***
2 EBPt−1 1.528*** 0.221 152.133 0.188 0.841***
3 SBAt−1 1.190*** 0.148 168.579 0.201 0.740***
4 TCCt−1 -2.326*** 0.087 182.328 0.234 0.734***
5 BSt−4 -0.066*** 0.060 188.532 0.231 0.705***
6 TBCt−12 0.989**** 0.017 198.536 0.251 0.633***
7 RELt−1 -0.537 0.005 201.346 0.253 0.624***
Classic recession predictors
8 TSt−12 -0.676*** 0.264 142.842 0.183 0.879***
9 FFRt−8 0.137*** 0.115 176.017 0.214 0.733***
10 LSPt−3 -0.114*** 0.079 184.174 0.228 0.696***
Factors based on large panel
11 f1,t−4 -0.353*** 0.052 190.451 0.237 0.675***
12 f2,t−1 1.213*** 0.384 116.893 0.130 0.893***
13 f3,t−3 -0.536*** 0.137 171.149 0.203 0.775***
14 f4,t−11 0.319** 0.037 193.828 0.241 0.671***
15 f5,t−2 -0.041 Neg. 203.258 0.254 0.516
16 f6,t−9 0.531*** 0.102 178.967 0.225 0.745***
17 f7,t−12 0.273*** 0.025 196.600 0.250 0.663***
18 f8,t−4 0.082 Neg. 202.760 0.254 0.542
19 f9,t−5 -0.190** 0.011 199.963 0.251 0.612***
20 f10,t−12 0.077 Neg. 202.873 0.254 0.541
21 f11,t−6 0.212** 0.016 187.764 0.249 0.609***
22 f12,t−10 -0.095 0.000 202.508 0.254 0.561*
23 f13,t−10 0.046 Neg. 203.257 0.255 0.537
24 f14,t−11 0.205** 0.015 198.996 0.248 0.601
25 f15,t−4 -0.073 Neg. 202.893 0.254 0.541
26 f16,t−3 0.083 Neg. 202.671 0.253 0.525
27 f17,t−12 -0.179*** 0.009 200.349 0.252 0.595***
Factors based on credit variables
28 fcr1,t−1 0.851*** 0.225 151.384 0.185 0.838***
29 fcr2,t−4 0.425*** 0.059 188.757 0.241 0.700***
30 fcr3,t−4 -0.224** 0.018 198.303 0.247 0.620***
Notes: This table presents the ﬁndings from single-predictor probit models for NBER recessions.
The table includes ﬁndings for the credit variables as well as for the two groups of control
variables. Robust standard errors of the estimated coeﬃcients are reported in brackets (see
Kauppi and Saikkonen (2008)). The goodness-of-ﬁt measures are described in detail in Section
5.2.2. In the table, *, **, and *** denote the statistical signiﬁcance of the estimated coeﬃcients
and the AUC at 10%, 5% and 1% signiﬁcance levels, respectively. “Neg.” refers to a negative
value of the adjusted pseudo-R2.
credit factor is highly correlated with the GZ credit spread (0.774) and excess bond premium (0.730).
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adj.psR2= 0.225). Although the single-predictor analysis gives some indication on the
predictive power of individual credit variables, in the following multivariate (multiple
predictor) analysis we will assess the question in a more robust way by using models
that combine credit variables and the control variables.
Table 5.3: In-sample results for credit variables and classic recession predictors
Variable M1 M2 M3 M4 M5 M6 M7 M8
GZt−1 0.898***
(0.204)
EBPt−1 1.474***
(0.305)
SBAt−1 0.907**
(0.353)
TCCt−1 -2.598***
(0.826)
BSt−4 -0.043**
(0.019)
TBCt−12 0.287
(0.673)
RELt−1 -0.784
(0.662)
TSt−12 -0.545*** -0.611*** -0.624*** -0.505*** -0.592*** -0.594*** -0.579*** -0.598***
(0.133) (0.146) (0.157) (0.150) (0.132) (0.136) (0.135) (0.136)
FFRt−8 0.250*** 0.134*** 0.042 0.108** 0.088* 0.077 0.083* 0.079
(0.060) (0.045) (0.048) (0.049) (0.048) (0.049) (0.048) (0.049)
LSPt−3 -0.092*** -0.100*** -0.119*** -0.151*** -0.092*** -0.129*** -0.132*** -0.128***
(0.028) (0.027) (0.026) (0.026) (0.025) (0.024) (0.024) (0.024)
CONST -4.086*** -1.829*** -1.844*** -0.892* -1.043** -1.042** -0.774* -0.968**
(0.814) (0.438) (0.477) (0.499) (0.464) (0.511) (0.451) (0.469)
psR2 0.528 0.508 0.423 0.423 0.375 0.361 0.371 0.360
adj.psR2 0.523 0.503 0.417 0.417 0.369 0.354 0.365 0.355
BIC 96.458 100.550 118.212 118.326 128.422 131.488 129.262 128.593
QPS 0.107 0.116 0.141 0.145 0.151 0.154 0.149 0.155
SR 0.916 0.919 0.899 0.889 0.891 0.889 0.895 0.893
PT 8.534*** 12.021*** 7.910*** 8.027*** 7.140*** 5.888** 3.738* 9.478***
AUC 0.963*** 0.957*** 0.946*** 0.940*** 0.920*** 0.916*** 0.918*** 0.917***
Notes: This table presents the ﬁndings from probit models for NBER recessions including credit
variables and classic recession predictors. In the table, *, **, and *** denote the statistical signiﬁcance
of the estimated coeﬃcients, the Pesaran and Timmermann (2009) (PT) predictability test, and the
AUC at 10%, 5% and 1% signiﬁcance levels, respectively. See also notes to Table 5.2.
In Table 5.3, we present the results for models containing the diﬀerent credit variables
and the classic recession predictors, using the same lags of the variables as previously
in Table 5.3. The ﬁndings indicate that most of the credit variables have predictive
power that is not captured by the term spread (TS), federal funds rate (FFR), and the
log return of the S&P500 index (LSP). Models 1 to 3, including the GZ credit spread,
the excess bond premium, and the default spread (SBA), respectively, perform the
best. Model 1, including the GZ credit spread and the three classic recession predictors,
delivers an AUC of 0.963 and an adjusted pseudo-R2 of 0.523, which are considerably
higher than for any of the single-predictor models. In fact, all of the models in Table
5.3 imply higher values of the AUC and the adjusted pseudo-R2 than those presented
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Table 5.4: In-sample results for credit variables and common factors
Variable M9 M10 M11 M12 M13 M14 M15 M16
GZt−1 0.302
(0.248)
EBPt−1 0.836**
(0.355)
SBAt−1 -0.610*
(0.365)
TCCt−1 0.629
(0.534)
BSt−4 -0.076***
(0.017)
TBCt−12 0.711
(0.551)
RELt−1 0.322
(0.445)
f2,t−1 1.118*** 1.053*** 1.503*** 1.335*** 1.348*** 1.293*** 1.299*** 1.260***
(0.293) (0.273) (0.302) (0.232) (0.309) (0.272) (0.241) (0.245)
f3,t−3 -0.859*** -0.755*** -0.848*** -0.743*** -0.776*** -0.689*** -0.722*** -0.729***
(0.212) (0.196) (0.233) (0.191) (0.216) (0.185) (0.195) (0.195)
f6,t−9 0.338** 0.334** 0.328** 0.393** 0.390** 0.373** 0.386** 0.393**
(0.149) (0.128) (0.152) (0.155) (0.160) (0.154) (0.157) (0.156)
CONST -2.450*** -2.009*** -1.318*** -2.072*** -1.946*** -2.112*** -2.010*** -1.907***
(0.503) (0.230) (0.398) (0.228) (0.237) (0.329) (0.252) (0.207)
psR2 0.582 0.593 0.583 0.575 0.611 0.577 0.574 0.573
adj.psR2 0.578 0.588 0.578 0.570 0.607 0.573 0.569 0.569
BIC 85.618 83.515 85.521 87.065 79.898 86.585 87.311 84.461
QPS 0.089 0.086 0.087 0.091 0.079 0.089 0.091 0.091
SR 0.940 0.940 0.944 0.936 0.940 0.942 0.938 0.938
PT 19.816*** 20.699*** 14.605*** 4.893** 25.886*** 14.858*** 5.762** 5.762**
AUC 0.980*** 0.979*** 0.980*** 0.979*** 0.983*** 0.981*** 0.979*** 0.979***
Notes: This table presents the ﬁndings from probit models for NBER recessions including credit
variables and common factors from a large panel of ﬁnancial and macroeconomic variables. See also
notes to Table 5.2.
in Table 5.2. Interestingly, our results also reaﬃrm the ﬁnding of Cole et al. (2008) that
the bank stock return variable (BS) has additional predictive power over the market
return (LSP), as they both have coeﬃcients signiﬁcant at least at the 5% level in Model
5. However, the logarithmic growth of total bank credit (TBC) and total real estate
loans (REL) do not appear to have additional explanatory power for future recessions,
as was already suggested by the single-predictor models.
In Table 5.2, we found the factors f 2, f 3, and f 6 the best individual predictors for
the NBER recessions amongst the common factors, and therefore, we will use them
as the second set of control variables. In Table 5.4, we report the ﬁndings based on
the combinations of credit variables and these three common factors. The in-sample
performance of these models is better than in the previous case where we combined the
credit variables and classic recession predictors. The model with only the three factors
(M16) already performs very well (AUC= 0.979 and adj.psR2=0.569 ), but including
individual credit variables in the model still increases these measures in several cases.
The coeﬃcients of EBP, SBA, and BS are statistically signiﬁcant at least at the 10%
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level (in M10, M11, and M13, respectively), and the model containing the bank stock
return (M13) as a predictor performs the best based on the AUC (0.983) and the
adjusted pseudo-R2 (0.607).
Finally, in Table 5.5, we examine a number of multivariate models expected to
have good performance based on the results so far.10 The ﬁrst column of Table 5.5
presents the results for the multivariate model including all the credit variables (M17).
The AUC of this so-called kitchen sink model is 0.912 and the adjusted pseudo-R2 is
0.367, indicating an improvement in model ﬁt compared to all of the single predictor
models presented in Table 5.2. However, the results concerning the coeﬃcients and
the statistical signiﬁcance of the predictors in M17 should be interpreted with some
caution, because many of the credit variables are strongly correlated (see Table 5.1).
In Model 18, we use the ﬁrst common factor based on the seven credit variables (fcr1)
as a predictor in combination with classic recession predictors. We ﬁnd that this model
performs better (AUC= 0.964) than the kitchen sink model (M17) and the models
combining individual credit variables and the classic recession predictors (M1–M8).
We also experimented with models combining credit factors and common factors from
the large panel of macroeconomic variables, but the ﬁndings are less promising, and
therefore we use M18 as one of our main models.
Model M19 (M20) shows the best combination of credit variables and classic recession
predictors (common factors) based on the BIC. The ﬁndings indicate that the credit
variables do have additional predictive power over the two sets of control variables,
and that the model where credit variables are combined with common factors (M20)
performs better based on the AUC and all the other employed goodness-of-ﬁt measures.
Finally, models M21 and M22 are the two models combining credit variables, common
factors, and classic recession predictors that receive the lowest values of the BIC. The
optimal model based on the BIC is M22, which is also the best performing model of all
based on the in-sample ﬁt (adj.psR2= 0.666) and the AUC (0.988).
As an extension to the empirical analysis performed above, we consider a ﬁrst-order
autoregressive probit model (5.6) of Kauppi and Saikkonen (2008). The results of
the autoregressive probit models are given in Table 5.6 and they indicate that the
10We also experimented with models using diﬀerent combinations of variables, but left them out in
order to conserve space. However, the selected models in Table 5.5 describe the general ﬁndings rather
well, and all other results are available by request.
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Table 5.5: In-sample results for selected multivariate models
Variable M17 M18 M19 M20 M21 M22
GZt−1 -0.340* 0.856***
(0.195) (0.213)
EBPt−1 1.894*** 0.878** 0.715* 0.951**
(0.479) (0.357) (0.385) (0.387)
SBAt−1 0.495 -0.814** -1.139***
(0.344) (0.396) (0.440)
TCCt−1 -1.683*** -2.154**
(0.591) (0.807)
BSt−4 -0.054*** -0.038** -0.070*** -0.035* -0.076***
(0.016) (0.017) (0.017) (0.021) (0.018)
TBCt−12 1.357***
(0.488)
RELt−1 -0.782
(0.581)
fcr1,t−1 0.954***
(0.218)
f2,t−1 1.389*** 1.113*** 1.334***
(0.351) (0.259) (0.328)
f3,t−3 -0.971*** -0.645*** -0.579**
(0.250) (0.200) (0.281)
f6,t−9 0.242
(0.158)
TSt−12 -0.545*** -0.515*** -0.404*** -0.383***
(0.147) (0.141) (0.137) (0.125)
FFRt−8 0.144*** 0.257*** 0.125**
(0.037) (0.040) (0.059)
LSPt−3 -0.121*** -0.099*** -0.083**
(0.028) (0.029) (0.040)
CONST -1.254* -1.912*** -3.581*** -1.230*** -1.467*** -1.250**
(0.668) (0.379) (0.834) (0.476) (0.279) (0.534)
psR2 0.378 0.542 0.558 0.639 0.651 0.671
adj.psR2 0.367 0.537 0.551 0.633 0.646 0.666
BIC 137.184 93.612 96.684 80.645 78.283 77.446
QPS 0.144 0.104 0.098 0.069 0.075 0.063
SR 0.906 0.934 0.929 0.959 0.944 0.964
PT 16.398*** 18.653*** 11.540*** 60.959*** 13.396*** 89.730***
AUC 0.912*** 0.964*** 0.968*** 0.985*** 0.984*** 0.988***
Notes: This table presents ﬁndings from selected multivariate probit models for NBER recessions
including credit variables, common factors based on the credit variables, and control variables. See
also notes to Table 5.2.
autoregressive extension is useful in models where the credit variables are combined
with classic recession predictors (Model M1 compared with Model ARM1). However,
when we include common factors as predictors (ARM10, ARM20, and ARM21), the
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Table 5.6: In-sample results for autoregressive probit models
Variable ARM17 ARM1 ARM10 ARM20 ARM21
GZt−1 -0.268*** 0.173
(0.099) (0.157)
EBPt−1 0.946*** 0.872** 0.793** 0.692*
(0.281) (0.362) (0.323) (0.354)
SBAt−1 -0.095 -0.696**
(0.126) (0.337)
TCCt−1 -0.322
(0.242)
BSt−4 -0.100*** -0.071*** -0.037
(0.016) (0.019) (0.023)
TBCt−12 1.699***
(0.410)
RELt−1 -0.753***
(0.263)
f2,t−1 1.186*** 1.145*** 1.070***
(0.247) (0.345) (0.309)
f3,t−3 -0.805*** -0.809*** -0.596***
(0.169) (0.176) (0.173)
f6,t−9 0.352*** 0.189
(0.133) (0.145)
TSt−12 -0.201*** -0.385**
(0.070) (0.159)
FFRt−8 0.072*
(0.043)
LSPt−3 -0.118*** -0.068*
(0.029) (0.039)
πt−1 0.705*** 0.682*** -0.102 0.117 0.005
(0.047) (0.103) (0.114) (0.183) (0.189)
CONST -0.061 -0.992 -2.189*** -1.008* -1.397***
(0.291) (0.696) (0.236) (0.596) (0.332)
psR2 0.507 0.558 0.587 0.626 0.637
adj.psR2 0.498 0.552 0.581 0.620 0.630
BIC 113.025 93.628 87.820 86.188 84.120
QPS 0.104 0.089 0.086 0.068 0.074
SR 0.927 0.940 0.938 0.964 0.946
PT 1.425 27.030*** 6.887*** 70.732*** 25.212***
AUC 0.965*** 0.975*** 0.978*** 0.986*** 0.984***
Notes: This table presents the ﬁndings for autoregressive probit models for NBER recessions. The
model numbers refer to the static models of similar numbers presented in Section 5.4.1, e.g. ARM17 is
the autoregressive extension of M17. See also notes to Table 5.2.
autoregressive coeﬃcient πt−1 is no longer statistically signiﬁcant, and the AUC and the
other goodness-of-ﬁt measures indicate little to no improvement even in the in-sample
performance. This is an interesting ﬁnding and indicates that the static probit model is
adequate in the case where we include credit variables and factors as predictors for U.S.
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recessions.
5.4.2 Out-of-sample forecasting results
In the previous section we found that credit variables contain useful in-sample informa-
tion on the U.S. recession periods over and above the classic recession predictors and
common factors extracted from a large panel of macroeconomic and ﬁnancial variables.
However, as previous forecasting literature has shown, good in-sample ﬁt does not
necessarily imply good out-of-sample performance. Therefore, in this section, we will
examine the out-of-sample forecasting performance of our models. We use an expansive
window forecasting approach with estimation samples ranging from 1973M2–1989M12
to 1973M2–2012M12 and we will report the results of ﬁve diﬀerent forecasting horizons
(1, 3, 6, 9, and 12 months). The full sample period (1973M2–2012M12) contains six
recessions in the U.S., and our relatively long out-of-sample period covers three of these.
Table 5.7: Out-of-sample results for credit variables
Model GZ EBP SBA TCC BS TBC REL
psR2 0.043 0.301 0.196 0.018 0.058 Neg. Neg.
QPS 0.211 0.148 0.164 0.231 0.204 0.232 0.263
AUC 0.736*** 0.915*** 0.779*** 0.681*** 0.648*** 0.527* 0.569*
Notes: This table presents the one-month-ahead forecasting results from static probit models for NBER
recessions using credit variables as predictors. See also the notes to Table 5.2.
An important aspect to take into account is the fact that the NBER recessions
are released with signiﬁcant publication lags. The delay can be as long as 12 months,
but most of the indicators that the NBER uses to determine whether the economy is
in a recessionary state, are available with relatively short delays, making it possible
to make reasonable assumptions even before the oﬃcial announcements have been
made (see Ng (2012)). For simplicity, we assume a publication lag of 3 months that
has been previously used in the literature (see, e.g., Chauvet and Potter (2005); Ng
(2012); Christiansen et al. (2014)), and thus discard the three last observations in each
estimation period.
The ﬁndings for one-period-ahead forecasts based on each of the credit variables are
presented in Table 5.7. They indicate that especially the excess bond premium (EBP)
is a useful predictor of the NBER recession periods, and also the GZ credit spread and
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Table 5.8: Out-of-sample results for models including credit variables and classic
predictors
Forecast horizon: 1 month
Model M1 M2 M3 M4 M5 M6 M7 M8
psR2 0.400 0.402 0.202 0.241 0.157 0.074 0.133 0.144
QPS 0.121 0.127 0.182 0.174 0.186 0.197 0.175 0.189
AUC 0.938*** 0.958*** 0.908*** 0.913*** 0.894*** 0.867*** 0.871*** 0.885***
Forecast horizon: 3 months
psR2 0.355 0.341 0.032 0.153 0.133 0.044 0.104 0.120
QPS 0.139 0.150 0.203 0.190 0.191 0.201 0.198 0.192
AUC 0.934*** 0.949*** 0.823*** 0.881*** 0.883*** 0.850*** 0.872*** 0.872***
Forecast horizon: 6 months
psR2 0.099 0.274 Neg. Neg. 0.127 0.080 Neg. 0.130
QPS 0.183 0.174 0.209 0.206 0.193 0.200 0.209 0.192
AUC 0.842*** 0.935*** 0.727*** 0.786*** 0.874*** 0.853*** 0.842*** 0.863***
Forecast horizon: 9 months
psR2 Neg. 0.128 Neg. Neg. 0.070 0.025 Neg. 0.081
QPS 0.212 0.201 0.209 0.208 0.202 0.210 0.222 0.200
AUC 0.723*** 0.865*** 0.742*** 0.778*** 0.810*** 0.802*** 0.794*** 0.816***
Forecast horizon: 12 months
psR2 0.031 0.180 0.082 0.096 0.126 0.071 0.070 0.137
QPS 0.207 0.186 0.195 0.196 0.191 0.202 0.203 0.188
AUC 0.722*** 0.829*** 0.762*** 0.779*** 0.790*** 0.778*** 0.777*** 0.800***
Notes: This table presents the one-to-twelve-month-ahead forecasting results from static probit models
for NBER recessions using credit variables and classic recession predictors. See also the notes to Table
5.2.
the default spread (SBA) perform well based on the AUC. In contrast, the total bank
credit (TBC) and the real estate loans (REL) variables do not perform well in the out
of sample exercise, as they receive negative values of the out-of-sample pseudo-R2, and
an AUC that diﬀers statistically signiﬁcantly from the 0.5 benchmark only at the 10%
level. According to further results (not reported), the predictive power of most of the
individual variables deteriorates when the forecast horizon increases.
In Table 5.8, we present the out-of-sample ﬁndings for the models including credit
variables and the three classic recession predictors (M1–M8, models numbered as in the
Section 5.4.1, see Table 5.3). The ﬁndings suggest that in the shorter forecast horizons
(up to three months), many of the models including one of the diﬀerent credit variables
(M1–M7) outperform the model excluding the credit variables (M8). Especially M1 and
M2, including the GZ credit spread and the excess bond premium, respectively, perform
well in the one-and-three-month-ahead forecasts. However, at the longer horizons, only
Model 2 is systematically able to outperform Model 8, which indicates that the excess
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Table 5.9: Out-of-sample results for models including credit variables and common
factors
Forecast horizon: 1 month
Model M9 M10 M11 M12 M13 M14 M15 M16
psR2 0.443 0.507 0.517 0.501 0.524 0.504 0.494 0.504
QPS 0.105 0.096 0.098 0.103 0.917 0.103 0.107 0.102
AUC 0.944*** 0.968*** 0.974*** 0.973*** 0.967*** 0.974*** 0.969*** 0.974***
Forecast horizon: 3 months
psR2 0.104 0.239 0.233 0.241 0.299 0.245 0.247 0.249
QPS 0.157 0.151 0.175 0.171 0.139 0.171 0.171 0.170
AUC 0.806*** 0.882*** 0.906*** 0.912*** 0.890*** 0.912*** 0.916*** 0.914***
Forecast horizon: 6 months
psR2 Neg. 0.144 0.019 0.044 0.138 0.062 0.073 0.068
QPS 0.215 0.192 0.213 0.213 0.196 0.213 0.213 0.211
AUC 0.641*** 0.842*** 0.695*** 0.737*** 0.831*** 0.759*** 0.790*** 0.761***
Forecast horizon: 9 months
psR2 Neg. 0.132 0.077 0.072 0.114 0.077 0.076 0.096
QPS 0.219 0.201 0.211 0.213 0.206 0.213 0.213 0.209
AUC 0.621** 0.820*** 0.752*** 0.750*** 0.814*** 0.747*** 0.768*** 0.788***
Forecast horizon: 12 months
psR2 Neg. 0.037 0.000 0.013 0.027 0.013 0.012 0.031
QPS 0.223 0.216 0.221 0.220 0.219 0.220 0.222 0.218
AUC 0.552 0.737*** 0.646*** 0.670*** 0.709*** 0.673*** 0.680*** 0.716***
Notes: This table presents the one-to-twelve-month-ahead forecasting results from static probit models
for NBER recessions using credit variables and common factors as predictors. See also the notes to
Table 5.2.
bond premium seems to contain valuable predictive information in predicting recessions.
Similarly, in Table 5.9 we report the ﬁndings for models including the credit variables
and three common factors (M9–M16). An interesting general ﬁnding is that while the
model ﬁt based on the out-of-sample pseudo-R2 is notably higher at shorter forecast
horizons for the models in Table 5.9 than in Table 5.8, the situation turns around in
the longer (nine-and-twelve-month) horizons. This is mainly explained by the inclusion
of the term spread (TS) in Models 1 to 8, which is a very important predictor at the
longer-horizon forecasts. The ﬁndings in terms of the credit variables in Table 5.9
indicate that the model including EBP as a predictor (M10) performs particularly well
in most cases, and also Model 13 (including the bank stock returns) performs relatively
well in the longer-horizon forecasts.
In Table 5.10 we present ﬁndings for selected multivariate models that illustrate
diﬀerent combinations of credit variables, classic recession predictors, and common
factors (see Table 5.5 for the details of these models) as predictors. The ﬁndings suggest
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Table 5.10: Out-of-sample results for selected multivariate models
Forecast horizon: 1 month
Model M17 M18 M19 M20 M21 M22 ARM21
psR2 0.258 0.476 0.451 0.539 0.546 0.466 0.528
QPS 0.149 0.104 0.105 0.082 0.079 0.108 0.083
AUC 0.871*** 0.965*** 0.946*** 0.966*** 0.968*** 0.975*** 0.962***
Forecast horizon: 3 months
psR2 0.074 0.327 0.320 0.280 0.380 0.176 0.270
QPS 0.180 0.149 0.140 0.133 0.116 0.162 0.132
AUC 0.794*** 0.939*** 0.919*** 0.886*** 0.928*** 0.910*** 0.904***
Forecast horizon: 6 months
psR2 Neg. 0.046 Neg. 0.161 0.333 Neg. Neg
QPS 0.213 0.206 0.201 0.176 0.156 0.214 0.278
AUC 0.665*** 0.838*** 0.816*** 0.862*** 0.943*** 0.826*** 0.840***
Forecast horizon: 9 months
psR2 Neg. Neg. Neg. 0.114 0.224 Neg. Neg.
QPS 0.236 0.216 0.221 0.203 0.174 0.205 0.581
AUC 0.565 0.749*** 0.711*** 0.792*** 0.852*** 0.719*** 0.632***
Forecast horizon: 12 months
psR2 Neg. 0.066 Neg. Neg. 0.179 0.027 Neg.
QPS 0.268 0.204 0.214 0.219 0.186 0.199 0.306
AUC 0.448 0.751*** 0.702*** 0.664*** 0.811*** 0.733*** 0.724***
Notes: This table presents the one-to-twelve-month-ahead forecasting results from selected multivariate
(multiple predictor) probit models for NBER recessions including credit variables, common factors
based on the credit variables, and control variables. ARM21 refers to the autoregressive extension of
Model 21, see Table 5.6. See also the notes to Table 5.2.
that the kitchen sink model (M17), i.e. the model including all of the credit variables
considered in this study, performs poorly out of sample. This illustrates a common
ﬁnding in forecasting studies that parsimonious models often tend to perform better
out of sample than models that have a good in-sample ﬁt. Results for Model 18 show
that the combination of a credit factor (fcr1) and the classic recession predictors does
not perform particularly well out of sample, when compared with the models including
individual credit variables and the classic predictors in Table 5.8. Generally, Models
18 to 22 all perform rather well at the one-to-three-month forecast horizons, but the
performance based on the AUC and other goodness-of-ﬁt measures deteriorates at the
longer horizons. Overall, model M21, combining credit variables (EBP and BS), classic
recession predictors (TS and LSP), and common factors (f2 and f3), (along with Model
2 in Table 5.8) has by far the best out of sample performance at the longer (at least 6
months) forecast horizons (whereas M22 is the preferred model in sample and in the
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one-month-ahead forecasts). This reaﬃrms our previous ﬁndings on the usefulness of
credit variables, especially concerning the excess bond premium and bank stock returns,
as predictors of U.S. recession periods.
Finally, we also study the out-of-sample forecasting performance of the autoregressive
probit model (5.6). In general, the ﬁndings indicate that the extended model (5.6)
is not able to outperform the static model (5.5) out of sample, as illustrated by the
autoregressive extension of Model 21 (ARM21) in the ﬁnal column of Table 5.10. This
implies that the static probit model is adequate in our application.
5.5 Conclusions
In this paper, we have studied the role of credit in predicting U.S. recessions by means
of binary response models. Although there is a signiﬁcant body of literature focusing on
the relationship between credit and ﬁnancial crises or real activity, our paper is the ﬁrst
one to comprehensively evaluate the role of credit variables in the context of predicting
recessions. We have employed a number of credit and credit spread variables, and
controlled for the predictive ability of classic predictors and common factors constructed
from a large panel of ﬁnancial and macroeconomic variables.
Our ﬁndings indicate that credit variables are indeed useful predictors of U.S.
recessions. The excess bond premium (EBP) component of a corporate bond credit
spread index, capturing the cyclical changes in the relationship between default risk
and credit spreads, shows particularly good predictive ability in various diﬀerent model
speciﬁcations. To a slightly lesser extent, measures of credit growth, such as the change
in total consumer credit (TCC), as well as the return on a bank stock portfolio (BS)
are also found to be useful predictors of future recessions.
Combining credit variables with classic predictors and common factors generally
result in higher in-sample ﬁt as well as gains in out-of-sample forecasting. However,
an autoregressive extension to the standard static probit model shows little to no
improvement in both in-and-out-of-sample performance.
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Data Appendix: Large panel of ﬁnancial and macroe-
conomic variables
In this Appendix, we provide the details of the ﬁnancial and macroeconomic variables
used to form the common factors that are employed as predictors in the study. The
variables are in most part the same as in Christiansen et al. (2014) and we also follow
their notation. Additionally, we include group of variables on consumption, orders and
inventories, as in Ludvigson and Ng (2009). In this group, we also include sentiment
variables that were found by Christiansen et al. (2014) to be important predictors of
future recessions.
The data sources are the following: The Federal Reserve Economic Data11 (FRED);
Center of Research in Security Prices (CRSP); Kenneth French Data Library12 (FRENCH);
11http://research.stlouisfed.org/fred2/
12http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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Goyal and Welch (2008) dataset13 (GW); Datastream database (DS); Michael W. Mc-
Cracken and Serena Ng Monthly Database for Macroeconomic Research Data14.
There are six possible transformations for the series: (1) “lvl” denotes level series; (2)
“Δlvl” denotes ﬁrst diﬀerence; (3) “Δ2lvl” denotes second diﬀerence; (4) “log” denotes a
logarithmic transformation; (5) “Δlog” denotes logarithmic ﬁrst diﬀerence; (6) “Δ2log”
denotes logarithmic second diﬀerence.
Exchange Rates
No. Source Symbol Transf. Description
86 DS EXCU Δlog Canada–U.S. Foreign Exchange Rate
87 DS EXDU Δlog Denmark–U.S. Foreign Exchange Rate
88 DS EXIU Δlog India–U.S. Foreign Exchange Rate
89 DS EXSU Δlog Switzerland–U.S. Foreign Exchange Rate
90 DS EXJU Δlog Japan–U.S. Foreign Exchange Rate
91 DS EXUA Δlog U.S.–Australia Foreign Exchange Rate
92 DS EXUU Δlog U.S.–U.K. Foreign Exchange Rate
93 FRED TWUB Δlog Trade-Weighted U.S. Dollar Index (Broad)
94 FRED RWUM Δlog Trade-Weighted U.S. Dollar Index (Major Currencies)
Output and Income
No. Source Symbol Transf. Description
95 FRED PI Δlog Personal Income (Chained 2009 Dollars,
Seasonally Adjusted)
96 FRED PCI Δlog Disposable Personal Income
(Chained 2009 Dollars, SA)
97 FRED PITR Δlog Personal Income Excluding Current Transfer Receipts
(Chained 2009 Dollars, SA)
98 FRED IPT Δlog Industrial Production Index - Total Index
(2007=100, SA)
99 FRED IPFP Δlog Industrial Production Index - Final Products
(2007=100, SA)
100 FRED IPCG Δlog Industrial Production Index - Consumer Goods
(2007=100, SA)
101 FRED IPDC Δlog Industrial Production Index - Durable Consumer Goods
(2007=100, SA)
102 FRED IPND Δlog Industrial Production Index - Nondurable Consumer Goods
(2007=100, SA)
103 FRED IPBE Δlog Industrial Production Index - Business Equipment
(2007=100, SA)
104 FRED IPM Δlog Industrial Production Index - Materials (2007=100, SA)
105 FRED IPDM Δlog Industrial Production Index - Durable Materials
(2007=100, SA)
106 FRED IPNM Δlog Industrial Production Index - Nondurable Materials
(2007=100, SA)
13http://www.hec.unil.ch/agoyal/
14http://research.stlouisfed.org/econ/mccracken/
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Employment, Hours, and Earnings
No. Source Symbol Transf. Description
107 FRED CLF Δlog Civilian Labor Force (Thous., SA)
108 FRED CUR Δlvl Civilian Unemployment Rate (%)
109 FRED CE Δlog Civilian Employment (Thous., SA)
110 FRED UMP Δlvl Unemployed (Thous., SA)
111 FRED ADE Δlvl Average Duration of Unemployment (Weeks, SA)
112 FRED CU5 Δlog Civilians Unemployed - Less than 5 Weeks (Thous., SA)
113 FRED CU14 Δlog Civilians Unemployed - For 5-14 Weeks (Thous., SA)
114 FRED CU15 Δlog Civilians Unemployed - For 15 Weeks & Over (Thous., SA)
115 FRED CU26 Δlog Civilians Unemployed - For 15-26 Weeks (Thous., SA)
116 FRED CU27 Δlog Civilians Unemployed - For 27 Weeks & Over (Thous., SA)
117 FRED AENF Δlog All Employees: Total Nonfarm (Thous., SA)
118 FRED AEPI Δlog All Employees: Total Private Industries (Thous., SA)
119 FRED AEGI Δlog All Employees: Goods-Producing Industries (Thous., SA)
120 FRED AEML Δlog All Employees: Mining and Logging (Thous., SA)
121 FRED AEC Δlog All Employees: Construction (Thous., SA)
122 FRED AEM Δlog All Employees: Manufacturing (Thous., SA)
123 FRED AEDG Δlog All Employees: Durable Goods (Thous., SA)
124 FRED AENG Δlog All Employees: Nondurable Goods (Thous., SA)
125 FRED AESI Δlog All Employees: Service-Providing Industries (Thous., SA)
126 FRED AETU Δlog All Employees: Trade, Transportation, and Utilities
(Thous., SA)
127 FRED AEWT Δlog All Employees: Wholesale Trade (Thous., SA)
128 FRED AERT Δlog All Employees: Retail Trade (Thous., SA)
129 FRED AEFA Δlog All Employees: Financial Activities (Thous., SA)
130 FRED AEG Δlog All Employees: Government (Thous., SA)
131 FRED AEIS Δlog All Employees: Information Services (Thous., SA)
132 FRED AEPB Δlog All Employees: Professional & Business Services
(Thous., SA)
133 FRED AWG lvl Average Weekly Hours of Production and Nonsupervisory
Employees: Goods (SA)
134 FRED AWC lvl Average Weekly Hours of Production and Nonsupervisory
Employees: Construction
135 FRED AWM lvl Average Weekly Hours of Production and Nonsupervisory
Employees: Manufacturing
136 FRED AWPI lvl Average Weekly Hours of Production and Nonsupervisory
Employees: Total Private Industries
137 FRED AHG Δlog Average Hourly Earnings of Production and Nonsupervisory
Employees: Goods (SA)
138 FRED AHG Δlog Average Hourly Earnings of Production and Nonsupervisory
Employees: Construction
139 FRED AHM Δlog Average Hourly Earnings of Production and Nonsupervisory
Employees: Manufacturing
140 FRED AHPI Δlog Average Hourly Earnings of Production and Nonsupervisory
Employees: Total Private
141 FRED AOM lvl Average Weekly Overtime Hours of Production and
Nonsupervisory Employees: Manufacturing
139
Housing
No. Source Symbol Transf. Description
142 FRED HSMW log Housing Starts in the Midwest Census Region (Thous., SA)
143 FRED HSNE log Housing Starts in the Northeast Census Region (Thous., SA)
144 FRED HSS log Housing Starts in the South Census Region (Thous., SA)
145 FRED HSW log Housing Starts in the West Census Region (Thous., SA)
146 FRED NOWH log New One Family Houses Sold (Thous., SA)
147 FRED NPHA log New Private Housing Units Authorized By Building Permits
(Thous., SA)
148 FRED RHS lvl Ratio of Houses for Sale to Houses Sold (SA)
Money and Savings
No. Source Symbol Transf. Description
149 FRED CCM Δlog Currency Component of M1 (SA)
150 FRED M1 Δlog M1 Money Stock (SA)
151 FRED M2 Δlog M2 Money Stock (SA)
152 FRED PSR lvl Personal Savings Rate (%)
Prices
No. Source Symbol Transf. Description
153 FRED PPCM Δlog Producer Price Index: Crude Materials for
Further Processing (1982=100, SA)
154 FRED PPCF Δlog Producer Price Index: Finished Consumer Foods
(1982=100, SA)
155 FRED PPFC Δlog Producer Price Index: Finished Goods (1982=100, SA)
156 FRED PPIM Δlog Producer Price Index: Intermediate Materials: Supplies &
Components (1982=100, SA)
157 FRED PPCE Δlog Producer Price Index: Finished Goods: Capital Equipment
(1982=100, SA)
158 FRED CPA Δlog CPI-U: All Items (82-84=100, SA)
159 FRED CPFE Δlog CPI-U: All Items Less Food & Energy (82-84=100, SA)
160 FRED CPT Δlog CPI-U: Transportation (82-84=100, SA)
161 FRED CPC Δlog CPI-U: Commodities (82-84=100, SA)
162 FRED CPD Δlog CPI-U: Durables (82-84=100, SA)
163 FRED CPN Δlog CPI-U: Nondurables (82-84=100, SA)
164 FRED CPF Δlog CPI-U: All Items Less Food (82-84=100, SA)
165 FRED CPS Δlog CPI-U: All Items Less Shelter (82-84=100, SA)
166 FRED SOP Δlog Spot Oil Price: West Texas Intermediate
167 FRED PEC Δlog Personal Consumption Expenditures: Chain-type
Price Index (2005=100, SA)
168 FRED PEFE Δlog Personal Consumption Expenditures Excluding Food
and Energy: Chain-type Price Index (2005=100, SA)
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Consumption, Orders, Inventories, and Sentiment
No. Source Symbol Transf. Description
169 FRED PMI lvl ISM Manufacturing: Purchasing Managers’
Composite Index (SA)
170 FRED PMNO lvl ISM Manufacturing: New Orders Index (SA)
171 FRED PMSD lvl ISM Manufacturing: Supplier Deliveries Index (SA)
172 FRED PMSD lvl ISM Manufacturing: Inventories Index (SA)
173 MCNG ODG Δlog Manufacturers’ New Orders: Durable Goods
174 MCNG ONCG Δlog Manufacturers’ New Orders: Nondefense Capital Goods
175 MCNG UODG Δlog Manufacturers’ Unﬁlled Orders: Durable Goods
176 MCNG MTI Δlog Manufacturing and Trade Total Business Inventories
177 MCNG MTIS Δlvl Inventories to Sales Ratio
178 MCNG PCE Δlog Real Personal Consumption Expenditures
179 MCNG MTS Δlog Real Manufacturing and Trade Sales
180 MCNG RTS Δlog Retail and Food Services Sales
181 FRED CEM Δlvl University of Michigan: Consumer Sentiment
(UMCSENT extended)
182 FRED CONF lvl Consumer Opinion Surveys/Conﬁdence Indicators:
OECD Indicator for the United States
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