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ON MULTIPLICATIVE DEPENDENCE OF VALUES OF
RATIONAL FUNCTIONS AND A GENERALISATION
OF THE NORTHCOTT THEOREM
ALINA OSTAFE, MIN SHA, IGOR E. SHPARLINSKI,
AND UMBERTO ZANNIER
Abstract. In this paper we study multiplicative dependence of
values of polynomials or rational functions over a number field. As
an application, we obtain new results on multiplicative dependence
in the orbits of a univariate polynomial dynamical system. We also
obtain a broad generalisation of the Northcott theorem replacing
the finiteness of preperiodic points from a given number field by
the finiteness of initial points with two multiplicatively dependent
elements in their orbits.
1. Introduction
1.1. Motivation and background. We say that non-zero complex
numbers α1, . . . , αn are multiplicatively dependent if there exist integers
k1, . . . , kn, not all zero, such that
αk11 · · ·α
kn
n = 1.
Consequently, a point in the complex space Cn is called multiplicatively
dependent if its coordinates are all non-zero and are multiplicatively
dependent.
The same definition of multiplicative dependence applies to rational
functions as well. Moreover, we say that rational functions ϕ1, . . . , ϕs ∈
C(X) are multiplicatively independent modulo constants if there is no
non-zero integer vector (k1, . . . , ks) such that
ϕk11 · · ·ϕ
ks
s ∈ C
∗.
We also use Gm to denote the multiplicative algebraic group, that is
Gm = Q
∗
endowed with the multiplicative group law, where as usual Q
denotes the algebraic closure of Q. The study of intersections of geo-
metrically irreducible algebraic curves X ⊆ Gnm, defined over a number
field K, and a union of proper algebraic subgroups of Gnm has been
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initiated by Bombieri, Masser and Zannier [5] (see also [32]). It is
well known (see, for example, [4, Corollary 3.2.15]) that each such
subgroup of Gnm is defined by a finite set of equations of the shape
Xk11 · · ·X
kn
n = 1, with integer exponents not all zero. That is, the
work [5] is about multiplicative dependence of points on a curve. It
has been proved in [5, Theorem 1] that, under the assumption that X
is not contained in any translate of a proper algebraic subgroup of Gnm,
the multiplicatively dependent points on X (Q) form a set of bounded
(absolute logarithmic) Weil height.
Most recently, a new point of view has been introduced in [22].
In particular, the structure of multiplicatively dependent points on
X (Kab) has been established in [22], where Kab is the maximal abelian
extension of a number field K. In turn this implies that the set of
such points is finite if X is of positive genus (see [22, Remark 2.4]1).
However, other than the structure, this result does not tell us further
information about the case when X is of genus zero. Here we address
this issue and give several applications to algebraic dynamical systems.
In algebraic geometry (see, for instance, [16, Section 1.2]), a rational
curve defined over a field F is a curve birationally isomorphic to the pro-
jective line P1. If F is algebraically closed, this is equivalent to a curve
of genus zero. Moreover, each rational curve can be parametrized in
the form (ϕ1(X), . . . , ϕs(X)), where ϕi ∈ F(X) are rational functions,
not all constant. Conversely, each curve of this form represents a ratio-
nal curve. So, when considering multiplicatively dependent points on
a curve of genus zero, we essentially study multiplicative dependence
in values of some rational functions, which is exactly the topic of this
paper. Since we only discuss multiplicative dependence for non-zero
complex numbers, this setting automatically excludes poles and zeros
of rational functions. See also [7] for the case of translations of algebraic
numbers.
This work is also partially motivated by a series of recent results on
the distribution of roots of unity and, more generally, of algebraic num-
bers of bounded house (we refer to Section 1.2 for a precise definition)
in orbits of rational functions. Here, we consider a broad generalisation
of such problems and in particular study the multiplicative dependence
of several consecutive iterations ϕ(n+1)(α), . . . , ϕ(n+s)(α).
1We take this opportunity to indicate that the justification given in [22, Remark
2.4] mentions the infinitude of the automorphism group of Gm while in fact it
contains only two automorphisms; however the claim itself is correct as the simple
comparison of the genera of Gm and X shows.
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Recall that for a rational function ϕ ∈ K(X), the n-th iterate ϕ(n)
of ϕ is recursively defined by
ϕ(0) = X, and ϕ(n) = ϕ
(
ϕ(n−1)
)
, n ≥ 1.
For an element α ∈ Q we define the orbit of ϕ at α as the set
(1.1) Orbϕ(α) = {un : u0 = α, un = ϕ(un−1), n = 1, 2, . . .}.
Remark 1.1. The iterations in the orbit Orbϕ(α) are defined until
some point un−1 hits a pole of ϕ. Moreover, if some point un, n ≥ 1,
in (1.1) is defined, then α is not a pole of ϕ(n) and un = ϕ
(n)(α).
However, the converse is not true, and the fact that the evaluation
ϕ(n)(α) is defined does not imply the existence of un, since it is defined
if and only if all the previous points u0, . . . , un−1 of the orbit (1.1) are
defined and un−1 is not a pole of ϕ. Clearly, for polynomial systems
this distinction does not exist.
Definition 1.2 (Periodic and preperiodic points). We say that α ∈ Q
is a periodic point for ϕ if ϕ(n)(α) = α for some positive integer n, and
we say that α is a preperiodic point for ϕ if ϕ(m)(α) is a periodic point
for some positive integer m.
The famous Northcott theorem, see [27, Theorem 3.12], gives the
finiteness of preperiodic points for ϕ contained in a number field and
of bounded Weil height when ϕ is of degree at least 2. Here we obtain
an extension of this finiteness result in a new direction, which involves
the notion of multiplicative dependence instead of equality.
1.2. General notation and convention. Throughout the paper, we
use the following notation:
Q: the algebraic closure of the rational numbers Q;
U: the set of all roots of unity in the complex numbers C;
K: an algebraic number field;
dK: the degree over Q of the number field K;
ZK: the ring of integers of K;
Kc = K(U): the maximal cyclotomic extension of K;
Kab: the maximal abelian extension of K;
ϕ = (ϕ1, . . . , ϕs) ∈ C(X)
s: a vector of rational functions;
ϕ(α) = (ϕ1(α), . . . , ϕs(α)) ∈ C
s for α ∈ C.
We recall that by the Kronecker–Weber theorem, Qc = Qab, see [28,
Chapter 14]. However, generally we can only claim Kc ⊆ Kab.
We reserve |α| for the usual absolute value of α ∈ C and use α for
the house of α, which is the maximum of absolute values |σ(α)| of the
conjugates σ(α) over Q of α ∈ Q.
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Height always means the absolute logarithmic Weil height which we
denote by h(α) for non-zero α ∈ Q, see [4, 31].
For a rational function ϕ ∈ K(X) with ϕ = f/g, f, g ∈ K[X ] and
gcd(f, g) = 1, we define the degree of ϕ, denoted by degϕ, to be
max{deg f, deg g}. We say that ϕ is monic, if both f and g are monic.
Definition 1.3 (Special rational functions). We say that a rational
function ϕ ∈ K(X) of degree d is special if ϕ is a conjugate, with
respect to the conjugation action given by PGL2(K) on K(X), either
to ±Xd or to ±Td(X).
Here, we use Td to denote the Chebyshev polynomial of degree d
which is uniquely defined by the functional equation Td(X + X
−1) =
Xd +X−d.
Throughout the paper, we use the Landau symbol O and the Vino-
gradov symbol ≪. Recall that the assertions U = O(V ) and U ≪ V
are both equivalent to the inequality |U | ≤ cV with some absolute
constant c > 0. To emphasise the dependence of the implied constant
c on some parameter (or a list of parameters) ρ, we write U = Oρ(V )
or U ≪ρ V .
1.3. Main results and methods. First, we show that under rather
natural conditions on ϕ ∈ K(X)s the point ϕ(α) is multiplicatively in-
dependent for all but finitely many elements α ∈ Kab, see Theorem 4.2
below.
Then, in Section 4.2 we establish several results about multiplicative
independence of s ≥ 1 consecutive elements in an orbit of a polynomial
for all but finitely many initial values α ∈ Kc. These give a very broad
generalisation of previously known results on roots of unity in orbits
(which corresponds to s = 1).
In Section 4.3 we investigate the question of multiplicative depen-
dence of pairs of elements (not necessary consecutive) in orbits. More
precisely, we prove in Theorem 4.11 that for a polynomial f ∈ K[X ] of
degree at least two and without multiple roots, there are only finitely
many elements α ∈ K such that for some distinct integers m,n ≥ 0
the values f (m)(α) and f (n)(α) are multiplicatively dependent. In par-
ticular, this can be considered as an extension of the Northcott theo-
rem, see [27, Theorem 3.12], about the finiteness of preperiodic points
(clearly f (m)(α) = f (n)(α) can be considered as a very special instance
of multiplicative dependence).
The proofs of the above results rest on Section 2, where we collect
several general statements about polynomials and their iterations, and
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on Section 3 where we present more specialised auxiliary results, some
of which are new and maybe of independent interest.
The results of Section 4.2 are based on a combination of several ideas.
First we need to record a rather precise description of the structure
of multiplicatively dependent values of rational functions in elements
from Kab, see Lemma 3.9 below, complementing [22, Theorem 2.1].
The proof is based on the ideas of Bombieri, Masser and Zannier [5]
and is similar to those in [22]. This description is then combined with
an argument of Dvornicich and Zannier [8], which has recently also
been used in [21]. However, compared to the orginial scheme of [8] now
somewhat simpler argument is possible, thanks to the results of Fuchs
and Zannier [10], which in turn extend previous results of Zannier [30]
from Laurent polynomials to arbitrary rational functions.
The main result of Section 4.3, that is, Theorem 4.11 is based on some
classical Diophantine techniques. More precisely, we use results about
the finiteness of perfect powers amongst polynomial values, which are
due to Be´rczes, Evertse and Gyo¨ry [3], combined with the celebrated
result of Faltings [9] on the finiteness of rational points on a plane curve
of genus g > 1.
1.4. Further generalisations. It is easy to see that some of our
results can be extended to any field with the Bogomolov property,
that is, fields L ⊆ Q for which there exists a constant cL > 0, such
that for any non-zero α ∈ L \ U we have h(α) ≥ cL. In particular,
from [2, Theorem 1.2] it follows that Kab has the Bogomolov property,
see [1, 11, 13, 14] for non-abelian examples of such fields and further
references.
2. Preliminaries
2.1. Bounding exponents in multiplicative relations. One of our
main tools is the following result obtained in the proof of [22, Theo-
rem 2.1], which follows the same approach as in [5, Theorem 1]. It
can be seen as a generalisation of Loxton and van der Poorten’s re-
sult [20, 24] on bounding exponents of multiplicative relations of alge-
braic numbers.
Lemma 2.1. Let ϕ = (ϕ1, . . . , ϕs) ∈ K(X)
s whose components are
multiplicatively independent modulo constants. Then, for any α ∈ Kab
such that the point ϕ(α) is multiplicatively dependent, there exist inte-
gers k1, . . . , ks, not all zero, satisfying
max |ki| ≪dK,ϕ 1,
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and such that
ϕ1(α)
k1 · · ·ϕs(α)
ks = ζ
for some root of unity ζ ∈ U ∩K(α).
We remark that the necessary condition “multiplicatively indepen-
dent modulo constants” in Lemma 2.1 comes from [5, Theorem 1 and
Theorem 1’]; see also [22, Remark 2.6]. Here, we present a simple ex-
ample. Take ϕ1 = X + 1, ϕ2 = X − 1, ϕ3 = 2(X
2 − 1), then ϕ1, ϕ2, ϕ3
are multiplicatively independent but they are not multiplicatively in-
dependent modulo constants. For any integer m ≥ 2, let αm = 2
m− 1.
Then, we have the multiplicative dependence relation
ϕ1(αm)
−(m+1)ϕ2(αm)
−mϕ3(αm)
m = 1,
where the absolute values of the exponents go to infinity as m goes to
infinity.
2.2. Hilbert’s Irreducibility Theorem over Kc. We need the fol-
lowing result due to Dvornicich and Zannier [8, Corollary 1]. We
present it however in a weaker form as in [21, Lemma 2.1] that is
needed for our purpose, but the proof is given within the proof of [8,
Corollary 1].
Lemma 2.2. Let f ∈ Kc[X, Y ] be such that f(X, Y m) as a polynomial
in X does not have a root in Kc(Y ) for all positive integers m ≤ degX f .
Then, f(X, ζ) has a root in Kc for only finitely many roots of unity ζ.
2.3. Representations via linear combinations of roots of unity.
Loxton [19, Theorem 1] has proved that any algebraic integer α con-
tained in some cyclotomic field has a short representation as a sum
of roots of unity, that is, α =
∑b
i=1 ζi, where ζ1, . . . , ζb ∈ U, and the
integer b depends only on α .
Dvornicich and Zannier [8, Theorem L] extended the result of Lox-
ton [19, Theorem 1] to algebraic integers contained in a cyclotomic
extension of a given number field. Here we present a simplified version.
Lemma 2.3. There exists a finite set E ⊆ K depending on K such that
any algebraic integer α ∈ Kc can be written as α =
∑b
i=1 ciξi, where
ci ∈ E , ξi ∈ U, i = 1, . . . , b, and the integer b depends only on K and
α .
2.4. Multiplicative independence of polynomial iterates. We
need the following special case of the result of Young [29, Corollary 1.2],
which generalises the previous result of Gao [12, Theorem 1.4] to mul-
tiplicative independence of consecutive iterations of polynomials over
fields of characteristic zero.
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Lemma 2.4. Let F be an arbitrary field of characteristic zero, and let
f ∈ F[X ] be a polynomial of degree at least 2 which is not a monomial.
Then, for any fixed integer n ≥ 1, the polynomials f (1)(X), . . . , f (n)(X)
are multiplicatively independent modulo constants.
We also note that the result of [29, Corollary 1.2] applies to rational
functions as well, under some mild conditions.
3. Arithmetic properties of polynomials and their
iterations
3.1. Growth of the number of terms in iterates of rational
functions. Another important tool for our main results is a bound
of Fuchs and Zannier [10, Corollary], on the number of terms in the
iterates of a rational function. First we introduce the following:
Definition 3.1 (Sparsity of rational functions). We define the sparsity
S(ϕ) of a rational function ϕ ∈ C(X) as the smallest number of total
terms (in both numerator and denominator) in any representation ϕ =
f/g with f, g ∈ C[X ].
It is important to note that in Definition 3.1 we do not impose the
coprimality condition on the polynomials f and g.
We present next the result of Fuchs and Zannier [10, Corollary] in the
form that is needed for this paper, that is, for iterates of polynomials.
We note that their result is proven for iterates of rational functions
of degree d ≥ 3. Although it is very likely that [10, Corollary] can
be extended to rational functions of degree d = 2 as well, see the
comments after [10, Corollary], here we choose a simpler path which
is quite sufficient for our purpose. First we need the following simple
statement about the Chebyshev polynomial T4 of degree 4.
Lemma 3.2. Let F be a field of characteristic zero. If T4(X) = f
(2)(X)
for some polynomial f ∈ F[X ], then f(X) = T2(X).
Proof. Recall the explicit form T4(X) = X
4−4X2+2. We can assume
that f(X) = aX2 + bX + c, a 6= 0. Clearly, the coefficient of X3
in f (2)(X) comes only from the term af(X)2 and is equal to 2a2b.
Since a 6= 0, we have b = 0. Thus, f(X) = aX2 + c and f (2)(X) =
a3X4 + 2a2cX2 + ac2 + c. Therefore,
a3 = 1, 2a2c = −4, ac2 + c = 2.
From the second relation above, we derive 2a3c = −4a, and since a3 = 1
we obtain c = −2a. Hence,
ac2 + c = 4a3 − 2a = 4− 2a,
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and recalling the third relation, we obtain a = 1 and thus c = −2.
Therefore, f(X) = X2 − 2 = T2(X). 
Now, we are ready to present the following slight variation of the
result of Fuchs and Zannier in [10, Corollary].
Lemma 3.3. Let F be a field of characteristic zero. Let q ∈ F(X) be
a non-constant rational function, and let f ∈ F[X ] be of degree d ≥ 2.
Assume that f is not special. Then, for any n ≥ 1 we have
S
(
f (n)(q(X))
)
≥ ((n− 5) log d− log 2016) / log 5.
Proof. If d ≥ 3, then the claimed result is included in [10, Corollary].
In the following, we assume that d = 2.
Since S
(
f (n)(q(X))
)
≥ 1 we can obviously assume that n > 5.
If n = 2m is even, then setting g(X) = f (2)(X), we see from
Lemma 3.2 that g is also not special, and then for f (n)(q(X)) =
g(m)(q(X)), by [10, Corollary] we have
S
(
f (n)(q(X))
)
= S
(
g(m)(q(X))
)
≥ ((m− 2) log 4− log 2016) / log 5
= ((n/2− 2) log 4− log 2016) / log 5
= ((n− 4) log 2− log 2016) / log 5,
which is better than the claimed result.
Now, assume that n = 2m− 1 is odd. Since n > 5, we have m > 3.
We rewrite
S
(
f (n)(q(X))
)
= S
(
f (2(m−1))(f(q(X)))
)
,
then as the previous case, we obtain
S
(
f (n)(q(X))
)
≥ ((m− 3) log 4− log 2016) / log 5
= ((n− 5) log 2− log 2016) / log 5.
This completes the proof. 
3.2. On the size of elements in orbits. We make use of the follow-
ing simple facts about the growth of elements in orbits, which are given
in different forms or follow exactly the same proof as in [6, Lemma 3.5]
and [21, Lemma 2.5, Lemma 2.7 and Corollary 2.8].
We separate them into Archimedean and non-Archimedean cases.
Lemma 3.4. Let f(X) =
∑d
i=0 aiX
i ∈ K[X ] of degree d ≥ 2 and let
(3.1) L = max
σ
(
1 + |σ(a−1d )|+
d−1∑
i=0
|σ(ai/ad)|
)
,
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where the maximum is taken over all embeddings σ of K into C. Then,
if α ∈ Q is such that
(i) |α| > L, then {|σ(f)(n)(α)|}n∈N is a strictly increasing sequence
for any embedding σ of K into C;
(ii) f (n)(α) ≤ A for some positive real number A and some integer
n ≥ 1, then
f (r)(α) ≤ max(A,L), for all 0 ≤ r ≤ n− 1.
Lemma 3.5. Let f(X) =
∑d
i=0 aiX
i ∈ K[X ] of degree d ≥ 2 and let
α ∈ Q be such that
(3.2) |α|v > max
j=0,...,d−1
{1, |aj/ad|v, |ad|
−1
v }
for a non-archimidean absolute value | · |v of K (normalised in some
way and extended to Q). Then, {|f (n)(α)|v}n∈N is a strictly increasing
sequence.
However, we also need a different form of Lemmas 3.4 and 3.5, which
we present below.
Lemma 3.6. Let f(X) =
∑d
i=0 aiX
i ∈ K[X ] of degree d ≥ 2. Then,
there exists a real number L > 0 and an integer E, both depending only
on f , such that, for any non-zero α, β ∈ Q with β ≪ 1, we have:
(i) If βf (n)(α) ≤ A for some constant A and some n ≥ 1, then
βf (r)(α) ≪ max(A,L)
for any 0 ≤ r ≤ n− 1.
(ii) If β is an algebraic integer and βf (n)(α) is also an algebraic
integer for some n ≥ 1, then Eβf (r)(α) is also an algebraic
integer for any 0 ≤ r ≤ n− 1.
Proof. (i) Let g(X) = βf(β−1X) and let L be defined by (3.1). Then,
for any k ≥ 1, one has
g(k)(X) = βf (k)(β−1X).
From the hypothesis, we know that g(n)(βα) ≤ A for some n ≥ 1.
Now, applying Lemma 3.4 with the polynomial g and the initial point
βα, we obtain that
βf (r)(α) = g(r)(βα) ≤ max(A,Lg)
for all 0 ≤ r ≤ n− 1, where as in (3.1)
Lg = max
σ
(
1 + |σ(β)|d−1|σ(a−1d )|+
d−1∑
i=0
|σ(β)|d−i|σ(ai/ad)|
)
,
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where the maximum is taken over all embeddings σ of K into C. How-
ever, since β ≪ 1, we have Lg ≪ L, and thus
βf (r)(α) ≪ max(A,L)
for all 0 ≤ r ≤ n− 1. This concludes the part (i).
(ii) We enlarge the field K if needed such that it contains α, β. Let
| · |v be any non-archimidean absolute value of K. From the hypothesis
we know that g(n)(βα) is an algebraic integer, and so |g(n)(βα)|v ≤ 1.
Then, by Lemma 3.5, applied again to the polynomial g and the initial
points g(r)(βα), r = 0, 1, . . . , n − 1, we see that the analogue of the
condition (3.2) fails and we obtain that
|g(r)(βα)|v ≤ max
i=0,...,d−1
{1, |β|d−iv |ai/ad|v, |β|
d−1
v |ad|
−1
v }.
Since |β|v ≤ 1 (note that β is an algebraic integer), we deduce that
|βf (r)(α)|v = |g
(r)(βα)|v ≤ max
i=0,...,d−1
{1, |ai/ad|v, |ad|
−1
v }.
Taking now a sufficiently large integer E such that Eai/ad and E/ad
are algebraic integers and so |Eai/ad|v, |Ea
−1
d |v ≤ 1, for i = 0, . . . , d−1,
we have |Eβf (r)(α)|v ≤ 1 and conclude that Eβf
(r)(α) is an algebraic
integer for any integer r with 0 ≤ r ≤ n− 1. 
3.3. Compositions of rational functions and monomials. We
need the following result which claims that the compositions of rational
functions usually cannot give a monomial.
Lemma 3.7. Let ϕ ∈ Q(X) be a rational function. Assume that ϕ is
not a power of a linear fractional function. Then, for
R(X, Y ) = ϕ(X)− bY, b ∈ Q
∗
,
there exists no rational function S ∈ Q(Y ) such that
R(S(Y ), Y m) = 0 for some m ≥ 1.
Proof. Without loss of generality, we can assume that ϕ is non-constant.
By contradiction, suppose that there exists a non-constant rational
function S(Y ) = S1(Y )/S2(Y ) ∈ Q(Y ), where S1, S2 ∈ Q[X ] with
gcd(S1, S2) = 1, and a positive integer m ≥ 1 such that
(3.3) R(S(Y ), Y m) = 0.
Let β1, . . . , βt ∈ Q be all the distinct zeros and poles of ϕ. Then
R(X, Y ) becomes
R(X, Y ) =
a
∏
j:Dj>0
(X − βj)
Dj∏
j:Dj<0
(X − βj)−Dj
− bY,
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for some a ∈ Q
∗
and some non-zero integers D1, . . . , Dt. If ϕ has no
poles, then the factor
∏
j:Dj<0
(X − βj)
−Dj automatically becomes 1.
We set a similar convention when ϕ has no zeros.
We denote
D = D1 + . . .+Dt.
Clearing the denominators, we can rewrite (3.3) as
a
∏
j:Dj>0
(S1(Y )− βjS2(Y ))
Dj
= bY mS2(Y )
D
∏
j:Dj<0
(S1(Y )− βjS2(Y ))
−Dj .
(3.4)
Since gcd(S1, S2) = 1 and all βi, i = 1, . . . , t, are pairwise distinct,
we know that for any i 6= j we have
gcd(S1(Y )− βiS2(Y ), S1(Y )− βjS2(Y )) = 1,
gcd(S2(Y ), S1(Y )− βjS2(Y )) = 1.
(3.5)
We remark that if S2 is constant then the factors S1 − βjS2 are not
constant and that, otherwise, at least one of S1 − βiS2, S1 − βjS2 is
not constant for i 6= j. Then, since Y mSD2 is not constant, it is easy
to see from (3.4), (3.5) and from this remark, that if D 6= 0 then S2 is
constant and ϕ has only one zero of multiplicity m. Similarly, if D = 0
then ϕ has exactly one zero and one pole both of multiplicity m. This
completes the proof by noticing the choice of ϕ. 
Remark 3.8. The assumption in Lemma 3.7 is necessary. For example,
if ϕ(X) = (aX + b)m/(cX + d)m with ad− bc 6= 0 and m ≥ 1, then one
can take S(Y ) = (−dY +b)/(cY −a) to conclude that ϕ(S(Y ))−Y m =
0.
3.4. Structure of multiplicatively dependent values. We start
by supplementing the result of Bombieri, Masser and Zannier [5, The-
orem 1] and also its generalisation in [22, Theorem 2.1] with a more
explicit description of the multiplicatively dependent values of rational
functions.
Lemma 3.9. Let ϕ = (ϕ1, . . . , ϕs) ∈ K(X)
s whose components are
multiplicatively independent modulo constants. Then, there exist an
integer A ≥ 1 and a finite set S ⊆ K∗ both depending only on dK and
ϕ, such that each element α ∈ Kab, for which ϕ(α) is a multiplicatively
dependent point, satisfies [Kc(α) : Kc] ≤ A and
α =
γ
a− η
,
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where a ∈ S, η ∈ U∩K(α), and γ ∈ K(α) with γ ≤ A and Aγ ∈ ZK(α).
In particular, if ϕ1, . . . , ϕs are all monic, one can choose a = 1.
Proof. Let α ∈ Kab be such that ϕ(α) is multiplicatively dependent.
Then, by Lemma 2.1, we know that there exist k1, . . . , ks ∈ Z, not all
zero, satisfying
(3.6) max |ki| ≪dK,ϕ 1,
and such that
(3.7) ϕ1(α)
k1 · · ·ϕs(α)
ks = ζ
for some root of unity ζ ∈ U ∩K(α).
For each i = 1, . . . , s, write ϕi = fi/gi, where fi, gi ∈ K[X ] with
gcd(fi, gi) = 1. Then, from (3.7) we obtain that α is a root of the
polynomial
Ψ(X) =
s∏
i=1
ki>0
fi(X)
ki
s∏
i=1
ki<0
gi(X)
−ki
− ζ
s∏
i=1
ki>0
gi(X)
ki
s∏
i=1
ki<0
fi(X)
−ki
(3.8)
with coefficients of absolute value upper bounded only in terms of dK
and ϕ. Since ϕ1, . . . , ϕs are multiplicatively independent, Ψ is a non-
zero polynomial.
In view of (3.8), we can find a positive integer D depending only on
dK,ϕ such that degΨ ≤ D, which implies that
[Kc(α) : Kc] ≤ D.
Note that we have two cases. One is that the leading coefficient of
Ψ(X) is b or bζ for some b ∈ K∗ (b depends only on dK,ϕ), and so in
this case, it is easy to see that E1α is an algebraic integer for some
large integer E1 depending only on dK,ϕ, and
α ≪dK,ϕ 1.
Thus, the claimed form of α follows by choosing a = 1, η = −1 and
putting γ = α(1− η) = 2α, where we still have
(3.9) γ ≪dK,ϕ 1 and E1γ is an algebraic integer.
The other case is that the leading coefficient of Ψ(X) is c− bζ for some
b, c ∈ K∗, where b, c depend only on dK,ϕ. In particular, if ϕ1, . . . , ϕs
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are all monic, we have b = c = 1. Extending the products in Ψ(X), we
obtain that α satisfies an equation of the form
(c− bζ)αe +
e−1∑
i=0
biα
i = 0,
or equivalently, if we denote β = α(c− bζ),
βe +
e−1∑
i=0
(c− bζ)e−1−ibiβ
i = 0,
for some integer e ≥ 1 depending only on dK,ϕ and with coefficients
bi, i = 0, 1, . . . , e− 1, with
(3.10) |bi| ≪dK,ϕ 1 and |(c− bζ)
e−1−i| ≪dK,ϕ 1.
So, it is easy to see that we can choose a large integer E2 depending
only on dK,ϕ such that E2β is an algebraic integer, and by (3.10) we
also have
β ≪dK,ϕ 1.
From β = α(c− bζ), we have
α =
β/b
c/b− ζ
.
Then, let a = c/b, γ = β/b and η = ζ . Based on the choices of b, c,
we know that a ∈ K∗ depends only on dK,ϕ, and thus the finiteness of
choices of a follows from (3.6). We can also enlarge E2 if needed such
that E2γ is also an algebraic integer (E2 still depends only on dK,ϕ),
and also
(3.11) γ ≪dK,ϕ 1.
Thus, from (3.9) and (3.11) we have proved that there exists an
integer B ≥ 1 that depends only on dK,ϕ such that we always have
γ ≤ B.
Taking now A = max(B,D,E1, E2), we conclude the proof. 
Remark 3.10. We see from Lemma 3.9 that if the components of ϕ
are all monic, then for each such α ∈ Kab, there exists an algebraic
integer δ ∈ Kab (that is, δ = A(1− η) with A and η as in Lemma 3.9)
with |δ| ≤ 2A such that αδ is an algebraic integer, which roughly means
that the “denominator” of α is uniformly bounded.
Remark 3.11. In Lemma 3.9, even if we assume that such α are alge-
braic integers, we cannot have that the house α of such α is uniformly
upper bounded (that is, only in terms of dK,ϕ); see Example 3.12 be-
low.
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Example 3.12. Choose ϕ1(X) = X and ϕ2(X) = X+1. Certainly, ϕ1
and ϕ2 are multiplicatively independent modulo constants. However,
for any n-th root of unity ζn 6= 1, let α = 1/(ζn − 1). It is easy to see
that ϕ1(α) and ϕ2(α) are multiplicatively dependent. In addition, it is
well-known (see [28, Proposition 2.8]) that if n has at least two distinct
prime factors, then ζn − 1 is a unit of Z[ζn], and thus 1/(ζn − 1) is an
algebraic integer.
Remark 3.13. There are also some cases where one can claim the
finiteness of the set of α in Lemma 3.9. Here are some examples.
(1) If ϕ ∈ (K(X)∩R(X))s, then one immediately obtains the finite-
ness of such α ∈ Kab ∩ R in Lemma 3.9. This follows directly
from the proof of Lemma 3.9, since in this case in (3.7) we have
ζ = ±1 because the left-hand side is real, and then in (3.8)
the polynomial Ψ(X) is defined over K and has bounded de-
gree. So, such elements α ∈ Kab∩R are of bounded degree and
bounded height, which leads to the finiteness.
(2) Similarly, if K is a totally real number field, then there are only
finitely many elements α ∈ Qtr, where Qtr is the field of all to-
tally real algebraic numbers, such that the point ϕ(α) is multi-
plicatively dependent. This conclusion follows since Lemma 2.1
still holds when we replace Kab by Qtr. Indeed, the proof of
Lemma 2.1 for Qtr follows the same as in the proof of [22, The-
orem 2.1], where instead of [2, Theorem 1.2] one uses an early
result due to Schinzel [26] on the heights of totally real algebraic
numbers. So, in this case, the inequality (3.6) still holds, and
in (3.7) we also have ζ = ±1.
For the two examples in Remark 3.13, we want to indicate that
Qab ∩ R ( Qtr. This is based on two facts: one is that any abelian
extension of Q is either totally real, or contains a totally real subfield
over which it has degree two; and the other is that there exist totally
real fields which are not abelian over Q.
4. Main Results
4.1. Finiteness of multiplicatively dependent values. Now, we
give a stronger version of Lemma 3.9 by proving finiteness of α ∈ Kab
for which ϕ(α) is a multiplicatively dependent point for a class of ϕ ∈
K(X)s. First, we introduce a definition.
Definition 4.1. We say that the rational functions ϕ1, . . . , ϕs ∈ K(X)
multiplicatively generate a power of a linear fractional function if there
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exists integers k1, . . . , ks, not all zero, such that ϕ
k1
1 · · ·ϕ
ks
s is a power
of a linear fractional function.
Note that a linear fractional function can be a constant function,
and the zero power of a linear fractional function is 1 by convention.
So, if ϕ1, . . . , ϕs cannot multiplicatively generate a power of a linear
fractional function, then they are automatically multiplicatively inde-
pendent modulo constants.
The possibility of the following result has been indicated in [22, Re-
mark 4.2], here we present it in full detail.
Theorem 4.2. Let ϕ = (ϕ1, . . . , ϕs) ∈ K(X)
s whose components can-
not multiplicatively generate a power of a linear fractional function.
Then, there are only finitely many elements α ∈ Kab such that ϕ(α) is
a multiplicatively dependent point.
Proof. First, we remark that it is enough to prove the finiteness of
the elements α ∈ Kc such that ϕ(α) is multiplicatively dependent.
Indeed, if X is the rational curve parametrized by ϕ, then proving
the theorem is equivalent to showing that there are only finitely many
multiplicatively dependent points in X (Kab). By [22, Theorem 2.1 and
Remark 2.2], the set of dependent points in X (Kab) is the union of a
finite set with the dependent ones in X (Kc).
Let now α ∈ Kc such that ϕ(α) is a multiplicatively dependent point.
By Lemma 2.1, one can find integers k1, . . . , ks, not all zero, that are
uniformly bounded only in terms of dK and ϕ, such that
(4.1) ϕ1(α)
k1 · · ·ϕs(α)
ks = ζ,
for some root of unity ζ ∈ U.
Let
R(X, Y ) = ϕ1(X)
k1 · · ·ϕs(X)
ks − Y.
By assumption, ϕ1(X)
k1 · · ·ϕs(X)
ks is not a power of a linear fractional
function. Then, from Lemma 3.7, we conclude that there is no rational
function S(Y ) ∈ Kc(Y ) such that R(S(Y ), Y m) = 0 for any m ≥ 1.
Applying now Lemma 2.2 to the numerator of R(X, Y ), we obtain that
there are only finitely many roots of unity ζ ∈ U such that R(X, ζ) has
a zero in Kc. Noticing again that k1, . . . , ks are all uniformly bounded
only in terms of dK and ϕ, we have that there are only finitely many
equations of the form (4.1), and thus we conclude the proof. 
Remark 4.3. We remark that in the above finiteness result, the num-
ber of such α depends on K,ϕ. Besides, Example 3.12 suggests that
the assumption in Theorem 4.2 is indeed necessary.
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Remark 4.4. Theorem 4.2 can be interpreted that under a rather weak
condition, the rational curve X parametrized by ϕ has only finitely
many multiplicatively dependent points defined over Kab.
4.2. Finiteness of consecutive multiplicatively dependent ele-
ments in orbits. First we consider compositions of polynomial it-
erations with several multiplicatively independent rational functions.
These results generalise that of [21] on roots of unity in orbits of a
wide class of rational functions. For this we recall the definition of a
special rational function as in Definition 1.3.
Theorem 4.5. Let ϕ ∈ K(X)s whose components are multiplicatively
independent modulo constants, and let f ∈ K[X ] be a non-special poly-
nomial of degree at least 2. Then, the following hold:
(i) there exists a non-negative integer n0 depending only on f,ϕ
and K such that there are at most finitely many elements α ∈ Kc
for which ϕ
(
f (n)(α)
)
is a multiplicatively dependent point for
some integer n ≥ n0;
(ii) if furthermore the components of ϕ cannot multiplicatively gen-
erate a power of a linear fractional function, then (i) holds with
n0 = 0.
Proof. (i) Let α ∈ Kc be such that ϕ
(
f (n)(α)
)
is multiplicatively de-
pendent for some integer n ≥ 0. Then, applying Lemma 3.9 we have
f (n)(α) =
γα,n
aα,n − ηα,n
,
where aα,n is in a finite set S ⊆ K
∗, ηα,n ∈ U ∩K(α), and γα,n ∈ K(α)
such that
(4.2) (aα,n − ηα,n)f
(n)(α) ≪dK,ϕ 1,
where dK = [K : Q], and there exists a sufficiently large integer
A≪dK,ϕ 1
such that A(aα,n − ηα,n)f
(n)(α) is an algebraic integer.
We apply now the method of [8, Theorem 2] and [21, Theorem 1.2].
Indeed, let M be a sufficiently large positive integer, chosen to satisfy
(4.3) M >
(B + 2) log 5 + log 2016
log d
+ 5,
where B defined below is a constant depending only on f,ϕ and K.
We also denote by Sf,ϕ(M) the set of α ∈ K
c such that the point
ϕ
(
f (n)(α)
)
is multiplicatively dependent for some integer n > M . Our
purpose is to show that Sf,ϕ(M) is a finite set.
MULTIPLICATIVE DEPENDENCE OF RATIONAL FUNCTIONS 17
Let now α ∈ Sf,ϕ(M). Using (4.2), we apply Lemma 3.6 to conclude,
since aα,n − ηα,n ≪dK,ϕ 1 and A(aα,n − ηα,n)f
(n)(α) is an algebraic
integer, that
(aα,n − ηα,n)f
(r)(α) ≪f,dK,ϕ 1, 0 ≤ r ≤ M,
and there exists a positive integer E ≪f,dK,ϕ 1 with the property that
E(aα,n − ηα,n)f
(r)(α) is an algebraic integer for any 0 ≤ r ≤M .
Applying now Lemma 2.3 for E(aα,n − ηα,n)f
(r)(α), r = 0, 1, . . . ,M ,
there exist a positive integer B (depending only on f,ϕ,K) and a finite
set E (depending only onK) such that we can write E(aα,n−ηα,n)f
(r)(α)
in the form
(4.4) E(aα,n − ηα,n)f
(r)(α) = cα,r,1ξα,r,1 + · · ·+ cα,r,Bξα,r,B,
where cα,r,i ∈ E and ξα,r,i ∈ U.
By contradiction, suppose that Sf,ϕ(M) is an infinite set. Then, since
both S and E are finite sets, we can choose an infinite subset Tf,ϕ(M)
of Sf,ϕ(M) such that for any α ∈ Tf,ϕ(M), the coefficients aα,n and
cα,r,i ∈ E in (4.4) are all fixed (independent of α) for r = 0, 1, . . . ,M
and i = 1, 2, . . . , B. For these fixed coefficients, to simplify the notation
from now on, we denote
a = aα,n and cr,i = cα,r,i.
So, it suffices to consider the elements in Tf,ϕ(M).
We use the first equation corresponding to r = 0 to replace α ∈
Tf,ϕ(M) on the left-hand side of (4.4) and thus consider the equations
with unknowns Y,Xr,i, r = 0, 1, . . . ,M, i = 1, 2, . . . , B:
E(a− Y )f (r)
(c0,1X0,1 + · · ·+ c0,BX0,B
E(a− Y )
)
= cr,1Xr,1 + · · ·+ cr,BXr,B, r = 1, . . . ,M.
(4.5)
Then, for any α ∈ Tf,ϕ(M), the points (ηα,n, ξα,r,i), r = 0, 1, . . . ,M ,
i = 1, 2, . . . , B, are torsion points on the variety Z ⊆ G
B(M+1)+1
m defined
by the equations in (4.5). Since Tf,ϕ(M) is an infinite set and in view
of (4.4), there are infinitely many such points.
By the toric analogue of the Manin–Mumford conjecture (also called
the torsion points theorem) proved by Laurent [18] and also more ele-
mentary by Sarnak and Adams [25], there exists a 1-dimensional torsion
coset of G
B(M+1)+1
m contained in the Zariski closure of the torsion points
in the variety Z. We can parametrize this coset by Xr,i = βr,it
er,i and
Y = τtℓ with a parameter t, where βr,i, τ are roots of unity and er,i, ℓ
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are integers, not all zero, and so we obtain the following identities
(4.6) f (r)
(∑B
j=1 c0,jβ0,jt
e0,j
E(a− τtℓ)
)
=
∑B
j=1 cr,jβr,jt
er,j
E(a− τtℓ)
, r = 1, . . . ,M.
Now, for
q(t) =
∑B
j=1 c0,jβ0,jt
e0,j
E(a− τtℓ)
,
the equation (4.6) shows that f (r)(q(t)), r = 1, . . . ,M , is a rational
function having all together at most B + 2 terms. Since f is a non-
special polynomial of degree at least 2, we directly apply Lemma 3.3
to conclude that we must have
B + 2 ≥
1
log 5
((M − 5) log d− log 2016) ,
which contradicts the choice ofM as in (4.3). Thus, Sf,ϕ(M) is a finite
set. Taking n0 = M + 1, this concludes the proof of the first part (i).
(ii) From Theorem 4.2, we know that there are only finitely many
elements β ∈ Kc such that ϕ(β) is multiplicatively dependent. We can
fix one such β ∈ Kc, and we are thus left to prove that there are only
finitely many α ∈ Kc such that f (n)(α) = β for some n ≥ 0.
Let M be a positive integer chosen to satisfy (4.3). It has been
proved in the above that Sf,ϕ(M) is a finite set. So, we only need to
consider n ≤ M . Since β ∈ Kc is fixed, we conclude that there are only
finitely many α ∈ Kc satisfying f (n)(α) = β for any 0 ≤ n ≤ M . This
completes the proof. 
Remark 4.6. It is plausible that the result in Theorem 4.5 and the
rest of results of this section also hold when we replace the polynomial
f by a non-special rational function g/h ∈ K(X) with g, h ∈ K[X ] and
deg g − deg h > 1; see [6, 21].
Remark 4.7. We note that a weaker statement of Theorem 4.5 (ii)
may also follow from [6, Theorems 1.5 and 2.5], under several other
restrictions on the polynomial f . Indeed, from the proof of Theorem 4.5
(ii), we can fix an element β ∈ Kc and reduce the problem to proving
that there are only finitely many α ∈ Kc such that f (n)(α) = β for
some n ≥ 1. In particular this means f (n)(α) ≪ 1. We apply now [6,
Theorem 1.5] to conclude that there are only finitely many such α ∈
Kc, under the condition that there does not exist a rational function
S(X) ∈ Kc(X) such that f(S(X)) is a “short” Laurent polynomial.
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Remark 4.8. From Theorem 4.5 (ii), taking s = 1 and ϕ = f , one
can recover the main result in [21, Theorem 1.2]: there are only finitely
many α ∈ Kc such that f (n)(α) ∈ U for some integer n > 0.
Moreover, combining Theorem 4.5 with Lemma 2.4, we have the
following corollary.
Corollary 4.9. Let f ∈ K[X ] be non-special and of degree at least 2.
Then, for any integer s ≥ 1, the following hold:
(i) there are only finitely many α ∈ Kc such that the s consecu-
tive iterations f (n+1)(α), . . . , f (n+s)(α) are multiplicatively de-
pendent for infinitely many integers n ≥ 0;
(ii) if furthermore the iterations of f cannot multiplicatively gen-
erate a power of a linear fractional function, then there are
only finitely many α ∈ Kc such that the s consecutive iterations
f (n+1)(α), . . . , f (n+s)(α) are multiplicatively dependent for some
integer n ≥ 0.
Remark 4.10. The condition of Corollary 4.9 (ii) on the iterations is
not very restrictive. For example, it is easy to see that if 0 is a not a
periodic point of f , then all the iterations of f are relatively prime.
4.3. Finiteness of multiplicatively dependent points in orbits
at arbitrary positions. Recall that ZK is the ring of integers of K.
Our main result below relies on some finiteness results on the number
of perfect powers amongst polynomial values (see [3]), as well as the
result of Faltings [9] on the finiteness of K-rational points on curves of
genus greater than one.
Theorem 4.11. Let f ∈ K[X ] be a polynomial without multiple roots,
of degree d ≥ 3 or, if d = 2, we also assume that f (2) has no multiple
roots. Then, there are only finitely many elements α ∈ K such that
for some distinct integers m,n ≥ 0 the values f (m)(α) and f (n)(α) are
multiplicatively dependent.
Proof. Let dK = [K : Q], and write the dK embeddings of K into C as
σ1, . . . , σdK . For i = 1, . . . , dK, let fi = σi(f).
Choose now a sufficiently large number N > L (see the end of the
proof), where L is defined by (3.1). Denote by T (N,K) the set of
elements α ∈ K with α ≤ N . Then, T (N,K) is a set of bounded
height contained in K, and so it is a finite set. Thus, we only need to
consider elements in the set K \ T (N,K).
Now, for α ∈ K \ T (N,K), assume that there exists a pair of non-
negative integers (m,n) with m > n such that for some integers k and
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ℓ with (k, ℓ) 6= (0, 0), we have
(4.7)
(
f (m)(α)
)k
=
(
f (n)(α)
)ℓ
.
Note that there is an embedding, say σj , such that |σj(α)| = α , and
so |σj(α)| > N . By (4.7) we have(
f
(m)
j (σj(α))
)k
=
(
f
(n)
j (σj(α))
)ℓ
.
By the choices of σj(α), m and n, using Lemma 3.4 (applied with σj(α)
instead of α) we obtain
(4.8) |f
(m)
j (σj(α))| > |f
(n)
j (σj(α))| ≥ |σj(α)| > N.
So, we cannot have k = 0 or ℓ = 0. Then, we must have
1 ≤ k < ℓ.
Let
r =
k
gcd(k, ℓ)
, t =
ℓ
gcd(k, ℓ)
.
Clearly,
1 ≤ r < t, gcd(r, t) = 1.
From (4.7), we have
(4.9)
(
f (m)(α)
)r
= η
(
f (n)(α)
)t
for some η ∈ U ∩K.
Since gcd(r, t) = 1, we can now find some integers a and b with
ar + bt = 1. Hence, using (4.9) we get
(4.10) f (m)(α) = ηa
((
f (n)(α)
)a (
f (m)(α)
)b)t
.
Now, given a polynomial g ∈ K[X ] we can write it as
g(X) =
1
D
G(X)
with G ∈ ZK[X ] and a positive integer D, both are uniquely defined by
the minimality condition on D. Then we use Sg to denote the subset
of places of K, which consists of all the infinite places and all the finite
places corresponding to the prime ideal divisors of D and of the leading
coefficient of G.
One can easily verify that
(4.11) Sf(m) ⊆ Sf , m = 1, 2, . . . .
Furthermore, for a prime ideal p of ZK we use vp(ϑ) to denote the
(additive) valuation of ϑ ∈ K at the place corresponding to p. We
denote by ZK,Sf the set of Sf -integers in K, that is, the set of ϑ ∈ K
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with vp(ϑ) ≥ 0 for any p 6∈ Sf (alternatively, vp(ϑ) < 0 implies p ∈ Sf).
Note that f(α) is in ZK,Sf for α ∈ ZK,Sf .
Now, we first assume that m = n + 1. From (4.9), we have
(4.12)
(
f
(
f (m−1)(α)
))r
= η
(
f (m−1)(α)
)t
.
Clearly, the polynomials f(X) and X are multiplicatively independent
modulo constants. Applying Lemma 2.1 to (4.12) and noticing that
there are only finitely many roots of unity in K, we obtain that the ex-
ponents r and t are upper bounded in terms of f and K only. So, there
are only finitely many possible values of f (m−1)(α) satisfying (4.12).
Hence, we have
(4.13) f (m−1)(α) ≪f,K 1.
We now assume that m = n + 2. From (4.9), we have
(4.14)
(
f (2)
(
f (m−2)(α)
))r
= η
(
f (m−2)(α)
)t
.
Since f only has simple roots and its degree d ≥ 2, the polynomials
f (2)(X) and X are multiplicatively independent modulo constants. As
the above, using Lemma 2.1, we deduce that there are only finitely
many possible values of f (m−2)(α) satisfying (4.14). Hence, we have
f (m−2)(α) ≪f,K 1,
which ensures that (4.13) holds in this case too.
In the following, we assume that m > n+ 2.
We distinguish between two cases: one when (4.10) holds for α ∈
ZK,Sf and one for α 6∈ ZK,Sf .
Case I: α ∈ ZK,Sf . In this case, since f
(m)(α) ∈ ZK,Sf and η ∈ U ∩ZK,
by (4.10) we also have(
f (n)(α)
)a (
f (m)(α)
)b
∈ ZK,Sf
(because it is in K and its t-th power is in ZK,Sf ).
Write
f (m)(α) = f
(
f (m−1)(α)
)
,
or as
f (m)(α) = f (2)
(
f (m−2)(α)
)
if (d, t) = (2, 2). By a result of Be´rczes, Evertse and Gyo¨ry [3, Theo-
rem 2.3], we obtain that the exponent t ≥ 2 in (4.10) is upper bounded
in terms of f and K. Applying now [3, Theorems 2.1 and 2.2] to (4.10),
we conclude that
h
(
f (m−1)(α)
)
≪f,K 1.
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Since f (m−1)(α) ∈ K, by the Northcott theorem we conclude that there
are only finitely many possible values of f (m−1)(α), and thus the in-
equality (4.13) holds again.
Case II: α 6∈ ZK,Sf . We choose a prime ideal p of ZK with
p 6∈ Sf and vp(α) < 0.
Then, using (4.11), we see that p 6∈ Sf(m) and thus we easily derive
(4.15) vp
(
f (m)(α)
)
= dmvp(α).
Indeed, let
f (m)(X) =
1
E
dm∑
j=0
AjX
j
where E,Adm , . . . , A0 ∈ ZK with vp (AdmE) = 0. Then
vp
(
α−d
m
f (m)(α)
)
= vp
(
E−1
(
Adm +
dm−1∑
j=0
Ajα
j−dm
))
= vp
(
Adm +
dm−1∑
j=0
Ajα
j−dm
)
= 0,
(4.16)
since vp (Adm) = 0, while
vp
(
dm−1∑
j=0
Ajα
j−dm
)
= vp
(
α−1
)
+ vp
(
dm−1∑
j=0
Ajα
j−dm+1
)
≥ vp
(
α−1
)
+ min
0≤j≤dm−1
vp
(
Ajα
j−dm+1
)
≥ vp
(
α−1
)
> 0.
Clearly (4.16) implies (4.15).
Hence, recalling (4.9), we conclude that
rdmvp(α) = td
nvp(α).
Since 1 ≤ r < t, gcd(r, t) = 1 and vp(α) 6= 0, we conclude that r = 1
and t = dm−n, and moreover
(4.17) f (m)(α) = η
(
f (n)(α)
)dm−n
.
We enlarge K to a field L such that it contains all d3-th roots of roots
of unity in K. Noticing m > n+ 2, we obtain from (4.17)
f (m)(α) = wd
3
for some w ∈ L. Since f is of degree d ≥ 2 and has only simple
roots, the curve f(X) = Y d
3
is smooth of genus greater than 1, see [15,
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Theorem A.4.2.6]. By the celebrated result of Faltings [9], we know
that the curve f(X) = Y d
3
has only finitely many L-rational points,
and in particular this implies that we have the inequality (4.13) again.
Therefore, we can always choose the constant N above to be suffi-
ciently large (depending on f,K) such that (4.13) can be written as
f (m−1)(α) < N.
This together with Lemma 3.4 (ii) implies that α ≤ N , which however
contradicts the assumption α > N . Therefore, we see that there is no
α ∈ K \ T (N,K) which satisfies (4.7). This completes the proof. 
Remark 4.12. We note that the assumption that f (2) has no multiple
roots when d = 2 in Theorem 4.11 is equivalent to imposing that the
critical point of f is not a root of f (2).
We remark that since Faltings’ theorem is ineffective, the result in
Theorem 4.11 is also ineffective.
We note that Theorem 4.11 also implies that if we fix a non-preperi-
odic point α ∈ K, then there are only finitely many n ≥ 1 such that α
and f (n)(α) are multiplicatively dependent. However, such a conclusion
can be easily obtained in much greater generality as in the next result.
We also note that if ϕ ∈ K[X ] is of degree at least 2 and not special,
then by [8, Theorem 2] there are only finitely many preperiodic points
α ∈ Kc of ϕ. Thus, we look at multiplicative relations in the orbits of
non-preperiodic points.
Theorem 4.13. Let ϕ ∈ K(X) be of degree d ≥ 2 and not of the form
βX±d with β ∈ K∗ and let α ∈ Q \ U be non-preperiodic for ϕ. Then,
there are only finitely many positive integers n such that α and ϕ(n)(α)
are multiplicatively dependent.
Proof. First, we can extend the field K to include also the element α,
and thus also all elements ϕ(n)(α), n ≥ 1.
Assume that there is a multiplicative relation, that is, there exists
integers k1, k2, not both zero, such that
(4.18) αk1ϕ(n)(α)k2 = 1
for some n ≥ 1. Since α is not a root of unity, we have k2 6= 0 in (4.18).
If we denote by Γ the group generated by α in K∗, the equation (4.18)
is equivalent to ϕ(n)(α) ∈ Γ, where Γ is the so-called division group of
Γ defined by
Γ = {a ∈ Q
∗
: am ∈ Γ for some positive integer m}.
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We now apply a version [23, Corollary 2.3] (which is based on [17]) to
conclude that there are finitely many values ϕ(n)(α) satisfying (4.18)
when n varies. Note that although [23, Corollary 2.3] is stated only for
polynomials, the same argument works for rational functions satisfying
our condition as well, and also under a more relaxed condition. Indeed,
let S be a finite set of places of K, including the Archimedean ones,
such that |α|v = 1 for any v 6∈ S. So, |β|v = 1 for any β ∈ Γ and v 6∈ S.
Now, for any γ ∈ Γ, that is γm ∈ Γ for some positive integer m, we
also have |γ|v = 1 for any v 6∈ S. Thus, ϕ
(n)(α) ∈ R∗S, where R
∗
S is the
ring of S-units in K, and now the finiteness of the corresponding set of
values ϕ(n)(α) follows from [17, Proposition 1.6, (a)].
Since α is non-preperiodic, the points in the orbit Orbϕ(α) are all dis-
tinct. This implies that there are finitely many n ≥ 1 satisfying (4.18).
So, we complete the proof. 
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