Abstract-Evoked Potentials are event-related activities that occurred as an electrical response from the brain to different sensory stimulations of nervous tissues. In this paper, auditory evoked potentials (AEP) brain responses were collected and examined. The data collection was done twice with three different levels of sound and frequencies. The auditory brain response data were extracted from the noisy original data using the averaging technique and set as a reference signal. We propose new approaches for feature extraction of the auditory brain response using wavelet transforms and diffusion filters algorithms. The wavelet transform has the ability to resolve the data into various levels of decomposition, which facilitate its representation in the frequency and time domain. The diffusion filters, on the other hand enhanced the extracted signals resulting in the noise suppression and thus reducing the error. Performance analysis was done based on signal-to-noise ratio (SNR), mean squared error (MSE) and peak-signal-to-noise ratio (PSNR). The outcome shows that the diffusion technique produces better performance than wavelet transform in all the cases studied.
INTRODUCTION
Event-related potentials (ERPs), commonly, it can be described as the variance of the ongoing electroencephalogram (EEG) due to various stimulation activities. Compared to the background of EEG activity, they have lower amplitude, thus, they are scarcely envisaged in a single-trial operation. A veraging the responses over a few of trials are the common way of refining the ERPs visualization. Nevertheless, ensemble averaging depend on the basic assumptions that ERPs involve an invariant pattern time-locked to the stimulus, which coupling to the self-governing static stochastic EEG signal. Numerous practices have been researched to enhance the visualization of the ERPs. In this paper, the wavelet transforms (WT) and diffusion filter has been studied. It shows to be more appropriate for ERP analysis by the advantages of time-frequency decomposition, attributable to its optimal resolution in both frequency and time domain. A recent trend of de-noising implementation based on the wavelet transform and diffusion filter to obtain the ERPs within a single-trial event has been proposed in this study [1] . [4] . Additionally, in recent years, the research study for the analysis of evoked potentials on the adaptive filtering in has gained the interest extensively. However, the Least Mean Square (LMS) algorithm was realizing for the filtering purposes in most of the practice. The authors modeled the evoked potentials using dynamic Fourier series and implement the LMS algorithm for adaptive filtering to find the minimum MSE between the successive sweeps that achieved by which Fourier coefficients. Thus, the model of evoked potentials had adapted to the time-varying changes. However, this method requires the knowledge of the frequencies of the evoked potentials. Besides, when evoked potentials consists of two peaks, the performance will be degrade and far from expected. The stimulus artifacts cannot handle with the noise that maintain every of the evoked potential frequencies, subsequently coherent of evoked potential is needed [5] .
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Chen [6] investigates the defying affair of ability fast brain-computer interactive to structure a psychical speller. Using visible summon possibility as communication transporters an online model called imitating human-natural reading is understand. This online model single-trial appreciation with the essential real-time advantage should be used instead of large average that is conventionally used in the cognitive or clinical tests. Using diverse montages of component advantages from four channels with parameter optimization it reconnoiter the support vector machines based on single trial assessment of evoked possibility [6] .
The expected outcomes of the proposed algorithms when the averaged auditory brain response signal (ABR) is compared to the signal obtained by wavelet and diffusion filter are as follows. When there is no degradation occurs; it gives high signal-to-noise ratio (SNR), high peak-signal-to-noise ratio (PSNR) and less error (MSE). Less degradation will result in the best evaluation of the denoising algorithm from either wavelet or diffusion filters.
II. METHODOLOGY
First, wavelet transform and diffusion filtering are design to de-noise the averaged auditory brain response signal and improve its quality. Secondly, in order to examine the quality of the signal, nwnerous norm matrices are tested among the design algorithm such as Peak Signal-to-Noise Ratio (PSNR), mean squared error (MSE) and signal-to-noise ratio (SNR). The signal quality is measured after the denoising process by comparing it with the original data of auditory brain response using the norm metrics stated. The prototype of the proposed norm metrics implemented with the filters with the purpose to measure the signal quality of auditory brain response is shown in Figure below . From the figure above we can see clearly how the algorithm is processed with denoising of ABR data and evaluating the quality of its signal before and after applying the filtering algorithms. The noisy signal will go through wavelet transform and diffusion filtering which will denoised the data result in better preservation and edges enhancement. The denoised ABR signal then goes for performance evaluation/assessments using several algorithms to obtain the quality of the signal.
A. Data collection
For data collection, measurement is recorded for tow subject by placing a three numbers of electrodes on the scalp that can measure the currents produced from the electric field generated by the joint of millions of neurons during the synaptic excitation of dendrites. EEG in clinical corneas 173 mentions to the registration of the brain's unprompted electrical activities over a short duration of time using electrodes placed on the scalp. A highly extremely complicated signal, the EEG, belongs to the common source of info that practice to understand the function of brain and neurologic disorder [1] . EEG observation systems produce great quantities of data, and it is not monotone probable for their complete visible analyses. EEG contains of electrical cadences and transient discharges which are distinguish by practical characteristics, amplitude, frequency, location, duration and form [2] . The EEG signals from the locations shown in the given image below are noted down by the electrodes in an Electro-Cap.
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Channel with Ground In this paper, we are going to record the electrical response of the brain due to an external audio. This audio is in the form of tone that is used to simulate the brain, where the response of the brain will be recorded by electrodes and safe in text file. Several frequencies will be used with the audio tone such as, 500Hz, 1000Hz and 4000Hz at different period of time (one second to two second).
III. SIGNAL REPRESENT A TION AS A GENERAL CASE
Time frequency signal analyses and operation refer to the analyses and conversion for a time changing frequency contents' signals. In order to depict the signal's energy emitted over the one dimensional time-frequency space, the signal are delivered in time-frequency. The signal can be processing by taking the advantages of the features generates by the attentiveness of signal energy in one measurement. The two conventional classifications of a non-stationary signal operations {x} are the time-domain and the frequency-domain representation, which is represented by x(t) and x(±) accordingly [7] . In both domains, in order to denotation in just one variable, the other variables are combined, that is, both variables t andfare look upon as mutually exclusive. Therefore, every conventional signal is non-localized with respects to the preclude variable. But, in time-frequency distribution S (t, ±) the variables t and f are not mutually exclusive but rather they occurred simultaneously. Hence, the time-frequency distribution is localized both in t and f. Naturally, any signal can be expressed as a function of time t..
A. ABR Signal Representation
Time signal representation concerns the analysis and processing of signals with time domain. In order to show how the signal's energy manage to distribute in time-frequency space over two dimensional, such signal are presented by time-frequency distribution. Dealing with the signal may exploit the features produced by the concentration of signal energy in two dimensions instead of just one.
B. Wavelet Transform Analysis
Compared with the other technique of signal processing, the wavelet transform has the advantages over the other such as multi-scale view of the signal components, its space frequency localization, and its ability to identify spatial structure in the transit data. Furthermore, there must be a suitable representation of the data in order to facilitate any analytical procedures. For the purpose of attain the optimum objective of the signals set of basic functions prior to processing in the transform domain, the transformation or decomposition technique is used. In addition, one of the related basis functions is complex sinusoidal waves e' OJ / that correspond to the eigenvectors of a linear time-invariant operator [2] . A signal J(t) and its Fourier transform f(O)) , are defined in the temporal domain and the frequency domain corresponding, the relationship between them are defme as: To achieve the goal of capturing frequency evolution of a non static signal , the main function must be supported by both time and frequency domain and that could be happen by introducing WFT with the usage of wet) function in the domains.
f+OO Sf( O),t ) = -00 f(r)w(t-r)e-nor dr. intersect with the entire time frequency plane. In the other word, the analysis resolution of a windowed Fourier transform persists the same across all frequency and spatial locations.
C. Nonlinear Diff usion filtering algorithm
The nonlinear partial differential equation (PDE) is used to explained the nonlinear diffusion filtering operation.
wheref t ( x,y )is the initial noisy signal at time " and the solution of the above PDE iteratively yields a filtered version which can be considered as the denoised signal. In the above, c ( x,y )is the diffusion coefficient controlling the diffusion amount and is typically described by a diffusivity function / of the form: 1 (6) where I fl ( x,y )1 is the edge estimate at pixel (x,y) , usually approximated by a gradient magnitude operator, and yis the edge threshold parameter [10] . The diffusivity function 9 (l fl l)is a nonnegative monotonically decreasing function and, depending upon the value of the edge threshold y, encourages homogenous regions with reduced noise while preserving the edges. The nonlinear diffusion PDE of (1) can be expanded to:
substituting the time-derivative of f t ( X, y )by its forward difference and discretizing: 
Let M = land replacing c ( x, y ), as defined in (2) above, with 1 -p ( x,y ) , we obtain:
Usually,f t ( x,y )is initialized by fo( x,y ) = f( x,y ), where f( x,y )is the original noisy image. The solution to the above equation yields a denoised signal after a certain number of iterations [9] .
D. Denoising of Auditory Brain Response data By Wavelet Filter
Wavelet de-noising is relatively a new technique suggested for estimate of single experiment evoked potential signal. It makes the time-frequency decomposition available for the analysis of evoked possibilities. By assuming the evoked potential is non-stationary in this technique, the wavelet multi-resolution decomposition skill decomposed the mean of evoked potential activity into times and frequency band. Wavelet Factors correlated with evoked potential are specified and the leaves over ones are set to zero [8] . Selected factors cover a time extent in which the single trial evoked potential are prospective to happen and then the reverse transform is estimated to achieve the denoised averaged evoked potential. This technique used previous material about the peaks of suggested possible to classify the factors where these factors are recognized physically which is a very uninteresting duty. In this technique we use a time band in which single trials suggested abilities are predictable ..
E. ABR data denoising with diff usion filter
Diffusion filter has received much consideration and experienced considerable evolutions, with promise outcomes and implementations in different specified domains. The excellent feature of the method is that it can promote signal by decreasing unwanted density changeable within the stuffs in the signal without lose much information's and promote the disparity of the limits, thus it smooth the boundaries. Consequently, it is proposed for denoising ABR data for best estimation.
IV. EVALUATION PARAMETER OF ABRDATA DENOISEDBY WAVELET AND DIFFUSION FILTER.
In this section introduces several quality measures for the assessment of the proposed algorithms. These measures are used to evaluate the algorithm and the signal itself as well. Signal-to-noise ratio, mean square error and peak-signal-to noise ratio are the parameters introduced due to their simplicity and reputation. 
V. RESULT AND DISCUSSION
This part introduces the result obtained by the two algorithms and discusses in details their effects to the features extracted by both algorithms. At first the signal is plotted as can be seen in the below figure. Second, averaging technique was applied to simplify the process and remove the noise. Collected data was obtained from several individuals at different specifications. The original data are based on one second and two second recording time. Overall data that was used in this paper was 36 different data. An example of the original data is as plotted in the next figure (S). We can use the original data since it is corrupted by noise and it is too much.
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So, samples of the collected data will be used for the testing and evaluation. The above (Fig.S) signal is the main signal of auditory brain response at given frequency of SOO Hz and recording time of one second. Sample of 2000 points were taken and averaged to obtain the denoised single trial due to the given specifications previously mentioned.
A. Data denoised by ens ample average, wavelet and diff usion filter
In this part, from each data collected we take 2000 point and average it as 4 trials. The averaged trial was used as reference, since no more noise in the trial. Wavelet transform at level 9 of decomposition was applied to remove the noise from the reference trial. In addition, diffusion filter was used to remove the noise and enhance the signal of auditory brain response. Finally comparison between these two filters was carried out. A veraging algorithm is applied to the recorded signal of auditory brain response in order to cancel out the noise and reflect the response of the brain to the given tone only while neglecting the other responses. This averaging technique will be used later as reference signal for us to measure the performance of the proposed filters in denoising the single trial data. Comparative study will be carried out between wavelet transform and diffusion filter and measured their performance in denoising the auditory brain response. All this criteria is done based on one dimension format. In the given figure (7), first the averaged single trial is obtained and taken as the reference for our data. Second, white Gaussian noise is added to the averaged trial to test the proposed algorithms in denoising this kind of data. Gaussian transfonn have been used in previous methods proposed by some authors but it gives poor result and most of the noise still remain in the data. Wavelet transform with nine levels of decomposition is used to remove the noise from the averaged data in order to obtain a very clear data. The result shows a very high respond and very good result is illustrated where the noise has been filtered out. Last, diffusion filter is applied to enhance the data and remove the noise in order to extract the auditory brain response with a minimum amount of noise.
Analysis of the image/signal quality assessment is discussed in details and comparative between the proposed methods is done based on signal-to-noise ratio (SNR), mean squared error (MSE) and peak-signal-to-noise ratio (PSNR). These three parameters will give us a clear distinction and evaluation of the two proposed methods.
B. Evaluation performance in statistical representation
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VI. CONCLUSION
In this paper, Auditory evoked potentials (AEP)lauditory brain response was collected and examined. The data was collected at three different level of sound at three different frequencies and two different record times. Average technique was used to remove the noise in the original data of auditory brain response and the final data in represented in graphical form. Averaging techniques removes the noise successfully and the output of the algorithm was plotted and used as reference for the other proposed algorithm. Wavelet transfonn and diffusion filter are two new algorithms for extracting signals such as the auditory brain response signals. The wavelet transform has the ability to decompose the data to many levels of decomposition, which facilitate its representation in frequency and time domain. The diffusion filters works same as wavelet transform adding an enhancement to the extracted signals which will result in removing the noise and decreasing the error. Performance analysis and evaluations parameters was carried out in this paper and it shows that, the diffusion works better than wavelet transform as given by signal-to-noise ratio, mean square error and peak-signal-to-noise ratio.
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