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Abstract
Building on the recent work of C. De Lellis and L. Sze´kelyhidi, we construct global weak
solutions to the three-dimensional incompressible Euler equations which are zero outside of a finite
time interval and have velocity in the Ho¨lder class C
1/5−ǫ
t,x . By slightly modifying the proof, we
show that every smooth solution to incompressible Euler on (−2, 2)×T3 coincides on (−1, 1)×T3
with some Ho¨lder continuous solution that is constant outside (−3/2, 3/2) × T3. We also propose
a conjecture related to our main result that would imply Onsager’s conjecture that there exist
energy dissipating solutions to Euler whose velocity fields have Ho¨lder exponent 1/3− ǫ.
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Part I
Introduction
In the paper [10], De Lellis and Sze´kelyhidi introduce a method by which one can construct weak
solutions to the incompressible Euler equations

∂tv + div v ⊗ v +∇p = 0
div v = 0
(1)
in three spatial dimensions which are continuous but do not conserve energy. The motivation for
constructing such solutions comes from a conjecture of Lars Onsager [19] on the theory of turbulence
in an ideal fluid. In the modern language of PDE, Onsager’s conjecture can be translated as follows
Conjecture (Onsager (1949)).
1. Weak solutions to the incompressible Euler equations obeying a Ho¨lder estimate
|v(t, x+ y)− v(t, x)| ≤ C|y|α
for some α > 1/3 must conserve energy.
2. Furthermore, for any α < 1/3, there exist weak solutions to the Euler equations which belong to
Cα and which do not conserve energy
Onsager’s conjecture can be appreciated in the context of the theory of turbulence famously pro-
posed by Kolmogorov [16] in 1941. One key postulate of Kolmogorov’s theory is an anomalous dissi-
pation of energy for solutions of the three-dimensional Navier Stokes equations

∂tv + div v ⊗ v +∇p = ν∆v
div v = 0
(2)
in the low viscosity regime ν → 0 (or, more precisely, at high Reynolds number). One formulation of
anomalous dissipation is that a sequence of solutions vν to the three-dimensional Navier Stokes equa-
tions with the same initial data vν(0, x) = v(0, x) may have energy functions eν(t) =
1
2
∫ |vν |2dx which
do not converge to a constant function of time as ν → 0, but rather may possess some energy dissipa-
tion independent of the viscosity parameter. Kolmogorov’s theory proposes that the phenomenon of
anomalous dissipation is generic in a statistical sense for ensembles of solutions to the Navier Stokes
equations at low viscosity. The limiting energy dissipation rate is one of the main quantities that are
proposed to govern the statistical properties of turbulent flows in Kolmogorov’s theory.
Onsager proposed that one might be able to study turbulence even in the absence of viscosity
through the Euler equations (the case ν = 0), and that only low regularity solutions to the Euler
equations can exhibit turbulent behavior since smooth solutions must conserve energy. By studying the
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interactions between different frequency components of the solution which arise from the nonlinearity,
Onsager proposed that anomalous dissipation could be explained in terms of a transfer of energy from
coarser to smaller scales, and deduced that the exponent 1/3 should be critical for energy conservation.
His notion of solution was based on a Fourier series representation, but it can be shown to be equivalent
to the modern notion of a weak solution. A review of his computations can be found in the note [6].
It is known that solutions to the incompressible Euler equations with Ho¨lder regularity greater than
1/3 conserve energy in any dimension, so part (2) of Onsager’s conjecture has been settled. A short
proof of this statement was presented in [4] after a slightly weaker result was established in a series of
papers by Eyink [12]. More precise results, as well as a discussion of what “Onsager critical” function
space could best be used to model ideal turbulence, can be found in [23]. In recent years, substantial
progress has also been made toward constructing dissipative solutions with Ho¨lder regularity less than
1/3.
The first proof that weak solutions to the Euler equation need not conserve energy came in a
groundbreaking paper of Scheffer [20], in which he produced weak solutions to the Euler equations
with compact support in space and time belonging to the class L2(R2 × R). Following Sheffer’s
discovery, in [21], Shnirelman found a simpler construction of weak solutions with compact support
in time on L2(T2 × R). Shnirelman later in [22] produced weak solutions in the class L∞t L2x(R× T3)
which dissipate energy using the concept of a generalized flow introduced by Y. Brenier.
In the breakthrough paper [8], De Lellis and Sze´kelyhidi were able to construct weak solutions in
the class L∞(Rn×R) for any n ≥ 2. In a subsequent paper [9], they were also able to produce solutions
belonging to the energy space CtL
2
x, and their main theorem demonstrates that the energy density
1
2 |v|2(t, x) of these weak solutions can be essentially any prescribed non-negative, continuous function
e(t, x). These breakthroughs led to new results concerning weak solutions to several equations of fluid
dynamics which are surveyed in [7], and also demonstrated that many entropy criteria one might
propose are unable to recover uniqueness of solutions in the energy class. The constructions are
performed through a technique known as convex integration, which originated in the work of Nash
on C1 isometric embeddings [18] and was generalized by Gromov to establish the h-principle in many
other applications to topology and geometry (see [13]).
When solving differential equations, the essence of the convex integration procedure, beginning
with the work of Nash, is to first formulate a notion of “subsolution” to the equation one is trying to
solve, and then to show that any given subsolution can be perturbed by adding a sequence of highly
oscillatory corrections in such a way that a solution is achieved in the limit. For isometric embeddings
of, say, u : S2 → R3, Nash’s notion of a subsolution is that of a short map, that is, a smooth map
u0 : S
2 → R3 such the pullback of the Euclidean metric DuTDu is pointwise less than or equal to
the metric on the sphere as a quadratic form; equivalently, a short map is one for which the arclength
of u(γ) is less than the arclength of γ for any curve γ on S2. For example, rescaling the standard
sphere into a smaller ball is a short map. Clearly, any map which can be uniformly approximated by
isometric embeddings will be a short map. To obtain an isometric embedding approximating an initial
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short map u0, one adds a sequence of oscillatory corrections to u0 which can be chosen arbitrarily
smaller and smaller in the C0 norm, but which still make significant changes in the derivative Du.
Iteratively adding such oscillations, one obtains a sequence of short maps converging to an isometric
embedding in the limit1. On the other hand, the C2 norms of these corrections grow without bound,
and the embedding obtained by this procedure cannot be C2, as C2 isometric embeddings of S2 →֒ R3
are unique up to a rigid motion. We refer to [5] for more regarding the h-principle for low regularity
isometric embeddings.
In fact, there is a very useful analogy between the isometric embedding problem and the Euler
equations where the velocity field v plays a role analogous to the derivative Du of the embedding.
Most of the analogies extend from the fact that the nonlinearities v ⊗ v and DuDuT for the two
equations are both symmetric, quadratic, and non-negative in the appropriate sense. This analogy
was first discussed by De Lellis, Sze´kelyhidi and Conti in their work [5] on proving the h-principle for
C1,α isometric embeddings. See [7] for further discussion.
The version of convex integration employed in [8, 9] for the Euler equations is very different from
the original version of convex integration applied to the isometric embedding problem by Nash and
extended in [5]. It is based on an extension of convex integration used by Mu¨ller and Sˇvera´k [17, 15] to
construct solutions to differential inclusions ∇u ∈ R which are only Lipschitz (i.e. ∇u ∈ L∞), rather
than C1 (i.e. ∇u ∈ C0). As originally explained by Kirchheim [14], this “weak” version of convex
integration for Lipschitz maps can be implemented in an elegant and simple manner through Baire
category arguments, or by an “explicit” iteration which is basically equivalent to the proof of the Baire
category theorem.
The weak version of convex integration is unable to produce continuous solutions to the Euler
equations. Rather, the solutions produced by De Lellis and Sze´kelyhidi in [9] generically have no
better regularity than the generic vector field of prescribed energy density |v|
2
2 (t, x) = e(t, x) when the
set of such vector fields is equipped with a weak topology (for instance, the L∞ weak-∗ topology will
work, and using the topology CtH
−1
x can ensure that solutions belong to the energy space CtL
2
x). The
fundamental obstruction to achieving continuous weak solutions by this variant of convex integration
is that even though one can choose the frequencies of the oscillatory corrections so large that the
corrections may be arbitrarily small in a weak topology, these corrections are still required to have a
certain size in a strong topology (C0 for Euler) in order for any noticeable progress towards achieving a
solution to be measured. The many solutions obtained by this construction are connected to Gromov’s
h-principle in that one actually shows that the subsolutions used to perform the construction can
be approximated (in a weak topology) by solutions, and that the solutions generated by the process
exhibit a huge amount of flexibility despite solving the equation.
Recently in [10], De Lellis and Sze´kelyhidi have made another outstanding breakthrough by con-
1Actually the “spiral” corrections used in Nash’s original argument would require that the u map into a higher
dimensional space such as R4, but shortly after Nash’s paper, Kuiper was able to design corrections which can achieve
the same goal in the codimension 1 case.
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structing continuous weak solutions to the Euler equation on a periodic domain R × (R/Z)n (n = 3)
whose energy
∫
Tn
|v|2
2 (t, x)dx can be any smooth function e : R → R>0 that is bounded below by a
strictly positive constant. In particular, these solutions may dissipate energy. They also achieved the
same result in n = 2 spatial dimensions in the preprint [3] with A. Choffrut.
Following their construction of continuous solutions and building on the methods in [5], they
extended their method in the paper [11] to construct weak solutions to the Euler equations on R ×
(R/Z)3 with velocity in the Ho¨lder space C
1/10−ǫ
t,x and having any prescribed energy obeying the same
restrictions as in the continuous case. This result was generalized to the case of two spatial dimensions
with the same Ho¨lder exponent of 1/10 − ǫ by A. Choffrut in [2]. The paper [2] also contains more
detailed results describing the flexibility of the family of solutions produced by the method.
The convex integration scheme used in these recent results more directly resembles the original
scheme used by Nash to construct C1 isometric embeddings, and it also bears more resemblance to
the argument of Shnirelman in [21] than does the argument in [8]. To achieve their results, De Lellis
and Sze´kelyhidi have introduced several important, new ideas which represent dramatic changes in the
point of view of the convex integration scheme. Although these ideas cannot be summarized at this
stage of the introduction, we will refer to them as the analogous aspects arise in the present paper,
and we urge the reader to study their papers. For now we mention two new aspects:
• They introduce an underdetermined system of PDEs called the “Euler-Reynolds equations” which
form the correct space of “subsolutions” in which to perform the convex integration procedure.
• Surprisingly, they use linear spaces of high frequency, stationary solutions of the Euler equations
called “Beltrami flows” in order to construct the basic building blocks.
The idea that turbulent Euler flows may be constructed from Beltrami solutions has appeared in the
turbulence literature, and was suggested to De Lellis and Sze´kelyhidi by Peter Constantin [10].
In this paper, we build upon and rework the convex integration scheme of De Lellis and Sze´kelyhidi
in order to achieve the following theorem.
Theorem 0.1. For every δ > 0, there exists a nontrivial weak solution
v(t, x) : R× T3 → R3 (3)
p(t, x) : R× T3 → R (4)
to the Euler equations which belong to the Ho¨lder class
v ∈ C1/5−δt,x (5)
p ∈ C2(1/5−δ)t,x (6)
such that the support of (v, p) is contained in a compact time interval.
The framework we develop appears robust enough to obtain the regularity of 1/3− δ conjectured
by Onsager except for one term where stationary flows are used in a crucial way. We discuss this
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difficulty as it arises in the argument. We propose as a conjecture an “Ideal Case” scenario which
summarizes what the method would yield if the C0 norm of this term were suitably well-controlled.
This conjecture, if true, could be used to construct energy-dissipative solutions in the Ho¨lder class
v ∈ C1/3−δt,x , and in particular would imply Onsager’s conjecture.
The proof of Theorem (0.1), which builds heavily upon the ideas of De Lellis and Sze´kelyhidi, also
implements the method of convex integration. The argument to be presented here is based on their
approach in [10], but includes several novel features
• We use nonlinear phase functions to form the basic building blocks of the construction, and
adapt the method of De Lellis and Sze´kelyhidi for obtaining small solutions to the relevant elliptic
equation. We also develop a new method for constructing the amplitudes of these building blocks
which is suitable for the use of nonlinear phase functions.
• Our main lemma, which summarizes the result of a single iteration of the scheme, is organized so
that one easily controls the time interval supporting the solutions, allowing us to obtain solutions
with support in a finite time interval, and to prove Theorem (0.2) below regarding the gluing of
solutions.
• We define a notion of frequency and energy levels for measuring the size and derivatives of the
error and approximate solutions during the iteration process. This notion has the important
feature that it distinguishes the bounds for the derivatives of the velocity, the pressure and the
error. The frequency energy levels also keep track of second derivative bounds which play an
important role in some of the estimates and appear to be necessary for estimating one of the
error terms in the conjectural ideal case scenario.
• We present a sharp, general framework for calculating the regularity achieved by the construc-
tion which is based on the above notion of frequency and energy levels. This framework reduces
regularity computations and bounds for other physical quantities to simple, linear algebra cal-
culations.
• We isolate the material derivative ∂t+v ·∇ as a special derivative in the construction. It appears
that unless improved bounds for the material derivative are taken into account, the highest
regularity one can achieve through this construction is 1/(3 +
√
8)− δ.
To take advantage of the special role of the material derivative, we introduce several additional ideas
into the scheme, for example:
• We incorporate improved bounds for ∂t + v · ∇ into the notion of frequency - energy levels. In
particular, the material derivative obeys better bounds than do the spatial derivatives or the
time derivative.
• We use time averaging along the coarse scale flow of the fluid as a special form of mollification.
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• We introduce a “transport-elliptic” equation in order to eliminate the error in the parametrix.
• To bound material derivatives, we use estimates coming from the Euler-Reynolds equation itself
and related commutator estimates to close the argument.
Considerations regarding the symmetries of the Euler equations, including scaling and Galilean trans-
formations, also play an important role underlying the analysis. In particular, thanks to the ideas
listed above, the bounds for the iteration depend only on relative velocities (i.e. derivatives of the
velocity) but not on absolute velocities (i.e. the C0 norm of the velocity).
As an interesting observation, it turns out that the energy
∫ |v|2
2 (t, x)dx for the solution obtained by
the construction enjoys better regularity in time than what is proven for the solution itself (it is almost
C1/2 in t for the C
1/5−δ
t,x solutions we construct). In fact, in the conjectural “ideal case” scenario, the
construction yields solutions whose energy functions are “almost automatically” in C1 even though
the velocity is only guaranteed to belong to C
1/3−δ
t,x .
By slightly modifying the proof of Theorem (0.1), we also prove the following theorem regarding
the gluing of solutions.
Theorem 0.2. For every smooth solution (v, p) to incompressible Euler on (−2, 2)× T3, there exists
a Ho¨lder continuous solution to Euler (v¯, p¯) which coincides with (v, p) on (−1, 1)×T3 but is equal to
a constant outside of (−3/2, 3/2)× T3.
The Theorem (0.2) above was motivated by related discussions with P. Constantin, Y. Sinai, and
T. Buckmaster.
1 The Euler Reynolds System
We start by giving a motivation for the argument. A similar discussion can be found in [6].
Consider any solution (v0, p0) to the Euler equations on, say, R
n × R, which we write in the form

∂tv
l
0 + ∂j(v
j
0v
l
0) + ∂
lp0 = 0
∂jv
j
0 = 0
(7)
Here and in the rest of the paper, we use the Einstein summation convention, according to which we
understand that there is a summation over the j index because it is repeated.
We imagine that v0 could be very singular, such as one of the wild solutions that will be constructed
in the argument. One way to describe the “coarse scale” or “low-frequency” behavior of the velocity
field v0 is to consider a mollification vǫ = ηǫ ∗v0. The mollifier ηǫ in this argument could be a standard
mollifier, so that the value of vǫ at each point is the average velocity in an ǫ-neighborhood of the point,
or the mollifier ηǫ∗ could operate by projecting to frequencies less than 1ǫ . By mollifying the equations
(7), we see that the coarse scale velocity field v = vǫ and pressure p = ηǫ ∗ p0 satisfy the system of
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equations 

∂tv
l + ∂j(v
jvl) + ∂lp = ∂jR
jl
∂jv
j = 0
(8)
with a symmetric, non-positive (2, 0) tensor Rjl = vjǫv
l
ǫ − (vj0vl0)ǫ arising from the failure of the
nonlinearity to commute with the averaging. Since v0 ∈ L2, R = Rǫ converges strongly to 0 in L1 as
ǫ→ 0, and if v is continuous, Rǫ converges to 0 in C0; in general Rǫ converges to 0 at a rate depending
on the regularity of v0. The tensor R
jl giving rise to the forcing term on the right hand side of the
equation is an example of what is known in the theory of turbulence as a “Reynolds stress”, and for
this reason De Lellis and Sze´kelyhidi have named this system the “Euler-Reynolds equations”. Since
the trace part of Rjl can be regarded as part of the pressure, the trace free part of Rjl measures the
error for v to be a solution to the Euler equations. This system implicitly appears in Constantin, E,
and Titi’s proof [4] that C0,α solutions to the Euler equations conserve energy if α > 1/3. In their
proof, after mollifying the equation as above, one then integrates against the test function vlǫ, and
proceeds to integrate by parts as in the usual proof of conservation of energy. The key to their proof
is a commutator estimate which establishes a quadratic bound ‖Rǫ‖ ≤ Cǫ2α‖v‖2CtCαx on the rate at
which Rǫ tends to 0.
Actually, one can see that the average of any family of solutions to Euler will be a solution of the
Euler-Reynolds equations. The most relevant type of averaging to convex integration arises during the
operation of taking weak limits, which can be regarded as an averaging process when viewed in terms
of Young measures. For example, suppose that vn is a sequence of solutions to the Euler equations
uniformly bounded by |vn| ≤M . Along some subsequence, which we also denote by vn, the sequence
of measures µn(t, x, v˜) = dtdxδvn(v˜) on R
n × R × Rn obtained by pushing forward the Lebesgue
measure to the graph of vn will obtain a weak limit of the form dtdxdµt,x(v). The parameterized
family of measures µt,x(v) are probability measures which record the local in space-time oscillations of
the subsequence vn; measures which arise in this way are called “Young measures” since they were first
introduced by Young to describe the behavior of minimizing sequences in the calculus of variations.
The center of mass v¯(t, x) =
∫
v˜dµt,x(v˜) of the limiting measure is the weak limit of the subsequence
vn, and obeys the Euler-Reynolds system with Reynolds stress R
jl(t, x) = v¯j v¯l − ∫ (v˜j v˜l)dµ(v˜). This
statement follows from the general fact that for any continuous function g(v) defined on {|v| ≤M} the
weak limit of g(vn) along the subsequence vn will exist and be given by the expectation
∫
g(v˜)dµt,x(v).
While we do not use the theory of Young measures in this work, we find that their consideration
is useful for visualizing and understanding the intuition behind the proofs in some of the previous
literature and the one given here; see [1] for more on Young measures.
Heuristically, the convex integration procedure begins with a solution v0 to the Euler-Reynolds
system, and obtains a solution to the Euler equations by “reintroducing” the oscillations responsible
for the forces that are exerted on v0 “during” the weak limiting process. Namely, the method actually
proves that essentially every solution to the Euler-Reynolds equations can be approximated in a weak
topology by solutions to Euler. Calculating what sort of velocity fields can be weakly approximated by
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solutions to Euler provides a candidate space of subsolutions (or approximate solutions) in which one
can work while performing convex integration; however, it is only after the convex integration procedure
is proven successful that we know the correct space has been found. A priori, the class of solutions
to the Euler-Reynolds system may seem too general, since any incompressible flow vl which conserves
momentum can be regarded as a solution to Euler-Reynolds after solving ∂jR
jl = ∂tv
l + ∂j(v
jvl).
Some more remarks about momentum conservation for Euler-Reynolds flows are included in Section
(6.1).
We now describe the convex integration scheme for Euler in some more technical detail. Beginning
with a solution (v, p, R) of the Euler Reynolds system (8), we show that we can correct the velocity
and pressure to obtain another velocity field v1 = v + V , and pressure p1 = p + P , which obey the
Euler-Reynolds system with some new stress tensor Rjl1 that is much smaller than the previous stress
R in an appropriate topology (for the present paper, R will be measured in C0). We then iterate this
procedure infinitely many times so that the stress tends to 0; by ensuring that the sequence of velocity
fields converges strongly in L2 to some limit v¯, we obtain a weak solution to the Euler equations in the
limit by passing to the limit in the weak formulation of the Euler-Reynolds system. At each stage of
the iteration, the correction V is chosen so that it oscillates very rapidly compared to the velocity field
v which results from the previous stage of the construction. Therefore one can interpret the procedure
as recovering some weak solution v¯ to the Euler equations in a sequence, starting from the coarse scales
and passing to fine scale oscillations, in a fashion similar to taking ǫ→ 0 in the mollification procedure
described above. Thus, we think of v as being basically a low frequency projection of the solution
we will ultimately construct, and the correction V is a higher frequency component of the solution
to be constructed. With this intuition in mind, we expect R to behave analogously to the sequence
Rjlǫ = (v
j
ǫv
l
ǫ)− (vj0vl0)ǫ studied above.
In contrast to methods of solving differential equations which produce unique solutions, the choice
of the correction V at each stage is quite arbitrary, allowing one to obtain a huge family of solutions
depending on these choices. In particular, the frequency of the very first oscillation can be chosen
arbitrarily large (without affecting at all the regularity of the solution obtained in the limit). Therefore,
since every correction to follow will also be of highly oscillatory nature, we can reason that if it is indeed
possible to begin with an Euler Reynolds solution v0 and then, by carrying out convex integration,
arrive at a solution v¯, it is necessary that v0 can be approximated in a weak topology by solutions to
the Euler equations. By similar considerations, every velocity field v1, v2, . . . which arises after each
iteration of the process can also be realized as such a weak limit. These considerations explain how we
are forced to calculate what weak limits can be reached by solutions to the Euler equations in order to
construct a space of approximate solutions. They also explain why the results obtained are connected
to the h-principle; the method applied here always gives an approximation in a weak topology and
relies on an abundance of solutions. This feature of the method is demonstrated in [2], which contains
a characterization of the H−1 closure of the space of Cαt,x Euler flows for α < 1/10 in 2 and 3 spatial
dimensions.
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Part II
General Considerations of the Scheme
We now highlight the main issues and the general philosophy underlying the proof of the main lemma.
A part of this philosophy can also be found in [6], since it also underlies the proof in [10]. We use this
section as an opportunity to introduce some heuristics which will be usefully formalized in the proof.
Suppose that (v, p, R) are a given solution of the Euler-Reynolds system.

∂tv
l + ∂j(v
jvl) + ∂lp = ∂jR
jl
∂jv
j = 0
(9)
For the purpose of the present discussion, let us imagine that v and p are smooth functions of size
5, and that R is a smooth, symmetric (2, 0) tensor field with absolute value smaller than one.
We introduce highly oscillatory corrections V and P to the velocity field and pressure such that
div V = ∂jV
j = 0. The corrected velocity field v1 = v+V and pressure p1 = p+P satisfy the system
∂tv
l
1 + ∂j(v
j
1v
l
1) + ∂
lp1 = ∂tV
l + ∂j(v
jV l) + ∂j(V
jvl) + ∂j(V
jV l) + ∂lP + ∂jR
jl
∂jv
j
1 = 0
Our goal is to choose high frequency corrections V and P so that the forcing term in the equation
can be represented as ∂jR
jl
1 for a new Reynolds stress R
jl
1 much smaller than R
jl.2 Let us express the
gradient ∂lP as a divergence ∂j(Pδ
jl), where δjl is the (inverse) Euclidean inner product (or, if one
prefers, the “Kronecker delta” or the “identity matrix”). We then collect terms as follows:
∂tv
l
1 + ∂j(v
j
1v
l
1) + ∂
lp1 =
[
∂tV
l + ∂j(v
jV l)
]
+
[
∂j(V
jvl)
]
+ ∂j
[
(V jV l) + Pδjl +Rjl
]
∂jv
j
1 = 0
We wish to express each of these terms in the form ∂jQ
jl with Q much smaller than |R|. Let us
first consider the term
Qjl = (V jV l) + Pδjl +Rjl, (10)
We cannot immediately make this term small because V jV l is a rank one tensor, whereas Pδjl +Rjl
may be an arbitrary symmetric (2,0) tensor. We can, however, ensure that the low frequency part of
Qjl is small by choosing V so that the low frequency part of V jV l cancels with the low frequency part
of Pδjl +Rjl; to make sure this cancellation is possible, it is necessary to first choose P large enough
so that Pδjl +Rjl is negative definite, since the coarse scale part of V jV l must be essentially positive
2 In general the word “smaller” here should refer to some norm which controls the L1t,x norm since we expect R to
behave like the stress Rǫ = (v
j
ǫv
l
ǫ) − (v
jvl)ǫ arising from mollifying a solution v ∈ L2t,x. For the present paper, we will
measure R in the norm C0t,x.
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definite. The fact that V jV l can have a nontrivial low frequency part even though V itself has very
high frequency demonstrates a lack of cancellation in the nonlinearity, which can ultimately be blamed
for the fact that weak limits of Euler flows may fail to solve the Euler equation.3 Note that the above
choices of V and P imply that V (or, rather, the absolute value of V ) has the size of a “square root”
of R, and that P has the size of R.
|V | ≈ |R|1/2, |P | ≈ |R|
Thus, after the construction is iterated k times with R(k) → 0 quickly enough, we can ensure that the
velocities and pressures v(k+1) = v(k)+V(k), and p(k+1) = p(k)+P(k) constructed through the iteration
will converge to solutions (v, p) of the Euler equations.
Although the low frequency part of the Qjl term in (10) will be small, there will be many high
frequency interaction terms in Qjl which will not be small. So far, the only method available to handle
these terms is to construct V out of stationary solutions to 3D-Euler called Beltrami flows, which also
requires adding additional components to the pressure.4
Following [10], we refer to the error term ∂tV
l+∂j(v
jV l) as the “transport term”, since it can also
be written as (∂t + v
j∂j)V
l. We want to find a small, symmetric tensor QjlT solving the divergence
equation
∂jQ
jl
T = (∂t + v
j∂j)V
l.
We also need to do the same for the “high-low frequency” interaction term ∂j(V
jvl), because V jvl
is of size “|R|1/2”, whereas we need Q to be much smaller than R. Achieving either of these goals
requires us to find a small solution to the first-order elliptic equation ∂jQ
jl = U l, with high frequency
data U l.
In general, we expect that if U l is a smooth vector field with amplitude of “size 1” and with
“frequency λ”, solving the elliptic equation should allow us to achieve a solution of “size 1/λ”. One
way to give rigorous evidence to this heuristic expectation is to use the Fourier transform to solve the
equation, and more evidence can be drawn by analogy with the ODE dQdx = e
iλxu(x), where repeated
integration by parts yields the estimate,
dQ
dx
= eiλxu(x) (11)
⇒ ||Q|| <∼ ||u||
λ
+
||∇u||
λ2
+ . . .+
||∇Du||
λD
+
||∇D+1u||
λD
(12)
Thus, with the appropriate “integration by parts” type argument, we expect to gain a smallness factor
of ||Q|| <∼ ||u||λ by solving the divergence equation ∂jQjl = eiλξ·xul, as long as the oscillations of u are
slower than λ (i.e. u cannot be of the form e−iλξ·xvl for some slowly varying v).
3Regarding the analogous aspect of the construction in [21], Shnirelman suggested that the above idea could be
thought of as emulating the frequency cascades predicted in the theory of turbulence.
4For the isometric embedding problem, there is no known method to handle interference terms, and this difficulty
actually limits the regularity of the solutions which can currently be obtained through convex integration. See [5].
14
The transport term presents a more serious problem than does the high-low term ∂j(V
jvl) =
V j∂jv
l, because the transport term necessarily involves differentiating the oscillatory correction V and
then solving the equation
∂jQ
jl
T = (∂t + v
j∂j)V
l (13)
Now, v has size 1, and if V has the expected size |R|1/2 and frequency λ, its derivative vj∂jV on the
right hand side will have size at least λ|R|1/2 and will also have frequency λ. On the other hand, solving
the elliptic equation only gains one power of λ−1, leaving no hope to find a solution with |Q| < |R|
when |R| is small. The equations therefore impose a requirement that V be essentially transported by
the coarse scale velocity field v.
The philosophy described above was executed in [10] to construct continuous, weak solutions of
Euler which do not conserve energy (with the superficial difference that the stress Rjl was required to
have trace Rjlδjl = 0). While the paper [10] was the first to execute this philosophy by representing
the forcing term as a divergence ∂jR
jl, many of the above considerations implicitly underlie preceding
constructions of badly behaved weak solutions to Euler (see [21] and [8] for instructive examples).
2 Structure of the Paper
While the general considerations above pertain to both the present paper and to the contruction in
[10], the manner in which the philosophy is executed in the present paper is different. Our strategy
for the exposition is as follows.
• In the following section we identify the error terms which need to be controlled.
• In Part (III) we explain some notation of the paper and write down a basic construction of the
correction. In this part, we do not explain how the various parameters involved should be chosen
to optimize the construction. Rather, our goal is to give enough detail so that it is clear how the
scheme can be used to construct weak solutions which are continuous in space and time.
• In Part (IV) we explain how to iterate the construction of Part (III) to obtain continuous solutions
to the Euler equations. We then explain the concept of frequency and energy levels, and the Main
Lemma which is iterated to give the full proof of the Theorems (0.1) and (0.2). Through this
discussion, we explain some additional difficulties which present themselves as one approaches the
optimal regularity, and how these difficulties can be overcome by isolating the material derivative
∂t + v · ∇ as a special derivative.
• In Parts (V)-(VII), we verify all the estimates needed for the proof of the Main Lemma.
3 Basic Technical Outline
We now give a more technical outline of the construction.
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Let (vl, p, Rjl) be a solution to the Euler-Reynolds system, and consider a correction v1 = v + V ,
p1 = p+ P .
The correction V is a divergence free vector field which oscillates rapidly compared to v, and can
be written as a sum of divergence free vector fields V =
∑
I VI , which oscillate in various different
directions, and which are supported in several different regions of the space-time T3 × R.
In our construction, there will always be a bounded number of waves VI (at most 192) which are
nonzero at any given time t.
Each individual wave VI composing V is a complex-valued, divergence free vector field that oscillates
rapidly in only one direction. We introduce several ways in which we will represent each VI
VI = e
iλξI v˜I
=
1
λ
∇× (eiλξIwI)
= eiλξI (vI +
∇× wI
λ
)
vI = (i∇ξI)× wI
Here, λ ∈ R is a large number, independent of (t, x), which will be chosen in the argument. The
phase functions ξI(t, x) will be real-valued functions of (t, x) whose gradients indicate the direction of
oscillation of the components VI . Unlike the argument of [10], we will not require the functions ξI(t, x)
to be linear (that is, to have constant gradients).
Because we use nonlinear phase functions, we must modify the “nonstationary phase” type argu-
ments used in [10] to gain cancellation when solving ∂jQ
jl = eiλξ(x)ul. We therefore must ensure, for
one thing, that the gradients ∂lξI of the phase functions ξI remain bounded away from 0. If one is
willing to restrict to λ ∈ Z (as is done in [10]), one could obtain globally defined functions ξI taking
values in R/(2πZ) which satisfy this lower bound on their gradients. Instead, we choose to define ξI
on only part of the space T3 at any given time, and the coefficient v˜lI will be a vector field that is
compactly supported in that region, and also compactly supported in time. In particular, we will not
be using the globally defined frequencies on the torus.
The v˜I = v˜
l
I , and wI = w
l
I here are complex-valued vector fields. Then vI = (i∇ξI)×wI is a vector
field which will be chosen later, but which necessarily takes values which point into the level sets of
ξI . Since λ will be a large parameter, v˜I ·∇ξI = v˜lI∂lξI = ∇×wIλ · (∇ξI) will be small. The character of
these building blocks reflects the fundamental principle that any high frequency, divergence free plane
wave must point perpendicular to its direction of oscillation, causing the vector field to generate a shear
type of flow. This principle, which can be formalized on Rn by considering the Fourier transform, still
holds approximately in our setting. In our argument, we will first construct the vector field vI , and
then solve the linear equation vI = (i∇ξI)× wI in order to obtain wI .
We remark that, in order to ensure that V is real-valued, each index I will have a conjugate index
I¯ such that VI¯ = V¯I . Moreover, ξI¯ = −ξI , and wI¯ = w¯I so that vI¯ = v¯I as well.
Let us introduce the notation (vw)jl to represent the symmetric product of two vectors vl and wl.
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That is, (vv)jl = vjvl is the square v⊗v of v, and from the polarization identity (vw)jl = 12 (vjwl+wjvl)
in general. The symmetric product so defined is commutative.
Using the representation of V as a sum of individual waves with distinct direction and location, we
see that the corrected velocity field and pressure v1, p1 satisfy the system.
∂tv
l
1 + ∂j(v
j
1v
l
1) + ∂
lp1 =
[
∂tV
l + ∂j(v
jV l)
]
+
[
∂j(V
jvl)
]
+
∑
J 6=I¯
∂j(VIVJ)
jl + ∂j
[∑
I
(V jI V¯
l
I ) + Pδ
jl +Rjl
]
(14)
∂jv
j
1 = 0 (15)
We have separated out the interaction terms between non-colliding frequencies in the hope that
these interference terms can be shown to be negligible. Indeed, if one measures errors in a weak
topology, these interaction terms will be small because the products (VIVJ )
jl can easily be made high
frequency for J 6= I¯, and the term ∑I(V jI V¯ lI ) + Pδjl + Rjl will become small in a strong topology
as long as the amplitudes vI are chosen appropriately
5. However, we cannot use a weak topology to
measure the size of the remaining stress 6.
Ultimately, we will only be able to handle the interaction terms after imposing a “Beltrami flow”
condition on the structure of the VI . This condition will allow us to show that after adding appropriate
terms to the pressure, the interference terms (VIVJ )
jl − PIJδjl are small in C0 modulo solutions of
∂jQ
jl = 0.
The pressure will therefore be of the form
P = P0 +
∑
J 6=I¯
PI,J
where P0 appears in the equation ∑
I
V jI V¯
l
I + P0δ
jl +Rjl ≈ 0 (16)
We remark here that, by choosing P0 appropriately, we will also be able to prescribe the energy
increment ∫
(|v + V |2 − |v|2)dx ≈ e(t)
of the correction with great accuracy.
There are two reasons for the ≈ symbol in (16). One reason is that we cannot control the pointwise
values of
V jI V¯
l
I = v˜
j
I v˜
l
I
5One can interpret this construction as requiring that V l = V l
(λ)
generates an appropriate Young measure as λ→∞.
The fact that this equation can be solved for arbitrary R, implying in a sense that high frequencies may emulate arbitrary
forces on the lower frequency part of the solution, demonstrates a lack of cancellation characteristic of the nonlinearity
in the Euler equations.
6Recall from Section 1 that we expect Rjlǫ ≈ (v
jvl)ǫ − v
j
ǫv
l
ǫ to vanish uniformly if v is continuous, and at least to
converge to 0 in L1 if v is in L2.
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exactly; rather we are only able to determine these products approximately in the sense that
V jI V¯
l
I ≈ vjI v¯lI
and we have freedom to prescribe vI up to some constraints such as the fact that vI ∈ 〈∇ξI〉⊥.
The other reason for the approximation symbol ≈ in (16) is that we will also define a suitable
mollification Rǫ of R before solving the equation∑
I
vjI v¯
l
I + P0δ
jl +Rjlǫ = 0 (17)
pointwise. In this way, the amplitudes vI will only carry coarse scale information regarding R.
Making this mollification introduces another error term of the form
R−Rǫ
which will be carried as part of the new stress R1. For similar reasons, we will also introduce an
appropriate mollification vǫ of v at the beginning of the argument, giving rise to another term
(vj − vjǫ )V l + V j(vl − vlǫ)
in the new stress. While these mollifications are very important for the construction of Ho¨lder contin-
uous solutions, for the present discussion we will ignore them, and return to them later.
To summarize, we have seen five main error terms, each of which must be expressed in the form
∂jQ
jl for some Qjl(t, x) taking values in the space of symmetric, (2, 0) tensors S, and each Qjl is
required to be smaller than Rjl to ensure we have made visible progress towards a solution of the
Euler equations. The terms we must deal with are named:
• The Transport term
∂jQ
jl
T = ∂tV
l + ∂j(v
j
ǫV
l)
• The High-Low interaction term
∂jQ
jl
L = ∂j(V
jvl) = V j∂jv
l
ǫ
• The High-High interference terms
∂jQ
jl
H =
∑
J 6=I¯
∂j
[
(VIVJ )
jl + PI,Jδ
jl
]
• The Stress term
QjlS =
[∑
I
(V jI V¯
l
I ) + P0δ
jl +Rjlǫ
]
• The Mollification Terms
QjlM = (v
j − vjǫ )V l + V j(vl − vlǫ) + (Rjl −Rjlǫ )
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In [10], the High-High interference terms correspond to part of what is called the “oscillation part” of
the error.
Each of these terms has its own set of difficulties, and these difficulties are coupled together as
the transport term and stress term both impose constraints on the correction V . The one difficulty
that is common to the first three of the terms is that they require one to find small solutions to the
underdetermined, first order, elliptic equation
∂jQ
jl = eiλξ(t,x)ul(t, x)
For example, the High-Low interaction term (which is the simplest of these three error terms), can be
expanded in the form
V j∂jv
l =
∑
I
eiλξI v˜jI∂jv
l
ǫ
As we previously remarked, either by considering the problem in frequency space or by drawing an
analogy with the ODE dQdx = e
iλξ(x)u(x), one expects to gain a smallness factor of 1λ for the solution
Q. This gain is achieved by an “oscillatory estimate”, whose proof we will describe shortly.
This gain of λ−1 alone is not sufficient to handle every term in the argument; both the Transport
term and the High-High interference terms require one to differentiate the oscillatory correction V , and
thereby produce oscillatory data whose main terms are of the form eiλξλul, meaning their amplitudes
are too large for the oscillatory estimate to obtain a small solution. For example, the right hand side
of the transport term can be written
∂tV
l + ∂j(v
j
ǫV
l) = (∂t + v
j
ǫ∂j)V
l
=
∑
I
eiλξI
(
iλ(∂t + v
j
ǫ∂j)ξI v˜
l
I + (∂t + v
j
ǫ∂j)v˜
l
I
)
For the transport term, we deal with this difficulty by allowing the phase functions ξI to obey a
transport equation; in particular, the phase functions will not be linear functions, in contrast to the
argument in [10].
We will also make sure the lifespan of each VI is a sufficiently small time interval, so that phase
functions ξI remain nonstationary and suitably regular for applying the main, oscillatory estimate.
The length of this time interval will depend on bounds for the derivatives of v, including the L∞ norm
of ∇v.
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Part III
Basic Construction of the Correction
4 Notation
We employ the Einstein summation convention, according to which there is an implied summation
when a pair of indices is repeated (e.g. ∂jv
j is the divergence of a vector field, (v · ∇)f = vj∂jf ,
etc.). We employ the conventions of abstract index notation, so that upper-indices and lower-indices
distinguish contravariant and covariant tensors.
We define the space S = Sym2(R3) to be the 6 dimensional space of symmetric, (2, 0) tensors on R3.
That is, the vectors in S are symmetric bilinear maps Gjl : (R3)∗×(R3)∗ → R on the dual of R3, whose
action on a pair of covectors u, v ∈ (R3)∗ can be written as G(u, v) = Gjlujvl = Gljujvl = G(v, u).
We also define S+ to be the cone of positive definite, symmetric, (2, 0) tensors.
We will use the notation
(vu)jl =
1
2
(vjul + vluj)
to refer to the symmetric product of two vectors v and u.
At many points, we will write inequalities of the form
X E Y
The symbol E expresses that the above inequality is a goal, and that at some point later on in the
proof we will have to show that the inequality X ≤ Y does in fact hold.
The following notation concerning multi-indices will later be helpful for expressing higher order
derivatives of a composition (c.f. Section (18.4) below).
Definition 4.1. We say that a K-tuple of multi-indices (a1, a2, . . . , aK) forms an ordered K-partition
of a multi-index a = (a1, a2, . . . , aN ) if there is a partition {1, . . . , N} = π1 ∪ . . . ∪ πK , such that the
subsets πj ⊆ {1, . . . , N}, j = 1, . . . ,K are pairwise disjoint, and each aj has the form
(ajπj(1), a
j
πj(2)
, . . . , ajπj(Nj))
where πj = {πj(1), . . . , πj(Nj)} is written in increasing order, and the subsets are “ordered” in the
sense that
π1(N1) < π2(N2) < . . . < πK(NK)
5 A Main Lemma for Continuous Solutions
In order to have a concrete goal for the construction, we state a Lemma which implies the existence
of continuous solutions.
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Lemma 5.1 (Main Lemma for Continuous Solutions). There exist constants K and C such that the
following holds.
Let ǫ > 0, and suppose that (v, p, R) are uniformly continuous solutions to the Euler-Reynolds
equations on R× T3, with v uniformly bounded7 and
supp R ⊆ I × T3
for some time interval, and
‖R‖C0t,x ≤ eR
Let
e(t) : R→ R≥0
be any function satisfying the lower bound
e(t) ≥ KeR (18)
on a neighborhood of I such that
d
dt
e1/2(t) ∈ C0(R) (19)
is continuous and uniformly bounded, and such that e(t) is bounded by
e(t) ≤ 1000KeR (20)
Then there exists a uniformly continuous solution (v1, p1, R1) to the Euler-Reynolds equations of
the form
v1 = v + V (21)
p1 = p+ P (22)
such that the supports of the corrections and the new stress
supp V ∪ supp P ∪ supp R1 ⊆ supp e× T3 (23)
and so that V and P obey the bounds
‖V ‖C0 ≤ Ce1/2R (24)
‖P‖C0 ≤ CeR (25)
and
‖
∫
|v1|2(t, x)dx −
∫
(|v|2 + e(t))dx‖C0t ≤ ǫ (26)
‖R1‖C0 ≤ ǫ (27)
7The assumption of uniform boundedness here may be somewhat unnatural and actually does not enter into the
construction of Ho¨lder continuous solutions, where all the bounds in the construction depend only on relative velocities.
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It is not difficult to check that the main lemma implies the following theorem:
Theorem 5.1. There exist continuous solutions (v, p) to the Euler equations which are nontrivial and
have compact support in time.
Proof that Lemma (5.1) implies Theorem (5.1) . To prove this implication, one iteratively applies the
Lemma to produce a set of solutions (v(k), p(k), R(k)) to the Euler-Reynolds equations for which the
stress is bounded by
‖R(k)‖C0 ≤ eR,(k) (28)
with eR,(k) > 0 a decreasing sequence of positive numbers chosen to tend to 0 rapidly. The corrections
to the velocity v(k+1) = v(k) + V(k) and to the pressure p(k+1) = p(k) + P(k) can be summed in C
0
∑
k
‖V(k)‖C0 ≤ C
∑
k
e
1/2
R,(k) <∞ (29)
∑
k
‖P(k)‖C0 ≤ C
∑
k
eR,(k) <∞ (30)
by (24) and (25), which implies the uniform convergence of
v = lim
k
v(k)
p = lim
k
p(k)
to uniformly continuous solutions (v, p) of the Euler equations.
To make sure the solutions constructed in this way are nontrivial and compactly supported, we
apply the lemma with any non-negative functions e(t) = e(k)(t) which satisfy (18), (19) and (20) for
eR = eR,(k) and whose supports are all contained in some finite time interval. We can also arrange
that these functions are strictly positive at time 0 so that
e(k)(0) > 0
for all k.
If we choose ǫ(k) small enough at each stage, the inequality (26) implies that the energy at t = 0∫
|v(k+1)|2(0, x)dx ≥
∫
(|v(k)|2(0, x) + e(k)(0))dx− ǫ(k) (31)
>
∫
|v(k)|2(0, x) dx (32)
increases with each stage. Then, by the dominated convergence theorem,∫
|v|2(0, x)dx = lim
k
∫
|v(k)|2(0, x) dx (33)
≥
∫
|v(1)|2(0, x)dx > 0 (34)
which ensures that the solution v = limk v(k) is nonzero at t = 0.
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Let us now proceed with the construction. During the construction, we will not be completely
specific at certain points (such as how to mollify v and R) because these aspects must be changed or
handled more delicately in order to construct the Ho¨lder continuous solutions of Theorem (0.1), and
we will want to be able to refer to the same construction for both continuous and Ho¨lder continuous
solutions.
6 The Divergence Equation
A key ingredient in the Proof of Lemma (5.1) is to find special solutions to the divergence equation
∂jQ
jl = eiλξ(x)ul (35)
where ξ and ul are respectively a smooth function and a smooth vector field on T3, and Qjl is an un-
known, symmetric (2, 0) tensor. In our applications, ul will always be supported in a single coordinate
chart, and ξ will only be defined in a neighborhood of the support of ul. We wish to take advantage
of the oscillatory nature of the data in order to gain a smallness factor of 1λ for the solution Q. This
estimate is analogous to how one can integrate by parts to prove a bound
‖Q‖C0 ≤ C(‖u‖C
0
λ
+
‖∇u‖L1
λ
)
for certain periodic solutions to the ODE dQdx = e
iλξ(x)u(x), provided bounds on ‖|ξ′(x)|−1‖C0 and
‖ξ′′(x)‖L1 .
6.1 A remark about momentum conservation
A first remark regards why one cannot solve the equation
∂jQ
jl = U l
for arbitrary data on the right hand side. Namely, the right hand side must have integral 0 in order to
be a divergence. This condition is also sufficient, but let us briefly discuss how this condition relates
to the conservation of momentum.
From a physical point of view, the right hand side of the Euler equation is a force, and the condition∫
U ldx = 0
reflects Newton’s law that every action must have an equal and opposite reaction. This axiom, in turn,
implies the conservation of momentum in classical mechanics.
When translated into the general Hilbert space framework for solving elliptic equations, the con-
dition required on the data U l = eiξ(x)ul is that U l be orthogonal to the kernel of the operator
adjoint to the divergence operator P(Q) = ∂jQjl. Here the operator adjoint to P is the operator
P∗(v) = − 12 (∂jvl + ∂lvj), which is essentially the symmetric part of the derivative. The tensor
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∂jvl + ∂lvj has the familiar geometric interpretation as a deformation tensor of the vector field v –
that is, it expresses the Lie derivative Lvδjl of the inner product δjl when pulled back along the flow
of v. Those vector fields whose deformation tensor ∂jvl+ ∂lvj vanishes are called Killing vector fields,
and they consist of those vector fields whose flows generate isometries of the space. On the torus,
these Killing vector fields consist of the translation vector fields; that is, vector fields whose compo-
nent functions vl are constant on T3 – the integral 0 condition is the condition that v be orthogonal
to translations.
In view of Noether’s theorem, the constant vector fields which act as Galilean symmetries of the
Euler equation are responsible the conservation of momentum. In this case, conservation of momentum
for solutions to Euler is proven directly by integrating any component of the equation
∂tv
l + ∂j(v
jvl) + ∂lp = 0
in space.
As the proof reveals, all solutions to the Euler equations, even those which only belong to L2,
conserve momentum. In fact, by the same proof for the equations
∂tv
l + ∂j(v
jvl) + ∂lp = ∂jR
jl
all solutions to the Euler-Reynolds equations also conserve momentum. Conversely, any incompressible
flow which conserves momentum can be realized as a solution to the Euler-Reynolds equations by
solving the divergence equation ∂jR
jl = ∂tv
l+∂j(v
jvl). The orthogonality condition implies that only
those forces U l which do not inject any momentum into the system can be realized as the divergence
of a stress ∂jQ
jl, thereby guaranteeing the conservation of momentum for the solutions we construct.
This condition will not present any difficulty for the present argument, since all the terms U l which
arise when we introduce the correction v1 = v + V satisfy the orthogonality condition. For example,
the data for High-Low interaction term
∂jQ
jl
L = ∂j(V
jvlǫ)
has integral 0 since it is a divergence, and the data for the Transport term
∂jQ
jl
T = ∂tV + ∂j(v
j
ǫV
l)
has integral 0 because
∂tV = ∇× ∂tW
and the curl of any vector field on T3 has integral 0.
6.2 The Parametrix
Having discussed the compatibility condition for solving the equation, let us now prove the main
oscillatory estimate on the solution. To convey the idea, we first prove a simple (C0) version. To be
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consistent with the notation of the paper, we keep a scalar λ in the statement of the theorem, although
λ can without loss of generality be absorbed into the phase function if one prefers.
Proposition 6.1. Let U l be a smooth vector field on T3 such that
∫
T3
U ldx = 0, and suppose that
U l can be represented as eiλξ(x)ul for some smooth vector field ul and some smooth, real-valued phase
function ξ defined in a neighborhood of the support of ul whose gradient does not vanish at any point.
Then there exists a symmetric, (2, 0) tensor field Qjl on T3 solving the equation
∂jQ
jl = U l = eiλξ(x)ul
which depends linearly on U l and for any p > 3, 0 ≤ s ≤ 1 satisfies the estimate
||Qjl||C0(T3) ≤ C
( || |∇ξ|−1 ||L∞(1 + || |∇ξ|−1 ||L∞ ||D2ξ||Lp)
λ
)s
||u||W s,p
The implied constant depends only on s and p.
The s = 0 case derives from the following, standard elliptic estimate, which is used as a lemma in
the proof.
Lemma 6.1. If f l be a smooth vector field on T3 such that
∫
f ldx = 0, there exists a symmetric,
(2, 0) tensor field Qjl depending linearly on f l which solves the equation
∂jQ
jl = f l
and satisfies the bound
||Qjl||W 1,p(T3) ≤ C||f ||Lp(T3)
so that, in particular when p > 3
||Qjl||C0(T3) ≤ C||f ||Lp(T3)
The theorem itself provides an interpolation between the C0 estimate in the lemma, and the s = 1
bound. In fact, the s = 1 case of the following lemma is sufficient for the construction of continuous
weak solutions, but we prove the proposition for fractional regularity in order to demonstrate the
robustness of the method, and because the proof illustrates a main theme of the paper.
The idea of the proof, which generalizes the approach taken in [10] to nonlinear phase functions, is
as follows. When using the Fourier transform to solve this equation, the key observation to be made
is that whenever ul is constant, and ξ(x) is linear (so that the derivatives ∂jξ are constant), an exact
solution can be obtained by the formula
Qjl =
1
λ
(
eiλξ(x)qjl
)
for any constant tensor qjl solving the linear equation
i∂jξq
jl = ul
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pointwise. In fact, one can arrange that the solution qjl is given by a map
qjl = qjl(∇ξ)[u] (36)
which is homogeneous of degree −1 in ∇ξ, and which is linear in u.
If ∂jξ and u
l are not constant, but are still smooth, one can still obtain an approximate solution
of this form, and eliminating the error requires one to solve ∂jQ
jl = f l, where the data f l is small in
Lp, allowing us to apply the lemma (6.1).
We now proceed with the formal proof:
Proof. The preceding discussion suggests that we begin with an approximate solution eiλξ(x)qjl, where
qjl solves the linear equation i∂jξq
jl = ul pointwise, but doing so is only a good idea when ul is
smooth. Therefore, we find an approximate solution to ∂jQ
jl = eiλξulǫ, where u
l
ǫ = ηǫ ∗ ul is a
standard mollification of ul. As is typical of stationary phase arguments, the parameter ǫ will be
optimized later to ensure that the oscillations of the phase function are rapid compared to the coarser
scale variations of ulǫ; a mollification in a similar spirit will be used at many other instances in the main
body of the paper. In any case, we do not expect to observe cancellation here unless the “frequency
of u” is less than that of λξ; otherwise ul could be of the form e−iλξ(x)vl.
To solve the linear equation i∂jξq
jl
ǫ = u
l
ǫ, we first decompose u
l
ǫ = u
l
⊥ +
(uǫ·∇ξ)
|∇ξ|2 ∂
lξ = ul⊥ + u
l
‖,
where (u⊥) · ∇ξ = 0, and u‖ points in the direction of ∇ξ. We then set qjlǫ to be the sum
qjlǫ = i
−1(qjl⊥ + q
jl
‖ ) (37)
= qjl(∇ξ)[uǫ] (38)
where
qjl⊥ =
1
|∇ξ|2 (∂
jξul⊥ + ∂
lξuj⊥)
so that ∂jξq
jl
⊥ = u
l
⊥, and
qjl‖ =
(uǫ · ∇ξ)
|∇ξ|2 δ
jl
so that ∂jξq
jl
‖ = u
l
‖.
We now seek a solution of the form Qjl = 1λe
iλξqjlǫ +Q
jl
1 where Q
jl
1 must satisfy the equation:
∂jQ
jl
1 = f
l
with the data f l = −eiλξ(x)((ul − ulǫ) + 1λ∂jqjlǫ ).
Since the error term on the right hand side is still of the form eiλξu¯l, it is possible to iterate the
preceding method in order to produce a higher order approximate solution at the price of taking more
derivatives of ξ and ul. Later in the paper, we will use a higher-order parametrix.
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For now, we will simply observe that the remaining data can already be regarded as bounded in
Lp. The right hand side also has integral zero because it is of the form U l + ∂jQ˜
jl, and the original
data U l was assumed to have integral 0. Therefore, by the lemma (6.1), there exists a smooth solution
Qjl1 on T
3 obeying the estimate
||Qjl1 ||C0(T3) <∼ ||eiλξ(x)((ul − ulǫ) +
1
λ
∂jq
jl
ǫ )||Lp(T3)
<∼ ||(u − uǫ)||Lp + 1
λ
||∂jqjlǫ ||Lp
<∼ ǫs||u||W˙ s,p +
1
λ
||∂jqjlǫ ||Lp
We will not be using any special structure involving the divergence, so one might as well take the
entire norm ||∇qǫ||Lp . Let us estimate the size of ∂jqjlǫ as follows. By differentiating the system of
equations
|∇ξ|2qjlǫ = (∂jξul⊥ + ∂lξuj⊥) + (uǫ · ∇ξ)δjl
|∇ξ|2ulǫ = |∇ξ|2ul⊥ + (uǫ · ∇ξ)∂lξ
one computes that ∂jq
jl
ǫ as a linear combination of many terms of only two types.
• Type 1: Terms whose Lp norm can be controlled by || |∇ξ|−1 ||2L∞ ||∇2ξ||Lp ||uǫ||C0
• Type 2: Terms whose Lp norm can be controlled by || |∇ξ|−1 ||L∞ ||∇uǫ||Lp
One can check this estimate by enumerating the terms, but we point out that these estimates are
exactly what one expects from a solution to i∂jξq
jl = ul if one thinks of qjl as schematically given
by “q ≈ u∇ξ” and applies the quotient rule formally. Note that, by the Sobolev imbedding theorem,
we can also control ||uǫ||C0 with ||uǫ||W 1,p , so that only the W 1,p norm of uǫ needs to appear in the
estimate.
The upshot of these estimates is that we can now bound
||Qjl1 ||C0(T3) <∼ ǫs||u||W s,p +
1
λ
||∂jqjl||Lp
<∼ ǫs||u||W s,p + || |∇ξ|
−1 ||L∞
λ
(
1 + || |∇ξ|−1 ||L∞ ||∇2ξ||Lp
) ||uǫ||W 1,p
<∼ ǫs||u||W s,p + || |∇ξ|
−1 ||L∞
λ
(
1 + || |∇ξ|−1 ||L∞ ||∇2ξ||Lp
)
ǫs−1||u||W s,p
It is now clear that, regardless of s, the optimal choice of ǫ, which balances the two terms, is
ǫ =
|| |∇ξ|−1 ||L∞
λ
(
1 + || |∇ξ|−1 ||L∞ ||∇2ξ||Lp
)
As expected, this choice of ǫ ensures that uǫ can only oscillate at a scale coarser than the scale at
which the phase function λξ oscillates.8 With the above choice of ǫ, the bounds stated in the theorem
apply to Qjl1 . By the same considerations, the parametrix
1
iλe
iλξqjlǫ can also be controlled in C
0 by
|| |∇ξ|−1 ||L∞
λ ||uǫ||W 1,p , and therefore obeys the estimates stated in the theorem, which concludes the
proof.
8We remark that when s = 1, the result can be obtained without any mollification (ǫ = 0).
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6.3 Higher order parametrix expansion
Later on in the proof, we will have to modify the argument used in the proof of Proposition (6.1) for
solving the equation (35). Namely, we will construct a solution to
∂jQ
jl = eiλξ(x)ul (39)
by taking a higher order expansion of the parametrix
Qjl = Q˜jl(D) +Q
jl
(D) (40)
Q˜jl(D) =
D∑
(k)=1
eiλξ
qjl(k)
λk
(41)
where each q(k) solves a linear equation
i∂jξq
jl
(1) = u
l (42)
i∂jξq
jl
(k) = u
l
(k) (43)
ul(k) = −∂jqjl(k−1) 1 < k ≤ D + 1 (44)
using the linear map
qjl = qjl(∇ξ)[u] (45)
defined in (38). Then QD will be used to eliminate the error
∂jQ
jl
D = e
iλξ
ul(D+1)
λD
(46)
The reason we will need a higher order expansion for constructing Ho¨lder continuous solutions is
that the parameter λ will be large but limited in size. In fact u will have “frequency” Ξ where Ξ is
basically the frequency λ chosen in the previous stage of the iteration, while we will have λ ∼ Ξ1+η
for some small η > 0. In this case, one can only obtain an accurate approximate solution from the
parametrix after a high order expansion in λ.
6.4 An Inverse for Divergence
One way to prove Lemma (6.1) is to define the following operator, whose symbol in frequency space is
exactly the map qjl(∇ξ)[u] defined in Line (38) of the proof of Proposition (6.1).
Proposition 6.2 (Elliptic Estimates). There exists a linear operator Rjl such that for all vector fields
U ∈ C∞(T3) we have
∂jRjl[U ] = P [U ]l
where P denotes the projection to integral 0 vector fields.
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Furthermore, R satisfies the bounds
||∇k+1R[U ]||L4(T3) ≤ Ck||∇kU ||L4(T3) k ≥ 0 (47)
and gives a solution with integral 0 ∫
Rjl[U ]dx = 0 (48)
Remark: Here we only state estimates for L4 norms rather than general Lp norms, since the L4
estimate suffices for our proof.
Proof. We define R as a sum
R[U ] = R1[U ] +R2[U ] (49)
using the Helmholtz decomposition of U into its divergence free and curl free parts.
U l = ∂l∆−1∂iU i + (U l − ∂l∆−1∂iU i) (50)
= ∂j [∆
−1∂iU iδjl] + (U l − ∂l∆−1∂iU i) (51)
= ∂j [∂i(∆
−1PU i)δjl] + (U l − ∂l∆−1∂iU i) (52)
= ∂j [Rjl1 [U ]] +HU l (53)
Observe that HU l is divergence free, so to define R2, it suffices to choose
Rjl2 [U ] = ∂j [∆−1PHU l] + ∂l[∆−1PHU j] (54)
so that
∂jRjl2 [U ] = PHU l (55)
and
∂j [Rjl1 [U ] +Rjl2 [U ]] = ∂j [∆−1∂iU iδjl] + P(U l − ∂l∆−1∂iU i) (56)
= PU l (57)
For k = 0, the estimate (47) reads
||∇R[U ]||L4(T3) ≤ C||U ||L4(T3) (58)
This inequality is a consequence of the local Caldero´n Zygmund estimate
||D2f ||L4(B) ≤ C(||f ||L4(2B) + ||∆f ||L4(2B)) (59)
applied to f l = ∆−1PU l and taking any ball B ⊆ R3 containing an entire periodic box T3 ⊆ (B/Z3).
In this case, because f l = ∆−1PU l has integral 0, we are able to replace the term
||f l||L4 = ||∆−1PU ||L4
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by
||∆−1PU ||L4(2B) ≤ C||∆−1PU ||L4(T3) (60)
≤ C||U ||L4(T3) (61)
which can be quickly verified using, for example, Littlewood-Paley theory.
This estimate finishes the proof of (47) for k = 0. For k > 0, the bound follows from the fact that
R commutes with spatial derivatives.
7 Constructing the Correction
7.1 Transportation of the Phase Functions
We begin the main construction by considering the Transport term. Let us fix a solution (v, p, R) to
the Euler Reynolds equations and consider a correction v1 = v + V , p1 = p+ P . We will think of v as
an approximation to the “coarse scale velocity” since the solution ultimately achieved by the process
will resemble v at a sufficiently coarse scale.
We must eliminate the Transport term by solving the equation
∂jQ
jl
T = ∂tV
l + ∂j(v
jV l)
with a stress QjlT of size |Q| < |R|. Ideally, the stress Q can be made arbitrarily small by choosing λ
sufficiently large.
Recall that the correction V l takes the form of a superposition of waves V l =
∑
I V
l
I , where each
individual wave V lI is an oscillatory, divergence free vector field of the form
V lI = e
iλξI v˜lI
Before we discuss how to handle the stress term, we must leave the amplitude v˜lI unspecified, however
we will insist that its space-time support be such that, among other things, |∇ξI | remains bounded
from 0 so that the oscillatory estimate can be applied. Substituting for V and differentiating naively
gives
∂tV
l + ∂j(v
jV l) = (∂t + v
j∂j)V
l)
=
∑
I
eiλξI [(iλ)(∂t + v
j∂j)ξI v˜
l
I + (∂t + v
j∂j)v˜
l
I ]
As we are able to gain at most a power of λ from solving the divergence equation, it seems that
unless ξI obeys the transport equation (∂t + v
j∂j)ξI = 0, we will not be able to adequately control
the size of the solution QjlT – formally, the data is at least of size λ|v˜I | ∼ λ|R|1/2 giving a solution Q
which is at best size |R|1/2. This impression is almost correct, however, one cannot afford to allow ξI
to inherit the fine scale oscillations of the coarse scale velocity vj . Instead, it is natural to limit the
30
frequency of the transport term, by using a mollifier vjǫ = ηǫv ∗ vj , and letting ǫv be a parameter that
must be chosen sufficiently small.9
We will refer to vǫ as the coarse scale velocity.
So in fact we treat the transport term by first decomposing
∂tV
l + ∂j(v
jV l) = ∂tV
l + vjǫ∂jV
l + ∂j((v
j − vjǫ )V l)
This mollification introduces a term
(vj − vjǫ )V l + V j(vl − vlǫ)
which will constitute part of the new stress Rjl1 , and the parameters ǫv and λ will later be chosen
sufficiently small and large respectively so that this term is acceptably small.
The transport term can now be written
∂tV
l + vjǫ∂jV
l =
∑
I
eiλξI [(iλ)(∂t + v
j
ǫ∂j)ξI v˜
l
I + (∂t + v
j
ǫ∂j)v˜
l
I ]
We will require that all the phase functions obey the same transport equation
(∂t + v
j
ǫ∂j)ξI = 0 (62)
ξI(t(I), x) = ξˆI (63)
Therefore, although we will choose linear initial data ξˆI for the phase functions ξI , they will
immediately cease to be linear, and will only remain useful in the oscillatory estimates for a short
period of time |t− t(I)| ≤ τ depending on v. We are therefore forced to embed appropriate time cutoff
functions into the definition of the amplitudes v˜lI . These cutoff functions must restrict the lifespan of
VI so that the following requirements remain fulfilled:
• Nondegeneracy: We require |∇ξI | to remain bounded from 0
• Higher derivative bounds: We will also require that D2ξI remains bounded (uniformly in I),
because the oscillatory estimate requires us to differentiate the amplitude of the data.
The price we pay for introducing a time cutoff function is that the time cutoff itself will be differentiated
in the transport term, and the shorter the lifespan, the larger the induced stress. Therefore, the time
parameter τ governing the lifespan of VI must be chosen to achieve the above objectives before the
parameter λ is chosen to ensure that the resulting stress is small.
It is interesting to reflect on how some approximation to this phase transport requirement can
be seen in previous constructions of solutions to the Euler equation which fail to conserve energy,
including Schnirelman’s use of “modulated Kolmogorov flow” in [21], the late stages of the solutions
to Tartar’s wave cone used in the argument [8], and the phase modulations in the argument [10].
9To produce continuous solutions the mollifier ηǫv may be in both space and time variables. For Ho¨lder continuous
solutions, we will only mollify v in the spatial variables.
31
We have now explained the constraint that the transport term imposes on the phase functions.
We cannot begin to make estimates on the solution until we have specified the amplitudes vI of
the correction, and these cannot be specified until we describe how to eliminate the Stress term
QjlS =
∑
I(V
j
I V¯
l
I ) + P0δ
jl + ∂jR
jl. However, before we can resolve the stress term, we must first
explain how the High-High interference term is dealt with, since eliminating these terms will involve
imposing an additional constraint on the amplitudes vI .
7.2 The High-High Interference Problem and Beltrami Flows
The High-High interference term is given by
∂jQ
jl
H =
∑
J 6=I¯
∂j(VIVJ )
jl (64)
where each VI is an oscillatory wave of the form VI = e
iλξI v˜I , and the condition that I 6= J¯ will ensure
that ∇ξJ is separated from −∇ξI , so that the symmetric product (VIVJ )jl = 12eiλ(ξI+ξJ )(v˜jI v˜lJ + v˜jI v˜lJ )
genuinely has high frequency after we have proven an upper bound on |∇(ξI + ξJ )|−1.
Interference terms such as these are typical in even the simplest examples of convex integration
and other related constructions such as the construction of nowhere differentiable functions. There
must be a way to ensure that the correction chosen to achieve a certain objective in a region Ω does
not interfere with the correction chosen in an overlapping region Ω′, otherwise there is a danger of
“stepping on your own foot” during the construction. The device introduced in [10] which overcomes
this difficulty for the Euler equations is to look at Beltrami flows – that is, eigenfunctions ∇× v = µv
of the curl operator, which are automatically stationary solutions to the Euler equations.10
Here we will impose a microlocal, Beltrami flow condition. To be specific, recall that the individual
waves take the form
VI =
1
λ
∇× (eiξIwI) = eiλξI (vI + ∇× wI
λ
)
where wI is a pointwise solution to the linear equation (i∇ξI) × wI = vI , so that the amplitudes
vI are required to point in a direction perpendicular to the direction of oscillation ∇ξI , like any
high-frequency, divergence free plane wave should. The high frequency analogue of the Beltrami flow
condition ∇× v = µv, is the pointwise condition (i∇ξI)× vI = µvI , where the eigenvalue µ must be
one of µ = ±|∇ξI | since those are the eigenvalues of (i∇ξI)× when viewed as an operator on 〈∇ξI〉⊥.
We will therefore require that
∇ξI · vI = 0
(i∇ξI)× vI = |∇ξI |vI
holds pointwise, and choose
wI =
(i∇ξI)
|∇ξI |2 × vI =
1
|∇ξI |vI
10More generally, a Beltrami flow can be of the form ∇× v = µ(x)v for an arbitrary function µ(x).
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If we untangle this requirement in terms of the real and imaginary parts alI , b
l
I ∈ R3 of vlI = alI+iblI,
then the Beltrami flow condition can be phrased as:
∇ξI · aI = 0
bI =
(∇ξI)
|∇ξI | × aI
or equivalently
∇ξI · bI = 0
aI = − (∇ξI)|∇ξI | × bI
Therefore, our final remaining degree of freedom in the choice of VI is, without loss of generality,
the imaginary part of its amplitude, bI , which itself is required to be perpendicular to ∇ξI . We will
specify this amplitude, its support in space-time, along with the index set I in the following section.
For now, we explain why the choice of approximate Beltrami flows helps to estimate the High-high
interference term (essentially, we will go through the proof that Beltrami flows are stationary solutions
to Euler).
We rewrite (64) as
∂jQ
jl
H =
1
2
∑
J 6=I¯
∂j(V
j
I V
l
J + V
j
J V
l
I ) (65)
and use the divergence free condition to write
∂jQ
jl
H =
1
2
∑
J 6=I¯
V jI ∂jV
l
J + V
j
J ∂jV
l
I (66)
Let us fix a pair I, J , and permute the indices
V jI ∂jV
l
J + V
j
J ∂jV
l
I = (VI)j [∂
jV lJ − ∂lV jJ ] + (VJ )j [∂jV lI − ∂lV jI ] (67)
+ (VI)j∂
lV jJ + (VJ )j∂
lV jI (68)
The second of these terms is actually a gradient,
(VI)j∂
lV jJ + (VJ )j∂
lV jI = ∂
l(VI · VJ ) (69)
and it will be absorbed into the pressure by a term
P = P0 +
∑
J 6=I¯
PI,J (70)
PI,J = − (VI · VJ )
2
(71)
We now are reduced to solving
∂jQ
jl
H,(IJ) = (VI)j [∂
jV lJ − ∂lV jJ ] + (VJ )j [∂jV lI − ∂lV jI ] (72)
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In three dimensions, a special observation can be made using the alternating structure of the right
hand side. One way to see it is to recall some notation. Let us recall the volume element ǫabc which is
the fully antisymmetric tensor defined so that the trilinear form ǫabcuavbwc gives the signed volume of
the parallelogram u∧v∧w. We recall the basic definitions (u×v)a = ǫabcubvc and (∇×v)a = ǫabc∂bvc.
Using these definitions and the elementary identity11
ǫabcǫcfg = δ
a
f δ
b
g − δagδbf
we establish the calculus identity
(VI)j [∂
jV lJ − ∂lV jJ ] + (VJ )j [∂jV lI − ∂lV jI ] = −VI × (∇× VJ)− VJ × (∇× VI) (73)
At this stage, it is clear why curl eigenfunctions are helpful. Namely, if we were using eigenfunctions
of curl
∇× VI = λIVI (74)
∇× VJ = λJVJ (75)
λI = λJ (76)
with the same eigenvalue, then their sum would be a curl eigenfunction and (73) would be identically
0. The “microlocal Beltrami-flow” condition says that vI is an eigenfunction for the symbol of curl,
namely
(i∇ξI)× vI = |∇ξI |vI (77)
In this way, each VI looks like a curl eigenfunction to leading order in λ.
We now express (72) more completely as
∂jQ
jl
H,(IJ) = −λeiλ(ξI+ξJ ) (v˜I × [(i∇ξJ )× v˜J ] + v˜J × [(i∇ξI)× v˜I ]) (78)
− eiλ(ξI+ξJ ) (v˜I × (∇× v˜J ) + v˜J × (∇× v˜I)) (79)
= −λeiλ(ξI+ξJ ) (vI × [(i∇ξJ )× vJ ] + vJ × [(i∇ξI)× vI ])
− eiλ(ξI+ξJ ) ((∇× wI)× [(i∇ξJ)× v˜J ] + (∇× wJ )× [(i∇ξI)× v˜I ])
− eiλ(ξI+ξJ ) (vI × [(i∇ξJ )× (∇× wJ )] + vJ × [(i∇ξI)× (∇× wI)])
− eiλ(ξI+ξJ ) (v˜I × (∇× v˜J ) + v˜J × (∇× v˜I))
(80)
= −λeiλ(ξI+ξJ ) (vI × [(i∇ξJ )× vJ ] + vJ × [(i∇ξI)× vI ]) + Lower Order Terms (81)
Using the condition (77), we add
λeiλ(ξI+ξJ )(vI × vJ + vJ × vI) = 0
11This identity gives two different expressions for the inner product on the second exterior power of Λ2(R3). It can
be proven by testing against components of an orthonormal frame, and the proof can be accelerated by observing that
these tensors are both antisymmetric in (ab) and (fg).
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to rewrite the High-High interference term (81) as
∂jQ
jl
H,(IJ) = −λeiλ(ξI+ξJ ) (vI × [(|∇ξJ | − 1)vJ ] + vJ × [(|∇ξI | − 1)× vI ]) + Lower Order Terms (82)
Our strategy for ensuring this term can be controlled involves imposing the following additional
conditions on the phase functions:
• Synchronized Periods: We require that |∇ξI | ≈ 1 ≈ |∇ξJ | for all I, J .
• Angle separation: We require |∇ξI + ∇ξJ | to remain bounded from 0 for J 6= I¯ so that the
parametrix can be used. Since the ∇ξI and ∇ξJ both have absolute value essentially one, this
lower bound is equivalent to the angles between the gradients being well-separated.
These properties will be guaranteed by taking initial values
ξI(t(I), x) = ξˆI (83)
for the phase functions which have angle-separated gradients, and such that |∇ξˆI | = 1 everywhere. We
then use the time cutoff function in the amplitude to make sure that the lifespan of VI are sufficiently
short so that the equal periodicity condition holds is maintained. This lifespan will depend on the
given v, as the gradient of vǫ enters into the transport equations for the phase gradients.
From our preceding discussion, we have established that the final remaining degree of freedom in
constructing the correction goes into choosing blI , the imaginary part of the amplitude of v
l
I , as well as
precisely specifying the phase functions. We know that the amplitude bI will involve cutoff functions
in space and time chosen so that the phase function ξI can exist on the support of bI without any
critical points and its derivatives can remain bounded, and also so that the the building blocks will still
approximate Beltrami flows. Up to the choice of some parameters, the construction will be completely
specified in the following section, where the amplitudes bI are chosen to make the contribution of the
stress term small.
7.3 Eliminating the Stress
Here we discuss how to construct the corrections VI , P0 in such a way that the Stress term
QjlS =
∑
I
(V jI V¯
l
I ) + P0δ
jl +Rjl (84)
can be reduced to a new stress QjlS much smaller than R
jl in C0 after appropriate choices of VI and
P0. In the process, we will describe the initial data (63) for the phase functions and also the set I by
which the corrections VI are indexed. A brief summary of the results of this section are summarized
by the Proposition in Section (7.3.7).
In this part of the argument, we will take a different approach than the one taken in [10]. Their
approach is based on Carathe´odory’s theorem for convex hulls, and does not seem to generalize readily
to the setting of nonlinear phase functions.
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Unlike the Transport term, the High-Low interaction term and the High-High interference terms,
the Stress term (84) does not require us to solve a divergence equation. Rather, eliminating this term
is essentially an algebraic problem which can be thought of as calculating an elaborate “square root”.
We will choose V =
∑
I VI and P0 to ensure that∑
I
(V jI V¯
l
I ) + P0δ
jl +Rjl ≈ 0 (85)
is sufficiently small pointwise.
Roughly speaking, making the error (85) small pointwise will give the amplitudes of VI size |VI | <∼
|R|1/2. We will need to measure the size of the derivatives of VI , so we will attempt to ensure that the
terms VI are balanced in size |VI | ∼ |R|1/2 where they are supported, since a derivative ∂R1/2 can be
quite large when |R| is small.
7.3.1 The Approximate Stress Equation
Before starting the construction, we observe that one only has a hope of solving this equation if
P0δ
jl + Rjl is negative definite. Although we cannot fully eliminate Rjl by adding a multiple of
the metric δjl, we can at least ensure that the sum P0δ
jl + Rjl is negative definite, and is also not
significantly larger than Rjl itself by choosing P0 of size |P0| ∼ |R|.
The other issue we must take into account is that if we solve the equation
∑
I(V
j
I V¯
l
I )+P0δ
jl+Rjl = 0
pointwise, then the individual waves VI inherit the fine scale behavior of R
jl (which is inconsistent
with the basic philosophy of the construction), and their higher derivatives will therefore not obey
good estimates. A similar issue arose while considering the Transport term.
To deal with the latter issue, we will first replace R by a version Rǫ = ηǫR ∗x,t R which is mollified
in both space and time variables. The scale ǫR of this mollification will be chosen later in the argument
so that the error R−Rǫ is acceptably small. Actually, in order to achieve sharp regularity in the main
theorem, it will be necessary to do something more complicated than a simple-minded space-time
mollification.
Finally, observe that, without loss of generality, we can assume that Rǫ is trace free by absorbing
the trace part (Rjlǫ δjl)
δjl
n into the pressure. More specifically, we choose a correction of the form
P0 = −e(t)
n
− (R
jl
ǫ δjl)
n
, n = 3 (86)
and with this choice the equation
∑
I
(V jI V¯
l
I ) = −P0δjl −Rjlǫ (87)
takes the form
∑
I
(V jI V¯
l
I ) = e(t)
δjl
n
− R˚jlǫ (88)
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where the tensor
R˚jlǫ = R
jl
ǫ − (Rjlǫ δjl)
δjl
n
is the trace-free part of Rǫ
Here e(t) is a non-negative function which must satisfy certain restrictions such as those of Lemma
(5.1). For example, we impose a lower bound (18) on e(t) to make sure that the right hand side of
(88) is, among other things, non-negative definite.
Prescribing the trace e(t) in equation (88) gives us precise control over the energy∫
|V |2dx =
∫
V jV lδjldx
added into the system by the correction V . Namely, since the components VI and VJ oscillate rapidly
in different directions for J 6= I¯, they are almost orthogonal∫
VI · VJdx ≈ 0 J 6= I¯
leading to an approximate energy increase of∫
|V |2dx =
∑
I,J
∫
VI · VJdx (89)
≈
∫ ∑
I
VI · V¯Idx (90)
≈
∫
T3
edx (91)
if we can solve the stress equation equation (88). Therefore, in terms of dimensional analysis, the
function e, much like p and R, should be regarded as having the dimensions of an energy density (or
length2
time2 ).
Of course, we cannot solve equation (88) exactly, because we have also required that each VI
be divergence free. However, as we explain in the following section, equation (88) can be solved
approximately when the oscillation parameter λ is sufficiently large.
7.3.2 The Stress Equation and the Initial Phase Directions
Let us recall that each VI can be represented as
VI = e
iλξI v˜I
= ∇× (e
iλξI
λ
wI)
= eiλξI (vI +
∇× wI
λ
)
When λ is large, the vI term dominates the
∇×wI
λ term, and we have an approximation
VI ≈ eiλξIvI
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We still have freedom to choose the amplitude vI , so instead of solving equation (88) exactly, we
will solve the equation
The Stress Equation
∑
I
vjI v¯
l
I = e
δjl
n
− R˚jlǫ (92)
and solving (92) will leave an error term
QjlS =
∑
I
(∇× wI)j v¯lI
λ
+
∑
I
vjI(∇× w¯I)l
λ
+
∑
I
(∇× wI)j(∇× w¯I)l
λ2
(93)
which composes part of the new stress Rjl1 .
In Section (7.2), we introduced the requirement that the complex amplitude vI must satisfy the
microlocal Beltrami flow condition (i∇ξI)×vI = |∇ξI |vI , and assuming this requirement was satisfied,
we defined wI =
(i∇ξI )
|∇ξI |2 × vI = 1|∇ξI |vI . If vI = aI + ibI is expanded into its real and imaginary parts,
then the Beltrami flow condition can be written bI =
(i∇ξI )
|∇ξI | × aI .
The imaginary part bI is our last remaining degree of freedom, but it is still constrained by the
requirement that
∇ξI · bI = ∂lξIblI = 0
expressing the condition that the waves be divergence free. The real part aI defined by
aI = − (i∇ξI)|∇ξI | × bI (94)
satisfies the same requirement, since it is a rotation of bI within the plane orthogonal to ∇ξI by an
angle of π2 .
By expanding each vI in terms of real and imaginary parts, the equation (92) becomes
∑
I
(ajIa
l
I + b
j
Ib
l
I) = e
δjl
n
− R˚jlǫ
No matter how bI is chosen, as long as bI is indeed orthogonal to ∇ξI , the bilinear form which arises
on the left hand side is given by
ajIa
l
I + b
j
Ib
l
I = |bI |2(δjl −
∂jξI∂
lξI
|∇ξI |2 )
where δjl − ∂jξI∂lξI|∇ξI |2 is the orthogonal projection of the inner product δjl to the plane 〈∇ξI〉⊥. This
fact follows from equation (94), which implies that aI is orthogonal to bI and has the same absolute
value. One can also check this identity by showing that the form vjI v¯
l
I restricted to the plane 〈∇ξI〉⊥
is invariant under any rotation within the plane, and is determined up to a constant by this property.
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Using these observations we can write the equation (92) in the form
∑
I
|bI |2(δjl − ∂
jξI∂
lξI
|∇ξI |2 ) = G
jl, (95)
for a tensor
Gjl = e
δjl
n
− R˚jlǫ (96)
which is positive definite as long as.
e ≥ K|Rǫ| (97)
for a sufficiently large constant K. The constant K in (97) is an absolute constant which we will wait
until later to specify. Regarding the choice of e, the reader should keep in mind that we expect an
estimate of the type |VI | ≈ |bI | <∼ |R|1/2. Furthermore, obtaining bounds on the derivatives of VI will
basically require us to differentiate the equation (95), which will require lower bounds on |bI | as well.
With the stress equation in the form (95), we can now explain how the phase functions ξI and the
amplitudes bI are constructed.
7.3.3 The Index Set, the cutoffs and the phase functions
We have established already that the phase functions ξI must satisfy a transport equation
(∂t + v
j
ǫ∂j)ξI = 0.
What remains is to specify their data. Each phase function will be given an initial condition at time
t(I), and to assure that equation (95), one requirement we impose on the phase functions is that the
tensors
δjl − ∂
jξI∂
lξI
|∇ξI |2
must span the space S of symmetric, (2, 0) tensors at any point. Therefore, at each point in R × T3
we will require at least 6 phase functions to solve (95) – or 12, rather, since the negative of each phase
function will also be included. The phase functions will only be defined on some open set ΩI(t) ⊆ T3,
where ΩI is the image of a parameterization (ΦI(x, t), t) : Ω0 × R → T3 × R, which moves under the
flow of vǫ.
The amplitude function will be equipped with two cutoff functions:
blI = η((t− t(I))/τ)ψI (x, t)blI,1 = ηIψIblI,1
The cutoff ψI localizes to ΩI , so that we will not have to worry that the phase function fails to be
defined globally. In order to be compatible with the transport of ξI , we will also have
(∂t + v
j
ǫ∂j)ψI = 0,
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so we only have to specify the initial values for both ξI and ψI . The cutoff η((t − t(I))/τ) limits the
lifespan of VI to a time period less than or equal to τ , where τ is a small parameter that remains to
be chosen.
To continue, we will have to explain the set I to which the indices I belong. The purpose of the
index I is to record both the location of VI in space-time, and the direction ∇ξI in which VI oscillates.
The strategy is the following: at time 0, we cover the torus T3 with 8 charts, and on each of these
charts we place 12 phase functions ξI so that the six directions determined by the ξI allow us to solve
(95) for an arbitrary right hand side within that chart. We must cut off these amplitudes after a very
short time interval, at which point the phase functions must be replaced by another group of phase
functions whose amplitudes will also be supported on 8 charts. To avoid interference in the High-high
interactions, we also must make sure that any pair VI and VJ who share support in space time oscillate
in well-separated directions. The cutoff functions are chosen as part of a partition of unity which allows
us to patch together local solutions of the quadratic equation (95), and such a choice is consistent with
the transport equation.
The index set as a graph and some notation With this rough description in place, we choose
the index set I = (Z/(2Z))3 ×Z×F . The F coordinate is meant to specify the direction dξI in which
VI oscillates, so F will have 12 elements; to be concrete, let ϕ = (1 +
√
5)/2 be the golden ratio and
set
F =
{
± (0, 1,±ϕ)√
1 + ϕ2
,± (1,±ϕ, 0)√
1 + ϕ2
,± (±ϕ, 0, 1)√
1 + ϕ2
}
to be the set of normal vectors to the faces of a dodecahedron in R3, which themselves form the vertices
of an icosahedron. It will also be useful to define the projective dodacehedron
F = F/〈±1〉 =
{[
(0, 1,±ϕ)√
1 + ϕ2
]
,
[
(1,±ϕ, 0)√
1 + ϕ2
]
,
[
(±ϕ, 0, 1)√
1 + ϕ2
]}
.
The advantage of doing so is that F inherits the action of the icosahedral group, but accounts for each
of the |F| = 6 directions in F exactly once.
The discrete coordinate k(I) = (κ, k4) = (κ1, κ2, κ3, k4) ∈ (Z/(2Z))3 × Z determines which chart
ΩI = Ωk on T
3 × R contains the space-time support of bI , and there is a function
(x(I), t(I)) : (Z/(2Z))3 × Z→ T3 × R
which will describe the “center” of ΩI . If we let e
i, i = 1, 2, 3 be the standard generators of the lattice
Z3, then we set
(x(I), t(I)) = (
1
2
3∑
i=1
κie
i, τk4)
Rather than view I as simply an index set, it is useful to think of I as the vertices of a graph, where
we connect any two indices I if the supports of VI overlap. So let us also define the set of neighbors
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of I, including I itself, to be the set
N (I) = N (κ, k4, f) =
⋃
k′∈N (k)
{k′} × F
where the 23 × 3 neighboring discrete positions N (k) are defined by
N (κ, k4) = {(κ, k4) + u1e1 + u2e2 + u3e3 + u4e4 | ui = −1, 0, 1}
Each vertex I in the above graph has |N (I)| = 23 × 3× 12 neighbors.
Whenever some object with an index, say ΦI or ΩI , only depends on only part of I, say k = (κ, k4),
we will abuse notation and write both ΦI = Φk or ΩI = Ωk to refer to the same object. We will also
introduce the notation
I(k) = k × F
and
I(k4) = (Z/(2Z))3 × {k4} × F
to abbreviate important families of the indices.
The Cutoff Functions and Partitions of Unity The amplitude is equipped with two cutoff
functions:
blI = η((t− t(I))/τ)ψI (x, t)blI,1 = η((t− τk4)/τ)ψI(x, t)blI,1.
The function η(t) is a smooth, non-negative bump function with compact support in C∞c (|t| < 5/6),
such that ∑
k∈Z
η2(t− k) = 1,
and it is rescaled and reoriented to construct many of the other cutoff functions we use. To construct
such an η, first take a smooth bump function η˜ equal to 1 for |t| < 2/3, and supported in |t| < 5/6,
and set
η(t) =
η˜(t)√∑
k∈Z η˜2(t− k)
,
which is smooth because the denominator is bounded away from 0. We use a partition of unity based
on squares because this will allow us to patch together local solutions of
∑
I
|bI,1|2(δjl − ∂
jξI∂
lξI
|∇ξI |2 ) = G
jl.
which is homogeneous of degree two in the unknown absolute values |bI,1|.
For each index k4, the cutoff functions ψI = ψ(κ,k4) will also be part of a similar partition of unity.
We start by periodizing η to construct a partition of unity ψ¯κ(x), κ ∈ (Z/2Z)3 of the torus, where
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each ψ¯κ(x) is supported on a single chart of the torus
ψ¯κ(x1e
1 + x2e
2 + x3e
3) = η2Z(2x1 − κ1)η2Z(2x2 − κ2)η2Z(2x3 − κ3) (98)
xi ∈ R (99)
η2Z(y) =
∑
k∈Z
η(y − 2k) (100)
Observe that ψ¯κ(x) is integer-periodic in each xi and is well-defined as a function of κi ∈ Z/2Z. Also
note that ψ¯κ is supported in a single
5
6 × 56 × 56 box on which our phase functions can be safely defined
without critical points.
Now define ψI = ψκ,k4 to be the unique solution to the initial value problem
(∂t + v
j
ǫ∂j)ψk = 0 (101)
ψκ,k4(x, t(I)) = ψ¯κ(I)(x) (102)
This way, at the initial time t = t(I) = τk4, we have∑
κ∈(Z/(2Z))3
ψ2(κ,k4)(x, t) =
∑
κ∈(Z/(2Z))3
ψ¯2κ(x) = 1
and this identity will propagate for time t ∈ R by the transport equation.
The Phase Functions For an index I = (κ, k4, f), the phase function ξI will only be defined around
the support of ψ~k(x, t), allowing it to exist without critical points. It is convenient to specify the domain
of ΩI(t), which is transported by the flow of vǫ. Set Ω0 = (−7/8, 7/8)× (−7/8, 7/8)× (−7/8, 7/8),
and define ΦI : Ω0 × R→ T3 × R to be the unique solution to the ODE
dΦjI
dt
= vjǫ (ΦI(x, t)) (103)
ΦI(x, t(I)) = x+ x(I) mod Z
3 (104)
From the well known theorems on transport equations and ODE, the solution ΦI to this equation is
unique, it exists for all time because T3 is compact, and it remains a bijection onto its image ΩI(t)
because it can be inverted by reversing the flow. The fact that ΦI is defined for all time is unimportant
for us since we will be restricting to a short time interval, but observe that ΩI covers the support of
ψk, moreover ψk(ΦI(x, t)) = ψ¯0(x).
We can now define the phase functions as solutions to the transport equation
(∂t + v
j
ǫ∂j)ξI = 0 on ΩI(t) (105)
ξI(t(I), x) = ξˆI(x) on ΩI(t(I)) (106)
Our study of the High-high frequency term motivates us to require that the initial phases ξˆI have the
following properties:
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• ξˆI is a linear function
• |∇ξˆI | = 1 for all I
• There exists a c > 0 such that |∇ξˆI +∇ξˆJ | ≥ c > 0 for all J 6= I¯
• For each k = (κ, k4), the tensors{
δjl − ∂
lξˆ(k,f)∂
j ξˆ(k,f)
|∇ξˆ(k,f)|2
| f ∈ F
}
form a basis for the space S of symmetric, (2, 0) tensors at every point on Ωk.
Once these requirements are satisfied initially, the latter two will remain true for a short time, and the
first two will only hold approximately.
For the chart k = (κ, k4) = 0, it suffices to pick phases {ξˆ(0,f) | f ∈ F} with icosahedral symmetry
ξˆ(0,f)(Φ0(x, 0)) =< f, x > (107)
All the above properties can be checked for this choice, the first two being immediate and the latter
two we will prove shortly.
For the other coordinate charts, we need to make sure that every phase function is separated in
angle from all of its neighboring phase functions so that we still have the bound |∇ξI +∇ξJ | ≥ c > 0
for all I 6= J¯ , with a possible smaller constant c. A simple way to achieve these requirements while
ensuring uniformity in the construction is to construct the initial data by rotating the dodecahedron.
For this purpose, the following fact, which is proven in the Appendix, is helpful.
Lemma 7.1. There exists a collection of 24 rotations Om, indexed by m ∈ (Z/(2Z))4, and a positive
number c > 0, with the property that
|f ◦Om + f ′ ◦Om′ | ≥ c f, f ′ ∈ F,m,m′ ∈ (Z/(2Z))4
holds unless f ′ = −f and m′ = m. Without loss of generality, one can choose O0 = Id.
With this fact in hand, we can then use the above rotations to assign initial values to all the other
phase functions
ξˆ(k,f)(ΦI(x, t(I))) =< f ◦Ok, x > k = k(I) (108)
7.3.4 Localizing the Stress Equation
Recall that we intend to solve the equation
∑
I
|bI |2
(
δjl − ∂
jξI∂
lξI
|∇ξI |2
)
= Gjl,
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where the right hand side
Gjl = e
δjl
n
− R˚jlǫ (109)
could be a fairly arbitrary, symmetric, positive (2, 0) tensor in S+.
By representing the amplitude as
blI = η((t − t(I))/τ)ψI(x, t)blI,1 = ηk4ψkblI,1,
we can use the partition of unity property of the cutoff functions to form a global solution V by gluing
together the locally defined solutions to the linear systems
∑
I∈k×F
|bI,1|2(δjl − ∂
jξI∂
lξI
|∇ξI |2 ) = G
jl on Ωk (110)
Indeed, once we have solved the local equation (110) for all k = (κ, k4), then we can check that the
stress equation (95) is satisfied as follows:
∑
I
|bI |2(δjl − ∂
jξI∂
lξI
|∇ξI |2 ) =
∑
I
η2k4ψ
2
I |bI,1|2(δjl −
∂jξI∂
lξI
|∇ξI |2 )
=
∑
k4
η2k4

 ∑
I∈I(k4)
ψ2(κ,k4)|bI,1|2(δjl −
∂jξI∂
lξI
|∇ξI |2 )


=
∑
k4
η2k4

 ∑
κ∈(Z/(2Z))3
ψ2(κ,k4)

 ∑
I∈(κ,k4)×F
|bI,1|2(δjl − ∂
jξI∂
lξI
|∇ξI |2 )




=
∑
k4
η2k4

 ∑
κ∈(Z/(2Z))3
ψ2(κ,k4)

Gjl
=
∑
k4
η2k4G
jl = Gjl
Thus it suffices to solve the local equation (110) on each chart Ωk of R× T3.
7.3.5 Solving the quadratic equation
Now observe that each term on the left hand side of (110) is repeated twice because bI¯ = −bI and
∇ξI¯ = −∇ξI . To take this repetition into account, let us divide by 2, and rewrite the system (110) as
∑
I∈k×F
|bI,1|2(δjl − ∂
jξI∂
lξI
|∇ξI |2 ) =
1
2
Gjl on Ωk (111)
where F denotes the set of faces of the projective dodecahedron introduced in Section (7.3.3). In this
form, the six unknown coefficients |bI,1|2, I ∈ k× F, of the linear system will be uniquely determined.
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If the tensor Gjl were completely arbitrary, we could not guarantee that the coefficients obtained
by solving the linear equation would all be positive, but because of our choice of P0, the trace part of
the right hand side dominates the trace free part, and we can rewrite the right hand side in the form
Gjl
2
=
1
2
(e
δjl
n
− R˚jlǫ ) (112)
= e(
δjl
2n
+ εjl) (113)
and εjl satisfies the bound
ε(Rǫ)
jl = − R˚
jl
ǫ
2e
(114)
|ε| ≤ 100
K
(115)
where K is the constant in the inequality (97).
With the expression (113) in mind, we write the amplitude in the form
blI,1 = e
1/2blI,2.
With this normalization, we can expect the absolute value of bI,2 to be of size≈ 1 in order of magnitude.
Although we would like the factor bI,2 to possess as much smoothness as possible, the pointwise
constraint that < ∇ξI , bI,2 >= 0 forces bI,2 to be develop some degree of irregularity. That is, even
though bI,2 will be qualitatively smooth, its derivatives will grow as its corresponding phase function
is transported. Based on this observation, we first choose a vector field b˚I with size ≈ 1 which satisfies
< ∇ξI , b˚I >= 0, and then write
blI,1 = e
1/2blI,2 = e
1/2γI b˚
l
I = ρI˚b
l
I (116)
where the coefficients γI and ρI = e
1/2γI are determined by solving the linear system (111).
Constructing a section of 〈∇ξ〉⊥ and the gauge freedom We now wish to choose a vector field
b˚I which satisfies < ∇ξI , b˚I >= 0 pointwise. We first remark that there is a huge amount of freedom
in making such a choice. One can think of 〈∇ξI〉⊥ as a bundle of oriented planes on which the linear
map JI =
∇ξI
|∇ξI |× acts like a complex structure, as it satisfies the equation J2I = −1 on 〈∇ξ〉⊥. Then
given any section b˚I of 〈∇ξI〉⊥ (that is, any vector field satisfying < ∇ξI , b˚I >= 0 pointwise), and any
function θ(t, x), one can obtain another section b˚′I by rotating at each point b˚
′
I = e
JI θ˚bI within 〈∇ξI〉⊥
by an oriented angle θ. Furthermore, because the transormation eJIθ preserves absolute values, any
solution to the pointwise quadratic equation (111) remains a solution to (111). This type of freedom
can be regarded as a “gauge freedom”, and the group of operators
{eJIθ}
would then be the considered the “gauge group”. In fact, the oscillations we produce while choosing λ
to be very large are just specific examples of this gauge freedom with the function θ(t, x) = λξI(t, x).
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Here, we do not want to use the gauge group to produce oscillations, but rather we want a specific
section b˚I of 〈∇ξI〉⊥ which is as smooth as possible. To be compatible with the transport of phases,
we find it convenient to construct b˚I with an orthogonal projection
b˚lI = ∂
lξσI − (∇ξσI · ∇ξI)|∇ξI |2 ∂
lξI (117)
= P⊥I (∇ξσI )l (118)
The phase function of index σI = (k, σf) inhabits the same coordinate patch as that of I = (k, f),
but it points in a different direction, so that we can guarantee that, at times sufficiently close to t(I),
we have
|˚bI | ≥ c (119)
satisfied for some constant c > 0, uniformly on T3. In future formulas, we will express the absolute
value of b˚I as
|˚bI |2 = |∇ξI ∧ ∇ξσI |
2
|∇ξI |2 (120)
because |∇ξI |2 |˚bI |2 = |∇ξI |2|∇ξσI |2 − (∇ξI · ∇ξσI )2 is actually the square norm of ∇ξI ∧ ∇ξσI in
Λ2(R3).
One way to choose the index σI is to let σ act as an element of order 3 in the icosahedral group.
That is, let σ act on a dodecahedron as a rotation by an angle 2π/3 around an axis which goes through
two opposite vertices of the dodecahedron. It is easy to see that a rotation defined in this way satisfies
σ3 = 1.12 With this choice of σ, we can then be assured that σf 6= f and σf 6= −f , since the eigenvalue
1 is only obtained on the axis of rotation 〈f +σf +σ2f〉, and on its orthogonal complement σ satisfies
σ2+ σ+1 = 0, which has neither 1 nor −1 as a root. With this choice, we can guarantee the property
(119) holds initially at time t = t(I), and this property will remain true for a short time with a possibly
smaller c.
Making the above choice ensures that vI¯ = vI and is ultimately why we chose to prescribe the
imaginary part bI in the first place rather than the real part aI . Namely, since ∇ξI¯ = −∇ξI , we have
that bI¯ = −bI , and aI¯ = − (∇ξI¯ )|∇ξI¯ | × bI¯ = aI .
The Stress Equation relative to a Frame The correction V has now been written down com-
pletely except for the choice of several parameters, but we are not ready to proceed with the construc-
tion until it is clear how to estimate the derivatives of the correction. In particular, the equation (111)
involves taking a square root to solve for the unknown coefficients, so we must establish positive lower
12The icosahedral group can be identified with A5 × (Z/(2Z)) by considering its action on the compound of 5 cubes
(or the compound of 5 tetrahedra) inscribed in the dodecahedron. The group generated by σ is therefore a 3 Sylow
subgroup of the icosahedral group, which is unique up to conjugacy by Sylow’s theorem, so in fact all elements of order
three act as rotations in this way.
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bounds on the solutions of the linear equation in order to proceed. Using the expansion (116), we can
rewrite (111) as
∑
I∈k×F
ρ2I |˚bI |2(δjl −
∂jξI∂
lξI
|∇ξI |2 ) =
Gjl
2
which can also be written
∑
I∈k×F
ρ2I
|∇ξI ∧∇ξσI |2
|∇ξI |2 (δ
jl − ∂
jξI∂
lξI
|∇ξI |2 ) =
Gjl
2
(121)
using the identity (120).
To get more explicit control of ρI , it helps to express this tensorial equation relative to a basis.
The most natural basis available in this regard is the set of squares ∇ξJ ⊗ ∇ξJ , because they are
compatible the underlying transport. In this spirit, we apply both sides of the equation (121) to the
square ∂jξJ∂lξJ with J ∈ k × F, to obtain a 6× 6 system of linear equations in matrix form
∑
I∈k×F
A(∇ξ)IJρ2I =
Gjl∂jξJ∂lξJ
2
J ∈ k × F (122)
Here the matrix A(∇ξ)IJ = A(∇ξ,Λ2(∇ξ))IJ is
A(∇ξ)IJ =
|∇ξI ∧ ∇ξσI |2
|∇ξI |2 ·
|∇ξI ∧∇ξJ |2
|∇ξI |2 I, J ∈ k × F (123)
We need to prove that this linear equation can be solved, and also that the coefficients which arise are
manifestly positive. At the initial time t = t(I), we have the following lemma.
Lemma 7.2. The matrix AIJ = A(∇ξˆ)IJ : RF → RF at the initial time t(I) does not depend on k and
is invertible.
It is clear by the construction of the data ξˆI by rotations and the formula (123) that the initial
matrix AIJ = A(∇ξˆ)IJ is independent of k. One can check invertibility by hand using the coefficients
of the matrix A(∇ξˆ)IJ ; in fact, one can show that all the entries in this matrix have the same value,
except for the diagonal entries, which are all 0. Here we outline a slightly slower proof based on an
analysis of the symmetries of the dodecahedron. We include the details in the appendix Part (X).
Given that the numbers |∇ξI∧∇ξσI |
2
|∇ξI |2 are not zero, the matrix A
I
J is invertible if and only if both of
the following statements are true.
Lemma 7.3.
1. The tensors {∂jξI∂lξI = f(I)jf(I)l | I ∈ F} form a basis for S
2. The tensors {δjl − ∂jξI∂lξI|∇ξI |2 = δjl − f jf l | I ∈ F} form a basis for S
47
These conditions are equivalent to the invertibility of AIJ because the matrix coefficients of A
I
J are
computed by taking inner products of the latter set of vectors with the former.
It is possible to reduce Claim (2) of Lemma (7.3) to Claim (1) of Lemma (7.3) by using the following
formula
Lemma 7.4.
δjl =
1
2
∑
f∈F
f jf l (124)
to write down an invertible transformation taking one basis to the other. In fact, this form is, up to
a constant, the unique bilinear form in S invariant under the action of the icosahedral group. This
uniqueness property and Formula (124) both follow easily if we have already proven Claim (1) of
Lemma (7.3). Indeed, if Gjl is any form invariant under the icosahedral group, Gjlfjfl = C for just
one f ∈ F, then by rotating we have
Gjlfjfl = Cδ
jlfjfl
for all f ∈ F. Then we can determine C = Gjlδjl3 , which gives the identity (124) when we take Gjl to
be the form on the right hand side.
In our approach, we will use identity (124), which encodes the basic geometric properties of the
dodecahedron, as a first step to prove the linear independence (1). This identity is certainly very well
known, but for the benefit of the reader and for completeness of the argument, we include a proof in
the appendix, where the Lemma (7.3) is also proven.
Remark about exterior powers It is interesting that the second exterior power appears in the
formulas here for several reasons. First, note that the second exterior power can be implicated in
explaining why the approximation V jV l + P0δ
jl + Rjl ≈ 0 can only be achieved in a weak topology.
Namely, it is not possible to approximate an arbitrary tensor field Gjl by rank one tensors V jV l in a
strong topology because the form Λ2G : Λ2(R3)∗ × Λ2(R3)∗ which acts according to the formula
Λ2G(u1 ∧ u2, w1 ∧ w2) = det
[
G(u1, w1) G(u1, w2)
G(u2, w1) G(u2, w2)
]
cannot be approximated by Λ2V ⊗V = 0, implying that almost everywhere convergence of V jV l → Gjl
is not possible. On the other hand, because the function G 7→ Λ2G is nonlinear, it fails to be continuous
with respect to weak convergence, and a weak approximation V jV l ≈ Gjl is possible when Gjl is non-
negative definite.
The second exterior power also plays a role in our ability to control the High-High term with
Beltrami flows. There, the key identity is
ǫabcǫcfg = δ
a
f δ
b
g − δagδbf
which provides two different formulas for the inner product on Λ2(R3).
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Finally, the fact that a weak limit of solutions to Euler may fail to be an Euler flow is made
possible by the fact that a sequence of rank one tensors vjvl (which are characterized among non-
negative, symmetric tensors by the equation Λ2G = 0) may have a weak limit which fails to be rank
one. Thus, the success of our convex integration scheme, which implies that weak limits of Euler flows
fail to be solutions, is tied in several ways to the second exterior power.
7.3.6 The Renormalized Stress Equation in Scalar Form
From the above discussion, we have established that it is possible to solve the linear system
AIJxI = yJ I, J ∈ F (125)
when the matrix AIJ = A(∇ξ)IJ = A(∇ξˆ)IJ : RF → RF is given by its initial value according to (123).
In general, we have to solve the nonlinear equation
∑
I∈k×F
A(∇ξ)IJρ2I =
1
2
(e
δjl
n
− R˚jlǫ )∂jξJ∂lξJ J ∈ k × F (126)
Moreover, in order to control the derivatives of ρI , we will also have to differentiate the equation
(126), which implies that we must obtain lower bounds on the coefficients ρI solving (126).
To see that (126) admits positive solutions ρ2I , we first rescale the unknowns ρI = e
1/2γI and the
right hand side Gjl = e( δ
jl
2n + ε(Rǫ)
jl), to renormalize equation (126) into
∑
I∈k×F
A(∇ξ)IJγ2I = (
δjl
2n
+ ε(Rǫ)
jl)∂jξJ∂lξJ (127)
This equation is equivalent to the tensorial form
∑
I∈k×F
γ2I
|∇ξI ∧ ∇ξσI |2
|∇ξI |2 (δ
jl − ∂
jξI∂
lξI
|∇ξI |2 ) =
δjl
2n
+ ε(Rǫ)
jl (128)
In order to control solutions to (128), we view the equation as a perturbation of the system
∑
I∈k×F
γ˜2I
|∇ξˆI ∧ ∇ξˆσI |2
|∇ξˆI |2
(δjl − ∂
j ξˆI∂
lξˆI
|∇ξˆI |2
) =
δjl
2n
(129)
The system (129) admits positive solutions γ˜2I . In fact, as we demonstrate in the appendix, the
formula (124) together with a symmetry argument implies the identities
|∇ξˆ(k,f)|2 = |f |2 = 1 (130)
|∇ξˆ(k,f) ∧ ∇ξˆ(k,σf)|2 = |f |2|σf |2 − (f · σf)2 = 4
5
(131)
Using these identities, we see that the equation (129), along with its equivalent scalar form
∑
I∈k×F
A(∇ξˆ)IJ γ˜2I = (
δjl
2n
)∂j ξˆJ∂lξˆJ
=
|∇ξˆJ |2
6
= 1/6
(132)
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is solved by any set of γ˜I satisfying
γ˜2I =
5
25 · 3 (133)
In particular, each component of the solution γ˜I =
√
5
25·3 is nonzero.
We hope to treat the equation (127) as a perturbation of the equation (132). The first step in this
direction is to show that equation (132) can be perturbed to one which still can be solved, and whose
solutions remain bounded from 0. This preparatory step is accomplished by the following lemma:
Lemma 7.5 (The Implicit Function Lemma). There is a positive c > 0 and a < 1 such that the
whenever
||AIJ −A(∇ξˆ)IJ || ≤ c (134)
||yJ − |∇ξˆJ |
2
6
|| ≤ c (135)
the equation
∑
I
AIJγ
2
I = yJ (136)
has a unique solution in the ball |γI − γ˜I | ≤ a|γ˜I |.
The solution γI is represented by a function
γI = γf (A, y) (137)
depends smoothly on AIJ and yJ in the domain (134) where the function γf is determined by the
direction coordinate f(I).
Furthermore, the matrix BIJ = 2A
I
JγI obtained by linearizing the equation is invertible in this
domain with uniform bounds
||A−1|| ≤ C (138)
||(γI)−1|| ≤ C (139)
Remark. It is important to observe that the constant c > 0 is completely independent of the
location k of the phase directions. This independence follows from the fact that the matrix A(∇ξˆ)IJ
and the right hand side |ξˆJ |
2
6 of the equation (132) which we perturb are independent of the location.
Proof. By writing the equation (136) in the form
F (γ,A, y) = 0 (140)
F (γ,A, y)J ≡
∑
I
AIJγ
2
I − yJ (141)
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we can deduce the lemma as an immediate consequence of the implicit function theorem once we verify
that the matrix
∂FJ
∂γI
(γ,A, y) = (AIJ )(2γI) (142)
∂FJ
∂γI
: RF → RF (143)
is invertible at the point (γI , A
I
J , yJ) = (γ˜I , A(∇ξˆ)IJ , |∇ξˆJ |2/6).
To prove that the above matrix is one-to-one, it suffices to show that its null space is zero. If hI is
any element in the null space at this point, then using the fact that A(∇ξˆ)IJ is invertible and that all
the γ˜I are nonzero, we deduce that
∂FJ
∂γI
hI = 2A(∇ξˆ)IJ γ˜IhI = 0 ∀J ∈ F (144)
⇒ γ˜IhI = 0 ∀I ∈ F (145)
⇒ hI = 0 ∀I ∈ F (146)
The implicit function theorem then guarantees the existence of c and a as in the lemma, because
it also guarantees that the matrix ∂FJ∂γI remains invertible in the domain (134).
The lemma (7.5) applies to equation (127) with
AIJ = A(∇ξ)IJ (147)
yJ = (
δjl
2n
+ ε(Rǫ)
jl)∂jξJ∂lξJ (148)
=
|∇ξˆ|2
6
+
1
6
(|∇ξ|2 − |∇ξˆ|2) + εjl∂jξJ∂lξJ (149)
provided that K is sufficiently large and that τ is sufficiently small.
At this point, we can choose K once and for all. Let c be the positive constant guaranteed by the
Lemma (7.5), and we pick
K = 7000c−1 (150)
so that
|ε| ≤ 100
K
≤ c
70
(151)
Having chosen K, we can prove the following theorem which restricts how small τ must be chosen
Proposition 7.1. There exist constants c > 0 and a > 0 with a < 1 such that the equation (127)
admits a unique solution γI ∈ RF in a neighborhood {|γI − γ˜I | ≤ a|γ˜I |} provided that
| |∇ξI |2 − |∇ξˆI |2 | ≤ c ∀I ∈ F (152)
| |∇(ξI + ξJ)|2 − |∇(ξˆI + ξˆJ)|2 | ≤ c ∀I, J ∈ F (153)
The solution γI(∇ξI , ε) depends smoothly on ∇ξI ∈ F and ε for ∇ξI in the domain (152) and ε in
the domain (151).
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Proof. In the statement of the proposition, we have chosen to assume control over the deviation of the
gradient energies
| |∇(ξI + ξJ )|2 − |∇(ξˆI + ξˆJ )|2 |
rather than the matrices A(∇ξ) − A(∇ξˆ) because the entries of the matrix A(∇ξ)IJ depend only on
the inner products ∇ξI · ∇ξJ , which themselves can be calculated from the polarization identity
|∇(ξI + ξJ )|2 − |∇(ξI − ξJ)|2 = |∇(ξI + ξJ)|2 − |∇(ξI + ξJ¯)|2 (154)
= 2∇ξI · ∇ξJ (155)
The proposition then immediately follows from Lemma (7.5) once we observe the bound
|yJ − |∇ξˆJ |
2
6
| ≤ | |∇ξJ |
2 − |∇ξˆJ |2 |
6
+ |ε||∇ξJ |2
≤ | |∇ξJ |
2 − |∇ξˆJ |2 |
6
+
c
70
|∇ξJ |2
≤ c
70
|∇ξˆJ |2 + (1
6
+
c
70
)| |∇ξJ |2 − |∇ξˆJ |2 |
=
c
70
+A| |∇ξJ |2 − |∇ξˆJ |2 |
Thanks to the above proposition, we are allowed to differentiate the equation (122) in order to
obtain upper bounds on the derivatives of ρI .
In carrying out the construction, we always require that τ is chosen small enough so that the
Proposition (7.1) applies. Besides the requirement of Proposition (7.1), we also require that the
gradients |∇(ξI + ξJ )| ≥ c > 0 remain bounded from 0 by a constant.
7.3.7 Summary
To summarize the results of the preceding sections, we have established the following:
Proposition 7.2. There exist absolute constants c > 0 and K > 0 such that as long as
‖∇ξI −∇ξˆI‖C0 ≤ c ∀I ∈ k × F (156)
and
e(t) ≥ K|Rǫ(t, x)| (157)
pointwise, then the local form (110) of the Stress Equation (92) admits a unique solution of the form
vI = aI + ibI (158)
I = (k, f) = (k1, k2, k3, k4, f) (159)
blI = η
(
t− t(I)
τ
)
ψkγIP⊥I (∇ξσI )l (160)
aI = − (∇ξI)|∇ξI | × bI (161)
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where
P⊥I (∇ξσI )l = ∂lξσI −
(∇ξσI · ∇ξI)
|∇ξI |2 ∂
lξI (162)
is the orthogonal projection of the phase gradient ∇ξσI into 〈∇ξI〉⊥ and the coefficients
γI = γI(∇ξk, ε) (163)
= γf (∇ξk, ε) (164)
depend on the phase gradients in region k and the tensor
εjl = − R˚ǫ
e(t)
(165)
The smooth function γf in (164) is one of 6 smooth functions indexed by the direction coordinate
f(I) ∈ F of I = (k, f), which is independent of the location coordinate k ∈ (Z/2Z)3 × Z.
For reference, the functions η and ψk are elements of partitions of unity which are explained in
Section (7.3.4). The phase functions ξI are only defined on only a portion ΩI of R × T3 defined in
(7.3.3) on which they can live without critical points, and they satisfy the transport equation
(∂t + v
j
ǫ∂j)ξI = 0
ξI(t(I), x) = ξˆI(x)
for initial data ξˆI at time t(I) = τk4 specified in Section (7.3.3).
Part IV
Obtaining Solutions from the Construction
8 Constructing Continuous Solutions
We will now show how the preceding construction, combined with a few estimates from Part (V), can
be used to prove Lemma (5.1).
Proof of Lemma (5.1). Let ǫ > 0 and (v, p, R) be given, and let e(t) be the function specified by the
lemma.
We define K to be the constant chosen in Line (150).
We describe the argument as a sequence of 6 steps.
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8.1 Step 1: Mollifying the velocity
The error term generated by mollifying v has the form
Qjlv = (v
j − vjǫ )V l + V j(vl − vlǫ) (166)
= 2[(v − vǫ)V ]jl (167)
where V is a locally finite sum
V =
∑
I
VI (168)
VI = e
iλξI (vI +
∇× wI
λ
) (169)
whose cardinality at each point (t, x) is bounded by an absolute constant. Namely, at each time t
there are at most two generations k4 for which VI are nonzero, and for each generation k4, there are
at most 8 families (k1, k2, k3, k4), each having at most |F | = 2 · 6 phase functions, which are nonzero.
We choose λ at the end of the argument in order to shrink the term
Qjlv,(ii) =
∑
I
2eiλξI
[(v − vǫ)∇× wI ]jl
λ
(170)
since the bounds for ∇× wI depend on vǫ.
For vǫ, we choose a space-time mollification vǫ = ηǫt,x ∗ v close enough so that we can guarantee
that for the main term
Qv,(i) =
∑
I
2[(v − vǫ)(eiλξI vI)] (171)
we have
‖Qv,(i)‖C0 ≤ ‖(v − vǫ)‖C0‖
∑
I
vI‖C0 (172)
E
ǫ
40
(173)
Logically speaking, the term vI is not defined until vǫ has been constructed, however, we can give
a priori bounds for its size since we know that it will have the form
vI = aI + ibI ,
where
blI = η
(
t− t(I)
τ
)
ψk(t, x)e
1/2(t)γI(∇ξk, Rǫ
e
)P⊥I (∇ξσI)l (174)
and aI = − (∇ξI)×|∇ξI | bI is obtained by a π/2 rotation of bI in 〈∇ξI〉⊥.
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Until vǫ is constructed, no bounds for derivatives of vI can be stated, but it is clear that each vI
will be bounded in absolute value by
‖vI‖C0 E 2000K1/2e1/2R (175)
after it is constructed, as we have assumed an upper bound (20) for e1/2(t).
Therefore the locally finite sum
‖
∑
I
eiλξIvI‖C0 EAe1/2R (176)
will also be bounded, a priori, since the cardinality of the terms which are nonzero at any given (t, x)
is also bounded.
This estimate can only be confirmed when the lifespan parameter τ is chosen, but anticipating the
above estimate, we can choose the mollifier ηǫt,x for v so that (173) will be a consequence of (175) once
(175) has been proven.
8.2 Step 2: Mollifying the Stress
Let Rǫ = ηǫt,x ∗R be a mollification of R in the variables (t, x) so that
• supp Rǫ ⊆ I ′ × T3 where I ′ is an interval on which e(t) ≥ KeR.
•
‖R−Rǫ‖C0 ≤ ǫ
100
8.3 Step 3: Choosing the Lifespan
Since we have assumed that the velocity v is uniform bounded, we can set
θ−1 ≥ ǫ−1v ‖v‖C0
be an upper bound13 for ‖∇vǫ‖C0 . Then set
τ = bθ (177)
13If we remove the assumption of uniform boundedness, it is still possible to estimate the derivatives of vǫ in terms of
only the modulus of continuity of v. This task can be accomplished by using the expression
∂iηǫ ∗ v
l =
∫
vl(x+ h)∂iηǫ(h)dh
=
∫
(vl(x+ h)− vl(x))∂iηǫ(h)dh
Later on during the construction of Ho¨lder continuous solutions, the choice of τ will turn out to be completely independent
of ‖v‖C0 .
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for some parameter b. According to the bounds for transport equations proven in Section (17), we
have that
‖∇ξI −∇ξˆI‖C0 ≤ Ab (178)
for some constant A. We will therefore choose b small enough, so that, first of all, the conditions in
Line (152) are guaranteed. Our second goal for choosing a small parameter τ is to ensure that the first
term in the parametrix for the High-High term is controlled.
Namely, we should be able to make the C0 norm of
Q˜jlH,(1) =
∑
J 6=I¯
eiλ(ξI+ξJ )i−1qjlH,IJ,(1) (179)
smaller than
‖Q˜jlH,(1)‖C0 E
ǫ
500
. (180)
Here, qjlH,IJ,(1) is the solution to the linear equation
∂jξIq
jl
H,IJ,(1) =
(
vJ × ([|∇ξI | − 1]vI)l + vI × ([|∇ξJ | − 1]vJ)l
)
(181)
described in Section (6.2). Although the vI and vJ are not defined until τ is chosen, as long as τ
satisfies the conditions (152), which we have already guaranteed, we know that
‖vJ × ([|∇ξI | − 1]vI)‖C0 ≤ AeR‖|∇ξI | − 1‖C0 (182)
which will be bounded by another constant
‖vJ × ([|∇ξI | − 1]vI)‖C0 ≤ A′eRb (183)
according to the bounds in Section (17).
Therefore, it is possible to choose b such that (180) will be guaranteed by the construction. Note
that τ only depends on the given v and eR.
8.4 Step 4: Bounds for the new Stress
All the remaining terms in the new stress R1 are O(1/λ) in C
0 once the above parameters have been
chosen.
For example, the term (170) and the Stress term
QjlS =
∑
I
V jI V¯
l
I + P0δ
jl +Rjlǫ (184)
=
∑
I
(∇× wI)j v¯lI
λ
+
∑
I
vjI(∇× w¯I)l
λ
(185)
+
∑
I
(∇× wI)j(∇× w¯I)l
λ2
(186)
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is O(λ−1) in C0.
The remaining terms in the stress require us to solve the divergence equation. They include, for
example the High-Low term
∂jQ
jl
L =
∑
I
eiλξI v˜jI∂jv
l
ǫ (187)
= eiλξIulL (188)
Using the parametrix in Section (6.2), which requires taking spatial derivatives of the phase gradients.
In Section (17) we show that for τ as chosen above each derivative of ∇ξ costs, essentially, a factor
of Cǫ−1v . Therefore the vector field uL, its derivatives, and the derivatives of the phase functions can
be bounded uniformly in terms of ǫv and v. We have also guaranteed bounds for ‖|∇ξI |−1‖C0 by the
choice of τ .
Applying the Lemma (6.1) with sufficiently large λ, there exists a solution of size
‖QL‖C0 ≤ Cv,Rλ−1 (189)
The transport term
∂jQ
jl
T =
∑
I
eiλξI [(∂t + v
j
ǫ∂j)v˜
l
I ] (190)
likewise has a solution of size
‖QjlT ‖C0 ≤ Cvǫ,Rǫλ−1 (191)
by Lemma (6.1).
Finally, what remains of the High-High term after the first iteration of the parametrix must solve
the equation
∂jQ
jl
H,(2) =
∑
J 6=I¯
−eiλ(ξI+ξJ )i−1∂jqjlH,IJ,(1) (192)
where qjlH,IJ,(1) is defined as in (181). This equation also has a solution of size
‖QH‖C0 ≤ Cvǫ,Rǫλ−1 (193)
by Lemma (6.1), where here we apply our bounds on third derivatives ∇3ξ from Section (17).
We demand that λ be at least large enough so that the sum of the bounds for these solutions is
smaller than ǫ3 in C
0. The last task that remains is to show that the energy increment can be controlled
precisely.
8.5 Step 5: Bounds for the Corrections
Recall that
VI = e
iλξI (vI +
∇× wI
λ
) (194)
= eiλξI v˜I (195)
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We have already observed that
‖vI‖C0 ≤ Ae1/2R (196)
so to prove that ‖VI‖C0 also satisfies this bound (with a slightly larger constant), it suffices to choose
λ large enough.
Similarly, the correction to the pressure takes the form
P = P0 +
∑
J 6=I¯
PI,J (197)
P0 = −e(t)
3
+
Rjlǫ δjl
3
(198)
PI,J = −VI · VJ
2
(199)
= −1
2
eiλ(ξI+ξJ )v˜I · v˜J (200)
(201)
so that the when λ is at least as large as above, we also have
‖P‖C0 ≤ CeR (202)
Thus we have established the bounds for the corrections.
8.6 Step 6: Control of the Energy Increment
Consider the energy increment∫
[|v1|2(t, x)− |v|2(t, x)]dx =
∫
|V |2(t, x)dx + 2
∫
V · vdx (203)
For the second term, we expect that because V is highly oscillatory, it can be made orthogonal to
v. To prove this fact, let vS by any smooth vector field such that
Ce
1/2
R
∥∥∥∥
∫
|v − vS |(t, x)dx
∥∥∥∥
C0t
≤ ǫ
3
(204)
where Ce
1/2
R is the upper bound for ‖V ‖C0 established after equation (194).
Now we estimate the remaining term∫
V · vSdx =
∫
∇×W · vSdx (205)
=
∫
W · ∇ × vSdx (206)
= O(λ−1) (207)
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It remains to bound ∥∥∥∥
∫
|V |2(t, x)dx −
∫
e(t)dx
∥∥∥∥
C0t
E
ǫ
3
(208)
In order to achieve this approximation, we compute∫
|V |2(t, x)dx =
∫
V jV lδjldx (209)
=
∫ ∑
I,J
V jI V
l
Jδjldx (210)
=
∑
I
∫
V jI V¯
l
I δjldx+
∑
J 6=I¯
∫
VI · VJdx (211)
=
∑
I
∫
v˜jI v˜
l
Iδjldx+
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx (212)
=
∫ (∑
I
vjI v¯
l
I
)
δjldx+
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx (213)
+
∑
I
∫
(∇× wI)
λ
· v¯Idx+
∑
I
∫
(∇× w¯I)
λ
· vIdx
+
∑
I
∫
(∇× wI)
λ
· (∇× wI)
λ
dx
(214)
=
∫
e(t)dx+
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx+O(λ−1) (215)
where the O(λ−1) bound on the error term is uniform in time.
To bound the error term, we integrate by parts∫
eiλ(ξI+ξJ )v˜I · v˜Jdx =
∫ [
∂a(ξI + ξJ)
λ|∇(ξI + ξJ )|2 ∂a[e
iλ(ξI+ξJ )]
]
v˜I · v˜Jdx (216)
=
−1
λ
∫
eiλ(ξI+ξJ )∂a
[
∂a(ξI + ξJ)
|∇(ξI + ξJ )|2 v˜I · v˜J
]
dx (217)
Taking λ large concludes the proof of Lemma (5.1).
9 Frequency and Energy Levels
Now that we have constructed continuous solutions, let us discuss how to measure the Ho¨lder regularity
of the solutions we construct when the scheme is executed more carefully. For this aspect of the convex
integration scheme, our biggest contribution is a notion of frequency and energy levels. This notion
is meant to accurately record the bounds which apply to the (v, p, R) coming from the previous stage
of the construction. This notion is based on the paper [5], but differs from that paper in that here
there is a gap between the estimates for ∇v and ∇R which must be recorded, and the definition below
also records higher derivatives.
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Here is an example of a candidate definition for frequency and energy levels, although it is not the
one that will be used in our paper.
Definition 9.1 (Practice Frequency Energy Levels). Let L ≥ 1 be a fixed integer. Let Ξ ≥ 2, and let
ev and eR be positive numbers with eR ≤ ev. Let (v, p, R) be a solution to the Euler-Reynolds system.
We say that the practice frequency and energy levels of (v, p, R) are below (Ξ, ev, eR) (to order L in
C0 = C0t,x(T
3 × R)) if the following estimates hold.
||∇kv||C0 ≤ Ξke1/2v k = 1, . . . , L (218)
||∇kp||C0 ≤ Ξkev k = 1, . . . , L (219)
||∇kR||C0 ≤ ΞkeR k = 0, . . . , L (220)
Here ∇ refers only to derivatives in the spatial variables.
The idea of these bounds is that at stage k, ev,(k) is the size (eR,(k−1)) of the stress R(k−1) coming
from the previous stage, and that Ξ(k) is essentially the parameter λ(k−1) chosen in the previous stage.
Then the bounds (218) are consistent with the heuristic representation
V(k−1) ≈ eiΞ(k)x|R(k−1)|1/2
since V(k−1) gives the dominant contribution to the derivatives of v(k) = v(k−1) + V(k−1).
Based on a definition of frequency and energy levels such as Definition (9.1) we can summarize the
effect of one iteration of the convex integration procedure in a single lemma, which has roughly the
following form
Sample Lemma 9.1. For every solution (v, p, R) with frequency and energy levels below
(Ξ, ev, eR)
and every
N ≥
(
ev
eR
)
(221)
there exists a solution (v1, p1, R1) to the Euler-Reynolds equations with new frequency and energy
levels below
(Ξ′, e′v, e
′
R) = (NΞ, eR, e
′
R) (222)
such that v1 = v + V , p1 = p+ P , and
‖V ‖C0 ≤ Ce1/2R (223)
‖∇V ‖C0 ≤ CNΞe1/2R (224)
‖P‖C0 ≤ CeR (225)
‖∇P‖C0 ≤ CNΞeR (226)
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The idea of the above outline is that
NΞ ≈ λ
will be essentially the chosen value for λ. The bounds (223), (224) for the new energy and frequency
levels then follow from the heuristic representation
V ≈ ei(NΞ)x|R|1/2
The efficiency of the convex integration process is measured by how small one can make e′R if one
is only allowed to grow the frequency by a factor N .
The condition (221) ensures, for example, that the largest term in
‖∇v1‖C0 = ‖∇v‖C0 + ‖∇V ‖C0
≤ C(Ξe1/2v +NΞe1/2R )
≤ CNΞe1/2R
is the one coming from the high-frequency V , and similarly for P
‖∇p1‖C0 = ‖∇p‖C0 + ‖∇P‖C0
≤ C(Ξev +NΞeR)
≤ CNΞeR
Of course, to be useful, the definition (9.1) should be modified to contain information about time
derivatives as well, and at the moment it is not clear that bounds for the pressure would be relevant
given the passive role played by the pressure so far.
In terms of this rough notion of frequency and energy levels, let us see what kind of rate e′R we can
expect for the reduced stress in the present problem.
First consider the High-Low interaction term
∂jQ
jl
L =
∑
I
eiλξI v˜jI∂jv
l
ǫ (227)
According to Definition (9.1) and the expected bound ‖v˜I‖C0 ≤ Ae1/2R , the right hand side has size
‖v˜jI∂jvlǫ‖C0 ≤ e1/2R (Ξe1/2v ) (228)
On the other hand, the parametrix gains a factor λ−1 ≈ N−1Ξ−1, so we expect a solution
‖QL‖C0 ≤ e
1/2
v e
1/2
R
N
(229)
If we could actually prove a theorem such as Sample Lemma (9.1) with
e′R =
e
1/2
v e
1/2
R
N
(230)
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then our construction could achieve solutions in the class
v ∈ C1/3−ǫ (231)
p ∈ C2(1/3−ǫ) (232)
which have the regularity conjectured by Onsager. To apply the lemma, we choose N(k) at each stage
so that the energy levels decay just slightly super-exponentially with a self-similarity Ansatz
eR,(k+1) =
e1+δR,(k)
Z
(233)
Z = constant (234)
Letting δ → 0 causes the gaps in the frequency spectrum between consecutive stages of the construction
to be small, and allows the regularity to increase up to 1/3 if the rate (230) were to hold. This ideal case
is explained further in Section (13). The above considerations mirror the analysis in the introduction
to [11].
However, before we can come close to the ideal rate of (230), we must significantly change the
Definition (9.1). To see why a drastic change is necessary, consider the contribution to the new stress
which arises from the transport term
∂jQ
jl
T ≈
∑
I
eiλξI (∂t + v
j
ǫ∂j)v
l
I (235)
The vI itself has amplitude e
1/2
R since it is constructed from solving the Stress equation. Formally,
we can think of vI ≈ R1/2. The derivative in ∂jvlI costs a factor of Ξ, and the factor
vjǫ ≈ 1
is bounded by some constant, giving the second term in (235) size Ξe
1/2
R . Then, solving the divergence
equation gains a factor of (NΞ)−1, leading to an expected bound for the new stress
‖QT ‖C0 ≤ e
1/2
R
N
(236)
⇒ e′R ≥
e
1/2
R
N
(237)
which is a factor e
−1/2
v worse than the ideal case (230), and which is also inconsistent with dimensional
analysis.
In order to calculate the regularity achieved from applying the Lemma (9.1) with a rate of (237),
one still imposes the Ansatz (233), but in this case it is not optimal to let δ tend to 0. Doing so
would result in a new frequency
Ξ(k+1) = e
−1/2−δ
R,(k) Ξ(k) (238)
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which is much larger than the previous frequency, but would result in only a very small reduction of
stress. On the other hand, letting δ be very large would be wasteful since the frequencies Ξ(k) would
grow very quickly.
In this case, iteration of (233) at a rate of (237) leads to a regularity up to
v ∈ Cα∗−ǫ (239)
p ∈ C2(α∗−ǫ) (240)
with
α∗ =
δ
(1 + δ)(1 + 2δ)
(241)
The optimal δ to choose is δ∗ = 1√
2
, which would lead to solutions with regularity 14 up to
α∗ =
1
3 +
√
8
(242)
These regularity exponents can be computed quickly using the machinery introduced in Section
(11).
In order to achieve a regularity better than (242) we examine the size of the transport term more
carefully, without separating the terms in the coarse scale material derivative.
D¯
∂t
= (∂t + vǫ · ∇)
In fact, when a coarse scale material derivative hits a phase gradient, which obeys the equation
(∂t + v
a
ǫ ∂a)∂lξI = −∂lvaǫ ∂aξI (243)
the cost is
| D¯
∂t
| ≤ Ξe1/2v
which is exactly what we desire for (230).
The trouble is that the amplitude vI ≈ R1/2 is also influenced by the stress R. To deal with this
difficulty, we must assume that the bound for the material derivative of R is better than the bound
for the spatial derivative of R in our definition of frequency and energy levels. In order to make this
assumption on the material derivative of R, we must also verify it in order to continue the iteration.
To obtain these improved bounds, we introduce the following changes to the scheme:
1. We change the way in which Rǫ is mollified so that the material derivative of the transport term
∂jQ
jl
T ≈
∑
I
eiλξI (∂t + v
j
ǫ∂j)v
l
I (244)
can be estimated. Namely, checking the bound for the material derivative of QT requires taking a
second material derivative of Rǫ, whereas we only assume a bound on the first material derivative
of R.
14Of course, to actually obtain this regularity would at least require a modification of the Definition (9.1) to incorporate
time derivatives, and the Lemma (9.1) must be stated precisely and proven.
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2. We also change the way we eliminate the error for the parametrix by solving the divergence
equation
∂jQ
jl = U l (245)
since it is not true that every solution to the underdetermined equation (245) will have a good
bound on its material derivative. We find that the simplest way to obtain bounds on the mate-
rial derivative of a solution to (245) is to solve (245) by constructing an appropriate transport
equation.
3. Furthermore, we cannot perform a standard mollification of v in the time variable because bounds
on time derivatives are not as good as bounds on material derivatives. In fact, we only mollify
v → vǫ in space, and the regularity of vǫ in time follows from the Euler-Reynolds equations
themselves.
These modifications are presented in the remainder of the paper, which we begin by properly
formalizing the template Lemma (9.1).
10 The Main Iteration Lemma
10.1 Frequency and Energy Levels for the Euler Reynolds Equations and
Symmetries
The main lemma in the paper which is responsible for the proof of Theorem (0.1) relies on the following
definition.
Definition 10.1. Let L ≥ 1 be a fixed integer. Let Ξ ≥ 2, and let ev and eR be positive numbers
with eR ≤ ev. Let (v, p, R) be a solution to the Euler-Reynolds system. We say that the frequency
and energy levels of (v, p, R) are below (Ξ, ev, eR) (to order L in C
0 = C0t,x(T
3 × R)) if the following
estimates hold.
||∇kv||C0 ≤ Ξke1/2v k = 1, . . . , L (246)
||∇kp||C0 ≤ Ξkev k = 1, . . . , L (247)
||∇kR||C0 ≤ ΞkeR k = 0, . . . , L (248)
||∇k(∂t + v · ∇)R||C0 ≤ Ξk+1e1/2v eR k = 0, . . . , L− 1 (249)
Here ∇ refers only to derivatives in the spatial variables.
We first remark that these bounds are all consistent with the symmetries of the Euler equations.
The scaling symmetry is reflected by dimensional analysis. Informally, if X denotes a spatial unit (e.g.
“meters”) and T denotes a unit of time (e.g. “seconds”), then the dimensions of each term involved
in the estimates are eR, eV ∼ p,R ∼ X2/T 2, Ξ ∼ ∇ ∼ X−1, ∂t ∼ T−1 and v ∼ X/T .
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We have also assumed no bound on ||v||C0 or on ||∂tR||C0 . These assumptions are consistent with
the Galilean invariance of the Euler equations and the Euler Reynolds equations, which plays a special
role underlying what follows. Namely, if (v, p, R) solve the Euler-Reynolds equations, then a new
solution to Euler-Reynolds with the same frequency energy levels can be obtained by taking
vˆj(t, x) = Cj + vj(t, x− tC) (250)
pˆ(t, x) = p(t, x− tC) (251)
Rˆjl(t, x) = Rjl(t, x− tC) (252)
for any C ∈ R3. This transformation corresponds to observing the fluid from a new frame of reference
with relative velocity C. Furthermore, the aspects of the construction we introduce to take the special
role of the material derivative into account (namely, the mollifications of v and R and the new method
used to solve the divergence equation) are also well-behaved under this group of transformations.
Also note that we have not assumed a bound on ||p||C0 and that only the pressure gradients are
assumed to have bounds, which is consistent with the fact that the pressure is only determined from
the velocity up to an arbitrary function of time. It is interesting to remark that one can include bounds
on the material derivative of the pressure gradient such as
‖(∂t + v · ∇)∇p‖C0 ≤ Ξ2ev
in the definition of frequency energy levels. However, these bounds are not necessary for the results in
the present paper.
10.2 Statement of the Main Lemma
With this definition in hand, we can state the main lemma. Note that we require the order L ≥ 2,
as we would not be able to prove a lemma as clean as the one below if we assume control over only 1
derivative; this requirement is discussed in Section (15). The requirement of at least two derivatives
appears to be natural in view of the calculations of Section (13.1), and may be necessary for controlling
one of the error terms if the method could be pushed to regularity 1/3, as is noted in Section (25.1).
Lemma 10.1 (The Main Lemma). Suppose L ≥ 2 and that η > 0. Let K be the constant in line
(150). There is a constant C depending only on η and L such that the following holds:
Let (v, p, R) be any solution of the Euler-Reynolds system whose frequency and energy levels are
below (Ξ, ev, eR) to order L in C
0 and let I be a union of nonempty time intervals (possibly unbounded)
such that
supp R ⊆ I × T3 (253)
Define the time-scale θ = Ξ−1e−1/2v , and let
e(t) : R→ R≥0
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be any non-negative function satisfying the lower bound
e(t) ≥ KeR for all t ∈ I ± θ (254)
and whose square root satisfies the estimates
||d
re1/2
dtr
||C0 ≤ 1000(Ξe1/2v )r(KeR)1/2 r = 0, 1, 2 (255)
Now let N be any positive number obeying the bounds
N ≥ Ξη (256)
N ≥
(
ev
eR
)3/2
(257)
and define the dimensionless parameter b =
(
e1/2v
e
1/2
R N
)1/2
.
Then there exists a solution (v1, p1, R1) of the Euler Reynolds system of the form v1 = v + V ,
p1 = p+ P whose frequency and energy levels are below
(Ξ′, e′v, e
′
R) = (CNΞ, eR,
e
1/4
v e
3/4
R
N1/2
) (258)
= (CNΞ, eR,
(
e
1/2
v
e
1/2
R N
)1/2
eR) (259)
= (CNΞ, eR,b
−1 e
1/2
v e
1/2
R
N
) (260)
to order L in C0, and whose stress R1 is supported in
supp R1 ⊆ ( supp e± θ)× T3. (261)
The correction V = v1 − v is of the form V = ∇×W and can be guaranteed to obey the bounds
||V ||C0 ≤ Ce1/2R (262)
||∇V ||C0 ≤ CNΞe1/2R (263)
||(∂t + vj∂j)V ||C0 ≤ Cb−1Ξe1/2v e1/2R (264)
||W ||C0 ≤ CΞ−1N−1e1/2R (265)
‖∇W‖C0 ≤ Ce1/2R (266)
||(∂t + vj∂j)W ||C0 ≤ Cb−1N−1e1/2v e1/2R (267)
and its energy can be prescribed up to errors bounded by
||
∫
T3
|V |2dx−
∫
T3
e(t)dx||C0 ≤ C eR
N
(268)
|| d
dt
(
∫
T3
|V |2dx−
∫
T3
e(t)dx)||C0 ≤ Cb−1Ξe
1/2
v eR
N
(269)
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The correction to the pressure P = p1 − p0 satisfies the estimates
||P ||C0 ≤ CeR (270)
||∇P ||C0 ≤ CNΞeR (271)
||(∂t + v · ∇)P ||C0 ≤ Cb−1Ξe1/2v eR (272)
Finally, the supports of both V and P are contained in supp e× T3.
Remark about dimensional analysis and (256): Although it is not consistent with inequality
(256), the parameter N should be regarded as a dimensionless parameter. When the lemma is applied,
the parameter η will tend to 0, and the constant C in the lemma will diverge to infinity. The assumption
(256) will be used to bound the number of terms taken in the parametrix before the approximate
solution is sufficiently accurate.
A conjecture and a remark about energy regularity Having stated the Main Lemma, we
propose a “conjecture” which is probably false as stated, but which summarizes what the proof of
Lemma (10.1) would prove if the High-High interference terms could be sufficiently well-controlled.
Conjecture 10.1 (The Ideal Case). The conclusion of the Main Lemma (10.1) holds with the factor
b−1 replaced by 1 in all time derivative and material derivative estimates, and with
(Ξ′, e′v, e
′
R) = (CNΞ, eR,
e
1/2
v e
1/2
R
N
)
As we discuss in Section (13), the above Conjecture could be used to construct solutions of regularity
up to 1/3, and would therefore imply Onsager’s conjecture. In Section, (19), we discuss the term which
prevents us from proving the above conjecture.
We also remark that although the solutions produced by Lemma (10.1) go up to the Ho¨lder exponent
1/5, the energy function
E(t) =
∫ |v|2
2
(t, x)dx
turns out to possess better regularity in time, as it necessarily belongs to the class C1/2−ǫ(R) from the
way it is constructed. The reason for this higher regularity will be discussed in Section (13).
We now show that the Lemma (10.1) above contains enough quantitative information regarding
the construction to prove the main theorem. For convenience, we state the form of the main theorem
which is proven directly by iterating Lemma (10.1).
Theorem 10.1. Let δ > 0 and set
α∗ =
1 + δ
5 + 9δ + 4δ2
(273)
Then there exists a nonzero solution to the Euler equations with compact support in time such that
||v||C0,αt,x <∞ (274)
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for all α < α∗ and
||p||C0,αt,x <∞ (275)
for all α < 2α∗.
Furthermore, the energy of v can be made arbitrarily large, and the time interval containing the
support of (v, p) can be made arbitrarily small.
11 The Main Lemma implies the Main Theorem
The proof of Theorem (10.1) proceeds by inductively applying the Main Lemma (10.1) in order to
construct a sequence of solutions (v(k), p(k), R(k)) of the Euler Reynolds system such that R(k) converges
to 0 uniformly and such that v(k) converges in C
0,α
t,x for all α < α
∗. The parameters η > 0 and L are
fixed at the beginning of the argument – in fact we can simply take L = 2. At each stage (k) of the
induction, we choose an energy function e(k)(t) and a parameter N(k) whose choice determines the
growth of the frequency parameter Ξ(k) and the decay of the energy level eR,(k).
In fact, we will iterate the Main Lemma in such a way that
ev,(k+1) = eR,(k) (276)
eR,(k+1) =
e
(1+δ)
R,(k)
Z
(277)
Where Z is a constant chosen at the beginning of the iteration in order to make sure that eR,(1) < eR,(0),
and so that other inequalities are satisfied. The self-similarity Ansatz (277) leads to super-exponential
decay of the energy levels ev,(k), eR,(k) and super-exponential growth of the frequencies Ξ(k).
In order to be able to achieve this Ansatz, we must apply the lemma with
N(k) = Z
2
(
ev
eR
)1/2
(k)
e−2δR,(k) (278)
which will imply a frequency growth of
Ξ(k+1) = Cη,LZ
2
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k) (279)
The exponent η (which determines how many terms must be taken in the parametrix expansion
for the elliptic equation in the main argument, and therefore comes into the constant in the above
equality) is also fixed at the beginning of the iteration.
11.1 The Base Case
We begin the proof by establishing a base case lemma, which will ensure that the choice of N(k) above
will always satisfy the admissibility conditions (256),(257).
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Lemma 11.1 (Base Case). Suppose that δ > 0 and L ≥ 2. Then there exists an η0 > 0 such that
for all positive numbers eR,(0) > 0, C > 0,Ξ(0) ≥ 2 and η > 0 with η ≤ η0, and for every nonempty
interval I(0) there exists an arbitrarily large number Z and a solution (v0, p0, R0) to the Euler Reynolds
system
∂tv
l + ∂j(v
jvl) + ∂lp = ∂jR
jl (280)
∂iv
i = 0 (281)
with support in I(0)×T3 having frequency and energy levels below (Ξ(0), ev,(0), eR,(0)) to order L in C0,
where (Ξ(0), ev,(0), eR,(0)) satisfy all of the following:
1. For
γ = 1/(1 + δ)
we have the relationship
ev,(0) = Z
γeγR,(0)
eR,(0) < ev,(0)
(282)
which can also be written
eR,(0) =
e1+δv,(0)
Z
(283)
2. Condition (257) is satisfied for
N(0) = Z
2
(
ev
eR
)1/2
(0)
e−2δR,(0) (284)
Namely,
(
ev
eR
)3/2
(0)
≤ Z2
(
ev
eR
)1/2
(0)
e−2δR,(0) (285)
3. Condition (256) is also satisfied for N(0), namely
Ξη(0) ≤ Z2
(
ev
eR
)1/2
(0)
e−2δR,(0) (286)
4. We can also ensure that
[
Z−1eδR,(k)
]δ(2+ γ2 ) [
CZ2+
γ
2 e
−δ(2+ γ2 )
R,(k)
]η
< 1 (287)
which will be used later in the proof in order to make sure that (256) continues to be verified for
the choices of N(k) at every later stage despite the increase in Ξ(k).
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Proof. We can take
(v0, p0, R0) = (0, 0, 0),
which can be regarded as a solution to Euler-Reynolds with frequency and energy bounded below any
trio (Ξ(0), ev,(0), eR,(0)) which are admissible according to the Definition (10.1). The lemma reduces to
verifying that for every eR,(0) and C > 0, there exist numbers Ξ(0) and Z so that for ev,(0) = Z
γeγR,(0),
the trio (Ξ(0), ev,(0), eR,(0)) satisfies all of the inequalities in the lemma simultaneously. Thus, let eR,(0)
and C > 0 be given.
Inequality (285) To see that inequality (285) can be satisfied, we rewrite (285) as a goal
Z−2
(
ev
eR
)
(0)
e2δR,(0) E 1 (288)
From the identity (282), we have that(
ev
eR
)
(0)
= Zγeγ−1R,(0) (289)
= Zγe−δγR,(0) (290)
since γ(1 + δ) = 1.
Substituting into the left hand side of (288) gives
Z−2
(
ev
eR
)
(0)
e2δR,(0) = Z
γ−2e−δ(γ−2)R,(0) (291)
which will be less than 1 for any Z sufficiently large, depending on eR,(0).
Inequality (286) In order to verify inequality (286), we rewrite it as a goal
Z−2
(
ev
eR
)−1/2
(0)
e2δR,(0)Ξ
η
(0) E 1 (292)
Z−2
[
Zγe−δγR,(0)
]−1/2
e2δR,(0)Ξ
η
(0) E 1 (293)
Z−(2+
γ
2 )e
(δγ)
2 +2δ
R,(0) Ξ
η
(0) ≤ 1 (294)
For any given Ξ(0), η and eR,(0), inequality (294) will be satisfied if Z is chosen large enough.
Motivation for the inequality (287) Let us discuss the importance of the inequality (287).
In order to ensure that inequality (286), or the equivalent inequality (294), are satisfied for choices
of the parameter N(k) in later stages, we need to show that
Z−(2+
γ
2 )e
δγ
2 +2δ
R,(k) Ξ
η
(k) E 1 (295)
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for all (k) ≥ 0. This inequality has been established for (k) = 0, so in order to accomplish this goal
for later (k), it suffices to show that the sequence
x(k) ≡ e
δγ
2 +2δ
R,(k) Ξ
η
(k) (296)
= e
δ(2+ γ2 )
R,(k) Ξ
η
(k) (297)
is decreasing in (k). (Here we have applied the identity γ(1 + δ) = 1.)
From (277), (279) and (290), we can deduce the following evolution rules for the parameters
eR,(k+1) =
eδR,(k)
Z
eR,(k) (298)
Ξ(k+1) = CZ
2
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k) (299)
= CZ2
[
Zγe−δγR,(k)
]1/2
e−2δR,(k)Ξ(k) (300)
= CZ2+
γ
2 e
−δγ
2 −2δ
R,(k) Ξ(k) (301)
implying that
x(k+1) =
[
Z−1eδR,(k)
]δ(2+ γ2 ) [
CZ2+
γ
2 e
−δ(2+γ2 )
R,(k)
]η
x(k) (302)
Inequality (287) Observe that for η < η0 sufficiently small (say, η0 =
δ
2 ), the exponent of Z in
inequality (287) is strictly negative. Fix such an η. Then for any given C and eR,(0), it is possible to
choose Z large enough so that (287) is satisfied.
11.2 The Main Lemma implies the Main Theorem
We now begin the proof that Lemma (10.1) implies Theorem (10.1).
Proof of the Main Theorem (10.1). Let δ > 0, eR,(0) > 0 and Ξ(0) ≥ 2 be given numbers. We will
construct a sequence of solutions (v(k), p(k), R(k)) of the Euler Reynolds system such that R(k) converges
to 0 uniformly and such that v(k) converges in C
0,α
t,x for all
α < α∗ =
1 + δ
5 + 9δ + 4δ2
We will also see that p(k) converges in C
0,α
t,x for all α < 2α
∗.
Step 0:
Choose η > 0 small enough such that the total exponent
δ2(2 +
γ
2
)− ηδ(2 + γ
2
)
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to which eR,(k) is raised in equation (302) is positive. For example, η =
δ
2 will suffice. For this choice
of η and L = 2, let C = Cη be the constant given by the Main Lemma (10.1).
To initialize the construction, apply the base case Lemma (11.1) with the parameters
(δ, Cη, eR,(0),Ξ(0))
to obtain a constant Z > 0 and a solution (v(0), p(0), R(0)) to the Euler-Reynolds equations with
frequency and energy levels below (Ξ(0), ev,(0), eR,(0)) where
eR,(0) =
e1+δv,(0)
Z
(303)
We can require this solution to have support in the interval I(0) = {0}, since the solution guaranteed
by the Lemma is identically 0.
11.2.1 Choosing the Parameters
Step k:
To continue the construction, we will iterate Lemma (10.1) to produce a sequence (v(k), p(k), R(k))
with corresponding energy and frequency levels below (Ξ(k), ev,(k), eR,(k)), and we impose the ansatz
eR,(k+1) = Z
−1e(1+δ)R,(k) (304)
The inequality (282) implies that eR,(1) = Z
−1e(1+δ)R,(0) < eR,(0), so by induction the sequence eR,(k)
defined recursively by (304) is a decreasing sequence.
In fact, the ansatz (304) together with the requirement eR,(1) < eR,(0) guarantees that the sequence
eR,(k) decreases to 0 super-exponentially, as one can see by writing the relation as
eR,(k+1) = (Z
−1eδR,(k))eR,(k) (305)
Then Z−1eδR,(k) < 1 for k = 0, so by induction even the ratio between consecutive terms
eR,(k+1)
eR,(k)
= Z−1eδR,(k)
decreases to 0.
Because ev,(k+1) = eR,(k), the ansatz (304) also implies by induction a gap between the energy
levels ev and eR
ev,(k) = Z
γeγR,(k) k ≥ 1 (306)
γ(1 + δ) = 1 (307)
implying that the ratio between the energy levels(
ev
eR
)
(k)
= Zγe−δγR,(k) (308)
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increases super-exponentially in (k).
In order to achieve this Ansatz, we must verify that the choice of
N(k) = Z
2
(
ev
eR
)1/2
(k)
e−2δR,(k) (309)
always satisfies the admissibility conditions (256) and (257).
In line (291) in the proof of Lemma (11.1), we showed that the condition (256) is equivalent to the
inequality
Zγ−2e−δγ+2δR,(k) ≤ 1 (310)
For (k) = 0, Lemma (11.1) guarantees that this inequality is satisfied. Since the power δ(2− γ) to
which eR,(k) is raised is positive, and eR,(k) decreases, we see that (310) and therefore (256) are always
satisfied by induction.
Similarly, inequality (257) is satisfied for (k) = 0 by Lemma (11.1), and the proof showed that
(257) continues to be satisfied if we have that
[
Z−1eδR,(k)
]δ(2+ γ2 ) [
CηZ
2+γ2 e
−δ(2+ γ2 )
R,(k)
]η
≤ 1 (311)
According to the Lemma (11.1), this inequality is satisfied for (k) = 0. By the choice of η < δ, the
power to which eR,(k) is raised on the left hand side of inequality (311) is positive, so the inequality
(311) and therefore (257) continues to hold for all (k) ≥ 0. This completes the proof that the choice
of N(k) is always admissible.
11.2.2 Choosing the Energies
Along with these choices of (Ξ(k), ev,(k), eR,(k)) and N(k), the main lemma also grants us the ability to
approximately prescribe the energy increment e(k)(t) of the correction.
The energy must satisfy the estimates:
||
dle
1/2
(k)
dtl
||C0 ≤ 1000K1/2(Ξe−1/2v,(k) )le1/2R,(k) l = 0, 1, 2 (312)
and must satisfy the lower bound
e(k)(t) ≥ KeR,(k) (313)
for t belonging to the active region t ∈ I(k)±θ(k), where the stress is supported supp R(k) ⊆ I(k)×T3.
For our construction, let I(k) = [a(k), b(k)] be an interval such that
supp R(k) ⊆ I(k)
and let τ(k) be a small number which we will specify. Denote by
I(k) ± (θ(k) + τ(k)) = [a(k) − (θ(k) + τ(k)), b(k) + (θ(k) + τ(k))],
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and let
χ(k)(t) = χI(k)±(θ(k)+τ(k))(t)
be the characteristic function of this time interval.
Set
e
1/2
(k) (t) = (20KeR,(k))
1/2ητ(k) ∗ χ(k)(t) (314)
where
ητ(k)(t) = τ
−1
(k)η(
t
τ(k)
) (315)
is a standard, smooth mollifier of integral
∫
ητ(k)(t)dt = 1, supported in the ball {|t| ≤ |τ(k)|}.
Then, on the interval I(k)±θ(k) containing the support of (v(k), p(k), R(k)), we clearly have e(k)(t) =
20KeR,(k) ≥ KeR,(k), and we also have bounds of the form
||e1/2(k) (t)||C0 ≤ (20K)1/2e1/2R,(k) (316)
||
dle
1/2
(k)
dtl
||C0 ≤ Bτ−l(k)K1/2e1/2R,(k) l = 1, 2 (317)
Therefore e(k)(t) is admissible as an approximate energy function if we choose
τ(k) = B0Ξ
−1
(k)e
−1/2
v,(k) = B0θ(k) (318)
where B0 is a constant.
11.2.3 Regularity of the Velocity Field
We now check that using the parameters chosen above, the sequence of solutions (v(k), p(k), R(k)) in the
above argument does in fact converge to a solution with the properties stated in the Theorem (10.1).
Continuity The C0 convergence of
v(K) =
K∑
k=0
V(k)
and follows easily from the super-exponential decay of eR,(k), the estimate
||V(k)||C0 ≤ Ce1/2R,(k)
and the triangle inequality
∞∑
k=0
||V(k)||C0 ≤ C
∞∑
k=0
e
1/2
R,(k) (319)
Similarly, the C0 convergence of
p(K) =
K∑
k=0
P(k)
follows from the estimate
‖P(k)‖C0 ≤ CeR,(k)
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Ho¨lder Norms of the Correction To measure what kind of higher regularity is achieved by this
choice, observe that the perturbation V(k) = v(k+1) − v(k) obeys the estimates
||V(k)||C0 ≤ Ce1/2R,(k)
||∇V(k)||C0 ≤ CN(k)Ξ(k)e1/2R,(k)
||∂tV(k)||C0 ≤ ‖(∂t + v(k) · ∇)V(k)‖C0 + ‖v(k) · ∇V(k)‖C0
The estimate for the time derivative is no worse than the bound on the spatial derivative for the
following reasons. We have already established that ‖v(k)‖C0 are uniformly bounded, so the term
‖v(k) · ∇V(k)‖C0 ≤ C‖∇V(k)‖C0
with a constant depending only on eR,(0) and other absolute constants from the lemmas.
Despite the loss of a factor
b−1(k) =

N(k)e1/2R,(k)
e
1/2
v,(k)


1/2
(320)
=
(
Z2e−2δR,(k)
)1/2
= Ze−δR,(k) (321)
in the estimates for material derivatives in Lemma (10.1), the estimate for the material derivative is
still better than the bounds on the spatial derivatives. Namely
‖(∂t + v(k) · ∇)V(k)‖C0 ≤ Cb−1(k)Ξ(k)e1/2v,(k)e1/2R,(k) (322)
≤ CZe−δR,(k)Ξ(k)e1/2v,(k)e1/2R,(k) (323)
= CZe
1/2
v,(k)Ξ(k)e
1/2−δ
R,(k) (324)
whereas the spatial derivatives are bounded by
||∇V(k)||C0 ≤ CN(k)Ξ(k)e1/2R,(k) (325)
≤ CZ2
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k)e
1/2
R,(k) (326)
= C
(
ev
eR
)1/2
(k)
Ξ(k)e
1/2−2δ
R,(k) (327)
which is worse than the estimate for the material derivative by a super-exponentially large factor of
e
−1/2−δ
R,(k) .
These observations lead to the bounds
||V(k)||C0 ≤ Ce1/2R,(k) (328)
‖∇t,xV(k)‖C0 ≤ C
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k)e
1/2
R,(k) (329)
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Which, by interpolation, imply a bound
||V(k)||Cαt,x ≤ C
(
ev
eR
)α/2
(k)
Ξα(k)e
1/2−δα
R,(k) (330)
for 0 ≤ α ≤ 1.
Therefore, to determine whether or not the series
∑
(k)
||V(k)||Cαt,x <∞ (331)
converges, it suffices to study the growth or decay of the quantity
Eα,(k) ≡
(
ev
eR
)α/2
(k)
Ξα(k)e
1/2−δα
R,(k) (332)
At this point, one way we can proceed would be to follow the method of Section (11.1) and establish
an evolution law of the form
Eα,(k+1) ≤ Cαeδf(α)R,(k)Eα,(k) (333)
using parameter evolution laws (277), (279) and (290). Once such a law has been established, we have
a trichotomy:
• If f(α) is positive, then Eα,(k) decays super-exponentially
• If f(α) is negative, then Eα,(k) grows super-exponentially
• If f(α) is zero, then Eα,(k) grows exponentially
The exponent f(α) depends linearly on α, and it turns out that there is a critical α∗ ∈ (0, 1)
depending on δ at which f(α∗) = 0. For all α < α∗, the series (331) converges, and the solution
v ∈ Cαt,x. In our case, α∗ = 1+δ5+9δ+4δ2 .
Rather than proceeding to derive a law such as (333), we illustrate an equivalent method for
determining α∗ which gives conceptual insight into the iteration, and which tends to be simpler for
computation. In fact, the method we present here can be used to accelerate the computations of the
preceding Section (11.1). Namely, the evolution laws take the form
Eα,(k+1) ≤ CαZ−f(α)eδf(α)R,(k)Eα,(k) (334)
where we observe that Z−1 and eδR,(k) are raised to the same power f(α). This dimensional observation
is a direct consequence of the Ansatz (277). The method we present in the following Section allows us
to determine whether these exponents are positive or negative, which allows us to determine whether
choosing Z large can make such an evolution factor small at stage (k) = 0. Informally, the quantities
whose evolution remains under control in the late stages of the iteration are also the quantities whose
evolution we can control at the beginning of the iteration.
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11.2.4 Asymptotics for the Parameters
In order to determine whether or not quantities such as the bounds
Eα,(k) ≡
(
ev
eR
)α/2
(k)
Ξα(k)e
1/2−δα
R,(k) (335)
for the Ho¨lder norms remain under control in the late stages of the iteration, it suffices to understand
the asymptotic relationships
ev,(k) ≈ Ξβv(k) (336)
eR,(k) ≈ ΞβR(k) (337)
between the energy and frequency parameters which emerge during the late stages of the iteration. The
following method can be used to determine these relationships, and reduces the control of quantities
such as Eα,(k) to simple linear algebra calculations.
A remark about dimensional analysis The asymptotic relationships (336) and (337) cannot be
deduced from dimensional analysis, since the dimensions of time and space for the Euler equations
are independent of each other. Rather, these relationships depend on the efficiency of the convex
integration procedure that we have constructed.
Heuristics for Parameter Evolution Let us recall the parameter evolution laws
ev,(k+1) = eR,(k) (338)
eR,(k+1) = Z
−1e1+δR,(k) (339)
Ξ(k+1) = CZ
2
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k) (340)
In view of the formulas (335) and (340), it is more convenient to study the evolution of the energy
ratio
(
ev
eR
)
(k)
, rather than the energy level ev,(k). For the energy ratio, we have the law
(
ev
eR
)
(k+1)
= Ze−δR,(k) (341)
We can summarize these laws compactly by taking the logarithms of the equations, and writing.

log eR
log(ev/eR)
log Ξ


(k+1)
≈


1 + δ 0 0
−δ 0 0
−2δ 1/2 1




log eR
log(ev/eR)
log Ξ


(k)
(342)
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This evolution law is not completely precise because it forgets about the constants in the exact pa-
rameter evolution laws; however, the parameter evolution matrix
Tδ =


1 + δ 0 0
−δ 0 0
−2δ 1/2 1

 (343)
contains all the important information regarding the asymptotic relationships between the parameters.
Informally, we have an asymptotic

log eR
log(ev/eR)
log Ξ


(k)
≈ [T kδ ]


log eR
log(ev/eR)
log Ξ


(0)
(344)
The reason being that, regardless of the initial choice of parameters, the right hand side will point in
the direction of the eigenvector of Tδ corresponding to its largest eigenvalue λ+. In this case, Tδ is
a lower triangular matrix whose eigenvalues 0, 1 and λ+ = 1 + δ can be immediately read from the
diagonal or by inspecting the form of the matrix. For example, the top row shows that [1, 0, 0] is a
row eigenvector for λ+ = (1 + δ), the third column gives 1 as an eigenvalue, and the second and third
columns are linearly dependent, giving 0 as another eigenvalue. Because λ+ > 1, the heuristic (344)
suggests that 

log eR
log(ev/eR)
log Ξ


(k)
≈ c(0)(1 + δ)kψ+ (345)
where ψ+ is an eigenvector corresponding to the dominant eigenvalue
Tδψ+ = (1 + δ)ψ+
which belongs to the stable octant O(−,+,+) defined by
ψ+ ∈ O(−,+,+) =




a
b
c

 | a < 0, b > 0, c > 0

 (346)
of R3 in which the parameter logarithms
ψ(k) ≡


log eR
log(ev/eR)
log Ξ


(k)
(347)
eventually reside. The coefficient c(0) is obtained by expressing ψ(0) relative to a basis which diago-
nalizes Tδ, and can be assumed to be positive.
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In this example, the minimal polynomial satisfied by the parameter evolution matrix is
(Tδ − (1 + δ))Tδ(Tδ − 1) = 0 (348)
Thus, one can take for ψ+ any vector in Im Tδ(Tδ − 1) which also belongs to the stable octant
O(−,+,+), such as
ψ+ = −δ−1Tδ(Tδ − 1)


1
0
0

 (349)
= −Tδ


1
−1
−2

 (350)
ψ+ =


−1
0
5
2

+ δ


−1
1
2

 (351)
Applying the heuristic (345) to the approximation
logEα,(k) ≈ (1/2− 2δα) log eR,(k) + α
2
log(ev/eR)(k) + α log Ξ(k) (352)
logEα,(k) ≈ [1/2− 2δα, α/2, α]ψ(k) (353)
≈ c(0)(1 + δ)k[1/2− 2δα, α/2, α]ψ+ (354)
= c(0)(1 + δ)
k[(1/2− 2δα) · (−1− δ) + (α/2) · (δ) + (α) · (5/2 + 2δ) (355)
= c(0)(1 + δ)
k
[
− (1 + δ)
2
+ (
5
2
+
9δ
2
+ 2δ2)α
]
(356)
According to this approximation, the bounds on the Ho¨lder norms decay at a rate of
Eα,(k) ≈ e−cα(1+δ)
k
(357)
with cα > 0 for all
α < α∗ =
(1 + δ)
5 + 9δ + 4δ2
so that the resulting solution can have any Ho¨lder regularity less than 1/5.
Let us discuss how to make this heuristic argument more precise.
Rigorous proof of Ho¨lder regularity We can assume without loss of generality that eR,(0) < 1
after reindexing the stages, and furthermore that
ψ(0) =


log eR
log(ev/eR)
log Ξ


(0)
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belongs to the stable octant O(−,+,+).
Define
Eα,(k) ≡
(
ev
eR
)α/2
(k)
Ξα(k)e
1/2−δα
R,(k) (358)
Then
logEα,(0) = [1/2− 2δα, α/2, α]ψ(0) (359)
and upon the first iteration
logEα,(1) = logCα + [1/2− 2δα, α/2, α] [Tδ]ψ(0) (360)
for some constant Cα > 1 that can be expressed in terms of Z and the constant given by the Lemma
(10.1). In general, by induction, we can write
log(Eα,(k)/C
k
α) = [1/2− 2δα, α/2, α]
[
T kδ
]
ψ(0) (361)
where we have absorbed the exponential growth factor into the left hand side.
By the Lagrange interpolation formula, we can write T kδ as a linear combination of the operators
which project to the eigenspaces of Tδ
T kδ = (1 + δ)
k
[
Tδ(Tδ − 1)
(1 + δ) · δ
]
+ 1k
[
(Tδ − (1 + δ))Tδ
(−δ) · 1
]
+ 0k
[
(Tδ − (1 + δ))(Tδ − 1)
−(1 + δ) · (−1)
] (362)
= (1 + δ)k
[
Tδ(Tδ − 1)
(1 + δ) · δ
]
+
[
(Tδ − (1 + δ))Tδ
(−δ) · 1
]
(363)
This formula is close to proving our desired asymptotic, since it implies that
log(Eα,(k)/C
k
α) = (1 + δ)
k[1/2− 2δα, α/2, α]
[
Tδ(Tδ − 1)
(1 + δ) · δ
]
ψ(0) +O(1) (364)
One way to conclude the proof at this point is to first observe that[
Tδ(Tδ − 1)
(1 + δ) · δ
]
ψ(0) = c(0)ψ+ (365)
and to prove that c(0) is positive. To conclude that the coefficient c(0) is positive, we can use the fact
that [1, 0, 0] is a row eigenvector for the dominant eigenvalue λ+. Namely, we can determine c(0) by
applying [1, 0, 0] to both sides of equation (365). Then, using the fact that [1, 0, 0] is invariant under
projection to the λ+ eigenspace, it suffices to observe that the first entry
[1, 0, 0]
[
Tδ(Tδ − 1)
(1 + δ) · δ
]
ψ(0) = [1, 0, 0]ψ(0) (366)
= log eR,(0) (367)
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is negative, because
[1, 0, 0]ψ+ = −(1 + δ) (368)
is negative as well.
This calculation establishes a super-exponential decay estimate on the bounds of the Ho¨lder norms
Eα,(k) = C
k
αe
−cα(1+δ)k+O(1) α < α∗
for some constants Cα, cα > 0, and therefore concludes the proof of the Ho¨lder regularity.
11.2.5 Regularity of the Pressure
Building on the calculations and methods of Sections (11.2.3) and (11.2.4), we can quickly determine
what other quantities remain under control during the iteration.
For example, the pressure increment satisfies the estimates
||P(k)||C0 ≤ CeR,(k) (369)
‖∇P(k)‖C0 ≤ CN(k)Ξ(k)eR,(k) (370)
≤ C
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k)eR,(k) (371)
and just as in the computations at the beginning of Section (11.2.3), writing the time derivative as
∂t = (∂t + v · ∇)− v · ∇
reveals that the time derivative of P obeys the same quality of estimates as the spatial derivatives,
leading to the bounds
||P(k)||C0 ≤ CeR,(k) (372)
‖∇t,xP(k)‖C0 ≤ C
(
ev
eR
)1/2
(k)
e−2δR,(k)Ξ(k)eR,(k) (373)
which by interpolation give Ho¨lder estimates of the form
||P(k)||Cαt,x ≤ C
(
ev
eR
)α/2
(k)
Ξα(k)e
1−2δα
R,(k) (374)
Following the methods of Section (11.2.4), define
Eα,(k) ≡
(
ev
eR
)α/2
(k)
Ξα(k)e
1−2δα
R,(k) (375)
so that ||P(k)||Cαt,x ≤ CEα,(k) and
log(Eα,(k)/C
k
α) = [1− 2δα,
α
2
, α]T kδ ψ(0) (376)
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As in Section (11.2.4), we have that Eα,(k) decays super exponentially when
[1− 2δα, α
2
, α]ψ+ = [1− 2δα, α
2
, α]




−1
0
5
2

+ δ


−1
1
2



 (377)
is negative. In this case,
[1− 2δα, α
2
, α]ψ+ = −(1 + δ) + α(5
2
+ (1 + δ)2δ +
δ
2
+ 2δ) (378)
which is negative when
α < 2α∗ =
1 + δ
5 + 9δ + 4δ2
Thus, for the solution p, p ∈ Cαt,x when α < 2α∗.
11.2.6 Compact Support in Time
According to the choices made in section (11.2.2), the time interval T(k) containing the support of the
solutions grows by at most a multiple of the time scale θ(k) = Ξ
−1
(k)e
−1/2
v,(k) after each iteration. Therefore,
the resulting solution has compact support in time if the series
∑
(k)
θ(k) <∞ (379)
converges. Note that the time scale θ−1(k) is essentially the Lipschitz norm of the approximate solution
v(k). The fact that the natural time scale tends to 0 as we add in the finer scales Ξ
−1
(k) is ultimately
tied to the fact that the solution we construct is far from being a Lipschitz vector field.
To determine whether the series (379) is finite, it suffices to show that the logarithm of the time
scale
log θ(k) = −1
2
log(ev,(k))− log Ξ(k) (380)
= −1
2
log eR,(k) − 1
2
log(ev/eR)(k) − log Ξ(k) (381)
decreases super-exponentially, and for this purpose it is enough to check that
[−1/2,−1/2,−1]ψ+ = [−1/2,−1/2,−1]




−1
0
5
2

+ δ


−1
1
2



 (382)
=
(1 + δ)
2
− δ
2
− (5
2
+ 2δ) < −2 (383)
is negative, which is clearly the case.
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Actually, one can even show that the time interval containing the solution can be made arbitrarily
small by first observing that that
θ(0) = Ξ
−1
(0)e
−1/2
v,(0) (384)
= Ξ−1(0)[Z
− 12(1+δ) e
− 1
2(1+δ)
R,(0) ] (385)
can be made arbitrarily small by choosing Z large, and then using the evolution rules for the above
formula to observe that one can easily arrange
θ(k+1) ≤
θ(k)
2
(386)
for all (k) = 0, . . . ,∞ once Z is chosen large enough.
11.2.7 Nontriviality of the Solution
In order to show that the solutions produced by this process are nontrivial, we prove that the energy
1
2
∫
|v(k)|2dx
of v(k) =
∑k
(j)=0 V(j) eventually increases in k on the nonempty interval I(0).
Suppose that t∗ ∈ I(0). To verify that 12
∫ |v(k)|2(t∗, x)dx eventually increases with (k), we calculate∫ |v(k+1)|2
2
(t∗, x)dx −
∫ |v(k)|2
2
(t∗, x)dx =
∫
[
|v(k) + V(k)|2
2
− |v(k)|
2
2
]dx (387)
=
∫ |V(k)|2
2
dx+
∫
v(k) · V(k)dx (388)
Our choice of e(k) assures us that, we have a lower bound of∫ |V(k)|2
2
(t∗, x)dx ≥ AeR,(k) (389)
for some constant A, since Lemma (10.1) implies that the difference∫ |V(k)|2
2
dx−
∫
e(k)(t)dx
is bounded by
|
∫ |V(k)|2
2
(t, x)dx −
∫
e(k)(t)dx| ≤ C
eR,(k)
N(k)
(390)
and N(k) is an increasing sequence whose first term
N(0) = Z
2
(
ev
eR
)1/2
(0)
e−2δR,(0) (391)
= Z2+
δ
2(1+δ) e
−δ(2+ 12(1+δ) )
R,(0) (392)
83
can be made arbitrarily large by choosing Z large.
Thus, in order to check that the energy increases for each stage (k), it suffices to bound the inner
product
<v(k), V(k)>L2(T3) =
∫
v(k) · V(k)dx (393)
which measures the correlation between the correction V(k) and the velocity field v(k).
We expect the inner product (393) to be fairly small because V(k) oscillates at a much higher
frequency. Thus, the first step to estimating the inner product (393) is to write
V(k) = ∇×W(k)
and integrate by parts to see that
<v(k), V(k)> =
∫
v(k) · ∇ ×W(k)dx (394)
=
∫
∇× v(k) ·W(k)dx (395)
which, according to Lemma (10.1) and the bounds ‖∇v(k)‖C0 ≤ Ξ(k)e1/2v,(k) coming from the definition
of frequency and energy levels, implies a bound
|<v(k), V(k)>| ≤ C[Ξ(k)e1/2v,(k)] · [
e
1/2
R,(k)
Ξ(k)N(k)
] (396)
≤ C
e
1/2
v,(k)e
1/2
R,(k)
N(k)
(397)
= C
(
ev
eR
)1/2
(k)
N−1(k)eR,(k) (398)
= C(Z−2e2δR,(k))eR,(k) (399)
Applying this estimate to the formula (388) for the energy increment, we can even ensure that the
energy increment∫ |v(k+1)|2
2
(t∗, x)dx −
∫ |v(k)|2
2
(t∗, x)dx ≥ AeR,(k) − C(Z−2e2δR,(k))eR,(k) (400)
is positive at the initial stage (k) = 0 by choosing Z large. Since e2δR,(k) decreases, the energy increment
will be positive at all future stages as well.
Thus, the solution obtained at the end of the process is nontrivial because the energy increases
at t∗ after each iteration, and because eR,(0) was arbitrary, we can make the energy of the solutions
arbitrarily large.
This completes the proof of Theorem (10.1).
84
12 Gluing Solutions
Here we note that the method of the previous section can be extended to prove Theorem (0.2) on the
gluing of solutions, which states the following.
Theorem 12.1. For every smooth solution (v, p) to incompressible Euler on (−2, 2)×T3, there exists
a Ho¨lder continuous solution (v¯, p¯) which coincides with (v, p) on (−1, 1)×T3 but is equal to a constant
outside of (−3/2, 3/2)× T3.
Proof. By taking a Galilean transformation if necessary, we can assume without loss of generality that
the solution has 0 total momentum
∫
vl(t, x)dx = 0. Let η¯(t) be a smooth cutoff function equal to 1 in
a neighborhood of [−1, 1], and equal to 0, outside (−6/5, 6/5). Then the cut-off velocity and pressure
v(0)(t, x) = η¯(t)v(t, x), p(0)(t, x) = η¯(t)p form a smooth solution to the Euler-Reynolds equations with
compact support when coupled to a smooth stress tensor Rjl(0) which solves
∂jR
jl
(0) = η¯
′(t)vl + ∂j [(η¯2(t)− η¯(t))vjvl] (401)
The existence of a smooth Rjl solving (401) follows from the fact that the right hand side has integral
0.
The proof of Theorem (12.1) then proceeds by iterating Lemma (10.1) just as in the proof of
Theorem (10.1). Here the only difference is that the sets I(k) containing the support of each R(k) are
unions of two intervals I = I1 ∪ I2, with I1(k) ⊆ (−∞, 1) and I2(k) ⊆ (1,∞).
We still choose energy functions of the form
e
1/2
(k) (t) = (20KeR,(k))
1/2ητ(k) ∗ χ(k)(t) (402)
with
χ(k)(t) = χI(k)±(θ(k)+τ(k))(t)
being the characteristic function of a slight expansion of I(k). According to the computations in Section
(11.2.6), we can ensure that the corrections, which live on small neighborhoods of the supports of R(k),
never touch the intervals (−∞,−3/2] ∪ [−1, 1] ∪ [−3/2,∞) by taking the initial frequency level Ξ(0)
for (v(0), p(0), R(0)) to be sufficiently large. Applying another Galilean transformation to return to the
original frame of reference, we have the Theorem.
13 On Onsager’s Conjecture
As mentioned at the end of Section (10), a stronger form of Lemma (10.1) would imply Onsager’s
conjecture. Here we investigate what could be proven, given Conjecture (10.1).
Theorem 13.1. Assume conjecture (10.1). Then for every δ > 0, there exist nontrivial weak solutions
(v, p) to the Euler equations on R× T3 such that for
α∗ =
1
3 + 2δ
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we have
v ∈ Cαt,x(R× R3) for all α < α∗ (403)
p ∈ C2αt,x(R× R3) (404)
whose support is contained in a bounded time interval.
Furthermore, one can arrange that the energy
E(t) =
1
2
∫
|v|2(t, x)dx (405)
is C1 as a function of t. In particular, the energy will increase or decrease in certain time intervals.
Remark. In fact, the proof shows that, at least for the solutions constructed by this method, the
energy E(t) will necessarily belong to C0,α for all α < 1.
Proof. We iterate the conjectured Lemma (11) so that the energy levels
e
1/2
v,(k)e
1/2
R,(k)
N(k)
= eR,(k+1) =
e1+δR
Z
(406)
decay super-exponentially. This Ansatz leads to a choice of
N(k) = Z
(
ev
eR
)1/2
(k)
e−δR,(k) (407)
Ξ(k+1) = CZ
(
ev
eR
)1/2
(k)
e−δR,(k)Ξ(k) (408)(
ev
eR
)
(k+1)
= Ze−δR,(k) (409)
resulting in a parameter evolution matrix
Tδ =


1 + δ 0 0
−δ 0 0
−δ 1/2 1

 (410)
for the parameter logarithms
ψ(k) =


log eR
log(ev/eR)
log Ξ


(k)
(411)
Since Tδ satisfies
(Tδ − (1 + δ))Tδ(Tδ − 1) = 0 (412)
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the stable direction for iterating Tδ corresponds to portion of the 1 + δ eigenspace of Tδ in the stable
octant
O(−,+,+) =




a
b
c

 | a < 0, b > 0, c > 0

 (413)
in which the parameter logarithms ψ(k) eventually reside.
To find a vector in O belonging to the 1 + δ eigenspace, we compute
ψ+ = −δ−1Tδ(Tδ − 1)


1
0
0

 (414)
= −Tδ


1
−1
−1

 (415)
ψ+ =


−1
0
3
2

+ δ


−1
1
1

 (416)
In order to determine which Ho¨lder norms stay under control during the iteration, we again observe
that the bound for the spatial derivative of the corrections V and P also controls their full space-time
derivative since
∂t = (∂t + v · ∇)− v · ∇
and the material derivatives obeys even better estimates. Therefore we have an estimate
‖V(k)‖Cαt,x ≤ C(N(k)Ξ(k))αe1/2R,(k) (417)
≤ C′Ξα(k)
(
ev
eR
)α/2
(k)
e
1/2−δα
R,(k) (418)
‖P(k)‖Cαt,x ≤ C(N(k)Ξ(k))αeR,(k) (419)
≤ C′Ξα(k)
(
ev
eR
)α/2
(k)
e1−δαR,(k) (420)
As in Section (11), we take the logarithm of (418) to see that the solution
v ∈ Cαt,x
if
[(1/2− δα), α/2, α]




−1
0
3
2

+ δ


−1
1
1



 = − (1 + δ)2 + δ(1 + δ)α+ δα2 +
(
3α
2
+ δα
)
(421)
= − (1 + δ)
2
+
α
2
(3 + 2δ)(1 + δ) (422)
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is negative. Therefore, the norm whose bounds grow exponentially corresponds to the regularity
α∗ = 13+2δ .
Similarly, we see that p ∈ Cαt,x for α < 2α∗ by taking a logarithm of computing
[(1 − δα), α/2, α]




−1
0
3
2

+ δ


−1
1
1



 = −(1 + δ) + α2 (3 + 2δ)(1 + δ) (423)
13.1 Higher Regularity for the Energy
Here we observe that the energy
E(t) =
∫
|v|2(t, x)dx (424)
of the solution v that we ultimately construct actually enjoys better regularity than the solution v
itself has in the time variable. Namely, the construction necessarily results in a v for which E(t) ∈ Cαt
for all α < 1, and by choosing e(k) carefully at each stage, we can even arrange that E(t) ∈ C1(R).
Let us begin by writing the energy as a sum of energy increments
E(t) =
∞∑
k=0
E(k) (425)
E(k)(t) =
∫
(
|v(k+1)|2
2
(t, x) − |v(k)|
2
2
(t, x))dx (426)
=
∫ |V(k)|2
2
dx+
∫
v(k) · V(k)dx (427)
For the ideal case with b−1, the Main Lemma (10.1) implies that
||
∫
T3
|V(k)|2dx−
∫
T3
e(k)(t)dx||C0 ≤ C
eR,(k)
N(k)
(428)
|| d
dt
(
∫
T3
|V(k)|2dx −
∫
T3
e(k)(t)dx)||C0 ≤ C
Ξ(k)e
1/2
v,(k)eR,(k)
N(k)
(429)
In fact, for the ideal case, the quantity
Ξ(k)e
1/2
v,(k)eR,(k)
is exactly the critical quantity which grows exponentially, in the sense that
Ξ(k+1)e
1/2
v,(k+1)eR,(k+1) = C(N(k)Ξ(k)e
1/2
R,(k)
e
1/2
v,(k)e
1/2
R,(k)
N(k)
(430)
= CΞ(k)e
1/2
v,(k)eR,(k) (431)
Since N(k) grows super-exponentially, we see from (429) that the error for prescribing the energy
of the correction can actually be summed in C1(R) for any admissible choices of energy functions.
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Namely, from (427), we have
d
dt
E(k)(t) =
d
dt
∫
e(t)dx +
d
dt
∫
v(k) · V(k)dx+ o(1) (432)
where o(1) goes to 0 in C0t uniformly in (k).
We can also sum the correlation term
‖ d
dt
∫
v(k) · V(k)dx‖C0t ≤ C
Ξ(k)ev,(k)e
1/2
R,(k)
N(k)
(433)
≤ CΞ(k)e1/2v,(k)e1+δR,(k) (434)
= o(1) (435)
which implies that
‖ d
dt
E(k)(t)− d
dt
∫
e(k)(t)dx‖C0t = o(1) (436)
where e(k)(t) is the energy function chosen at stage (k).
To establish the estimate (433), we write
d
dt
∫
v(k) · V(k)dx = d
dt
∫
<v(k),∇×W(k)>dx (437)
=
d
dt
∫
<∇× v(k),W(k)>dx (438)
=
∫
(∂t + v
j
(k)∂j)<∇× v(k),W(k)>dx (439)
=
∫
<(∂t + v
j
(k)∂j)∇× v(k),W(k)>dx
+
∫
<∇× v(k), (∂t + vj(k)∂j)W(k)>dx
(440)
The second of these terms can be estimated using the bounds for W(k) in Lemma (10.1).
‖
∫
T3
<∇× v(k), (∂t + vj(k)∂j)W(k)>dx‖C0t ≤ C||∇v(k)||C0 ||(∂t + v
j
(k)∂j)W(k)||C0 (441)
≤ C
(
Ξ(k)e
1/2
v,(k)
)e1/2v,(k)e1/2R,(k)
N(k)

 (442)
≤ C(Ξ(k)e1/2v,(k))e1+δR,(k) = o(1) (443)
The first term can be estimated by commuting the curl ∇× and the material derivative ∂t + v · ∇.∫
<(∂t + v
j
(k)∂j)∇× v(k),W(k)>dx =
∫
<∇× (∂t + v(k) · ∇)v(k),W(k)>dx+
∫
<u(k),W(k)>dx
= E1,(k) + E2,(k) (444)
u(k) = (∂t + v(k) · ∇)∇× v(k) −∇× (∂t + v(k) · ∇)v(k) (445)
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Using the definition (∇× w)l = ǫlab∂awb, we can compute the commutator u(k)
(∇× (∂t + v(k) · ∇)v(k))l = ǫlab∂a[(∂t + vj(k)∂j)vb(k)] (446)
= (∂t + v
j
(k)∂j)ǫ
l
ab∂
avb(k) + ǫ
l
ab∂
avj(k)∂jv
b
(k) (447)
ul(k) = −ǫlab∂avj(k)∂jvb(k) (448)
allowing us to bound the term E2,(k) by comparing it to the exponential growth of Ξ(k)e
1/2
v,(k)eR,(k)
‖
∫
<u(k),W(k)>dx‖C0t ≤ ||u(k)||C0tL3/2x ||W(k)||C0tL3x
≤ C||∇v(k)||2C0tL3x ||W(k)||C0tL3x
≤ C
(
Ξ(k)e
1/2
v,(k)
)2 (
Ξ−1(k)N
−1
(k)e
1/2
R,(k)
)
≤ CΞ(k)e1/2v,(k)
e
1/2
v,(k)e
1/2
R,(k)
N(k)
≤ CΞ(k)e1/2v,(k)e1+δR,(k)
Here we chose the L3 norm in space to simply to draw an analogy to the trilinear terms appearing in
the proof of energy conservation in [4].
To bound the other term E1,(k), we can use the Euler-Reynolds equation
(∂t + v(k) · ∇)vl(k) = ∂lp(k) + ∂jRjl(k) (449)
to estimate
‖
∫
<∇× (∂t + v(k) · ∇)v(k),W(k)>dx‖C0t ≤ (||∇2p||C0 + ||∇2R||C0)||W(k)||C0 (450)
≤ CΞ2(k)ev,(k)
e
1/2
R,(k)
Ξ(k)N(k)
(451)
≤ CΞ(k)e1/2v,(k)e1+δR,(k) = o(1) (452)
We have therefore established that
‖ d
dt
E(k)(t)− d
dt
∫
e(k)(t)dx‖C0t = o(1) (453)
If we desire the energy of the resulting solution to be C1 in time, we must be more careful than
using the bounds
‖ d
dt
e(k)(t)‖C0 = 2‖e1/2(k) (t)
d
dt
e
1/2
(k) (t)‖C0 (454)
≤ CΞ(k)e1/2v,(k)eR,(k) (455)
≤ Ck (456)
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required by Lemma (10.1), since these bounds grow exponentially.
However, we can easily choose e(k) so that the bounds (456) are not sharp.
For example, averaging over longer time intervals
τ(k) = B
k
0Ξ
−1
(k)e
−1/2
v,(k) (457)
for the time mollifier in (315), (318) will lead to bounds which decay exponentially for
‖ d
dt
e(k)(t)‖C0 ≤ CA−k (458)
if B0 is chosen sufficiently large.
Part V
Construction of Weak Solutions in the
Ho¨lder Class : Preliminaries
14 Preparatory Lemmas
To prepare for the proof, we present the following, well-known method concerning the general rate of
convergence of mollifiers.
Lemma 14.1. Suppose that η ∈ L1(R3)∩LN (R3) and that for any multi-index α with 1 ≤ |α| ≤ N−1
the moment vanishing conditions∫
η(y)dy = 1 (459)∫
yαη(y)dy = 0 ∀α, 1 ≤ |α| ≤ N − 1 (460)
hold.
Let ǫ > 0 and define ηǫ(y) = ǫ
−3η(yǫ ). Then there exists a constant C such that
||v − ηǫ ∗ v||C0(T3) ≤ CǫN ||η||LN (R3)||∇Nv||C0(T3) (461)
for all smooth functions v on T3
Proof. To reduce the number of minus signs appearing in the proof, let us assume ηǫ is even, and let us
restrict to the case N = 3 to convey the idea. To verify (461), we can then Taylor expand by repeated
91
integration by parts in the formula
ηǫ ∗ v(x) − v(x) =
∫
R3
(v(x − y)− v(x))ηǫ(y)dy
=
∫
(v(x + y)− v(x))ηǫ(y)dy
=
∫
(v(x + ǫy)− v(x))η(y)dy
=
∫ [∫ 1
0
d
ds
v(x + sǫy)ds
]
η(y)dy
= ǫ
∫ 1
0
[∫
∂iv(x + sǫy)y
iη(y)dy
]
ds
= ǫ
∫
∂iv(x)y
iη(y)dy +
∫ [∫ 1
0
d2
ds2
v(x+ sǫy)(1− s)ds
]
η(y)dy
= ǫ2
∫ 1
0
[∫
∂i2∂i1v(x + sǫy)y
i1yi2η(y)dy
]
(1− s)ds
=
ǫ2
2!
∫
∂i2∂i1v(x)y
i1yi2η(y)dy +
∫ [∫ 1
0
d3
ds3
v(x+ sǫy)
(1− s)2
2!
ds
]
η(y)dy
=
ǫ3
2!
∫ 1
0
[∫
∂i1∂i2∂i3v(x + sǫy)y
i1yi2yi3η(y)dy
]
(1 − s)2ds
Remark. The case N = 2 of the above lemma is already contained in [5]. In their argument,
they take advantage of how the case N = 2 permits ηǫ to be non-negative. Actually, the case N = 2
also suffices for the proof of the main theorem in the present paper, but we include the more general
statement (461) to convey the flexibility available in this aspect of the argument.
Another way to work out the above details, which will be repeatedly used in the remainder of the
proof, is to write
ηǫ ∗ v(x)− v(x) =
∫
[v(x − y)− v(x)]ηǫ(y)dy (462)
= −
∫ 1
0
[∫
∂iv(x − sy)yiηǫ(y)dy
]
ds (463)
= ǫ
∫ 1
0
∫
∂iv(x− sy)η˜iǫ(y)dyds (464)
where
η˜iǫ(y) = −
1
ǫ3
yi
ǫ
η(
y
ǫ
) (465)
are other functions whose integrals are not normalized to 1, but which satisfy the same type of estimates
as ηǫ.
Namely, every function ηǫ and η˜ǫ which appears in the argument will satisfy bounds of the form
‖∇kηǫ‖L1(R3) ≤ Cηǫ−k (466)
and altogether through the course of the argument, only finitely many different η and η˜ will be used.
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15 The Coarse Scale Velocity
To begin the proof of Lemma (10.1), we choose a mollification vjǫ for the velocity field. For our
purposes, it is convenient to take a double mollification
ηǫ+ǫ = ηǫv ∗ ηǫv (467)
vjǫ = ηǫ+ǫ ∗ vj (468)
for reasons which will be explained in the footnote of Section (16) after we derive a transport equation
for vǫ.
We would like to take ǫv to be as large as possible so that higher derivatives of vǫ are less costly.
More specifically, the basic building blocks of the construction are of the form
eiλξIvlI
and we must ensure that each vI has frequency smaller than λ, so ǫ
−1
v must be smaller than λ in order
of magnitude.
To achieve a frequency of Ξ′ = CΞN as in the statement of the main lemma (10.1), we will take λ
to have the form
λ = BλΞN (469)
where Bλ ≥ 1 is a very large constant which will be chosen at the very end of the proof.
The parameter ǫv will then have the form.
ǫv = avΞ
−1N−γ (470)
0 < γ < 1 (471)
where av ≤ 1 is a small constant that will also be chosen in the proof. At this point we can discuss
the exponent γ.
Analogously to Section (8.1) in the continuous case, we choose ǫv so that the main term in the
error
(vj − vjǫ )V l + V j(vl − vlǫ) =
∑
I
2[(v − vǫ)(eiλξI vI)]jl +O(λ−1) (472)
= Qjlv +O(λ
−1) (473)
will be small. Namely, we know a priori, as in (8.1), that each vI will be no larger than
‖vI‖C0 ≤ Ae1/2R (474)
for some absolute constant provided that we require
τ ≤ b0Ξ−1e−1/2v (475)
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for a certain constant b0 discussed in Section (8.1). Furthermore, there is a uniform bound on the
number of vI which are nonzero at any given (t, x), so we also have an a priori bound
‖
∑
I
|vI |‖C0 ≤ Ae1/2R (476)
Therefore, we have an a-priori bound on
‖Qv‖C0 ≤ Ae1/2R ‖v − vǫ‖C0 (477)
In the ideal case for which there are no losses of b−1 in the Main Lemma (10.1), the target size for
the new stress would be ‖R1‖C0 E e
1/2
v e
1/2
R
N . We will therefore choose ǫv to achieve the target
‖Qv‖C0 E 1
50
e
1/2
v e
1/2
R
N
(478)
To approach the target (478), let ηǫv be any smooth mollifier constructed from an even function
of compact support which satisfies the vanishing moment conditions of Lemma (459) for N = L. We
then have an estimate
||ηǫ+ǫ ∗ v − v||C0 = ||(ηǫv ∗ v − v) + ηǫv ∗ (ηǫv ∗ v − v)||C0 (479)
≤ CǫLv ||∇Lv||C0 (480)
≤ CǫLv (ΞLe1/2v ) (481)
In anticipation of proving (478), we set γ = 1/L, so that
ǫv = avΞ
−1N−1/L (482)
and (481) becomes
||ηǫ+ǫ ∗ v − v||C0 ≤ CaLv
e
1/2
v
N
(483)
Applying the above inequality to (477) gives a bound of
‖Qv‖C0 ≤ AaLV e1/2R
e
1/2
v
N
(484)
for the leading term in the stress created by mollifying v.
By comparing (484) with (478), we can choose the constant av so that the goal (478) is satisfied.
With the above choice, ∇vǫ has amplitude Ξe1/2v and frequency Ξ to high order
||∂αvǫ||C0 ≤ Ξ|α|e1/2v α = 1, . . . , L (485)
||∂αvǫ||C0 ≤ CαN (|α|−L)/LΞ|α|e1/2v |α| > L (486)
which we choose to abbreviate by
||∂αvǫ||C0 ≤ CαN (|α|−L)+/LΞ|α|e1/2v for all |α| ≥ 1 (487)
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We can summarize (487) informally by saying that each derivative of vǫ up to order L costs a factor
of Ξ, and then derivatives beyond order L cost N1/LΞ. The factor N1/L is like an “interest payment”
which must be paid on top of the usual cost of Ξ for the “borrowed” derivatives beyond order L.
Note that we do not assume any control over ||vǫ||C0 ; in fact the low frequency part of v, though
bounded, can be very large when the lemma is used in the proof of Theorem (10.1). There, the largest
part of the C0 norm comes from the very first step of the iteration.
At this point, we can already check to make sure that we have not fallen short of the goal
||∇Qv||C0 E Ξ′eR′ (488)
= C(NΞ)
e
1/2
v e
1/2
R
N
(489)
= CΞe1/2v e
1/2
R (490)
by estimating
||∇(v − vǫ)||C0 ≤ ‖∇v‖C0 + ‖∇vǫ‖C0 (491)
≤ 2Ξe1/2v (492)
Since we expect that |V | <∼ e1/2R , the crude estimate (492) will suffice to prove (488).
The choice of ǫv and the parametrix Expansion For the parametrix expansion at the end to
be effective, it is important to observe that
ǫ−1v
<∼ ΞN1/L
is significantly smaller than
λ ≈ ΞN
because L ≥ 2. The point here is that the parametrix expansion for the divergence equation proceeds
by solving
∂jQ
jl = eiλξIul1 (493)
Qjl = Q˜jl1 +Q
jl
(1) (494)
Q˜jl1 = e
iλξI
qjl(∇ξ)[ul]
λ
(495)
∂jQ
jl
(1) = −eiλξI
1
λ
∂j [q
jl(∇ξ)[ul]] (496)
The derivative ∂j in (496) will turn out to cost a factor at most ǫ
−1
v (cf. Section (26) below.). On the
other hand, the parametrix gains a factor of λ−1. The way we have chosen ǫv ensures us that each
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iteration of the parametrix gains a factor
ǫ−1v
λ
≤ CΞN
1/L
BλNΞ
(497)
≤ C
BλN (1−1/L)
(498)
≤ C
BλN1/2
(499)
since L ≥ 2.
In the following section, we derive a transport equation for vǫ, and derive some estimates that will
be necessary for the proof. At this point, we abbreviate ηǫ for ηǫv .
16 Commutator Estimates and the Coarse Scale Flow
In contrast to the argument in [11], we do not mollify the velocity field in the time variable. Instead,
by using the fact that v obeys the Euler-Reynolds equation
(∂t + v
a∂a)v
j = ∂jp+ ∂iR
ij (500)
we derive a transport equation for vjǫ as follows.
By convolving (500) with ηǫ+ǫ, we can see that v
j
ǫ = ηǫ ∗ ηǫ ∗ vj also obeys its own transport type
equation
(∂t + v
a
ǫ ∂a)v
j
ǫ = ηǫ+ǫ ∗ (∂jp+ ∂iRij) +Qj(v, v) (501)
= f jǫ (502)
Qj(v, v) = vaǫ ∂av
j
ǫ − ηǫ+ǫ ∗ (va∂avj) (503)
The quadratic term arises from the failure of the nonlinearity to commute with the averaging, just
as the Reynolds stress arises in Section (1). In what follows we will derive estimates for the commu-
tator Qj(v, v) which should be compared to the commutator estimates used in the proof of energy
conservation in [4] and the similar commutator estimates used in [5]; we give some remarks about the
comparison at the end of the section. The method of proof involves integral formulas which are very
standard, for example in Littlewood-Paley theory.
According to the Definition (10.1), we expect that the cost of the derivative (∂t + v
a
ǫ ∂a) should
be a factor of Ξe
1/2
v , so we expect an estimate of the type |(∂t + vaǫ ∂a)vjǫ | <∼ Ξev. However, without
observing the cancellation between the two parts of the quadratic term, the only estimate we could
expect for Qj(v, v) would take the form15 |Qj(v, v)| <∼ Ξe1/2v , and even this estimate would require
control over ‖v‖C0 which we have not assumed.
15For example, in vaǫ ∂av
j
ǫ , v
a
ǫ is bounded in size by a constant and ∂av
j
ǫ is bounded by Ξe
1/2
v .
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The key to observing cancellation in the quadratic term is to use the control over the higher-
frequency part of v, and obtain cancellation from the lower-frequency parts. We accomplish this task
through the following commutator calculation:
Qj(v, v) = vaǫ ∂av
j
ǫ − ηǫ+ǫ ∗ (va∂avj) (504)
= vaǫ ∂a(ηǫ ∗ ηǫ ∗ vj)− ηǫ ∗ ηǫ ∗ (va∂avj) (505)
= ηǫ ∗ (vaǫ ∂a(ηǫ ∗ vj)) + [vaǫ ∂a, ηǫ∗](ηǫ ∗ vj)
− ηǫ ∗ (va∂a(ηǫ ∗ vj)) + ηǫ ∗ ([va∂a, ηǫ∗]vj)
(506)
where we can express the commutator terms as
[vaǫ ∂a, ηǫ∗](ηǫ ∗ vj) =
∫
R3
(vaǫ (x− y)− vaǫ (x))∂a(ηǫ ∗ vj)(x− y)ηǫ(y)dy (507)
=
∫ 1
0
∫
R3
∂iv
a
ǫ (x − sy)∂a(ηǫ ∗ vj)(x− y)yiηǫ(y)dyds (508)
= ǫv
∫ 1
0
∫
R3
∂iv
a
ǫ (x − sy)∂a(ηǫ ∗ vj)(x− y)η˜iǫ(y)dyds (509)
and similarly
ηǫ ∗ ([va∂a, ηǫ∗]vj)(x) = ǫv
∫ 1
0
ηǫ ∗
[∫
R3
∂iv
a(x − sy1)∂avj(x− y1)η˜iǫ(y1)dy1
]
ds (510)
= ǫv
∫ 1
0
[∫
R3×R3
∂iv
a(x− y2 − sy1)∂avj(x− y2 − y1)η˜iǫ(y1)dy1ηǫ(y2)dy2
]
ds
(511)
It is now clear that the commutator terms can be estimated using our control of only the derivatives
of v. A similar expression for the remaining terms allows us to finally observe the cancellation between
the low frequency contributions to Q
ηǫ ∗ (vaǫ ∂a(ηǫ ∗ vj))− ηǫ ∗ (va∂a(ηǫ ∗ vj)) = ηǫ ∗ [(vaǫ − va)∂a(ηǫ ∗ vj)] (512)
= ǫv
∫ 1
0
ηǫ ∗
[∫
R3
∂iv
j(x − sy)∂a(ηǫ ∗ vj)(x− y)η˜iǫ(y)dy
]
ds
(513)
Each of the terms (509), (511) and (513) leads to a bound
‖Q‖C0 ≤ CǫvΞ2ev (514)
≤ CN−1/LΞev (515)
Differentiating (509), (511) and (513) up to order L − 1 costs a factor of Ξ according to the bounds
(246) and (487), and beyond order L− 1, each derivative costs N1/LΞ as it hits the mollifiers or as we
apply the bounds in (487). These observations lead to the estimates
‖∇kQ‖C0 ≤ N [(k+1−L)+−1]/LΞk+1ev (516)
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for the commutator.
These bounds are better than the bounds for
‖∇kηǫ+ǫ ∗ ∇p‖C0 ≤ N [(k+1−L)+]/LΞk+1ev (517)
coming from (247) by a factor of N−1/L. The bounds on
‖∇kηǫ+ǫ ∗ ∇R‖C0 ≤ N [(k+1−L)+]/LΞk+1eR (518)
coming from (248) are also better than those for the pressure because eR ≤ ev.
For vjǫ defined as above, we therefore have the bounds
Theorem 16.1 (Coarse Scale Force Estimates).
‖∇α(∂t + vjǫ∂j)vjǫ‖C0 ≤ CαN (1+|α|−L)+/LΞ1+|α|ev (519)
for all |α| ≥ 0.16
In particular, for |α| = 0,
‖f jǫ ‖C0 = ‖(∂t + vaǫ ∂a)vjǫ‖C0 ≤ CΞev (520)
The equation (501) has a physical interpretation in terms of the coarse scale flow, which we define
here for future reference
Definition 16.1. Let Φs(t, x) = (Φ
0,Φi) : R× R× T3 → R× T3 be the unique solution to the ODE
d
ds
Φ0s(t, x) = 1 (521)
d
ds
Φjs(t, x) = v
j
ǫ (Φs(t, x)) j = 1, 2, 3 (522)
Φ0(t, x) = (t, x) (523)
We call Φs(t, x) = (t+ s,Φ
j
s(t, x)) the coarse scale flow.
According to equation (501), any particle which travels along the coarse scale flow experiences an
acceleration
d2
ds2
Φjs(t, x) = (∂t + v
a
ǫ ∂a)v
j(Φs(t, x)) (524)
= f jǫ (Φs(t, x)) (525)
16As the above analysis reveals, the double mollification of Section (15) is useful because it allows us to easily prove
an estimate for derivatives of order higher than L. Another way to make sure these estimates are available is to choose
the mollifier to be a projection P≤k to frequencies of wavelength 2
−k less than ǫ. With such a choice of mollifier, it is
then easy to see that the quadratic term Q(v, v) has bounded support in frequency space, and therefore obeys estimates
for its higher derivatives as well. Thus, the use of the double mollification plays the same role in the analysis as the
formal identity “P 2
≤k = P≤k” in the standard Littlewood Paley theory.
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where the acceleration f jǫ is given by the right hand side of (501) and is bounded by |f jǫ | ≤ CΞev.
The method used here to obtain commutator estimates differs from the computations in [4] and
[5] in that our proof only involves commuting mollifiers with differential operators va∂a and involves
a double mollification trick in order to bound higher order derivatives. On the other hand, since both
va and vaǫ are divergence free, the commutator can be expressed in the form
Qj(v, v) = ∂a[v
a
ǫ v
j
ǫ − ηǫ+ǫ ∗ (vavj)]
as in [4] and [5] so in particular the estimates (516) we have obtained for spatial derivatives of Qj can
be compared to those stated in Lemma 2.1 of [5] for commutators of the above form, which are similar
in nature although they are not strong enough for the bounds (516).
17 Transport Estimates
In this section, we use the estimates of Section (16) to derive estimates for quantities which are
transported by the coarse scale flow and for their derivatives.
17.1 Stability of the Phase Functions
We start with the phase functions ξI which satisfy the transport equation
(∂t + v
j
ǫ∂j)ξI = 0 (526)
ξI(t(I), x) = ξˆI (527)
with initial data ξˆI at time t(I) as described in Sections (7.1) and (7.3).
Our first objective is to choose the lifespan parameter τ sufficiently small so that all the phase
functions which appear in the analysis can be guaranteed to remain nonstationary in the time interval
|t− t(I)| ≤ τ , and so that the stress equation studied in Section (7.3) can be solved. In order for these
requirements to be met, we will choose τ small enough so that the gradients of the phase functions do
not depart dramatically from their initial configurations.
The lifespan parameter τ will be of the form
τ = bΞ−1e−1/2v (528)
b ≤ 1 (529)
where b is a dimensionless parameter that must be sufficiently small.
The following proposition bounds the separation of the phase gradients from their initial values in
terms of b.
Proposition 17.1. Let Φs be the coarse scale flow defined by (16.1) and let ξˆI(x) be the initial
conditions defined in Section (7.3.3).
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There exists a constant A such that for all |s| < bΞ−1e−1/2v , and all I ∈ I
|∇ξI(Φs(t(I), x)) −∇ξˆI(x)| ≤ Ab (530)
As a consequence,
‖ |∇ξI(t, x)) −∇ξˆI | ‖C0 ≤ Ab (531)
for all t in the interval |t− t(I)| ≤ bΞe−1/2v .
With this proposition in hand, we will require that
Requirement 17.1.
bE b0 (532)
where b0 < 1 is a constant ensuring that
‖ |∇ξI |−1 ‖C0 ≤ 3|∇ξˆI |−1 (533)
‖ |∇(ξI + ξJ)|−1 ‖C0 ≤ 3|∇(ξˆI + ξˆJ )|−1 J 6= I¯ (534)
on |t− t(I)| ≤ b0Ξ−1e−1/2v , and also ensuring that
‖ |∇ξI(t, x)) −∇ξˆI(x)| ‖C0 ≤ c (535)
where c guarantees the conditions in Proposition (7.1) are both satisfied.
Proposition (17.1) is a consequence of the inequality
Proposition 17.2. There exist absolute constants C1, C2 such that for all |s| ≤ bΞ−1e−1/2v we have
|∇ξI(Φs(tI , x)) −∇ξˆI(x)| ≤ C1eC2Ξe1/2v |s|b (536)
≤ C1eC2bb (537)
Proof. We study the evolution of the quantity
u(s) = |∇ξI(Φs(t(I), x)) −∇ξˆI(x)|2 (538)
as the flow parameter s varies. To prepare to compute duds we first differentiate the transport equation
(∂t + v
j
ǫ∂j)ξI = 0 (539)
to obtain the equation
(∂t + v
j
ǫ∂j)∂
lξI = −∂lvjǫ∂jξI (540)
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governing the evolution of ∇ξI . Using this law, we compute
d
ds
|∇ξI(Φs(tI , x))−∇ξˆI(x)|2 = 2(∂t + vjǫ (Φs)∂j)∂lξI(Φs)(∂lξI(Φs)− ∂lξˆI) (541)
= −2∂lvjǫ∂jξI(Φs)(∂lξI(Φs)− ∂lξˆI) (542)
= −2∂lvjǫ (∂jξI(Φs)− ∂j ξˆI)(∂lξI(Φs)− ∂lξˆI)− 2∂lvjǫ∂j ξˆI(∂lξI(Φs)− ∂lξˆI) (543)
which gives an estimate of the form
|du
ds
| ≤ C2Ξe1/2v u+ 2C1Ξe1/2v u1/2 (544)
In terms of the dimensionless variable t¯ = Ξe
1/2
v s, the same inequality can be stated
|du
dt¯
| ≤ C2u+ 2C1u1/2 (545)
By the time reversal symmetry t¯ 7→ −t¯, it suffices to prove (536) for t¯ > 0. In this case, we achieve the
bound by first using (545) to deduce
du
dt¯
− C2u ≤ 2C1u1/2 (546)
e−C2t¯
du
dt¯
− C2e−C2 t¯u ≤ 2C1e−C2 t¯u1/2 (547)
d
dt¯
(e−C2 t¯u) ≤ 2C1e−C2 t¯u1/2 (548)
In terms of the variable v = e−C2t¯u, inequality (548) takes the form
dv
dt¯
≤ 2C1e−
C2 t¯
2 v1/2 (549)
To deduce a bound for v, we can integrate the above inequality by observing that for any ǫ > 0
d(v + ǫ)
dt¯
≤ 2C1e−
C2 t¯
2 (v + ǫ)1/2 (550)
1
2(v + ǫ)1/2
d(v + ǫ)
dt¯
=
d(v + ǫ)1/2
dt¯
≤ C1e−
C2 t¯
2 (551)
Integrating from t¯ = 0 to t¯ = s¯ for s¯ = sΞe
1/2
v in the range 0 ≤ s¯ ≤ b and taking ǫ→ 0, we obtain
v1/2(s¯)− v1/2(0) ≤ C1
∫ s¯
0
e−
C2 t¯
2 dt¯ (552)
≤ C1s¯ (553)
≤ C1b (554)
In our case, v(0) = 0 because ∇ξˆI(x) is the initial value for ∇ξˆI(Φs(t(I), x)). Thus, returning to the
initial variable u,
e−
C2
2 s¯u1/2(s¯) ≤ C1b (555)
u1/2(s¯) ≤ C1e
C2 s¯
2 b (556)
which is an inequality of the form (536) with a different value for C2 in terms of the original parameter
s = Ξ−1e−1/2v s¯.
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17.2 Relative Velocity Estimates
We now collect estimates for the derivatives of the phase functions. In terms of the foliation gener-
ated by the level sets of the phase functions ξI , estimates for derivatives ∇kξI encode quantitative
information about the density and regularity of the foliation. Each leaf ξI = C moves with the coarse
scale flow, so changes in the regularity of the foliation arise from variations of the velocity field vǫ(t, x)
in space. Hence we refer to these estimates collectively as relative velocity estimates. The intuitive
considerations above are captured by the structure of the transport equations in the analysis. For ex-
ample, the bounds we obtain never depend on the C0 norm of vǫ, which is consistent with the Galilean
invariance of the equation.
We now generalize the argument of Section (17.1) to obtain bounds for the higher derivatives ∇kξI .
From the estimates ‖∇avǫ‖C0 ≤ Ξ|a|N (a−L)+/Le1/2v , we see that each derivative of the velocity field
vǫ costs a factor of Ξ, with an extra cost of N
1/L for each derivative beyond order L. We expect the
same cost in the estimates for the derivatives of ξ, so our goal is to prove
Proposition 17.3. There exist constants Cm depending on m such that for all multi-indices γ of
order |γ| = m we have
‖∇ξI‖C0 ≤ C (557)
‖∇γξI‖C0 ≤ C|γ|Ξ|γ|−1N (|γ|−L)+/L for all |γ| ≥ 1 (558)
Motivated by the statement of Proposition (17.3) and the structure of the transport equations to
follow, we introduce a weighted energy to measure the pointwise values of the M -jet of ξI .
Definition 17.1. Let ξ : T3×R→ R be a real valued function, and let Ξ, ev, N and L be as in (10.1)
and (10.1). For 1 ≤M , we define the M ’th order dimensionless energy of ξ to be
EM [ξ](t, x) =
M∑
m=1
∑
|γ|=m
Ξ−2(m−1)N−2(m−L)+/L(∂γξ)2 (559)
where the summation runs over all multi-indices γ with 1 ≤ |γ| ≤M .
In terms of the weighted norm (17.1), the bound (17.3) can be deduced from the following more
general theorem, which will be used again later on.
Proposition 17.4. Suppose that ξ satisfies the transport equation
(∂t + v
j
ǫ∂j)ξ = 0 (560)
Then there exists a constant C = CM such that for all s ∈ R and all (t, x) ∈ R× T3
EM [ξ](Φs(t, x)) ≤ eCΞe1/2v |s|EM [ξ](t, x) (561)
In particular, for |s| ≤ τ = bΞ−1e−1/2v with b ≤ 1, we have a bound
EM [ξ](Φs(t, x)) ≤ CEM [ξ](t, x) for all |s| ≤ τ (562)
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Proof. For the caseM = 1, the weighted norm coincides with the usual absolute value |∇ξ|2. To study
the evolution of |∇ξ| under the coarse scale flow, we use the equation
(∂t + v
j
ǫ )∂
γξ = −∂γvjǫ∂jξ (563)
to obtain a formula involving the deformation tensor of vǫ
d
ds
|∇ξ|2(Φs) = 2
∑
|γ|=1
(∂t + v
j
ǫ∂j)∂
γξ∂γξ (564)
= −2
∑
|γ|=1
∂γvjǫ∂jξ∂γξ (565)
= −
∑
|γ|=1
(∂γvjǫ + ∂
jvγǫ )∂jξ∂γξ (566)
All we need to extract from this evolution formula is the estimate
| d
ds
|∇ξ|2(Φs)| ≤ CΞe1/2v |∇ξ|2(Φs) (567)
from which (561) follows by Gronwall’s inequality.
For M = 2, we prepare to prove an estimate
| d
ds
E2[ξ](Φs)| ≤ C2Ξe1/2v E2[ξ](Φs) (568)
by first differentiating (563) to obtain
(∂t + v
j
ǫ∂j)∂
γ1∂γ2ξ = −∂γ1[∂γ2vjǫ∂jξ]− ∂γ1vjǫ∂j∂γ2ξ (569)
= −(∂γ2vjǫ∂j∂γ1ξ + ∂γ1vjǫ∂j∂γ2ξ)− ∂γ1∂γ2vjǫ∂jξ (570)
We can use this equation to obtain (568) by first observing that
E2[ξ] =
∑
|γ|=2
Ξ−2(
∑
|γ|=2
|∂γξ|2) + |∇ξ|2 (571)
so that (568) follows from an inequality
Ξ−2| d
ds
|∂γξ|2(Φs) | ≤ CγΞe1/2v E2[ξ] for all |γ| = 2 (572)
The above bound on
d
ds
|∂γξ|2(Φs) = 2[(∂t + vjǫ∂j)∂γ1∂γ2ξ]∂γ1∂γ2ξ (573)
follows from multiplying the equation (569) by Ξ−2∂γ1∂γ2ξ, and observing that
Ξ−2∂γ1∂γ2ξ(∂
γ1∂γ2vjǫ∂jξ) = (Ξ
−1∂γ1∂γ2vjǫ )(Ξ
−1∂γ1∂γ2ξ)(∂jξ) (574)
≤ Ξe1/2v E1/22 [ξ](Φs) ·E1/22 [ξ](Φs) (575)
≤ Ξe1/2v E2[ξ](Φs) (576)
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Clearly, the terms arising from the remaining part in (569) obey the same estimate.
In general, we can prove the differential inequality
| d
ds
EM [ξ](Φs) | ≤ CMΞe1/2v EM [ξ](Φs(t, x)) (577)
inductively by proving a bound of the form
Ξ−2(M−1)N−2(M−L)+/L| d
ds
|∂γξ|2(Φs) | ≤ CγΞe1/2v EM [ξ](Φs) for all |γ| =M (578)
The transport equation obeyed by a higher order derivative ∂γξ = ∂γ1 · · · ∂γM ξ is of the form
(∂t + v
j
ǫ∂j)∂
γξ =
∑
α+β=γ
|α|≥1
cγα,β∂
αvjǫ∂j(∂
βξ) (579)
After multiplying this equation by Ξ−2(M−1)N−2(M−L)+/L∂γξ, each term has the form
Ξ−2(M−1)N−2(M−L)+/L∂αvjǫ∂j(∂
βξ)∂γξ = P(I) · P(II) (580)
P(I) = Ξ
−(M−1)N−(M−L)+/L∂αvjǫ∂j(∂
βξ) (581)
P(II) = Ξ
−(M−1)N−(M−L)+/L∂γξ (582)
|β| ≤M − 1
In order to prepare to bound these terms in terms of the dimensionless energy, we use the simple
observation that for all α ≥ 1, L ≥ 1 and β ≥ 0, we have
(α+ β − L)+ ≥ ((α − 1)− (L− 1))+ + (β − (L− 1))+ = (α − L)+ + (β + 1− L)+, (583)
This inequality follows from the more general inequality (17.1) stated below.
Using (583), we can then distribute the powers of N and Ξ
|P(I)| = Ξ−(|α|+|β|−1)N−(M−L)+/L
∣∣∂αvjǫ∂j(∂βξ)∣∣ (584)
≤
∣∣∣Ξ−|α|+1N−(|α|−L)+/L∂αvjǫ ∣∣∣ ∣∣∣Ξ−|β|N−(|β|+1−L)+/L∂j(∂βξ)∣∣∣ (585)
Using the estimates
‖∂αvjǫ‖C0 ≤ Ξ|a|N (|a|−L)+/Le1/2v (586)
Ξ−(|γ|−1)N−(|γ|−L)+/L|∂γξ| ≤ E1/2M [ξ] (587)
and (585) we bound
|P(I)| ≤ (Ξe1/2v ) ·E1/2M [ξ](Φs) (588)
|P(II)| ≤ E1/2M [ξ](Φs) (589)
giving an estimate for (580) of
Ξ−2(M−1)N−2(M−L)+/L|∂αvjǫ∂j(∂βξ)∂γξ| ≤ Ξe1/2v EM [ξ](Φs) (590)
which establishes (578), and by Gronwall, we conclude (561).
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To deduce the Proposition (17.3) from Proposition (17.4), we simply observe that the dimensionless
norm of ξI is initially bounded by
EM [ξ]
1/2(t(I), x) = EM [ξˆ]
1/2(x) (591)
≤ CM (592)
and that every other point (t, x) on the support of vI is obtained by flowing for a time less than τ
from some other point (t(I), x′).
As a corollary to Proposition (562) and the equations (579) for ξ = ξI , we also have the bounds
Proposition 17.5 (Phase-Velocity Estimates). For all multi-indices γ, k of orders |γ| ≥ 0, and |k| ≥ 0
‖∇k[(∂t + vǫ · ∇)∇γ(∇ξI))]‖C0 ≤ CΞ|k|+|γ|+1e1/2v N (|k|+|γ|+1−L)+/L (593)
The above bounds are larger than the bounds in (562) by a factor Ξe
1/2
v coming from the material
derivative.
The inequality used to count powers of N1/L in the proof of Proposition (17.3) follows from the
following general inequality, which will be used similarly in further estimates below.
Lemma 17.1 (The Counting Inequality). For any non-negative numbers x1, x2, . . . , xM ≥ 0 and
Y ≥ 0, we have
(x1 + x2 + . . .+ xM − Y )+ ≥
∑
i
(xi − Y )+ (594)
Proof. The result for general M follows by induction from the case where M = 2, which states that
(x1 − Y )+ + (x2 − Y )+ ≤ (x1 + x2 − Y )+ (595)
Inequality (595) is obvious when the left hand side is zero. If exactly one of the two terms, say
(x1 − Y )+, is positive, then the inequality follows from x2 ≥ 0. If both (x1 − Y )+ and (x2 − Y )+ are
positive, then the inequality follows from Y ≥ 0.
17.3 Relative Acceleration Estimates
In this section, we gather estimates for the quantities
(∂t + v
j
ǫ∂j)
2∇kξI
and their spatial derivatives which will be useful in the analysis to follow.
These estimates along with the phase-velocity estimates of section (17.2) give quantitative informa-
tion regarding how the regularity of the foliation {ξI = C} changes in time from the frame of reference
of a particle moving along the coarse scale flow. Since the acceleration in time of these geometric quan-
tities is due to variations in the acceleration that such particles experience, we refer to the collection
of estimates that follow as relative acceleration estimates.
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In Section (16) we derived the following estimates for the acceleration along the coarse scale flow:
‖∇α[(∂t + vjǫ∂j)vlǫ]‖C0 ≤ CαN (1+|α|−L)+/LΞ1+|α|ev |α| ≥ 0 (596)
and as in that section, we will abbreviate f lǫ = (∂t + v
j
ǫ∂j)v
l
ǫ.
Starting with
(∂t + v
b
ǫ∂b)∂
lξI = −∂lvbǫ∂bξI (597)
we calculate
(∂t + v
a
ǫ ∂a)[(∂t + v
b
ǫ∂b)∂
lξI ] = −(∂t + vaǫ ∂a)[∂lvbǫ∂bξI ] (598)
= −∂lvbǫ(∂t + vaǫ ∂a)∂bξI − [(∂t + vaǫ ∂a)∂lvbǫ ]∂bξI (599)
= ∂lvbǫ∂bv
a
ǫ ∂aξI − [(∂t + vaǫ ∂a)∂lvbǫ ]∂bξI (600)
and substituting
(∂t + v
a
ǫ ∂a)∂
lvbǫ = ∂
l[(∂t + v
a
ǫ ∂a)v
b
ǫ ]− ∂lvaǫ ∂avbǫ (601)
= ∂l[f bǫ ]− ∂lvaǫ ∂avbǫ (602)
leaves
(∂t + v
a
ǫ ∂a)[(∂t + v
b
ǫ∂b)∂
lξI ] = −∂lf bǫ ∂bξI + 2∂lvbǫ∂bvaǫ ∂aξI (603)
Applying the estimates (596), (487) and Proposition (17.3) to equation (603) we obtain
Proposition 17.6 (Phase-Acceleration Estimates). For any multi-index α of order |α| ≥ 0
‖∇α[(∂t + vǫ · ∇)2∇ξI ]‖C0 ≤ C|α|N (2+|α|−L)+/LΞ(2+|α|)ev (604)
We can obtain acceleration estimates for higher order derivatives ∇γξI by repeatedly commuting
spatial derivatives with (∂t + vǫ · ∇) and combining the estimates (604) and (17.3). The resulting
bound is of the same form
Proposition 17.7 (Higher Order Phase-Acceleration Estimates). For any multi-indices α, γ of orders
|α| ≥ 0 and |γ| ≥ 0
‖∇α[(∂t + vǫ · ∇)2∇γ(∇ξI)]‖C0 ≤ C|α|+|γ|N (1+|α|+|γ|−L)+/LΞ(2+|α|+|γ|)ev (605)
One can summarize the estimates (17.3), (593), (605) succinctly in the form
‖∇α[(∂t + vǫ · ∇)r∇γ(∇ξI)‖C0 ≤ CN ((r−1)++|γ|+|α|−L)+/LΞr+|α|+|γ|er/2v (606)
and more generally we can commute the spatial and material derivatives to obtain
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Proposition 17.8 (General Phase-Acceleration Estimates 1).
‖∇α(∂t + vǫ · ∇)∇β(∂t + vǫ · ∇)∇γ(∇ξI)‖C0 ≤ CN (1+|α|+|β|+|γ|−L)+/LΞ2+|α|+|γ|er/2v (607)
We summarize some important points from the analysis.
• The gradients ∇ξI are bounded in size
• Each spatial derivative of ∇ξ costs a factor of Ξ, which is consistent with dimensional analysis.
• Each material derivative (∂t + vǫ · ∇)r, |r| ≤ 2, costs a factor of Ξe1/2v , which is also consistent
with dimensional analysis.
• After taking L derivatives of ξ, the estimates also lose a factor of a−1v N1/L for each additional
derivative taken (although the first material derivative does not count in this regard).
• In particular, since L ≥ 2, more than two derivatives of ξ must be taken before this extra loss
appears.
Let us introduce some notation to make the estimates more readable. Denote by D(k,r) any
differential operator of the form
D(k,r) = ∇a1(∂t + vǫ · ∇)r1∇a2(∂t + vǫ · ∇)r2∇a3 (608)
k = a1 + a2 + a3 (609)
r = r1 + r2 (610)
ai, ri ≥ 0 (611)
r ≤ 2 (612)
Then the general phase-acceleration estimate can be written concisely as
Proposition 17.9 (General Phase-Acceleration Estimates 2).
‖D(k,r)∇ξI)‖C0 ≤ Ck+rN ((r−1)++k+1−L)+/LΞk+rer/2v (613)
18 Mollification along the Coarse Scale Flow
With the transport estimates of Section (17) in hand, we are ready to discuss how to construct the
appropriate mollification the Reynolds stress.
18.1 The Problem of Mollifying the Stress in Time
Unlike the velocity field, which was only mollified in the spatial variables and which earned its time-
regularity through the Euler-Reynolds equation, the Reynolds stress must be mollified in both space
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and time. To see that a mollification is necessary, first observe that according to the construction of
vI ≈ R1/2 in Section (7.3), the Transport term
∂jQ
jl
T ≈
∑
I
eiλξI (∂t + v
j
ǫ∂j)v
l
I (614)
involves a time derivative of R and we cannot obtain C0 bounds for the stress QT arising from this
term without having control over (∂t + v
j∂j)R. On the other hand, in order to proceed to the next
stage of the iteration, we must show that (∂t + v
a
1∂a)Q
jl
T obeys good bounds as well, and verifying
these bounds will require us to take a second material derivative of R according to the equation (614).
According to the above considerations, it is necessary to mollify R in time. It is also necessary to
mollify along the flow lines of v, rather than in the t direction, because R fluctuates too rapidly in
the t direction, whereas the material derivative (∂t+ v
j∂j)R obeys better bounds. Unlike mollification
along the t direction, mollification along the flow is also consistent with the Galilean invariance of the
equations.
18.2 Mollifying the Stress in Space and Time
After constructing the mollification Rǫ of R, we will need to have estimates for the quantities
• ‖Rǫ‖C0
• ‖∇kRǫ‖C0, |k| ≥ 0
• ‖(∂t + vǫ · ∇)rRǫ‖C0 , r = 1, 2
• ‖∇k(∂t + vǫ · ∇)rRǫ‖C0 , r = 1, 2 and |k| ≥ 0
With these demands in mind, we construct the mollification in two steps. First we average in space
by defining.
Rǫx(t, x) = ηǫx ∗ ηǫx ∗R(t, x) (615)
=
∫ ∫
R(t, x+ y1 + y2)ηǫx(y1)ηǫx(y2)dy1dy2 (616)
The double-mollification here plays the same role as the double mollification in the construction of vǫ
in Section (15).
We then use the coarse scale flow Φ defined in (16.1) to average in time by defining
Rǫ(t, x) = Rǫtǫx(t, x) = ηǫt ∗Φ Rǫx(t, x) (617)
=
∫
Rǫx(Φs(t, x))ηǫt(s)ds (618)
For the purpose of our analysis here, it is not important that we have chosen to mollify first in space
and then in time rather than in the opposite order, because we will choose ǫt and ǫx small enough so
that these operations commute up to acceptable errors. In general, though, if ǫt = T is too large, the
time T flow of an ǫx-ball can be deformed around T
3 in a complicated way, and will look very different
from the ǫx neighborhood of a single trajectory of time duration T .
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18.3 Choosing mollification parameters
As a goal, we will require that the error term generated by this mollification constitutes a small fraction
of the allowable stress
‖R−Rǫ‖C0 E e
1/2
v e
1/2
R
100N
(619)
During this mollification R → Rǫ, we are also not allowed to enlarge the support of R by an amount
larger than Ξ−1e−1/2v , as we have only assumed a lower bound of
e(t) ≥ KeR t ∈ [a− Ξ−1e−1/2v , b+ Ξe1/2v ] (620)
supp R ⊆ [a, b]× T3 (621)
and this lower bound is necessary in order to solve the Stress Equation in Section (7.3.6).
In pursuit of the goal (619), we define the time-averaged stress
Rǫt(t, x) = ηǫt ∗Φ R(t, x) (622)
=
∫
R(Φs(t, x))ηǫt(s)ds (623)
and decompose the error into two parts
R−Rǫ = (R −Rǫt) + (Rǫt −Rǫtǫx) (624)
= (R −Rǫt) + ηǫt ∗Φ (R−Rǫx) (625)
This particular decomposition of the error is sensible because the tensor Rǫ(t, x) is obtained by aver-
aging R over an ǫx-neighborhood of the time ǫt-flow from the point (t, x).
We first discuss the second of these error terms. It is clear that
‖ηǫt ∗Φ (R−Rǫx)‖C0 ≤ ‖R−Rǫx‖C0 (626)
so in pursuit of the goal (619), we will set ǫx to achieve the goal
‖R−Rǫx‖C0 E
e
1/2
v e
1/2
R
200N
(627)
From Section (14) we have the estimate
‖R−Rǫx‖C0 ≤ ‖R− ηǫx ∗R‖C0 + ‖ηǫx ∗ (R− ηǫx ∗R)‖C0 (628)
≤ CǫLxΞLeR (629)
Since ev ≥ eR, we can achieve the goal (627) by choosing
ǫx = aRΞ
−1N−1/L (630)
for the appropriately chosen small constant aR > 0. Note that this choice coincides with the scale for
the spatial mollification of v in Section (15).
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In order to achieve the goal (619), it now suffices to pick ǫt small enough so that
‖R−Rǫt‖C0 E
e
1/2
v e
1/2
R
200N
(631)
In pursuit of (631), we calculate
R(t, x)−Rǫt(t, x) =
∫
(R(t, x) −R(Φs(t, x)))ηǫt(s)ds (632)
= −
∫ [∫ 1
0
d
du
R(Φus(t, x))du
]
ηǫt(s)ds (633)
= −
∫ 1
0
[∫
[(∂t + v
a
ǫ ∂a)R](Φus(t, x))sηǫt(s)ds
]
du (634)
which gives the bound
‖R(t, x)−Rǫt(t, x)‖C0 ≤ Cǫt‖(∂t + vjǫ∂j)R‖C0 (635)
≤ Cǫt(‖(∂t + vj∂j)R‖C0 + ‖(vjǫ − vj)∂jR‖C0) (636)
Applying the bounds (249) and (483) , we have an estimate of the form
‖R(t, x)−Rǫt(t, x)‖C0 ≤ CǫtΞe1/2v eR (637)
for some absolute constant C, so that we can finally achieve the goals (631) and consequently (619)
by setting
ǫt ≡ cΞ−1N−1e−1/2R (638)
for an appropriately small constant c > 0.
At this point, we have to check that
ǫt E Ξ
−1e−1/2v (639)
for two reasons:
• The flow Φs and its derivatives only remain under control for times up to cΞ−1e−1/2v .
• In order to solve the stress equation (132), we must be sure that the tensor
εjl = − R˚
jl
ǫ
e(t)
encountered in Section (7.3.6) is bounded by an appropriate constant specified in (151). Since
‖Rǫ‖C0 ≤ eR, the bound (151) is achieved as long as the lower bound
e(t) ≥ KeR
is satisfied on the support of Rǫ. In the hypotheses of the Main Lemma (10.1), the interval on
which this lower bound is satisfied is assumed to be an amount θ = Ξ−1e−1/2v larger than the
time interval supporting R itself.
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Thankfully, the bound (639) follows from (638) (choosing c smaller if necessary), and the assumption
(257) in Lemma (10.1) which implies that
N ≥
(
ev
eR
)1/2
18.4 Estimates for the Coarse Scale Flow
In the following section, we will derive bounds for the mollified stress
Rǫ(t, x) =
∫
Rǫx(Φs(t, x))ηǫt(s)ds (640)
=
∫
Rǫx(t+ s,Φ
i
s(t, x))ηǫt(s)ds (641)
and its derivatives.
As the formula (640) suggests, it will be important to estimate the extent to which the flow Φs
deforms the geometry of R×T3 during the time |s| ≤ ǫt ≤ cΞ−1e−1/2v . This deformation estimate can
be summarized by the following proposition:
Proposition 18.1. For every multi-index a with |a| ≥ 1, there exist constants C1 and C2 such that
the spatial derivative
∂aΦ
i
s(t, x) : R× R× T3 → R3
obeys the estimate
|∂aΦis(t, x)| ≤ C1eC2Ξe
1/2
v sN (|a|−L)+/LΞ|a|−1 (642)
In particular, for |s| ≤ Ξ−1e−1/2v , we have
|∂aΦis(t, x)| ≤ CN (|a|−L)+/LΞ|a|−1 (643)
Note that these estimates are very similar in character to the estimate (17.3) proven for the phase
directions. We will also choose a very similar method of proof, beginning by introducing a dimensionless
energy analogous to Definition (17.1).
Definition 18.1. We define the M ’th order dimensionless energy of Φs to be
EM [Φs] =
∑
1≤|a|≤M
∑
m=1,2,3
∣∣∣∣ ∂aΦmsΞ|a|−1N (|a|−L)+/L
∣∣∣∣
2M
|a|
(644)
where the summation runs over all multi-indices a with 1 ≤ |a| ≤M .
In terms of the dimensionless energy, the inequality (642) follows from the Gronwall Lemma once
we have established the following differential inequality.
Lemma 18.1. There exists a constant C = CM such that
| d
ds
EM [Φs] | ≤ CΞe1/2v EM [Φs] (645)
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Proof. Starting from the definition
dΦs
ds
= vǫ(Φs) (646)
of the coarse scale flow, we derive evolution equations for the spatial derivatives of Φis by differentiating
equation (646). For example, by applying the chain rule, any first derivative ∂aΦ
i
s, |a| = 1 of a
component Φis of Φs is coupled to the first derivatives of the other components by the equation
d
ds
∂aΦ
i
s = ∂mv
i
ǫ(Φs)∂aΦ
m
s (647)
with an implied summation over the components m. By multiplying this equation by 2∂aΦ
i
s, summing
over i, and applying the bound ‖∇v‖C0 ≤ Ξe1/2v we obtain
| d
ds
3∑
i=1
(∂aΦ
i
s)
2 | ≤ CΞe1/2v
(
3∑
i=1
(∂aΦ
i
s)
2
)
(648)
which implies (645) and (642). For higher order derivatives, it becomes convenient to use the dimen-
sionless energy.
To continue, any second order spatial derivative ∂aΦ
i
s, a = (a1, a2) satisfies
d
ds
(∂a1∂a2Φs) = ∂m1∂m2vǫ(Φs)∂a2Φ
m2
s ∂a1Φ
m1
s + ∂m2vǫ(Φs)∂a1∂a2Φ
m2
s (649)
with an implied summation over each index m1,m2. From this formula we see that even though ∂aΦs
is initially 0 when s = 0 and Φ0(t, x) = (t, x), the first of these terms is already of size Ξ
2e
1/2
v , which
is responsible for the immediate growth of ∂aΦs.
A general higher order derivative ∂aΦs of order |a| = |(a1, . . . , aA)| = A evolves according to the
equation
d
ds
(∂aΦs) =
A∑
K=1
∑
(a1,...,aK)∈PK(a)
∂m1 . . . ∂mKvǫ ·
K∏
i=1
∂aiΦ
mi
s (650)
where PK(a) denotes the set of ordered K-partitions of a, as explained in Definition (4.1).
The important feature of the above formula is that the number of Φ terms in each product (which
is denoted by K) is equal to the number of times that vǫ has been differentiated.
Using equation (650) we can now prove the differential inequality (645). We first differentiate the
individual term in the dimensionless energy
d
ds
∣∣∣∣ ∂aΦmsΞ(|a|−1)N (|a|−L)+/L
∣∣∣∣
2M
|a|
=
(
∂aΦ
m
s
Ξ(|a|−1)N (|a|−L)+/L
)( 2Ma −1)
·
(
1
Ξ(|a|−1)N (|a|−L)+/L
d
ds
(∂aΦ
m
s )
)
(651)
which already gives a termwise bound of
| d
ds
∣∣∣∣ ∂aΦmsΞ(|a|−1)N (|a|−L)+/L
∣∣∣∣
2M
a
| ≤ EM [Φs]1−
|a|
2M · |
d
ds (∂aΦs)|
Ξ(|a|−1)N (|a|−L)+/L
(652)
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Then using the equation (650), we can bound this last factor if we can bound each term in the
summation
| dds (∂aΦs)|
Ξ(|a|−1)N (|a|−L)+/L
≤
A∑
K=1
∑
(a1,...,aK)∈PK(a)
|∂m1 . . . ∂mKvǫ ·
∏K
i=1 ∂aiΦ
mi
s |
Ξ(|a|−1)N (|a|−L)+/L
(653)
by a constant times EM [Φs]
|a|
2M .
As in the proof of the estimate (578) we first apply the counting inequality in Lemma (17.1) with
K − 1, |ai| − 1 and L− 1 ≥ 0 to conclude that
(K − L)+ +
K∑
i=1
(|ai| − L)+ = ((K − 1)− (L − 1))+ +
K∑
i=1
((|ai| − 1)− (L− 1))+ (654)
≤ (|a| − L)+ =
(
(K − 1) +
K∑
i=1
(|ai| − 1)− (L− 1)
)
+
(655)
Using inequality (655), we distribute the powers of N and Ξ
|∂m1 . . . ∂mKvǫ ·
∏K
i=1 ∂aiΦ
mi
s |
Ξ(|a|−1)N (|a|−L)+/L
≤ |∂m1 . . . ∂mKvǫ|
ΞK−1N (|K|−L)+/L
k∏
i=1
|∂aiΦmis |
Ξ(|ai|−1)N (|ai|−L)+/L
(656)
and applying the bound ‖∂mv‖C0 ≤ Ξ|m|e1/2v = ΞKe1/2v , the right hand side can be bounded by
|∂m1 . . . ∂mKvǫ|
ΞK−1N (|K|−L)+/L
k∏
i=1
|∂aiΦmis |
Ξ(|ai|−1)N (|ai|−L)+/L
≤ Ξe1/2v ·
k∏
i=1
EM [Φs]
|ai|
2M (657)
= Ξe1/2v EM [Φs]
|a|
2M (658)
which is the estimate we desired to deduce (645) from (653).
18.5 Spatial Variations of the Mollified Stress
Here we collect estimates for the mollified stress and its derivatives, starting with the C0 bound
Proposition 18.2.
‖Rǫ‖C0 ≤ eR (659)
which is clear from the definition of Rǫ as an average value of R.
Using the distortion estimate (643), we can also prove bounds on the derivatives of Rǫ
Proposition 18.3.
‖∂aRǫ‖C0 ≤ CN (|a|−L)+/LΞ|a|eR (660)
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Proof. The bound
‖∂aRǫx‖C0 ≤ C|a|N (|a|−L)+/LΞ|a|eR (661)
is clear for
Rǫx = ηǫx ∗ ηǫx ∗R
since ‖∇|a|R‖C0 ≤ Ξ|α|eR for all |a| ≤ L by (248), and from the choice of ǫx = aΞ−1N−1/L in (630).
Taking a worse constant, we can prove the same estimate for the fully mollified version
Rǫ(t, x) =
∫
Rǫx(Φs(t, x))ηǫt(s)ds (662)
=
∫
Rǫx(t+ s,Φ
i
s(t, x))ηǫt(s)ds (663)
by applying the chain rule and the bounds (643) as follows. We first calculate for any fixed t and s
the derivative
∂aRǫx(t+ s,Φ
i
s(t, x)) =
A∑
K=1
∑
(a1,...,aK)∈PK(a)
∂m1 . . . ∂mKRǫx ·
K∏
i=1
∂aiΦ
mi
s (664)
The terms involving derivatives of Φis can be estimated using (643) because the time ǫt is sufficiently
small by (639). By also applying the estimate (661), we can bound each term which appears in the
sum by
|∂m1 . . . ∂mKRǫx ·
K∏
i=1
∂aiΦ
mi
s | ≤ C(N (K−L)+/LΞKeR) ·
K∏
i=1
(N (|ai|−L)+/LΞ|ai|−1) (665)
= C(N (K−L)+/L+
∑
i(|ai|−L)+/LΞK+
∑K
i=1(|ai|−1)eR (666)
= C(N (K−L)+/L+
∑
i(|ai|−L)+/LΞ|a|eR (667)
for any K-partition (a1, . . . , aK) of a.
Again we apply the counting inequality
(K − L)+ +
K∑
i=1
(|ai| − L)+ ≤ (|a| − L)+ |ai|, L ≥ 1 (668)
proven in (655) to see that
|∂m1 . . . ∂mKRǫx ·
K∏
i=1
∂aiΦ
mi
s | ≤ CN (|a|−L)+/LΞ|a|eR (669)
for any orderedK-partition (a1, . . . , aK) of a, which bounds every term in (664) and therefore completes
the proof of (18.3).
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18.6 Transport Estimates for the Mollified Stress
Here we collect estimates for the material derivative of the mollified stress
D¯Rǫ
∂t
= (∂t + v
a
ǫ ∂a)R
jl
ǫ
as well as its spatial derivatives.
The results of this section are summarized by the following Proposition
Proposition 18.4 (First material derivative of the mollified stress). For k ≥ 0, there exist constants
Ck such that
‖∇k D¯Rǫ
∂t
‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v eR (670)
We begin by calculating
(∂t + v
a
ǫ (t, x)∂a)R
jl
ǫ (t, x) =
∫
(∂t + v
a
ǫ (t, x)∂a)R
jl
ǫx(Φs(t, x))ηǫt(s)ds (671)
=
∫
DRjlǫx(Φs(t, x))DΦs(t, x)(∂t + v
a
ǫ (t, x)∂a)ηǫt(s)ds (672)
using the chain rule.
Here and in the remainder of the section, DF (t, x) denotes the derivative of F in the (t, x) variables.
Thus
DFXµ∂µ = DF (t, x)(X
µ(t, x)∂µ) (673)
= Xµ(t, x)∂µF (t, x) (674)
for any 4-vector Xµ(t, x)∂µ.
Because Φs has been defined to be the flow map of the vector field
D¯
∂t = (∂t + v
a
ǫ (t, x)∂a), we can
show that applying the flow Φs to
D¯
∂t
DΦs(t, x)[∂t + v
a
ǫ (t, x)∂a] = ∂t + v
a
ǫ (Φs(t, x))∂a (675)
simply moves the vector field (∂t + v
a
ǫ (t, x)∂a) forward along the flow.
As a consequence, we can show that
Lemma 18.2 (Derivatives and Averages Along the Flow Commute). For all C1 functions F on R×T3
we have an equality
(∂t + v
a
ǫ (t, x)∂a)[F (Φs(t, x))] =
D¯F
∂t
(Φs(t, x)) (676)
In particular,
(∂t + v
a
ǫ (t, x)∂a)R
jl
ǫ (t, x) =
∫
D¯Rǫx
∂t
(Φs(t, x))ηǫt(s)ds (677)
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where∫
D¯Rǫx
∂t
(Φs(t, x))ηǫt(s)ds =
∫
[∂tR
jl
ǫx(Φs(t, x)) + v
a
ǫ (Φs(t, x))[∂aR
jl
ǫx ](Φs(t, x))]ηǫt(s)ds (678)
=
∫
DRǫx(Φs(t, x))[(∂t + v
a
ǫ (Φs(t, x))∂a)]ηǫt(s)ds (679)
Since this calculation is crucial, we give a proof in the following Section. We then apply the Lemma
in Section (18.6.2) to establish the estimates in Proposition (18.4).
18.6.1 Derivatives and Averages along the Flow Commute
The purpose of this Section is to establish Lemma (18.2), which is a consequence of the following more
general fact, applied to the 4-vector fields
Xµ(t, x)∂µ = ∂t + v
a
ǫ (t, x)∂a
Y µ(t, x)∂µ = ∂t + v
a
ǫ (t, x)∂a
which, in our case, are equal to each other.
Lemma 18.3. Let Y µ(t, x)∂µ : R × T3 → R × R3 be any smooth vector field on R × T3, let Φs(t, x)
denote the time s flow of Y . That is, Φs(t, x) solves the ODE
dΦµs
ds
= Y µ(Φs(t, x)) (680)
Φ0(t, x) = (t, x) (681)
Suppose that X commutes with Y in the sense that the commutator
[X,Y ]ν∂ν = (X
µ∂µY
ν − Y µ∂µXν)∂ν (682)
vanishes.
Then X also commutes with pullback along the flow of Y ,
DΦs(t, x)(X
µ(t, x)∂µ) = X
µ(Φs(t, x))∂µ
That is, for any smooth function F on R× T3, we have
Xµ(Φs(t, x))(∂µF )(Φs(t, x)) = X
µ(t, x)∂µ [F (Φs(t, x)] (683)
Proof. In order to compare
Xµ(Φs(t, x))(∂µF )(Φs(t, x)) = DF (Φs(t, x))[X
µ(Φs(t, x))∂µ] (684)
= DF (Φs(t, x))DΦs(t, x)[DΦs(t, x)]
−1Xµ(Φs(t, x))∂µ (685)
and
Xµ(t, x)∂µ[F (Φs(t, x)] = DF (Φs(t, x))DΦs(t, x)[X
µ(t, x)∂µ] (686)
= DF (Φs(t, x))DΦs(t, x)[DΦ0(t, x)]
−1Xµ(Φ0(t, x))∂µ (687)
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it suffices to show that the vector field
Zµs (t, x)∂µ = [DΦs(t, x)]
−1Xµ(Φs(t, x))∂µ, (688)
which is characterized by the equation
∂µΦ
ν
s (t, x)Z
µ
s (t, x)∂ν = X
ν(Φs(t, x))∂ν , (689)
satisfies
Z˙µs ∂µ =
∂
∂s
Zµs (t, x)∂µ = 0. (690)
To show (690), we differentiate (689) and apply (680) to see that
∂µΦ
ν
s (t, x)Z˙
µ
s (t, x)∂ν = −
∂
∂s
[∂µΦ
ν
s (t, x)]Z
µ
s (t, x) +
∂
∂s
[Xν(Φs(t, x))]∂ν (691)
= − ∂
∂s
[∂µΦ
ν
s (t, x)]Z
µ
s (t, x) + Y
µ(Φs(t, x))[∂µX
ν ](Φs(t, x))∂ν (692)
∂
∂s
[∂µΦ
ν
s (t, x)] = ∂αY
ν(Φs(t, x))∂µΦ
α
s (t, x) (693)
Then comparing (693), and (689) we obtain
∂µΦ
ν
s (t, x)Z˙
µ
s (t, x)∂ν = (−Xα(Φs)[∂αY ν ](Φs(t, x)) + Y µ(Φs(t, x))[∂µXν ](Φs(t, x)))∂ν (694)
= −[X,Y ]ν(Φs(t, x))∂ν = 0 (695)
The reader may recognize that the above argument is essentially an ODE proof that esAB = BesA
for any pair of commuting matrices A,B and any s ∈ R, except that esA has been replaced by the
pull-back operator ◦Φs, and B has been replaced by the differential operator Xµ∂µ.
18.6.2 First material derivative estimates for the mollified stress
In this Section, we prove Proposition (18.4) by estimating the spatial derivatives of
D¯Rǫ
∂t
=
∫
D¯Rǫx
∂t
(Φs(t, x))ηǫt(s)ds (696)
as well as its spatial derivatives, namely
Proposition 18.5 (Material derivative bounds for the spatially mollified stress). There exist constants
depending on k such that
‖∇k D¯Rǫ
∂t
‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v eR (697)
As a first step, we estimate the tensor field
D¯Rjlǫx
∂t
= (∂t + v
a
ǫ (t, x)∂a)R
jl
ǫx(t, x) (698)
and its spatial derivatives, which are summarized by the following lemma.
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Proposition 18.6 (Bounds for
D¯Rǫx
∂t ). For every k ≥ 0 there is a constant Ck such that
‖∇k D¯Rǫx
∂t
‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v eR (699)
Given Proposition (18.6), the estimate in Proposition (18.5) follows just as in Section (18.5). To
summarize the argument of that section, each spatial derivative derivative up to order L − 1 costs
at most Ξ, even if it is taken on the flow Φs, and beyond L − 1 derivatives, the cost of each spatial
derivative increases to ΞN1/L. No exponential factors appear in the estimates for derivatives of Φs
because we have checked that s ≤ ǫt = N−1Ξ−1e−1/2R < Ξ−1e−1/2v .
Estimating
D¯Rǫx
∂t requires us to commute the operator
D¯
∂t
= ∂t + v
a
ǫ (t, x)∂a
with the spatial mollifier
ηǫ+ǫ∗ = ηǫx ∗ ηǫx∗
This commutation leads to an expansion of
D¯Rǫx
∂t into three terms
17
D¯Rǫx
∂t
= ηǫ+ǫ ∗ D¯R
∂t
+ [vaǫ (t, x)∂a, ηǫx∗](ηǫx ∗R) + ηǫx ∗ ([vaǫ (t, x)∂a, ηǫx∗]R) (700)
= A(I)(t, x) +A(II)(t, x) +A(III)(t, x) (701)
We first express the commutator terms as
A(II)(t, x) =
∫
[vaǫ (t, x) − vaǫ (t, x+ h)]∂a(ηǫx ∗R)(t, x)ηǫx(h)dh (702)
=
∫ 1
0
∫
∂iv
a
ǫ (t, x+ sh)∂a(ηǫx ∗R)(t, x)hiηǫx(h)dh (703)
= ǫx
∫ 1
0
∫
∂iv
a
ǫ (t, x+ sh)∂a(ηǫx ∗R)(t, x)η˜iǫx(h)dh (704)
with ǫx = Ξ
−1N−1/L. From this expression, we can conclude that
‖∇kA(II)‖C0 ≤ CkΞ−1N−1/L
∑
|a1|+|a2|=k
‖∇|a1|+1vǫ‖C0‖∇|a2|+1(ηǫx ∗R)‖C0 (705)
≤ CΞ−1N−1/L
∑
|a1|+|a2|=k
(
N (|a1|+1−L)+/LΞ|a1|+1e1/2v
)(
N (|a2|+1−L)+/LΞ|a2|+1eR
)
(706)
≤ CΞk+1e1/2v eR
∑
|a1|+|a2|=k
(N [(|a1|−(L−1))++(|a2|−(L−1))+−1]/L) (707)
≤ CN (k+1−L)+/LΞk+1e1/2v eR. (708)
17Note that these indices are Roman numerals, and should not be confused with the indices I for the individual waves
VI .
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where in the last line we have used the counting inequality in Lemma (17.1).
We can similarly treat
A(III)(t, x) = ηǫx ∗ ([vaǫ (t, x)∂a, ηǫx∗]R) (709)
[vaǫ (t, x)∂a, ηǫx∗]R =
∫ 1
0
∫
∂iv
a
ǫ (t, x+ sh)∂aR(t, x)h
iηǫx(h)dh (710)
The commutator can be differentiated L− 1 times,
‖∇k[vaǫ (t, x)∂a, ηǫx∗]R‖C0 ≤ CkǫxΞ2+ke1/2v eR (711)
≤ CkN−1/LΞ1+ke1/2v eR (712)
Taking more than L− 1 derivatives of A(III) incurs a loss of ǫ−1x <∼ ΞN1/L, giving us a bound of
‖∇kA(III)‖C0 ≤ N (k−L)+/LΞk+1e1/2v eR (713)
≤ N (k+1−L)+/LΞk+1e1/2v eR (714)
In order to estimate the term
ηǫ+ǫ ∗ D¯R
∂t
= ηǫ+ǫ ∗ [(∂t + vǫ · ∇)R]
we use the assumed bounds on (∂t + v · ∇)R by writing
ηǫ+ǫ ∗ D¯R
∂t
= ηǫ+ǫ ∗ [(∂t + v · ∇)R] + ηǫ+ǫ ∗ [(vǫ − v) · ∇R] (715)
= A(I,I) +A(I,II) (716)
Then
‖∇kA(I,I)‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v eR (717)
since the first L− 1 derivatives do not need to fall on the mollifier, and beyond L− 1, each derivative
taken costs ǫ−1x
<∼ ΞN1/L
For A(I,II) we have
(vǫ − v) · ∇R =
∫
[va(t, x+ h)− va(t, x)]∂aR(t, x)ηǫ+ǫ(h)dh (718)
=
∫ 1
0
∫
∂iv
a(t, x+ sh)∂aR(t, x)h
iηǫ+ǫ(h)dh (719)
(720)
which can be differentiated up to L− 1 times at a cost of Ξ per derivative
‖∇k[(vǫ − v) · ∇R]‖C0 ≤ CkN−1/LΞk+1e1/2v eR (721)
so that each derivative taken beyond L− 1 costs ǫ−1x <∼ ΞN1/L as it falls on the mollifier, giving
‖∇kA(I,II)‖C0 ≤ CkN (k−L)+/LΞk+1e1/2v eR (722)
≤ N (k+1−L)+/LΞk+1e1/2v eR (723)
This finishes the proof of Proposition (18.6).
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18.6.3 Second time derivative of the mollified stress along the coarse scale flow
In this section, we establish bounds for the second material derivative
D¯2Rǫ
∂t2
= (∂t + vǫ · ∇)2Rǫ (724)
of the mollified stress Rǫ, along with its spatial derivatives. These estimates will be necessary to control
the material derivative
D¯QjlT
∂t where QT is the part of the new stress which arises from the transport
term
∂jQ
jl
T = (∂t + v
j
ǫ∂j)V
l (725)
=
∑
I
eiλξI [(∂t + v
j
ǫ∂j)v˜
l
I ] (726)
If we recall that Rǫ was constructed by mollifying a time ǫt along the coarse scale flow
Rǫ(t, x) =
∫
Rǫx(Φs(t, x))ηǫt(s)ds (727)
then by analogy with standard mollification we expect the estimates for the second material derivative
D¯2
∂t2Rǫ to be a factor ǫ
−1
t worse than the bounds on the first material derivative
D¯Rǫ
∂t .
To see that this expectation is correct, we apply Lemma (18.2) to see that
(∂t + v
a
ǫ (t, x)∂a)R
jl
ǫ (t, x) =
∫
D¯Rǫx
∂t
(Φs(t, x))ηǫt(s)ds (728)
=
∫
d
ds
[Rǫx(Φs(t, x))]ηǫt(s)ds (729)
= −
∫
Rǫx(Φs(t, x))η
′
ǫt(s)ds (730)
The proof of Lemma (18.2) has nothing to do with the choice of the function ηǫt , and we can
express the second material derivative of Rǫ as
D¯2Rǫ
∂t2
= −
∫
D¯Rǫx
∂t
(Φs(t, x))η
′
ǫt(s)ds (731)
which is almost exactly the kind of average estimated in Section (18.6.2), except that the bound on
‖η′ǫt(s)‖L1s is worse by a factor
ǫ−1t = NΞe
1/2
R
The same methods from Sections (18.6.2) and (18.5) then imply the bounds
Proposition 18.7 (Second material derivative of the mollified stress). For k ≥ 0, there exist constants
Ck such that
‖∇k D¯
2Rǫ
∂t2
‖C0 ≤ CkN1+(k+1−L)+/LΞk+2e1/2v e3/2R (732)
Now that we have established the bounds of Proposition (18.7), we should check that this estimate
is acceptable for the purpose of proving the Main Lemma (10.1).
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18.6.4 An acceptability check
The purpose of mollifying Rjl along the coarse scale flow is to ensure that the material derivative of
the transport term QjlT obeys good bounds. Let us now calculate the bounds we expect for
D¯QjlT
∂t and
check how they compare to the requirements of Conjecture (10.1).
Recall that the first term in the parametrix expansion for the solution to
∂jQ
jl
T,I = e
iλξIulT,I,(1) (733)
ulT,I,(1) = (∂t + v
j
ǫ∂j)v˜
l
I (734)
is of the form
QjlT,I,(1) =
1
λ
eiλξI qjlT,I,(1) (735)
qjlT,I,(1) = i
−1qjl(∇ξI)[uT,I,(1)] (736)
where qjl(∇ξI)[u] is the solution to ∂jqjl = ul described in Section (6) which depends linearly on u.
To leading order in λ,
ulT,I,(1) ≈
D¯
∂t
vlI (737)
vlI = a
l
I + ib
l
I (738)
blI = ηk4(t)ψk(t, x)e
1/2(t)γI(∇ξk, ε)P⊥I (∇ξσI )l (739)
εjl =
−R˚jlǫ
e(t)
(740)
aI = − (∇ξI)|∇ξI | × bI (741)
which means that one of the terms appearing in ulT,I,(1) involves
D¯
∂tRǫ when the material derivative
hits the ε inside of γI . This term has size Ξe
1/2
v e
1/2
R because it costs Ξe
1/2
v to take the first material
derivative of Rǫ, and therefore gives a contribution to the transport term of size
|QjlT,I,(1)| =
e
1/2
v e
1/2
R
N
+ | other terms | (742)
It will ultimately turn out that some of other terms will be larger, but for now we will focus on the
term involving D¯Rǫ∂t .
To establish Lemma (10.1), we will have to verify a bound on
(∂t + v1 · ∇)QjlT,I,(1) = (∂t + v · ∇)QjlT,I,(1) + V · ∇QjlT,I,(1)
and its first L− 1 spatial derivatives.
During this verification, we approximate (∂t+ v · ∇) = D¯∂t +(v− vǫ) · ∇ because D¯∂t will not hit the
phase functions. Then, in order to bound
D¯Qjl
T,I,(1)
∂t we will take a second material derivative of Rǫ.
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This second derivative will cost a factor ǫ−1t , leading to the bounds
| D¯
∂t
QjlT,I,(1)| ≤ ǫ−1t
e
1/2
v e
1/2
R
N
+ | other terms | (743)
≤ CΞe1/2v eR + | other terms | (744)
In the ideal case where (Ξ′, e′v, e
′
R) = (CNΞ, eR,
e1/2v e
1/2
R
N ), the right hand side is exactly the benchmark
necessary to be deemed acceptable. Namely,
CΞe1/2v eR = Ξ
′(e′v)
1/2e′R for Conjecture (10.1)
To prove Lemma (10.1), we actually only need to verify that
| D¯
∂t
QjlT,I,(1)|E CNΞe1/2R
(
e
1/2
v
e
1/2
R N
)1/2
eR (745)
= C
(
e
1/2
v
e
1/2
R N
)−1/2
(Ξe1/2v eR) (746)
which is an even more forgiving benchmark.
For the purpose of proving the Main Lemma (10.1), we can therefore afford at other points in the
argument to be slightly wasteful in the estimates.
19 Accounting for the parameters and the problem with the
High-High term
Although many estimates have been proven so far in the argument, only a few of the parameters have
been chosen.
Here we give a list of all the parameters, and summarize their current status
• The parameter
ǫx = aRΞ
−1N−1/L (747)
used to mollify R in space has been chosen in line (630) of Section (18.3).
• The parameter
ǫt = cΞ
−1N−1e−1/2R (748)
used to mollify Rǫx along the flow has been chosen in line (638) of Section (18.3).
• The parameter ǫv used to mollify the velocity field vǫ in space has the form
ǫv = avΞ
−1N−1/L (749)
where the constant av ≤ 1 was chosen in Section (15) line (484).
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• The lifespan parameter τ is of the form
τ = bΞ−1e−1/2v (750)
for a dimensionless parameter b which has not been chosen.
Although b has not been chosen, b is required to satisfy an upper bound of the form
bE b0 (751)
The number b0 < 1 above is an absolute constant which will ensure the conditions specified in
Proposition (17.1) are satisfied. The parameter τ does not depend in any way on the choice of
the mollifying parameter ǫv for the velocity, which will be apparent shortly as b is chosen.
• The parameter λ used to make sure the phase functions are high frequency is of the form
λ = BλΞN (752)
where Bλ ≥ 1 is the largest constant, which will be chosen at the very end of the proof.
For the sake of the logical sequence of the argument, we will use this opportunity to choose the
parameter τ , and then provide a motivation for the choice. Namely, we set
b = b0
(
e
1/2
v
Bλe
1/2
R N
)1/2
(753)
= b0B
−1/2
λ
(
e
1/2
v
e
1/2
R N
)1/2
(754)
so that
τ = b0B
−1/2
λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξ−1e−1/2v (755)
Note that N ≥
(
ev
eR
)1/2
, so that b ≤ b0 as required in (751).
The motivation for the above choice is the following. Consider the High-High term and the Trans-
port term, which solve the equations
∂jQ
jl
H = λ
∑
J 6=I¯
eiλ(ξI+ξJ )[vI × (|∇ξJ | − 1)vJ + vJ × (|∇ξI | − 1)vI ] + lower order terms (756)
∂jQ
jl
T = e
iλξI (∂t + v
j
ǫ (t, x)∂j)v
l
I + lower order terms (757)
and recall that vI is given by aI + ibI , where
blI = η
(
t− t(I)
τ
)
ψk(t, x)e
1/2(t)γI(∇ξk, Rǫ
e
)P⊥I (∇ξσI)l (758)
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and aI = − (∇ξI)×|∇ξI | bI is obtained by a π/2 rotation of bI in 〈∇ξI〉⊥.
From the bounds we have established, it is already clear that
‖bI‖C0 ≤ Ce1/2R (759)
uniformly in I, where the smallness comes from the function e1/2(t), and all the other factors are
bounded.
The solution QH to (756) will not be any smaller than the first term in the parametrix expansion
for any of its terms, which gains a factor of 1/λ compared to the right hand side. At each time, there
are only a bounded number (fewer than (2×23×12)2) interaction terms which are nonzero. Therefore,
we expect a bound
|QH | ≤ CeRmax
I
sup
|t−t(I)|≤τ,x∈T3
(|∇ξI |(t, x)− 1) (760)
which is only smaller than eR if the phase gradients are very close to their initial size 1 in absolute
value.
According to Proposition (17.1), we have a bound
||∇ξI | − 1| ≤ Ab (761)
(which we remark is dimensionless), giving
|QH | ≤ CbeR (762)
Therefore b must be chosen small so that the estimate for ‖QH‖C0 will guarantee that QH is smaller
than the stress from the previous stage.
Unfortunately, choosing a short lifespan forces the transport term to be large, since the material
derivative hits the time cutoff function η( t−t(I)τ ) in (758). Therefore we expect an estimate
‖(∂t + vjǫ∂j)vI‖C0 ≤ Cτ−1e1/2R (763)
which leads to an expected estimate for QT of
|QT | ≤ C τ
−1e1/2R
BλΞN
(764)
≤ Cb−1 e
1/2
v e
1/2
R
BλN
(765)
If we had been able to choose b to be a constant, then the transport term QT could be made to
have size
e1/2v e
1/2
R
N which is what is required for regularity up to 1/3. Unfortunately, the best we can do
is optimize b in order to balance the terms (762) and (765), which leads to the choice of b in (754).
Now the only parameter that remains to be chosen is Bλ, which will be chosen at the very end of
the argument.
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Part VI
Construction of Weak Solutions in the
Ho¨lder Class : Estimating the Correction
In order to estimate the corrections P and V and their spatial and material derivatives for the proof
of Lemma (10.1), and to prepare to estimate each term that composes the new stress, we begin by
proving estimates for the vector amplitudes vI .
Let us recall again that vI is given by aI + ibI , where
blI = η
(
t− t(I)
τ
)
ψk(t, x)e
1/2(t)γI(∇ξk, ε)P⊥I (∇ξσI )l (766)
εjl =
−R˚jlǫ
e(t)
(767)
and the real part
aI = − (∇ξI)|∇ξI | × bI (768)
is obtained by a π/2 rotation of bI in the plane 〈∇ξI〉⊥.
We need to estimate spatial derivatives of vI , and spatial derivatives of its first two material
derivatives. To begin this process, we start with the coefficients γI .
20 Bounds for coefficients from the stress equation
Recall that the coefficients γI are defined implicitly by the equation∑
I∈~k×F
A(∇ξk)IJγ2I = (
δjl
2n
+ ε(Rǫ)
jl)∂jξJ∂lξJ (769)
of Section (7.3.6). The fact that this equation can be solved for γI was ensured in the discussion of
Section (18.3). In order to estimate the derivatives of γI , we can differentiate the Equation (769).
As a preliminary measure, we estimate the derivatives for
εjl =
−R˚jlǫ
e(t)
(770)
These are summarized by
Proposition 20.1 (Bounds for ε).
‖∇kε‖C0 ≤ CkN (k−L)+/LΞk (771)
‖∇k D¯ε
∂t
‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v (772)
‖∇k D¯
2ε
∂t2
‖C0 ≤ CkN1+(k+1−L)+/LΞk+2e1/2v e1/2R (773)
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Note that these only differ from the bounds (18.3), (18.4) and (18.7) by a factor of e−1R .
Proof. The proof of Proposition (20.1) proceeds by studying the equations
e(t)εjl = −R˚jlǫ (774)
e(t)
D¯εjl
∂t
= − D¯R˚
jl
ǫ
∂t
− e′(t)εjl (775)
e(t)
D¯2εjl
∂t2
= − D¯
2R˚jlǫ
∂t2
− 2e′(t)D¯ε
jl
∂t
− e′′(t)εjl (776)
The bound (771) follows from differentiating (774), and applying the bounds (18.3) and the lower
bound
e(t) ≥ KeR
The bound (772) follows from differentiating (775) in space, and applying the bounds (771), (255) and
(18.4). The point is that the first transport derivative always costs a factor Ξe
1/2
v in the estimates, and
each spatial derivative up to order costs Ξ until the total order of differentiation exceeds L, at which
point there is an additional cost of N1/L per derivative.
The proof of (773) proceeds similarly by differentiating (776) and applying the bounds from (255),
(771), (772), and (18.7). The equation for the second material derivative has the form
∇k D¯
2εjl
∂t2
= e−1(t)
{
−∇k D¯
2R˚jlǫ
∂t2
− 2e′(t)∇k D¯ε
jl
∂t
− e′′(t)∇kεjl
}
(777)
‖∇k D¯
2εjl
∂t2
‖C0 ≤ [NΞe1/2R ] · [N (k+1−L)+/LΞk+1e1/2v ] + [Ξe1/2v ][N (k+1−L)+/LΞk+1e1/2v ] (778)
+ [Ξe1/2v ]
2[N (k−L)+Ξk] (779)
= A(I) +A(II) +A(III) (780)
Counting powers of N , we see that A(III) < A(II), and the fact that A(II) < A(I) follows from
N ≥
(
ev
eR
)1/2
.
We can now differentiate equation (769) in order to prove that
Proposition 20.2 (Bounds for γI). The coefficients γI = γI(∇ξk, ε) satisfy the bounds
‖∇kγI‖C0 ≤ CkN (k+1−L)+/LΞk (781)
‖∇k D¯γI
∂t
‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v (782)
‖∇k D¯
2γI
∂t2
‖C0 ≤ CkN1+(k+1−L)+/LΞk+2e1/2v e1/2R (783)
Since the proof is a routine application of the chain rule, we will only give a schematic outline of
which terms appear in order to avoid clutter.
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Proof. The proof proceeds either by differentiating (769), or equivalently applying the chain rule to
the implicit function
γI(p, ε) = γI(∇ξk, ε) (784)
Recall that the implicit function γI appearing in this estimate is one of finitely many different functions
γI = γf(I) from Section (7.3.6) which depend only on the direction coordinate f(I) ∈ F . For the present
proof, we will omit the subscript k = k(I) ∈ (Z/2Z)3 × Z in the location coordinate for ∇ξ = ∇ξk, so
that k may be used to denote the order of differentiation in the bounds of Proposition (20.2) and the
calculations below. It is only important to remember that for each index I, only phase gradients ξJ
on the same region k(J) = k(I) enter into (784).
According to the estimates (17.3), (593) and (605) in Section (17), each material derivative on ∇ξ
costs Ξe
1/2
v and each spatial derivative on ∇ξ, D¯∇ξ∂t or D¯
2∇ξ
∂t2 costs either Ξ or N
1/LΞ depending on
whether or not the total order of differentiation on ξ exceeds L.
For spatial derivatives of γI , the terms with the highest order derivatives are schematically given
by
∇k[γI(∇ξ, ε)] ⊆ [∂pγ](∇k+1ξ) + [∂εγ](∇kε) + cross terms (785)
As we have seen already in several cases such as Section (18.5), the cross terms are lower order in
terms of powers of N1/L.
The two main terms in (785) obey the same estimates as each other, except that the k+1 derivative
of ξ costs an extra factor of N1/L
‖∇k+1ξ‖C0 ≤ CkN (k+1−L)+/LΞk (786)
‖∇kε‖C0 ≤ CkN (k−L)+/LΞk (787)
All the derivatives of the functions γI which appear in the expansion are bounded by universal con-
stants, giving (781).
Taking a material derivative of γI and differentiating in space gives terms which are schematically
of the form
D¯
∂t
[γI(∇ξ, ε)] ⊆ [∂pγ]D¯∇ξ
∂t
+ [∂εγ]
D¯ε
∂t
(788)
∇k D¯
∂t
[γI(∇ξ, ε)] ⊆ [∂pγ]∇k D¯∇ξ
∂t
+ [∂2pγ]∇k+1ξ
D¯∇ξ
∂t
(789)
+ [∂εγ]∇k D¯ε
∂t
+ [∂p∂εγ]∇k+1ξ D¯ε
∂t
(790)
+ smaller cross terms (791)
By Proposition (17.3), (593), and (772) all of these terms are bounded by
CkN
(k+1−L)+/LΞk+1e1/2v
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In particular, no extra factor of N1/L appears for the first material derivative of ∇ξ; see Section (17)
for a review of how this fact follows from the transport equation for ∇ξ.
Finally, we consider
D¯2
∂t2
[γI(∇ξ, ε)] ⊆ [∂pγ]D¯
2∇ξ
∂t2
+ [∂εγ]
D¯2ε
∂t2
(792)
+ [∂2pγ](
D¯∇ξ
∂t
)2 + [∂p∂εγ](
D¯∇ξ
∂t
)(
D¯ε
∂t
) + [∂2εγ](
D¯ε
∂t
)2 (793)
The terms in line (793) are lower order, so schematically the main terms from the estimates come from
derivatives of the terms in (792), which include
∇k D¯
2
∂t2
[γI(∇ξ, ε)] ⊆ [∂pγ]∇k D¯
2∇ξ
∂t2
+ [∂εγ]∇k D¯
2ε
∂t2
(794)
+ [∂2pγ]∇k+1ξ
D¯2∇ξ
∂t2
+ [∂p∂εγ]∇k+1ξ D¯
2ε
∂t2
(795)
At this stage, the second material derivative contributes towards the power of N1/L appearing in
the estimates for both the phase gradients and for ε. The only difference is that while the second
material derivative costs Ξe
1/2
v when applied to the phase gradients, the second material derivative of
ε costs a larger factor of NΞe
1/2
R . Thus, the final bound for (783) is exactly the same quality as the
corresponding bound for ε.
21 Bounds for the vector amplitudes
Having estimated the coefficients γI , we are now ready to begin estimating the vector amplitudes vI
and wI of the correction.
Let us recall once more that vI is given by aI + ibI , where
blI = η
(
t− t(I)
τ
)
ψk(t, x)e
1/2(t)γIP
⊥
I (∇ξσI )l (796)
and the real part
aI = − (∇ξI)|∇ξI | × bI
is obtained by a π/2 rotation of bI in 〈∇ξI〉⊥.
Let us compress the notation slightly by writing
vlI = η
(
t− t(I)
τ
)
e1/2(t)γIα
l
I (797)
αlI = [i−
(∇ξI)
|∇ξI | ×]ψkP
⊥
I (∇ξσI )l (798)
The vector field αlI takes values in the positive eigenspace of the operator (i∇ξI)× within the plane
〈∇ξI〉⊥, and is composed entirely from solutions to the transport equation (ψ itself being no worse
than ξ), so it obeys the estimates
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Proposition 21.1 (Estimates for the Transport Part of vI).
‖∇kαlI‖C0 ≤ CkN (k+1−L)+/LΞk (799)
‖∇k D¯
∂t
αlI‖C0 ≤ CkN (k+1−L)+/LΞk+1e1/2v (800)
‖∇k D¯
2
∂t2
αlI‖C0 ≤ CkN (k+2−L)+/LΞk+2ev (801)
or more concisely, using the notation of Section (17.3)
‖D(k,r)αlI‖C0 ≤ Ck+rN ((r−1)++k+1−L)+/LΞk+rer/2v (802)
The correction itself is composed of terms
VI = ∇×WI
with
WI =
1
λ
eiλξIwI (803)
wI =
vI
|∇ξI | (804)
so wI also takes on the form (797), with a slightly different α
l
I(w) that obeys the same bounds.
Let us now compute estimates for vI , starting with the spatial derivatives.
Proposition 21.2 (Spatial derivatives of vector amplitudes).
‖∇kvI‖C0 + ‖∇kwI‖C0 ≤ CkN (k+1−L)+/LΞke1/2R (805)
Proof. Let ∇k be any k’th order spatial derivative. Then, the main terms from differentiating (797)
are
∇kvlI ⊆ ηI(t)e1/2(t)[∇kγIαlI + γI∇kαlI ] (806)
The estimate (805) follows from (799) and (781), where the factor e
1/2
R comes from the bound (255)
on e1/2(t).
Let us now study the first material derivative D¯∂tv
l
I . It takes on the form
D¯vlI
∂t
= τ−1η′
(
t− t(I)
τ
)
e1/2(t)γIα
l
I + ηI(t)
de1/2
dt
γIα
l
I (807)
+ ηI(t)e
1/2(t)(
D¯γI
∂t
αlI + γI
D¯αlI
∂t
) (808)
For every term besides the time cutoff, the first material derivative costs Ξe
1/2
v , whereas for the
time cutoff, we lose a factor
τ−1 = b−1Ξe1/2v = b
−1
0 B
1/2
λ
(
e
1/2
R N
e
1/2
v
)1/2
This leads to a bound of
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Proposition 21.3 (First material derivative of vector amplitudes).
‖∇k D¯v
l
I
∂t
‖C0 + ‖∇k D¯w
l
I
∂t
‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
N (k+1−L)+Ξk+1e1/2v e
1/2
R (809)
For the second material derivative, there are two factors which lose more than a factor of Ξe
1/2
v :
differentiating the time cutoff again gives another factor of τ−1, whereas the second material derivative
of γI gives rise to a factor of ǫ
−1
t . It turns out that these extra factors are in balance with each other;
namely
τ−2 ≤ C[B1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
]2(Ξe1/2v )
2 (810)
≤ CBλNΞe1/2v e1/2R (811)
ǫ−1t (Ξe
1/2
v ) ≤ C(Ne1/2R Ξ)(Ξe1/2v ) (812)
≤ CNΞe1/2v e1/2R (813)
This observation leads to the following bounds
Proposition 21.4 (The second material derivative of the vector amplitude).
‖∇k D¯
2vI
∂t2
‖C0 + ‖∇k D¯
2wI
∂t2
‖C0 ≤ CkBλN1+(k+1−L)+/LΞk+2e1/2v eR (814)
Proof. Let us write the second material derivative of vI schematically as
D¯2vI
∂t2
=
d2
dt2
[η
(
t− t(I)
τ
)
e1/2(t)]γIα
l
I + ηI(t)e
1/2(t)
D¯2
∂t2
[γIα
l
I ] + smaller cross terms (815)
= A(I) +A(II) (816)
Now, by (799) and (781), the first of these terms is bounded by
‖∇kA(I)‖C0 ≤ Cτ−2N (k+1−L)+/LΞke1/2R (817)
≤ Cb−2N (k+1−L)+/LΞk+2eve1/2R (818)
≤ CBλ
(
e
1/2
R N
e
1/2
v
)
N (k+1−L)+/LΞk+2eve
1/2
R (819)
≤ CBλN1+(k+1−L)+/LΞk+2e1/2v eR (820)
For the second of these terms
A(II) =
D¯2
∂t2
[γIα
l
I ] (821)
we compare
∇kA(II) ⊆ ∇k D¯
2γI
∂t2
αlI + γI∇k
D¯2αlI
∂t2
(822)
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All the bounds for γI and αI are identical until the second material derivative. For the second material
derivative, we use (783) and (801) to compare
‖∇k D¯
2γI
∂t2
‖C0 ≤ CkN1+(k+1−L)+/LΞk+2e1/2v e1/2R (823)
‖∇k D¯
2αI
∂t2
‖C0 ≤ CkN (k+2−L)+/LΞk+2ev (824)
In fact, the bound for γI is the larger of the two, as can be seen by proving
N (k+2−L)+/Le1/2v ≤ N1+(k+1−L)+/Le1/2R (825)
⇔
(
ev
eR
)1/2
≤ N1+[(k+1−L)+−(k+2−L)+/L] (826)
but
N1+[(k+1−L)+−(k+2−L)+/L] ≥ N1−1/L ≥ N1/2
so (826) follows from the fact that
N ≥
(
ev
eR
)3/2
≥
(
ev
eR
)
Also observe that the bound for ‖∇k D¯2γI∂t2 ‖C0 is the same bound as for ‖∇kA(I)‖C0 without the
large constant Bλ, which concludes the proof of (21.4).
The results of this section also extend to the corrected amplitude
v˜I = vI +
∇× wI
BλNΞ
appearing in the representation
VI = e
iλξI v˜lI
Corollary 21.1 (Estimates for corrected amplitudes). The vector field
v˜I = vI +
∇× wI
BλNΞ
also satisfies all the estimates stated in Section (21) for vI .
Proof. The bounds for ‖∇kvI‖C0 are clear since
∇kv˜I = ∇kvI + 1
BλNΞ
∇k∇× wI (827)
‖∇kv˜I‖C0 ≤ CkN (k+1−L)+/LΞke1/2R + (BλNΞ)−1 · (N (k+2−L)+/LΞk+1e1/2R ) (828)
≤ CkN (k+1−L)+/LΞke1/2R (829)
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To estimate D¯v˜I∂t we write
D¯v˜I
∂t
=
D¯vI
∂t
+
1
BλNΞ
[∇× (D¯wI
∂t
) +D[vǫ](w)] (830)
where the commutator term is an operator which is schematically of the form
D[vǫ](w) = ∇vǫ · ∇w (831)
From this expression, it is clear that the commutator gives a cost of Ξe
1/2
v , whereas the material
derivative itself carries a larger cost of τ−1 = b−1Ξe1/2v in the estimates.
22 Bounds for the Velocity and Pressure Corrections
We now give bounds for the correction terms using the estimates of the preceding sections.
22.1 Bounds for the Velocity Correction
Since V is of the form
V = ∇×W
estimating V and its derivatives will follow from estimating the derivatives of
W =
∑
I
WI (832)
WI = (BλNΞ)
−1eiλξIwI (833)
Let us first estimate the spatial derivatives.
Proposition 22.1 (Spatial Derivatives of W ).
‖∇kW‖C0 ≤ Ck(BλNΞ)k−1e1/2R (834)
Proof. Since there are only finitely many WI supported at any given region of R × T3, it suffices to
estimate WI uniformly in I. For an individual wave, it is easy to see that the estimate will hold. At
the level of ‖W‖C0 we have
‖(BλNΞ)−1eiλξIwI‖C0 ≤ C(BλNΞ)−1e1/2R (835)
For the derivatives, we apply the product rule to
∇keiλξIwI =
∑
|a|+|b|=k
∇a[eiλξI ]∇b[wI ] (836)
During repeated differentiation, the derivative hits either
• The oscillatory factor eiλξI , which costs Cλ = CBλNΞ
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• The phase direction ∇ξI or one of its derivatives, which costs at most CN1/LΞ
• The amplitude wI or one of its derivatives, which costs at most CN1/LΞ
In any case, the largest cost happens when differentiating the phase function, leading to the estimate
in Proposition (22.1).
We can similarly give estimates for derivatives of the coarse scale material derivative of W
Proposition 22.2 (Coarse Scale Material Derivative of W ).
‖∇k D¯W
∂t
‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
k−1Ξe1/2v e
1/2
R (837)
Proof. The proof is by the same method as in Proposition (22.1). Here we simply observe that because
the phase is transported by the coarse scale flow
D¯WI
∂t
=
1
λ
eiλξI
D¯wI
∂t
(838)
where the amplitude of D¯wI∂t is bounded by
‖ D¯wI
∂t
‖C0 ≤ Cτ−1e1/2R ≤ CB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
Ξe1/2v e
1/2
R
Upon taking spatial derivatives, the largest cost of BλNΞ always occurs when the derivative hits the
oscillatory factor.
The Main Lemma (10.1) asks for bounds on
(∂t + v · ∇)W
rather than
D¯W
∂t
= (∂t + vǫ · ∇)W
As the following lemma illustrates, it is always possible to obtain estimates for (∂t + v · ∇) of
a quantity, once one has appropriate estimates for coarse scale material derivatives and for spatial
derivatives
Corollary 22.1 (Estimates for (∂t + v · ∇)W ). For all k = 0, . . . , L, the bounds for ∇k D¯W∂t and
∇k(∂t + v · ∇)W are of the same order. More precisely,
‖∇k(∂t + v · ∇)W‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
k−1Ξe1/2v e
1/2
R (839)
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Proof. For k = 0, we simply write
(∂t + v · ∇) = (∂t + vǫ · ∇) + (v − vǫ) · ∇
It then suffices to estimate
(v − vǫ) · ∇W = (va − vaǫ )∂aW (840)
and its derivatives. At the level of C0, we have
‖v − vǫ‖C0 ≤ C e
1/2
v
N
(841)
by (483).
Since a spatial derivative of W costs BλNΞ, we see that the cost of (v − vǫ) · ∇ is at most Ξe1/2v .
‖(v − vǫ) · ∇W‖C0 ≤ C[Ξe1/2v ](BλNΞ)−1e1/2R (842)
which is better than the cost of τ−1 = b−1Ξe1/2v of D¯∂t .
For the spatial derivatives, we are allowed to lose a factor of NΞ per spatial derivative. Comparing
the bounds
‖v − vǫ‖C0 ≤ C e
1/2
v
N
(843)
‖∇v‖C0 + ‖∇vǫ‖C0 ≤ Ξe1/2v (844)
we see that our estimate worsens by a factor of NΞ when we treat the terms ∇v and ∇vǫ separately.
We can now proceed to take up to L derivatives of v altogether, giving the Corollary.
Corollary 22.2 (Spatial derivatives of V ).
‖∇kV ‖C0 ≤ Ck(BλNΞ)ke1/2R (845)
Proof. This follows from (22.1) and the fact that V = ∇×W .
Corollary 22.3 (Coarse scale material derivative of V ).
‖∇k D¯V
∂t
‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
kΞe1/2v e
1/2
R (846)
Proof. This estimate follows from (22.2) and (22.1) after we express
D¯
∂t
V =
D¯
∂t
∇×W (847)
= ∇× D¯W
∂t
−D[vǫ][W ] (848)
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where the commutator D[vǫ][W ] is a spatial derivative operator of the form
D[vǫ][W ] ≈ ∇vǫ∇W (849)
The material derivative costs τ−1 = b−1Ξe1/2v
‖∇× D¯W
∂t
‖C0 ≤ C(BλNΞ)[(BλNΞ)−1τ−1e1/2R ] (850)
whereas the commutator only costs (Ξe
1/2
v )
‖∇vǫ∇W‖C0 ≤ C(BλNΞ)[(BλNΞ)−1(Ξe1/2v )e1/2R ] (851)
Each additional spatial derivative costs a factor (BλNΞ) as it falls on the oscillatory factor in W .
Corollary 22.4 (Estimates for ∇k(∂t + v · ∇)V ). For all k = 0, . . . , L, the bounds for ∇k D¯V∂t and
∇k(∂t + v · ∇)V are of the same order. More precisely,
‖∇k(∂t + v · ∇)V ‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
kΞe1/2v e
1/2
R (852)
Proof. The proof is identical to the proof of Corollary (22.1).
22.2 Bounds for the Pressure Correction
The correction P to the pressure consists of two parts
P = P0 +
∑
J 6=I¯
PI,J (853)
P0 = −e(t)
3
− R
jl
ǫ δjl
3
(854)
PI,J = −VI · VJ
2
(855)
= −1
2
eiλ(ξI+ξJ )v˜I · v˜J (856)
From the preceding section, we can see that the estimates for the high frequency part VI · VJ are
the dominant ones, since we have seen that the primary cost of spatial derivatives comes from the
oscillatory factor, and the primary cost of material derivatives comes from the time cutoff.
We also see from the quadratic nature of formula (855) that the estimates for PI,J will gain a factor
e
1/2
R compared to those of VI . To summarize:
Proposition 22.3 (Estimates for Pressure Correction).
‖∇kP‖C0 ≤ Ck(BλNΞ)keR (857)
‖∇k D¯P
∂t
‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
kΞe1/2v eR (858)
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Also, for k = 0, . . . , L, we have
‖∇k(∂t + v · ∇)P‖C0 ≤ CkB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
(BλNΞ)
kΞe1/2v eR (859)
For example, by Propositions (22.2) and (18.3)
‖P0‖C0 ≤ C(‖e(t)‖C0(R) + ‖Rǫ‖C0) ≤ CeR (860)
‖PI,J‖C0 ≤ 1
2
(‖VI‖C0‖VJ‖C0) ≤ CeR (861)
‖∇P0‖C0 ≤ C‖∇Rǫ‖C0 ≤ CΞeR (862)
‖∇PI,J‖C0 ≤ 1
2
(‖∇VI‖C0‖VJ‖C0 + ‖VI‖C0‖∇VJ‖C0) (863)
≤ C(NΞe1/2R )e1/2R = CNΞeR (864)
For the first material derivative of the low frequency term, we can apply (841) and Proposition (18.4)
‖(∂t + v · ∇)P0‖C0 = ‖ D¯P0∂t + (v − vǫ) · ∇P0‖C0 (865)
≤ ‖ D¯P0
∂t
‖C0 + ‖v − vǫ‖C0‖∇P0‖C0 (866)
‖v − vǫ‖C0‖∇P0‖C0 ≤ (e
1/2
v
N
)(ΞeR) (867)
‖ D¯P0
∂t
‖C0 ≤ C(‖e′(t)‖C0(R) + ‖ D¯Rǫ
∂t
‖C0) (868)
≤ CΞe1/2v eR (869)
‖(∂t + v · ∇)P0‖C0 ≤ CΞe1/2v eR (870)
For the first material derivative of the high frequency terms, we have
‖(∂t + v · ∇)PI,J‖C0 ≤ ‖ D¯PI,J
∂t
‖C0 + ‖v − vǫ‖C0‖∇PI,J‖C0 (871)
‖v − vǫ‖C0‖∇PI,J‖C0 ≤ C(e
1/2
v
N
)(NΞeR) (872)
≤ CΞe1/2v eR (873)
‖ D¯PI,J
∂t
‖C0 ≤ (‖ D¯VI
∂t
‖C0‖VJ‖C0 + ‖VI‖C0‖ D¯VJ
∂t
‖C0) (874)
≤ CB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
Ξe1/2v e
1/2
R (875)
The bounds stated for ‖ D¯VI∂t ‖C0 in the preceding inequality do not follow directly from Corollary (22.4),
but follow from the same proof.
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23 Energy Approximation
In this section, we will establish the estimates (268) and (269) of the Main Lemma (10.1), which state
that we are able to accurately prescribe the energy∫
|V |2(t, x)dx ≈
∫
T3
e(t)dx (876)
that the correction adds to the solution, and also bound the difference between the time derivatives of
these two quantities.
Quantitatively, we have a bound
Proposition 23.1 (Prescribing energy; proof of (268)).
‖
∫
|V |2(t, x)dx −
∫
T3
e(t)dx‖C0t ≤ C
eR
N
(877)
Proof. We calculate∫
|V |2(t, x)dx =
∫
V jV lδjldx
=
∫ ∑
I,J
V jI V
l
Jδjldx
=
∑
I
∫
V jI V¯
l
I δjldx+
∑
J 6=I¯
∫
VI · VJdx
=
∑
I
∫
v˜jI v˜
l
Iδjldx+
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx
=
∫ (∑
I
vjI v¯
l
I
)
δjldx+
∑
I
∫
(∇× wI)
λ
· v¯Idx
+
∑
I
∫
(∇× w¯I)
λ
· vIdx +
∑
I
∫
(∇× wI)
λ
· (∇× wI)
λ
dx
+
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx
=
∫
e(t)dx+ E(A)(t) +
∑
J 6=I¯
E(B,IJ)(t) (878)
where it is clear that we have a bound for
|E(A)(t)| ≤ 2
∑
I
∫ ∣∣∣∣ (∇× wI)λ · v¯I
∣∣∣∣ dx +∑
I
∫ ∣∣∣∣ (∇× wI)λ · (∇× wI)λ
∣∣∣∣ dx (879)
≤ C(Ξe
1/2
R · e1/2R
BλΞN
+ (
Ξe
1/2
R
BλΞN
)2) (880)
≤ C eR
N
(881)
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and each integral contributing to the other term can be estimated by integrating by parts
E(B,IJ)(t) =
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx (882)
=
∫ [
∂a(ξI + ξJ)
λ|∇(ξI + ξJ )|2 ∂a[e
iλ(ξI+ξJ )]
]
v˜I · v˜Jdx (883)
=
−1
λ
∫
eiλ(ξI+ξJ )∂a
[
∂a(ξI + ξJ)
|∇(ξI + ξJ )|2 v˜I · v˜J
]
dx (884)
|E(B,IJ)(t)| ≤ C ΞeR
BλNΞ
(885)
Similarly, we can estimate our control over the rate of energy variation
Proposition 23.2 (Rate of energy variation estimate; proof of (269)).
‖ d
dt
[
∫
|V |2(t, x)dx −
∫
T3
e(t)dx]‖C0t ≤ CB
1/2
λ
(
e
1/2
v
e
1/2
R N
)1/2
(Ξe1/2v )
eR
N
(886)
Proof. We again use the expression∫
|V |2(t, x)dx−
∫
e(t)dx = E(A)(t) + E(B)(t) (887)
E(A)(t) =
∑
I
∫
(∇× wI)
λ
· v¯Idx+
∑
I
∫
(∇× w¯I)
λ
· vIdx (888)
+
∑
I
∫
(∇× wI)
λ
· (∇× wI)
λ
dx (889)
E(B)(t) =
∑
J 6=I¯
∫
eiλ(ξI+ξJ )v˜I · v˜Jdx (890)
And differentiate in time, starting with
d
dt
E(A)(t) =
∑
I
∫
D¯
∂t
[
(∇× wI)
λ
· v¯I + (∇× w¯I)
λ
· vI + (∇× wI)
λ
· (∇× wI)
λ
]
dx (891)
As we know, the coarse scale material derivative D¯∂t costs a factor
| D¯
∂t
| ≤ CB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v
giving
| d
dt
E(A)(t)| ≤ CB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v
eR
N
(892)
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and similarly, we can write
d
dt
E(B)(t) =
∑
J 6=I¯
∫
D¯
∂t
[
eiλ(ξI+ξJ )v˜I · v˜J
]
dx (893)
=
∑
J 6=I¯
∫
eiλ(ξI+ξJ )
D¯
∂t
[v˜I · v˜J ] dx (894)
which can be estimated by
| d
dt
E(B)(t)| ≤ CB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v
eR
N
(895)
using another integration by parts, just as in (884).
24 Checking Frequency and Energy Levels for the Velocity
and Pressure
Since we have established many estimates for the corrections to the velocity and the pressure, we are
in a position to compare with the Main Lemma.
We first remark that the estimates (265)-(267) for W were established in Proposition (22.1) and
Corollary (22.1). Similarly, the estimates (262) - (264) were special cases of the Proposition (22.2) and
Corollary (22.4). Also, the estimates (270) - (272) were established by Proposition (22.3). At least, all
these bounds will be established for a particular constant C once the constant Bλ has been chosen.
We are also in a position to check that the frequency and energy levels of the new velocity and
pressure
v1 = v + V (896)
p1 = p+ P (897)
are consistent with the claims of the Main Lemma (10.1).
For the velocity, at the level of the first derivative, we have
‖∇v1‖C0 ≤ ‖∇v‖C0 + ‖∇V ‖C0 (898)
≤ C(Ξe1/2v +NBλΞe1/2R ) (899)
≤ CNΞe1/2R (900)
since N ≥
(
ev
eR
)1/2
and since Bλ will be chosen to be some constant which has been absorbed into the
C.
We also have
‖∇kv1‖C0 ≤ Ck(BλNΞ)ke1/2R (901)
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for k = 1, . . . , L, which is exactly consistent with the Definition (246) for the new frequency energy
levels Ξ′ = CNΞ and e′v = eR.
For the pressure, we have
‖∇p1‖C0 ≤ ‖∇p‖C0 + ‖∇P‖C0 (902)
≤ C(Ξev +NBλΞeR) (903)
≤ CBλNΞeR (904)
since N ≥
(
ev
eR
)
. This bound is also exactly consistent with the Definition (247) for the new frequency
energy levels Ξ′ = CNΞ and e′v = eR.
To complete the proof of the Main Lemma (10.1), it now only remains to choose a constant Bλ so
that (248) and (249) can be verified for the new energy levels. This choice of Bλ is the last step of the
proof.
Part VII
Construction of Weak Solutions in the
Ho¨lder Class : Estimating the New Stress
To conclude the argument, we must calculate the new stress R1 and verify that this stress obeys all
the estimates required in Lemma (10.1).
A complete list of the terms contributing to the new stress R1 includes the following:
1. The Mollification Terms
QjlM,v = (v
j − vjǫ )V l + V j(vl − vlǫ) (905)
QjlM,R = R
jl −Rjlǫ (906)
2. The Stress Term
QjlS =
∑
I
(∇× wI)j v¯lI
λ
+
∑
I
vjI(∇× w¯I)l
λ
+
∑
I
(∇× wI)j(∇× w¯I)l
λ2
(907)
3. The High-Low Interaction Term
∂jQ
jl
L =
∑
I
eiλξI (v˜jI∂jv
l
ǫ) (908)
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4. The High-High Interference Terms
∂jQ
jl
H = −
∑
J 6=I¯
λeiλ(ξI+ξJ )[vI × (|∇ξJ | − 1)vJ + vJ × (|∇ξI | − 1)vI ] + lower order terms
(909)
5. The Transport Term
∂jQ
jl
T =
∑
I
eiλξI [(∂t + v
j
ǫ∂j)v˜
l
I ] (910)
For all of these terms, we must verify18 the following estimates
‖R1‖C0 E e′R
⇔ ‖R1‖C0 EB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
e
1/2
v e
1/2
R
N
(911)
‖∇kR1‖C0 E (Ξ′)ke′R k = 1, . . . , L
⇔ ‖∇kR1‖C0 E C(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
e
1/2
v e
1/2
R
N

 k = 1, . . . , L (912)
‖(∂t + v1 · ∇)R1‖C0 E (Ξ′(e′v)1/2)e′R
⇔ ‖(∂t + v1 · ∇)R1‖C0 E CB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR
(913)
‖∇k(∂t + v1 · ∇)R1‖C0 E C(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR

 k = 0, . . . , L− 1 (914)
v1 = v + V
Note that, in contrast to the goals (912) - (914), the goal (911) does not allow for an implied
constant C.
The goals (913) and (914) have a slightly inconvenient feature in that while most of our bounds
are stated for the coarse scale material derivative
D¯
∂t
= (∂t + vǫ · ∇)
the goals (913) and (914) require estimates for the derivative
(∂t + v1 · ∇) = (∂t + v · ∇) + V · ∇ (915)
= (∂t + vǫ · ∇) + [(v − vǫ) + V ] · ∇ (916)
Therefore, before we proceed, it is useful to remark that once the spatial derivative bounds (912)
have been verified, then the bounds (913) and (914) need only be checked for the derivative D¯∂t in place
of (∂t + v1 · ∇). We summarize this observation through the following Proposition.
18Recall that the notation E refers inequalities which are goals but which generally have not yet been proven.
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Proposition 24.1 (Material Derivative Criterion 1). There exists a constant C such that for all
symmetric (2, 0) tensor fields Qjl satisfying the bounds
‖∇kQ‖C0 ≤ A(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
e
1/2
v e
1/2
R
N

 k = 1, . . . , L (917)
and
‖∇k(∂t + vǫ · ∇)Q‖C0 ≤ A(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR

 k = 0, . . . , L− 1 (918)
then we also have
‖∇k(∂t + v1 · ∇)Q‖C0 ≤ CA(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR

 k = 0, . . . , L− 1 (919)
Proof. By writing
(∂t + v1 · ∇)Q = (∂t + vǫ · ∇)Q + [(v − vǫ) + V ] · ∇Q (920)
and using (918) it suffices to prove the bound
‖∇k[[(v − vǫ) + V ] · ∇Q]‖C0 ≤ CA(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR

 k = 0, . . . , L− 1 (921)
For k = 0, using (483), Proposition (22.2), and the assumption (917) we have
‖[(v − vǫ) + V ] · ∇Q‖C0 ≤ (‖v − vǫ‖C0 + ‖V ‖C0)‖∇Q‖C0 (922)
≤ C
(
e
1/2
v
N
+ e
1/2
R
)
A(NΞ)B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
e
1/2
v e
1/2
R
N

 (923)
≤ CAB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
(Ξe1/2v eR) (924)
since N ≥
(
ev
eR
)1/2
. Taking a spatial derivative will costs a factor CNΞ in the estimate. For example,
if we estimate ‖∇(v − vǫ)‖C0 slightly suboptimally and we compare
‖(v − vǫ)‖C0 ≤ e
1/2
v
N
(925)
‖∇(v − vǫ)‖C0 ≤ ‖∇v‖C0 + ‖∇vǫ‖C0 ≤ CΞe1/2v (926)
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we see that we lose a factor CNΞ by taking the derivative. For the whole product we have the bound
‖∇[[(v − vǫ) + V ] · ∇Q]‖C0 ≤ (‖∇v‖C0 + ‖∇vǫ‖C0 + ‖∇V ‖C0)‖∇Q‖C0 (927)
+ ‖[(v − vǫ) + V ]‖C0‖∇2Q‖C0 (928)
≤ C
(
Ξe1/2v +NΞe
1/2
R
)AB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v e
1/2
R

 (929)
+ Ce
1/2
R

A(NΞ)B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v e
1/2
R

 (930)
≤ CAB1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
(NΞ)(Ξe1/2v eR) (931)
using (917), (22.2) and the fact that N ≥
(
ev
eR
)1/2
.
The assumption (917) and the bounds for v, vǫ and V also ensure that each higher spatial derivative
costs at most CNΞ per derivative up to order L−1, which is what is required for the bound (919).
The same proof also shows that it also suffices to verify estimates for the derivative (∂t + v · ∇)Q.
Proposition 24.2 (Material Derivative Criterion 2). Proposition (24.1) also holds with the condition
(918) replaced by
‖∇k(∂t + v · ∇)Q‖C0 ≤ A(NΞ)k

B1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
Ξe1/2v eR

 k = 0, . . . , L− 1 (932)
We begin verifying the bounds (911) - (914) by estimating the terms which do not require solving
the divergence equation.
25 Estimates for the Stress Terms not involving the Diver-
gence Equation
In this section, we estimate the terms in the new stress which do not involve oscillations. These terms
include
1. The Mollification Terms
QjlM,v = (v
j − vjǫ )V l + V j(vl − vlǫ) (933)
QjlM,R = R
jl −Rjlǫ (934)
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2. The Stress Term
QjlS =
∑
I
(∇× wI)j v¯lI
λ
+
∑
I
vjI(∇× w¯I)l
λ
+
∑
I
(∇× wI)j(∇× w¯I)l
λ2
(935)
Throughout the estimates, we will assume that Bλ has been chosen to be some constant. We start
with the Mollification Terms.
25.1 The mollification term from the velocity
The part of the new stress R1 which arises from mollifying the velocity is given by
QjlM,v = (v
j − vjǫ )V l + V j(vl − vlǫ) (936)
The C0 estimate for QM,v has already been verified by the choice of ǫv in Section (19). In fact, by
verifying (478) we have that for the main term
Qjlv,(i) =
∑
I
2[(v − vǫ)(eiλξI vI)]jl (937)
we have
‖Qjlv,(i)‖C0 ≤
1
50
e
1/2
v e
1/2
R
N
(938)
since
‖(vj − vjǫ )‖C0 ≤ c
e
1/2
v
N
(939)
The other term for QM,v is of the form
Qv,(ii) =
∑
I
2eiλξI
[(v − vǫ)∇× wI ]jl
λ
(940)
‖Qv,(ii)‖C0 ≤ C
(
e
1/2
v
N
)(
Ξe
1/2
R
BλNΞ
)
(941)
which satisfies the goal
‖Qjlv,(ii)‖C0 ≤
1
50
e
1/2
v e
1/2
R
N
(942)
once the constant Bλ is chosen large enough.
We need to check the spatial derivatives of QM,v. By Definition (10.1), the estimates for spatial
derivatives are allowed to lose a factor
|∇| ≤ Ξ′ = CNΞ
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for each spatial derivative ∇k, k ≤ L. This freedom allows us to separate the factors v and vǫ to bound
∇QjlM,v = (∇vV )jl − (∇vǫV )jl + [(v − vǫ)∇V ]jl (943)
‖∇QM,v‖C0 ≤ C(‖∇v‖C0 + ‖∇vǫ‖C0)e1/2R + ‖v − vǫ‖C0‖∇V ‖C0 (944)
≤ C(Ξe1/2v e1/2R +
e
1/2
v
N
(BλNΞe
1/2
v ) (945)
≤ CBλ(Ξe1/2v )e1/2R (946)
By comparing
‖(vj − vjǫ )‖C0 ≤ c
e
1/2
v
N
(947)
‖∇v‖C0 + ‖∇vǫ‖C0 ≤ 2Ξe1/2v (948)
we can see that the cost of separating v and vǫ in the estimate is exactly the factor Ξ
′ = NΞ that we
can afford. This principle will be useful many times in the checking.
By taking up to L− 1 derivatives of (943), we see that for all k = 1, . . . , L we have
Proposition 25.1. For k = 0, . . . , L, there exists constants Ck depending on Bλ such that
‖∇kQM,v‖C0 ≤ Ck(BλNΞ)k e
1/2
v e
1/2
R
N
(949)
This estimate is actually sufficient for the ideal case discussed in Section (13).
We now turn to estimating the material derivative
Proposition 25.2. Let v1 = v + V . Then, for k = 0, . . . , L− 1, we have
‖∇k(∂t + v1 · ∇)QM,v‖C0 ≤ C
(
e
1/2
v
e
1/2
R N
)−1/2
(NΞ)k
e
1/2
v e
1/2
R
N
(950)
To prove this proposition, it actually suffices to estimate
D¯QM,v
∂t
Proposition 25.3. For k = 0, . . . , L− 1, we have
‖∇k(∂t + vǫ · ∇)QM,v‖C0 ≤ C
(
e
1/2
v
e
1/2
R N
)−1/2
(NΞ)k
e
1/2
v e
1/2
R
N
(951)
by the criterion in Proposition (24.1). Now let us check the bounds (951).
Proof. Here we take
D¯
∂t
[(v − vǫ)V ]jl = (D¯v
∂t
V )jl − (D¯vǫ
∂t
V )jl + [(v − vǫ)D¯V
∂t
]jl (952)
= A(I) +A(II) +A(III) (953)
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First, we compare
‖A(III)‖C0 ≤ C‖v − vǫ‖C0‖ D¯V
∂t
‖C0 (954)
≤ C e
1/2
v
N


(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v e
1/2
R

 (955)
≤ C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξeve
1/2
R
N
(956)
to our goal of
‖A(III)‖C0 E Ξ′(e′v)1/2e′R (957)
= C(NΞ)e
1/2
R


(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N

 (958)
= C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v eR (959)
to see that ‖A(III)‖C0 has a correct bound since N ≥
(
ev
eR
)1/2
. As we discussed in verifying, (950),
the estimates for
‖∇kA(III)‖C0 ≤ Ck(NΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v eR
also hold for k = 1, . . . , L− 1, since each spatial derivative costs at most NΞ, and because at most L
derivatives fall on the given v.
Next we check how the bound
‖A(II)‖C0 ≤ ‖ D¯vǫ
∂t
‖C0‖V ‖C0 (960)
≤ (Ξev)e1/2R (961)
compares to the goal
‖A(II)‖C0 E C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v eR (962)
from (959).
Checking this bound reduces to verifying that(
ev
eR
)3/4
≤ N1/2 (963)
which follows from the hypothesis (
ev
eR
)3/2
≤ N (964)
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in line (257) of the Main Lemma.
Now that the estimate for A(II) has been satisfied at the level of C
0, it worsens by a factor of NΞ
for each spatial derivative, the largest cost arising when the derivative hits the oscillatory factor in the
correction V . Therefore we have the bound
‖∇kA(II)‖C0 ≤ C(NΞ)k(Ξev)e1/2R (965)
The goal
‖∇kA(II)‖C0 E C(NΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v eR k = 1, . . . , L (966)
permits a loss of CNΞ per derivative, so that the bound (965) is acceptable.
We proceed similarly to estimate
A(I) =
D¯v
∂t
V l (967)
by writing
D¯vl
∂t
= (∂t + v · ∇)vl + (vǫ − v) · ∇vl (968)
= ∂lp+ ∂jR
jl + (vǫ − v) · ∇vl (969)
giving
‖A(I)‖C0 ≤ C‖ D¯v
∂t
‖C0e1/2R (970)
≤ C(Ξev +
(
e
1/2
v
N
)
(Ξe1/2v ))e
1/2
R (971)
≤ CΞeve1/2R (972)
which we have just verified is acceptable for the term A(II). We can now take spatial derivatives of
this term up to order L−1, and each spatial derivative costs at most CNΞ per derivative; for example,
comparing
‖v − vǫ‖C0 ≤ C e
1/2
v
N
(973)
‖∇(v − vǫ)‖C0 ≤ C‖∇v‖C0 + ‖∇vǫ‖C0 ≤ 2Ξe1/2v (974)
costs a factor |∇| ≤ CNΞ.
Wastefulness in the estimate To prove the ideal case Conjecture (10.1), the bound (951) must
be replaced by the more stringent goal
‖ D¯
∂t
[(v − vǫ)V ]jl‖C0 E CΞe1/2v eR (975)
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In order to verify inequality (975), it is necessary to establish a bound
‖ D¯
∂t
[v − vǫ]‖C0 ≤ CΞe1/2v e1/2R (976)
which is stronger than the bound of Ξev that can be proved for ‖ D¯v∂t ‖C0 and ‖ D¯vǫ∂t ‖C0 individually.
Inequality (976) can be proven through a straightforward but long commutator argument similar to
those in Sections (16) and (18.6.2). Here we only note that this commutator estimate requires control
over ∇[(∂t + v · ∇)v], and suggests that it may be important to work with Frequency Energy levels of
order L ≥ 2.
Here we have taken the slightly easier route of to establishing the bound (962), at the cost of
imposing the lower bound (964) onN . The previous bounds are actually the only place in the argument
in the requirement (964) is used, and the Lemma (10.1) can be proven with (964) replaced by
N ≥
(
ev
eR
)
We also remark that in the ideal case construction, inequality (964) is satisfied during the iteration
of Section (13), but in that case the power 3/2 cannot be replaced by any larger value. During the
iteration of Section (11), the value of N is essentially
(
ev
eR
)5/2
.
25.2 The mollification term from the Stress
We now verify the necessary estimates for the term
QjlM,R = R
jl −Rjlǫ (977)
We have already verified in Section (18.3) that
‖QjlM,R‖C0 ≤
e
1/2
v e
1/2
R
100N
(978)
And regarding the spatial derivatives, we have for k = 1, . . . , L
‖∇kQM,R‖C0 ≤ ‖∇kRjl‖C0 + ‖∇kRjlǫ ‖C0 (979)
≤ C(ΞkeR + ΞkeR) (980)
≤ CΞkeR (981)
from Proposition (18.3). Here, no powers of N1/L arise since we have taken no more than L derivatives.
Comparing to our goal of
‖∇kQM,R‖C0 E (Ξ′)ke′R (982)
=
(
e
1/2
v
e
1/2
R N
)−1/2
(NΞ)k
e
1/2
v e
1/2
R
N
(983)
we see that this goal has been achieved by a large margin.
We now check the bounds for the material derivative, which are of the form
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Proposition 25.4. For v1 = v + V , k = 0, . . . , L− 1 we have
‖∇k(∂t + v1 · ∇)QM,R‖C0 ≤ C(NΞ)kΞe1/2v eR (984)
For our purposes, it is enough to recall from (249) and Proposition (18.4) that
Proposition 25.5. For 0 ≤ k ≤ L− 1,
‖∇k(∂t + v · ∇)R‖C0 ≤ CΞk+1e1/2v eR (985)
‖∇k(∂t + vǫ · ∇)Rǫ‖C0 ≤ CΞk+1e1/2v eR (986)
according to the criteria stated in Propositions (24.1) and (24.2).
We need to check, at least for k = 0, that we have achieved the goal
‖(∂t + v1 · ∇)QM,R‖C0 E C
(
Ξ′(e′v)
1/2e′R
)
(987)
E C
(
e
1/2
v
e
1/2
R N
)−1/2(
NΞe
1/2
R
e
1/2
v e
1/2
R
N
)
(988)
= C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v eR (989)
In fact, this goal has been achieved even for the ideal case without the factor
(
e1/2v
e
1/2
R N
)−1/2
. For
spatial derivatives the estimates (984) show that each spatial derivative costs at most NΞ as desired,
the largest losses coming from V · ∇(R −Rǫ).
25.3 Estimates for the Stress Term
We now verify the estimates (911)-(914) for the Stress Term, which turns out to be the most straight-
forward term to estimate
QjlS =
∑
I
(∇× wI)j v¯lI
λ
+
∑
I
vjI(∇× w¯I)l
λ
+
∑
I
(∇× wI)j(∇× w¯I)l
λ2
(990)
First, we have the bound
‖QS‖C0 ≤ CΞe
1/2
R · e1/2R
BλNΞ
= C
eR
BλN
(991)
which implies that the goal for the ideal case
‖QS‖C0 ≤ e
1/2
v e
1/2
R
500N
(992)
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is satisfied for Bλ sufficiently large. From (990), we also have the estimates
‖∇kQS‖C0 ≤ Ck(NΞ)k eR
N
(993)
for k = 1, . . . , L (in fact, the bounds from Section (21) are much better), which implies the desired
cost of |∇| ≤ CNΞ demanded by the goal (912).
Next, we have an estimate
‖(∂t + vǫ · ∇)QS‖C0 ≤ C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v
eR
N
(994)
coming from the estimates in Section (21), which already implies the bound
‖(∂t + vǫ · ∇)QS‖C0 ≤ CΞe1/2v eR (995)
which is desired for the ideal case as in (975). In particular, the bound (994) is enough to verify
the required bound (913). It also follows from the estimates of Section (21) that the coarse scale
material derivative D¯∂tQS can be differentiated in space arbitrarily many times at a cost no larger
than |∇| ≤ CNΞ per derivative. By Proposition (24.1), it follows that all of the required estimates
(911)-(914) are satisfied by QS with room to spare.
26 Estimates for the Stress Terms involving the Divergence
Equation
In this section, we will estimate the terms in the stress which involve solving a divergence equation of
the form
∂jQ
jl = U l = eiλξul (996)
These terms include
1. The High-Low Term
∂jQ
jl
L =
∑
I
eiλξI (v˜jI∂jv
l
ǫ) (997)
=
∑
I
eiλξIulL (998)
2. The Main High-High Terms
∂jQ
jl
H = −
∑
J 6=I¯
λeiλ(ξI+ξJ )[vI × (|∇ξJ | − 1)vlJ + vJ × (|∇ξI | − 1)vlI ] (999)
=
∑
J 6=I¯
ulH,(IJ) (1000)
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3. The Remainder of the High-High terms
∂jQ
jl
H′ = −eiλ(ξI+ξJ ) ((∇× wI)× [(i∇ξJ )× v˜J ] + (∇× wJ )× [(i∇ξI)× v˜I ])
− eiλ(ξI+ξJ ) (vI × [(i∇ξJ )× (∇× wJ )] + vJ × [(i∇ξI)× (∇× wI)])
− eiλ(ξI+ξJ ) (v˜I × (∇× v˜J ) + v˜J × (∇× v˜I))
(1001)
4. The Transport Term
∂jQ
jl
T =
∑
I
eiλξI [(∂t + v
j
ǫ∂j)v˜
l
I ] (1002)
=
∑
I
eiλξIulT,(I) (1003)
For each of these factors, we will use the parametrix expansion for the divergence equation, whose
first term has the form
∂jQ
jl = eiλξIul1 (1004)
Qjl = Q˜jl(1) +Q
jl
(1) (1005)
Q˜jl(1) = e
iλξI
qjl(∇ξ)[ul]
λ
(1006)
∂jQ
jl
(1) = −eiλξI
1
λ
∂j [q
jl(∇ξ)[ul]] (1007)
and whose D’th term, in general, has the form
Qjl = Q˜jl(D) +Q
jl
(D) (1008)
Q˜jl(D) =
D∑
(k)=1
eiλξI
qjl(k)
λk
(1009)
where each q(k) solves a linear equation
i∂jξq
jl
(1) = u
l (1010)
i∂jξq
jl
(k) = u
l
(k) (1011)
ul(k+1) = −∂jqjl(k) 1 ≤ k ≤ D (1012)
using the linear map
qjl = qjl(∇ξ)[u] (1013)
defined in line (38).
The error of the expansion is then eliminated by solving the divergence equation
∂jQ
jl
(D) = e
iλξ
ul(D+1)
λD
(1014)
To eliminate the error, we need to solve the divergence equation (1014) in such a way that we can
have bounds for both ‖∇kQ‖C0 and ‖∇k D¯Q∂t ‖C0 . This task is accomplished in Section (27).
Let us first study the bounds which are obeyed for the parametrices of these oscillatory terms.
151
26.1 Expanding the Parametrix
For concreteness, consider the High-Low term
∂jQ
jl
L =
∑
I
eiλξIulL,I,(1) (1015)
ulL,I,(1) = v˜
j
I∂jv
l
ǫ (1016)
Observe that
‖uL,I,(1)‖C0 ≤ Ξe1/2v e1/2R (1017)
‖∇uL,I,(1)‖C0 ≤ (‖∇v˜I‖C0‖∇vǫ‖C0 + ‖v˜I‖C0‖∇2vǫ‖C0) (1018)
≤ ((Ξe1/2R )(Ξe1/2v ) + (e1/2R )(Ξ2e1/2v )) (1019)
≤ CΞ2e1/2v e1/2R (1020)
‖∇kuL,I,(1)‖C0 ≤ (‖∇kv˜I‖C0‖∇vǫ‖C0 + . . .+ ‖v˜I‖C0‖∇k+1vǫ‖C0 (1021)
≤ C(N1/LΞ)k(Ξe1/2v e1/2R ) (1022)
from Section (21) and (487).
The first term in the parametrix has the form
Q˜jlL,I,(1) = e
iλξI
qjlL,I,(1)
λ
(1023)
qjlL,I,(1) = q
jl(∇ξI)[ulL,I,(1)] (1024)
In size, the absolute value of the first term is
‖Q˜jlL,I,(1)‖C0 ≤ C
‖uL,I,(1)‖C0
λ
(1025)
≤ CΞe
1/2
v e
1/2
R
BλNΞ
(1026)
‖Q˜jlL,I,(1)‖C0 ≤ CB−1λ
e
1/2
v e
1/2
R
N
(1027)
which is actually good enough for the ideal theorem. Note that this is a gain of 1λ compared to (1017).
Having bounded the first term in the expansion, we now show that the later terms in the parametrix
obey stronger bounds. Observe that the error term for the first expansion of the parametrix has the
form
eiλξIulL,I,(2) = −eiλξI
∂jq
jl
L,I,(1)
λ
(1028)
Applying the chain rule to the function (1024) defined in Line (38), we see that (1028) can be bounded
152
by
1
λ
‖∇qjlL,I,(1)‖C0 ≤
1
λ
(‖∇2ξI‖C0‖uL,I,(1)‖C0 + ‖∇uL,I,(1)‖C0 (1029)
≤ C
BλNΞ
(Ξ(Ξe1/2v e
1/2
R ) + Ξ
2e1/2v e
1/2
R ) (1030)
≤ C
BλNΞ
(N1/LΞ2)e1/2v e
1/2
R (1031)
Compared to uL,I,(1), the derivative ∂j costs at most
|∂j | ≤ CΞN1/L
whereas we gain a factor of
λ−1 = B−1λ Ξ
−1N−1
Giving us a gain of a factor
|∂j |
λ−1
≤ C
BλN (1−1/L)
(1032)
compared to the estimate for uL,I,(1). More precisely,
λ−1‖uL,I,(2)‖C0 ≤ CB−1λ Ξ−1N−1(‖∇2ξI‖C0‖uL,I‖C0 + ‖∇uL,I,(1)‖C0) (1033)
≤ CB−1λ N−(1−1/L)
(
Ξe1/2v e
1/2
R
)
(1034)
This bound on the cost of a derivative continues to hold for higher derivatives, so that each iteration
of the parametrix gains a smallness factor
|∇|
λ
≤ CN
1/LΞ
BλNΞ
= CB−1λ N
−(1−1/L) (1035)
For example,
1
λ
‖∇kqjlL,I,(1)‖C0 ≤
C
BλNΞ
(‖∇k+1ξI‖C0‖uL,I,(1)‖C0 + . . .+ ‖∇k∇uL,I,(1)‖C0) (1036)
≤ C
BλNΞ
(N1/LΞ)k(Ξe1/2v e
1/2
R ) (1037)
After iterating the parametrix D times, we have
1
λD
‖uL,I,(D+1)‖C0 ≤ CDB−Dλ N−D(1−1/L)
(
Ξe1/2v e
1/2
R
)
(1038)
Thus, the estimate on the error improves by a factor N−D(1−1/L) after D iterations of the parametrix.
Because we have N ≥ Ξη for some η > 0, the large power B−Dλ N−D(1−1/L) will eventually overtake
the factor of Ξ, and we will be able to gain the factor 1BλNΞ that solving the elliptic equation is intended
to gain. That is,
1
λD
‖uL,I,(D+1)‖C0 ≤ CDB−Dλ
e
1/2
v e
1/2
R
N
(1039)
153
once D is large enough depending on the given η and L.
If we were only concerned about the C0 norms and spatial derivatives, we could apply the operator
R from Section (6) to obtain a solution to (1014) of size
QL,I,(D) = − 1
λD
R[eiλξIuL,I,(D+1)] (1040)
‖QL,I,(D)‖C0 ≤ C
‖uL,I,(D+1)‖C0
λD
(1041)
≤ CDB−Dλ
e
1/2
v e
1/2
R
N
(1042)
which can be bounded by
‖QL,I,(D)‖C0 ≤ 1
1000
e
1/2
v e
1/2
R
N
(1043)
once Bλ is chosen large enough. Furthermore its derivatives would grow by a factor (NΞ)
k from
‖∇kQL,I,(D)‖C0 ≤ Ck‖∇k
[
eiλξIuL,I,(D)
] ‖C0 (1044)
≤ Ck 1
1000
(NΞ)k
e
1/2
v e
1/2
R
N
(1045)
However, we must also establish estimates for
D¯QL,I,(D)
∂t , and for this purpose we have constructed
a different operator to solve equation (1014).
Rather than the estimates for (1044), the solution which we construct in Section (27) to solve the
equation
∂jQ
jl
L,I,(D) = U
l =
−1
λD
eiλξIuL,I,(D+1) (1046)
is bounded by
‖QL,I,(D)‖C0 ≤ C‖U‖C0 + τ‖ D¯U
∂t
‖C0 (1047)
≤ λ−D(‖uL,I,(D+1)‖C0 + τ‖
D¯uL,I,(D+1)
∂t
‖C0) (1048)
and its support in time may grow to
supp QL,I,(D) ⊆ {|t− t(I)| ≤ 3τ
2
} × T3 (1049)
when the support of U is contained in |t − t(I)| ≤ τ . Even if the support does grow as in (1049), at
each time t there will still be a bounded number of stress terms QL,I,(D) which are nonzero at that
time.
Furthermore, this solution has the property that if the bounds on
‖∇kU‖C0 ≤ A(BλNΞ)k
τ‖∇k D¯U
∂t
‖C0 ≤ A(BλNΞ)k
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are satisfied, then QL,I,(D) obeys similar bounds
‖∇kQL,I,(D)‖C0 ≤ CA(BλNΞ)k‖∇k
D¯QL,I,(D)
∂t
‖C0 ≤ CAτ−1(BλNΞ)k (1050)
Namely, a spatial derivative of QL,I,(D) costs (BλNΞ) and a material derivative of the stress costs τ
−1
as long as these costs hold true for the data.
For all of the examples
U l = eiλξul
we will encounter, they share the feature that material derivatives cost τ−1. Thus, even at the level
of the material derivative, we will be able to conclude that each iteration of the parametrix gains a
factor of
|∂j |
λ
≤ N−(1−1/L)
Let us show now that this operator will be suitable for the conclusion of the proof.
26.2 Applying the Parametrix
First consider the transport term, since it is the largest
∂jQ
jl
T,I =
∑
I
eiλξIulT,(I),1 (1051)
ulT,I,(1) = (∂t + v
j
ǫ∂j)v˜
l
I (1052)
and its parametrix expansion up to order D
QjlT,I = Q˜
jl
T,I,(D) +Q
jl
T,I,(D) (1053)
Q˜jlT,I,(D) =
D∑
k=1
eiλξI
qjl(k)
λk
(1054)
∂jQ
jl
T,I,(D) =
−1
λD
eiλξIulT,I,(D+1) (1055)
From Section (21), we have seen that each material derivative costs essentially τ−1, so we know that
‖ulT,I,(1)‖C0 + τ‖
D¯ulT,I,(1)
∂t
‖C0 ≤ CB1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v e
1/2
R (1056)
‖∇kulT,I,(1)‖C0 + τ‖∇k
D¯ulT,I,(1)
∂t
‖C0 ≤ CB1/2λ (BλNΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v e
1/2
R (1057)
The C0 estimate was already checked in Section (19) where τ was chosen.
155
Using the estimates for spatial derivatives in (21) to commute transport and spatial derivatives, we
also have
λ−D
(
‖ulT,I,(D+1)‖C0+τ‖
D¯ulT,I,(D+1)
∂t
‖C0
)
≤
≤ CDB−Dλ N−D(1−1/L)B1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v e
1/2
R (1058)
λ−D
(
‖∇kulT,I,(D+1)‖C0+τ‖∇k
D¯ulT,I,(D+1)
∂t
‖C0
)
≤
≤ CDB−Dλ N−D(1−1/L)B1/2λ (BλNΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v e
1/2
R (1059)
Using (1058), choose D large enough depending on the η in the lower bound N ≥ Ξη such that
N−D(1−1/L) ≤ N−1Ξ−1 (1060)
Namely, we expand the parametrix until we have gained the factor N−1Ξ−1 which we expect to gain
from solving the divergence equation.
With this choice, the bounds (1058), (1059) read
λ−D
(
‖ulT,I,(D+1)‖C0 + τ‖
D¯ulT,I,(D+1)
∂t
‖C0
)
≤ CDB−Dλ B1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
BλN
(1061)
λ−D
(
‖∇kulT,I,(D+1)‖C0 + τ‖∇k
D¯ulT,I,(D+1)
∂t
‖C0
)
≤ CDB−Dλ B1/2λ (BλNΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
BλN
(1062)
Applying Theorem (27.1), we have a solution QjlD,T to
∂jQ
jl
T,I,(D) =
∑
I
−1
λD
eiλξIulT,I,(D+1) (1063)
supported in |t− t(I)| ≤ 3τ/2 and obeying the bounds
‖∇kQT,I,(D)‖C0 + τ‖∇k
D¯QT,I,(D)
∂t
‖C0 ≤ CDB1/2λ (BλNΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
BλN
(1064)
The parametrix itself
Q˜jlT,I,(D) =
D∑
(k)=1
eiλξI
qjl(k)
λk
(1065)
gains a factor of λ−1 compared to the first ulT,I,(1), so it satisfies the bounds
‖Q˜jlT,I,(D)‖C0 = CDB1/2λ (BλNΞ)k
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
BλN
(1066)
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where the powers of (BλNΞ) come from differentiating the oscillatory factor.
Let us check that these are the estimates which are required in Lemma (10.1).
We essentially checked the C0 bound for
‖Q˜jlT,I,(1)‖C0 ≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1067)
in Section (19). This estimate clearly worsens by a factor NΞ upon taking spatial derivatives, and
worsens by a factor
| D¯
∂t
| ≤ τ−1 = b−1Ξe1/2v (1068)
= B
1/2
λ N
1/2Ξe
1/4
R e
1/4
v (1069)
upon taking a material derivative. Our desired cost for a material derivative is
| D¯
∂t
|E Ξ′(e′v)1/2 (1070)
= CNΞe
1/2
R (1071)
and checking this inequality is equivalent to verifying that(
ev
eR
)1/4
≤ N1/2 (1072)
⇔
(
ev
eR
)1/2
≤ N (1073)
which has been guaranteed in Lemma (10.1).
Every other stress term can be treated similarly with even better bounds, except for the main term
in the High-High term, namely
∂jQ
jl
H =
∑
J 6=I¯
λeiλ(ξI+ξJ )ulH,IJ (1074)
ulH,IJ = −[vI × (|∇ξJ | − 1)vlJ + vJ × (|∇ξI | − 1)vlI ] (1075)
The first term in the parametrix expansion for this term takes the form
Q˜jlH,IJ,(1) = e
iλ(ξI+ξJ )qjl(∇(ξI + ξJ))[uH,IJ ] (1076)
For this term, we observed in Section (19) that
‖Q˜jlH,IJ,(1)‖C0 ≤ CeRb (1077)
≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
eR (1078)
≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1079)
157
thanks to our choice of τ .
For this term one must also check that the cost of a spatial derivative is bounded below NΞ. To
check this bound, we compare
‖|∇ξJ | − 1‖C0 ≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
(1080)
‖∇(|∇ξJ | − 1)‖C0 ≤ C‖∇2ξJ‖C0 ≤ CΞ (1081)
to reveal that differentiating worsens the bounds by at most a factor
|∇| ≤ CB1/2λ
(
e
1/2
R N
e
1/2
v
)1/2
Ξ (1082)
|∇| ≤ CB1/2λ N1/2Ξ (1083)
so that each iteration of the parametrix gains at least
|∇|
λ
≤ CB
1/2
λ N
1/2Ξ
BλNΞ
(1084)
≤ CB−1/2λ N−1/2 (1085)
which will also gain the factor of N−1Ξ−1 which we require once sufficiently many terms in the
parametrix expansion have been taken. Likewise, we must check that each material derivative of this
term costs at most τ−1, which follows from comparing
‖|∇ξJ | − 1‖C0 ≤ Cb = CB−1/2λ
(
e
1/2
v
e
1/2
R N
)1/2
(1086)
‖ D¯
∂t
(|∇ξJ | − 1)‖C0 ≤ C‖ D¯
∂t
∇ξJ‖C0 ≤ CΞe1/2v (1087)
⇒
∣∣∣∣ D¯∂t
∣∣∣∣ ≤ CB1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
(Ξe1/2v ) (1088)
≤ Cb−1Ξe1/2v ≤ Cτ−1 (1089)
Thus, the High-High term can be treated in the same way as the Transport term, taking more terms
in the parametrix expansion if necessary. In each case, the terms QT , QH and QL enjoy a bound of
the same type as the bound on the first term of their parametrix expansion but with a worse constant.
Among all the stress terms, the terms QT and QH obey the worst bound of
‖QT‖C0 + ‖QH‖C0 ≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1090)
In particular, we have a bound
‖R1‖C0 ≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1091)
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for the entirety of the new stress.
At this point, we can finally choose the constant Bλ so that the goal
‖R1‖C0 ≤ CB−1/2λ
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1092)
E
1
20
(
e
1/2
v
e
1/2
R N
)−1/2
e
1/2
v e
1/2
R
N
(1093)
is satisfied.
Once Bλ has been chosen for this purpose, we know that each spatial derivative of R1 costs at most
|∇| ≤ CNΞ
which is exactly the target cost for a spatial derivative. Each material derivative costs
∣∣∣∣ D¯∂t
∣∣∣∣ ≤ Cτ−1 = C
(
e
1/2
v
e
1/2
R N
)−1/2
Ξe1/2v (1094)
which must be below the target cost of ∣∣∣∣ D¯∂t
∣∣∣∣E Ξ′(e′v)1/2 (1095)
E CNΞe
1/2
R (1096)
and this target cost has been satisfied as long as
(
ev
eR
)1/4
≤ N1/2 (1097)
This inequality follows from the condition
N ≥
(
ev
eR
)
and is enough to conclude the proof of Lemma (10.1).
27 Transport-Elliptic Estimates
In order to eliminate the error term in the parametrix it is necessary to solve the underdetermined,
elliptic equation
∂jQ
jl = U l
Qjl = Qlj
(1098)
For the proof of the Main Lemma, we need to have estimates for Q, spatial derivatives ∇kQ of Q,
and also the material derivative D¯Q∂t and its spatial derivatives.
159
First we recall from Lemma (6.2) that the divergence operator in equation (1098) can be inverted
by an operator R which has order −1.
Rather than commuting D¯∂t with the nonlocal operator R, we find a solution to (1098) with good
transport properties by solving (1098) via a transport equation obtained by commuting the diver-
gence operator with the material derivative. In this way, we directly obtain estimates for D¯Q∂t and its
derivatives.
Theorem 27.1. Let U l be a vector field such that∫
U l(t, x)dx = 0 (1099)
for all t, and such that
supp U ⊆ [t(I)− τ, t(I) + τ ]× T3 (1100)
for some time t(I) ∈ R and some τ ≤ Ξ−1e−1/2v .
Assume also that, for
Λ = BλNΞ
the velocity field U and its material derivative D¯U∂t obey the estimates
‖∇kU‖C0tL4x ≤ AΛk |k| = 0, . . . , L
‖∇k D¯U
∂t
‖C0tL4x ≤ Aτ−1Λk k = 0, . . . , L− 1
(1101)
Then there exists a solution Q to the equation (1098) depending linearly on U such that
1. For all t, ∫
Q(t, x)dx = 0 (1102)
2.
supp Q ⊆ [t(I)− 3τ/2, t(I) + 3τ/2]× T3 (1103)
3. For k = 0, . . . , L
‖∇k+1Q‖C0tL4x ≤ CAΛk (1104)
4. For k = 0, . . . , L− 1
‖∇k+1 D¯Q
∂t
‖C0tL4x ≤ CAτ−1Λk (1105)
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The proof of Theorem (27.1) relies on a transport equation which we now derive. To set up the
initial data, we set
Qjl(t(I), x) = Rjl[U(t(I), ·)](x) (1106)
With this choice of data, the equation (1098) is satisfied at the initial time t(I). The divergence
equation will remain satisfied at future times if we ensure that
D¯
∂t
∂jQ
jl = (∂t + v
i
ǫ∂i)∂jQ
jl =
D¯U l
∂t
(1107)
Commuting D¯∂t with the divergence operator leads to an underdetermined elliptic equation
D¯
∂t
∂jQ
jl = ∂j [
D¯
∂t
Qjl]− ∂jviǫ∂iQjl =
D¯U l
∂t
(1108)
We solve the above equation by inverting the divergence operator, which leads to an equation which
we call the Transport-Elliptic equation.
Lemma 27.1. Suppose that U l is a smooth vector field of integral 0, then if Qjl solves the transport
equation
D¯Qjl
∂t
= Rjl[∂ivbǫ∂bQik +
D¯Uk
∂t
] (1109)
with initial data
Qjl(t(I), x) = Rjl[U(t(I), ·)](x) (1110)
then Q also solves the equation
∂jQ
jl = U l (1111)
with ∫
Qdx = 0 (1112)
for all t.
Proof. At the initial time t = t(I), we have
∂jQ
jl(t(I), x) = ∂jRjl[U(t(I), ·)] (1113)
= PU l(t(I), x) (1114)
where P is the operator which projects to integral 0 vector fields. Because U has integral 0, we have
PU l(t, x) = U l(t, x)
so it is clear that equation (1111) is satisfied at time t(I).
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It now suffices to verify that (1108) is satisfied by the uniqueness of solutions to the initial value
problem for transport equations. This calculation will rely crucially on the fact that vǫ is divergence
free, which implies, for example, that the term
∂jv
b
ǫ∂bQ
jl = ∂j∂b[v
b
ǫQ
jl] (1115)
has integral 0.
By taking the divergence of (1109), we compute
∂j [
D¯
∂t
Qjl] = P [∂jvbǫ∂bQjl] + P
D¯U l
∂t
(1116)
= P [∂j∂b[vbǫQjl]]+ P D¯U l∂t (1117)
= ∂j∂b[v
b
ǫQ
jl] + P D¯U
l
∂t
(1118)
Since U l has integral 0 and vǫ is divergence free, we have that∫
D¯U
∂t
dx =
d
dt
∫
Udx = 0 (1119)
implying that P D¯Ul∂t = D¯U
l
∂t .
From (1118), we have
∂j [
D¯
∂t
Qjl] = ∂j [v
b
ǫ∂bQ
jl] +
D¯U l
∂t
(1120)
which is the equation (1108) that we had to verify.
To see that
∫
Qdx = 0 for all t, first observe that∫
Q(t(I), x)dx = 0 (1121)
by the property that the operator R maps to integral 0 tensors, and for the same reason,
d
dt
∫
Q(t(I), x)dx =
∫
D¯Q
∂t
dx = 0 (1122)
as well.
Our next goal for the section is to establish existence and a-priori estimates for the solution to the
PDE (1109).
27.1 Existence of Solutions for the Transport-Elliptic Equation
Global solutions to the linear equation
D¯Qjl
∂t
= Rjl[∂ivbǫ∂bQik +
D¯Uk
∂t
]
Qjl(t(I), x) = Rjl[U(t(I), ·)](x)
(1123)
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can be easily constructed by the method of Picard iteration, once the appropriate spaces have been
identified.
To begin the Picard iteration we define an operator T acting on symmetric (2, 0)-tensor fields which
solves the transport equation
D¯
∂t
[TQ]jl = Rjl[∂ivbǫ∂bQik +
D¯Uk
∂t
]
TQjl(t(I), x) = Rjl[U(t(I), ·)](x)
(1124)
so that a fixed point of T is a solution to the initial value problem (1123).
The operator T must be defined on an appropriately defined complete metric space, and the key
to identifying this metric space is the following, a-priori estimate
Proposition 27.1 (A priori estimate). If Q solves (1123) and U satisfies the bounds (1101), then
there are constants C1, C2 such that
1. ∫
Q(t, x)dx = 0 (1125)
2. ∑
|a|=1
∫
|∂aQ|4(t, x)dx ≤ C1A4eC2τ−1|t−t(I)| (1126)
Proof. At time t = t(I), the bound (1126) is a consequence of the bound
‖∇R[U ]‖L4 ≤ C‖U‖L4
so by Gronwall it suffices to prove that
|
∑
|a|=1
d
dt
∫
|∂aQ|4(t, x)dx| ≤ C2τ−1(
∑
|b|=1
3∑
j,l=1
∫
|∂bQjl|4(t, x)dx +A4) (1127)
To establish this inequality, we let ∂a be any derivative of order |a| = 1, and for any component ∂aQjl
of ∂aQ we compute the time derivative
d
dt
∫
|∂aQjl|4(t, x)dx =
∫
D¯
∂t
|∂aQjl|4dx (1128)
=
∫
4(∂aQ
jl)3[
D¯
∂t
∂aQ
jl]dx (1129)
=
∫
4(∂aQ
jl)3[∂a(
D¯
∂t
Qjl)− ∂aviǫ∂iQjl]dx (1130)
Since ‖∇vǫ‖C0 ≤ Ξe1/2v < τ−1, the second of these terms can be bounded by
|4
∫
(∂aQ
jl)3(∂av
i
ǫ∂iQ
jl)dx| ≤ Cτ−1
∫
|∂aQjl|4(t, x)dx (1131)
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For the first term in (1130), we use the equation (1123) to estimate
|
∫
(∂aQ
jl)3[∂a(
D¯
∂t
Qjl)]dx| = |
∫
(∂aQ
jl)3
(
∂aRjl[∂ivbǫ∂bQik +
D¯Uk
∂t
]
)
dx| (1132)
≤
∫ (
|∂aQjl|3
∣∣∂aRjl[∂ivbǫ∂bQik]∣∣+ |∂aQ|3|∂aRjl[D¯Uk∂t ]|
)
dx (1133)
The first of these terms is similar to what we have already encountered, and can be estimated using
Ho¨lder’s inequality,∫
|∂aQjl|3
∣∣∂aRjl[∂ivbǫ∂bQik]∣∣ dx ≤ ‖∇Q‖3L4‖∇Rjl[∂ivbǫ∂bQik]‖L4 (1134)
≤ ‖∇Qjl‖3L4‖∂ivbǫ∂bQik‖L4 (1135)
≤ Ξe1/2v ‖∇Q‖4L4 (1136)
≤ Cτ−1
∑
|b|=1
3∑
j,l=1
∫
|∂bQjl|4(t, x)dx (1137)
The latter term in (1133) can be estimated equivalently by applying Young’s inequality with ex-
ponents 34 +
1
4 = 1 to the pointwise product
|∂aQjl|3|Rjl[D¯U
∂t
]| = (τ−4/3|∂aQjl|3)(τ3/4|∂aRjl[D¯U
∂t
]|) (1138)
≤ 3
4
τ−1|∂aQjl|4 + 1
4
τ3
∣∣∣∣∂aRjl[D¯U∂t ]
∣∣∣∣
4
(1139)
This calculation gives the bounds
∫
|∂aQjl|3|Rjl[D¯U
∂t
]|dx ≤ C
∫
(τ−1|∂aQjl|4 + τ3
∣∣∣∣∂aRjl[D¯U∂t ]
∣∣∣∣
4
)dx (1140)
≤ Cτ−1
(∫
|∂aQjl|4dx+
∫
τ4
∣∣∣∣D¯U∂t
∣∣∣∣
4
dx
)
(1141)
≤ Cτ−1
(∫
|∂aQjl|4dx +A4
)
(1142)
which is the estimate required.
The proof of the above estimate can also be used to establish that on the space
X ⊆ C0tW 1,4x (R× T3;S) ⊆ C0t,x(R× T3;S)
defined by the conditions
X =
{
Qjl : R× T3 → S |
∫
Q(t, x)dx = 0 ∀ t ∈ R, Qjl(t(I), x) = Rjl[U(t(I), ·)](x)
∑
|a|=1
3∑
i,j=1
∫
|∂aQij |4(t, x)dx ≤ C1A4eC2τ−1|t−t(I)|


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the map T defined in (1124) maps X to itself when C1 and C2 are chosen appropriately. Furthermore,
when the space X is endowed with the metric deriving from the norm
||Q||X = sup
t∈R
e−Bτ
−1|t−t(I)|

∑
|a|=1
3∑
j,l=1
∫
|∂aQjl|4(t, x)dx


1/4
(1143)
then X is a complete metric space and essentially the same proof as that of Proposition (27.1) also
shows that T is a contraction on X whenever B is a sufficiently large constant. Therefore a unique,
global solution to the initial value problem (1123) exists.
27.2 Spatial derivative estimates for the solution to the Transport-Elliptic
equation
Following the methods of Section (27.1), we can also give bounds on the higher derivatives of solutions
to the equation (1123).
Proposition 27.2. The solution Q to the equation (1123) obeys the bounds
‖∇k+1Q‖L4x ≤ C1ΛkeC2τ
−1|t−t(I)|A (1144)
for k = 0, . . . , L
Proof. At the time t(I), the above inequality follows from the bounds (47) for R and the assumed
bounds (1101) on U and its spatial derivatives.
To establish the estimates (1144), we follow the strategy of Section (27.1) and define a weighted
energy
Definition 27.1.
EM [Q](t) ≡
M∑
K=1
3∑
j,l=1
∑
|a|=K
∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
4
dx (1145)
Since
EM [Q](t(I)) ≤ C1A4,
the exponential bound (1144) follows from Gronwall after we establish a differential inequality
|dEM [Q]
dt
| ≤ C2τ−1(EM [Q] +A4) (1146)
To establish the differential inequality, we fix a spatial derivative ∂a of order K and components jl
of ∂aQ
jl and calculate
d
dt
∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
4
dx =
∫
D¯
∂t
∣∣∣∣∂aQjlΛK−1
∣∣∣∣
4
dx (1147)
= 4
∫ (
∂aQ
jl
ΛK−1
)3
· Λ−(K−1)[ D¯
∂t
∂aQ
jl] (1148)
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Commutator Terms As in Section (27.1), we now commute D¯∂t = (∂t+ v
b
ǫ∂b) with ∂a = ∂a1 · · · ∂aK
to see that
D¯
∂t
∂aQ
jl = ∂a[
D¯Qjl
∂t
]−
∑
|a1|+|a2|=K,|a1|≥1
Caa1,a2∂a1v
b
ǫ∂a2∂bQ
jl (1149)
The commutator terms are acceptable in (1148), because they give rise to terms bounded by∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
3
· (Λ−(K−1)|∂a1vbǫ∂a2∂bQjl|)dx ≤
∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
3 ∣∣∣∣ ∂a1vbǫΛ|a1|−1
∣∣∣∣
∣∣∣∣∂a2∂bQjlΛ|a2|
∣∣∣∣ (1150)
Because |a1| ≥ 1, we have |a2| ≤ K − 1, and we can estimate the above by∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
3
· (Λ−(K−1)|∂a1vbǫ∂a2∂bQjl|)dx ≤ ‖
∂a1v
b
ǫ
Λ|a1|−1
‖C0EM [Q](t) (1151)
≤ C Ξ
|a1|
Λ|a1|−1
e1/2v EM [Q](t) (1152)
≤ CΞe1/2v EM [Q](t) (1153)
≤ Cτ−1EM [Q](t) (1154)
Concluding the Estimate for (1148) To conclude the proof of (1146), it remains to show that
for all multi-indices of order |a| = K − 1, we have
|
∫ (
∂aQ
jl
ΛK−1
)3
· Λ−(K−1)[∂a D¯Q
jl
∂t
]dx| ≤ Cτ−1(EM [Q](t) +A4) (1155)
Using the equation (1123), the integral inside the absolute values can be written as a sum∫ (
∂aQ
jl
ΛK−1
)3
· Λ−(K−1)[∂a D¯Q
jl
∂t
]dx =
∫ (
∂aQ
jl
ΛK−1
)3
· Λ−(K−1) (∂aRjl[∂ivbǫ∂bQik]) dx (1156)
+
∫ (
∂aQ
jl
ΛK−1
)3
· Λ−(K−1)∂aRjl[D¯U
∂t
]dx (1157)
= I + II (1158)
Let us first estimate the term I. By Ho¨lder’s inequality, I is bounded by
|I| ≤ ‖∂aQ
jl
ΛK−1
‖3L4x · Λ
−(K−1)‖∂aRjl[∂ivbǫ∂bQik‖L4x (1159)
By the boundedness properties (47) of R, we have that
Λ−(K−1)‖∂aRjl[∂ivbǫ∂bQik]‖L4x ≤ CΛ−(K−1)‖∇K−1[∂ivbǫ∂bQik]‖L4x (1160)
≤ CΛ−(K−1)
∑
|a1|+|a2|=K−1
‖∂a1∇vbǫ‖C0‖∂a2∂bQ‖L4 (1161)
≤ C
∑
|a1|+|a2|=K−1
∥∥∥∥∂a1∇vbǫΛ|a1|
∥∥∥∥
C0
∥∥∥∥∂a2∂bQΛ|a2|
∥∥∥∥
L4
(1162)
≤ CΞe1/2v EM [Q]1/4(t) (1163)
≤ Cτ−1EM [Q]1/4(t) (1164)
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Therefore, from (1159) I is bounded by
I ≤ Cτ−1EM [Q](t) (1165)
Now it remains to bound II in line (1157). We estimate this term by
∫ (
∂aQ
jl
ΛK−1
)3
·
(
Λ−(K−1) ∂aRjl[D¯U
∂t
]
)
dx ≤ Cτ−1
∫ ∣∣∣∣∂aQjlΛK−1
∣∣∣∣
4
dx (1166)
+
∫
τ3Λ−4(K−1)
∣∣∣∣∂aRjl[D¯U∂t ]
∣∣∣∣
4
dx (1167)
≤ Cτ−1
(
EM [Q](t) + τ
4Λ−4(K−1)
∫ ∣∣∣∣∇K−1[D¯U∂t ]
∣∣∣∣
4
dx
)
(1168)
≤ Cτ−1(EM [Q](t) +A4) (1169)
which establishes (1146) and concludes the proof of (1144).
27.3 Material derivatives of the solution to the Transport-Elliptic equation
With the estimates on spatial derivatives of the solution to (1123) in hand, we can now give bounds
for the coarse-scale material derivative D¯Q∂t of the solution to (1123) as well as its spatial derivatives.
We start by recalling the Transport-Elliptic equation
D¯Qjl
∂t
= Rjl[∂ivbǫ∂bQik +
D¯Uk
∂t
] (1170)
and estimating each term by
‖∇kRjl[∂ivbǫ∂bQik]‖L4 ≤ C‖∇|k|−1[∂ivbǫ∂bQik]‖L4 (1171)
≤ C
∑
|a1|+|a2|=|k|−1
‖∇|a1|+1vbǫ‖C0‖∇|a2|+1Qik‖L4 (1172)
≤ C
∑
|a1|+|a2|=|k|−1
Ξe1/2v Λ
|a1|(Λ|a2|AeCτ
−1|t−t(I)|) (1173)
≤ Cτ−1Λ|k|−1AeCτ−1|t−t(I)| (1174)
and
‖∇kRjl[D¯U
∂t
]‖L4 ≤ C‖∇|k|−1 D¯U
∂t
‖L4 (1175)
≤ Cτ−1Λ|k|−1A (1176)
27.4 Cutting off the solution to the Transport-Elliptic equation
We now use the preceding estimates on the solution to the Transport-Elliptic equation in order to
establish (27.1).
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Let Q∗ be the solution to the transport-elliptic equation (1123). Then Q∗ satisfies the elliptic
equation
∂jQ
jl
∗ = U
l,
but Q∗ may will not satisfy the properties desired by Theorem (27.1) because Q∗ will not be compactly
supported in time, and the estimates on its derivatives grow exponentially in time.
In order to fix this problem, we can simply cutoff Q∗. Namely, let η¯(t) be a cutoff function which
is equal to η¯(t) = 1 on the time interval [t(I)− τ, t(I) + τ ] containing the support of U l, and such that
η¯(t) is supported in [t(I)− 3τ/2, t(I) + 3τ/2]. Now define
Qjl = η¯(t)Q∗ (1177)
Then Q solves ∂jQ
jl = U l, Q has integral 0, and Q satisfies all of the estimates stated in the
Theorem (27.1) because the cutoff ensures that the exponential factors of eCτ
−1|t−t(I)| in the estimates
for Q∗ are all bounded. This concludes the proof of Theorem (27.1).
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Part X
Appendix
Here we prove some facts about regular dodecahedra which have been used in the proof.
To prove the fact stated in Lemma (7.1), we establish the following
Lemma 27.2. Let u ∈ R3 be such that
u× f 6= 0 (1178)
for all f ∈ F .
For every integer n ≥ 1 there exists a constant c > 0 and a set of rotations Om of the form
Om = e
θmu× m = 1, . . . , n (1179)
with the property that
|f ◦Om + f ′ ◦Om′ | ≥ c
f, f ′ ∈ F
m,m′ = 1, . . . , n
(1180)
holds unless f ′ = −f and m′ = m.
Proof. We proceed by induction on n.
For n = 1, we take θ1 = 0, so that
O1 = e
0u× = Id
is the identity. Then the property (1180) holds with c = min{|f + f ′| | f, f ′ ∈ F, f 6= −f ′}.
The rest of our rotations will all be part of a one parameter group of rotations
Ov = eθu×v. (1181)
Such maps are rotations, since for any v, w ∈ R3 we can see that for the auxiliary function φ(θ) defined
by
φ(θ) = <eθu×v, eθu×w>
we have
φ(0) = <v,w> (1182)
φ′(θ) = <u× (eθu×v), eθu×w>+<eθu×v, u× (eθu×w)> (1183)
= 0 (1184)
by a basic property of the cross product.
171
Now assume by induction that we have rotations eθmu×, m = 1, . . . , n for which the condition
(1180) holds. To find another rotation with the property (1180), we observe that for Oθ = e
θu×, we
have
|f ◦Oθ + f ′ ◦Om|2 = |f ◦Oθ|2 + |f ′ ◦Om|2 + 2<eθu×f, eθmu×f ′> (1185)
= 2(1 +<eθu×f, eθmu×f ′>) (1186)
= 2(1 +<e(θ−θm)u×f, f ′>) (1187)
By Cauchy Schwartz, this quantity can be zero only when the function
ψm,f,f ′(θ) = ψ(θ) = <e
(θ−θm)u×f, f ′> (1188)
reaches a minimum value equal to −1.
Now observe that ψ(θ) obeys the differential equation
ψ′′′(θ) + |u|2ψ′(θ) = <(u×)3e(θ−θm)u×f, f ′>+ |u|2<(u×)e(θ−θm)u×f, f ′> (1189)
ψ′′′(θ) + |u|2ψ′(θ) = 0 (1190)
As a consequence, ψ has the form
ψ(θ) = A+B cos(|u|θ) + C sin(|u|θ) (1191)
although at this point it is possible that B = 0 and C = 0.
Using the differential equation (1190), we can give a bound on the measure of the set
|{θ ∈ R/(2π|u|Z) | |ψ(θ) + 1| ≤ c}| ≤ Ac
1/2 (1192)
for some constant A. This bound will follow from the conservation law
(ψ′′(θ))2 + |u|2(ψ′(θ))2 = (ψ′′(θm))2 + |u|2(ψ′(θm))2 (1193)
once the conserved quantity has been shown to be nonzero at the initial θ = θm.
Let us assume by contradiction that both terms in (1193) are 0 at θ = θm. Namely,
ψ′(θm) = <u× f, f ′> = 0 (1194)
ψ′′(θm) = <(u×)2f, f ′> = 0 (1195)
−<u× f, u× f ′> = 0 (1196)
Then by the basic properties of the cross product we also know that
<u× f, u> = 0 (1197)
The condition (1178) implies that the set
{u, f ′, u× f ′}
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form a basis of R3, so from (1194), (1196), and (1197) we conclude that
u× f = 0 (1198)
which contradicts (1178). This argument confirms that the conserved quantity
(ψ′′(θ))2 + |u|2(ψ′(θ))2 = E2 > 0 (1199)
is strictly positive. This fact can now be used to conclude the bound (1192), since it implies, for
example, that one of
• |ψ′(θ)| ≥ E√
2|u|
• or |ψ′′(θ)| ≥ E√
2
holds at every point θ ∈ R/( 2π|u|Z). Using (1192), we can find a new constant c′ and a point θ ∈ R/( 2π|u|Z)
such that
|ψm,f,f ′(θ) + 1| ≥ c′ for all f, f ′ ∈ F,m = 1, . . . , n
which is enough to verify (1180).
We now give a proof of the identity (124) which we restate here in the form
δjl =
1
2
∑
f∈F
f jf l (1200)
=
1
4
∑
f∈F
f jf l (1201)
Proof of identity (124). To begin the proof, first observe that the bilinear form Gjl =
∑
f∈F f
jf l =
1
2
∑
f∈F f
jf l is invariant under the action of the icosahedral group in the sense that for every symmetry
g : R3 → R3 of the dodecahedron, we have
Sym2g(G)(u,w) = G(u ◦ g, w ◦ g) = G(u,w) for all u,w ∈ (R3)∗
In particular, G is invariant under the subgroup A5 of orientation-preserving symmetries of the dodec-
ahedron. We claim that every Gjl ∈ S that is invariant under A5 has the form
Gjl = Cδjl. (1202)
Taking the trace we must have C =
Gjlδjl
3 , thus establishing (124) for G
jl = 12
∑
f∈F f
jf l, which we
have restated here in identity (1200). In the language of representation theory, our claim is that the
dimension of the space
SA5 = {Gjl | Sym2g(Gjl) = Gjl ∀ g ∈ A5}
of A5-invariant elements of S is 1, or that the trivial representation of A5 has multiplicity 1 in the
representation S = Sym2(R3). This is a nice exercise in character theory. To complete it, one should
recall the conjugacy classes in A5, namely:
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• The identity class c = 〈Id〉 has 1 element
• The class c = 〈(12)(34)〉 has 15 elements of order 2, which rotate the dodecahedron by an angle
π about an axis drawn between the midpoints of opposite edges
• The class c = 〈(123)〉 has 20 three-cycles, which rotate the dodecahedron by an angle 2π/3 about
an axis drawn between two opposite vertices
• The class c = 〈(12345)〉 has 12 five-cycles, which rotate the dodecahedron by an angle 2π/5
about an axis drawn between the centers of opposite pentagonal faces
• The class c = 〈(13524)〉 = 〈(12345)2〉 has 12 five-cycles, which rotate the dodecahedron by an
angle 4π/5 about an axis drawn between the centers of opposite pentagonal faces
Having a geometric description of how each element in A5 acts on R
3 allows us to compute the
eigenvalues, and in particular the traces, of the corresponding matrices. These are useful quantities
because the dimension of SA5 is equal to the trace of the operator
1
|A5|
∑
g∈A5
Sym2g : S → S
which projects to the invariant subspace SA5 of S. That is,
dim SA5 = 1|A5|

∑
g∈A5
tr Sym2g

 (1203)
We can compute this trace using the plethysm formula
tr Sym2(g) =
1
2
(
tr (g2) + tr2(g)
)
All these operators satisfy some polynomial gk − 1 = 0, so they can be diagonalized on the complex
vector space C3 = C ⊗ R3 and the pairwise symmetric products of their eigenvectors form a basis
for C ⊗ S; then, in terms of the eigenvalues of the operators, the above identity simply expresses the
equality
∑
1≤i≤j≤3
λiλj =
1
2
3∑
i=1
λ2i +
1
2
(
3∑
i=1
λi
)2
λi ∈ C (1204)
For example, when g is the identity, all the eigenvalues are 1 and we confirm that the dimension of S
is 3+92 = 6, and the above numerical identity is a very familiar formula for triangular numbers.
All of our operators g are rotations in R3 by some angle θ; the trace of such an operator is given by
1+eiθ+e−iθ. For example, letting ωk = e2πi/k, the three cycle acts with trace tr (123) = 1+ω3+ω−13 =
1 + ω3 + ω
2
3 = (1− ω33)/(1− ω3) = 0. Using these observations, we can build a table
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Id 〈(12)(34)〉 〈(123)〉 〈(12345)〉 〈(13524)〉
# 1 15 20 12 12
tr 3 −1 0 1 + ω5 + ω45 1 + ω25 + ω35
tr Sym2 6 2 0
(1+ω5+ω
4
5)
2+(1+ω25+ω
3
5)
2
(1+ω25+ω
3
5)
2+(1+ω5+ω
4
5)
2
When we sum the terms in the formula (1203) which come from the 5-cycles, there is a cancellation
from 1+ ω5 + ω
2
5 + ω
3
5 + ω
4
5 = 0. Using this observation and some observations about the geometry of
a regular pentagon, we can now see that
dim SA5 = 1
60
(
6 + 2 · 15 + 12 · 1 + (1 + ω
2
5 + ω
3
5)
2 + (1 + ω5 + ω
4
5)
2
2
)
(1205)
<
1
10
(
1 + 5 + (1 + 22 + 32)
)
= 2 (1206)
Of course, the left hand side is an integer, and it is at least 1 because δjl ∈ SA5 is nonzero, so this
bound is enough to conclude the proof.
As a first application of the identity (1200), we calculate the angle between projectively distinct
faces of the dodecahedron.
Lemma 27.3. Suppose that x, y ∈ F and y ∈ F \ {x}, then
(x · y)2 = 1
5
(1207)
Hence,
|x ∧ y|2 = |x|2|y|2 − (x · y)2 = 4
5
(1208)
Proof. Let x be a fixed face of the projective dodecahedron. Let σx be a nontrivial rotation which
fixes the pentagonal face x and permutes the 5 faces adjacent to x. Then σx has order 5, and cannot
fix any of the five adjacent projective faces because it does not obtain the eigenvalue −1 while acting
on R3, and the eigenvalue 1 is obtained only in the x direction itself since the rotation is nontrivial.
Hence, σx acts transitively on the other five faces in F \ {x}, and therefore the number
(x · y)2 = (σkxx · σkxy)2 (1209)
= (x · σkxy)2 (1210)
does not depend on the other face y ∈ F \ {x}.
To calculate this number, we apply the identity (1200) to give
δjlxjxl =
1
2
∑
f∈F
f jf lxjxl (1211)
|x|2 = 1
2
(|x|2 + 5(x · y)2) (1212)
(x · y)2 = |x|
2
5
=
1
5
(1213)
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As a final application of the identity (1200), we establish the linear independence Claim (1) of
Lemma (7.3). Claim (2) of Lemma (7.3) can be proven using the same argument below.
Proof of Lemma (7.2). Suppose we have a linear relation
∑
f∈F
αff
jf l = 0 (1214)
As we discussed in the proof of (1207), every face f∗ ∈ F, has a set of five adjacent faces N (f∗). They
can be obtained by starting with a single adjacent side x, and then rotating around the center of the
face f∗ using the five-cycle σf∗ . These faces represent all the other projective faces in F
N (f∗) = {σkf∗x | k = 0, . . . , 4} = F \ {f∗}
since σf∗ only obtains an eigenvalue of ±1 on f∗ itself, and σf∗ therefore must act transitively on the
other 5 faces since σf∗ has order 5 and acts faithfully.
We can now act on the linear combination (1214) with the group 〈σf∗〉 to produce potentially new
relations, and by averaging these relations we see that
αf∗f
j
∗f
l
∗ + αˆ(f∗)
∑
f∈N (f∗)
f jf l = 0, (1215)
where αˆ(f∗) = 15
∑
f∈N (f∗) αf . We first subtract both the summation over N (f∗) and the term
αˆ(f∗)f
j
∗f l∗ from the equation, then use the identity (1200) to see that
(αf∗ − αˆ)f j∗f l∗ = −αˆ
∑
f∈F
f jf l (1216)
= −2αˆδjl. (1217)
Both sides must be zero; otherwise they would differ in rank. In particular, αˆ(f∗) = 0 = αf∗ for all
f∗ ∈ F.
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