Abstract. In this paper, we study the effects of the coarse grid correction process on multigrid convergence for hyperbolic problems in one and two dimensions. We approach this from the perspective of phase error, which allows us to exploit the hyperbolic nature of the underlying PDE. In particular, we consider three combinations of coarse grid operators and coarse grid solution approaches: (1) inexact coarse grid solve with direct discretization, (2) exact coarse grid solve with direct discretization, and (3) exact coarse grid solve with Galerkin coarse grid operator. For all these approaches, we show that the convergence behavior of multigrid can be precisely described by the phase error analysis of the coarse grid correction matrix, and we verify our results by numerical examples in one and two dimensions.
version, the local mode analysis, can be obtained by considering an infinite grid, i.e., ignoring the boundary effect. It was first introduced to analyze multigrid smoothing and two-level analysis by Brandt [3] and was later extended in [5, 6, 7, 8] ; see also [17, 30, 31, 35] . In the half-space mode analysis [4, 5, 6, 10] , the boundary effect can also be studied. For nonelliptic problems, first differential approximation (FDA) analysis [4] is often used to analyze smooth components. In this analysis, the discrete differential operator is replaced by its FDA [38] , and the intergrid transfer and smoothing operators are ignored. For a model convection-diffusion equation with very small diffusion coefficient, it has been shown in [4, 10, 11] that the two-level convergence factor is at best 0.5. Fourier analysis of multigrid methods for convection dominated problems can also be found in [16, 29, 35] . Although two-level analysis is often sufficient to determine convergence behavior, occassionally, three-level analysis is necessary [36] .
In the classical Fourier analysis mentioned above, the asymptotic convergence rate of multigrid convergence is often measured by the spectral radius of the iteration matrix. For elliptic problems, the spectral radius has been found to be an accurate measure of asymptotic convergence rates. For hyperbolic problems, however, the eigenvalues of the iteration matrix of multigrid are in general complex. The spectral radius estimate would ignore the phase angle information. In the analysis of numerical schemes for hyperbolic equations, phase angle, more commonly known as phase velocity, has been used extensively [32] . However, the use of phase error analysis in the multigrid context has not been much explored. We are advocating such an approach in this paper. We use standard Fourier analysis to compute the Fourier symbol of the multigrid iteration matrix, in particular, the symbol of the coarse grid correction matrix. In addition to the spectral radius, we also study the phase error of the Fourier symbol to gain more insight into the multigrid convergence.
The discretization schemes studied in this paper are primarily first order and are commonly used in multigrid literature for hyperbolic or convection-diffusion equations (see, e.g., [10, 31, 36, 39] ). However, our phase error analysis is general; it is not restricted to any particular scheme. In section 4.4, a nonlinear second order total vartiation diminishing scheme is considered. Although Fourier analysis is not applicable, we show numerically that the phase error analysis can still be used to analyze the effectiveness of the coarse grid correction. Furthermore, we remark that the discretization scheme alone does not determine the phase error of the coarse grid correction, which is a combination of restriction, coarse grid solution (CGS), and prolongation. For instance, although the dissipation of first order upwind schemes dominates the dispersive effect, we find that the phase error of the coarse grid correction process can still be significantly large. A change in the multigrid components such as restriction and prolongation, however, can reduce or even remove (cf. section 5) the phase error.
To explore the wave propagation nature of the underlying hyperbolic PDEs, Gustafsson and Lötstedt [15, 26] first analyze the phase error (or phase velocity) of a multigrid approach and prove that a speedup of 2 K − 1 in convergence is obtained using K grids for smooth errors, which would not be inferred from the spectral radius analysis. In practice, however, the multigrid convergence can be much slower than the analysis predicts due to severe numerical oscillations generated by the algorithm (cf. section 2). In the analysis of Gustafsson and Lötstedt, they focus primarily on the leading order term of the asymptotic expansion of the phase speed. In this paper, we extend their analysis to include also the first order correction term with which we can explain the dispersive behavior of the multigrid process, which turns out to have a significant influence on the convergence rate.
We find that the phase error analysis is not only useful for the wave propagation multigrid approach but can also be used to explain the efficiency of other coarse grid correction methods. One common coarse grid correction approach is to use discretization matrices as coarse grid operators (CGOs). It has been shown by Brandt and Yavneh in [4, 10, 11, 39] that the resulting coarse grid correction has O(1) error for the characteristic components for 2D nonaligned flow problems. Our phase error analysis not only recovers the same result but also provides more insight into the source of the error. In particular, we prove that this coarse grid correction is only first order accurate for cross-characteristic components due to the phase shift error caused by the discretization CGOs.
In this paper, we show that the Galerkin coarse grid correction [28, 40] can be a more efficient approach (the same is also observed in [39] ) from the perspective of the phase error. We prove that the phase error of the coarse grid correction is smaller than that of the previous approach, and hence higher order accuracy of the coarse grid correction can be achieved. We note, however, that Galerkin CGOs tend to become central difference discrete operators, which may lead to spurious oscillations in the coarser grid calculations. To remedy this problem, Dendy [14] uses operatordependent restriction and interpolation constructed from the symmetric part of the operator. Yavneh [39] also uses interpolation and restriction operators, which depend on the flow directions, together with artificial viscosity. He also pointed out that the order of accuracy of the high frequency components is crucial to obtain efficient Gakerlin coarse grid correction. Based on our phase error analysis, one could use the Galerkin approach with an appropriately defined interpolation so that the Galerkin CGO is stable. How to construct such an interpolation, however, requires substantial investigation and is not within the scope of this paper. We also note that accurate (higher order) non-Galerkin CGOs can be constructed, which would result in small phase errors. However, such CGOs may have the same stability problem as the Galerkin approach. Thus, the non-Galerkin CGOs we considered are limited to those by direct discretization.
We would like to remark that the FDA analysis [4] does not take into account the effect of the intergrid transfer operators. However, as reported in [4, p. 84] , downwind residual transfer is observed to produce better convergence results, which was not explained. In fact, different interpolation and restriction operators lead to very different phase errors of the coarse grid correction process. In section 5, we demonstrate how our phase error analysis can successfully prove the fast convergence of two multigrid methods using upwind-type interpolation and restriction.
In section 3, explicit analytic formulae for the asymptotic expansion of the phase error of the different coarse grid correction approaches are established in one dimension. In section 4, results in two dimensions are presented with emphasis on Fourier components in the characteristic and cross-characteristic directions. Numerical results are given in section 6 to compare how these coarse grid correction approaches affect the actual multigrid convergence. Finally, concluding remarks are given in section 7.
Model problem.
The model problem we are interested in is the steady state solution of linear hyperbolic equations,
subject to periodic boundary conditions. Here, a i (x) are smooth functions, and Ω is a d-dimensional unit cube. Discretizing the equation by finite difference methods on a standard uniform fine grid Ω h on Ω with mesh size h results in a linear system
The discrete problem is solved using K grids, l . The solution process on the coarsest grid is denoted by CGS. A standard multigrid V(q 1 ,q 2 )-cycle algorithm with q 1 steps of presmoothing and q 2 steps of postsmoothing can be written as [3, 17] procedure MG(l,u,f)
Multigrid convergence is often studied by means of Fourier analysis [6, 7, 8, 17, 30, 31, 35] . In two dimensions, the discrete Fourier function (mode), ψ h µ,ν , can be written as
We note that ψ h µ,ν , with |µ|, |ν| ≈ 0, correspond to smooth or less oscillatory (low) modes whereas ψ h µ,ν , |µ|, |ν| ≈ N , correspond to the most oscillatory (high) modes. The orthogonal Fourier transform matrix Q h can be formed by taking ψ h µ,ν as its columns. For two-grid analysis, it is customary to pair up the low-low, high-low, low-high, and high-high modes together: 
where p, r, and L H are the prolongation, restriction, and CGOs, respectively. The convergence of the two-grid method will then be determined byM µ,ν , which is often referred to as the Fourier symbol of the iteration matrix. In standard Fourier analysis of two-grid convergence, the spectral radius ofM µ,ν is considered. More precisely, the asymptotic convergence rate is often measured by (see, e.g., [17, 31, 35] )
where ρ(M µ,ν ) denotes the spectral radius ofM µ,ν . Since eigenvalues ofM µ,ν are complex in general, the spectral radius takes into account only the modulus information of the eigenvalues while ignoring the phase angle information. Using the terminology from numerical methods for solving hyperbolic equations, the spectral radius essentially corresponds to the dissipation and the phase angle corresponds to the dispersion. Their definitions are given as follows. Given a finite difference scheme in one dimension, suppose the Fourier transform of the numerical solution at time step n + 1 can be written aŝ
where g(µ) is the amplification factor and µ is the wave number. The scheme is dissipative if |g(µ)| < 1, and dispersive if the phase velocity [32] , κ(µ), defined as,
is different for a different wave number µ, where ∆t is the time step size. The phase velocity, κ(µ), measures the propagation speed of the wave with wave number µ. The concepts of dissipation and dispersion become very useful in the context of multigrid when one interprets the smoothing process as solving a pseudotimedependent problem:
The coarse grid problem is often solved by a few steps of smoothing, e.g., CGS(u, f ) = S q1+q2 (u, f ). This approach was proposed by Jameson, Schmidt, and Turkel [19, 21] and Ni [27] and later analyzed by Gustafsson and Lötstedt [15, 26] . The idea is to accelerate error propagation by taking larger time steps on the coarse grids. To give a more precise account of the wave propagation property of the multigrid V(1,0)-cycle, Gustafsson and Lötstedt analyzed the dispersion, or phase velocity, of the multigrid process by a Fourier analysis of the two-grid iteration matrix M = CS. The smoother considered is an m-stage Runge-Kutta method, and hence the coarse grid correction matrix, C, and the iteration matrix of the smoother, S, are given by 
Consequently, the phase velocity of the two-grid method is
In general, if t l denotes the time step on grid l, then the phase speed of the K-level multigrid method is given by
Thus, they can explain the fast propagation of this multigrid approach, which would not be explained by the standard spectral radius or dissipation analysis.
However, the effective speed of wave propagation observed is much slower than the analysis predicts. The reason is that their analysis focuses primarily on the leading order terms of the Taylor expansion of λ 1 , which only accounts for the speed of propagation of smooth waves. However, the error after smoothing also consists of nonnegligible higher frequency modes, which need to be taken into account.
As an example, we take a square wave as the initial error, which consists of nonnegligible high frequency Fourier modes. Snapshots of the error in the first sixty multigrid V-cycles are shown in Figure 2 .1. We use linear interpolation, one step of Euler smoothing, and three coarse grids. The number of fine grid points is 128. For ∆t = 0.5∆x, the single grid method (i.e., only smoothing) will converge in 256 iterations. The analysis of Gustafsson and Lötstedt estimated that the multigrid method should have a speedup of 2 3 − 1 = 7, and it should have converged in 36 iterations. However, it takes more than 100 iterations to reduce the initial residual norm by 10 −6 . The reason is that, as shown in Figure 2 .1, oscillations are generated as the wave propagates to the right-a phenomenon of dispersion.
In this paper, we do not consider any specific smoothers; we only assume that the smoothers are effective in reducing high frequency errors. Thus the multigrid convergence will hinge on the effectiveness of the coarse grid correction. As the main theme of this paper, we shall consider three types of coarse grid correction approaches commonly used in the literature and analyze them using phase error analysis. The first one is the wave propagation approach just described in which the coarse grid problem is solved approximately by a few smoothing steps and the CGO is obtained by direct discretization. The second approach is to solve the coarse grid problem exactly and also obtain the CGO by direct discretization. The third approach is like the second one except that Galerkin CGO is used.
3. One dimension. This paper will focus on the phase error analysis in two dimensions. However, most of the 2D results are motivated by the 1D analysis. To make the paper self-contained, we briefly summarize the main 1D results here. The details of the analysis can be found in [33] . The 1D hyperbolic equation is discretized by the standard first order upwinding. We note that a higher order method can also be considered (cf. section 4.4). In this paper, however, the primary focus is on the phase error analysis of the coarse grid correction process, which is the result of the restriction, CGO, and interpolation. [15, 26] for this approach, they only provide information on the phase speed of the smooth wave propagation. Thus, their analysis would not be able to explain the oscillatory phenomenon as shown in Figure 2 .1. In this section, we extend the phase velocity analysis to also include the first order term in the asymptotic expansions.
Inexact coarse grid solve, direct discretization CGO. In the Fourier analysis of Gustafsson and Lötstedt
The coarse grid solve is carried out by one step of m-stage Runge-Kutta smoothing. For easy exposition, we take m = 1, ∆t H = λH, where λ is the CFL-number. Thus the coarse grid correction matrix can be written as
where p is the linear interpolation and r = 1 2 p T its transpose, as considered in [15, 26] . Then, the 2 × 2 subblocks of the Fourier transform of C are given bŷ
Since Gustafsson and Lötstedt consider one presmoothing and no postsmoothing, the Fourier symbol of the iteration matrix has the formM µ =Ĉ µŜµ . Note that S µ is a diagonal matrix. Moreover, if the smoother is effective in reducing high frequency errors, thenŜ µ (1, 1), the (1,1) entry ofŜ µ , is dominant. Consequently, M µ is essentially determined byĈ µ (1, 1), which represents the low frequency-low frequency interaction. In other words, it represents how the smooth waves are changed by the coarse grid correction. Hence, we focus just on the (1,1) entry ofĈ µ . By (3.1), 
Below we present our result on the dispersion ofĈ µ (1, 1), which is not considered explicitly by Gustafsson and Lötstedt [15] .
Theorem 3.1. The coarse grid correction is dissipative of order 2 for 0 < λ ≤ 1/2 and dispersive. More precisely, the dissipation and phase velocity ofĈ µ are given, respectively, by
Proof. For the proof see [33] . There are two implications of Theorem 3.1. First, considering |Ĉ µ (1, 1)|, the CFL condition on λ (≤ 1 2 ) is more restrictive than that imposed by Euler's smoothing (λ ≤ 1). Second, the leading order term shows that the coarse grid correction has an effect of propagating smooth waves with speed 2. Furthermore, we note that the second term is negative for 0 < λ < 1. Thus, the nonconstant smooth waves will have a negative phase velocity error, which accounts for the oscillations generated at the tail as the wave propagates to the right; see Figure 2 .1.
Exact coarse grid solve, direct discretization CGO.
The dispersion effect discussed in section 3.1 is largely due to the inexact coarse grid solve, and it explains that different waves travel at different speeds, which delay the overall multigrid convergence. In this section, we consider an exact coarse grid solve instead. Thus, as in standard multigrid, the idea is to eliminate the smooth errors completely on the coarse grid while the oscillatory errors are damped by the smoother. The CGOs used are the same as before; we apply the same discretization scheme to all the coarse grids. Linear interpolation is used for intergrid transfer. As an example, we apply this multigrid with three coarse grids to solve our model problem. The numerical solutions obtained are shown in Figure 3 .1. Although the solutions are converging to 0 (note the change in scale on the y-axis), the formation of the relatively large error in the middle is unexpected since the starting solution is very smooth, and the exact coarse grid solve should, in principle, have eliminated it completely.
We discuss the numerical oscillation with the help of several plots, followed by a phase error analysis. We use the same multigrid method to solve the model problem. This time, we use three grids and many smoothing steps (25, and λ = 0.8) to provide a better illustration. In Figure 3 .2(a), we start with a smooth starting function u (1) (solid line) on the first grid and obtainū (1) (dashed line) after 25 smoothing steps. We then restrict the residual to the second grid and apply the two-grid method to solve the error equation on this grid. The initial guess is zero. The initial error, e (2) (solid line), and the error after 25 smoothing steps,ē (2) (dashed line), are shown in Figure 3 .2(b). We then restrict the residual to the third grid and solve the error equation exactly. The coarse grid error is then interpolated back to the second grid as pe (3) (dotted line) in Figure 3 .2(b). In principle, the coarse grid error pe (3) should approximate well the error on the current gridē (2) , which seems to be close, but it is clearly shifted a bit to the left. Thus, after the coarse grid correction, the error of the updated solution (dash-dotted line) shows an oscillation underneathē (2) due to the shift. Finally, we interpolate the solution on the second grid, which is the coarse grid error for the first grid, back to the first grid. The solution after the coarse grid correction (dash-dotted) is shown in Figure 3 .2(c). Instead of obtaining a near zero function, we have two oscillations corresponding to the coarse grid corrections of the second and third grids, respectively.
We use a phase error analysis to explain this phenomenon for the two-grid method. With exact coarse grid solve, the coarse grid correction matrix is
As in the previous approach, we are interested in the low-low interaction, i.e., the (1,1) entry ofĈ µ .
Theorem 3.2. The coarse grid correction of smooth waves given by the exact coarse grid solve together with linear interpolation is only first order accurate, with
Proof.
e., the effect of exact coarse grid solve. The (1,1) entry ofD µ can be calculated aŝ
As a result,Ĉ
The results follow by Taylor expansion. By examining the formula ofD µ (1, 1), we can see thatD µ (1, 1) has the effect of shifting waves of any frequency by 1/2 grid point (to the left) immediately after the exact coarse grid solve. In other words, the coarse grid error given by the exact coarse grid solve and the fine grid error differ by 1/2 grid point. Thus, it explains precisely the slight shift of the coarse grid correction error (dash-dotted line) shown in Figure 3 .2(b). As we shall see in the next section, this shift arises essentially from the discretization of the first order PDE with two different mesh sizes, which cause dispersion to occur. Due to the shift generated byD µ (1, 1), the amplification factor ofĈ µ (1, 1) = O(µπh), i.e., the coarse grid correction, is only first order accurate.
3.3.
Exact coarse grid solve, Galerkin CGO. In the elliptic case, one often uses the Galerkin approach to form the coarse grid correction operator
since the coarse grid error is minimized in the A-norm. For hyperbolic equations, however, the Galerkin CGO is less commonly used. In this section, we consider the use of a Galerkin CGO with exact coarse grid solve and show that it does not have the dispersion effect caused by the discretization matrix on the coarse grid, as in the non-Galerkin approach. We start with a similar numerical experiment as in the previous section. This time, we only use two grids. In Figure 3.3(a) , it shows the smooth starting function and the solution after 25 smoothing steps. An exact coarse grid solve is used with a Galerkin CGO. The interpolated coarse grid error (dotted line) and the error after coarse grid correction (dash-dotted line) are shown in Figure 3.3(b) . We see that the CGS approximates well the error on the fine grid, and hence the error after the coarse grid correction is essentially gone; thus, there is no visible oscillation.
We explain the numerical observation by the phase error analysis. Since the CGO is obtained by the Galerkin process, its Fourier transform can be calculated as follows:
2h .
Theorem 3.3. The coarse grid correction of smooth waves given by the exact coarse grid solve and Galerkin CGO is third order accurate, with
Proof. We define D as in the proof of Theorem 3.2. The (1,1) entry ofD µ is then given bŷ
By direct calculation, the amplification factor ofD µ (1, 1) and the phase angle θ are given by
The results forĈ µ follow by Taylor expansion. We see that the phase error ofD µ (1, 1) in the Galerkin approach is two orders of magnitude smaller than that in the non-Galerkin approach, implying that essentially no shifting occurs after the exact coarse grid solve. Consequently, the coarse grid correction operator is two orders more accurate.
Two dimensions.
We extend the phase error analysis of section 3.1 to two dimensions. Consider the convection dominated problem on a unit square:
with periodic boundary condition. In particular, we focus on two model problems:
(1) entering flow (constant coefficient):
(2) recirculating flow (variable coefficient):
We discretize the equation using the first order upwind scheme on a uniform fine grid {(x 
2h ;
see, for instance, [39] . Since our primary focus is on the limit → 0, we shall ignore the elliptic term in the analysis. Also, we assume a, b are positive; general a, b can be treated similarly. We remark that Gauss-Seidel smoothing with "downstream ordering" is often used in multigrid for convection dominated problems [1, 10, 18, 24, 34] . In this approach, the role of Gauss-Seidel is not only as a smoother but also, at least in part, as a solver. In this paper, however, we concentrate only on the effect of coarse grid correction, and hence we do not take into account the ordering issue.
Inexact coarse grid solve, direct discretization CGO.
In the 1D analysis, we conclude that the multigrid V-cycle convergence is delayed by the oscillation generated as a result of the dispersive effect caused by the coarse grid correction. In the following, we shall show that similar oscillations occur also in the 2D case. The interpolation, p, and the restriction, r, are bilinear and full weighting, respectively; hence r = 1/4p
T . The smoother is the same as in one dimension-a first order Runge-Kutta method, which is also Richardson smoothing.
Assuming a, b constant, the Fourier symbol of the coarse grid correction matrix C is given bŷ
In particular, we are interested in the (1,1) entry ofĈ µ,ν ,
To gain more insight into the formula ofĈ µ,ν (1, 1), we consider the special case where a = b = 1 and we have frequencies in the characteristic direction, i.e., ν = µ. Proof. Under the assumptions,
The results follow from Taylor expansion on |Ĉ µ,ν (1, 1)| and phase ofĈ µ,ν (1, 1). Figure 4 .1(a) shows max µ,ν |Ĉ µ,ν (1, 1)| for different values of λ, a = b = 1. We note that the stability requirement for the coarse grid correction is 0 ≤ λ ≤ 1/4, whereas that for smoothing is only 0 ≤ λ ≤ 1/2. Thus, a more restrictive CFLnumber is needed, which is consistent with the 1D result (cf. Theorem 3.1). For λ = 0.25, Figure 4 .1(b) shows thatĈ µ,ν (1, 1) is dissipative for all values of µ, ν. Figure 4 .1(c) shows the phase velocity ofĈ µ,ν (1, 1). For µ, ν ≈ 0, the phase velocity is approximately 2; thus smooth waves propagate at a speed of 2 on the coarse grid. Moreover, as µ, ν increases, the phase velocity decreases from 2, suggesting that dispersion also occurs in the 2D case.
As an example, we solve the model entering flow problem by multigrid, and snapshots of the errors in the first 15 V-cycles are shown in Figure 4 .2. We use bilinear interpolation, one presmoothing, and three grids. The mesh size is h = 1/32, and λ = 0.25. We observe that oscillations are generated at the tail as the square wave propagates from (−1, −1) to (1,1), which agrees with our phase velocity analysis.
For the recirculating flow problem, Fourier analysis is not feasible, and yet we still observe a similar wave propagation phenomenon as in the entering flow case; see Figure 4 .3. The same parameters are used as before. We can see that the wave rotates around the domain with oscillations at the tail due to dispersion of the coarse grid correction. Thus, the results of the phase velocity analysis for constant coefficient problems appear to hold also for variable coefficient problems.
Exact coarse grid solve, direct discretization CGO.
Instead of applying a few steps of smoothing on the coarse grid, we solve the coarse grid equation exactly. Direct discretization is used for the CGO. Thus, the coarse grid correction matrix is
and its Fourier transform is given bŷ 
.
To better understand the formula, we consider two special and yet important cases: frequency components in the characteristic direction, i.e., (µ, ν) such that bµ − aν = 0, and the cross-characteristic direction 1 [4, 11, 39] , i.e., (µ, ν) such that aµ + bν = 0.
Theorem 4.2. For the components in the characteristic direction and assuming
For the components in the cross-characteristic direction and positive constants a, b,
In particular, for a = b, thenĈ µ,ν (1, 1) = 1 − c 6 µ /2. Proof. As in the corresponding 1D case, we are also interested in the effect of the exact coarse grid solve, i.e., D = p(L H ) −1 rL h , whose Fourier transform is given bŷ
In the characteristic direction, and a = b, then
As a result,Ĉ 
In the cross-characteristic direction, and positive constants a, b, by l'Hospital's rule,
For a = b = 1, the explicit formula forĈ µ,ν (1, 1) follows from direct substitution.
We note that our analysis for the cross-characteristic direction is consistent with the result of Brandt and Yavneh [11] in which they also showed that lim µ→0Ĉµ,ν (1,1)= 1/2 for the special case b = 0, and so they concluded that the coarse grid error is not a good approximation to the fine grid error for components in the cross-characteristic directions. In [39] , Yavneh proposes the use of higher order interpolation and restriction operators and more accurate discretizations of the CGO to improve the accuracy of the coarse grid correction.
In both [11, 39] , the phase error is not discussed, which has been shown by Theorem 4.2 to be relevant for components in the characteristic direction. Specifically, in the characteristic direction, the magnitude of these components is accurate:
However, it has a phase error of µπh/2. Qualitatively speaking, the coarse grid error is shifted by h/2 in the characteristic direction, and hence the accuracy ofĈ µ,ν (1, 1) is only first order. Figure 4 .4(c) shows the scaled values of the phase angles, θ (µ+ν)πh , which measure the amount of shift in the coarse grid error along the flow direction. In the characteristic direction, the amount of shift is negative and relatively constant. In the cross-characteristic direction, the amount of shift varies. Thus, we expect the coarse grid error to be slightly shifted from the fine grid error. 5(a) and (b) show the contour plots of the fine grid error (dashed line) and the interpolated coarse grid error (solid line) for the entering flow and recirculating flow, respectively. Both results agree with the phase analysis in that the interpolated coarse grid errors are shifted behind the direction of the flow. We note that the amount of shift depends on the mesh size, and hence it becomes more serious on the coarser meshes which occurs when many levels of multigrid are used.
Exact coarse grid solve, Galerkin CGO.
To avoid the shifting phenomenon, we use the Galerkin approach to form the CGO, i.e.,
Thus, the Fourier transform of the coarse grid correction matrix is given bŷ
We again consider the characteristic and cross-characteristic components. 
where the Fourier transform of the Galerkin CGO is given bŷ In the characteristic direction and a = b, (4.1) becomeŝ
LetD µ,ν (1, 1) = |D µ,ν (1, 1)|e iθ and, by direct calculation,
Thus, the coarse grid error is accurate in magnitude and the phase shift is negligibly small. As a result, we havê
, and the result follows from Taylor expansion. In the cross-characteristic directions, general positive constants a, b, we obtain the limit result by a similar calculation as in the proof of Theorem 4.2. Finally, if in addition, a = b, then
In the Galerkin approach, the magnitudes of smooth coarse grid errors are 1 for both cross-characteristic and characteristic components. Furthermore, there is essentially no phase shift in both directions, as opposed to the non-Galerkin approach. As a result, the coarse grid correction is second and third order accurate in the characteristic and cross-characteristic components, respectively. 
High order method.
We have considered first order upwind discretization so far. However, the phase error analysis is not restricted to first order methods. In fact, our phase error analysis does not assume any particular discretization schemes or multigrid methods. Here, we illustrate the phase shift error (cf. sections 3.2 and 4.2) for a second order total variation diminishing (TVD) scheme [25] :
where λ is a parameter (which in the time dependent case is the CFL-number) and
is the minmod function. Since it is nonlinear, Fourier analysis is not applicable. Thus, we demonstrate the phase shift error numerically. The CGO is obtained by direct discretization and the coarse grid problem is solved exactly. In Figure 4 .8(a), we show the fine grid error (solid line) and the error after coarse grid correction (dashed line). We can see that the coarse grid error is shifted to the left (probably by half a grid point), just like in Figure 3 .2. The errors of the 2D entering flow problem are shown in Figure 4 .8(b), where the contour plots of the fine grid error (dotted line) and the coarse grid error (solid line) are shown. As in Figure 4 .5, the coarse grid error is shifted behind the direction of the flow. In conclusion, the phase error property of the coarse grid correction approach with the direct discretization CGO and exact coarse grid solve using the second order TVD schemes in one and two dimensions is consistent with the results using the first order upwind schemes.
Summary.
In practice, the wave propagation approach is appealing since it is simple and uses the same smoothing method on all the coarse grids. However, such coarse grid correction is dispersive and oscillations generated can slow down multigrid convergence. For the exact coarse grid solve, direct discretization approach, the same smoothing method can also be used on all the coarse grids. Since exact coarse grid solve is used, the dispersive effect is much improved. However, the coarse grid correction is only first order accurate, leading to slower convergence. For the Galerkin approach, the coarse grid correction is more accurate, and hence the resulting multigrid convergence should be like the elliptic case.
We note that although our analysis suggests that the Galerkin approach has the least phase error, in practice, however, there are several issues to be addressed. It has been observed that the Galerkin CGOs on the coarse grids become more and more like the central finite difference operators and hence lead to stability problems. To remedy this, carefully designed interpolation and restriction are needed, for instance, operator-dependent interpolations and restrictions [14, 40] , such that the resulting Galerkin CGO is stable. If the intergrid transfer operators are chosen such that the Galerkin CGO coincides with the one by direct discretization, then we would expect the phase error to be small even if direct discretization were used together with such intergrid transfer operators. The construction of an appropriate interpolation and restriction, however, requires further research.
Applications.
In the FDA analysis [4, 10, 11] , the effect of the interpolation and restriction operators are ignored. However, as we have seen, the phase error property of the coarse grid correction process is coupled with the CGO as well as the intergrid transfer operators. In this section, we show that the phase error analysis can explain the fast convergence of two multigrid methods which use direct discretization CGO and upwind-type interpolation and restriction.
5.1.
Modified inexact coarse grid solve, direct discretization CGO. In section 3.1, we show that the convergence of the multigrid methods based on the wave propagation approach is slowed down by the dispersion effect. To fix this problem, upwind-type interpolation and restriction are proposed in [22] . More precisely, the upwind-biased residual restriction operator, r, can be defined as
where d h is the fine grid residual. Similarly, the interpolation of a coarse grid function v H is given by
Moreover, the coarse grid update formula is also modified:
whereū h andū H are the approximate solutions after smoothing on the fine and coarse grids, respectively. When applying this multigrid method to solve the 1D problem, the iteration matrix M of a two-level method is given by
where
In this case, the iteration matrix cannot be written as a product of two matrices. Thus, we will compute the eigenvalues ofM directly. Lemma 5.1. The Fourier transformed iteration matrix is given bŷ
Suppose the largest time step size is taken, i.e., λ = 1.0. We have the following result. .
By direct calculation, the eigenvalues ofM µ are 0 and e −4µπhi . By Theorem 5.2, the phase velocity is 4 for any wave number µ. Hence there is no dispersion, as opposed to the wave propagation approach discussed in section 3.1. In other words, the numerical error will propagate with a speed of 4. Numerical results showing fast convergence of this multigrid method can be found in [22] .
5.2.
Modified exact coarse grid solve, direct discretization CGO. Linear interpolation and full weighting are used in the exact coarse grid correction, direct discretization approach in section 3.2. Here we use the upwind restriction defined in (5.1) instead. For an analysis that ignores the interpolation and restriction operators used, for instance, the first differential approximate analysis [4] , we would have concluded that the modified multigrid method would not be any better than the one using full weighting. However, as indicated in the numerical section of [4, p. 84] , such restriction indeed leads to better convergence, but no explanation was given. We can explain this phenomenon from the phase velocity perspective. In particular, we shall show that there can be no phase error in the coarse grid correction. Proof. Denote the upwind restriction operator byr. Using the Fourier transform results in sections 3.2 and 5.1, the Fourier transform of the coarse grid correction (12) matrix is given bŷ
As opposed to the results in section 3.2, if appropriate interpolation and/or restriction is used, there is no phase error in the coarse grid correction process when direct discretization is used. Hence, fast multigrid convergence is expected. In fact, the Fourier transformed coarse grid correction matrix coincides with the one derived in the case of the Poisson equation.
Numerical results.
In the following, we compare the effects of different coarse grid corrections on the convergence of multigrid V-cycles. The first example is the steady state solution of the 1D linear wave equation:
Euler's method is used as the smoother for the approaches with CFL number λ = 0.5. Linear interpolation and full weighting restriction are used between grids. The multigrid V-cycle iterations stop when the relative residual norm is less than 10 −6 . Zero boundary condition is used.
The number of multigrid V-cycles is shown in Table 6 .1. For simplicity, we denote the three coarse grid correction approaches by inexact, non-Galerkin, and Galerkin, respectively. To verify the results of the previous sections, we use two multigrid levels and consider a smooth initial guess and a square wave initial guess (in parentheses). The results show that the number of multigrid V-cycles taken by the inexact coarse grid correction increases as the mesh size decreases; thus we do not observe the classical mesh-independent convergence. Moreover, the convergence is slow due to the dispersion of the inexact coarse grid solve. Both non-Galerkin and Galerkin approaches, which use exact coarse grid solve, show much better convergence. However, due to the phase error that occurred at coarse grid correction, the non-Galerkin approach is not as efficient as the Galerkin approach. We also note that the square wave initial guess, which consists of more significant intermediate high frequencies, has more severe dispersive effects on the multigrid convergence. Qualitatively speaking, both initial guesses give very similar results and hence we will show only those using the smooth initial guess in the following tests. The same qualitative results hold when more coarse grids are used. Table 6 .2 shows the multilevel convergence of the inexact and non-Galerkin coarse grid correction approaches. The Galerkin approach requires different smoothing parameters on the coarse grids since the CGOs are changed from grid to grid, and hence it is not tested in this case. For the inexact coarse grid correction approach, the convergence should, in principle, have been improved by using more coarse grids based on the result of Gustafsson and Lötstedt (cf. Theorem 2.1). This is indeed true when the mesh size is very small (h = 1/256) since the small wave number components are more dominant in the initial guess. But when the coarse grid becomes smaller, the convergence starts to deteriorate. For the non-Galerkin approach, the multigrid convergence also starts to deteriorate on the coarser grids due to the shift of the coarse grid errors, which is more serious with larger mesh size. Thus the phase errors in the coarse grid correction cause more serious damage to the multigrid convergence with more coarse grid levels.
We next consider the model entering flow and recirculating flow problems in two dimensions (cf. section 4). For the entering flow problem, two pre-and two postEuler's smoothing are used for all the coarse grid correction approaches and the CFL number, λ = 0.25. For the recirculating flow problem, we find that the smoothing effect of Euler's method is very poor. Thus, we use Gauss-Seidel for the presmoothing and backward Gauss-Seidel for the postsmoothing. As noted in section 4, special orderings are often used to enhance convergence. But here, we focus on the coarse grid correction part, and therefore natural ordering is used. Linear interpolation and full weighting restriction are used for all cases except for the singular point (0.5,0.5) of the recirculating flow problem, in which injection is used instead [11] .
The two-grid results are shown in Table 6 .3. As in the 1D case, the convergence of the Runge-Kutta coarse grid correction approach is slow because of the dispersion effect. The convergence of the non-Galerkin and Galerkin approaches is shown to be insensitive to the mesh size. We also remark that although our phase velocity analysis cannot be applied to variable coefficient cases, the numerical results of the recirculating flow indicate that the same conclusions hold for the different coarse grid correction approaches.
We remark that the numerical results in Table 6 .3 can be improved by using more robust smoothers [35] , for instance, four direction point Gauss-Seidel, alternating line Jacobi with damping, and alternating zebra relaxation with damping. In this paper, however, we focus on the coarse grid correction and do not optimize the choice of smoothers.
Conclusions.
We have demonstrated that phase error analysis is a useful tool for analyzing multigrid methods for convection dominated problems and brings more insight into the efficiency of different coarse grid correction approaches. In contrast with the elliptic case, where multigrid convergence is governed by smoothing of high frequencies and coarse grid correction of the smooth frequencies, we have shown that it also depends on the phase errors on coarse grids for hyperbolic problems.
For Runge-Kutta coarse grid correction, the propagation of smooth waves is accelerated by using coarse grids. However, dispersion occurs in the coarse grid correction process, which substantially slows down the multigrid convergence. The exact coarse grid solve approach does not rely on wave propagation, and hence dispersion is not an issue. However, for the use of the discretization matrix as the CGO, there is a phase shift error in the coarse grid error which deteriorates the multigrid convergence. The Galerkin approach has the advantage of maintaining small shift error in the coarse grid correction. However, one needs to form the CGOs on every grid, and hence to determine new sets of parameters, e.g., time step size, for the smoother to obtain good smoothing efficiency.
We have addressed the issue of phase error analysis of multigrid methods for convection dominated problems. However, the design of new multigrid methods which possess good phase error properties requires further investigation.
