Successfully detecting shadows in still images is challenging yet has wide applications. Shadow properties and features are very important for shadow detection and processing. The aim of this work is to find some new physical properties of shadows and use them as shadow features to design an effective shadow detection method for outdoor color images. We observe that although the spectral power distribution (SPD) of daylight and that of skylight are quite different, in each channel, the spectrum ratio of the point-wise product of daylight SPD with sRGB color matching functions (CMFs) to the point-wise product of skylight SPD with sRGB CMFs roughly approximates a constant. This further leads to that the ratios of linear sRGB pixel values of surfaces illuminated by daylight (in non-shadow regions) to those illuminated by skylight (in shadow regions) equal to a constant in each channel. Following this observation, we calculated the spectrum ratios under various Sun angles and further found out four new shadow properties. With these properties as shadow features, we developed a simple shadow detection method to quickly locate shadows in single still images. In our method, we classify an edge as a shadow or non-shadow edge by verifying whether the pixel values on both sides of the Canny edges satisfy the three shadow verification criteria derived from the shadow properties. Extensive experiments and comparison show that our method outperforms state-of-the-art shadow detection methods.
Introduction
Shadows are physical phenomena observed in most natural scenes. Recently, shadow detection has attracted a lot of attention in computer vision and pattern recognition communities. Shadows in an image can provide useful information about the scene. For example, they provide cues about the location of the Sun as well as the shape and the geometry of the occluder. Lalonde et al. [1] employed detected shadows to estimate the most likely illumination direction in outdoor scenes. Cao and Hassan [2] employed multiple views of objects and their cast shadows to perform camera calibration. Kawasaki and Furukawa [3] proposed a method to reconstruct 3D scenes using cast shadows and scene geometries. On the other hand, removing shadows in an image significantly aids in a wide range of important computer vision tasks, such as feature extraction, image segmentation, object detection, and object tracking. Based on shadow detection methods, some shadow removal methods (like [4] [5] [6] [7] ) can be applied to remove the detected shadows. No matter utilizing or removing shadow, it should be detected first. Therefore, shadow detection is of great practical significance in computer vision and pattern recognition.
For shadow detection on images, a high proportion of shadow detection methods focus on detecting moving shadows [8] [9] [10] [11] [12] [13] [14] . Moving shadow detection methods firstly employ the frame difference technique to locate moving objects and their moving shadows. The problem of shadow detection then becomes differentiating the moving objects from the moving shadows. Recently, learning approaches are commonly applied in the shadow detection literature. The representative learning approaches include the Gaussian mixture model [15] for learning the background appearance variations under cast shadow, the unsupervised kernel-based model [16] for estimating the cast shadow direction, and the Support Vector technique for co-training different shadow features [17] . Interested readers may refer to [18, 19] for a good review of shadow detection methods in video sequences. However, these successful moving shadow detection methods cannot be applied to detect static shadows in a single image.
Compared with detecting moving shadows, detecting static shadows is a more challenging task. It can be applied in a larger variety of applications and has recently been attracting more attentions in computer vision and pattern recognition. Some static shadow detection methods require two images to provide complementary information for a more accurate shadow detection. Finlayson et al. [20] employed a chromogenic camera to take two pictures of a scene to detect shadows. Iwama et al. [21] proposed a calibrated binocular camera-based method to segment shadows. As a special application of detecting shadow in single images, some literatures [22] [23] [24] focus on detecting shadows in aerial images. Very recently, learning approaches have been extended from moving shadow detection to static shadow detection. Lalonde et al. [25] proposed a conditional random field learning approach to detect ground shadows in consumer-grade photographs. Zhu et al. [26] combined boosted decision tree and conditional random field learning to detect shadows in monochromatic images. Guo et al. [27] trained their classifier using SVM with the RBF kernel to detect shadows for a single image. Panagopoulos et al. [28] employed the Fisher distribution learning method to model shadows with 3D geometry information as prior knowledge. The performance of these learning-based methods often depends on the training sets. In other words, learning on different training sets may lead to different shadow detection results. Furthermore, these learning-based methods may be timeconsuming since they often need to extract complex statistical features, e.g., texture and histogram, to feed into the classifier for detecting shadows. As a result, they may not be applicable in realtime applications.
Despite these extensive studies, robust static shadow detection remains a difficult problem. To a large extent, it is due to the lack of robust shadow features. The most straightforward feature of a shadow is that it darkens the surface it casts on. This feature is adopted by some methods directly [23] or indirectly [12] . Other features like histograms [29] , texture [30] , color ratio [31] , and gradient [32] are also frequently adopted. These features may not be robust enough in some applications. For example, shadowed regions are often dark, with less texture and little gradient, but some non-shadowed regions may also have similar characteristics. Therefore, new shadow properties and features are important to perform shadow detection and processing.
As a nature phenomenon, a shadow has physical properties that should be adopted in shadow detection. As illustrated in Fig. 1 , humans may identify a shadow by exploring the contrast near edges. Without contrast, it is difficult to determine whether the color checker is in the shadow or not. Therefore, the contrast between the shadow and its background should be used to perform the shadow detection task. In our previous work [33] , we proposed the tricolor attenuation model that describes the attenuation relationship between a shadow and its non-shadow background in three color channels. In our follow-up work [34] , we further deduced a linear model that describes the pixel values of surfaces in a shadow region and a non-shadow region have a linear relationship. The aim of this work is to find additional new physical properties of shadows by analyzing the sRGB color matching functions (CMFs) and spectral power distribution (SPD) of illumination, and then take these shadow properties as features to design a novel and effective shadow detection method. The contributions of this paper include:
We observe that in each color channel the point-wise product of daylight SPD with CMFs (H¼ R, G, B) roughly approximates to the point-wise product of skylight SPD with CMFs (H ¼R, G, B) multiplying a constant (we name it as spectrum ratio). We further show that the ratio of pixel values of a surface illuminated by daylight vs. those by skylight equals to the constant, which is independent of surface reflectance and holds true in each of the three color channels.
Based on the calculated spectrum ratios under various representative Sun angles, we found out four new shadow properties which represent physical characteristics of shadows.
Following the four new shadow properties, we derive three verification criteria and then propose an effective shadow detection method which can quickly locate shadows.
The rest of the paper is organized as follows. In Section 2, we describe the deduced spectrum ratio properties of shadows. In Section 3, we describe the shadow detection method. In Section 4, we show and analyze the experimental results. We end this paper with a brief discussion and conclusion in Section 5.
Spectrum ratio properties of shadows

Spectrum ratio
Given the SPD of illumination EðλÞ, objects reflectance SðλÞ, and sRGB CMFs Q ðλÞ, the linear sRGB tristimulus values for visible light whose spectrum ranges from 400 nm to 700 nm are computed by
The superscript L denotes non-Gamma corrected linear pixel values;
The subscript H denotes the red, green, and blue channel when replaced with R, G, and B, respectively; w H represents the white balance factor, in the case of SðλÞ ¼ 1,
for the red, green, and blue channel, which simultaneously satisfies the following two conditions [35] :
η is a factor to approximate the camera exposure and is defined as follows:
Gamma correction can be applied on Eq. (1) to convert the linear sRGB values to sRGB values by
In order to seek shadow characteristics that are independent of surface reflectance, we investigate the point-wise product of the outdoor illumination and sRGB CMFs since illumination and camera spectral responses have much less randomness than reflectance. In the following, we will use the SPD of Sun angle at 60° (Fig. 2) as an example. Fig. 3 shows the results by point-wisely multiplying the SPD of daylight and skylight with the CMFs for the red, green, and blue channel. We observe that though the SPD of daylight and skylight are quite different, in each color channel, the point-wise product of daylight SPD with CMFs (H ¼ R; G; B) roughly approximates to the point-wise product of skylight SPD with CMFs (H ¼ R; G; B) multiplying a constant. We apply the simple exhaustive search method to solve this optimization problem. We set the sampling step size of λ in Eq. (6) as 10 nm and set the step size of K H as 0.01. The derived three constants (6.79, 5.92, and 4.24 for red, green, and blue channels, respectively) are used to generate the three plots in Fig. 3 .
In the following, we will show that in each channel, the linear sRGB pixel values of a surface illuminated by daylight are proportional to those of the same surface illuminated by skylight, and the proportional coefficients equal to spectrum ratios K H .
We replace EðλÞ in Eq. (1) with E sky ðλÞ to model the linear sRGB tristimulus values for visible light on a surface in a shadow area by
Similarly, we replace EðλÞ in Eq. (1) with E day ðλÞ to model the linear sRGB tristimulus values for visible light on the same surface in a non-shadow area by
If we divide Eq. (8) by Eq. (7) and combine with Eq. (5), we have,
From Eq. (9), we can find that the linear sRGB tristimulus values of a surface illuminated by daylight are proportional to those of the same surface illuminated by skylight in each of the three color channels. Furthermore, the proportional coefficients are independent of reflectance and approximately equal to the spectrum ratios determined by Eq. (6). Since most consumer photographic image formats such as JPEG, BMP and TIF are encoded in the sRGB color space and are Gamma corrected, it is necessary to investigate how to calculate K H from Gamma corrected sRGB values. From Eq. (4), ð10Þ
Then we have,
Based on Eq. (9), we can simplify Eq. (11) to the following:
Equation (12) shows spectrum ratios can be directly calculated from the Gamma corrected sRGB pixel values by:
Certainly, we can also convert the Gamma corrected sRGB values to linearized values by inverse Gamma correction and calculate
Both methods are quite unsophisticated. More details about the derivation and verification can be found in our previous work [34] . The advantage of taking the spectrum ratios as physical properties of shadows is that they are independent of wavelength and reflectance.
New shadow properties
Similar to calculating K H in 601 , we can further calculate K H in other representative Sun angles ranging from 201 to 801. We measured SPDs of daylight and skylight at representative Sun angles by an Avantes USB 2.0 spectrometer for one year. In meteorology, there are SPD calculation methods based on analyzing the transmittance functions of absorption and scattering along the path solar radiation through the atmosphere. The two representative spectral models include SMARTS2 [36] and MOD-TRAN [37] . However, they are too complex to use because there are many parameters to be determined and unfortunately most of these meteorological parameters are not readily available for computer vision applications. Therefore, we measured these SPDs of daylight and skylight rather than modeled them for the K H calculations. We measured them one or two times each week for one year at different times (Sun angle) and under different weather conditions. To eliminate the influence of noise and little errors of the measurements, we used mean values of the measurements for the K H calculation. For most situations that shadow often takes place (e.g., clear weather, little overcast, and big clouds that do not cover the Sun), SPDs of daylight and skylight are relatively stable. They follow a normal distribution as Fig. 2 shows under the same Sun angles. But sometimes, their amplitude varies noticeably; fortunately, the variation in amplitude does not affect the K H according to Eq. (1). The value of K H for the Sun angle less than 201 or greater than 801 is not computed since in our and nearby cities, we can only observe Sun angles between 201 and 801. We used these measured SPDs only to find general rules of K H , our proposed shadow features are not sensitive to small SPDs variation caused by factors such as time, location, and seasons, since our shadow features and detection methods do not rely on the exact values of K H . Table 1 lists the spectrum ratios of daylight and skylight for Sun angles from 201 to 801. To facilitate future discussion, we also list the difference between K R and K G and the difference between K G and K B for each Sun angle. 
Property 3. The differences between K H (K R À K G and K G ÀK B ) are not very small, and these differences normally decrease as the Sun angle increases. The differences between K H satisfy K R ÀK G oK G ÀK B .
Property 4. The value of K H at any angle is less than twice of the value of K H at the next angle, which is 101 larger than the current investigated angle. That is, K
, where K H x is the value of the K H at the angle of x.
These referenced shadow properties will be utilized to generate the three shadow verification criteria in our proposed shadow detection algorithm.
Shadow detection algorithm
Based on the four new physical shadow properties, we propose a novel shadow detection algorithm for an outdoor color image. Our shadow detection algorithm consists of three steps: multithreshold edge extraction, K H calculation, and shadow edge classification. The multi-threshold edge extraction step functions as the preprocessing step, which effectively breaks the connection between shadow edges and object edges. The K H calculation step employs the dilated regions along the detected edges to compute the values of K H . The shadow edge classification step employs the three criteria derived from the new shadow properties to classify each edge as shadow edge or non-shadow edge (e.g., object edge). In the following, we explain each of the three steps in detail. 
Multi-threshold edge extraction
We employ the Canny edge detector to extract edges from an image due to its superior performance in extracting thin edges and its robustness to noises. We should avoid long edges since the shadow edge and the object edge may be connected together, which will affect the shadow verification step. To this end, we adopt the multiple thresholds (T¼ 0.9, 0.8, …, and 0.2) when we employ the Canny edge detector and use the subtraction of Canny results with two adjacent thresholds as the edge images.
K H calculation
From Eq. (12), we compute K H by
where F H and f H denote the Gamma corrected pixel values of the non-shadow and shadow counterparts, respectively. To overcome noise and obtain fast computing, for each edge, we calculate the mean pixel values on its both sides in each channel to determine the spectrum ratios.
Proposition 1. The 'mean' operation does not change the spectrum ratios computed from the shadow and non-shadow paired pixel elements within the area covered by the mean filter.
Proof. We rewrite Eq. (13) as follows:
Suppose we have n shadow and non-shadow counterparts on two sides of an edge, we have,
Dividing n on both sides, we have 1 n
It can then be rewritten as follows:
Finally we have
□
Comparing Eqs. (13) and (18), it clearly demonstrates that the averaged pixel values in non-shadow vs. in shadow region has the same spectrum ratios as its individual non-shadow vs. shadow pixels within the region. In other words, the 'mean' operation does not change the spectrum ratios. This conclusion also verifies the claim about Eq. (9) that "the spectrum ratios are independent of the wavelength and reflectance". For each detected edge, we enlarge the edge regions by applying a binary dilation operation with size of six pixels on both sides. Fig. 4 illustrates the dilated edge regions for the edge, where the blue area represents the shadow region and the red area represents the non-shadow region.
We calculate the average pixel values in each dilated region along the edge in each color channel. We then take the one with the larger average pixel value as the non-shadow side and the smaller one as the shadow side to compute K H using Eq. (18).
Shadow edge classification
We finally use the calculated K H and the aforementioned shadow properties to differentiate shadow edges from object edges. Specifically, we classify the edge as the shadow edge if all of the following three verification criteria are satisfied: Criterion 3:
Parameter ε is the lower bound for the difference between K R and K G and the difference between K G and K B for Sun angle less than 901 (i.e., K R 4 K 80 R ). Since we cannot obtain the differences among three K H values for Sun angle of 901 in our city and nearby cities, the lower bound for this angle is set to be a half of ε based on the shadow Property 4. Table 1 shows that
G is the smallest difference among three K H values for Sun angles ranging from 201 to 801. The shadow Property 3 also summarizes that the difference increases as the Sun angle decreases. Therefore, we set ε as Our experiments show that these simple predefined coefficients can achieve good shadow detection performance. Coefficients obtained by other methods (e.g., fitting K H with different Sun angles, and obtaining two coefficients in each channel) do not offer better performance.
It should be noted that Criterion 2 is a special case of Criterion 3. When ε ¼ 0, Criterion 3 becomes Criterion 2. Here, we list them as two separate criteria due to the following reasons: (1) Criterion 2 does not involve any parameter and has simple expression; (2) Criterion 2 is powerful and robust since it can correctly classify about 85% of non-shadow edges. Thus in some applications that only need coarse shadow detection, Criterion 2 can be separately used for fast detection.
Algorithm pseudocode and illustration
The detail of our shadow detection algorithm is presented as follows: Algorithm input: an outdoor color image Algorithm output: shadow edge detected image 
End loop
Where Canny(T) denotes the results of Canny edge detector on an image with threshold T. The left part in Fig. 5 shows one original image and its edge images obtained by the multithreshold edge detector. Two kinds of edges, namely, shadow edges and non-shadow edges are clearly presented in the edge image. The right part in Fig. 5 shows shadow edges satisfying all three criteria and the final shadow detection result. It clearly shows that all non-shadow edges are successfully removed after classification on each edge images. The final result is obtained by adding all shadow edges in different Canny edge images. Matlab code of this paper is available at (http://vision.sia.cn/our team/ JiandongTian/Matlab codes of shadow detection.zip).
Experiments and comparisons
In this section, we compare our proposed shadow detection algorithm with two state-of-the-art shadow detection algorithms [25, 27] on various outdoor single color images in terms of shadow detection results, quantitative results, running time, and results on images without shadows. In our experiments, we use images containing shadows with different scenes and reflectance and images that do not contain shadows to test the shadow detection results of the three methods. In Table 2 , we summarize the different types of experiments carried out on the paper, the aim of these experiments as well as the types of images used for each type of experiment. Fig. 6 shows shadow detection results obtained by our method and two state-of-the-art methods [25, 27] on seven representative images, which cover a large selection of shadow scenarios. The two images shown in the top two rows contain shadows on surfaces with different reflectance. The image shown in the third row contains noisy shadow. The image shown in the fourth row is a textureless aerial image. The image shown in the fifth row contains shadows on different surfaces such as plastic and grass. The two images shown in the last two rows contain more complex contents. The shadow detection results of our proposed method, [25] and [27] are presented in the second, third, and fourth columns, respectively. The results and comparisons are summarized as follows: 1) For the first two images with different reflectance, our method detects more accurate shadows than Lalonde's method and Guo's method. Both methods miss some shadow edges along the contour of the bicycle and falsely detect some grass and skin as shadow edges. 2) For the next three images, our method detects a majority of shadow edges with a few misclassified shadow edges. For example, it detects edges along the curbside in the fourth image as shadows. In comparison, both other methods miss many shadow edges. In detail, Lalonde's method misses some shadow edges of the wheel in the third image and the tree in the fifth image. Guo's method misses most shadows in the third image, mistakenly classifies the edges on the curbside edges in the fourth image as shadow edges, and misses the human body shadow in the fifth image. 3) For the last two images, our method successfully detects all the shadow edges with a few misclassified shadow edges. Lalonde's method has false cast shadow detection on the house in the sixth image and on the ground in the last image. Guo's method gives more false positives. Fig. 6 shows that our proposed shadow detection method achieves better shadow detection results than the other two methods. It should be noted that our method does not require any training and therefore always achieves the same shadow detection results. However, both other methods in comparison sometimes achieve different shadow detection results when employing the learned knowledge from different training images. For example, the learning method [38] can be applied in Lalonde's method to estimate the ground likelihood, which can be combined into the shadow detector to ensure detecting ground shadows. However, incorporating the ground likelihood may not always lead to better shadow detection results. In Fig. 7 , we compare the shadow detection results using Lalonde's method without and with ground likelihood, respectively. It shows that Lalonde's method achieves better shadow detection results for the first image when no ground likelihood is incorporated and achieves better shadow detection results for the second image when ground likelihood is incorporated. Similarly, Guo's method produces different shadow detection results when different training sets are used. In Fig. 8 , we compare Guo's shadow detection results using Guo's training set and UCF training set. It clearly shows the differences in the shadow detection results by using different training sets. Achieving different results may be a drawback when these methods are applied in real applications, since it is a challenge for a system to automatically identify which result is better. It should be noted that the results of the two compared methods shown in Fig. 6 are the best attained results.
Running time
Shadow detection usually is a preprocessing step of various practical computer vision tasks. As a result, quick detection is important. We compare the running time of three shadow detection methods, measured in seconds, in Table 3 . All experiments were conducted on a computer with Intel (R) Core TM 2 Q8400 2.66 GHz CPU and 2GB RAM memory. The programs were compiled with Matlab R2010b. Table 3 shows that our method is faster than the other two methods. Guo's method is faster than Lalonde's method in images 1 and 4-7. However, it is slower in images 2 and 3. The average running time on these seven images for our method, Guo's method, and Lalonde's methods is 39.7, 461.0, and 279.7 s respectively. This shows the efficiency of our method.
Quantitative results
To evaluate whether our method generalizes well to other illumination conditions, we conducted extensive experiments on four datasets including Zhu's dataset [26] , Lalonde's dataset [25] , Guo's dataset [27] , and our dataset. Our dataset contains a variety of images, downloaded from the web or real-captured by a Canon EOS 5D Mark II camera, with scenes that other three datasets do not include. Particularly we carefully captured images under different Sun angles and different weather conditions (include clear sky, little overcast, and big clouds that did not cover the Sun). The four datasets contain 563 real-world images altogether. To the best of our knowledge, we have employed the most extensive images to compare the shadow detection results. We demonstrate some original images with different scenes and our shadow detection results in Fig. 9 . Specifically, we test our shadow detection method on images with different reflectance materials (e.g., road, grass, sands, wood, and snow) and different occluders (e.g., shadows of people, building, leaves, and animals). Some images also contain one shadow which covers the areas with different reflectance. Fig. 9 demonstrates that our shadow detection method works well on these different kinds of images. To quantitatively evaluate the effectiveness of our and compared methods, the commonly-used precision, recall, and F-measure are computed.
Where TP denotes the true shadows that are correctly identified, FN denotes the true shadows that are erroneously classified as non-shadow, and FP denotes the true non-shadow pixels that are erroneously classified as shadows.The higher precision, recall, and F-measure denote better shadow detection results. All these factors are determined by a direct pixel-wise comparison between the ground truth shadow edge map and the predicted shadow edge map. Considering the fact that many of the shadow boundaries are soft, we allow 2 pixel Euclidean distance error between the ground truth and the detected shadow edge maps to tolerate a slight localization error. Since Guo's method is focused on shadow area detection, we extract its edge maps for a fair result evaluation. The experimental results by our results and those by [25, 27] on each and the entire dataset is summarized in Table 4 . It clearly shows that our method achieves the highest precision, recall, and F-measure on all images, indicating that our method is the most robust, and that our proposed four shadow properties and three shadow verification criteria are effective. Additionally, on each dataset, our method outperforms the compared methods in all situations, with the exclusion of the one case that Lalonde's method has 0.01 better precision on Lalonde's dataset. However, unlike Lalonde's and Guo's methods employing a complex classifier to learn several complicated shadow features, our method only requires a simple verification on Canny edges, indicating the effectiveness of the proposed spectrum ratio properties.
Results on images without shadows
Previous researchers evaluate their methods on images that do contain shadows. However, if a shadow detection algorithm frequently detects object edges as shadow edges, it may cause new problems rather than bringing any advantages for the later processing stages. Since the shadow features proposed in this paper represent the essential physical properties of shadows, our shadow verification step can be used to verify whether an arbitrary edge is a shadow edge or not. Therefore, our method can be applied on images that do not contain shadows. To this end, we compare the three shadow detection results on images that do not contain shadows. In Fig. 10 , we compare the shadow detection results of our method, Lalonde's method, and Guo's method on two representative images containing a significant number of object edges. Our method outperforms the other two methods in classifying the least amount of non-shadow edges as shadow edges. Specifically, our method does not detect any shadow edges in the first image and detects two squares in the second image. The other two methods find different shadow edges in the first image and a significantly large number of squares as shadow edges in the second image.
Limitations
The extensive comparison shows the effectiveness of our proposed shadow properties and the shadow detection method. However, our method does not work well on images with overexposed regions. Fig. 11 shows two failure cases for our shadow detector. It shows that the failures mainly occur at overexposed regions. This is because overexposure generally increases pixel values in an image. Non-shadow pixels with values above 255 are truncated to 255. This makes K H , calculated from the dilated regions of the candidate shadow edges, become smaller than its true values. As a result, the shadow edges do not satisfy our three verification criteria, which lead to the false negative failures at these regions. Our method also has limitation on shadows with soft boundaries. As shown in Fig. 12 , we test our method on 
Table 3
Comparison of running time of the three shadow detection methods. Image IDs from 1 to 7 correspond to images in Fig. 6 dissolve shadows. We captured dissolve shadows by changing lens with a different focus length. From the results we can find that the detected edges is not continuous when a shadow's boundary becomes soft. This is mainly because the Canny edge detector cannot extract the boundary out and further lead to the verification step failed in our detection algorithm. 
Discussion and conclusion
Successfully detecting shadows in still images is challenging yet it has wide applications. New shadow features are apparently important to perform shadow detection and processing. We observe that the ratios of the point-wise product of daylight SPD with sRGB CMFs to the point-wise product of skylight SPD with CMFs roughly approximate a constant (spectrum ratio), despite the dissimilarity between the SPD of daylight and skylight. We also find that the ratios of linear sRGB pixel values of surfaces illuminated by daylight (in non-shadow regions) and skylight (in shadow regions) equal to this constant in each channel. Following this observation, we calculate the ratios under various representative Sun angles. We then find out four physical shadow properties by investigating the common characteristics of the calculated ratios under typical Sun angles.
Based on the discovered four shadow properties, we propose a novel shadow detection algorithm for still images. Our method can effectively extract shadows from a single image with complex outdoor scenes without requiring any prior knowledge. Compared with the state-of-the-art learning-based methods employing a complex classifier to learn several complicated shadow features, our method only requires a simple verification on Canny edges. Such a simple algorithm achieves better shadow detection results in a shorter time, indicating the effectiveness of the proposed spectrum ratio properties. These advantages may make our algorithm easier to use in practical applications.
Since our shadow detection method contains the verification step, it can work on images without shadows. Furthermore, we may incorporate our shadow edge classification component into other applications. For example, in video surveillance and pattern recognition tasks, the frame difference technique is widely used. However, shadows may also cause changes, e.g., a shadow exists in the background frame but disappears in the current frame. This situation often occurs in practical applications. It may be necessary in such a circumstance to perform our shadow edge classification to verify whether the "changes" are caused by shadows. While extensive comparison validates the advantages of our proposed method, it can fail in some situations due to complicated scenes and illumination, such as overexposure regions, noisy regions, and complex textured regions. One solution is to utilize Sun angle information, which can be easily and accurately determined if the time and the location information are available. For example, in outdoor video surveillance applications, we may have an opportunity to know the time and the location information. As a result, the spectrum ratio properties can be better restricted and our method can be expected to achieve better performance.
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