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In this paper, we prove the existence and uniqueness of the solution to a class of
doubly perturbed neutral stochastic functional equations (DPNSFEs in short) under
some non-Lipschitz conditions. The solution is constructed by successive approximation.
Furthermore, we give the continuous dependence of the solution on the initial value by
means of the corollary of Bihari inequality.
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1. Introduction
As the limit process from a weak polymer model, the following doubly perturbed Brownian motion
Xt = Bt + α max
0≤s≤t
Xs + β min
0≤s≤t Xs (1)
was presented in Norris, Rogers and Williams [1], which had many applications. One can see Chaumont and Doney [2],
Davis [3], Le Gall and Yor [4], Petit [5] and references therein for details.
Following them, Doney and Zhang [6] introduced the following perturbed stochastic functional equation:
Xt = X0 +
∫ t
0
b(s, Xs)ds+
∫ t
0
σ(s, Xs)dBs + α max
0≤s≤t
Xs. (2)
They proved the existence and uniqueness of the solution to the above equationwith b and σ satisfying Lipschitz conditions.
Recently, Luo [7] obtained the existence and uniqueness of the solution to the following doubly stochastic functional
equation under some non-Lipschitz conditions:
Xt = X0 +
∫ t
0
b(s, Xs)ds+
∫ t
0
σ(s, Xs)dBs +
∫ t
0
∫ +∞
−1
h(Xs−, y)N˜(ds, dy)+ α max
0≤s≤t
Xs + β min
0≤s≤t Xs. (3)
The following neutral stochastic functional differential equation, introduced in Kolmanovskii andMyshkis [8], could be used
in chemical engineering and aeroelasticity:
d[Xt − G(Xt)] = f (t, Xt)dt + g(t, Xt)dBt . (4)
∗ Corresponding author. Tel.: +61 3 62261990; fax: +86 553 5910639.
E-mail address: brightry@hotmail.com (Y. Ren).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.02.077
320 L. Hu, Y. Ren / Journal of Computational and Applied Mathematics 231 (2009) 319–326
Motivated by the above works, we will study the following doubly perturbed neutral stochastic functional equation
(DPNSFE for short):
Xt = X0 + G(t, Xt)− G(0, X0)+
∫ t
0
f (s, Xs)ds+
∫ t
0
σ(s, Xs)dBs + α max
0≤s≤t
Xs + β min
0≤s≤t Xs. (5)
We will prove the existence and uniqueness of the solution to the DPNSFE under some non-Lipschitz conditions.
Furthermore, we will give the continuous dependence of the solution on the initial value by means of the corollary of Bihari
inequality. Of course, our results could be extended to the DPNSFEs with jumps.
Our paper is divided into two sections. In Section 2, we introduce some notations and preliminaries. Section 3 is devoted
to giving the main results of the paper.
2. Notations and preliminaries
Let (Ω,F , P) be a complete probability space with a filtration {Ft}t≥0 satisfying the usual conditions, which means
that {Ft}t≥0 is a right continuous increasing family of complete sub-σ -algebra of F . Also, let {Bt}t≥0 be a standard one-
dimensional Brownian motion defined on (Ω,F , P).
In order to obtain the existence and uniqueness of the solution to DPNSFE (5), we make the following assumptions:
(H1) X0 is independent of {Bt}t≥0 and satisfies E|X0|2 <∞;
(H2) (i) For T > 0, let f : [0, T ] × R → R and σ : [0, T ] × R → R be Borel measurable satisfying that for all
ϕ,ψ ∈ R, 0 ≤ t ≤ T ,
|f (t, ϕ)− f (t, ψ)|2 ∨ |σ(t, ϕ)− σ(t, ψ)|2 ≤ κ (|ϕ − ψ |2) , (6)
where κ(·) is a concave nondecreasing function from R+ to R+ such that
κ(0) = 0, κ(u) > 0 for u > 0 and ∫0+ duκ(u) = ∞;
(ii) For all t ∈ [0, T ], there exists a positive constant K such that
|f (t, 0)|2 ∨ |σ(t, 0)|2 ≤ K ; (7)
(H3) For T > 0, let G : [0, T ] × R→ R be Borel measurable, for all ϕ,ψ ∈ R and 0 ≤ t ≤ T , satisfying that
|G(t, ϕ)− G(t, ψ)|2 ≤ K0|ϕ − ψ |2, (8)
where K0 is a positive constant satisfying
K0 + |α| + |β| < 1. (9)
Remark 1. Let us give some concrete functions κ(·). Let K > 0 and δ ∈ (0, 1) be sufficiently small. Define
κ1(u) = Ku, u ≥ 0.
κ2(u) =
{
u log(u−1), 0 ≤ u ≤ δ,
δ log(δ−1)+ κ ′2(δ−)(u− δ), u > δ.
κ3(u) =
{
u log(u−1) log log(u−1), 0 ≤ u ≤ δ,
δ log(δ−1) log log(δ−1)+ κ ′3(δ−)(u− δ), u > δ.
They are all concave nondecreasing functions satisfying
∫
0+
du
κi(u)
= +∞ (i = 1, 2, 3). In particular, we see that the Lipschitz
condition is a special case of the proposed conditions.
In order to obtain the uniqueness of solutions, we give the Bihari inequality presented in [9].
Lemma 2 (Bihari inequality). Let T > 0 and u0 ≥ 0, u(t), v(t) be continuous functions on [0, T]. Let κ : R+ → R+ be a concave
continuous and nondecreasing function such that κ(r) > 0 for r > 0. If
u(t) ≤ u0 +
∫ t
0
v(s)κ(u(s))ds for all 0 ≤ t ≤ T ,
then
u(t) ≤ G−1
(
G(u0)+
∫ t
0
v(s)ds
)
for all such t ∈ [0, T ] that
G(u0)+
∫ t
0
v(s)ds ∈ Dom (G−1)
where G(r) = ∫ r1 dsκ(s) , r ≥ 0 and G−1 is the inverse function of G. In particular, if, moreover, u0 = 0 and ∫0+ dsκ(s) = ∞, then
u(t) = 0 for all 0 ≤ t ≤ T .
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In order to obtain the stability of solutions, we give the extended Bihari inequality presented in [10] (Lemma 3.2) and its
corollary.
Lemma 3. Let the assumptions of Lemma 2 hold. If
u(t) ≤ u0 +
∫ T
t
v(s)κ(u(s))ds for all 0 ≤ t ≤ T ,
then
u(t) ≤ G−1
(
G(u0)+
∫ T
t
v(s)ds
)
for all such t ∈ [0, T ] that
G(u0)+
∫ T
t
v(s)ds ∈ Dom (G−1)
where G(r) = ∫ r1 dsκ(s) , r ≥ 0 and G−1 is the inverse function of G.
Corollary 4. Let the assumptions of Lemma 2 hold and v(t) ≥ 0 for t ∈ [0, T ]. If for all ε > 0, there exists t1 ≥ 0 such that for
0 ≤ u0 < ε,
∫ T
t1
v(s)ds ≤ ∫ εu0 dsκ(s) holds, then for every t ∈ [t1, T ], the estimate u(t) ≤ ε holds.
Proof. For all ε > 0, let g = G(r) = ∫ r1 dsκ(s) . From Lemma 3, u(t) ≤ G−1 (G(u0)+ ∫ Tt v(s)ds). For κ(s) being a continuous
nondecreasing positive function, the inverse function of r = G−1(g) is also a nondecreasing function. When 0 ≤ r ≤ ε, we
have G(r) = ∫ ε1 dsκ(s) + ∫ rε dsκ(s) = G(ε) + ∫ rε dsκ(s) . For 0 ≤ u0 < ε, we can select t1 ≥ 0 such that ∫ Tt1 v(s)ds ≤ ∫ εu0 dsκ(s) .
Therefore, for all t ∈ [t1, T ],
∫ T
t v(s)ds ≤
∫ ε
u0
ds
κ(s) . So, G(u0) +
∫ T
t v(s)ds ≤ G(u0) +
∫ ε
u0
ds
κ(s) = G(ε). Therefore, we
obtain u(t) ≤ G−1
(
G(u0)+
∫ T
t v(s)ds
)
≤ G−1
(
G(u0)+
∫ ε
u0
ds
κ(s)
)
≤ G−1(G(ε)) ≤ ε. This shows the desired result of
the corollary. 
3. Main results
Firstly, we give the existence and uniqueness of the solution to DPNSFE (5).
Theorem 5. Assume that (H1), (H2) and (H3) hold. Then, there exists a unique Ft-adapted solution {Xt}0≤t≤T to DPNSFE (5)
satisfying that E
(
max0≤s≤T |Xs|2
)
<∞ for all T > 0.
In order to obtain the existence of the solution to DPNSFE (5), let X0t = X01−K0−α−β , t ≥ 0. For all n ≥ 1, we define the
following Picard sequence:
Xnt = X0 + G(t, Xnt )− G(0, X0)+
∫ t
0
f (s, Xn−1s )ds+
∫ t
0
σ(s, Xn−1s )dBs + α max0≤s≤t X
n
s + β min0≤s≤t X
n
s , t ≥ 0. (10)
In what follows, C > 0 is a constant which can change its value from line to line.
Lemma 6. Under the assumptions of Theorem 5, there exists a positive constant C1 such that for 0 ≤ t ≤ T , n ≥ 1,
E
(
max
0≤s≤t
|Xns |2
)
≤ C1. (11)
Proof. From (10), for all s ≥ 0, we have
|Xns | ≤ |X0| +
∣∣G(t, Xns )− G(0, X0)∣∣+ ∣∣∣∣∫ s
0
f (u, Xn−1u )du
∣∣∣∣+ ∣∣∣∣∫ s
0
σ(u, Xn−1u )dBu
∣∣∣∣+ |α| ∣∣∣∣max0≤u≤s Xnu
∣∣∣∣+ |β| ∣∣∣∣min0≤u≤s Xnu
∣∣∣∣
≤ (1+ K0)|X0| + K0|Xns | +
∣∣∣∣∫ s
0
f (u, Xn−1u )du
∣∣∣∣+ ∣∣∣∣∫ s
0
σ(u, Xn−1u )dBu
∣∣∣∣+ (|α| + |β|) max0≤u≤s ∣∣Xnu ∣∣ . (12)
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Therefore, we get
[1− (K0 + |α| + |β|)]E
(
max
0≤s≤t
|Xns |2
)
≤ C
[
E|X0|2 + E
∫ t
0
|f (s, Xn−1s )− f (s, 0)+ f (s, 0)|2ds
+E
∫ t
0
|σ(s, Xn−1s )− σ(s, 0)+ σ(s, 0)|2ds
]
≤ C
[
E|X0|2 + 4tK 2 + 4E
∫ t
0
κ
(
max
0≤u≤s
|Xn−1u |2
)
ds
]
. (13)
Note
max
1≤n≤k
E
(
max
0≤u≤s
|Xn−1u |2
)
= max
{
E|X0|2,E
(
max
0≤u≤s
|X1u |2
)
, . . . ,E
(
max
0≤u≤s
|Xk−1u |2
)}
≤ max
{
E|X0|2,E
(
max
0≤u≤s
|X1u |2
)
, . . . ,E
(
max
0≤u≤s
|Xk−1u |2
)
,E
(
max
0≤u≤s
|Xku |2
)}
=
{
E|X0|2, max
1≤n≤k
E
(
max
0≤u≤s
|Xnu |2
)}
≤ E|X0|2 + max
1≤n≤k
E
(
max
0≤u≤s
|Xnu |2
)
. (14)
So, we have
max
1≤n≤k
E
[
sup
t0≤s≤t
|Xns |2
]
≤ C
[
1+ E
∫ t
0
max
1≤n≤k
κ
(
max
0≤u≤s
|Xnu |2
)
ds
]
. (15)
Given that κ(·) is concave and κ(0) = 0, we can find a pair of positive constants a and b such that
κ(u) ≤ a+ bu, for all u ≥ 0.
So, we have
max
1≤n≤k
E
(
sup
0≤s≤t
|Xn(s)|2
)
≤ C
[
1+
∫ t
0
max
1≤n≤k
E
(
sup
0≤u≤s
|Xnu |2
)
ds
]
. (16)
The Gronwall inequality and the arbitrary property of k show the desired result. 
Lemma 7. Under the assumptions of Theorem 5, there exists a positive constant C2 such that
E
(
max
0≤s≤t
|Xn+ms − Xns |2
)
≤ C2
∫ t
0
κ
(
E max
0≤r≤s
|Xn+m−1r − Xn−1r |2
)
ds (17)
for all 0 ≤ t ≤ T , n,m ≥ 1.
Proof. From (10), we can derive
|Xn+mt − Xnt | ≤ |G(t, Xn+mt )− G(t, Xnt )| +
∫ t
0
∣∣f (s, Xn+m−1s )− f (s, Xn−1s )∣∣ ds
+
∣∣∣∣∫ t
0
[σ(s, Xn+m−1s )− σ(s, Xn−1s )]dBs
∣∣∣∣+ |α| ∣∣∣∣max0≤r≤t Xn+mr − max0≤r≤t Xnr
∣∣∣∣+ |β| ∣∣∣∣min0≤r≤t Xn+mr − min0≤r≤t Xnr
∣∣∣∣ . (18)
Noting that∣∣∣∣max0≤r≤t Xn+mr − max0≤r≤t Xnr
∣∣∣∣ ≤ max0≤r≤t ∣∣Xn+mr − Xnr ∣∣
and ∣∣∣∣min0≤r≤t Xn+mr − min0≤r≤t Xnr
∣∣∣∣ ≤ max0≤r≤t |Xn+mr − Xnr |,
we obtain
max
0≤s≤t
|Xn+ms − Xns | ≤
(
1
1− (K0 + |α| + |β|)
)[∫ t
0
|f (s, Xn+m−1s )− f (s, Xn−1s )|ds
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+ max
0≤s≤t
∣∣∣∣∫ s
0
[σ(u, Xn+m−1u )− σ(u, Xn−1u )]dBu
∣∣∣∣] . (19)
The Burkhölder inequality, the Jensen inequality, the above formula and assumption (H2) show
E
(
max
0≤s≤t
|Xn+ms − Xns |2
)
≤ C
(
1
1− (K0 + |α| + |β|)
)[∫ t
0
E|f (s, Xn+m−1s )− f (s, Xn−1s )|2ds
+
∫ t
0
E|σ(u, Xn+m−1u )− σ(u, Xn−1u )|2du
]
≤ C
(
1
1− (K0 + |α| + |β|)
)∫ t
0
E
(
κ|Xn+m−1s − Xn−1s |2
)
ds
≤ C
(
1
1− (K0 + |α| + |β|)
)∫ t
0
κ
(
E max
0≤r≤s
|Xn+m−1r − Xn−1r |2
)
ds. (20)
Choosing C2 = C
(
1
1−(K0+|α|+|β|)
)
, we get the desired result. 
Lemma 8. Under the assumptions of Theorem 5, there exists a positive constant C3 such that
E
(
max
0≤s≤t
|Xn+ms − Xns |2
)
≤ C3t (21)
for all 0 ≤ t ≤ T , n,m ≥ 1.
Proof. From Lemmas 6 and 7, we have
E
(
max
0≤s≤t
|Xn+ms − Xns |2
)
≤ C2
∫ t
0
κ
(
E max
0≤r≤s
|Xn+m−1r − Xn−1r |2
)
ds
≤ C2
∫ t
0
κ(2C1)ds
≤ C2κ(2C2)t = C3t. (22)
The proof is complete. 
Define
ϕ1(t) = C3t,
ϕn+1(t) = C2
∫ t
0
κ (ϕn(s)) ds, n ≥ 1,
ϕn,m(t) = E
(
max
0≤r≤t
|Xn+mr − Xnr |2
)
, n,m ≥ 1.
Choose T1 ∈ [0, T ) such that
C2κ(C3t) ≤ C3, for all 0 ≤ t ≤ T1.
Lemma 9. For all n,m ≥ 1, 0 ≤ t ≤ T1,
0 ≤ ϕn,m(t) ≤ ϕn(t) ≤ ϕn−1(t) ≤ · · · ≤ ϕ1(t). (23)
Proof. We prove this lemma by induction in n. By Lemma 8, we have
ϕ1,m(t) = E
(
max
0≤r≤t
|X1+mr − X1r |2
)
≤ C3t = ϕ1(t).
By Lemma 7,
ϕ2,m(t) = E
(
max
0≤r≤t
|X2+mr − X2r |2
)
≤ C2
∫ t
0
κ
(
E max
0≤r≤s
|X1+mr − X1r |2
)
ds
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≤ C2
∫ t
0
κ
(
ϕ1,m(s)
)
ds
≤ C2
∫ t
0
κ(ϕ1(s))ds = ϕ1(t). (24)
So, we also have
ϕ2(t) = C2
∫ t
0
κ(ϕ1(s))ds
≤ C2
∫ t
0
κ(C3s)ds
≤ C2
∫ t
0
C3ds = ϕ1(t). (25)
We have already showed
ϕ2,m(t) ≤ ϕ2(t) ≤ ϕ1(t), for all 0 ≤ t ≤ T1.
Now, we assume that (21) holds for some n ≥ 1. Then, using the same inequalities as above yields
ϕn+1,m(t) = C2
∫ t
0
κ
(
E max
0≤r≤s
|Xn+mr − Xnr |2
)
ds
≤ C2
∫ t
0
κ(ϕn,m(s))ds
≤ C2
∫ t
0
κ(ϕn(s))ds = ϕn+1(t) (26)
for all 0 ≤ t ≤ T1. On the other hand, we obtain
ϕn+1(t) = C2
∫ t
0
κ(ϕn(s))ds ≤ C2
∫ t
0
κ(ϕn−1(s))ds = ϕn(t)
for all 0 ≤ t ≤ T1. This completes the proof. 
Now, we give the proof of Theorem 5.
Proof (Uniqueness). Let Xt and X¯t be two solutions of (5). So, we have
|Xt − X¯t | ≤ |G(t, Xt)− G(t, X¯t)| +
∫ t
0
|f (s, Xs)− f (s, X¯s)|ds+
∣∣∣∣∫ t
0
[σ(s, Xs)− σ(s, X¯s)]dBs
∣∣∣∣
+ |α|
∣∣∣∣max0≤r≤t Xr − max0≤r≤t X¯r
∣∣∣∣+ |β| ∣∣∣∣min0≤r≤t Xr − min0≤r≤t X¯r
∣∣∣∣ . (27)
Noting that∣∣∣∣max0≤r≤t Xn+mr − max0≤r≤t Xnr
∣∣∣∣ ≤ max0≤r≤t |Xn+mr − Xnr |
and ∣∣∣∣min0≤r≤t Xn+mr − min0≤r≤t Xnr
∣∣∣∣ ≤ max0≤r≤t |Xn+mr − Xnr |,
we obtain
max
0≤s≤t
|Xs − X¯s| ≤
(
1
1− (K0 + |α| + |β|)
)[∫ t
0
|f (s, Xs)− f (s, X¯s)|ds
+ max
0≤s≤t
∣∣∣∣∫ s
0
[σ(u, Xu)− σ(u, X¯u)]dBu
∣∣∣∣] . (28)
By following the same procedure as in Lemma 8, we get
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E
(
max
0≤s≤t
|Xs − X¯s|2
)
≤ C
(
1
1− (K0 + |α| + |β|)
)∫ t
0
κ
(
E max
0≤r≤s
|Xr − X¯r |2
)
ds. (29)
Lemma 2 shows the uniqueness.
Existence.We claim
E
(
sup
0≤s≤t
|Xn+ms − Xns |2
)
→ 0 (30)
for all 0 ≤ t ≤ T1, as n,m → ∞. Note that ϕn is continuous on [0, T1]. In addition, for each n ≥ 1, ϕn(·) is decreasing on
[0, T1] and for each t, ϕn(t) is a decreasing sequence. Therefore, we can define the function ϕ(t) as
ϕ(t) = lim
n→∞ϕn(t) = limn→∞ C2
∫ t
0
κ(ϕn−1(s))ds = C2
∫ t
0
κ(ϕ(s))ds (31)
for all 0 ≤ t ≤ T1. The Bihari inequality implies that ϕ(t) = 0 for all 0 ≤ t ≤ T1. Now, from Lemma 9, we have
ϕn,n(t) ≤ sup
0≤t≤T1
ϕn(t) ≤ ϕn(T1)→ 0 (32)
as n→∞. That is, Xnt is a Cauchy sequence. From Lemma 6, we can easily derive that
E
(
max
0≤s≤t
|Xs|2
)
≤ M,
whereM is a positive constant.
Using the property of the function to κ(·), we can obtain that for all 0 ≤ t ≤ T1,
E
∣∣∣∣∫ t
0
[f (s, Xns )− f (s, Xs)]ds
∣∣∣∣2 → 0, as n→∞,
E
∣∣∣∣∫ t
0
[σ(s, Xns )− σ(s, Xs)]dBs
∣∣∣∣2 → 0, as n→∞.
For all 0 ≤ t ≤ T1, taking limits on both sides of (10), we obtain
lim
n→∞
[
Xnt − G(t, Xnt )
] = X0 − G(0, X0)+ lim
n→∞
∫ t
0
f (s, Xn−1s )ds+ limn→∞
∫ t
0
σ(s, Xn−1s )dBs
+ lim
n→∞
(
α max
0≤s≤t
Xns + β min0≤s≤t X
n
s
)
. (33)
That is
Xt = X0 + G(t, Xt)− G(0, X0)+
∫ t
0
f (s, Xs)ds+
∫ t
0
σ(s, Xs)dBs + α max
0≤s≤t
Xs + β min
0≤s≤t Xs. (34)
The above expression demonstrates that Xt is one solution of (5) on [0, T1]. By iteration, the existence of solutions to (5) on
[0, T ] can be obtained. 
In the follows, we show the continuous dependence of the solution on the initial value bymeans of the corollary of Bihari
inequality.
Definition 10. A solution X ξt of DPNSFE (5) is said to be stable in mean square if for all ε > 0 there exists δ > 0 such that
E
(
max
0≤s≤t
|X ξs − Xηs |2
)
≤ ε, when E|ξ − η|2 < δ, (35)
where Xηt is another solution of DPNSFE (5) with initial value η.
Theorem 11. Let X ξt and X
η
t be solutions of DPNSFE (5) with initial values ξ and η, respectively. Under the assumptions of
Theorem 5, then the solution for DPNSFE (5) is stable in mean square.
Proof. By assumption, X ξt and Y
η
t are two solutions of (5) with initial values ξ and η, respectively. We have
Xt = ξ + G(t, Xt)− G(0, ξ)+
∫ t
0
f (s, Xs)ds+
∫ t
0
σ(s, Xs)dBs + α max
0≤s≤t
Xs + β min
0≤s≤t Xs (36)
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and
Yt = η + G(t, Yt)− G(0, η)+
∫ t
0
f (s, Ys)ds+
∫ t
0
σ(s, Ys)dBs + α max
0≤s≤t
Ys + β min
0≤s≤t Ys. (37)
Subtracting Eq. (36) from Eq. (37), we obtain
|Xt − Yt | ≤ |ξ − η| + |G(t, Xt)− G(t, Yt)| + |G(0, ξ)− G(0, η)| +
∣∣∣∣∫ t
0
[f (s, Xs)− f (s, Ys)]ds
∣∣∣∣
+
∣∣∣∣∫ t
0
[σ(s, Xs)− σ(s, Ys)]dBs
∣∣∣∣+ (|α| + |β|) max0≤r≤t |Xr − Yr |. (38)
So, we obtain
max
0≤s≤t
|Xs − Ys| ≤
(
1+ K0
1− (K0 + |α| + |β|)
)
|ξ − η| +
(
1
1− (K0 + |α| + |β|)
)[∫ t
0
|f (s, Xs)− f (s, Ys)|ds
+ max
0≤s≤t
∣∣∣∣∫ s
0
[σ(u, Xu)− σ(u, Yu)]dBu
∣∣∣∣] . (39)
By following the same procedure as in Lemma 7, we obtain
E
(
max
0≤s≤t
|Xs − Ys|2
)
≤ C
(
1+ K0
1− (K0 + |α| + |β|)
)
E|ξ − η|2
+ C
(
1
1− (K0 + |α| + |β|)
)∫ t
0
κ
(
E max
0≤r≤s
|Xr − Yr |2
)
ds. (40)
Let κ1(u) = C
(
1
1−(K0+|α|+|β|)
)
κ(u), for κ being a concave increasing function fromR+ toR+ such that κ(0) = 0, κ(u) >
0 for u > 0 and
∫
0+
du
κ(u) = +∞. It is obvious that κ1(u) is a concave function from R+ to R+ such that κ1(0) = 0, κ(u) ≥
κ(1)u, for any 0 ≤ u ≤ 1 and ∫0+ duκ1(u) = ∞. So, for any ε > 0, ε1 , 12ε, we have lims→0 ∫ ε1s duκ1(u) = +∞. So, there
is a positive constant δ < ε1 such that
∫ ε1
δ
du
κ1(u)
≥ t . From Corollary 4, let u0 = C
(
1+K0
1−(K0+|α|+|β|)
)
E|ξ − η|2, u(t) =
E
(
max0≤s≤t |Xs − Ys|2
)
, v(t) = 1, when u0 ≤ δ ≤ ε1, we have
∫ ε1
u0
du
κ1(u)
≥ ∫ ε1
δ
du
κ1(u)
≥ t = ∫ t0 v(s)ds. So, for any t ≥ 0, the
estimate u(t) ≤ ε1 holds. This shows the desired result. 
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