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Актуальність теми. Задача локалізації джерела сигналу є базовою в 
багатьох спеціалізованих системах. До неї зводиться чимало інших задач, 
наприклад, при побудові охоронних систем, при визначенні 
місцеположення абоненту мобільного зв’язку та у військових цілях. Серед 
відомих методів локалізації джерела акустичного сигналу було обрано 
TDOA (Time Difference of Arrival), який дозволяє створити модель з 
високою точністю визначення джерела звуку і створити ефективну 
реалізацію для застосування у сенсорних мережах. Актуальність 
дослідження розподілених сенсорних систем є надзвичайно високою, 
оскільки вони повсякчас використовуються в перерахованих системах, 
завдяки низької вартості сенсорів. 
Об’єктом дослідження є методи проектування розподілених 
сенсорних мереж для локалізації джерела акустичного сигналу. 
Предметом дослідження є методи реалізацій розподілених сенсорних 
мереж для локалізації джерела акустичного сигналу. 
Мета роботи: розробка моделі, головною частиною є сервер на який в 
реальному часі надсилаються дані з мікрофонів за допомогою протоколу 
UDP та відбуваєтьсья локалізація за допомогою методу TDOA. 
Наукова новизна: 
1. Розроблено метод опрацюванная даних з найбільшох кількості 
мікрофонів у системі локалізації. 
2. Розроблено програмну реалізацію методу TDOA, що дозволяє 
ефективно опрацбовувати дані з великої кількості мікрофонів. 
Практична цінність отриманих в роботі результатів полягає в тому, 
що розроблені способи можуть бути застосовані у нових або існуючих 
системах локалізації джерела акустичного сигналу. У свою чергу, 
5 
 
розроблена програмна реалізація запропонованих способів може бути 
використана для вирішення реальних задач локалізації джерела акустичного 
сигналу. 
Апробація роботи. Основні положення і результати роботи будуть 
представлені та обговорюватимуться на науковій конференції магістрантів 
та аспірантів «Прикладна математика та комп’ютинг» ПМК-2018 (Київ, 21-
23 березня 2018 р.) та САІТ-2018. 
Структура та обсяг роботи. Магістерська дисертація складається з 
вступу, чотирьох розділів та висновків. 
У вступі подано загальну характеристику роботи, зроблено оцінку 
сучасного стану проблеми, обґрунтовано актуальність напрямку 
досліджень, сформульовано мету і задачі досліджень, показано наукову 
новизну отриманих результатів і практичну цінність роботи, наведено 
відомості про апробацію результатів і їхнє впровадження. 
У першому розділі розглядається опис предметної областi дослiджень 
та обгрунтування магiстерської дисертацiї. 
У другому розділі містить опис модифікації методу TDOA. 
У третьому розділі розглядається реалізація розподіленого методу 
TDOA. 
У четвертому розділі описані експерименти зі створеною системою. 
У висновках представлені результати проведеної роботи. 
Робота представлена на  80 аркушах, містить посилання на список 
використаних літературних джерел.  




 Topicality. The task of localizing the source of the signal is basic in many 
specialized systems. To it there are many other tasks to be built up, for example, 
in the construction of security systems, in determining the location of a subscriber 
for mobile communications and for military purposes. Among known methods of 
localization of the source of the acoustic signal was chosen TDOA (Time 
Difference of Arrival), which allows you to create a model with high accuracy to 
determine the source of sound and create an effective implementation for use in 
sensor networks. The relevance of the study of distributed sensor systems is 
extremely high, since they are always used in the listed systems, due to the low 
cost of sensors. 
The object of study are methods of designing distributed sensor networks 
for locating the source of an acoustic signal. 
 The study examines methods of distributed sensor networks 
implementation for localization of the acoustic signal source. 
 Objective: to develop the model, the main part is the server on which the 
data from the microphones is sent in real time via the UDP protocol and the 
localization is carried out using the TDOA method. 
 Scientific innovation is as follows: 
1. A method of processed data from the largest number of microphones in the 
localization system is developed. 
2. Software implementation of the TDOA method is developed, which allows 
to efficiently process data from a large number of microphones. 
 Practical value obtained in the results is that developed techniques may be 
applied to new or already existing localization systems. At the same time, program 
implementation of those methods can be used for solving real localization tasks 
Testing of work. The main provisions and results will be presented and 
discussed at a scientific conference undergraduates and graduate students 




The structure and scope of work. Master's thesis consists of an introduction, 
four chapters and conclusions. 
 The introduction presents the general characteristics of the work, done 
assessment of the current state of the problem, the urgency towards research, 
formulated the purpose and objectives of research, the scientific novelty of the 
results and practical value of work, provides information on testing results and 
their implementation. 
 The first section contatins description of subject area of research and 
substantiation of master's dissertation. 
 The second section shows implementation of TDOA method.  
 The third section contatins implementation of distributed TDOA method.  
 The fourth section describes experiments with the created system. 
 In conclusion, the findings of the work. 
 Work submitted 80 pages, containing a link to a list of used literature. 





 Актуальность темы. Задача локализации источника сигнала является 
базовой во многих специализированных системах. К ней сводится многие 
другие задач, например, при построении охранных систем, при определении 
местоположения абонента мобильной связи и в военных целях. Среди 
известных методов локализации источника акустического сигнала был 
избран TDOA (Time Difference of Arrival), который позволяет создать модель 
с высокой точностью определения источника звука и создать эффективную 
реализацию для применения в сенсорных сетях. Актуальность исследования 
распределенных сенсорных систем чрезвычайно высока, поскольку они 
постоянно используются в перечисленных системах, благодаря низкой 
стоимости сенсоров. 
Объектом методы проектирования распределенных сенсорных сетей 
для локализации источника акустического сигнала.  
Предметом методы реализаций распределенных сенсорных сетей для 
локализации источника акустического сигнала. 
 Цель работы: разработка модели, главной частью является сервер на 
который в реальном времени направляются данные с микрофонов с 
помощью протокола UDP и происходит локализация с помощью метода 
TDOA. 
 Научная новизна заключается в следующем: 
1. Разработан метод опрацюванная данных с найбильшох количества 
микрофонов в системе локализации. 
2. Разработана программная реализация метода TDOA, что позволяет 
эффективно опрацбовуваты данные из большого количества микрофонов.
 Практическая ценность заключается в том, что разработанные 
способы могут быть применены в новых или существующих системах 
локализации источника акустического сигнала. В свою очередь, разработана 
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программная реализация предложенных способов может быть использована 
для решения реальных задач локализации источника акустического сигнала. 
 Апробация работы. Основные положения и результаты работы будут 
представлены и будут обсуждаться на научной конференции магистрантов 
и аспирантов «Прикладная математика и компьютинг» ПМК-2017 (Киев, 21-
23 марта 2018) и САИТ-2018. 
 Структура и объем работы. Магистерская диссертация состоит из 
введения, четырех глав и выводов. 
 Во введении представлена общая характеристика работы, произведена 
оценка современного состояния проблемы, обоснована актуальность 
направления исследований, сформулированы цели и задачи исследований, 
показано научную новизну полученных результатов и практическую 
ценность работы, приведены сведения об апробации результатов и их 
внедрение. 
 В первом разделе рассматривается описание предметной области 
исследований и обоснования магистерской диссертации. 
Во втором разделе рассматривается реализация метода TDOA. 
В третьем разделе описана реализация распределенного метода 
TDOA. 
 В четвертом разделе описаны експериметы с созданной системой. 
 В выводах представлены результаты проведенной работы. 
 Работа представлена на 80 листах, содержит ссылки на список 
использованных литературных источников. 
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ПЕРЕЛIК СКОРОЧЕНЬ, УМОВНИХ ПОЗНАЧЕНЬ ТА 
ТЕРМIНIВ 
GPS – Global Positioning System – система глобального позицiювання 
TDOA – Time Difference of Arrival – технiка визначення координат 






















 У сучасному свiтi визначення географiчних координат є 
повсякденною та водночас не тривiальною задачею. Пiд час одного дня 
вiдбуваються мiльйони визначень географiчних координат у майже всiх 
сферах життєдiяльностi людини для сотень мiльйонiв людей. Така сильна 
необхiднiсть почала виникати в останнi десятилiття зi стрiмким розвитком 
мобiльних пристроїв з одного боку та росту кiлькостi прикладних 
застосувань для них що потребують визначення мiсцезнаходження 
користувача з iншого.  
 В той же час зi зростанням кiлькостi запитiв на визначення координат 
сервiсам що виконують дану процедуру постала необхiднiсть постiйно 
полiпшувати швидкодiю та оптимiзувати використання ресурсiв для 
виконання даної операцiї, щоб надавати користувачам найкращу швидкiсть. 
 Зi зростанням потреби у визначеннi мiсцезнаходження почали 
виникати новi алгоритми та покращенi алгоритми для локалiзацiї що дали 
змогу покращити швидкiсть знаходження об’єкту при використаннi меншої 
кiлькостi ресурсiв. В той же час почався бурхливий розвиток веб технологiй, 
що дозволив ще бiльше оптимiзувати даний процес. Важливу роль у 
розвитку даної технологiї також вiдiграв невпинний розвиток апаратного 
забезпечення для даних систем. 
 Для виконання поставленої задачi була створена велика кiлькiсть 
алгоритмiв, що базуються на рiзних методиках визначення географiчних 
координат та мають рiзну складнiсть i використовуються з врахуванням 
наявних апаратних можливостей.  
 Дана робота присвячена розробцi розподiленої реалiзацiї та 
дослiдженню одного з iснуючих методiв обраної технiки визначення 





1. ОПИС ПРЕДМЕТНОЇ ОБЛАСТI ДОСЛIДЖЕНЬ ТА 
ОБГРУНТУВАННЯ МАГIСТЕРСЬКОЇ РОБОТИ 
1.1. Сенсорнi мережi 
 Сенсорна мережа складається з крихiтних пристроїв, що зазвичай 
живляться вiд батарей, та бездротової iнфраструктури, яка вiдслiдковує та 
записує умови в будь-якiй кiлькостi середовищ - вiд фабрики до центру 
обробки даних, лабораторiї лiкарнi, полi бою та навiть у дикiй природi.   
Мережа датчикiв пiдключається до Iнтернету, корпоративної глобальної 
мережi або локальної мережi або спецiалiзованої промислової мережi, щоб 
зiбранi данi могли передаватися до системах для аналiзу та 
використовуватися в додатках. Пiсля того як компетенцiя вчених та iнших 
фахiвцiв, мережа бездротових датчикiв дозрiла протягом останнiх 10-ти 
рокiв, до того часу, коли їх було порiвняно легко встановити та 
використовувати в усьому свiтi. Датчики можуть контролювати 
температуру, тиск, свiтло та коливання, наприклад, годуючи компанiї 
багатством оперативної розвiдки, на якiй вони можуть вживати заходiв. У 
сценарiях, що використовуються, наведенi такi приклади, як: 
- постачання ланцюга постачання та логiстика; 
- промислове вiдстеження та видимiсть; 
- розпiзнавання мiсця та безпека; 
- розпiзнавання джерел акустичних сигналiв; 
- управлiння ресурсами центрiв обробки даних. 
 З даними, зiбраними з сенсорної мережi, пiдприємство може 
збiльшити свою спритнiсть, одночасно покращуючи операцiї та стаючи 
бiльш ефективними - все це за вiдносно низької вартостi. Мережевi 
менеджери повиннi бути готовими пiдтримувати сенсорнi мережi та 
забезпечувати безперебiйну зв'язок мiж ними, а також корпоративну 
мережеву iнфраструктуру та архiтектуру додаткiв. IТ-фахiвцi також повиннi 
вивчити, як сенсорна мережа може бути корисною для власних операцiй, 
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наприклад, у центрi обробки даних для монiторингу споживання енергiї або 
через корпоративну WAN для збору iнформацiї про стан пристрою чи умови. 
 Розумiння сенсорних мереж починається з самих пристроїв, часто 
iдентифiкаторiв радiочастотної iдентифiкацiї (RFID) та датчикiв стану. Цi 
невеликi, малопотужнi пристрої можуть бути розгорнутi практично в будь-
якому мiсцi, залишенi для монiторингу та збору даних на певному просторi, 
об'єктi або взаємодiї мiж об'єктами або мiж об'єктом та його середовищем. 
Пристрої з'єднуються через мережу бездротової мережi IEEE 802.15.4 з 
передачею даних безпосередньо на сервер шлюзу або вiд одного вузла до 
iншого, а потiм до точки виходу[1]. 
 Схеми мереж раннiх поколiнь були зосередженi на ZigBee, 
специфiчнiй технологiї бездротової мережної мережi на основi стандарту 
802.15.4. ZigBee — бездротовий стандарт передачi даних. Пiдтримується i 
розвивається однойменним альянсом ZigBeeTM, який був створений в 2002 
роцi з метою об'єднання зусиль з розроблення найефективнiших протоколiв 
i забезпечення сумiсностi пристроїв рiзних виробникiв. В мiру 
удосконалення стандарту, альянс публiкує на своєму сайтi (www.zigbee.org) 
специфiкацiї стандарту, опис профiлiв програмного забезпечення та iншi 
нормативнi документи. ZigBee — стандарт для набору високорiвневих 
протоколiв зв'язку, що використовують невеликi, малопотужнi цифровi 
приймачi, заснований на стандартi IEEE 802.15.4-2006 для бездротових 
персональних мереж, таких як, наприклад, бездротовi навушники, що 
з'єднанi з мобiльними телефонами за допомогою радiохвиль 
короткохвильового дiапазону. Технологiя визначається специфiкацiєю 
ZigBee, яка розроблена з метою бути простiшою та дешевшою, нiж iншi 
персональнi мережi, такi як Bluetooth. ZigBee призначений для мобiльних 
пристроїв, де необхiдна тривала робота вiд батарей i безпечнiсть передачi 
даних у мережi. 
 Мережi ZigBee є мережами з самоорганiзовуванням та 
самовiдновленням, оскiльки ZigBee пристрої при вмиканнi живлення, 
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завдяки вбудованому програмному забезпеченню, вмiють самi знаходити 
один одного й формувати мережу, а у разi виходу з ладу котрогось iз вузлiв 
можуть встановлювати новi маршрути для передачi повiдомлень. 
  У цьому сценарiї шлюзовий пристрiй полегшує передачу даних мiж 
мережею на базi ZigBee та IP-мережею[2].  
 З сервером IP-сервера вузли сенсора можуть взаємодiяти 
безпосередньо з iншими IP-пристроями, будь то в мережi бездротової мережi 
або iншої бездротової або дротової мережi, локальної або в будь-якiй iншiй 
частинi Iнтернету. Через мережу датчикiв, фахiвцi з iнформацiйних 
технологiй отримують прямий доступ в режимi реального часу до вузлiв 
сенсорiв i, iмовiрно, можливiсть керувати та захищати вузли, як i iншi IP-
пристрої[1]. 
1.1 Метод TOA 
 Time of arrival (TOA або ToA), iнодi також називають Time of flight 
(TOF), час досягнення радiосигналу вiд одного передавача на вiддалений 
приймач. 
 У порiвняннi з технiкою TDOA, ToA використовує абсолютний час 
прибуття на певнiй базової станцiї, а не рiзницю вимiряного часу мiж 
вiдступаючи вiд одного i якi прибувають на iншiй станцiї. Вiдстань може 
бути безпосередньо розрахована з часу моменту прибуття, так як сигнали 
передаються з вiдомою швидкiстю. Час прибуття даних з двох базових 
станцiй будуть звужувати положення до кола; Данi з третьої базової станцiї 
потрiбно вирiшити точне положення в однiй точцi. Багато системи 
радiолокацiї, в тому числi GPS, використовують ТоA. 
 Як i в разi TDOA, синхронiзацiя базової станцiї мережi з базовими 
станцiями має важливе значення. Ця синхронiзацiя може бути зроблено 
рiзними способами: 
- При використаннi точного синхроiмпульсу з обох сторiн. Неточнiсть 




- За двома сигналами, якi мають рiзну частоту, отже, рiзну швидкiсть. 
Звук в дiапазонi до удару блискавки працює таким чином (швидкiсть 
свiтла i швидкiсть звуку). 
- За допомогою вимiрювання до або спрацьовування вiд загальної 
опорної точки. 
- Без прямої синхронiзацiї, але з компенсацiєю рiзниць фаз. 
 Системи, якi вимiрюють час приходу сигналiв можуть точно 
визначити мiсцезнаходження сигналiв в 2- або 3 - мiрному просторi i часi. 
Серед iншого, цей пiдхiд є основою для системи глобального 
позицiонування (GPS) , яка дає змогу створювати революцiйнi технологiчнi, 
соцiальнi та науковi розробки.  Час приходу сигналу (ТОА), також 
використовуються в локалiзацiї стiльникових телефонiв, для 
сейсмологiчних дослiджень. 
 Системи TOA в основному вирiшують рiвняння швидкiсть дорiвнює 
часу вiдстань, v · t = d , або бiльш конкретно , vδt = δℓ ,  де 
 δt = (ti - t) рiзниця мiж часом прибуття ti в точцi i джерелом за час т , i δℓ є 
вiдстанню мiж мiсцем розташування при вимiрюваннi xi, yi, zi i мiсцем 
розташування джерела х, у, z. Таким чином, з теореми Пiфагора, отримуємо, 
що 
                      (1) 
Вимiрювання ти в 4-х або бiльше мiсцях досить для визначення 4 невiдомих 
х, у, z, i t. Приклад вимiрювання можна побачити на рисунку 1.1.  
 
Рисунок 1.1 - Вимiрювання в ТОА 
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Для простоти ТОА буде розглядатися 2-вимiрному випадку, в якому джерело 
i вимiр мiсцеположення лежать в тiй же площинi z. Для цього випадку, zi = z 
та (1) стає 
                               (2) 
 Три невiдомих х, у, z можуть бути визначенi з вимiрiв в 3-х рiзних 
локацiях. Порядок, в якому вимiрювання часу прибуття може визначити 
джерело може бути визначено графiчно з того, що рiзниця в часи прибуття 
на парi станцiй i, j створюють обмеження для джерела, що воно повинно 
знаходитися на гiперболоїдi, що визначає базову лiнiю мiж двома станцiями. 
Це можна побачити, розглядаючи основнi властивостi елiпсiв i гiпербол. 
Елiпс має властивiсть, що сума вiдстаней вiд двох фокусiв елiпса є 
константою 
                                             (3) 
Рiвняння елiпса показано та його використання показано на рисунку 1.2 
                                                (4) 
 
Рисунок 1.2 - Вимiрювання за допомогою елiпса 
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 Гiперболи, з iншого боку, мають властивiсть, що їх геометричне мiсце 
точок, має постiйну рiзницю з двома фокусами. 
                                               (5) 
 Так як рiзниця може бути або додатною або вiд’ємною, ця властивiсть 
вiдноситься до величини рiзницi. Для даного набору фокусiв є двi 
гiперболи, якi задовольняють спiввiдношення (вгору i вниз), i що, на 
вiдмiну як елiпсiв, вони є вiдкритими кривими. Рiвняння для висхiдної i 
спадаючої гiпербол показано на рисунку 1.3, є аналогiчним до рiвняння 
елiпса за винятком знаку мiнус у наступному рiвняннi: 
                                                (6) 
 
Рисунок 1.3 - Висхiдна i спадаюча гiперболи 
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 У той час як фокуси еквiвалентного елiпса при у = ± с, фокуси 
гiперболи знаходяться на у = ± d. Аналогiчне спiввiдношення iснує мiж d i 
параметрами, а i b, а саме: 
                                                 (6) 
 З урахуванням х, у координати двох фокусiв гiперболи мають 
вiдповiдати двом локацiям вимiрювання TOA, не важко бачити, що 
геометричне мiсце точок гiперболи, що вiдповiдає постiйно вiддаленiй 
рiзницi мiж вiдстанями d1 i d2, також вiдповiдає постiйнiй рiзницi в часi 
прибуття (TDOA) в двох мiсцях. Ця рiзниця в часi позначається ∆t[3]. 
 
1.2 Метод TDOA 
 Time difference of arrival (TDOA) являє собою технiку, яка 
використовується в пеленгацiї i навiгацiї, в якому час приходу конкретного 
сигналу, при фiзично окремих приймальних станцiй з точно 
синхронiзованими тимчасовi посилання, обчислюються. У вiйськовому 
контекстi, вона є частиною як радiоелектронної боротьби i вимiрювання i 
пiдписи iнтелекту. 
 Одним комерцiйним застосування для TDOA є визначення 
координат мобiльного телефону, що засноване на порiвняннi рiзницi в 
надходженнi сигналу на вежi оператора. Методика не вимагає додаткових 
схем, що входять в телефон, так як вона використовує стандартний сигнал. 
Вiн може бути доповнений iнформацiєю кутом прибуття, якщо вежi мають 
спрямовану прийомну антену. 
 TDOA не слiд плутати з часом прибуття (TOA). Навiть якщо потiк 
TDOA виклик буде виглядати практично так само, як потiк ТОА виклику, є 
рiзниця в тому, як обчислюється розташування. TDOA i TOA схожi, але є 
рiзниця. ТОА вiдрiзняється тим, що вiн використовується абсолютний час 
прибуття на певну базову станцiю, а не рiзницю мiж часом надходження  на 
двi станцiї. Вiдстань може бути безпосередньо розрахована з моменту 
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прибуття, так як сигнали передаються з вiдомою швидкiстю. Час прибуття 
даних з двох базових станцiй будуть звужувати положення двох точок i 
даних третьої базової станцiї потрiбно вирiшити точне положення. 
 Вiн також використовується в пасивних радiолокацiйних системах, 
якi особливо привабливi для протидiї новiтнiм вiйськовим технологiям. 
Затримка за часом прибуття (TDOA) може також застосовуватися для 
визначення мiсця розташування акустичного джерела (тобто звуку пострiлу, 
вибуху i т.д.) поруч з масивом мiкрофонiв.  
За рахунок використання рiзницi в часi приходу звуку до мiкрофонiв, 
TDOA дозволяє визначити мiсцеположення джерела звуку. В якостi опцiї, 
вона приймає набiр сигналiв мiкрофона в якостi вхiдних даних i повертає 
координати джерела по вiдношенню до мiкрофона масив. 
Нехай {(xm, ym, zm)}, де m=1…M, буде координатами М мiкрофонiв. 
Нехай (x, y, z) будуть невiдомими координатами джерела, що ми визначаємо. 
Нехай tm час надходження звуку вiд джерела до мiкрофона m. Нехай v буде 
швидкiстю звуку (340.29 метрiв в секунду в повiтрi).  
Нехай Rm = vTm буде вiдстанню мiж джерелом i мiкрофоном m.  
Нехай τm = Tm – t1 буде рiзницею часу в дорозi мiж мiкрофоном m i 
мiкрофоном 1.  
Тепер необхiдно вирiшити замiнити попереднiй результат в рiвняння (z) 
        (16) 
Для випадкiв m = 3, 4… M. 
Можна переписати вищенаведене рiвняння стислiше, як 




                     (18) 
 
та  
              (19) 
Для випадкiв m = 3, 4…M . 
Далi необхiдно переписати вищенаведений перелiк M - 2 рiвнянь в матрицю, 
щоб отримати 
                          (20) 
Далi необхiдно псевдообернути матрицю з обох сторiн для визначення х, у, 
z. Також, важливо звернути увагу, що вищенаведенi дiї дають рiшення тiльки 
тодi, коли M ≥ 5. Iншими слова, для коректної реалiзацiї необхiдно 5 або 
бiльше мiкрофонiв[4]. 
 
1.3 Порiвняння методiв TOA та TDOA 
Використовуючи в повнiй мiрi TDOA набори вимiрiв, бiльше 
iнформацiї буде обробляється для визначення мiсцеположення джерела 
звукового сигналу. Теоретичнi нижнi межi менше для коректної роботи, нiж 
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для локалiзацiї TDOA з фiксованим контрольним датчиком, в порiвняннi з 
реалiзацiєю без контрольного датчика. У той час як теоретичнi оцiнки не 
показують нiякої рiзницi в ТОА i локалiзацiї TDOA з фiксованим еталонним 
датчиком, на практицi, така характеристика для методу та її вихiдна вартiсть 
повинна бути прийнятi до уваги. Дослiдження по кутах мiж двома 
джерелами на однiй лiнiї можуть вказувати на труднощi знаходження при 
максимальнiй витратi ресурсiв при обробцi TDOA даних та обчислень. 
Моделювання не показують очевиднi переваги при використаннi локалiзацiї 
TOA, але показують майже рiвнi показники ТОА в порiвняннi до локалiзацiї 
TDOA[5]. 
В залежностi вiд складностi iснуючої задачi для визначення координат 
джерела та наявних технiчних засобiв необхiдно обирати метод визначення 
враховуючи всi можливi ситуацiї. Необхiдно одночасно враховувати бажану 
точнiсть визначення мiсцеположення джерела, кiлькiсть самих джерел, що 
можуть створювати звук одночасно, кiлькiсть мiкрофонiв, що будуть 
оброблювати звук, синхронiзацiю мiж цими мiкрофонами. 
Для програми, що будуть займатися визначенням координат, необхiдно 
також враховувати кiлькiсть даних що буде оброблятися, кiлькiсть запитiв на 
визначення координат, що будуть находити вiд клiєнтiв та складнiсть 
реалiзованого алгоритму. Залежно вiд всiх перерахованих умов потрiбно 
створювати реалiзацiю обраного методу, що буде задовольняти всi умови та 
поставлену задачу.  
 
1.4 Висновки 
Перед початком реалiзацiї будь-якого методу чи алгоритму слiд 
звертати увагу на вже iснуючi вирiшення поставленої задачi чи проблеми. 
Далi будуть розглянутi методи для визначення мiсцеположення об’єкту, а 
саме TOA та TDOA. Для додаткiв реального часу локалiзацiї акустичного 
джерела, однiєю з головних проблем є значне зростання обчислювальної 
складностi, пов'язанi з появою все бiльш великих, активний чи пасивний, 
24 
 
розподiлених сенсорних мереж.  
Цi датчики в значнiй мiрi залежать вiд компонентiв системи на 
батарейках для досягнення високої функцiональної автоматизацiї в передачi 
сигналiв i обробки iнформацiї. Для того щоб зберегти вимоги до зв'язку 
мiнiмальним, бажано виконувати якомога бiльше обробки на приймачi 
платформах, якщо це можливо. Проте, складнiсть обчислень, необхiдних для 
досягнення точної локалiзацiї джерела рiзко зростає з розмiром сенсорних 
масивiв, що призводить до значного зростання обчислювальних вимог, якi не 
можуть бути легко зустрiчалися зi стандартним обладнанням. Для мережi 
або масиву датчикiв чи мiкрофонiв, пасивна локалiзацiя може бути 
здiйснюється за рахунок використання прийнятих сигналiв невiдомих 
джерел звуку.  В залежностi вiд iснуючої проблеми чи задачi можна обирати 
пiдходящий метод локалiзацiї джерела звуку чи сигналу. У цьому роздiлi 
було розглянуто два методи для визначення мiсцеположення джерела 
сигналу чи звуку, а саме TOA та TDOA. Кожен з цих методiв має свої 
переваги та недолiки, що найбiльше проявляють себе при їх реалiзацiї, а саме 
складнiсть обчислень та обсяг даних для обробки, кiлькiсть датчикiв чи 
мiкрофонiв необхiдних для коректної та повноцiнної роботи, та вимоги до 
обладнання на якому i будуть безпосередньо визначатися координати 
об’єкту.  
 При виборi одного з цих методiв необхiдно повнiстю враховувати 









2. МОДИФIКАЦIЯ МЕТОДУ ВИЗНАЧЕННЯ КООРДИНАТ 
ОБ’ЄКТУ 
 2.1 Реалiзацiя методу TDOA 
 В результатi аналiзу iснуючих алгоритмiв для реалiзацiї системи 
локалiзацiї було обрано технiку TDOA. TDOA, на вiдмiну вiд ТОА, може 
забезпечити вищу точнiсть при визначеннi координатi об’єкту. В 
розробленому алгоритмi за обраною технiкою є обмеження: кiлькiсть 
мiкрофонiв повинна бути не меншою за 5. Застосування було розроблено за 
допомогою мови Python версiї 2.7.11, спецiалiзованих бiблiотек для 
математичних та iнших наукових дослiджень NumPy, SciPy та SciKits 
останнiх версiй.  
NumPy є основним пакетом для наукових обчислень з Python. Вiн мiстить, 
серед iншого: 
- потужний iнструментарiй для роботи з N-мiрними масивами об'єктiв; 
- складнi функцiй; 
- iнструменти для iнтеграцiї  з C / C ++ i Fortran кодом; 
- кориснi функцiї лiнiйної алгебри, перетворення Фур'є i iнструментарiй 
для роботи з випадковими числами. 
Крiм його очевидних наукових цiлей, NumPy також може бути 
використаний в якостi ефективного багатовимiрного контейнеру для 
загальних даних. Також можуть бути визначенi довiльнi типи даних для 
роботи. Це дозволяє NumPy плавно i швидко iнтегруватися з широким 
спектром баз даних[6]. 
Matplotlib є бiблiотекою для побудови 2D графiкiв у Python, яка виробляє 
якiснi графiки з можливiстю публiкацiї в рiзних друкованих форматах i для 
iнтерактивних середовищ на рiзних платформах. Matplotlib можна 
використовувати в скритах Python i IPython оболонки (на зразок MATLAB чи 
Mathematica), серверах веб-додаткiв, а також шiсть графiчних наборiв 
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iнструментiв засобiв для користувацького iнтерфейсу. На рисунку 2.1 можна 
побачити приклади побудованих графiкiв за допомогою Matlplotlib. 
         
Рисунок 2.1 - Приклади побудованих графiкiв за допомогою Matlplotlib 
Matplotlib дозволяє вирiшити легкi задачi речi легко i зробити вирiшення 
складних задач можливим. За допомого Matplotlib можна створювати 
графiки, гiстограми, спектри потужностi, дiаграми розсiювання i т.д., за 
допомогою всього декiлькох рядкiв коду.  
Для простого графiкiв iнтерфейс pyplot забезпечує Matlab-подiбний 
iнтерфейс, особливо в поєднаннi з IPython. Для просунутих користувачiв, є 
можливiсть повного контролю над стилями лiнiй, властивостями шрифту, 
властивостi осей i т.д., через об'єктно-орiєнтований iнтерфейс або через 
набiр функцiй, якi доступнi у MATLAB[7]. 
SciPy — вiдкрита бiблiотека високоякiсних наукових iнструментiв для мови 
програмування Python. SciPy мiстить модулi для оптимiзацiї, iнтегрування, 
спецiальних функцiй, обробки сигналiв, обробки зображень, генетичних 
алгоритмiв, розв'язування звичайних диференцiальних рiвнянь та iнших 
задач, якi розв'язуються в науцi i при iнженернiй розробцi. Бiблiотека 
розробляється для тiєї ж аудиторiї, що i MATLAB та SciLab. Для вiзуалiзацiї 
при використаннi SciPy часто застосовують бiблiотеку Matplotlib, яка є 
аналогом засобiв виводу графiкiв MATLAB[8].  
SciKits (скорочення для SciPy Toolkits), є додатковими пакетами для SciPy i 
розроблятється окремо вiд основного дистрибутиву SciPy[9]. 
Для створення серверу використовувався протокол UDP. 
Мова Python була обрана через те, що вона дає можливiсть створити швидко 
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реалiзацiю майже будь якого алгоритму за допомогою вже iснуючих 
основних та додаткових програмних засобiв та бiблiотек з пiдтримкою 
повноцiнної вiзуалiзацiї та подальшої роботи з отриманими даними при 
тестуваннi розробленого додатку. 
Пiд час розробки системи також були врахованi гнучкiсть коду для 
внесення подальших змiн та простої пiдтримки розробленого додатку. 
Були створенi декiлька модулiв, що забезпечують коректне 
функцiонування розробленої системи: 
Модуль base_samples: 
Файл core.py: 
__init__(): в якостi параметрiв приймає назву аудiо файлу, з яким буде 
вiдбуватися робота системи, кiлькiсть процесiв за допомогою яких буде 
вiдбуватися локалiзацiя об’єкту, кiлькiсть спроб при визначеннi координат 
об’єкту за допомою яких можна покращити точнiсть при обчисленнi 
координат та кiлькiсть мiкрофонiв за допомогою яких буде вiдбуватися 
симуляцiя отримання звукового сигналу вiд джерела 
generate_source_positions(): реалiзує створення джерела, пошуком якого буду 
займатися система 
generate_distances(): реалiзує створення структур даних для збереження 
визначиних координат джерела, та генерацiю структури даних та 
вiдповiдних для наперед визчених координат обкту 
prepare(): виконує створення затримок для мiкрофонiв та створення 
структури для подальшої можливостi вiдображення отриманих даних за 
допомогою графiка 
generate_signals(): вiдбувається створення сигналiв та необхiдних затримок 
на мiкрофона, з подальшою обробкою та визначенням координат джерела, 
збереження отриманих даних для подальшої вiзуалiцiї отриманих 
результатiв або для повернення результатiв обчислень користувачу 
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time_delay_func(x, y): в якостi параметрiв приймає обробленi звуковi данi з 
двох мiкрофонiв, виконує кореляцiю мiж ними, виконує пошук 
максимального значення та виконує завершальну обробку даних 
x, y – вхiднi масиви даних з мiкрофонiв 
draw_plot(): реалiзує можливiсть графiчного вiдображення отриманих 
результатiв обчислень та зображення рiзницi мiж отриманими та наперед 
визначеними координатами джерела 
Файл console_runner.py мiстить консольну реалiзацiю програми для 
визначення координат, що приймає необхiднi для роботи системи параметри 




__init__(): в якостi параметрiв приймає адресу сервера i його порт, куди 
необхiдно надiслати повiдомлення, та саме повiдомлення. 
run(): сереалiзує повiдомлення, роздiляє його на рiвнi частини, розмiр яких 
обмежений максимальним розмiром UDP повiдмлення. 
Модуль logic: 
Файл helpers.py 
time_delay_func_parallel(start, end, outs, multi): розподiлена реалiзацiя методу 
time_delay_func(x, y). В якостi параметрiв приймає межi промiжку для якого 
буде запущено видiлений процес для пришвидшення часу виконання 
алгоритму, масив в який буде вiдбуватися запис оброки даних для пари даних 
з мiкрофонiв та набiр даних з усiх мiкрофонiв. 
Start, end – нижня та верхня промiжку 
Outs – масив для запису результатiв обробки даних 
Multi – данi з мiкрофонiв 
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perdelta(start, end, delta): в якостi параметрiв приймає початок, кiнець 
промiжку та дельту що визначає на скiльки промiжкiв необхiдно розбити 
дiапазон 
Start, end – мiнiмальна та максимальня границя 
Delta – кiлькiсть промiжкiв на який необхiдно роздiлити дiапазон 
Файл orchestrator.py 
class Orchestrator: 
__init__(): в якостi параметру примає json об’єкт, в якому мiстяться данi для 
моделювання. На рисунку 2.2 можна побатити приклад вмiсту 
конфiгурацiйного JSON файлу. 
Рисунок 2.2 -  Приклад вмiсту конфiгурацiйного JSON файлу 
retrieve_file_data(): виконує опрацювання аудiо файлу та збереження його 
даних для подальшої обробки та моделювання. 
init_server(): виконує iнiцiалiзацiю сервера котрий буде отримувати даннi з 
проксi мiкрофонiв. 
 send_data_to_server(): для кожної з спроб локалiзацiї джерела звуку 
вiдбувається генерацiї данних для кожного мiкрофона та виклик приватного 
методу __send_data_via_proxy. 
__send_data_via_proxy(): в якостi параметру принймає повiдомлення, що 
необхiдно вiдправити. Виконує створення проксi для кожного мiкрофону, з 




locate(): викликає опрацювання отриманих даних на серверi, локалiзацiю 
джерела звуку, виведення отриманих результатiв. 
Файл parallel_process.py: мiстить реалiзацiю класу ProcessParallel, що 





__init__(): iнiцiалiзує сервер за допомогою юданих отримах при iнiфiалiзацiї 
класу Orchestrator. 
generate_data(): виконує  всi пiдготовчi методи, а саме 
generate_source_positions, generate_distances та prepare. 
run(): створює сокет за допомогою якого будуть отримуватися данi з 
мiкрофонiв. Мiстить структуру даних для збереження даних з кожного 
проксi мiкрофону. За раз може отримати максимум 65507 байт. На початку 
кожного повiдомлення знаходиться унiверсальний iдентифiкатор кожного 
мiкрофону, що дозволяє привильно обробляти данi та зручно iдентифiкуту 
вхiднi повiдомлення серверу. 
generate_source_positions(): реалiзує створення джерела, пошуком якого буду 
займатися система. 
generate_distances(): реалiзує створення структур даних для збереження 
визначиних координат джерела, та генерацiю структури даних та 
вiдповiдних для наперед визчених координат об’єкту. 
prepare(): виконує створення затримок для мiкрофонiв та створення 
структури для подальшої можливостi вiдображення отриманих даних за 
допомогою графiка. 
log_results(): виконує форматоване виведення результатiв локалiзацiї 
джерела акустичного сигналу. Приклад можна побачити на рисунку 2.3. 
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draw_plot(): реалiзує можливiсть графiчного вiдображення отриманих 
результатiв обчислень та зображення рiзницi мiж отриманими та наперед 




Рисунок 2.4 - Приклад результатiв 
 




handle_retrieved_data(): винонує десереалiзацiю отриманих даних з проксi 
мiкрофонiв та подальшу обробку для виконання локалiзацiї. 
locate(): виконує локалiзацiї джерела звуку у заданому режимi, тобто може 
винонувати обчилення паралельно при необхiдностi . 
Файл server_runner.py мiстить iнiалiзацiю класу Orchestrator та всiх його 
пiдкомпонентiв, що може бути використаним для подальшого та бiльш 
детального тестування. 
 2.2 Реалiзацiя розподiленого методу TDOA 
 Пiд час реалiзацiї алгоритму TDOA було виявлено, що найбiльшу 
частину часу виконання займає визначення координат джерела, при готових 
промiжних даних. В конкретнiй реалiзацiї алгоритму найдовше виконується 
почергова кореляцiя даних отриманих з мiкрофонiв, оскiльки кореляцiї 
вiдбувається з двома великими масивами даних, розмiр яких залежить вiд 
розмiру аудiо файлу який буде аналiзуватися пiд час роботи програми. 
 У статистицi, залежнiстю є будь-який статистичний зв'язок мiж двома 
випадковими змiнними або двома наборами даних. Кореляцiя вiдноситься до 
будь-якого з широкого класу статистичних вiдносин, пов'язаних iз 
залежнiстю, хоча в загальному користуваннi вона найчастiше вiдноситься до 
ступеня, в якiй двi змiннi мають лiнiйну зв'язок один з одним. Знайомi 
приклади залежних явищ включають кореляцiю мiж фiзичними даними 
батькiв i їх нащадкiв, а також спiввiдношення мiж попитом на вироби i його 
цiна. 
 Кореляцiя є корисною, тому що вона може вказувати на прогностичнi 
вiдносини якi можуть бути використанi на практицi. Наприклад, 
електричний обiгрiвач може споживати менше енергiї на день на основi 
спiввiдношення попиту на електроенергiю i погодних умов. У цьому 
прикладi є причинно-наслiдковий зв'язок, тому що екстремальнi погоднi 
умови змушують людей використовувати бiльше електроенергiї для 
опалення або охолодження; однак статистична залежнiсть не є достатньою, 
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щоб продемонструвати наявнiсть такого причинно-наслiдкового зв'язку 
(тобто, кореляцiя означає наявнiсть причинно-наслiдкового зв'язку). 
 Формально залежнiсть вiдноситься до будь-якої ситуацiї, в якiй 
випадковi величини не задовольняють математичнiй умовi ймовiрнiсної 
незалежностi. 
 У загальному використаннi, кореляцiя може вiдноситися до будь-якого 
вiдхилення двох або бiльше випадкових величин, але технiчно це 
вiдноситься до будь-якого з декiлькох бiльш спецiалiзованих типiв вiдносин 
мiж середнiми значеннями. Є кiлька коефiцiєнтiв кореляцiї, часто 
позначаються ρ або R, що вимiрюють ступiнь кореляцiї. Найбiльш 
поширеним з них є коефiцiєнт кореляцiї Пiрсона, який чутливий тiльки до 
лiнiйної залежностi мiж двома змiнними (якi можуть iснувати, навiть якщо 
один є нелiнiйної функцiєю iншого). Iншi коефiцiєнти кореляцiї були 
розробленi, щоб бути бiльш стiйкими, нiж кореляцiї Пiрсона, тобто, бiльш 
чутливi до нелiнiйних вiдносин. Взаємна iнформацiя також може бути 
застосована для вимiрювання залежностi мiж двома змiнними. 
 Найбiльшу частину часу виконання в однопроцесернiї реалiзацiї 
алгоритму TDOA займає метод time_delay_func(x, y) який в якостi 
параметрiв приймає обробленi звуковi данi з двох мiкрофонiв, виконує їх 
кореляцiю та виконує пошук максимального значення та виконує 
завершальну обробку даних, де x, y – вхiднi масиви даних з мiкрофонiв. 
 Для реалiзацiї розподiленої версiї алгоритму був проаналiзований час 
виконання роботи програми з великою варiативнiстю вхiдних параметрiв, 
тобто з рiзними кiлькостями мiкрофонiв вiдносно яких вiдбувається робота 
алгоритму, рiзними розмiрами вхiдних файлiв для моделювання та 
кiлькостями процесiв на яких виконується найважча частина програми. 
Спочатку була створена та протестована початкова версiя паралельну 
програми. 
З отриманих результатiв тестування були зробленi наступнi висновки: 
34 
 
- час виконання частини алгоритму залежить вiд пiдходу розбиття 
обробки звукових даних; 
- час виконання залежить вiд кiлькостi процесiв на яких вiдбувається 
робота; 
- метод синхронiзацiї та структура даних для синхронiзацiї кардинально 
впливають на швидкодiю; 
- вибiр типу реалiзацiї на потоках чи на процесах є дуже важливим. 
Пiсля врахування помилок, що були допущенi при створеннi першої версiї 
паралельної програми, були внесенi необхiднi змiни, що дали змогу значно 
полiпшити час виконання роботи для визначення координат. Також були 
створенi додатковi модулi для програми, що виконують сервiснi функцiї для 
пiдвищення якостi алгоритму та коду, а саме parallel_process.py, що мiстить 
реалiзацiю менеджера для синхронiзацiї процесiв на яких вiдбувається 
обчислення, helpers.py, що мiстить сервiсну функцiю perdelta та полiпшену 
паралельну версiю time_delay_func - time_delay_func_parallel. 
Основнi iдеї для ефективної та швидкої реалiзацiї розподiленого алгоритму 
полягають у наступному: 
- обчислення повиннi виконуватися на окремих процесах, з якомога 
зручнiшим та швидким методом синхронiзацiї мiж ними; 
- кiлькiсть процесiв на яких виконується алгоритм повинна бути такою, 
яку можна легко змiнити та вiдповiдати обсягу роботи; 
- кореляцiя для рiзних даних повинна вiдбуватися паралельно. 
2.4 Висновки 
 Пiд час планування створення програмного рiшення важливим є вибiр 
iнструментiв розробки, їх налаштування та обладнання на якому буде 
виконуватися розробка.  
До засобiв та iнструментiв таких можна вiднести мову програмування 
з користувацькими бiблiотеками та середовище розробки з доповненнями та 
плагiнами. Звичайно, цiєї пари достатньо для вирiшення усiх поставлених 
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задач, але при збiльшеннi масштабу додатку з’являється необхiднiсть у бiльш 
спецiалiзованих програмах чи змiнi обладнання для його роботи. 
Прикладами цих програм є засоби автоматичного збирання проектiв, 
спецiальнi вiдлагоджувачi, програми тестування та пошуку критичних мiсць 
чи помилок, програми аналiзу та вдосконалення продуктивностi додаткiв. 
Деякi середовища програмування за замовчуванням включають вищезгаданi 
засоби або дозволяють розробнику опцiонально приєднувати їх за 
допомогою плагiнiв.  
 Проектування є невiд’ємною частиною циклу розробки програмного 
забезпечення. В залежностi вiд методологiї роботи над проектом, 
проектування може бути одним з перших етапiв на стадiї реалiзацiї проекту. 
Частiше за все, етап проектування йде пiсля визначення мети та специфiкацiї 
проекту, появи сформованого дизайну з вимогами та планом рiшення.  
При проектуваннi програмного забезпечення розглядаються наступнi 
елементи додатку: архiтектуру, компоненти, що входять до додатку та 
користувацькi бiблiотеки, необхiдну гнучкiсть для можливостi 
налаштування розробленого програмного забезпечення чи замiни його 
компонентiв, що буде значною перевагою для користувача чи iншого 
розробника, що буде працювати з вже готовим рiшенням. 
 Також, дуже важливим аспектом розробки є проєктування таким 
чином, що створену систему можна було б гнучко конфiгурувати та 
розширювати, саме через це було обрано парадигму програмування ООП та 
конфiгурацiї з використанням JSON. 
 Застосування принципiв SOLID дозволяє значно пiдвищити якiсть 
створеного коду, бути легко роширюваним та документованим. 
 Було створено та протестовано двi версiї програми, а саме, консольний 
додаток та UDP сервер, що дозволяє проводити моделювання у зручний 
спросiб та при необхiдностi мати можливiсть порiвняти результати двох 
версiй, а саме моделювання локалiзацiї та моделеювання вiдправди даних на 
сервер з подальшою їх обробкою та локалiзацiєю. 
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3. ОПИС РОЗРОБЛЕНОЇ МОДЕЛI МЕРЕЖI 
 3.1 Технологiчнi та програмнi засоби розробки 
 Пiд час планування при створеннi програмного рiшення важливим є 
вибiр iнструментiв розробки. До таких можна вiднести мову програмування 
з бiблiотеками та середовище розробки з доповненнями та плагiнами. 
Звичайно, цiєї пари достатньо для вирiшення усiх поставлених задач, але при 
збiльшеннi масштабу додатку з’являється необхiднiсть у бiльш 
спецiалiзованих програмах. Прикладами цих програм є засоби 
автоматичного збирання проектiв, спецiальнi вiдлагоджувачi, програми 
тестування та пошуку критичних мiсць, програми аналiзу та вдосконалення 
продуктивностi додаткiв. Деякi середовища програмування за 
замовчуванням включають вищезгаданi засоби або дозволяють програмiсту 
опцiонально приєднувати їх за допомогою плагiнiв.  
Мовою програмування для реалiзацiї додатку було обрано Python. 
 Python — iнтерпретована об'єктно-орiєнтована мова програмування 
високого рiвня з динамiчною семантикою. Структури даних високого рiвня 
разом iз динамiчною семантикою та динамiчним зв'язуванням роблять її 
привабливою для швидкої розробки програм, а також як засiб поєднання 
iснуючих компонентiв.  Python пiдтримує модулi та пакети модулiв, що 
сприяє модульностi та повторному використанню коду. Iнтерпретатор Python 
та стандартнi бiблiотеки доступнi як у скомпiльованiй так i у вихiднiй формi 
на всiх основних платформах. В мовi програмування Python пiдтримується 
декiлька парадигм програмування, зокрема: об'єктно-орiєнтована, 
процедурна, функцiональна та аспектно-орiєнтована[11]. 
Серед основних її переваг можна назвати такi: 
- чистий синтаксис (для видiлення блокiв слiд використовувати 
вiдступи); 
- переноснiсть програм (що властиве бiльшостi iнтерпретованих мов); 
- стандартний дистрибутив має велику кiлькiсть корисних модулiв 
(включно з модулем для розробки графiчного iнтерфейсу); 
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- можливiсть використання Python в дiалоговому режимi (дуже корисне 
для експериментування та розв'язання простих задач); 
- стандартний дистрибутив має просте, але разом iз тим досить потужне 
середовище розробки, яке зветься IDLE i яке написане на мовi Python; 
- зручний для розв'язання математичних проблем (має засоби роботи з 
комплексними числами, може оперувати з цiлими числами довiльної 
величини, у дiалоговому режимi може використовуватися як потужний 
калькулятор). 
Python має ефективнi структури даних високого рiвня та простий, але 
ефективний пiдхiд до об'єктно-орiєнтованого програмування. Елегантний 
синтаксис Python, динамiчна обробка типiв, а також те, що це iнтерпретована 
мова, роблять її iдеальною для написання скриптiв та швидкої розробки 
прикладних програм у багатьох галузях на бiльшостi платформ. 
Iнтерпретатор мови Python може бути розширений функцiями та 
типами даних, розробленими на C чи C++ (або на iншiй мовi, яку можна 
викликати iз C). Python також зручна як мова розширення для прикладних 
програм, що потребують подальшого налагодження. 
Для системи контороля версiй було обрано Git. Git - це безкоштовна та 
вiдкрита, система контороля версiй, призначена для обробки вiд малих до 
дуже великих проектiв iз швидкiстю та ефективнiстю. 
Git легко вчити i має крихiтний вiдбиток з блискавичною швидкодiєю. Вiн 
перевершує iнструменти SCM, такi як Subversion, CVS, Perforce i ClearCase, 
з такими функцiями, як дешевi локальнi розгалуження, зручнi мiсця 
розташування та кiлька робочих процесiв[15].  
В якостi iнтегрованого середовища розробки було обрано PyCharm. 
 Iнтегроване середовище розробки (IDE) – це комп’ютерна програма, 
що допомагає програмiсту розробляти нове програмне забезпечення чи 
модифiкувати вже iснуюче. 
 Зазвичай, IDE включає в себе наступнi елементи: 
- текстовий редактор; 
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- компiлятор та/або iнтерпретатор; 
- засоби автоматизованого збирання; 
- вiдлагоджувальник. 
 Додатково, середовище розробки може включати в себе засоби 
iнтеграцiї з системою контролю версiй i засоби створення графiчного 
iнтерфейсу користувача. Для об’єктно-орiєнтованих мов IDE може включати 
браузер класiв, iнспектор об’єктiв та дiаграму iєрархiї класiв. 
PyCharm — iнтегроване середовище розробки для мови програмування 
Python. PyCharm надає засоби для аналiзу коду, має власний графiчний 
вiдлагоджувальник, iнструменти для запуску юнiт-тестiв i пiдтримує веб-
розробки на Django. PyCharm розроблена чеською компанiєю JetBrains на 
основi IntelliJ IDEA. PyCharm працює пiд операцiйними системами Windows, 
Mac OS X i Linux[7]. 
Можливостi PyCharm: 
- статичний аналiз коду, пiдсвiчування синтаксису i помилок; 
- навiгацiя серед проектiв i програмного коду: вiдображення файлової 
структури проекту, швидкий перехiд мiж файлами, класами, методами i 
використаннями методiв; 
- рефакторинг : перейменування, витяг методу, введення змiнної, 
введення константи, пiдняття i опускання методу тощо; 
- iнструменти для веб-розробки з використанням фреймворку Django; 
- вбудований вiдлагоджувальник для Python; 
- вбудованi iнструменти для юнiт-тестування; 
- розробка з використанням Google App Engine; 
- пiдтримка систем контролю версiй: загальний користувацький 
iнтерфейс для Mercurial, Git, Subversion, Perforce i CVS з пiдтримкою спискiв 
змiн та злиття. 




Рисунок 3.1 - Редактор PyCharm 
 В якостi парадигми програмування для реалiзацiї даної системи було 
обрано ООП. (ООП) — одна з парадигм програмування, яка розглядає 
програму як множину об'єктiв, що взаємодiють мiж собою. Основу ООП 
складають три основнi концепцiї: iнкапсуляцiя, успадкування та 
полiморфiзм. Одною з переваг ООП є краща модульнiсть програмного 
забезпечення (тисячу функцiй процедурної мови, в ООП можна замiнити 
кiлькома десятками класiв iз своїми методами). Попри те, що ця парадигма 
з'явилась в 1960-тих роках, вона не мала широкого застосування до 1990-тих, 
коли розвиток комп'ютерiв та комп'ютерних мереж дозволив писати 
надзвичайно об'ємне i складне програмне забезпечення, що змусило 
переглянути пiдходи до написання програм[21]. 
 Для передачi даних використовується протокол UDP. User Datagram 
Protocol, UDP  — один iз протоколiв в стеку TCP/IP. Вiд протоколу TCP вiн 
вiдрiзняється тим, що працює без встановлення з'єднання. UDP — це один з 
найпростiших протоколiв транспортного рiвня моделi OSI, котрий виконує 
обмiн повiдомленнями (датаграмами — англ. datagram) без пiдтвердження та 
гарантiї доставки. При використаннi протоколу UDP вiдповiдальнiсть за 
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обробку помилок i повторну передачу даних покладена на протокол рiвнем 
вище. Але попри всi недолiки, протокол UDP є ефективним для серверiв, що 
надсилають невеликi вiдповiдi великiй кiлькостi клiєнтiв.  
Протокол UDP використовують такi сервiси та протоколи вищого рiвня: 
- TFTP (Trivial File Transfer Protocol, найпростiший протокол передачi 
файлiв); 
- SNMP (Simple Network Management Protocol, простий протокол 
управлiння мережею); 
- DHCP (Dynamic Host Configuration Protocol, протокол динамiчної 
конфiгурацiї вузла); 
- DNS (Domain Name System, служба доменних iмен). 
 Також цей протокол може використовуватися для рiзноманiтних 
мережевих iгор реального часу, потокового вiдео та аудiо, iнших типiв даних.  
 UDP є одним з найпростiших протоколiв транспортного рiвня моделi 
OSI. Його детальний опис можна знайти в IETF RFC 768. UDP забезпечує 
дуже простий iнтерфейс мiж мережним та програмним рiвнями. UDP не 
гарантує доставку повiдомлень, та вiдправник не запам'ятовує стан вже 
вiдiсланих повiдомлень. З цiєї причини протокол UDP iнодi розшифровують 
як «Unreliable Datagram Protocol» (протокол ненадiйних датаграм). Якщо на 
базi UDP треба органiзувати надiйну передачу даних, то для цього необхiдно 
залучити протоколи бiльш високого рiвня. 
 Заголовок UDP-конверту складається з 4 полiв, з яких 2 є 
опцiональними. «Порт вiдправника» та «контрольну суму» — це 16-бiтнi 
поля, котрi iдентифiкують вiдправляючий та одержуючий процеси. «Порт 
вiдправника» є необов'язковим, оскiльки UDP працює без встановлення 
з'єднання та вiдправник може не потребувати вiдповiдi. В такiй ситуацiї 
«порт вiдправника» повинен дорiвнювати нулю. Поле «Розмiр» є 
обов'язковим, воно визначає довжину усiєї UDP-дейтаграми в байтах, з 
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полем «Данi» включно. Мiнiмальне значення цього поля дорiвнює 8 байт. 
Останнє поле заголовка довжиною 16 бiт мiстить у собi контрольну суму 
заголовка i поля даних. «Контрольна сума» теж є необов'язковим полем, але 
на практицi воно майже завжди використовується[17]. На рисунку 3.2 можна 
побачити UDP пакет. 
 
Рисунок 3.2 - UDP пакет 
 Програми, що використовують UDP як транспортний протокол, мають 
бути готовi до помилок, втрати деяких конвертiв та повторної передачi 
даних. Деякi програми, такi як TFTP, можуть використовувати додатковi 
програмнi механiзми для пiдвищення надiйностi передачi. Але у бiльшостi 
випадкiв для таких програм надiйнiсть не є необхiдною i може навiть 
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завадити уповiльненням зв'язку. Потокове вiдео, iгри реального часу та VoIP 
(голос поверх IP) є прикладами програм, що дуже часто використовують 
UDP. Якщо ж програма потребує високого рiвня надiйностi, то може 
використовуватися такий протокол як TCP або надлишковiсть коду, за 
допомогою якої можна знаходити помилки при передачi даних. 
 Оскiльки у протоколi UDP вiдсутнiй будь-який контрольний механiзм 
запобiгання перевантаженням, мережнi механiзми повиннi мати засоби для 
зменшення ефекту потенцiйних перевантажень вiд великого, 
неконтрольованого потоку UDP-трафiку. Кажучи iнакше, оскiльки UDP-
вiдправники не спроможнi виявляти перевантаженiсть, єдиним 
iнструментом для призупинення надмiрного UDP-трафiку залишаються 
мережнi елементи, такi як роутери, що використовують «черги конвертiв» та 
«вiдкидання конвертiв». DCCP (англ. Datagram Congestion Control Protocol, 
протокол контролю навантаженостi датаграм) був створений як часткове 
рiшення цiєї проблеми. Вiн контролює навантаження на кiнцевих вузлах 
високошвидкiсних потокiв UDP-трафiку, наприклад, потокового вiдео. 
 Хоча кiлькiсть UDP-трафiку в типовiй мережi сягає лишень кiлькох 
вiдсоткiв, проте багато важливих програм використовують UDP. Серед них: 
DNS (Domain Name System, служба доменних iмен), SNMP (англ. Simple 
Network Management Protocol, простий протокол управлiння мережею), 
DHCP (англ. Dynamic Host Configuration Protocol, протокол динамiчної 
конфiгурацiї вузла), RIP (англ. Routing Information Protocol, протокол 
маршрутизацiї iнформацiї) та багато iнших[16]. 
Для збереження файлу конфiгурацiї було обрано JSON (JavaScript Object 
Notation) - це легкий формат обмiну даними. Людям легко читати i писати. 
Машини легко проаналiзувати та генерувати. Вона заснована на 
пiдмножинi мови програмування JavaScript, стандарт ECMA-262 3rd Edition 
- грудень 1999 р. JSON - це текстовий формат, який повнiстю не залежить 
вiд мови, але використовує конвенцiї, якi знайомi програмiстам С-сiмейства 
мов, зокрема C , C++, C #, Java, JavaScript, Perl, Python та багато iнших. 
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JSON побудований на двох структурах: 
- колекцiя назв/значення пар. У рiзних мовах це реалiзується як об'єкт, 
запис, структура, словник, хеш-таблиця, ключовий список або 
асоцiативний масив; 
- упорядкований список значень. У бiльшостi мов це реалiзується як 
масив, вектор, список або послiдовнiсть; 
Це унiверсальнi структури даних. Практично всi сучаснi мови 
програмування пiдтримують їх у тiй чи iншiй формi. Має сенс, що формат 
даних, який взаємозамiнний з мовами програмування, також повинен 
ґрунтуватися на цих структурах. 
Цi властивостi роблять JSON iдеальною мовою обмiн даними[12]. 
Для сереалiзацї та десереалiзацiї використовується модуль cPickle. 
Модуль cPickle пiдтримує серiалiзацiю та десерiалiзацiю об'єктiв Python, 
забезпечуючи iнтерфейс i функцiональнiсть, майже iдентичнi 
макетируючому модулю. Iснує декiлька вiдмiнностей, найважливiша - 
продуктивнiсть i пiдкласнiсть. 
cPickle може бути в 1000 разiв швидше, нiж макiяж, оскiльки перший 
реалiзований у C. По-друге, в модулi cPickle розпiзнанi Pickler() i Unpickler() 
є функцiями, а не класами. Це означає, що ви не можете використовувати їх 
для власних пiдкласiв серiалiзацiї та десереалiзацiї. Бiльшiсть програм не 
потребують цiєї функцiї, i вони повиннi мати переваги вiд значно покращеної 
роботи модуля cPickle[13]. 
Iснують додатковi незначнi вiдмiнностi в API мiж cPickle i iншими 
пакетами, однак для бiльшостi програм вони взаємозамiннi. Додаткова 
документацiя наведена в документацiї до макетировочного модуля, яка 




Рисунок 4.1 - Скрiншот параметрiв запуску 
Процесори цих комп’ютерiв мають технологiю Hyper-Threading 
(офiцiйно називається Hyper-Threading Technology або HT Technology i 
скорочено як HTT або HT) - це власна технологiя багатопоточностi (SMT) 
вiд Intel, що використовується для покращення розпаралелювання обчислень 
(виконання декiлькох завдань одночасно) на мiкропроцесорiв x86.  
Для кожного ядра процесора, що фiзично присутнє, операцiйна 
система адресує до двох вiртуальних (логiчних) ядер i дiлиться 
навантаженням мiж ними, коли можливо. Основною функцiєю гiперпотокiв 
є збiльшення кiлькостi незалежних iнструкцiй у конвеєрi; вiн використовує 
суперскалярну архiтектуру, в якiй декiлька iнструкцiй працюють паралельно 
з окремими даними. З HTT, одне фiзичне ядро виступає двома процесорами 
операцiйної системи, що дозволяє одночасне планування двох процесiв на 
ядро. Крiм того, два або бiльше процесiв можуть використовувати однаковi 
ресурси: якщо ресурси для одного процесу недоступнi, тодi, якщо доступнi 
його ресурси, можна продовжити iнший процес. На рисунку 3.3 можна 




Рисунок 3.3 - Принцип роботи технолгiї HT 
 
На додаток до необхiдностi пiдтримки одночасної багатопотокової 
(SMT) у операцiйнiй системi, гiперпоточнiсть може бути належним чином 
використана лише з спецiально оптимiзованою для неї операцiйною 
системою. Крiм того, корпорацiя Intel рекомендує вимкнути HTT при 
використаннi операцiйних систем, якi не знають про це апаратне 
забезпечення. Ця технологiя значно покращить результати обчислень [14]. 
 
 3.2 Опис серверу 
 Сервер отримує данi по протоколу UDP.  Максимальний розмiр 
повiдомлення, що може отримати за один запит сервер складає 65507 байт, 
що є майже максимальним розмiром повiдомлення, вiдправку яких 
пiдтримує протокол UDP.  
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 Кожне повiдомлення мiстить на початку iдентифiкатор мiкрофону, 
подальша частина подiдомлення мiстить частину сереалiзованого на сторонi 
проксi масив даних мiкрофону. Отриманi данi зберiгаються в тимчасову 
структуру даних, пiсля отримання повiдомлення розмiром 36 байт, в якому 
мiститься iдентифiкатор мiкрофону, данi з тимчасової структури 
записуються у синхронiзовану структуру даних та оновлюється рахунок 
мiкрофонiв, з котрих були отриманi данi. Синхронiзована структура даних 
дозволяє обмiнюватися даними мiж iнтерпретаторами мову Python, в яких 
вiдбувається виконання моделювання.  
 Пiсля отримання даних зi всiх мiкрофонiв, сервер припиняє отримання 
даних та виконується пiдготовка отриманих даних для локалiзацiї джерела 
звуку. Отриманi данi десереалiзуються у NumPy масив i вiдбувається 
безпосередня локалiзацiя. 
 
 3.3 Опис клiєнту 
 В якостi клiєнтiв сервера виступаються проксi мiкрофонiв, що 
сереалiзують данi кожного мiкрофона, роздiляють їх на рiвнi, крiм двох 
останнiх, повiдомлення. 
 Серiалiзацiя — процес перетворення будь-якої структури даних у 
послiдовнiсть бiтiв. Зворотною до операцiї серiалiзацiї є операцiя 
десерiалiзацiї — вiдновлення початкового стану структури даних iз бiтової 
послiдовностi. 
 Серiалiзацiя використовується для передавання об'єктiв мережею й для 
збереження їх у файлах. Наприклад, потрiбно створити розподiлений 
додаток, рiзнi частини якого мають обмiнюватися даними зi складною 
структурою. У такому випадку для типiв даних, якi передбачається 
передавати, пишеться код, який здiйснює серiалiзацiю i десерiалiзацiю. 
Об'єкт заповнюється необхiдними даними, потiм викликається код 
серiалiзацiї, в результатi виходить, наприклад, XML-документ. Результат 
серiалiзацiї передається приймальнiй сторонi, наприклад, електронною 
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поштою або через HTTP. Додаток-одержувач створює об'єкт того ж типу i 
викликає код десерiалiзацiї, у результатi отримуючи об'єкт iз тими ж даними, 
якi були в об'єктi програми-вiдправника. За такою схемою працює, 
наприклад, серiалiзацiя об'єктiв через SOAP в Microsoft.NET[18]. 
Серiалiзацiя надає декiлька корисних можливостей: 
- метод реалiзацiї зберiгання об'єктiв, який зручнiший, нiж запис їх 
властивостей в текстовий файл на диск i повторна збiрка об'єктiв 
читанням файлiв; 
-  метод здiйснення вiддалених викликiв процедур, як, наприклад, у 
SOAP; 
-  метод розповсюдження об'єктiв, особливо в технологiях 
компонентно-орiєнтованого програмування, таких як COM i 
CORBA; 
-  метод виявлення змiн у даних, що змiнюються з часом. 
 Для найефективнiшого використання даних можливостей необхiдно 
пiдтримувати незалежнiсть вiд архiтектури. Наприклад, необхiдно мати 
можливiсть надiйно вiдтворювати серiалiзований потiк даних, незалежно вiд 
порядку байтiв, що використовується в цiй архiтектурi. Це означає, що 
найбiльш проста i швидка процедура прямого копiювання дiлянки пам'ятi, в 
якому розмiщується структура даних, не може працювати надiйно для всiх 
архiтектур. Серiалiзацiя структур даних в архiтектурно-незалежний формат 
означає, що не повинно виникати проблем через рiзний порядок 
проходження байтiв, механiзмiв розподiлу пам'ятi або вiдмiнностей 
представлення структур даних в мовах програмування. 
 Будь-якiй зi схем серiалiзацiї властиво те, що кодування даних 
послiдовно за визначенням, i вибiрка будь-якої частини серiалiзованої 
структури даних вимагає, щоб весь об'єкт був зчитаний вiд початку до кiнця 
i був вiдновлений. У багатьох програмах така лiнiйнiсть корисна, тому що 
дозволяє використовувати простi iнтерфейси введення/виведення загального 
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призначення для збереження i передачi стану об'єкта. У додатках, де важлива 
висока продуктивнiсть, можливо буде доречнiше використовувати 
складнiшу, нелiнiйну органiзацiю зберiгання даних. 
 Розмiр всiх повiдомленнь, крiм двох останнiх, що вiдправляється за раз 
складає 65036 байт, в першi 36 байт записаний iдентифiкатор мiкрофону, що 
є UUID.  UUID (Universally Unique Identifier) — це стандарт iдентифiкацiї, 
який використовується при створеннi програмного забезпечення, 
затверджений Open Software Foundation (OSF) як частина Розподiленого 
комп'ютерного середовища (DCE). Основне призначення UUID — дозволити 
розподiленим системам унiкально iдентифiкувати iнформацiю без центру 
координацiї. Таким чином, кожен може створити UUID i використовувати 
його для iдентифiкацiї чого-небудь з достатнiм рiвнем впевненостi, що даний 
iдентифiкатор не буде ненавмисно використано для чогось iншого.  UUID — 
це 16-байтний (128-бiтний) номер. В шiстнадцятковiй системi числення 
UUID має вигляд рядка цифр, роздiлених дефiсами на п'ять груп за схемою 
8-4-4-4-12 — разом 36 символiв (32 цифри i 4 дефiси). Наприклад: 550e8400-
e29b-41d4-a716-446655440000. Загальна кiлькiсть унiкальних ключiв UUID 
становить 2128 = 25616 або близько 3.4 × 1038. Це означає, що генеруючи 1 
трильйон ключiв кожної наносекунди, перебрати всi можливi значення 
вдасться лише за 10 мiльярдiв рокiв [19][20].  
 Розмiр передостаннього повiдомлення може варiюватися в залежностi 
вiд розмiру початкового NumPy масиву, що сереалiзуються, а потiм дiлиться 
на частини. В останньому повiдомленнi вiдбувається надсилання 
iдентифiкатору мiкрофону. 
 3.4  Опис взаємодiї сервера та клiєнта 
 Обмiн данними мiж клiєтами та сервером вiдбувається за допомогою 
протоколу UDP. Взаємодiю по протоколу UDP клiєта та серверу можна 
побачити на рисунку 3.4. Розмiр повiдомлень з даними є майже максимально 
можливим при використаннi протоколу UDP. Вiдправка даних з клiєнтiв на 
сервер вiдбувається послiдовно. Виконання коду серверу та клiєнтiв 
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вiдбувається в рiзних iнтерпретаторах мови Python. 
 
Рисунок 3.4 - Взаємодiя по протоколу UDP 
Клiєнт надсилає частину серiалзованого масиву даних на сервер, коли 
всi данi з клiєту надiсланi, вiдбувається вiдправка iдентифiкатору мiкрофону. 
Коли серввер отримує iдентифiкатор мiкрофону, вiдбувається 
запам’ятовування цiєї подiї сервером. Пiсля отримання всiх повiдомлень 
сервер розпочинає отримання даних вiд iншого мiкрофону. Цей процес 
триває поки данi з усiх мiкрофонiв не надiйдуть. 
Пiслся отримання всiх даних, сервер їх десереалiзує та ропочинається 
локалiзацiя джереле акустичного сигналу, що може виконуватися 
розподiлено, в залежностi вiд параметрiв запуску сервера.  
 3.5 Висновки 
 Модель мережi була розроблена з урахування усiх особсливостей 




 За допомогою конфiгурацiї, що зберiгається у JSON файлi можливо 
тестувати модель в автоматичному режимi, що дозволяє превiряти випадки 
локалiзацiї з використанням великої кiлькостi мiкрофонiв, що може зайняти 
годину i бiльше. 
 Процес генерування даних для моделювання вiдбувається перед 
запуском серверу та мiкрофонiв, що дозволяє повторно використовувати 
сгенерованi данi для порiвняння з отриманими вiд визначення 
мiсцеположення джерела звуку.  
 Процес вiдправки та прийняття повiдомлень працює в двох 
iнтерпретаторах Python, що дозволяє оптимально використовувати ресурси 
та пiсля отримання усiх повiдомлень розпочати розподiлену локалiзацiю 
джерела акустичного сигналу, що в свою чергу буде проходити обранiй 
кiлькостi iнтерпритаторiв. 
 В моделi передбачена можливiсть роботи у випадоку вiдсутностi звуку 
з певних мiрофонiв, що означає: 
- для отримання точнiших результатiв необхiдно використовувати 
меншу кiлькiсть мiкрофонiв (до 64); 
- модель може бути використана для тестування процесу локалiзацiї з 












4. ЕКСПЕРИМЕНТИ ЗI СТВОРЕНОЮ СИСТЕМОЮ 
4.1 Засоби для експериментiв та тестування 
Для експериментування з розробленою системою та її тестування як 
основний комп’ютер було використано два комп’ютери Dell Inspiron 3537 та 
Dell XPS 15. 
Dell Inspiron 3537  комп’ютер має: 
- 8 Гб оперативної пам’ятi; 
- процесор Intel Core i7-4500U (2/4); 
- операцiйну систем Fedora 25 x64. 
Dell Inspiron 3537  комп’ютер має: 
- 16 Гб оперативної пам’ятi; 
- процесор Intel Core i7-7700HQ (4/8); 
- операцiйну систем Fedora 27 x64. 
Конфiгурацiя даного комп’ютера дозволить перевiрити можливостi 
розробленої системи у повному обсязi та зробити повноцiннi висновки з 
результатiв. 
 4.2 Умови та результати 
  Програм без помилок не iснує. Практика доводить, що винуватцями 
помилок у програмах найчастiше бувають самi розробники. Один iз 
загальних законiв практичного програмування полягає в тому, що жодна 
програма не дає бажаних результатiв при першiй спробi трансляцiї та 
виконання.  
Розробник повинен не тiльки створювати ефективнi програми, але i 
знаходити в них усiлякi помилки та досконально перевiряти на коректнiсть 
роботи.  
     Iснують два типи програмних помилок: 
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- синтаксичнi помилки - виникають через порушення правил мови 
програмування. Такi помилки зазвичай виявляються пiд час 
компiляцiї. Можуть бути виключенi порiвняно легко. Навiть якщо не 
переглядати текст програми можна бути впевненим, що компiлятор на 
стадiї трансляцiї знайде помилки i видасть вiдповiднi попередження. 
Фактично пошук помилок здiйснює компiлятор, а їхнє виправлення - 
розробник; 
- семантичнi (логiчнi) помилки - тi, що призводять до некоректних 
обчислень або помилок пiд час виконання (runtime error). Семантичнi 
помилки усувають зазвичай за допомогою виконання програми з 
ретельно пiдiбраними перевiрочними даними, для яких вiдома 
правильна вiдповiдь. 
- Перевiрка правильностi роботи програмного забезпечення - це процес, 
що використовується для вимiру якостi розроблюваного програмного 
забезпечення. Зазвичай, поняття якостi обмежується такими 
поняттями, як коректнiсть, повнота, безпечнiсть, але може мiстити 
бiльше технiчних вимог. До цього процесу входить виконання 
програми з метою знайдення помилок. 
     Якiсть не є абсолютною, це суб'єктивне поняття. Тому така перевiрка не 
може повнiстю забезпечити коректнiсть програмного забезпечення. Воно 
тiльки порiвнює стан i поведiнку продукту зi специфiкацiєю. При цьому 
треба розрiзняти тестування програмного забезпечення i забезпечення якостi 
програмного забезпечення, до якого належать усi складовi дiлового процесу, 
а не тiльки тестування. 
     Iснує багато пiдходiв до перевiрки якостi програмного забезпечення, але 
ефективне тестування складних продуктiв - це по сутi дослiдницький 
процес, а не тiльки створення i виконання рутинної процедури. 
     Перевiрка пронизує весь життєвий цикл ПЗ, починаючи вiд проектування 
i закiнчуючи невизначено довгим етапом експлуатацiї. Цi роботи 
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безпосередньо пов'язанi iз завданнями управлiння вимогами та змiнами, 
адже метою контролю якостi є якраз можливiсть переконатися у 
вiдповiдностi програм заявленим вимогам. 
     Перевiрка якостi та коректностi - процес також iтерацiйний. Пiсля 
виявлення та виправлення кожної помилки обов'язково слiд повторити 
експерименти, щоб переконатися у працездатностi програми. Бiльше того, 
для iдентифiкацiї причини виявленої проблеми може знадобитися 
проведення спецiальної додаткової перевiрки.  
     Iснує безлiч пiдходiв до вирiшення завдання пiдтвердження правильностi 
роботи та верифiкацiї ПЗ, але ефективна перевiрка складних програмних 
продуктiв - це процес у вищiй мiрi творчий, не зводиться до прямування 
строгими i чiткими процедурами або до створення таких. 
 Створення даних для перевiрки, є важливою частиною тестування 
програмного забезпечення, це процес створення набору даних для перевiрки 
адекватностi нових або переглянутих програм. Це можуть бути фактичнi 
данi, якi були взятi з попереднiх операцiй або штучних даних, створених для 
цiєї мети. Створення даних розглядається як складна проблема, i хоча багато 
рiшень було створено, бiльшiсть з них обмежуються простими програмами. 
Використання динамiчного розподiлу пам'ятi в бiльшiй частинi коду, є 
найбiльш серйозною проблемою, що постає при створеннi таких даних. 
Способи використання програмних продуктiв стають дуже 
непередбачуваними, в зв'язку з цим стає все важче передбачити шляхи, що 
складна програма може прийняти, що робить його практично неможливим 
створення тестових даних для перевiрки всiх варiантiв її використання. 
Проте, в останнє десятилiття значний прогрес був досягнутий у вирiшеннi 
цiєї проблеми з використанням генетичних алгоритмiв та iнших алгоритмiв 
аналiзу. Крiм того, перевiрка програмного забезпечення є важливою 
частиною циклу розробки програмного забезпечення життя i в основному є 
трудомiсткою.  
 Для перевiрки роботи створеної системи було обранi випадки для 
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тестування, що зможуть продемонструвати її можливостi. Оскiльки на 
комп’ютерi, на якому вiдбувалося тестування вставлений двоядерний 
процесор, то для того, що б розпаралелювання алгоритму давало значний 
ефект необхiдно використовувати два окремих процеси для обчислень. При 
тестуваннi на комп’ютерах з бiльшою кiлькiстю ядр у процесорi, необхiдно 
враховувати кiлькiсть ядр, що можуть виконувати задачi паралельно, в 
iнакшому разi замiсть пришвидшення роботи можна отримати протилежний 
результат. 
Для перевiрки був створений аудiо файл розмiром 124 КБ, що в 
повному обсязi дозволяє дослiдити поведiнку системи при рiзнiй кiлькостi 
мiкрофонiв та процесiв на яких буде виконуватися алгоритм. Нажаль 
використання аудiо файлiв бiльших за 2000 Кб неможливе через обмежену 
кiлькiсть оперативної пам’ятi, було прийняте рiшення саме про 
використання аудiо файлу такого розмiру, що не є граничним для даних 
системи та залишає певну кiлькiсть вiльної оперативної пам’ятi для роботи 
операцiйної системи та iнших необхiдних для коректної роботи алгоритму 
програм. Оскiльки реалiзацiя методу TDOA має обмеження на мiнiмальну 
допустиму кiлькiсть мiкрофонiв для роботи, а саме 5, з точки зору реалiзацiї 
та необхiдної точностi для визначення координат джерела звуку, було 
прийнято рiшення проводити дослiди з 8, 16, 32, 64, 128, 256, 512, 1024 для 
Dell Inspiron 3537, Dell XPS 15 та з додатковим випадком для Dell XPS 15 - 
2048 наявних мiкрофонiв та з використанням 1, 2, 4  для Dell Inspiron 3537 
та 1, 2, 4, 8  для Dell XPS 15 для обчислень у найповiльнiшiй частинi 
програми.  Далi будуть наведенi рисунки, на котрих буде зображено 
параметри та результати. 
Для випадку 8 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.1, 4.2 та 4.3 можна побачити 





Рисунок 4.1 - Скрiншот параметрiв запуску 
 
Рисунок 4.2 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.3 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 8 мiкрофонiв та 2 процесiв можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.4, 4.5 та 4.6 можна побачити 
параметри та результати роботи програми для цього випадку, на двох 
комп’ютерах. 
 




Рисунок 4.5 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.6 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 8 мiкрофонiв та 4 процесiв можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.7, 4.8 та 4.9 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.7 - Скрiншот параметрiв запуску 
 
Рисунок 4.8 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.9 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 8 мiкрофонiв та 8 процесiв можна побачити процес 
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формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.10, 4.11 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.10 - Скрiншот параметрiв запуску 
 
Рисунок 4.11 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 16 мiкрофонiв та одного процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.12, 4.13 та 4.14 можна 
побачити параметри та результати роботи програми для цього випадку, на 
двох комп’ютерах. 
 




Рисунок 4.13 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.14 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 16 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.15, 4.16 та 4.17 можна 
побачити параметри та результати роботи програми для цього випадку, на 
двох комп’ютерах. 
 
Рисунок 4.15 - Скрiншот параметрiв запуску 
 
Рисунок 4.16 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.17 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 16 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
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та визначенi координати джерела. На рисунках 4.18, 4.19 та 4.20 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.18 - Скрiншот параметрiв запуску 
 
Рисунок 4.19 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.20 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 16 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.21, 4.22 можна побачити 
параметри та результати роботи програми для цього випадку. 
 




Рисунок 4.22 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 32 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.23, 4.24 та 4.25 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.23 -  Скрiншот параметрiв запуску 
 
Рисунок 4.24 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.25 - Скрiншот результатiв роботи на Dell XPS 15 
 
Для випадку 32 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.26, 4.27 та 4.28 можна 





Рисунок 4.26 - Скрiншот параметрiв запуску 
 
Рисунок 4.27 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.28 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 32 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.29, 4.30 та 4.31 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 




Рисунок 4.30 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.31 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 32 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.32, 4.33 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.32 - Скрiншот параметрiв запуску 
 
Рисунок 4.33 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 64 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.34, 4.35 та 4.36 можна 





Рисунок 4.34 - Скрiншот параметрiв запуску 
 
Рисунок 4.35 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.36 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 64 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.37, 4.38 та 4.39 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.37 - Скрiншот параметрiв запуску 
 




Рисунок 4.39 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 64 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.40, 4.41 та 4.42 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.40 - Скрiншот параметрiв запуску 
 
Рисунок 4.41 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.42 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 64 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.43, 4.44 можна побачити 




Рисунок 4.43 - Скрiншот параметрiв запуску 
 
Рисунок 4.44 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 128 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.45, 4.46 та 4.47 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.45 -  Скрiншот параметрiв запуску 
 
Рисунок 4.46 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.47 -  Скрiншот результатiв роботи на Dell XPS 15 
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Для випадку 128 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.48, 4.49 та 4.50 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.48 - Скрiншот параметрiв запуску 
 
Рисунок 4.49 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.50 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 128 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.51, 4.52 та 4.53 можна 





Рисунок 4.51 - Скрiншот параметрiв запуску 
 
Рисунок 4.52 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.53 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 128 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.54, 4.55 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.54 -  Скрiншот параметрiв запуску 
 
Рисунок 4.55 - Скрiншот результатiв роботи на Dell XPS 15 
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Для випадку 256 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.56, 4.57 та 4.58 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.56 - Скрiншот параметрiв запуску 
 
Рисунок 4.57 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.58 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 256 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.59, 4.60 та 4.61 можна 






Рисунок 4.59 - Скрiншот параметрiв запуску 
 
Рисунок 4.60 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.61 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 256 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.62, 4.63 та 4.64 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.62 - Скрiншот параметрiв запуску 
 




Рисунок 4.64 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 256 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.65, 4.66 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.65 - Скрiншот параметрiв запуску 
 
Рисунок 4.66 -  Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 512 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.67, 4.68 та 4.69 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 




Рисунок 4.68 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.69 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 512 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.70, 4.71 та 4.72 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.70 - Скрiншот параметрiв запуску 
 
Рисунок 4.71 -  Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.72 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 512 мiкрофонiв та 4 процесу можна побачити процес 
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формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.73, 4.74 та 4.75 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.73 - Скрiншот параметрiв запуску 
 
Рисунок 4.74 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.75 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 512 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.76, 4.77 можна побачити 
параметри та результати роботи програми для цього випадку. 
 




Рисунок 4.77 -  Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 1024 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.78, 4.79 та 4.80 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 
Рисунок 4.78 - Скрiншот параметрiв запуску 
 
Рисунок 4.79 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.80 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 1024 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.81, 4.82 та 4.83 можна 






Рисунок 4.81 - Скрiншот параметрiв запуску 
 
Рисунок 4.82 - Скрiншот результатiв роботи на Dell XPS 15 
 
Рисунок 4.83 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 1024 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.84, 4.85 та 4.86 можна 
побачити параметри та результати роботи програми для цього випадку на 
двох комп’ютерах. 
 




Рисунок 4.85 - Скрiншот результатiв роботи на Dell Inspiron 3537 
 
Рисунок 4.86 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 1024 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.87, 4.88 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.87 - Скрiншот параметрiв запуску 
 
Рисунок 4.88 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 2048 мiкрофонiв та 1 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.89, 4.90 можна побачити 




Рисунок 4.89 - Скрiншот параметрiв запуску 
 
Рисунок 4.90 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 2048 мiкрофонiв та 2 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.91, 4.92  можна побачити 
параметри та результати роботи програми для цього випадку. 
 
 
Рисунок 4.91 - Скрiншот параметрiв запуску 
 
Рисунок 4.92 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 2048 мiкрофонiв та 4 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.93, 4.94 можна побачити 
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параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.93 - Скрiншот параметрiв запуску 
 
Рисунок 4.94 - Скрiншот результатiв роботи на Dell XPS 15 
Для випадку 2048 мiкрофонiв та 8 процесу можна побачити процес 
формування запиту на сервер, результат роботи сервера та отриманi реальнi 
та визначенi координати джерела. На рисунках 4.95, 4.96 можна побачити 
параметри та результати роботи програми для цього випадку. 
 
Рисунок 4.95 - Скрiншот параметрiв запуску 
 
Рисунок 4.96 - Скрiншот результатiв роботи на Dell XPS 15 
4.3 Аналiз отриманих результатiв 
Результати перевiрки створених програми на двох комп’ютерах, 
дозволяють побачити суттєву рiзницю у часi виконання. Можна чiтко 
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побачити, що зi збiльшенням кiлькостi мiкрофонiв програма, що 
використовує для обчислення найповiльнiшої частини вiд бiльше одного 
процесу, отримає значну перевагу у часi виконання. При використаннi 
можливостi обчислень за допомогою технологiї Intel Hyper-threading можна 
побачити незначне покращення результатiв, а саме близько 7%, в порiвняннi 
з використанням реальної кiлькостi потокiв виконання процесорiв. Час 
виконання та порiвняння можна побачити на рисунках 4.97, 4.98 та 4.100 – 
4.103. 
 При цьому варто зазначити, що час попередьої обробки повiдомлень, 
зменшився на 1% з використанням потужнiшого процесору. Графiки 
залежностi часу вiд кiлькостi мiкрофонiв, з котрих оброблюються данi 
можна побачити на рисунках 4.98 та 4.49. 
 Окрiм цього, також можна помiтити рiзницю в точностi визначення 
координат джерела, що зумовлена особливостями в створеннi мiкрофонiв 
для аналiзу звуку, а саме їх розташування вiдносно джерела звуку. 
Залежнiсть неточностi вiд кiлькостi мiкрофонiв з котрих оброблюється 
сигнал можна побачити на рисунках 4.104 – 4.106. 
 Експерементальним шляхом була визначена максимально доцiльна 
кiлькiсть мiкрофонiв, що можна використовувати для локалiзацiї джерела 
акустичного сигналу, а саме – 1024 для Dell Inspiron 3537 (2/4) та 2048 для 
Dell XPS 15 (4/8). 
Слiд зауважити, що зi збiльшенням розмiру даних надiсланих з 
мiкрофонiв для аналiзу, збiльшення кiлькостi процесiв для виконання 
обчислень, одзволяє значно полiпшити час локалiзацiї на обох комп’ютерах, 
що зумовлене виконанням бiльшої кiлькостi операцiї паралельно. 
 Отриманi результати пiдтверджують правильнiсть iмплементацiї 
розподiлення обчислень, що може дозволити покращити результати при 



























Кiлькiсть обчислювальних потокiв, од
Локалiзацiя на Dell XPS 15


























Кiлькiсть обчислювальних потокiв, од
Локалiзацiя на Dell Inspiron 3537




Рисунок 4.98 - Залежнiсть часу обробки поiдомлень вiд кiлькостi 
мiкрофонiв на Dell Inspiron 3537 
 
Рисунок 4.99 - Залежнiсть часу обробки поiдомлень вiд кiлькостi 



















































Рисунок 4.100 - Порiвняння часу локалiзацiї для вiдповiдних випадкiв 
 









































Рисунок 4.102 - Порiвняння часу локалiзацiї для вiдповiдних випадкiв 
 












































Рисунок 4.104 - Неточнiсть по Х 
 












































Рисунок 4.106 - Неточнiсть по Z 
 
4.4 Висновки 
Для дослiджень роботи моделi локазiлiзацiї джерела акустичного 
сигналу за допомогою методу TDOA було розроблено сервер та необхiднi 
кiлєнти що дозволяють проводити експерименти з бажаними аудiо файлами, 
кiлькiстю спроб для визначення мiсцеположення джерела звуку, радiусом 
локалiзацiї, адресу та порт сереверу для дослiдження, кiлькiстю мiкрофонiв 
що будуть використовуватися та кiлькiсть процесiв на яких буде 
виконуватися частина алгоритму, паралелiзацiя якої дозволяє значно 
покращити результати при використаннi бiльшої кiлькостi процесiв та 
фiзичних чи вiртуальних ядер центрального процесору. 

























залежностi вiд вибраної кiлькостi процесiв, рiзниця в часi виконання 
складати до 50%. Для вищезгаданих комп’ютерiв убли визначенi 
максимальнi кiлькостi мiкрофонiв данi за яких можна обробити, а саме 1024 
та 2048. Для бiльш простих дослiджень має сенс використовувати 
моделювання на локальнiй машинi, що може забезпечити необхiдну 
простоту в роботi. 
Також варто зауважити, що при роботi з розробленою моделлю 
необхiдно враховувати можливостi комп’ютера на якому вiдбуваються 
дослiдження, оскiльки максимальний розмiр аудiо файлу для аналiзу та 
кiлькiсть мiкрофонiв що використовуються залежить вiд обсягу оперативної 
пам’ятi комп’ютера на якому вiдбуваються обчислення.  
Було визначено, що кiлькiсть наявних обчислювальних ядр (фiзичних 
та вiртуальних) процесора комп’ютера на якому ведеться дослiдження, може 
радикально вплинути на швидкодiю в паралельнiй реалiзацiї методу TDOA, 
тому для отримання якомога найкращих та якомога точнiших результатiв для 
виконання програми треба обирати їхню максимальну кiлькiсть – фiзичних 
або при можливостi вiртуальних. 
Було визначено, що кiлькiсть мiкрофонiв якi можна моделювати та 
обчислювати данi з них одночасно прямо залежить вiд об’єму оперативноiї 
пам’ятi яка доступна на комп’ютерi або оперцiйнiй системi, де вiдбувається 
моделювання. 
Можна зробити висновок, що при використаннi реальних мiкрофонiв 
залежностi будуть аналогiчнi, також треба буде слiдкувати за цiлiснiстю 
даних з мiкрофонiв, що отримує сервер, оскiльки протокол UDP не гарантує 
цiлiснiсть даних, що може вплинути на результати локалiзацiї джерела 
акустичного сигналу, а саме точнiсть. 
 Пакети з даними необхiдно буде нумерувати та робити їх 






Метою даної магiстерської дисертацiї була розробка моделi 
локалiзацiї джерела акустичного сигналу з використанням серверу що 
отримує данi за допомогою протоколу UDP та мiкрофонiв, з котрих 
вiдбувається надсилання даних, для визначення максимальної кiлькостi 
мiкрофонiв, данi з яких може одночасно оброблювати сервер, з можливiстю 
виконувати обчислення паралельно з використанням методу локалiзацiї 
TDOA. 
В якостi варiанту методу TDOA був обраний варiант для локалiзацiї 
джерела звуку за допомогою визначеної користувачем кiлькостi мiкрофонiв 
та радiусу локалiзацiї. 
Аналiз засобiв для розробки даного додатку показав доцiльнiсть 
використання для розробки мови програмування Python та додаткових 
бiблiотек для математичних операцiї. Для зручностi роботи користувача та 
розширення його можливостей було розроблену гнучку систему 
конфiгурування моделi. 
Розроблена модель дозволяє: 
- виконувати обчислення координат джерела звуку за допомогою 
обраного для аналiзу аудiо файлу, визначеної кiлькостi мiкрофонiв, 
заданої кiлькостi спроб та обраної користувачем кiлькостi процесiв, на 
яких буде вiдбуватися робота частини алгоритму що можна 
паралелiзувати; 
- обирати варiанти конфiгурацiї в залежностi вiд його потреб та 
можливостей; 
- отримати значне пришвидшення в швидкодiї при визначеннi 
мiсцеположення об’єкту при використаннi бiльшої кiлькостi наявних 
обчислювальних ядр (фiзичних та вiртуальних); 
88 
 
- дослiджувати роботу методу TDOA з використанням клiєнт-серверної 
архiтектури в повному обсязi при наявностi достатнiх для цього 
ресурсiв; 
- демонструвати результати роботи у виглядi порiвняння обчислених та 
заданих координат джерела звуку; 
- обирати вiддалений режим роботи для можливостi бiльш широких 
дослiджень. 
Особливу увагу пiд час розроблення даного програмного продукту 
було придiлено зручностi роботи iз системою та гнучкостi її використання.  
При порiвняннi створених версiй програми було виявлено, що в 
залежностi вiд вибраної кiлькостi процесiв, рiзниця в часi виконання 
складати до 50% при використаннi фiзичних ядер процесора, що доводить 
результативнiсть паралельної версiї. 
При використаннi можливостi обчислень за допомогою технологiї 
Intel Hyper-threading можна побачити незначне покращення результатiв, а 
саме близько 7%, в порiвняннi з використанням реальної кiлькостi потокiв 
виконання процесорiв. 
Експерементальним шляхом була визначена максимальна кiлькiсть 
мiркофонiв, що можна використовувати для локалiзацiї джерела акустичного 
сигналу на комп’ютерах Dell Inspiron 3537 та Dell XPS 15, а саме – 1024 для 
комп’ютера з 8 Гб оперативної пам’ятi та 2048 для випадку 16 Гб. 
Використання розробленої системи дозволить спростити та зробити 
бiльш ефективними дослiдження методу TDOA з використанням клiєнт-
серверної архiтектури з використанням протоколу UDP для передачi даних 
для будь якого користувача та його потреб, що дозволить значно 
пришвидшити дослiдження та отримати вичерпнi результати. Точнiсть 
визначення мiсцеположення джерела звуку пiдтверджує коректнiсть та 
точнiсть iмплементацiї методу TDOA. 
Завдяки гнучкостi створених додаткiв та можливостей їх 
використання вони можуть бути використанi при бiльш детальному 
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дослiдженнi процесу роботи методу TDOA з використанням клiєнт-
серверної архiтектури, при наявностi комп’ютеру для тестування. 
 З невеликими модифiкацiями створену модель можна використовувати 
для локалiзацiї джерела акустичного сигналу в розподiленiй сенсорнiй 
мережi для локалiзацiї джерела акустичного сигналу, що дозволить 
ефективно та дешево виконувати поставлену задачу за допомогою методу 
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__init__(str, int, int. int)
generate_source_posit ions() :  void
generate_distances() :  void
prepare() :  void
generate_signals() :  void
locate(ndarray, ndarray): int, int, int
time_delay_func(ndarray, ndarray) : float
draw_plot() :  void
__init__()
add_task(function, tuple) : void
join_all() :  void
start_all() :  void
plot(ndarray, ndarray, str, str) : void
legend(str, int) : void
xlegend(str) : void
ylegend(str) : void
tit le(str) : void
axis(lis t) : void
show() :  void
pinv(ndarray) : ndarray
wavread(str) : ndarray
Process(function, tuple) : Process
Array(str, lis t): Array
freeze_support() :  void
time_delay_func_parallel(int, int. lis t, ndarray) : void
perdelta(int, int, int) : tuple
array(lis t) : array
multiply(float, ndarray) : ndarray
linspace(float, float. float) : array
zeros(tuple) : ndarray
column_stack(lis t, lis t, lis t) : ndarray
vstack(tuple) : ndarray
divide(float, ndarray): ndarray
correlate(array, array, str): ndarray
dot(ndarray, ndarray) : ndarray





































locate(ndarray, ndarray): int, int, int
time_delay_func(ndarray, ndarray) : float
draw_plot() : void
run(): void
time_delay_func_parallel(int, int. list, ndarray) : void
perdelta(int, int, int) : tuple
array(list) : array
multiply(float, ndarray) : ndarray
linspace(float, float. float) : array
zeros(tuple) : ndarray
column_stack(list, list, list) : ndarray
vstack(tuple) : ndarray
divide(float, ndarray): ndarray
correlate(array, array, str): ndarray






add_task(function, tuple) : void
join_all() : void
start_all() : void




























from scikits.audiolab import wavread 
import numpy 
import math 
from matplotlib import pyplot 
from scipy import linalg 
import time 
from src.logic.parallel_process import ProcessParallel 
from multiprocessing import Array 





    def __init__(self, audio, mic_amount, trials, proc_number): 
        logging.info('Starting core init.') 
 
        self.proc_numer = proc_number 
 
        # the magic of preparing audio data; from numpy arrays to flatten 
list with removed duplicated elements 
        self.wave = wavread(audio)[0]  # removing wav technical data; only 
audio data stays 
        self.wave = [list(pair) for pair in self.wave] 
        audio_data = numpy.array(self.wave) 
        self.wave = list(audio_data.flatten()) 
        self.wave = self.wave[::2] 
        self.wave = numpy.array(self.wave).reshape(-1, 1) 
 
        self.scale = 0.8 / max(self.wave) 
        self.wave = numpy.multiply(self.scale, self.wave) 
 
        self.trials = trials 
        self.__radius = 50 
        self.__microphone_amount = mic_amount 
        self.Theta = numpy.linspace(0, 2 * math.pi, 
self.__microphone_amount + 1) 
 
        self.X = [self.__radius * math.cos(x) for x in self.Theta[0: -1]] 
        self.Y = [self.__radius * math.sin(x) for x in self.Theta[0: -1]] 
 
        self.Z = [-1 if z % 2 == 0 else 1 for z in 
range(self.__microphone_amount)] 
        self.Z = [5 * z + 5 for z in self.Z] 
 
        self.sensor_positions = numpy.column_stack((self.X, self.Y, 
self.Z)) 
        self.true_positions = numpy.zeros((self.trials, 3)) 
        self.estimated_positions = numpy.zeros((self.trials, 3)) 
 
        self.distances = [] 
        self.time_delays = [] 
        self.padding = [] 
 
        logging.info('Inited core.') 
 
    def generate_source_positions(self): 
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        logging.info('Generating sources positions.') 
 
        for i in range(self.trials): 
            r = numpy.random.rand(1) * 50 
            t = numpy.random.rand(1) * 2 * math.pi 
            #r = 0.1 * 50 
            #t = 0.2 * 50 
            #z = 0.3 * 20 
            x = r * math.cos(t) 
            y = r * math.sin(t) 
            z = numpy.random.rand(1) * 20 
            self.true_positions[i, 0] = x 
            self.true_positions[i, 1] = y 
            self.true_positions[i, 2] = z 
 
        logging.info('Generated sources positions.') 
 
    def generate_distances(self): 
        logging.info('Generating distances.') 
 
        self.distances = numpy.zeros((self.trials, 
self.__microphone_amount)) 
        for i in range(self.trials): 
            for j in range(self.__microphone_amount): 
                x1 = self.true_positions[i, 0] 
                y1 = self.true_positions[i, 1] 
                z1 = self.true_positions[i, 2] 
                x2 = self.sensor_positions[j, 0] 
                y2 = self.sensor_positions[j, 1] 
                z2 = self.sensor_positions[j, 2] 
                self.distances[i, j] = math.sqrt((x1 - x2) ** 2 + (y1 - y2) 
** 2 + (z1 - z2) ** 2) 
 
        logging.info('Generated distances.') 
 
    def prepare(self): 
        logging.info('Preparing stage started.') 
 
        self.time_delays = numpy.divide(self.distances, 340.29) 
        self.padding = numpy.multiply(self.time_delays, 44100) 
 
        logging.info('Preparing stage ended.') 
 
    def generate_signals(self): 
        for i in range(self.trials): 
            x = self.true_positions[i, 0] 
            y = self.true_positions[i, 1] 
            z = self.true_positions[i, 2] 
 
            mic_data = 
[numpy.vstack((numpy.zeros((int(round(self.padding[i, j])), 1)), 
self.wave)) for j in 
                        range(self.__microphone_amount)] 
            lenvec = numpy.array([len(mic) for mic in mic_data]) 
            m = max(lenvec) 
            c = numpy.array([m - mic_len for mic_len in lenvec]) 
            mic_data = [numpy.vstack((current_mic, numpy.zeros((c[idx], 
1)))) for idx, current_mic in 
                        enumerate(mic_data)] 
            mic_data = [numpy.divide(current_mic, self.distances[i, idx]) 
for idx, current_mic in enumerate(mic_data)] 
            multitrack = numpy.array(mic_data) 
 
            logging.info('Prepared all data.') 
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            logging.info('Started source localization.') 
 
            x, y, z = self.locate(self.sensor_positions, multitrack) 
 
            logging.info('Localized source.') 
 
            self.estimated_positions[i, 0] = x 
            self.estimated_positions[i, 1] = y 
            self.estimated_positions[i, 2] = z 
 
    def locate(self, sensor_positions, multitrack): 
        s = sensor_positions.shape 
        len = s[0] 
 
        time_delays = numpy.zeros((len, 1)) 
 
        starts = time.time() 
 
        if self.proc_numer == 1: 
            for p in range(len): 
                time_delays[p] = 
helpers.time_delay_function(multitrack[0,], multitrack[p,]) 
        else: 
            pp = ProcessParallel() 
 
            outs = Array('d', range(len)) 
 
            ranges = [] 
 
            for result in helpers.per_delta(0, len, len / self.proc_numer): 
                ranges.append(result) 
 
            for start, end in ranges: 
                pp.add_task(helpers.time_delay_function_optimized, (start, 
end, outs, multitrack)) 
 
            pp.start_all() 
            pp.join_all() 
 
            for idx, res in enumerate(outs): 
                time_delays[idx] = res 
 
        ends = time.time() 
 
        logging.info('%.15f passed for trial.', ends - starts) 
 
        Amat = numpy.zeros((len, 1)) 
        Bmat = numpy.zeros((len, 1)) 
        Cmat = numpy.zeros((len, 1)) 
        Dmat = numpy.zeros((len, 1)) 
 
        for i in range(2, len): 
            x1 = sensor_positions[0, 0] 
            y1 = sensor_positions[0, 1] 
            z1 = sensor_positions[0, 2] 
            x2 = sensor_positions[1, 0] 
            y2 = sensor_positions[1, 1] 
            z2 = sensor_positions[1, 2] 
            xi = sensor_positions[i, 0] 
            yi = sensor_positions[i, 1] 
            zi = sensor_positions[i, 2] 
            Amat[i] = (1 / (340.29 * time_delays[i])) * (-2 * x1 + 2 * xi) 
- (1 / (340.29 * time_delays[1])) * ( 
                -2 * x1 + 2 * x2) 
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            Bmat[i] = (1 / (340.29 * time_delays[i])) * (-2 * y1 + 2 * yi) 
- (1 / (340.29 * time_delays[1])) * ( 
                -2 * y1 + 2 * y2) 
            Cmat[i] = (1 / (340.29 * time_delays[i])) * (-2 * z1 + 2 * zi) 
- (1 / (340.29 * time_delays[1])) * ( 
                -2 * z1 + 2 * z2) 
            Sum1 = (x1 ** 2) + (y1 ** 2) + (z1 ** 2) - (xi ** 2) - (yi ** 
2) - (zi ** 2) 
            Sum2 = (x1 ** 2) + (y1 ** 2) + (z1 ** 2) - (x2 ** 2) - (y2 ** 
2) - (z2 ** 2) 
            Dmat[i] = 340.29 * (time_delays[i] - time_delays[1]) + (1 / 
(340.29 * time_delays[i])) * Sum1 - (1 / ( 
                340.29 * time_delays[1])) * Sum2 
 
        M = numpy.zeros((len + 1, 3)) 
        D = numpy.zeros((len + 1, 1)) 
        for i in range(len): 
            M[i, 0] = Amat[i] 
            M[i, 1] = Bmat[i] 
            M[i, 2] = Cmat[i] 
            D[i] = Dmat[i] 
 
        M = numpy.array(M[2:len, :]) 
        D = numpy.array(D[2:len]) 
 
        D = numpy.multiply(-1, D) 
 
        Minv = linalg.pinv(M) 
 
        T = numpy.dot(Minv, D) 
        x = T[0] 
        y = T[1] 
        z = T[2] 
 
        return x, y, z 
 
    def draw_plot(self): 
        pyplot.plot(self.true_positions[:, 0], self.true_positions[:, 1], 
'bd', label='True position') 
        pyplot.plot(self.estimated_positions[:, 0], 
self.estimated_positions[:, 1], 'r+', label='Estimated position') 
        pyplot.legend(loc='upper right', numpoints=1) 
        pyplot.xlabel('X coordinate of target') 
        pyplot.ylabel('Y coordinate of target') 
        pyplot.title('TDOA Hyperbolic Localization') 
        pyplot.axis([-50, 50, -50, 50]) 
        pyplot.show() 
 
base_sample/console_runner.py 
from src.base_sample.core import Core 




if __name__ == '__main__': 
    freeze_support() 
 
    parser = argparse.ArgumentParser() 
 
    parser.add_argument("-m", "--mic_amount", type=int, 
                        help="microphone amount") 
    parser.add_argument("-p", "--proc_number", type=int, 
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                        help="process number") 
    parser.add_argument("-t", "--trials", type=int, 
                        help="trials number") 
    parser.add_argument("-f", "--file", type=str, 
                        help="file name") 
    parser.add_argument("-l", "--log_file", type=str, 
                        help="log file") 
 
    args = parser.parse_args() 
 
    if args.log_file: 
        logging.basicConfig(format='%(levelname)s, PID: %(process)d, 
%(asctime)s:\t%(message)s', level=logging.INFO) 
    else: 
        logging.basicConfig(format='%(levelname)s, PID: %(process)d, 
%(asctime)s:\t%(message)s', filename=args.log_file, 
                            level=logging.INFO) 
 
    if args.proc_number: 
        if args.proc_number <= 0: 
            raise ValueError('proc_number can''t bel less then zero.') 
        cores_to_use = args.proc_number 
    else: 
        cores_to_use = cpu_count() 
 
    core = Core(args.file, 
                mic_amount=args.mic_amount, 
                trials=args.trials, 
                proc_number=cores_to_use) 
 
    core.generate_source_positions() 
    core.generate_distances() 
    core.prepare() 
    core.generate_signals() 
 
    for trial_number in range(core.trials): 
        logging.info('Trial number: %d', trial_number + 1) 
 
        logging.info('Estimated X = %.15f, Estimated Y = %.15f, Estimated Z 
= %.15f', float(core.estimated_positions[trial_number][0]), 
                    float(core.estimated_positions[trial_number][1]), 
                    float(core.estimated_positions[trial_number][2])) 
 
        logging.info('True X = %.15f, True Y = %.15f, True Z = %.15f', 
float(core.true_positions[trial_number][0]), 
                    float(core.true_positions[trial_number][1]), 
                    float(core.true_positions[trial_number][2])) 
 










    def __init__(self, server_address, server_port, id): 
        self.__server_address = server_address 
        self.__server_port = server_port 
        self.id = id 
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        self.__message_check_len = 65535 - 28 - 36 
        self.__message_len = 65000 
        self.__send_delay = 0.1 
 
    def run(self, message): 
        # Create a UDP socket 
        sock = socket.socket(socket.AF_INET, socket.SOCK_DGRAM) 
 
        server_address = (self.__server_address, self.__server_port) 
 
        try: 
            # Send data 
            logging.info("Sending data from microphone with id %s.", 
self.id) 
            serialized = dumps(message) 
            data_len = len(serialized) 
 
            logging.info("Data length is %s id %s", data_len, str(self.id)) 
            if data_len > self.__message_check_len: 
 
                data = [serialized[i:i+self.__message_len] for i in 
range(0, data_len, self.__message_len)] 
 
                for i in range(len(data)): 
                    logging.info("Sending %s chunk from mic with id %s and 
len %s", i, self.id, len(data[i]) + 36) 
 
                    sock.sendto(str(self.id) + data[i], server_address) 
                    time.sleep(self.__send_delay ) 
            else: 
                sock.sendto(str(self.id) + serialized, server_address) 
 
            time.sleep(self.__send_delay ) 
            sock.sendto(str(self.id), server_address) 
            logging.info("Sending info chunk from mic with id %s and len 
%s", self.id, len(str(self.id))) 
            logging.info("Data sent.") 
        finally: 
            logging.info("Closing microphone's socket with id %s.", 
self.id) 
 
            sock.close() 
 







def time_delay_function_optimized(start, end, outs, multi): 
    for idx in range(start, end): 
        logging.info('Locating...') 
 
        c = numpy.correlate(multi[0,][:, 0], multi[idx,][:, 0], "full") 
        C, I = c.max(0), c.argmax(0) 
        outs[idx] = ((float(len(c)) + 1.0) / 2.0 - I) / 44100.0 
 
 
def per_delta(start, end, delta): 
    curr = start 
    while curr < end and curr + delta < end: 
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        yield (curr, curr + delta) 
        curr += delta 
    yield (curr, end) 
 
 
def time_delay_function(x, y): 
    c = numpy.correlate(x[:, 0], y[:, 0], "full") 
    C, I = c.max(0), c.argmax(0) 
    out = ((float(len(c)) + 1.0) / 2.0 - I) / 44100.0 






from scikits.audiolab import wavread 
from src.client.microphone_proxy import MicrophoneProxy 




    def __init__(self, config): 
        # File name 
        self.__audio = config["audio"] 
 
        # Audio data 
        self.__wave = [] 
 
        self.__proxies = [] 
 
        # Server data 
        self.__trials = int(config["trials"]) 
        self.__cores_amount = int(config["cores_amount"]) 
        self.server = None 
        self.__server_address = config["server_address"] 
        self.__server_port = int(config["server_port"]) 
        self.__microphone_amount = int(config["microphone_amount"]) 
        self.__radius = int(config["radius"]) 
        self.__true_positions = None 
        self.__estimated_positions = None 
        self.__sensor_positions = None 
 
    def retrieve_file_data(self): 
        # removing header and second channel data 
        wave = wavread(self.__audio)[0] 
        wave = [list(pair) for pair in wave] 
        audio_data = numpy.array(wave) 
        wave = list(audio_data.flatten()) 
        wave = wave[::2] 
        wave = numpy.array(wave).reshape(-1, 1) 
 
        scale = 0.8 / max(wave) 
        self.__wave = numpy.multiply(scale, wave) 
 
    def init_server(self): 
        theta = numpy.linspace(0, 2 * math.pi, self.__microphone_amount + 
1) 
        X = [self.__radius * math.cos(x) for x in theta[0: -1]] 
        Y = [self.__radius * math.sin(x) for x in theta[0: -1]] 




        Z = [5 * z + 5 for z in Z] 
 
        self.__sensor_positions = numpy.column_stack((X, Y, Z)) 
        self.__true_positions = numpy.zeros((self.__trials, 3)) 
        self.__estimated_positions = numpy.zeros((self.__trials, 3)) 
 
        self.server = Server(self.__server_address, 
                             self.__server_port, 
                             self.__true_positions, 
                             self.__estimated_positions, 
                             self.__sensor_positions, 
                             self.__microphone_amount, 
                             self.__trials, 
                             (X, Y, Z), 
                             self.__cores_amount) 
 
    def send_data_to_server(self): 
        for i in range(self.__trials): 
            microphone_data = 
[numpy.vstack((numpy.zeros((int(round(self.server.padding[i, j])), 1)), 
self.__wave)) for 
                               j in 
                               range(self.__microphone_amount)] 
            lenvec = numpy.array([len(mic) for mic in microphone_data]) 
            m = max(lenvec) 
            c = numpy.array([m - mic_len for mic_len in lenvec]) 
            microphone_data = [numpy.vstack((current_mic, 
numpy.zeros((c[idx], 1)))) for idx, current_mic in 
                               enumerate(microphone_data)] 
            microphone_data = [numpy.divide(current_mic, 
self.server.distances[i, idx]) for idx, current_mic in 
                               enumerate(microphone_data)] 
 
            for j in range(self.__microphone_amount): 
                self.__send_data_via_proxy(microphone_data[j]) 
 
    def __send_data_via_proxy(self, message): 
        proxy = MicrophoneProxy(self.__server_address, self.__server_port, 
uuid.uuid4()) 
        self.__proxies.append(proxy) 
        proxy.run(message) 
 
    def locate(self,s): 
        self.server.handle_retrieved_data(s) 
 
    def get_results(self): 
        self.server.log_results() 
        self.server.draw_plot() 
 
logic/parallel_process.py 




    """ 
    To Process the jobs in separate interpreters 
    """ 
    def __init__(self): 
        self.processes = [] 
 
    def add_task(self, job, arg): 




    def start_all(self): 
        """ 
        Starts the functions process all together. 
        """ 
        [process.start() for process in self.processes] 
 
    def join_all(self): 
        """ 
        Waits until all the processes executed. 
        """ 







from cPickle import loads 
from scipy import linalg 
from matplotlib import pyplot 
from multiprocessing import Array 
from src.logic import helpers 
from src.logic.parallel_process import ProcessParallel 
from scipy import * 




    def __init__(self, 
                 server_address, 
                 server_port, 
                 true_positions, 
                 estimated_positions, 
                 sensor_positions, 
                 microphone_amount, 
                 trials, 
                 coordinates, 
                 cores_amount): 
        self.__x, self.__y, self.__z = coordinates 
        self.__server_address = server_address 
        self.__microphone_amount = microphone_amount 
        self.__server_port = server_port 
        self.__true_positions = true_positions 
        self.__estimated_positions = estimated_positions 
        self.__trials = trials 
        self.__sensor_positions = sensor_positions 
        self.__distances = [] 
        self.__time_delays = [] 
        self.__padding = [] 
        self.__cores_amount = cores_amount 
        self.__microphone_data = None 
        self.__raw_microphone_data = [] 
 
    def generate_data(self): 
        self.generate_source_positions() 
        self.generate_distances() 
        self.prepare() 
 
    def run(self, received_data): 
 
        # Create a TCP/IP socket 
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        sock = socket.socket(socket.AF_INET, socket.SOCK_DGRAM) 
 
        # Bind the socket to the port 
        server_address = (self.__server_address, self.__server_port) 
        logging.info('Starting up on %s port %s', self.__server_address, 
self.__server_port) 
 
        sock.bind(server_address) 
 
        microphones_data = {} 
 
        received_data_count = 0 
        while received_data_count < self.__microphone_amount: 
            logging.info('Waiting to receive message...') 
 
            data, address = sock.recvfrom(65535 - 28) 
            logging.info("Received %s", len(data)) 
            if len(data) == 36: 
                received_data[received_data_count] = microphones_data[data] 
                received_data_count += 1 
                logging.info("Received data from %s microphones", 
received_data_count) 
            else: 
                microphone_id = data[0:36] 
 
            if not microphone_id in microphones_data: 
                microphones_data[microphone_id] = data[36:] 
            else: 
                microphones_data[microphone_id] += data[36:] 
 
        logging.info("Received data from all microphones") 
 
    def generate_source_positions(self): 
        logging.info('Generating sources positions.') 
 
        for i in range(self.__trials): 
            #r = numpy.random.rand(1) * 50 
            #t = numpy.random.rand(1) * 2 * math.pi 
            r = 0.1 * 50 
            t = 0.2 * 50 
            z = 0.3 * 20 
            x = r * math.cos(t) 
            y = r * math.sin(t) 
            #z = numpy.random.rand(1) * 20 
            self.__true_positions[i, 0] = x 
            self.__true_positions[i, 1] = y 
            self.__true_positions[i, 2] = z 
 
        logging.info('Generated sources positions.') 
 
    def generate_distances(self): 
        logging.info('Generating distances.') 
 
        self.__distances = numpy.zeros((self.__trials, 
self.__microphone_amount)) 
        for i in range(self.__trials): 
            for j in range(self.__microphone_amount): 
                x1 = self.__true_positions[i, 0] 
                y1 = self.__true_positions[i, 1] 
                z1 = self.__true_positions[i, 2] 
                x2 = self.__sensor_positions[j, 0] 
                y2 = self.__sensor_positions[j, 1] 
                z2 = self.__sensor_positions[j, 2] 
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                self.__distances[i, j] = math.sqrt((x1 - x2) ** 2 + (y1 - 
y2) ** 2 + (z1 - z2) ** 2) 
 
        logging.info('Generated distances.') 
 
    def log_results(self): 
        for trial_number in range(self.__trials): 
            logging.info('Trial number: %d', trial_number + 1) 
 
            logging.info('Estimated X = %.15f, Estimated Y = %.15f, 
Estimated Z = %.15f', 
                         
float(self.__estimated_positions[trial_number][0]), 
                         
float(self.__estimated_positions[trial_number][1]), 
                         
float(self.__estimated_positions[trial_number][2])) 
 
            logging.info('True X = %.15f, True Y = %.15f, True Z = %.15f', 
                         float(self.__true_positions[trial_number][0]), 
                         float(self.__true_positions[trial_number][1]), 
                         float(self.__true_positions[trial_number][2])) 
 
    def draw_plot(self): 
        pyplot.plot(self.__true_positions[:, 0], self.__true_positions[:, 
1], 'bd', label='True position') 
        pyplot.plot(self.__estimated_positions[:, 0], 
self.__estimated_positions[:, 1], 'r+', 
                    label='Estimated position') 
        pyplot.legend(loc='upper right', numpoints=1) 
        pyplot.xlabel('X coordinate of target') 
        pyplot.ylabel('Y coordinate of target') 
        pyplot.title('TDOA Hyperbolic Localization') 
        pyplot.axis([-50, 50, -50, 50]) 
        pyplot.show() 
 
    def prepare(self): 
        logging.info('Preparing stage started.') 
 
        self.__time_delays = numpy.divide(self.__distances, 340.29) 
        self.__padding = numpy.multiply(self.__time_delays, 44100) 
 
        logging.info('Preparing stage ended.') 
 
    def handle_retrieved_data(self, received_data): 
        for i in range(self.__trials): 
            x = self.__true_positions[i, 0] 
            y = self.__true_positions[i, 1] 
            z = self.__true_positions[i, 2] 
 
            data = [] 
            for j in range(self.__microphone_amount): 
                data.append(received_data[j]) 
 
            multi_track = numpy.array([loads(raw) for raw in data]) 
            logging.info('Prepared all data.') 
            logging.info('Started source localization.') 
 
            x, y, z = self.locate(self.__sensor_positions, multi_track) 
 
            logging.info('Localized source.') 
 
            self.__estimated_positions[i, 0] = x 
            self.__estimated_positions[i, 1] = y 
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            self.__estimated_positions[i, 2] = z 
 
    def locate(self, sensor_positions, multi_track): 
        s = sensor_positions.shape 
        len = s[0] 
 
        time_delays = numpy.zeros((len, 1)) 
 
        starts = time.time() 
 
        if self.__cores_amount == 1: 
            for p in range(len): 
                time_delays[p] = 
helpers.time_delay_function(multi_track[0,], multi_track[p,]) 
        else: 
            pp = ProcessParallel() 
 
            outs = Array('d', range(len)) 
 
            ranges = [] 
 
            for result in helpers.per_delta(0, len, len / 
self.__cores_amount): 
                ranges.append(result) 
 
            for start, end in ranges: 
                pp.add_task(helpers.time_delay_function_optimized, (start, 
end, outs, multi_track)) 
 
            pp.start_all() 
            pp.join_all() 
 
            for idx, res in enumerate(outs): 
                time_delays[idx] = res 
 
        ends = time.time() 
 
        logging.info('%.15f passed for localization computation trial.', 
ends - starts) 
 
        Amat = numpy.zeros((len, 1)) 
        Bmat = numpy.zeros((len, 1)) 
        Cmat = numpy.zeros((len, 1)) 
        Dmat = numpy.zeros((len, 1)) 
 
        for i in range(2, len): 
            x1 = sensor_positions[0, 0] 
            y1 = sensor_positions[0, 1] 
            z1 = sensor_positions[0, 2] 
            x2 = sensor_positions[1, 0] 
            y2 = sensor_positions[1, 1] 
            z2 = sensor_positions[1, 2] 
            xi = sensor_positions[i, 0] 
            yi = sensor_positions[i, 1] 
            zi = sensor_positions[i, 2] 
            if time_delays[i] == 0 and time_delays[1] == 0: 
                Amat[i] = 0 
                Bmat[i] = 0 
                Cmat[i] = 0 
                Dmat[i] = 0 
                continue 
 
            if time_delays[i] == 0: 
                ti_value = 0 
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            else: 
                ti_value = 1 / (340.29 * time_delays[i]) 
 
            if time_delays[1] == 0: 
                t1_value = 0 
            else: 
                t1_value = 1 / (340.29 * time_delays[1]) 
 
            Amat[i] = ti_value * (-2 * x1 + 2 * xi) - t1_value * ( 
                    -2 * x1 + 2 * x2) 
            Bmat[i] = ti_value * (-2 * y1 + 2 * yi) - t1_value * ( 
                    -2 * y1 + 2 * y2) 
            Cmat[i] = ti_value * (-2 * z1 + 2 * zi) - t1_value * ( 
                    -2 * z1 + 2 * z2) 
            Sum1 = (x1 ** 2) + (y1 ** 2) + (z1 ** 2) - (xi ** 2) - (yi ** 
2) - (zi ** 2) 
            Sum2 = (x1 ** 2) + (y1 ** 2) + (z1 ** 2) - (x2 ** 2) - (y2 ** 
2) - (z2 ** 2) 
            Dmat[i] = 340.29 * (time_delays[i] - time_delays[1]) + ti_value 
* Sum1 - t1_value * Sum2 
 
        M = numpy.zeros((len + 1, 3)) 
        D = numpy.zeros((len + 1, 1)) 
        for i in range(len): 
            M[i, 0] = Amat[i] 
            M[i, 1] = Bmat[i] 
            M[i, 2] = Cmat[i] 
            D[i] = Dmat[i] 
 
        M = numpy.array(M[2:len, :]) 
        D = numpy.array(D[2:len]) 
 
        D = numpy.multiply(-1, D) 
 
        Minv = linalg.pinv(M) 
 
        T = numpy.dot(Minv, D) 
        x = T[0] 
        y = T[1] 
        z = T[2] 
 
        return x, y, z 
 
    @property 
    def padding(self): 
        return self.__padding 
 
    @property 
    def distances(self): 





from multiprocessing import freeze_support 
import multiprocessing 
import time 
from src.logic.orchestrator import Orchestrator 






    freeze_support() 
 
    logging.basicConfig(format='%(levelname)s, PID: %(process)d, 
%(asctime)s:\t%(message)s', level=logging.INFO) 
 
    config = json.load(open('server_config.json')) 
 
    orchestrator = Orchestrator(config) 
    orchestrator.retrieve_file_data() 
    orchestrator.init_server() 
    orchestrator.server.generate_data() 
 
    manager = multiprocessing.Manager() 
    received_data = manager.dict() 
 
    pp = ProcessParallel() 
 
    pp.add_task(orchestrator.server.run, (received_data,)) 
    pp.add_task(orchestrator.send_data_to_server, ()) 
 
    pp.start_all() 
    starts = time.time() 
 
    pp.join_all() 
 
    orchestrator.locate(received_data) 
 
    ends = time.time() 
 
    logging.info('%.15f passed for SEND/RECEIVE/CALCULATE.', ends - starts) 
 
    orchestrator.get_results() 
 
 
if __name__ == '__main__': 
    main() 
 
