Abstract-In this paper, we investigate a hybrid network coding technique to be used at a wireless base station (BS) or access point (AP) to increase the throughput efficiency of single-hop wireless networks. Traditionally, to provide reliability, lost packets from different flows (applications) are retransmitted separately, leading to inefficient use of wireless bandwidth. Using the proposed hybrid network coding approach, the BS encodes these lost packets, possibly from different flows together before broadcasting them to all wireless users. In this way, multiple wireless receivers can recover their lost packets simultaneously with a single transmission from the BS. Furthermore, simulations and theoretical analysis showed that when used in conjunction with an appropriate channel coding technique under typical channel conditions, this approach can increase the throughput efficiency up to 3.5 times over the Automatic Repeat reQuest (ARQ), and up to 1.5 times over the HARQ techniques.
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I. INTRODUCTION

I
N TODAY communication networks such as the Internet and wireless ad hoc networks, data delivery is performed via store-and-forward routing. That is, intermediate routers do not alter the content of the packets as they traverse hop-by-hop from a source to a destination. In contrast, network coding (NC) [1] is the generalized approach to packet routing that allows an intermediate router to encode an outgoing packet by mixing multiple incoming packets appropriately. In this way, it is theoretically possible to achieve the throughput capacity of an arbitrary multicast session, while this is not possible with the traditional store-and-forward routing techniques.
However, supporting sophisticated functionalities at intermediate routers goes against the end-to-end design principle by Saltzer et al. [2] which argues for simple routers to increase performance and scalability. On the other hand, it is possible to employ NC at places where additional complexity can be justified, e.g., wireless base stations (BS) in WiMAX networks or access points (AP) in Wi-Fi networks. That said, in this paper, we consider the scenarios where the BS/AP has the ability to intercept and mix packets belonging to different flows from the Internet to multiple wireless users. Let us consider a TCP flow originates from a source in the Internet and terminates at a wireless receiver. If a packet is lost at the last mile wireless link, this packet is automatically retransmitted from the source, not from the BS. This design follows the end-to-end argument in keeping the functionality of the BS simple. On the other hand, this approach has been shown to be bandwidth inefficient due to the adverse affect it has on TCP [3] . In this paper, we also argue for breaking the end-to-end principle, but from a coding perspective to increase the wireless throughput efficiency. Specifically, we show that the wireless bandwidth can be efficiently utilized by allowing retransmissions to be performed at the BS, and more importantly, by proper mixing of lost packets from multiple flows. This is in stark contrast to the existing techniques such as the Automatic Request (ARQ) or Hybrid-ARQ (HARQ) protocols where lost packets from different flows are retransmitted individually.
That said, existing approaches to transmit information reliably and effectively over an error-prone network employ either the Auto Repeat reQuest (ARQ), Forward Error Correction (FEC), or Hybrid ARQ (HARQ) techniques [4] . Using the retransmission approach, the source simply retransmits the lost data. This approach assumes that the receivers can somehow communicate to the source whether or not it receives the correct data. On the other hand, using the FEC approach, the source encodes additional information together with the original data before broadcasting them to the receivers. If the amount of lost data is sufficiently small, a receiver can recover the lost data using some decoding techniques. The HARQ approach combines both of those techniques.
The HARQ techniques have been shown to be quite effective in many wireless transmission scenarios. As such, our proposed technique employs both the NC and HARQ approaches (NC-HARQ) to increase the throughput efficiency in singlehop wireless networks such as Wi-Fi or WiMAX. In particular, the BS or AP does not retransmit a lost packet belonging to a particular flow immediately. Rather, it maintains a queue of lost packets from all the flows, and periodically retransmits the appropriately coded packets to all the wireless users. A coded packet is formed by performing bit-wise exclusive-or of multiple lost packets in the queue. Assuming that a receiver can hear and cache all the transmissions, including transmissions for other receivers, using this method, one transmission from the BS enables multiple receivers to recover their lost packets simultaneously. Furthermore, we show that, adding the right amount of Forward Error Correction (FEC) can result in much higher throughput efficiency. Specifically, our contributions include some analytical results on the throughput 0733-8716/09/$25.00 c 2009 IEEE efficiencies of the proposed and existing techniques, together with a heuristic algorithm that dynamically selects the optimal amount of FEC for the given channel conditions. The organization of our paper is as follows. We first discuss some related work in Section II. In Section III, we describe the problem formulation in the context of Wi-Fi/WiMAX networks. In Section IV, we provide some theoretical analysis on the performance of ARQ, HARQ, the proposed NC and NC-HARQ techniques under different channel conditions. Based on these analysis, we describe a heuristic algorithm that dynamically chooses the optimal amount of redundancy to be used with NC in Section IV-C. In Section V, we present the jointly achievable throughput region for the NC technique. Simulation results and discussions are provided in Section VI. Finally, we conclude with a few remarks and future work in Section VII.
II. RELATED WORK
Our work is rooted in the recent development of NC for wireless ad hoc networks [5] - [8] . In [5] , Wu et al. proposed the basic technique that uses XOR of packets to increase the throughput efficiency of a wireless mesh network. In [6] , Katti et al. implemented an XOR-based technique in a wireless mesh network and showed a substantial bandwidth improvement over the current approach.
Incidentally, our problem is most similar to the index coding with side information problem first proposed by Birk and Kol [9] , and Bar-Yossel et al [10] . Subsequently, the connection between the index coding problem and matroid theory has been investigated by Rouayheb et al. [11] . In both our problem and the index coding problem, the sender wants to broadcast a message x i ∈ X to receiver R i . Each receiver is assumed to have some side information on the subset of X. The goal is to find an encoding method that minimizes the number of transmissions so that every receiver can correctly receive its message. On the other hand, majority of literature on index coding assumes a noiseless communication channel between the receivers and the sender, while dealing with noisy communication is essential to our problem. Therefore, the analysis and focus of the two problems are quite different. Specifically, our solution gears towards designing a transmission protocol that can be implemented in future Wi-Fi and WiMAX networks.
Our work is also related to the wireless broadcast model proposed by Eryilmaz et al. [12] . In this work, Eryilmaz et al. proposed a random network coding technique for multiple users downloading a single file or multiple files from a wireless base station. Rather than using XOR operations, their technique encodes every packet using coefficients taken randomly from a sufficiently large finite field [13] , [14] . This technique guarantees that the receivers can decode the original data with high probability. Another work is somewhat related to ours is that of Ghaderi et al. [15] . In [15] , the authors analyzed the reliability benefit of NC for reliable multicast by computing the expected number of transmissions using the link-by-link ARQ technique compared to that of NC technique. Additionally, Rouayheb et al. [11] show the relation between index coding problem and network coding and matroid representation problems. Especially, the authors have shown that vector linear codes outperform scalar linear codes but they are insufficient for achieving the optimum number of transmissions.
There are other works on multi-hop wireless networks with multiple unicast sessions. Li et al. [16] , [17] have shown that NC can provide marginal benefits over the approaches that do not use NC. Also, Lun et al. [18] shows a capacityapproaching coding technique for unicast or multicast over lossy packet networks in which all nodes perform opportunistic coding by constructing encoded packets with random linear combinations of previously received packets. There is also a rich literature on ARQ, FEC, and HARQ techniques for wireless networks [19] - [21] .
III. PROBLEM DESCRIPTION
In a typical data transmission from the Internet to a wireless user in a Wi-Fi or WiMAX network, packets first traverse through a wireless base station (BS) or an access point before arriving at the users. Since multiple flows (applications) traversing the BS, it has the opportunity to apply NC techniques to improve the overall throughput efficiency of the last wireless link. That said, our paper focuses on the transmissions between the BS and the receivers. In particular, we assume that the BS employs a buffer to avoid excessive packet drop due to burst traffic from the Internet. Thus, at any time, the BS has a set of packets Ω, to be delivered to a number of receivers. Each receiver may request a different subset of Ω, which from the BS's viewpoint, corresponds to supporting different unicast sessions. A special case arises when all receivers request all packets in Ω, which corresponds to a broadcast session. Although, a typical scenario is a mixture of unicast and broadcast in which more than one receiver request the same subset of packets, in this paper, we consider the unicast and broadcast sessions separately. That said, we make the following assumptions about the wireless channel model and the transmission mechanisms.
1) There are K > 1 receivers.
2) Data is assumed to be sent in packets, and each packet is sent in a time slot of a fixed duration. 3) The BS knows which packet from which receiver is lost.
This can be accomplished through the use of positive and negative acknowledgments (ACK/NAKs). 4) All ACKs/NAKs are instantaneous and reliable. This assumption is not critical to our approach, and is used to simplify the analysis. 5) Every packet is protected with a sufficiently large number of Cyclic Redundancy Check (CRC) bits r to ensure that the probability of an undetectable bit error within a packet is virtually zero. 6) Bit error at a receiver R i ( Thus if we assume that L i = L, the BS needs to deliver a total of σ = M × K × L information bits successfully to all the receivers. Because of the addition of parity bits and/or the retransmitted bits due to channel errors, the expected number of transmitted bits δ, required to successfully deliver all original information bits is larger than σ. Similarly, for the broadcast scenario, since all K receivers request the same set of M packets, the total information bits σ = M × L. That leads to the following definition for throughput efficiency that will be used as the evaluating metric for various transmission techniques. Using this definition, a technique A is better than technique B if it results in higher throughput efficiency. Furthermore, no technique can have a throughput efficiency that is greater than 1. Next, we provide some theoretical analysis on the throughput efficiencies of the proposed and of the existing retransmission-based techniques, especially, the plain ARQ and HARQ protocols.
IV. ANALYSIS OF TRANSMISSION TECHNIQUES
In this section, we provide some theoretical analysis on throughput efficiencies of the ARQ, HARQ, and the proposed NC-HARQ techniques for both unicast and broadcast scenarios.
For the sake of simplicity, we first present the analysis for the case of two receivers, then extending our analysis to the general case of K > 2 receivers. Note that part of this analysis have been introduced previously in a conference paper [22] . Also, we emphasize that there are a number of parameters associated with each technique. The values of these parameters affect the throughput efficiency of a particular technique. For example, the throughput efficiency of the retransmission technique is greatly influenced by the packet size being used, while the performance of the HARQ technique depends on the amount of redundancy used. Although one can find the optimal parameters to obtain the highest throughput efficiency for each technique under the given network conditions, and use these parameters for comparison among different techniques, doing so may not be practical in other aspects. For example, the optimal packet size to achieve the highest throughput efficiency for the ARQ technique might be too small or too large to be efficiently realized in hardware. Therefore, the aim of this section is to provide the analytical expressions for the throughput efficiencies of different transmission techniques as a function of their parameters, and omit the optimal selection of these parameters. When comparing the performance of two techniques, we will provide the justification for choosing the ranges of the parameters that make the most sense.
To aid the analysis, we use the following notations:
• p i : The bit error rate at receiver R i (recall that the bit error follows a Bernoulli trial).
• P i : The packet loss rate at receiver R i when FEC is not employed. P i is a function of p i and the packet size.
• P f i : The packet loss rate at receiver R i when FEC is employed. It is a function of p i , the packet size, and the FEC protection level.
• N : The number of bits in a packet, including all data and parity bits. All packets have the same size.
The number of data bits in a packet intended for receiver R i . For the simplicity, we assume L i = L.
• RS(n, k): Reed-Solomon code with k data symbols and n − k redundant symbols.
• m: The number of bits per a FEC symbol.
• r: The number of CRC bits used to detect bit errors in every packet. Every technique uses the same number of CRC bits.
A. Some Existing Retransmission-based Techniques
In this section, we provide some analysis on throughput efficiency for some retransmission-based techniques for both unicast and broadcast scenarios. We first begin with the wellknown Automatic Repeat reQuest protocol.
1) Automatic Repeat reQuest (ARQ) Technique:
ARQ is the simplest retransmission-based protocol between a sender and a receiver. Here, the sender first sends a packet to the receiver and waits for an ACK or NAK message from the receiver. Each packet contains a number of check bits that allow the receiver to detect whether bit errors have occurred during transit. If an error is detected, the receiver will send a NAK message to the sender. If the sender receives a NAK, it retransmits the packet in error (lost packet). On the other hand, if the sender receives an ACK, it transmits the next packet. Of course, the ACK and NAK messages themselves can be lost. In this case, the sender can set a maximum waiting time for the ACK and NAK messages. If these messages do not arrive before the deadline, the sender retransmits the lost packet. For ease of analysis, in this paper, we assume that ACK and NAK messages are never lost, but we note that the analysis can be easily modified to incorporate these lost ACK/NAK messages.
That said, in a unicast scenario involving multiple receivers, the BS sends packets intended for different receivers in a round robin fashion. That is, the BS ensures that a particular receiver successfully receives its packet before sending a different packet to another receiver. In a broadcast scenario, the BS ensures that the current packet is received successfully at all the receivers before sending the next packet. We now present the analysis on the throughput efficiency of the ARQ for these scenarios.
First, we assume that a packet loss occurs when there is at least one bit error within a packet. Thus, the packet loss rate P i of the receiver R i can be computed as
where N denotes the packet size in bits, and p i denotes the bit error rate. Our first result is that, for the two-receiver broadcast scenario, the throughput efficiency (defined in Definition 3.1) when using an ARQ technique is:
and for the two-receiver unicast scenario, the throughput efficiency is:
Proof: We start with the broadcast scenario. Let X 1 and X 2 be the random variables denoting the number of attempts to successfully deliver a packet to R 1 and R 2 , respectively. Thus, the expected number of transmissions needed to deliver a packet successfully to all receivers is a random variable Y = max i∈{1,2} {X i }. The probability of using at most k required transmissions is
Therefore,
The expected number of transmissions to successfully deliver a packet to all the receivers can then be computed as:
Since every transmitted packet contains L information bits, converting the average number of transmissions to bits and use the definition of throughput efficiency, we obtain (2). Let us now consider the unicast scenario. Here, each receiver wants to receive distinct packets. The distribution on the number of transmissions before a successful reception at a receiver follows a geometric distribution, thus the average number of transmissions per a successful packet at receiver R i is 1 1−Pi . Adding the average number of transmissions of the two receivers and converting this to bits, yielding the average number of transmitted bits to successfully deliver two distinct packets to two receivers. Translating packets to bits yields (3).
Using the same arguments, one can generalize the above results to the case of K receivers. We have the following theorem.
Theorem 4.1: Using the ARQ protocol, the throughput efficiency of the K-receiver broadcast scenario is
And for the K-receiver unicast scenario, the throughput efficiency is
2) Hybrid ARQ (HARQ) Technique: Hybrid ARQ technique is a simple modification to the basic ARQ technique. Here, additional error-correcting bits are inserted into each packet. If the number of bit errors is sufficiently small, and can be corrected, then no retransmission is necessary. Otherwise, when it is not possible to correct the errors, the entire packet is retransmitted. From the performance's viewpoint, an HARQ technique is equivalent to that an ARQ technique where the channel has been improved via the use of errorcorrecting bits. Therefore, the throughput efficiency for pure ARQ technique (Theorem 4.1) can be translated directly to the HARQ technique. The only difference is that the packet loss rates and the number of information bits have been reduced, due to the addition of error-correcting bits. Thus, our task is simply to compute the new packet loss rates and the number of information bits per packet, and use Theorem 4.1 to determine the throughput efficiency for the HARQ technique.
We analyze a simple Type-I HARQ technique [23] where Reed Solomon code RS(n, k) is used for error correcting and r CRC bits for error detection. We recall that the symbol length is m bits and each packet consists of X code blocks. Upon receiving a packet, the receiver first performs the error correction using RS(n, k) then error checking (detection) using CRC bits. At the receiver, we omit combining technique, e.g., Chase Combining (CC) [23] in decoding for ease of analysis. We now begin with the 2-receiver broadcast scenario.
Given that the symbol length is m bits, the Symbol Error Rate (SER), i.e., the probability of one or more bits corrupted within a symbol for a receiver R i is given by
Therefore, the irrecoverable packet loss rate P f i for receiver R i after using RS(n, k) is
where t = n−k 2
and X denotes the number of code blocks within a packet. Now, based on Theorem 4.1 and the fact that adding errorcorrecting bits effectively change the packet loss rate, we have the following theorem regarding the HARQ technique.
Theorem 4.2: Using the HARQ protocol, the throughput efficiency of the K-receiver broadcast scenario is
where i 1 , i 2 , ..., i K ∈ {0, 1}, ∃i j = 0. And for the K − receiver unicast scenario, the throughput efficiency is 2 a 3 a 4 a 5 a 6 a 7 a 8 a 9 Fig. 1. Combined packets for time-based retransmission for a two-receiver wireless broadcast scenario: a 1 ⊕ a 3 , a 4 ⊕ a 5 , a 7 , a 9 ; M = 9. Here we denote "×" and "o" as lost and successful packets, respectively.
B. Proposed Network Coding Technique
In this section, we investigate NC techniques that combine lost packets from multiple flows to reduce the number of retransmissions.
1) Basic Network Coding Technique:
We first investigate the basic NC technique in which error correcting bits are not included in a packet. Incorporating error-correcting bits will be considered in the next subsection. The receiver's protocol is similar to that of the receiver in the ARQ technique. That is, the receiver sends a NAK immediately if it does not receive a packet correctly. However, the sender does not retransmit the lost packet immediately when it receives a NAK. Instead, the sender maintains a list of lost packets and the corresponding receivers for which their packets are lost. The retransmission phase starts at a fixed interval of time in terms of number of time slots. During the retransmission phase, the sender forms a new packet by XORing a maximum set of the lost packets from different receivers before retransmitting this coded packet to all the receivers. Specifically, if there are K receivers, then the maximum number of lost packets from different receivers is K, one from each receiver, will be combined. When there are no more K distinct lost packets from K receivers to be combined, this implies that the receiver with the lowest packet loss rate have successfully received all its packets. Therefore, the maximum number of lost packets from different receivers is now K − 1. The process repeats until there remains only one receiver with lost packets. These lost packets will be retransmitted alone. Note that each time the maximum number of distinct lost packets from different receivers to be combined is reduced by one, this implies that a receiver with next higher packet loss rate, has received all its packets successfully. The last receiver is the one with the highest packet loss rate. As shown in the proof of Theorem 4.3, it is possible to follow this procedure, if the number of packets M to be sent by the sender to each receiver, is large. More precisely, the proof of Theorem 4.3 shows that with probability 1, this procedure is possible.
Even though a receiver successfully receives the coded packet, it must be able to recover the lost packet, and it does so by XORing the coded packet with appropriate set of previously successful packets. The information on choosing this appropriate set of packets is included in the packets sent by the BS.
For example, Fig. 1 shows a pattern of lost packets (denoted by the crosses) and successful packets (denoted by the circles) for the broadcast scenario with two receivers R 1 and R 2 . The combined packets are a 1 ⊕a 3 , a 4 ⊕a 5 , a 7 , a 9 , where a i denotes the i-th packet.
Receiver R 1 recovers packet a 1 as a 3 ⊕ (a 1 ⊕a 3 ) . Similarly, receiver R 2 recovers packet a 3 as a 1 ⊕ (a 1 ⊕ a 3 ) . When the same packet loss occurs at both receivers R 1 and R 2 , the encoding process is not needed and the BS just has to retransmit that packet alone. Note that the sender has to include some bits to indicate to a receiver which set of packets it should use for XORing. Here, we assume that all packets have the same size for all the receivers, thus can be conveniently XORed together. The same approach can be used for the unicast scenario. The only difference is that a receiver may have to cache packets intended for all other receivers as well. This enables it to decode its own lost packets subsequently. We have the following results on the broadcast and unicast scenarios.
Theorem 4.3: Using the basic NC technique, when the number of packets to be sent M → ∞, the throughput efficiency for K-receiver broadcast scenario is
and for K-receiver unicast scenario is
Proof: We first consider the broadcast scenario. Without loss of generality, assuming that
. . , K}. Let random variable X i denote the number of lost packets at receiver R i after M transmissions. As discussed, the combined packets in the NC technique are dynamically formed based on the feedbacks from the receivers. If a combined packet is correctly received at some receivers, but not at others, a new combined packet is generated to ensure that the receivers with the correct packet will be able to obtain the new data using the new combined packet. This implies that after a long run, the number of retransmissions will be dominated by the receiver which has the largest error probability. To prove this, let us consider two receivers R i and R j whose packet loss rates respectively are P i and P j where P i ≤ P j . Furthermore, let a random variable X = X j − X i , then the claim is equivalent to proving P r(X < 0) → 0 as M → ∞. Since each transmission follows a Bernoulli trial, X i and X j are Binomial random variables. Especially, when M → ∞, based on the central limit theorem, distributions of X i and X j approach that of a Gaussian random variable; consequently, distribution of X approaches that of a Gaussian random variable too. Note that X i and X j are independent, we have
Thus, the probability density function of X can be written as
Obviously, when M → ∞, both μ X and σ X increase.
In particular, μ X increases with an order of M while σ X increases with an order of √ M . Hence, the tail area, i.e., P r(X < 0), asymptotically goes to 0 as M → ∞. Carrying out the same argument, we can prove that P r( 
Therefore, the expected number of transmissions to successfully deliver a set of M packets to K receivers is given by
To obtain the throughput efficiency, we first divide T UN by M to get the average number of bits per transmission (packet). Next, since each packet contains only L information bits out of N transmission bits. Hence, throughput efficiency is calculated by L/(
..,K} {Pi} ), yielding (12) . For the unicast scenario case, we use induction method to prove the theorem. Interested readers can find details of the proof in the Appendix.
2) Network Coding-Hybrid ARQ (NC-HARQ) Technique:
In this section, we investigate the NC technique in conjunction with existing HARQ protocol for the broadcast and unicast scenarios. Intuitively, when transmitting packets over a bad channel, a stronger FEC code should be used to correct bit errors within a packet. If a weak FEC code is used in the HARQ protocol, a few bit errors may require the sender to retransmit the entire packet (possibly on the order of thousands bits), resulting in lower throughput efficiency. On the other hand, when the channel is good, a strong FEC code results in too much redundancy that also lowers the throughput efficiency. Thus, the ratio of the number of redundant bits to the number of information bits should be a function of channel condition to increase the throughput efficiency.
That said, we first start with the broadcast scenario where all the receivers want to receive identical information. Here, it is convenient to use the same FEC protection level for all the packets, regardless of the various channel conditions for different receivers. This means that, when too much redundancy is used, it would over-protect the receivers with good reception, while too little redundancy would hurt the receivers with bad reception. Thus, balancing the right amount of FEC is the key to improve the throughput efficiency. We have the following theorem.
Theorem 4.4: Using the NC-HARQ technique, when the number of packets to be sent is sufficiently large, the throughput efficiency for the K-receiver broadcast scenario is
and the throughput efficiency of the K-receiver unicast scenario is
Proof: The proof is directly obtained from Theorem 4.3 by replacing the packet loss rate P i with the irrecoverable error probability P f i . The reason for this simple replacement is that the irrecoverable error probability of a packet for a certain receiver R i is the same regardless whether that packet is a regular packet or a coded packet. Thus, the same argument in the proof of Theorem 4.3 holds. Intuitively, adding redundancy to the packets simply changes the packet loss rates and the bandwidth overhead, which then affects the throughput efficiency.
C. Optimal Redundancy
In Section IV-B2, we show how to compute the throughput efficiencies for the broadcast and unicast scenarios given the packet loss rates which in turn are functions of the amount of redundancy, i.e., the FEC for each packet. Now, we seek the optimal RS(n, k) code to result in highest throughput efficiency. In what follows, we assume that the bit error rates at different receivers are known. Thus, (9) can be used to compute irrecoverable packet lost rate for each receiver, given a particular RS(n, k) code. That said, a straightforward approach is to use an exhaustive search. Assuming that n is fixed, since the same RS(n, k) is used to transmit packets to all the receivers, only a search through all the possible values of k = 1, 2 . . . , n (hence n−k redundant symbols) is necessary to choose the value of k that maximizes the throughput efficiency (Equation (19)). Note that the throughput efficiency of the broadcast scenario depends only on the maximum packet loss rate, hence the exhaustive method is feasible.
On the other hand, for the K-receiver unicast scenario, using the exhaustive search may not be feasible when the number of receivers is large. Specifically, one has to find an optimal coding level so that (20) is maximized. Since a coding level k i can take on the values from 1 to n, the time complexity of the searching method is quite expensive, i.e., O(nK 2 ). Especially, when the channel condition changes, one needs a fast algorithm to adjust the amount of redundancy in time. We propose the following approximate algorithm to compute the optimal coding level.
We note that the throughput efficiency mostly depends on the largest packet loss rate P K (we assume that the packet lost rates are ordered from the smallest to the largest) and the associated overhead. Thus, our algorithm attempts to increase the throughput efficiency by reducing the largest packet loss rate with an appropriate increase in the overhead. Specifically, our algorithm first initializes all k i = n for the transmission packets. In the second step, the algorithm computes the corresponding packet loss rates P f i 's for all the receivers. In the third step, it chooses the receiver with largest packet lost rate and reduces the data within a code block k i by 1 symbol and increases the redundancy by 1 symbol, thus keeping n fixed. In the fourth step, it computes the new throughput efficiency. If the new throughput efficiency increases, the algorithm repeats the steps two and three, until the new throughput efficiency no longer increases. The optimal value k * i is the one found in the immediate previous iteration. Note that by considering only the largest packet loss rate, the complexity of the proposed algorithm is reduced to O(nK). The pseudo-code for the algorithm is shown in Algorithm 1. 
:
{Compute irrecoverable packet loss rates} 7: end for 8: prev ef f = 0 {Setting the previous throughput efficiency to zero} 9 : curr ef f =
{Compute the current throughput efficiency} 10: while curr ef f > prev ef f do 11: Choose l such that for k > 2, l = arg max i {P f i }
12:
k l = k l − 1 {Add 1 more redundant symbol to the receiver with largest packet loss rate. Make sure that k i > 0 for all i} 13: prev ef f = curr ef f 14 :
{Compute new throughput efficiency} 16: k * j = k j 17: end while
V. ACHIEVABLE THROUGHPUT REGION
In the previous sections, the definition of throughput efficiency for the K-receiver unicast scenario is computed based on the throughput fairness for all the receivers. That is, every receiver is to receive all their packets in same time duration. Thus, using this definition, maximizing the throughput efficiency really implies maximizing the total rate with the constraint that every receiver must have the same rate as computed at the end of same duration. In many real world situations, for a given total wireless bandwidth, it may be useful to characterize the simultaneous achievable throughputs for all receivers. In other words, if one receiver is allowed to receive information at a faster rate than that of another, what are the throughput regions of these receivers?
Let us consider a scenario consisting of one BS and two receivers R 1 and R 2 . The packet loss rates of R 1 and R 2 are 0.1 and 0.2, respectively. If all the time slots of the BS are used to transmit packets for R 1 , then the throughput of R 1 would be 90% of the BS capacity since the R 1 error rate is 10%. Similarly, the throughput of R 2 is 80% if all the time slots are used to transmit R 2 's packets. Therefore, if a time-sharing technique is used, i.e., the BS sends packets to R 1 and R 2 at α and (1−α) fractions of the time, respectively, for α ∈ [0, 1], then the achievable throughput pair is a linear interpolation of the two end points (0.9,0) and (0,0.8) as shown in Fig. 2 . If N denotes the total number of available time slots, M 1 and M 2 denote the expected number of successful packets sent to R 1 and R 2 , respectively, then it is straightforward to show that M 1 and M 2 must satisfy
Now, for the same scenario, using NC technique, we have the following theorem.
Theorem 5.1: Assuming that N is sufficiently large, for
To obtain the Inequality (22), we note that the expected number of time slots to successfully transmit M 1 and M 2 packets to R 1 and R 2 must be at least M 1 + M 2 . During these transmissions, there will be lost packets, specifically, on average, M 1 P 1 from R 1 and M 2 P 2 packets from R 2 . Now, the first term represent the expected number of time slots required to successfully retransmit the remaining lost packets of R 1 and R 2 , respectively. The summation of these time slots must be less than the total number of available time slots N , thus the Inequality (22) must hold. Similar argument can be applied to obtain the Inequality (23) , and that completes the proof. Fig. 2 shows the achievable throughput of R 1 versus R 2 using the NC technique. Interestingly, from an information theoretic viewpoint, our proposed NC technique can be viewed in light of the broadcast channel problem first proposed by Cover [24] , [25] . In his celebrated superposition coding, Cover was the first to show that one can achieve a larger capacity region than that of the time-sharing technique. Our proposed technique is less efficient than the superposition coding technique, however, we note that, the superposition coding technique is an information theoretic argument, and not practical in today wireless networks.
We now argue that our approach is asymptotically optimal when the number of receivers is large. Specifically, when the number of receivers approaches infinity, and the number of packets to be sent approaches infinity at a much faster rate than the number of receivers, then the throughput efficiency is 1 (if L = N , i.e., no error correcting bits is used) as shown in (13) of Theorem 4.3. This is the best efficiency one can hope for. The intuition is that when there is a sufficiently large number of receivers, for every transmission, at least one of the receivers will correctly receive a packet. Even if that packet is not intended for a receiver that receives it correctly, using our approach, this packet can still be used to recover a lost packet for that receiver in the future. Essentially, every packet is useful at least for one receiver in this setting. Thus one should expect the throughput efficiency approaching 1.
To illustrate our point, let us consider a unicast scenario. Here, the sum rate is defined as the sum of all expected successful received packets at all receivers. For the simplicity let us assume that all receivers have the same packet loss rate, P i = P , then the sum rate normalized by the number of used time slots versus the packet error rate is plotted in Fig. 3 . The dash line represents the achievable rate for pure time-sharing technique 1 − P , while the curves represent the achievable rates for the network coding technique for different number of receivers. As shown, the achievable sum rate of NC technique when P > 0, is extended to one when the number of receivers increases to infinity. When P i = 1, the sum rate is 0. Keep in mind that, for our proof to go through, the number of packets to be sent M has to increase at a much faster rate than the number of receivers K.
VI. SIMULATIONS AND DISCUSSIONS
In this section, we present simulation results on the throughput efficiency and throughput gain in different network scenarios. To simulate the transmissions in a Wi-Fi network, the packet size should be set around 1500 bytes. However, when using such a large packet size under a large bit error rate, e.g. on the order of 10 −3 , the throughput efficiencies of the ARQ and NC techniques are much worse than those of the HARQ and NC-HARQ techniques. To be fair, we use a smaller packet size, i.e., 665 bytes for ARQ and NC techniques, and also incorporate a very light protection using RS(63, 59). For HARQ and NC-HARQ techniques, the packet size is set at 1559 bytes (Wi-Fi packet size) and data is encoded with RS(127, 117) . We use CRC-32 for error detection in all the simulations.
We also note that there is an overhead associated with the NC techniques. Specifically, one needs to specify which packets in the combined packets. Typically, if there are M packets in the queue, then the number of bits to represent these packets is log M . Therefore, in most cases, when the packet size is large, on the order of KBytes, such as those of IEEE 802.11, this overhead is negligible.
Also, since the NC technique uses only exclusive-bit-wise XOR, thus, encoding and decoding can be done fast, especially if implemented in hardware. On the other hand, the BS needs to have enough memory to store a sufficiently large number of lost packets from all receivers in order to have throughput gain. The algorithm used for choosing packets to combine is quite simple as one just needs to examine the queues, then combining the maximum number of lost packets. That said, when using NC, one has to consider the packet delay introduced by buffering of lost packets. For some timesensitive applications, this can be problematic. We will address this in future work.
We first compare the optimal redundancies estimated by the greedy-heuristic algorithm, described in IV-C, and by exhaustive search method (exhaustive search method is only feasible for a smaller number of receivers). As described above, the broadcast wireless scenario is simple, therefore we consider only unicast wireless scenario. In particular, a 50-receiver unicast wireless scenario is under investigation. Fig. 4 represents the obtained optimal redundancies r i using exhaustive and greedy methods when p varies from 10 −6 to 4.5 × 10 −3 . As seen, the optimal redundancy estimated by greedy algorithm is very close to that of exhaustive search, especially when the bit error rate is small. These differences are due to the fact that by looking only one step ahead and taking into account the largest error packet, the greedy algorithm may produce local optimal value. The throughput efficiencies obtained by these methods are shown in Fig. 5 . As shown, the exhaustive search method is optimal, thus achieves higher throughput efficiency compared to that of the greedy method. However, because of its high complexity, its use might be limited. On the other hand, the throughput efficiency of the greedy algorithm is slightly less, but its low complexity makes it an effective technique for real-world scenarios with many receivers.
We next compare the throughput efficiencies and throughput gains among the techniques. Figs. 6(a) and Fig. 6(b) show the simulation and theoretical throughput efficiencies as a function of bit error rate for broadcast and unicast scenarios with one sender and two receivers. The bit error rates of two receivers are set equal to each other, and varied from 10 −6 to 4.5 × 10 −3 . As seen, the simulation results verify our theoretical derivations. Furthermore, we note that the NC-HARQ technique always outperforms the HARQ technique and the NC technique always outperforms the ARQ technique for the given identical set of parameters. This is because NC approach has the identical method in the transmission phase with that of the ARQ or HARQ, but has a more effective retransmission method. In small bit error rate regions, the NC technique performs the best which is intuitively plausible since redundancy introduced by the NC-HARQ technique would just increase the bandwidth overhead unnecessarily. Similarly, Fig. 6(b) shows the throughput efficiency versus bit error rate for the wireless unicast scenario. As shown, the throughput efficiency of NC-HARQ technique always outperforms other techniques. Figs. 7(a) and 7(b) show the throughput gains of HARQ, NC, NC-HARQ techniques over the ARQ technique for broadcast and unicast scenarios. The throughput gain of technique A over B is defined as the ratio of the throughput efficiency of A over that of B. As seen, for some bit error rate regions, the proposed NC-HARQ technique can be more than three and two times efficient than ARQ technique for both the broadcast and unicast scenarios, respectively.
We now compare the performance of the proposed dynamic NC-HARQ algorithm against other techniques. In this technique, the sender is able to adjust the amount of FEC in real time to adapt to the channel conditions. In our simulation we assume slow fading channels; they are stable for a while before changing to another state. In particular, p 1 and p 2 vary from 10 −6 to 4 × 10 −3 with a step size of 4 × 10 −4 . All other parameters are identical to the previous simulations for all the non-adaptive techniques. Figs. 8(a) and (b) show the throughput gains over ARQ technique as a function of p 1 and p 2 for different techniques in the broadcast and unicast scenarios, respectively. As seen, the dynamic NC-HARQ algorithm has the best performance as it can adapt the amount of redundancy appropriately. Especially, in the range of high bit error rate, the throughput gain by using dynamic NC-HARQ can be more than 12 and 5.5 times better than ARQ technique for broadcast and unicast scenarios, respectively. An interesting observation is that in both scenarios, the heuristic-greedy algorithm can achieve a throughput gain almost the same as that of the exhaustive search at a much lower complexity.
Figs. 9(a) and (b), respectively, show the throughput efficiencies of NC and ARQ techniques versus the number of receivers in broadcast and unicast wireless scenarios. Packet loss rates of all receivers are equal to 20%. For the broadcast scenario in Fig. 9(a) , when the number of receivers increases, the throughput efficiency of the NC technique remains constant while that of the ARQ technique decreases significantly. This is because using NC, the throughput efficiency depends only on the receiver with the largest packet loss rate; while in the ARQ technique, every receiver's channel condition affects to the throughput efficiency.
Next, the throughput efficiency versus the number of receivers of the unicast scenario is shown in Fig. 9(b) . An interesting observation can be seen is that when the number of receivers increases, the throughput efficiency of NC technique asymptotically approaches to one. This is intuitively matched with the achieved sum rate shown in Fig. 3 . This is because, when there is a large number of receivers, every transmitted packet will be received correctly at least at one receiver with a probability closed to one. To illustrate this, let us consider a scenario in which all receivers have the same packet loss rate P . Let P (κ) denote the probability that a transmitted packet is intended for one receiver, and it is successfully received at at least one other receivers. We have
Even when P = 90%, if there are K = 50 receivers, the probability that there exists at least one receiver receives a packet successfully is equal to 0.9943. This value is very close to one. Obviously, when the number of receivers goes to infinity, this probability goes to 1. Using the NC technique, even when a packet is intended for a certain receiver, other receivers still store this packet in its buffer. Subsequently, other receivers will use this packet to recover their lost packets simultaneously by XORing with the combined packet sent out by the BS. Effectively, every transmission carries useful information to the receivers. Therefore, one should expect the throughput efficiency approaching 1. Note that this argument holds true only if the number of packets to be sent M goes to infinity at a faster rate than that of the number of receivers K as implied in the proof of Theorem 4.3.
VII. CONCLUSIONS AND FUTURE WORK
We have proposed a hybrid network coding technique to increase throughput efficiency of single-hop wireless networks for both the broadcast and unicast scenarios. The theoretical and simulation results showed that our proposed technique can efficiently utilize high throughput over those of traditional techniques for a typical range of channel conditions. We also proposed a heuristic method for dynamically changing the amount of redundancy for each transmitted packet to adapt the channel conditions. The simulation has shown that the proposed technique can outperform traditional techniques severalfold in terms of throughput efficiency. Our ongoing work is to characterize how the buffer size affects to the network performance, especially, when the transmission flows include time-sensitive applications. How to use NC for unbalance channels, i.e., the channels have different transmission rates and carry different types of applications, is also an interesting topic for investigation.
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APPENDIX
Proposition A.1: The throughput efficiency of a wireless unicast scenario using network coding technique for two receivers with packet loss rates P 1 and P 2 is:
where P 1 ≤ P 2 and the number of packets destined for each receiver M → ∞. Proof: Without loss of generality, assume that the receivers R 1 and R 2 want to receive the M odd and M even packets, respectively. The bandwidth gain of the network coding technique depends on how many pairs of lost packets among the two receivers that one can find in order to generate the combined packets. Let e 1 = [×|o] denote a transmission received unsuccessfully at receiver R 1 and successfully at receiver R 2 . Similarly, we denote erasure patterns e 2 = [o|×] and e 3 = [×|×]. Let random variables X 1 and X 2 , respectively, denote the number of erasure patterns e 1 at odd time slots and the number of erasure patterns e 2 at even time slots. Furthermore, let random variables Y 1 and Y 2 denote the number of erasure patterns e 3 at odd and even time slots respectively. Based on the central limit theorem we have P r(X 1 ≤ X 2 ) → 1 as M → ∞. This is because by assumption P 1 ≤ P 2 , consequently, P e1 = P 1 (1 − P 2 ) ≤ P e2 = P 2 (1 − P 1 ). Thus, the combined packets are dominated by X 2 , the number of erasure pattern e 2 at the receiver which has higher packet loss rate. Retransmitted packets can be classified into two groups: the combined and non-combined packets. Hence, the total number of transmissions expected to deliver M packets to each receiver successfully is
where Z 1 and Z 2 are the random variables denoting the numbers of attempts before a successful transmission for 
and dividing by M we obtain
Note that each packet contains L information bits out of N bits, consequently, the throughput efficiency for NC unicast is
.
Proof: (Theorem 4.3 for the unicast wireless scenario)
We prove by induction. Without loss of generality we assume that P i ≤ P j if i ≤ j, {i, j} ∈ {1, 2, . . . , K}. First, let us consider the base case K = 2. We have
The theorem holds for K = 2 since (A.5) follows directly from the Proposition A.1. We now prove that the theorem holds for K = 3. Fig. 10 (a) and Figs. 10(b), (c) and (d), respectively, present all possible erasure patterns and its decompositions. Let us first consider the erasure patterns shown in Fig. 10(b) , that represents a scenario in which the packets are intended to R 1 or R 2 , and lost at R 3 . Hence, in the retransmission phase, the most efficiency technique that the BS can do is to consider combining error packets, if possible, for R 1 and R 2 only and some non-combined packets will be retransmitted alone. In other words, the BS uses the same combining strategy as that of the 2-receiver unicast scenario. Therefore, the expected number of transmissions required to deliver the lost packets shown in Fig. 10(b) is
where
denotes the expected number of retransmissions required to deliver the lost packets for two receivers R 1 and R 2 .
For the second and the third decompositions in Figs. 10(c) and (d), the BS combines the error packets as 1 ⊕ 2 ⊕ 3, 1 ⊕ 3 and 2 ⊕ 3. The number of available ingredient packets for each type of the coded packets is dominated by R 3 , the receiver has the largest packet loss rate. For example, in the combination for all receivers 1 ⊕ 2 ⊕ 3, the average number of available packets at R 1 , R 2 and R 3 respectively are
. This implies that the ingredient packet constructing the coded packets for all receivers is dominated by the receiver with the highest packet loss rate, max i∈{1,2,3} {m i }. Then some lost packets that can not be combined will be retransmitted alone. The combinations are illustrated in Figs. 10(c) and (d) . Let a random variable X i denote the number of lost packets at receiver R i in Figs. 10(c) and (d). Using the same argument as that of the broadcast scenario, we then can prove X 3 = max i=1,2,3 {X i } with probability 1. Hence, the expected number of retransmissions required for the erasure patterns in Figs. 10(c) and (d) is given by
Adding up 3M transmissions used for transmitting original packets with (A.6) and (A.7) we obtain the expected number of transmissions needed to deliver all intended data. That is
UN divided by 3M which is the total number of useful data packets we prove the theorem for K = 3. Now, suppose the theorem holds for K = n−1, n ≥ 3. This implies that the expected number of transmissions required to deliver M packets for each receiver is
We then prove that the theorem holds for K = n. Let T n UN denote the expected number of transmissions required to deliver M packets for each receiver. There are n receivers, therefore, the BS needs to use nM transmissions to deliver the original packets for the receivers. In the retransmission phase, the BS considers using network coding to combine lost packets. The erasure pattern is decomposed into three subsets S 1 , S 2 and S 3 . The set S 1 represents erasure patterns of packets intended to {R 1 , R 2 , . . . , R n−1 } and lost at R n , while the set S 2 represents erasure patterns of packets intended to {R 1 , R 2 , . . . , R n−1 } and successful at R n (one can refer to Fig. 10(b) and (c) for the case K = 3); and the set S 3 represents erasure patterns of packets intended to R n . Obviously, in the set S 1 , the BS considers combining lost packets for receivers {R 1 , R 2 , . . . , R n−1 } only since these packets are lost at R n . Hence, the expected number of retransmissions required for delivery the lost packets in the set S 1 is the same as that of the expected number of retransmissions required for retransmitting lost packets of (n − 1)-receiver scenario
An arbitrary erasure pattern of the set S 2 can be paired up with an erasure pattern in S 3 to generate a coded packet. Note Fig. 10 . Erasure pattern for 3-receiver unicast wireless scenario. Packets numbered as 1, 2 and 3 denote time slots used for transmitting data for receivers R 1 , R 2 and R 3 , respectively. The circle patterns imply the errors that need to be retransmitted (either in combined packets or non-combined packets).
that in these combinations, every coded packet contains the information of packets intended to R n . Let a random variable Y i denote the number of lost packets of receiver R i in the sets S 2 and S 3 . Since P n = max i∈{1,2,...,n} {P i }, therefore, the expected number of retransmissions required to deliver all lost packets for the erasures in the set S 2 and S 3 is T n UN (2) = E max i∈{1,2,...,n}
Adding up nM , the transmissions for original packets, with (A.10) and (A.11), the retransmissions for lost packets, we obtain the expected number of transmissions required to deliver M packets for each receiver.
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