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Abstract
This thesis presents research on the initialization, control, and readout of electron
spin states in gate defined GaAs quantum dots. The first three experiments were per-
formed with Singlet-Triplet spin qubits in double quantum dots, while the remaining two
experiments were performed with an Exchange-Only spin qubit in a triple quantum dot.
The first experiment examines the relationship between a dynamic nuclear polar-
ization (DNP) process and the increase in measured singlet return probability in a Singlet-
Triplet qubit. We find that the DNP process creates an Overhauser field difference, ∆Bz,
between dots, which enhances the relaxation of triplet states during the measurement. We
propose a model which explains this relaxation mechanism, and find it in good agreement
with the data.
The second and third experiments investigate the effects of dynamical decoupling
sequences on the Singlet-Triplet qubit. We demonstrate the preservation of singlet-triplet
superpositions by interlacing qubit rotations with Carr-Purcell (CP) sequences. We test
the preservation of a singlet state with different dynamical decoupling schemes, finding a
maximum coherence time of T2 ∼ 80µs for the CP sequence. The coherence time is studied
for a number of pi-pulses in the CP sequence, yielding an exponential dependence on even
numbers of pi-pulses. This allowed us to estimate the functional form of the noise spectrum
influencing the qubit.
The fourth experiment studied the initialization, complete electrical control, and
readout of an Exchange-Only spin qubit in a triple quantum dot. We demonstrate over
75 qubit rotations at 47 GHz and create a method of measurement and state tomography,
iii
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enabling a quantification of the leakage from the qubit subspace.
In the final experiment, we bias the triple quantum dot in a regime that is protected
from charge noise and leakage from the qubit subspace. In this regime we demonstrate a
resonant two-axis control using microwaves, which offer superior control capabilities over
the pulsed interactions used in the rest of this thesis. A 64 pi-pulse dynamical decoupling
sequence yields a coherence time of ∼ 19µs and a noise power spectrum that is heavily
dominated by low frequency noise.
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Chapter 1
Introduction
Your infinite capacity for patience will be rewarded sooner or later.
-a fortune from my takeout, 2011
The last sixty years have seen a rapid advancement in computing power through
the miniaturization of electronic and photonic components. This push towards nanotechnol-
ogy has led to devices whose properties can only be understood with quantum mechanics.
These increasingly non-classical components are the backbone of classical computing, but
they represent just a tiny fraction of the potential that quantum components have to process
information.
Qubits, a shorthand for quantum bit [Schumacher, 1995], are the fundamental
building block of quantum information processing. A qubit is a mathematical abstraction
representing an ideal isolated quantum mechanical two level system. We have yet to realize
a “perfect” qubit, one which is isolated from a noisy environment while remaining easy
to manipulate, as these traits tend to be in opposition. In searching for a system that is
both easy to control and hard to corrupt, researchers have examined a large number of
physical systems including ion traps [Cirac and Zoller, 1995; Roos et al., 1999], Nitrogen
Vacancy (NV) centers in diamonds [Kennedy et al., 2002; Jelezko et al., 2004], supercon-
ducting circuits involving Josephson Junctions [Nakamura et al., 1999; Martinis et al., 2002;
Chiorescu et al., 2003; Koch et al., 2007], nuclear spins excited with Nuclear Magnetic Reso-
nance (NMR) techniques [Cory et al., 1996; Gershenfeld and Chuang, 1997; Cory et al., 1997;
Cory et al., 1998], and electron spins [Loss and DiVincenzo, 1998; Petta et al., 2005;
1
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Koppens et al., 2006] to name just a few.
In the remainder of this thesis, I will discuss a range of topics centered around the
work I performed on electron spin qubits in lateral semiconductor quantum dots. Chapter
2 is devoted to laying out a brief foundation of single qubit properties, while chapter 3
covers background material from the broader community to provide the necessary framework
for these results. Chapter 4 covers the measurement relaxation mechanisms associated
with nuclear polarizations in double quantum dots whose characteristics were previously
attributed to nuclear dark states and the “Zamboni” phenomenon [Reilly et al., 2008b].
Chapter 5 investigates various dynamical decoupling techniques and their ability to preserve
superpositions of quantum states. Chapter 6 focuses on using these dynamical decoupling
schemes to perform spectroscopy of the noise sources incident on the qubit.
Chapters 7 and 8 shift from double quantum dot systems to triple quantum dot
systems with a new form of qubit that does not require magnetic field gradients to operate.
Chapter 7 demonstrates the initialization, control, and generalized measurement of a qubit
formed from the three electron system. Chapter 8 refines the three electron qubit to one
that is protected from charge noise and leakage, and which can be controlled using resonant
excitations similar to those found in most other qubit systems.
Appendices A and B cover the design, fabrication and testing of devices in the
course of the triple quantum dot project. Appendix C explains the wiring and control of
the experiment, including an explanation of the reflectometry circuit used for the high band-
width sensing. Appendix D provides the supplementary material for chapter 7, detailing the
readout and calibration of the triple quantum dot, as well as more details in the calculations
of POVM elements. Appendix E details the models used in chapter 8. Appendix F gives
a back of the envelope calculation for the dipole moment of the symmetric exchange only
spin qubit.
2
Chapter 2
Qubits
The quantum mechanical nature of the qubit is, roughly speaking, the source of
the advantage that a quantum computer has over a classical computer. The quantum
mechanical nature contributes in two significant ways. The first and most spectacular
is that qubits can become entangled with one another, allowing among other things for
the encoding of vast amounts of information in a relatively modest number of qubits and
quantum teleportation [Nielsen and Chuang, 2000]. Entanglement fundamentally requires
more than one qubit, and as such is beyond the scope of the work described here. The
second advantage is that a single qubit state can always be described as the superposition
of two other quantum states, an effect which allows for an intrinsically quantum parallelism
during logical operations. Clever quantum algorithms such as those in Refs. [Shor, 1994]
and Refs. [Grover, 1996; Grover, 1997] utilize these advantages to allow for speed ups in
prime factorization and sorting which are thought to be impossible using only classical
computers, motivating the study of qubit systems.
2.1 The Bloch Sphere
Mathematically, we describe the qubit state, |ψ〉, a superposition of “computa-
tional states” |0〉 and |1〉 as
|ψ〉 = α |0〉+ β |1〉 , (2.1)
where α and β are complex numbers that satisfy the relation |α|2 + |β|2 = 1, and the
computational states |0〉 and |1〉 are an orthonormal basis that spans the qubit subspace.
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The normalization of α and β make it natural to think of |ψ〉 as a point on a sphere of
radius 1. This sphere is referred to as the Bloch sphere, and following Ref. [Nielsen and
Chuang, 2000], we can re-write |ψ〉 in terms of the spherical angles (θ, φ) as
|ψ〉 = cos (θ/2) |0〉+ eiφ sin (θ/2) |1〉 . (2.2)
This geometrical picture is extremely handy at the single qubit level, and will be referenced
repeatedly.
|1￿
|0￿
!
!
Figure 2.1: The wavefunction parameters θ and φ from eq. (2.2), mapped onto a Bloch
Sphere.
The fact that qubits are two level systems makes the Pauli matrices
I = σ0 =
1 0
0 1
 σx = σ1 =
0 1
1 0

σy = σ2 =
0 −i
i 0
 σz = σ3 =
1 0
0 −1

(2.3)
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an intuitive representation for operators, where the Bloch sphere axes xˆ, yˆ, and zˆ relate to
the corresponding Pauli matrices. The computational basis states which sit at the poles
of the Bloch sphere, |0〉 and |1〉, are the eigenstates of σz, with eigenvalues of +1 and -1
respectively. The eigenstates of σx, |X±〉 = 1√2 (|0〉 ± |1〉), lie in the equator of the Bloch
sphere, along what we define as the xˆ-axis. Similarly, the eigenstates of σy lie along the
yˆ-axis.
Manipulation of the qubit from one state to another is achieved by turning on
and off terms in the Hamiltonian, H. The qubit evolution is governed by the Schro¨dinger
equation, i~d|ψ〉dt = H |ψ〉. In the case of a time independent Hamiltonian, the solution is
simply |ψ(t)〉 = exp(−iHt/~) |ψ(0)〉. We can represent the time evolution operator as
exp(−iγH) = cos(γ|~n|)I− i sin(γ|~n|)(nxσx + nyσy + nzσz)/|n|, (2.4)
where ni = Tr[Hσi]/2 is the projection of the Hamiltonian onto the ith Pauli matrix and
|~n| =
√
n2x + n2y + n2z, which is the form of a rotation matrix for a two level system. The
direction of ~n is the axis around which the qubit state rotates while its length |~n| indicates
the speed or “strength” of the rotation.
Measurement or “readout” of the qubit state is also critical for computation ap-
plications. The simplest possible picture of readout is the binary projective measurement,
where the qubit state is collapsed onto one of two orthogonal basis states1 [Townsend, 2000]
which we will call |+〉 and |−〉. An individual measurement reveals nothing about the
qubit state; only by repeating this measurement on an ensemble of identically prepared
qubits can we determine the probability of collapsing onto one of the measurement states,
P+ = |〈+|ψ〉|2 and P− = |〈−|ψ〉|2. If the measurement basis was chosen to be the compu-
tational basis, with |+〉 = |0〉 and |−〉 = |1〉, than P+ and P− reveal the magnitudes of α
1These basis states do not need to be the computational basis states |0〉 and |1〉
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and β from Eq (2.1), but nothing of the phase between them.
On a Bloch sphere, these probabilities represent the projection of the qubit state
onto a line running from |+〉 to |−〉. If three unique measurement bases are chosen, defining
three coordinate axes on the Bloch sphere, the state of the qubit can be reconstructed.2
These three measurements compose state tomography, which is the full identification of a
qubit state, up to a trivial global phase.
|1￿
|0￿
|+￿
|−￿
P−P+
Figure 2.2: The probabilities P+ = |〈+|ψ〉|2 and P− = |〈−|ψ〉|2 of being in either |+〉 or
|−〉 for a state indicated by the arrow.
2.2 The Rotating Frame
There is a special set of Hamiltonians that appear often in the context of qubits,
where the Hamiltonian H is dominated by one large term that is constant in time, and
subject to small, oscillatory perturbations. This scenario was first studied in depth in the
2An argument could be made that since the qubit lies on the surface of the Bloch sphere, only two
coordinates are necessary to define the qubit state, θ and φ from Eq (2.2). In practice this is true only for
a “pure” state, one where there is no dephasing or state leakage, which I will discuss shortly in section 2.3
(see Eq (2.10)). The effect of these processes on the Bloch sphere though is to move the state inwards from
the surface, necessitating a radius coordinate as well.
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context of Nuclear Magnetic Resonance (NMR) [Rabi et al., 1938; Bloch, 1946; Hahn, 1950]
to understand the effects of a small transverse oscillating magnetic field B1 on a nuclear
species in the presence of a large longitudinal field B0. For convenience, we’ll adopt the
language of NMR, and map all qubit problems onto the spin-1/2 particle in these magnetic
fields.
We can write the Hamiltonian as H = ~γB0σz/2 = ~ω01σz/2, where γ = g∗µ/~
is the gyromagnetic ration of the particle or qubit, g∗ is the effective g-factor, µ is the
magnetic dipole moment, and ω01 is the splitting between the ground and excited states,
|0〉 and |1〉 respectively. In the absence of other terms, the spin precesses in the field, which
is a rotation about the zˆ-axis of the Bloch sphere at a frequency ω01. If we apply a small
static transverse field B1xˆ, where B1  B0, the spatial axis of rotation shifts a small angle
θ = tan−1(B1/B0) towards xˆ, and on the Bloch sphere rotations continue about the zˆ-axis
at a new speed ω01 = γ
√
B20 +B
2
1 ≈ γB0.
Interesting dynamics occur when the small transverse field B1 oscillates at a
frequency ω ≈ ω01, with an interaction HB = ~γB1 cos(ωt + φ)σx. It is more conve-
nient to picture this field that oscillates along the xˆ-axis in real space as the sum of
two fields, B+1 and B
−
1 , which rotate about the zˆ-axis in opposite directions: H+B =
~γB12 [cos(ωt+ φ)σx + sin(ωt+ φ)σy] and H−B = ~γB12 [cos(ωt+ φ)σx − sin(ωt+ φ)σy]. We
transform into a frame that is rotating with B+1 by
|ψ〉rf = exp[iωtσz/~] |ψ〉 (2.5)
d |ψ〉rf
dt
= − i
~
Hrf |ψ〉rf (2.6)
Hrf = exp[iωtσz/~](H+B +H−B) exp[−iωtσz/~] + ~∆σz, (2.7)
where |ψ〉rf is the qubit state in a frame rotating with B+1 , and ∆ ≡ ω01−ω is the detuning
between the oscillation frequency and the qubit splitting.
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|1￿
|0￿
!
!
Figure 2.3: A rotation axis from an excitation with phase φ and detuning ∆ is depicted
with the purple arrow. The detuning lifts the rotation axis up out of the x-y plane.
In this rotating frame, B+1 is static while B
−
1 is rotating at twice the frequency of
the frame. If B1 is much smaller than B0, we can apply the rotating wave approximation,
throwing out B−1 on the grounds that the highly oscillatory terms average to zero
3. The
final rotating frame Hamiltonian can then be expressed as
Hrf/~ = Ω[cos(φ)σx + sin(φ)σy] + ∆σz (2.8)
where Ω = 12B1γ is the nutation frequency
4. We now see that if Ω  ω01 it is possible to
generate a rotation about an arbitrary axis in the Bloch sphere. In practice, experimentalists
often operate at ∆ = 0, “on resonance” with the qubit, and control the qubit only through
3If the rotating wave approximation is insufficient, the Magnus expansion can be used to derive corrections
in powers of B1
B0
[Taylor and Lukin, 2006], the first of which is a term along the zˆ-axis of the Bloch sphere.
4A nutation is a rotation from the top of the Bloch sphere to the bottom, that simultaneously spirals
around the zˆ-axis. The name comes from the motion of a top.
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the two-axis control provided by the phase of the oscillation.5
2.3 Statistical Ensembles
When considering ensembles of states for measurements, Eq (2.1) is no longer the
most useful description of the qubit state. In its place, we turn to density matrices [Cohen-
Tannoudji et al., 1977], ρ = |ψ〉〈ψ|, which are 2x2 matrices formed from the outer product
of Eq (2.1) and its complex conjugate. Explicitly, we can re-write Eq (2.1) and Eq (2.2) as
ρ = |ψ〉〈ψ| =
|α|2 αβ∗
α∗β |β|2
 =
 cos2 (θ/2) 12 sin (θ) e−iφ
1
2 sin (θ) e
iφ sin2 (θ/2)
 . (2.9)
In this last form it is easy to see that Tr[ρ] = cos2 (θ/2) + sin2 (θ/2) = 1 for any possible
qubit state, a requirement that satisfies the conservation of probability.
To describe an ensemble of states, we add the density matrices for each state,
weighted by their population in the ensemble pi = ni/ntotal, ρ = Σipi |ψi〉〈ψi|, where Σipi =
1. Since the probability of finding state i in the ensemble, pi, sums to one, the trace of
ρ is still one, regardless of whether every state in the ensemble is identical. To determine
whether every state is identical, which would form a “pure” state, we look to Tr[ρ2], which
equals one only for pure states. All other ensembles are referred to as “mixed” states,
with the situation Tr[ρ2] = 12 being a completely mixed state. These mixed states are
incoherent ensembles which often result from noise that causes variations between qubits
in the ensemble.
The density matrix ρ is directly related to the Bloch vector ~r as
ρ =
I+ rxσx + ryσy + rzσz
2
(2.10)
where ri = 2Tr[ρσi] is the Bloch vector component. From Eq (2.10), we can see that
Tr[ρ2] = 12
(
1 + r2x + r
2
y + r
2
z
)
, which confirms that 12 ≤ Tr[ρ2] ≤ 1 in the absence of leakage.
5The phase φ is the phase relative to the phase of the first pulse that interacted with the qubit.
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The Bloch vector length |~r| =
√
r2x + r2y + r2z is then a direct measure of the purity of the
ensemble.
2.4 Generalized Measurements
As mentioned above, a projective measurement is the simplest picture of qubit
readout. In practice, it is too simplistic to capture the measurement process in an actual
experiment. Actual measurements contain assignment errors due to noise and relaxation
during the measurement, where an outcome that should have registered as |+〉 is recorded
as |−〉. Actual measurements can also contain ambiguity as to which qubit state the |+〉 and
|−〉 measurement basis states correspond to, an error which arises from small unintended
single qubit rotations. For these reasons, we are interested in using the more sophisti-
cated framework of Positive Operator-Valued Measure (POVM) elements and generalized
measurements6 to quantify and correct the errors in our qubit measurement.
The POVM formalism consists of assigning all probabilities based on POVM ele-
ments, where the probability of an outcome “+” for state ρ is described as P+(ρ) = Tr[E+ρ].
Here E+ is a POVM element, a 2 × 2 matrix with the probability conserving constraints
that it is positive semi-definite, all of its eigenvalues are less than or equal to one, and
E− ≡ I− E+. E+ and E− are measured quantities that are determined experimentally by
recording the probability that a set if known states {ρj} will trigger a “+” outcome,
Pj ≡ P+(ρj) = Tr[E+ρj ], (2.11)
and inverting the system of equations (2.11) to solve for E+. The set of states ρj must span
the qubit subspace, such as
{
|X+〉〈X+| , |Y+〉〈Y+| , |Z+〉〈Z+| , I/2
}
7, where I/2 is the com-
6There are other reasons for using generalized measurements to discuss an experiment, such as superior
state discrimination. The interested reader should consult Ref. [Nielsen and Chuang, 2000], Section 2.2.6
for a more thorough background on the subject of POVMs and generalized measurements.
7Four states are required in {ρj} because as a 2×2 Hermitian matrix, E+ has four independent quantities.
10
Chapter 2: Qubits
pletely mixed state. If the qubit is composed of two levels which are coupled to additional
states, and the qubit can leak from the qubit subspace into these states, the set of {ρj}
must be large enough to span the entire space8. This technique only works if {ρj} is known
with a very high degree of accuracy. The work in chapter 7 and appendix D describe how
to handle the case of leakage into a large subspace when {ρj} is only partially known.
Performing this calibration for the POVM elements of each of the measurement
axes, Ex+, Ey+, and Ez+, allows for robust measurement of the qubit state, and accurate
state tomography. The eigenvectors of E+ are the states that the qubit was projected
onto, hopefully some states close to the originally intended ones, while the eigenvalues are
represent the fidelities of those measurements.
2.5 Dephasing, Decoherence, and Relaxation
Physical realizations of qubits are described by a set of physical parameters that
evaluate a qubit’s interaction with the environment. In NMR style qubits (sec 2.2), there is
an applied field which splits the computational basis states at all times, separating interac-
tions with the environment into two categories. The first is phase noise, which is described
by T ∗2 and T2. As the name implies, this is noise that affects the phase between the com-
putational basis states (longitudinal coordinate on the Bloch sphere), but does not change
the relative populations of those states. Since the phase of the qubit does not affect the
energy, every state with the same population of |0〉 and |1〉 (constant latitude on the Bloch
sphere) is degenerate, allowing for easy mixing between states of different phases.
The second type of interaction with the environment is one which changes the pop-
ulation of |0〉 and |1〉, through either the emission or absorption of energy, and is described
by the T1 or “lifetime” of the qubit. The emission and absorption of energy through phonon
8The dimensions of E+ also grow as well. The POVM elements are as large as the number of states the
quantum system can inhabit.
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|1￿
|0￿
|1￿
|0￿(a) (b)
γ
Figure 2.4: The effects of (a) dephasing and (b) relaxation on a Bloch sphere representation
of a qubit state, where the arrow darkness in (a) indicates the proportion of the ensemble
at that phase position. The relaxation process in (b) does not conserve the energy of the
qubit, resulting in the emission of a phonon or photon γ to carry away the excess energy.
See section 3.4 and chapter 4 for more details about phonon mediated relaxation
interactions is covered in section 3.4. It is worth noting here that with double quantum dot
style qubits, |0〉 and |1〉 are often separated by only a small gap, making the distinction
between relaxation and decoherence complicated.
Phase noise can be separated into two types, dephasing and decoherence. De-
phasing is a measure of how rapidly an ensemble of qubits loses phase information, and
is described by the timescale T ∗2 . Dephasing occurs when members of the ensemble ex-
perience different conditions, such as local magnetic or electric environments, which cause
the members to evolve under slightly different Hamiltonians, resulting in a distribution of
phases across the ensemble. Unlike relaxation or decoherence, dephasing can be mitigated
through clever qubit manipulation using dynamical decoupling techniques, which cancel out
static or slow variations in the Hamiltonians across the ensemble, restoring coherence. The
simplest and most familiar of these techniques is the Hahn Echo [Hahn, 1950].
Decoherence is a measure of how rapidly an individual qubit loses its phase infor-
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mation, with lower bond measured experimentally by the longest coherence time T2 that
is achievable with dynamical decoupling techniques. This information can be lost due to
entanglement with the environment, or classical noise that occurs too rapidly to be cor-
rected by dynamical decoupling sequence [Cywin´ski et al., 2008]. This sets a bound on the
dephasing time that T2 ≥ T ∗2 , while the relaxation rate limits the coherence time to be
T2 ≤ 2T1.
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Semiconductor Quantum Dots and
Spin Qubits
The spin degree of freedom in a spin-1/2 particle is a natural realization of a
potential qubit; an intrinsically two-level system that is relatively weakly coupled to its en-
vironment (µB ∼ 58 µeV/T ). This weak coupling to the environment allows, in principle,
for long lived quantum states, while the lack of additional levels prevents leakage out of the
qubit subspace. Though it is relatively challenging to address a single nuclear spin in bulk
samples [Hu and Kimble, 1994], work with high mobility semiconductor heterostructures
has allowed for the relatively easy confinement and control of individual electrons in solid-
state chips [Ciorga et al., 2000], making the electron spin a prime candidate for a qubit.
Finally, the same technology that has made the high quality heterostructures and confine-
ment lithography possible also produces today’s cutting edge classical circuitry, potentially
allowing for the semiconductor spin qubit to experience the same benefits in scaling and
large scale wafer processing.
3.1 Gate Defined GaAs Heterostructures
The spins in the qubit devices discussed in this work are confined at the GaAs-
Al0.3Ga0.7As interface of an extremely clean wafer grown with Molecular Beam Epitaxy
(MBE). These wafers are chosen for two reasons. The first is that they provide a way to
confine single electrons in a quantum well. The difference in band gaps between GaAs and
14
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Al0.3Ga0.7As results in a conduction band discontinuity of ∆Ec ∼ 0.3 eV [Drummond et
al., 1986; Davies, 1997], providing one wall of a quantum well. A layer of partially ionized
silicon donors provides an electric field in the growth direction, zˆ, which serves as the other
wall of the well. Some of the ionized electrons from the silicon layer populate the well,
and eventually our qubits, while the majority fill surface states [Davies, 1997]. A gold-
germanium eutectic1 is annealed down from a bond pad to electrically contact the well,
allowing the electro-chemical potential of the well to be manipulated. This connection is
referred to as an “ohmic”2. Appendix A details the recipe used to make the triple quantum
dot device in chapters 7 and 8. For the fabrication of the device used in chapters 4, 5, and
6, please consult Ref. [Barthel, 2010].
Confinement in the xˆ and yˆ directions is provided through voltages on lithographic
gates. Metallic gates placed on the surface of this wafer form Schottky barriers that allow
them to maintain a voltage with respect to the quantum well. If these gates are biased
negative with respect to the ohmic connections they are capable of pushing away some or
all of the electrons in the well directly underneath, as shown in Fig. 3.3. These empty
regions formed electrostatic barriers between puddles of electrons in the well. The gates
can also be used to capacitively shift the energy of the electron puddles in the well that
have been isolated by the electrostatic barriers. Both of these effects become important for
forming quantum dots.
The second reason these MBE wafers are chosen to contain the electrons is the
smooth potential the electrons see while confined inside these wells. The electrons in this
well form an electron gas at low temperatures (T ∼ 1 K), characterized by a long mean
free path and high mobility that arises from the separation between donors and quantum
1An alloy of gold and germanium, ∼ 88 % gold, ∼ 12 % germanium by weight, has a markedly lower
melting point than either gold or germanium seperately.
2See Ref. [Johnson, 2005] for details as to the origin of the name.
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VAC
10 nm - GaAs cap
60 nm - Al0.3Ga0.7As
4 x 1012 cm-2 - Si -doping
40 nm - Al0.3Ga0.7As
800 nm - GaAs
30-period superlattice
3 nm Al0.3Ga0.7As, 3 nm GaAs
500 m - GaAs substrate
energy
2DEG
ferm
i level
(a)
3
Ohmic
Gate
a) b)
Figure 3.1: (a) A schematic of the GaAs-Al0.3Ga0.7As heterostructure used to form the
device in chapters 7 and 8. The superlattice near the bottom of the heterostructure is
grown to relieve stress between the bulk substrate and the MBE grown material, and to
catch any impurities that percolate upwards from the substrate during the annealing part of
the growth. (b) A schematic of the conduction band as a function of depth below the surface
of the wafer. The electrons are confined in the triangular well labeled 2DEG. Adapted with
permission from Ref. [Barthel, 2010].
well. With the donors out of the way, there are far fewer scattering sites, and those sites
are better screened by the electrons in the well, allowing these electrons to behave like
free two-dimensional particles with a reduced electron mass, m∗e ∼ 0.067me3. This small
effective mass plays an important roll in the determining the length scales of the lithographic
features, allowing for single electrons to be confined in larger lithographic areas.
While removing the donors from the well results in a relatively smooth potential,
3The fact that the particles in the well behave like free electrons is due to the band structure of GaAs
near the γ point, which is parabolic in wave vector, E ∼ (~k)2. If this dispersion relationship had been
linear for instance, as is found in graphene, there would be a gas of relativistic particles instead.
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For both SQD and QPC1, analysis14 predicts signals, !V,
consistent with measured values, and widths, "0, due to shot
noise that are considerably lower than the measured peak
widths. Specifically, "0!1.5"3# mV is expected for SQD
"QPC1#.15 This is roughly one tenth "half# of the total noise
for the SQD "QPC1#. The remaining measurement noise for
both sensors is due to charge, gate, and instrumentation
noise, predominantly from the cryogenic amplifier.11,15 We
conclude, based on the single-shot data, that the measured
SQD offers improved SNR compared to a comparable QPC
sensor, SNRSQD /SNRQPC1!3. The improvement is not as
large as the relative improvement in sensitivity at dc,
!gSQD /!gQPC1!10, mainly due to a lower rf power satura-
tion of the SQD SNR and the experimental noise floor of the
measurement setup.
To investigate QPC and SQD performance numerically,
we consider the sensitivity, s, as the change in conductance
in response to a change in voltage, either applied to a gate or
arising from a charge rearrangement. Modeling the specific
device geometry, for QPC1, sQPC$ !g!VQ1 =
!g
!#SP
!#SP
!VQ1 , where #SP
is the electrostatic potential at the saddle point of QPC1. For
the SQD, sSQD$ !g!VD =
!g
!#dot
!#dot
!VD , where #dot is the electrostatic
potential in the center of the SQD.
For the QPC, the conductance, g, and its derivative with
respect to potential, is calculated as a thermal average over
the transmission probability, following Ref. 16. The width of
the riser between conductance plateaus scales as E
$%$2Ux /2m, where Ux is the curvature of the saddle poten-
tial in the direction of the current. The self-consistent calcu-
lation presented below yields E!0.2 meV, an order of mag-
nitude greater than kBT. Thus the riser width is roughly
independent of temperature. The SQD conductance is mod-
eled by a master equation17 assuming transmission via a
single orbital level in the dot. This approach is applicable,
given the single-particle level spacing is large, !200 %eV,
but is only valid for small tunneling rate, &, from the dot to
the leads, such that $&'kBT. In the experiment, a larger
coupling is used, such that $&!kBT. This gives rise to some
quantitative discrepancy between the model and the experi-
ment but the qualitative comparison between SQD and QPC
performance remains valid.
The lever-arm terms in the definitions of sensitivity,
!# /!VD for the SQD and !# /!VQ1"2# for the QPCs, depend
on positions of nearby conductors that screen the interaction
between source of the voltage and the potential at the target
point. For QPC1"2#, a change in VQ1"Q2# is screened as
charge in the leads of the QPC flow in or out of the saddle
region and opposes the change in #SP caused by the gate
voltage change. In contrast, the SQD lever arm is primarily
determined by screening from other gates, rather than the
2DEG itself because the dot is isolated by tunnel barriers and
the charge is fixed by CB. Numerical calculation below gives
a lever arm that is typically !20 times greater for an SQD
than for a QPC. Thus 2DEG screening substantially influ-
ences sensor response.
Conductances of the SQD and QPCs are calculated using
the SETE code,18,19 which simulates the three-dimensional
electronic structure of the device within the effective-mass
local-density approximation to density-functional theory. The
calculation produces the total free energy of the SQD as a
function of VD and N, enabling a calculation of the conduc-
tance in the single-level CB regime.20 Figure 4"a# shows a
plot of the calculated SQD conductances, and their differ-
ence, between the cases where the double-dot charge is held
in the "0,2# and "1,1# states, as a function of gate voltage
offset !VD. For this calculation, the ratio $& /kBT is set to
unity, based on experimental peak conductance values &Fig.
1"b#'. We note, however, that the fractional change in con-
ductance, !g / g¯, across the transition from "0,2# to "1,1# does
not depend on $& /kBT. For QPC1, the evolution of the po-
tential profile with varying VQ1 is calculated with SETE. The
"1,1# and "0,2# conductances in Fig. 4"b# are evaluated by
solving the transverse Schrödinger equation in slices through
the QPC and evaluating a one-dimensional WKB expression
for the transmission.
In the experiment, VD and VQ1 are not swept, rather they
are held at their most sensitive point and the conductance
"through QPC or SQD# is allowed to change due to the
change in double-dot state. The most sensitive points of the
sensors are at the extrema of !g. Here, the ratio (!g( / g¯ is
!1.4 for the SQD and !0.1 for QPC1, roughly consistent
with experiment. A color scale plot of the 2D electron den-
sity for typical gate voltages is shown in Fig. 4"c#.
In conclusion, by taking advantage of the increased sen-
sitivity and SNR of a sensor quantum dot in the CB regime
"compared to a proximal QPC#, we have demonstrated
single-shot spin-to-charge readout of a few-electron double
quantum dot in !100 ns with SNR!3 "Fig. 3#, representing
an order of magnitude improvement over previous results.5
Numerical simulation based on density-functional theory
yields good qualitative agreement with experiment and elu-
cidates key differences between a quantum dot and a QPC as
a proximal charge sensor. Reduced screening and smaller
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FIG. 4. "Color online# "a# Conductance "simulation# through the
SQD as function of the gate voltage VD, for the two double-dot
charge states "1,1# and "0,2#. "b# Conductance through QPC1 at 5
mV intervals "lines are guide to the eye#. "c# Electron density profile
for typical gate voltages in the "1,1# configuration, with superim-
posed micrograph of device. The color scale is centered near 2.5
(1010 cm−2 to accentuate the charge in the dots and the saddle
point of QPC1.
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Figure 3.2: A simulation of the depletion of the 2DEG to create the double quantum dot
device used in chapters 4, 5, and 6. The micrograph of the metal gates that are overlaid
on top of the simulation are located 110 nm above the surface of the 2DEG. The electron
density n is pl tted on a tru cated color scale, to allow the charge density in the dots to be
seen. Adapted with permission from Ref. [Barthel et al., 2010a]
it does not always result in a perfectly stable ne. The origins of the fluctuations are
not perfectly understood, though electrons tunneling from the Schottky barriers to the
donors is a leading suspect [Pioro-Ladrie`re et al., 2005; Buizert et al., 2008]. As examined
in Refs. [Pioro-Ladrie`re et al., 2005; Buizert et al., 2008], applying a small (∼ 300 mV)
positive voltage to the gates while cooling the device results in a significantly more stable
device. This technique, referred to as bias cooling, or positive bias, was applied to all devices
in this thesis. In addition to quieting the samples, the technique freezes in a negative charge
under the gates that depends on the applied positive bias. This freezing of charge was used
to help fine tune the device in chapters 4, 5, and 6, while a single voltage was used for all
gates in the device in chapters 7 and 8.
3.2 Quantum Dots
Quantum dots are structures that bind a small number of conduction electrons
to regions of the order of their de Broglie wavelength, λ = h/2m∗eE, where E is the ki-
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netic energy of the electrons in question. At these length scales the confinement causes
discrete energy levels to form, much like the orbitals in a free atom. These artificial atoms
are a useful testbed for probing quantum mechanics and studying the dynamics of isolated
electron systems, and they have been studied in a variety of materials, including semicon-
ductor nanoparticles [Ekimov and Onushchenko, 1981], superconducting islands [Ralph et
al., 1995], self-assembled semiconductor structures [Klein et al., 1996], and lateral [Kouwen-
hoven et al., 1997] and vertical [Kouwenhoven et al., 2001] semiconductor heterostructures.
The small size of the quantum dot has two main consequences. The first is the
existence of orbitals at discrete energies. The quantum dot confines the electrons in an elec-
trostatic potential which permits many bound states, each of which has a spin degeneracy
allowing for two electrons of opposite spin to occupy it. The constant interaction model [van
Houten et al., 1992; Kouwenhoven et al., 1997] is used to describe the many-body states in
a dot with many electrons. This model lumps all of the electron-electron interactions into
a small correction to a constant capacitance C, and proceeds to treat the electrons as a
group of non-interacting electrons occupying single particle states |ψj〉 with energies Ej .
The second consequence of the small dot size is that the self-capacitance, C, is
very small, making the electrostatic charging energy associated with adding an electron,
EC = Q2/C, one of the largest energy scales associated with this system. As shown in
Refs. [van der Wiel et al., 2002; Hanson et al., 2007], this energy scale creates a regu-
lar structure in the energy spectrum corresponding to the addition of electrons from ex-
ternal reservoirs or “leads”. This structure is well described by the constant interaction
model [Wang et al., 2011], which in single quantum dots creates the “Coulomb Diamond”
structure, and in double quantum dots leads to the formation of a “honeycomb” structure.
In the constant capacitance model, the energy of a single quantum dot with N
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Figure 3.3: (a) A schematic of the capacitive network that describes the classical behavior
a single quantum dot with N electrons. Tunneling is indicated schematically by arrows.
Metallic reservoirs are marked source (S) and drain (D). (b) A level diagram of a quantum
dot. The levels below the Fermi energy of the leads are filled, while the levels above the
leads are empty. The voltage VSD is the voltage applied between the source and drain
reservoirs, which will drive a current when a dot level passes into that window. The tunnel
barriers between the dot and the reservoirs are schematically represented by the rectangular
walls.
electrons is, up to a constant,
U(N) =
(−|e|N + ΣiCiVi)2
2C
+ ΣNj Ej , (3.1)
where Ci is the capacitance between the ith metallic gate or lead at voltage Vi, C ' ΣiCi, and
Ej is the energy of the occupied single particle state |ψj〉. The electrochemical potential of
the dot, or the ground state energy level of the N th electron, is given by µ ≡ U(N)−U(N−
1) [van der Wiel et al., 2002]. Excited orbitals are available at an energy ∆E = EN+1−EN
above µ. When µ is equal to or less than the electrochemical potential of the lead, an
electron can tunnel onto the dot. This capacitance model can be easily extended to include
additional dots, as demonstrated for double dots in Ref. [Hanson et al., 2007] and for triple
dots in Refs. [Vidan et al., 2005; Schro¨er et al., 2007].
The energy required to add an additional electron, Eadd(N) = µ(N + 1)−µ(N) =
EC + ∆E, sets the maximum temperature at which the structure has a resolvable electron
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number. In practice, the quantum dots investigated in this work have discernible electron
numbers at temperatures between 1 and 2 K, giving capacitances C ∼ e2/4kBT = 0.1− 0.5
aF. The charging energy is in general approximately an order of magnitude larger than the
energy level spacing ∆E.
3.3 Overhauser Fields and Nuclear Pumping
The nuclei of gallium, arsenic, and aluminum all possess non-zero spins. The
nuclei45 of the two isotopes of gallium, Ga69 and Ga71, are spin-3/2, as is the nuclei6 of
As75. The nuclei7 of Al27 is spin-5/2. Since these nuclei have spins that are greater than
1/2, they all possess nuclear quadrupole moments as well.
These nuclear spins interact with the electron spin primarily through the contact
hyperfine interaction8, which we write following Ref. [Paget et al., 1977] as
HHF = 2µ03 g0µB~Σjγn,j
(
~Ij ·~S
)
|Ψ(~rj)|2 , (3.2)
where µ0 is the vacuum permeability, g0 is the free electron g-factor, γn,j is gyromagnetic
ratio of nuclear spin j at position ~rj with operator ~Ij , ~S is the electron spin operator, and
Ψ is the electron wave function.
Following Refs. [Khaetskii et al., 2002; Taylor et al., 2007], we re-write this inter-
action as
Hhf = g∗µB ~Bnuc ·~S, (3.3)
4Ga69: gyromagnetic ratio γn/2pi = 10.25 MHz/T, natural abundance ∼ 60% [Grant and Harris, 1996]
5Ga71: gyromagnetic ratio γn/2pi = 13.02 MHz/T, natural abundance ∼ 40% [Grant and Harris, 1996]
6As75: gyromagnetic ratio γn/2pi = 7.32 MHz/T, natural abundance ∼ 100% [Grant and Harris, 1996]
7Al27: gyromagnetic ratio γn/2pi = 11.10 MHz/T, natural abundance ∼ 100% [Grant and Harris, 1996]
8The contact hyperfine interaction comes from the s-like orbital nature of the bands that contribute to
the quantum well [Davies, 1997]. If the quantum well were formed from p-like orbitals, as is the case in some
hole-gasses [Chekhovich et al., 2011], the electron wavefunction would avoid the nuclei, drastically decreasing
the contact hyperfine term. The p-like orbitals from the valence band do experience a dipole-dipole couplings
between nuclei and electron spin [Testelin et al., 2009] which is absent for s-like orbitals due to symmetry.
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Figure 3.4: The contact hyperfine interaction can be approximated by an effective field
~Bnuc, where the field strength depends on the alignment of the nuclear spins with the
electron spin, weighted by the probability of the electron overlapping with that nuclei. The
magnetic moment of the electron is approximately 1000 times that of the nuclei, indicated
in the cartoon by the difference in arrow sizes.
where g∗ is the effective electron g-factor, and ~Bnuc is an effective magnetic field
~Bnuc =
2µ0
3
g0
g∗
~Σjγn,j
〈
~Ij
〉
α
|Ψ(~rj)|2, (3.4)
where
〈
~Ij
〉
α
is the average polarization of nuclear species α, ie if spin j is Ga69, then
〈
~Ij
〉
α
is
the average polarization of Ga69. This contact hyperfine term from the Ga and As has been
shown9 to cause dephasing and decoherence in spin qubits confined in GaAs-Al0.3Ga0.7As
heterostructures [Petta et al., 2005]. The effective magnetic field ~Bnuc is referred to as the
Overhauser field, and as is clear in eq. (3.2), its interaction with the electron spin depends
only on the total spin of the nuclear species, ~Ij , and the overlap between the electronic
wavefunction and the nuclei. While manipulating g∗ would make ~Bnuc change, it would not
change the strength of the hyperfine interaction HHF.
The splitting between energy levels for each nuclear spin is approximately 40
neV/T of applied external field ~Bext, or a temperature of ∼ 500µK/T. With lattice tem-
peratures of ∼ 30 mK, electron temperatures typically ∼ 100 mK, and applied fields of
less than 1 T, the spins are comfortably in a high temperature regime, where their po-
9The aluminum atoms are only found in one boundary wall of the quantum well, where the electrons
have a small ( 10%) probability density [Davies, 1997], so we will ignore them.
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larization fluctuates easily.10 This allows us to treat the Overhauser field as a classical
random variable which is Gaussian distributed about zero net polarization in the absence
of Dynamic Nuclear Polarization (DNP). We can model the RMS fluctuations of ~Bnuc as
σB = 4.0 T√N , where N ∼ 106 is the number of nuclei that an electron in a single dot overlaps
with [Taylor et al., 2007]. At high fields, ~Bext  ~Bnuc, the fluctuations of the longitu-
dinal polarizations are somewhat inhibited, resulting in a slow evolution of ~Bnuc and the
dephasing of the spin qubits [Taylor et al., 2007; Barthel et al., 2009], with a dephasing
time in a single dot of T ∗2 = ~/g∗µBσB. Fluctuations of the transverse polarizations remain
rapid even at high magnetic fields [Barthel et al., 2009]. References [Bluhm et al., 2010b;
Neder et al., 2011] demonstrated the surprising result that the Larmor frequencies of all
three nuclear species can affect the coherence of a double dot qubit at low external magnetic
fields.
The mean value of ~Bnuc can be shifted in a double quantum dot using DNP11,
as demonstrated in Refs. [Petta et al., 2008; Reilly et al., 2008b], where a singlet state,
|S〉 = 1√
2
(|↑↓〉 − |↓↑〉), is passed adiabatically through a nuclear mediated anti-crossing to
transition into |T+〉 = |↑↑〉. This anti-crossing is created by the transverse (flip-flop) terms
in eq. (3.3), B+nucS
− + B−nucS+, which flips one electron spin and flops a nuclear spin to
conserve angular momentum. Since the state is transitioning from |S〉 to |T+〉, a nuclear spin
is always flipped downwards. Resetting this cycle without passing adiabatically through the
anti-crossing leaves a net change of one unit of angular momentum, and repeating this cycle
a large number of times (∼ 106) can result in sum polarizations in the tens of mT. As
shown in chapter 4, the polarizations are not created evenly in each dot, which can result
10The low temperature regime is more accessible in Fractional Quantum Hall experiments, where lattice
and electron temperatures can be ∼ 10 mK and external fields reach ∼ 10 T.
11Reference [Vink et al., 2009] also demonstrates DNP by applying an oscillating magnetic field. This
method does not directly relate to the work in this thesis, so it will not be discussed in the remainder of this
chapter.
22
Chapter 3: Semiconductor Quantum Dots and Spin Qubits
in polarization differences between dots to be as large as a few hundred mT [Bluhm et al.,
2010a]. Reference [Bluhm et al., 2010a] uses a variation of this technique to control the
random fluctuations in ~Bnuc, resulting in longer dephasing times and opening the way to
full two axis control in the double dot system [Foletti et al., 2009].
3.4 Phonons
The relaxation processes discussed in section 2.5 require the qubit to shed the
energy difference between states. In our solid state system, the most common way to shed
energy at these energy scales (1-100 µeV) is to emit a phonon, much like atomic states relax
through the emission of a photon. Phonons play an important role in the relaxation we see
in chapter 4.
The probability of spontaneously emitting a phonon scales with the electron-
phonon coupling strength and the density of states for phonons. The strongest cou-
pling between phonons and the qubit occur when the phonon wavelength is similar to
the size of the qubit, ∼ 50-500 nm. The phonon speed of different polarizations and di-
rections of phonons in GaAs is of order ∼ 4000 m/s [Fujisawa et al., 1998; Meunier et
al., 2007], which means that at our qubit length scales the phonon energies are ω ∼ 10
GHz ∼ 40µeV. In this energy regime, 2D and 3D acoustic piezoelectric phonons have
the strongest coupling to electrons [Meunier et al., 2007]12. The phonon density of states
scales as ωD−1, where D is the dimension of the phonon in question [Fujisawa et al., 1998;
Danon, 2013], indicating that the transition rate picks up an enhancement at high frequen-
cies even as the phonon wavelength becomes incommensurate with the qubit.
To evaluate the possibility of stimulated emission, we need to consider the expected
phonon occupation. At our base temperatures, T ∼ 50 mK, the occupation is given as
12Deformation potential phonons become relevant at energy scales above ∼ 600µeV [Meunier et al., 2007].
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Figure 3.5: The Bloch sphere for an LD qubit in the lab frame. In the rotating frame, the
term B0 drops out, and the phase of B1 determines where in the xˆ-yˆ plane the driving term
points.
〈n〉 = 1/(exp(~ω/kT )−1) ∼ 1×10−4 for phonons with frequencies around 10 GHz, allowing
us to only consider spontaneous emission. For phonons with frequencies around 1 GHz, the
energy scale of the qubit in chapter 8, the expected occupation is ∼ 0.5, making effect
associated with stimulated emission much harder to disregard.
3.5 Loss-DiVincenzo Qubits
In 1998, Daniel Loss and David DiVincenzo kicked off the field of spin qubits in
semiconductor quantum dots with the publication of Ref. [Loss and DiVincenzo, 1998],
where they described the Loss-DiVincenzo (LD) qubit. They proposed creating a quantum
bit using the spin of an electron confined in a semiconductor quantum dot, where the
basis states |0〉 and |1〉 were the spin states |↑〉 and |↓〉. Control of these qubits could be
achieved through electron spin resonance (ESR), where a large magnetic field B0 splits |0〉
and |1〉, and a small magnetic field perpendicular to B0 drives rotations in the rotating
frame. The two qubit gate came from an exchange interaction brought on by tunneling
between quantum dots, which when combined with the single qubit ESR rotations allowed
for universal set of one- and two-qubit gates.
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Reference [Elzerman et al., 2004; Hanson et al., 2005] demonstrated the single-
shot readout of a LD qubit by observing a spin dependent tunnel rate to the leads of
the quantum dot [Hanson et al., 2005], and measured the relaxation time T1 ∼ 0.85 ms
at a field of 8 T. In Ref. [Koppens et al., 2006], a stripline was fabricated on top of a
double dot structure, allowing the authors to demonstrate the ESR control of a single LD
qubit with a minimum Rabi period of τR ∼ 108 ns. In a subsequent work, the authors
demonstrated a spin echo sequence with a coherence time of T2 ∼ 500 ns [Koppens et al.,
2008]. References [Nowack et al., 2007], [Laird et al., 2007], and [Pioro-Ladrie`re et al.,
2008] demonstrated electric dipole spin resonance (EDSR) using electric fields to generate
a small magnetic field via the spin orbit interaction (τR ∼ 220 ns), the Overhauser fields
(incoherent), and a magnetic field gradient from a micromagnet (τR ∼ 80 ns) [Obata et
al., 2010] respectively. This last technique gives each qubit a unique resonance frequency,
allowing for qubits to be individually addressed in frequency space. The two-qubit gate and
entanglement were demonstrated using single-shot readouts in Ref. [Nowack et al., 2011].
None of the work in this thesis directly pertains to LD qubits, outside of the
standard techniques in GaAs spin qubits, but the ESR and EDSR style of control is similar
to the work presented in chapter 8. Additionally, Ref. [Takakura et al., 2010] uses a triple
quantum dot structure with a micromagnet to lay the groundwork for a three LD qubit
device, which is another interesting direction that the triple quantum dot structures make
possible.
3.6 Singet-Triplet Qubits
Singlet-triplet (ST ) qubits are spin qubits formed from the symmetric, |T0〉 =
1√
2
(|↑↓〉 + |↓↑〉), and anti-symmetric, |S〉 = 1√
2
(|↑↓〉 − |↓↑〉), combinations of two electron
spin states in individual dots of a double quantum dot system [Levy, 2002; Taylor et al.,
25
Chapter 3: Semiconductor Quantum Dots and Spin Qubits
2007]. An exchange splitting created by hybridization with the doubly occupied states,
J , drives rotations around the |S〉-|T0〉 axis of the Bloch sphere while a magnetic field
difference between dots, ∆Bz, drives rotations around the |↑↓〉-|↓↑〉 axis [Petta et al., 2005;
Taylor et al., 2007]. The electron occupation is confined to either the (2,0)-(1,1) or (1,1)-
(0,2) regime, where manipulations are performed in the (1,1) region and initialization and
readout are performed in the (0,2) or (2,0) regime, depending on which whether the left
(2,0) or right (0,2) dot had a better readout.
The qubit is initialized by sitting in the double occupancy regime, which prepares
the ground state: a (0,2) singlet.13 A tunnel coupling t between the left and right dots
allows for the transfer of electrons between dots as a function of the detuning ε between left
and right. This tunnel coupling reduces the energy of |S〉 compared to |T0〉, opening up a
splitting J(ε). This splitting takes a vanishingly small value deeply detuned into (1,1), and
grows to a maximum of the singlet-triplet splitting in (0,2). The intermediate regime occurs
when part of |S〉 can tunnel into (0,2) while |T0〉 remains blocked in (1,1). Measurement
is performed by sitting at a detuning where |S〉 has fully tunneled into (0,2) while |T0〉 is
trapped in (1,1), and measuring the charge configuration. The work in chapter 4 addresses
the effects that large ∆Bz has on this spin-to-charge conversion.
In Ref. [Petta et al., 2005], the initialization, one axis of control using the exchange
interaction J(ε), spin echo and readout were demonstrated. The rotation period due to the
exchange axis was demonstrated to be as small as 700 ps, while the dephasing time was
found to be T ∗2 ∼ 10 ns with a coherence time of T2 ∼ 1.2 µs. The limiting factor was the
nuclei, which caused a randomly fluctuating Overhauser field gradient between dots, ∆Bz,
driving incoherent oscillations between |S〉 and |T0〉.
13For simplicity, we will restrict ourselves to considering the (0,2)-(1,1) regime for the remainder of this
section. Everything covered here is applicable to the (2,0) regime as well.
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Figure 3.6: (a) The Bloch sphere for an ST qubit in the lab frame. Unlike the LD qubit in
Fig. 3.5, there is no easy rotating frame application. Instead, ∆Bz is always on, and J(ε)
is pulsed on and off to drive rotations around an axis given by
√
J2 + ∆B2z , indicated by
the solid black arrow. (b) A model of J(ε) which includes both the tunnel coupling of the
|S〉 states and a the tunnel coupling of the |T0〉 states. Experimentally, the curve is not
necessarily well fit by this model, as shown in Ref. [Dial et al., 2012]. (inset) A schematic
of the energy levels of the double dot. The parameter ε is the detuning between the |S〉
state in (1,1) and the |S〉 state in (0,2).
Several schemes were proposed to remove the effects of nuclear decoherence by
controlling the value of the nuclear gradient. The simplest is to work in a system with-
out nuclear spins. A Si/Ge heterostructure recently demonstrated a ST spin qubit, and
measured a dephasing time of T ∗2 ∼ 360 ns [Maune et al., 2012]. The cost in this case
is that with the low nuclear spin environment, an additional source of magnetic field
gradient, such as micromagnet [Pioro-Ladriere et al., 2007; Pioro-Ladrie`re et al., 2008;
Obata et al., 2010], must be included to drive coherent rotations between |S〉 and |T0〉.
If one remains working in GaAs, with its advantages of low effective electron
mass14, the nuclear spins have to be controlled in some fashion. Polarizing the nuclear
spins up would reduce the fluctuations in the gradient, and therefore the decoherence, but
14The low effective electron mass allows for large lithographic structures which are easier to control. This
fact has been one of the driving forces in GaAs successes to date.
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to achieve even an order of magnitude increase in T ∗2 , the polarization would have to be
∼ 99% [Cerletti et al., 2005]. The largest reported polarizations so far stand at 60% [Bracker
et al., 2005], making this an impractical solution for the time being.
Reference [Reilly et al., 2008b] proposed a second method of controlling the dephas-
ing due to nuclei. The authors used a form on dynamical nuclear polarization (DNP) [Petta
et al., 2008], where the |S〉 was repeatedly transformed into a |T+〉 = |↑↑〉, flipping an elec-
tron spin and “flopping” a nuclear one, to build up a small nuclear polarization. Subsequent
operation of the qubit revealed a dramatic decrease in oscillations between |S〉 and |T0〉,
which the authors attributed to the reduction of ∆Bz and the creation of a “Zamboni”
state. In chapter 4, we performed a follow up experiment with a more sensitive readout
scheme, and propose an alternate explanation for the effects of DNP.
The third and most successful scheme for limiting the nuclear fluctuations was
proposed and implemented in Ref. [Bluhm et al., 2010a]. Here, the dynamic nuclear pump-
ing scheme was conditional on the current gradient between dots, creating a closed-loop
feedback that forced ∆Bz to a narrowed distribution around a known value. This narrow-
ing of ∆Bz resulted in a T ∗2 ∼ 94 ns, approximately an order of magnitude increase in the
dephasing time, while turning the incoherent rotation around ∆Bz into a coherent oscilla-
tion with a 7 ns period. A more careful treatment of the pulse shapes during the spin echos
also resulted in a drastic increase in T2 in Ref. [Bluhm et al., 2010b], yielding a coherence
time larger than 200 µs. The latter technique was used in chapters 5 and 6 to study more
complex dynamical decoupling techniques.
With these two enhanced techniques, full two-axis control and state tomography of
a single ST qubit were demonstrated in Ref. [Foletti et al., 2009]. This study then enabled
the demonstration of a two qubit gate in Ref. [Shulman et al., 2012]. Here it was noted
that the noise in the exchange axis, J(ε), which drives rotations between |↑↓〉 and |↓↑〉, was
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limiting the two qubit fidelity. In their device, they found that the two qubit interaction
strength and the dephasing of each individual qubit were both proportional to dJdε , which
meant that the only way to improve the two qubit fidelity was to reduce the noise the
qubit felt, either through dynamical decoupling [Shulman et al., 2012] or an improvement
in materials and equipment to reduce the total noise.
3.7 Exchange-only Qubits
In both LD (section 3.5) and ST (section 3.6) qubits in GaAs, a temporally or spa-
tially varying magnetic field was required for two fast coherent rotation axes.15 In practice,
these can be challenging to produce. It would be most convenient, from an experimen-
tal standpoint, to control a qubit using only electrical signals, which tend to be easier to
generate, and allow for long range coupling through structures such as superconducting cav-
ities [Majer et al., 2007; Petersson et al., 2012] and capacitive “dog bones” [Hu et al., 2007;
Trifunovic et al., 2012].
Reference [DiVincenzo et al., 2000] proposed forming a qubit out of three electron
spins, with two separate tunnel couplings between nearest neighbors in the three electron
chain. These two tunnel couplings allow for two separate exchange interactions which act as
rotators on the Bloch sphere separated by 120◦. The initialization of a three electron qubit
was demonstrated in Ref. [Laird et al., 2010], as well as the theory behind the exchange
control of the specific three electron states. Reference [Gaudreau et al., 2011] demonstrated
the initialization and control of a three electron system that used adiabatic passage through
nuclear mediated transitions, similar to work done in the double dot system with an |S〉-
|T+〉 qubit [Petta et al., 2010]. Chapters 7 and 8 expand on the work of Ref. [Laird et al.,
15The spin orbit effect does drive weak EDSR rotations in GaAs [Nowack et al., 2007], but without a
micromagnet to augment the field [Pioro-Ladrie`re et al., 2008], the Rabi period was a sizable fraction of the
coherence time [Koppens et al., 2008].
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Figure 3.7: (a) The Bloch sphere for an Exchange-Only qubit in the lab frame. Chapter 8
covers a rotating frame application of this qubit. The exchange terms Jl(ε) and Jr(ε) are
pulsed on and off to drive rotations around axes separated by 120◦. (b) A model of Jl(ε)
and Jr(ε) from the 201 charge region to the 102 charge region. (inset) A schematic of the
three dot energy levels. The parameter ε is the detuning between the |Sl〉 state in 201 and
the |Sr〉 state in 102.
2010], demonstrating full electrical control and readout of an exchange only spin qubit, as
well as tomography and resonant control in the style of NMR experiments. Appendix D
covers the supplementary material for chapter 7, including the readout techniques and the
detail of the generalized measurements. Appendix F sketches the dipole moment that could
be used to create a two qubit interaction for the qubit demonstrated in chapter 8.
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Singlet-Triplet Relaxation and Read-
out Visibility in an Overhauser Field
Gradient
C. Barthel∗, J. Medford∗, H. Bluhm, A. Yacoby, C. M. Marcus
Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA
M. P. Hanson, A. C. Gossard
Materials Department, University of California, Santa Barbara, California 93106, USA
Using single-shot charge detection in a GaAs double quantum dot, we investigate spin
relaxation time (T1) and readout visibility of a two-electron singlet-triplet qubit following
single-electron dynamic nuclear polarization (DNP). For magnetic fields up to 2 T, the
DNP cycle increases Overhauser field gradients, which in turn decrease T1 and consequently
reduce readout visibility. This effect was previously attributed to a suppression of singlet-
triplet dephasing under a similar DNP cycle. A model describing relaxation after singlet-
triplet mixing agrees well with experiment. Effects of reduced pulse bandwidth on visibility
are also reported1.
∗ These authors contributed equally to this work.
1This chapter is adapted from Ref. [Barthel et al., 2012] with permission, c© (2012) by the American
Physical Society.
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4.1 Introduction
Confined few-electron systems are of interest for investigating spin coherence and
controlled entanglement, [Chirolli and Burkard, 2008] as probes of mesoscopic nuclear spin
environments, [de Sousa, 2009; Reilly et al., 2008a] and as qubits for quantum information
processing. [Klauser et al., 2007; Hanson et al., 2007] The singlet-triplet basis of two electron
spins in a double quantum dot has been investigated as a qubit with immunity to dephasing
from uniform fields. [Levy, 2002; Petta et al., 2005] An important source of both spin
dephasing and relaxation in GaAs devices is hyperfine coupling to nuclear spins in the
host material. The slow evolution of Overhauser fields allows echo techniques to recover
phase coherence, [Reilly et al., 2010; Reilly et al., 2008a; Petta et al., 2005] while even
static gradients of Overhauser fields can induce triplet-to-singlet relaxation, [Johnson et al.,
2005b] which limits the fidelity of readout. [Barthel et al., 2009] It is therefore important to
understand how gradients in local Zeeman fields, either from micromagnets [Pioro-Ladriere
et al., 2007; Obata et al., 2010] or Overhauser fields, [Foletti et al., 2009] affect singlet-triplet
qubit relaxation, particularly during readout.
Dynamic nuclear polarization (DNP) using cyclic single-spin transitions can trans-
fer angular momentum from electrons in the double dot (refreshed from reservoirs) into the
host nuclei, inducing a net nuclear polarization. [Petta et al., 2008; Reilly et al., 2010;
Foletti et al., 2009] In Ref. [Reilly et al., 2008b], it was observed that for tens of sec-
onds following the application of the MHz DNP cycle, the probability, PS , to measure a
singlet outcome, after allowing a prepared singlet to evolve in separated dots, remained
close to unity. This surprising observation was interpreted as the DNP cycle having re-
duced the difference in Overhauser fields between the two dots below the normal (ther-
mal) fluctuation level while inducing a net polarization. That interpretation was con-
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sistent with some theoretical results, [Ramon and Hu, 2007; Ribeiro and Burkard, 2009;
Stopa et al., 2010] but at odds with subsequent experiment [Foletti et al., 2009] and more
recent theory. [Gullans et al., 2010]
In this paper, we show that over a broad range of applied magnetic fields, the DNP
pumping cycle investigated in Refs. [Petta et al., 2008; Reilly et al., 2010; Reilly et al., 2008b;
Foletti et al., 2009] enhances rather than reduces the gradient in nuclear polarization, along
with inducing an average polarization. Rapidly repeated single-shot readout [Barthel et al.,
2009] reveals that the enhanced nuclear gradient leads to a reduction in the visibility of
measured qubit precession. We investigate visibility as a function of nuclear field gradient,
applied magnetic field, and gate voltage configuration during the measurement (readout)
step of a cyclic pulse sequence. Simultaneously, triplet relaxation at the measurement
point is measured in the time domain. We find that the dominant reduction in visibility
for large nuclear polarizations is due to increased triplet relaxation during measurement,
independent of applied magnetic field. We develop a model describing triplet decay via
charge relaxation after singlet-triplet mixing driven by a Zeeman field difference between
dots, including effects of finite pulse bandwidth. The model is found to be in very good
agreement with experimental results.
These results suggest an alternative interpretation of the increased singlet measure-
ment probability following DNP [Reilly et al., 2008b], which is that the enhanced nuclear
field gradient induced by DNP causes rapid relaxation of the triplet state during measure-
ment, which in turn results in a strongly diminished measurement visibility while the nuclei
are out of equilibrium.
The remainder of the paper is organized as follows. Section 4.2 describes the dou-
ble dot system and the experimental setup. The theory of the two-electron qubit system
and nuclear pumping is presented in the first part of section 4.3. The second part of sec-
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tion 4.3 discusses mechanisms of spin relaxation during the measurement and presents our
model of these effects, as well as effects of finite pulse bandwidth. Experimental results are
presented in section 4.4, beginning with the measurement of nuclear gradients and preces-
sion visibilities. Observed connections between visibility, relaxation time and Overhauser
field difference are then presented, along with data showing the influence of limited pulse
bandwidth. Summary and conclusions are given in section 4.5.
4.2 System
The double quantum dot was formed by Ti/Au depletion gates on a GaAs/Al0.3Ga0.7As
heterostructure with a two-dimensional electron gas (2DEG), with density 2 × 1015 m−2,
mobility 20 m2/Vs, 100 nm below the surface. A magnetic field of magnitude B was applied
using a 3-axis magnet. Except where noted, a field of 200 mT was applied in the direction
shown in Fig. 1(a).
A proximal radio-frequency sensor quantum dot (SQD) [Fig. 1(a)] was used to sense
the charge state of the double dot. [Barthel et al., 2010a; Reilly et al., 2007] Reflectometry
measurement on the SQD provides an output voltage, vrf , with good signal-to-noise on
sub-µs time scales. [Barthel et al., 2010a] The SQD was energized only during readout and
so does not induce dephasing during gate operations. Gate voltages VL and VR, pulsed
using a Tektronix AWG5014, controlled charge occupancies NL and NR of the left and right
dots. The charge state (NL, NR) was restricted to (1,1) and (0,2), and was controlled
by gate voltages along an axis of energy detuning, , running between separation (S) and
measurement (M) points [Fig. 1(b)]. Detuning scales as || = η
√
∆V 2L + ∆V
2
R , where ∆VL
and ∆VR are gate voltages relative to the charge transition point, and η = 40 µeV/mV, is
the voltage-to-energy lever arm, calibrated via transport through the double dot. [Johnson
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Figure 4.1: (a) (Color online) (a) Micrograph of lithographically identical device. Gate
voltages, VL and VR, set the electrostatic energy of left and right dot. A sensor quantum dot
on the right allows fast measurement of the double dot charge state via rf reflectometry. The
direction of magnetic field, B, is indicated, as well as the GaAs crystal axes. (b) Change
of sensor dc conductance ∆g, with double dot charge state (NL, NR), constrained to (1,1),
(0,2) in this work. The qubit state is controlled by the (1,1)-(0,2) energy detuning, , set by
gate voltages VL and VR along the diagonal axis through the markers S, M. The scaling of
detuning is || = η
√
∆V 2L + ∆V
2
R , with a lever arm η = 40 µeV/mV and voltage detunings,
∆VL, ∆VR, from the (1,1)-(0,2) charge degeneracy. Markers indicate gate voltages during
pump- and probe-cycles. Singlet preparation at point P. Pump: S-T+ mixing at point I,
see text. Probe: Separation of singlet for S − T0 mixing at point S and measurement at
point M at variable detuning, 80 µeV < M < 260 µeV.
et al., 2005a; van der Wiel et al., 2002]2 Note that the two gates contribute symmetrically
to detuning as observed experimentally. The influence of VL and VR on the interdot tunnel
coupling is found to be small for the range of voltages used, and is neglected in the model
presented below.
4.3 Theory, relaxation model
The dependence of the two-electron energy levels on detuning, , is shown in
Fig. 2(a) in the regime relevant for qubit operation. The two-level system that forms the
qubit is the two-electron singlet, S, and the m = 0 triplet, T0, of the (1,1) charge state.
Preparation of the S state is achieved through relaxation into the (0,2) singlet state via
2The lever arms for gate voltages VL and VR are approximately equal in the measured device
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electron exchange with the leads at point P [see Figs. 4.1(b) and 4.2(a)]. The (0,2) singlet
can be separated into the (1,1) singlet, S, (+z on the qubit Bloch sphere) by following the
lower branch of the singlet anticrossing through  = 0 [large anticrossing between black
curves in Fig. 2(a).]
Nuclear polarization can be created electrically by cycling  through the anticross-
ing of the singlet S and the m = 1 triplet, T+, at point I [inset of Fig. 4.2(a)]. [Petta et
al., 2008; Foletti et al., 2009; Reilly et al., 2010; Reilly et al., 2008b] First, moving slowly
through the anticrossing, an electron spin is flipped and a nuclear spin is flopped via hyper-
fine interaction. The system is then brought quickly to  > 0, without spin flip, and is reset
to a singlet state at P via electron exchange with the leads. Ideally, the nuclear pumping
cycle flips one nuclear spin per cycle but in practice the efficiency is typically lower.
In an applied magnetic field (whose direction defines the z direction in real space),
qubit states at the separation point, S, are split by the difference in the z components of
Zeeman fields (including nuclear Overhauser fields), ∆Bz, between left and right dots. This
causes a precession between S and T0 at frequency
fS =
|g|µB∆Bz
h
, (4.1)
where h is Planck’s constant, µB is the Bohr magneton, and g ∼ −0.4 is the electron g-
factor in GaAs. The frequency shift due to residual exchange at the separation point, JS, 3
can be neglected, as JS ∼ 10 neV(∼ 0.5 mT) is much smaller than gµB∆Bz in the regimes
considered in this paper. Including finite JS, the qubit precesses with reduced visibility
VJ =
∆B2z
∆B2z + (JS/g∗µB)2
, (4.2)
3JS, estimated to be JS ∼ 10 neV± 5 neV, from the drop of VJ at the lowest measured field differences,
results in a shifted frequency f∗S =
p
f2S + (J
2
S/h)
2, a negligible correction at the relevant frequencies.
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Figure 4.2: (Color online) (a) Energy level diagram as function of detuning, , charge state
is (1,1) unless noted. Pulse-cycle detunings, P of singlet preparation, I of S-T+ resonance,
and S of S-T0 precession, are labeled. The relaxation channels of triplet state, T0, during
measurement at M are indicated: Charge relaxation, ΓS , after S-T0 mixing by nuclear
field difference, ∆Bz, and processes not involving ∆Bz, at rate ΓT . The S-T0 mixing is
suppressed by the exchange energy splitting, J , due to two anticrossings, at  = 0 between
singlet states of (1,1)-(0,2), and at  = T ∼ 300 µeV between triplet states of (1,1)-(0,2).
Inset: Illustration of pump cycle. (b) Ramping the detuning to S in finite ramp time, τR,
for an initial singlet state, S, yields an admixture of the ground state for J  ∆Bz, |↑↓〉.
Analogous the fidelity of mapping singlet to (0,2) and triplet to (1,1) during measurement
is reduced by finite τR. (c) Charge relaxation rate, ΓS , of metastable (1,1) singlet state,
Eq. (4.10), and the singlet admixture, PT−S , Eq. (4.5), of an initial triplet state, mixed by
∆Bz = 15 mT, and suppressed by the exchange energy, J , Eq. (4.7), plotted as function of
detuning, . The plots use experimental parameters.
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as shown theoretically [Coish and Loss, 2005] and experimentally in previous work. [Laird
et al., 2006] In this work, however, VJ ∼ 1.
The sensitivity of the qubit at point S to gradients in Overhauser fields is in-
vestigated using a probe cycle, executed after many DNP cycles. [Reilly et al., 2008a;
Barthel et al., 2009; Foletti et al., 2009] The probe cycle first prepares a spin singlet in
(0, 2), then separates to point S for a time τS, and finally returns to the measurement point
M. If the separated electrons are in a singlet configuration when the system is pulsed to
M, they return to (0, 2); if the two electrons are in a triplet state, they remain in (1, 1).
Superpositions are projected to one of the two charge states during measurement. The
qubit state can be detected accurately through this spin-to-charge conversion as long as the
measurement time is shorter than the time needed for a triplet to relax to the (0,2) singlet.
The probability of measuring a singlet or a triplet was determined from the ac-
cumulating statistics of multiple single-shot measurements. [Barthel et al., 2009] When
the single-shot integration time τM was much shorter than T1, the distribution of out-
comes form two separated, noise-broadened gaussians centered at the amplitudes corre-
sponding to singlet (vSrf) and triplet (v
T
rf) states. Measurement visibility can be expressed
as VM = FS + FT (T1) − 1, where FS (FT ) is the singlet (triplet) fidelity, correspond-
ing to the probability that a singlet (triplet) is identified as a triplet (singlet). [Barthel
et al., 2009] Depending on the ratio τM/T1, the metastable triplet may decay into a
singlet during the measurement, leading to overcounting of singlets and undercounting
of triplets in the output distribution. [Barthel et al., 2009] Specifically—and this is a
key point of the analysis—for fixed τM , readout visibility VM decreases with decreas-
ing T1. We note that the same reduction in visibility will be observed for continuous
(rather than accumulated single-shot) readout, as was used in Refs. [Petta et al., 2005;
Reilly et al., 2008b].
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To measure relaxation of triplet states into singlets during measurement, vrf(t)
was measured with fine temporal resolution as a function of time, t, after moving to the
measurement point M, then subsequently averaged over many successive pulse cycles. For
short times, t T1, the signal corresponds to a mix of singlet and triplet states, 〈vrf(t)〉 ∼
(vSrf + v
T
rf)/2, while for t  T1 the signal corresponds to the (0,2) charge- and therefore
singlet, 〈vrf(t)〉 ∼ vSrf . Experimentally, we find that 〈vrf(t)〉 is approximately exponential in
t, giving a measure of the triplet relaxation time T1 at the measurement point.
Relaxation pathways of the m = 0 triplet at M are shown in the energy diagram
in Fig. 2(a). A difference in Zeeman fields, ∆Bz, between the two dots will cause rapid
precession between T0 and the excited (1, 1) singlet S, which can then relax to the (0,2)
singlet with a rate ΓS via spin-conserving phonon emission. In contrast, direct relaxation
of the (1,1) triplet, at a rate ΓT , involves a change in total spin, mediated, for instance by
electron exchange with the leads. This process is much slower.
In a previous measurement of triplet relaxation, [Taylor et al., 2007; Johnson et al.,
2005b] exchange splitting J at point M was intentionally set to be small compared to ∆Bz.
In this case, a T0 state brought to M would oscillate between S and T0 rapidly, giving an
average singlet occupation of 1/2, and a decay rate ΓS/2, independent of ∆Bz. On the other
hand, in the present measurement and in previous T ∗2 -type experiments [Petta et al., 2005;
Reilly et al., 2008b; Foletti et al., 2009], tunnel coupling was much larger, and J was
not necessarily small compared to ∆Bz [see Fig. 2(a)]. The effect of significant J at the
measurement point is a suppression of mixing between T0 and S by an amount that depends
on the ratio ∆Bz/J . In the case of larger tunneling, the average S occupation at M, and
thus triplet decay via fast, spin-conserving processes, increases with increasing ∆Bz.
Triplet decay is modeled by extending Ref. [Taylor et al., 2007] to include nonzero
J . Populations of the eigenstates of the Hamiltonian H = J(M)(σz + I)/2 − ∆Bzσx/2,
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decay with rates Γ± = ΓS(M)|〈S|E±〉|2 + ΓT |〈T0|E±〉|2.
The eigenstates of H are given by
|E±〉 = ∆Bz|S〉+ Ω
±|T0〉√
∆B2z + (Ω±)2
, (4.3)
where Ω± = J(M)±
√
J(M)2 + ∆B2z .
In principle, this results in a bi-exponential decay of the triplet probability, PT (t) =
PT (0)(|〈T0|E+〉|2e−tΓ+ + |〈T0|E−〉|2e−tΓ−), but in practice, we expect only a single expo-
nential. This is due to the fact that for J  ∆Bz, |E−〉 has a large overlap with the
singlet, leading to a much larger Γ− and a correspondingly small overlap with T0. For the
largest nuclear polarizations ∆Bz ∼ 35 mT in this paper, and the smallest exchange split-
tings J ∼ 1 µeV in this model, |E−〉 accounts for roughly one eighth of the initial triplet,
and decays seven times more rapidly than the triplet-like eigenstate, |E+〉. Under these
conditions, it is appropriate to model PT (t) as PT (0)e−t/T1 , where
T1 = (Γ+)−1 ∼= [ΓS(M)PT−S + (1− PT−S)ΓT ]−1, (4.4)
and PT−S is the fraction of the remaining triplet that overlaps with the (1,1) singlet,
PT−S = |〈S|E+〉|2 = 12
(
1− J(M)√
∆B2z + J(M)2
)
. (4.5)
In this model, ΓT is governed by a decay channel that is independent of ∆Bz, such as
exchange with the leads. In principle, non-spin-conserving process that generates the triplet
relaxation also contribute to ΓS , but since ΓT is at least two orders of magnitude smaller
than ΓS for all M in the experiment, we ignore such processes. To simplify the modeling
further, we assume ΓT does not depend on M.
The dependence of the singlet-triplet splitting, J , on M is dominated by the
charge-state anticrossings between (1,1) and (0,2) for S and T0. We treat the anticrossings
as independent and detuned from one another by an energy T . The detuning-dependence
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of the singlet / triplet energy, ES/T0 , is modeled following the treatment of a charge-state
anticrossing in Ref. [Taylor et al., 2007]. The energy of the lower branch of the anticrossing
is given as E∩() = tc2 tan (θ()) by Eq. (16)
4 in Ref. [Taylor et al., 2007] , where
θ() = arctan
(
2tC
−√4|tC|2 + 
)
(4.6)
is the adiabatic angle between (1,1) and (0,2). The tunnel coupling, tC, may be different
for singlet and triplet anticrossings. The energy of the upper branch of the anticrossing,
E∪() = tc2 tan
(
θ()− pi2
)
, is given by Eq. (17) in Ref. [Taylor et al., 2007].
At the measurement point, 0 < M < T , the (1,1) singlet state corresponds to
the upper branch of the singlet anticrossing, while the (1,1) triplet state corresponds to the
lower branch of the triplet anticrossing. In the range of parameters that are investigated in
this paper, the upper branch of the S anticrossing remains above the lower branch of the T0
anticrossing for all M, as depicted in Figure 2(a). The exchange energy at the measurement
point
J = ES(M)− ET0(M) (4.7)
can therefore be expressed in terms of the expressions Eqs. (16,17) in Ref. [Taylor et al.,
2007]. The singlet energy is then given by
ES() = E∪() =
t2S√
4 t2S + 2 + 
, (4.8)
where tS is the tunnel coupling for the singlet anticrossing at  = 0. The energy of the
triplet state is given by
ET0() = E∩(− T ) =
−t2T√
4 t2T + (− T )2 − (− T )
, (4.9)
4Equations (16) and (17) of Ref. [Taylor et al., 2007] contain a sign error resulting in the lower branch
being positive and the upper branch being negative for all . We invert the sign in our analysis.
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where tT is the tunnel coupling for the T0 anticrossing, detuned by T from the S anticross-
ing. Equation (4.7) neglects the change in tunnel couplings due to changes in  via gate
voltage pulses, which changes the functional form. [Laird et al., 2006]
In previous experiments, ΓS was found to decreasing with increased detuning
with a dependence falling between −1 and −2, consistent with expected phonon mech-
anisms. [Fujisawa et al., 1998] Specifically, piezoelectric interaction with 3D (2D) phonons,
gives ΓS ∝ −1 (−2). [Fujisawa et al., 1998] Here, we assume a form
ΓS = α−1 + β−2. (4.10)
Figure 4.2(c) shows the singlet charge relaxation rate, ΓS , Eq. (4.10), exchange,
J , Eq. (4.7), and singlet admixture, PT−S , of an initial triplet state, Eq. (4.5), as functions
of detuning, , using experimental parameters, discussed in section 4.4
We now discuss the effects of finite pulse rise times. Figure 4.2(b) shows a close-up
of the level diagram at large negative detuning, S, where S and T0 are nearly degenerate
and split by residual exchange, JS, smaller than the typical Zeeman splitting between the
two eigenstates in the nuclear Overhauser fields, |↑↓〉 and |↓↑〉. The arrows in |↑↓〉 indicate
the electron spin in the left (right) dot being parallel (anti-parallel) to the quantization axis,
∆Bz > 0 is assumed without loss of generality. In that notation the triplet/singlet state
is T0/S = (|↑↓〉 ± |↓↑〉)/
√
2 and in the limit, JS/∆Bz → 0, the nuclear field eigenstates
become the eigenstates of the total Hamiltonian, |E±〉, as illustrated in Fig. 4.2(b). A
singlet, separated infinitely slowly with a ramp time, τR →∞, is adiabatically loaded into
the ground state of the nuclear field, |↑↓〉. [Petta et al., 2005; Taylor et al., 2007] In the
limit of instantaneous separation, with a ramp time, τR → 0, (but still slow with respect
to the interdot tunnel-coupling) a pure singlet state is initialized. For finite ramp- or rise-
42
Chapter 4: Singlet-Triplet Relaxation and Readout Visibility in an Overhauser Field
Gradient
times, a singlet is initialized with a smaller than one fidelity, with some admixture of the
nuclear eigenstates. Similarly, the recombination of the two electrons into one dot, after
evolution in point S, only maps the S, T0 state onto the (0,2), (1,1) charge state with unity
fidelity for an instantaneous change of detuning, . For a finite ramp time, the visibility
of singlet and triplet is reduced due to admixture of the nuclear eigenstates, analogous to
the separation. In the final part of this paper, the influence of ramp- and rise-time on
singlet-triplet precession visibility, VR, incorporating visibility reduction due to the finite
duration of both separation and recombination, is investigated.
4.4 Experimental Results
To study the nuclear gradients built by the electron-nuclear spin flips, pump-probe
experiments are performed. The nuclear state is prepared by a pump cycle, with a ∼ 4 MHz
repetition rate, ramping through ∼ 10 µeV in  around I in 100 ns. The pump cycle is
repeated ∼ 240 million times over 60 s. The waveform generator then immediately performs
a sequence of probe-cycles, with varying τS, to extract the nuclear field difference from S-
T0 precessions. The singlet measurement probability, PS , is determined from single-shot
measurements, following the procedure described in Ref. [Barthel et al., 2009]. After prepa-
ration of (0, 2)S at P, the probe-cycle separates the singlet to point S, see Figs. 4.1(b), 4.2(a),
without intentional ramp time, τR = 0. The system is held at detuning, S ∼ −700 µeV, for
the separation time, τS, and is then brought back to the measurement point M, where the
charge signal, vrf , is recorded over the total measurement time, τmaxM ∼ 10 µs. The charge
signal, vrf , is then integrated over ∼ 300 ns, yielding single-shot measurement outcomes,
which are identified as singlets or triplets by comparison to a threshold voltage, as discussed
in Ref. [Barthel et al., 2009]. For each separation time, τS, 100 single-shot measurements
are performed, and the singlet measurement probability, PS , is calculated as the percentage
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Figure 4.3: (Color online) (a) Probability, PS , of singlet measurement outcome as function of
S-T0 mixing time, τS, and time, ∆t, after a 60 s, ∼ 4 MHz pump cycle; taken at B = 200 mT.
Note the close to unity singlet measurement probability with low visibility, high frequency
oscillations at small ∆t. (b) Vertical cuts through (a), showing PS(τS) curves, from which
visibilities, V , and nuclear field differences, ∆Bz, are extracted via cosine fits, Eq. (4.11),
for ∆t = 150 s and 300s. (c) Normalized Fourier-amplitudes, AFFT, of (a), as function of
frequency, fS and time, ∆t, after pumping. (d) Vertical cuts through (c), for ∆t = 150 s
and 300 s. (e) The nuclear field difference, ∆Bz (black markers), between left and right dot
as function of time, ∆t after pumping. The gradient, ∆Bz, is extracted from (c,d) by the
relation (4.1), yielding ∆Bz ∼ fS mT/(6.16 MHz). The field difference for equivalent data
at applied magnetic field, B = 20 mT, is shown as well (red, gray markers). At lower applied
field the gradient decays faster, consistent with nuclear spin diffusion. [Reilly et al., 2010;
Reilly et al., 2008a] (f) Visibility, V , of measured S-T0 oscillations as function of ∆t for
data in (a) (black), and equivalent data at Bext = 20 mT (red, gray), corresponding to data
in (e).
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of singlet outcomes. Figure 4.3(a) shows PS as function of τS and time, ∆t, after the pump
cycle. The separation time, τS, is stepped from 1 ns to 100 ns in 80 steps, for a total of
8000 single-shot measurements before the data is saved and processed. Sets of 8000 cycles,
corresponding to a column in Fig. 4.3(a), are acquired every second, and are shown for two
values of ∆t in Fig. 4.3(b). Measurements immediately after the pump cycle, ∆t . 50 s,
show an almost unity singlet measurement probability, PS , while after longer times, ∆t,
high frequency, low visibility oscillations become visible. At long times, ∆t & 300 s, close to
unity visibility S-T0 precessions with frequencies corresponding to equilibrium nuclear field
differences, ∆Bz, are observed. Fourier transforms (FFT) of PS vs τS are calculated and
the normalized Fourier amplitude AFFT is plotted as function of frequency, fS, and time
after pumping, ∆t, in Fig. 4.3(c). The Fourier transforms have clear maxima, as illustrated
by two vertical cuts through the data in Fig. 4.3(c) at ∆t = 150 s and ∆t = 300 s, shown
in Fig. 4.3(d). The frequency with the maximum FFT component is correlated for two
adjacent columns and decreases with time after pumping, ∆t, as expected for a decaying
nuclear field gradient, ∆Bz. The values of nuclear field difference, ∆Bz, from FFT peak
positions are used as starting points for fits of
PS(τS) = P0 + 1/2V cos (2pifSτS) (4.11)
to the time domain precession data, as shown in Fig. 4.3(b), with frequency, fS, given by
Eq. (4.1). The nuclear field differences, ∆Bz, extracted from the fits of Eq. (4.1) agree with
the values from Fourier transform peak positions within one FFT bin size (∼ 1 mT). For
the cut at ∆t ∼ 150 s the visibility is V = 0.2, and the extracted nuclear field difference is
∆Bz ∼ 20 mT, while for the cut at ∆t ∼ 300 s, V = 0.6, and ∆Bz ∼ 6 mT. 5 Figure 4.3(e)
shows the nuclear field difference, ∆Bz, corresponding to the frequency, fS, of maximum
5Other parameters are, P0 = 0.6 for ∆t = 150 s, and P0 = 0.4 for ∆t = 300 s.
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Fourier amplitude, AFFT, in Fig. 4.3(c), according to Eq. (4.1). For an identical pump-probe
experiment, performed at applied field, B = 20 mT, the nuclear field difference, ∆Bz, from
FFT peak positions is shown as well. Note that the decay of the field difference with time,
∆t, is faster for the 20 mT data, consistent with nuclear spin diffusion. [Reilly et al., 2008a;
Reilly et al., 2010] Visibilities, V , extracted from fits to Eq. (4.11), are shown as function
of ∆t in Fig. 4.3(f) .
To investigate the dependence of the visibility on the magnetic field difference and
the mechanism reducing the visibility, pump-probe measurements are performed for nine
values of measurement point detuning, M, after a 60 s, 4 MHz pump cycle. Measured
visibilities, V , are shown in Fig. 4.4(a) as function of the simultaneously measured nuclear
field difference, ∆Bz, for three of the nine values of M. The visibility sharply decreases
with increasing magnetic field differences, while the curves for smaller detuning, M, fall off
with ∆Bz more rapidly. The total S-T0 precession visibility, VT, is reduced from unity due
to two expected mechanisms,
VT = VM VJ , (4.12)
where the measurement visibility, VM , captures the imperfect fidelity of the single-shot
measurement, as discussed in Ref. [Barthel et al., 2009]. The intrinsic visibility, VJ given
in Eq. (4.2), is ∼ 1 for all but the smallest nuclear field differences, ∆Bz . 1 mT. The
measurement visibility, VM, is calculated from the experimental parameters following the
analysis in Ref. [Barthel et al., 2009], and depends on the triplet relaxation time, T1, at the
measurement point. In order to determine the dependence of T1 on ∆Bz, the relaxation
of a triplet state at the measurement point is monitored via the charge signal, vrf , which
is recorded with 100 ns time resolution over total time, τmaxM = 4 µs. After 200 s, the
total time spent at M is increased from 4 µs to 15 µs, while the time resolution is changed
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Figure 4.4: (Color online) (a) Measured Visibility, V , of S-T0 precession over measured
nuclear field gradient, ∆Bz, for three out of nine measured values of detuning, M. (b)
Average rf voltage amplitude, 〈vrf〉, as function of time, τM, spent in the measurement
point after S-T0 mixing at point S for 2 different values of nuclear field gradient, ∆Bz. The
rf voltage is averaged over 8000 experimental cycles, during which the mixing time, τS, is
varied from 1 - 100 ns. The triplet relaxation time, T1, is extracted via exponential fits
with vSrf ∼ 9 mV, ∆vrf ∼ −1 mV. For ∆Bz = 3 mT, T1 ∼ 13 µs, while for ∆Bz = 15 mT,
T1 ∼ 0.8 µs. (c) Measured relaxation time, T1, of triplet T0 at point M, as function of
∆Bz. Solid lines are a simultaneous fit of Eq. (4.4) to T1 data at nine detunings M. Fit
parameters are ΓS(M), see (e), triplet relaxation rate ΓT ∼ (40µs)−1, and the T0 charge
tunnel coupling, tT = 12 µeV, which sets J(M), Eq. (4.7). (d) T1 as function of detuning
M, for 3 different ∆Bz, with model for T1, using the functional form (4.10) of ΓS(M) with
parameters from (e), as the fit of T1(∆Bz) is discrete in M. (e) Singlet relaxation rate
ΓS , extracted from simultaneous fit of Eq. (4.4) to data in (c,d). The solid line is a fit to
Eq. (4.10), with fit parameters α ∼ 11 µeV ns−1 and β ∼ 1600 (µeV)2 ns−1. The functional
form is consistent with rate contributions from 3D (α) and 2D (β) piezo-electric phonons,
see Ref. [Fujisawa et al., 1998]. (f) Measured visibility, V , from fits to S-T0 precession data,
see Fig. 3(b), for M = 240 µeV, with theoretically expected visibility, VT, Eq. (4.12). The
single-shot measurement visibility, VM, is calculated from the measured T1 and measurement
SNR. The pure singlet precession visibility, VJ , Eq. (4.2), is reduced from unity due to finite
exchange, JS ∼ 10 neV ∼ 0.5 mT, at point S. [Laird et al., 2006]
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from 100 ns to 250 ns, in order to measure short and long relaxation times, T1, optimally
using oscilloscope memory. Figure 4.4(b) shows the rf voltage signal, vrf , averaged over
8000 probe-cycles, with τS ranging from 1 to 100 ns, as function of the time, τM, spent
at the measurement point M. The averaged voltage, 〈vrf〉, decays from v(S)rf + ∆vrfPT (0),
corresponding to the initial mixture of charge states (0,2) and (1,1), to v(S)rf , corresponding
to the (0,2) charge state. The exponential fit yields a value of T1 ∼ 13 µs for data taken
at ∆Bz = 3 mT and a significantly smaller value of T1 ∼ 0.8 µs for the data taken at
∆Bz = 15 mT.
The triplet relaxation time, T1, is shown as function of nuclear field gradient,
∆Bz, in Fig. 4.4(c) for three different values of measurement point detuning, M. Like the
visibility, T1 decreases sharply with increasing ∆Bz, and with decreasing M as shown in
Fig. 4.4(d) for three different values of ∆Bz. To test whether the observed nuclear field
dependence agrees with the model, a fit of Eq. (4.4) is performed simultaneously for nine
values of M, with ∆Bz as the independent variable. The exchange, J(M), at point M is
set by Eq. (4.7), and contains one fit parameter, the triplet tunnel coupling, tT ∼ 12 µeV.
Assuming Eq. 4.7, the singlet tunnel coupling, tS ∼ 10 µeV, is estimated from the de-
tuning, I, of the S-T+ resonance. 6 The energy detuning, T ∼ 300 µeV, of the triplet
charge transition is determined from dc transport measurements. [Johnson et al., 2005a;
van der Wiel et al., 2002] The fit, together with the measured parameters, yields the -
dependence of exchange energy, J(M), shown in Fig. 4.2(c). The bare triplet relaxation
rate, ΓT ∼ (40 µs)−1, is assumed to be equal for all detunings, an estimation that is
justified by the weak dependence of Eq. (4.4) on ΓT for ∆Bz > 1 mT and because mea-
6At I, the exchange energy, JS, is equal to the Zeeman energy of T+. Comparison with JS = t
2
S/(I −p
4t2S + 
2
I ), from Ref. [Taylor et al., 2007], yields an estimate of tS .
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sured values of T1 agree with each other within the errors at small ∆Bz. For the singlet
charge relaxation rate, ΓS(M), one fit parameter is used for each detuning, M, yielding
the values shown in Fig. 4.4(e). The rate, ΓS , decreases with increasing detuning, and a
fit of Eq. (4.10), yielding α ∼ 11 µeV ns−1 and β ∼ 1600 µeV2 ns−1, shows reasonable
agreement with the data. At M ∼ 150 µeV, the contributions from 2D and 3D phonons
are about equal. The charge relaxation rates are consistent with the values measured in
Ref. [Fujisawa et al., 1998], when taking into account the difference in tunnel couplings, tS .
Deviations from the form (4.10) are expected, e.g. due to resonances from finite lengths in
the phonon environment. [Fujisawa et al., 1998] Figure 4.4(d) shows the model, Eq. (4.4),
with ΓS(M) from Eq. (4.10), using α and β from the fit in Fig. 4.4(e). Note that the
extracted values of α and β are rough estimates, as the functional form of J(M), Eq. (4.7),
is only approximate. The detuning dependence of ΓS , assuming Eq. 4.10 and using the
obtained fit parameters α and β, is shown in Fig. 4.2(c). Since ΓS ∝ t2S , [Fujisawa et
al., 1998] and roughly J ∝ t2S (tT increases with tS), the first and dominant term in
Eq. (4.4) becomes ∝ ∆B2z/t2S for ∆Bz < J . Contrary to intuition, a more transparent
tunnel barrier yields longer triplet relaxation times, which is beneficial for quantum infor-
mation processing, where large tunnel couplings enable fast operations. [Petta et al., 2005;
Foletti et al., 2009]
Comparison of the measured visibility, V , shown in Fig. 4.4(f), with the expected total
visibility, VT, from Eq. (4.12), calculated from measured triplet relaxation times, T1, shows
qualitative agreement. The theory curve, VT, slightly overestimates the measured visibility
except for low values of ∆Bz. We speculate that this deviation is due to imperfect initial-
ization (separation) and recombination of a singlet state, reducing the measured visibility,
V = VTVR. (4.13)
49
Chapter 4: Singlet-Triplet Relaxation and Readout Visibility in an Overhauser Field
Gradient
(a) (b)
(c) (d)
Figure 4.5: (Color online) (a) Measured Visibility, V , of S-T0 precession over field gradient,
∆Bz, for precession experiments, in which the singlet is separated from energy detuning M
to S over different ramp times τR. The expected total visibility, VT, calculated from the
measured relaxation time, T1 (b), as discussed for Fig. 4(f), is shown as a solid line and does
not depend on ramp time, τR. For τR = 40 ns the S-T0 precessions can no longer be clearly
distinguished from the noise floor. (b) Singlet relaxation time, T1, as function of nuclear
field difference, ∆Bz, showing no dependence on ramp time, τR. (c) Pulse duration induced
visibility, VR = V/VT , of (1,1) singlet as function of nuclear field gradient for different
τR, calculated from data in (a). The solid lines are fits, VR = e−∆Bz/BW + V0, with a
phenomenological width, BW, to extract the initialization range, B90%, the field difference
for which the singlet-triplet visibility is down to VR = 0.9. (The saturation values, V0,
used in fits in Fig. 4.5(c), may be spurious since visibilities are approaching the noise levels.
Initialization range, B90%, is used to obtain a width insensitive to errors in low VR values at
high ∆Bz.) (d) Initialization range, B90%, the nuclear field difference, for which VR = 0.9,
as function of inverse ramp duration, 1/τR. Extrapolation of the linear fit (solid line),
suggests that VR is independent of ∆Bz for τR → 0. The effective ramp due to pulse rise
time for the data without intentional ramp is estimated to be τR ∼ 3 ns ± 2 ns, and is set
by the bandwidth of the coaxial cables.
The ramp- and rise- time induced visibility, VR, captures the reduction in visibility due to
an admixture of the nuclear ground state because the separation of the singlet is not com-
pletely diabatic, see Fig. 4.2(b), and the analogous reduction because the recombination of
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the two electrons into one dot is not diabatic either. To test this hypothesis, pump-probe
experiments with an intentional ramp time, τR, during the probe cycle are performed. As
discussed above, a 4 MHz pump cycle is executed for 60 s. During the subsequent probe-
cycles, a prepared singlet is separated from the (0,2) charge state at M to the (1,1) charge
state at point S over the ramp time, τR. After evolution in the nuclear field difference,
∆Bz, the system is ramped back to the point M, over the same ramp time. The singlet
measurement probability, PS , is measured for the same parameters as the data in Fig. 4.4,
and the triplet relaxation time, T1, is measured as discussed for Fig. 4.4(b). As a control, a
pump-probe experiment without intentional ramp is performed under the same conditions.
The measured visibilities, V , are shown in Fig. 4.5(a), together with the expected visibil-
ity, VT, calculated from the measured T1, using Eq. (4.12) and following Ref. [Barthel et
al., 2009]. The relaxation time, T1, does not depend on τR as shown in Fig. 4.5(b). The
ramp- and rise- time induced visibility, VR, shown in Fig. 4.5(c), is calculated as the ratio,
VR = V/VT, of measured and expected visibility. For larger ramp times, VR falls off with
∆Bz more rapidly. Due to the finite rise time of the pulses, the data without intentional
ramp time has an estimated ramp time, τR ∼ 3 ns, and VR < 1, at finite nuclear field
differences. To characterize the decline in visibility with ∆Bz, we define the initialization
range, B90%, the maximum nuclear field gradient for which VR > 0.9. A phenomenological
exponential curve is fitted to the visibilities shown in Fig. 4.5(c) to extract B90%, which
increases with increasing ramp rate, 1/τR, as shown in Fig. 4.5(d). The increase in B90%
is approximately linear in 1/τR. A linear fit, shown in Fig. 4.5(d) agrees reasonably well
with the data. This suggests that the smaller than unity visibility VR for the probe-cycle
without intentional ramp time is due to the finite pulse rise time. For higher bandwidth
coaxial cables, a larger singlet initialization fidelity may be obtained, even in the presence
of magnetic field gradients.
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Pump probe experiments have been performed in six cool-downs of four devices for
three different magnetic field directions, along all three crystal axes, indicated in Fig. 4.1(a),
and at a wide range of magnetic field magnitudes between 10 mT and 2 T. For data shown
in this paper, B is applied along the direction marked in Fig. 4.1(a). At all fields, the same
qualitative phenomenology, i.e. a nuclear field gradient and an average nuclear polarization
of comparable magnitude, have been observed, while at no field value a suppression of
nuclear field fluctuations was found. We speculate that the phenomenology reported in
Ref. [Reilly et al., 2008b] was the result of a nuclear field gradient, ∆Bz, much larger than
the equilibrium field fluctuations, suppressing the measurement visibility. Drifts of the
measurement point M result in changes of sensor conductance and measurement visibility
that mimic a reduction of PS for long separation times, as observed and interpreted as a
T ∗2 envelope in Ref. [Reilly et al., 2008b]. The fast, low-visibility precession would not be
distinguishable from a suppression of dephasing without the fast measurement techniques
that are employed in this paper.
Different applied magnetic fields change the time constant at which nuclear polar-
izations decay, see Fig. 4.3. However the dependence of visibility, V , and triplet relaxation
time, T1, on the nuclear field difference, shown in Fig. 4.6(a) and (b), do not change with
applied magnetic field, B.
4.5 Conclusions
An enhanced nuclear field gradient is always found for an electron-nuclear spin
pump cycle. The resulting difference in z components of Overhauser fields, ∆Bz, reduces
the relaxation time of a triplet state during the measurement. In the presence of a finite
pulse ramp- or rise-time, a gradient appears to furthermore degrade the fidelity of spin to
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Figure 4.6: (Color online) (a) Parametric plot of measured visibility, V , shown in Fig. 3(f),
against measured nuclear field difference, ∆Bz, shown in Fig. 4(e), for two different applied
magnetic fields, B. The solid line is the expected total visibility, VT, from the simultaneously
measured relaxation time, T1, see Fig. 3(f). (b) Measured triplet relaxation time, T1,
as function of measured nuclear field difference, ∆Bz, for two different applied magnetic
fields, with the model, Eq. (4.4). The corresponding visibility is shown in (a) and the time
dependence of polarization and visibility is shown in Fig. 3. The ∆Bz dependence of V and
T1 does not depend on the applied magnetic fields.
charge conversion, when initializing a (1,1) singlet state by separation of a (0,2) singlet
or when mapping spin states onto charge states by recombining a (1,1) charge state into
(0,2). The S-T0 measurement visibility reduction due to field gradients offers an alternative
explanation of the experiments discussed in Ref. [Reilly et al., 2008b], without requiring
new physics or exotic nuclear states. For applications of spin qubits in quantum infor-
mation processing, where magnetic field gradients are promising tools in the realization of
quantum gates, [Foletti et al., 2009; Pioro-Ladriere et al., 2007] it is desirable to engineer
the exchange profile to allow long triplet lifetimes, e.g. by having an (0,2) singlet-triplet
splitting slightly larger than the measurement detuning. In the presence of a magnetic field
difference, the device should be tuned to a large inter-dot tunnel coupling with a measure-
ment point chosen at large detuning, where exchange protects the triplet and the charge
relaxation rate is small. To mitigate errors from finite pulse rise times, an initialization of
the qubit via an adiabatic loading of |↑↓〉, followed by a pi/2 pulse, may be preferable over
the diabatic initialization used here and in Refs. [Petta et al., 2005; Foletti et al., 2009;
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Reilly et al., 2008a]. We would like to point out that the results of this paper do not imply
a short relaxation time of the qubit while it is operated in the (1, 1) state, where T1 is much
longer and expected to be independent of magnetic field gradients. [Amasha et al., 2008]
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Chapter 5
Interlaced Dynamical Decoupling and
Coherent Operation of a Singlet-Triplet
Qubit
C. Barthel∗, J. Medford∗, C. M. Marcus
Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA
M. P. Hanson, A. C. Gossard
Materials Department, University of California, Santa Barbara, California 93106, USA
We experimentally demonstrate coherence recovery of singlet-triplet superpositions by in-
terlacing qubit rotations between Carr-Purcell (CP) echo sequences. We then compare per-
formance of Hahn, CP, concatenated dynamical decoupling (CDD) and Uhrig dynamical
decoupling (UDD) for singlet recovery. In the present case, where gate noise and drift com-
bined with spatially varying hyperfine coupling contribute significantly to dephasing, and
pulses have limited bandwidth, CP and CDD yield comparable results, with T2 ∼ 80 µs.1
∗ These authors contributed equally to this work.
1This chapter is adapted from Ref. [Barthel et al., 2010b] with permission, c© (2010) by the American
Physical Society.
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5.1 Introduction
The singlet (S = (|↑↓〉− |↓↑〉) /√2) and m = 0 triplet (T0 = (|↑↓〉+ |↓↑〉) /
√
2)
spin states of two electrons in a double quantum dot form a versatile qubit that is inherently
protected from collective dephasing [Levy, 2002] and allows sub-nanosecond rotation around
one axis via electrical control of the exchange interaction [Petta et al., 2005]. Rotations
around a second axis, needed for universal control, can be induced by a Zeeman field
difference between the two quantum dots, created by a proximal micromagnet [Obata et
al., 2010] or controlled Overhauser fields [Foletti et al., 2009]. Fast measurement of a qubit
state has been demonstrated for two-electron spin states [Meunier et al., 2006; Barthel et al.,
2009; Barthel et al., 2010a], and also for single electron spin states [Elzerman et al., 2004;
Amasha et al., 2008].
Temporal fluctuations of Overhauser fields evolve slowly compared to gate oper-
ation times [Reilly et al., 2008a], allowing a simple one-pulse Hahn echo [Hahn, 1950] to
significantly extend qubit coherence [Petta et al., 2005]. By repeating pi-pulses on shorter
intervals, Carr-Purcell (CP) sequences [Carr and Purcell, 1954]2 can extend qubit coher-
ence to impressively long times [Bluhm et al., 2010a]. Theoretical work and experiments in
other systems suggests that, depending on the environmental noise spectrum, echo sequences
more complex than CP may further increase coherence times [Khodjasteh and Lidar, 2007;
Witzel and Das Sarma, 2007a; Uhrig, 2007; Lee et al., 2008; Biercuk et al., 2009b; Pasini and
Uhrig, 2010]. To date, experimental demonstration of decoupling schemes for spin qubits
have been limited to recovery of an initially prepared singlet state. For applications in
quantum information processing, however, decoupling schemes must preserve an arbitrary
qubit state [Ng et al., 2011].
2In this context, repeated pi-pulses around the z axis can be denoted Carr-Purcell (CP) or Carr-Purcell-
Meiboom-Gill (CPMG) [Meiboom and Gill, 1958]. We use CP for brevity
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In this chapter, we demonstrate echo recovery of singlet-triplet superposition am-
plitude by embedding qubit rotations about two axes of the Bloch sphere between CP
sequences. For Overhauser-driven rotations about the x axis of the Bloch sphere, and
exchange-driven rotations about the z axis, ensembles of single-shot singlet measurements
show coherent oscillations for total sequence times (including echoes) of 60 µs. We then com-
pare singlet recovery using Hahn, CP, concatenated dynamical decoupling (CDD) [Khod-
jasteh and Lidar, 2007; Witzel and Das Sarma, 2007a], and Uhrig dynamical decoupling
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Figure 5.1: (Color online) (a) Micrograph of lithographically identical device with contacts,
dot locations, and GaAs crystal axes indicated. Gate voltages, VL and VR, set the energy
of left and right dot. An rf-coupled sensor dot measures the double dot charge state. (b)
dc conductance change, ∆g, with double dot charge state. Markers indicate gate voltages
during experimental pulse sequences. Detuning, , is controlled by VL and VR along the
diagonal through points S and M. (c) Energy level diagram as function of detuning ,
indicating locations of P where the (0,2) singlet is prepared, S of separated electrons for
dephasing and x-rotations, E of exchange pulse and pi-pulses, R of mapping ramps, and
M of the measurement point. Exchange energy, JE used for pi pulses is indicated. (d) Bloch
sphere of the singlet-triplet qubit, with mechanisms of rotation indicated, exchange energy,
J , and Zeeman field difference along the applied field direction, ∆Bz, drive rotations around
the qubit z-axis and x-axis respectively.
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(UDD) [Uhrig, 2007] schemes. We find that for the present setup, a 16-pulse CP se-
quence and 21-pulse (fifth order) CDD sequence yield comparable performance, both with
T2 ∼ 80 µs, while a 22-pulse (22nd order) UDD performs less well, possibly due to the
limited bandwidth of the pulses.
5.2 System
The double quantum dot and sensor are defined by Ti/Au depletion gates on
a GaAs/Al0.3Ga0.7As heterostructure with a two-dimensional electron gas (density 2 ×
1015 m−2, mobility 20 m2/Vs) 100 nm below the surface. An in-plane magnetic field, B =
750 mT, was applied perpendicular to the dot connection axis, as indicated in Fig. 5.1(a).
Measurements were carried out in a dilution refrigerator (electron temperature ∼ 150 mK)
configured for high-bandwidth gating and rf reflectometry. The state of the double quantum
dot was controlled by pulsed gate voltages VL, VR [Figs. 5.1(a,b)] using a Tektronix AWG
5014. Except for point P, where the (0,2) singlet is prepared, gate configurations fall on a
line between (0,2) and (1,1) charge states, parameterized by the detuning,  [Fig. 5.1(b)]. To
reduce effects of voltage drift, average gate voltages were set to the separation point S using
a compensation pulse between measurement and preparation [Bluhm et al., 2010a]. The
charge state of the double dot was detected using rf reflectometry [Reilly et al., 2007] of a
proximal sensor quantum dot, integrated over ∼ 600 ns to yield a single-shot measurement,
as described previously [Barthel et al., 2009; Barthel et al., 2010a].
All pulse sequences start by allowing two electrons at point P to relax to the (0,2)
singlet [Fig. 1(c)]. Fast separation of the electrons to point S initializes the system into
the (1, 1) singlet, the +z direction on the qubit Bloch sphere [Fig. 1(d)]. Alternatively, fast
separation from P to R followed by adiabatic separation from R to S initializes the system
into the (1,1) ground state of the Overhauser fields, |↑↓〉, the +x direction on the Bloch
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sphere [Petta et al., 2005]. At point S, exchange splitting, JS, is negligible but Overhauser
gradients are not, and the qubit precesses rapidly around its x axis at frequency fS =
g∗µB∆Bz/h, where g∗ ∼ −0.4 is the GaAs g-factor and ∆Bz is difference in Zeeman fields (in
this case, Overhauser fields) along the direction of applied field. Controlled rotation about
the z-axis of the Bloch sphere is realized by pulsing from S to E, where a large exchange
energy, JE, causes qubit rotation at frequency fE =
√
J2E + (g∗µB∆Bz)2/h. Frequency fE
includes a small quadrature contribution from ∆Bz that causes inhomogeneous dephasing
and alters the rotation axis during the exchange pulse [Fig. 1(d)]. After evolution at S
and E, the qubit is measured by pulsing to the measurement point, M. The singlet state
can recombine in (0,2) while the triplet state remains in (1, 1). The resulting charge state
difference is detected by the sensor quantum dot as Vrf [Barthel et al., 2009; Barthel et al.,
2010a].
5.3 Decoherence and Dynamical Decoupling
Dephasing of the S-T0 qubit can arise from thermally driven evolution of the
Overhauser field difference between dots or from electron motion in a spatially varying
Overhauser field caused by gate noise or drift. Here, we do not distinguish between de-
coherence due to quantum entanglement with the environment and dephasing due to a
noisy classical environment. Because Overhauser fluctuations are concentrated below 1 Hz
[Reilly et al., 2008a], apparent dephasing due to precession of the qubit can be readily recov-
ered using dynamical decoupling schemes applied on faster time scales [Petta et al., 2005;
Bluhm et al., 2010a]. The simplest such scheme, Hahn echo (HE), uses a single pi-pulse,
realized in this case by pulsing to E for a time pi/(~JE) after a (dephasing) interval τD/2 at
S, followed by a second (rephasing) interval at S for τD/2. Multiple pi-pulses applied within
a given interval can extend coherence by shortening the interval between dephasing and
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Figure 5.2: (Color online) (a) Pulse sequence for x rotations, cycling through preparation
(P), separation (S), exchange-echo (E), and measurement (M) points in gate-voltage space.
Evolution at S for time τS produces x rotations due to Overhauser gradient. (b) Singlet
return probability, PS , as function of τS for Npi = 4 (green diamonds) and Npi = 0 (black
circles), with τD = 4 µs, along with cosine fit (curve) to data, post-selected to have a specific
period (see text). Without echo pulses (Npi = 0), no oscillations are seen. Error bar reflects
statistics of 100 single-shot measurements per point. (c) Identical to (b) with τD = 16 µs,
showing reduced visibility. (d) Pulse sequence for z rotations: after an initial CP sequence,
singlet is mapped to |↑↓〉 by pulsing to R and ramping to S. Pulsing to E for τE induces
rotation around z. Pulsing to S then ramping to R then pulsing back to S maps |↑↓〉 back
into the singlet. After a second CP series, pulsing to M yields single-shot measurement. (e)
Singlet probability, PS , as function of τS for Npi = 8 (blue diamonds) and Npi = 0 (black
circles), with τD = 16 µs, based on an average of 600×100 single-shot measurements, along
with cosine fit with gaussian envelope, see text. Error bars from statistics are smaller than
markers. (f) Identical to (e) with τD = 64 µs.
rephasing, during which the environment may have evolved [Carr and Purcell, 1954]. The
simplest multi-pulse scheme, the CP sequence, inserts several of equally spaced pi-pulses
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surrounded by dephasing and rephasing intervals [Carr and Purcell, 1954]3.
As a first approach to dynamical decoupling of arbitrary qubit states, we investi-
gate x and z rotations interlaced between two CP sequences. For this purpose, the sequence
preceding the rotations is not needed, but including it serves to demonstrate general inter-
lacing of qubit operations with dynamical decoupling.
5.4 Interlaced Operations
To interlace x rotations between CP sequences [see Fig. 5.2(a)], the (1,1) singlet
was first initalized, followed by a Npi = 4 CP sequence during an interval τD/2. Pausing
at S for a time τS induced rotation around x axis due to the slowly-varying Overhauser
field gradient. This was followed by a second Npi = 4 CP sequence, and finally a single-shot
measurement at point M. For each value of τS, this sequence was repeated 100 times, yielding
a probability, PS , of a singlet outcome over these 100 single-shot events. Probabilities for
40 values of τS, ranging from 0 to 180 ns, were measured over a total duration of 100 ms.
Oscillations of PS(τS) are well fit by PS(τS) = 0.5 (1 + V cos (τSg∗µB∆Bz/~)), where V is
the measurement visibility [Figs. 2(b,c)], the expected form for qubit precession in a fixed
Overhauser field difference ∆Bz [Barthel et al., 2009]. Averaging x rotations over the full
range of Overhauser fields would wash out oscillations. Instead, PS(τS) data in Figs. 2(b,c)
was selected to cover a narrow range of Overhauser fields around ∆Bz ∼ 3 mT. The value
of ∆Bz evolves slowly among data sets, observable as a fluctuating oscillation period of
PS(τS).
From the ratio of visibilities for long and short (but otherwise identical) sequences,
V (τD = 16µs)/V (τD = 4µs) = 0.88, we estimate a dephasing time T2 ∼ 40µs for the
complete sequence with Npi = 4 before and after the rotation, assuming a gaussian decay
3In this context, repeated pi-pulses around the z axis can be denoted Carr-Purcell (CP) or Carr-Purcell-
Meiboom-Gill (CPMG) [Meiboom and Gill, 1958]. We use CP for brevity.
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envelope (discussed below) and using the measured normalizations V0 ∼ 0.70 with τD = 0,
Npi = 0, and V0 ∼ 0.63 with τD = 0, Npi = 4. The reduced visibility of S-T0 precession
without the CP sequences can be attributed to limited read-out fidelity, finite exchange
at S, and imperfect initialization in (1,1). A further ∼ 10% reduction in visibility when
including 2Npi = 8 pulses is dominated by tilting of the echo rotation axis away from z by
Overhauser field gradients [Fig. 5.1(d)].
(a)
(b)
(c) (d)
CDD-5th order
nπ=21
UDD-22nd order
nπ=22
Figure 5.3: (Color online) (a) Singlet recovery amplitude, PS , as a function of total dephas-
ing time, τD, for Hahn, CP, CDD and UDD sequences (see text), with fits of Eq. (5.1) with
α = 2, yielding THE2 ∼ 6 µs, TCDD2 ∼ 80 µs, TCP2 ∼ 80 µs, TUDD2 ∼ 30 µs. (b) Replotting
data in (a) as −ln[2(PS−1/2)/V ] allows a fit giving the exponent α in Eq. (1). On a log-log
plot, Eq. (1) and data appears linear with slope α. Pulse sequences for (c) 5th order CDD
and (d) 22nd order UDD.
Interlaced z rotations between CP sequences were demonstrated using adiabatic
ramps that map S and T0 to |↑↓〉 and |↓↑〉 [Fig. 5.2(d)] [Petta et al., 2005]. Initialization
of the (1,1) singlet was followed by a Npi = 8 CP sequence. The preserved singlet was
then mapped to |↑↓〉 by pulsing from S to R (without passing the S-T+ anticrossing) then
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ramping slowly to S in a (loading) time τL ∼ 400ns. Pulsing to E for a time τE induced
rotation around z at frequency fE. Next, pulsing to S, ramping slowly from S to R, then
back to S mapped |↑↓〉(|↓↑〉) to S(T0). The resulting superposition amplitude was preserved
over a time τD/2 by a second Npi = 8 CP sequence. Finally, the superposition amplitude
was measured by pulsing to M. 600 singlet probabilities, each based on 100 single-shot
measurements, were averaged over fluctuating Overhauser fields for each τE. Oscillations
in PS(τE) do survive averaging over Overhauser fields, since for JE  ∆Bz the oscillation
frequency fE depends only weakly on ∆Bz. However, this averaging does contribute to the
decay envelope seen in Figs. 2(e,f). Note that mapping between z and x axes accurately
preserves the angle of the superposition from the corresponding axis (amplitude), with some
loss of azimuthal angle (phase) information due to environment dynamics on the time scale
of the 400 ns ramp. State tomography [Foletti et al., 2009] requires fast rotations compared
to environment dynamics [Reilly et al., 2008a].
Singlet return probability PS(τE), averaged over fluctuating Overhauser fields, for
τD = 16 µs [Fig. 2(e)] and τD = 64 µs [Fig. 2(f)] usingNpi = 8 CP sequences show damped os-
cillations a function of the exchange time τE. Fits to PS = 1/2+(V/2) cos (τEJE/~) exp[−(τE/T ∗2 )2],
the expected form for a qubit precessing in exchange splitting, JE, with inhomogenous de-
phasing due to both fluctuating Overhauser fields and electrical noise, yield JE ∼ 0.2 µeV
and T ∗2 ∼ 100 ns from the decay envelope 4. Visibilities V ∼ 0.09(0.06) for τD = 16(64) µs,
along with V ∼ 0.3 measured without CP sequences (not shown), yield a coherence time
T2 ∼ 80 µs. Besides finite coherence time (T2), other contributions that reduce visibility
include nonzero ∆Bz during exchange pulses, nonzero exchange at the separation point, JS,
and gate noise during pi-pulses.
Next, we consider alternative dynamical decoupling schemes for recovery of a pre-
4An offset of ∼ 10 ns due to finite pulse-rise time is taken into account for the fit.
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pared singlet without interlaced rotations. A prepared (1,1) singlet at point S was given npi
pi-pulses, spaced in time according to the particular decoupling scheme, over a total interval
τD. For each value of τD, an Overhauser-averaged singlet return probability PS was found
by averaging ∼ 104 single-shot measurements, normalized by reflectometer output voltages
of singlet and triplet outcomes via single-shot histograms [Barthel et al., 2009]. For all
decoupling schemes, PS(τD) data are well described by the functional form
PS(τD) = 1/2 + (V/2) e−(τD/T2)
α
. (5.1)
We either set α = 2 [Fig. 3(a)] or leave α as a fit parameter [Fig. 3(b)]. Allowing α to vary
can give insight into the dominant dephasing mechanism, depending on the decoupling
scheme [Witzel and Das Sarma, 2006; Yao et al., 2006]. For instance, for simple Hahn echo,
a white-noise environment is expected to give exponential decay, α = 1. In contrast, the
enhanced low-frequency content of an Overhauser-field-dominated environment is expected
to yield α ∼ 4 for Hahn echo [Witzel and Das Sarma, 2006; Yao et al., 2006], as observed
experimentally [Bluhm et al., 2010a].
Experimental PS(τD), for several decoupling schemes along with fits of Eq. (5.1)
with fixed α = 2 yields values for T2 [Fig. 3(a)]. For a single-pulse Hahn echo, THE2 ∼ 6 µs,
while TCP2 ∼ 80 µs for a CP sequence with 16 pi-pulses 5. A comparison of CP sequences
with different Npi are shown in Fig. 3(b). Best-fit values for α are extracted by taking
the logarithm of Eq. (1), as shown in Fig. 5.3(c). For Hahn echo, the best fit value is
αHE = 1.8, suggesting that electrical (gate) noise and drift, combined with spatially varying
Overhauser fields, are likely the dominant source of dephasing, rather than time dependence
of the Overhauser fields themselves. For the CP sequence, the best fit exponent is αCP ∼ 1.5.
5Other parameters in Fig. 5.3(a): V HE ∼ 0.6, V CP ∼ 0.6, V CDD ∼ 0.4, V UDD ∼ 0.4. In Fig. 5.3(b):
V HE ∼ 0.6, THE2 ∼ 5 µs; V CP ∼ 0.6, TCP2 ∼ 70 µs; V CDD ∼ 0.4, TCDD2 ∼ 80 µs; V UDD ∼ 0.4, TUDD2 ∼ 17 µs
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Alternative decoupling sequences may outperform CP, depending on the decoher-
ing environment [Witzel and Das Sarma, 2007a; Uhrig, 2007; Lee et al., 2008]. A favorable
scheme for spin qubits coupled to nuclear environments is CDD whose nth order sequence
is created from two sequences of (n− 1)th order with an additional pi-pulse between them
for odd n [Witzel and Das Sarma, 2007a]: first-order CDD is Hahn echo; second-order
CDD is CP with two pi-pulses; fifth-order CDD, with 21 pi-pulses, is shown in Fig. 5.3(c).
Another pulse scheme optimized for spin-bath environments is UDD, which has npi pi-pulses
(indexed by j) at times δτ = τD sin2[jpi/(2n + 2)]. The 22nd-order UDD (npi = 22) is
shown in Fig 5.3(d). Singlet probabilities PS(τD) for the 5th-order CDD and 22nd-order
UDD sequence is shown in Fig. 5.3(a) along with Hahn and CP, and yield TCDD2 ∼ 80 µs
and TUDD2 ∼ 30 µs 6. We note that (i) all multi-pulse sequences significantly outperform
Hahn echo; (ii) the fifth-order CDD sequence (npi = 21) has no better performance than the
npi = 16 CP sequence, and (iii) the T2 achieved for UDD is considerably shorter than for
comparable CDD and CP sequences. This presumably results from experimental artifacts
such as pulse bandwidth limitations, but could also reflect the non-optimality of UDD for
an environment with a 1/f2 high-frequency tail [Reilly et al., 2008a]. For a dephasing power
spectrum closer to the experiment the optimal spin echo pulse sequence has been predicted
to be very similar to a simple CP sequence [Pasini and Uhrig, 2010], while in Ref. [Lee et
al., 2008] it was predicted that UDD is optimal for hyperfine-induced dephasing in GaAs
quantum dots. Optimizing pulse sequences with contributions from gate noise and drift
combine with spatially and temporally varying Overhauser fields remains an outstanding
problem experimentally and theoretically.
6Other parameters in Fig. 5.3(a): V HE ∼ 0.6, V CP ∼ 0.6, V CDD ∼ 0.4, V UDD ∼ 0.4. In Fig. 5.3(b):
V HE ∼ 0.6, THE2 ∼ 5 µs; V CP ∼ 0.6, TCP2 ∼ 70 µs; V CDD ∼ 0.4, TCDD2 ∼ 80 µs; V UDD ∼ 0.4, TUDD2 ∼ 17 µs
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We investigate scaling of coherence time, T2, with the number of pi-pulses, npi, in a singlet-
triplet spin qubit using Carr-Purcell-Meiboom-Gill (CPMG) and concatenated dynamical
decoupling (CDD) pulse sequences. For an even numbers of CPMG pulses, we find a power
law, T2 ∝ (npi)γe , with γe = 0.72 ± 0.01, essentially independent of the envelope function
used to extract T2. From this surprisingly robust value, a power-law model of the noise
spectrum of the environment, S(ω) ∼ ω−β, yields β = γe/(1−γe) = 2.6±0.1. Model values
for T2(npi) using β = 2.6 for CPMG with both even and odd npi up to 32 and CDD orders
3 through 6 compare very well with experiment.1
1This chapter is adapted from Ref. [Medford et al., 2012] with permission, c© (2012) by the American
Physical Society.
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6.1 Introduction
A variety of solid state systems are emerging as effective platforms for studying
decoherence and entanglement in controlled quantum systems [Bluhm et al., 2010b; Barthel
et al., 2010b; Bylander et al., 2011; de Lange et al., 2010]. Among them, quantum-dot-based
spin qubits have recently achieved sufficient control and long coherence times [Bluhm et al.,
2010b; Barthel et al., 2010b] that new information about the noise environment of the qubit
can be extracted, complementing related work in nitrogen-vacancy centers in diamond [de
Lange et al., 2010], superconducting qubits [Bylander et al., 2011], trapped ions [Biercuk
et al., 2009b], and neutral atoms [Sagi et al., 2010].
Dynamical decoupling in the form of a sequence of pi-pulses [Viola and Lloyd, 1998;
Uhrig, 2007; Khodjasteh and Lidar, 2007; Khodjasteh et al., 2011] functions as a high-pass
filter, thus providing information about the spectral content of environmental noise [de
Sousa, 2009; Cywin´ski et al., 2008; Biercuk et al., 2009b; de Lange et al., 2010; Biercuk
et al., 2011; Bylander et al., 2011; Biercuk and Bluhm, 2011; A´lvarez and Suter, 2011;
Yuge et al., 2011]. For spin qubits, the effectiveness of various decoupling schemes at
mitigating dephasing due to nuclear bath dynamics has been well studied theoretically
[Yao et al., 2006; Witzel and Das Sarma, 2006; Witzel and Das Sarma, 2007b; Cywin´ski
et al., 2009; Neder et al., 2011]. Much less is known about mitigating the effects of charge
noise, which couples to the qubit via gate dependent exchange interaction and through
spatially varying Overhauser fields [Bluhm et al., 2010b]. When the decoherence time, T2,
is short compared to the energy relaxation time, T1,—which is the case in this study—
both the envelope of the coherence decay as well as the dependence of T2 on the number
of pi-pulses, npi, depend on the spectral density of the environment, S(ω). Knowledge of
S(ω) inferred from such measurements can in turn be used to design optimal decoupling
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sequences [Cywin´ski et al., 2008; Gordon et al., 2008; Biercuk et al., 2009b; Pan et al., 2010;
Ajoy et al., 2011].
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Figure 6.1: (Color online) (a) Micrograph of lithographically identical device with dot
locations depicted. Gate voltages, VR(L), set the charge occupancy of right (left) dot as well
as the detuning of the qubit. An rf-sensor quantum dot is indicated on the right. (b) Double
dot charge state mapped onto dc conductance change, ∆g, with lettered pulse sequence gate
voltages. Detuning axis is orthogonal to the (0,2)-(1,1) charge degeneracy through points
E, S, and M.
In this chapter, we investigate scaling of T2 with the number of pi-pulses for Carr-
Purcell-Meiboom-Gill (CPMG) and concatenated dynamical decoupling (CDD) sequences
in a GaAs two-electron singlet-triple qubit [Fig. 1(a)]. The coherence envelope is reasonably
well described by the form exp(−(τD/T2)α), where τD is the time during which pi-pulses are
applied [Fig. 2(b)]. It is difficult, however, to accurately determine α by directly fitting to
this form. In contrast, we find that the scaling relation T2 ∼ (npi)γ very accurately describes
the data irrespective of the value of α used to extract T2. The resulting γ can then be related
to α and other quantities of interest within specific noise models. For CPMG with even
npi, the scaling relation T2 ∝ (npi)γe yields γe = 0.72± 0.01, using T2 values extracted using
any α in the range 2 to 5. A model of dephasing due to a power-law spectrum of classical
noise, S(ω)∼ω−β, leads to a scaling relation in the number of pi-pulses, with the exponent
of the power law, β, related to the scaling exponent by the simple relation β = γe/(1− γe).
For the present experiment, γe = 0.72 thus yields β = 2.6. Further support for a power-law
68
Chapter 6: Scaling of Dynamical Decoupling for Spin Qubits
form for S(ω) is found by comparing experimental and theoretical dependences T2(npi) for
CPMG with both even and odd npi as well as CDD pulse sequences. This model also gives
the simple relation α = β + 1 connecting the noise spectrum and the decoherence envelope
exponent. The resulting value, α = 3.6± 0.1 is thus determined with considerably greater
accuracy than can be obtained from direct fits to the coherence envelope data.
6.2 Device and Qubit System
The lateral double quantum dot investigated was defined by Ti/Au depletion gates
patterned using electron beam lithography on a GaAs/Al0.3Ga0.7As heterostructure with a
two dimensional electron gas (density 2× 1015 m−2, mobility 20 m2/V s) 100 nm below the
surface. Measurements were performed in a dilution refrigerator with an electron temper-
ature Te∼150 mK. The double quantum dot is operated as a spin qubit by first depleting
the quantum dots to the last two electrons, then manipulating the charge occupancy of the
two dots with high bandwidth plunger gates VL and VR along a detuning axis  [Fig. 1(b)].
In this work, the charge occupancy was manipulated between states (0,2) and (1,1), where
(NL,NR) represent the charge in the left and right dots. Charge occupancy was determined
by the conductance change, ∆g, through a proximal sensor quantum dot, which in turn mod-
ulated the reflection coefficient of the radio-frequency (rf) readout circuit [Reilly et al., 2007;
Barthel et al., 2010a].
The logical spin qubit subspace is spanned by the singlet (S = (|↑↓〉 − |↓↑〉)/√2))
and the m = 0 triplet (T0 = (| ↑↓〉 + | ↓↑〉)/
√
2)) states of two electrons. The m = ±1
triplet states were split off by a 750 mT magnetic field applied in the plane of the electron
gas, perpendicular to the dot connection axis. A (0,2) singlet was prepared at point P,
off the detuning axis, through rapid relaxation to the ground state, then moved to the
separation point S in (1,1). Uncorrelated Overhauser fields in the two dots create an evolving
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Zeeman gradient, ∆Bz, that drives transitions between S and T0. Single-shot readout was
performed by moving to point M, where S can tunnel to (0,2) while T0 remains in (1,1).
The reflectometer signal was integrated for 600 ns per shot, averaged over 104 shots, and
compared to voltage values corresponding to S and T0 outcomes [Barthel et al., 2009],
yielding PS(τD), the probability of singlet return.
6.3 Dynamical Decoupling
Coherence lost due to (thermally driven) evolution of ∆Bz can be partially restored
using a Hahn echo by pulsing at time τD/2 to point E, where the exchange splitting between
S and T0 drives a pi-rotation about the xˆ axis, changing the sign of the acquired phase.
Returning to S for an equal time τD/2 cancels the phase acquired due to the low-frequency
(ω < 2/τD) end of the spectrum of fluctuations of ∆Bz [de Sousa, 2009; Cywin´ski et al.,
2008]. Dynamical decoupling using a series of pi-pulses allows efficient removal of more of
the low-frequency end of the noise spectrum [de Sousa, 2009; Cywin´ski et al., 2008]. The
CPMG sequence [Vandersypen and Chuang, 2005], for example, uses evenly spaced gate
pulses from point S to point E with a half interval before the first and after the last pi-
pulse [Figs. 6.2(b,c)]. Concatenated dynamical decoupling [Khodjasteh and Lidar, 2007;
Barthel et al., 2010b; Peng et al., 2011] (CDD) uses nonuniformly spaced pulses to point
E, where the k-th order sequence is determined recursively from the lower order one, with
an additional pi-pulse in the center of odd orders [Fig. 6.2(d)].
6.4 CPMG scalings as Noise Spectrometer
Singlet return probabilities PS(τD) were measured for CPMG sequences with npi=
1, 2, 3, 4, 8, 16, and 32. Fits to PS = 0.5 +V/2 exp[−(τD/T2)α], with visibility V and T2 as
fit parameters, were equally good for fixed values of α between 2 and 4, as seen in Fig. 3(a).
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Figure 6.2: (Color online) (a) Energy level diagram along the detuning axis . The (0,2)
singlet was prepared at P, followed by separation to S. pi-pulses are performed at E,
allowing for subsequent rephasing at S. Single-shot readout at M using a proximal sensor
dot. The exchange energy, JE, that drives the pi-pulses at E is indicated with a dashed
line. (b-d) Schematics of detunings during CPMG and CDD pulse sequences with detuning
points on the vertical axis.
For this reason, though S(ω) is related to α, these fits give little information about the
spectrum of the environment. Figure 3(b), showing the fitted value of T2 as a function of
the fixed α and npi for an even number of CPMG pulses, shows two remarkable features.
First, values of T2 do not depend on the value of α used in the fits to PS(τD). Second, T2
shows a power-law scaling T2 = T 02 (npi)
γ whose power, γ, also does not depend on the value
of α used in the fits.
To model these observations, we consider Gaussian noise affecting the energy split-
ting of the qubit, which leads to the off-diagonal (in the basis of |↑↓〉 and |↓↑〉) elements of
the qubit density matrix decaying as exp[−χ(τD)], where
χ(τD) =
∫ ∞
0
dω
pi
S(ω)
F (ωτD)
ω2
, (6.1)
with F (ωτD) being the filter function determined by the sequence of pi-pulses driving the
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Figure 6.3: (Color online) (a) Experimental singlet return probabilities as a function of time
for CPMG with npi = 2, 4, 8. Fits to PS(τD) = 0.5+V/2 exp(−(τD/T2)α), with α constrained
to 2 (solid curves), 3 (dotted curves) and 4 (dashed curves). CPMG visibilities for α = 2
are: npi = 2, V = 0.52± 0.02; npi = 4, V = 0.46± 0.04; npi = 8, V = 0.62± 0.02. Visibilities
for α = 3 are: npi = 2, V = 0.48 ± 0.03; npi = 4, V = 0.43 ± 0.02; npi = 8, V = 0.58 ± 0.03.
Visibilities for α = 4 are: npi = 2, V = 0.46 ± 0.03; npi = 4, V = 0.42 ± 0.02; npi = 8, V =
0.56±0.03.It is difficult to determine α from these fits. (b) Extracted T2 for even-npi CPMG
sequences for α constrained to 1, 2, 3, 4, and 5. Circle size proportional to χ2 goodness of
fit of PS(τD) in (a). A power-law fit to the form ln(T even2 (α)) = ln(T
0
2 ) + γe ln(npi), shown
for α=3 (dashed line) gives γe = 0.72. The fit value γe depends only weakly on α in the
range 2− 5 (inset). The weighted average over α = 2− 5 yields γe = 0.72± 0.01.
qubit. For CPMG sequence F (z) < (z/2npi)4 for z < 2npi, i.e. F (z) strongly suppresses
the low-frequency noise, while for large z and npi the filter function can be approximated
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CPMG
Figure 6.4: (Color online) T2 for all measured npi for CPMG, extracted using α = 2, 3,
and 4 (circles). Circle size for each α proportional to χ2 goodness of fit. Theory (black solid
curve) for integration of Eq. (6.1) with the CPMG filter functions and β = γe/(1−γe) = 2.6.
Note that Eq. (6.2) captures the even/odd effect quantitatively for small npi. Black dashed
line is the power-law fit to the even npi points.
[Cywin´ski et al., 2008] by a periodic train (with period zp=2pinpi) of square peaks of height
h≈2n2pi and width ∆z≈z2p/pihzp.
We find that the value of γe and the presence of an even-odd effect (EOE) in npi
(i.e. γe 6=γo) act as discriminators for several classes of S(ω): (i) The case of 0 < γe ≤ 2/3
and absent EOE is compatible with a model of S(ω) ∼ ω−β (over a range of ω roughly
bounded by the minimal and maximal values of npi/τD), with 0 < β ≤ 2. In this case
γe = β/(1 + β) and α = β + 1. This can be derived by realizing that the contribution
to χ(τD) for CPMG is dominated by a narrow peak of height 2n2pi at ωτD ≈ pinpi in the
F (ωτD) filter [Cywin´ski et al., 2008; Bylander et al., 2011; A´lvarez and Suter, 2011; Yuge
et al., 2011]. One example is the case of Ornstein-Uhlenbeck noise [Dobrovitski et al.,
2009] (having Lorentzian S(ω) with ω−2 tail typically dominating the decoherence under
dynamical decoupling), where γ=2/3 was confirmed by experiments on the NV center [de
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Lange et al., 2010]. (ii) When an EOE is present, γe = 2/3 suggests a hard cutoff in S(ω) at
ωc<2/T2, in which case γo=1. (iii) For ωc>2/T2, i.e. for larger ωc or larger npi (leading to
longer T2), the EOE disappears and γ tends to 1 [Biercuk and Bluhm, 2011]. (iv) Finally,
the presence of the EOE and 2/3<γe<1 indicate S(ω) ∼ ω−β, with β>2.
Experimentally, we find γe =0.72 for even number of CPMG pulses, and npi = 1 not
along the scaling line, indicating an EOE. We conclude that scenario (iv) applies, namely
S(ω)=Aβ+1/ωβ with 2<β<3. Using Eq. (6.1) and the CPMG filter function gives in the
large-npi limit
χ(t) ≈ (AτD)1+β
(
a
nβpi
+
be/o
n4pi
)
, (6.2)
with a≈Σ2+β/pi2(2pi)β, where Σδ =
∑∞
k=1(k − 12)−δ, and for odd (even) npi we have bo ≈
[32pi(3 − β)]−1 (be ≈ [128pi(5 − β)]−1 ≈ bo/10), i.e., the b/n4pi term is negligible for even
npi, while it gives a significant correction for small, odd npi. The EOE comes from the
difference in the low-z behavior of the CPMG filter functions, which for z < 1 behave as
F (z)∼z4/25n4pi (z6/27n4pi) for odd (even) npi. For β>2 this leads to different contributions
of very low ω to the integral in Eq. (6.1). For even npi, we find that χ(τD) approximately
reduces to (AτD)1+βa/n
β
pi, from which we obtain the β ≤ 2 result of γe = β/(1 + β) in this
case as well. Note that in Fig. 3b we fit a parameter T 02 =[Aa
1/(1+β)]−1, which corresponds
to a hypothetical echo decay time in the absence of very low-ω noise (i.e. putting F (z)=0
for z<1).
Assuming this form of S(ω), fits to the even npi [Fig. 3(b)] yield β = 2.6 and
A−1 = 3.6 µs. Using these two parameters we calculate odd-npi values for T2 by numerically
integrating Eq. (6.1). As shown in Fig. 6.4, the obtained value of T2 is in good agreement
with the measured value for npi=1 (Hahn echo). We note that the large npi scaling of T2∼nγpi
is due to the behavior of S(ω) at ω≥pinpi/T2, which is ∼ 0.3(npi)0.28 µs−1 here, while the
EOE at small npi is due to behavior at ω < 1/T2, which is ∼ 0.15 µs−1. The consistency
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between small- and large-npi data indicates that S(ω)∼ω−2.6 over this range of frequencies
(i.e., ω/2pi ∼ 10 − 100 kHz). The EOE behavior at low npi can be fit within scenario (ii)
using S(ω)=A3/ω2 with A−1∼1 µs and ωc∼0.08 µs−1. However, this scenario crosses over
to (iii) for npi > 5, where γ tends to 1. The resulting large-npi behavior, T2 ∼ npi × 7 µs,
departs significantly from the npi≥8 data in Fig. 4.
6.5 CDD sequences
Using S(ω) =Aβ+1/ωβ with parameters A and β fixed from the even-npi CPMG
fit, we can calculate the expected dependence of T2(npi) for the CDD pulse sequence using
the known filter functions [Cywin´ski et al., 2008]. For npi = 5, 10, and 21 we get good
agreement between the calculated and measured T2 [Fig. 5]. For npi=42, the experimental
T2 is shorter than predicted by theory, possibly reflecting an accumulation of errors for such
a large number of pulses. Note that CDD was shown to be robust to pulse errors [Wang
et al., 2010] only in the case of two-axis control (i.e. when the pi-pulses are about x and y
axes alternately) and for a quasi-static bath.
Let us note that S(ω) of a very similar form (∼ 1/ω2.5) was recently inferred
in Ref. [Rudner et al., 2011] from the transport data taken from Ref. [Koppens et al.,
2005]. The strong low-frequency noise was tentatively ascribed to electron current shot
noise generating much slower Overhauser field dynamics.
6.6 Conclusions
Summarizing, the measurements of qubit decoherence under dynamical decoupling
with the CPMG pulse sequence have been used to reconstruct the crucial features of the
spectral density of noise dephasing the qubit. Using the data for even npi of CPMG we have
been able to estimate the magnitude of noise and its functional form. The reconstructed
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b)
a)
CDD
CDD
Figure 6.5: (Color online) (a) Experimental singlet return probabilities for orders 1
through 6 CDD (symbols) along with fits to PS(τD) = 0.5 + V/2 exp(−(τD/T2)α)) using
β = γe/(1 − γe) = 2.6 (solid curves). (b) Extracted T2 for using different values of α
(circle size proportional to χ2 measure of goodness of fit). Theory (solid curve) based on
β = γe/(1 − γe) = 2.6 and integration of Eq. (6.1) with appropriate CDD filter function
[Cywin´ski et al., 2008].
spectral density of noise allows us to calculate the expected decoherence signal for other
pulse sequences, and this calculation agrees with the CDD sequence measurements for npi as
well as the odd-npi CPMG data. We have shown that instead of fitting the exact functional
form of the coherence decay function, an analysis of the scaling of the measured T2 time with
the number of applied pulses allows for a clearer understanding of the system. We cannot
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say at this point whether the observed value γe = 0.72 is characteristic of Overhauser-
dominated dephasing in general, or just our particular combination of noise sources.
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We report initialization, complete electrical control, and single-shot readout of an exchange-
only spin qubit. Full control via the exchange interaction is fast, yielding a demonstrated
75 qubit rotations in under 2 ns. Measurement and state tomography are performed using
a maximum-likelihood estimator method, allowing decoherence, leakage out of the qubit
state space, and measurement fidelity to be quantified. The methods developed here are
generally applicable to systems with state leakage, noisy measurements, and non-orthogonal
control axes.1
1This chapter is adapted from Ref. [Medford et al., 2013], submitted to Nature Nanotech.
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7.1 Introduction
Nanoelectronics show great promise as a quantum information platform, in partic-
ular as superconducting qubits [Nakamura et al., 1999; Chiorescu et al., 2003; Martinis et al.,
2002; Koch et al., 2007; Merkel et al., 2012] and spin qubits in semiconductors [Petta et al.,
2005; Koppens et al., 2006; Nowack et al., 2007; Gaudreau et al., 2011]. One or two electron
spin qubits use, respectively, oscillating magnetic [Koppens et al., 2006] or electric fields
[Nowack et al., 2007; Nadj-Perge et al., 2010], or quasi-static Zeeman field gradients [Laird
et al., 2007; Pioro-Ladrie`re et al., 2008; Foletti et al., 2009; Petta et al., 2010], to achieve full
qubit control. Adding a third spin provides exchange-driven qubit rotations along two axes,
hence full control of spin information via electrostatic gating only [DiVincenzo et al., 2000;
Laird et al., 2010; Gaudreau et al., 2011; Hsieh et al., 2012; Mehl and DiVincenzo, 2012;
West and Fong, 2012].
The three-electron exchange-only spin qubit has a more complicated level structure
than its one- and two-electron counterparts [Laird et al., 2010; Hsieh et al., 2012; Mehl and
DiVincenzo, 2012], providing, for example, multiple initialization states, but also allowing
leakage out of the qubit state space. Here, we characterize the performance of the three-
electron spin qubit by performing measurement and state tomography [Lundeen et al., 2008;
Brida et al., 2012; Merkel et al., 2012]. Measurement tomography allows accurate state
tomography in the presence of noisy measurements and leakage.
7.2 Device and System
A three-electron linear triple quantum dot was formed by Ti/Au electrostatic gates
patterned on a GaAs/AlGaAs heterostructure with the two-dimensional electron gas 110 nm
below the surface (see Fig. 6.1(a)). Left and right plunger voltages, Vl and Vr, controlled
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Figure 7.1: (a) False color micrograph of lithographically identical device with locations of
triple dot (smaller red circles) and sensor dot (larger red circle). Gate voltages Vl and Vr
set the charge occupancy of left and right dot as well as the detuning, ε of the qubit. (b)
A Bloch sphere representation of the qubit with control axes Jl and Jr indicated, as well as
two initialization states, |Sl〉 and |Sr〉. (c) Energy levels as a function of detuning for the
lowest energy states [Laird et al., 2010]. The red and blue levels form the logical subspace
inside 111, with the logical states |0〉 and |1〉 denoted at the detuning at which they are
the eigenstates of the system. Each state has a spin-split partner state with opposite spin
projection, not shown. Values of  for preparation (P) and measurement (M) in 201 and
102 are indicated.
electron occupation of each dot. All manipulations kept a three electron total, with the
arrangement, (NlNmNr), set by the detuning parameter, ε = (Vr − V 0r )/2 − (Vl − V 0l )/2,
where ε = 0 is defined as the center of 111 (see Fig. 7.2(a)).
Three electrons have eight possible spin states, four with total spin S = 3/2, and
four with S = 1/2 [Buchachenko and Berdinsky, 2002; Laird et al., 2010]. An external mag-
netic field splits the eight states into four subspaces with spin projection, mS = ±3/2,±1/2.
The linear geometry allows two exchange interactions, which lower the energy of singlet-
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like pairs within the S = 1/2, mS = ±1/2 subspaces. In particular, tunneling between
the left and middle dots opens a splitting, Jl(ε), between the left singlet-like2 state |Sl〉 =
1√
2
(|↑↓↑〉 − |↓↑↑〉) and the left triplet-like state |Tl〉 = 1√6(|↓↑↑〉 + |↑↓↑〉 − 2 |↑↑↓〉). Jl(ε)
increases as the detuning is shifted towards the 201 charge state. Tunneling between right
and middle dots similarly opens a splitting Jr(ε) between |Sr〉 = 1√2(|↑↑↓〉 − |↑↓↑〉) and
|Tr〉 = 1√6(|↑↑↓〉+ |↑↓↑〉 − 2 |↓↑↑〉) which increases as ε is shifted towards 102.
The logical qubit space is chosen to be in the S = 1/2, mS = +1/2 subspace3,
where gate voltages control the energy spectrum. The logical qubit states,
|0〉 = 1√
6
(|↑↑↓〉+ |↓↑↑〉 − 2 |↑↓↑〉) and |1〉 = 1√
2
(|↑↑↓〉 − |↓↑↑〉), are eigenstates in the center
of 111, with Jl(ε) = Jr(ε). Two states with S = 3/2 couple into the logical subspace
through Zeeman field gradients. Longitudinal gradients couple the qubit space to the S =
3/2,mS = 1/2 state, |Q〉 = 1√3 (|↑↑↓〉+ |↑↓↑〉+ |↓↑↑〉). The state |Q〉 is a spin symmetric
state, being triplet-like for both left-middle and middle-right pairs of spins, and is the
dominant leakage state for this qubit. Leakage into the S = 3/2,mS = 3/2 state, |Q+〉 =
|↑↑↑〉, is suppressed by a large Zeeman field except at two anticrossings. By traversing these
anticrossings diabatically—unlike in previously triple-dot experiments [Laird et al., 2010;
Gaudreau et al., 2011]— leakage into |Q+〉 can be made negligible.
7.3 Two Exchange Interactions
The left singlet-like state, |Sl〉, is prepared by moving to εPl in 201, and briefly
moving near the 201-101 charge transition border to promote rapid relaxation to the ground
2We refer to states as singlet-like because two of the three electron spins form a spin singlet. A similar
logic applies to the triplet-like states.
3At the external magnetic field and electron temperature in this work, the mS = −1/2 states are also
loaded at times. These states behave identically to the mS = +1/2 states in the regime presented in this
work and states of different spin projections do not interact with one another. We have chosen therefore to
ignore this added degree of freedom in the remainder of this work to reduce confusion.
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state. The right singlet-like state, |Sr〉, is similarly prepared by moving to εPr in 102 and
pulsing near the charge border. The excursions to these charge borders during initialization
are the only departures from δ = 0, where δ = (Vr − V 0r )/2 + (Vl− V 0l )/2 defines the center
line of 111 (see Fig. 7.2(a)).
Arbitrary qubit states are determined by projection onto |Sl〉 or |Sr〉. Projection
onto |Sl〉 is accomplished by moving to the left measurement point, εMl , where |Sl〉 can
move to 201 while |Tl〉 and |Q〉 remain trapped in 111 [Laird et al., 2010]. During the
measurement, an rf excitation is applied across the sensor quantum dot. The reflected
signal is demodulated using homodyne detection [Reilly et al., 2007] and integrated for
τM = 50 µs, resulting in a signal corresponding to either the 201 or 111 charge state.
Projection of the qubit state onto |Sr〉 is carried out in a similar way at measurement point
εMr in 102.
Effects of exchange interactions, Jl(ε) and Jr(ε), on qubit dynamics are modeled
by an effective Hamiltonian
HJ(ε) = Jl(ε)σl + Jr(ε)σr, (7.1)
where σl ≡ (
√
3σx − σz)/4, σr ≡ (−
√
3σx − σz)/4, and σx and σz are Pauli matrices in the
logical basis {|0〉, |1〉}. As illustrated in Fig. 6.1(b), Jl(ε) and Jr(ε) drive rotations about
axes that are 120◦ apart on the Bloch sphere. In what follows, we use the terms Jl and Jr
rotations and axes in the spirit of this model.
7.4 Coherent Rotations
To demonstrate two-axis control and readout, as well as to test the applicability
of the simple model, Eq. (1), we first initialize the system in the |Sl〉 state and separate
the electrons into 111 at a detuning εS for a time τS, where the qubit evolves under HJ(εS)
[Fig. 7.2(b)]. The qubit is then pulsed to εMl to measure the projection of the evolved state
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Figure 7.2: (a) Triple dot charge occupancy Nl Nm Nr as a function of Vl and Vr in and
near the 111 regime; ε = (Vr − V 0r )/2− (Vl − V 0l )/2, δ = (Vr − V 0r )/2 + (Vl − V 0l )/25. The
charge occupancy is measured using the change in the reflected rf signal, ∆vrf , incident
on the proximal sensor. (b) Schematic of a pulse sequence that prepares |Sl〉 in 201, and
transfers that state to 111, by moving along ε at δ = 0. The sequence then waits at εS for
a time τS, and returns to 201 for measurement. The probability, P1, of remaining in the
initial state, |Sl〉, is plotted as a function of pulse position and wait time. Positive ε brings
the state closer to 102, while negative ε brings the state closer to 201. (c) Schematic of a
pulse sequence, along with a plot of the probability of remaining in |Sr〉 for an excursion
to the separation point εS for a time τS. (insets) Model of qubit evolution as a function of
exchange. No noise has been included.
onto |Sl〉, which we determine by measuring the singlet return probability on the left, P1,
over an ensemble of repeated experiments. Pulsing instead to εMr allows for a measurement
of the projection onto |Sr〉, which when averaged over an ensemble gives the singlet return
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probability on the right, P2.
Figure 7.2(b) shows that for states initialized in |Sl〉, there is a rapid oscillation
of the measured P1 as a function of τS at positive detunings εS, Jl(εS)  Jr(εS), and a
roughly constant P1 ∼ 1 at negative detunings, Jl(εS)  Jr(εS). The reverse is true for
states prepared as |Sr〉 in Fig. 7.2(c): P2 ∼ 1 at positive detunings while P2 exhibits rapid
oscillations as a function of τS at negative detunings.
The insets of Fig. 7.2 show model calculations of P1 = | 〈Sl| e−iHJ (εS)τS/~ |Sl〉 |2
and P2 = | 〈Sr| e−iHJ (εS)τS/~ |Sr〉 |2, which agree well with experiment. These calculations
neglect noise in Jl(εS) and Jr(εS) as well as fluctuations in local hyperfine fields. These
contributions are considered in detail below.
7.5 Exchange Noise
An exchange pulse can generate rapid qubit evolution on nanosecond time scales,
faster than dynamics induced by other sources such as spin-orbit or hyperfine coupling. The
short-pulse regime thus allows exchange and its noise to be examined in isolation from other
sources of qubit dynamics. Figure 3(a) shows P1 for a short exchange pulse, τS = 1.667 ns,
as a function of pulse amplitude, Jr(εS), over a range of phase φ = τSJr(εS)/~ from 0 to
∼ 158pi, corresponding to a 47.4 GHz rotation.
At large positive εS, where Jr(εS)  Jl(εS), the noiseless model predicts P1 =
5/8 + 3/8 cos(τSJr(εS)/~) for initial state |Sl〉6. Experimental data agrees well with the 5/8
average [see Fig. 3(a)], but the observed oscillation amplitude, δP1, is notably less than 3/8,
with a distinct dip where phase varies most rapidly with εS, i.e., where dJr/dεS is largest.
The reduced amplitude can be understood quantitatively as the result of averaging over
6The values 5/8 and 3/8 only hold for pulses that are adiabatic with respect to the interdot tunnel
couplings, but diabatic with respect to Jl(0) + Jr(0), the total exchange in the center of 111. This allows
pulses to be modeled as instantaneous changes of the Hamiltonian, giving P1 = | 〈Sl| e−iHJ (εS)τS/~ |Sl〉 |2 =
5/8 + 3/8 cos(τSJr(ε
S)/~)
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Figure 7.3: (a) Qubit precession as a function of detuning at the separation point, εS
for fixed pulse duration, τS = 1.667 ns. This pulse width is less than the rise time of both
the coax and the pulse generator, leading to a significant pulse attenuation at the sample.
(b) One cycle of the pulse sequence schematic used to generate rotation about the Jr axis.
(c) Amplitude of oscillation, δP1, as a function of dJr/dεS, measured from the period of
oscillations in (a). Theoretical form δP1 = 38 e
−α2(dJr/dεS)2 , where α = τS σε/
√
2 [Cywin´ski
et al., 2008] with single parameter, σε = 450 µV, fit over the first 29 oscillations, to the left
of the green point (4th from the left) dot in (a).
exchange noise arising from noise in ε, yielding δP1 = 38 e
−α2(dJr/dεS)2 , where α = τS σε/
√
2
[Cywin´ski et al., 2008]. The period of oscillations in Fig. 3(a) gives a direct measurement
of dJr/dεS, leaving a single fit parameter, σε , the effective standard deviation of noise in ε.
Experiment and theory are in excellent agreement [Fig. 7.3(c)]. The fit value, σε = 450 µV,
is only nominal, as it includes effects of finite coax bandwidth, making it larger than the
actual ε noise in the system.
In Fig 7.4, the free induction decay measured at longer separation times, τS, and at
fixed detuning, εS, reveals the combined effects of exchange noise, which causes dephasing,
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Figure 7.4: (a) A schematic of the pulses for a rotation about the Jr axis. (b) Free
induction decay (FID) as a function of τS. The dashed gray curve is a theory model of a
rotation around the Jr axis (Jl = 0) in the presence of dephasing, the solid gray curve is a
model of Ref. [Ladd, 2012], that accounts for the same rotation in the presence of dephasing
and leakage due solely to nuclear magnetic field gradients. The solid black curve is fit to
a numerical integration of the qubit evolution for a rotation around Jr, in the presence of
quasistatic Gaussian distributions of nuclear gradients ∆Bl and ∆Br, as well as quasistatic
noise in Jr. Jl was also allowed to be nonzero in the fit. Noise is evaluated as quasistatic,
rather than incorporating unknown spectral densities. Here, Jl = 20± 8 neV, Jr = 388± 2
neV, and standard deviations σB = 2.0 ± 0.1 mT, σJ = 19 ± 2 neV, with a turn-on of the
exchange modeled as an exponential with time constant τ = 12.6± 0.2 ns.
discussed above, and Zeeman field gradients, which cause both dephasing and leakage out
of the qubit space.
Quasi-static longitudinal (effective) field differences between dots, ∆Bl = Bzl −Bzm
and ∆Br = Bzm − Bzr , drive coherent evolution between |0〉 and |1〉. Gradients due to
hyperfine fields appear static on the time scale of a single sequence of measurements, but
execute a thermal random walk over an ensemble of measurements. In addition, Zeeman
differences gµB∆Bl and gµB∆Br comparable in magnitude to Jl(ε) or Jr(ε) will drive
evolution into |Q〉, the leakage state. Here µB is the Bohr magneton and g ∼ −0.4 is the
electron g factor. Averaging over the entire nuclear ensemble during repeated measurements
results in a damped oscillation towards the triplet outcome as the qubit dephases and leaks
into |Q〉. By examining in detail the τS dependence of P1 at a fixed εS in Fig. 7.4, and
comparing it with theoretical models for low frequency exchange and Overhauser [Ladd,
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2012] noise, we conclude that nuclear fluctuations are the predominant source of noise in
this system, with a standard deviation of 2.0 mT.
7.6 Dynamical Decoupling
Low-frequency hyperfine noise [Reilly et al., 2008a; Koppens et al., 2007] can be
compensated using dynamical decoupling [Bluhm et al., 2010b; Medford et al., 2012]. Unlike
the situation in double quantum dots, however, a single-pulse echo cannot undo the effects
of two hyperfine field gradients in the three-dot system[West and Fong, 2012]. Nevertheless,
a single pi-pulse can undo a portion of the dephasing due both to nuclei and low-frequency
exchange noise.
Single-pulse partial echo is demonstrated by preparing |Sl〉 in 201, separating to
111 where the state rotates for a time τ1 around Jr, followed by a pi-pulse around Jl, followed
by further rotation around Jr for a time τ2. The sequence is illustrated in Fig. 7.5(a). P1
shows robust oscillations as a function of both sum and difference of the dephasing times τ1
and τ2, similar to a Ramsey measurement with a refocusing pulse in the middle. The decay
envelope in τ1 + τ2 at τ1 = τ2 in Fig. 7.5(b) gives a lower bound on the coherence time,
T2 ∼ 100 ns, while the decay envelope in τ1−τ2 shown in Fig. 7.5(c) gives a dephasing time,
T ∗2 ∼ 25 ns. The dephasing time in τ1 − τ2 is consistent with FID times [Fig. 7.4(b)], while
decay as a function of τ1 + τ2 is extended by a factor of ∼ 4 for the echo condition τ1 = τ2.
This modest enhancement is consistent with decoupling a portion of the noise from the
environment. A model of classical, slowly fluctuating hyperfine field gradients [Fig. 7.5(d)],
yields a value for the standard deviation of ∆Bl and ∆Br of 3.4 mT, and indicates these
gradients to be the dominant noise source for this pulse sequence.
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Figure 7.5: (a) A schematic for a three pulse sequence demonstrating an echo, where a
prepared |Sl〉 precesses around Jr for a time τ1, performs a pi-pulse around Jl, and then
precesses again around Jr for a time τ2 before being measured in 201. (b) Probability P1 of
measuring |Sl〉 for the pulse sequence depicted in (a), for the case τ1 = τ2. The solid black
curve is a model with noise from Jr, ∆Bl, and ∆Br during the dephasing times τ1 and τ2,
and noise due to Jl, ∆Bl, and ∆Br during the pi-pulse using parameters extracted from FID
data in Fig. 7.4(b). (c) The results of a three pulse echo sequence, illustrated in (a), that
maps the probability of remaining |Sl〉 as a function of the total dephasing time (τ1 + τ2),
and the difference in time between the first free induction decay, τ1, and the second, τ2.
(d) A model plot for (c) that averages over thermal distributions of nuclear gradients. See
Appendix D for details of the calculation.
7.7 Tomographic Characterization of the System
Qubit performance is commonly assessed by state and process tomography. These
techniques require a well-characterized set of measurements that give enough information
to reconstruct all the matrix elements of the density matrix of the system. It is important
to recognize, however, that measurements themselves are subject to noise, relaxation, and
systematic errors, and may not be well described by idealized projective measurements.
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To accommodate both state preparation and measurement errors we implement a self-
content approach that combines measurement data and models of system dynamics within
a maximum likelihood estimation routine. Self-consistent tomography along similar lines
has been carried out recently for superconducting qubits in Ref. [Merkel et al., 2012].
Consider single-shot measurement in the singlet-triplet basis, for the moment ig-
noring leakage into state |Q〉. The singlet measurement fidelity FS is the probability that
the measurement correctly registers the singlet outcome when measuring a system prepared
in the singlet state; similarly, FT is the probability that system prepared in the triplet state
yields the triplet outcome for the measurement [Barthel et al., 2009]. Given that the mea-
surement is defined to be along the |Sl〉-|Tl〉 or |Sr〉-|Tr〉 axis of the Bloch sphere, these two
numbers completely characterize an imperfect two-outcome measurement on a qubit. On
the other hand, measurements along other directions require rotations which are themselves
imperfect as well. This, then, requires a general description of a noisy measurement that
includes errors in measurement direction as well as reduced fidelities. Such a description
is provided by the formalism of Positive Operator-Valued Measure (POVM) elements. As
all our measurements have two outcomes, the POVM describing each measurement basis
choice i is given by a single positive Hermitian matrix Ei associated with the “singlet” out-
come. (The corresponding “triplet” outcome is associated with the matrix (I − Ei).) The
eigenvectors of Ei determine the axis of the Bloch sphere along which the measurement is
made. The eigenvalues are bounded between zero and one, with the larger eigenvalue of
Ei equal to FS while the smaller eigenvalue is 1 − FT . Using the POVM formalism, the
probability that a system described by a density matrix ρ will yield the singlet outcome
when the measurement of basis i is performed is
Pi(ρ) = Tr[Ei ρ]. (7.2)
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The POVM formalism can be applied to the three-state system of qubit states plus
leakage state |Q〉, in which case the Ei are 3× 3 Hermitian matrices. As our measurements
are insensitive to coherence between the leakage and qubit states, which in any case is
expected to be small, we restrict Ei to be incoherent with the |Q〉 space (i.e., each Ei has
support on the reduced qubit subspace together with a population in |Q〉). We note that
the |Q〉 state will, with an idealized spin-to-charge measurement, always yield the triplet
outcome. As such, the |Q〉-population of Ei quantifies the error-induced probability that a
system prepared in the |Q〉 state will instead yield the singlet outcome.
7.8 Measurement Tomography
Measurement of the four matrices, Ei, i=1–4, is required for state tomography,
additionally yielding the population of the leakage state. Each of the four Ei has five
parameters associated with the qubit state and the leakage population, for a total of 20
unknown quantities7. Measurement tomography therefore requires measurement outcome
statistics on five well-characterized input states, ρj , using each of the four generalized mea-
surements to yield 20 independent observed probabilities, Pij . We then solve Pij = Tr[Eiρj ]
self-consistently for Ei, subject to the constraints on the eigenvalues of Ei to lie between 0
and 1. Details of this procedure are given in the Methods section, as well as in Appendix D.
Using the reconstructed Ei, we extract the measurement bases and fidelities from
the eigenvalues and eigenvectors as discussed above. The singlet outcome fidelity is indicated
by the length of the Ei arrow in Figs. 7.6(e,f). The smaller eigenvalue in the qubit space
relates to the fidelity of the triplet outcome, FT i = 1−λi2, while the eigenvalue in the leakage
subspace relates to the probability that |Q〉 will have a triplet outcome, FQi = 1 − λi3.
7The four unknowns of Ei containing the qubit state-leakage state coherence are set to zero because
without a coherent, stable magnetic field gradient, they are impossible to reliably measure and are negligibly
small
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Finally, the measurement visibility in the qubit subspace is found as Vi = FSi + FTi − 1 =
λi1 − λi2. The average singlet fidelity over all four generalized measurements was found to
be 69%, while the average triplet fidelity was 80%, giving an overall average measurement
fidelity in the qubit subspace of 75% with an average measurement visibility of 49%.
7.9 State Tomography
We can now perform state tomography on arbitrary states of our system using our
set of tomographically characterized generalized measurements despite the fact that these
measurements are inherently noisy. As a demonstration, we generated sets of unknown
states by performing a simple rotation around Jl in the presence of dephasing for multiple
fresh input states. In Fig. 7.6, two separate input states, ρ1 (red) and ρ2 (blue), are
prepared and then pulsed to a negative detuning where Jl  Jr, followed by a generalized
measurement (the markers in Fig. 7.6(a-d)). Using our descriptions of Ei, we are able to
reconstruct the state at a set of time intervals during the evolution by solving equation (7.2)
again for ρ (the markers in Fig. 7.6(e,f)). The theory curves overlaid on top of the data
in Fig. 7.6(a-h) are fits to the Liouville-von Neumann equation, accounting for the finite
bandwidth of the coax and a theoretical model of the exchange profile, in the presence of
the nuclear noise determined from the calibration procedure.
As expected, pulsing towards a negative detuning yields an outcome that depends
on the input state. For the states prepared as ρ1 = |Sl〉〈Sl|, the red markers and curves in
Fig. 7.6(e,f), sitting at a position of large Jl only imparts a trivial phase. At this detuning,
|Sl〉 is split off energetically from |Q〉, suppressing leakage out of the qubit space. This is
observed on the Bloch sphere as a collection of points near the idealized |Sl〉 state.
The state that is prepared as ρ2 = |Sr〉〈Sr|, the blue markers and curves in
Fig. 7.6(e,f), has a very different response. Since it is an eigenstate of Jr, at this de-
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Figure 7.6: State tomography of the qubit during evolution around Jl. Measurement
outcome probabilities for four measurement bases for initial states ρ1 (red) and ρ2 (blue),
pulsed towards εS near the 201-111 charge transition, producing rotation mostly around
Jl. The solid curves in (a-d) are a fit to the model (see Appendix D). Solid curves in (g)
and (h) are generated from the model in (a-d). (a) Schematic and measurements of P1(ρ1)
(red) and P1(ρ2) (blue); (b) P2(ρ1) (red) and P2(ρ2) (blue); (c)P3(ρ1) (red) and P3(ρ2)
(blue); (d) P4(ρ1) (red) and P4(ρ2)(blue). (e-f) Views of Bloch sphere with measurement
axes. Graphical representation of the qubit portion of E1 (red), E2 (blue), E3 (green) and
E4 (black). (g) Population of the leakage state as a function of separation time. (h) The
length of the Bloch vector as a function of separation time data (blue triangles), model
(blue curve), and gaussian fit [width 16.4± 0.9 ns] (dashed blue curve).
tuning it is a superposition of the ground and excited qubit states. As a result, it precesses
around the Jl axis in the presence of dephasing, which causes the state to spiral inwards
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towards the rotation axis.
At this detuning a fraction of ρ2 is in the excited qubit state, which is energetically
close to the |Q〉 state, allowing the Overhauser gradients to rotate that fraction out of the
qubit space. This leakage into the |Q〉 state occurs on a 10 ns timescale in both the data
and the theory, which increases the decay of the Bloch vector ~r towards the center of the
Bloch sphere in Figs 7.6(e,f,h) as the probability exits the qubit subspace. The leakage is
seen clearly in the rise of the |Q〉 population, PQ, in Fig. 7.6(g). The qubit state vector
length in Fig. 7.6(h) acts as a measure of qubit coherence and population, and it decays
with a T ∗2 ∼ 16 ns, which is consistent with previous measurements.
In conclusion, we have demonstrated the initialization, complete fast electrical
control, and state reconstruction of an exchange-only spin qubit. The method of tomo-
graphic calibration we developed can be applied directly to other qubit systems to quantify
measurement errors. Future work will include investigating regimes where Jl and Jr are
simultaneously much larger than the nuclear gradient Zeeman energy, which would suppress
leakage into |Q〉, and structures comprising of six dots that implement a fast two-qubit gate
[DiVincenzo et al., 2000].
7.10 Methods
Measurement tomography requires a choice of five input states, ρj , which span the
qubit subspace. The initialization states |Sl〉 and |Sr〉 provide ρ1 and ρ2 respectively. We
create two additional states ρ3 and ρ4 by rotating |Sl〉 around Jr at εS3 and |Sr〉 around
Jl at εS4 respectively. These four input states span the qubit space. The rotated states
are subject to rotation errors, dephasing, and leakage, which we need to characterize using
a phenomenological model for the dynamics and fit the parameters of this model using
experimental data.
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To facilitate this, we use a series of states for ρ3 and ρ4. The noisy evolution of
ρ3 and ρ4 is then modeled with a generalization of HJ(ε) to the larger manifold of |0〉,
|1〉, and |Q〉, including the effects of ∆Bl and ∆Br (see Appendix D for details). During
the calibration of the Ei’s, we compare the model of this evolution to the series of states
ρ3(τ3) created by initializing |Sl〉 and rotating around Jr at εS3 for a set of times τ3 before
measuring. The series of states ρ4(τ4) was produced in a similar fashion by preparing |Sr〉
and rotating for a set of times τ4 about Jl at εS4 . These series of states contain enough
information to determine the strength of the nuclear dephasing and the exchange axes at
εS3 and ε
S
4 .
The final input state, ρ5, is chosen to be a completely mixed state with no coher-
ences remaining and a significant weight in the leakage state. This choice allows for accurate
measurements of the |Q〉〈Q| parameter in each Ei. The ensemble of ρ5 was prepared by
performing repeated pulses to dephase around Jl and Jr over a distribution of ∆Bl and
∆Br.
With the observed statistics Pij for five known input states j using four measure-
ments i, we determine Ei by fitting the calibration probabilities from all of our input states
to our model of the noisy evolution to produce a Maximum Likelihood Estimate (MLE) for
E1-E4 as well as the nuclear noise and exchange during the calibration8. For the data in
Fig. 7.6, the standard deviations of ∆Bl and ∆Br were ∼ 2.5 mT, which is consistent with
the earlier estimations extracted from the FID and echo data.
8Noise on Jl and Jr was neglected, as ε
S
3 and ε
S
4 were in a region where exchange noise was not the
dominant source of dephasing.
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We use a triple quantum dot in a GaAs heterostructure configured in a regime protected
from charge noise and state leakage as a new electrically controlled spin qubit. This sym-
metric exchange-only (SEO) spin qubit acts as an artificial spin-1/2 particle that responds
to oscillating electric fields in an analogous fashion to a real spin-1/2 particle in an oscil-
lating magnetic field. We study the spectroscopy, nutation, two-axis manipulation, lifetime
and dynamical decoupling of this new spin qubit. We find that the nutation sensitivity is
as high as 5.1 GHz/mV for resonant excitations, with a T1 ∼ 40 µs and a T2 ∼ 20 µs for
a CPMG-64 sequence. Finally, we extract a noise power spectral density of S(ω) ∼ ω−5,
which suggests that further gains may be made with more advanced dynamical decoupling
sequences.
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8.1 Introduction
The improvement of qubit fidelity has been a major goal in quantum informa-
tion processing, either through decoupling the qubit from the environment via spin echo
techniques [Biercuk et al., 2009a; Pasini and Uhrig, 2010; Bluhm et al., 2010b; Barthel et
al., 2010b; Biercuk et al., 2011; Bylander et al., 2011; van der Sar et al., 2012] or through
optimized qubit architectures [Koch et al., 2007; Schreier et al., 2008; Houck et al., 2009;
Bluhm et al., 2010a; Paik et al., 2011] or materials [Maune et al., 2012]. In the semiconduc-
tor spin qubit community, charge noise has been shown to be the limiting factor in fidelity
of two-qubit operations in double quantum dots [Bluhm et al., 2010a; Shulman et al., 2012;
Dial et al., 2012], which introduces decoherence to each qubit proportional to the two-qubit
interaction. This sensitivity to charge noise comes from the exchange interaction between
neighboring spins, which has a strong dependence on the local electrical environment in the
two quantum dot system. Here, we demonstrate a semiconductor spin qubit formed from a
triple quantum dot [DiVincenzo et al., 2000; Gaudreau et al., 2006; Gaudreau et al., 2009;
Laird et al., 2010; Gaudreau et al., 2011; Medford et al., 2013] which is operated at a “sweet
spot” with respect to charge noise, which should enable it to achieve high fidelity single-
and two-qubit operations.
In this chapter, we characterize an optimized, all electrically controlled, spin qubit
for potential quantum information processing architectures. We find that spectroscopy of
the system supports our simple model of available energy states and couplings and reveals
a g-factor for this device of −0.34 ± 0.01, allowing for a quantitative study of the qubit
dynamics. The qubit responds to oscillating electric fields with a Rabi frequency, ωR, that
depends linearly on the applied voltage as ωR = αV , with an α that depends on the splitting
between qubit states, ω01. We find that for ω01/2pi = 1.98 GHz, α ∼ 2pi× 5 GHz/mV. The
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Figure 8.1: (a) False color micrograph of lithographically identical device with dot locations
depicted; gates are marked in yellow. Gate voltages, Vl and Vr, set the charge occupancy
of left and right dot as well as the detuning, ε of the qubit. A neighboring sensor quantum
dot is indicated with a larger circle. (b) Triple dot charge occupancy Nl Nm Nr as a
function of Vl and Vr in and near the 111 regime; ε = (Vr − V 0r )/2 − (Vl − V 0l )/2, δ =
(Vr − V 0r )/2 + (Vl − V 0l )/2 + 3(Vm − V 0m.
T1 of the qubit is also dependent on ω01, and is in excess of 40µs at a splitting of ∼ 0.34 GHz,
but decreases to as little as 98 ns for a splitting as large as 1.98 GHz. The coherence time is
measured to be T2 = 19± 2µs for a 64 pi-pulse Carr Purcell Meiboom Gill (CPMG-64) at
0.2 GHz splitting. The dependence of the coherence time T2 on the even numbers of pulses
indicates that despite working at relatively large exchanges, the noise power spectrum is
not dominated by charge noise, confirming that this qubit is largely insensitive to electrical
noise.
8.2 Device and System
The qubit was formed from the spin states of three electrons trapped a triple
quantum dot in a GaAs/Al0.3Ga0.7As heterostructure. Metal surface gates were used to
deplete the two dimensional electron gas (density 2.6 × 1015 m−2, mobility 43 m2/V s) 110
nm below the surface, and isolate one electron in each well (see Fig. 8.1). High bandwidth
gates Vl and Vr were used to control the detuning, ε = (Vr − V 0r )/2 − (Vl − V 0l )/2, while
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the high bandwidth gate Vm controlled the size of the 111 charge region1. The conductance
channel directly adjacent to the triple quantum dot is used as an rf-charge sensor for rapid
state detection [Reilly et al., 2007; Barthel et al., 2010a].
Inter-dot tunneling between the left and middle and the middle and right dots
gives rise to two ε-dependent exchange terms depicted in Fig. 8.2(a), Jl(ε) = −(ε0 +
ε)/2 +
√
t2 + (ε0 + ε)2/4 and Jr(ε) = −(ε0 − ε)/2 +
√
t2 + (ε0 − ε)2/4, where t is the
tunnel coupling and ±ε0 are the detunings of the charge transitions [Laird et al., 2010].
These exchanges adiabatically map the lower energy level of the qubit, |0〉 = 1√
6
(|↑↑↓〉 +
|↓↑↑〉 − 2 |↑↓↑〉), onto the singlet-like ground states in 201, |Sl〉 = 1√2(|↑↓↑〉 − |↓↑↑〉), and
102, |Sr〉 = 1√2(|↑↑↓〉 − |↑↓↑〉), as shown in Fig. 8.2(a). The excited qubit state, |1〉 =
1√
2
(|↑↑↓〉 − |↓↑↑〉), is adiabatically mapped onto triplet states which do not tunnel into
201 or 102, allowing for qubit state detection using the charge sensor [Reilly et al., 2007;
Barthel et al., 2010a]. A third state, |Q+〉 = |↑↑↑〉, intersects the lower qubit energy level
at two anti-crossings, which are fixed by the in-plane external magnetic field. By sweeping
the magnetic field, the lower qubit energy level can be mapped out in detuning, as shown
in Fig. 8.2(a,c). Unlike in Ref. [Medford et al., 2013], the fourth state in Fig. 8.2(a),
|Q〉 = 1√
3
(|↑↑↓〉 + |↑↓↑〉 + |↓↑↑〉), is gapped from the qubit by the presence of both Jl and
Jr throughout 111, preventing the qubit state from leaking into it.
8.3 Spectroscopy
By applying a small oscillating voltage to Vl, we change Jl and Jr, creating a
small perturbation that when resonant with energy level splittings drive transitions between
accessible states. This microwave spectroscopy allows us to map out the qubit energy
spectrum of states that do no intersect with |Q+〉. As we see in Fig. 8.2(e), at a fixed
1(V 0l , V
0
m, V
0
r ) = (-588 mV, -452 mV, -145 mV).
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Figure 8.2: (a) Energy level diagram for a constant δ. Charge transitions are marked with
circles (qubit-|Q+〉), triangles (qubit-|Q+〉, photon), squares (qubit-|Q+〉, photon), and a
star (|0〉-|1〉) transitions. (b) Schematic of the effects of Jl and Jr on the qubit Bloch
sphere (c) The qubit-|Q+〉 anti-crossing is mapped out in magnetic field and detuning
without an excitation. Dashed line is a model of the exchange splitting for equal tunnel
couplings. (d) A sweep of the middle plunger gate at ε = 0 mV and fixed field of 575
mT, demonstrating control of the main qubit transition. The dashed curve is a model
of Jl + Jr as a function of ε0 = (Vm − V 0m)/2. The theory curve is a plot of ω01 =(
−α(Vm − V 0m)/2 +
√
4t2 + α2(Vm − V 0m)2/4
)
/4~, where α = 40 µeV/mV, t = 16.9 µeV,
and V 0m = -4.05 mV. A constant tunnel coupling was used here rather than a Gaussian
dependent tunnel coupling, because Vl and Vr were constant. (e) At a fixed field of 310
mT, detuning and microwave burst frequency are swept to trace out the spectroscopy of
the qubit. (f) A model of qubit evolution in the presence of a microwave excitation and
magnetic field gradients between dots in the longitudinal and transverse directions.
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external magnetic field there is a bright U-shaped transition line in the center of the 111
region corresponding to the |0〉-|1〉 transition. A model of Jl and Jr where the tunnel
coupling has a Gaussian dependence on ε [Medford et al., 2013], as well as fluctuating
longitudinal and transverse nuclear polarizations is shown in Fig. 8.2(f), and demonstrates
that the transitions observed in (e) are reasonably well explained by this model.
By comparing the |0〉-|1〉 transition marked with a (?) in Fig. 8.2(e) to the |0〉-
|Q+〉 splitting mapped out in Fig. 8.2(c), which is 1.5 times large, we are able to extract a
g-factor for this system of −0.34±0.01. We are also able to controllably tune the frequency
of the |0〉-|1〉 transition, ω01, by adjusting Vm2 which controls the separation of the charge
transitions. We find that we are able to move ω01/2pi from ∼100 MHz to ∼2 GHz on
nanosecond timescales, as illustrated in Fig. 8.2(d). The dashed line in Fig. 8.2(d) is a plot
of Jl+Jr as a function of the middle plunger gate, which controls ε0, for the tunnel coupling
in Fig. 8.2(f)3.
Following Refs. [Laird et al., 2010; Medford et al., 2013], we model the qubit
Hamiltonian as
H(ε) = −Jzσz + Jxσx, (8.1)
where Jz = 14(Jl(ε) +Jr(ε)), and Jx =
√
3
4 (Jl(ε)−Jr(ε)) as depicted in Fig. 8.2(b). We can
see that at ε = 0, dJz/dε = 0, while dJx/dε = −
√
3
4 (1− ε0/
√
4t2 + ε02). For small ε, Jz is
constant and Jx ∼ ε, making this system analogous to a free spin-1/2 in a large static field
B0 with a small applied transverse field B1. If Jx oscillates at a frequency commensurate
with Jz, we can drive nutations in the same fashion as with the spin-1/2 particle. Noise
2The gates Vl and Vr were also adjusted with Vm to keep δ constant, ie keep the qubit in the 111 charge
region.
3The theory curve is a plot of ω01 =
“
−β(Vm − V 0m) +
p
4t2 + β2(Vm − V 0m)2
”
/4~, where β = 20
µeV/mV, t = 16.9 µeV, and V 0m = -4.05 mV. A constant tunnel coupling was used here rather than a
Gaussian dependent tunnel coupling, because Vl and Vr were constant. See appendix E for further details.
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can affect Jz through Vm, as demonstrated in Fig. 8.2(d), but as this gate does not carry
an excitation, the bandwidth can be reduced to diminish the incident noise.
(a)
(b)
P0
P0
-45 dBm
0.355 GHz
Figure 8.3: (a) A Rabi nutation for a -45 dBm excitation on the left plunger gate with the
detuning biased to the center of the transition. (inset) A model of this nutation using the
exchange profile from 8.2(f) and fluctuating longitudinal magnetic field gradients. (b) A
Rabi nutation with a 0.355 GHz excitation on the left plunger gate with the detuning biased
to the center of the transition. (inset) An identical model to (a).
8.4 Rabi Oscillations
In Fig. 8.3, we prepare a |Sr〉 in 102 and adiabatically transition it to |0〉, moving
rapidly through the |Q+〉 anti-crossing to ε = 0. We then apply a burst of microwaves to Vl
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of frequency ω, appling power for a time τB, before returning to 102 for measurement. By
sweeping ω and power, we see patterns characteristic of Rabi nutations which are subject
to low frequency noise in ω01. This is consistent with our model of nuclear noise, which
directly affects ω01. In the rotating frame, the amplitude of the oscillation gives the strength
of the § rotation, while the frequency detuning, Ω = ω − ω01, gives the strength of the ‡
rotation. As seen in Fig. 8.3(b), as the power increases, the effects of small Ω errors due
to nuclei decrease. At ω01/2pi = 0.355 GHz, the nutation frequency scales with voltage as
ωR ∼ 2pi × 70 MHz/mV. This scaling increases with dJxdε , which grows as the 111 region is
shrunk (ε0 → 0) to increase ω01. At ω01/2pi = 1.98 GHz, this scaling was measured to be
∼ 2pi × 5 GHz/mV, demonstrating a way to increase coupling to external voltages, such as
those from a superconducting cavity.
Even though the rotating frame approximation is poor in this particular regime,
with ωR ∼ ω01/6, we can still observe a carrier phase dependent response, which is the
main tool for two-axis manipulation. On resonance in the rotating frame, the Hamilton
takes the form Hrf = cos(Φ)σx + sin(Φ)σy, where Φ is the relative phase of the carrier wave
with respect to the first pulse incident on the qubit. To test the qubit response, we prepare
a |0〉 and drive a rotation on resonance for a time τx similar to Fig. 8.3, and then apply a
second pulse that drives a 3pi/2 rotation with a carrier phase shift of Φ, as demonstrated in
Fig. 8.4(a).
By looking at Φ = 0◦, 90◦, and 180◦ in Fig. 8.4(b), we can see a clear dependence
the phase of the carrier, which is well described by the model. In order to gain an intuition
for how these pulses are affecting the qubit, we plot the model outcomes on a Bloch sphere
in the rotating frame, and observe their dynamics there. We see that for Φ = 0◦ and 180◦,
the qubit stayed in the y-z plane as desired, while for Φ = 90◦, the qubit deviated towards
the x-y plane as desired. The model shows that the second pulse was slightly over 3pi/2,
102
Chapter 8: Resonant Microwave Control of a Symmetric Exchange-Only Spin Qubit
(b)
(a)
Time
εP 
201
111
102
0 
εM 
ε 
X Φ
3π/2ωRτX
=
0.208 GHz
Φ X
|0〉
|1〉
Jz
Φ =
τX (ns)
Figure 8.4: (a) A schematic of the detuning during a two-pulse sequence, where the first
pulse is an X rotation and the second pulse is a rotation around an angle set by the relative
phase of the carrier, Φ, as depicted on the Bloch sphere. (b) The qubit readout for a rotation
about X, followed by a 3pi2 rotation about an axis Φ, for three different Φ’s. The solid lines
are fits to the model in Fig. 8.2(c,d,f) and the insets of Fig. 8.3.
and that the nuclei further prevented the second rotation from placing the qubit state in
the x-y plane through Ω shifts. Stronger pulses and a larger ω01 would have brought this
result much closer to the desired rotating frame approximation outcome.
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T2 = A(npi)γ
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Figure 8.5: (a) T2 for various orders of CPMG-n, were each sequence contains n pi rotations
about y, as depicted in the lower inset. The upper inset depicts the detuning sequence for
this experiment. We found that up to n = 16, the even number of pulses was well described
by T2 = A(npi)γ , where γ = 0.84 ± 0.05. This translates to a power spectral density of
S(ω) ∼ ω−β, where β = 5± 1.
8.5 Dynamical Decoupling
This rough phase control was still sufficient to implement a CPMG dynamical
decoupling sequence, where pi-pulses are applied along the † axis in the rotating frame,
as shown in the lower half of Fig. 8.5, which provides some protection against rotation
errors [Vandersypen and Chuang, 2005]. We studied a series of CPMG sequences up to
CPMG-64, with 64 pi-pulses, which resulted in a T2 = 19 ± 2µs. For n = 2-16 pulses, we
observed that the coherence time was well described by the model T2 = A(npi)γ , where
γ = 0.84± 0.05. As shown in Ref. [Cywin´ski et al., 2008; Medford et al., 2012], this implies
a power spectral density of S(ω) ∼ ω−β with a β = 5 ± 1. This is similar to previous
work in double quantum dots [Bluhm et al., 2011; Medford et al., 2012] in a nuclear noise
dominated regime, and at odds with the charge noise dominated regime where β ∼ 0.7 [Dial
et al., 2012]. This is a further indication that by operating in a location where dJzdε = 0 the
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qubit has a very low sensitivity to charge noise.
For large numbers of pulses, T2 departs sharply from the model, saturating near
20 µs. The reason for this is not well understood. The measured T1 for a splitting ω01/2pi =
0.33 GHz was ∼ 40µs, and decreased monotonically with increasing ω01, suggesting that
T1 was not limiting T2 in this case, at ω01/2pi = 0.2 GHz. Pulse errors, especially in this
regime where the rotating wave approximation is not really applicable, are a more likely
cause of error, suggesting that there is an optimum ω01 for control where pulse fidelity and
T1 are maximized.
Understanding the mechanisms of the qubit relaxation process as well as improving
the control fidelity are two significant avenues of exploration in this field. Additionally,
the ability of this qubit to respond to electric fields suggests the possibility of interesting
couplings between the qubit and a superconducting cavity, creating a hybrid qubit that
combines circuit QED with spin physics. Finally, a nuclear feedback scheme [Bluhm et
al., 2010a] or a tranistion to a nuclear free system such as silicon [Maune et al., 2012]
could significantly enhance the dephasing times in this system, as it currently appears to
be limited by nuclear fluctuations.
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Triple Dot Fabrication Recipe
Here is the recipe used to fabricate JM19-2b. I will give an overview of the entire
process in section A.1, followed by a slightly more detailed look at each step in sections
A.3-A.11. Many steps in this process are repeated multiple times, including the “3 solvent
clean” and the “coverslip chip glue”, so I cover them once in section A.2.
A.1 Overview
1. Cleave Chip
(a) Scribe xtal orientation on back
(b) Record chip in wafer booklet
(c) Cleave junk chip as well
2. Mesa Pattern → Junk and real chip (sec A.3)
3. Mesa Etch → Junk and real chip (sec A.4)
4. Ohmics Pattern → Junk and real chip (sec A.5)
5. Ohmics Deposit → Junk and real chip (sec A.6)
6. Anneal using Modified Barthel Recipe (sec A.7)
7. Optional: Cleave sample using Scriber1 into four smaller wafers for multiple e-beam
attempts
1LSD-100 Scriber/Cleaver from Loomis.
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8. Fine Gates Pattern → real chip (sec A.8)
9. Fine Gates Deposit → real chip (sec A.9)
10. Outer Connection Layer Pattern → real chip (sec A.10)
11. Outer Connection Layer Deposit → real chip (sec A.11)
12. Bond, cooldown, measure, publish, graduate!
A.2 Repeated actions
A.2.1 The 3 Solvent Clean
This is the basic clean we use at each step to strip off unwanted junk. Contrary to
the experience of some others, I have found that it isn’t actually sufficient when removing
a failed photoresist pattern, so don’t rely on it to be a cure-all. Also, this clean should use
sonication only before the fine gates are placed down. After the fine gates are down, the
chip should be allowed to rest quietly in each solvent. The 3 solvent clean is as follows:
1. Sonicate Trichloroethylene (TCE) for 5 mins
2. Sonicate Acetone for 5 mins
3. Sonicate Isopropyl Alcohol (IPA) for 5 mins
4. Blow dry with N2 gas.
A.2.2 Gluing a chip to a coverslip
This is an operation that can make handling small chips easier and reduces the
edge beads that form during the spin. It is only really necessary for the outer connection
layer pattern, section A.10, but can be used during all photolithography steps. NOTE:
do not attempt to use it for e-beam patterning. This process creates an insulating layer
between chip and stage, which would create significant problems during e-beam writing.
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1. Singe 4+ minutes @ 200◦ C
2. Cool 60 s on a single cleanroom wipe resting on metal surface
3. Place 1 drop of S1818 on a glass coverslip, off center
4. Place chip at edge of droplet, let S1818 wet under the chip without touching the top
surface of the chip. If it touches the top surface, stop immediately and perform a 3
solvent clean, and start over.
5. Bake 15 mins @ 115◦ C
If you chose not to glue the chip to a glass coverslip, you need to singe the chip
instead
1. Singe 2+ min @ 200◦ C
2. Cool 60 s on a single cleanroom wipe resting on metal surface
A.3 Mesa Patterning
Devices on the same chip are kept electrically isolated from one another by etching
away the 2deg in between them. This is done in a two part process, where first the mesas, or
islands of 2deg the devices live on, are patterned with photoresist. In section A.4, we etch
away the donor layer that helps form the 2deg (see chapter 3 for more details on 2degs),
completing the isolation. In practice, we often etch right down to the GaAs-Al0.3Ga0.7As
interface, just to ensure the isolation.
Mesa Pattern → Junk and real chip.
1. 3 Solvent Clean, N2 dry (sec A.2.1)
2. Singe/glue chip to coverslip (sec A.2.2)
108
Appendix A: Triple Dot Fabrication Recipe
3. Spin S1813:
(a) 5 s, 500 rpm, 500 rpm/s
(b) 60 s, 4 krpm, 4 krpm/s
(c) Bake 2 mins @ 115◦ C
4. Record orientation of xtal with respect to mask. After the etch step, the scribe
mark will be gone.
5. Expose in Mask Aligner, time determined by dose testing
6. Develop:
(a) 60 s CD-26
(b) 20 s DI rinse
(c) N2 dry
7. O2 plasma clean, 5s 110 W, 40 sccm
A.4 Mesa Etch
After patterning both a junk chip and a real chip, you etch the wafer to isolate
the devices. Every etch bath that you create has a slightly different etch rate, so it is best
to test this etch rate out in advance. Stirring the bath thoroughly is a must, and avoiding
the use of old hydrogen peroxide can help ensure more consistent results. There are two
philosophies on how to best etch the device. The first is that you use the junk chip to
roughly determine the etch rate, and then you etch the real device in steps, monitoring
the growth of the step from the top of the resist to the bare etched wafer at each step. In
practice, I’ve found this to be an unreliable method, due to variations in coating thickness
that exceeded my etch depth.
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The second method of determining the etch rate is to simply place the junk chip
in the etch bath for 60 seconds, calculate the etch rate, and then etch the real chip for a
calculated time. Since the junk chip is pure GaAs, while the upper portion of the real chip
is mostly Al0.3Ga0.7As, the etch rates can be somewhat different. That said, I’ve had better
results with this single etch method. As long as the donors at least are etched away, the
devices should be isolated, leaving more leeway to over etch rather than under etch2.
Mesa Etch → Junk and real chip
1. Prepared etch bath H2SO4:H2O2:H2O in a ratio of (2:16:480 mL). Stir thoroughly.
2. Determine etch rate (do this for each etch bath):
(a) Etch junk chip for 60 s
(b) Sonicate junk chip in acetone 5 mins
(c) Sonicate in IPA 2 mins, N2 dry
(d) Determine etch rate with profilometer
3. Etch real chip using calculated etch rate
4. Sonicate real chip in acetone 5 mins
5. Sonicate in IPA 2 mins
6. N2 dry
7. Clean in 55◦ C acetone 2+ hours. Approach this step carefully. Do only in
a hood, and only if it is allowed in your facility. The risk of igniting the
acetone is small, but potentially non-zero.
2The height of the mesa determines the thickness of the outer connection layer in sec. A.11. As long as
this thickness is kept reasonably small, ∼ 200 nm or less, the liftoff should succeed. This places the bound
on what constitutes and over etch.
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8. Squirt IPA, N2 dry
A.5 Ohmic Pattern
We use a thick stack of metal to create the ohmic connection to the 2deg, which
makes the liftoff a little more challenging. Our solution was to use a thicker photoresist
layer, and to submerge the chip in chlorobenzene prior to development. The chlorobenzene
makes the surface more resilient to the developer, facilitating the formation of an undercut
which helps with the liftoff process.
Ohmics Pattern → Junk and real chip
1. 3 Solvent Clean, N2 dry
2. Singe/glue chip to coverslip (sec A.2.2)
3. Spin S1818:
(a) 5 s, 500 rpm, 500 rpm/s
(b) 60 s, 4 krpm, 4 krpm/s
(c) Bake 2 mins @ 115◦ C
4. Expose in Mask Aligner, time determined by dose testing
5. Bake 1 min @ 115◦ C
6. Dip 4 mins in Chlorobenzene. This creates a more firm surface on the resist, forming
an undercut when developing.
7. Develop:
(a) 60 s CD-26
(b) 20 s DI rinse
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(c) N2 dry
8. O2 plasma clean, 5s 110 W, 40 sccm
A.6 Ohmic Deposition
In order to create a good ohmic contact to the 2deg, it is necessary to remove the
native oxide on the surface of the wafer directly before depositing the metal. It is best to
prepare the deposition chamber in advance, and perform the etch as close as reasonably
possible to the chamber, to prevent any chance of oxide reformation or the accumulation of
other unwanted substances on the bare surface. The sample was under vacuum less than
two minutes after the end of the etch, though no direct correlation was noticed between
ohmic contact success rate or resistance and the time it took to load the sample into the
chamber.
Following the deposition it is important to strip the remaining resist off completely.
Though a chip may look clean, any residue that remains on the surface will leave raised
black patterns on the chip following the anneal. To avoid this, I implemented the clean
in 60◦ C acetone. Use caution while doing this, and always perform this clean in a well
ventilated hood with the sash down.
Ohmics Deposit → Junk and real chip
1. Prep Thermal (E-beam if necessary) Evaporator, loading Ni, Au, Ge. Following etch,
want to be able to place sample directly into vacuum.
2. Remove native oxide under ohmics:
(a) Dip in Ammonium Hydroxide (NH4OH) etch 3 s (this time is adjustable, but
keep small, or it will eat under the resist and strip the oxide off of the entire
surface of the chip.)
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(b) DI rinse 30 s
(c) Optional: Extremely fast observation under UV filtered microscope
(d) Rush to evaporator, load and pump down
3. Pump to < 1 E-6 torr, Degas metals
4. Degas metals
5. Deposit Ni/Ge/Au/Ni/Au (60/400/800/200/1000) (A˚). These thicknesses are for a
110 nm deep 2deg. The general rule of thumb is, the Ge+Au ∼ 2deg depth, but
always test with new wafers.
6. Liftoff carefully in 60◦ C Acetone for multiple hours
7. Squirt and wet observe Acetone. Sonication ok at this step, if necessary.
8. Squirt IPA, N2 dry
A.7 Anneal Recipe
The anneal recipe is a slight modification of Christian Barthel’s. This recipe is
run once with the junk chip, to confirm that the temperatures are tracking properly, and
then a second time with the real chip. Do not remove the chip until the chamber has cooled
below 80◦ C. On the rapid thermal annealer that was used in the Harvard Cleanroom3,
there was the additional input of “control factors” that affected the temperature controller.
Christian’s original recipe used the factors (1.1, 0.15, 1.4, 1.6, 0.65) while the current recipe
used the factors (0.55, 0.3, 2.0, 1.6, 0.7). The only thing that really matters is that the
actual temperature reasonably tracks the desired one.
3Rapid Thermal Processor RTP-600xp, from Modular Process Technology
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# Function Time (s) Temp (◦ C) N2 (sccm) N2/H2 (sccm)
1 Idle 20 0 10,000 0
2 Idle 30 0 0 2,000
3 Idle 20 0 0 1,000
4 Ramp 20 120 0 1,000
5 Hold 50 120 0 1,000
6 Ramp 20 220 0 1,000
7 Hold 20 220 0 1,000
8 Ramp 10 300 0 1,000
9 Ramp 10 370 0 1,000
10 Hold 20 370 0 1,000
11 Ramp 15 500 0 1,000
12 Hold 1 500 0 1,000
13 Ramp 5 510 0 1,000
14 Hold 100 510 0 1,000
15 Idle 120 0 0 2,000
16 Idle 700 0 10,000 0
17 Stop
A.8 Fine Gates Pattern
This is where the actual device is created. The gates that are defined with the
e-beam writer set the size and shape of the confining potentials. The writing is broken into
two consecutive steps. The first is the writing of the inner most 75 µm region, followed by
a more course writing of a 300 µm region. Both of these writes are performed on the same
resist, during the same write session, without venting the chamber or removing the chip.
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To reduce sensitivity to stage drift, the inner 75 µm region is itself carefully divided.
Each gate is divided into two separate polygons, the first being within ∼ 5 µm of the device
center, and the second outside that region. The write order of the polygons is then set
such that the inner most polygons are written first. This ensures that the gates that define
the potentials are all written within a few milliseconds of each other, keeping the pattern
immune to most small stage drifts.
Fine Gates Pattern → real chip
1. 3 Solvent Clean, N2 dry
2. Spin PMMA A4:
(a) Bake 2+ min @ 180◦ C
(b) Rest on wipe 15 s
(c) 5 s, 500 rpm, 100 rpm/s
(d) 60 s, 4 krpm, 4 krpm/s
(e) Bake 5 mins @ 180◦ C
3. Load into Elionix
4. Burn 3 spots to determine planar tilt, determine position and height of each mesa
5. Write fine features @ 100 pA, 100 keV, 75 µm, 20 kpts, adjusting height for each mesa
6. Write connection layer @ 2 nA, 100 keV, 300 µm, 20 kpts, using mean height for all
7. Cold develop:
(a) Chill developer MIBK:IPA 1:3 in a beaker placed in an ice bath (crushed ice +
water) for 15 mins
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(b) 90 s in cold MIBK:IPA
(c) 30 s in room temp IPA
(d) N2 dry
A.9 Fine Gates Deposit
Fine Gates Deposit → real chip
1. Prep Thermal Evaporator, Ti, Au
2. Load in chip
3. Pump to < 1 E-6 torr, degas metals
4. Deposit Ti/Au (50/150) (A˚)
5. Liftoff 30+ minutes in Acetone, sonicate 10 s
6. Squirt and wet observe Acetone
7. Squirt IPA, N2 dry
A.10 Outer Connection Layer Pattern
Now comes the somewhat nerve-wracking part of the fab process; the final pat-
terning of the almost finished device. If the chip was cleaved into smaller sections after the
anneal, it is highly recommended that you use the chip gluing method to reduce edge beads
during this process. Also, remember to avoid sonication from here on out.
Outer Connection Layer Pattern → real chip
1. 3 Solvent Clean, NO Sonication, N2 dry
2. Singe/glue chip to coverslip (sec A.2.2)
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3. Spin S1818:
(a) 5 s, 500 rpm, 500 rpm/s
(b) 60 s, 4 krpm, 4 krpm/s
(c) Bake 2 mins @ 115◦ C
4. Expose in Mask Aligner, time determined by dose testing
5. Bake 1 min @ 115◦ C
6. Dip 4 mins in Chlorobenzene. This creates a more firm surface on the resist, forming
an undercut when developing.
7. Develop:
(a) 60 s CD-26
(b) 20 s DI rinse
(c) N2 dry
8. O2 plasma clean, 5s 110 W, 40 sccm
A.11 Outer Connection Layer Deposit
Outer Connection Layer Deposit → real chip
1. Prep Thermal Evaporator, Ti, Au
2. Load in chip
3. Pump to < 1 E-6 torr, degas metals
4. Deposit Ti/Au (100/∼ 1.2x) (A˚), where x is the mesa height measured in sec A.4
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5. Liftoff ∼ 12 hours in Acetone, NO sonication
6. Squirt and wet observe Acetone
7. Squirt IPA, N2 dry
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Catalogue of Devices and Design Tips
Here is a list of devices and wafers studied while coming to the current triple dot
design configuration. Most of the design iteration was accomplished by testing in a He3
system, which cooled down to ∼ 300 mK. This system had a rapid turn around time, where
it was possible to bond a device, cool it down to base temperature, search for Coulomb
blockade, and warm it back to room temperature in a single day if needed. I combined
this rapid turn around with a practice of creating 16 blank devices1, scribing them into
sub-chips of four devices each, and e-beam writing new gate patterns on four devices at
a time. These two techniques allowed for the testing of devices with identical mesas and
ohmics, but modified gate patterns every few days.
The rapid design iteration allowed for the testing of a few design ideas. The
first major breakthrough was the completely linear geometry seen in Fig. 7.1(a), where the
connection to the leads is along the dot axis. By making every exchange coupling between
dots or between dots and the leads along the same line, we remove a degree of freedom in
the dot position. Devices of the style in shown in Fig. 3.2 and 4.1(a) have dots that are free
to move in two dimensions, which drastically increases the parameter space while tuning,
increasing the time it takes to evaluate and configure a device.
The downside to having less parameter space is that the device may not be tunable
into a regime that the experimenter is interested in. In order to have coupling between
1Devices which were processed through sec. A.7 of the recipe, including the mesa etch and the annealed
ohmics.
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Name Grower d (nm) ρ (1011 cm−2) µ (105 cm
2
V s ) doping (10
12 cm−2)
G050329A M. Hanson 110 2.00 2.00
G080721A H. Lu 110 2.30 3.35 4.00
G080721B H. Lu 110 2.40 4.30 4.00
G090402A H. Lu 57 5.22 3.20 4.00
G090402B H. Lu 57 2.79 1.88 2.00
G090402D H. Lu 57 4.14 3.70 8.00
G110523C H. Lu 30 1.18 5.70 8.00
Table B.1: These are the wafers grown for us by Art Gossard, Micah Hanson, and Hong
Lu of UC Santa Barbara. ρ is the electron density in the 2DEG and µ is the mobility,
determined by our growers with quantum hall measurements at ∼ 20 K. The depth of the
2DEG below the surface is given by d, while doping is the nominal density of Si atoms in
the donor layer.
neighboring dots in a linear triple dot, it is necessary to squeeze the lithographic structure
horizontally, placing the dots closer to one another and to the leads. At the same time, the
distance between the vertical gates on the bottom and the horizontal gate that forms the
top wall of the structure has to be kept large enough to allow a quantum dot to form. For
the devices I studied, this increased the coupling strength, and made it possible to observe
simultaneously coupling between the left and middle and the middle and right dots.
The placement of the sensor in the device shown in Fig. 7.1(a) turned out to be
very convenient. By placing the dots between the sensor and the fast gates we were able to
significantly reduce the coupling between gates and sensor. This allowed us to avoid having
to adjust the sensor as we swept over the charge region, as was necessary in Fig. 4.1(b).
The fact that there was no metal gap between dots and sensor may have been balanced by
the fact that the sensor can sit much closer to the dot than in previous double dot designs,
resulting in single-shot times that were comparable2.
2Unpublished results from a new cooldown of the device show that single-shot integration times of a few
µs are achievable in this device, which is consistent with an average cooldown of the device in chapters 4, 5,
and 6.
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Date Chip Wafer d (nm) Docs Temp ALD PB (mV) I (nA) Noisy?
CB7 G050329A 110 30 N N
7/22/10 JM7 G080721B 110 V1, pg 1 4000 N N/A N/A N/A
9/16/10 JM8 G090402D 57 V1, pg 54 30 N 300 35 N
10/26/10 JM8 G090402D 57 V1, pg 148 30 N 250 5 N
1/3/11 JM2 G080702A 110 V2, pg 93 30 Y 250;350 0.4 N
2/21/11 JM10 H G090402A 57 V3, pg 91 30 N 50 0.22 Y
2/23/11 JM10 L G090402A 57 V3, pg 99 30 N 75 0.4 Y
3/3/11 JM10 L G090402A 57 V3, pg 105 286 N 300 14 Y
3/9/11 JM10 J G090402A 57 V3, pg 114 286 Y 250 1.4 N
4/14/11 JM11-1A G090402D 57 V3, pg 126 317 N 200 68 Y
4/18/11 JM11-1C G090402D 57 V3, pg 134 306 N 0 0 Y
4/19/11 JM11-1C G090402D 57 V3, pg 138 307 N 250 9 Y
5/17/11 JM11-2D G090402D 57 V3, pg 146 293 Y 200 0.5 N
5/18/11 JM11-2D G090402D 57 V3, pg 149 294 Y 600 1 N
5/23/11 JM11-2D G090402D 57 V3, pg 151 301 Y 600;1000 1.1 N
5/31/11 JM13-1b-f G110523C 30 V4, pg 10 4000 Y N/A N/A N/A
6/2/11 JM12-1d G080721A 110 V4, pg 11 293 N 300 8 Y
6/13/11 JM12-1a G080721A 110 V4, pg 17 303 N 0 0 Y
6/17/11 JM12-2c G080721A 110 V4, pg 21 303 N 0 0 Y
6/17/11 JM12-2c G080721A 110 V4, pg 21 320 N 300 4.7 ∼
6/20/11 JM12-3c G080721A 110 V4, pg 28 294 Y 250 1.4 Y
6/28/11 JM12-3d G080721A 110 V4, pg 36 310 Y 200 0.4 Y
7/13/11 JM15-3a G080721A 110 V4, pg 40 48 N 200 1 N
8/19/11 JM19-2b G080721A 110 V4, pg 120 49 N 100 2 N
Table B.2: A list of cool downs of triple dot devices investigated. Docs lists the notebook
where the cooldown is recorded, Temp is the temperature in mK that the device was tested
at, ALD lists whether or not a thin layer (∼5 nm) of Al2O3 was deposited through Atomic
Layer Deposition, PB lists the positive bias used during cooldown while I lists the maximum
current measured during cool down. Noisy refers to massive noise in the device transport
that was seen in some devices. Fig. B.1(b) is an example of some of the most severe noise I
saw during the testing. Fig. B.1(c) demonstrates the effect of placing ALD directly under
the gates. Section 3.1 covers some of the details of positive baising a quantum dot structure.
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The testing also revealed a form of charge noise that affected some devices, often
those further from the center of the wafer. The symptom was massive amounts of noise in
the DC transport through the device, which I attributed to leakage from the gates. As seen
in Fig. B.1(b,c), virtually identical devices3 that differ only in a thin layer of Al2O3 under
the gates can show significantly different transport properties. I did not determine if this
noise was process related or wafer related, though the recipe in Appendix A produced the
most quiet results. Placing Al2O3 under the gates was not compatible with qubit work, as it
made the gates hysteretic and prone to more sudden jumps in the electrostatic environment.
VLW VRWVRT
I (A)
No ALD
I (A)
ALD
(a)
(b) (c)
Figure B.1: (a) A micrograph of a lithographically identical device to the ones measured
in (b) and (c). The gate that runs horizontally through the center of the device where the
dots would sit was kept at ground or slight positive voltages. The scale bar is 300 nm in
length. (b) A wall wall plot that measures current passing through the device JM10 L, for
a device that did not have ALD under the gates. (c) A wall wall plot from device JM10 J
that is identical in every way to the device in (b), located a few millimeters away on the
same wafer, but with a thin (∼5 nm) layer of ALD under the gates.
3The mesas and ohmics were made simultaneously, after which the chip was scribed to e-beam write
JM10 L (Fig. B.1(b)) first.
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Cryogenic Measurement
Spin qubit measurement can be thought of as a balance between control bandwidth
and thermal loads/electrical noise. The control of a spin qubit requires precise voltage ma-
nipulation between DC and ∼ 1 GHz; the same pathways that transmit the high bandwidth
voltages provide an easy conduit for noise and heat to enter the experiment, limiting the
coherence of the device.
The large bandwidth is only needed on a few of the control and readout lines,
allowing us to divide this bandwidth up into two regimes. The first is the DC end of
the spectrum which every gate and Ohmic connection needs to define the electrostatic
confining potential1. In practice, the bandwidth of these lines is limited inside the fridge to
be ∼ 0− 300 Hz, allowing for heavy attenuation of most broadband noise. The control and
reflectometry lines require higher bandwidths, which we supply with bulkier coaxial cables.
Large bandwidth coaxial cables are generally better thermal conductors than the DC lines,
so their use is limited to lines that absolutely need it or fridges with lots of cooling power.
The experimental setup used in chapters 7 and 8 was initially constructed by Ed-
ward Laird. I made only a few changes, which I will document here along with a description
of the fridge wiring. The original wiring scheme is detailed nicely in Ref. [Laird, 2009]. The
setup used in chapters 4, 5, and 6 were created by Christian Barthel and David Reilly, and
are detailed in Ref. [Barthel, 2010].
1This also prevents the charging, or “floating”, that affects regions without a DC connection.
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C.1 Configuration of DC lines
The DC lines need to be stable to the 0.01% − 0.1% level on long timescales,
ideally at least the month range. In practice this is a very challenging requirement to meet,
though with the DecaDac2 waveform generators we approach these levels3. The voltages
from the DecaDacs are then divided down by a filter/divider, which provides a division of
5:1 and time constant of 24 ms, and filtered again by a BLP-1.9+, a ∼ 1 MHz lowpass from
MiniCircuits. From there, the lines are connected to the breakout box, which breaks the
twisted pair loom inside the fridge out into individual bnc connections. The signals then
travel through a shielded dsub connection to a Fisher connector at the top of the fridge.
Inside the fridge the signals travel down twisted pair constantine loom, which is
GE varnished to various copper spools at each stage of the fridge. At the mixing chamber
we replaced the resistor bank with a modified “Ferdie Filter”4. Our modified versions
included 1.2 kΩ of resistance from surface mount resistors and 80 MHz surface mount low
pass filters from MiniCircuits5 in a copper enclosure that we bolted to the cold finger of the
fridge. The modification is the removal of the capacitor bank from the filters. We moved
these capacitors to sample pc board, so that we could control which lines had a capacitative
load on it. From there the signals traveled to a 51 pin nano-dsub connector and onto the
sample pc board, where lines that were not coupled to high bandwidth bond pads had 5
nF capacitors to ground (see figure C.5(b,d)). The lines that were coupled to the pulse
2Supplied to us by Jim MacArthur of the Harvard Physics/SEAS Electronics shop.
3The devices exhibit small (equivalent to ∼ mV on a gate) shifts in electrostatic environment on the day
to week timescales, obscuring drifts in the control devices. While ideally we could measure the drift of a
DecaDac itself on the timescale of months, I am not aware of any thorough study undertaken to that effect.
The DecaDac’s appear stable on at least the 1% level on the timescale of months without question.
4Developed by Ferdinand Kuemmeth, who prefers to call them Harvard PC Board Filters. I prefer “Ferdie
Filter”.
5Part number LFCN-80.
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Fridge Setup
Fridge Picture and Schematic Adapted from Laird Thesis 2009
100 pF100 pF
L
R
100 nH
100 pF
dc QPC
bias
(right)
LL

100 nH
100 pF
dc QPC
bias
(left)
70 mK (mixing chamber)
~200 mK  (cold plate)
4 K
Cryogenic amplifier
a)


85 mil Nb/Nb
47 mil Cu/Cu
700 mK (still)
85 mil SS/SS
10 dB
85 mil SS/SS
47 mil Cu/Cu
85 mil Nb/Nb
85 mil Nb/Nb
3 dB
85 mil SS/SS
85 mil SS/SS
1.5 K (pot) 20 dB
85 mil Nb/Nb
85 mil Nb/Nb 85 mil SS/SS
10 dB
85 mil SS/SS
85 mil SS/SS 85 mil SS/SS
43 dB
85 mil SS/BeCu
30 dB
300 K
AC
D
C
S
U
M
85 mil Cu/Cu


Pulse linesTX RX DC lines
Reflectometry
Cold resistors
	

each line)
Sample
DC gate voltages
pulsed gate voltages
Left 
sensor
Right 
sensor
Copper spools
C
op
pe
r l
oo
m
(b
el
ow
 m
ix
in
g 
ch
am
be
r)
C
on
st
an
ta
n 
lo
om
(a
bo
ve
 m
ix
in
g 
ch
am
be
r)
b)
Attenuator
Sapphire stripline
Directional coupler
Bulkhead feedthrough
Figure B.1: Dilution refrigerator equipped with radio-frequency reflectometry setup. (a)
Photograph of the cryostat. (b) Schematic of the electronics inside the cryostat. The grey
background indicates components mounted on the PC board. Key components are: Cryo-
genic amplifier: Quinstar QCA-U230, custom-built; Sapphire stripline: Home-built [111];
Directional coupler: Mini-circuits ZEDC-15-2B; Bias tees: Anritsu K251.
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For the DC wiring, long (⇥ 3 m) sections of constantan loom are used with a total
resistance ⇥ 200   from room temperature to the mixing chamber. At each stage of the
fridge, the loom is wound around one or more copper spools, and between stages a generous
amount of slack is left to minimize the heat load down the fridge. Below the mixing chamber,
copper loom is used to maximize cooling of the sample. As a final stage of filtering, two
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Figure C.1: A schematic of the wiring in the dilution refrigerator used in chapters 7 and
8. Adapted with permission from Ref. [Laird, 2009]. The contents of the sample board are
shown in figure C.5.
gates were coupled to a 50 Ω stripline by a bias tee made of a 100 kΩ resistor and a 33 nF
capacitor.6 The lines that were coupled to the reflectometry circuit were coupled by a bias
tee made of a 5 kΩ resistor and a 100 pF capacitor (see Fig. C.5(e)).
6The long resulting highpass time constant for the pulse line allowed for easy highpass correction of the
pulses, enabling long steady pulses and cleaner single-shot integrations.
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C.2 Configuration of High Bandwidth Lines
There are two types of high bandwidth lines used in this experiment, pulse lines
and reflectometry lines. The pulse lines are attached to the handful of gates that we want
to manipulate on nanosecond timescales. We place attenuators at each stage of the fridge
in order to thermalize the inner conductor, which is insulated by a sheath of plastic from
the outer conductor. The attenuators have a resistance of a few hundred ohms between
the inner and outer conductor, allowing for the flow of heat as well as electrons. The outer
conductors were tied via copper wire to the stages of the fridge, ensuring that the outer was
properly thermalized as well. Since attenuators also dissipate heat, we made sure that every
signal was AC-coupled, preventing a constant voltage across the attenuator from heating
the fridge. We also placed the majority of the 33 dB of attenuation at the highest stages
to dump the majority of the dissipation where we had the greatest cooling power.
The reflectometry line is a little more challenging to thermalize. While attenuation
can be used on the input up to the directional coupler, attenuation can not be used between
the directional coupler and the sample or between the directional coupler and the top of the
fridge. The reason for this is that attenuators in those places reduce the signal we are trying
to receive from the sample, and there is never enough signal to waste on an attenuator. The
attenuation in the directional coupler is used to thermalize the inner and outer conductors
of the readout line, and below the directional couple we often use superconducting coax such
as Nb or NbTi to minimize the heat transfer and maximize the signal.7 On the return path
we employ a DC block8 between the directional coupler and the cold amplifier9, breaking
7We purchase specialty coax like these from Coax Company Ltd.
8We avoid the use of a circulator here because all models we have seen would severely restrict the available
bandwidth. That said, there is potentially some gains to be made by better isolating the cold amp from the
device.
9A Weinreb Amplifier CITLF1, a Cryogenic SiGe Low Noise Amplifier, with a bandwidth from 0.001 -
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the inner conductor with an insulator which inhibits heat transmission.
C.3 High Frequency Control Circuits
In chapter 8 we used a vector source generator10 in conjunction with a wide band-
width Arbitrary Waveform Generator(AWG)11 and a low bandwidth AWG12 that provided
background ramps through multiple charge states. The slow ramps were combined with
the wide bandwidth AWG using the “add input” terminal in the back. This allowed signals
smaller than 2 Vpp to be added onto the output of the AWG. It had the added benefit
of being controlled by an electronic switch inside of the AWG, allowing us to turn off the
switch and electrically isolate the ramp from the setup, which was useful during diagnostics.
Because the ramp was traveling down the coax, the waveform was distorted from the stan-
dard saw tooth ramp by a highpass correction to pass through the bias tee on the sample
board. We were able to run ramps between 47 Hz and 951 Hz, which allowed for rapid
charge scans. The vector source was added through a resistive splitter and an attenuator,
which helped preserve the shape of the AWG waveform.
C.4 Reflectometry
As discussed in references [Schoelkopf et al., 1998; Reilly et al., 2007; Barthel
et al., 2010a], the large resistances of our charge sensing channels (∼ 100 kΩ) combined
with the parasitic capacitances in a twisted pair loom (∼ 1 nF), combine to give lowpass
characteristic frequencies of f3dB = 12piRC ∼ 1 kHz. This low passing effect prevents us
1.5 GHz, 46 dB of gain, and a noise temperature TN ∼ 3.5K. Shielding and high frequency filtering of the
power supply lines is critical to noise performance.
10The vector source was a Rhode & Schwarz SMBV100A.
11The high bandwidth AWG was a Tektronix AWG5014C, with a 1.2 GSPS sample rate and a bandwidth
of ∼ 300 MHz in the mode we used.
12The low bandwidth AWG was an Agilent 33250A.
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Figure C.2: A schematic of the dynamic control system used to manipulate the qubit in
chapter 8. The Agilent 33250 function generators were used to create highpass corrected saw
tooth ramps, which were used to scan over large charge regimes such as Figure 8.1b. The
Tektronix AWG was used to create the high frequency shifts in detuning that initialized,
measured, and reset the qubit, while the Rhode & Schwarz (R&S) SMBV100A vector signal
generator provided the resonant excitations that drove the qubit. Various triggers and clocks
were sent to the AlazarTech PCI card (AlazarTech ATS9400 PCI express digitizer), which
was used to record the output of the reflectometry circuit described in section C.4. The
multiple triggers are to facilitate three separate types of events: the start of a ramp in a
charge scan (Alazar Ch D), the start of a single-shot measurement (Alazar Ch C), and the
start of a sequence of single-shot measurements (Alazar X2, which can also act as an output
in the future).
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from using standard loom to observe fast charge dynamics. In order to get around this
limitation, we utilize the methods pioneered in refs [Schoelkopf et al., 1998; Reilly et al.,
2007], namely reflectometry, to transform our high resistances into low impedances that we
can observer rapidly. A description of how these signals were processed and turned into
state probabilities is discussed in detail in appendix D.
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Figure C.3: A schematic of the reflectometry wiring outside the dilution refrigerator used
in chapters 7 and 8. The contents of the demodulation circuit are displayed in Fig. C.4.
The signal that is being observed via the reflectometry is the voltage reflected
off of the rf-tank circuit attached to the sensor ohmic on the device, as demonstrated in
Ref. [Reilly et al., 2007]. The circuit has a reflection coefficient, Γ, that is sensitive to the
large resistance of the QPC or sensor dot it is attached to, effectively transforming the 100
kΩ load into something near 50 Ω.
The standard model for the operation of the rf-charge readout assumes a perfect
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Figure C.4: A schematic of the reflectometry demodulation circuit used in chapters 7 and
8. The demodulation circuit is attached to the experiment through the wiring in figure C.4.
ohmic contact to the two dimensional electron gas (2DEG). In general we have round it
to be qualitatively correct in most circumstances, but only occasionally quantitative in its
predictions of matching resistance. At at end of this section I will briefly cover possible
reasons for discrepancies between model and reality.
In this basic model shown in Fig. C.5(c), we write the impedance of the circuit as
z(ω) = iωL+
R
1 + iωRC
(C.1)
where L is the inductor value, C is the stray capacitance due to bond wires, surface mount
casings, and 2DEG that the bond wires pass over, and R is the resistance of the device.
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Fridge Setup
Fridge Picture and Schematic Adapted from Laird Thesis 2009
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Figure B.1: Dilution refrigerator equipped with radio-frequency reflectometry setup. (a)
Photograph of the cryostat. (b) Schematic of the electronics inside the cryostat. The grey
background indicates components mounted on the PC board. Key components are: Cryo-
genic amplifier: Quinstar QCA-U230, custom-built; Sapphire stripline: Home-built [111];
Directional coupler: Mini-circuits ZEDC-15-2B; Bias tees: Anritsu K251.
⇥ 190  250 MHz.
For the DC wiring, long (⇥ 3 m) sections of constantan loom are used with a total
resistance ⇥ 200   from room temperature to the mixing chamber. At each stage of the
fridge, the loom is wound around one or more copper spools, and between stages a generous
amount of slack is left to minimize the heat load down the fridge. Below the mixing chamber,
copper loom is used to maximize cooling of the sample. As a final stage of filtering, two
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Figure C.5: A schematic of the PC board sample package used in chapters 7 and 8. (a)
A circuit diagram of a bias tee (Pulse line R: 100k Susumu RR05P100KDCT-ND; C: 33
nF C0G 445-2675-6-ND). (b) A circuit diagram of a lowpass filter found on the PC board
(C: 4.7 nF ATC 700B472JWN). The resistor is not on board, but in the “Ferdie Filter”
mounte to the c l finger for PC board space reasons. (c) A circuit diagram for the
refl c o etry c rcuit. The i duc or L, (L: 1.2 µH Coilcraft 1206CS-122XJL) along with
the device resistance Rd and parasitic capacitance Cp for a tank circuit to reflect incoming
power. The dashed box encloses the bias tee that allows for transport measurements in
addition to high frequency reflectometry measurements (C: 100 pF 490-1351-1-ND; R: 5k
Susumu RR05P4.99kDCT-ND). (d) A picture of the PC board with the sample glued and
bonded in. The inductor and filtering capacitors are highlighted. High frequency signals
brought in with MMCX connectors (135-9701-211). (e) A close up of the high frequency
bias tees surrounding the device. These boards were designed by Jim MacArthur, with help
from Hugh Churchill, Andrew Higginbotham, Peter Nissen, and myself. The idea behind
these boards was to reduce the complexity of device bonding by providing DC and AC lines
evenly throughout the perimeter of the sample area, minimizing the number of bonds which
crossed.
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The reflected power is proportional to |Γ|2, where
Γ(ω) =
z(ω)− z0
z(ω) + z0
, (C.2)
and z0 = 50 Ω. With this, we can express the reflected power as
|Γ|2 = 1− 200R
(50 +R)2 − ω2[L2 − 2CR(L− 1250C)] + C2L2R2ω4 (C.3)
which we can rewrite as
|Γ|2 = 1− 200R
(R+ 50)2 − L2C2R2ω4res + (ω2 − ω2res)2
(C.4)
|Γ|2 = 1− 4GGm
(G+Gm)2[1− L4C (G−Gm)2] + L2C2(ω2 − ω2res)2
(C.5)
where the matching resistance and frequency areRm = L50C and ωres =
1√
LC
√
1− L2C (G2 +G2m),
and G ≡ 1R and Gm ≡ 1Rm are the conductances associated with the device and matching
resistances respectively.
When the tank circuit is excited on resonance, ω = ωres ≈ (LC)−1/2, the reflection
coefficient is very sensitive to changes in conductance around the matching conductance
Gm = 50CL . If we Taylor expand about the matching conductance, we see
|Γ|2 ' 1
4
(
1
G2m
− 50
Gm
)
(G−Gm)2 +O(G−Gm)3, (C.6)
meaning that exactly on the matching condition we are actually relatively insensitive to
changes in conductance. Since the pre-factor scales13 as 1
G2m
= R2m, we can get a sharper
response away from matching by working with a circuit tuned to a high matching resis-
tance/low matching conductance.
As mentioned earlier, the model does not always predict the matching resistance
Rm very well. In particular, real circuits sometimes exhibit a phenomenon where the
13Our devices are usually sensitive in a regime between 10 kΩ and 100 kΩ, making R2m  Rm.
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resonance deepens monotonically with increasing device resistance, but from a range of
G ∼ 0−1e2/h is almost completely insensitive. The resonance is often less than 10 dB deep
in these cases, in contrast to the “good” case where the resonance is modulated by 30 dB
or more. We refer to this as “matching at pinch off”, and it renders the circuit useless for
sensing.
A simple explanation for this is that if there is a large ohmic resistance, higher
than ∼ 1−2 kΩ, it is no longer correct to think of the impedance of the device set entirely by
the real resistance of the sensing channel, with all stray capacitances in the device simply
adding to C. With a high ohmic resistance, one should instead talk about the complex
impedance of the device, where the sensing channel resistance is in parallel with many
capacitive paths to ground, such as the gates and other 2DEG regions. When the sensing
channel resistance becomes very large, in the region where the resonance stops agreeing with
the model, the device impedance becomes dominated by the capacitive paths to ground,
leaving the reflection coefficient unchanged by the sensing channel. Good ohmic contacts
and low resonance frequencies limit these effects.
The model also breaks down in an identical way the presence of long, looping bond
wires. Re-bonding with a shorter path between circuit board and ohmic seems to restore
the circuit to its ideal resonator behavior. As demonstrated in Ref. [Churchill, 2012] among
other places, fabricating superconducting spiral inductors directly next to the ohmic pads
may remove this uncertainty entirely.
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Supplemental Material for Self- Con-
sistent Measurement and State To-
mography of an Exchange-Only Spin
Qubit
This supporting document describes further details of the fabrication, state read-
out, noise modeling, and measurement tomography techniques. The measurement tomog-
raphy section details the pulse sequences and fitting routines used to extract the POVM
elements, as well as the effects of finite bandwidth limitations on the state reconstruction.
D.1 Device
The three-electron system was confined in a lateral triple quantum dot formed in
the two-dimensional electron gas (2DEG) at the GaAs/Al0.3Ga0.7As interface 110 nm below
the surface of the heterostructure. The GaAs/Al0.3Ga0.7As heterostructure was grown on a
solid-source Varian Gen II molecular beam epitaxy (MBE) system equipped with an arsenic
valved cracker source to provided As2 for the growth. The heterostructure was grown on a
semi-insulating (100) GaAs substrate with a growth rate of 1 µm/hr. The 2DEG is formed
by a Si modulation doping (δ-doping) of ∼ 4 × 1016 m−2 (40 nm away from the 2DEG
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interface). Hall effect measurement done at 20K gives a 2DEG density of ∼2.6 × 1015 m−2
and a mobility of ∼43 m2/V s.
High bandwidth coaxial lines were attached to the left, middle, and right plunger
gates of the triple quantum dot, and a radio-frequency (rf) reflectometry circuit was con-
nected to a neighboring quantum dot for fast state readout [Reilly et al., 2007; Barthel
et al., 2009]. The experiment was performed in a dilution refrigerator equipped with the
cryogenic amplifier specified in section C.2 (noise temperature TN ∼ 3 K), with an electron
temperature of ∼ 120 mK. An in-plane external magnetic field of 300 mT was applied along
the dot connection axis1 [see Fig. 7.1(a)].
D.2 Measurement and Normalization
D.2.1 Normalizations Based on Single-Shot Outcomes
A uniform normalization procedure was used for all data in Figs. 7.2-7.5 to con-
vert the measured reflectometry signals into output probabilities. For a given set of pulse
parameters (εS, τS, τ1+τ2, τ1-τ2, etc.), the qubit was measured using four preparation and
measurement routines. In the first two routines, the state |Sl〉 was prepared in 201 then
measured either in 201 (|Sl〉 projection, yielding P1) or in 102 (|Sr〉 projection, yielding P2).
In the other two routines, the state |Sr〉 was prepared in 102 then measured either in 201
(|Sl〉 projection) or in 102 (|Sr〉 projection). Each measurement consisted of sitting at the
measurement point—εMl (ε
M
r ) for |Sl〉 (|Sr〉) readout—and integrating the demodulated rf
signal reflected from the impedance transforming circuit shown in Fig. C.5 [Reilly et al.,
2007] attached to the rf-sensor quantum dot for τM = 50 µs to yield vrf .
This process was then repeated while stepping one of the pulse parameters (εS,
τS, τ1+τ2, τ1-τ2, etc.). Each sequence was then repeated 213 or 214 times to obtain mea-
1This is the [110] crystal axis.
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surement statistics. The resulting data was then histogrammed, following the procedure in
Ref. [Barthel et al., 2009], and fit to a function of the form,
S
201
T
111
vrf(mV)
n
l(
v r
f
)
Figure D.1: A histogram of outcomes for Fig. 7.3(a). Red solid curve is a fit to equation
(E.1).
nl(vrf) =
P1√
2piσ2
exp
[
−(vrf − v
201
rf )
2
2σ2
]
+ e−τM/T1
(1− P1)√
2piσ2
exp
[
−(vrf − v
111
rf )
2
2σ2
]
+
∫ v111rf
v201rf
dV√
2piσ2
τM
T1
(1− P1)
∆vrf
exp
[
−τM
T1
V − v201rf
∆vrf
− (vrf −V)
2
2σ2
]
, (D.1)
where nl(vrf) is the fraction of histogram events with outcomes vrf for a measurement in
201, v201rf is the reflected voltage corresponding to double occupancy in the left dot, v
111
rf
is the reflected voltage corresponding to single charge occupancy in the all three dots,
∆vrf ≡ v111rf − v201rf , P1 is the fraction of 201 outcomes in the data set, T1 is the relaxation
time at εMl , τM is the measurement time, and σ is the standard deviation of the histogram
peaks due to noise in the rf equipment and shot noise intrinsic to the rf sensor dot. For
measurements in the right dot, nr has an identical form, with all 201 notations replaced
with 102 and P1 replaced with P2.
The extracted parameters v201rf and v
111
rf are then used to normalize the return
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probabilities on the left side,
P 01 (ε
S, τS) =
〈vrf(εS, τS)〉 − v111rf
v201rf − v111rf
, (D.2)
where 〈vrf(εS, τS)〉 is the average voltage over all repetitions of the measurement sequence
for a specific εS and τS. P 02 is normalized similarly, with v
201
rf replaced by v
102
rf .
Equation (E.2) converts vrf into a probability, but it does not account for relaxation
during the measurement time τM, where a 111 state relaxes to a 201 state for |Sl〉 projections
or a 102 state for |Sr〉 projections. Relaxation during the measurement was accounted for
using a two step process. The histogram shape is only weakly dependent on the precise value
of T1, but failing to allow for relaxation of the 111 charge state would underestimate the
separation between histogram peaks. T1 decay was therefore included in equation (E.1) to
determine the peak positions v201rf and v
111
rf accurately, but the T1 fit parameter is not itself
an accurate measurement of the relaxation time in the data. In order to more accurately
correct for relaxation, we project a state prepared as |Sr〉 in 102 against |Sl〉 in 201, and
record the probability as P cal1 , at the beginning of each sequence and compare it with the
theoretical value |〈Sr|Sl〉|2 = 0.25; we confirm the theoretical value by measuring relaxation
as a function of measurement time τM, as described in Sec. B.2. Traces were then corrected
as
P1 = 1− (1− P 01 )
1− 0.25
1− P cal1
(D.3)
A measurement of a state prepared as |Sl〉 and measured in 102 is similarly used to correct
for T1 decay in P2.
D.2.2 T1 Relaxation During Measurement
The relaxation time was extracted from a measurements of the dependence of the
uncorrected singlet probabilities P 01 and P
0
2 as functions of the integration time τM for |Sl〉
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Figure D.2: (a) Schematic for preparing |Sl〉 and projecting it onto |Sr〉. (b) Experiment
(triangles) and numerics (solid curve) for the probability of measuring a singlet in 102 if the
state was prepared as |Sl〉 in 201, as a function of measurement time τM. The numerical
results are uncorrected for relaxation during the measurement. Numerical result is a fit
to the function (D.4) with fit parameters T1 = 137 ± 9 µs and |〈Sr|Sl〉|2 = 0.24 ± 0.01 at
τM = 0. (c) Schematic for preparing |Sr〉 and projecting it onto |Sl〉. Experiment (triangles)
and numerics (solid curve) for the probability of measuring a singlet in 201 if the state was
prepared as |Sr〉 in 102, as a function of measurement time τM, uncorrected for relaxation
during the measurement. Numerical result is a fit to the function (D.4) with fit parameters
T1 = 110± 8 µs and |〈Sr|Sl〉|2 = 0.24± 0.02 at τM = 0.
measured in 102 and |Sr〉 measured in 201. The observed dependence was well described
by exponential relaxation of triplets integrated over the measurement time,
1− P 01 =
1
τM
∫ τM
0
dt(1−A)e−t/T1
P 01 = 1−
(1−A)T1
τM
(1− e−τM/T1), (D.4)
where A is the fraction of singlets present at τM = 0, and corresponds to |〈Sr|Sl〉|2 in the
absence of any evolution when pulsing the prepared state to the measurement position. The
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expression for P 02 is identical, with T1 referring to the measurement relaxation on the right
rather than the left. In the data shown in Fig. D.2, extrapolation to zero measurement
time yields A = 0.24± 0.02 for both P 01 and P 02 . This allows us to correct for relaxation by
normalizing the data with the theoretical singlet probability.
D.3 Figure 7.4(b) Theory Curves
D.3.1 Pure Electrical Dephasing
We model exchange rotation in the presence of low-frequency detuning noise as:
P1(τS) =
5
8
{
1− cos[τSJ(τS)] exp
[
−
(
τS
T ∗2
)2]}
, (D.5)
where T ∗2 is a characteristic time for dephasing due to electrical noise. Rise-time effects,
due for instance to bandwidth limits of the coaxial cable, are modeled as an exponential
rise in the exchange,
J(t) = J0
[
1− exp
(
− t
τR
)]
. (D.6)
The dashed gray curve in Fig. 7.4(b) of chapter 7 used the parameters J0 = 391 neV,
T ∗2 = 25 ns, and τR = 13 ns.
D.3.2 Dephasing due to Nuclei - Ladd Curve
Following Ref. [Ladd, 2012], Eqs. 9, 14-16, we model the effect of nuclear fluctua-
tions on the qubit as
P1(τS) =
1
2
+
1
4
{
−I1(τS) + exp
[
−3
2
(σ∆BτS)2
]
I2(τS)
}
, (D.7)
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where
I1(t) =
√
piJ(t)
4σ∆B
exp
[
J(t)2
8σ2∆B
]
erfc
[
J(t)
2
√
2σ∆B
]
×{
1−
√
A(t, J, 0) cos
[
tJ(t) +
1
2
cos−1
(
A(t, J, 0)
)]}
(D.8a)
I2(t) =
√
A(t, 2J, 0)
{
cos[tJ(t)] + cos
[
tJ(t) +
1
2
cos−1
(
A(t, 2J, 0)
)]}
(D.8b)
A(t, ξ, ω) =
1√
1 +
[
4σ2∆Bt
ξ (1 + 2ω)
]2 (D.8c)
J(t) = J0
[
1− exp
(
− t
τR
)]
(D.8d)
Here, we take the standard deviation of the nuclear fluctuations to be the same in each dot,
which simplifies the expressions in Ref. [Ladd, 2012]. The solid gray curve in Fig. 7.4(b) of
chapter 7 uses fit parameters J0 = 386± 2 neV, σ∆B = 1.9± 0.2 mT, and τR = 13 ns.
D.3.3 Numerical Model: Electrical and Nuclear dephasing
In order to incorporate both electrical and magnetic sources of noise, we used a
numerical model for the time evolution of an initial |Sl〉 in the presence of both exchange
interactions Jl and Jr, as well as longitudinal field gradients ∆Bl and ∆Br. The finite
bandwidth of the coax and function generator are accounted for with an exponential turn-
on as described in Sec. C.1. We take Jr to be Gaussian distributed, appropriate for small
amplitude fluctuations in εS over a range where Jr varies approximately linearly with εS,
that is, δJ ≈ (∆Jr/∆εS)δεS. In the region of detuning where dJr/dεS  dJl/dεS, only
fluctuations in Jr were taken into account. Since the left exchange was decreasing while the
right exchange was increasing, they were approximated as:
Jl = J0l e
−t/τR (D.9)
Jr = J0r (1− e−t/τR) + δJ (D.10)
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The effects of the slowly fluctuating nuclear bath were incorporated by taking an
ensemble average over Gaussian distributions of nuclear gradients between the left and mid-
dle (∆Bl) and middle and right (∆Br) dots. Limiting this model to detuning regions away
from the |Q+〉-|Sl〉 and |Q+〉-|Sr〉 anti-crossings, transverse components of the hyperfine
field can be safely neglected, leaving only gradients between longitudinal components. This
model assumes a Gaussian distribution of classical nuclear gradients, with no back-action
on the nuclei from the qubit.
Explicitly, P1 was evaluated numerically using a uniform step size,
P1(τS) =
∫
d∆Bl d∆BrdδJ
(2pi)3/2σ2BσJ
∣∣∣〈Sl|e−iH1τS/~ |Sl〉∣∣∣2 e−(∆B2l +∆B2r )/(2σ2B)−(δJ)2/(2σ2J ) (D.11)
≈
∑ (∆Bmax −∆Bmin)2(Jmax − Jmin)
(2pi)3/2σ2BσJN
3
step
∣∣∣〈Sl|e−iH1τS/~ |Sl〉∣∣∣2 (D.12)
× e−(∆B2l +∆B2r )/(2σ2B)−(Jr−J0r )2/(2σ2J ),
where τS is the time spent during the rotation, σB is the standard deviation of the Gaussian
distribution of classical values that each nuclear gradient could achieve, σJ is the standard
deviation of the Gaussian distribution of Jr values, Nstep is the number of discrete values
sampled for each Gaussian, ∆Bmax and ∆Bmin are the limits of ∆Bl and ∆Br values
sampled, Jmax and Jmin are the limits of δJ values sampled, τR is the turn-on time for
the exchange, H1 is the Hamiltonian at the dephasing position. The Hamiltonian consisted
of two parts, the model laid out in Ref. [Laird et al., 2010], and a nuclear Hamiltonian;
H(ε1) = HJ(Jl, Jr) + γHB(∆Bl,∆Br), where γ = gµB = −25.4 neV/mT.
We can write the exchange Hamiltonian in the basis of (|0〉-|1〉-|Q〉) as:
HJ =

−34(Jl + Jr)
√
3
4 (Jl − Jr) 0
√
3
4 (Jl − Jr) −14(Jl + Jr) 0
0 0 0
 (D.13)
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Here, the zero energy state has been shifted relative to HJ(ε) in chapter 7 to make the
energy of the |Q〉 state zero at zero detuning. This brings our notation into agreement with
Ref. [Laird et al., 2010].
The longitudinal nuclear terms in this basis are:
HB =

1
6(∆Bl −∆Br) 12√3(∆Bl + ∆Br) −
1
3
√
2
(∆Bl −∆Br)
1
2
√
3
(∆Bl + ∆Br) −16(∆Bl −∆Br)
√
1
6(∆Bl + ∆Br)
− 1
3
√
2
(∆Bl −∆Br)
√
1
6(∆Bl + ∆Br) 0
 (D.14)
where ∆Bl = (Bz1 − Bz2) and ∆Br = (Bz2 − Bz3) are the differences in local magnetic field
along the zˆ direction. Terms that only contribute a global phase in this basis have been
dropped for clarity.
A fit to this model yields: J0l = 21 ± 8 neV, J0r = 388 ± 2 neV, σB = 2.0 ± 0.1
mT, σJ = 19 ± 2 neV, τR = 12.6 ± 0.2 ns. The distributions were each sampled evenly 12
times (Nstep) each for a total of 123 = 1728 samples between 3σB and −3σB for the nuclei
and between 3σJ and −3σJ for δJ . This gives the solid black curve in Fig. 7.4(b).
D.4 Figure 7.5(d) Echo with Hyperfine Dephasing and Leak-
age, without Electrical Noise
The partial echo [Fig. 7.5(d) in chapter 7] was analyzed using a model similar to
the one used in Fig. 7.4(c). The timescales involved in the echo are much longer than the
rise time τR, so the phenomenological exponential turn on of the exchange is removed for
simplicity. In addition, since the dephasing was dominated by nuclei in Fig. 7.4 the noise
on Jr is omitted.
The model includes the evolution of an initial |Sl〉 under the action of the three
exchange pulse sequence in the limit of instantaneous rise times in the qubit environment
of 111. The pulses are evaluated in a piecewise-static manner, ignoring the weak adiabatic
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effects associated with pulsing from one detuning position to the other. Explicitly, P1 was
evaluated numerically using a uniform step size as:
P1(τ1, τ2) =
∫
d∆Bl d∆Br
2piσ2B
∣∣∣〈Sl|e−iH(ε1)τ2/~ e−iH(ε2)τpi/~ e−iH(ε1)τ1/~ |Sl〉∣∣∣2 e−(∆B2l +∆B2r )/(2σ2B)
(D.15)
≈
∑ (∆Bmax −∆Bmin)2
2piσ2BN
2
step
(D.16)
×
∣∣∣〈Sl|e−iH(ε1)τ2/~ e−iH(ε2)τpi/~ e−iH(ε1)τ1/~ |Sl〉∣∣∣2 e−(∆B2l +∆B2r )/(2σ2B),
where τ1(2) is the time before (after) the pi pulse, σB is the standard deviation of the
Gaussian distribution of nuclear gradients, Nstep is the number of discrete values sampled
for each gradient, ∆Bmin and ∆Bmax are the limits of ∆Bl and ∆Br values sampled, H(ε1)
is the Hamiltonian at the dephasing position, including nuclei, andH(ε2) is the Hamiltonian
for the pi pulse. The Hamiltonians were of the same form as equations (D.13) and (D.14),
with H(ε1) = HJ(0, Jr) + γHB(∆Bl,∆Br), H(ε2) = HJ(Jl, 0) + γHB(∆Bl,∆Br). The
values used in the model were γ = gµB = −25.4 neV/mT, σB = 1.7 mT, Jr = 276 neV,
Jl = 824 neV. The magnetic field gradients were each sampled uniformly between 3σB and
−3σB, with Nstep = 40.
D.5 Measurement Tomography for the Exchange Only Qubit
D.5.1 Measurements and Measurement Operators
In order to determine the populations (|0〉〈0|, |1〉〈1|) and coherences (Re[|0〉〈1|],
Im[|0〉〈1|]) in the qubit subspace (four unknowns), as well the population of the leakage state
(|Q〉〈Q| ≡ 1 − |0〉〈0| − |1〉〈1|), we need to perform four measurements. The measurement
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probabilities can be expressed in the following fashion:
P1(ρ) = Tr[E1ρ] (D.17a)
P2(ρ) = Tr[E2ρ] (D.17b)
P3(ρ) = Tr[E3ρ] (D.17c)
P4(ρ) = Tr[E4ρ] (D.17d)
where ρ denotes an unknown input state and Ei is a measurement operator that describes
the fidelity of a singlet outcome for a measurement in the ith basis If we have a set of five
(or more) known input states, ρj , one can use those states to measure the E1, E2, E3, and
E4 by solving the set of equations (D.17). Once the Ei are determined, we can reconstruct
any unknown state ρ from the four probabilities, P1, P2, P3, and P4.
Our measurement tomography approach uses known input states to characterize
the measurement operators Ei. Of the five required input states, three are relatively easy
to prepare. These are the two initialization states, |Sl〉 and |Sr〉, and the completely mixed
state. Their density matrices in the |0〉-|1〉-|Q〉 basis can be written as:
ρ1 = |Sl〉〈Sl| =

3
4 −
√
3
4 0
−
√
3
4
1
4 0
0 0 0
 (D.18)
ρ2 = |Sr〉〈Sr| =

3
4
√
3
4 0
√
3
4
1
4 0
0 0 0
 (D.19)
ρ5 = |mixed〉〈mixed| =

1
3 0 0
0 13 0
0 0 13
 (D.20)
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We create ρ5 by pulsing to regions of large Jl and Jr repeatedly, allowing the state
to dephase around both rotation axes as well as the nuclear gradients. The preparation
of the dephased state is confirmed by comparing measurements of the dephased state that
was initially prepared as |Sl〉 with the state initially prepared as |Sr〉. The only way that
these two outcomes will be identical is if they are both completely dephased in the qubit
space. The length of the sequence is many times larger than T ∗2,nuc, which when combined
with the pulses yields a completely mixed state with |Q〉 as well2. This state allows for the
characterization of the |Q〉 fidelity in each measurements, which is not necessarily identical
to the qubit triplet-like (|Tl〉 and |Tr〉) fidelity.
Those three states are entirely real by construction. It is more challenging to
prepare high fidelity states with Im[|0〉〈1|] 6= 0, which are needed to fully characterize the
system. These superposition states allow us to characterize the complex quanties of our
measurement operators, and in turn allow us to measure any superposition of states in the
qubit subspace. Since we do not have access to initialization states with Im[|0〉〈1|] 6= 0, we
need to create these states through evolutions under control pulses. These pulses themselves
contain noise. The extent to which we correctly account for the dephasing and leakage that
occurs during the preparation of these states determines our ability characterize the two
rotated input states, ρ3 =
∣∣∣RˆrSl〉〈SlRˆr∣∣∣ and ρ4 = ∣∣∣RˆlSr〉〈SrRˆl∣∣∣, and therefore E3 and E4.
We incorporate the details of the evolution, including noise, into the estimation of our input
states using MLE techniques, which results in a more accurate state reconstruction.
The final algorithm we use simultaneously estimates the evolution of ρ3 and ρ4 as
well as the POVM elements E1−E4 by using a Levenberg-Marquardt least-squares method
to minimize the difference between the output of the model and the measured probabilities
2The |Q〉 mixing is confirmed by allowing for preparation infidelity in the MLE routine, and finding that
the most likely population of the leakage state is 0.336, as opposed to the ideal 0.333. The ideal value is
used in the data presented.
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associated with ρ1 − ρ5. This gives us our Maximum Likelihood Estimate for E1 − E4.
D.5.2 Creation and Determination of the Known Input States
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Figure D.3: Schematics for pulse sequences that create the five input states. (a) Input
state ρ1. (b) Input state ρ2. (c) Input state ρ5 prepared from an initial |Sl〉. (d) Input state
ρ3. (e) Input state ρ4. (f) Input state ρ5 prepared from an initial |Sr〉.
One way to minimize the error in estimating ρ3 and ρ4 is to spread ρ3 and ρ4
out into a set of input states that evolved under a common axis of rotation for a range of
rotation times τ3 and τ4. In other words, ρ3 becomes a set of states ρ3(τ3) evolving at ε3
and ρ4 becomes a set of states ρ4(τ4) evolving at ε4. With these sets of rotation times, we
can accurately estimate axis of the rotations and the frequency of the rotation at the fixed
detunings ε3 and ε4, and therefore each state in the series ρ3(τ3) and ρ4(τ4). In this manner
we can prepare a set of reasonably high fidelity input states that are superpositions of our
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measurement basis states with complex coefficients.
Explicitly, we take the effective Hamiltonian for this system, equations (D.13) and
(D.14), and evolve the initial density matrix in time. We then average that evolution over
a distribution of ∆B’s, calculate the probabilities using equations (D.17) and compare it
to the data. The fitting procedure, if started from good initial guesses (which we generate
iteratively through incremental fits, and incremental relaxation of constraints), can generate
the MLE for the Hamiltonian parameters and every element of E1, E2, E3, and E4.
The fit is performed by calculating the theoretical Hamiltonian of the system,
using the same techniques that were employed for the FID and the partial echo. Assuming
time independent Hamiltonians, ρ3(τ3) and ρ4(τ4) can be written as
ρ3(τ3) =
∫
d∆Bl d∆Br
2piσ2B
e−iH(ε
3)τ3ρ1e
iH(ε3)τ3e−(∆B
2
l +∆B
2
r )/(2σ
2
B) (D.21)
ρ4(τ4) =
∫
d∆Bl d∆Br
2piσ2B
e−iH(ε
4)τ4ρ2e
iH(ε4)τ4e−(∆B
2
l +∆B
2
r )/(2σ
2
B), (D.22)
where H(ε3) = HJ
[
Jl(ε3), Jr(ε3)
]
+ γHB (∆Bl,∆Br),
H(ε4) = HJ
[
Jl(ε4), Jr(ε4)
]
+ γHB (∆Bl,∆Br), and σB is the standard deviation of the
Gaussian distribution of nuclear gradients. We then generate the probabilities for each
measurement using Eqs. (D.17). The Levenberg-Marquardt least-squares algorithm sub-
sequently optimizes the parameters of H(ε3), H(ε4), and σB to minimize the difference
between measured and calculated probabilities. The estimates that the fitting function pro-
duce come with error bars, which may be useful indications of the reliability of the MLE
output.
There is a further improvement that we can make to this scheme. ρ3(τS) and ρ4(τS)
are formed by pulsing to a region of high exchange, and then pulsing to the settle point,
while ρ1 and ρ2 are formed by pulsing from 201 and 102 respectively. This can increase the
lowpass effects that the settle point is trying to mitigate. To improve the situation, and
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to have ρ1, ρ2, and ρ5 have equal weight with ρ3(τS) and ρ4(τS), we can evolve ρ1 and ρ2
under the same Hamiltonians as ρ4(τS) and ρ3(τS) respectively, where ρ1 is approximately
an eigenstate of the Hamiltonian that evolved ρ4(τS), and ρ2 is approximately an eigenstate
of the Hamiltonian that evolved ρ3(τS).
A few further improvements were made to the calibration routine to mitigate the
low-pass effects of the coaxial lines:
• A voltage overshoot was added to the first 833 ps of the pulse to εS for ρ3(τ3) and
ρ4(τ4). This makes the pulse shapes closer to the ideal square pulse, which is easier
to evaluate in our fitting routine.
• The calibration routine records the evolution of ρ3(τ3) and ρ4(τ4) for τ3, τ4 > 4 ns,
which further reduces the effects of transients at the beginning of the pulses.
• The settle point employed directly before measurement is a tradeoff between decou-
pling the rotation pulses from the measurement pulses, which improves with settle
time τW, and the dephasing brought on by nuclei, which gets worse with increasing
τW. The settle time needed increases with the amplitude of the pulse directly before
the settle point. In order to keep τW to a minimum, ρ1 is placed at ε4 for τ1 = 5 ns,
the evolution point for ρ4(τ4), where it is approximately an eigenstate. This prevents
the need to pulse all the way from 201 to the settle point, which is a significantly larger
amplitude pulse. ρ2 is similarly placed at ε3 for τ2 = 5 ns to reduce the amplitude
necessary to bring it to the settle point as well. The time spent at ε3 and ε4 is then
incorporated into the fitting routine as well, making ρ1(τ1 = 5 ns) and ρ2(τ2 = 5 ns).
• ρ1(τ1 = 5 ns), ρ2(τ2 = 5 ns), ρ5 are then repeated to give them the same weight in the
fitting routine as ρ3(τ3) and ρ4(τ4).
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As the last refinement, we allow for small preparation infidelities, which are in-
cluded as incoherent mixtures of |Tl〉+|Q〉 and |Tr〉+|Q〉 into ρ1(τ1 = 5 ns) and ρ2(τ2 = 5 ns)
respectively. This adds two more free parameters.
There are 27 unknowns in this problem: five unique quantities for each of the four
measurement operators, two unknown exchange terms at ε3 and two at ε4, one unknown
for the standard deviation of the nuclear gradients, and two unknowns for the preparation
infidelities. These 27 parameters were optimized over the entire data set, resulting in the
best estimate of the POVM elements and the Hamiltonians at the calibration positions.
Once the system is fully characterized, we invert equation (D.17), this time using
known Ei’s, to solve for the unknown ρ. This solution is then used to create the MLE
output using the techniques described in Ref. [Smolin et al., 2012].
D.5.3 Normalization of Single-Shot Data in Fig. 7.6
Unlike the charge sensor normalization procedure used for the data in Figs. 7.2-7.5,
which was covered in Sec. D.2, the data in Fig. 7.6 was not normalized by extracting v201rf and
v111rf and normalizing the average voltage. Instead, we used a single-shot threshold voltage,
vTrf , which was chosen to separate 201 and 111 outcomes, as was done in Ref. [Barthel et al.,
2009]. This allowed us to make a clean comparison to previous single-shot measurements,
including the definitions of measurement fidelity. The downside of this method is that it
reduces the visibility of the oscillations, which is part of the reason for the reduced amplitude
in Fig. 7.6. Pi is then defined as the fraction of outcomes whose vrf is on the 201 (for P1
and P3) or 102 (for P2 and P4) side of vTrf .
Figure D.4 shows the example data for the calibration routines which determine
E1-E4. The markers are the measurements of the known input states ρ1-ρ5, while the solid
curves are the outputs of the MLE routine that extracts the Hamiltonian parameters and
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Figure D.4: The calibration curves and their fits. (a) ρ1 (b) ρ2 (c) ρ3 (d) ρ4 (e) ρ5
the POVM elements. The calibration for ρ1, ρ2, and ρ5 are repeated to provide an equal
weighting with ρ3 and ρ4 in the MLE routine. The Hamiltonian parameters are: for ρ3(τ3):
Jl(ε3) = 33±8 neV, Jr(ε3) = 380±4 neV, for ρ4(τ4): Jl(ε4) = 530±8 neV, Jr(ε4) = 4±10
neV, σB = 2.8 ± 0.1 mT. These parameters define four measurement axes, which when
inverted yield the data in Fig. 7.6.
D.6 Theory Curves in All Panels of Fig. 7.6
In the presence of sharp (instantaneous) pulses, the theory curve for the |Sr〉
initial state stays close to the plane that cuts though |Sr〉 and the origin, perpendicular to
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Figure D.5: Same data as Fig. 7.6 of chapter 7, here showing a comparison of models
using instantaneous pulses (dashed gray), and bandwidth limited pulses (blue).
Jl. This is because the pulses move rapidly through the center of 111, where Jl and Jr are
both active. If that region is traversed slowly, the net rotation pulls the state towards |Sl〉,
with the end result being that subsequent rotations around Jl trace out a larger circle on
the Bloch sphere as it approaches a great circle. To correct for this increased circumference,
the full bandwidth limited pulse shape is needed.
The theory curves in Fig. 7.6 of chapter 7 were generated by solving the Liouville-
von Neumann equation, i~ρ˙ = [H(ε), ρ], where H(ε) is a function of the time-dependent
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pulse detuning, as well as the nuclear gradients, ∆Bl and ∆Br. Jl and Jr are modeled
following Ref. [Laird et al., 2010], with the modification that the tunnel couplings are
themselves a Gaussian function of the detuning. This modification was necessary to explain
the data in Figs. 7.3 and 7.6.
Jl(t) =
α
2
[−εC − ε(t)] +
√√√√{t exp[−(εC + ε(t)
Wt
)2]}2
+
α2
4
[εC + ε(t)]2 (D.23)
Jr(t) =
α
2
[−εC + ε(t)] +
√√√√{t exp[−(εC − ε(t)
Wt
)2]}2
+
α2
4
[εC − ε(t)]2 (D.24)
Here, the tunnel coupling width Wt = ε0/0.55 mV, the charge transition detuning ε
C = 18
mV, the lever arm α = 40µeV/mV, and the tunnel coupling t = 22µeV.
To model the system accurately, the ordinary differential equation (ODE) was
solved up to the end of the rotation at εS for each value of τS. Those solutions were then
used as the initial values in a second solution, where the system was pulsed to the settle
point for a time τW before pulsing the the measurement point. The pulses were modeled as
the low passed output of the intended piecewise functions,
εA(t) =

ε0 + (ε1 − ε0)[1− exp(− t−t0τR )] if t0 ≤ t < t1(
ε0 + (ε1 − ε0)[1− exp(− t1−t0τR )]
)
exp(− t−t1τR )
+ε2[1− exp(− t−t1τR )] if t1 ≤ t < τS,
(D.25)
where ε0 is the measurement point, ε1 is a resting point at large exchange prior to the
rotation, and ε2 is the rotation point εS. The time spent at the resting point starts at
t0 = −2.5 ns, while the time at the rotation point starts at t1 = 0 ns. The set of pulses
used in the second ODE were
εB(t) =
{
εA(τS) exp(− t−τSτR ) if τS ≤ t < τS + τW, (D.26)
which accounted for the approach to the settle point. After this, the POVM elements take
effect, describing the rest of the measurement.
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The time evolution is calculated for each configuration of ∆Bl and ∆Br, and
averaged over a Gaussian weighting for each gradient, the standard deviation of which was
extracted in the POVM characterization routines described above. No exchange noise was
included in this model. The measurement probabilities associated with the averaged solution
of the Liouville-von Neumann equation were then extracted using equations (D.17). The
population of the |Q〉 state was extracted as PQ = |Q〉〈Q|, The Bloch sphere vector length
is extracted from the qubit subspace of the density matrix as |~r| =
√
(ρ∗x)2 + (ρ∗y)2 + (ρ∗z)2,
where
ρ∗ =
|0〉〈0| |0〉〈1|
|1〉〈0| |1〉〈1|
 (D.27)
is the density matrix of the qubit subspace. Here, ρ∗x = Tr[ρ∗σx] = 2Re[|0〉〈1|], ρ∗y =
Tr[ρ∗σy] = −2Im[|0〉〈1|], and ρ∗z = Tr[ρ∗σz] = |0〉〈0| − |1〉〈1|.
153
Appendix E
Supplementary Information for Res-
onant Microwave Control of a Sym-
metric Exchange-Only Spin Qubit
E.1 Measurement and Normalization
A single normalization procedure was used for all data in chapter 8 to convert the
measured reflectometry signals into output probabilities. It is similar to the normalization
procedure described in section D.2, except that the normalize of the T1 decay does not
depend on measuring the overlap between |Sr〉 and |Sl〉. A measurement of the overlap
|〈Sr|Sl〉 |2 requires diabatic passage through the center of the 111 region. In our current
setup, the large gap in the center region forces our state to adiabatically follow the lower
branch. Normalization of T1 is done through a separate independent measurement of T1 for
each figure, as described below.
As in section D.2, the measurements of a given parameter (ε, ω, burst power, etc.)
was repeated 213 or 214 times to obtain measurement statistics and then histogrammed,
following the procedure in Ref. [Barthel et al., 2009]. The resulting histogram, shown in
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Fig. D.1, is fit to a function of the form,
n(vrf) =
P√
2piσ2
exp
[
−(vrf − v
102
rf )
2
2σ2
]
+ e−τM/T1
(1− P )√
2piσ2
exp
[
−(vrf − v
111
rf )
2
2σ2
]
+
∫ v111rf
v102rf
dV√
2piσ2
τM
T1
(1− P )
∆vrf
exp
[
−τM
T1
V − v102rf
∆vrf
− (vrf −V)
2
2σ2
]
, (E.1)
where n(vrf) is the fraction of histogram events with outcomes vrf for a measurement in
102, v102rf is the reflected voltage corresponding to double occupancy in the right dot, v
111
rf
is the reflected voltage corresponding to single charge occupancy in the all three dots,
∆vrf ≡ v111rf − v102rf , P is the fraction of 102 outcomes in the data set, T1 is the relaxation
time at εM , τM is the measurement time, and σ is the standard deviation of the histogram
peaks due to noise in the rf equipment and shot noise intrinsic to the rf sensor dot.
The extracted parameters v102rf and v
111
rf are then used to normalize the return
probabilities P as
P =
〈vrf〉 − v111rf
v102rf − v111rf
, (E.2)
where 〈vrf〉 is the average voltage for a particular parameter (ε, ω, burst power, etc.) over
all repetitions of the measurement sequence.
Equation (E.2) converts vrf into a probability, but it does not account for relaxation
during the measurement time τM, where a 111 state relaxes to a 102 state. As described in
Ref. [Johnson et al., 2005b], P is related to the actual probability P 0 through
P 0 =
1
τM
∫ τM
0
dt P exp
(
− t
T1
)
= P
T1
τM
[
1− exp
(
−τM
T1
)]
. (E.3)
By knowing τM and T1, we can correct for measurement relaxation. A measurement of the
relaxation time at εM is acquired for each section of data in chapter 8, by fitting the average
probability as a function of τM, as shown in Fig. D.2.
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E.2 Model of the exchange interactions
We find that the exchange interactions Jl and Jr are well described by the model
laid out in section D.6 as
Jl =
α
2
(−ε0 − ε) +
√√√√{t exp[−(ε0 + ε
Wtε0
)2]}2
+
α2
4
(ε0 + ε)2 (E.4)
Jr =
α
2
(−ε0 + ε) +
√√√√{t exp[−(ε0 − ε
Wtε0
)2]}2
+
α2
4
(ε0 − ε)2, (E.5)
where α is the lever arm between ε and energy, Wt is a phenomenological suppression of
the tunnel coupling with ε, and ±ε0 is the detuning of the 111-102 and 111-201 charge
transitions, or half the width of the 111 region. We can then write Jz = −14 (Jl(ε) + Jr(ε))
as
Jz =
1
4
αε0 −
√√√√{t exp[−(ε0 + ε
Wtε0
)2]}2
+
α2
4
(ε0 + ε)2
−
√√√√{t exp[−(ε0 − ε
Wtε0
)2]}2
+
α2
4
(ε0 − ε)2
 . (E.6)
At ε = 0, eq (E.6) simplifies to
Jz = α
Vm − V 0m
8
− 1
2
√√√√{t exp[−( 1
Wt
)2]}2
+
α2
16
(Vm − V 0m)2, (E.7)
where we have replaced ε0 with (Vm−V 0m)/2. Experimentally, we see that the width of the
111 region, 2ε0, is linear in Vm − V 0m, with the same lever arm as the other gates. Equa-
tion (E.7) is used in Fig. 8.2(d) to map the resonance as a function of Vm1. In Fig. 8.2(d),
1In Fig. 8.2(d), the tunnel coupling was simplified back to just t, with no exponential dependence. The
physical reason for this is not well understood, but the model clearly fits the data if this is true, and
drastically disagrees if the exponential dependence is included.
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t = 16.9µeV, Wt was taken to be very large, such that the exponential was ignored, V 0m
was taken to be -4.05 mV on this plot2.
The transverse exchange, Jx =
√
3
4 (Jl(ε)− Jr(ε)), can be written as
Jx = −
√
3
4
αε −
√√√√{t exp[−(ε0 + ε
Wtε0
)2]}2
+
α2
4
(ε0 + ε)2
+
√√√√{t exp[−(ε0 − ε
Wtε0
)2]}2
+
α2
4
(ε0 − ε)2
 . (E.8)
E.3 Model in Fig. 8.2(c)
Reference [Laird et al., 2010] gives the separation between the lower branch of the
qubit state, which they refer to as |∆′〉, and the |Q〉 state as
E∆′Q = −12
(
Jl + Jr +
√
J2l + J
2
r − JlJr
)
, (E.9)
which is the lowest eigenvalue of equation (D.13). The separation between |Q〉 and |Q+〉,
EQQ+ is g∗µBext. In Fig. 8.2(c) we plot the intersection of these two curves, Bext(ε) =
B0 + E∆′Q(ε)/~g∗µ, where B0 is an experimentally determined offset in the field due to
remnant fields from ferromagnetic components in the cryostat. We find that an offset of
B0 = −9.3 mT and an effective g-factor of g∗ = −0.34 describe our data well in the center
of 111. The tunnel coupling t was 16.9 µeV, ε0 = 3.7 mV, α = 40µeV/mV, Wt = 3.
E.4 Model and Power Broadening in Figure 8.2(d)
The model in Fig. 8.2(d) is a plot of eq. (E.7), where δ = (Vl − V 0l ) + (Vr − V 0r ) +
γ(Vm− V m0) was held constant, with an experimentally determined γ = 3. In Fig. E.1(b),
the resonance ω01 was extracted along with its width in frequency space by fitting it to a
2An overall background to Vm of −452 mV was already removed, leaving just the amount that was pulsed
using the AWG.
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Gaussian at each value of Vm. We find in Fig. E.1(d) that the resonance width, shown in
Fig. E.1(c), is proportional to dω01/dVm, which could suggest that the resonance widens
with electrical noise. dω01/dVm is also proportional to dJx/dε, which sets the strength of
the Rabi oscillation. From this, we cannot determine whether the resonance is broadened
due to fluctuations in Vm, or due to power broadening from an increased dJx/dε.
(c) (d)
(a) (b)
Figure E.1: (a) The data in Fig. 8.2(d) without the theory overlay. (b) The resonance
center value extracted from Gaussian fits, along with the plot of eq. (E.7). (c) The widths
of the resonance extracted from the Gaussian fits. (d) The widths of the resonance plotted
against the analytic derivative of eq. (E.7). The analytic derivative was chosen to remove
the noise from the numerical derivative of the data in panel (b).
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E.5 Model in Fig. 8.2(f)
The model in Fig. 8.2(f) used seven of the eight spin states available to the three
electron system to reproduce the dynamics of the spectroscopy.
|Q+〉 ≡
∣∣∣Q+ 3
2
〉
= |↑↑↑〉 (E.10)
|0〉 ≡
∣∣∣0+ 1
2
〉
=
1√
6
(|↑↑↓〉+ |↓↑↑〉 − 2 |↑↓↑〉) (E.11)
|1〉 ≡
∣∣∣1+ 1
2
〉
=
1√
2
(|↑↑↓〉 − |↓↑↑〉) (E.12)
|Q〉 ≡
∣∣∣Q+ 1
2
〉
=
1√
3
(|↑↑↓〉+ |↓↑↑〉+ |↑↓↑〉) (E.13)∣∣∣0− 1
2
〉
=
1√
6
(|↓↓↑〉+ |↑↓↓〉 − 2 |↓↑↓〉) (E.14)∣∣∣1− 1
2
〉
=
1√
2
(|↓↓↑〉 − |↑↓↓〉) (E.15)∣∣∣Q− 1
2
〉
=
1√
3
(|↓↓↑〉+ |↑↓↓〉+ |↓↑↓〉) (E.16)
The states beyond the two levels of the qubit manifold are included to account for
the possibility of nuclear mediated leakage from the qubit subspace
{∣∣∣Q+ 3
2
〉
,
∣∣∣Q+ 1
2
〉
,
∣∣∣Q− 1
2
〉}
as well as accidental initialization into the two states
{∣∣∣0− 1
2
〉
,
∣∣∣1− 1
2
〉}
that have the same
total spin as the qubit states, Sz = 1/2, but opposite spin projection, mz = −1/2, as shown
in Fig. E.2. In the regime that the device is operated in, the Zeeman splitting due to the
applied magnetic field is less then the electron temperature, preventing us from preferen-
tially loading
∣∣∣0+ 1
2
〉
and
∣∣∣1+ 1
2
〉
instead of
∣∣∣0− 1
2
〉
and
∣∣∣1− 1
2
〉
. The simulations presented in
Fig. E.3 give some indication that by avoiding replenishing our electrons from the leads we
can in fact prepare
∣∣∣0+ 1
2
〉
and
∣∣∣1+ 1
2
〉
, which allows us to ignore the higher energy states,{∣∣∣0− 1
2
〉
,
∣∣∣1− 1
2
〉
,
∣∣∣Q− 1
2
〉}
in subsequent simulations.
The eight level,
∣∣∣Q− 3
2
〉
= |↓↓↓〉, is separated from all other levels by the external
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|0− 12 〉 |1− 12 〉
|1+ 12 〉
|Q− 12 〉
|Q− 32 〉
|Q+ 12 〉
|Q+ 32 〉
Figure E.2: The full energy level spectrum of the three electron system. The dashed lines
are states with opposite spin projection to those displayed in chapter 8.
magnetic field as shown in Fig. E.2, and is therefore ignored in order to speed up computa-
tion. The simulation described the qubit evolution in the presence of exchange interactions
and Zeeman energy from longitudinal and transverse nuclei, which we account for with the
following Hamiltonians written in the basis of
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{∣∣∣Q+ 3
2
〉
,
∣∣∣0+ 1
2
〉
,
∣∣∣1+ 1
2
〉
,
∣∣∣Q+ 1
2
〉
,
∣∣∣0− 1
2
〉
,
∣∣∣1− 1
2
〉
,
∣∣∣Q− 1
2
〉}
as:
HJ =

0 0 0 0 0 0 0
0 −3Jl+Jr4
√
3(Jl−Jr)
4 0 0 0 0
0
√
3(Jl−Jr)
4 −Jl+Jr4 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −3Jl+Jr4
√
3(Jl−Jr)
4 0
0 0 0 0
√
3(Jl−Jr)
4 −Jl+Jr4 0
0 0 0 0 0 0 0

, (E.17)
HBz = g∗µ

b1+b2+b3
2
0 0 0 0 0 0
0
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3
− b1−2b2+b3
3
√
2
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0
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√
3
b2
2
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6
0 0 0
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3
√
2
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6
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6
0 0 0
0 0 0 0
−2b1+b2−2b3
6
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2
√
3
b1−2b2+b3
3
√
2
0 0 0 0
−b1+b3
2
√
3
− b2
2
−b1+b3√
6
0 0 0 0
b1−2b2+b3
3
√
2
−b1+b3√
6
−b1−b2−b3
6

, (E.18)
HBx = g∗µ

0
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2
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6
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√
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
, (E.19)
and HBy = g∗µ
0 − i(b1−2b2+b3)
2
√
6
i(b1−b3)
2
√
2
− i(b1+b2+b3)
2
√
3
0 0 0
i(b1−2b2+b3)
2
√
6
0 0 0
i(2b1−b2+2b3)
6
i(b1−b3)
2
√
3
i(b1−2b2+b3)
6
√
2
− i(b1−b3)
2
√
2
0 0 0
i(b1−b3)
2
√
3
ib2
2
− i(b1−b3)
2
√
6
i(b1+b2+b3)
2
√
3
0 0 0
i(b1−2b2+b3)
6
√
2
− i(b1−b3)
2
√
6
− i(b1+b2+b3)
3
0 − i(2b1−b2+2b3)
6
− i(b1−b3)
2
√
3
− i(b1−2b2+b3)
6
√
2
0 0 0
0 − i(b1−b3)
2
√
3
− ib2
2
i(b1−b3)
2
√
6
0 0 0
0 − i(b1−2b2+b3)
6
√
2
i(b1−b3)
2
√
6
i(b1+b2+b3)
3
0 0 0

. (E.20)
Here, g∗ ≈ −0.34, as determined from Figs. 8.2(c,e). The magnetic field terms bi in equa-
tions (E.19), (E.20), and (E.18) are the magnetic fields in dot i, where i = 1 corresponds
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to the left, along the direction listed in the Hamiltonian, ie the zˆ direction for eq. (E.18).
The exchange terms Jl and Jr in eq. (E.17) are the ε-dependent terms from eqs. (E.4) and
(E.5).
The model was created in the following way. At a given ε and ω, nine random
variables were drawn from a normal distribution to take the nine nuclear field components,
Bx, By, and Bz in each of the three dots. From there, eigenstates of the full Hamiltonian,
H = HJ + HBx + HBy + HBz, were calculated, and an initial state density matrix was
chosen as a mixture of 90% of the eigenstate with the largest overlap with
∣∣∣0+ 1
2
〉
, and 5%
of the eigenstates with the largest overlaps with
∣∣∣1+ 1
2
〉
and
∣∣∣Q+ 1
2
〉
. The initial state was
then time evolved according to the Liouville-von Neumann equation,
i~
dρ
dt
= [H, ρ], (E.21)
for 300 ns in the presence of an oscillatory ε. The final density matrix was then transformed
into eigenstates of only the exchange interactions and the external magnetic field, and the
population of the lower qubit eigenstate was recorded3. This process is then repeated 25
times with new random values for all of the nuclear fields, and the average return probability
is recorded in the model4.
In the model, the amplitude was a 0.225 mV oscillation in detuning, equivalent to a
0.45 mV oscillation in Vl, or −51 dBm. The standard deviation of nuclear gradients was 3.9
mT with a g∗ = −0.34. The tunnel coupling t was 16.9 µeV, ε0 = 3.7 mV, α = 40µeV/mV,
Wt = 3.
3The eigenstates of the Hamiltonian with the nuclei were used for the initialization because the slow
ramp in to this state allows the system to adiabatically enter the anti-crossing with
˛˛˛
Q 3
2
E
+
. The pulse
to measurement position is a much more rapid, meaning that the qubit left that region diabatically. The
difference in eigenstates allows us to capture this effect reasonably well without considering the full time
dynamics of the problem.
4In order to speed up computation, the repetitions were truncated at 5 samples if the average return
probability was > 86%. This saw a drastic improvement in speed with little qualitative change to the plots.
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(a) (b)mZ = +½ Only mZ = + ½, - ½
P0 P0
(c) Experiment
P0n = 1
n = 2
n = 3
n = 1
n = 2
n = 1
n = 2
n = 3
Figure E.3: A detailed view of the spectroscopy described in chapter 8 in Figs. 8.2(e,f),
near the anti-crossing between the lower qubit branch and
∣∣∣Q+ 3
2
〉
at ε ≈ −3 mV. (a) A
simulation of the evolution of our three electron system near the
∣∣∣Q+ 3
2
〉
anti-crossing, where
the initial state was contained in the mz = +1/2 manifold
{∣∣∣0+ 1
2
〉
,
∣∣∣1+ 1
2
〉
,
∣∣∣Q+ 1
2
〉}
. The
slanting bright lines indicate transitions mediated by n-photon of frequency ω between the
lower qubit branch and
∣∣∣Q+ 3
2
〉
, while the vertical bright line is the anti-crossing itself.
Transitions to the right of the anti-crossing represent the stimulated emission of photons,
while transitions to the left indicate the absorption of photons [see Fig. 8.2(a) and Fig. E.2].
(b) A simulation where the initial state was contained states from both the mz = +1/2 and
mz = −1/2 manifolds
{∣∣∣0+ 1
2
〉
,
∣∣∣1+ 1
2
〉
,
∣∣∣Q+ 1
2
〉
,
∣∣∣0− 1
2
〉
,
∣∣∣1− 1
2
〉
,
∣∣∣Q− 1
2
〉}
. Here, the slanting
bright lines are doubled, indicating an additional set of photon mediated transitions which
are slightly offset in detuning. This implies that the presence of mz = −1/2 states in the
initial state should appear in the data as a double of the spectra around the
∣∣∣Q+ 3
2
〉
anti-
crossing. (c) A detailed look at the data corresponding to the same range of the simulation.
The anti-crossing is shifted slightly from ε ≈ −3 mV due to small discrepancies between
the exchange model and the data at large exchanges. The width of the photon lines in
(c) is less than the spacing between the doubled lines in (b), leading us to conclude that
mz = −1/2 states were not loaded in significant amounts. A more detailed measurement
which includes a spin selective readout of the third electron [Elzerman et al., 2004] would
be necessary to confirm this result conclusively.
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The simulation used seven levels to enable us to check if whether we loaded in
states from the mz = −1/2 manifold
{∣∣∣0− 1
2
〉
,
∣∣∣1− 1
2
〉
,
∣∣∣Q− 1
2
〉}
. Figure E.3(a) shows a
detailed view of the region near the
∣∣∣Q+ 3
2
〉
anti-crossing from the simulation Fig. 8.2(f)
in chapter 8. Panel (b) shows that same region with a mixture of both mz = +1/2 and
mz = −1/2 states loaded into the initial state, approximating the density matrix in the case
that we load into the other Zeeman manifold approximately half the time. The presence
of these extra states causes a doubling of the transition lines near this anti-crossing, a
phenomenon that we do not see reproduced in the data, shown in Fig. E.3(c). From this
we determine that we are only loading in the mz = +1/2 manifold. This is consistent with
our initialization procedure which maintains isolation from the higher temperature leads.
E.6 Model in Fig. 8.3 insets
Having shown in section E.5 that we are only in the space of
∣∣∣0+ 1
2
〉
,
∣∣∣1+ 1
2
〉
, and∣∣∣Q+ 1
2
〉
states, we now restrict ourselves to only the appropriate 3× 3 subregions of Hamil-
tonians (E.17) and (E.18), which is valid when we are far away from the |Q+〉 anti-crossings
as we are in Fig. 8.3. We express these as
HJ =

−3(Jl+Jr)4
√
3(Jl−Jr)
4 0
√
3(Jl−Jr)
4 −Jl+Jr4 0
0 0 0
 , (E.22)
HBz = g∗µ

2Bz1−Bz2+2Bz3
6
Bz1−Bz3
2
√
3
−Bz1−2Bz2+Bz3
3
√
2
Bz1−Bz3
2
√
3
Bz2
2
Bz1−Bz3√
6
−Bz1−2Bz2+Bz3
3
√
2
Bz1−Bz3√
6
Bz1+Bz2+Bz3
6
 , (E.23)
with HBx = 0, and HBy = 0. We also revert to the simpler notation of |0〉, |1〉, and |Q〉.
For the insets, we create an initialization state that is 90% |0〉, and 10% |1〉 and |Q〉, and
time evolve it using equation (E.21) for 100 ns in the presence of an oscillatory ε and static
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longitudinal nuclear field gradients ∆Bl and ∆Br. The |0〉〈0| term is extracted at multiple
times during the evolution, and recorded. This process is repeated with a new set of ∆Bl
and ∆Br drawn from a random normal distribution, and averaged with the previous set.
Unlike the simulation in Fig. 8.2(f), the nuclei are presumed to be static over the course of
a single column, which provides the flickering effect seen in the model and the data. The
data was acquired more rapidly in this set, justifying the modification to the model.
In the model in Fig. 8.3(a), the amplitude was a 0.45 mV oscillation in detuning,
equivalent to a 0.89 mV oscillation in Vl, or −45 dBm. The standard deviation of nuclear
gradients was 3.9 mT with a g∗ = −0.34. The tunnel coupling t was 16.9 µeV, ε0 = 3.7
mV, α = 40µeV/mV, Wt = 3.
E.7 Model in Fig. 8.4
The theory curves in Fig. 8.4 are based on a similar model to the insets in Fig. 8.3,
with the complication that we perform a second time evolution which takes the final state
of the first evolution as its input. In the second time evolution, the ε oscillation at a phase
Φ with respect to the oscillation in the first time evolution. The preparation was 90% |0〉
and 10% |1〉 and |Q〉, and both longitudinal as well as transverse nuclear fluctuations were
incorporated in a quasi-static manner, as they were in the inset of Fig. 8.3.
In the model curves in Fig. 8.4(b), the amplitude was a 0.30 mV oscillation in
detuning, equivalent to a 0.60 mV oscillation in Vl, or ∼ −55 dBm. The standard deviation
of nuclear gradients was 5.2 mT with a g∗ = −0.34. The tunnel coupling t was 12.4 µeV,
ε0 = 3.7 mV, α = 40µeV/mV, Wt = 3.
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F.1 Static Dipole Moment of a Bloch Sphere State
The dipole moment of the symmetric exchange only qubit may be useful for cou-
pling two qubits through an ac capacitive interaction. In order to estimate the strength of
the dipole moment, we want to make the charge nature of each qubit state explicit. The
basis states of this qubit are:
|0〉 = 1√
6
(|↑↑↓〉+ |↓↑↑〉 − 2 |↑↓↑〉) (F.1)
|1〉 = 1√
2
(|↑↑↓〉 − |↓↑↑〉) . (F.2)
which we would like to express in terms of the states related to different charge distributions,
|Sl〉 = 1√
2
(|↑↓↑〉 − |↓↑↑〉) (F.3)
|Sr〉 = 1√
2
(|↑↑↓〉 − |↑↓↑〉), (F.4)
which we recognize are non-orthogonal; 〈Sl |Sr〉 = −12 . The state |Sl〉 has an admixture of
201 charge in it, while the state |Sr〉 has an admixture of 102 charge in it. Both states are
primarily 111 in charge nature. We project a state onto this non-orthogonal basis as1
|ψ〉 = (〈Sl|ψ〉 − 〈Sl |Sr〉 〈Sr|ψ〉) |Sl〉+ (〈Sr|ψ〉 − 〈Sl |Sr〉 〈Sl|ψ〉) |Sr〉
1− |〈Sl |Sr〉 |2 . (F.5)
1A special thanks to Emmanuel Rashba for correcting the form of this in a private communication.
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Writing an arbitrary qubit state |ψ〉 in terms of the Bloch sphere angles (θ, φ) in Fig. 2.1
|ψ〉 = cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉 , (F.6)
we can re-express this as:
|ψ〉 =
[
−cos
(
θ
2
)
√
3
+ eiφ sin
(
θ
2
)]
|Sl〉+
[
cos
(
θ
2
)
√
3
+ eiφ sin
(
θ
2
)]
|Sr〉 . (F.7)
Now we are interested in calculating the static charge dipole moment, which we
will define as Pˆ = e〈ψ|xˆ|ψ〉, where the dipole oscillates along the dot connection axis, e is
the electron charge and x is the position along the dot connection axis with the average
position in the center of the 111 region defined as x = 0. In order to evaluate this, we note
that:
〈Sl| xˆ |Sl〉 = x− (F.8)
〈Sr| xˆ |Sr〉 = x+ (F.9)
〈Sl| xˆ |Sr〉 = 0 (F.10)
〈Sr| xˆ |Sl〉 = 0, (F.11)
where x− is the average position of a |Sl〉 state and x+ is the average position of a |Sr〉
state. To determine x+ and x−, we adopt the adiabatic formalism from the double dot
literature [Taylor et al., 2007] and say that
|Sr〉 = cos(γr)|S111,r〉+ sin(γr)|S102,r〉 (F.12)
|Sl〉 = cos(γl)|S111,l〉+ sin(γl)|S102,l〉, (F.13)
where γl and γr are the adiabatic angles associated with the left and right charge transitions
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respectively. We write these adiabatic angles as
γl = tan−1
 2tl
(−ε− εl)−
√
4t2l + (ε+ εl)
2
 (F.14)
γr = tan−1
 2tr
(ε− εr)−
√
4t2l + (ε− εr)2
 , (F.15)
where tl(r) is the left (right) tunnel coupling and εl(r) is the detuning of the left (right)
charge transition. We can then say that x+ = sin(γr)2x0 while x− = − sin(γl)2x0, assuming
that the center of the left and right dot distributions are ±x0 away from x = 0. In a
completely symmetric device, εl = εr = ε0, tl = tr = t, and γl = γr at the center of the 111
region (ε = 0). In this case, we can write
sin2(γ) =
1
2
(
1− ε0√
4t2 + ε20
)
. (F.16)
It is worth noting here that sin2(γ) = dJrdε |ε=0 = −dJldε |ε=0.
With this we can evaluate the dipole element for an arbitrary state |ψ〉 = α |Sl〉+
β |Sr〉 as
Pˆ = e〈ψ|xˆ|ψ〉
Pˆ = e (α∗〈Sl|+ β∗〈Sr|) xˆ (α |Sl〉+ β |Sr〉)
Pˆ = e x0 sin2(γ)
(|β|2 − |α|2) . (F.17)
Reverting to the logical basis again, we write |ψ〉 = cos ( θ2) |0〉+ eiφ sin ( θ2) |1〉, and
Pˆ =
2 e x0 sin2(γ) sin(θ)√
3
cos(φ) (F.18)
Pˆ =
e x0 sin(θ)√
3
(
1− ε0√
4t2 + ε20
)
cos(φ0 + ω01t), (F.19)
where ω01 is the resonant frequency of the qubit.2 If the qubit is not driven, the system
evolves according to φ = φ0 + ω01t, where φ0 is the initial phase of the qubit, which is
2This result agrees with a separate calculation E. I. Rashba performed, detailed in a private memo, to
within a numerical pre-factor.
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equivalent to the precession of a free spin in an external magnetic field. Here, ω01/2pi =
Jl + Jr. This makes the electric field that qubit A radiates a constant term in the rotating
frame of qubit B, if both qubits are brought into resonance.
For comparison, in our previous device, ε0 ∼ 200µeV while t ∼ 20µeV, yielding a
prefactor of 1− ε0√
4t2+ε20
∼ 0.01 in the regime where ω01/2pi = 0.355 GHz, and the 111 region
is ∼ 10 mV wide. In this regime, we observed a Rabi oscillation frequency of 70 MHz/mV.
The average position of the oscillating charge, x0 is a little harder to put a number on. It
has to be larger than the width of the middle dot, ∼ 190 nm, and less than the distance
between the centers of the lithographical left and right dots, ∼ 380 nm. For an x0 = 285
nm, halfway between the minimum and maximum value, we find a maximum Pˆ ∼ 16 ea0,
where a0 is the Bohr radius. The maximum dipole moment that we could have observed
with an interdot distance of 285 nm would have been ∼ 6000 ea0, in the limit that the full
charge was allowed to move between dots.
F.2 Dipole Transition Matrix Element
We are also interested in potentially coupling this system to a superconducting
cavity, as in Ref. [Majer et al., 2007]. This coupling depends on the dipole transition
element between |0〉 and |1〉, 〈1|exˆ|0〉. We can estimate this element using the same set of
assumptions as in the previous section as
|0〉 = |Sr〉 − |Sl〉√
3
(F.20)
|1〉 = |Sr〉+ |Sl〉 (F.21)
〈1|exˆ|0〉 = e√
3
(〈Sr| xˆ |Sr〉 − 〈Sl| xˆ |Sl〉) (F.22)
〈1|exˆ|0〉 = 2ex0 sin
2(γ)√
3
(F.23)
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The dipole transition matrix element then scales with tunnel coupling as
〈1|exˆ|0〉 = ex0√
3
(
1− ε0√
4t2 + ε20
)
(F.24)
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