A temporal network is a mathematical way of precisely representing a time-varying relationship among a group of agents. It is an interesting problem to identify different groups of them, which reveal certain communicating patterns. To study this problem, in this paper, we introduce the notion of (∆, γ )-cliques of a temporal network, where every pair of vertices present in the clique communicates at least γ times in each ∆ period within a given time duration. We present an algorithm for enumerating all such maximal cliques present in the network. We also implement the proposed algorithm with three human contact network datasets. Based on the obtained results, we analyze the data set on multiple values of ∆ and γ , which helps in finding out the contact groups with different frequencies.
INTRODUCTION
A group of agents 1 and binary relation among them can be mathematically formalized as a network (also known as graph). Analysis of such network for different topological properties forms the basis of several domains namely Social Network Analysis [10, 15, 25] , Computational Biology [22, 30] , Epidemiology [26] . One such topological property could be the maximally connected subgraphs; popularly known as cliques. Finding the clique of maximum cardinality in a network is a well known NP-complete Problem [16] . However, a more general problem in network analysis could be not only just finding the maximum size clique, but also enumerate all the maximal cliques present in the network.
Most of the real-life networks from social to biological are time varying, which means that the existence of the relationship between any two agents changes with time. Temporal networks (also known as time varying networks or link streams) are the mathematical tools used for precisely representing these time-varying relationships [19] . For such kind of networks, a natural extension of the clique is the temporal clique which comprises a set of vertices along with a time duration.
Related Work
The problem of enumerating maximal cliques has been extensively studied in static graphs [2] [3] [4] 34] . The initial contribution came from E. A. Akkoyunlu [2] . Later, Bron and Kerbosch proposed a recursive algorithm for this problem [3] . These two works triggered a huge amount research and several methodologies has been developed for solving this problem in different kinds of networks and in different computational paradigms, such as in sparse graphs [12] [13] [14] , in large networks [7, 8, 32] , in uncertain graphs (edges are marked with probability of existence) [27, 28, 39] , in map-reduce framework [21, 38] , in parallel computing framework [6, 11, 31, 33] , with limited memory resource [9] .
Though the problem of enumerating maximal clique is well studied in static graphs, still there is a dearth of literature for this problem in time-varying graphs. To the best of our knowledge, other than [17, 18, [35] [36] [37] , there is no other study available in the literature for this problem in a temporal setting. Among them, this study is closely related to the ∆-clique Enumeration Problem of a temporal network introduced by Viard et al. [35] [36] . For a given value of ∆, a ∆-clique is defined as a set of vertices of the network with a time interval, such that every pair of vertices of the set has at least one edge in every ∆ time interval [35] . Based on their proposed algorithm, they analyzed contact relationship among a group of students and showed that it brings a different interpretation in their communication pattern [35] . Later, Himmel et al. [17, 18] adopted Bron-Kerbosch algorithm for maximal clique enumeration and proposed its temporal version. Results reported in [17, 18] show that their algorithm performs much better than that of in [36] in terms of worst-case computational time analysis as well as in experimentation with real-life data sets. In this paper, we introduce a more generalized version of ∆-clique by incorporating the frequency of contacts among the group of agents.
Our Contribution
For a group of humans with their time-varying relationship represented as a temporal network, it is a natural question which set of people contact frequently among themselves? At minimum how many times they contact within a time interval? Motivated by such questions, in this paper, we introduce the notion of (∆, γ )-cliques which is defined as the set of vertices with a time interval where every pair of users of the set has at least γ intersections in each ∆ time interval. Particularly, we make the following contributions in this paper:
• We define the problem of "enumeration of (∆, γ )-cliques" of a temporal network.
• We propose an algorithm for enumerating all maximal (∆, γ )-cliques with detailed analysis and theoretical properties.
• We implement the proposed algorithm, run it on three human contact network datasets, and investigate the deeper insights of contact pattern among the individuals in the networks.
Organization of the Paper
The rest of the paper is organized as follows: Section 2 describes some preliminary concepts that are required to understand the rest of the paper. In Section 3, we introduce the notion of (∆, γ )-clique of a temporal network and its various properties. Section 4 contains our proposed enumeration algorithm of all maximal (∆, γ )-cliques and its detailed analysis. Section 5 contains experimental details which cover description of datasets, obtained results from the experiment and their discussions. Finally, Section 6 concludes our works and gives future directions.
PRELIMINARIES
In this section, we describe some preliminary concepts, which will form the basis to understand the work presented in the subsequent sections of this paper. A temporal network is a graph whose edges are associated with a time stamp to denote the time at which the edge appeared. Formally, it is defined as follows:
Definition 1 (Temporal Network). [20] A temporal network (also known as a time varying graph or link stream) is defined as a triplet
× T ) are the vertex and edge set of the network. T is a function which assigns each edge to its occurrence time stamp. Throughout the paper, we use |V (G)| = n and |E(G)| = m. [8, 11] ) and ({v 4 , v 5 }, [4, 8] ) are few maximal (∆, γ )-cliques with ∆ = 3 and γ = 2. Figure 1a shows the time varying links of a temporal network. Suppose, the network G is observed in discrete time steps (spaced by dt) starting from the time t and continued until time t ′ , i.e., T = {t, t +dt, t +2dt, . . . , t ′ } (suppose, t ′ = t +n×dt), hence, T : E(G) −→ T. Each edge of G is of the form (v i , v j , t i j ) signifying that there is an edge between the nodes v i and v j at time t i j . In our work, we assume the network is undirected; means (v i , v j , t i j ) and (v j , v i , t i j ) are equivalent. The difference, t ′ − t is known as the lifetime of the network and it is denoted as T. In our case T = n × dt.
Definition 2 (Static Edge of a Temporal Network).
In a given temporal network G(V , E, T ), for any arbitrary vertices
Definition 3 (Freqency of a Static Edge). We define the frequency of a static edge as the number of times the edge has occurred in the entire lifetime of the network and for the vertex pair (v i , v j ), we denote it as f (v i v j ) . We also denote the frequency of the any static edge
Viard et al. [35] introduced the notion of ∆-cliques of a temporal network (mentioned in Definition 4) which is a natural extension of cliques in a static network.
Definition 4 (∆-cliqe). [35] [36] For a given time period ∆, a ∆-clique of the temporal network G is a vertex set, time interval pair, i.e., (X,
(∆, γ )-CLIQUE OF A TEMPORAL NETWORK
In this section, we introduce the notion of (∆, γ )-clique of a temporal network.
Definition 5 ((∆, γ )-cliqe). For a given time period ∆ and γ ∈ Z + , a (∆, γ )-clique of the temporal network G is a vertex set, time interval pair, i.e., (X,
Here ∀v i , v j ∈ X and τ ∈ [t a , max(t b − ∆, t a )], there must exist γ or more number of edges, i.e.,
It is easy to observe, that a (∆, γ )-clique will be a ∆-clique when γ = 1. [7, 13] ), ({v 1 , v 3 }, [2, 7] ), ({v 1 , v 3 }, [8, 14] ), ({v 2 , v 3 }, [7, 11] ), ({v 2 , v 4 }, [4, 12] [5, 10] ), and ({v 4 , v 5 }, [4, 8] ). Few of them are marked in Figure 1b. For a static network G(V , E), a clique S ⊂ V (G) is maximal if ∀v ∈ V (G) \ S, S ∪ {v} is not a clique. However, in case of (∆, γ )-clique, as it is defined in the context of a temporal network, so its maximality has to be decided based on both its cardinality and time interval. By considering both the factors, we define the maximality condition for an arbitrary (∆, γ )-clique in Definition 6.
) of the temporal network G(V , E, T ) will be maximal if neither of the following is true.
From the definition of maximal (∆, γ )-clique, it is easy to observe that the first condition is regarding the cardinality, whereas, second and third one for time duration. For static graphs, among all the maximal cliques, one whose cardinality is maximum is a maximal clique. However, in our case, the maximum can be in terms of either time duration or cardinality. Hence, a maximum (∆, γ )-clique of a temporal network is defined as follows.
ENUMERATION OF MAXIMAL (∆, γ )-CLIQUE
In this section, we present our proposed enumeration algorithm. The idea is based on the enumeration of maximal cliques in a static graph [24] . It is divided into two parts. First, we initialize all the trivial (∆, γ )-cliques (Algorithm 1) and then we try to expand them both in cardinality and temporally until maximality is not reached by Definition 6 (Algorithm 2). We assume that the input temporal network is presented as edge-list sorted in ascending order based the occurrence time stamp.
T (uv) = Time Stamps of (uv); In Algorithm 1 to initialize the trivial (∆, γ )-cliques, we create the dictionary D where the static edges (vertex pairs) are the keys and the time stamps at which they occur are the values. Then, we define an empty set, C, to store all the initial (∆, γ )-cliques. Next, for each static edge (u, v) present in D, if its frequency is at least γ , we put the corresponding dictionary values in a list denoted by T (uv) . Now, in T (uv) , let us consider any particular consecutive γ occurrences and denote it as T (uv ,γ ) . If T (uv ,γ ) appears exactly in ∆ duration, then we add a clique in C with the vertex pair {u, v} and the time duration [t a , t b ], where t a and t b are the first and last appearing time stamps of T (uv ,γ ) . Otherwise, if the duration of T (uv ,γ ) is less than ∆, we add two cliques C 1 and C 2 with the same vertex pair. For C 1 , t a is the first appearing time stamp in T (uv ,γ ) and t b is t a + ∆, and for C 2 , t b is the last occurring time stamp in T (uv ,γ ) and t a is t b − ∆ (for-loop from line number 6 to 15). The same procedure is repeated for each consecutive γ occurrences for all static edges present in the dictionary D. Now, we make the following observation for the initial (∆, γ )-cliques formed by Algorithm 1. Lemma 1. For each clique (X, [t a , t b ]) ∈ C in Algorithm 1, the following relations will always hold:
Proof. To initialize a (∆, γ )-clique, it is trivial that the time span of the clique should be of minimum ∆ duration and each pair of vertices of the clique should appear at least γ times within each ∆ duration (as per Definition 5). As in Algorithm 1, we are starting with a static edge and picking each consecutive γ occurrences, the cardinality of the clique will be 2 and frequency of the edges will be at least γ . This proves the condition (a). Now, the cliques that are added satisfying the equality condition at Line Number 7 of Algorithm 1, naturally they are of ∆ duration and the frequency of the edge will be exactly γ . However, if a particular γ occurrences happen within the ∆ time span, we are adding two cliques of exactly ∆ duration. One is forwarding the time span as first appearing time stamp plus ∆ and another is backwarding the time span as last appearing time stamp minus ∆ (at line number 11 and 12). During the forward and bacward process, there may be more occurence of that edge in the extra added time which will lead to f (uv) 
This proves the conditions (b) and (c).
Now, we analyze the time requirement for our initialization process. Preparing the dictionary in Line number 1 requires O(
time. Assuming frequency of all the edges is atleast γ , inner loop at Line 6 will take O(f (uv) ) time. Hence, for processing all the edges to build the set of initial (∆, γ )-cliques, C, running time is O(
So, the total time complexity of Algorithm 1 is O(
f (uv) ). If we sum up the frequencies of all the static edges, we get the number of temporal edges, i.e., the number of triplets (u, v, t) ∈ E(G). Let, |E(G)| = m. Hence running time of Algorithm 1 is mentioned below. Lemma 2. Running time of the initialization process described in Algorithm 1 is O(m).
Algorithm 2 describes the enumeration procedure of maximal (∆, γ )-cliques. For this process, three clique sets C (for holding the cliques yet to be processed), C I (for keeping the cliques already or yet to be processed) and C R (for storing the maximal cliques) are maintained. Now, it works as follows. First, it takes out one clique C i = (X, [t a , t b ]) from C and tries to expand (if possible) in any of the following three ways.
• First one is the addition of nodes (from N G (X)) which is not currently in X (from Line number 6 to 13). If the addition of a node forms a (∆, γ )-clique within t a to t b , we add the new clique to C and C I for further processing and set the Is_Maximal flag to False, so that C i can not be added to C R .
• Second one is the expansion of the duration in the right side of the time horizon (from Line number 22 to 29). For this expansion, we choose to progress by ∆ duration only, in one iteration. Now, the question arises, from where the ∆ is to be added. If ∆ is added to t b , there is no guarantee that ∀u, v ∈ X, there will be 
is added to C and C I for further processing and the Is_Maximal flag is set to be False, so that C i can not be added to C R .
• Third one is the expansion of the duration in the left side of the time horizon (from Line number 14 to 21). Similar to the second case, a list, t auv , is taken to keep the time at which a static edge (u, v) has occurred γ th time from the first (t a ). Now, the maximum (latest) of t auv (i.e., t al ) tells that from t a to t al there is γ occurrences ∀u, v ∈ X. If t al − ∆ < t a , the new clique
is added as follows from above. This process is iterated until C is empty and finally C R contains all the maximal (∆, γ )-cliques. Figure 2 describes the procedure for building the maximal (∆, γ )-cliques using Algorithm 1, 2 for the vertices v 1 , v 2 , v 3 of the temporal network shown in Figure 1a .
Remarks: One important point to mention here is while building the list t buv , we are checking the next time stamp as well. For u, v ∈ X, let l uv denotes the last γ t h occurrence in [t a , t b ]. Now, if there are γ occurrences of (u, v) between l uv +1 to l uv +1+∆, then l uv +1 is kept in t buv instead of l uv . This scenario can happen when ∆ = γ +1. Consider the temporal network shown in Figure 1a . When ∆ = 3, γ = 2, an initial clique C i = ({v 1 , v 2 }, [7, 10] ) is generated by Algorithm 1. Now, for making t buv , if we do not check from 8 (l uv + 1) to 11, C i can not be expanded from [7, 10] to [7, 11] . The same is checked for making t auv to see one time stamp backward. Lemma 3. In Algorithm 2, the contents of C are (∆, γ ) Cliques.
Proof. We prove this statement by induction hypothesis on the iterations of the while loop (from Line 2 to 33). By Lemma 1, initially the contents of C are (∆, γ ) Cliques. Now, we assume that, the contents of is a (∆, γ ) Clique, where t al is obtained from Line number 14. As, C i is a (∆, γ )-clique, all possible static edges formed by the vertices in X occur atleast γ times in every ∆ duration from t al to t b , where t al ≥ t a . Moreover, since t al is the latest first γ -th occurrence time of an edge in C i , for all u, v ∈ X, there is necessarily γ edges (u, v, t) in E(G) with t a ≤ t ≤ t al . Here, t al ≤ t a + ∆, otherwise (X, [t a , t b ]) would not be a (∆, γ )-clique. Therefore, an edge (u, v) occurs atleast γ times between t al − ∆ and t al , ∀u, v ∈ X. Finally, X, [t al − ∆, t b ] is a (∆, γ ) Clique.
Similar argument holds for Line number 22. Hence, clique modified in Line number 27 will also be a (∆, γ ) Clique. So, at the end of (i +1)-th iteration the all the cliques in C R are (∆, γ ) Cliques. This completes the proof. Lemma 4. All the elements of the set C R returned by Algorithm 2 are maximal (∆, γ )-cliques.
Proof. We prove this statement by contradiction. Let us assume,
be an element of C R , which is not maximal. Now, as C R can only be filled by the elements of C, so, C i is already a (∆, γ )-clique (By Lemma 3). If, C i is not maximal, any one of the following three can happen:
Is_Maximal flag at Line number 8 will be set to false and, C i can not be added to C R at Line number 31. Hence, the assumption
Without loss of generality, we assume that there is no edge between the nodes of X from t a ′ to t a . Let us also consider the latest first γ -th occurrence time of an edge in C i is t al ∈ [t a , t b ] calculated in Line number 14. So, it is necessary that t al ≤ t a ′ +∆, as the flag Is_Maximal is set to false in Line number 17. Hence, we reach to a contradiction as above.
is a (∆, γ )-clique, then in similar way, we reach contradiction as Case 2. Finally, C R contains only the maximal (∆, γ )-cliques, which proves the statement. Proof. We prove this statement by contradiction. Since, C i is a (∆, γ )-clique, ∀u, v ∈ X, there exist atleast γ number of edges (u, v, t), such that e ≤ t ≤ t b . Let us assume, t b < e + ∆. Then, ∀u, v ∈ X, there also exist γ number of edges (u, v, t), such that e ≤ t ≤ t b < e + ∆. Hence, (X, [t a , e + ∆]) is a (∆, γ )-clique. This implies that C i is not maximal as [t a , t b ] ⊂ [t a , e + ∆]. Thus, we reach the contradiction. This proves the Statement (a).
In similar way, the Statement (b) can also be proved by assuming
Lemma 6. In Algorithm 1, the set C contains all and only the required (∆, γ )-cliques with the properties mentioned in Lemma 1 for Algorithm 2.
Proof. Let us assume, that
This implies that the static edge (u, v) occurs at least γ times within the time duration t a to t a + ∆ (By Lemma 1). We continue the proof with the strict equality condition of Lemma 1(b), which will follow for greater than condition as well. Assume that for these consecutive γ occurrences, (u, v) appears first at time e and last at time l, where t a ≤ e < l ≤ t a + ∆. Now, any one of the following four cases can happen. (i) If e = t a and l = t a + ∆, then this clique will be added in Line number 8 of Algorithm 1. (ii) If e > t a and l = t a + ∆, then this clique will be added in Line number 12 of Algorithm 1. (iii) If e = t a and l < t a + ∆, then this clique will be added in Line number 11 of Algorithm 1. (iv) If t a < e < l < t a + ∆, no cliques will be added by Algorithm 1. Now, we want to show, the cliques of case (iv) are actually redundant. If such a clique, ({u, v}, [t a , t b ]), where t b = t a + ∆ and t a < e < l < t b , is added in C, then an intermediate clique Proof. Assume, C 0 = (X, [e, e + ∆]) is in C. We consider the sequence of steps of Algorithm 2 of the form:
with l p+1 > l p , i.e., the Algorithm 2 builds C p+1 from C p in Line number 22 to 29. Notice that, t b ≥ e + ∆ from Lemma 5 and 6.
We show that C q = (X, [e, t b ]). If the statement is not true, then, in C q = (X, [e, l q ]) from sequence, l q t b . Now, as C i is maximal, we must have l q < t b . In addition, l q = t br + ∆ where t br is the earliest last γ th occurrence time of an edge in C q−1 computed at Line number 22. Since C q is the last (∆, γ )-clique of the sequence, t br is also the earliest last γ th occurrence time of an edge in C q ; else there will be a clique C q+1 satisfying the constraints of the sequence above. Hence, ∃u, v ∈ X and (t br , u, v) ∈ E(G) for which there is no γ number of occurrences for (u, v) from t br + dt to t br + dt + ∆. This ensures,
Now, we want to show that C i is constructed from C q , which means e will be expanded towards t a in some future steps of Algorithm 2. As, C 0 is a (∆, γ )-clique, there is at least γ occurrences ∀u, v ∈ X. So, the same holds for C q as well. Now, let t al is the latest first γ t h occurrence time in [e, t b ], then Algorithm 2 will build C i with t al − ∆ = t a from Line number 14 to 22.
Lemma 8. C R contains all the maximal (∆, γ )-cliques of the temporal network G. Proof. As, C R is constructed from the clique set C, we need to show that all the maximal (∆, γ )-cliques are in C at some iteration of the while loop in Algorithm 2. By lemma 6, C initially contains all the required (∆, γ )-cliques. Let, C i = (X, [t a , t b ]) be a maximal (∆, γ )-clique, e be the earliest occurrence time of an edge in C i and let u, v ∈ X be two nodes, such that there exists γ edges in E(G), starting from e. We show that there is a sequence of steps that builds
) (which is in C from Algorithm 1). Notice that, Algorithm 2 iteratively adds all the elements of X \ {u, v} in C 0 from Line number 6 to 13. This creates (∆, γ )-clique
We finally apply Lemma 7 to conclude that the Algorithm 2 builds C i from C ′ .
By Lemma 4 and Lemma 8, we get the correctness result of Algorithm 2.
Theorem 1. Given a temporal network G with duration ∆ and edge occurrences γ , Algorithm 2 correctly enumerates all the maximal (∆, γ )-clique. Now, we investigate the time and space requirement of our proposed methodology in worst case. Assume, that the number of nodes and edges of the temporal network is n and m respectively. The worst case will occur, when ∀u, v ∈ X, for any ∆ duration of the time horizon, there are γ edges. In this case, the number of initial cliques returned by Algorithm 1 will be of O(m − γ + 1). Now, as in every ∆ duration there is γ edges, so all the initial cliques of C will be merged into a clique, where the duration will be the entire time horizon. The space consumed by the intermediate cliques of this process is O ((m −γ + 1) 2 ) . Now, the number of possible vertex subsets of the temporal graph is of O(2 n ). If there is a situation, when all u, v ∈ X, the static edge (u, v) has the frequency γ within each duration ∆, the number of intermediate cliques will be O(2 n (m −γ + 1) 2 ). Now, each clique can occupy a space of O(n). Hence, the space required by this process is O(2 n n(m −γ +1) 2 ) in worst case.
We estimate the time complexity considering the number of basic operations performed by Algorithm 2. It consists of mainly three blocks; (i) from line number 6 to 13, (ii) 14 to 21, and (iii) 22 to 29. Now, the complexity of the block (iii) is same as (ii). So, we focus on first two blocks.
For a vertex v X, line number 7 tests whether X ∪ {v} is a (∆, γ )-clique or not. To accomplish this task, for each node in X it has to search all the edges induced by the vertices in X in the worst case. Hence, required time is O(|X| · m) ≃ O(nm). At line number 9, it has to search O(2 n (m − γ + 1) 2 ) number of cliques in C I and compares two cliques with O(n) time. Therefore, total time for checking belongingness in C I is O(n log(2 n (m − γ + 1) 2 )) = O(n 2 + n log(m − γ + 1)). This process is repeated for all v ∈ N G (X) \ X at line number 6 and required time is of O(n(nm + n 2 + n log(m − γ + 1))) = O(n 2 m + n 3 + n 2 log(m − γ + 1)) = O(n 2 m + n 3 ).
Computing t al at line number 14 requires O(m) time. Line number 26 also takes O(n 2 + n log(m −γ + 1)) time for checking belongingness in C I . So, the time complexity of the block (ii) is O(m + n 2 + n log(m − γ + 1)).
At last, one iteration of the while loop costs O(n 2 m + n 3 + m + n 2 + n log(m − γ + 1)) = O(n 2 m + n 3 ). Now, the while loop runs for O(|C I |) = O(2 n (m − γ + 1) 2 ). Hence, the overall time complexity of the proposed methodology is of O(2 n (m − γ + 1) 2 (n 2 m + n 3 )) = O(2 n m 3 n 2 + 2 n n 3 m 2 ). From this analysis, we obtain the following result.
Theorem 2. Given a temporal network G(V , E, T ) with |V | = n, |E| = m, for enumerating all the maximal (∆, γ )-cliques the proposed methodology takes O(2 n n(m − γ + 1) 2 ) space and O(2 n m 3 n 2 + 2 n n 3 m 2 ) time.
EXPERIMENTAL DETAILS
In this section, we describe the experimental evaluation of our proposed methodology. We start with a brief description of the datasets that we use in our experiment.
Dataset Description
• Infectious [1], [23] : This network describes the face-to-face behavior of people during the exhibition INFECTIOUS: STAY AWAY in 2009 at the Science Gallery in Dublin. Nodes represent exhibition visitors; edges represent face-to-face contacts that were active for at least 20 seconds. Multiple edges between two nodes are possible and denote multiple contacts. The network contains the data from the day with the most interactions.
• Haggle [5] : This undirected network represents contacts between people measured by carried wireless devices. A node • College Message [29] : This dataset is comprised of private messages sent on an online social network at the University of California, Irvine. Users could search the network for others and then initiate a conversation based on profile information. An edge (u, v, t) means that user u sent a private message to user v at time t. We brief a preliminary statistics of these datasets in Table 1 .
Goal of the Experimentation
In the context of human contacts, a (∆, γ )-clique signifies a group of frequently interacting persons (set of vertices of the clique) for a particular time length (duration of the clique). From the experimentation, we want to study the following facts:
• Number of frequently contacted groups by varying their contact interval (∆) [Count of maximal cliques].
• Maximum duration of contacts of the frequently contacted groups [Maximum duration among all the maximal cliques].
• Maximum number of persons from the frequently contacted groups [Maximum cardinality among all the maximal cliques].
• From the computational framework, the number of iterations to obtain the frequently contacted groups. Instead of CPU time, we report the number of iterations, which is platform independent.
Experimental Setup
Here, we describe our experimental setup. The main two parameters in this problem are ∆ and γ . It is natural that one will be interested in finding the set of frequently contacted users for a time duration compared with the network lifetime. Hence, we select the value of ∆ for each dataset based on their lifetime. For the 'Infectious' data set, we select the initial value of ∆ as 1 minute, increment by 1 minute and continued till 10 minutes. For the 'Haggle' dataset, we adopt a similar set up as Infectious. For the 'College Message' data set, we initially set the ∆ value as 1 hour and then 12, 24, 72 and 168 hours. As the proposed (∆, γ )-clique is a generalization of the ∆-clique, in this experiment we want to investigate the different contact groups for all the possible values of γ . In case of Infectious and Haggle dataset, for each delta value, we start with γ = 2 and increment by 1, till the maximal clique set is null. As the chosen ∆ values for the College Message dataset are larger, we increment the γ by 5 till it reaches to 20 and by 10 till the maximum clique set is null. The reason behind a larger increment is for obtaining a significant change in the result (e.g., maximum cardinality, maximum duration etc.). We run our experiments on a server having Intel Xeon, 2.2 GHz, 16 core processor and 64 GB memory.
Results and Observations
Here, we present the obtained results and observations from the experiment. For Infectious dataset, Figure Figure 4 -(ii) and (iii) respectively. Now, we discuss the observations with respect to the mentioned metrics below. For Infectious and College Message datasets, we observe that the maximal cliques are more in number when ∆ and γ values are lower. The similar pattern also exists in Haggle dataset. However, due to the abrupt change in the number of maximal cliques with the increment of γ in each ∆, look wise Figure (ii-a) is slightly different from the other two. We also observe that for a particular ∆, there is an exponential decrease in the number of maximal cliques with the growth of γ . Also, it is important to note, that for any ∆, theoretically there will be no maximal (∆, γ )-clique when γ > ∆ + 1. The supportive observation is found in our experimentation. As an example, for Infectious dataset for ∆ = 300, there is no maximal (∆, γ )-clique beyond γ = 16 (Each link has been captured in every 20 seconds. So, γ can be at most 300/20+1=16).
For all the datasets, larger ∆ leads to an increase in the maximum duration which is obvious. The maximum duration decreases with the increase of clique cardinality. For a fixed ∆, the incremental change in γ results in a smaller value of the maximum duration. However, the change is not exponential as the previous metric (count of the maximal cliques). For Infectious and Haggle dataset, we observe similar plots in Figure 4 (i-b) and (ii-b) respectively. In College Message dataset, due to the selection of nonuniform ∆ values, the change in maximum duration is very high in Figure (iii-b) .
Next, we want to observe the maximum cardinality of the maximal cliques, which signifies at most how many persons contacted most frequently (preserving at least γ times) for each ∆ time interval. All the datasets exhibit following natural patterns, increase and decrease in the maximum cardinality along with the incremental change in ∆ (for fixed γ ) and γ (for fixed ∆) respectively. Now, the number of iterations to reach the maximal clique set is dependent on two parameters, one is the number of maximal cliques and second is the delta value for all the datasets. The plots in the first and fourth row of Figure 4 are correspondingly almost identical with the change in γ for a fixed ∆ as it is comparable with the number of maximal cliques. However, with the increase of ∆ for fixed γ , there is an almost linear increase in the number of iterations due to a larger size of the initial clique set.
CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we have introduced the concept of (∆, γ )-clique of a temporal network and proposed a methodology for enumerating all such maximal cliques. We have also used this methodology for analyzing three human contact network datasets captured in different situations. Now, this work can be extended in several directions. First of all, the analysis that we have done for our proposed methodology is not tight. Hence, a sophisticated analysis can be provided for the developed algorithm. Secondly, the problem of enumerating maximal (∆, γ )-cliques can be extended for uncertain graphs, where along with the time stamp, each edge also has a probability of occurrence. In reality, there could be different situations, where it might be interesting to study the interaction patterns among a group of objects for a particular duration with different level of frequencies. So, another direction of extension is to study the (∆, γ )-clique where the context of γ is subjective and case specific. 
