Abstract. On top of the many external perturbations, cellular oscillators also 
Introduction

27
Diverse cellular processes exhibit oscillatory behavior [1] . Among the first reported 28 processes was glycolysis in yeast [2] , where for certain flux profiles, oscillations in 29 glycolytic intermediates were recorded using spectrophotometry. Besides metabolism, 30 today we know a plethora of oscillatory processes ranging from cytoskeleton dynamics
31
[3], to various events in morphogenesis [4, 5] , to signal transduction [6, 7] to transcritional 32 regulation [8, 9] . Arguably, the best studied cellular oscillations is that of circadian on the other hand, the core oscillator is found to be able to work only on protein-Markov process X can be given by a random time change model as follows:
(1)
108
where the ξ k , k ∈ {1, . . . , n} are independent unit Poisson processes. The process R k (t) ≡ ξ k ( t 0 a k (X(s)) ds) counts the number of reactions of type k up to time t, hence it is clear that (1) describes the state of the system at time t. Let Ω be the volume of the reaction system. Thenz = Ω −1 x withz ∈ R ≥0 gives the concentrations in moles per unit volume. If we assume mass-action kinetics and denote the rate constant of the reaction-rate equation byκ k , then typically the stochastic counterpart computes to κ k =κ k /Ω |ν k |−1 , where |ν k | = m i=1 |ν ki | is the total number of molecules consumed in reaction k. A simple calculation then shows that k (Ωu) ≈ B k (u). Hence from (2) it follows that
with Z(t) = z and z ∈ R ≥0 . The above stochastic differential equation ( 
119
where S is the stoichiometric matrix and the D is a diagonal matrix containing elements 120ã k on its diagonal and W(t) a n-dimensional Brownian motion. The matrix S consists 121 of n change vectors, i.e. ν k − ν k = Se k with e k the k-th unit vector. We define the drift 122 and diffusion term of the SDE by 123 f (z) ≡ Sã(z) and σ(z)
respectively (see SI-1 for more details). The formulation (4) assumes a n-dimensional of the oscillation. Moreover we assume that the limit cycle is asymptotically orbitally 138 stable [32] . That is, every solution initialized within a vicinity of the limiting set will 139 converge asymptotically to this set. We consider practical parameter regimes far from a
140
Hopf bifurcation because they show macroscopic oscillations as observed in biomolecular 141 oscillators. Close to the Hopf bifurcation the system equations obey a normal form that 142 allows to simplify the analysis by separating the radial and angular dynamics [44] . The 143 stability properties of such a stable limit cycle can be analyzed using Floquet theory [32] .
144
Hence, we consider the T -period linear system 145ẋ = J(t)x with J(t) ≡ ∂f (x) ∂x x=x(t).
146
In the following we will refer to x(t) as a T -period solution to (6) and we denote the limit 147 set as C ≡ {x(t), t ≥ 0}. Thus the Jacobian satisfies J(t + T ) = J(t) and determines 148 the local stability on points along the limit cycle. Denote by φ(t, t 0 ) one solution to (7) 149 from t 0 to t. The fundamental matrix or state-transition matrix Φ :
consists of a set m linearly independent solutions Φ(t, 
with Λ a diagonal matrix containing the Floquet exponents µ j , j ∈ {1, . . . , m} and 155 U(t) and V(t) two non-singular T -period matrices with U(t) = V −1 (t). Asymptotic 156 orbital stability is characterized by the leading exponent µ 1 = 0 and the m−1 remaining 157 exponents µ i < 0.
158
We next illustrate the failure of the basic linearization method corresponding to 159 the linear noise approximation for the case of oscillations. Linear noise approximation 160 assumes the solution of the diffusion approximation (4) can be written as Z(t) =
tube z ∈ U(C) around C. Thus, a first order expansion of drift term and a zero-th order 163 expansion of the diffusion term (4) around x(t) yields
with J(t) the Jacobian of f evaluated at x(t). Hence, the SDE for the deviation Y(t)
167
With the following theorem we can establish that the variance of the deviation Y(t) 168 grows with time, contradicting the linearization assumption.
169
Theorem 3.1 The covariance of the deviation process Y(t) governed by (9) is given
The proof of the theorem is given in the supplement SI-2. If we separate the 171 contributions in (10) according to the eigendirection of Φ(t, r) with Floquet exponent
we see by positivity and periodicity of the first integrand that this contribution to the 174 covariance is increasing with t. Thus, the linear noise approximation is not applicable 175 for limit cycle behavior because the deviation Y(t) does not remain small but scales 176 with t.
177
In contrast we propose the following Ansatz, consisting of two random deviations 178 around x(t), to express the solution to (4)
180
where the one-dimensional random process S(t) denotes the random time shift reflecting 181 the undamped perturbations along u 1 (t). The process T(t) denotes the transversal 182 deviation and is required to remain small for all t. The Ansatz is illustrated in Fig. 1 .
183
By definition of the limit cycle we have no damping in direction along the cycle, i.e. in 184 the direction of u 1 (t) =ẋ(t). Thus the random process S(t) for the phase deviation 185 corresponds to a unbiased random walk. We thus propose the following drift-free SDE
186
for the phase deviation
188
The main result of the paper is to show that under (13) the deviation process T(t)
189
remains small for all t. Due the absence of a stabilizing drift term the phase deviation
Figure 1: Illustration of the used decomposition in a random time shift S(t) and a random transversal component T(t); the phase diffusion due to the undamped perturbations along the cycle causes the solutions x(t) and Z(t) to drift apart.
process S(t) can grow unbounded. Thus, the deterministic solution can lag behind or 191 may be advanced significantly with respect to the stochastic solution Z(t). Retaining
192
only terms of o( ) the processX(t) ≡ x(t + S(t)) obeys the following SDE
194 where σ 1 (t, y) = f (y)v T 1 (t)σ(y); see SI-3 for the proof.
195
We can show that under (13) the transversal difference process T(t) = Z(t) −X(t)
196
remains small and in particular does not scale with t. In order to show this we expand 197 the diffusion term of (4) in terms of the Floquet eigenbasis {u 1 , . . . ,
where Γ(t) is the coefficient matrix of this expansion with row vectors 
By taking the first order Taylor expansion of f (Z(t)) = f (X(t)+T(t)) and approximating σ(Z(t)) by σ(X(t)), by the above remark it follows that
where the coefficient matrixΓ(t) has row vectors {0 T , γ T(t) (see SI-3 for the proof).
Theorem 3.2 Assume that T(t) satisfies (15) and Φ(t + S(t), r + S(r)) is the 209 approximate state transition matrix of the random ODEẋ(t) = J(t + S(t))x(t). Then
where C (n) is some constant depending on n but is independent of t. Here · denotes 212 the usual Euclidean norm.
213
The result establishes the fact that (13) generates a phase shift such that in the weak 214 noise limit x(t + S(t)) remains close to the exact solution Z(t) of (4). The spreading 215 of S(t) is thus a critical quantity that characterizes the coherence of a biomolecular 216 oscillator. More precisely, we aim for an asymptotic expression for the variance of S(t).
217
From the definition (13) and by Itô isometry
219
where
. For large t we obtain from (16) the linear scaling
221
We denote c as the phase diffusion coefficient [11] . Remarkably, this single scalar Monte-Carlo methods.
229
As we have shown that theX(t) remains close to the exact solution Z(t) for all times 230 t we subsequently derive expressions for its autocorrelation function and its spectrum.
231
It follows from the linearity of the Ansatz (12) Fourier transform of the autocorrelation yields the power spectrum of the form
Hence, the power spectrum ofX(t) is a superposition of Lorentzians, where the shape 252 of the Lorentzian is once again determined by c. 
Results and Discussion
254
We will apply the Ansatz to the one-loop model of the oscillations [45] . The system has the following reaction-rate equations:
which means that, in (4), the state vector Z(t) comprises the concentration of the different 
and
268
We first determine the phase deviation S(t) of stochastic simulations. We generate 1500 269 sample paths with a duration of 3000 hours. We used a 2-stage stochastic Runge-Kutta with (17)) the variance σ 2 shows a linear increase with time for large t. We denote the slope of (18) is the set of the original paper [38] , Ω = 250.
280
We now calculate the phase diffusion coefficient c with the Ansatz proposed in Section 3.
281
In order to do so, we numerically integrate (17) the Ansatz and the stochastic simulations (Fig. 3) . Moreover the inverse fits (with equation The dependency of the phase diffusion on the reaction volume Ω is rather straightforward and we aim for a more general assessment of the proposed method. In order to test the Ansatz more generally, we generate different parameter sets, and construct a one-dimensional parameter manifold as follow. We choose parameter sets in the range [0.01, 100] times the published parameter values [38] for which the model maintains certain systemic properties: a period in the range [20h, 28h] and a relative amplitude (amplitude divided by peak value) in the range [0.3, 0.85]. We found the consistent parameter region by the principal component analysis (PCA) sampling method [23] and constructed a continuous path in this region of a total length of 3.5 orders of magnitude. We choose These results confirm that the Ansatz is consistent with the stochastic simulations. We 302 will now use the Ansatz to learn more on the effect of each reaction on the phase noise, a piece 303 of information that cannot be obtained from stochastic simulations. From (17) we have
and we can now express the components v i (r) of the vector v(r) as
By defining the individual contribution of every reaction i ∈ {1, . . . , n} to the phase diffusion
308
we can write the phase diffusion coefficient as a sum of individual contributions
With (22) analysis method to our case study.
314
In the Drosophila circadian clock model, the individual phase diffusion coefficients show 315 that the reaction 1, 2 (production and degradation of per mRNA) and 10 (PER * * degradation)
316
are the most significant contributions to the phase noise (see figure 5a) . We can go further 317 in this analysis by evaluating the integrand of (22) of the decay of per mRNA will speed up, respectively, delay the cycle. 
Conclusion and Outlook
327
We outlined a efficient method to characterize the noise resilience of biomolecular oscillators.
328
In particular, we provide an estimator of the phase diffusion coefficient, the computation 
SI-1. Diffusion approximation
454
A good reference for this section is [42] . Suppose we have a chemical reaction system with m species and n reactions. Let Z(t) denote the state of the system at time t. If k-th reaction occurs at time t, then we update the system as
where Z(t−) denotes the state of the system just before time t and ν k and ν k represent the vector of number of molecules consumed and created in one occurrence of reaction k. It follows that if R k (t) denotes the total number of occurrences of reaction k up to time t, then
Let a k (·) denotes the propensity of the reaction k. The evolution of the counting process R k 455 is modeled by
Note that the left side is just the probability of the k-th reaction firing in the small interval [t, t + ∆t). If R k , k = 1, . . . , m satisfy (A.1), then there exists independent unit Poisson processes ξ k , k = 1, . . . , m (see [39] ) such that
Hence, the state of the system is given by
SI-1.1. Law of mass action and classical scaling
460
The law mass action kinetics of a reaction system gives an expression for the propensity a k of the reaction k. The assumption of the mass action reflects the intuitive idea that in a well-stirred system all molecules are equally likely to react. For example, for a binary reaction of the form
where κ denotes the stochastic rate constant. For a binary reaction of the form 2A −→ B a(x) = κx A (x A − 1), while for a unary reaction of the form A → B, a(x) = κx A . Let Ω be some measure of volume of the system. Thenx = x/Ω gives the concentrations in moles per unit volume. Ifκ k denotes the deterministic rate constant, then typically
|ν ki | is the total number of molecules consumed in reaction k. A simple calculation will then show that
whereã k (x) is the propensity when the system is modeled deterministically with the 461 deterministic rate constantsκ k , k = 1 . . . , n.
462
Letξ ( it follows that
Note that by the central limit theorem
Here the B k are independent, standard Brownian motions and the symbol ' d −→' means convergence in distribution. Thus for large Ω we can write
Hence from (A.3) it follows that ifã k (Z(t)) = O(1), which will be the case if
The above stochastic differential equation is equivalent (in the sense of distribution) to
The above equation is called the chemical Langevin equation.
468
SI-2. Perturbation analysis using linearization
469 Let x solveẋ = f (x) where x ∈ R n and f satisfies the usual conditions. We seek solutions of
with the diffusion term σ : R n → R n×n . We look for approximate solutions of the form 472 Z(t) = x(t) + Y(t). Thus, Y denotes the deviation of the deterministic solution x(t). We 473 approximate f by first-order expansion and σ(Z(t)) by σ(x(t)). Thus
where J(t) is the Jacobian matrix of f evaluated at x(t), that is, J(t) = (
∂y | x(t) ). It follows 476 that the deviation Y is an approximate solution to
Let Φ i (·, t 0 ) be a solution the the ODĖ
Then the matrix Φ = (Φ 1 , . . . , Φ n ) is sometimes called the state transition matrix. Note 479 that Φ(s, s) = I n , for all s ≥ 0.
480
Lemma SI-2.1 Let G be a semimartingale and Φ be the state-transition matrix of the differential equation,ẋ(t) = J(t)x(t). Assume that Φ(t, r) = Φ 1 (t)Φ 2 (r). Then the solution to
is given by
Proof. The proof is by stochastic integration by parts. Let Z satisfies (B.4). Put
H(r)dΦ 1 (r), as the covariation term = 0
Applying Lemma SI-2.1 it follows that the solution to equation (B.3), Y(t) is given by
where Φ(t, r) = U(t) exp(D(t − r)))V(r). Notice that by the Itô isometry
SI-3. Nonlinear perturbation analysis for phase deviation
486
In this section we want to approximate the solution, Z(t), of (B.1) by expression of the form 487 x(t + S(t)) + T(t), where x is the solution of the differential equationẋ = f (x), S represents 
Note that S is a scalar process. PutX(t) = x(t + S(t)). We first show thatX satisfies an 494 appropriate SDE.
495
Remark SI-3.2 From the definition of S, it follows that S can be written as a time-changed Brownian motion where the time change is given by the quadratic variation
More precisely, there exists a scalar Brownian motion B such that
It is immediately clear that the autocorrelation between S(t 1 ) and S(t 2 ) is given by
where t 1 ∧ t 2 = min(t 1 , t 2 ).
496
Theorem SI-3.3X satisfies
the Jacobian matrix (
∂y | y ).
498
Proof. Note that by Itô's formula we have
where as before [S] denotes quadratic variation of the process S. Using the definition of S, it 500 follows that
Remark SI-3.4 By the definition of the matrix J and A it is clear that A(x(t)) = J(t), and A(X(t)) = A(x(t + S(t)) = J(t + S(t)).
where σ 1 is as before.
506
Remark SI-3.6 Let σ j and σ i denote the j-th column and the i-th row of the diffusion matrix σ. Since {u i (t)} forms a basis of R n , there exists constant γ ij such that
In other words putting U = [u 1 , . . . , u n ] and Γ = ((γ ij )), we have
Now, notice that
The last step is because of the fact
It follows that
σ(x(t + S(t))) − σ 1 (t + S(t), x(t + S(t))) = U(t + S(t))Γ(t + S(t)),
Let T(t) = Z(t) −X(t). Then notice that T is an approximate solution to
By taking the first order Taylor expansion of f (Z(t)) = f (X(t) + T(t)) and approximating 512 σ(Z(t)) by σ(X(t)), by the above remark it follows that 513 dT(t) = J(t + S(t))T(t)dt + U(t + S(t))Γ(t + S(t)) dW(t) (C.7) (C.8)
Since Φ(t, r) is the state-transition matrix of the homogeneous systemẋ(t) = J(t)x(t) it is reasonable to approximate the state transition matrix of the (random) ODE.
by Ψ(t, r) ≡ Φ(t + S(t), r + S(r)).
514
To see this notice that by Itô's formula 515 dΦ(t + S(t), r + S(r)) =Φ(t + S(t), r + S(r))(dt + dS(t))
Now from the definition of S, it is reasonable to have dt + dS(t) ≈ dt. Moreover notice that
Hence approximately, dΦ(t + S(t), r + S(r)) =Φ(t + S(t), r + S(r)) dt.
which implies that Ψ(t, r) ≡ Φ(t + S(t), r + S(r)) is an approximate state-transition matrix 516 of the systemẋ(t) = J(t + S(t))x(t).
517
Theorem SI-3.7 Assume that T satisfies (C.7) and Φ(t + S(t), r + S(r)) is the approximate state transition matrix of of the (random) ODĖ
, where C (n) is some constant depending on n but independent of 518 t.
519
Proof. From Lemma SI-2.1 it follows that 520 T(t) = t 0 Ψ(t, r)U(r + S(r))Γ(r + S(r)) dW(r)
The second equality follows because
Now since, σ = o( ), µ 1 = 0 and µ i ≤ 0, i ≥ 2 it follows from the above expression
where C(n) and C (n) are some constants depending on n (but not on t).
524
Remark SI-3.8 Note that from the definition of S it is clear that E[S(t)] = 0. Moreover again by Itô isometry
Proof. Notice that if g is any periodic function with period T , then
ds, as t → ∞. Let p(t, ·) be the distribution of S(t). Note that from the above 528 remark the right side is equal to
Now using fact that v(t) is periodic with period T , it follows that the integrand
The above theorem and Remark SI-3.2 indicate that for large t, S(t) ≈ B(ct)
531 SI-4. Autocorrelation and spectrum
532
In this section we provide the details how to obtain the asymptotic expression for the 533 autocorrelation and spectrum of the process x(t + S(t)). As we have shown that the deviation 534 Z(t) − x(t + S(t)) remains small for all times, the autocorrelations and spectra x(t + S(t)) and 535 Z(t) can be assumed to be close. We expand the deterministic solution x(t) in a Fourier series
with the vector of coefficientsX i and ω s the angular frequency of the periodic solution x(t).
538
With the definition
The last term of (D.1) is the characteristic function of the random process β ik (t, τ ). For an asymptotic expression of R(t, τ ), we exploit the asymptotic Gaussianity of S(t) and thus β ik (t, τ ). We thus study the first two moments of β ik (t, τ ). From the definition (C.1) and (D.2) it apparent that E[β ik (t, τ )] = 0 for all i, k and τ . The second order moment reads
Taking into account Theorem SI-3.9, we have
Thus we obtain
From known expression for the characteristic function of a Gaussian random variable and from the explicit expression for the first two moments we get parameters as described in [46] . The deterministic integration is performed using MATLAB 551 ode45 algorithm. Then, we found the corresponding time shift S(t) as follows. First, we 552 calculate the phase ϕ(Z(t)) of every path using the Hilbert transform in MATLAB [47] .
553
Subsequently, we find the corresponding time t of the deterministic oscillations such that 554 the phase is equal to the stochastic trajectory: ϕ(x(t)) = ϕ(Z(t)). With that information,
555
we can compute the time shift S(t) = t − t. At t = 0, both stochastic and deterministic 556 trajectories start from the same point (S(0) = 0), then we chose the t that has the closest 557 phase under the continuity condition for S(t). Note that using the Hilbert transform assume 558 that the transversal component T(t) is not affecting the phase. Although not exact, this 559 approximation is the natural way to define a phase on a stochastic trajectory. It allows an 560 easy and consistent computation of the phase shift, moreover any small deviation will be 561 averaged out over a cycle and would therefore not affect the desynchronization properties.
562
After that, we fit the distribution of the time shifts S(t) every t = 3, 6, 9, . . . hours with a
563
Gaussian function using MATLAB. Note that figure 2 in the main text is obtained with a 564 smoothing on the distribution. The last step is to fit the evolution of the variance of the 565 distribution σ 2 (t) with a linear curve and evaluate the slope of the curve σ 2 (t) =ĉt + b which 566 is the estimate of the phase diffusion coefficientĉ. For this last fit, we only use the points from 567 t = 750h until the end of the trajectories (t = 3000h) as the evolution of σ 2 is expected to be The first step of the calculus of the Ansatz is to precisely calculate the orbit and the period 574 of the stable cycle. We integrate the ODE of the model using MATLAB ode45 function with 575 a relative tolerance of 10 −6 for a time long enough for the trajectory to reach the stable orbit.
576
The period T is known with a precision of 10 −5 h. The variational equations of the system 577 (dΦ(t, t 0 )/dt = J(t)Φ(t, t 0 ), where J(t) is the Jacobian matrix of the system at time t) are 578 then integrated over exactly one cycle (from t = 0 with Φ(0, 0) = I n until t = T ) using 
