Abstract
Introduction
With the rapid development of the economy and communication technology, the number of mobile users is increasing and telephone traffic is also growing. Accurate telephone traffic forecast can provide important assist for the network management, planning and designing, as well as decision support for network congestion, coverage and obstruction. It is increasingly a hot research topic to improve the accuracy of telephone traffic prediction nowadays.
Currently, the forecasting models mainly include autoregressive moving average (ARMA) model [1, 2] , Markov model [3, 4] , gray model [5, 6] , neural network model [7, 8] and so on. As the telephone traffic is influenced by multiple factors, most of these models are based on historical traffic data without taking the factors that influence the telephone traffic into account. For nonlinear, non-stationary, self-similarity and multi-scale characteristics of telephone traffic, single forecasting model is easy to achieve, but it is difficult to predict the complicated and variable telephone traffic accurately. The combined forecasting model works through making the best use of the advantages of the single models, which can improve the prediction accuracy. It is a new trend in the study of telephone traffic prediction.
Most of the combined forecasting models are based on wavelet transform which can make multi-scale detailed analysis on signal, and make the signal be a simple single frequency component, so as to be much easier to predict. ARIMA model is a linear prediction model which can predict a smooth sequence more accurately [9, 10] . PSO-LSSVM model with powerful generalization ability can find the optimal solution
Step 2: To deal with each sequence
Step 3 
Wavelet Decomposition and Reconstruction
Decomposition and reconstruction of the raw data using the Mallat algorithm, then we can get the formulas as follows [14] :
Where H= {h j } denotes a low-pass filter, G= {g j } denotes a high-pass filter.
Mallat algorithm can make the time sequence into low frequency components and high frequency components [15] , [16] . The low frequency components can reflect the trend of a sequence substantially, and the high frequency components can reflect the differences of the sequence in the details. Therefore, we can decompose the low frequency components further to obtain new low frequency components and high frequency components. At different time periods, we can get what we so called "single reconstruction" through reconstructing low frequency components and high frequency components.
ARIMA Model
ARIMA (p, d, q) model can get a new stationary data series by making non-stationary original data differential treatment for d times, the order determination methods of ARIMA (p, d, q) are generally decided by the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF). Combining with the methods of the minimum information criterion (AIC) and consistency criterion (SBC), we can get the most appropriate model. The functions of AIC and SBC are defined as followed:
Least Squares Support Vector Machine and Particle Swarm Optimization
Suppose the training sample set as（x i , y i ）, i =1, 2,…l, x i ∈ R n is the input data, y i ∈ R is the output data and the support vector machine model in the feature space as following [17] , [18] :
Where ω is the weight vector, φ(x) is the mapping of the input data x in the feature space, b is the bias parameter.
So we can transform the non-linear estimation function into linear estimation function in high dimensional feature space if it meets the conditions of the structural risk minimization principle:
The solved target equations can be converted to the equation:
2 is used to control the complexity of the model, c is the regularization parameter, and ξ i is the relaxation factor.
The optimization problems of the least squares support vector machine is transformed into Lagrangian function according to the KKT optimality conditions and Mercer conditions. Finally we get a nonlinear regression model:
Where a i ( i =1,2,…l) is the Lagrange multiplier, K( x，x i ) is kernel function. It makes a great influence on the accuracy that the selection of the penalty parameter and kernel function of least squares support vector machines, and it is difficult to determine the appropriate values in advance. The particle swarm optimization is a population-based optimization algorithm [19] , [20] , making the values of the penalty parameter and kernel function initialize to a group of random particles, finding the optimal solution through iteration. In this paper, we apply the particle swarm optimization algorithm to obtain the optimal parameter of the least squares support vector machines, and the simulation results show that the parameter selection of the least squares support vector machine based on the particle swarm optimization is reliable and accurate.
Forecasting Model and its Process
The forecasting model is a combined model of wavelet analysis and ARIMA-LSSVM. It is shown in Figure 1 . The concrete steps of the telephone traffic forecasting are as following: 1) We carry out the correlation analysis on the busy telephone traffic, getting the key factors affecting the telephone traffic; 2) In this paper, we apply biro1.3 wavelet to decompose the busy telephone traffic data into 3 layers, getting the low-frequency cA3 and high-frequency cD1, cD2, cD3; 3)
We apply the Mallat algorithm to achieve the single reconstruction of low-frequency cA3 and high-frequency cD1, cD2, cD3 respectively, getting A3 and D1, D2, D3; 4) The low-frequency component A3 is used as input variables into the ARIMA model to predict, getting the predictive values A3(S). The high-frequency components D1, D2, D3, respectively, and important influence factors are used as input variables into the PSO-LSSVM model to predict, getting the predictive values D1(S), D2(S), D3(S);
5) The final results would be Pre=A3(S)+ D1(S)+D2(S)+D3(S).

Experimental Results and Analysis
Forecasting Results and Analysis in a Region
The experimental data is provided by a telecom, the data of telephone traffic and key factors are collected from April 7, 2011 to May 3, 2011, April 7, 2012 to May 3, 2012 and April 7, 2013 to May 3, 2013 in some region, and we select the maximum of daily telephone traffic data as busy data, the 81 busy telephone traffic data is shown in Figure 2 .
The trend of telephone traffic data is not only affected by historical telephone traffic data, but also many other factors. In order to predict the busy telephone traffic more accurately, Firstly, we make correlation analysis on busy telephone traffic with gray correlation analysis method, choosing 4 affecting factors of bigger correlations from the 17 factors of busy telephone traffic, and the statistical results are shown in tab.1.By analyzing the results, the total number of users busy VLR, the number of the system connectivity, the total number of switch test call and the total number of system paging were closely related to the telephone traffic. The low-frequency component is input into the ARIMA model, and the high-frequency component and the key factors of busy telephone traffic are input into the PSO-LSSVM model, and we use the previous 80 data as training set to predict the busy telephone traffic of May 3.
In order to prove the accuracy and validity of this method proposed in this paper, we compare the forecasting results with those of PSO-LSSVM model which considers the influence of multiple factors (Model 1), the Elman neural network without considering the influence of multiple factors (Model 2). Prediction error indicator applies the relative error, namely: ξ=|
' is predictive value, x i is the actual value. Figure 3 to Figure 6 show the forecasting results of each frequency component with the traffic forecasting model considering the influences of multiple factors based on wavelet transform and ARIMA-LSSVM; Figure 7 is the comparison chart of the actual value and the predictive value using the model in this paper; Figure 8 shows the forecasting results of telephone traffic based on the three models. The comparison of error is shown in Table  2 .
As shown in Figure 3 to Figure 6 , we get that the signals obtained from wavelet transform are more single in the frequency component, combining the advantages of the ARIMA in forecasting stationary series and that of the PSO-LSSVM in forecasting non-stationary series, so the prediction accuracy of the model for each subsequence is higher, and the final results superimposed by each component have high accuracy. As shown in Table 2 , the prediction error of the combined forecasting model under the influence of multiple factors based on wavelet transform and ARIMA-LSSVM is small, mainly due to the errors of forecasting result from the single component based on the decomposition and reconstruction being positive and negative, and the components are superimposed, the prediction error can be canceled each other, taking into account the effect of the key factors to the telephone traffic, so the prediction error is reduced.
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Forecasting Results and Analysis in the other Four Regions
In order to test the generalization ability of this model, busy telephone traffic is predicted in the other four regions by the proposed method in this paper. We compare the forecasting results with those of Model 1 and Model 2. The forecasting results are shown in Table 3 . As shown in Table 3 , the proposed approach performs well on predicting busy telephone traffic in the four regions. Experimental results show that the model has strong generalization ability.
Conclusion
We propose a combined traffic forecasting model considering the influence of multiple factors based on wavelet transform and ARIMA-LSSVM. The single frequency components of signal are got through the wavelet decomposition and reconstruction, the better stability of each component, and easier to predict. Given the characteristics of each component, and the advantages of the ARIMA forecasting in stationary series and the PSO-LSSVM forecasting in non-stationary series, we put the low-frequency component into the ARIMA model to predict, while the high-frequency component as well as the key factors into the PSO-LSSVM model to predict. The final results superimposed by each component show the effect of the combined forecasting model is much better than those of PSO-LSSVM model which considers the influence of multiple factors, the Elman neural network without considering the influence of multiple factors. In order to test the generalization ability of the model, busy telephone traffic is predicted in the other four regions and forecasting results are highly accurate. Experimental results show that the model has higher prediction accuracy and strong generalization ability.
