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Abstract
Suppressing charge recombination is key for organic solar cells to become commer-
cial reality. However, there is still no conclusive picture of how recombination losses
are influenced by the complex nanoscale morphology. Here, new insight is provided by
revisiting the P3HT:PCBM blend, which is still one of the best performers regarding re-
duced recombination. By changing small details in the annealing procedure, two model
morphologies were prepared that vary in phase separation, molecular order and phase
purity, as revealed by electron tomography and optical spectroscopy. Both systems
behave very similarly with respect to charge generation and transport, but differ sig-
nificantly in bimolecular recombination. Only the system containing P3HT aggregates
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of high crystalline quality and purity is found to achieve exceptionally low recombi-
nation rates. The high-quality aggregates support charge delocalization, which assists
the re-dissociation of interfacial charge-transfer states formed upon the encounter of
free carriers. For devices with the optimized morphology, an exceptional long hole
diffusion length is found, which allows them to work as Shockley-type solar cells even
in thick junctions of 300 nm. In contrast, the encounter rate and the size of the phase-
separated domains appears to be less important. This provides clear guidelines for the
development of novel materials.
1 Introduction
The emergence of nonfullerene acceptors (NFAs) has pushed bulk-heterojunction organic
photovoltaics (OPVs) to record efficiencies close to 20%. [1,2] However, despite the wide variety
of materials that are now available, there are still only a few systems that maintain their full
performance at junction thicknesses of 300 nm and more. [3–5] Compatibility with such thick
active layers, as well as a general tolerance to thickness variations, is considered an important
prerequisite for OPVs to become commercial reality. [6,7] The main problem with increasing
thickness is the slowdown of charge collection, which makes photogenerated carriers more
vulnerable to recombination. [8–10] This is particularly true for NFA-based systems, which
typically have low carrier mobilities of 10−9 to 10−8 m2 V−1s−1. Hence, in order to compensate
for the limitations in transport, it has become extremely important to find strategies how
charge recombination can be suppressed.
Despite considerable efforts, there is still no agreement on which are the key factors
determining the recombination strength. [11,12] Conceptually, free charge recombination is
a bimolecular process and can be described by the rate equation R = k2n
2, where k2 is
the rate constant and n the carrier density. The parameter k2 is often compared with the
homogeneous Langevin model,
kL =
q
εε0
(µn + µp), (1)
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where q is the elementary charge, εε0 the dielectric permittivity, µn the electron mobility and
µp the hole mobility. Although there are a number of systems in which k2 is significantly
reduced compared to Langevin recombination (k2 = ζkL, where ζ < 1), the reduction is
usually not great enough to ensure thickness-insensitive device performance. It is generally
accepted that the reduction factor ζ is affected by the blend morphology, but the details
remain controversial. For example, while some authors relate ζ to the phase separation
between the donor and acceptor, [13–17] others highlight the importance of phase purity and
molecular order. [18–21] The difficulties of manipulating the morphology in a controlled way
makes experimental clarification a complex task.
Among the benchmark systems for reduced recombination are blends based on the clas-
sical polymer poly(3-hexylthiophene) (P3HT). Both with fullerene and NFAs, reduction
factors as low as 10−4 have been reported. [17,22,23] In particular, the availability of NFAs that
complement the absorption of P3HT and minimize voltage losses due to a fine-tuned energy
level alignment has led to a remarkable renaissance of P3HT in OPV research. [23–29] One
special feature of P3HT-based OPVs is that they develop their full performance only after
the application of post-deposition treatments such as thermal and solvent annealing. The
annealing induces phase separation and crystallization, thereby transforming the active layer
into an “optimized” morphology in terms of charge generation and transport. [30–32] However,
a closer look at the literature reveals that the connection between the morphological changes
and the recombination is much less clear. In the Supporting Information (Table S1 and
Figure S1) we collected 16 studies on annealed blends of P3HT and phenyl-C61-butyric acid
methyl ester (PCBM), which is the most studied system to date. Even for nominally equally
processed devices, reported reduction factors ζ span over 3 orders of magnitude. Although
the variation may be partly explained by different measurement methods, it points towards
an underlying structure–property relationship that is yet to be revealed. Understanding this
relation, or simply answering the question “What makes P3HT performing so well?”, will
help in designing new materials for commercially relevant OPVs.
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In this article, we revisit the P3HT:PCBM blend to determine the key morphological
features to suppress charge recombination in OPVs. Specifically, we consider two model
morphologies that behave similarly with respect to generation and transport, but show clear
differences in recombination strength. By combining electron tomography, optical spec-
troscopy and electrical measurements, we draw clear connections between morphology and
the thickness-dependent competition between charge collection and recombination. We find
that the presence of aggregates of high crystalline quality and purity is crucial for OPVs
to function as Shockley-type devices without recombination losses even at high thickness.
In contrast, the experiments show that the size of the phase-separated domains is of sec-
ondary importance. Our results suggest that delocalization along conjugated chain segments
is key to allow charge-transfer pairs formed by the encounter of free electrons and holes to
re-dissociate rather than to recombine into the ground state. This provides clear design rules
for future OPV materials.
2 Results
2.1 Sample Systems and Device Performance
Throughout the following, we compare P3HT:PCBM films in 1:1 blend ratio that were
spin-coated from either chlorobenzene (CB) or 1,2-dichlorobenzene (DCB) and subsequently
thermally annealed. The main effect of the solvent is on the drying rate. While films
from CB dried rapidly during spin coating, those from DCB were still wet after deposition
and let dry slowly before the thermal anneal was applied. We implemented the differently
prepared blends into inverted solar cells (substrate/cathode/active layer/anode) and varied
the thickness L of the active layer. Figure 1a,b and Table S2 in the Supporting Information
summarize the thickness-dependent current–voltage (j–V ) characteristics under simulated
solar illumination. Clearly, only the slow grown DCB devices maintain their performance by
increasing L from around 50 to over 300 nm. In contrast, the photocurrent of the CB devices
4
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Figure 1: Thickness-dependent performance of CB and DCB devices. (a,b) j–V curves under
simulated sunlight for different active-layer thicknesses. See Table S2 in the Supporting
Information for the full data set. (c) Measured jsc (symbols) together with the result of
transfer-matrix calculations (dashed lines) assuming a constant IQE of 70%. (d) White-light
bias dependent EQE for 300-nm thick devices.
becomes increasingly voltage-dependent with increasing thickness, which leads to a clear
drop in the short-circuit current (jsc) and fill factor (FF).
Figure 1c shows that the photocurrent of the DCB devices is well described by an optical
transfer-matrix model assuming an internal quantum efficiency (IQE) independent on thick-
ness. We determined the IQE experimentally using the external quantum efficiency (EQE)
measured with lock-in technique (see Figure S3 in the Supporting Information). In the case
of the CB devices, this method fails to explain the drop of jsc for L > 150 nm. The reason is
that the EQE decreases strongly with increasing light intensity, which can be seen by adding
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bias illumination to the low-intensity probe in the EQE measurement (Figure 1d). Hence,
the poor performance is not an inherent property of the thick CB devices, but develops grad-
ually with increasing carrier density. This aspect is further elaborated in Figures S4 and S5
in the Supporting Information, where light-intensity dependent j–V curves and EQE spec-
tra are shown. Such a behavior is usually attributed to bimolecular recombination, often
accompanied by space-charge effects. [33] Importantly, at low intensity, all CB and DCB de-
vices display a rather high IQE of about 70%. This illustrates that free charge carriers are
efficiently generated in both systems, while the differences lie in how the collection of those
carriers competes with recombination. [8,10]
Having shown that seemingly small details in the blend preparation have drastic effect
on the thickness-dependent device performance, we now want to establish relationships with
the morphology. For this purpose, we will first present a detailed characterization of the
relevant structural features, that is, phase separation, aggregation and phase purity. We
then use mobility measurements, as well as transient photocurrent and photovoltage studies
to relate these properties to the kinetics of charge collection and recombination.
2.2 Phase Separation
To investigate the phase separation in real space, we used high-resolution transmission elec-
tron microscopy (TEM) and tomography (Figure 2). Blend films of ∼200 nm thickness were
selected for this analysis because they are representative of the thickness series and still
exhibit high enough electron transparency. [34,35] Figures 2a and 2c show regular bright-field
TEM images, which reveal significant differences at various length scales. While the CB sam-
ple exhibits no distinct structural features on the micrometer scale, alternating regions of
bright and dark contrast can be seen for the DCB sample. Atomic force microscopy (Fig-
ure S6, Supporting Information) confirms that these alternations are due to the surface
topography (i.e., height variations) rather than the blend composition. Independent of the
substrate used, much smoother films with a root-mean-square roughness of ∼1 nm were ob-
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Figure 2: Morphology of 200 nm thick P3HT:PCBM films processed from CB (panels a,b
and e) and DCB (panels c,d and f), respectively. (a,c) Regular bright-field TEM images of
free-standing films. Scale bar: 300 nm. (b,d) Exemplary slices through electron tomographic
reconstructions parallel (top) and perpendicular (bottom) to the film plane. The color coding
represents the brightness value of a certain pixel, which decreases from red over green to blue.
Scale bar: 100 nm. (e,f) Representative volume elements, reassembled from the xy slices after
binarization. See also Movie S1 in the Supporting Information.
tained by rapid drying (CB), as compared to ∼10 nm in the case of slow drying (DCB), in
agreement with previous works. [32,36]
Instead of that, image contrast on the nanometer scale contains information about
the phase separation. Because of the lower density of P3HT (∼1.1 g cm−3) compared to
PCBM (1.3 g cm−3), bright areas can be assigned to polymer domains and dark areas to
fullerene domains. [37–40] The regular TEM images already suggest a coarser phase sepa-
ration (i.e., larger domains) for the CB cast blend films. However, as these are two-
dimensional (2D) projections of a three-dimensional (3D) network, they are insensitive to
possible vertical gradients. [39,41] To overcome this limitation, we used electron tomography,
which yields a volumetric reconstruction of the blend film. Figures 2b and 2d show exem-
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Figure 3: Morphological features derived from the electron tomograms. Upper panel: Do-
main size d estimated from the width of the self-correlation peak of the radially averaged
2D autocorrelation function (see the Supporting Information). Lower panel: Interfacial-area-
to-volume ratio of the P3HT phase calculated using Minkowski functionals. Dashed lines
indicate the average values.
plary slices trough the tomograms parallel (xy direction) and perpendicular (xz direction)
to the film plane. The tomographic data confirms the trend from the regular TEM imaging.
While the CB sample exhibits well-separated and homogeneously distributed domains in the
order of 10 nm, the DCB sample shows a much finer phase separation with a higher degree
of interpenetration between the P3HT and PCBM domains. From the xz slices, a columnar
structure with transport paths towards the bottom and top of the film can be seen in both
cases. Figures 2e and 2f give an impression of the 3D phase-separated morphology. For
this representation, the slices were binarized by attributing each pixel either to the P3HT
or PCBM phase (see also Movie S1 in the Supporting Information).
For a quantitative statistical analysis of the structural features, we computed the 2D auto-
correlation using the fast Fourier transform (FFT) algorithm as detailed in the Supporting
Information. The upper panel of Figure 3 shows the domain size d, estimated from the
8
width of the autocorrelation function, versus the vertical position. In case of the rapidly
dried sample (CB), the domain size was found to be nearly constant throughout the film,
with an average value of d = 9.6 ± 0.2 nm. In case of the slowly grown sample (DCB), the
domain size was slightly increasing (from 5.3 to 6.5 nm) towards the upper boundary, with
an average of d = 5.9± 0.4 nm. From the binarized slices, we were further able to compute
Minkowski functionals such as perimeter and area. [42] We used these measures to estimate
the interfacial-area-to-volume ratio (Figure 3, lower panel). As one would expect, the finer
phase separation of the DCB sample is accompanied by a larger amount of interfacial area.
We note that due to the 1:1 blend ratio by weight, the P3HT and PCBM phases are not
equal in volume. From the number of bright to dark pixels, we estimate the P3HT volume
fraction to 0.57 (CB) and 0.54 (DCB), respectively, which fits well to the density ratio men-
tioned above. Furthermore, the slightly lower P3HT volume for the DCB sample hints to a
higher degree of aggregation, as will be discussed in the next section.
2.3 Aggregation and Phase Purity
The casting solvent does not only influence the size of the phase-separated domains, but also
the molecular order within them. [41,43,44] To complement our TEM studies with information
about the internal domain structure, we used optical absorption spectroscopy (Figure 4).
Generally, blend films cast from DCB showed more pronounced 0–0 and 0–1 vibronic features,
suggesting a higher ordering in the polymer phase. [45,46] It is known that the P3HT phase in
P3HT:PCBM blend films consists of a mixture of amorphous and aggregated material, the
latter formed by lamellar crystallites of 2D conjugated sheets. [46–48] For a spectral decompo-
sition of the absorption bands, we fitted the P3HT absorbance component to the model of
weakly interacting H-aggregates by Spano and coworkers. [49–51] The model treats the absorp-
tion in the ordered regions by a series of Gaussian peaks, determined by three parameters:
the energy E0−0 of the 0–0 transition, the Gaussian bandwidth σ, and the intramolecular
free exciton bandwidth W (see Experimental Section for details).
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Figure 4: Decomposition of the absorption spectra of CB (left) and DCB (right) cast blends
after thermal annealing. Solid lines are the P3HT component of the P3HT:PCBM ab-
sorbance. Dashed lines are fits to the Spano model to the aggregate region (1.95 to 2.25 eV),
and shaded areas are the single Gaussian contributions (see Experimental Section for fitting
details). Dotted lines represent the residual absorption attributed to amorphous P3HT.
Table 1: Results of the Spano analysis for CB and DCB cast blend films.
Solvent E0−0 (eV) σ (meV) W (meV)
CB 2.048 75 132
DCB 2.040 73 87
Table 1 and the dashed lines in Figure 4 show the results of the Spano analysis for the
spectral region dominated by aggregate absorption. The main difference between the CB
and DCB cast blends lies in the exciton bandwidth W , which is known to scale inversely with
the intramolecular order in the P3HT aggregates. [52,53] In particular, W has been correlated
with the conjugation length, that is, the number of interacting thiophene repeat units. We
can estimate the conjugation length using previous approaches, [36,53,54] which gives about
27 repeat units for the CB blends and 40 repeat units for the DCB blends. Since both
systems were subjected to the same thermal annealing, the apparent differences can only
be explained by the solvent evaporation rate. We hypothesize that the fast evaporation of
CB gives the P3HT not enough time to organize into larger aggregates, and that thermal
annealing cannot fully convert the disordered structure into a highly ordered one with an
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extended conjugation. This is different to the DCB blends, where the slow drying already
leads to the formation of aggregates of high crystalline quality. [36] In contrast, E0−0 and σ
are largely unaffected by the solvent. This means that the aggregates in the CB and DCB
blends have very similar energetic properties, despite their significantly different expansion in
the direction of conjugation. Interestingly, very similar trends with the solvent have recently
been reported for a P3HT:NFA blend. [55] Therefore, we assume that our results are generally
valid for P3HT and similar semicrystalline systems.
From the difference between measurement and Spano fit we can calculate also the amor-
phous absorption component (Figure 4, dotted lines). Using the ratio between the two
absorption fractions, and the extinction coefficients of P3HT in the aggregated and amor-
phous state, [51] we estimate the aggregate percentage in the P3HT phase to 45% (CB) and
51% (DCB), respectively. Even if we cannot resolve the aggregation in our tomography data,
there is a direct link to these numbers: Because of the closer packing, aggregated P3HT has a
higher density than amorphous P3HT. [56] Hence, at a given weight, a slightly smaller P3HT
volume is expected in the DCB blends with the higher aggregate percentage. This is exactly
the trend we derived from the tomography analysis.
When blended with an acceptor, the P3HT aggregation is directly correlated with the
phase purity. In particular, PCBM is known to be intermiscible with P3HT in amorphous
state, but not with P3HT in aggregated state. [57] If we assume that all amorphous P3HT
is molecularly mixed with PCBM, we get a refined picture of the morphology consisting of
roughly one third pure P3HT, one third pure PCBM and one third mixed phase. For a more
accurate estimate, we can combine the P3HT volume from the tomography measurements
with the amorphous P3HT fraction from the Spano analysis. This way we arrive at about
31% mixed phase in the CB blends and 26% in the DCB blends, which lies in the range that
has been reported for annealed P3HT:PCBM blends using high-resolution spectroscopic
imaging. [58,59] Hence, we can conclude that in addition to the higher intramolecular order in
the P3HT aggregates, the DCB blends also exhibit a higher overall phase purity.
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2.4 Charge Transport
Having shown that the CB and DCB blends show clear differences in their morphological
features, we now turn to the electrical properties. To estimate the carrier mobilities, we used
space-charge limited current (SCLC) experiments. Figure S8 in the Supporting Information
shows j–V curves of electron-only and hole-only devices whose active layers were prepared
the same way as for the solar cells. As the simplest and most robust model, we fitted the
data in the SCLC regime to the Mott–Gurney law, and Table 2 lists the resulting electron
and hole mobilities. As the most important result, the magnitude of both µn and µp appears
to be fairly independent of the solvent used.
We further analyzed the data in terms of the Gaussian disorder model, [60,61] which explic-
itly takes into account the hopping nature of transport. Also the derived hopping parameters
given in Table 2, that is, the Gaussian disorder σ and the attempt-to-hop frequency ν0, point
to very similar transport properties between the CB and DCB blends. Notably, while there is
virtually no difference in the Gaussian disorder for electrons, the disorder for hole transport
is ∼15 meV smaller in case of the DCB samples. This shows once again that it is mainly
properties of the P3HT phase that are influenced by the solvent. Considering that the ap-
parent transport characteristics are an average over aggregated and amorphous regions, the
result is also in line with our hypothesis that the DCB blends consist of slightly less disor-
dered material. However, these favorable local transport properties apparently do not affect
the macroscopic mobility, which is known to be largely dominated by the transport through
amorphous regions rather than within the aggregates. [36,54,62]
Table 2: Charge transport parameters derived from SCLC measurements.
Electrons Holes
CB DCB CB DCB
Mobility, µ [m2 V−1s−1] 1.5× 10−7 8.9× 10−8 1.6× 10−8 1.3× 10−8
Gaussian disorder, σ [meV] 107 112 79 63
Attempt-to-hop frequency, ν0 [s
−1] 3× 1012 2× 1012 9× 109 7× 109
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It is important to note that SCLC diodes probe the transport characteristics of charges
injected from the contacts. To check whether the results are also relevant for photogen-
erated charges, we performed resistance-dependent photovoltage (RPV) measurements on
operational solar cells devices. The RPV method is a transient technique with ns to ms
resolution, that is, the time scale relevant for charge collection and recombination. [63] From
the RPV transients shown in Figure S9 in the Supporting Information, very similar electron
mobilities can be derived as from the SCLC measurements, and about two times lower hole
mobilities. As RPV is carried out under much lower carrier densities, the latter might point
to a slight carrier density dependence of µp, but is within the typical range when comparing
different mobility measurements methods. [64] However, the important fact is that there is
still no significant difference between the CB and DCB blends. This shows that also the
transport of photogenerated charges is only slightly influenced by the differences in mor-
phology. In particular, both the CB and DCB blends show the typical mobility imbalance
of about one order of magnitude. [65,66] Consequently, the thick devices are supposed to be
affected by space charge effects, as will be discussed below.
2.5 Charge Collection versus Recombination
We now focus in more detail on the thickness-dependent competition between charge col-
lection and recombination. To study the dynamics of collection, we measured the transient
photocurrent (TPC) due to a small optical perturbation while the device is held at a constant
bias voltage and background illumination. We used a relatively long pulse length of 100µs
to guarantee that a steady state is reached. Because of the finite carrier mobility, a tran-
sient current j(t) is observed after switching off the light pulse at time t = 0, which reflects
the carrier sweep-out. [67,68] Figure 5a,b illustrates the TPC behavior of 300-nm devices by
plotting the voltage dependence of the extracted charge,
∆Q =
∫ tf
0
j(t) dt, (2)
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where tf is a time at which charge collection is completed. Data for the whole thickness
series can be found in the Supporting Information (Figures S10 and S11).
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Figure 5: Dynamics of charge collection derived from TPC measurements. (a,b) Voltage
dependence of the extracted charge ∆Q for 300-nm thick devices at different background
light intensities. (c,d) Device FF versus the ratio tex/trec between the carrier response time
in the extraction regime (V = −1 V) and the recombination regime (V → Voc). Data points
correspond to 8 samples of different thickness L and background light intensities ranging
from 0.01 to 1 sun. The fill factor is normalized to its low-intensity value to exclude other
influences such as the quality of the contacts. Dashed lines are a guide to the eye.
At low background illumination, all devices exhibit a similar behavior, which can be un-
derstood as follows. Reducing the internal voltage, Vint = Voc − V , by going from reverse to
forward bias slows down the current decay and ∆Q becomes larger. However, as V → Voc,
the internal field is close to zero and the extracted charge is reduced due to recombina-
tion. Altogether, this leads to characteristic maximum of ∆Q, indicating the point at which
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recombination starts to compete with collection. Such a voltage dependence proves that
the TPC signals represent the free charge carrier dynamics and are not limited by RC ef-
fects. [68] The situation changes with increasing background illumination. In the thicker CB
devices (L > 150 nm), the extracted charge is drastically reduced and the maximum of ∆Q
shifts gradually towards higher internal fields. Hence, recombination clearly competes with
collection over a large range of voltages. This is in contrast to the DCB devices, where ∆Q
is nearly invariant to thickness and light intensity. Also in the thick DCB devices, recombi-
nation is only significant close to Voc, where photogenerated carriers mostly recombine with
carriers injected from the contacts. [69]
Figure 5c,d illustrates the relevance of the TPC dynamics for the solar cell performance.
Shown is the device FF versus the ratio between the TPC decay time tex in the extraction
regime (reverse bias) and trec in the recombination regime (close to Voc) for a range of thick-
nesses and light intensities. The ratio tex/trec serves as a figure of merit for the competition
between collection and recombination. [8,10] Notably, all data points collapse into a universal
curve. For the CB devices, the fill factor drops when tex and trec are in the same order of
magnitude, which is the case for L > 150 nm at high light intensities. In contrast, for the
DCB devices, the absence of data points in this region indicates that collection is always
faster than recombination. Given the very similar mobilities, it is not likely that carriers are
collected at a higher rate. Instead, the striking differences between the two systems must be
related to the charge recombination.
In order to characterize the recombination mechanism, we determined the reaction order δ
and the ideality factor nid using transient and steady-state photovoltage measurements as
described in the Supporting Information. For the CB devices, we find δ close to 2 and nid
close to 1, which indicates that bimolecular recombination between free electrons and holes
is the dominant loss mechanism. [70,71] Hence, we can employ the rate equation R = k2n
2 and
estimate the rate constant to k2 ≈ 2 × 10−18 m3 s−1 (Supporting Information, Figure S13).
This value confirms recent charge extraction measurements on the same system, [33] which
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Figure 6: Characterization of the recombination kinetics. (a) Rate constants k2 for the CB
and DCB blends. The data points for the CB system were taken from a recent literature
study [33] and confirmed by transient photovoltage measurements (Supporting Information,
Figure S13). For the DCB system, k2 was estimated as detailed in the text. (b) Device FF
versus the parameter α as given in Equation (4) for CB and DCB solar cells of various
thickness and measured at different light intensities. Dashed lines are the expectations
according to the modified Shockley model by Neher et al. [10] for recombination rate constants
of k2 = 2×10−18 m3s−1 (CB) and k2 = 1×10−19 m3s−1 (DCB), respectively. The degradation
of the FF in the CB devices can be explained by the larger k2 alone.
also show only a weak dependence on the carrier density (Figure 6a).
For the DCB devices, the apparent recombination behavior is more complex. We find δ
significantly exceeding 2 and nid ranging between 1 and 2, which suggests that recombina-
tion involves carriers trapped in exponential tails of the density of states. [72] Given that the
DCB blends actually consist of less disordered material than the CB blends, it does not seem
likely that they have more or deeper tail states. Instead, we assume the free carrier recombi-
nation (as given by k2) to be much stronger reduced, so that the trap-assisted regime becomes
more apparent. Under these conditions, the transient techniques used herein to determine k2
do not lead to meaningful results. [73,74] However, to explain the differences in device perfor-
mance, we estimate that k2 must be at least one order of magnitude smaller than in the
CB blends. This is supported by a recent study in which the newly developed impedance-
photocurrent device analysis technique showed a rate constant k2 of about 10
−19 m3 s−1 for
comparably processed DCB devices. [75]
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To test whether a contrast in k2 alone can explain the striking differences between CB
and DCB devices, we applied the modified Shockley equation by Neher et al., [10]
j = qGL
{
exp
[
q
(1 + α)kBT
(V − Voc)
]
− 1
}
, (3)
where G is the generation rate calculated with our transfer-matrix model and α is a factor
that relates charge generation, transport and recombination to each other,
α =
q(k2G)
1/2L2
2µpkBT
. (4)
In the denominator we used only the mobility of the slower carrier (here: holes), which
dominates the photocurrent if transport is significantly imbalanced. [10,33] Figure 6b shows the
analytical relationship between the FF and α (dashed lines) together with ca. 200 data points
each for the CB and DCB system, corresponding to different samples of variable thickness L
measured at varying light intensity (and thus G). There is a reasonable agreement between
the Neher model and the experiments, which confirms the validity of the k2 values. We note
that the deviations at low and high α values are due to electrical imperfections (finite shunt
resistance, surface recombination) in the thin devices and space-charge effects in the thick
devices, respectively. An important finding from Figure 6b is that under nearly all conditions
tested, the DCB devices operate as Shockley-type solar cells (α < 1). This is an outstanding
result for OPVs, especially with thick active layers. [3] In contrast, most CB devices are in
the transport-limited regime (α > 1).
Figure S14 in the Supporting Information shows that the Neher model can also correctly
describe full j–V curves at different light intensities. The notable exception is the thick
CB devices at high intensities. The reason is that under these conditions the photocurrent
becomes space-charge limited, which is not considered in Equation (3). It is important to
note that due to the similar mobility imbalance, space charge will also build up in the thick
DCB devices, as can be seen from modeled energy band diagrams (Figure S15, Supporting
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Information). We have recently shown that collection is limited to the width w of the space-
charge region plus the diffusion length LD of the slower charge carrier.
[33] For the thick
devices, we find w ≈ 160 nm under 1-sun illumination. This gives an alternative way to
determine an upper limit for k2 in the DCB blends: The fact that charges are collected from
a 300-nm device without noticeable loss means that the hole diffusion length must be at least
around 140 nm. This is an exceptionally long diffusion length for OPVs, outperforming for
instance the highly efficient PM6:Y6 system. [76] Using the relationship
LD =
√
µpτkBT
q
, (5)
where τ = (k2G)
1/2, we can then estimate that k2 must be about 1×10−19 m3 s−1 or less. This
is in excellent agreement with our above assumption and confirms that the key difference
between the CB and DCB devices lies in the free charge recombination, which is about
20 times more reduced in the DCB blends.
3 Discussion
We now want to discuss our findings in the light of recent recombination models and derive
design rules for commercially relevant OPV materials. Figure 7 summarizes the current
understanding of charge generation and recombination in organic solar cells. [11,20,77–79] Both
processes involve bound excitons (either in spin singlet or triplet state), less bound charge
transfer (CT) pairs, and free carriers. Nongeminate charge recombination, on which we
will focus in the following, is a two-step process. The first step is the encounter of a free
electron and a free hole originating from different photoexcitations (rate constant kenc); the
resulting encounter complex has been identified as CT state with similar properties to the
one involved in charge generation. [78,80] The second step is the decay of the CT state into
the ground state (rate constant kf ), that is, the actual recombination event. However,
instead of decaying into the ground state, the CT state also has the possibility to dissociate
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Figure 7: Illustration of the relevant energy levels and transitions for charge generation and
recombination in organic bulk-heterojunction solar cells. The nongeminate recombination
of electrons and holes from the charge separated (CS) state to the electronic ground state
involves the formation of a charge transfer (CT) pair as intermediate.
again (rate constant kd). Following this rationale, the experimentally observable bimolecular
rate constant k2 can be written as
k2 = ζCTkenc, (6)
where ζCT is a reduction factor related to the CT kinetics.
When the decay of the CT state is much faster than its dissociation (kf  kd), the
recombination is encounter-limited and ζCT → 1. Hence, in this case, the recombination
rate is solely given by kenc. While in a homogeneous medium, kenc should be given by the
Langevin prefactor kL, it may become reduced in a blend with phase separation. This is
because electrons and holes are confined to different material phases and can only meet at
the heterointerface. [15–17,81] Heiber et al. [13] provided a semi-anlytical model for the encounter
rate in the presence of phase separation,
kenc =
q
εε0
2f1
(
µgn + µ
g
p
2
)1/g
, (7)
where f1 and g are domain-size dependent factors derived from Monte Carlo simulations
on artificial blend morphologies. Figure 8a illustrates the possible reduction through Equa-
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Figure 8: Effect of morphology on charge recombination. (a) Measured reductions k2/kL
for the CB and DCB blends (data points) in comparison with the model by Heiber et al. [13]
assuming encounter-limited recombination with a reduction factor kenc/kL (lines). Different
traces belong to different domain sizes. (b) Schematic illustration of the morphologies studied
herein (top: CB, bottom: DCB). Our data suggests that the more extended delocalization
of holes in the DCB blends assists CT states to dissociate.
tion (7) for a range of mobilities and domains sizes. Comparing the numbers with the mea-
sured reduction factors yields two conclusions: First, phase separation cannot explain the
differences between the CB and DCB blends. With the given mobilities and domain sizes,
the Heiber model would predict recombination to be (slightly) weaker in the CB blends,
which is the opposite trend to our experimental result. Second, the calculated encounter
rates exceed the measured values of k2 by orders of magnitude, which proves that both the
CB and DCB blends are not in the encounter-limited regime. Even in extreme cases, only
relatively mild reductions (>10−2) are predicted, which shows that tuning the domain size
is not a promising strategy to strongly suppress charge recombination.
By inserting the calculated encounter rates into Equation (6) we can deduce CT reduction
factors of ζCT = 10
−2 and 10−3 for the CB and DCB blends, respectively. In other words,
only 1 in 100 or 1000 encounter events will lead to an actual loss, which implies that the
probability for the CT state to separate again must be much higher than the probability to
relax to the ground state (kd  kf ). As shown by Burke et al., [20] this leads to an equilibrium
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between CT states and free carriers, reducing the recombination rate by
ζCT =
kf
kf + kd
. (8)
Several studies have indicated that the balance between kd and kf is moved towards sep-
aration by the presence of aggregates. [18–20,82,83] Energetically speaking, aggregation shifts
the molecular orbitals such that the electronic gap is reduced compared to the amorphous
state. [84] In a three-phase morphology, consisting of molecularly mixed, amorphous regions
and pure aggregates, this creates an energy cascade pushing carriers from mixed to pure
regions. The additional driving force has been shown to not only improve the split-up of
CT pairs during photogeneration, but also to reduce the loss due to charge recombina-
tion. [19,20]
Given the well documented energy level offset between P3HT aggregates and amorphous
P3HT mixed with PCBM, [83] the significant P3HT aggregation in the CB and DCB blends
reasonably explains why both systems are non-Langevin systems. However, the relatively
small difference in the P3HT aggregate percentage of 45 to 51% alone cannot explain why
the reduction is one order of magnitude stronger in the DCB blends. We also find no
evidence that the properties of the PCBM are substantially altered by the solvent. Hence,
it is reasonable to suggest that the crystalline quality in the P3HT aggregates, expressed by
the exciton bandwidth W , is the decisive factor. Although the parameter W mainly refers to
excitons, a direct connection to the charge domain could be shown. [51] Here, the significantly
smaller value ofW for the DCB blends translates into a larger number of interacting repeating
units in the polymer. As a result, the holes are supposed to be more delocalized in the DCB
blends. In other words, they have a higher local mobility (as opposed to the macroscopic
mobility addressed in the transport measurements), which leads to a higher probability for
carriers to overcome the energetic barrier between the interfacial CT state and the charge-
separated state. This in turn increases kd and thereby the denominator in Equation (8). For
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a schematic illustration of this scenario, see Figure 8b.
It should be noted that the CT dissociation rate will also affect the way how free charges
are generated following photoexcitation. Hence, one might argue that the contrast in ζCT
is at odds with the similar generation efficiencies we found for the CB and DCB blends.
However, as pointed out by Shoaee et al., [77] equilibrium between CT states and free charges
implies a reverse relationship of the form ζCT = 1 − ηCT,diss, where ηCT,diss is the yield of
CT dissociation during charge generation. Varying ζCT from 10
−3 to 10−2, which has drastic
consequences for the recombination behavior as shown in this work, corresponds only to a
change in ηCT,diss from 0.999 to 0.99. Such small differences in generation efficiency are not
distinguishable with the methods used herein. In other words, recombination is much more
sensitive to the CT dissociation rate than generation is.
Another aspect to consider is the role of spin in the recombination. In general, the en-
counter of two independent charges should form CT states of singlet (1CT) and triplet (3CT)
spin state in a 1:3 ratio. [77,85,86] The direct transition from 3CT to the ground state is
spin-forbidden, but the triplet CT state may undergo back electron transfer to triplet ex-
citons (T1). Hence, there would be in principle two different decay channels with different
relaxation kinetics, which would make the relation between generation and recombination
less straightforward. [77] For back electron transfer to be relevant, the T1 level in either the
donor or acceptor must be at lower energy than the CT state. Even though such a config-
uration is not typical for P3HT:PCBM, it cannot be completely ruled out from this work.
However, it could be shown that in other materials the loss channel through triplets is turned
off upon aggregation. [85,86] Thus, if triplets were relevant, it is likely that they would lead
to additional losses in the CB rather than in the DCB system, which enforces our view that
aggregation is key to suppress charge recombination. Clarification of this aspect would be
an interesting direction for future research.
Summarizing, we find that P3HT:PCBM blends processed via the DCB route display
an optimal morphology in terms of reduced recombination and thickness-insensitive device
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performance. The optimal morphology consists of both amorphous and aggregated regions.
To this end, our work confirms earlier suggestions that a three-phase morphology balances
best between efficient generation (mainly to occur in the amorphous phase) and reduced re-
combination (carriers are pushed away from the interface towards aggregated regions), and
outperforms both purely amorphous and highly ordered blends. [21,87] However, the crucial
point here is that the mere existence of aggregates in an amorphous matrix is not sufficient
to suppress recombination to such an extent that efficient thick-film devices are possible.
To achieve this, the aggregates must have a high crystalline quality and purity, which in
the present case is only realized in the carefully equilibrated DCB blends. We believe that
our findings derived from P3HT:PCBM are transferable to other blend systems and, there-
fore, the ability to form high-quality aggregates should serve as a guiding principle in the
development of novel OPV materials.
4 Conclusions
In this paper, we revisited the classical P3HT:PCBM blend to establish connections between
the nanoscale morphology and device physics of organic bulk-heterojunction solar cells. By
exploiting a structure–property relationship that has so far received little attention, we could
show that aggregation is the key feature to reduce recombination losses. However, in order to
reduce the recombination rate to such an extent that the solar cells operate as Shockley-type
devices even in thick junctions, the mere presence of aggregates is not sufficient. For this
to be the case, the aggregates must be of high crystalline quality and purity, so that the
charge carriers are delocalized over larger areas. The delocalization boosts the dissociation
of charger-transfer states that are formed by the encounter of free electrons and holes. In
the case of P3HT:PCBM, such a situation is realized in carefully equilibrated blend films
that are slowly dried after spin-coating. The optimized blends show extraordinarily long
hole diffusions lengths exceeding 100 nm and can also tolerate the build-up of space charge
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due to imbalanced transport.
In contrast, we find that phase separation plays only a minor role in recombination. The
fact that charge carriers are confined in donor and acceptor domains, and thus a coarse phase
separation would be preferable from a geometric point of view, is far outperformed by the
effect of aggregation. Therefore, optimization of the domain size, for example through nanos-
tructuring, is not a promising approach to significantly suppress recombination. Instead, the
focus should lie on molecular order, crystalline quality and phase purity. This is especially
an important design rule for nonfullerene acceptors, in which reducing the recombination is
particularly important due to their typically low mobilities.
5 Experimental Section
Materials Regioregular P3HT was purchased from Rieke Metals (4002-E, molecular weight
50–70 kDa, regioregularity 91–94%). PCBM was purchased from Solenne BV (purity 99.5%).
Chlorobenzene (CB), 1,2-dichlorobenzene (DCB) and polyethylenimine (PEIE) were pur-
chased from Sigma-Aldrich. Poly(3,4ethylenedioxythiophene) polystyrene sulfonate (PE-
DOT:PSS) was purchased from Heraeus (Clevios P VP AI 4083). Indium tin oxide (ITO)
covered glass substrates were purchased from Pra¨zisions Glas & Optik.
Blend-Film Preparation Blend solutions were prepared by dissolving P3HT and PCBM
in 1:1 weight ratio in either CB or DCB and stirred at 60 ◦C for 12 h prior to further pro-
cessing. Blend films were produced by dynamic spin coating. The thickness was controlled
by the concentration of the solution (30 to 60 mg/ml) and the spin-coating speed (500 to
1500 rpm). After complete drying in a closed vessel, all samples were thermally annealed at
150 ◦C for 10 min. All preparation was carried out under a dry nitrogen atmosphere.
Electron Tomography Specimens for TEM were prepared by depositing blend films on
glass substrates covered with a sacrificial layer of PEDOT:PSS. After immersion in deion-
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ized water, the PEDOT:PSS layer dissolved, and the free-floating blends were transferred to
300-mesh copper grids. Bright-field TEM images were acquired with a 200-kV field emission
electron microscope (Jeol JEM-2100F) at an underfocus of 10µm. [37,38,40] Electron tomog-
raphy was performed by recording a series of TEM images under different viewing angles
by tilting the specimen in a range of ±65◦ in nonequidistant increments according to Sax-
ton et al. [88] The tilt series was assembled to a volumetric reconstruction (voxel size 0.43 nm)
using the simultaneous iterative reconstruction technique (SIRT) with 25 iterations. Ac-
quisition, alignment, and reconstruction of tomographic data was done with the software
package Temography (System in Frontier, Inc.). For the FFT analysis, the reconstructed
volumes were cut into series of horizontal slices. Binarization of the grayscale slices was done
by applying a median filter (9× 9 pixels) and thresholding using Otsu’s method.
Device Fabrication Inverted solar cells were fabricated by spin coating a 50-nm layer of
ZnO nanoparticles (diameter 5 nm, see Ref. 89 for details) on cleaned and patterned ITO sub-
strates. Subsequently, the active layer was deposited either from CB or DCB as described
above. After thermal annealing, a MoO3 (12 nm)/Ag (150 nm) electrode was evaporated
under high vacuum (10−6 mbar). The active area was 0.3 cm2. Solar cells were encapsulated
with glass slides and an UV-cured optical adhesive. Single-carrier diodes were fabricated with
the device architecture ITO/PEIE/P3HT:PCBM/Ca/Al (electrons) and ITO/PEDOT:PSS/
P3HT:PCBM/MoO3/Ag (holes), respectively.
Characterizations Current–voltage curves were recorded with a parameter analyzer (Keith-
ley 4200). A class AAA solar simulator (Photo Emission Tech) was used to provide simu-
lated AM1.5G illumination at 100 mW cm−2. The EQE was measured with a custom-built
setup (Bentham PVE300), equipped with a 75-W Xe arc lamp and a monochromator. Pho-
tocurrent signals were modulated at 780 Hz and monitored with a lock-in amplifier (Stanford
Research Systems SR830). White-light bias illumination was provided by a 50-W halogen
lamp. The intensity of all light sources used was calibrated with a KG5-filtered reference
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solar cell. UV–vis absorption spectra were recorded from optically thin films on glass with
a spectrophotometer (Varian Cary 100) and corrected for the transmission of the substrate.
The P3HT absorption component was fitted to the Spano model, [49–51] which treats the
absorption spectrum as a series of Gaussian bands,
A ∝
∑
m=0
(
Sm
m!
)(
1− W e
−S
2Ep
∑
n6=m
Sn
n!(n−m)
)2
exp
−
(
h¯ω − E0−0 −mEp − 12WS
me−S
m!
)2
2σ2
 ,
(9)
where h¯ω is the photon energy, S the Huang-Rhys factor, Ep the intramolecular vibrational
energy, E0−0 the energy of the 0–0 transition, σ the Gaussian bandwidth, and W the in-
tramolecular free exciton bandwidth. Assuming S = 1 and Ep = 0.179 eV for the C=C
symmetric stretch, [50] the only free fit parameters were E0−0, σ and W . Film thicknesses
were measured with a stylus profiler (Veeco Dektak 6M).
Transient Measurements For TPC and TPV measurements, a 4-W white-light LED
(Seoul P4) was used to provide constant background illumination. Another LED (wavelength
525 nm, 250 ns rise/fall time), driven by a double pulse generator (Agilent 81150A), was
used to apply a small optical perturbation to the sample. The second channel of the pulse
generator served as bias-voltage source. Current and voltage transients were recorded with
a 1-GHz digital storage oscilloscope (Tektronix DPO7104) at an input impedance of 50 Ω
and 1 MΩ, respectively. The TPC transients were routinely corrected for RC time effects as
described elsewhere. [90] A biased silicon detector (Thorlabs DET36A) was used to monitor
the switching dynamics and background light intensity. The latter was pre-adjusted for each
device by matching the current–voltage response under simulated sunlight. Light sources
were attenuated with neutral density filters. Experiments were done at room temperature
and ambient pressure.
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Transfer-Matrix Model One-dimensional transfer-matrix calculations were performed
with a customized MATLAB code. [91] The optical constants of all materials involved were
determined by spectroscopic ellipsometry. The validity of the model was checked by com-
paring simulated and experimental reflectance spectra of complete OPV devices. Further
details are given in the Supporting Information.
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2
1 Summary of Literature Studies
Table S1: Recombination studies on annealed P3HT:PCBM solar cells.
Study Solvent Annealing Reduction factor ζ Experiment
Pivrikas et al. [S1] (2005) ∼ 10−4 TOF
Ferguson et al. [S2] (2011) CF solvent-vapor 3× 10−4 TRMC
Jusˇka et al. [S3] (2005) 5× 10−4 DI
Bartelt et al. [S4] (2015) CF thermal 7× 10−4 IV
Deibel et al. [S5] (2008) CB thermal ∼ 10−3 CELIV
Kniepert et al. [S6] (2014) CF thermal 1× 10−3 BACE
Heiber et al. [S7] (2018) DCB solvent-vapor 1× 10−3 IPDA
Shuttle et al. [S8] (2010) Xylene thermal 2× 10−3 CE
Shoaee et al. [S9] (2019) DCB solvent-vapor 2× 10−3 BACE
Wetzelaer et al. [S10] (2013) CF thermal 3× 10−3 IV
Kniepert et al. [S11] (2011) DCB solvent-vapor 6× 10−3 TDCF
Shuttle et al. [S12] (2008) CB thermal 10−2–10−3 TA
Garcia-B. et al. [S13] (2010) DCB ∼ 10−2 EIS
Guo et al. [S14] (2010) CB thermal 1× 10−2 TA
Mingebach et al. [S15] (2012) CB thermal 2× 10−2 TDCF
Mauer et al. [S16] (2011) CB thermal 10−1–10−3 DP
CB Chlorobenzene
CF Chloroform
DCB 1,2-Dichlorobenzene
BACE Bias-assisted charge extraction
CE Charge extraction
CELIV Charge extraction by linearly increasing voltage
DI Double injection
DP Double-pulse technique with variable delay
EIS Electrical impedance spectroscopy
IPDA Impedance-photocurrent device analysis
IV Current-voltage analysis
TA Transient absorption
TDCF Time-delayed collection field
TOF Time of flight
TRMC Time-resolved microwave conductivity
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Figure S1: Reported values of the reduction factor ζ for annealed P3HT:PCBM solar cells.
See Table S1 for details on the literature studies. For studies that specify a range, the upper
bound is given in the diagram.
4
2 Solar Cell Device Performance
Table S2: Photovoltaic performance of the CB and DCB thickness series.†
Solvent Thickness Voc jsc FF PCE
(nm) (mV) (mA/cm2) (%)
CB 65 635 7.5 0.62 3.0
100 621 6.9 0.64 2.7
140 618 7.4 0.60 2.7
150 616 8.1 0.50 2.5
190 606 8.6 0.44 2.3
220 601 7.8 0.43 2.0
260 595 6.0 0.42 1.5
300 589 6.0 0.42 1.5
350 588 4.5 0.43 1.1
DCB 45 646 7.4 0.60 2.9
70 640 8.2 0.61 3.3
105 616 7.4 0.56 2.7
140 630 7.6 0.58 2.8
180 629 8.9 0.61 3.4
200 622 9.3 0.58 3.4
250 625 8.8 0.60 3.3
300 624 9.1 0.60 3.4
320 620 9.3 0.60 3.5
†Data was obtained under simulated AM1.5G solar irradiation of 100 mW/cm2 with a
spectral mismatch factor of 1.015–1.032 (depending on sample). The reported values for
each thickness represent an average over 4 devices.
5
3 Transfer Matrix Model
Optical characteristics of the solar cells were modeled using a one-dimensional transfer-
matrix approach. [S17,S18] Each material layer involved in the device stack was treated as
homogeneous medium, characterized by its film thickness and complex index of refrac-
tion n˜ = n′ + in′′, where n′(λ) and n′′(λ) are the refractive index and extinction coefficient,
respectively. The latter were experimentally determined by means of variable angle spectro-
scopic ellipsometry. Therefore, the ellipsometric parameters Ψ(λ) and ∆(λ) were recorded
under different angles of incidence with a rotating-analyzer instrument (Woollam VASE) and
fitted to adequate dispersion models. Further details regarding the analysis can be found
in previous publications. [S19,S20] Figure S2 illustrates the quality of the optical model by
comparing measured and simulated reflection spectra of complete solar cell devices.
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Figure S2: Comparison of the experimental (data points) and simulated (solid lines) re-
flectance of complete solar cell devices with variable active-layer thickness.
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4 Internal Quantum Efficiency
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Figure S3: Internal quantum efficiency (IQE) for devices of different thickness as calculated
from the measured EQE without white-light bias, the measured reflectance (R) and the
modeled parasitic absorption (PA) using the relation IQE = EQE/(1 − R − PA). The
gradients seen in the IQE at low wavelengths are due to incomplete exciton harvesting in
the PCBM phase. [S21] Horizontal dashed line indicate an IQE of 0.7 as it was assumed in
the photocurrent simulations in the main text.
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5 Light-Intensity Dependent Measurements
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Figure S4: Light-intensity dependent j–V curves (upper row) and corresponding white-
light biased EQE spectra (lower row) for CB devices of variable active-layer thickness as
indicated in the figure. Arrows indicate increasing (bias) light intensity.
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Figure S5: Same representation as in Fig. S4 for DCB devices of variable active-layer
thickness. The slight improvement of the EQE with increasing light intensity seen in the
thicker devices may be a consequence of trap-filling.
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6 Atomic Force Microscopy
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Figure S6: Surface topography obtained from atomic force microscopy on CB and DCB
blend films (thickness: 250 nm) coated on different types of substrates. Independent of
the substrate used, processing from DCB results in much rougher films on the µm scale.
The values of the root-mean-square roughness calculated from the 10 × 10µm scans are
0.9 nm (CB) and 9.2 nm (DCB) for the samples on ITO/PEDOT:PSS, and 1.5 nm (CB) and
14 nm (DCB) for the samples on ITO/ZnO.
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7 Fourier-Transform Analysis
For a quantitative statistical analysis of the morphological features revealed by electron
tomography, we calculated the 2D autocorrelation function (ACF) for each slice parallel to
the film plane. For an M ×N image, the ACF is given by
Ψgg(m,n) =
M−m∑
k=1
N−n∑
`=1
gm,n gm+k,n+`, (S1)
where gm,n denotes the brightness value at pixel position (m,n). The sums in Equation (S1)
were evaluated in the reciprocal space using the fast Fourier transform algorithm. Assuming
that the phase-separated domains are randomly oriented in the lateral plane, it is useful
to introduce a radially averaged ACF by transformation to polar coordinates (r, ϕ) and
integration over the polar angle,
〈Ψgg〉ϕ =
∫ 2pi
0
Ψgg(r cosϕ, r sinϕ) dϕ. (S2)
Figure S7a shows the results of Equation (S2) for an exemplary slice from the middle
of the tomograms. The data is normalized to −1, 1, where 1 indicates perfect correlation
and −1 perfect anti-correlation. The shape of the ACFs is typical of a periodic two-phase
system distorted by domain size fluctuations, long-spacing variations, and diffusive phase
boundaries. [S22] While the first side maximum is related to the period of the pseudo-periodic
structure, the width of the self-correlation peak centered at r = 0 contains information
about the average domain size d. According to Strobl and Schneider, [S22] the domain size
was estimated by extrapolating the linear region to the baseline intercept (Figure S7b).
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Figure S7: Statistical analysis of the tomography data. (a) Radially averaged ACF for an
exemplary xy slice through the reconstructed volumes. (b) Linear part of the self-correlation
peak with the ordinate shifted by the first minimum value of the ACF. The domain size was
derived from the zero intercept of a linear fit to the data (straight lines).
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8 Charge Transport Measurements
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Figure S8: Charge transport in CB (left) and DCB (right) cast blends. Shown are typical
SCLC current–voltage characteristics of electron-only (closed symbols) and hole-only (open
symbols) devices. Straight lines are fits to the Mott–Gurney law, j = 9εε0µn,pV
2/8L3.
Dashed lines are the result of drift–diffusion simulations using the extended Gaussian disorder
model (GDM, see Ref. S23 for details).
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Figure S9: Resistance-dependent photovoltage (RPV) transients for complete solar cell
devices at about 180 nm thickness. The RPV experiments were carried out with a pulsed
Nd:YAG laser (wavelength 532 nm) and a variable load resistance RL as indicated in the
figure. From the photovoltage shoulders, which corresponds to the transit times of electrons
and holes, respectively, very similar carrier mobilities of µn ≈ 10−3 cm2 V−1s−1 and µp ≈
5 × 10−5 cm2 V−1s−1 can be estimated for the CB and DCB sample. While the electron
mobility agrees well with the SCLC experiments, the hole mobility is about two times smaller.
This might indicate a slight carrier density dependence of the hole transport as RPV is
performed under much lower carrier densities than SCLC, but is within the typical range
when comparing different mobility measurement methods. [S24]
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9 Transient Photocurrent
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Figure S10: Extracted charge ∆Q versus applied voltage for CB devices of variable thick-
ness, ranging from 65 nm (top left corner) to 350 nm (bottom right corner), in dependence of
the background illumination intensity. The voltage axis was corrected for the voltage drop
due to the current offset generated by the background light.
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Figure S11: Extracted charge ∆Q versus applied voltage for DCB devices of variable thick-
ness, ranging from 45 nm (top left corner) to 320 nm (bottom right corner), in dependence of
the background illumination intensity. The voltage axis was corrected for the voltage drop
due to the current offset generated by the background light.
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10 Reaction Order and Light Ideality Factor
Two parameters that serve as fingerprints for the recombination mechanism are the reaction
order δ and the ideality factor nid. The reaction order describes how the recombination
rate R scales with the charge carrier density, R ∝ nδ. For a purely bimolecular process, δ = 2
applies. Conceptually, the ideality factor describes the slope of the exponential dependence
of the recombination rate on voltage,
R = R0 exp
(
qVoc
nidkT
)
, (S3)
where R0 is the recombination rate without photogeneration. Table S3 lists typical values of δ
and nid for some relevant recombination processes, namely direct or band-to-band recombi-
nation of free carriers, Shockley–Read–Hall recombination via deep traps, and recombination
via exponential tails of the density of states.
Table S3: Typical values of the reaction order δ and ideality factor nid for different recom-
bination mechanisms. Note that the values only apply to the case of balanced electron and
hole densities (n = p). Also given is the parameter ξ as it is defined in the text.
Recombination mechanism δ nid ξ
Free-carrier 2 1 0.5
Shockley–Read–Hall 1 2 0
Tail states > 2 1–2 0.5–1
An alternative representation of the ideality factor is given by
nid =
q
kT
dVoc
d ln(jgen)
, (S4)
where jgen = qGL is the photogenerated current with G being the spatially averaged gen-
eration rate. Equation (S4) is based on the assumption that R = G prevails at V = Voc.
Given that G is normally proportional to the light intensity, nid is relatively straightforward
to determine from the light-intensity dependence of Voc. This representation of the ideality
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factor is also called light ideality factor and is more reliable than the determination via dark
current–voltage curves, which are influenced by series resistance. [S25]
Compared to the ideality factor, the reaction order is much more difficult to determine.
Probably the most common method is to measure pairs of values for the carrier lifetime τ and
the charge density n by means of transient photovoltage (TPV) and charge extraction (CE)
measurements, respectively, and to apply the relation R = n/τ . However, this method is
based on the assumption that during the CE experiment all charge carriers are extracted
and that there are no recombination losses. To be independent of this assumption, we used
an alternative way to determine δ, which is based solely on photovoltage measurements and
outlined in the following.
Several studies have demonstrated that both the carrier density and carrier lifetime follow
an exponential dependence on Voc,
n = n0 exp
(
qVoc
mnkT
)
, (S5)
τ = τ0 exp
(
− qVoc
mτkT
)
, (S6)
where n0 and τ0 are proportionality constants, while mn and mτ determine the slope in
a semi-logarithmic representation. [S26–S28] The reaction order can be estimated either by
plotting τ against n and fitting the data to τ ∝ n1−δ, or by the slopes of Eqs. (S5) and (S6),
δ =
mn
mτ
+ 1. (S7)
We now want to find an alternative for Eq. (S7) that does not depend on mn due to the
experimental difficulties mentioned above. We start by dividing Eq. (S5) by Eq. (S6), which
yields the following expression for the recombination rate:
R =
n
τ
=
n0
τ0
exp
[
qVoc
( 1
mn
+ 1
mτ
)kT
]
. (S8)
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Comparison with Eq. (S3) yields that R0 = n0/τ0 and gives the following reciprocal expres-
sion for the ideality factor:
n−1id = m
−1
n +m
−1
τ . (S9)
Foertig et al. [S27] demonstrated that Eqs. (S3), (S4) and (S9) are equivalent representa-
tions of the ideality factor and that static and transient approaches can provide a consistent
picture of the recombination in OPVs. Thus, by plugging Eq. (S9) into Eq. (S7), the reac-
tion order δ can be determined from any two of the three parameters mn, mτ , and nid. The
corresponding relationship that is relevant for this work is
δ =
(
1− nid
mτ
)−1
= (1− ξ)−1, (S10)
where we have introduced the ratio ξ = nid/mτ . Using Eqs. (S4) and (S6), the parameter ξ
can be written as
ξ =
nid
mτ
=
dVoc
d ln(jgen)
d ln(τ)
dVoc
=
d ln(τ)
d ln(jgen)
, (S11)
which implies that the lifetime follows a power law of the form τ ∝ Gξ. Hence, it is instructive
to determine ξ using TPV measurements, which probe the small-perturbation lifetime τ∆n
at various background photogeneration rates G. Using the relationship τ = δτ∆n as demon-
strated in Ref. S26, we finally arrive at:
τ∆n ∝ (1− ξ)Gξ. (S12)
Figure S12a validates this relationship for both thick CB and DCB devices. Note that
at large thickness, the geometrical capacity is low, so that measured lifetimes are supposed
to represent the recombination dynamics of photogenerated charges rather than the capac-
itive discharging of the device. [S29] Hence, fitting the experimental data to Eq. (S12) and
using δ = (1 − ξ)−1 gives an estimate of the reaction order as long as ξ is not too close
to unity. Figure S12a also displays the photogeneration dependence of Voc, determined un-
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Figure S12: (a) TPV lifetime τ∆n and open-circuit voltage Voc as a function of the pho-
togeneration rate for 300 nm thick devices. Straight lines are fits to Eq. S12, from which
the parameter ξ was derived. The generation rate was estimated from TMM calculations.
(b) Exponent ξ (triangles), light ideality factor nid (diamonds), and apparent reaction or-
der δ = (1− ξ)−1 (circles) as a function of the active-layer thickness.
der the same illumination conditions as the TPV measurements. While for the CB device,
the whole experimental range is characterized by a single slope, the DCB device shows a
transition towards lower ideality factors at high generations rates (∼1027 m−3s−1), roughly
corresponding to 1-sun illumination. Hence, the following analysis is limited to medium
photogeneration, where the slopes for both kinds of devices are well defined.
Figure S12b shows the extracted values of ξ and δ for the complete thickness series,
together with the light ideality factor according to Eq. (S4). For the CB devices, δ and nid
exhibit an initial decrease with thickness, but reach fairly constant values of δ = 2.27± 0.08
and nid = 1.07 ± 0.02 between L = 150 and 350 nm. The largely increased reaction order
and ideality factor for the 65-nm device may be due to the importance of spatial carrier
gradients [S30] or capacitive discharging effects. [S29] In contrast, for the DCB devices, the
trend in thickness is less clear and the data generally show a larger scatter; but it is clearly
seen that the reaction order and the ideality factor are generally larger than for the CB
20
devices, ranging from δ = 2.7 to 3.9 and from nid = 1.4 to slightly above 2.
Thus, the DCB devices clearly show the fingerprints for recombination via exponential
tails, while the behavior of the CB devices is much closer to the expectation for a direct
bimolecular recombination mechanism. However, as we discuss in the main text, it is not
likely that the DCB devices have more or deeper tail states. Instead, we assume that direct
bimolecular recombination is more reduced than in CB devices. This assumption is also
supported by the fact that the transition of the ideality factor to the bimolecular regime (see
Figure S12a) only occurs at much higher generation rates.
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11 Estimation of Recombination Rate Constant
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Figure S13: Estimation of the recombination rate constant k2 according to τ =
(k2G)
−1/2 (see main text) for thick CB devices with L > 150 nm. The total charge car-
rier lifetime was approximated from the small-perturbation lifetime via τ = 2τ∆n under the
assumption of a strictly bimolecular process. As can be seen, the data points for high gen-
eration rates (i.e., low values of G−1/2) collapse into one straight line and a linear fit yields
a rate constant of k2 = 2× 10−18 m3s−1.
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12 Neher Model
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Figure S14: Light-intensity dependent j–V curves of 300-nm thick devices (data points)
in comparison to the modified Shockley model by Neher et al. [S31] (dashed lines) for recom-
bination rate constants of k2 = 2 × 10−12 cm3 s−1 (CB) and k2 = 1 × 10−13 cm3 s−1 (DCB).
The deviations for the CB device at high light intensities are due to the build-up of space
charge, which is further discussed in the main text.
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13 Energy-Level Diagrams
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Figure S15: Energy-level diagrams under short-circuit conditions for 300 nm thick solar
cells calculated with a drift–diffusion model. [S32,S33] In both the CB and DCB device, space
charge builds up with increasing light intensity due to the imbalanced charge transport. The
width of the space-charge region is about 160 nm at 1-sun illumination. Note that the energy
levels are independent of the recombination rate constant k2.
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