Existence criteria are established for singular boundary value problems for nonlinear second order ordinary and delay differential equations. The theorems obtained are very general and complement previous known results. 1996 Academic Press, Inc.
INTRODUCTION
This paper discusses the boundary value problems { y"(t)+q(t) f (t, y(t))=0, 0<t<1 y(0)=0=y (1);
(1.1)
( p(t) y$(t))$+q(t) f (t, y(t))=0, 0<t<1 (1.2) lim t Ä 0 + p(t) y$(t)=0=y(1); and y"(t)+q(t) f (t, y(t&r))=0, t # (0, 1)Â[r]
t=1. In (1.2) we do not assume that 1 0 (dsÂp(s))< . Many physical situations are modelled by problems of the above type. For example several problems in nonlinear mechanics [20] and gas and fluid dynamics [10, 20] result in a problem of the form (1.1) (usually with f (t, y)= y &: , :>0). Many existence results have been established for the singular problems (1.1) and (1.2); see [4 8, 10 12, 15, 16, 19 22, 24 27] and their references. For example in [15, 16] it is shown that if (A1) qf : (0, 1)_(0, ) Ä (0, ) is continuous (A2) q(t) f (t, y) is nonincreasing in y for fixed t # (0, 1) (A3) 1 0 q(s) f (s, y) ds< for each fixed y>0 (A4) lim y Ä 0 + f (t, y)= uniformly on compact subsets of (0, 1) (A5) lim y Ä f (t, y)=0 uniformly on compact subsets of (0, 1), and (A6) for each fixed %>0, 0< Assumption (A5) is very restrictive. In this paper we replace (A5) with a very general applicable condition. Also assumption (A4) is removed [19, 22] . We also relax condition (A2). For example, it is of interest to discuss the problem (1.1) with f (t, y)= y &: +$y ; +1, :>0, $>0 and ; 0.
In [19, 22] the case when 0 ; 1 was discussed. However the case when ;>1 (the superlinear problem) should also be examined. In Section 2 we obtain a very general existence result for the boundary value problem (1.1). These results extend and complement previous results in the literature. We remark here also that the ideas of Section 2 could be used to establish existence results for the boundary value problem 0 (dsÂp(s))< . However by making a standard change of variables (i.e., by using the Liouville transformation [3, 11] ) one can reduce (1.4) to a problem of the form (1.1). Thus it is enough to consider the boundary value problem (1.1). It is also worth remarking that the Dirichlet boundary data y(0)= y(1)=0 can be replaced by Sturm Liouville boundary data [21] or even by nonlinear boundary data [24] and existence of a nonnegative solution could again be discussed. However in our opinion the Dirichlet problem is the``most difficult'' to examine, so as a result we restrict our attention to this problem. In Section 3 we examine (1.2). We do not assume that 1 0 (dsÂp(s))< in this case. Our results again complement and extend previous results in the literature; see [16, 22] . Finally in Section 4 the boundary value problem (1.3) is discussed. Singular boundary value problems for delay differential equations were first examined by Erbe and Kong [13, 14] ; results analogous to those in [16] (see (A1) (A6)) were obtained for particular types of boundary data. In this paper we obtain new results for (1.3) in the spirit of Sections 2 and 3.
DIRICHLET PROBLEM
This section discusses the problem
Throughout this section we assume that q # C(0, 1) with q>0 on (0, 1) and
hold. Motivated by the example f (t, y)= y &: +$y ; +1, 0<:<1, ; 0, $ 0 we establish the following general existence result. 
hold. Then Remarks. (i) Note (2.7) or (2.9) is our replacement for (A5).
(ii) The supremum in (2.7) and (2.9) is allowed to be infinite.
Proof. In Case (a), from (2.7) there exists M 0 >0 with
This implies that there exists =>0 (here =<M 0 and small) with
In Case (b) and (c), from (2.9) there exists M 0 (for convenience) and an =>0 (=<M 0 ) with 
We first show (2.13) n has a solution for each n # N + . To do this we consider
where 0<*<1. Here f * 0 is any continuous extension of f from y 1Ân. Let y # C[0, 1] & C 2 (0, 1) be a solution of (2.14) n * . Then clearly (since y" 0 on (0, 1)) we have y 1Ân for t # [0, 1]. Also there exists t 0 # (0, 1) with y$ 0 on (0, t 0 ) and y$ 0 on (t 0 , 1); of course max [0, 1] | y(t)| = y(t 0 ). We now consider Cases (a), (b), and (c) seperately.
Case (a). Suppose (2.6) and (2.7) hold. For s # (0, t 0 ) we have &y$y"=*q(s) f (s, y) y$ q(s) g( y) y$ and integration from t (t<t 0 ) to t 0 yields
Integrate from 0 to t 0 to obtain
On the other hand for s # (t 0 , 1) we have
Integrate from t 0 to t (t>t 0 ) to find .17) i.e., &y$(t)
Integrate from t 0 to 1 to get
On combining (2.16) and (2.18) we obtain that
and so, since 1Ân<= for n # N + , we have
which contradicts (2.11). Thus any solution y of (2.14) n * satisfies | y| 0 {M 0 . Then [2, 23] implies that (2.14) n 1 has a solution y n with
Case (b). Suppose (2.8) and (2.9) hold. For s # (0, t 0 ) we have (as before) &y$y" q(s) g( y) y$.
Integrate from t (t<t 0 ) to t 0 (using (2.8)) to obtain that
and so
As in Case (a) (because of (2.12)), there exists a solution y n to (2.14) Integrate from t 0 to t (t>t 0 ) (using (2.10)) to obtain that
for t # (t 0 , 1).
so there exists a solution y n to (2.14) Since y n 1Ân on [0, 1] then y n is a solution of (2.13)
n . Next we obtain a sharper lower bound on y n , namely we will show that there exists a constant k>0, independent of n, with
This is basically Lemma 2 in [7] . For completeness we sketch the proof. Condition (2.5) guarantees a M 0 (t) continuous on [0, 1] and positive on (0, 1) with f (t, y)
Thus
It is easy to check [19] that there exists a constant k>0 with
This together with (2.23) yields (2.22).
We shall obtain a solution to (2.1) by means of the Arzela Ascoli theorem. To this end we will show that The sequence [ y n ] n0 is uniformly bounded by (2.20). As before there exists t n # (0, 1) with y$ n 0 on (0, t n ) and y$ n 0 on (t n , 1). Again we consider Cases (a), (b), and (c) seperately.
Case (a). Suppose (2.6) and (2.7) hold. Following the ideas used to prove (2.15) and (2.17) we have for t # (0, 1) that
Thus there exists a constant M 1 with Case (b). Suppose (2.8) and (2.9) hold. Then as in (2.21) we have
(2.27)
Before we discuss the case t # (t n , 1) we first show that there exists a 0 >0 with a 0 <inf[t n ]. If this is not true then there is a subsequence S of N + with t n Ä 0 as n Ä in S. Now for n # S we have
Integrate from t (t<t n ) to t n to obtain that
Integrate from 0 to t n to find
Since t n Ä 0 as n Ä in S we have from (2.28) that y n (t n ) Ä 0 as n Ä in S. In addition since the maximum of y n (t) on [0, 1] occurs at t n we have y n Ä 0 in C[0, 1] as n Ä in S. This contradicts (2.22). Thus inf[t n ]>a 0 >0. Now for s # (t n , 1) we have y$ n y" n q(s) g( y n )[&y$ n ], so Thus y # C 2 (0, 1) with &y"(t)=q(t) f (t, y(t)) for t # (0, 1 To see this notice that we only used the decomposition in case (b) to establish (2.29) (i.e., to prove inf[t n ]>a 0 ). However we know for s # (t n , 1) that y" n (s) q(s) g( y n (s)) q(s) g(ks(1&s)) using (2.22), so we now have an analogue of (2.29).
Example. Consider the boundary value problem Proof. From (3.6) we may choose M 0 >0 and =>0 (=<M 0 ) such that
Let n 0 # [1, 2, ...] be chosen so that 1Ân 0 <= and let N + =[n 0 , n 0 +1, ...]. We begin by examining
To show (3.8) n has a solution for each n # N + we consider the family of problems 
If | y| 0 =M 0 i.e. y(0)=M 0 then (3.11) implies that
which contradicts (3.7). Hence [9, 23] implies (3.9) n 1 has a solution y n with
Since y n 1Ân on [0, 1] then y n is a solution of (3.8) n . In addition since
we have
We next show Following the ideas used to prove (3.10) we have immediately for t # (0, 1) that
and so 
Thus y # C 2 (0, 1) with 1Âp( py$)$=&q f(t, y) on (0, 1). Also lim t Ä 0 + p(t) y$(t)=0. K
DELAY PROBLEM
We shall discuss the boundary value problem for the second order singular delay differential equation
Here we assume that
Remarks. (i) Other types of boundary data [13, 14, 17] could also be discussed in this section.
(ii) It is worth remarking that the ideas of this section could be extended so that an existence result may be established for the more general delay equation (and even for functional differential equations) 
To show (4.8) n has a solution for each n # N + we consider the family of problems { y"(t)+*q(t) f*(t, y(t&r))=0, t # (0, 1)
where 0<*<1. Here f* 0 is given by [18] of (4.9) n * . Then since y" 0 on (0, 1) we have y(t) 1Ân for t # [0, 1]. Also there exists t 0 # (0, 1) with y$ 0 on (0, t 0 ) and y$ 0 on (t 0 , 1); of course max [0, 1] | y(t)| = y(t 0 ). There are two cases to consider, namely t 0 r and t 0 >r. since y$ 0 on (0, t 0 ) (so y(s&r) y(s) for s # (r, t 0 )) and h is nondecreasing on [0, ). Multiply by y$(s) and integrate from t (t # [r, t 0 )) to t 0 and we obtain that 
+ since y$ 0 on (0, t 0 ) (i.e., y(t 0 &r) y(t 0 )). Thus
Integrate from r to t 0 to obtain
On the other hand for s # (0, r) we have (as in case (a) 
Thus any solution of (4.9) n * satisfies | y| * {M 0 (because of (4.7) and (4.19)). Then [2, 17] As before there exists t n # (0, 1) with y$ n 0 on (0, t n ) and y$ n 0 on (t n , 1). Again we consider the cases t 0 r and t 0 >r seperately. On the other hand for s # (r, 1) we have (using (4.20) and (4.21))
Integrate from r to t (t # (r, 1)) to obtain that &y$ n (t) &y$ n (r)+ | Remark. One could also apply the argument at the end of Theorem 2.1 by discussing the cases r 1 >r (and fixing t # (r, 1)) and r 1 <r (and fixing t # (0, r)) seperately. 
