When we consider a statistical test in the high dimensional case, we often need estimators of the functions of the covariance matrix Σ. Especially, it is needed to estimate a 2 = (1/p)trΣ 2 . The unbiased and consistent estimator of a 2 is proposed in preceding study when the population distribution is multivariate normal. But it is difficult to estimate in the non-normal case. So we propose the unbiased and consistent estimators for some functions of covariance matrix including a 2 under the non-normal case. Through the numerical simulation, we confirmed the accuracy of the approximation of the our proposed estimators.
Introduction
We consider the one-sample problem, that is, let x 1 , · · · , x N be independent p-dimensional random vectors, each x i can be expressed as
and z i has a distribution F with mean vector 0 and covariance matrix Σ, where Σ is a p × p positive definite. When we deal with statistical tests of the multivariate analysis for high-dimensional data, we often need the estimator of trΣ 2 (e.g. Schott [2] , Srivastava and Fujikoshi [4] , Chen and Qin [7] , Fujikoshi et al. [8] , and so on). Srivastava [3] proposed unbiased and consistent estimator of trΣ 2 /p(=: a 2 ) under some conditions and the assumption that F is normal. The estimator is given bỹ a 2 = n 2 (n − 1)(n + 2) 1 p
Subsequently, Srivastava [5] verified that this has consistency under the strong conditions even if F is not normal. Note that this estimator is not generally unbiased. Chen and Qin [7] and Chen et al [6] also proposed other consistent estimator of a 2 . However these are not also unbiased and complicated form, respectively. Additionally, the consistency of these estimators is derived under strong moment conditions. So, we propose the unbiased consistent estimators of not only trΣ 2 but also (trΣ) 2 and κ 11 in simple form, where
and z ∼ F . For normal case, κ ij is equal to zero (Magnus and Neudecker [1] ). κ 11 is one of the important parameters to indicate difference from the non-normal case.
In Section 2, we propose these estimators and prove the unbiasedness and the consistency. In Section 3, we verify the performance of the our proposed estimators by using Monte Carlo method. Technical details are provided in an Appendix. When the estimation of trΣ 2 is considered, we often use trS 2 and (trS) 2 . The expectations of these statistics are calculated as
Unbiasedness and consistency of estimators
Since there are three unknown parameters in the expectations, it is difficult to estimate trΣ 2 by only trS 2 and (trS) 2 . So we define another statistics as
The expectation of Q is expressed as
By solving simultaneous equations (4), (5) , and (6), we obtain the following theorem.
Theorem 1
For model (1) , the unbiased estimators of trΣ 2 , (trΣ) 2 , and κ 11 are obtained as
Next, we consider the consistency ofâ 2 (:= trΣ 2 /p) and a 2 1 (:= (trΣ) 2 /p 2 ). From the definitions of trΣ 2 and (trΣ) 2 , these statistics are expressed as
Note that above form of trΣ 2 is the same as the one of Chen et al. [6] . But this form costs O(N 4 ) for calculation about sample size. On the other hand, our proposed form costs only O(N ).
Using the calculations of Appendix B, we obtain the following lemma. (1) , the variances of trΣ 2 and (trΣ) 2 defined by theorem 1 are derived as
Lemma 1 For model
From this lemma, the following theorem is derived. 
) under the condition C2. These results are derived using the Cauchy-Schwarz inequality as follows:
If F is normal distribution, then the variance ofâ 2 can be expressed as
By contrast, it can be expressed that
under the assumption that F is multivariate normal (Srivastava [3] ). Therefore, the variance of our proposed estimator is equal to the one ofã 2 asymptotically. Next we consider the estimation of κ 11 . When F is normal distribution, κ 11 = 0. When z ∼ F and the all elements of z = ( 
where C is a constant (Appendix D). Additionally, we use the following inequations:
Since the above five relations hold without the assumption that all elements of z are i.i.d., we obtain the following theorem from the above relations and the result of Appendix C. 
, and
Numerical simulations
In this section, we examine the performance of our proposed estimators by Monte Carlo simulation. Sinceâ 2 , a 2 1 , andκ 11 are invariant for µ, we assume
We give the covariance matrix as Σ = (0.2 |i−j| ). We chose sample sizes and dimensions as N = 40, 80, 120 and p = 40, 80, 120. We consider the following four case of z = (
: z is distributed as p variate t-distribution with 10 d.f.. We note that the distribution of F is standardized so that Var(z) = I p . Under each situation, we calculate the estimates ofâ 2 ,ã 2 , a 2 1 ,ã
, and κ 11 /p i , the unbiased sample variance of these estimates, and the true values of these parameters, where i = 1 in the case D 1 , D 2 , and D 3 and i = 2 in the case D 4 . The number of replications is 10,000. Table 1 shows the true value of a 2 and the estimatesâ 2 andã 2 . The values in parentheses show standard errors. The performance ofã 2 is good for all distributions. Especially, even if the distribution is the normal distribution, the standard error ofâ 2 is close to the one ofã 2 . By contrast, if the distribution is not near normal distribution, then the performance ofã 2 is not so good. 4 . When F is a symmetric distribution, the approximation seems to be good. However F is a chi square distribution, the approximation becomes bad. In such a case, we need large p and N . [6] . We confirmed that the approximations of these estimators are good by numerical simulations. However we note that we need large p and N when we useκ 11 .
Acknowledgement
The second author was supported by grant from Japan Society for the Promotion of Science (JSPS), Grant-in-Aid for Scientific Research, Young Scientists (B), #23740085.
A Expectation of estimators
Then the sample covariance matrix S can be expressed as
i̸ =j
where z i = Σ −1/2 y i . From above expression and the definition of Q, we can express trS 2 , (trS) 2 , and Q as
Therefore, we obtain the following lemma.
Lemma 2 The expectations of trS
2 , (trS) 2 , and Q are calculated as
where
B Some variances and covariances
For the calculations of variances of trΣ 2 , (trΣ) 2 , andκ 11 , we need some variances and covariances for functions of z i ∼ F . We express the results of the calculations as under.
C Evaluation of the variance ofκ 11
From the definition ofκ 11 , we can expressκ 11 aŝ
From above expression and Appendix B, we obtain the following result: 
