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Finite dimensional cosemisimple Hopf algebras are a natural 
generalization of group algebras. Much of the representation theory of 
finite groups can be extended to such Hopf algebras. However, there are 
still many unanswered basic questions for such Hopf algebras. One such 
question is a conjecture mentioned by Kaplansky [I]: the square of the 
antipode of a finite dimensional cosemisimple Hopf algebra is the identity. 
In this paper we prove that the fourth power of the antipode is the identity 
in a finite dimensional cosemisimple Hopf algebra over a field of charac- 
teristic 0. In the course of proving this, we investigate two elements of the 
Hopf algebra which are roughly analogous to the sum of the group 
elements in a group algebra. We show that Kaplansky’s conjecture is 
equivalent to these two elements being equal. 
For a finite dimensional Hopf algebra A with antipode s over a field, let 
L(p)(q) =pq for p, q E A* denote the left module action of A* on itself. In 
this paper we study two elements of A defined by the trace function: the 
element ;i defined by p(A) = Tr(L(p) (s’)*) for all PE A*, and the element 
x defined by p(x) = Tr(L(p)) for all p E A*. We show that 2 is a left 
integral and use it to prove Theorem 3.3, the main result of this paper: a 
finite dimensional cosemisimple Hopf algebra over a field of characteristic 0
is also semisimple (hence its antipode has order 1, 2, or 4). We extend the 
first corollary to [3, Proposition 91 in Theorems 4.3 and 4.4 by finding 
necessary and sufficient conditions for s to be a non-zero left integral (in 
which case x = A), and also study how x relates to the structure of A. In 
particular, when (dim A) 1 # 0 the right ideal xA may be thought of as a 
measure of the extent to which s* # I. 
The elements ji and .K are two examples of elements of A associated with 
an endomorphism of A. In general, for f~ End(A) we define A, E A by 
p(A&=Tr(L(p)cf*) for all PEA *. Thus I? = AS2 and x = A,. In Section 2 
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we show that A., may be computed in terms of a non-zero right integral 
,! E A*. In particular 2 is naturally related to E.. We prove in 
Proposition 2.4 that 2 is always a left integral, but is non-zero if and only if 
A * is semisimple. Suppose that 2 E A * and /1 E A are right integrals satisfy- 
ing n(n) = 1 (there are such Proposition 1.1~)). Using ,^i we derive the 
formula Tr(s’) = s(n) A( 1) in Theorem 2.5. From this it follows that A and 
A * are semisimple if and only if Tr(s’) # 0. 
Section 3 is devoted to proving that a finite dimensional cosemisimple 
Hopf algebra over a field k of characteristic 0 is also semisimple. To show 
this we use results of [2] to establish the’formula 
Tr(s’) = 1 + C Tr(s’ Ic.) 
Cfk. I 
where C runs over the simple subcoalgebras of A unequal to k. 1. We next 
observe that the elements Tr(s’ Ic) belong to a subfield of k which can 
be identified with a subfield of the complex numbers. Using such an 
identification we show that Tr(s2 1 c) is a non-negative real number, from 
which it follows that Tr(s’) # 0. 
In Section 4 we find necessary and sufficient conditions for x to be a 
non-zero left integral, other than the condition that A* be semisimple and 
sz = I. Our conditions are related to the element /I, E A* defined by 
pj, = 1 i.,,,S(i,,,), where A E A * is a non-zero right integral and S= s*. The 
elements bj. and x are very closely related. 
We continue the study of x in Section 5. The right ideal xA is very 
closely related to the set of elements of A of the form x,, a E A, defined by 
p(x,) = Tr(L(p) 0 R(a)*) for all p E A*, where R(a)(b) = ba for b E A. In any 
event XA is a subset of the set {x~}, and if (dim A) 1 #O these sets are 
equal by Proposition 5.7. Using elementary properties of the elements x, 
we show in Proposition 5.4 that XU=E(U) x= ax whenever UEA is cocom- 
mutative. We find a duality between {x~} G A and {x,} E A* in 
Proposition 5.10, and so have a duality between xA and its counterpart in 
A* in the case that (dim A) 1 #O. 
Since our main interest in this paper is cosemisimple Hopf algebras, in 
Section 6 we compute 1, x, and /I;. explicitly for finite dimensional 
cosemisimple Hopf algebras A over an algebraically closed field of charac- 
teristic 0 or of “large enough” positive characteristic. 
All vector spaces will be over a field k. We will assume a general 
familiarity with Hopf algebras and their integrals as found in [6]. 
1. PRELIMINARIES 
Let A be a Hopf algebra with antipode s over the field k. Ifs is bijective, 
as is the case when A is finite dimensional [6, Corollary 5.1.6.3)], then the 
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bialgebra A”P obtained from A by “twisting” multiplication (a . b = ba for a, 
b E A j is a Hopf algebra with antipode SC’. The Hopf algebra A is called 
involutory if s2 = I. A has a bimodule structure over the algebra A* given 
by P -a=~ua,,,p(u(,,) and a-p=Cp(u(,,)u,,, for USA and PEA*, 
and A* has a bimodule structure over the algebra A given by (a -p)(b) = 
p(ba) and (P- u)(b)=p(ub) for a, bE A and PEA*. We denote the left 
module action of A on itself by L(u)(b) = ub and the right module action of 
A on itself by R(u)(b) = bu for a, b E A. We also denote the left and right 
module actions of A* on itself by L and R. If A is finite dimensional, we 
will identify A with A ** in the usual manner. 
We use the antipode to define a left action of A on A* by 
a-p=p-s(u) for UEA and PEA *. This module action will provide a 
natural way to express many of our definitions and results. 
If (M, p) is a left A-comodule, we write p(m)=~m”‘@m’2’~ A@44 
and use the notation m -p = 1 p(m”‘) rn”’ to describe the right (rational) 
A*-module structure of M. If (M, p, .) is a non-zero left A-Hopf module 
then M is a free A-module on any linear basis of JM= {m E M(p(m) = 
1 @ m ) by [6, Theorem 4.1.11. Now suppose that A is finite dimensional. 
Then the right A*-module structure on M= A* determined by right action 
is rational, so by [6, Proposition 2.1.21 there is a left A-comodule structure 
p on A* such that ~q(p”‘)p’2’=p-q=pqforp,qEA*. ForpEA* and 
UE A a direct computation shows that 
Cq(u(,,p”‘)(u(zl7P”‘) (b)=((a-p)q)tb) > 
for all qEA* and bg A. (This is just the mirror image of [6, 
Theorem 51.21.) Therefore p(u7p) = C a,,,~“‘@ (uc2, -pC2’) which 
means that (A*, p, - ) is a left A-Hopf module. In this case observe that 
jdf is the space of right integrals f,. for A*, 
1.1. PROPOSITIOK. Let A be a finite dimensional Hopf algebra over the 
field k. Then 
(a) dim sr= 1. I n particular, the space of right or left integrals of A is 
one-dimensional. 
Let J.EJ, be a non-zero right integral. 
(b) (A*, - ) is a free left A-module generated by 2. 
(c) Let A E A be a non-zero right (or left) integral. Then ;I(A) #O. 
(d) (u-jU)p=(u-p)-ifor UEA andpEA*. 
(e) L(a -~);f*=~f(u(l,)@(u(2,7j.) for UEA and fEEnd(A), 
identfjjing ABA* with End(A) by (u@u*)(b)=u*(b)u. 
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Proof: Part (a) follows from the remarks preceding the Proposition, 
noting that A = A** and that left integrlas for the Hopf algebra A are right 
integrals for the Hopf algebra AoP. 
Part (b) follows from Part (a) and remarks above. 
We prove Part (c): By Part (b) we have that 3, -A = A*, so that 
(A*, - ) is a free right A-module generated by 1. It is easy to see that the 
unique A’ E A satisfying 3. -A’ = E is a right integral such that 1(/i’) = 1. 
Therefore I.(A) # 0 if A is a a non-zero right integral by Part (a). Noting 
that A is a right integral for AoP if and only if A is a left integral for A, the 
proof of Part (c) is complete. 
We prove Part (d): For a E A and p E A* observe that 
(u-j. )p=~p((a7~.)~“)(a7~)‘2’=~p(a,,,1)u,~,~i.=(u-p ) * - /. 
since (A *, p, - ) is a left A-Hopf module and p(n) = 10 i. 
We prove Part (e): Suppose that a E A andfE End(A). Then by Part (d) 
we compute that 
L(u-i. )of*(q) = (a- j.)(qxf) 
= (a-(qcf))-Er 
=~s(f(ad)~,2i7j- 
= Cf(ql,)O(q2+ 
( 
1) (4) 
for qeA*, identifying A@ A* with End(A*) in the last equation. This 
completes the proof of the Proposition. 
Two identities involving integrals will be useful for us. 
1.2. LEMMA. Let A be a finite dimensional Hopf algebra ocer the field k. 
(a) If A E A is u left integral then 
C”(,,san,,,=Cs(a)A,,,On(,, for UEA. 
(b) If A E A is a right integral then 
CA,,,a0A,2,=CA,,,0A,2,s(u) for SEA. 
Proof: To prove Part (a) we first observe that 
C a,,dtl,0at2)Ac2)= ~(uA)=&(u)~(n)=C&(u)~(1)~~(2) 
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for a E‘ A. Therefore 
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which yields Part (a). The proof of Part (b) is similar. This completes the 
proof of the Lemma. 
Let 8: Vx V+ k be a bilinear form on a finite dimensional vector space 
V over the field k, and let j?,, fir: V + V* be the linear maps defined by 
/I,(u)(v) = j?(u, C) = /3Jti)(u) for u, c E V. Then j?, is an isomorphism if and 
only if fir is an isomorphism, since one of these maps being onto implies 
that the other one is one-one. The bilinear form /3 is said to be non-singular 
if fl, (or equivalently /Ir) is an isomorphism. If S, TE End( V) we write S /I T 
if j(S(u), a) = fi(u, T(c)) for all u, t’ E V. We will need the following elemen- 
tary lemma. 
1.3. LEMMA. Let /J: V x V + k be a non-singular bilinear form on the 
finite dimensional cector space V otter the field k, and suppose that S, S’, T, 
T’ E End(V). 
(a) [fS/l T then Tr(S)=Tr(T). 
(b) If Sg T and S’j T’ then (S:S’)/l(T’o T) (hence Tr(SoS’)= 
Tr( T2 T’)). 
Proof. We prove Part (a): Let J,, . . . . J,~ be a basis for V and let 
fl,(x,), . . . . /I/(x,,) be the dual basis. Then 8(x;, yj) = /I,(x~)(??,) =6,, so under 
the identification of V@ V* with End(V) given by v@t’*(w) = u*(w) u 
we have that S= xi S(xi)@/?Jyi) and T= xi T(yi)Oj?,(xi). Under this 
identification Tr(u @ v*) = L’*(C); thus we compute 
Tr(S) =x B,(.Y;)(~(-K;)) = 1 Bd-xi)(T(Yi)) = Tr(T). I I 
This proves Part (a). 
The proof of Part (b) is straightforward, and is omitted. This completes 
the proof of the Lemma. 
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Now let A be a finite dimensional Hopf algebra with antipode s over the 
field k. Applying Proposition 1.1 to the Hopf algebra Acop (the Hopf 
algebra obtained from A by “twisting” comultiplication) we see that there 
is a non-zero left integral E, E A* and that (A*, -) is a free right A-module 
generated by i;. Let /I: A x A + k be the bilinear form defined by 
/?(a, 6) = i.(ab). Then /?,(a) = J-a for a E A which means that B is non- 
singular. The bilinear form /I is associative, that is, /I(&, c) = /?(a, bc) for all 
a, b, CE A, and is right orthogonal, that is, C /3(a-p ,,,, b -p,r,) = 
p( 1) /?(a, 6) for all a, b E A and p E A*. We will use this bilinear form to 
compute traces. 
1.4. LEMMA. Let A be a finite dimensional Hopf algebra ocer the field k 
with antipode s. Suppose that i E A* is a non-zero left integral and that 
B: A x A + k defined by /?(a, 6) = i.(ab) is the associated bilinear form. Let 
a,bEA andpeA*. Then 
(a) R(a) B L(a). 
(b) L(pas)* P L(P)*. 
(c) Tr(R(a)) = Tr(L(a)). 
(d) Tr(L(pcs)gR(a)*)=Tr(L(p)c L(u)*). 
Proof Part (a) follows from the associativity of /I. 
To show Part (b) we use the right orthogonality of j3 to establish that 
B(a, b--P) = B(a - S(P), b), where S= s* is the antipode of A*, in the 
manner that Lemma 1.2(a) was proved. Since L(p)* (a) = a -p, this last 
equation is Part (b). 
Now Part (c) follows from Part (a) and Lemma 1.3(a). 
To show Part (d) we use Parts (a) and (b), and Lemma 1.3(b), to 
compute 
Tr(L(pos)5R(a)*)=Tr(R(a)zL(pos)*) 
=Tr(L(a)o L(p)*) 
= Tr(L(p) 0 L(a)*). 
This completes the proof of the Lemma. 
Let A be a finite dimensional Hopf algebra over the field k, and suppose 
that A E A is a non-zero left or right integral. Then A is said to be 
unimodulur if ,4 is both a left and right integral. A is semisimple as an 
algebra if and only if &(,4) #O [3, Proposition 31 in which case A is 
unimodular. If A* is semisimple, then A is said to be cosemisimple. A is 
cosemisimple if and only if i.( 1) #O, where I E A* is a non-zero left or right 
integral. 
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2. TRACES AND INTEGRALS 
In this section we define a left integral 2 for any finite dimensional Hopf 
algebra A with antipode s over the field k in terms of the trace function. We 
prove that ;i # 0 if and only if A* is semisimple. Using this particular 
integral we show that Tr(s’) = E(A) i( 1), where A, L are right integrals of 
A, A *, respectively, satisfying i(A) = 1. As a consequence A and A* are 
semisimple if and only if Tr(s2) # 0. 
Let A be a finite dimensional Hopf algebra over the field k. For 
an endomorphism f~ End(A) let A/ E A * * = A be defined by p( A/) = 
Tr(L(p) cf *) for all p E A*. First note that 
(2.1) 
2.2. LEMMA. Let A be a finite dimensional Hopf algebra over the field k, 
and suppose that i E A* is a non-zero right integral. Then a - ;(A-,) = 
Tr( L(a - E. )zf *) = 1 i.(s(a12,)f(a,,,)) for aE A andfe End(A). 
Proof: Recall that L(a - i) =f * = C f (a,, ,) 0 (ac2, - E.) by Proposi- 
tion 1.1(e), where we identity A@ A* with End(A) by letting (a@a*)(b) = 
a*(b) a. Under this identification, Tr(a @ a*) = a*(a), so 
Tr(L(a-i.)af*)=xa,,, -j-(f(a,,,))=C3.(s(a,z,)f(a(,,)). 
This completes the proof of the Lemma. 
Now set ;i = A,z. By the lemma we have 
a7j.(J)=C 4s(a,2,b2(a,,,)) 
=I bs(s(a,,,)a,,,) 
=;.:.~(&(a) l)=&(a);.(l) 
so 
a-i(A)=c(a)j.(l) for aEA. (2.3) 
We show that 2 is always a left integral for A, and that it is non-zero if 
and only if A* is semisimple. 
2.4. PROPOSITION. Let A be a finite dimensional Hopf algebra over the 
field k. Then 
(a) 2 is a left integral for A. 
(b) ~(2) = Tr(s’). 
(c) 2 # 0 if and only if A* is semisimple. 
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(d) rf A E A is a left integral then A = 1 if and only if E.(A) = A( 1 ), 
tvhere ;.E A* is a non-zero right integral. 
Proof: Let /1 E A* be a non-zero right integral. Then A* = A - 1 by 
Proposition 1.1 (b), so that any p E A* can be represented as a - 1 for some 
aEA. 
We show Part (a): Let b E A. Then from Eq. (2.3) we calculate 
a7%(b;i)=s-‘(b) a-I(;i)=c(s~‘(b)a)II(l) 
= c(b) c(a) i( 1) = a - i(c(b) 2) 
for all a E A, so b2 = c(b) A. 
Part (b) follows from Eq. (2.1). 
We show Part (c): As A* = A 4 i we see from Eq. (2.3) that 2 # 0 if and 
only if I.( 1) # 0. But i( 1) # 0 if and only if A* is semisimple. Thus Part (c) 
follows. 
We show Part (d): Let A E A be a left integral. Then a- 1(A) = 
i(s(a) A)=&(a) i.(A), so by Eq. (2.3) A =A if and only if &(a) %(A)= 
E(a) j.( 1) for all a E A. Thus Part (d) follows. This completes the proof of the 
Proposition. 
The semisimplicity of A and A* is related in a very simple way to the 
scalar Tr(s’). 
2.5. THEOREM. Let A be a finite dimensional Hopf algebra with antipode 
s over the field k. 
(a) Suppose that A E A and 1 E A* are right integrals satisfying 
i.(A)= 1. Then Tr(s’)=&(A)i.(l). 
(b) A and A* are semisimple if and only if Tr(s’) #O. 
Proof: We prove Part (a): First note that s-‘(A) - % = E since 
SC’(A)-%(a)=i.(Aa)=~(a)1(A)=~(a) 
for all aE A. Therefore by Proposition 2.4(b) and Eq. (2.3) we have that 
Tr(s’)=c(A)=s~‘(A)-j. (;~)=E(s-‘(A))).(l)=~(A)ju(l). 
We prove Part (b): By Proposition 1.1(c) there are right integrals A E A 
and I EA* satisfying 3.(A) = 1. Now A is semisimple if and only if E(A) # 0, 
and A* is semisimple if and only if n( 1) # 0. Thus Part (b) follows from 
Part (a). This completes the proof of the Theorem. 
If s* = I then Tr(s’) = (dim A) 1. Therefore Theorem 2.5(b) yields 
[2, Theorem 4.3) as a consequence. 
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2.6. COROLLARY. Let A be a finite dimensional Hopf algebra with 
antipode s ouer the field k. Suppose that s2 = I. Then A and A* are semi- 
simple if and oni)+ if (dim A ) 1 # 0. 
2.7. THEOREM. Let A be a.finite dimensional cosemisimple Hopf algebra 
wYth antipode s orer the field k. Then the following are equifialent: 
(a) A is unimodular. 
(b) s4 = I. 
Proof: We show that Part (a) implies Part (b): Since semisimplicity 
implies unimodularity, in this case both A and A* are unimodular, so 
s’= I by [2, Corollary 5.73. 
We show that Part (b) implies Part (a): Suppose. that s4 = Z, and let 
S=s*. Then p(;?)=Tr(L(p)cS2)=Tr(L(p)OS2) for all PEA* implies 
that ;i is a left integral for AoP by Proposition 2.4(a). Therefore ;i is a right 
integral for A. By Proposition 2.4(c), ;i # 0. This completes the proof of the 
Theorem. 
2.8. PROPOSITION. Let A be a finite dimensional Hopf algebra with 
antipode s ouer the field k, and let S = s*. Then p(s(2)) = Tr(L(p) 0 S2) for 
PEA*. 
Proof Let % E A* be a non-zero right integral. Applying Proposition 
2.4(d) to the Hopf algebra AoP we need show only that n(l)= n(s(;i)). 
Now ;i # 0 if and only if A* is semisimple by Proposition 2.4(c). Thus if A* 
is not semisimple, then E.( 1) = 0 = i(s(;i)). On the other hand, if A* is 
semisimple then i =1zs. Using the fact that i.( 1) = i(A), which follows 
by Proposition 2.4(d), we calculate i( 1) = i( 2) = j, 3 s(J) = i.(s(J)). This 
completes the proof of the Proposition. 
3. COSEMISIMPLE HOPF ALGEBRAS 
OVER A FIELD OF CHARACTERISTIC 0 
In this section we prove that a finite dimensional cosemisimple Hopf 
algebra with antipode s over a field k of characteristic 0 is semisimple. 
Thus, for such a Hopf algebra, the antipode has order 1, 2, or 4. The proof 
of this result reduces to certain calculations in the subfield Q[q], where Q 
is the prime field of k (the rational numbers), and q E k is a primitive nth 
root of unity, in the algebraically closed case. We exploit the fact that 
Q[q] may be viewed as a subfield of the complex numbers C, which allows 
us to do calculations in C. We omit the proof of the following Lemma. 
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3.1. LEMMA. If n E k is a primitive n th root of unity in the algebraically 
closedfield k of characteristic 0, then Q[n] may be identified with a subfield 
OfC. 
We will apply the following lemma in the case when T = s’. 
3.2. LEMMA. Let T: C -+ C be a coalgebra automorphism of the simple 
coalgebra C over the algebraically closed field k. 
(a) T(M) c M for some simple left subcomodule M G C. 
(b) Suppose that A4 E C is an l-dimensional simple left subcomodule 
having an eigenbasis for T with eigenvalues E., , . . . . i, E k\> {O}. Then Tr( T) = 
(~ji.j)(~jiwy’). 
(c) Suppose that T’ = Ifor some n > 0, and that k has characteristic 0. 
Assume further that n E k is a primitive n th root of unity. Then Tr( T) E Q[n] 
and Tr( T) is a non-negative real number under any identrfication of Q[q] 
with a subfield of C. 
Proof Part (a) follows from [4, Proposition 4a)]. 
We prove Part (b): Let m,, . . . . m, be a basis for M satisfying 
T(m,) = E.,m, for i= 1, . . . . 1, and define CUE C, where 1 < i, j< 1, by A(m,) = 
Gcij@ mj. The cii span a subcoalgebra of C, and therefore must be a basis 
for C, since C is a simple coalgebra of dimension 1”. From the equations 
A(E,,mi) = A( T(m,)) = c T(c,) 0 T(m,) = c T(cv)O +ni 
J J 
it follows that T(c,) = E,,iJ:‘ci,. Therefore Tr( T) = (C, I.i)(cJ j.,:‘). 
We prove Part (c): Suppose that T” = I and that k has characteristic 0. 
Then T is diagonizable, so by Part (a) the hypothesis of Part (b) is 
satisfied, where I., , . . . . i., are nth roots of unity. Therefore Tr(T)E Q[q] by 
(b). To finish the proof of Part (c) we may assume that Q[q] E C. Since 
the inverse of an mth root of unity in C is its complex conjugate we may 
use Part (b) to compute 
Tr(T)= CA c (i t)( j ~)=(~2i)~z1~Li~2~o. 
This completes the proof of the Lemma. 
The main result of this paper is the following theorem. 
3.3. THEOREM. Let A be a finite dimensional cosemisimple Hopf algebra 
with antipode s over the field k of characteristic 0. Then A is semisimple, and 
hence s4 = I. 
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Proof By [2, Lemma 1.31 we may assume that k is algebraically 
closed. By Theorem 2.5(b), showing that A is semisimple is equivalent to 
showing that Tr(s’) # 0. Let C G A be a simple subcoalgebra, and denote s2 
by T. Then F = I for some n > 0 by [2, Corollary 5.61, and T(C) = C by 
[2, Theorem 3.31. Applying Lemma 3.1 and Lemma 3.2(c) to TI c we see 
that 
Tr(s’)=Tr(T)= 1 + 2 Tr(Tlc) 
C#k.l 
is not zero. Therefore A is semisimple. It now follows that A is unimodular. 
Therefore s’ = I by Theorem 2.7. This completes the proof of the Theorem. 
The restriction on the characteristic in the preceding theorem is 
necessary: if k is a field of characteristic p>O, then the involutory Hopf 
algebra A = k[Z,] is cosemisimple but not semisimple. However, in this 
example, A is unimodular. In the case where dim A <p we have as a 
corollary to the proof of the Theorem the following Proposition. 
3.4. PROPOSITION. Let A be a finite dimensional cosemisimple Hopf 
algebra Gth antipode s over a field k of characteristic p > dim A. Then the 
follo,ring are equicalent: 
(a) A is semisimple. 
(b) A is unimodular. 
(c) s4= I. 
Proof: Since semisimplicity implies unimodularity, Part (a) implies 
Part (b). 
That Part (b) implies Part (c) follows from [2, Corollary 5.71 since both 
A and A* are unimodular. 
The proof that Part (c) implies Part (a) is similar to the proof of the 
previous theorem. Let Cr A be a simple subcoalgebra. We may assume 
that k is algebraically closed. By hypothesis, s4 = I, so by Lemma 3.2(a), 
(b) we have that Tr(s*l,)= (I:=, i.i)2, with i.i= f 1, and dim C=l*. 
Therefore, if n, = C,i.,, then nc < dim C, so Tr(s*) = 1 + CCZk., nZ,, which 
implies that Tr(s’) can be viewed as an integer in the range 1 < Tr(s2) d 
dim A. Therefore Tr(s2) # 0, and hence A is semisimple by Theorem 2.5(b). 
This completes the proof of the Proposition. 
4. WHEN I Is A LEFT INTEGRAL 
Let A be a finite dimensional Hopf algebra with antipode s over the field 
k, and set x= A,. Recall from Section 2 that x is defined by 
p(x)=Tr(L(p)) for PEA*. If s* = I then x is a left integral for A by 
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Proposition 2.4(a). In Theorem 4.3 we will give several necessary and 
sufficient conditions for x to be a left integral, thereby generalizing the first 
corollary to [ 3, Proposition 91. 
4.1. LEMMA. Let A be a finite dimensional Hopf algebra with antipode s 
over the field k. 
(a) E(X)= (dim A) 1. 
(b) Ifs’=1 then x=;?. 
For a right integral i E A* define pj. E A* by /I;.(a) = Tr(L(a - 3.)) for all 
aEA. 
4.2. LEMMA. Let A be a finite dimensional Hopf algebra with antipode s 
over the field k, and let i.~ A* be a right integral. Denote s* by S. Then 
(a) fij.(a)=a-;C(x)=CI(s(a,,,)a,,,)for aEA. 
(b) B;.=Z 42,S(j-c,,). 
(c) If A* is unimodular then p/?, =/?;.S’(p) for PEA*. 
Proof Part (a) follows from Lemma 2.2, setting f = I. 
We prove Part (b): By Part (a) we have 
B;.(a)=Cj.(s(a,,,)a,,,) 
=C j-tl,(s(at2d) h2,(aclJ 
for all a E A. 
= C %,2,(al,,) S(&,,Na,,,) =C 42,WfL,)(a) 
We prove Part (c): Let p E A* and suppose that A* is unimodular. 
Then i. is a left integral also, so ~ji.(,,Opi.(,,=CS(p)).,,,O1~,, by 
Lemma 1.2(a). Therefore from Part (b) we compute 
PB;=CPi-,2,SO.cl,) 
= c &S(S(P) 41,) 
=C i,2,S(i,,,) S2(p)=Bj.s2(P). 
This completes the proof of the Lemma. 
The following theorem generalizes the first corollary to [3, 
Proposition 91 cited above. 
4.3. THEOREM. Let A be a finite dimensional Hopf algebra with antipode 
s over the field k, and suppose that 2 E A * is a non-zero right integral. Then 
the following are equivalent: 
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(a) x = ii and is non-zero. 
(b) x is a non-zero left integral in A. 
(c) /?;.=rE for some rek\{O}. 
(d) /?; is a central unit in A*. 
(e) A* is semisimple and s2 = I, 
Proof That Part (a) implies Part (b) follows from the fact that ii is a 
left integral by Proposition 2.4(a). 
We show that Part (b) implies Part (c): Suppose that x is a non-zero left 
integral. Then by Lemma 4.2(a) we have P;.(a) = a - i(x) = %(s(a) x) = 
E(a) i.(.x) for a E A. Therefore pi. = I.(x) E. Since E, is non-zero, A - 3. = A*. 
Now, since x #O, we have that fij.(a) = (a-%)(x) #O for some aE A. 
Therefore r = j.(x) # 0. 
That Part (c) implies Part (d) is clear. 
We show that Part (d) implies Part (e): Suppose that Bj. is a unit in A*. 
Then Dj.( 1) #O. NOW pj.( 1) = j-( 1) by Lemma 4.2(a), SO A* is semisimple. 
Therefore A * is unimodular. Therefore, if S=s*, S2(p) = p,y’pfii by 
Lemma4.2(c). If pj- is central, then S2=Z, so s2=I. 
We finally show that Part (e) implies Part (a): if s2 = I then x = ;? by 
Remark 4.1(b). If A* is semisimple, then ;i # 0 by Proposition 2.4(c). This 
completes the proof of the Theorem. 
If (dim A) 1 #O then the above theorem can be extended. 
4.4. THEOREM. Let A be a finite dimensional Hopf algebra with antipode 
s ocer the field k, and suppose that (dim A) 1 # 0. Suppose that i. E A* is a 
non-zero right integral. Then the following are equivalent: 
(a) rpj, is grouplike for some Q E k’;, (0). 
(b) dim Ax= 1. 
(c) x is a non-zero left integral in A. 
(d) A, A* are semisimple, and s2 = I. 
(e) . s= = I 
Proof We show that Part (a) implies Part (b): Replacing A by X-Ii., 
we may assume that B1 is grouplike, or equivalently, that aj.: A + k is an 
algebra homomorphism. Fix b E A. Since b,.(a) = a - I.(x), we calculate 
a-i(bx)=s-‘(b)a-E.(x) 
= flj(sp’(b) a) 
=P;(s-l(b)) P;(a) 
= a7i(Bi(sp’(b)) x) 
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for all a E A. Since A * = A - I we have shown that bx = /?;.(s -l(b)) x. Now 
2(x) = 1 - ;.(x) = a;.( 1) = 1 implies that x # 0. Therefore dim Ax = 1. 
We show Part (b) implies Part (c): For a E A we have ax = ax for some 
x E k, by hypothesis. Applying E to both sides, we conclude that E(Q) = a, as 
s(~)=(dimA) 1~0, from Lemma4.l(a). 
That Part (c) implies Part (d) follows from Theorem 4.3 and 
Corollary 2.6. 
That Part (d) implies Part (e) is clear. 
We finally show that Part (e) implies Part (a): If 1’ = I then /I; = n( 1) E 
follows from Lemma 4.2(a), and c1= A( 1) #O since (dim A) 1 #O, by 
Corollary 2.6. This completes the proof of the Proposition. 
5. I AND THE STRUCTURE OF A 
Let A be a finite dimensional Hopf algebra with antipode s over the field 
k. In this section we derive general properties of x. The right module action 
of A on itself defined by a (1 b = C s(b,,,) ab,,, is a natural structure for 
expressing many of our results. We first note some interesting connections 
between this action and the square of the antipode. By [S, Theorem l] the 
antipode of A has finite order. 
5.1. PROPOSITION. Let A be a finite dimensional Hopf algebra with 
antipode s over the field k. 
(a) laA=k.l ifandonly ifs’=Z. 
Suppose that A E A is a right integral, 
(b) (adA)b=s2(b)(adA)for alla, bEA. 
(c) Let n be the order of s2. Then for any a,, . . . . a, E A the product 
(a,aA)...(a,aA) is central. 
ProojI We prove Part (a): For a~ A observe that 14 a = C s(uc2)) ucl), 
from which it follows that E( 1 4 a) = E(U). Thus we see that 1 ~3 A = k. 1 if 
and only if 1 ~(a(*,) a,, , = E(Q) 1 for all a E A, which is true if and only if s 
is the antipode of AoP. Since the antipode of AoP is s-‘, (a) follows. 
We prove Part (b): By Lemma 1.2(b) C n,,,a@An,,,=x n,,,@n,,, s(a) 
for a E A. Therefore 
= c 44,,s(b)) 4,
for be A. 
=c s’(b) s(A,,,) an,,, = s2(b)(a CI A) 
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Finally we prove Part (c): Suppose that t E End(A) is an algebra 
endomorphism and that CI, ~ .. . . a, E A satisfy a,b = t(b) ai for all b E A. Then 
(aI . ..a.,,) b= t”(b)(a, . . . a,) follows by induction on m, so Part (c) is a 
consequence of Part (b) when t =s 2. This completes the proof of the 
Proposition. 
For QE A recall that L(a): A -+ A is defined by L(a)(b) =ab, and that 
R(a): A + A is defined by R(a)(b) = ba. Let x, = A.,,,. Thus x, is defined 
by p(x,)=Tr(L(p)oR(a)*) for PEA*. Note that x=x,. Observe that 
f:A+A defined byf(a)=x, is linear. The set {x,la~A}=Imfis closely 
related to the right ideal xA. The connection is a consequence of the 
following Lemma. 
5.2. LEMMA. Let A be a finite dimensional Hopf algebra otler the field k. 
Then 
L(a -p) = c R(a (,,)*~L(p)oR(s(a,,,))* 
for aeA andpEA*. 
Proof The A-module action on A* defined by a -p(b) =p(ba) = 
(R(a)* (p))(b) for ~1, bE A, PEA*, makes A* a left A-module algebra. 
Hence for p E A* and a E A we calculate 
=C (%I- PMdq2,) 4) 
=C (a(,,- PMQ(2, dq,,)- 4) 
=c (a,,,--P)(a(,,-((s(a,,,)-q)) 
=&I,- (PM+,) - 4)) 
for qE A*. This completes the proof of the Lemma. 
5.3. LEMMA. Let A be a finite dimensional Hopf algebra over the field k. 
Then x,b=x,,h, or equicalentlyf(aab)=f(a) b, for a, bEA. 
Proof. For a, b E A, p E A* we compute from Lemma 5.2 that 
481/117/2-2 
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P(.L~) = b --P(G) 
= Tr(L(b --p),> R(a)*) 
= c WWc,,)* 0 -0)s &(b,,,))* = R(a)*) 
=Tr(L(p)yR(aa b)*)=p(x,,,). 
This completes the proof of the Lemma. 
By the lemma above f is a module map. An element a~ A is called 
cocommutatiue if ~~,,,Oa,~,=~a,,,Oa,,,. 
5.4. PROPOSITION. Let A be a finite dimensional Hopf algebra with 
antipode s over the field k. 
(a) x is cocommutatit:e and s(x) =x. 
(b) xa = &(a) .Y = ax if a E A is cocommutatice. 
(c) E(X) = (dim A) 1 and x2 = (dim A) x. 
Proof: To show Part (a), first observe that aE A is cocommutative if 
and only if pq(a) = qp(a) for all p, q E A*. Now 
m(x) = Tr(L(pb L(q)) = Tr(L(q)cL(p)) = qp(x), 
so x is cocommutative. 
To see that s(x)= x recall that Tr(L(p))=Tr(R(p)) for PEA* by 
Lemma 1.4(c). Thus p(x) = Tr(R(p)) also. Therefore setting S = s* and 
noting that S(p) q = S(S-‘(q)p), we have the equations 
p(s(x))=Tr(L(S(p)))=Tr(SoR(p):S-’)=Tr(R(p))=p(x) 
for p E A*, so s(x) = x. 
We now show Part (b): Assume that a is cocommutative. Then 1 Q a = 
C s(a,2J a(l) = C s(a,t)) a(2) = E(U) 1, so from Lemma 5.3 we have 
xa=f(l)a=f(l aa)=&(a)f(l)=E(a)x. 
Now as s(s) =x from Part (a), we deduce that 
ax=s(xs~‘(a))=s(E(s~‘(a))X)=E(a)x 
also. 
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Finally we prove Part (c): E(X) = (dim A) 1 by Lemma 4.1(a). To finish 
the proof of (c) note that X’ = E(S) s from (a) and (b). This completes the 
proof of the Proposition. 
Let a E A and suppose that i. E A* is a non-zero right integral. Then 
p E A* can be written as p = h - I for some unique b E A. The formula 
b 7 E.(x,) = i.( (1 a 6) a) for a, beA (5.5) 
expresses p(.t-,,) in terms of b. To prove this formula we apply Lemma 2.2 to 
compute 
b7E.(xU)=Tr(L.(b7ir)=R(a)*) 
= 1 j.(s(b,,,) b ,,,a)=L((lab)a). 
When b = 1 the formula specializes to 
i(x,)=3.(a) for aeA (5.6) 
Now we relate the cyclic submodule 1 a A, the right ideal xA, and Im L 
when (dim A) I# 0. 
5.7. PROPOSITION. Let A be a finite dimensional Hopf algebra otler the 
field k, and suppose that (dim A) 1 # 0. 
(a) 1 a A = xd as right A-modules. 
(b) Imf= {xJaEA} =xA. 
Proof To prove Part (a), first note that e = (dim A) -’ x is a co- 
commutative idempotent satisfying c(e) = 1 by Proposition 5.4(a), (c). 
Therefore 1 a e = 1. Since f( 1 a A) =f( 1) A = xA we need only show 
that xa=O implies 1 aa=O. But if .~ua=O. then ea=O, so 1 aa= 
(1 ae)aa= 1 aea=O. 
We next prove Part (b): Let j” E A* be a non-zero right integral, and sup- 
pose that a, bE A. Then by Formula 5.5 we have that b-2(x,) = 
3.((1 ab)a)=(s-‘(1 ab))Tl(a). Since A*=A7i. by Proposition 1.1(b) 
it follows that x,=0 if and only if b - R(x,) = 0 for all b E A. Therefore 
x,=0 if and only if aEKer(s-‘(1 ab) 7 ;L) for all b E A. This means that 
Kerf= fIbsA Ker(s-‘( 1 a 6) -E.) = {cEAIs-‘(1 aA)-l(c) = {O)}, 
from which it follows that 
dim Imf= codim Kerf= dim(s-‘( 1 a A) - J) = dim( 1 a A). 
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Therefore by Part (a) we have that dim Im f= dim XII. As Im j-2 XA by 
Lemma 5.3, we conclude that Imf= xA. This completes the proof of the 
Proposition. 
The elements x E A and Bj. E A * are closely related, when I E A * is a right 
integral. 
5.8. PROPOSITION. Let A be a finite dimensional Hopf algebra ocer the 
field k and suppose that I. E A* is a non-zero right integral. 
(a) PJa)=j*(l aa) for aEA. 
(b) p;.=x-jr, so x7n(a)=a-%(x) for aEA. 
(c) Suppose that A E A is a left integral satisfying i(A) = 1. Then 
p;. - A =x = A - /3;. 
Note: there is a left integral /i E A satisfying E.(n) = 1 by 
Proposition 1.1 (c). 
Proof: Part (a) follows from Lemma 4.2(a). 
We show Part (b): Let a E A. By Formula 5.6 we have i-( 1 CI a) = 
1(x , ~ ,). As x, Q u = xa by Lemma 5.3, and s(x) = x by Proposition 5.4(a), 
it follows from Part (a) that 
b;.(a) = A( 1 4 a) = A(x, Q .) = i.(xa) = x-i(a). 
Now by Lemma4.2(a) we have that /lj.(a)=a7ir(x) so x-i.(a)= 
a - J(x). 
We finally show Part (c): Let aE A, PEA*. Then by Proposition 1.1(d) 
we have 
(a-i)p(A)=(a-p)-jr(A) 
= I(s(a -p) A) 
= E(s(a -p)) n(A) =p(a) 
so (a-i)p(A)=p(a). 
By Part (b) we have x - i(a) = /3;,(a) = a - 1(x) for a E A. Thus 
which means that Bj. - /i = x. 
Next observe that p(A -(a--i.))= (a--I)p(A)=p(a) from which it 
follows that /i - (a - %) = a. This last equation becomes /i - /?, = x when 
a=x. This completes the proof of the Proposition. 
By Part (a) of the following proposition s(x,) is the “x,” of the Hopf 
algebra AoP. 
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5.9. ~OPOSITION. Let A be a finite dimensional Hopf algebra with 
antipode s over the field k, and let a E A. 
(a) sb-,) = AL,+ or equivalently p(s(x,)) =Tr(L(p)c L(a)*) for 
PEA*. 
(b) Zf a is central rhen s(x,) = .“I,. 
(c) Let LEA* be a right integral. Then b- L(s(x,)) = i(a (I 6) for 
bEA. 
Proof: We show Part (a): For PEA* we calculate by Lemma 1.4(d) 
and definition that 
P(s(xu))=PIs(x,) 
=Tr(L(p=s)zR(a)*) 
We show Part (b): Since a is central L(a) = R(a), so by Part (a) we have 
d&I) = A,,,, = A R(u) = xu. 
Finally we show Part (c): By Part (a) we have s(x,) = ALCo,, so by 
Lemma 2.2 we compute 
b-M-~,)) =c ~(s(b,*,)(L(a)(b,,,))) 
= 1 i(s(b,,,) ab,,,) = j-(a 4 b) 
for be A. This completes the proof of the Proposition. 
Part (a) of the preceding proposition also gives a duality between the 
elements xu in A and the elements .xp in A*. Let 3 E End(A*) be defined by 
2F(p)=x, for PEA*. 
5.10. PROPOSITION. Let A be a finite dimensional Hopf algebra )Gth 
antipode s over the field k. 
(a) p(s(x,))=x,(s(a))forpEA* andaEA. 
(b) 9=S-‘>f*:S, K!here S=s*. 
(c) Rankf= Rank 9, so dim x, A = dim x,A* if (dim A) 1 # 0. 
Proof We first show Part (a): Identifying A** with A we have by 
Propostion 5.9(a) that 
p(s(x,))=Tr(L(p)~L(a)*)=Tr(L(a)eL(p)*)=a(S(x,))=x,(s(a)) 
for pE A* and aE A, where S=s*. 
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Part (b) follows from Part (a), since (SOS(~))(U) = xpzs(a) = ~,($a)) 
and (f*:S(p))(a)=p~s:f(a)=p(s(x,)) hold forpEA* and UEA. 
Part (c) follows from Part (b) and Proposition 57(b). This completes the 
proof of the Proposition. 
Note that if the hypothesis of Proposition 5.7 is not satisfied, it can hap- 
pen that (0) = ~4 # Imf: For example, if A* = k[Z,] where p > 0 is prime 
and k is a field of characteristic p, then x, and X, are left integrals by 
Proposition 2.4(a), since s2 = I. Now x, = 0 since A* is not semisimple, 
and x, # 0 since A is semisimple. By Proposition 5.10(a) we have that 
E(x,) = x,(s(a)), so Imf# (0). 
If A is a finite dimensional Hopf algebra with antipode s over the field k, 
satisfying 3’ = Z, then ,Y= ;i , is a two-sided integral for A by 
Propositions 2.4(a) and 5.4(a). In particular, x is central in this case. 
Generally x need not be central. In the following example, it happens that 
Ax # XA. 
We suppose that k does not have characteristic 2, and that A is the 
8-dimensional Hopf algebra A, of [S, Example 11. As an algebra A is 
generated by g, a, b subject to the relations 
g’= 1 a2=b2=0, 
ga= -ag, gb = -bg, ab= -ba. 
In particular 3 = { gia’bk ) 0 d i, j, k < 2) is a linear basis for A over k. 
As a coalgebra A is determined by 
&=gOg, Lta=a@g+l@a, db=b@g+l@b. 
The antipode of the Hopf algebra A is given by 
s(l)= 1, s(a) = ga, s(b)=gb. 
It is easy to see that n = (1 +g) ab is a two-sided integral for A and that 
the functional 3. =ZE A* which satisfies i(ab) = 1 and vanishes on the 
other elements of 3 is a two-sided integral for A*. In particular, both A 
and A* are unimodular. 
To calculate /I;. we write 8;. = E, 3 r where t(h) = c s(h(,,) h,, , for h E A. 
Observing that {(g/z) = r(h) for h E A, the calculations t( 1) = 1, <(a) = 2ga, 
t(b) = 2gb, and c(ab) = 4ab imply that /I; = 4( 1 +g) - 1. Since /Ii. = x - E, 
by Proposition 5.8(b), it follows that x = 4( 1 + g). It is easy to see now that 
dim xA = 4 and dim AxA = 7, so that Ax # xA. 
6. A SPECIFIC COMPUTATION 
In Section 5 of [2] it was shown that if A is a finite dimensional 
cosemisimple Hopf algebra with antipode s of order 2J over the 
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algebraically closed field k, if i. E A* is the right (and left) integral satisfying 
E.( 1) = 1, and if the characteristic of k = 0 or is >f then A has a basis 
{u$) 1 t = 1, . . . . r; i. j = 1, . . . . d,} satisfying 
and 
(6.1) 
(6.2) 
(6.3) 
g(&‘) = (@r):(p)) u!r’ 
I/ I ! , I/ ’ (6.4) 
where the elr’ arefth roots of unity. In this section we compute A, x, and 
flj. for such a Hopf algebra in terms of the basis {ui)} and the roots of 
unity 0)“. We first prove. 
6.5. LEMMA. Let A be a jinite dimensional cosemisimple Hopf algebra 
with antipode s of order 2f over the algebraically closed field k of churuc- 
teristic 0 or >f Let {u!‘} be a basis of A sutisjjing Eqs. (6.1)-(6.4). Then 
Proqf Let b:’ = s(u::‘). Then there is a d, x d, matrix (N$“) such that 
d(bJ;‘) = c b;;‘@ bi;‘, 
k 
E(b!“) = 6. 1, U’ 
j,(b!“s(bfi’))=6 !/ 6. w”’ ,u rl ,k 2 
and 
where (Ci,!J) is the inverse of the matrix ($!)), by [2, Proposition 3.51. But 
also 
s2(b;‘) = s3(aj.;)) = (ej’J$)“) S(U;f’) = (e;“/e;.“) bj:‘. 
Therefore 
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It follows that 
for some r # 0 in k. Since Cm ivmrn (‘) = 1 by [2, Eq. (2.6)] it follows that 
u = l/(Cm I/02’) so that 
Also 
so 
i(b!!)s(b&‘)) = i(s(a!!‘) syap)) !J J’ 
= (ey’pp’) I(s(d!‘) aj&q Jl 
i(s(ai:‘) up, = (ej”):ep’) J.(bys(bp)) 
= (epyey) s,,bJkMy 
s,,/ep 
= wvw 6tu6jk zm l,eG, 
This completes the proof of the Lemma. 
6.6. PROPOSITION. Let A be a finite dimensional cosemisimple Hopf 
algebra with antipode s of order 2f over the algebraically closed field k of 
characteristic 0 or>f: Let {a):‘} be a basis of A satisfying Eqs. (6.1k(6.4). 
Then 
(a) ;i = c, ((I, ile;f))(C, e;‘)a;;‘)). 
(b) x=x, d, (xi a!!‘). 
(c) /?j.(aF’) = (6,d,&))/(x, i/e;‘)). 
Proof Let {pg’} be the basis in A* which is dual to the basis {uy’} 
in A. That is, p,$!)(afi))=6,,dik6j,. Recall that the simple subcoalgebra C, 
spanned by {a:)1 i, j= 1, . . . . d,} is of dimension df . Denote s* by S. From 
Eq. (6.4) we have that S*( p;)) = (ej’)/e~‘)) p:). 
To prove Part (a), we compute Tr(L(pg))oS*), which is p$)(J), using 
to get 
L(~!!+ s’(pk)) = 6,usjk(ep)/eju))py e 
py(;i) = 6,C (i/ep) ey. 
This implies Part (a). 
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To prove Part (b), we compute Tr(L(pi))), which is pj,?(x), using 
to get 
L(p!!‘)( &‘) = 6 6. p!“’ r/ I” /k I/ 
p;‘(x) = r&d,. 
This implies Part (b). 
Finally, we prove Part (c): From Lemma 4.2(a) and Lemma 6.5 we have 
jl;(uy) = 5 i.(s(a&‘) up, 
k=l 
This completes the proof of the Proposition. 
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