In a recent paper, Mokkadem (1997. Stoch. Proc. Appl. 72, 145 -149) derived a simple test for randomness against ARMA alternatives. In this note we consider a transformation of the corresponding statistic and present an alternative proof of this result. Through this approach it is demonstrated that the asymptotic distribution of the corresponding test statistic under the alternative does not depend on the fourth-order moments of the innovations. A simulation study indicates that a transformation of the test of Mokkadem (1997) (which is asymptotically equivalent to the classical portmanteau test) may perform better for ÿnite sample sizes.
Introduction
Let ( t ) t∈Z be a sequence of real zero-mean independent and identically distributed random variables with ÿnite fourth-order moment 4 = E( 4 t )= 4 and variance 2 ¿ 0: We deÿne the ARMA(p; q) process (X t ) t∈Z by
where the roots of the corresponding autoregressive and moving average polynomials are assumed to lie outside the unit disk. In this note we are interested in the problem of testing randomness in model (1). Since the fundamental work of Box and Pierce (1970) much e ort has been devoted to this problem. Among many others we refer to the work of Anderson (1971) , Ljung and Box (1978) , Davies and Newbold (1979) , Dufour and Roy (1986) , Kreiss (1990) and Mokkadem (1997) for parametric procedures or Dufour (1981) , Gupta and Govindarajulu (1980) and Hallin and Puri (1994) for nonparametric tests. In his recent paper Mokkadem (1997) 
(r) = (ˆ 1 ; : : : ;ˆ r ) andˆ r = (ˆ i−j ) r i; j=1 is the empirical autocovariance matrix of order r = max{p; q + 1} based on the estimatorsˆ k = N −1 N −k i=1 X i X i+k (N denotes the sample size). Note that the statisticT is, in fact, nothing else than the (uncentered) R 2 associated with the regression of X t on X t−1 ; : : : ; X t−r . Note further thatM is a consistent estimator of the distance
where
r (z; : : : ; z r ) is the Yule-Walker polynomial of order r; (r) = ( 1 ; : : : ; r ) and r = E[X 0 X r ]; r = ( i−j ) r i; j=1 are the autocovariances of the process (X t ) t∈Z : Mokkadem (1997) showed that the hypothesis of randomness holds true if and only if M =0: He proved the asymptotic 2 r -distribution of the statistic NM in this case and asymptotic normal distribution of the statistic N 1=2 (M − M ) under the alternative M ¿ 0: The latter of the two statements is particularly important from a practical point of view as it allows an estimation of the power if the hypothesis of randomness cannot be rejected.
The aim of the present paper is twofold. On the one hand, we are interested in a simple proof of Mokkadem's result. On the other hand, we derive a simple representation for the asymptotic variance of N 1=2 (M − M ) in Mokkadem's Theorem 3:1:2 and demonstrate that this variance does in fact not depend on the fourth-order moment of the innovations. This is accomplished by deriving similar asymptotic results for the statisticT deÿned in (3). In contrast to Mokkadem (1997) our proof is based on the asymptotic normality of the Yule-Walker estimators and the representation ofT as a quadratic form (see Brockwell and Davis, 1991) . The results in Mokkadem (1997) are then obtained by using a Taylor expansion in the transformation (2). Under the alternative this allows (to some degree) a more explicit calculation of the asymptotic variance ofT andM ; which is in fact independent of 4 : As a consequence the estimation of type II error for Mokkadem's test does not require the estimation of the fourth-order moment of the innovations. Finally, the ÿnite sample properties of the new test are investigated by means of a simulation study and compared with the well-known portmanteau test which is locally and asymptotically maximin against Gaussian alternatives. Our results demonstrate that in this case tests based onT andM may perform better than the traditional portmanteau test.
Main result
Consider the ARMA(p; q) process (X t ) t∈Z deÿned by (1) such that the corresponding polynomials
Let k = E[X 0 X k ] denote the autocovariance function at lag k; (k) = ( 1 ; : : : ; k ) and n = ( i−j ) n i; j=1 the corresponding autocovariance matrix of order n: It follows from Dette and Studden (1997) , Chapter 9 that n is positive deÿnite for all n ∈ N: As a measure of randomness we propose the standardized di erence between the variance in the white noise model and the L 2 -error of the one-step prediction 2 r = 0 − (r) −1 r (r) from the random variables X 1 ; : : : ; X r ; i.e.
where r = max{p; q + 1} and the last equality deÿnes the function f: It was shown in Mokkadem (1997) that for the afore mentioned ARMA(p; q) process the hypothesis of randomness is valid if and only if 1 = · · · = r = 0; or equivalently
In the following, let (X 1 ; : : : ; X N ) denote a realization of the process (X t ) t∈Z ;
the corresponding empirical autocovariances,ˆ r = (ˆ i−j ) r i; j=1 andT be deÿned by (3).
Theorem 1. If the ARMA(p; q) process (X t ) t∈Z satisÿes assumption (4) and if N → ∞; then the following statements hold true:
where the asymptotic variance is given by 2 =(∇f) V r (∇f); ∇f denotes the gradient of the mapping f deÿned in (5) and the matrix V r is given by
Remark 1. A simple calculation shows that Theorems 3:1:1 and 3:1:2 of Mokkadem (1997) can be obtained by applying a Taylor expansion to the transformation x → −log(1 − x) and Theorem 1. Moreover, for ARMA processes, the matrix V r is positive deÿnite which implies 2 = 0 if and only if ∇f = 0: It is shown in Section 3 that this is, in fact equivalent to 1 = · · · = r = 0, i.e. to the null hypothesis of randomness (see Mokkadem, 1997) .
Remark 2. Note that the asymptotic distribution of the statistic N 1=2 (T − T ) does not depend on the fourth-order moment of the innovations. Moreover, there is, in fact, an alternative proof of the second part of Theorem 1, which was mentioned by a referee and makes this fact more obvious. To be precise let i = i = 0 be the ith autocorrelation. Then the measure T can be rewritten as
where (r) = ( 1 ; : : : ; r ) and R r = r = 0 is the autocorrelation matrix. Letˆ r =ˆ (r)=ˆ 0 , then it follows from Theorem 7:2:1 in Brockwell and Davis (1991) that N 1=2 (ˆ (r) − (r)) is asymptotically normal with covariance matrix
which does not depend on 4 . Consequently, the asymptotic variance in the second part of Theorem 1 can also be written as
Observing transformation (2) we obtain in this sense an improvement of Mokkadem's Theorem 3:1:2. In other words, if M ¿ 0 the statistic N 1=2 (M − M ) considered by Mokkadem (1997) is asymptotically normal distributed with mean zero and additionally the variance is independent of Á 4 = ( 4 − 3): As a consequence the calculation of the type II error of the test which rejects the hypothesis of randomness for large values of the statistic NT (or NM ) does not require the estimation of the fourth-order moment of the innovations.
Remark 3. It follows from the proof of Theorem 1 that under the null hypothesis of randomnessT is asymptotically equivalent to the well-known Box-Pierce statistic (Box and Pierce, 1970 )
(For a generalization of this approach see Dufour and Roy, 1986 :) Consequently, the well-known asymptotic optimality results for the standard portmanteau test (with r = max(p; q + 1) terms) do also apply to the test based onT and to Mokkadem's (1997) test. In particular, these tests are locally and asymptotically maximin against Gaussian alternatives.
A small simulation study
As pointed out by a referee a comparison of the test based onT with the standard portmanteau test is of particular interest. Since both tests are asymptotically equivalent we concentrate on the ÿnite sample properties of the procedures using the same setup as in Mokkadem (1997) . Our ÿrst example investigates the AR(2) model
for various values of ÿ and independent normally distributed innovations. Table 1 shows the simulated power based on 1000 simulations for the portmanteau test introduced by Ljung and Box (1978) [LB] and the test based onT , which is asymptotically equivalent to Mokkadem's test. In our simulation study we used centered estimates of the autocovariances, i.e. Table 2 Simulated power of the portmanteau test of Ljung and Box (1978) and the test based on the statisticT in the ARMA(1, 1) model (11) LBT 
The sample size is n = 100, the parameter ÿ varies in the interval [0; 0:2]. The same setup was considered for the ARMA(1,1) model
and the corresponding results are listed in Table 2 . We also investigated Mokkadem's (1997) test which has nearly the same behaviour as the test based onT . For the sake of brevity these results are not displayed. In all cases we observe a su ciently accurate approximation of the level = 5%. In the AR(2) model, we observe the following behaviour. If the assumed lag is smaller than the true lag (here r = 2), then the test of Ljung and Box (1978) yields slightly more power. On the other hand, if the lag is correctly speciÿed or too large we observe a better power of the test based onT .
If there appears an additional component in the model as in the ARMA(1,1) model, then the behaviour is similar for the too small or correctly speciÿed lags, but there seems to be no clear winner if the speciÿed lag is too large. If there is only a moving average component the opposite behaviour can be observed, which is illustrated in our 
for normally distributed innovations. The results are summarized in Table 3 for various lags, sample sizes and values of ÿ. In the MA(1) model, we observe a better power for the portmanteau test of Ljung and Box (1978) if the assumed lag is too large or too small and nearly the same behaviour if the lag is correctly speciÿed. Our observations can be summarized as follows. Although both tests are asymptotically equivalent our simulation results indicate di erences in the ÿnite sample size behaviour of both procedures. For moving average processes the portmanteau test of Ljung and Box (1978) is more e cient. On the other hand, if there is any autoregressive component in the model the test of Mokkadem (1997) and the test based on the statisticT yield a better power than the tests based on the portmanteau statistic. These statements are conÿrmed by further simulation results which are not displayed for the sake of brevity.
Proofs
Proof of Theorem 1. (i) Under the hypothesis of randomness we have from Brockwell and Davis (1991, p. where the ÿrst equality follows from the consistency of the estimatesˆ i and the fact that under the hypothesis of randomness we have r = 2 I r :
(ii) By assumption (4) the process (X t ) t∈Z is causal and consequently (see Brockwell and Davis, 1991, p. 230 
