Introduction
A fundamental analysis step in a parallelizing compiler (as well as many other software tools) is data dependence analysis for arrays: deciding if two references to an array can refer to the same element and if so, under what conditions. This information is used to determine allowable program transformations and optimizations. For example, we can decide that in the following program, no location of the array is both read and written.
Therefore, the writes can be done in any order or in parallel. We produce P' and P" as shown in Figure 2 . Since P' has integer solutions but P" does not, we consider each lower bound in turn.
We first consider the lower bound 7x~9y -8. The most negative coefficient of z is -11. This means we have to consider P = P A 7x = 9y -8 + j for all J in the range O S j < [*J = 5. None of these have solutions, so we add a restriction 7X~9y -8 + 6 to P.
Since we are still unable to disprove the existence of integer solutions to P, we move on to the next lower bound, [HP90]
[IJT91]
[KMC72]
[LC90]
[LT88]
[LY90]
[LYZ89]
[MHL91]
[Mur71]
[Pug91]
[Sh081]
[Tri85]
[wa188]
[WC1182]
[W0189]
[wcd91]
[WT90] 
