Previously we developed algorithms to obtain transmission reconstructions from truncated projections and from emission data without transmission measurements. The optimal basis set derived from "knowledge set" was used to create an approximate attenuation map, and the expansion coefficients were estimated using optimization algorithms. Since a truncated expansion does not represent an image precisely, and the projections of the basis vectors are not orthogonal, the estimated coefficients may be unstable in the presence of systematic errors. In addition to this, a nonlinear problem of reconstruction of an attenuation map from emission data has a nonunique solution. A constraint based on distribution of the expansion coefficients is considered in this paper to regularize the estimation problems. The parameter selection methods based on different assumptions are applied to find the optimum regularization parameter. The selected regularization parameter obtained from a projection data set has been shown to provide satisfactory reconstruction results.
I. INTRODUCTION
The truncation problem caused by a relatively small detector is well known in single photon emission computed tomography (SPECT). Image projections are severely truncated during transmission imaging of a patient's chest by a threedetector SPECT system with fan-beam collimators. At present, research on transmission-less attenuation correction, bascd on Data Consistency Conditions (DCC), is being pursued by many researchers [ I]- [3] . Previously we suggested methods for reconstructing an attenuation map with truncated projection data [4] and emission data only [SI, taking advantage of the fact that the attenuation maps of the anatomical objects have similar structures. Due to the existence of residual errors, a method to estimate expansion coefficients can be unstable, especially in cases of existing model-mismatch and systematic errors.
Moreover, a nonlinear problem based on DCC is a highly underdetermined problem and has nonunique solutions.
To regularize these inverse problems, a constraint based on a known standard deviation of the expansion coefficients was explored. In this paper we present a Bayesian framework using an optimum basis set for image reconstructions. Both reconstructions from truncated projections and reconstructions without transmission data problems include the same prior function. Our simulations display that the quality of the reconstructed images depends on the choice of the regularization parameter. Consequently, the problem of how to select this parameter must be solved.
Bayesian methods are applied to two different applications
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(i) Reconstruction from truncated projections is a linear inverse problem. Several theoretically justifiable parameterselection methods exist for ill-conditioned linear inverse problems [6] . In this paper we apply the General Cross Validation (GCV) and L-curve methods to our particular problem.
(ii) If no transmission projections are available, the reconstruction problem is a nonlinear inverse problem. Even though there is no theoretical justification for applying the Lcurve method to nonlinear problems, this empirical method may be used in our application. For examplc, the L-curve method has been used in MAP medical image reconstructions based on a Poisson likelihood function [7] . In this paper we apply the Lcurve to the nonlinear reconstruction problem without transmission data.
METHODS

A. Principal Component Analysis (PCA)
PCA is commonly used in engineering applications such as data compression. One of the applications of PCA, which is useful in inverse problems, is feature extraction. Suppose one has a set ( X i } of N members of a "knowledge set" (KS) of images of similar structure, in which each X i has a dimension n. The eigenvectors of the cross-correlation matrix R = E ( X X ) ( E is the mean operator) form an optimal set of orthogonal basis vectors for the image space. In our development we consider an approximation of an image X by using m<n basis vectors {vj,
where e , is the residual error. The norm of this residual error can be evaluated as where hj is the eigenvalue corresponding to eigenvector vj of the correlation matrix R . The expansion coefficients, or principal components ( pj), j=l,..,,m corresponding to vector X , can be evaluated as 
which does not equal zero because the average of set {Xi} does not equal zero. If a set {Xi} consists of images of similar structures, then the first scaled principal orthonormal cigenvector will be approximately equal to the average of the set because it is the best approximation of images in the case of using only one basis vector. Thereforc, the relationship h p , -E{X} (7) is a good approximation.
According to (6) and (7), for j # 1 ,
Finally, according to ( 5 ) and (9), beginning from j=2, the expansion coefficients { pj} are statistically uncorrelated with a zero mean and their variances are equal to the corresponding eigenvalues.
B. Bayesian prior Function
In solving an inverse problem, when image X is not known, one should find values of the expansion coefficients { Pj} from given projection data p . We propose to estimate the expansion coefficients by maximizing the posteriori probability, according to Bayes equation
Using properties (4), (5), and (8) 
where the columns of the matrix A are { %(vj)} , and M is the projection space dimension.
Methods of selectinp a reaiilarization parameter f o r n linear inverse problem
When solving a linear inverse problem in order to reconstruct an attenuation map from truncated projections, regularization is necessary due to systematic errors, residual error (2) , and errors associated with nonorthogonality of basis vectors in the projection space. By combining a logarithm of (9) with (10) and (12), the coefficients { P j } can be obtained by solving the following minimization problem:
where y is the regularization parameter. Note that this form is standard for linear inversion problem [6] and is referred to as the Tikhonov regularization problem.
In (13) the first term is not consistent (i.e., not zero) because of the residual error (2) . This is the main difference between our problem and a common ill-conditioned problem in which the equations are assumed to be consistent in the absence of systematic errors. Therefore, we will treat the residual error (2) as a perturbation error and use the standard parameter selection methods to find y.
Expression (2) gives a good estimation of the perturbation error, but this perturbation error can be only approximately estimated in the projection space. In addition, systematic errors occur. Consequently, the discrepancy principle, which is based on the knowledge of the perturbation error, should only be applied as a verification.
Another popular method of regularization parameter selection is called Generalized Cross-Validation (GCV) [8] [9] , which can be applied to linear inverse problems such as (13). This method does not require the knowledge of the perturbation error. GCV is applied to a linear inversion problem and is based on a statistical consideration that a desired value of the regularization parameter should predict the values of missing data. In the example of (13), the GCV method seeks a y that minimizes the function A popular and convenient graphic tool for analysis of inverse problems is the L-curve, which is a plot of the "smoothing" norm (corresponding to the second term in (13)) versus the residual norm (corresponding to the first term in (13)) in the log-log scale, for all valid regularization parameters. The L-curve displays a compromise between minimizations of these two quantities. The L-curve criterion is equivalent to the computation of the regularization parameter that maximizcs the cuivature of the L-curve in the log-log scale [6] . The coordinate of a point on the L-curve is ([(y), q(y)), where <cy) corresponds to the logarithm of the norm of the first term in (13), and q ( y ) corresponds to I o g /~A~,~~ . The curvature is defined as where the derivatives are evaluated with respect to y. It has been obscrved that the L-curve usually has a sharp corner in illconditioned problems [6] . Theoretical justification of using the L-curve criterion exists in the case of random perturbation errors [lo] . It has been found that thc L-curve criterion also works for correlated errors in case thc GCV method fails [IO] .
The Generalized Singular Value Decomposition (GSVD) method was used to solve the inverse problem (13). The GSVD is a generalization of the SVD for the pair matrix (AA) [6] . The GSVD should be performed only once. After that, the coefficients { p j ) are easily found by multiplying the corresponding matrix of singular vectors byp. Moreover, GCV function (14) and curvature function (15) have closed forms in terms of singular values and singular vectors (for details see [6] ). Thus, minimization of (14) or maximization of (15) is a simple one parameter optimization problem because it does not require multiple inversions. We shall refer to the solutions of (14) and (15) as the KS-GCV and KS-L reconstructions, respectively.
D. Application 11: Reconstruction without Specific Transmission Measurements
Choice o f likelihood function
If no transmission projections are available, the expansion coefficients can be estimated by solving a nonlincar optimization problem, thereby minimizing the function '0, which represents the square-norm of the Data Consistency Findind the attenuation map using only the DCCs is an illposed problem. In addition to this, the DCC are necessary, but not sufficient conditions. Therefore, the minimization solution of (16) is not unique. It is also an underdetermined problem due to the restricted number of uscd moments 1 and k. Higher moments are very unstable due to strong oscillations of the integrand function in (16). In practice, 30-40 moments are used. Additional constraints must be applied to find the right solution from many possible solutions. The nonlinear problem of finding a minimum of (16) can be solvcd iteratively by using the first principal vcctor to approximate the attenuation map as an initial estimatc. In other words, only the first leading term is used in an cxpansion. This choice of initial condition probably leads to a solution with a minimal norm of expansion coefficients. In our application however, there is a natural constraint in form (10). Note that this constraint is a quadratic form, therefore it may lead to a unique solution. If no transmission projections are available, the expansion coefficients can be estimated by solving a nonlinear optimization problem similar to (1 3): where the first term presents the DCC square-norm and thc second presents the smoothing square-norm. The purpose of rcgularization is to find a unique solution to an ill-conditioncd inverse problem. Also the regularization term should stabilize the solution in the presence of noise. The iterative MarquardtLevenberg's method was used to find a solution to the nonlinear optimization problem (17). The parameter k in (16) was upper bounded by 7 and 1 was upper bounded by 2. The number of used optimal basis vectors was 100. Wc will refer to the solution of (1 7) as the DCC-KS reconstruction.
Methods of selectinp a reaulurization varanieter for the nonlinear inverse problem
Selecting a regularization parameter for the nonlinear problem (17) is even more important than for the linear problem (13) due to nonuniqueness of the solution. Methods such as GCV arc not applicable because they are designed for linear problems. The L-curve criterion can still be applied in the case of nonlinear problems. In this case it is an empirical method based on observing the corner of the curve. The vertical part of the curve (which corresponds approximately to the same value of the DCC norm, which should be close to zero) is not necessarily straight and well defincd, as in the case of a linear problem, because a nonlinear problem has a nonunique solution due to the many degrecs of freedom. Some "noise" should be present on this part of the curve. In the horizontal part of the Lcurve, thc constraint norm decreases only slightly with an increasc of the regularization parametcr, whereas the DCC norm rises rapidly. A good choice of regularization parameter is the corner of the L-curve. This selection defines a solution at which the DCC norm still has its minimal value but the regularization constraint norm is minimized. Multiple reconstructions are required to find an appropriate regularization parameter. Thus, the computational cost is high. However, the range of appropriate regularization parameters found in one study can be applied to others.
E. Figures of Merit
The suggested method is evaluated based on the Nf --ftl'"", where component difference vector f
4"""" is the reconstructed quantity a n d y is the true quantity.
For example, 4'"" can represent the true attenuation map and 4"""" can be the reconstructed attenuation map. In this case,flfl is the difference image in the image space. Images may also be compared in the projection space, when 4'"" represents the projections from the true attenuation map and represents the projections from the reconstructed attenuation map. In the following, figures of merit are defined in both the projection space and the image space. Normalized squared differences (NSD) can be evaluated as:
Another figure of merit is the averaged difference or bias: N Still another is the standard deviation of the difference vector, which is related to "noise:"
RESULTS
The objective of this section is to determine the effects of the regularization parameter on the results. Patient studies and computer simulations were used.
The description of the "knowledge set" can be found in [4] , We obtained approximately 1200 PET transmission images requires only that all cross-sections have approximately the same tissue attenuation coefficients regardless of their values. All images were refined by removing truncated edges and reconstruction artifacts. Note that the first eigenimage represented an image of the average of the set, validating approximation (7).
In the truncated projections section, two patient studies were investigated. In one study, the projection data were acquired with parallel-beam geometry, and in the other study fan-beam geometry was used. In the transmission projectionless part, only computer simulations were performed to observe the effects of using a different regularization parameter y.
A. Application I: Reconstruction from Truncated Projections
To test the proposed methods we used patient data acquired with parallel geometry. In this case, a nontruncated attenuation map was known as well as an emission image, which was reconstructed using the nontruncated attenuation map for attenuation correction.
The patient was scanned using Picker's PRISM 2000XP SPECT system with parallel collimators and a scanning linesource. There were 120 views, and 128 detector bins. The projections were then folded down to 64 bins to match the "knowledge set." A slice of the attenuation map corresponding to the emission image of the heart was chosen, and it was different than a typical slice from the "knowledge set." After an untruncated reconstruction was obtained with the ML-EM algorithm the projection data were truncated to 32 bins for a different ML-EM reconstruction. This truncated data set was also utilized to reconstruct images using the "knowledge set" estimation with and without regularization. Figure 1 presents the ML-EM algorithm reconstructions from nontruncated and truncated projections. Figure 2 presents the L-curve and GCV function for reconstructions using 100 and 500 basis vectors, respectively, with y E [0,100] . In our reconstruction problem the L-curve did not have the extremely sharp corner that is usually observed in linear ill-conditioned problems [6] . This might indicate that the problem was not highly ill-conditioned. When using 500 vectors versus 100 vectors, the corner of the L-curve was sharper and its vertical part was more prominent. In the GSV function using 500 vectors the minimum was more noticeable than it was when 100 vectors were used. This implies that using of actual patient data from the database of Emory Crawford Long Hospital. From this a "knowledge set" or image-family consisting of 64x64 cross-sectional images of N=933 male and female patients of various ages was formed. Those patient data not selected (approximately 150 patients) for the "knowledge set" were reserved as test images. All cross-sectional images in the Emory database were obtained from PET transmission reconstructions, which initially were 96x96 and had already been to (0'255)' Therefore the true values Of the attenuation coefficients were lost. Nevertheless, our approach Figure 1 . Patient study. ML-EM reconstruction, using 50 
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Regularization parameter Figure 2 . Patient study. Reconstructions from truncated projections. L-curves in the log-log scale: (a) using 100 basis vectors, the maximum curvature at y = 6.0; and (b) using 500 basis vectors, the maximum curvature at y = 6.6. GCV functions: (c) using 100 basis vectors, the minimum at y = 0.99; and (d) using 500 basis vectors, the minimum at y = 2.0.
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Regularization parameter 500 vectors in reconstruction problems has more degrees of freedom, approximates the true image better, and is therefore more sensitive to errors (i.e., more ill-conditioned) than 100 basis vectors application. Note that the GCV and L-curve methods gave different values of y by orders of magnitude. This may be associated with the fact that the L-curve does not have a sharp corner in this case. The GCV method employed only the information about the residual norm, whereas the L-curve criterion utilized additional information about the solution norm. The maximum curvature was achieved when the residual norm was far away from its minimum; therefore, the L-curve criterion leads to an oversmoothed solution. solutions corresponding to the maximum curvature of the Lcurve. These solutions are oversmoothed. When 500 basis vectors were used, the KS-GCV method significantly improved the reconstruction in comparison to the results obtained with the nonregularized method. This is due to the illconditionedness of the problem. Nevertheless, in contradiction to the computer simulations of reconstruction from noisy projection data [12], the KS-GCV method did not show a significant improvement over the use of 100 basis vectors. When compared to the computer simulations, the patient data had correlated model-mismatch errors. Random errors cause high frequency components in the reconstructed image, while the model-mismatch errors cause the structured components. The constraint in form (IO) can easily remove the high frequency components in the reconstructed image because it suppresses the influence of high frequency basis vectors. Many regularization methods (for example the Truncated SVD method), have the same property. Structured noisy components from model-mismatch errors may be projected to a subspace spanned by basis vectors with larger eigenvalues. As indicated by the patient study, the model-mismatch components were projected in the subspace of the first 100 basis vectors. Regularization can remove high-frequency random noise components in the reconstructed image when 500 basis vectors are used. Still, it is impossible to completely eliminate the influence of the model-mismatch error components in this case.
The only way to improve the reconstruction is to accurately model the projection matrix A .
The KS method gives a better image of the attenuation map in the image space than the ML-EM method. The transmission scan is used to reconstruct the attenuation map to enable attenuation correction of the emission image. All reconstructed transmission maps, including the ones reconstructed by the ML-EM algorithm, satisfy projection data. Consequently, the total line-integrals are similar in each case. In ill-conditioned problems, errors from the projection space can be greatly magnified in the image space. When the ML-EM algorithm is used, image space reconstruction depends on the initial condition; therefore, semiline integrals, which reflect attenuation map distribution in the image space, can be used to evaluate the attenuation map. The inverse pixel attenuation factors (PAFs) were obtained by calculating semiline integrals for a number of image pixels and for all projection angles. For a given pixel, the PAFs indicate (inversely) the degree of attenuation that photons that are emitted from that pixel's location would undergo while travelling to the edge of the body along the path determined by a given angle. After calculating the PAFs in the reconstructed map we compared them to PAFs from the nontruncated attenuation map. Table 1 presents the difference in PAFs, averaged over the region of interest (ROI), which is the myocardium region. Table 1 shows the difference in PAFs in an ROI of the heart. The ML-EM reconstruction has the smallest bias; therefore it better conforms to the projection data. However, the NSD is larger. Considcring the semiline integrals, the best results are achieved by using the KS-L method. The L-curve criterion performs better in the event of correlated errors.
Thc relative quantitative accuracy of a reconstruction is important for perfusion imaging. To test proposed methods in this aspect, we applied the reconstructed attenuation map to the attenuation correction of the emission image. Furthermore, we examined the emission image in the ROI of the entire image of the heart. To remove the influence of emission projection noise, we applied Total Variation (TV) regularization [ 131 in the ML-EM reconstruction of the emission image. The TV regularization can suppress the noise and preserve the edges of an image. Moreover, the TV-regularized EM algorithm does not show divergence in the quantitative accuracy when the number of iterations is increased. An example of a TV regularized EM algorithm reconstruction is shown in Figure 4 . Table 2 shows the bias and std of the difference emission images. The bias property shows increasedldecreased average activity of the heart as a whole. The std shows the average deviation from the mean value of activity, assuming that the projection noise was suppressed (we found that using the standard ML-EM algorithm for emission reconstruction did not change the bias property, but it did significantly increase the std of the emission image). The results obtained using an emission image without Figure 4 . Patient study. The reconstructed emission image of a heart, using 50 iterations of the regularized ML-EM algorithm. The attenuation map of Fig. l(a) was used for the attenuation correction.
an attenuation correction are presented for comparison. The KS-L emission reconstruction shows the smallest bias in an emission image that is consistent with the examination of the PAFs. The std is better (i.e., smaller) for the KS-GCV method when using 500 basis vectors. Note that the emission reconstruction using nonregularized KS method shows a similar std, however its emission reconstruction has a larger bias. This study shows that using more basis vectors still has benefits, since the results are better in all of the KS emission reconstructions when 500 basis vectors are used.
According to the values in Table 2 , KS methods outperformed the ML-EM method in both NSD and bias. The std is slightly bettcr when using 500 basis vectors along with the GCV method than it is with the ML-EM method. The ML-EM algorithm had the smallest bias in PAFs (see Table 1 ). To reduce bias in the regularized attenuation map, we replaced the negative values with zero and applied a small number (10) of iterations to the ML-EM algorithm, using the GCV reconstruction as the initial condition (see Fig. 5 ). The bias was reduced, and the resultant attenuation map was used to reconstruct the emission image. According to the results presented in Table 3 , this ML-EM postprocessing led to a reduction in the bias and the std. Figure 6 presents the reconstructions of the attenuation map using fan-beam geometry with images from different patient studies. In this case the "knowledge set" was shifted by four pixels horizontally to the left in order to match the patient's location. In fan-beam geometry, a patient's location is defined by a shifting of the heart to the center of the image. The true attenuation map is not available, and it is impossible to verify the results. This example shows the parameter selection methods in action for fan-beam geometry. Table 1 . Differences in PAFs (pixel attenuation factors) between the reconstructed image and the true image, averaged over the presented ROI. Table 2 . Differences between the ROI of the emission images using the reconstructed attenuation map and the ROI of the emission image using the nontruncated attenuation map for attenuation correction. Table 3 . Differences between the ROI of the emission image using the reconstructed attenuation map on Fig. 5 and the ROI of the emission image, using the nontruncated attenuation map for attenuation correction. 
B. Application 11: Transmission-Less Problem
A uniform disc with a uniform background was used for the computer simulations. The background had an activity of 1/ 10 of the disc. The phantom attenuation map was chosen from two patient studies that were not in the "knowledge set." The projection data were generated over 360" with 120 angles using parallel-beam imaging geometry. The detector size was 64.
It has been found that the reconstruction of attenuation maps from noise-free emission projections without using regularization (i.e., solutions with minimal norms of expansion coefficients) leads to high quality emission and transmission images when patients are of similar size and when the KS is used [ 5 ] . The constraint with the regularization parameter, which was chosen according to the L-curve criterion, has slightly improved the reconstruction. In some examples, however, the suggested constraint significantly improved reconstruction. Figure 7 shows an example of the attenuation map of a patient who was smaller than the average patient in the KS. In this case, the reconstruction was more sensitive to errors than it generally was in reconstructions from patients with typical KS size, even in the case of a linear problem from truncated projections 143. Figure 8 presents the L-curve of the DCC-KS reconstructions withy E [0,0.01], using 100 basis vectors. This L-curve has a very sharp corner. As mentioned above, the vertical segment of the L-curve is not necessarily as straight and well defined as it is in a linear problem because a nonlinear problem may have nonunique solutions due to the many degrees of freedom. "Noise" existed in this part of the curve. The minimal possible value of the DCC norm on the vertical part of the L-curve corresponds to a finite error in the evaluation of integrals in (16). In the horizontal part of the Lcurve, the constraint norm decreases slightly with increases in the regularization parameter, whereas the DCC norm rises rapidly. A y parameter was chosen at approximately the corner of the L-curve, and the optimization problem was not solved as it was in (15) since that is too time consuming in a nonlinear problem. Using larger regularization parameters, the "smoothing" norm is dominant. Figure 9 (a) presents DCC-KS reconstructions of the attenuation map without regularization, i.e., with a minimal norm of the expansion coefficients. This reconstruction has significant artifacts. 0.14 DCC-KS regularized reconstruction with a parameter that corresponds to the comer of the L-curve. The investigation of the NSD shows that this reconstructed attenuation map has the smallest NSD in the image as well as in the projection space, see Table 4 . In a transmission-less problem, the calculation of the total line integrals instead of the PAFs was sufficient for the evaluation because the transmission sinogram that is required in (16) is unknown. Moreover, DCC-KS reconstruction requires a nonzero activity in the background of the emission image; so, the whole image in the projection space is essential. The investigation of PAFs led to results that were similar to the total line integral results (not shown). The application of an optimally regularized attenuation map for the attenuation correction in the ML-EM algorithm improved the quality of the reconstructed emission image, see Fig. 10(b) . The reconstructed emission image is not flawless due to the approximated attenuation map; however, its quality is much better than the quality of the images that were obtained using a nonregularized attenuation map (see Fig. 10 (a)) for attenuation correction and those obtained without attenuation correction (see Fig. lO(c) ).
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IV. CONCLUSION
Two inverse problems, reconstruction of an attenuation map from truncated transmission projections and reconstruction without transmission measurements were considered. Both reconstructions were based on use of an optimal basis set. To regularize these inverse problems, a constraint based on a known standard deviation of the expansion coefficients was explored. A Bayesian framework for these particular image reconstructions was presented.
Reconstruction of an attenuation map from truncated projections is a linear problem. The primary goal of using a regularization constraint was to stabilize the solution in presence of systematic errors and errors associated with nonorthogonality of basis vectors in the projection space. The commonly used parameter-selection methods for solving illconditioned problems such as the GCV and L-curve were applied to this particular inverse problem. Using both methods based on GSVD does not require multiple inversions.
A patient study showed that using more basis vectors did (a) (b) (c) Figure 9 . Reconstructions using 100 basis vectors. (a) Reconstruction with 'p0 non-constrained method; (b) Figure 10 . ML-EM (50 iterations) reconstructed phantom image, with reconstruction corresponding to the maximum attenuation correction using (a) Fig. 9 (a), (b) Fig. 9(b) , and (c) no curvature of L-curve. attenuation correction.
I633 not lead to a significantly better attenuation map reconstruction. The GCV method gave better results in the image space, while the L-curve criterion gave better results in the projection space. However, investigation of the emission images showed that using more basis vectors with the GCV method was preferable.
Reconstruction of an attenuation map without attenuation measurements is a nonlinear problem. The primary goal of using a regularization term was to find a unique solution according to the given constraint. Computer simulations showed that L-curve analysis enabled the selection of a suitable regularization parameter. This transmission-less problem still requires additional work when using real data.
