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Abstract
Facial feature detection from facial images has attracted
great attention in the field of computer vision. It is a non-
trivial task since the appearance and shape of the face tend
to change under different conditions. In this paper, we pro-
pose a hierarchical probabilistic model that could infer the
true locations of facial features given the image measure-
ments even if the face is with significant facial expression
and pose. The hierarchical model implicitly captures the
lower level shape variations of facial components using the
mixture model. Furthermore, in the higher level, it also
learns the joint relationship among facial components, the
facial expression, and the pose information through auto-
matic structure learning and parameter estimation of the
probabilistic model. Experimental results on benchmark
databases demonstrate the effectiveness of the proposed hi-
erarchical probabilistic model.
1. Introduction
Accurately analyzing the face is critical, since the face
reflects the psychological and physical states of humans.
For example, by analyzing the face, we can identify human
facial expressions [8], detect the fatigue state of human, es-
timate the human head pose [19], and so on. As the bottom
level representation, the locations of facial feature points
such as eyebrow tips, eye corners, mouth corners provide a
promising way to describe the face shape and capture the
rigid and nonrigid deformation of the face.
Detection of these facial feature points is challenging,
since facial appearance and shape tend to change signifi-
cantly under different facial expressions and poses. For ex-
ample, in Figure 1, the local appearance and shape of the
mouth varies dramatically. In (a), the lip corners pull up.
The mouth opens widely in (b), while closes tightly in (c).
Therefore, a good facial feature detection method should
be able to model the shape variations under different situa-
tions. Another important observation is that facial compo-
nents do not change independently and there exists interac-
(a) (b) (c) 
(d) (e) (f) 
Figure 1. Facial features detection for facial images with facial
expressions and poses.
tion among facial components. For example, in (b), eye lids
go up and the mouth opens widely simultaneously. As a re-
sult, it is also important to model the relationship among fa-
cial components. Furthermore, since facial expression and
pose are two major causes of the significant change of the
face shape, it is necessary to take these information into ac-
count when modeling the face shape variations.
Following these three observations, in this paper, we pro-
pose a hierarchical probabilistic model to capture the the
variations of face shapes under significant facial expression
and pose changes, and infer the true facial feature locations
given the measurements. Specifically, we first model the lo-
cal shape variations of each facial component using a mix-
ture model. In addition, we model the joint interactions of
facial components in the higher level. Unlike most of the
previous methods, we explicitly add the facial expression
and pose information to help construct and parameterize the
model. During detection, the true facial feature locations
are inferred through the bottom-up lower level shape con-
straints of facial components and the top-down constraint
from the relationship among facial components.
The remainder of this paper is organized as follows: Sec-
tion 2 reviews the related work. In section 3, we will de-
scribe the model, its learning and inference. Section 4
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will show the experimental results on several benchmark
databases. Section 5 will conclude the paper.
2. Related Work
As a promising way to describe the shape of the nonrigid
face, facial feature localization has gained much more at-
tention in computer vision community over the past years.
Methods for facial feature detection can be classified into
three categories: holistic methods, local methods and com-
ponent based methods.
Holistic methods: The holistic methods build models to
capture the appearance and shape of the whole facial im-
age. Typical methods are the classic Active Shape Model
(ASM) [2] and Active AppearanceModel (AAM) [1]. ASM
is a statistical model that uses the mean shape and eigenvec-
tors generated from PCA to represent the deformations of
objects’ shape. AAM uses both the texture and shape infor-
mation of the whole facial image to fit a linear generative
model. However, it is sensitive to the lighting conditions
and performs poorly on unseen identities [11].
Local methods: The local methods use local image
features. They build a likelihood map for each landmark
based on the response of a regression function or a classi-
fier. Usually, these likelihood maps are combined with a
global shape model as a constraint. In [3], Cristinacce and
Cootes proposed the Constrained Local Model (CLM). It
generates the likelihood map for each facial feature using
the matching score of the local testing image to the tem-
plates. Then, the likelihood maps are combined with a prior
distribution of the shape that is similar to ASM. More re-
cently, in [25], Valstar et al. proposed the BoRMaN model
that combines Boosted Regression with Markov Networks.
It generates the likelihood map for each point based on
the response of the support vector regressor, and then con-
straints the point locations by the shape distribution embed-
ded in a pre-trained Markov Random Fields model. In [18],
Martinez et al. proposed a Local Evidence Aggregation for
Regression (LEAR) based facial feature detection method.
It utilizes similar shape constraint as [25] with improved
searching procedure that considers the aggregation of local
evidence. In [22], instead of using the parametric model, the
work of Saragih et al. represents the face shape prior model
in a non-parametric manner with optimization strategy to fit
facial images.
Component based methods: The component based
methods focus on molding the shape variations of each fa-
cial component. The relationships among different facial
components are further embedded in the model as a global
constraint. In [12], a bi-stage model was proposed to char-
acterize the face shape locally and globally. The local shape
variation is modeled as a single Gaussian, and the nonlin-
ear relationship among components is represented as a pre-
trained Gaussian process latent variable model. Similarly,
[16] uses one PCA for local component shape and a global
PCA to model locations of components. Tong et al. [24]
proposed a model to capture the different states of facial
components like mouth open and mouth closed. But, dur-
ing testing, they need to dynamically and explicitly estimate
the state of local components and switch between different
states. In [7], for each facial component, Ding and Martinez
emphasized distinguishing the image patch centered at the
true facial component location from the contextual patches
with the use of the subclass division method.
Among all the facial feature localization methods, only
a few works explicitly model the face shape variations un-
der expression and pose changes. In [4], instead of con-
structing one single set of regression forests, Dantone et
al. built sets of regression forests conditional on differ-
ent poses. In [27], Wu et al. built a prior model for face
shapes under varying facial expressions and poses. They
decompose the variations into the parts caused by facial ex-
pressions and by poses using a 3-way Restricted Boltzmann
Machine(RBM) model. However, it does not explicitly use
the label information of facial expressions and poses dur-
ing training. In [29], Zhu and Ramanan proposed the FPLL
model that simultaneously performs face detection, pose es-
timation, and landmark localization. It builds a shape prior
model based on the tree structure graphical model for each
face pose.
In this paper, our major contribution is a hierarchical
probabilistic model that could infer the true facial feature lo-
cations given image measurements. However, unlike some
other component-based methods, we implicitly model the
shape of facial components by learning the variations under
different hidden states which is usually assigned or ignored
by previous work. Furthermore, we explicitly learn the re-
lationships among facial components, facial expression and
poses, and use these relationships to improve facial feature
detection accuracy.
3. Our Approach
3.1. Problem formulation
Given the initial locations of 26 facial feature points
Xm = [xm,1, xm,2, ..., xm,26] generated using individual
facial feature detectors, our goal is to estimate the true fa-
cial feature locations X = [x1, x2, ..., x26]. Figure 1 shows
the 26 facial feature points. We can formulate this task as an
optimization problem under the probabilistic framework:
X∗ = argmax
X
P (X|Xm) (1)
Therefore, if we can construct a model to represent the re-
lationship between Xm and X , we can find the true facial
feature locations by maximizing the posterior probability of
X given Xm. Towards this goal, we propose the following
hierarchical probabilistic model.
3.2. Hierarchical probabilistic model
As shown in Figure 2 (b), our hierarchical model consists
of nodes from four layers. Nodes in the lowest layer indi-
cate the measurements of facial feature locations for each
facial component. Nodes in the second layer represent the
true facial feature locations we want to infer. In the third
layer, all nodes are discrete latent random variables indicat-
ing the states of each facial component. The top layer con-
tains two discrete nodes representing the facial expression
and the pose.
This model captures two levels of information, includ-
ing local shape variations of each facial component and the
joint relationship among facial components, facial expres-
sion and pose. The lower level information is embedded
among the nodes belonging to the same facial component.
The higher level information is represented by the joint
relationship among nodes within the rectangle, which are
learned through training data. In the following subsections,
we will first illustrate the model that captures this two level
information, and its properties and benefits. Furthermore,
we discuss how to generate the measurements.
3.2.1 Modeling the shape variations for each facial
component
In order to capture the face shape variations more accu-
rately, we follow the component based method and model
the face shape variations of each facial component including
the eyebrow, eye, nose and mouth. However, for each com-
ponent, the shape may change significantly due to varying
facial expressions and poses. So, to represent the shape vari-
ations with different conditions, we use the mixture model
shown in Figure 2 (a). Here, Z is a discrete variable that
represents the hidden state of each facial component. X in-
dicates the true facial feature locations for this component,
and Xm is the measurement. For one component shown in
Figure 2 (a), we model the joint probability of X and Xm
as follows:
P (X,Xm) =
∑
Z
P (Xm|X,Z)P (X|Z)P (Z) (2)
P (X|z) describes the face shape pattern under a specific
hidden state Z = z. We can use a Multivariate Gaussian
Distribution to model this probability.
P (X|z) ∼ N(µz, σz) (3)
,where µz is the mean vector and σz is the covariance ma-
trix. P (Xm|X, z) captures the relationship between mea-
surement and inferred true facial feature locations for a spe-
cific state z. It can be modeled as a linear Multivariate
Gaussian Distribution.
P (Xm|X, z) ∼ N(β0,z + βzX,Qz) (4)
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Figure 2. Hierarchical Probabilistic Model. (a) Component model.
(b) A sample structure. Node connections marked as solid lines are
fixed while these with dotted lines are learned.
, where β0,z + βzX is the mean of the Gaussian and Qz is
the covariance matrix. P (Z) is the probability for different
hidden states.
Figure 3 shows some examples of the shape variations
of mouth under different hidden states that are learned from
data with expression variations. It can be seen that, differ-
ent hidden states relate to different facial expressions. The
combinations of all states describe the overall shape varia-
tions of mouth due to facial expression changes.
state 1 state 2 state 3 state 4 state 5
Figure 3. Examples of the shape variations of the mouth for differ-
ent hidden states. Learned from data with expression variations.
3.2.2 Modeling the relationship among facial compo-
nents, facial expression and pose
The states of different facial components are highly related.
For example, if people lower their eyebrows, it’s difficult
to open their eyes widely simultaneously. So, it’s impor-
tant to take advantage of relationships among facial com-
ponents. Facial expression and pose are two major causes
of the significant change of the face shape. As a result, by
explicitly adding the label of facial expression and pose for
all the training data, the model will be more accurate than
one without this additional information.
The relationships among facial components, facial ex-
pression and pose are represented as the joint probability of
all the nodes inside the dotted rectangle. It is important to
notice that all the Zi nodes are hidden and the underlying
relationship among Zi, E and P can not be assigned arbi-
trarily. Consequently, we need to automatically learn the
model structure within the rectangle and estimate the pa-
rameters of the entire model. The dotted lines within the
rectangle in Figure 2 (b) are shown as an special example
for illustration purposes only.
With the combination of local shape models for each fa-
cial component, and the global relationship among facial
components, facial expression and pose, the overall joint
probability of X and Xm shown in Figure 2 (b) is formu-
lated as:
P (X,Xm) =
∑
Z,E,P
(
∏
i∈{eb,e,n,m}
P (Xm,i, Xi|Zi))P (Z,E, P ),
(5)
where Z = [Zeb, Ze, Zn, Zm].
3.2.3 Properties of the proposed model
There are a few important properties and benefits of the pro-
posed hierarchical probabilistic model.
1. The local shape variation of each facial component is
modeled implicitly with hidden states. As a result, it could
more accurately capture the variations under different con-
ditions. Furthermore, unlike [24] we do not need to assign
any particular meaning for each state such as mouth open
and mouth closed.
2. The relationship among facial components are rep-
resented by the joint distribution of all the hidden nodes
Zi. This relationship is automatically discovered based on
bottom-up information from the facial feature locations Xi
and the top-down information from facial expression and
pose which are available during training. In this case, the
hidden states relate to the major causes of the shape varia-
tions, but they also can represent the information within the
training data.
3. Facial expression and pose information are the ma-
jor causes of the face shape variation. In this model, they
explicitly help the learning of both the local shape varia-
tions and the joint relationship among facial components.
This important information is usually ignored by the previ-
ous work.
3.2.4 Facial feature measurements
An integral part of our model is the facial feature mea-
surements (Xm). They serve as input to the proposed
hierarchical model, help learn the model during training,
and are used to infer the true facial feature positions dur-
ing testing. The facial feature measurements Xm =
[xm,1, xm,2, ..., xm,26] are the initial locations of 26 facial
feature points. To generate the measurements, we first de-
tect eyes on images based on the Viola-Jones eye detec-
tor [26]. The detected eye positions provide normalization
and initial locations of the facial features. For each feature
point, multi-scale and multi-orientation Gabor-wavelets [5]
are employed to generate the representation. The initial
feature point positions are further refined by a fast Gabor
wavelet jets matching method [9] that computes a displace-
ment to move the initial facial feature positions to their final
positions subject to certain shape constraints learned from
the training data.
3.3. Model learning
Given the true feature location X , its measurement Xm,
its facial expression label E, and pose label P as training
data, we could learn the model. We refer to model learning
as learning the model structure and the model parameters.
As shown in Figure 2(b), for structure learning, we only
learn the global structure, denoted asMG that connects the
nodes within the rectangular block, and we fix the local
model ML. For parameter learning, we estimate the pa-
rameters of the whole modelΘ = [ΘG,ΘL]. To tackle this
learning task, we applied the Structure EM algorithm [10]
and modified it for our application.
The complete description of our learning algorithm is
shown in algorithm 1. Given the training data, in the ini-
tialization step, the hidden states Z0 = [Zeb, Ze, Zn, Zm]
for each data are first inferred by independent clustering of
each local facial component, where the number of clusters
is exhaustively searched on the validation data set. With
the initial estimation of hidden states, initial model struc-
ture and parameters are estimated based on the complete
data. Similar to structure EM algorithm [10], we iteratively
search for better parameters and structure with three major
steps, denoted as 1, 2, 3.
In step 1, standard parameter EM algorithm is applied to
update the parameters. It keeps the structure unchanged and
searches for the parameters that maximize the expected BIC
score, as shown in Equation 6.
Θn,l+1 = argmax
Θ
QBIC(M
n,Θ : Mn,Θn,l) (6)
Here, QBIC(.) denotes the expected BIC score and it is
defined in equation 7.
QBIC(M
n,Θ : Mn,Θn,l)
= E[logP (E,P,X,Xm, Z : M
n,Θ)− logN
2
Dim(Mn,Θ)],
(7)
where E[.] denotes the expectation over the probabil-
ities of the incomplete data under the current model
as P (Z|E,P,X,Xm : Mn,Θn,l) , and Z =
{Zeb, Ze, Zn, Zm} . N denotes the number of training data,
and Dim(.) represents the model complexity in terms of
the number of independent parameters. The parameters are
updated iteratively to take advantage of the small computa-
tional cost of parameter EM compared to structure learning.
In step 2, we search for the new structure that maximizes
the expected BIC score given the current model and param-
eters as shown in Equation 8.
Mn+1G = argmax
MG
QBIC(MG,ΘG :M
n,Θn,l), (8)
whereQBIC(.) has similar definition as in Equation 7. Be-
cause of the nice decomposable property of BIC score, we
only need to search for the global model, MG, that maxi-
mizes the expected BIC score belongs to the nodes within
the rectangular block. Here, we applied the structure learn-
ing method in [6] which guarantees a global optimality
with respect to the expected score function based on branch
and bound algorithm. It is important to note that the ex-
pected BIC score is calculated over P (Z|X,Xm, E, P :
Mn,Θn,l) which is inferred with the whole model using
the junction tree algorithm [15]. In step 3, the initial pa-
rameters for the next iteration for the new structure are esti-
mated with Equation 9.
Θn+1,0 = argmax
Θ
QBIC(M
n+1,Θ :Mn,Θn,l). (9)
The updating stops when the number of iterations reaches
the maximal value allowed, or the structure remains the
same in two consecutive iterations.
Algorithm 1: Learning the hierarchical probabilistic
model
Data: Training data {Xj ,Xm,j ,Ej ,Pj}Nj=1
Result: Model structureMG and model parameters
Θ = [ΘG,ΘL]
Initialize: Initialize Z0 = [Zeb, Ze, Zn, Zm] by
independent clustering. With initial Z0, learn initial
structureM0G and parametersΘ
0,0 using the complete data.
for n = 0, 1... until convergence do
for l = 0, 1...lmax or convergence do
/* Update parameters */
Θn,l+1 = argmaxΘQBIC(M
n,Θ : Mn,Θn,l)1
end
/* Update global model structure. */
Mn+1G = argmaxMG QBIC(MG,ΘG :M
n,Θn,l).2
The expectation is taken over the possibilities of hidden
nodes Z given previous model and observation denoted
as P (Z|X,Xm, E, P :Mn,Θn,l).
Mn+1=[Mn+1G ,ML]
/* Initialize parameters for next
iteration. */
Θn+1,0 = argmaxΘQBIC(M
n+1,Θ :Mn,Θn,l)3
end
3.4. Inference
Once the structure and parameters of the model have
been estimated, we have learned the joint probability of the
true facial feature locations X and the measurement Xm.
So, inference of X can be performed by maximizing the
posterior probability:
X∗ = argmax
X
P (X|Xm) = argmax
X
P (X,Xm) (10)
It is important to note that, during inference, we marginalize
all the discrete latent states Zi, unknown facial expression
E and pose P . Here we use the junction tree algorithm [15]
to perform the inference.
4. Experimental Results
In this section, we test our facial feature detection
method on several benchmark databases, and compare it to
some existing works.
4.1. Databases
Facial images with expression variations: Facial ex-
pression could dramatically change the appearance and
shape of the face. To test our model on images with facial
expressions, we used the CK+ [13][17] database and the
MMI [20] database. In our experiments, for each database,
we used sequences corresponding to 6 basic facial expres-
sions, including anger, disgust, fear, happiness, sadness and
surprised. For each sequence, we used the first frame, onset
and apex frames. In total, CK+ contains 1339 images and
MMI contains 584 images.
Facial images with pose variations: Pose is another
cause for the significant changes of face shape. To verify
our model under this condition, we test it on the FERET
database [21] and the Annotated Facial Landmarks in the
Wild database (AFLW) [14]. In our experiments, for
FERET, we used 335 frontal, quarter left and right images
and ignore images in other poses since not all facial features
were observable in other poses. AFLW contains images col-
lected from the website with large facial appearance and
shape variations. In our experiments, we used 4226 images
for which all the annotation of inner points are available. To
build our hierarchical model, we discretized the pose based
on the ground truth yaw (less than“−10o”, between “−10o”
and “10o”, larger than “10o”) and pitch angles (less than
“−15o”, between “−15o” and “0o”, larger than “0o”) pro-
vided by the database and ignored the roll angle since it can
be excluded by in-plane rotation.
Facial images with expression and pose variations:
Possible face shape variations could be due to both facial
expressions and poses. In our experiments, we used the
ISL multi-view facial expression database [23] to evalu-
ate our method. The ISL multi-view database contains se-
quences of 8 subjects showing happy and surprised facial
expressions under varying continuous face poses. We se-
lected 460 images consisting of about every 5 frames from
each sequence and some key frames with significant pose
or facial expression changes. We discretized the continuous
pose into three states, including the frontal, left and right.
For each image in all databases, we manually labeled the
facial feature locations as ground truth.
4.2. Implementation details
To evaluate the performance of the detection algorithm,
we used the distance error metric:
Errori,j =
‖Pi,j − Pˆi,j‖2
DI(j)
(11)
,where DI(j) is the interocular distance measured at frame
j, Pˆi,j is the detected point i at frame j and Pi,j is the manu-
ally labeled ground truth. For each database except ISL, we
tested our method based on 10 fold cross-validation strat-
egy. For ISL, to make up the limited training data, we used
46 fold cross-validation.
4.3. Algorithm evaluation
4.3.1 Facial feature detection on CK+ database
The learned hierarchical model for CK+ is shown in Fig-
ure 6 (a). It can be seen that, only the eyebrow and
mouth directly link to the expression node. Eye and nose
are independent of expression given the states of mouth.
The learned local shape variations of the mouth have been
shown in Figure 3, and the shape variations of eyebrow are
shown in Figure 4. The learned states are highly related
to different facial expressions. Figure 5 (a) explicitly il-
lustrates the relationship between hidden states of mouth
and facial expressions, which corresponds to the probabil-
ity P (Zmouth|E) marked as the red bold line in Figure 6
(a), connecting E and Zmouth. The shape variation of the
mouth under state 4 is highly related to the surprised fa-
cial expression while state 5 is caused by the happy facial
expression. Another important benefit here is that shape
variations with the surprised facial expression are modeled
with the first 4 states which leads to a more accurate model
than using one single state for each facial expression. Fig-
ure 5 (b) plots the joint probability P (Zeyebrow, Zmouth),
which indicates the relationship between hidden states of
the mouth and eyebrow. State 1 of the mouth and state 1 of
the eyebrow co-occur quite often. State 4 of the mouth and
state 3 of the eyebrow usually happen together. The later
situation is due to the surprised facial expression and the
former is because of the neutral expression.
−80
−70
−60
−50
−40
−30
−20
−80
−70
−60
−50
−40
−30
−20
−80
−70
−60
−50
−40
−30
−20
−80
−70
−60
−50
−40
−30
−20
(a)state 1 (b) state 2 (c)state 3 (d)state 4
Figure 4. Examples of the shape variations of eyebrow for differ-
ent states. Learned on CK+.
The overall facial feature detection accuracy on the CK+
database is shown in Table 1. With the learned hierarchical
model, performance is better than the manually constructed
model without the hidden states shown in Figure 6 (b).
Table 1. Detection results using learned and manually constructed
models on CK+ database.
Eyebrow Eye Nose Mouth Overall
Manual 5.5487 3.0357 5.3267 3.8645 4.2233
Learned 5.4287 2.8466 4.8856 3.8212 4.0560
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0.1046 0.0546 0.0087 0.0443
0.1301 0.0955 0.0245 0.1136
0.0247 0.0239 0.0277 0.0412
0.0041 0.0043 0.1112 0.0288
0.0401 0.0625 0.0063 0.0493
(a) (b)
Figure 5. (a)Probability of hidden states of mouth for “neu-
tral”, “happy” and “surprised” facial expression, denoted as
P (Zmouth|E). (b) Co-occurrence matrix and joint probability of
hidden states of mouth and eyebrow.
4.3.2 Facial feature detection on other databases
Figure 6 (a)(c)(d) show some learned models based on data
with different variations. Because of the different vari-
ations, top nodes in our hierarchial model could include
expression, pose, or both nodes. The relationship among
hidden states also varies, and it depends on the properties
embedded within different training data. For example, the
hidden states learned for data with pose variations on the
FERET database shown in Figure 7 differs from hidden
states learned for data from CK+ with expression varia-
tions shown in Figure 3. As a result, the global structure
among hidden states, facial expression and poses of the
model shown in Figure 6 (c) is different from the model
shown in (a). The overall detection accuracies are shown in
Table 2. Sample image results are shown in Figure 9.
(a)state 1 (b) state 2 (c)state 3 (b) state 4
Figure 7. Sampling results of the learned shape variations of mouth
under different states for FERET database(P (Xmouth|Zmouth)).
Table 2. Detection results on different databases.
Eyebrow Eye Nose Mouth Overall
MMI 5.8380 3.0120 4.9997 6.6119 5.0776
FERET 8.4713 3.1424 8.1405 8.8625 6.9011
LFPW 8.4910 5.0231 9.1712 10.2489 8.0695
ISL 9.5683 4.0264 6.8812 7.4248 6.7902
4.3.3 Cross database facial feature detection
Table 3 shows facial feature detection results with cross
database training and testing on CK+ and MMI databases.
Compared to the within database facial feature detection re-
sults shown in Table 1 and 2, cross database facial feature
detection achieves similar accuracy for the MMI database.
But the error increases for the CK+ database. These results
suggest that training data from the CK+ database has more
general variations. Hence, the model trained on the CK+
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tions, Learned on ISL database
Figure 6. Hierarchical model for data with different variations
database can generalize to MMI. But, the converse is not
true as shown in Table 3.
Table 3. Cross database facial feature detection.
Training database Testing database Detection error
CK+ MMI 6.0369
MMI CK+ 8.1584
4.4. Comparison with existing works
To compare our model with state-of-the-art works, we
include the detection results using the RBMmodel [27], the
BoRMaN model [25], the LEAR model [18], and the FPLL
model [29]. We choose these models because they all utilize
sophisticated face shape prior models constructed based on
graphical models. For all the algorithms, we used the detec-
tion codes provided by their authors. For comparison, we
used the shared points shown in Figure 8(a).
Detection results are shown in Table 4 and Figure 8
(b). Our detection results are consistently better than the
RBM model [27], the BoRMaN model [25], the LEAR
model [18], and the FPLLmodel [29]. For the ISL database,
in which facial images are with significant facial expres-
sions and poses, BoRMaN, LEAR and FPLL can not gener-
ate reasonable detection results. For the AFLW database,
we also compare our algorithm with the Supervised De-
scent method in [28], which proposes a robust method to
solve a nonlinear least squares problem for face alignment.
As shown in Figure 8 (b), while our algorithm consistently
outperforms RBM, BoRMan and FPLL, it is slightly worse
than the Supervised Descent method in a small distance
range.
Table 4. Comparison of algorithms on CK+, MMI, FERET, and
ISL databases. Numbers with “*” represents the reported results
in original papers.
Expression Pose Exp.& pose
CK+ MMI FERET ISL
our algorithm 4.05 5.04 6.91 6.77
RBM [27] 4.84∗ 5.53∗ 9.35 6.78∗
BoRMaN [25] 6.94 6.64 (4.65∗) 12.73 fails
LEAR [18] 9.27 6.24 (5.12∗) 9.24 fails
FPLL [29] 8.76 8.34 9.3 fails
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Figure 8. Comparison of algorithms on AFLW database
5. Conclusion
In this paper, we proposed a hierarchical probabilistic
model that captures the face shape variations with varying
facial expressions and poses and could infer the true facial
feature locations given the measurements. There are two
major benefits of this model. First, it implicitly models
the local shape variation for each facial component. Sec-
ond, it learns the joint relationship among facial compo-
nents, the facial expression and the pose in the higher level
by searching the optimal structure and parameterizations of
the model. During testing, to infer true facial feature loca-
tions, the model combines the bottom-up information from
local shape model and top-down constraints among facial
components. Experimental results on benchmark databases
demonstrate the effectiveness of the proposed hierarchical
probabilistic model.
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