Modeling and Solution Strategies for Unconstrained Stochastic Optimization Problems by Wets, R.J.-B.
Modeling and Solution Strategies 






Wets, R.J.-B. (1983) Modeling and Solution Strategies for Unconstrained Stochastic Optimization Problems. IIASA Working 
Paper. WP-83-036 Copyright © 1983 by the author(s). http://pure.iiasa.ac.at/2276/ 
Working Papers on work of the International Institute for Applied Systems Analysis receive only limited review. Views or 
opinions expressed herein do not necessarily represent those of the Institute, its National Member Organizations, or other 
organizations supporting the work. All rights reserved. Permission to make digital or hard copies of all or part of this work 
for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial 
advantage. All copies must bear this notice and the full citation on the first page. For other purposes, to republish, to post on 
servers or to redistribute to lists, permission must be sought by contacting repository@iiasa.ac.at 
NOT FOR QUOTATION 
WITHOUT PERMISSION 
OF THE AUTHOR 
MODELING AND SOLUTION STRATEGIES FOR 
UNCONSTRAINED STOCHASTIC OPTIMIZATION 
PROBLEMS 
Roger J.-B. Wets 
March 1983 
WP-83-36 
Working Papers are i n t e r i m  r e p o r t s  on work o f  t h e  
I n t e r n a t i o n a l  I n s t i t u t e  f o r  Appl ied  Systems A n a l y s i s  
and have r e c e i v e d  o n l y  l i m i t e d  review.  V i e w s  or  
o p i n i o n s  e x p r e s s e d  h e r e i n  do n o t  n e c e s s a r i l y  r e p r e -  
s e n t  t h o s e  of  t h e  I n s t i t u t e  o r  o f  i t s  N a t i o n a l  Member 
O r g a n i z a t i o n s .  
INTERNATIONAL INSTITUTE FOR APPLIED SYSTEMS ANALYSIS 
A-2361 Laxenburg, A u s t r i a  
MODELING AND SOLUTIOIV STRATEGIES FOR 
UNCONSTRAINED STOCHASTIC OPTIMIZATION PROBLEMS* 
Roger J-B. Wets* 
U n i v e r s i t y  o f  Kentucky and I .  I.A.S.A. 
Lex ing ton ,  KY, USA Laxenburg, A u s t r i a  
ABSTRACT 
We review some modeling alternatives for handling risk in decision making pro- 
cesses for unconstrained stochastic optimization problems. Solution strategies 
are discussed and compared. 
* Invited lecture at International Institute on Stochastics and Optimization, 
Gargnano, Italy. September 1 - September 10, 1982. 
Supported in part by a Guggenheim Fellowship and a grant of the National Science 
Foundation. 
1. INTRODUCTI ON 
Finding t h e  o p t i m a l  d e c i s i o n  x *  when t h e  o b j e c t i v e  f u n c t i o n  ( c o s t  f u n c t i o n ,  
performance c r i t e r i o n ,  . . . )  i s  a v a i l a b l e  e x p l i c i t l y ,  say  g i v e n  by a  f u n c t i o n  f ( x ) ,  
n  b o i l s  down t o  minimizing ( o r  maximizing) f  on R , i . e .  x* must s a t i s f y  t h e  r e l a -  
t i o n  
(1 .1)  x* E argmin f  = (x  ( f (x) I i n f  f )  . 
There  a r e  no r e a l  c o n c e p t u a l  d i f f i c u l t i e s  h e r e .  The on ly  q u e s t i o n  i s  t o  f i n d  a  
p rocedure  t h a t  y i e l d s  x*. In f a c t  t h e r e  i s  a  r i c h  c o l l e c t i o n  o f  methods a v a i l a b l e  
f o r  do ing  e x a c t l y  t h a t ,  depending on ly  on t h e  p o s s i b i l i t y  o f  c a l c u l a t i n g  a t  s m a l l  
c o s t  e i t h e r  t h e  f u n c t i o n  v a l u e s  and /o r  i t s  g r a d i e n t ,  o r  s t i l l  b e t t e r  second o r d e r  
t y p e  i n f o r m a t i o n .  
On t h e  o t h e r  hand when op t imal  d e c i s i o n s  must be  reached  i n  an  environment 
b e s e t  wi th  u n c e r t a i n t i e s ,  n o t  o n l y  does  t h e  f o r m u l a t i o n  o f  t h e  d e c i s i o n  model 
demandadeeper  p r o b i n g  o f  t h e  a s p i r a t i o n s  c r i t e r i a  i n  o r d e r  t o  g i v e  t o  t h e  o p t i m i -  
z a t i o n  model i t s  a p p r o p r i a t e  form, b u t  u s u a l l y  s i g n i f i c a n t  computa t iona l  o b s t a c l e s  
must b e  overcome t o  c a l c u l a t e  op t ima l  d e c i s i o n s .  Le t  u s  suppose  we have a  c o s t  
f u n c t i o n  g iven  by 
where 6 a r e  some random p a r a m e t e r s  whose r e a l  v a l u e s  w i l l  o n l y  be  r e v e a l e d  a f t e r  a  
d e c i s i o n  x  h a s  been s e l e c t e d .  By E ( u s u a l l y  a  s u b s e t  o f  a  f i n i t e  d imens iona l  s p a c e  
R') we d e n o t e  t h e  sample s p a c e  o f  6, by which i s  meant t h e  s e t  o f  p o s s i b l e  v a l u e s  
o f  t h e  random v a r i a b l e s .  The f u n c t i o n  f i s  f i n i t e  v a l u e d  which i m p l i c i t l y  i m p l i e s  
t h a t  i t  h a s  been p o s s i b l e  t o  a t t a c h  t o  each  combinat ion o f  x  and 6 a  p r e c i s e  c o s t  
f ( x , c ) .  I f  t h e  d e c i s i o n  maker i s  i n d i f f e r e n t  t o  r i s k ,  t h e n  t h e  op t imal  d e c i s i o n  i s  
reached  by minimizing t h e  f u n c t i o n  
r 
on Rn, where P i s  a  g iven  p r o b a b i l i t y  measure.  I t  i s  assumed t h a t  E( f (x ,C) )  i s  
f i n i t e  f o r  a l l  x ,  a  ha rmless  r e s t r i c t i o n  i n  p r a c t i c e .  Thus, i n  t h i s  c a s e  we have 
t o  f i n d  x* t h a t  s a t i s f i e s  
In  t h e o r y  e v e r y  p r o c e d u r e  developed t o  s o l v e  ( 1 . 1 )  c o u l d  b e  employed t o  s o l v e  
( 1 . 2 ) .  However, t h e  implementa t ion o f  t h e s e  methods demands easy  a c c e s s  t o  func-  
t i o n  v a l u e s  and g r a d i e n t s ,  and even t o  H e s s i a n s .  Given t h e  l i m i t a t i o n s  o f  m u l t i -  
v a r i a t e  c a l c u l u s ,  t h e s e  q u a n t i t i e s  can v e r y  o f t e n  o n l y  be  o b t a i n e d  n u m e r i c a l l y  and 
i f  a  h i g h  l e v e l  o f  accuracy  i s  r e q u i r e d ,  t h e  c o s t  o f  c a l c u l a t i n g  F(x) = E [ f ( x , c ) ]  
f o r  any f i x e d  x  may by f a r  exceed t h e  g a i n  one may d e r i v e  from knowing t h e  op t imal  
s o l u t i o n !  I t  i s  t h u s  i m p e r a t i v e  t o  deve lop  s o l u t i o n  methods t h a t  do  r e l y  on a p p r o x i -  
mates ,  even on ve ry  rough e s t i m a t e s .  
S o l u t i o n  s t r a t e g i e s  f o r  s o l v i n g  ( 1 . 2 )  a r e  s t u d i e d  l a t e r  on.  Before  we do s o  
h o w e v e r , l e t  u s  r e t u r n  f i r s t  t o  t h e  p remises  t h a t  l e d  u s  t o  ( 1 . 2 ) .  I n  o r d e r  t o  a c -  
c e p t  F a s  t h e  o b j e c t i v e  f u n c t i o n  of  o u r  s t o c h a s t i c  o p t i m i z a t i o n  problem, we had t o  
assume t h a t  t h e  d e c i s i o n  maker was i n d i f f e r e n t  t o  r i s k ,  i . e .  h i s  p r e f e r e n c e  r e l a t i o n -  
s h i p  between two r i s k y  e v e n t s  i s  t o t a l l y  and u n i q u e l y  de te rmined  by t h e  e x p e c t a t i o n  
of  t h e i r  c o s t  o r  r e t u r n .  I n  p a r t i c u l a r  x  i s  p r e f e r r e d  t o  x  o n l y  i f  1 2  
f o r  example, he e q u a t e s  t h e  e v e n t s :  
and 
c o s t  $10 w i t h  p r o b a b i l i t y  1 
c o s t  $1,000 w i t h  p r o b a b i l i t y  1 /100 . 
In  g e n e r a l  d e c i s i o n  makers do n o t  e x h i b i t  such  i n d i f f e r e n c e  t o  r i s k  and one shou ld  
t a k e  i n t o  accoun t  t h e i r  a t t i t u d e  toward r i s k .  Depending on t h e  c o n t e x t  he  may be 
r i s k  a v e r s e  o r  r i s k  s e e k i n g .  T h i s  i s  u s u a l l y  d e a l t  w i t h  t h r o u g h  a  u t i l i t y  f u n c t i o n  
which i s  used  t o  r e s c a l e  t h e  c o s t  f u n c t i o n a l  s o  a s  t o  make i t  conform t o  t h e  d e c i -  
s i o n  maker ' s  a t t i t u d e .  Let u :  R + R  be s u c h  a  u t i l i t y  f u n c t i o n .  The problem be- 
comes t h e n :  f i n d  x* t h a t  s a t i s f i e s  
Although, f o r  d e c i s i o n  purposes  t h e r e  may be s i g n i f i c a n t  d i f f e r e n c e s  between (1 .2 )  
and t h i s  problem, a s  f a r  a s  t h e  development o f  s o l u t i o n  p r o c e d u r e s  a r e  concerned ,  
t h e s e  two problems a r e  o f  t h e  same t y p e  and h e n c e f o r t h  we s h a l l  s imply assume t h a t  
i f  t h e  u t i l i t y  f u n c t i o n  i s  a n y t h i n g  e l s e  t h a n  l i n e a r  ( r i s k  i n d i f f e r e n c e )  it  h a s  been 
i n c o r p o r a t e d  i n  f ,  i . e .  f = u ( c o s t ) ,  which a l l o w s  u s  t o  t h i n k  o f  (1 .2)  a s  t h e  p r o t o -  
t y p e  f o r  t h i s  whole c l a s s  o f  problems. 
Sometimes it may be n e c e s s a r y  t o  r e l y  on a  f o r m u l a t i o n  o f  a n  o b j e c t i v e  f o r  t h e  
s t o c h a s t i c  o p t i m i z a t i o n  t h a t  does  n o t  e a s i l y  f i t  i n  t h e  framework p rov ided  by ( 1 . 2 ) .  
Two examples o f  t h i s  t y p e  a r e :  
f i n d  x  E R" such  t h a t  ~ { f  (x,w) 5 a 
and v a r i a n c e  [ f ( x , w ) ]  i s  minimized,  
o r  
n  f i n d  x  E R such t h a t  p r o b . [ f ( x , w )  >M] i s  minimized.  
Both f o r m u l a t i o n s  r e f l e c t  a l s o  a  c e r t a i n  a t t i t u d e  towards r i s k  o f  t h e  d e c i s i o n  
maker. In  t h e  f i r s t  one he i s  i n d i f f e r e n t  t o  a l l  r i s k y  e v e n t s  t h a t  do n o t  exceed 
an average  c o s t  o f  a,  and among t h o s e  he p r e f e r s  t h o s e  t h a t  d e v i a t e  a s  l i t t l e  a s  
p o s s i b l e  from t h e i r  e x p e c t a t i o n s ,  i n  a  l e a s t  s q u a r e  s e n s e .  In  t h e  second problem, 
he e x h i b i t s  a  h igh  l e v e l  o f  r i s k  a v e r s i o n  i n  t h e  s e n s e  t h a t  o n l y  t h e  t a i l  o f  t h e  
d i s t r i b u t i o n  i s  o f  r e a l  concern  t o  him; he  s e e k s  t o  avoid  c o s t s  exceed ing  M a s  o f t e n  
a s  p o s s i b l e .  A c t u a l l y  both  o b j e c t i v e s  can be modeled th rough  a  u t i l i t y  f u n c t i o n  
bu t  t h i s  u t i l i t y  f u n c t i o n  i s  d i s c o n t i n u o u s .  Formulat ing a  s t o c h a s t i c  o p t i m i z a t i o n  
problem i n  t h i s  f a s h i o n  might be a p p r o p r i a t e  i n  some v e r y  s p e c i f i c  i n s t a n c e s ,  b u t  
g e n e r a l l y  such  an approach i s  f r a u g h t  w i t h  p i t f a l l s  and shou ld  o n l y  be used when 
t h e r e  a r e  no a l t e r n a t i v e s  a v a i l a b l e ,  t y p i c a l l y  o n l y  when more d e t a i l e d  d e s c r i p t i o n  
of t h e  a t t i t u d e  towards  r i s k  i s  beyond o u r  modeling c a p a b i l i t i e s .  In  such c a s e s  a  
c a r e f u l  a n a l y s i s  o f  t h e  s e n s i t i v i t y  o f  t h e  s o l u t i o n  t o  model ing pa ramete r s  should  
accompany any a s s e r t i o n  about  " s o l u t i o n s . "  In  t h e  r e s t  we s h a l l  o n l y  be concerned 
w i t h  problems o f  t h e  t y p e  ( 1 . 2 ) .  T h i s  p a p e r  s p e c i f i c a l l y  d e a l s  w i t h  F  f i n i t e  
v a l u e d ;  s t o c h a s t i c  c o n s t r a i n t s  p r e s e n t  c o n c e p t u a l  c h a l l e n g e s  t h a t  we s h a l l  n o t  f a c e  
h e r e .  
2. SOME PROPERTIES OF F 
Let u s  r e f e r  t o  ~ = ~ { f ( * , c ) ]  a s  an  expectation functional. We s h a l l  s t u d y  some 
n  
of i t s  p r o p e r t i e s ,  when it i s  viewed a s  a  map d e f i n e d  on R , i .  e .  
We l i m i t  o u r s e l v e s  t o  t h o s e  p r o p e r t i e s  t h a t  may be u s e f u l  when d e s i g n i n g  a l g o r i t h m i c  
S p r o c e d u r e s  f o r  s o l v i n g  ( 1 . 2 ) .  Let E c R  be t h e  s u p p o r t  o f  t h e  d i s t r i b u t i o n  P of t h e  
random v e c t o r  , i . e .  t h e  s m a l l e s t  c l o s e d  s u b s e t  o f  R~ o f  measure 1. We t h i n k  of Z 
a s  t h e  s e t  o f  " p o s s i b l e "  v a l u e s  o f  5. 
- 2.1. PROPOSITION. Suppose x *  f (x,  5) i s  convex for a l l  5 i n  2, for for P-almost a l l  
5 i n  . Then F  i s  convex, i n  which case we have 
aF(x) = c l  j af  (x,  5)  P(d5) 
- .
where a denotes the subgradient se t ,  c l  i s  closure and the  / i n  (2 .2)  i s  t o  be under- 
stood as the set-valued integral  of  the mult i function 5.t a f ( x , S ) .  
The p roof  o f  fo rmula  (2 .2)  i s  q u i t e  t e c h n i c a l  and may be sk ipped  w i t h o u t  t h e  
r i s k  of l o s i n g  t h e  c o n t i n u i t y  o f  t h e  arguments  t h a t  a r e  t o  f o l l o w .  In g e n e r a l  t h e  
i n t e g r a l  o f  a  measurable  m u l t i f u n c t i o n  is  n o t  a  c l o s e d  s e t ,  even i f  t h e  m u l t i f u n c t i o n  
i s  a  s u b g r a d i e n t  m u l t i f u n c t i o n ;  t h a t  i s  why c l o s u r e  shou ld  appear  i n  t h e  r i g h t - h a n d  
s i d e  of ( 2 . 2 ) .  However, t h e  p r o o f  a c t u a l l y  shows t h a t  t h e  hypo theses  on F, 
i n  p a r t i c u l a r  F  f i n i t e ,  imply t h a t  / af(x ,C)P(dS)  i s  a u t o m a t i c a l l y  c l o s e d .  I n  f a c t  
it i s  compact. 
PROOF. Convexity s imply f o l l o w s  from i n t e g r a t i n g  b o t h  s i d e s  o f  t h e  i n e q u a l i t y  
We have assumed t h a t  F  i s  w e l l - d e f i n e d ,  i n  f a c t  f i n i t e  on Rn,  which i m p l i e s ,  among 
o t h e r  t h i n g s ,  t h a t  f  i s  f i n i t e  va lued  on Rn x E, and c * f ( x , c )  i s  measurable  w h i l e  
x * f ( x , c )  i s  c o n t i n u o u s  ( c o n v e x i t y ) .  A l l  t h i s  i m p l i e s  t h a t  t h e  s u b g r a d i e n t  s e t  
a f ( x , < )  i s  a  compact convex s e t  g iven  by 
The f u n c t i o n  C*g(y,c)  = sup  [ v y - f ( y , c ) ]  i s  measurable  s i n c e  it i s  t h e  supremum o f  a  
Y 
c o l l e c t i o n  o f  measurable  f u n c t i o n s ,  From t h i s  it f o l l o w s  t h a t  t h e  m u l t i f u n c t i o n  
i s  a  compact-valued measurable  m u l t i f u n c t i o n .  Let v :  5 + R n  be  any summable s e l e c -  
n  
t i o n  o f  a f  (x ,  9 ) .  I n  p a r t i c u l a r  we have t h a t  f o r  eve ry  y  E R , 
which a f t e r  i n t e g r a t i o n  on b o t h  s i d e s  y i e l d s  
where v  = / v  (S) P  (dc) . This  shows t h a t  
(Since  3F i s  c l o s e d ,  t h e  i n c l u s i o n  would remain v a l i d  i f  we c l o s e  t h e  term on t h e  
r i g h t .  ) 
To complete  t h e  proof  o f  ( 2 . 2 ) ,  we now t a k e  G i n  aF(x) and show t h a t  t h e r e  
e x i s t s  v  a  s e l e c t i o n  o f  3f (x;) such  t h a t  G = / v ( c ) P ( d c ) .  To do t h i s  we must f o l l o w  
a  c i r c u i t u o u s  r o u t e .  Let u s  c o n s i d e r  t h e  f o l l o w i n g  o p t i m i z a t i o n  problem: 
w 
f i n d  x  e L; = L (E,P;R") such t h a t  x ( * )  i s  c o n s t a n t  
r 
and I (x) = f  ( x ( c ) ,  < )P(dc)  i s  minimized.  
f J 
The problem c o n s i s t s  of  minimizing t h e  i n t e g r a l  f u n c t i o n a l  I  o v e r  t h e  subspace  o f  
Q) 
f  
c o n s t a n t  f u n c t i o n s  of L n .  A c o n s t a n t  f u n c t i o n  x 0 ( * )  op t ima l  i f  and o n l y  i f  t h e r e  
n  
e x i s t s  an  L1 f u n c t i o n  u :  f -t R such  t h a t  I u ( c ) P ( d c )  = 0  and 
n  
T h i s  f o l l o w s  from F e n c h e l ' s  D u a l i t y  Theorem [I.],  we n o t e  t h a t  t h e  " c o n s t r a i n t  q u a l i -  
f i c a t i o n ' '  i s  s a t i s f i e d  s i n c e  f  i s  f i n i t e  on Rn x E and summable f o r  a l l  x c R n .  We 
n  
can n a t u r a l l y  i d e n t i f y  t h e  c o n s t a n t  f u n c t i o n s  w i t h  p o i n t s  i n  R . Thus from what 
n  p receeds  it f o l l o w s  t h a t  a  v e c t o r  x minimizes F  on R i f  and o n l y  i f  t h e r e  e x i s t s  0 
a  summable f u n c t i o n  u ( * )  such t h a t  
and a .  s .  (a lmost  s u r e l y )  
o r  e q u i v a l e n t l y ,  
Now $ E aF (x) i f  and o n l y  i f  0 E 3  [ ~ ( x )  -v^(x) 1 ,  i. e .  x  minimizes [F-$01 . I n  view of  
t h e  above t h i s  can  occur  i f  and on ly  i f  t h e r e  e x i s t s  a  summable u ( * )  wi th  E [ u ( c ) ]  = 0 
such t h a t  a .  s .  
Let v  (5) = ~ ( 5 ) - G .  The f u n c t i o n  v ( * )  i s  a  measurable  s e l e c t i o n  o f  af (x ,  9 ) .  T h i s  
completes  t h e  proof  o f  (2 .2 )  s i n c e  it i m p l i e s  t h a t  t o  every  V E  aF(x) t h e r e  c o r r e s -  
ponds a  summable s e l e c t i o n  o f  a f ( x , - )  whose i n t e g r a l  i s  v .  O 
2.3.  COROLLARY.  Suppose x ~ f ( x , c )  i s  convex for almost a l l  5. Then x minimizes 
n  
0 
F on R~ i f  and only i f  there e x i s t s  a s m a b l e  function v :  E - t  R such tha t  
E[v(5) ]  = 0 and a.s. 
or equivalent Zy 
2.4. COROLLARY.  Suppose x ~ f ( x , c )  i s  convex for almost a l l  5, and e i ther  f ( * , 5 )  
i s  d i f f eren t iab le  a t  x for almost a l l  5 or (5 1 a f ( x , c )  * s i n g l e t o n )  has measure 0 .  
Then F  i s  d i f f eren t iab le  a t  x. In  particular i f  P i s  absolutely continuous and f  
i s  o f  the  f o m  
where L ( * )  i s  a random matrix and R ( * )  a random vector,  then F  i s  d i f f eren t iab le .  
PROOF. The f i r s t  a s s e r t i o n  fo l lows  d i r e c t l y  from formula  ( 2 . 2 )  and t h e  f a c t  t h a t  a  
f i n i t e  convex f u n c t i o n  i s  d i f f e r e n t i a b l e  whenever i t s  s u b g r a d i e n t  s e t  i s  a  s i n g l e t o n .  
I f  f  i s  g iven by ( 2 . 5 ) ,  t h e n  a c t u a l l y  we have t h a t  
The map 
X a f O  (XI  
i s  n o t  a  s i n g l e t o n  a t  most on a  s e t  o f  Lebesgue measure 0. S i n c e  P i s  a b s o l u t e l y  
con t inuous  (wi th  r e s p e c t  t o  t h e  Lebesgue measure) it fo l lows  t h a t  f o r  every  x ,  
a f ( x , - )  i s  n o t  a  s i n g l e t o n  a t  most on a  s e t  o f  P-measure z e r o .  The above t h e n  i n  
t u r n  i m p l i e s  t h a t  f o r  a l l  x ,  aF(x)  i s  a  s i n g l e t o n  from which f o l l o w s  t h e  d i f f e r e n -  
t i a b i l i t y  o f  t h e  convex f u n c t i o n  F. O 
C o r o l l a r y  2 . 4  can e a s i l y  be g e n e r a l i z e d .  Rather  t h a n  having f  g iven by ( 2 . 5 )  
c o n s i d e r  t h e  c a s e  when f  (x ,  6 )  = f O  (G(x, 6 )  ) w i t h  G ( * , 6 )  s u f f i c i e n t l y  smooth. 
3. APPROXIMATIONS AND ERROR BOUNDS 
Except when f  p o s s e s s e s  s e p a r a b i l i t y  p r o p e r t i e s ,  it i s  u s u a l l y  q u i t e  d i f f i c u l t  
t o  compute v e r y  a c c u r a t e l y  t h e  v a l u e  o f  F, o r  a  s u b g r a d i e n t  o f  F.  One must ve ry  
o f t e n  c o n t e n t  o n e s e l f  w i t h  a  numerical  scheme t h a t  approximates  F ( x ) ,  o r  any o t h e r  
q u a n t i t y  r e q u i r e d  t o  c a l c u l a t e  t h e  i t e r a t e s  o f  t h e  minimizat ion a l g o r i t h m .  Given 
t h a t  i n  o r d e r  t o  s o l v e  ( 1 . 2 ) ,  approximat ions  a r e  a  f a c t  o f  l i f e ,  one i s  n a t u r a l l y  
l e d  t o  two main s t r a t e g i e s .  The f i r s t  one i s  t o  deve lop  approximat ion schemes t h a t  
y i e l d  upper  a n d / o r  lower bounds th rough  t h e  c a r e f u l  c h o i c e  o f  approximates  f o r  t h e  
f u n c t i o n  f  o r  t h e  measure P .  The second one i s  t o  a c c e p t  a t  each i t e r a t i v e  s t e p ,  
approximates  w i t h  s t a t i s t i c a l l y  independent  e r r o r s  t h a t ,  i n  a  p r o b a b i l i s t i c  s e n s e ,  
w i l l  c a n c e l  each o t h e r  o u t  when t h e  number o f  i t e r a t i o n s  i s  s u f f i c i e n t l y  l a r g e .  
The methods d e s c r i b e d  i n  t h i s  s e c t i o n  r e l y  on t h e  f i r s t  t y p e  o f  approx imat ions ,  t h e  
subsequent  s e c t i o n  e x e m p l i f i e s  t h e  second s t r a t e g y .  We s h a l l  n o t  c o n s i d e r  t h e  c a s e  
when f  i s  approximated,  t h i s  i s  b e s t  done i n  a  c o n t e x t  when f  i s  f u r t h e r  s p e c i a l i z e d  
and e x h i b i t s  s p e c i f i c  s t r u c t u r a l  p r o p e r t i e s .  
We begin  w i t h  a  g e n e r a l  approximat ion r e s u l t .  
3.1. THEOREM. Suppose ipv ,  v=1, . . . I  i s  a sequence of probabi L i t y  measures converg- 
ing f i n  d i s t r i bu t i on )  weakly t o  a probabiZity measure P, such tha t  for v = l ,  ... 
f (x ,  6) Pv jd6) 
and 
are f i n i t e  for a l l  x E R ~ ,  where f : R~ x 0 -+ R i s  convex (and thus continuous) i n  x and 
S 
continuous and bounded i n  5 on an open s e t  0 with E c O c R  . Then the functions 
IFv, v=1,  . . . )  converge pointwise t o  F. Moreover, i f  there e x i s t s  a bounded se t  D 
such t ha t  
argmin F n D * fJ 
v 
for aZZ v s u f f i c i e n t l y  large, where 
then 
n 
argmin F = {x E R 1 Fv(x) r i n f  F ~ )  , 
v 
l i m  i n f  Fv = i n f  F 
VtCO 
and the  minimwn of F i s  attained a t  some point i n  the  closure o f  D. 
PROOF. The p o i n t w i s e  convergence o f  t h e  F t o  F fo l lows  from t h e  assumption o f  weak 
v 
convergence ( i n  d i s t r i b u t i o n )  o f  t h e  P t o  P s i n c e  t h e  f u n c t i o n  ( ~ f ( x , ( )  i s  bounded 
n 
v 
and con t inuous  f o r  a l l  X E  R [2,  Portemanteau Theorem]. S i n c e  t h e  F and F a r e  
v 
f i n i t e  convex f u n c t i o n s  a s  fo l lows  from P r o p o s i t i o n  2 .1 ,  we have t h a t  t h e  f u n c t i o n s  
F a l s o  ep i -converge  t o  F [3, C o r o l l a r y  2 A ] ,  t h i s  means t h a t  [ 4 ,  Theorem 91 
v 
L i m  sup argmin F c argmin F , 
Vta, v 
k i . e .  i f  {x , k = l ,  . . . )  i s  a sequence such t h a t  
k 
x E argmin F 
vk 
f o r  some subsequence {v k = l ,  The assumptions ,  v i z .  argmin F n D *  fJ f o r  some k ' v 
bounded D f o r  a l l  v ,  imply t h a t  t h e r e  e x i s t s  a bounded sequence {xv, v = l , .  . . )  with  
x" E argmin F n D . 
V 
Thus t h e r e  e x i s t s  a convergent  subsequence {xvk, k = l , .  . .) whose l i m i t  p o i n t  
- 
x = l i m  k- xvk i s  such t h a t  
2 E argmin F , 
and t h e n  
l i m  F (xvk) = ~ ( 2 )  = i n f  F . k- v k 
There remains o n l y  t o  a rgue  t h a t  t h e  e n t i r e  sequence { i n f  Fv, 1 , .  . converges  
t o  i n f  F .  But t h i s  s imply f o l l o w s  from t h e  o b s e r v a t i o n  t h a t  t h e  p reced ing  argument 
a p p l i e d  t o  any subsequence y i e l d s  a f u r t h e r  subsequence converging t o  i n f  F. 
T h i s  theorem t a k e s  c a r e  o f  t h e  c a s e  when t h e  f u n c t i o n  o ~ f ( x , w )  i s  bounded o r  
when 0 i s  bounded, t h e  c o n t i n u i t y  of  f ( x , - )  on 0 implying a u t o m a t i c a l l y  boundedness 
i n  such a  c a s e .  However many a p p l i c a t i o n s  do n o t  s a t i s f y  s u c h  a  s e t - u p .  A s i g n i f i -  
c a n t  number o f  a p p l i c a t i o n s  have f ( x , = )  unbounded. I t  i s  o f t e n  a  p o s i t i v e l y  homo- 
geneous f u n c t i o n  t h a t  t e n d s  t o  .. a s  1 1  w 1 1  t e n d s  t o  + m, i. e .  it i s  an inf-compact  func-  
t i o n ,  s e e  e . g .  [ S ]  and t h e  examples mentioned t h e r e .  And t h e  p r o b a b i l i t y  measure P  
does  n o t  n e c e s s a r i l y  have bounded s u p p o r t ,  f o r  example P  c o u l d  be a  m u l t i v a r i a t e  
normal.  I n  such c a s e ,  some c a r e  must be g iven  t o  t h e  c h o i c e  o f  t h e  approx imat ing  
sequence (P 1 ,  . The s i t u a t i o n  t o  avo id  i s  t y p i f i e d  by t h e  f o l l o w i n g  
v ' 
example. 
3.2. EXAMPLE. Let g ( t )  = t2  and 
Pv (A) = 1-V-I  i f  O E A  b u t  v & A  , 
- 1 - 1 
= v i f  v E A  b u t  O d A  . 
Then (Pv, v=1,  ...I converge  i n  d i s t r i b u t i o n  t o  P  wi th  
P(A) = 1 i f  O E A ,  
= 0  o t h e r w i s e  . 
However J g ( t ) P v ( d t )  = v  does  n o t  converge  t o  J g ( t ) P ( d t )  = 0.  
3.3. THEOREM. Suppose {Pv, v=1, . . .  } i s  a sequence of  probability measures con- 
verging weakly t o  a probability measure P  a l l  defined on R c RS, such tha t  for any 
fixed x  c Rn and E > 0  there e x i s t s  a bounded s e t  S c RS and vE such tha t  for a l l  
V > V  
E 
( 3 . 4 )  l f ( x , o )  pv(dw)  < E . 
R\S 
and the  expectution functicnals,  for v = l ,  . . .  
Fv(x) = f ( x , o ) P v ( d o )  and F(x) = f (x ,o )P(dw)  ! I 
n  
are f i n i t e  on R , with the  function f  convgx i n  x  and continuous i n  w. Moreover 
i f  there e x i s t s  a bounded s e t  D c Rn such tha t  
argmin F  n D  = 0 
v  
for a l l  v  s u f f i c i e n t l y  large, then 
l i m  i n f F  = i n f F  
v- V 
and the  m i n i m  of F i s  at tained a t  some point i n  the  closure o f  D .  
PROOF. The arguments a r e  t h e  same a s  t h o s e  used t o  p rove  Theorem 3 . 1 ,  e x c e p t  t h a t  
we can no l o n g e r  deduce t h e  p o i n t w i s e  convergence o f  t h e  {F. , ,  v = l ,  . . . )  t o  F from 
v 
t h e  weak convergence o f  t h e  p r o b a b i l i t y  measures .  For a f i x e d  x c R ~ ,  l e t  
S From (3 .4)  i t  f o l l o w s  t h a t  t h e r e  e x i s t s  a bounded s e t  S c R  such t h a t  f o r  a l l  
Let M = sup 1 g(w) I .  We know t h a t  ME i s  f i n i t e  s i n c e  S i s  bounded and g i s  con- E wc s 
E t i n u o u s .  Let  g be a t r u n c a t i o n  o f  g d e f i n e d  by 
I g(w) if g(w) 5 ME , 
E The f u n c t i o n  g i s  bounded and con t inuous  and we have t h a t  f o r  a l l  w c R  
and t h u s  we have t h a t  
(3 .5)  VKO l i m  8 = ! g'(w)Pv(du)! = g E ( w ) ~ ( d w )  = 8' , 
and a l s o  
R\S 
f o r  a l l  v 2 v . Now l e t  
E 
We have t h a t  f o r  a l l  v 2 v L  
and a l s o  t h a t  
1 3 - B ~  1 < 2~ where 8'= F (x) . 
Combining t h e  two p r e c e d i n g  i n e q u a l i t i e s  w i t h  (3 .5 )  shows t h a t  f o r  eve ry  E > O  we 
can f i n d  v such  t h a t  f o r  a l l  v 2 v E ,  I B ~ - B I  < 6 h ,  i . e .  
E 
l i m  Fv(x) = F (x) . 0 
The two p r e c e d i n g  theorems e s s e n t i a l l y  imply t h a t  any r e a s o n a b l e  t y p e  of ap-  
p rox imat ion  scheme w i l l  y i e l d  t h e  sought  f o r  convergence o f  t h e  i n f i m a  and o f  t h e  
s o l u t i o n s .  The a p p r o p r i a t e  c h o i c e  o f  t h e  approx imat ing  sequence however can  p r o -  
v i d e  upper  bounds and lower bounds on t h e  s o l u t i o n  a s  we show n e x t .  I n  [6 ,  Sec- 
t i o n  31 we have reviewed t h e  bounds t h a t  can be d e r i v e d  when t h e  f u n c t i o n  w e f ( x , w )  
i s  c o n v e x ~ ( o r  concave) .  Here we s t u d y  o t h e r  t y p e s  of approx imat ing  schemes based 
on s t o c h a s t i c  o r d e r i n g  [7 ,  Chapter  171. 
Let  Sc be a  partiat  ordering induced by ( t h e  c l o s e d  convex cone)  C on R', i .  e .  
s S 
we r e f e r  t o  a  v e c t o r  t E R a s  preceding t2  E R w i t h  r e s p e c t  t o  i f  1 -c 
t 2 - t l E C ,  
i n  which c a s e  we w r i t e  
A random v e c t o r  5 . R + R' i s  s a i d  t o  stochasticatty precede t h e  random v e c t o r  c2 1' 
w i t h  r e s p e c t  t o  i f  
-c 
Note t h a t  t h i s  c o n d i t i o n  i s  s t r o n g e r  t h a n  t h e  p o s s i b l y  more n a t u r a l  c o n d i t i o n  t h a t  
f o r  a l l  t E R' 
I n  f a c t  t h e  above i m p l i e s  t h i s  l a s t  i n e q u a l i t y ,  as can  e a s i l y  be v e r i f i e d .  
We say  t h a t  @ :  R' + R i s  an order preserving function w i t h  r e s p e c t  t o  4 i f  
-c 
'1 dc t2 i m p l i e s  @ ( t l )  6 @ ( t 2 )  . 
With @ such a n  o r d e r  p r e s e r v i n g  f u n c t i o n  and 5 ( 0 )  5 ( 9 )  we have 1 -c 2  
and t h u s  
T h i s  means t h a t  o r d e r  r e l a t i o n  i s  p r e s e r v e d  by t a k i n g  e x p e c t a t i o n  ( o f  o r d e r  p r e -  
s e r v i n g  f u n c t i o n s )  . 
n  Now r e t u r n i n g  t o  t h e  problem a t  hand,  l e t  u s  suppose t h a t  f o r  a l l  f i x e d  x  E R 
S i s  o r d e r  p r e s e r v i n g  wi th  r e s p e c t  t o  a  p a r t i a l  o r d e r i n g  4 on R . Then an a p p r o p r i -  
-c 
a t e  c h o i c e  o f  p r o b a b i l i t y  d i s t r i b u t i o n s  t o  approximate  P i s  t o  c r e a t e  a  sequence 
{Pv, v = l , .  . . }  such t h a t  t h e  { F ~ ,  v = l , .  . . } converge monoton ica l ly  from above,  o r  
from below, t o  F. In  t h e  p r o c e s s ,  when s o l v i n g  t h e  approx imat ing  problems,  we ob- 
t a i n  upper  and lower bounds on t h e  i n f i m a  of  F. 
S Again l e t  Z c R  d e n o t e  t h e  s u p p o r t  o f  t h e  measure P .  Suppose dC i s  a  p a r t i a l  
S 
o r d e r i n g  on R and a i s  a  lower bound o f  Z with  r e s p e c t  t o  by which we mean R "C ' 
aR 5c < f o r  a l l  j c S , 
and l e t  B be an upper  bound o f  E, i . e .  
U 
5 5c Bu f o r  a l l  ~ E E  . 
Let u s  d e f i n e  
PR(A) = 1 i f  a € A ,  R 
0 o t h e r w i s e  , 
and 
PU(A) = 1  i f  ~ E A ,  
0 o t h e r w i s e  . 
Then wi th  t h e  above,  we have 
and i n  p a r t i c u l a r  
i n f  F < i n f  F  5 i n f  F , R - U 
I t  i s  e a s y  t o  s e e  how t o  sha rpen  t h e s e  i n e q u a l i t i e s .  Suppose C i s  such t h a t  
i s  bounded. Let y be any p o i n t  i n  D and l e t  u s  d e f i n e  P a  d i s c r e t e  p r o b a b i l i t y  R 1 '  
measure,  a s  f o l l o w s  : 
On t h e  o t h e r  hand l e t  
With 
we g e t  
F .  (x) = f ( x , c ) P i ( d c )  f o r  i = R , u , R l , u l  , 
1 I 
and t h u s  i n  p a r t i c u l a r  
i n f  FR r i n f  F  5 i n f  F  5 i n f  F  5 i n f  FU . R 1 u  1 
I t  i s  now e a s y  t o  s e e  how t o  c o n s t r u c t  sequences  o f  p r o b a b i l i t y  measures 
{PRv, v = l ,  . . . }  and {Puv, v=1,  . . . I  t h a t  i n  t u r n  y i e l d  sequences  {F v = l ,  . . . }  and Rv' 
{FLU, v=1, . . . I  converg ing  monoton ica l ly  t o  F. In  p a r t i c u l a r ,  i f  C i s  a  s i m p l i c i a l  
S 
cone,  t h e n  it i s  p o s s i b l e  t o  t e s s e l l a t e  R 3 2 ,  and a s s i g n  t h e  p r o b a b i l i t y  o f  each 
c e l l  t o  i t s  lower  v e r t e x  (preceded by a l l  o t h e r s )  t o  d e t e r m i n e  FRV and t o  i t s  upper  
v e r t e x  (p reced ing  a l l  o t h e r s )  t o  de te rmine  F  I f  C i s  n o t  a  s i m p l i c i a 1  cone,  we 
uv 
can s t i l l  p roceed  i n  t h i s  f a s h i o n ,  r e p l a c i n g  by t h e  o r d e r i n g  5 '  induced by a  s i m -  
-c 
p l i c i a l  cone C '  c o n t a i n e d  i n  C ,  s i n c e  t 5' t2 t h e n  i m p l i e s  t 1 1 -c t2 '  The f i g u r e  
below i l l u s t r a t e s  such  a  c o n s t r u c t i o n .  
' Rv 
3 .6  Figure: Construct ion o f  PQv, Puv. 
I t  might appear  t h a t  t h e  e x i s t e n c e  o f  a  p a r t i a l  o r d e r i n g  w i t h  r e s p e c t  t o  
-c 
which f ( x , * )  i s  o r d e r  p r e s e r v i n g ,  i s  a  somewhat a r t i f i c i a l  h y p o t h e s i s  t h a t  o n l y  w i l l  
be s a t i s f i e d  i n  a  v e r y  l i m i t e d  number o f  c a s e s .  To d i s p e l  t h i s  impress ion  we con- 
s i d e r  one c l a s s  o f  f u n c t i o n  f  t h a t  i s  common i n  s t o c h a s t i c  programming [ 6 ] .  
Let W,T and q be ( f i x e d )  m a t r i c e s  o f  a p p r o p r i a t e  d imens ions ,  and d e f i n e  
Without l o s s  o f  g e n e r a l i t y  we may assume t h a t  q > O .  I f  n o t ,  we know from t h e  t h e o r y  
o f  l i n e a r  programming t h a t ,  u n l e s s  t h e  l i n e a r  program i s  unbounded, t h e r e  e x i x s t s  a  
v e c t o r  n such t h a t  
The o r i g i n a l  problem i s  t h e n  e q u i v a l e n t  t o  
F ( X )  = TE{E,) + c 1  (x) + E{inf  [ q ' y  ( WY = 6-Tx, Y 2 01 
where 
c  (x) = c (x) - TTTX .
Thus we may assume t h a t  q  2 0 .  By p o s  W we d e n o t e  t h e  convex cone g e n e r a t e d  by 
t h e  columns o f  W, i. e .  
n l  j t 1 t = [ j = l  W y . ,  y .  2 0  
3 1 
R Let { t  E R*' I R = l , .  . . , k )  be a  s u b c o l l e c t i o n  o f  t h e  column-vectors  t h a t  d e t e r m i n e  a  
frame f o r  pos  W ,  i . e .  
R pos w = {t = 1kz1 aRt , aR 2 0 )  
and none o f  t h e  t L  can  be o b t a i n e d  a s  a  p o s i t i v e  combinat ion o f  t h e  o t h e r s .  
3.8. P R O P O S I T I O N .  Suppose f  i s  given through ( 3 . 7 ) .  Suppose moreover tha t  for 
R 
a l l  vectors { t  , R = l , .  . . , k )  tha t  belong t o  a frame o f  pos  W, the  function 
i s  monotone decreasing. Then 6 * f ( x , c )  i s  order preserving with respect  t o  the  
partial ordering 5 induced by the  closed convez cone p o s  W .  
2 PROOF. I t  s u f f i c e s  t o  p rove  t h a t  i f  c1 3 5 t h e n  
1 S i n c e  by assumpt ion f ( x , 5  ) i s  f i n i t e  we have t h a t  
where 
1 Since  5 ? c2 we have t h a t  
f o r  some a > 0. Proceeding now one tk d i r e c t i o n  a t  t h e  t ime  we g e t  R - 
which y i e l d s  t h e  d e s i r e d  i n e q u a l i t y .  D 
4. A STOCHAST I C QUASI - NEWTON METHOD 
Rather than first designing a careful approximation to P, that will be appro- 
priately refined when the need arises (i.e. when the calculated error bounds exceed 
a certain level) we could take a "stochastic" approach to solving (1.2). By this 
we mean that each step is calculated by relying on a stochastic approximate of the 
1 2  k quantities involved. More specifically, let 5 ,5 ,...,5 be a finite (unbiased) 
sample of the random variable 5.  Let 
This quantity can be viewed as a stochastic approximate of the value F(x). It has 
two basic properties 
1 k (i) if the size of the sample is increased, the value of $(x 1 5 , . . . ,6 ) 
tends in probability to F(x) , and 
(ii) if we have an algorithmic procedure that relies at each step on an inde- 
pendent set of samples then the errors caused by this approximation tend 
to cancel each other out. 
The method of stochastic quasi-gradients [8,9], a generalization of the method 
of stochastic approximations, relies on (ii) combined with an appropriate choice of 
step-size to obtain the convergence of the method. When errors, e.g. 
1 k F(x) - $(x 1 6 , . . . ,5 ) ,  are viewed as noise then increasing the sample size will de- 
crease the effect of noise in the calculations and if the steps of the algorithm 
are such that the effect of noise goes to 0 (in probability) with the iteration 
count, then property (i) is used to give us the convergence (in probability) of the 
method [lo]. We only sketch out here a second-order method (of the Quasi-Newton 
type), details and further developments will appear elsewhere. We assume that the 
functions f(*,c) are differentiable and we rely on Proposition 2.1 for the calcula- 
tion of the gradients of F. 
1 1 Step 0. Select x E R ~ ,  H = I 1 and set v=l. Choose a sample (6 , . . . ,6 k(1)) (nxn 
and set 
Step 1. Set 
v+1 = v v v X - P v H g  a 
(Here the p are nonnegative scalars.) 
V 1 Choose a sample (5 , . . . ,5 k(v)) and set 
S t e p  2. Update H:' set 
where 
and denotes transposition. 
This is a rank one update of H; other updates such as that corresponding to 
the BFGS update for example, can also be used. There are two basic differences with 
the standard Quasi-Newton procedure as it would apply to F. First the gradient of F 
v 
at x is estimated rather than actually calculated, gv is only a stochastic approxi- 
mate of VF(X'). And second, rather than performing a line search to find the minimum 
v v v 
of A-F(x -XH g ) ,  we rely on a step size determined by a scalar p The basic 
v- 
reason being that a line search would be prohibitively expensive (if not impossible). 
To obtain convergence in probability results one relies on one hand on having 
k (v) as v goes to rn, and on choosing the step size p so as to guarantee suffi- V 
v 
ciently small changes in the x . Repetitious sampling guarantees the cancellation 
of estimation errors. 
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