Abstract. Suppose that A is a subset of the box
Introduction
Suppose that L i , 1 i d are integers ordered so that L 1 L 2 . . . L d 1, and that A is a subset of the box
of size |A| = αL 1 . . . L d . If α = 1, so that A = Q, and if L d is reasonably large, then |A + A| ≈ 2 d |A|. We think of this as saying that A has large doubling, at least if d is not too small.
Our main technical result in this paper is a statement to the effect that A must still have reasonably large doubling when α ≪ 1. The following is a slight generalisation of the result stated in the abstract.
and that
Then we have the lower bound
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Our motivation for proving such a result comes from a desire to better understand the famous theorem of Freiman [5] concerning the structure of sets of integers with small doubling. Suppose that A ⊆ Z is a finite set, and that |A + A| K|A|. Then Freiman's theorem states, roughly speaking, that A is economically contained in a proper arithmetic progression with small rank. Before stating the result precisely, we give some appropriate definitions. Definition 1.2. Let d be a positive integer. Then an arithmetic progression of rank d is a set of the form
are distinct then we say that P is proper. Note that in this case the size of P is equal to its cardinality. If all the sums
, are distinct then we say that P is super-proper (Bilu and Freiman call this an F 2 -progression).
⋄
We state now a consequence of a recent result due to Chang [4] , giving a rather effective version of Freiman's theorem. The proof of Chang's result builds on an earlier proof of Freiman's theorem due to Ruzsa [13] . The version we state here is stronger than Chang's theorem in that we are interested in finding a covering progression which is super-proper, but also weaker since we are not interested in obtaining a good value for the constant O(1). The deduction of this version of the theorem from [4] is not entirely straightforward, involving considerations from the geometry of numbers. See [4] or [18, Thm. 3 .40] for details.
This result is best possible except for the value of the constant O(1), which will not concern us in this paper. To see why, consider a set A of the form
where the x i is a very lacunary sequence of integers. A moment's thought confirms that if m ≫ K then |A + A| ≈ (K + 1)|A|. Yet A is not contained in any arithmetic progression of dimension smaller than K, and if P is a progression of dimension K containing A then |P |
(It is possible that this is example is more-or-less the worst: one could perhaps have |P | e O(K) |A|.)
Note that if A is contained in P , a proper arithmetic progression of dimension d and size at most M|A|, then we have the estimate
Thus Freiman's theorem provides what Ruzsa has called "sufficient" structural information, in that there is a double implication
for some function F . Unfortunately if we invoke Theorem 1.3 then F is of exponential type,
). Even more sadly, the example (1.1) implies that this is necessary if our notion of structure involves simply placing A inside an arithmetic progression.
It is quite possible that there is a variant of Freiman's theorem giving a much better function F in (1.2). In this variant, one attempts to cover A not by one progression, but by a union of a few progressions of much smaller dimension. Ruzsa [14] attributes this idea, in the finite field setting, to Katalin Marton. See also [3, 4, 8, 9] for related matters. Nowadays we call the following the Polynomial Freiman-Ruzsa conjecture (PFR).
We do not have any idea how to prove such a result. There is, however, a remarkable result of Freiman [5] and Bilu [1, 2] which is at least suggestive of the PFR conjecture.
Further to this, we have:
(ii) There is a progression P ′ of dimension ⌊log 2 K⌋ and size at most exp(
There is a progression P ′′ of dimension ⌊log 2 K⌋ + 1 and size at most
Remarks. The slightly curious formulation, involving four functions F 1 , F 2 , F 3 and F 4 , is to emphasise the fact that F 1 and F 3 do -by necessity -behave very erratically in a way that depends on how close log 2 K is to an integer, whereas F 2 and F 4 need not. Consider for example the set
where n ≫ m. Then we have
However, it is clear that any progression
It is clear that (i) implies (ii). Statements such as (i) were first explicitly stated by Bilu [1, 2] . The PFR is closely related to a (conjectural) improvement of the second part of
The remarkable feature of the Freiman-Bilu bound is that the dimension ⌊log 2 K⌋ is so small. One pays a price however, since the best known bounds for F 2 and F 4 are rather poor, to say nothing of the bounds for F 1 and F 3 (the bound for F 2 (K) that comes out of the proof given in [18, §5.2] seems to be of the form
Our main theorem in this paper is a result of type (i) in which the bound on F 2 (K) is much better. Our bound on k is weaker by a constant factor. However one would imagine that for most applications this would be unimportant (there are exceptionshaving the exact value k = ⌊log 2 K⌋ is crucial for some of the results in [15, 16, 17] , for example). 
As a corollary of this we obtain a statement related to (ii) of the Freiman-Bilu theorem.
Although on the face of it rather different, our argument uses the same basic ingredients as that of Freiman and Bilu. In particular, convex geometry plays an important rôle. Though we succeed here in avoiding the very expensive iterative arguments of [1, 18] , we consider it highly unlikely that there is enough power in these methods to resolve the PFR completely.
Set addition in boxes
Our aim in this section is to prove Theorem 1.1. One of our main tools is the following lemma concerning the addition of subsets of R d comprised of open cubes.
Lemma 2.1 (Simple Brunn-Minkowski). Suppose that A ⊆ R d is a finite union of open lattice cubes, that is to say cubes of the form
Proof. Suppose that vol(A) = m. The result is trivial when m = 1; we will proceed by induction on m. When m > 1 there must be some i, 1 i d and some c ∈ Z such that the sets A + := {x ∈ A : x i > c} and A − := {x ∈ A : x i < c} are both non-empty, and hence are both the union of less than m lattice cubes. Noting that the sumsets A + + A + and A − + A − are disjoint, we conclude by induction that indeed
Remarks. This lemma is a special case of the 
The proof of Lemma 2.1 is essentially the proof of the Brunn-Minkowski inequality due to Hadwiger and Ohmann [10] , which takes a particularly simple form in this special setting. There is a very nice (and very extensive) survey of Gardner [6] on the Brunn-Minkowski inequality and related issues. The reader may also wish to consult the forthcoming book of Tao and Vu [18] for information on the Brunn-Minkowski inequality, or indeed on any other of the tools we use here.
An important tool for us will be various special instances of a collection of inequalities due to Plünnecke [11] . Plünnecke's proof was substantially simplified and cleaned up by Ruzsa [12] , and so one typically refers to the Plünnecke-Ruzsa inequalities. For our purposes somewhat weaker results such as may be found in [18, Ch. 2] would be perfectly sufficient. If A is a set, and if k, l 0 are integers, write kA − lA for the iterated sum/difference set consisting of all sums
Proposition 2.2 (Plünnecke-Ruzsa inequalities).
Suppose that A is a subset of some abelian group and that |A + A| K|A|. Then for any non-negative integers k, l we have
Using the Plünnecke-Ruzsa inequalities we can deduce a kind of discretised version of Lemma 2.1.
The (simple) Brunn-Minkowski inequality implies that
Suppose, without loss of generality, that 0 ∈ S. Then we have
Comparing with (2.1) and (2.2), we see that |S + S + S| 2 d |S|, which implies by the Plünnecke-Ruzsa inequalities that |S + S| 2 d/3 |S|.
The next lemma is a kind of generalisation of the last, in which we are interested in unions of translates of {0, 1} d which are not necessarily contained in Z d .
Lemma 2.4 (Doubling of unions of cubes). Suppose that a set S ⊆ R n is a union of translates of
Suppose that x, x ′ ∈ t + Λ and y, y ′ ∈ u + Λ. Then if
Λ. Split
where the S i lie in disjoint cosets of 1 2 Λ. Then we have, by the above observations,
Thus it suffices to verify the lemma in the case that S is completely contained in a coset of 1 2 Λ. By translation invariance, we may suppose that S ⊆ Λ. We may also drop, for the remainder of the proof, any mention of the last n − d coordinates of any vector.
Z d be the set we are studying. Let S x 1 , . . . , S x k be a listing of those S x which are not empty, and assume that |S x 1 | |S x j | for all j, 1 j k. Then we have
Noting that (S + S) x 1 +x j and (S + S) 0 are both unions of translates of C, it follows from Lemma 2.3 that
. . , k. Summing over j yields
From the Plünnecke-Ruzsa inequalities we obtain
and this concludes the proof.
Having collected these lemmas, we turn to the situation of Theorem 1.1. The next lemma allows us to find (dilated) cubes inside dense subsets of
Then there is a box consisting of
i , which is contained in A. Proof. There is some slice
on which A has density at least α. Passing to such a slice and translating, we see that it may be assumed without loss of generality that d ′ = d.
Now we have
where it is understood that the expectation is being taken over x i ∈ {0, . . . , L i − 1}. Applying Cauchy-Schwarz we obtain
Applying Cauchy-Schwarz a further d − 1 times, letting the variables x 2 , . . . , x d take a distinguished rôle in turn, we obtain
This is close to the statement we require, only the right-hand side of (2.4) includes the count of degenerate boxes in which x (0)
for some i. It is clear, however, that the number of boxes in which x
, and so the contribution from these boxes to the right-hand side of (2.4) at most 1/L i . Thus
Recalling the condition (2.3) we placed on α, the lemma follows from this and (2.4).
Remark. We observe that the computation up to (2.4) was of a rather standard type in additive combinatorics, and constitutes a generalised von Neumann theorem for certain Gowers box norms associated to Q(L 1 , . . . , L d ). See for example [7, Ch. 3] .
Proof of Theorem 1.1. By Lemma 2.5 we may find a non-degenerate d ′ -dimensional box X in A, that is to say a set
i . Applying an affine transformation so that X = C = {0,
, we see that A + C may be assumed to be a union of translates of the unit cube C. This places us in the situation addressed by Lemma 2.4. That lemma tells us that
|A|, and it follows from the Plünnecke-Ruzsa inequalities that |A + A| 2 d ′ /48 |A|. This is what we wanted to prove.
The Freiman-Bilu theorem
In this short section we apply the results of the previous section to prove Theorem 1.6 and Corollary 1.7.
Proof of Theorem 1.6. We have a set A which has |A + A| K|A|, and which we know to be contained in a super-proper progression
Since P is super-proper, the map which is what we wanted to prove. .
Proof of Corollary 1.7.
It is again best to identify A with φ(A) ⊆ Q(L 1 , . . . , L d ). Now simply note that the number of slices
is no more than L l+1 . . . L d which, by Theorem 1.6, is exp(K O(1) ). There is at least one slice S b in which the density of A is at least α exp(K O(1) ). The progression P ′ that we are looking for may then be taken to be φ −1 (S b ).
