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UNIQUENESS AND CHARACTERIZATION OF LOCAL
MINIMIZERS FOR THE INTERACTION ENERGY
WITH MILDLY REPULSIVE POTENTIALS
KYUNGKEUN KANG, HWA KIL KIM, TONGSEOK LIM, GEUNTAEK SEO
Abstract. In this paper, we are concerned with local minimizers
of an interaction energy governed by repulsive-attractive poten-
tials of power-law type in one dimension. We prove that sum of two
Dirac masses is the unique local minimizer under the λ−Wasserstein
metric topology with 1 ≤ λ <∞, provided masses and distance of
Dirac deltas are equally half and one, respectively. In addition, in
case of ∞-Wasserstein metric, we characterize stability of steady-
state solutions depending on powers of interaction potentials.
1. Introduction and main results
In this paper, we consider the following interaction energy
ρ ∈ P(Rd) 7→ E(ρ) =
1
2
∫∫
V (x− y)dρ(x)dρ(y),(1.1)
where P(Rd) denotes the space of Borel probability measures on Rd
and V : Rd → (−∞,∞] is an interaction potential. The interaction
energy is in close connection with the following continuity equation:
∂ρ
∂t
+∇ · (ρv) = 0, v = −∇V ∗ ρ, where(1.2)
∇V ∗ ρ(x) =
∫
Rd
∇V (x− y)dρ(y).
It is known that the equation (1.2) has the structure of a gradient flow
of the interaction energy (1.1) [1, 9, 21].
The equation (1.2) appears in many applications including physics,
biology, etc; see [4, 23, 22, 12, 13, 14, 20, 24] and the references therein.
There, −∇V (x− y) is regarded as the force that a particle at y exerts
on a particle at x. Usually, the interaction potential V depends only on
the distance between particles. Thus it is natural to consider radially
symmetric interaction potentials of the form V (x) = ω(|x|), where ω is
a function defined on R+. Also, in most cases of applications, particles
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tend to repel each other in the short range and still want to remain
cohesive as a whole. Therefore V is chosen to be repulsive (ω′(r) < 0)
towards the origin and attractive (ω′(r) > 0) towards infinity. Thus
it is typical to choose ω to be decreasing on (0,M) and increasing on
(M,∞) with a unique minimum at r = M .
As natural candidates of steady states of (1.2), local and global min-
imizers of interaction energy (1.1) and their uniqueness and structure,
have received substantial attention in recent years. Regarding the var-
ious interaction potentials, there has been much interest in geometric
properties of support of the minimizers [2, 10, 11].
For the case of purely attractive potentials, such as the Newtonian
potential, the shape of the minimizer is well known as one point mass,
and consequences of asymptotic dynamics have been widely studied [5,
6, 7, 8]. On the other hand, in the case of repulsive-attractive potentials,
the geometry of minimizers are sensitive to the precise form of the
potential and they show various patterns [19, 26, 18]. In particular,
local stability properties of steady states of (1.2) for repulsive-attractive
potentials have only been analyzed very recently [3, 16, 17].
In this paper, we focus on the following interaction potential V ,
(1.3) Vp,q(x) = |x|
p/p− |x|q/q, p > q.
This potential (1.3), called the power-law potential, is one of the most
commonly considered potentials among repulsive-attractive potentials.
The term −|x|q/q is the repulsive one and |x|p/p is attractive one. In
this paper, our interest for Vp,q is concentrated on the case q ≥ 2. In
this case, Vp,q is called mildly repulsive [2, 10].
There were early works towards understanding the steady states and
asymptotic behavior of (1.2) for the case of power-law potential (1.3)
(see e.g. [3, 11, 16, 17]). In many cases, it is fairly general to assume
spherical symmetry on a steady state solution, and then to find its exact
form. The spherical symmetry assumption would often be supported
by numerical simulations.
However, in the case q ≥ 2, it turns out the weakly repulsive force
results in accumulation of particles [2, 10]. This in particular implies
that one cannot expect spherical symmetry of local minimizers. In such
a situation where symmetry breaks, it is known to be hard to verify
the uniqueness of minimizers or to precisely determine their structure.
In this paper, we resolve these problems in one dimension. More
precisely we show that for the problem (1.1) with Vp,q, not only global
minimizers but also local minimizers with respect to the Wasserstein
metric dλ (1 ≤ λ < ∞) on P(R) are uniquely characterized (up to
translations) as the form 1
2
δ0 +
1
2
δ1 if p >> q ≥ 2 in Theorem 1.
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Furthermore, in Theorem 2, we give a complete characterization of
the measures of the form ρ∗m := mδ0 + (1 − m)δ1, 0 < m < 1, with
respect to the d∞-metric. That is, we determine whether ρ∗m is a d∞-
strict local minimizer or a saddle point of the energy (1.1) for each and
every p > q ≥ 2. See also Remark 2 for an interpretation of the result
in terms of the asymptotic stability of the evolution equation (1.2).
We note that the interaction energy is invariant under rigid motions,
i.e. translation and rotation (which is the reflection on R) of ρ. Hence,
it is natural to regard two measures as the same if one is equal to the
other via a rigid motion, and it is the viewpoint in this paper.
In order to precisely state our results about local energy minimizers,
we need to discuss the topology on P(Rd). For 1 ≤ λ ≤ ∞ we will
consider the λ- Wasserstein metric dλ on P(R
d), which is defined as
dλ(µ, ν) =
[
inf
pi∈Π(µ,ν)
∫∫
|x− y|λdpi(x, y)
]1/λ
for 1 ≤ λ <∞,
d∞(µ, ν) = inf
pi∈Π(µ,ν)
sup
(x,y)∈supp(pi)
|x− y|,
where µ, ν ∈ P(Rd), and Π(µ, ν) ⊆ P(Rd×Rd) consists of all couplings
(also called transport plans) of µ, ν. The metric dλ is well-defined on
Pλ(R
d), the set of probability measures with finite moments of order
λ. See [1, 2, 25] for more details. Note that local minimizers in the dλ-
topology are automatically local minimizers in the d∞- topology.
Now we are ready to state our results.
Theorem 1. Let d = 1, q ≥ 2 and 1 ≤ λ <∞. There exists p∗ = p∗(q)
such that if p > p∗, then ρ∗ = 1
2
(δ0+δ1) is the unique dλ- local minimizer
up to translation for the energy (1.1). In particular, ρ∗ is the unique
global minimizer.
Remark 1. It is clear to see, by taking the infimum of all such p∗ in
the theorem, that p∗ = p∗(q) is a unique function of q ≥ 2 which may be
interpreted as a threshold for the phase transition of solutions of (1.1).
A natural question is whether p∗(q) = q or not. The following example
indicates that it is not the case in general.
Example 1. 1 Let p = 2.5, q = 2.1, and let
ρ = (0.420137)δ0 + (0.159726)δ0.548674 + (0.420137)δ1.09735.
Numeric computations confirm that E(ρ) ≈ −0.0192448, while E(ρ∗) ≈
−0.0190476. This indicates that ρ∗ = 1
2
(δ0+δ1) is not a global minimizer
1We thank to Donghui Kim for providing the computation.
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for some p > q > 2. On the other hand if q is large enough, for all p > q
simulations always seem to converge to ρ∗. This leads us to conjecture:
Conjecture. There exists q∗ ≥ 2 so that for q > q∗, we have p∗(q) = q.
Related to this, see Section 4 for further remarks.
A probability measure ρ ∈ P(Rd) is called a steady state (see [3]) if
−(∇Vp,q ∗ ρ)(x) = 0 for all x ∈ supp(ρ).
Definition 1. Let ρ ∈ P(Rd) be a steady state.
(1) ρ is a d∞-strict local minimizer of (1.1) if there exists ε > 0 such
that for all ρ′ ∈ P(Rd) with d∞(ρ, ρ′) < ε we have E(ρ) ≤ E(ρ′), and
moreover E(ρ) = E(ρ′) if and only if ρ′ is a translation of ρ. In other
words, ρ is the unique minimizer in its own small neighborhood.
(2) ρ is a d∞-saddle point of (1.1) if for every ε > 0 ρ is neither a
minimizer nor a maximizer in the ε-ball {µ | d∞(µ, ρ) < ε}.
The measures mδ0 + (1−m)δ1, 0 < m < 1, have received particular
interest, and one reason may be that they are steady states. In the
following theorem, we characterize them with respect to the d∞- metric.
Theorem 2. Let d = 1 and let ρ∗m = mδ0 + (1−m)δ1, 0 < m < 1.
(1) If p > q > 2, for every m ∈ (0, 1), ρ∗m is a d∞-strict local minimizer.
(2) If p > 3, q = 2, for every m ∈ ( 1
p−1 ,
p−2
p−1), ρ
∗
m is a d∞-strict local
minimizer.
(3) If p > 3, q = 2, for every m ∈ (0, 1
p−1 ] ∪ [
p−2
p−1 , 1), ρ
∗
m is a d∞-saddle
point.
(4) If 3 > p > q = 2, for every m ∈ (0, 1), ρ∗m is a d∞-saddle point.
(5) If p = 3, q = 2, for every m ∈ (0, 1
2
) ∪ (1
2
, 1), ρ∗m is a d∞-saddle
point.
(6) If p = 3, q = 2, ρ∗1
2
is a d∞-strict local minimizer.
Upon the completion of this research, we realized some of the above
results could follow by other works, e.g. it seems (1) and (2) could be
a consequence of Theorem 3.1 in [15] which pursues the dynamic point
of view (1.2). Nevertheless, to the best of the authors’ knowledge and
search, we believe several other cases treated in this theorem are novel.
In addition, our variational resolution may provide a unified viewpoint,
and even for the cases (1), (2) our approach may give a new insight, as
it clearly shows that certain quadratic estimates can be applied.
But there are more subtle cases where such quadratic estimates are
no longer available, and we need more careful investigation. We note
there are two borderline cases, namely p > 3, q = 2 and m = 1
p−1 in
(3), and p = 3, q = 2 and m = 1
2
in (6). It is interesting to see that they
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exhibit the opposite characteristics. In particular, the resolution of (6)
calls for the following estimate, which may be of independent interest.
Proposition 1. For n ∈ N, M > 0, assume X, Y are i.i.d. random
variables with |X| ≤ (2n−1
3M
)
1
2n−1 and E[X2j−1] = 0 for all j = 1, ..., n.
Then
E[|X − Y |2n+1]− 2E[X2n+1]−M(E[X2n])2 ≥ 0.
We note that the proposition is sharp in the following sense: if
2E[X2n+1] is replaced with CE[X2n+1] for any C > 2, or (E[X2n])2
with E[X4n], the estimate may no longer hold. One can check this e.g.
when n = 1 by direct computation with centered random variables X
attaining only two real values.
Remark 2 (An interpretation of Theorem 2 in terms of stability). It is
known that a gradient flow, a solution {ρt}t≥0 to the evolution equation
(1.2), exhibits energy decay, i.e. t 7→ E(ρt) is a nonincreasing func-
tion of t. This implies that, under d∞-topology, every asymptotically
stable state is a local minimizer. We therefore conclude that every sad-
dle point in Theorem 2 is not asymptotically stable. This observation
complements the results of [15].
This paper is organized as follows. In section 2 we prove Theorem 1,
and in section 3 we prove Theorem 2 along with Proposition 1. Lastly,
in section 4 we give further remarks.
2. Proof of Theorem 1
Throughout the paper we fix a q ≥ 2 and let p > q. For convenience,
Vp,q will be denoted by V . As V is radial, by abusing notation we may
regard V as a function on R+, and define the following. Let r > 0 be
the unique inflection point of V (i.e. V ′′(r) = 0), and R > 0 be the
unique zero of V (i.e. V (R) = 0). Let l = R− r. It is easy to find
r =
(
q − 1
p− 1
) 1
p−q
, R =
(
p
q
) 1
p−q
.
As p → ∞, we see that r ր 1, R ց 1, and l ց 0. Keep in mind that
r, R, l are functions of p, q (or functions of p, as we fixed q).
We start with the following lemma.
Lemma 1. Let 1 ≤ λ <∞, and let µ ∈ Pλ(R
d) be a dλ- local minimizer
with E(µ) <∞. Then diam(supp(µ))≤ R.
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Proof. Choose any two points z1, z2 in supp(µ). Let us define
νn :=
1
µ(B(z1,
1
n
))
µ|B(z1, 1n )
−
1
µ(B(z2,
1
n
))
µ|B(z2, 1n )
for all large n ∈ N. Since µ is a local minimizer w.r.t dλ-metric, there
exists η > 0 such that dλ(µ, ρ) ≤ η implies E(µ) ≤ E(ρ). It is clear
that for each n ∈ N, there exists γ = γ(n) such that for all 0 < ε < γ,
µ± ενn ∈ Pλ(R
d) and dλ(µ, µ± ενn) ≤ η. We observe that
E(µ± ενn)− E(µ)
= ± ε
∫∫
V (x− y)dµ(x)dνn(y) +
ε2
2
∫∫
V (x− y)dνn(x)dνn(y)
:= ± εI1(n) + ε
2I2(n) ≥ 0.
Note that I1, I2 are finite. Now observe that since ε > 0 is arbitrary,
we must have I1(n) = 0. Then again by the above inequality, we obtain
I2(n) ≥ 0. Letting n→∞, we have
lim
n→∞
I2(n) = −V (z1 − z2) ≥ 0.
This implies V (z1 − z2) ≤ 0 for any z1, z2 in supp(µ). Hence by the
property of V we have |z1−z2| ≤ R, therefore diam(supp(µ)) ≤ R. 
From now on we will confine ourselves to the one-dimension d = 1.
By translation, we will always assume for any dλ- local minimizer ρ,
inf(supp(ρ)) = 0, hence supp(ρ) ⊆ [0, R].
Lemma 2. If l < r, supp(ρ)∩ (l, r) = ∅ for any dλ- local minimizer ρ.
Proof. For any x ∈ (l, r) and y ∈ [0, R] we have |x− y| < r, hence
(2.1)
d2
dx2
V (x− y) < 0.
This implies, if x ∈ supp(ρ)∩(l, r) and ρ is a local minimizer, the energy
must strictly decrease if we slightly translate the mass of ρ around x.
More precisely, for small ε > 0, let ρ
∣∣
(x−ε,x+ε) be the restriction of ρ on
(x− ε, x+ ε), and let ηt be the translation of ρ
∣∣
(x−ε,x+ε) by t. Then
t 7→ E(ρ− ρ
∣∣
(x−ε,x+ε) + ηt) is strictly concave around t = 0 by (2.1).
But this contradicts to the assumption that ρ is a local minimizer. 
From now on assume l < r, which is the case if p is large enough.
Given a dλ- local minimizer ρ (for a given p > q ≥ 2), we will denote
ρ0 := ρ
∣∣
[0,l]
, ρ1 := ρ
∣∣
[r,R]
, so that ρ = ρ0 + ρ1.
Denote |µ| := µ(R) for a positive measure µ on R.
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Lemma 3. For any dλ- local minimizer ρ, we have
max(|ρ0|, |ρ1|)
min(|ρ0|, |ρ1|)
≤
V (1)
V (1− 3l) + 1
q
lq
,
whenever V (1−3l)+ 1
q
lq < 0. Hence, |ρ0| → 1/2, |ρ1| → 1/2 as p→∞.
Proof. By translation and reflection, suppose |ρ0| > |ρ1| without loss
of generality. Take a small ε ∈ (0, l), and recall inf(supp(ρ)) = 0. Let
η0 := ρ0
∣∣
[0,ε)
, let η1 be the translation of η0 by r − ε (so that η1 is
concentrated on [r − ε, r)), and ρ′0 := ρ0 − η0. Then ρ = ρ
′
0 + η0 + ρ1.
Define ρ∗ := ρ′0 + η1 + ρ1. Observe
E(ρ∗)− E(ρ) =
∫∫
V (x− y)dη1(x)dρ
′
0(y) +
∫∫
V (x− y)dη1(x)dρ1(y)
−
∫∫
V (x− y)dη0(x)dρ
′
0(y)−
∫∫
V (x− y)dη0(x)dρ1(y).
We estimate as follows; recall |η0| = |η1|.
∫∫
V (x− y)dη1(x)dρ
′
0(y)−
∫∫
V (x− y)dη0(x)dρ
′
0(y)
≤ |η1|
∫
V (r − ε− y)dρ′0(y)− |η0|
∫
V (0− y)dρ′0(y)
≤ |η0|
∫
[V (r − ε− y) +
1
q
|y|q]dρ′0(y) (since − V (x) ≤
1
q
|x|q)
≤ |η0||ρ
′
0|(V (r − ε− l) +
1
q
lq) (since 0 ≤ y ≤ l)
≤ |η0|(|ρ0| − |η0|)(V (1− 3l) +
1
q
lq) (since r − ε− l ≥ 1− 3l).
Next, we estimate
∫∫
V (x− y)dη1(x)dρ1(y)−
∫∫
V (x− y)dη0(x)dρ1(y)
≤ |η1|
∫
[V (r − y)− V (0− y)]dρ1(y)
≤ |η1|
∫
[−V (y)]dρ1(y) (since |r − y| ≤ l implies V (r − y) ≤ 0)
≤ −|η1||ρ1|V (1). (since V (1) ≤ V (x) for all x)
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Combining, we get
E(ρ∗)− E(ρ)
≤ |η0|
(
|ρ0|(V (1− 3l) +
1
q
lq)− |ρ1|V (1)
)
− |η0|
2
(
V (1− 3l) +
1
q
lq
)
.
Now if ρ({0}) = 0, ε→ 0 yields |η0| → 0. This implies that
|ρ0|(V (1−3l)+
1
q
lq)−|ρ1|V (1) ≥ 0, otherwise we get E(ρ
∗)−E(ρ) < 0
for small ε, a contradiction to the local minimality of ρ. We conclude
|ρ0|
|ρ1|
≤
V (1)
V (1− 3l) + 1
q
lq
.(2.2)
If ρ({0}) > 0, ε → 0 may not yield |η0| → 0. But in this case we
take ε < ρ0({0}), and let η0 = εδ0, η1 = εδ1, ρ
′
0 = ρ0 − η0, and define
ρ∗ as before. By following the similar estimates and taking ε → 0 we
again obtain (2.2) (In fact, we can get a slightly stronger inequality
|ρ0|
|ρ1| ≤
V (1)
V (1−l)+ 1
q
lq
.)
In particular, we see that p→∞ yields l → 0 and hence |ρ0||ρ1| → 1. 
Lemma 4. Let q ≥ 2, k > 0. If p ≥ q + k + 1, then (x − 1)V ′(x) ≥
k(x − 1)2 for all x ∈ [c,∞), where c ∈ (0, 1) is the solution to the
equation xq+k − xq−1 = k(x− 1).
Proof. Let g(x) = V ′(x) = xp−1 − xq−1. We have
g′(x) = (p− 1)xp−2 − (q − 1)xq−2,
g′′(x) = (p− 1)(p− 2)xp−3 − (q − 1)(q − 2)xq−3.
We see that g has decreasing-increasing & concave-convex shape on R+
and has a unique inflection point in (0, 1). In particular, g is convex
on [1,∞). Since g(1) = 0 and g′(1) = p− q, for all p ≥ q + k we have
g(x) ≥ k(x− 1) on [1,∞), hence (x− 1)V ′(x) ≥ k(x− 1)2 on [1,∞).
Next, we compare g(x) and k(x − 1) when 0 ≤ x ≤ 1. By the shape
of g it is clear that if g′(1) > k, there exists a unique solution xp,k in
(0, 1) to the equation g(x) = k(x− 1), and g(x) ≤ k(x− 1) on [xp,k, 1].
Since g(x) ≤ xq+k − xq−1 for p ≥ q + k + 1, we have xp,k ≤ c. Hence
g(x) ≤ k(x− 1) for all x ∈ [c, 1]. By multiplying (x− 1) on both sides,
the lemma follows. 
Now we prove Theorem 1.
Proof (Theorem 1). Let ρ = ρ0 + ρ1 be a dλ- local minimizer. Let
m0 = |ρ0|, m1 = |ρ1|. We will consider the linear contraction of ρ0 to
m0δ0 and ρ1 to m1δ1 respectively. That is, we linearly transfer the mass
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ρ0 on [0, l] to 0 and ρ1 on [r, R] to 1 as t goes from 0 to 1. Let ρt be
the contraction of ρ at time t, so that ρ0 = ρ, ρ1 = m0δ0 +m1δ1. Then
E(ρt) =
∫∫
V
(
t(1− y + x) + (y − x)
)
dρ0(x)dρ1(y)
+
1∑
i=0
1
2
∫∫
V
(
(1− t)(y − x)
)
dρi(x)dρi(y).
d
dt
E(ρt)
∣∣
t=0
≥ 0 as ρ is a local minimizer. We differentiate and obtain
d
dt
E(ρt)
∣∣∣∣
t=0
=
∫∫
(1− y + x)V ′(y − x)dρ0(x)dρ1(y)
−
1∑
i=0
1
2
∫∫
(y − x)V ′(y − x)dρi(x)dρi(y).
Note that xV ′(x) = xp−xq ≥ −xq ≥ −x2 on [0, 1] as q ≥ 2. In Lemma
4, take k > 1 and p∗ sufficiently large such that y−x > c for all p > p∗
and x ∈ supp(ρ0), y ∈ supp(ρ1). Then the lemma implies
d
dt
E(ρt)
∣∣∣∣
t=0
≤ −k
∫∫
(y − x− 1)2dρ0(x)dρ1(y) +
1∑
i=0
1
2
∫∫
(y − x)2dρi(x)dρi(y).
Now we compute the integrals. To see the computation more clearly, we
adapt the following probabilistic notation: let X, Y be random variables
whose laws (distributions) are the probability measures m−10 ρ0, m
−1
1 ρ1
respectively. Recall supp(ρ0) ⊆ [0, l], supp(ρ1) ⊆ [r, R]. We compute
− k
∫∫
(y − x− 1)2dρ0(x)dρ1(y)
− km0m1
∫∫
(y − x− 1)2 d[m−10 ρ0](x)d[m
−1
1 ρ1](y)
= −km0m1[E(X
2) + E(Y 2) + 1 + 2E(X)− 2E(Y )− 2E(X)E(Y )]
= −km0m1[Var(X) + Var(Y )
+ E(X)2 + E(Y )2 + 1 + 2E(X)− 2E(Y )− 2E(X)E(Y )]
= −km0m1[Var(X) + Var(Y ) + (E(Y )−E(X)− 1)
2],
10 KYUNGKEUN KANG, HWA KIL KIM, TONGSEOK LIM, GEUNTAEK SEO
where Var(X) = E(X2)−E(X)2 is the variance of X. Next, we compute
1
2
∫∫
(y − x)2dρ0(x)dρ0(y)
=
m20
2
∫∫
(y − x)2 d[m−10 ρ0](x)d[m
−1
0 ρ0](y)
=
m20
2
(2E(X2)− 2E(X)2) = m20Var(X).
Similarly,
1
2
∫∫
(y − x)2dρ1(x)dρ1(y) = m
2
1Var(Y ).
Hence we get
d
dt
E(ρt)
∣∣∣∣
t=0
≤(−km0m1 +m
2
0)Var(X) + (−km0m1 +m
2
1)Var(Y )
− km0m1(E(Y )− E(X)− 1)
2.
Since m0, m1 → 1/2 as p → ∞ by Lemma 3, k > 1 implies that there
exists p∗ such that for all p > p∗, we have
Var(X) = 0, Var(Y ) = 0, E(Y )− E(X) = 1,
since otherwise we have d
dt
E(ρt)
∣∣∣∣
t=0
< 0, a contradiction to the fact that
ρ is a local minimizer. Hence ρ is of the form ρ = mδ0 + (1−m)δ1. In
this case E(ρ) = m(1 − m)V (1), which is minimized when m = 1/2.
Again, the fact that ρ is a dλ- local minimizer implies that m = 1/2.
We conclude that for all p > p∗, 1
2
(δ0 + δ1) is a unique dλ- local (hence
global) minimizer for the energy (1.1). 
3. Proof of Theorem 2
Firstly, we prove Proposition 1.
Proof (Proposition 1). Let µ ∈ P(R) be the distribution of X (and so
Y ) which is concentrated on [−c, c] for some c > 0. Observe
E[|X − Y |2n+1]− 2E[X2n+1]−M(E[X2n])2 = Ef(X, Y ), where
f(X, Y ) := |X − Y |2n+1 −X2n+1 − Y 2n+1 −MX2nY 2n.
We may assume that µ is absolutely continuous with respect to Lebesgue
measure, as the result for general µ can be obtained by approximation
by absolutely continuous measures. By symmetry of f , we can rewrite
Ef(X, Y ) =
∫∫
f(x, y)dµ(y)dµ(x) = 2
∫ c
−c
∫ x
−c
g(x, y)dµ(y)dµ(x),
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where
g(x, y) = (x− y)2n+1 − x2n+1 − y2n+1 −Mx2ny2n
= −2y2n+1 +
2n∑
k=1
(−1)2n+1−k
(
2n+ 1
k
)
xky2n+1−k −Mx2ny2n.
Let ν := µ⊗µ be the tensor product, and define the following regions
A = {(x, y) | 0 ≤ x ≤ c, 0 ≤ y ≤ x},
A′ = {(x, y) | 0 ≤ x ≤ c, x ≤ y ≤ c},
B = {(x, y) | − c ≤ x ≤ 0, −c ≤ y ≤ x},
B′ = {(x, y) | − c ≤ x ≤ 0, x ≤ y ≤ 0},
C = {(x, y) | 0 < x ≤ c, −c ≤ y < 0}.
Then we can decompose
1
2
Ef(X, Y ) =
∫∫
A∪B∪C
g dν
= −
∫∫
B∪C
2y2n+1 dν +
∫∫
A
(2xy2n − 2y2n+1) dν +
∫∫
A
(2n− 1)xy2n dν
+
∫∫
B∪C
(2n+1)xy2n dν−
∫∫
A∪C
(2n+1)x2ny dν−
∫∫
B
(2n+1)x2ny dν
+
2n−1∑
k=2
(−1)2n+1−k
(
2n+ 1
k
)∫∫
A∪B∪C
xky2n+1−kdν−
∫∫
A∪B∪C
Mx2ny2n dν.
Notice −2y2n+1 ≥ 0 on B ∪ C and 2xy2n − 2y2n+1 ≥ 0 on A. Also, see
∫∫
B∪C
xy2n dν ≥
∫∫
x∈R,y<0
xy2n dν = 0,
since E[X ] = 0. Similarly
∫∫
A∪C x
2ny dν ≤ 0. We further claim:
(3.1)
2n−1∑
k=2
(−1)2n+1−k
(
2n+ 1
k
)∫∫
A∪B∪C
xky2n+1−kdν ≥ 0.
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Indeed,
2n−1∑
k=2
(−1)2n+1−k
(
2n+ 1
k
)∫∫
A∪B∪C
xky2n+1−kdν
=
n∑
k=2
(−1)2n+1−k
(
2n+ 1
k
)∫∫
A∪B∪C
xky2n+1−kdν
+
2n−1∑
k=n+1
(−1)2n+1−k
(
2n+ 1
k
)∫∫
A∪B∪C
xky2n+1−kdν
=
n∑
k=2
(−1)k+1
(
2n+ 1
k
)∫∫
A∪B∪C
(xky2n+1−k − x2n+1−kyk)dν,
where we used the change of variables. Suppose k is even. We then note∫∫
A∪B∪C
(xky2n+1−k − x2n+1−kyk)dν ≤ 0.
Indeed, since 2n+ 1− k is odd,∫∫
A∪B∪C
xky2n+1−kdν =
∫∫
A∪C
xky2n+1−kdν +
∫∫
B
xky2n+1−kdν
≤
∫∫
x>0,y∈R
xky2n+1−kdν +
∫∫
B
xky2n+1−kdν =
∫∫
B
xky2n+1−kdν ≤ 0,
where E[X2n+1−k] = 0 is used. Moreover,∫∫
A∪B∪C
x2n+1−kykdν =
∫∫
B∪C
x2n+1−kykdν +
∫∫
A
x2n+1−kykdν
≥
∫∫
x∈R,y<0
x2n+1−kykdν +
∫∫
A
x2n+1−kykdν =
∫∫
A
x2n+1−kykdν ≥ 0.
On the other hand if k is odd, then 2n + 1 − k is even, and we can
similarly obtain∫∫
A∪B∪C
(xky2n+1−k − x2n+1−kyk)dν ≥ 0,
where we used E[Xk] = 0. This implies (3.1), and hence we deduce
1
2
Ef(X, Y )
≥
∫∫
A
(2n− 1)xy2n dν −
∫∫
B
(2n− 1)x2ny dν −
∫∫
A∪B∪C
Mx2ny2n dν.
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We then use the symmetry with respect to the diagonal to deduce∫∫
A
xy2n dν =
1
2
(∫∫
A
xy2n dν +
∫∫
A′
x2ny dν
)
≥
1
2c2n−1
∫∫
A∪A′
x2ny2n dν =
1
2c2n−1
(∫
R+
x2ndµ(x)
)2
,
where we used |X| ≤ c, |Y | ≤ c. Similarly,
−
∫∫
B
x2ny dν ≥
1
2c2n−1
(∫
R−
x2ndµ(x)
)2
.
On the other hand, we observe∫∫
A∪B∪C
x2ny2ndν ≤
∫∫
A∪A′
x2ny2ndν+
∫∫
B∪B′
x2ny2ndν+
∫∫
C
x2ny2ndν,
and moreover∫∫
C
x2ny2ndν ≤
1
2
(∫
R+
x2ndµ(x)
)2
+
1
2
(∫
R−
x2ndµ(x)
)2
.
Thus shows that Ef(X, Y ) ≥ 0 if we set c ≤ (2n−1
3M
)
1
2n−1 . 
Now we prove Theorem 2.
Proof (Theorem 2). Let ρ∗ = mδ0+(1−m)δ1 for some 0 < m < 1. Let
m0 = m,m1 = 1−m. First of all, ρ
∗ is certainly not a local maximizer,
since E(ρ∗) < E(mδx + (1−m)δ1) for any x 6= 0, x 6= 2.
• (Case p > q > 2) Since V ′′(1) = p− q and V ′′(0) = 0, we note that
(3.2) V ′′(1) > −V ′′(0).
Let a = ε−V ′′(0)/2, b = V ′′(1)/2−ε for small ε > 0 so that b > a > 0.
Then there exists r0 = r0(ε) > 0 such that
V (x) ≥ −ax2 on [−2r0, 2r0],
V (x)− V (1) ≥ b(x− 1)2 on [1− 2r0, 1 + 2r0].
We denote by Br(ρ
∗) the ball of (small) radius r and center ρ∗ in the
d∞- metric. Note that any ρ ∈ Br(ρ∗) can be written as ρ = ρ0 + ρ1,
where
|ρ0| = m0, |ρ1| = m1, supp(ρ0) ⊆ [−r, r], supp(ρ1) ⊆ [1−r, 1+r].
We will directly compare the energies of ρ and ρ∗. Observe
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E(ρ∗)− E(ρ)
=
∫∫
[V (1)− V (x− y)]dρ0(x)dρ1(y)−
1∑
i=0
1
2
∫∫
V (x− y)dρi(x)dρi(y).
Note that y − x ∈ [1 − 2r, 1 + 2r] for x ∈ [−r, r], y ∈ [1 − r, 1 + r],
and |y − x| ≤ 2r for x, y ∈ [−r, r]. By employing probability notation
as before, we compute∫∫
[V (1)− V (x− y)]dρ0(x)dρ1(y)
= m0m1
∫∫
[V (1)− V (y − x)] d[m−10 ρ0](x)d[m
−1
1 ρ1](y)
≤ −bm0m1
∫∫
(y − x− 1)2 d[m−10 ρ0](x)d[m
−1
1 ρ1](y)
= −bm0m1[E(X
2) + E(Y 2) + 1 + 2E(X)− 2E(Y )− 2E(X)E(Y )]
= −bm0m1[Var(X) + Var(Y ) + (E(Y )− E(X)− 1)
2]
Next, we compute
−
1
2
∫∫
V (x− y)dρ0(x)dρ0(y)
≤
am20
2
∫∫
(x− y)2 d[m−10 ρ0](x)d[m
−1
0 ρ0](y)
=
am20
2
(2E(X2)− 2E(X)2) = am20Var(X).
Similarly,
−
1
2
∫∫
V (x− y)dρ1(x)dρ1(y) ≤ am
2
1Var(Y ).
Combining the estimates, we get
E(ρ∗)− E(ρ)
≤ (am20 − bm0m1)Var(X) + (am
2
1 − bm0m1)Var(Y )
− bm0m1(E(Y )−E(X)− 1)
2.
Now if p > q > 2, V ′′(0) = 0 so aց 0 as εց 0. Hence for any given
m > 0, we get am20− bm0m1 < 0 and am
2
1− bm0m1 < 0 for sufficiently
small ε. This implies E(ρ∗)−E(ρ) < 0 unless Var(X) = 0,Var(Y ) = 0
and E(Y ) − E(X) = 1. This proves that ρ∗ is a unique minimizer in
Br(ρ
∗) for any r with 0 < r < r0.
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• (Case p > 3, q = 2, and m ∈ ( 1
p−1 ,
p−2
p−1)) We recall that (3.2) is also
valid since V ′′(0) = −1, V ′′(1) = p−2. Reminding that a = ε+1/2 and
b = (p−2)/2−ε, the inequalities am20−bm0m1 < 0 and am
2
1−bm0m1 <
0 are equivalent to
1 + 2ε
p− 1
< mi <
p− 2− 2ε
p− 1
, i = 0, 1.
As ε > 0 is arbitrary, this implies that for any given m ∈ ( 1
p−1 ,
p−2
p−1),
ρ∗ is a unique minimizer in Br(ρ∗) for any r with 0 < r < r0.
• (Case p > 3, q = 2, and m ∈ (0, 1
p−1 ] ∪ [
p−2
p−1 , 1))
Define ρx =
m
2
δ−x + m2 δx + (1−m)δ1, and consider
(3.3) E(x) := E(ρx) =
m2
4
V (2x) +
m(1−m)
2
(V (1 + x) + V (1− x)).
We find
(3.4) E ′(0) = 0, E ′′(0) = −(p− 1)m(m−
p− 2
p− 1
) < 0,
provided that m ∈ (p−2
p−1 , 1). This implies that ρ
∗ is a saddle point in each
case. For the case that m ∈ (0, 1
p−1), we take ρx = mδ0 +
1−m
2
δ1−x +
1−m
2
δ1+x. Following the similar computations, we see that
(3.5) E ′′(0) = (1−m)
(
m(p− 2)− (1−m)
)
< 0,
which is equivalent to the case m ∈ (0, 1
p−1).
Now let us analyze the borderline case, that is, m = p−2
p−1 . The idea is
to look at the third order Taylor expansion of V at x = 1. Observe that
V ′(1) = 0, V ′′(1) = p − 2, V ′′′(1) = (p − 1)(p − 2) implies that given
0 < b < (p−1)(p−2)
6
, there exists a small c = c(b) > 0 such that
V (x)− V (1) ≤
p− 2
2
(x− 1)2 + b(x− 1)3 on x ∈ [1− c, 1].(3.6)
Using this, we make a similar estimate as before but in the opposite
direction. Our aim is to find ρ satisfying E(ρ∗) > E(ρ). To this end,
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suppose ρ is concentrated on [0, c/2] ∪ [1− c/2, 1]. By (3.6), we have
E(ρ∗)− E(ρ)
=
∫∫
[V (1)− V (y − x)]dρ0(x)dρ1(y)−
1∑
i=0
1
2
∫∫
V (y − x)dρi(x)dρi(y)
≥
∫∫
[−
p− 2
2
(1− y + x)2 + b(1− y + x)3]dρ0(x)dρ1(y)
+
1∑
i=0
1
4
∫∫
(y − x)2dρi(x)dρi(y)−
1∑
i=0
1
2p
∫∫
|y − x|pdρi(x)dρi(y).
As before, the three quadratic integrals sum up to
∫∫
−
p− 2
2
(1− y + x)2dρ0(x)dρ1(y) +
1∑
i=0
1
4
∫∫
(y − x)2dρi(x)dρi(y)
= (
1
2
m20 −
p− 2
2
m0m1)Var(X) + (
1
2
m21 −
p− 2
2
m0m1)Var(Y )
−
p− 2
2
m0m1(E(Y )− E(X)− 1)
2,
where m0 = ρ([0, c/2]), m1 = ρ([1 − c/2, 1]), X ∼
1
m0
ρ
∣∣
[0,c/2]
, Y ∼
1
m1
ρ
∣∣
[1−c/2,1]. Notice that m0 =
p−2
p−1 implies
1
2
m20−
p−2
2
m0m1 = 0. Hence
E(ρ∗)−E(ρ)
≥ (
1
2
m21 −
p− 2
2
m0m1)Var(Y )−
p− 2
2
m0m1(E(Y )− E(X)− 1)
2
+
∫∫
b(1− y + x)3dρ0(x)dρ1(y)−
1∑
i=0
1
2p
∫∫
|y − x|pdρi(x)dρi(y).
Since 1
2
m21 −
p−2
2
m0m1 < 0, to achieve E(ρ
∗) − E(ρ) > 0 it is desired
to set Var(Y ) = 0. This suggests that we may choose
ρ = (m− ε)δ0 + εδη + (1−m)δ1,
where η, ε > 0 shall be chosen later. With this choice, note that Y = 1,
E(X) = εη
m
. Observing that∫∫
b(1− y + x)3dρ0(x)dρ1(y) = b(1−m)εη
3,
1∑
i=0
1
2p
∫∫
|y − x|pdρi(x)dρi(y) =
1
p
(m− ε)εηp,
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we obtain
E(ρ∗)− E(ρ)
≥ −
1
2
(
p− 2
p− 1
)2(
εη
m
)2
+ b(1−m)εη3 −
1
p
(m− ε)εηp
= −
1
2
ε2η2 +
b
p− 1
εη3 −
p− 2
p(p− 1)
εηp +
1
p
ε2ηp
= −
1
2
η2α+2 +
b
p− 1
ηα+3 −
p− 2
p(p− 1)
ηα+p +
1
p
η2α+p if ε = ηα.
By choosing α > 1 and η sufficiently small, we get E(ρ∗)− E(ρ) > 0,
which implies that ρ∗ = p−2
p−1δ0+
1
p−1δ1 is a saddle point. Notice the case
m = 1
p−1 immediately follows by the reflection symmetry of the energy.
• (Case 3 > p > q = 2) With m ≥ 1
2
, we can follow the same line
of reasoning (3.3), (3.4), (3.5) to get the desired result, and we omit
the detail. The case m ≤ 1
2
is obviously obtained by reflection symmetry.
• (Case p = 3, q = 2, and m ∈ (0, 1
2
) ∪ (1
2
, 1)) Again we can follow the
same line of reasoning (3.3), (3.4), (3.5) and obtain the desired result.
• (Case p = 3, q = 2, and m = 1
2
) Finally, we analyze the remaining
borderline case p = 3, q = 2, m = 1/2. In this case, since
V (x)− V (1) =
1
2
(x− 1)2 +
1
3
(x− 1)3 on x ≥ 0
the above estimates become exact, and we have
E(ρ∗)− E(ρ)
= −
1
8
(E(Y )−E(X)− 1)2
+
∫∫
1
3
(1− y + x)3dρ0(x)dρ1(y)−
1∑
i=0
1
6
∫∫
|y − x|3dρi(x)dρi(y)
for all ρ = ρ0 + ρ1 in some small d∞- neighborhood of ρ∗ = 12δ0 +
1
2
δ1.
Recall that |ρ0| = |ρ1| = 1/2, ρ0 is concentrated in a neighborhood of 0,
say in (−ε, ε) for some small ε > 0, ρ1 is concentrated in (1 − ε, 1 +
ε), and X, Y are independent random variables having distributions
2ρ0, 2ρ1 respectively. Let u = E(Y ) − 1, Z = Y − E(Y ). Let X
′ be an
independently and identically distributed random variable as X, and Z ′
be i.i.d. as Z.
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By translation invariance of the energy we can assume E(X) = 0,
and this implies that u is near 0. With these notations we may rewrite
24(E(ρ∗)−E(ρ))
=− 3u2 − 2E[(u+ Z −X)3]−E[|X −X ′|3]−E[|Z − Z ′|3]
=− 3u2 − 2u3 − 6uE[(Z −X)2]
− 2E[(Z −X)3]− E[|X −X ′|3]− E[|Z − Z ′|3].
Let v = E[(Z −X)2] = E[X2] + E[Z2] and E[X2] = v0,E[Z
2] = v1, so
that v = v0 + v1. Note that if v = 0, then X = Z = 0 and it is clear
that E(ρ∗) ≤ E(ρ), and equality holds if only if ρ = ρ∗. Hence, from
now on we shall assume v > 0.
Define f(u, v) := −2u3 − 3u2 − 6uv. Given v > 0, the function
u 7→ f(u, v) is easily seen to be maximized when u =
√
1−4v−1
2
. Plugging
in, we obtain
f(u, v) ≤ g(v) := −
1
2
+ 3v +
1
2
(1− 4v)
3
2 .
g(0) = g′(0) = 0 and g′′(0) = 6, hence g(v) < 3.5v2 ≤ 7(v20 + v
2
1)
for all small v > 0. Note that E[(Z − X)3] = E[Z3] − E[X3]. Now by
Proposition 1 for the case n = 1, we have
7v20 + 2E[X
3]− E[|X −X ′|3] ≤ 0, 7v21 − 2E[Z
3]− E[|Z − Z ′|3] ≤ 0
for small ε. This implies E(ρ∗) < E(ρ), concluding the proof. 
4. Further observation
We can ask the following converse question:
If p is small, then does ρ∗ =
1
2
δ0 +
1
2
δ1 fail to be a minimizer?
For an answer we may consider the following simple competitor
ρm =
1−m
2
δ0 +mδ 1
2
+
1−m
2
δ1
and consider the associated energy
E(m) := E(ρm) = m(1−m)V (
1
2
) +
(1−m)2
4
V (1).
If E ′(0) < 0, then ρ0 = ρ∗ is not a dλ-local minimizer. Let us see when
this should happen. Given q, define
f(p) := −E ′(0) =
V (1)
2
− V (
1
2
) =
1
2p
−
1
2q
−
1
p2p
+
1
q2q
.
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f(q) = 0, so we ask when f ′(q) > 0. We find
f ′(q) =
1
q22q
(q log 2 + 1− 2q−1).
Let g(q) = q log 2 + 1− 2q−1 and note that g is concave. Let q∗ > 2 be
the unique positive solution to g(q) = 0. We summarize as follows.
Proposition 2. Let q∗ be the unique positive solution to the equation
q log 2 = 2q−1− 1, and let 0 < q < q∗. Then there exists p∗ = p∗(q) > q
such that for all p ∈ (q, p∗) and 1 ≤ λ < ∞, ρ∗ = 12δ0 +
1
2
δ1 is not a
dλ-local minimizer.
This inspires a few questions, and we leave them for future research.
Q1. For the pairs (p, q) in Proposition 2, what is a global minimizer?
Q2. If p > q > q∗, is ρ∗ a global minimizer?
Q3. For q ∈ [2, q∗), is p∗ = p∗ or not? (p∗ is addressed in Remark 1.)
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