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The spectacular physical properties of quantum materials based on transition metal, rare earth,
and actinide elements continue to challenge our comprehension of solid state physics and chemistry.
The electronic states of these materials are dominated by the d and f wave functions intertwined
with the strong band formation of the solid. In order to estimate which wave functions contribute
to the ground state formation, we have had to rely, until now, on theoretical calculations combined
with spectroscopy. Here we show that s-core-level non-resonant inelastic x-ray scattering (s-NIXS)
can directly image the active orbital in real space, without the necessity of any modeling. The power
and accuracy of this new technique is shown using the text-book example, x2-y2/3z2-r2 orbital of
the Ni2+ ion in NiO single crystal.
The search for new materials with novel properties
is commonly focused on materials containing transition
metal, rare-earth, and/or actinide elements. The pres-
ence of the atomic-like d or f wave functions provide a
fruitful playground to generate novel phenomena [1–5].
The intricate interplay of band formation with the local
electron correlation and atomic multiplet effects leads to
phases that are nearly isoenergetic, making materials’
properties highly tunable by doping, temperature, pres-
sure, or magnetic field. Understanding the behavior of
the d and f electrons is essential for designing and con-
trolling novel quantum materials. Therefore, identifying
the d or f wave functions that actively participate in the
formation of the ground state is crucial. So far, these
wave functions have been mostly deduced from optical,
x-ray and neutron spectroscopy methods in which spec-
tra must be analyzed and interpreted using theory or
modeling. This, however, is also a challenge in and of it-
self since ab-initio calculations hit their limits due to the
many-body nature of the problem. Here, we have estab-
lished an experimental method that circumvents the need
for involved analysis, and instead, provides the informa-
tion as measured. With this technique, we can make a
direct image of the active orbital and determine what the
atomic-like object looks like in a real solid.
The spectral intensity of the dipole-allowed s→ p tran-
sition depends on the orientation of the electric field po-
larization vector of the photon relative to the orienta-
tion of the p orbital [6]. Since the s orbital is spherically
symmetric, sweeping the polarization vector over all an-
gles yields an angular intensity distribution that directly
maps the shape and orientation of the p orbital hole.
Yet, material research requires knowledge of d and/or
f orbital shapes. As the s→ d or s→ f transitions are
dipole forbidden, it has been challenging to develop an
experimental method that has non vanishing matrix el-
ements beyond the dipole limit. However, the relatively
new experimental method of non-resonant inelastic x-ray
scattering (NIXS), available due to modern synchrotron
facilities with high brilliance, has offered new potential.
The interaction of light with matter is given by two
terms: a term proportional to the scalar product of the
electron momentum operator ~p and the photon vector
potential ~A, and a term proportional to the vector poten-
tial ~A squared. When photon energy matches an atomic
resonance, the ~p · ~A term dominates; off-resonance, the
interaction is governed by the ~A2 term. Focusing on this
last term using NIXS, the double differential cross-section
d2σ
dΩdω becomes proportional to the dynamical structure
factor S(~q,ω) [7] which contains the material-specific in-
formation we are seeking:
S(~q, ω) =
∑
f
| 〈f |ei~q·~r|i〉 |2δ(~ωi − ~ωf − ~ω),
where |i〉 and |f〉 denote the (many-body) initial and final
states, ~q= ~ki - ~kf the transferred momentum, ~ω= ~ωi -
~ωf the transferred energy, and ~ki,f and ~ωi,f the mo-
mentum and energy of the incoming and scattered pho-
tons, respectively.
Beyond-dipole matrix elements appear in the scatter-
ing cross-section when expanding the transition operator
ei~q·~r to the kth order, whereby k denotes the multipole
order of the scattering cross-section [7–16]. The so-called
triangular condition and parity rule restrict the number
of multipoles to |lf−li| ≤ k≤ lf+li and |li + lf + k|= even
for a li→ lf transition (respective orbital momenta of ini-
tial and final state). This implies that for a d→ f tran-
sition, only dipole (k= 1), octopole (k= 3), and triakon-
tadipole (k= 5) scattering orders occur, and for s→ d -a
dipole-forbidden transition- only the quadrupole transi-
tion with k= 2 contributes to S(~q, ω). For small momen-
tum transfers |~q|, the NIXS spectra very much resemble
dipole-allowed x-ray absorption spectroscopy (XAS). In
other words, the NIXS 2p/3p→ 3d excitations in transi-
tion metal compounds [8, 10] or the 3d/4d→ 4f/5f and
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FIG. 1: The scattering geometry is defined by the incom-
ing and the scattered beam, ki, ωi and kf , ωf , respectively
(dashed green arrows). This geometry, which outlines the
scattering triangle, remains fixed throughout the measure-
ments. The single crystal sample (blue) is rotated around an
axis perpendicular to the scattering plane (maroon) by an an-
gle ϕ, and for each ϕ an inelastic spectrum is collected. Here,
ϕ= 0 refers to ~q‖[001] (specular geometry).
5d→ 5f excitations in rare earth and actinide materi-
als [9, 10] exhibit line shapes that are very similar to the
ones obtained from XAS [17–21]. The only difference is
that in NIXS, the direction of the momentum transfer
qˆ (~q/|~q|) provides the information that is obtained from
the electrical vector polarization in XAS. However, for
large |~q|, for the same metal ion, the p→ d or d→ f tran-
sitions yield a different spectral distribution with addi-
tional features that cannot be seen in a dipole-based XAS
experiment [7–16, 22, 23]. Moreover, the dipole-forbidden
s→ d or s→ f transitions (quadrupolar or octopolar, re-
spectively) now have non-vanishing matrix elements, and
consequently are allowed and become visible.
The novelty of our approach is to exploit these s-core-
level transitions involving our search for a new method
to determine - quantitatively and model free - the local
valence orbitals that make up the electronic structure of
d and f containing quantum materials. We investigated
the s→ d transition in an inelastic x-ray scattering ex-
periment (s-NIXS) at large momentum transfers |~q| and
map the quadrupolar scattering intensity as a function of
the direction of the momentum transfer qˆ relative to the
crystal lattice. We used a single crystal of NiO, an anti-
ferromagnetic insulator [24], with a Ni d8 configuration as
a model system; and the large momentum transfers were
guaranteed by high scattering angles and hard x-rays.
In our experimental setup as illustrated in Fig. 1,
S(~q,ω) of the NiO sample was recorded as a function
of the sample angle ϕ, here defined as the angle be-
tween the fixed momentum transfer vector ~q and the
NiO surface normal (see Methods). Fig. 2 shows a
compilation of NIXS spectra measured for many differ-
ent sample angles. The spectra show the M2,3 edge
(3p→ 3d) of nickel at around 70 eV and, most impor-
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FIG. 2: Experimental NIXS spectra of NiO. Compilation of
spectra, which were collected for a variety of crystal rotations
ϕ with respect to the geometrically fixed momentum transfer
vector ~q. The graph shows all the spectra. The Compton
profile peaks at approximately 350 eV and is used for data
normalization. The dipole-allowed Ni M2,3 (3p→ 3d) edge
at around 70 eV energy transfer and the dipole-forbidden Ni
M1 (3s→ 3d) excitations at around 110 eV can be clearly ob-
served. The data exhibit an excellent signal to background
(Compton) ratio in the energy range of the Ni edges, render-
ing NIXS as a high-contrast experiment.
tantly, the dipole-forbidden M1 (3s→ 3d) excitations at
around 110 eV, overlaid on the broad Compton profile.
The signal to background ratio is excellent in the energy
range of the M1 edge. A close-up of this edge and its di-
rectional dependence on ~q along ~q‖[001] and ~q‖[100] are
displayed in Fig. 3 a, and for ~q along ~q‖[001] and ~q‖[110]
in Fig. 3 b and c. In the close-up plots, the Compton pro-
file has been subtracted using a simple linear background
(see Methods).
To quantitatively analyze the 3s→ 3d transition’s di-
rectional dependence, we determined the integrated in-
tensity of each spectrum in Fig. 3 and placed it on a
polar plot as displayed in (Fig. 4). Panel (a) shows the
data points for ~q sweeping in the [001]–[100] plane (or-
ange), and panel (b) for ~q in the [001]–[110] plane (green).
They fall accurately on top of the orbital shapes which
denote ’cuts’ through the [001]–[100] (orange) and [001]–
[110] (green) planes of the three-dimensional orbital hole
state of the Ni high-spin 3d8 configuration in octahe-
dral coordination, namely the 3A2 3d(x
2 - y2)3d(3z2 - r2)
as shown in Fig. 4 (c). This means that, for the first
time, we have generated a purely experimental method
that can directly visualize the fundamental atomic-like
quantum mechanical objects in solids. The information
that we have obtained is extremely detailed; for exam-
ple, we can see nicely and clearly see the small lobes of
the 3d(3z2 - r2). Here we note that we have used two
3FIG. 3: Ni M1 (3s→ 3d) edge spectra. A close-up view of the relevant range of the spectra after background subtraction
and normalization. Panel (a) shows data for momentum transfer vector ~q sweeping on a plane defined by ~q‖[001] and ~q‖[100]
and (b-c) on a plane defined by ~q‖[001] and ~q‖[110]. Spectra corresponding to major axes are marked accordingly, and the
spectra in between are plotted sequentially. Panel (b) shows the spectra, where ~q is sweeping clockwise from ~q‖[001¯], passing
~q‖[1¯1¯0], and ending where the projection of the orbital function vanishes. Similarly, panel (c) shows data, where ~q is sweeping
counterclockwise from ~q‖[001¯] towards ~q‖[001]. The data are vertically shifted for clarity. The scattering intensity of the M1
edge excitations (3s→ 3d) depends strongly on the relative orientation of momentum transfer and crystallographic direction in
the NiO single crystal.
orbital shapes in Fig. 4 (b): the blue dashed line is the
3d(x2 - y2)3d(3z2 - r2) function and the solid line is the
same function convoluted with the angular acceptance of
the 3x4 analyzers we used in our experiment (see Meth-
ods in Section Supplementary). The near perfect agree-
ment further demonstrates the accuracy of the method.
The directional dependence of the integrated s-NIXS
intensity at the Ni M1 edge (3s→ 3d) directly maps the
local orbital hole of the ion in the ground state. There
is no need to carry out multiplet analysis of the spec-
tral line shape to extract this information, in contrast to,
for example, the non-s edges (e.g. L2,3(2p), M2,3 (3p),
M4,5 (3d), N4,5 (4d), and O4,5 (5d)) in both NIXS [7–
13, 16, 22, 23] and XAS experiments [17–21]. The reason
is fundamental: The M1 (3s→ 3d) quadrupolar excita-
tion process involves a spherically symmetric s orbital,
so the angular distribution of intensity is solely deter-
mined by the hole charge distribution in the initial state
with respect to the momentum transfer ~q. This is similar
to the dipole-allowed s→ p transition in XAS, where an
angular sweep of the polarization dependence maps out
the orientation of the p hole directly. We would like to
emphasize that details of the s-NIXS final states do not
matter because the information is extracted from the in-
tegrated intensity of the spectra (i.e. from the sum of
the intensities of all final states). As a result, only the
properties of the initial state are probed. This is analo-
gous to using spectral sum rules to extract expectation
values of the relevant quantum numbers of the system in
the ground state [20, 25, 26]. The power of s-NIXS, as
compared to XAS, is that it allows transitions not only
from s-to-p, but also from s-to-d and s-to-f due to the
possibility of going beyond the dipole limit when using
large momentum transfers |~q|.
4FIG. 4: Orbital shape of 3A2 3d(x
2 - y2)3d(3z2 - r2) hole density. Three-dimensional hole density distribution of the Ni high-spin
3d8 configuration (c). Projection of the three-dimensional orbital shape on two planes defined by (a) [001] and [100] and (b)
[001] and [110]. Data points on polar plots (a-b) are integrated intensities for Ni M1 (3s→ 3d) for corresponding ϕ, which
is the angle between the momentum transfer vector ~q and the surface normal vector [001] for both cases (a-b). For (a) the
sample is rotated such that the ~q sweeps between [001] and [100], and for (b) ~q sweeps between [001] and [110]. Inset in (b)
demonstrates the theoretical orbital function (blue dashed line) and the corrected function as a result of an angular convolution
with the 3x4 analyzer array. For (a), the correction was insignificant.
The s-NIXS process involves a core hole, meaning that
both the electronic structure of the system and conse-
quently the measured valence hole are projected locally.
The intensity distribution is not what would be mea-
sured in an x-ray diffraction (XRD) experiment, even if
such an experiment could be carried out with sufficient
accuracy. In fact, it would be extremely difficult for tran-
sition metal, rare earth, and actinide compounds to be
measured with the desired accuracy in XRD due to their
relatively small number of valence electrons with respect
to core electrons. s-NIXS provides information comple-
mentary to that from an XRD experiment by elucidating
which local orbital or atomic wave function is active.
The s-NIXS method presented here is not limited to
ionic materials. In cases where configuration interaction
effects play an important role due to covalency or itin-
eracy, the image of the probed local orbital will reflect
these effects directly. The strength of s-core-level NIXS
is that the information is extracted from the ~q-directional
dependence of the integrated intensity and not from the
line shape of the spectra. Thus, the details of the final
states are no longer important, rendering complex con-
figuration interaction calculations unnecessary. The sole
~q-directional dependence is rooted in the spherical sym-
metry of the s-core hole.
To conclude, we have directly imaged one of the funda-
mental quantum mechanical objects in crystals, namely,
a d-orbital, which is derived purely mathematically from
first principles. We have revealed that non-resonant in-
elastic x-ray scattering involving an s-core level is an ex-
tremely powerful and accurate experimental method to
determine the local orbital in the ground state. Albeit
low cross-section, the excellent signal to background ra-
tio allows for highly reliable results. The procedure relies
on the integrated intensity of the signal, which tremen-
dously simplifies the interpretation as there is no need to
carry out multiplet analysis of the spectral line shape to
extract the desired information. The method is element
specific, which is invaluable for unraveling the different
origins for electron correlation effects in complex mate-
rials. Since the probing photons have high penetrating
power, the measurements are bulk sensitive, and can be
performed with complex sample environments (e.g. small
samples, high pressures, high/low temperatures). We be-
lieve that this method opens up new opportunities for the
study of a wide range of d and f electron containing ma-
terials, where knowledge of their local wave function is
of central importance to reveal their underlying physics
and thus provide guidance for the design of new quantum
materials.
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5APPENDIX
Experiment:
Non-resonant inelastic x-ray scattering (NIXS) mea-
surements were performed at the High-Resolution Dy-
namics Beamline P01 of PETRA-III synchrotron in Ham-
burg, Germany. Fig. 1 illustrates the experimental
setup, showing the incoming beam (~ki, ωi), sample, scat-
tered beam (~kf , ωf ), and the corresponding momentum
transfer vector (~q). The energy of the x-ray photon beam
incident on the sample was tuned with a Si(311) double-
reflection crystal monochromator (DCM). The photons
scattered from the sample were collected and energy-
analyzed by an array of twelve spherically bent Si(660)
crystal analyzers. The analyzers are arranged in a 3x4
configuration. The energy of the analyzers (~ωf ) was
fixed at 9690 eV; the energy loss spectra were measured
by scanning the energy of the DCM (~ωi). Each analyzer
signal was individually recorded by a position-sensitive
custom-made LAMBDA detector. The energy calibra-
tion was regularly checked by measuring the zero-energy-
loss position of each spectrum. The best possible energy
resolution was guaranteed by pixel-wise analysis of the
detector recordings and measured as 0.7 eV (FWHM).
The positioning of the analyzer array determines the
momentum transfer vector and the corresponding scat-
tering triangle, which is defined by the incident and scat-
tered photon momentum vectors, ~ki and ~kf , respectively.
The large scattering angle (2θ≈ 155◦) chosen for the cur-
rent study assured a large momentum transfer of |~q| =
(9.6± 0.1) A˚−1 when averaged over all analyzers. ~kf and
2θ were kept constant by fixing the energy and the po-
sition of the analyzer array. Since the energy transfer
range of interest (100 to 120 eV) was small with respect
to the incident and final energies (∼9700 eV), variation
of ~ki during energy scanning was insignificant. This
guaranteed that the scattering triangle was virtually un-
changed throughout the course of the experiment with
|~q| ≈ constant.
Sample
NiO single crystal (SurfaceNet, Germany) was kept at
T = 20K throughout the experiment. It was aligned as in
Fig. 1 and rotated by angle ϕ around an axis perpendicu-
lar the [010] lattice direction; ~q‖[001] (ϕ= 0) corresponds
to specular geometry. Energy scans were taken for many
values of ϕ so that the directional dependence of S(~q,ω)
could be measured for ~q sweeping between ~q‖[001] and
~q‖[100]. For the second set of measurements, the crystal
was reoriented to evaluate S(~q,ω) on the ~q‖[001]-~q‖[110].
This time, the axis of rotation was along [11¯0].
Data Treatment
The data were normalized to the Compton peak at
about 350 eV energy transfer (see Fig. 2). Subsequently,
a linear background was subtracted from each spectrum
in order to account for the Compton scattering in the
energy range of the Ni M1 edge.
Since the analyzer array (3x4) is spread over a finite
solid angle, each measured spectrum S(~q,ω) includes an
array of momentum transfer vectors ~q corresponding to
individual analyzers. In this case, taking an average ~q
does not work for directions where the orbital wave func-
tion varies significantly for small angular changes (i.e.
small lobes of the 3d(3z2 - r2)). The theoretical orbital
wave function should be convoluted with the angular
spread of the analyzer array to reflect this effect. The
inlet on Fig. 4 (b) demonstrates the theoretical function
(blue dashed line) and the convoluted function (solid
line), which agrees well with the data points.
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