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1 Introduction
Water is a fundamental molecule in the universe. On Earth, water exists in all three phases:
gas, liquid and solid (ice). Liquid water facilitates many chemical reactions as a solvent.
Much of the geology on Earth is shaped by water. Life on Earth, and similar life elsewhere
on Earth-like planets in space, would not be possible without water.
Water consists of hydrogen and oxygen atoms, which are the first and third most abun-
dant elements in the universe. According to the standard cosmology1,2,3, hydrogen was
formed immediately after the Big Bang, some 13.8 billion years ago (13.8 Gyr). After about
1 microsecond, protons and neutrons emerged from the cooling quark-gluon plasma, and
after 1 second the baryonic content was frozen. Primordial nucleosynthesis produced D, He
(the second most abundant element) and Li nuclei after about 3 minutes, and they recom-
bined to neutral atoms after about 105 yr (0.1 Myr). Heavier atoms including oxygen were
produced much later in the evolution of the universe (at least a few 108 yr), by nuclear fusion
of H and He in the central parts of massive stars. When these stars have exhausted their
supply of nuclear fuel, they develop a wind or explode as a supernova, and enrich the space
between the stars with heavy elements.
Even after several generations of stars, the abundance of hydrogen atoms is still some
2000 times higher than that of oxygen atoms in our solar neighborhood. Molecules such
as water form in localized regions of cold and dense gas and dust between the stars (see
Fig. 1). Typical densities in such interstellar clouds are 104 hydrogen molecules per cm3
and temperatures can be as low as 8 K (pressure ∼ 10−14 mbar). The clouds also contain
small 0.001–0.1 µm sized solid dust particles or ‘grains’, consisting of amorphous silicates and
carbonaceous material. Grains are important because they absorb and scatter the ultraviolet
(UV) radiation produced by stars and thereby protect molecules from dissociating photons.
Reactions on the surfaces of the dust particles promote the formation of molecules, especially
of H2 and other hydrogen-rich species like H2O.
Interstellar space is a gigantic ultra-high vacuum laboratory with densities low enough
4
Figure 1: Schematic of different types of interstellar clouds and the cycle of the formation
and death of stars. Reprinted with permission from Bill Saxton, NRAO/AUI/NSF.
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that molecules can form only through kinetic two-body processes in the gas phase. H2O is
one of the simplest molecules consisting of hydrogen and oxygen atoms. Hence one would
expect the chemistry of water in space to be straight-forward and to have been fully un-
derstood and characterized decades ago. While the basic framework of interstellar water
chemistry was indeed established in the 1970’s and recognized to involve both gas-phase4,5
and solid-state chemistry6,7,8, many of the key chemical processes have been measured in the
laboratory only in the last decade. Tests of these chemical processes are possible only now
thanks to a number of powerful telescopes culminating with the Herschel Space Observatory,
which have high enough sensitivity, spatial or spectral resolution to detect water in various
environments9,10,11,12.
Figure 2: ALMA spectrum of the distant galaxy SPT0346-52 showing detections of pure
rotational lines of neutral and ionized water, together with CO. The galaxy has a redshift
z=5.66 (transition shifted to νobs = νrest/(1 + z)). This redshift corresponds to an age of
just 1.0 Gyr since the Big Bang. Reprinted with permission from Reference 16. Copyright
2013 American Astronomical Society.
1.1 Water observations
Interstellar water vapor was discovered in 1969 in the Orion nebula by the group of Charles
Townes13. This detection was somewhat accidental since it was found that water can emit
anomalously strong radiation at 22 GHz (1.4 cm) via the maser process (see § 2.6). This
self-amplifying process produces very bright and sharp lines which can be observed even in
6
external galaxies. In fact, the best evidence for the existence of a black hole outside our
Milky Way is based on tracking accurately the motions of water masers in the galaxy NGC
425814.
While this unexpected discovery and application of water is interesting in itself, it tells
us little about the actual chemistry and abundance of water in space. To probe the bulk of
gaseous water, observations of lines that are thermally excited and do not exhibit population
inversion are needed. Observations of the majority of these pure rotational lines are blocked
from the ground by the water that is present in the Earth’s atmosphere. Hence, space mis-
sions, starting with the Infrared Space Observatory (ISO) and followed by the Submillimeter
Wave Astronomy Satellite (SWAS), the Swedish-led satellite Odin and finally Herschel, have
been crucial for our understanding of the water chemistry (see Table 1). Non-masing water
emission has now been detected in many environments ranging from diffuse clouds to dense
planet-forming disks around young stars in the Milky Way and from nearby galaxies out to
the highest redshifts. Water is also found in cometary comae, the atmospheres of planets in
our own solar system and even those of extra-solar planets, or exo-planets15 (see Figures 2
from Weiß et al.16 and 3 adapted from Seager and Deming17 and Madhusudhan and Seager18
for two extreme examples of water in the distant and nearby universe, respectively).
At the low densities and high vacuum conditions in space, water exists either as a gas
or in the solid state as ice. Liquid water can only occur under relatively higher pressures
on large solid bodies such as asteroids or planets; its triple point is at 273 K and 6.1 mbar.
Water gas freezes out as ice around 100 K under interstellar conditions19. Water ice was
detected in 1973 in the infrared spectra of protostars forming deep inside molecular clouds20,
and is now found in dense interstellar clouds throughout our own and external galaxies21.
This review provides first an overview of the techniques to observe water in space (§1.2),
of the types of clouds in which water is observed (§1.3–1.4) and of water spectroscopy and
excitation (§2). The bulk of the review discusses the various chemical processes that lead
to the formation of water, both in the gas and on the surfaces of grains (§3). Many of
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Figure 3: Spectrum of the exoplanet HD 189733b observed by various instruments (black
and blue dots and squares with error bars), together with various model spectra suggesting
the presence of water in absorption. Adapted with permission from Reference 17, copyright
Annual Reviews and from Reference 18, copyright 2009 American Astronomical Society.
these processes also apply to other molecules, but the focus here is on water. Finally, the
different chemical routes to water are tested against a wide range of observations, from
tenuous molecular clouds in which UV radiation penetrates to high density regions in which
stars and planets are currently forming (§4). The discussion is limited to H162 O and its
18O
and 17O isotopologues. The chemistry of HDO is similar to that of H2O in many aspects,
but there are also important differences due to fractionation reactions which can selectively
enhance HDO. Although interesting by themselves, discussion of these processes is outside
the scope of this review. HDO is summarized in recent reviews by Caselli & Ceccarelli22 and
by Ceccarelli et al.23.
1.2 Astronomical techniques
Water can be observed through various transitions over a range of wavelengths (see §2),
which require different telescopes, instruments and detectors as summarized in Table 1.
Throughout this paper, we will use the astronomical convention to indicate submillimeter
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Figure 4: Left: Schematic energy level diagram showing typical pure rotational submillimeter
and vibration-rotation near-infrared lines, together with various radiative and collisional
processes that excite the molecules. Right: Cartoon illustrating infrared absorption line
observations of ice or gas toward an embedded protostar or a background star. The hot
(300–1000 K) dust near the star provides the continuum against which cold ice and gas can
be seen in absorption. Absorption can also occur against cool background stars.
lines through their frequencies in GHz and far-infrared lines through their wavelengths in µm.
Laboratory spectroscopists usually adopt either GHz or wavenumbers, cm−1. For reference,
200/100/50 µm correspond to 50/100/200 cm−1 and 1500/3000/6000 GHz, respectively.
Astronomers express the spatial resolution that can be achieved by their telescopes in
units of seconds of arc, or arcseconds. One arcsec is 1/3600 of a degree or 1/206265 of a
radian (pi/180/3600). The nearest interstellar clouds are at a distance of ∼ 150 parsec, with
parsec a distance unit employed by astronomers. A parsec is defined as the distance from the
Sun under which the Sun-Earth system is seen with an angle of 1 arcsec. In practice, 1 pc =
3.086×1018 cm or 3.261 lightyear. Another distance unit often used is the Astronomical Unit
(AU, not to be confused with atomic unit or arbitrary unit), which is defined as the average
Sun-Earth distance, 1 AU= 1.496×1013 cm. At a distance of 100 pc, 1 arcsec (′′) corresponds
to 100 AU diameter. Thus, a typical beam (spatial resolution element) of Herschel of 20′′ on
the sky encompasses a 3000 AU (0.015 pc) diameter region if one of the closest star-forming
regions at 150 pc distance is observed. For comparison, the mean orbital radius of Neptune
9
in our own Solar system is at ∼30 AU, so to study a planet-forming region in the nearest
clouds requires a spatial resolution of 0.2′′. Such high spatial resolution is only just being
achieved by the Atacama Large Millimeter/submillimeter Array (ALMA). In the following,
the main telescopes for observing water are briefly discussed.
1.2.1 Description of telescopes
The Infrared Space Observatory (ISO) was a cooled 0.6m infrared telescope in space cov-
ering the 2.5–240 µm range and operative from 1995–1998. It had two spectrometers on
board: the Short-Wavelength-Spectrometer (SWS, 2.5–45 µm)24 and the Long-Wavelength-
Spectrometer (LWS, 45–197 µm)25. Each instrument had a low-resolution grating and a
high-resolution Fabry-Perot mode, which provided modest resolving powers R = λ/∆λ rang-
ing from ∼ 200 up to ∼ 104. The mid- to far-infrared wavelength range is particularly rich
in rotational transitions of H2O and related hydrides, as well as vibrational bands of gas
and ice. ISO indeed provided a first view of the wealth of H2O features and its gas-grain
chemistry9,26.
Table 1: Important telescopes for water observations
Telescope Wavelength / Spectral resol- Spatial
Frequency ving power R resolutiona
SWAS 557 GHz 106 3.2′ × 4.0′
Odin 557 GHz 106 2′
Ground cm 22 GHz 106 0.001–few′′
Ground mm Many, e.g., 183, 380 GHz 107 0.2–20′′
203b, 391b, 692b 107 0.2–20′′
Herschel-HIFI 480-1250 / 107 44′′–17′′
1410-1910 GHz 107 15′′–9′′
Herschel-PACS 55-210 µm (1− 5)× 103 9.4′′
Herschel-SPIRE 200-670 µm ∼ 103 17–42′′
Spitzer 10–38 µm 600 10′′
ISO-SWS 2.5–45 µm 2000, 20000 14′′ × 20′′ to 17× 40′′
ISO-LWS 45–197 µm 200, 10000 ∼ 80′′
Ground 4-10 m optical/ 2.8–3.3 µm ≤ 105 ≤ 1′′
infrared 11–14 µm 104 1′′
a 1 arcmin = 1′ = 60′′. b H182 O.
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SWAS27, launched in 1998, and Odin28, launched in 2001, were pioneering submillimeter
satellites with antennas of ∼0.6 and 1.1m diameter, respectively, operating primarily in
the 1998–2007 period. Both missions were specifically designed to observe the lowest pure
rotational 110−101 transition of H2O at 557 GHz. The receivers were based on the heterodyne
technique, in which the high frequency signal from the sky is down converted by mixing with
a local oscillator signal tuned to a nearby frequency. The difference signal has a much lower
frequency which can be amplified with standard radio techniques. Heterodyne receivers
naturally have very high spectral resolving power R > 106. Since the velocity resolution
∆v=c∆λ/λ with c the speed of light, this value of R corresponds to < 0.3 km s−1 in velocity
units. Typical observed widths of water lines range from a few km s−1 up to 100 km s−1, so
these spectra fully resolve the kinematics of the gas.
The Herschel Space Observatory29 was a 3.5m diameter telescope, operative from mid-
2009 to mid-2013. It had three instruments which provided imaging and spectroscopic ca-
pabilities in the 55-672 µm wavelength range. As for the earlier missions, observing water
in space was one of the main drivers for the design of Herschel. Because the instruments
were housed in a superfluid helium cryostat and the telescope was bigger, the sensitivity of
Herschel was much higher than that of SWAS and Odin. Moreover, because the sharpness of
the images scales inversely with the diameter of the telescope, the spatial resolution provided
by Herschel was up to an order of magnitude higher than that of the earlier missions.
Of the three Herschel instruments, the results from the Heterodyne Instrument for the Far
Infrared (HIFI) will be highlighted most in this review30. HIFI was a very high resolution
(R up to 107) heterodyne spectrometer covering the 490–1250 GHz (600–240 µm; 16–42
cm−1) and 1410–1910 GHz (210–157 µm; 47–64 cm−1) bands. HIFI observed a single pixel
on the sky at a time. The Photodetector Array Camera and Spectrometer (PACS) consisted
of a camera and a medium resolution imaging spectrometer for wavelengths in the range
55–210 µm (180–47 cm−1)31. The PACS spectrometer obtained spectra simultaneously over
a limited wavelength range at each pixel of a 5 × 5 array. The detector consisted of a
11
25×16 pixel Ge:Ga photoconductor array. The Spectral and Photometric Imaging REceiver
(SPIRE) was a camera and a low resolution Fourier Transform Spectrometer for wavelengths
in the range 194-672 µm (51–15 cm−1) using bolometers to detect the radiation.
Most of the water line radiation from space does not reach telescopes on the ground,
however, because it is absorbed by the abundant water in the Earth’s atmosphere. However,
high-lying maser lines of H162 O such as the 313 − 220 183 GHz and 414 − 321 380 GHz lines,
as well as the well known 616 − 523 line at 22 GHz (1 cm) through which interstellar water
was originally discovered, can be observed from Earth32.
Another option is to observe water isotopologs. About 1 in 500 water molecules in space
contain the heavier 18O isotope. Some signatures from H182 O, such as the 313−220 line at 203
GHz, the 414−321 line at 391 GHz and the 532−441 line at 692 GHz, are able to penetrate the
Earth’s atmosphere even if non-masing, and these lines have been detected with ground-based
telescopes such as the 10m Caltech Submillimeter Observatory (CSO), the 15m James Clerk
Maxwell Telescope (JCMT), and the IRAM 30m telescope. Interferometers are even more
powerful: these consist of arrays of antennas of which the signals are combined to produce a
single, sharper image. Examples include the IRAM Plateau the Bure Interferometer (PdBI)
(6×15m dishes), the SubMillimeter Array (SMA) (8×6m) and most importantly the recently
inaugurated ALMA (54×12m + 12×7 m). Since these ground-based telescopes and arrays are
much bigger and can see up to a 1000 times sharper than any of the current or past satellites,
they allow astronomers to zoom in on the astronomical sources and map the location of water
isotopologues in detail33. However, ground-based facilities can only observe thermal lines
from warm water (>100 K), not from cold water.
The Spitzer Space Telescope was launched in 2003 and performed mid-infrared spectro-
scopic observations from 5–38 µm until the mission ran out of coolant in mid-2009. The IRS
instrument had modest resolving power R = 600 from 10–38 µm, but only R ∼ 50 from 5–10
µm34. However, its sensitivity surpassed that of ISO by nearly three orders of magnitude
due to the new generation of large format Si:As array detectors. Spitzer was therefore able
12
to open up a completely new view of warm water in planet-forming regions by observations
of highly excited pure rotational lines. It was also very well suited to detect solid state bands
of water ice in sources similar to those that led to our own solar system.
A variety of large (4–10m) ground-based optical telescopes have near- and mid-infrared
spectrometers that can observe the vibration-rotation lines of hot water near 3 µm as well
as highly-excited pure rotational lines near 10 µm. Examples of instruments are Keck-
NIRSPEC (R=25000), VLT-CRIRES (R = 105), VLT-VISIR (R = 104) and Gemini-
Michelle and -TEXES. Most of them are echelle grating spectrometers using large format
infrared detector arrays in which one array dimension is used for the spectral range and the
other array dimension for the spatial domain. Thus, these ‘long-slit’ spectrometers also pro-
vide information on the spatial distribution of the emission on subarcsec scale. In the future,
the EXES mid-infrared instrument (R = 105) on the Stratospheric Observatory for Infrared
Astronomy (SOFIA)35, a 2.7m telescope onboard a B747 airplane, will be a powerful facility
as well for water observations since it flies at 13.7 km above much of the Earth’s atmosphere.
At near- and mid-infrared wavelengths, cold ices and gases can be seen in absorption
against a bright continuum. This continuum can be provided by hot dust close to either a
young or old star but it can also be due to a background star (see Fig. 4). Absorption obser-
vations probe only a pencil-beam line-of-sight toward the source. In contrast, submillimeter
and far-infrared lines of warm and cold gaseous water are generally in emission, and can
thus be mapped. Cold water gas can also absorb against line emission from warmer water
at larger distances.
The bound-bound electronic transitions of H2O at UV wavelengths can in principle be
observed using high spectral resolution instruments (up to 105) on the Hubble Space Telescope
(HST) and the Far Ultraviolet Space Explorer (FUSE), in absorption along the line of sight
to a bright star. However, there are no detections of interstellar water at UV wavelengths
to date36.
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1.3 Types of interstellar and circumstellar clouds
The interstellar medium has a complex and inhomogeneous structure, the denser concentra-
tions of which are called clouds (see book by Tielens37 and Tielens38 for broad overviews). A
summary of typical densities, temperatures and extinctions (see § 1.4) of various cloud types
discussed here is presented in Table 2. The regions range from low density diffuse clouds in
which UV radiation can readily penetrate to cold dense cores on the verge of collapse to form
a star to the envelopes around dying stars (Figure 1). Diffuse and translucent clouds are low
density examples of PhotoDissociation or Photon-Dominated Regions (PDRs)39; traditional
PDR examples are dense clouds illuminated by a nearby bright star such as seen in Orion.
The terminology indicates that the physics and chemistry are controlled by far-ultraviolet
(FUV, 912–2000 Å) radiation. In case the nearby source emits X-rays, the region is called
an XDR.
The principal ingredient of clouds is hydrogen, followed by helium (about 0.10 by num-
ber). Oxygen, carbon and nitrogen are present with abundances of 5 × 10−4, 3 × 10−4 and
1 × 10−4, respectively. The small silicate and carbonaceous dust grains make up ∼1% of a
cloud by mass but only ∼ 10−12 by number. Hydrogen is primarily in molecular form in the
regions listed in Table 2, but is difficult to observe directly. Astronomers therefore usually
observe the strong lines from the abundant CO molecule and its isotopologues as a tracer of
H2, even though this naturally introduces uncertainties.
Much of this review discusses water associated with star-forming regions in which a cloud
is collapsing under its own gravity to form one or more protostars. In this stage, the young
star is deeply embedded in its natal cloud and is still accreting material from the envelope
and thus growing in mass. The luminosity from the young star heats the envelope and
sets up a radial gradient in temperature, with values in the inner envelope (sometimes also
called ‘hot core’) well above 100 K and temperatures in the colder outer regions down to
10 K. Because the cloud always has some angular momentum, material cannot continue to
fall in radially but part of it ends up in a rotating disk around the young star (Fig. 1).
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The protostar also develops jets and winds which can escape in a direction perpendicular to
the disk. When these high-velocity jets and winds interact with the quiescent surrounding
envelope and cloud, they create shocks and material can be entrained in so-called bi-polar
outflows. Figure 540 illustrates the different protostellar components. Although this cartoon
refers to an isolated low-mass protostar (mass <2 M⊙, luminosity < 102 L⊙) which will
develop into a star like our Sun, the same physical components are also found in high-mass
protostellar environments forming stars such as those seen in Orion (mass <8 M⊙, luminosity
> 104 L⊙).
Table 2: Types of interstellar and circumstellar clouds and their physical characteristics
Name Typical Typical Typical Examples
Density (cm−3) Temperature (K) AV (mag)a
Diffuse cloud 102 30–100 ≤1 ζ Oph
Translucent cloud 103 15–50 1–5 HD 154368
Dense PDR 104 − 105 50–500 <10 Orion Bar
Cold dense cloud 104 − 105 10–20 >10 Taurus cloud
Prestellar core ≥ 105 8–15 10–100 L1544
Prostellar envelope
Cold outer 104 − 107 8–100 10–100 NGC 1333 IRAS4A
Warm inner/ 107 − 109 ≥100 100–1000 W3 IRS5
Hot core Orion hot core
Shock 104 − 105 200–2000 ≤few L1157 B1
Protoplanetary disk
Outer 106 − 1010 10–500 1–100 TW Hya, HD 100546
Inner 109 − 1015 100–3000 1–1000 AS 205
AGB envelope
Outer < 108 10–100 1–50 IRC+10216 (C-rich)
Inner 1010 − 1013 100–2000 50–1000 VW CMa (O-rich)
a See § 1.4 for definition
With time (∼1 Myr), the opening angle of the wind increases and the envelope material
is gradually dispersed, revealing a young pre-main sequence star surrounded by a so-called
protoplanetary disk. The term ‘pre-main sequence’ indicates that the young star is not yet
in its stable hydrogen-burning stage, although nuclear fusion of deuterium nuclei does occur.
The young star emits UV radiation from the stellar corona as well as from shocked accreting
material that is being funneled from the disk onto the star. Once accretion stops and the
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disk becomes less turbulent, the sub µm-sized grains coagulate to larger and larger particles
and settle to the midplane (few Myr). There they can form kilometer-sized planetesimals
that interact gravitationally to form (proto)planets and eventually a full planetary system
that may or may not resemble our planetary system (up to 100 Myr). Within our solar
system, comets and asteroids are left-over planetesimals that did not make it into a planet
and were scattered and preserved in the outer regions of the disk or ‘nebula’ out of which
our solar system formed. The star itself reaches the main sequence after a few ×107 yr.
Figure 5: Cartoon of a protostellar envelope with the different physical components and
their nomenclature indicated. IWS stands for internal working surfaces. The indicated scale
is appropriate for a low-mass protostar. On this scale, the ∼100 AU radius disk surrounding
the protostar is not visible. Reprinted with permission from Reference 40. Copyright 2011
The University of Chicago Press.
At the end of their life cycle, low-mass stars have exhausted their nuclear fuel and they are
no longer stable but expand and lose part of their mass (Fig. 1). These evolved Asymptotic
Giant Branch (AGB) stars are therefore surrounded by circumstellar envelopes, i.e., extended
dense shells of molecular material which can also contain water. The temperatures are high,
2000–3000 K near the stellar photosphere, but drop with radius down to 10 K at the outer
16
edge. Depending on the type of star, the envelopes can be either carbon-rich (with an
elemental abundance of carbon exceeding that of oxygen) or oxygen-rich.
High mass young stars evolve much faster than their low-mass counterparts and are still
embedded in their natal clouds when they reach the hydrogen-burning main sequence phase,
after ∼ 105 yr41. Thus, they do not have an optically visible pre-main sequence stage and
the existence of disks around high-mass young stars is still heavily debated. High mass stars
emit copious UV photons that can ionize atomic hydrogen leading to a fully ionized H II
region surrounding the young star once it has reached the main sequence. At the end of
their lives they explode as supernovae with their cores ending up as black holes or neutron
stars.
1.4 Types of radiation fields and ionization fraction
UV radiation plays an important role in interstellar chemistry, both in destroying chemical
bonds and in liberating molecules from the ice. The UV radiation impinging on an interstellar
cloud is often approximated as the average radiation produced by all stars from all directions
in its neighborhood. The average interstellar radiation field (ISRF) has been characterized
by Habing42 and Draine43 to have an intensity of about I0 = 108 photons cm−2 s−1, with
a relatively flat spectrum between 912 and 2000 Å (Fig. 6)42. The threshold of 912 Å
corresponds to the ionization potential of atomic H at 13.6 eV; because of its high abundance,
virtually all photons with energies above 13.6 eV are absorbed by H and do not affect the
chemistry.
If a cloud is located close to a bright star, the radiation from the star itself can dominate
over that of the general ISRF. For hot O and B-type stars with effective photospheric tem-
peratures of T∗=20000–50000 K, the shape of the radiation field is not very different from
that of the ISRF. However, cooler A, F, G, K and M-type stars with T∗=3000–10000 K will
have many fewer FUV photons to dissociate molecules. In some sources (e.g., young stars,
shocks), Lyman α radiation at 1216 Å dominates the radiation field. Water has a substantial
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photodissociation cross section at this wavelength, whereas other molecules like CO, N2 and
CN do not (see Tables and discussion in Bergin et al.44, van Dishoeck et al.45).
Figure 6: Comparison of the general interstellar radiation field of Draine (1978) (extended for
λ > 2000 Å using46) with various stellar radiation fields scaled to have the same integrated
intensity from 912–2000 Å. The scaled stellar atmosphere model radiation field of a B9
star47 (T∗ ≈ 11000 K) is included as well (dash-dotted). The wavelength range where the
photodissociation of H2O occurs is indicated. Based on Reference 45.
Dust particles attenuate the UV radiation with depth into a cloud thereby shielding
molecules from the harshest radiation. The dust optical depth at wavelength λ is given by37
τd(λ) = ndCext(λ)L where nd is the dust density in cm−3, Cext the extinction cross section
in cm2 and L the pathlength in cm. The extinction is the sum of absorption and scattering
processes. Astronomers usually measure the extinction at visual wavelengths, AV , which is
defined as 1.086 times τd at 5500 Å. The intensity decreases as I5500 = I010−0.4AV with depth
into a cloud. The steepness of this decline increases toward UV wavelengths and depends on
the grain properties such as size, composition, shape and scattering characteristics48. The
observed extinction curve from infrared to UV wavelengths implies that there must be a large
range of grain sizes. Most of the dust mass is in ∼0.1 µm grains, but most of the surface
area is in much smaller grains, down to 0.001 µm or less. These smaller grains dominate the
absorption and scattering of UV radiation.
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For a typical interstellar grain size distribution, UV radiation ceases to be important
at AV ≈ 5 mag, when the intensity at visible wavelengths has declined by a factor of 100
and that at UV wavelengths by a factor of at least 104. Because the extinction increases
monotonically with path length L, AV (in units of magnitudes) is often used as a measure
of depth into a cloud. Another quantity often used by astronomers is that of column density
in cm−2, i.e., the number density n in cm−3 of a species integrated along a path, N =
∫
n dL. The relation between extinction and the column density of hydrogen nuclei is found
empirically to be49,50 NH = N(H)+2N(H2)=1.8 × 1021 AV cm−2, based on observations of
diffuse clouds where both N(H), N(H2) and AV are neasured directly.
Cosmic ray particles, i.e., highly energetic atomic nuclei with >MeV energies, pene-
trate even the densest clouds and provide the required level of ionization to kick-start the
chemistry. The resulting ions can react rapidly with neutral molecules down to very low
temperatures as long as the reactions are exothermic and have no activation barrier (see
§3.1). The cosmic rays also maintain a low level of UV radiation by interacting with hy-
drogen51. The ionization of H and H2 produces energetic secondary electrons which can
bring H2 into excited electronic states. These states subsequently decay through sponta-
neous emission, mostly in the H2 B −X Lyman and C −X Werner bands, producing a UV
spectrum consisting of discrete lines and a weak continuum in the 900–1700 Å range52. The
flux of internally generated UV photons is typically 104 photons cm−2 s−1 but depends on
the energy distribution of the cosmic rays (see Fig. 4 of Shen et al.53).
Some cosmic sources (e.g., hot matter near young stars or black holes) also produce X-
rays which can impact the chemistry. However, in practice their chemical effects are similar
to those of cosmic rays54.
Interstellar clouds are largely neutral. In diffuse clouds, the UV radiation from the
ISRF can ionize atomic carbon because its first ionization potential is less than 13.6 eV, in
contrast with oxygen and nitrogen. Since the abundance of gas-phase carbon with respect to
hydrogen is about 10−4, this also sets the maximum electron fraction in the cloud (about 2/3
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of the carbon budget is locked up in carbonaceous grains). With depth into the cloud, the
UV radiation decreases and carbon is converted from atomic into molecular form. Around
AV=5 mag, cosmic rays take over as the main ionizing agent at a rate denoted by ζ in s−1.
The resulting ionization fraction depends on the detailed chemistry and grain physics but is
typically 10−8 − 10−7 and scales as (n/ζ)−1/2.
2 Water spectroscopy and excitation
Water has dipole-allowed pure rotational, vibrational and electronic transitions which occur
at far-infrared/submillimeter, infrared and ultraviolet wavelengths, respectively. Water has
three vibrational modes: the ν1 symmetric stretch centered at 2.7 µm, the ν2 bending mode
at 6.2 µm and the ν3 asymmetric stretch at 2.65 µm. Astronomical examples of each of the
types of transitions are presented.
2.1 Pure rotational transitions
H2O is an asymmetric rotor with an irregular set of energy levels characterized by quantum
numbers JKAKC , where J indicates the total rotational quantum number of the molecule and
K the projections of J on the principal axes of inertia. For asymmetric rotors like H2O, KA
and KC indicate the K values at the prolate and oblate symmetry limits to which the level
correlates. Because of the nuclear spin statistics of the two hydrogen atoms, the H2O energy
levels are grouped into ortho (KA + KC =odd, parallel nuclear spins of the H nuclei) and
para (KA + KC =even; antiparallel nuclear spins of H nuclei) ladders (Fig. 7). Radiative
transitions between these two ladders are forbidden to high order, so that only chemical
reactions can effectively transform one form of water into the other by exchanging an H
atom. The energy levels within each ladder are populated by a combination of collisional
and radiative excitation and de-excitation processes (see § 2.5). The radiative rates are
governed by the electric dipole moment of water, µD=1.85 Debye (6.17×10−30 C-m).
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Figure 7: Energy levels of ortho- and para-H2O, with some important transitions observed
with Herschel-HIFI (in GHz) and PACS (in µm) indicated. Adapted with permission from
Reference 40. Copyright 2011 The University of Chicago Press.
There are two main publicly available data bases that summarize the transition fre-
quencies, transition strengths or Einstein A coefficients, and statistical weights for astro-
nomically relevant molecules like water: the Jet Propulsion Laboratory catalog (JPL)55
spec.jpl.nasa.gov; and the Cologne Database for Molecular Spectroscopy56,57 www.astro.uni-koeln.de/cdms/cat
The molecular data for H2O in the vibrational ground state are well known up to very high
J-values from laboratory work starting more than 30 years ago58,59,60. For pure rotational
transitions within ν2, 2ν2, ν1 and ν3 vibrationally excited states, new measurements61 and
intensities62 have recently become available.
The spectroscopy of the important isotopologues H182 O and H
17
2 O is less well covered
in the laboratory and new measurements of transitions in vibrationally excited states are
warranted. The current line lists derive primarily from older work58,63,64,65,66.
Many of the pure rotational lines of water and its isotopologues have been detected at
submillimeter and far-infrared wavelengths toward bright sources such as the Orion molecular
cloud67,68,69,70 (see Fig. 8 for example). Very highly excited pure rotational lines up to J=18
(Eu/k ≈ 5000 K) are found at mid-infrared wavelengths in low-resolution Spitzer Space
Telescope data at 10–38 µm71,72,73,74. An example spectrum of an infrared spectrum of a
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Figure 8: Examples of pure rotational lines of H2O and its isotopologues observed with
Herschel-HIFI toward the Orion-KL molecular cloud. The quantum numbers, frequencies
and upper energy level of the transitions are indicated. The velocity scale is in the so-
called Local Standard of Rest (LSR) frame; the dashed line indicates the 9 km s−1 velocity
of the cloud. In this and other submillimeter heterodyne spectra, the units of intensity
are in (antenna or main-beam) temperature TA or Tmb in Kelvin, as commonly used by
radio astronomers. The Rayleigh-Jeans equation relates this temperature to intensity I
through Tmb=c2/(2kBν2)Iν where c is the speed of light, kB is the Boltzmann constant and
ν is frequency. Adapted with permission from Reference 67. Copyright 2010 American
Astronomical Society.
protoplanetary disk is presented in Fig. 9. In contrast with the submillimeter spectra, the
mid-infrared lines are generally not resolved so that most features are blends of lines.
2.2 Vibrational transitions: gas and ice
The vibration-rotation transitions of water at infrared wavelengths have been studied for
many decades in the laboratory75,76 and all the relevant molecular data are summarized in
the HITRAN database77 at www.cfa.harvard.edu/hitran. Most recently, line lists
appropriate for temperatures up to several thousand K and including higher vibrational
transitions have been published for water and its isotopologues60,78,79,80,81,82 and are posted
at www.exomol.com/molecules/H2O.html. The higher temperature data are partic-
ularly important for exoplanets and cool stellar atmospheres. An example of an observed
vibration-rotation spectrum at low spectral resolution toward a high-mass protostar is pre-
sented in Fig. 10.83
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Figure 9: Spitzer spectrum of the protoplanetary disk around the young star RNO 90 il-
lustrating the detection of many highly excited pure rotational water lines in space. Some
representative identifications are indicated; many features are blends at the low spectral
resolving power R = 600 of the Spitzer-IRS. Transitions refer to JKaKc in the ground vibra-
tional state of H162 O unless otherwise indicated Reprinted with permission from Reference
74. Copyright 2010 American Astronomical Society.
Figure 10: Vibration-rotation lines of H2O in the ν2 band observed with ISO-SWS in ab-
sorption toward the high-mass protostar AFGL 2591. The normalized spectrum is compared
with simulated spectra for various excitation temperatures, with 300 K providing the best fit.
The model spectra are offset vertically for clarity. Even at this low spectral resolving power
of R ≈ 2000, the data can distinguish between different models. Reprinted with permission
from Reference 83. Copyright 1996 European Southern Observatory.
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There is also a rich literature on laboratory spectroscopy of water ice, both for interstellar
and solar system applications84,85. In contrast with low pressure gas-phase spectra, the
solid-state water spectra have no rotational substructure and are very broad, with profiles
that depend on the morphology, temperature, thermal history and environment of the water
molecules86,87,88,89,90,91. For example, the spectrum of crystalline water ice has a sharp feature
around 3200 cm−1 (3.1 µm) that is lacking in amorphous water ice (Fig. 11)92. Most water
ice in the universe is actually thought to be in a high-density amorphous ice form which does
not occur naturally on Earth89,93. Porous ices have dangling OH bonds that absorb around
3700 cm−1 (2.70 µm)94, but are not seen in space. In interstellar ices, water is mixed with
other species such as CO and CO2, which can block the dangling OH bands and affect both
the line profiles and intensities, as illustrated by laboratory studies for the 6 µm bending
mode95. The far-infrared librational modes of water ice at 45 and 63 µm have been measured
as well96,97. Laboratory spectra for fitting astronomical data can be downloaded from various
websites such as the NASA-Ames ice database at www.astrochem.org/db.php and the
Leiden ice database at www.strw.leidenuniv.nl/∼lab.
Water ice has been observed both from the ground at 3 µm and in space up to long
wavelengths with a wide variety of instruments98,99,100 (Fig. 12). In most cases, the absorp-
tion is against the hot dust surrounding a protostar embedded within the cloud, but there
is an increasing data set on water ice toward background sources101,102 (Fig. 4). The latter
situation allows pristine water ice to be probed, unaffected by heating or radiation from the
protostar. Water ice has also been seen in the spectra of evolved stars103,104 and toward
many sources in external galaxies105,106,107. The observed ice spectra are generally consistent
with compact amorphous water ice, although the actual interstellar ice porosity is poorly
constrained108. Only few sources show the signature of crystalline water ice109,110.
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Figure 11: The OH stretching mode at 3.3 µm of a sample of pure water ice as deposited on
a quartz substrate at 12 K (dashed line), compared with the spectra of water ice deposited
on a CsI substrate (full lines): 1) after deposition at 12 K; 2) after warm-up to 50 K; 3) to
80 K; 4) to 120 K, 5) to 160 K. Note the appearance of a sharp peak due to crystallization
at 160 K. Under interstellar conditions at much lower pressures and slower warm-up rates,
the phase transitions shift to lower temperatures (see § 3.3.3). Reprinted with permission
from Reference 92. Copyright 2002 European Southern Observatory.
Figure 12: Left: Detection of water ice at 3, 4.5, 6 and 11 µm along the line of sight
toward the protostar Elias 29 obtained with the ISO-SWS. The dotted line indicates the
source continuum which acts as the ‘lamp’ against which the water ice bands are seen in
absorption. Right: Continuum-divided spectrum on an optical depth scale overlaid with a
laboratory spectrum of H2O ice at T=10 K from Hudgins et al.88. Reprinted with permission
from Reference 100. Copyright 2008 Europen Southern Observatory.
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2.3 Electronic transitions
The ground electronic state of water is non-linear with a bond angle of 104.5o and O-H bond
length of 0.95 Å. The molecule has C2v symmetry with a molecular orbital configuration
1a212a
2
13a
2
11b
2
11b
2
2 making up the X˜
1A1 state. Its dissociation energy to H + OH is 5.1 eV. The
first excited electronic state to which dipole allowed transitions are possible is A˜ 11B1 (1b1 →
4a1(3s) excitation), which has a vertical excitation energy of 7.5 eV. Strong absorptions
therefore do not start until ∼7 eV (∼1800 Å), well above the dissociation energy. The A˜
state does not have bound energy levels however: absorption leads directly to dissociation
(see § 3.1.3). Similarly, the next dipole-allowed excited state, the B˜ 1A1 state (3a1 → 4a1(3s)
excitation) at 9.8 eV, is largely dissociative. Bound electronic states do not appear until
higher energies and have largely Rydberg character in which a bonding electron is promoted
to a hydrogen-like ‘diffuse’ orbital such as the 4s orbital.
The water gas-phase absorption spectrum is well known111,112,113 and is available from the
MPI Mainz UV-VIS spectral atlas data base114 at www.uv-vis-spectral-atlas-mainz.org.
Figure 13 illustrates the H2O ultraviolet absorption spectrum, including the ionization limit
at 12.61 eV (983 Å). Since most of the excited electronic states are dissociative, this figure
illustrates directly the photodissociation processes described further in § 3.1.3. Figure 14
compares the absorption spectrum of water ice with that of water vapor; the ice band is
shifted to shorter wavelengths due to the slightly smaller dipole moment of water in the ex-
cited state leading to less favorable interactions with the neighboring water molecules115,116.
The EUV spectrum of H2O excited by electron impact has been measured by Ajello117.
Searches for H2O absorption into the C˜ 1B1 state around 1240 Å have been made for
diffuse clouds36 but no lines have been detected. Similarly, no H2O emission has yet been
detected at UV wavelengths.
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Figure 13: Absorption spectrum of gaseous H2O starting from the X˜1A1 state. Photodisso-
ciation occurs mainly through the A˜ and B˜ electronic states. Figure produced using data
from the Reference 114.
Figure 14: UV absorption spectrum of water ice compared with that of water vapor. Note
the shift of the A˜−X˜ ice band to higher energies. Reprinted with permission from Reference
115. Copyright 2008 European Southern Observatory.
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2.4 Rate coefficients for inelastic collisions
The most important collision partners of water in interstellar space are ortho- and para-
H2, with electrons and H only significant in specific regions and He contributing at a low
level. The only method to provide the thousands of state-to-state rate coefficients needed
for astronomical applications is through theory. The process consists of two steps. First, a
multi-dimensional potential energy surface describing the interactions between the colliders
has to be computed using state-of-the-art ab initio quantum chemical methods and fitted to
a convenient representation for use in the dynamics. Second, the dynamics on this surface
have to be calculated using inelastic scattering calculations at a range of collision energies.
Full quantum calculations are used at low collision energies whereas quasi-classical methods
are often employed at the highest energies.
Early studies used simplifications such as replacing H2 with He118, including only a
limited number of degrees of freedom of the colliding system (i.e., keeping some angles or
internuclear distances frozen), or approximations in the scattering calculations119. The most
recent calculations have been performed on a 5D potential surface and consider collisions
of H2O with both para-H2 and ortho-H2 separately120,121. This 5D potential is based on
the full 9D potential surface computed by Valiron et al.122. The rate coefficients for pure
rotational transitions within v = 0 have been computed with the quantum close coupling
method, even up to high energies when such calculations become very computer intensive.
Interestingly, the cross sections for collisions of ortho- and para-H2O with ortho-H2 are found
to be significantly larger than those with para-H2 for low J , so that explicit treatment of the
ortho/para H2 ratio in interstellar cloud models is important.
The quantum close coupling calculations performed to date have included the lowest 45
rotational states of both ortho- and para-H2O. These include the states from which emission
or absorption has been observed in the vast majority of astronomical observations. However,
a few studies of astrophysical absorption123 and emission68,71,124 probe states of even higher
excitation (see Fig. 9); here, extrapolation methods must currently be employed to estimate
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the collisional rate coefficients of relevance125,126.
Direct comparison of absolute values of theoretical state-to-state cross sections with ex-
perimental data is not possible for water, but the accuracy of the 9D potential surface and
resulting rate coefficients has been confirmed implicitly through comparison with other data
sets127,128, including differential scattering experiments of H2O with H2 129 and the presence
of weakly bound states130,131,132. At higher temperatures (> 80 K), the cross sections derived
from pressure broadening data133 agree with theory within 30% or better for low J . Overall,
the uncertainty in the most recent cross sections obtained from full quantum calculations is
estimated to range from a few tens of % to a factor of a few, depending on the transition134.
Several studies have investigated how the water model line intensities from interstellar
clouds depend on the choice and accuracy of the collisional rate coefficients134,135,136. For
some transitions, such as the important 110− 101 557 GHz line, the uncertainty in the inten-
sity scales linearly with that in the cross section137. For higher-lying lines, the dependence is
less direct due to optical depth effects and the possibility that infrared pumping contributes
(see § 2.5). The difference between model intensities using the older quasi-classical trajectory
results138 and the new quantum rate coefficients120,121 is typically less than 50%, although
some lines can show variations up to a factor of 3, especially at lower temperatures and
densities. While substantial, these uncertainties generally do not affect astronomical con-
clusions. Altogether, the collisional rate coefficients have now reached such high accuracy
that they are no longer the limiting factor in the interpretation of the astronomical water
data. This conclusion is a testimony to the decade long effort by molecular physicists and
quantum chemists to determine them.
For vibration-rotation transitions of water, much more limited information is available.
A set of collisional rate coefficients derived from vibrational relaxation data has been pub-
lished125 but is accurate only to an order of magnitude. The same study also considers
H2O-electron rate coefficients. Little is known about H2O-H collisional rate coefficients,
which are important in some astrophysical regions such as dissociative shocks139.
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Collisional rate coefficients for H2O and for other astrophysically relevant species can be
downloaded electronically from the BASECOL database140 at www.basecol.obspm.fr
and from the LAMDA database141 at home.strw.leidenuniv.nl/∼moldata/.
2.5 Water excitation and radiative transfer
The observed spectrum of interstellar water vapor, whether detected in emission or absorp-
tion, depends upon the relative populations in the various rovibrational states (the ‘level
populations’). These, in turn, are determined by a complex interplay of collisional and ra-
diative processes. Under conditions of thermal equilibrium (TE), the molecular motions
are characterized by a Maxwell-Boltzmann distribution with a single kinetic temperature,
Tkin, and the water molecules are bathed in a blackbody radiation field with a tempera-
ture TBB equal to Tkin. Then the fractional population in any given rovibrational state, i,
of energy Ei, is determined purely by thermodynamic considerations, and is given by the
Boltzmann factor fi = exp(−Ei/kT )/Q(T ), where gi is the degeneracy of the state and
Q(T ) =
∑
i gi exp(−Ei/kT ) is the partition function.
In the interstellar medium, however, the radiation field is typically far from equilibrium
with the gas, and TE does not apply. Were this not the case, molecules would show no net
emission or absorption of radiation, and would therefore be undetectable. Nevertheless, if
the gas density is sufficiently high, collisional processes can dominate radiative processes and
the relative level populations can attain a state of ‘local thermodynamic equilibrium’ (LTE),
in which they are described by a Boltzmann distribution at a single temperature, Tkin.
Radiative rates scale with the dipole-moment µD and transition frequency ν as µ2Dν
3.
Because water possesses a large dipole moment and a large rotational constant, its sponta-
neous radiative rates for dipole-allowed rotational transitions are relatively large compared,
for example, to those of the commonly observed CO molecule (µD = 1.85 vs 0.1 Debye and
rotational constants 9–28 vs 1.9 cm−1). Thus, except in very dense regions where stars are
forming, the level populations typically show departures from LTE and a detailed treatment
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of the molecular excitation is needed. In this case, the level populations quickly reach a
quasi-equilibrium in which each state is populated at the same rate as it is depopulated.
The resulting populations can still be plotted in a Boltzmann diagram and fitted with a
so-called excitation temperature Tex or Trot (if only rotational levels are involved), but Tex
has no physical meaning and can be very different from the kinetic temperature Tkin of the
region.
The excitation of interstellar water vapor generally involves three types of processes: (1)
collisional excitation and de-excitation; (2) absorption of – and stimulated emission by –
the surrounding radiation; and (3) spontaneous radiative decay (see Fig. 4). In the first of
these processes, inelastic collisions with molecular hydrogen usually dominate; because the
rate coefficients for excitation by ortho- and para-H2 can differ substantially, the collisional
excitation rates depend both upon the H2 density and the H2 ortho-to-para ratio (§ 2.4).
In environments where the electron fractional abundance exceeds ∼ 10−4, electron impact
excitation can also be important, provided the electron density is high enough for collisions
to dominate over radiative excitation.
In the second of these processes (absorption and stimulated emission), the relevant ra-
diation field includes both external continuum radiation and the line radiation emitted by
nearby water molecules. A strong external radiation field, resulting from continuum emis-
sion from warm dust, for example, can lead to pumping of pure rotational transitions and
vibrational pumping in a series of vibrational bands, particularly the ν2 = 1 – 0 band at
6.3 µm. The effects of line radiation from nearby water molecules complicates the problem
significantly, because the level populations of water molecules in one location affect those in
another. Put another way, the equations of statistical equilibrium that determine the level
populations at each point within an interstellar gas cloud must be solved simultaneously
with the equations of radiative transfer that determine the radiation field at each point.
Several methods, of varying complexity, have been developed to solve the excitation prob-
lem described above. These include Monte-Carlo simulations142, iterative methods such as
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accelerated Lambda iteration (ALI)143, hybrid methods, and escape probability methods144
in which the spontaneous emission of photons is assumed to be followed either by escape
or local reabsorption. For media with a monotonic and large velocity gradient145 (LVG),
escape probability methods are preferred, as they are both accurate and computationally in-
expensive; for static media, however, there is a trade-off between computational expense and
accuracy. Publicly-available computer programs that can be used to model the excitation
of - and emission from – interstellar water vapor and other molecules include RATRAN146
(a hybrid Monte-Carlo/ALI code), LIME147 (a code suited for arbitrary 3D geometries) and
Radex148 (an escape probability code).
In the absence of an external radiation field, the typical behavior of the water rotational
level populations is that departures from LTE are most pronounced for the states of highest
energy, as expected because the spontaneous radiative decay rates tend to increase with
energy. A secondary effect is that the departures from LTE also increase with quantum
number KA. In this context, the set of states with lowest KA (0 or 1) for given J are
sometimes called the ‘backbone’ states149 (i.e., for ortho-water, the states 101, 212, 303, 414,
505, 616....). These states tend to show the smallest departures from LTE because they
possess the fewest routes for spontaneous radiative decay.
2.6 Masers
One fascinating consequence of the secondary behavior described above (i.e. the fact that
the departures from LTE increase with KA), is that radiative transitions with ∆J = Ju −
Jℓ = 1, ∆KA = +1 between states of similar energy can exhibit a ‘population inversion’.
Here, the population in the upper state, divided by its degeneracy, exceeds that for the
lower state; as a result, the stimulated emission rate exceeds the absorption rate, leading
to the maser phenomenon in which the intensity of the radiation along a given ray can
increase exponentially. Indeed, the first water transition ever detected from the interstellar
gas, the 616 − 523 transition near 22 GHz13, exhibits strong maser action. Interferometric
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observations150 of this transition reveal large luminosities emerging from maser spots of size
only ∼ 1013 cm; typical brightness temperatures (defined as the temperature for which the
Planck function yields an intensity equal to that observed) often exceed 1010 K and in extreme
cases151 can exceed 1015 K. Over the 40 years since the first detection of interstellar water
maser emission in the 22 GHz transition, several additional maser transitions have been found
at higher frequencies: these are listed in Table 3 and marked on the energy level diagram
shown in Figure 15.152 With the exception of the 621 GHz and 970 GHz transitions, which
were observed with the HIFI instrument on Herschel, and the 380 GHz transition, detected
using the Kuiper Airborne Observatory, all the transitions listed in Table 3 can be observed
from ground-based observatories.
Figure 15: Energy level diagram showing water maser transitions detected to date. Red
lines denote known interstellar water maser transitions, and blue lines denote transitions for
which maser emission has been confirmed in evolved stars only. Reprinted with permission
from Reference 152. Copyright 2013 American Astronomical Society.
In the case of interstellar water masers, the transitions observed to show maser action are
precisely those for which population inversions are predicted153 in the absence of an external
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Table 3: Masing transitions of water vapor
Vibrational state Transition Frequency (GHz) Source typea Reference
Ground 616 − 523 22.235 ISM, CSE Cheung et al.13
Ground 313 − 220 183.310 ISM, CSE Waters et al.155
Ground 1029 − 936 321.226 ISM, CSE Menten et al.156
Ground 515 − 422 325.153 ISM, CSE Menten et al.157
Ground 414 − 321 380.197 ISM, CSE Phillips et al.158
Ground 753 − 660 437.347 ISM, CSE Melnick et al.159
Ground 643 − 550 439.151 ISM, CSE Melnick et al.159
Ground 642 − 551 470.889 CSE Melnick et al.159
Ground 533 − 440 474.689 CSE Menten et al.160
Ground 532 − 441 620.701 ISM, CSE Neufeld et al.152
Ground 524 − 431 970.315 CSE Neufeld et al.161
ν2 = 1 440 − 533 96.261 CSE Menten & Melnick162
ν2 = 1 550 − 643 232.687 CSE Menten et al.163
ν2 = 1 110 − 101 658.006 CSE Menten & Young163
a ISM: interstellar medium; CSE: circumstellar envelopes of evolved stars
radiation field. Many of the interstellar water masers are likely produced by collisional
excitation in shocks139 associated with forming stars.
Several additional maser transitions, observed in evolved stars but not the interstel-
lar medium, are most likely pumped by continuum radiation. These circumstellar maser
transitions include several transitions within the ν2 vibrational band: here, maser action
is apparently favored for ∆KA = −1. A possible pumping scheme has been discussed by
Alcolea & Menten154, but further modeling is still needed to understand the excitation of
vibrationally-excited masers in circumstellar envelopes.
In addition to the intrinsic interest of the maser phenomenon, the 22 GHz transition has
proven to be a powerful astronomical tool. For example, within the Galaxy, the 22 GHz
maser emission is used as a beacon to locate regions where massive stars are forming164.
Masers have also been detected in many external galaxies, especially those with strong far
infrared fluxes165,166. Thanks to their extraordinary brightness, 22 GHz water masers can be
observed with Very Long Baseline Interferometry (VLBI), which can provide millarcsecond
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resolution. Moreover, individual maser spots typically show very narrow linewidths, allowing
accurate line-of-sight velocities to be inferred. Thus, VLBI observations enable proper motion
studies of warm astrophysical gas and can provide geometric distance estimators, yielding
the distances and motions of star forming regions in our Galaxy and of circumnuclear disks
in active galaxies167,168. As noted in the introduction, such observations have led to the best
evidence yet obtained for the existence of supermassive black holes in external galaxies14, as
well as revised estimates for the size of the Milky Way169.
3 Water chemistry
Figure 16 presents an overview of the main reactions involved in the water chemistry. Three
distinct synthetic routes are seen: (i) low-temperature ion-neutral chemistry (<
∼
100 K); (ii)
high-temperature neutral-neutral chemistry; and (iii) surface chemistry. In the following
subsections, each of these types of chemistries will be discussed in detail. Throughout this
section, s-X denotes a surface species.
3.1 Low-temperature ion-neutral chemistry
3.1.1 General considerations
Ion-neutral chemistry is the dominant gas-phase chemistry in cold interstellar clouds, where
the low temperatures limit the important reactions to those that are rapid, exothermic,
and without activation energy barriers. Figure 16 shows the chain of ion-molecule reactions
leading to water. Such reactions between ions and neutrals have strong long-range forces,
leading to large rate coefficients for product channels without barriers170. For reactions in
which the neutral has no permanent dipole moment, the long-range force normally consists
of the attraction between the ionic charge and the dipole polarizability of the neutral. For
such systems, a simple long-range capture model known as the Langevin model leads to a
temperature independent rate coefficient kL (cm3 s−1) of171
35
Surface
H2OH3O
+
H2O
+
OH+
O+ O
OH
H2hv
H2
HCO+
CO e
-
e
-
Ion-Molecule High-T
H
H+
+
HCO+
H2
H2
e
-
s-H2O
T
s-O
Grain SurfaceGas Phase
s-HO2
s-O3 s-O2
s-H2O2
O
OH
O
H, H2
H2O
H2hvH
hv
hv
H H
H
H
H
H
hv H, H2
s-OH
H3
+H3
T
hv
T
hv
  EA  [K]
~10 000
~3 000
~2 000
Figure 16: Summary of the main gas-phase and solid-state chemical reactions leading to the
formation and destruction of H2O. Three different chemical regimes can be distinguished:
(i) ion-neutral chemistry, which dominates gas-phase chemistry at low T (green); (ii) high-
temperature neutral-neutral chemistry (red); and (iii) solid state chemistry (blue). s-X
denotes species X on the ice surfaces. Adapted with permission from Reference 40. Copyright
2011 The University of Chicago Press.
kL = 2pie
√
(α/µ) ≈ 10−9 (1)
where e is the electronic charge (esu), α is the polarizability (cm3), and µ (gr) is the reduced
mass of the reactants. Typical values are 10−9 cm3 s−1. For neutral species with a permanent
dipole moment like water, a somewhat more complex long-range capture approach shows
that there is an approximately inverse dependence on the square root of temperature from
roughly 10 K to 300 K, which then gradually turns into the Langevin rate coefficient at
higher temperatures. In the low-temperature limit, a theoretical approach, known as the
trajectory scaling method170,172,173,174, yields an expression for the rate coefficient kTS of171
kTS/kL = 0.4767x+ 0.6200 (2)
in terms of a unitless parameter x, which is given by the equation
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x = µD/(2αkT )
1/2. (3)
Here µD (esu-cm) is the dipole moment of the neutral reactant. In more common units,
the dipole moment for water is 6.17×1030 C-m (1.85 Debye). With a large dipole moment
and an ion of low mass; e.g., H+3 , the predicted rate coefficient for ion-neutral reactions at
10 K can exceed 10−8 cm3 s−1. When the temperature is high enough that x < 2, another
expression must be used for the rate coefficient173:
kTS/kL = (x+ 0.5090)
2/10.526 + 0.9754. (4)
With this second expression, the ratio between the trajectory scaling and Langevin rate
coefficients eventually approaches unity as the temperature is raised. A large compendium
of ion-neutral reactions and rate coefficients measured at assorted temperatures (but rarely
under 100 K), shows that the long-range capture models are often quite accurate although
they do not tell us anything about the product channels and their branching fractions175.
In addition to ion-neutral reactions, low-temperature chemical processes do include selected
neutral-neutral reactions involving at least one radical, because these processes possess no
activation energy barrier and even have a weak inverse temperature dependence in their rate
coefficient176.
While ion-neutral reactions produce an assortment of molecular ions, both positively and,
to a lesser extent, negatively charged, the final step in the production of neutral molecules
like H2O normally occurs via dissociative recombination reactions between positive molec-
ular ions and electrons. The rate coefficients and products of these highly exothermic and
rapid reactions have been studied via both bench-top experiments; viz., the flowing after-
glow apparatus, and large-scale; viz., storage ring methods177,178. The rate coefficients are
typically 10−7 cm3 s−1 at room temperature and vary with the inverse square root of temper-
ature. Product channels are often dominated by significant dissociation, such as three-body
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channels (e.g., H3O+ + e → OH + H + H) rather than breakage of just one bond.
Ions are produced by a variety of processes, with cosmic ray ionization being the most
universal because the cosmic rays, travelling near the speed of light with energies ranging
upwards of 1 MeV to more than 1 GeV, are able to penetrate large column densities of
material, as discussed in §1. The energy spectrum of cosmic rays cannot be fully determined
by measurements above the Earth, however, because the solar wind and the Earth’s magnetic
field interfere with the low-energy flux, which is the most important for ionization since
the cross section for ionization depends inversely on the translational energy of the cosmic
rays179,180,181. Using estimates for the low-energy flux in unshielded interstellar space and
the penetration efficiency in diffuse and dense sources, combined with chemical simulations,
the first-order rate coefficient ζH for ionization of atomic hydrogen directly by cosmic rays
and secondarily by electrons produced by cosmic ray bombardment is found to be as high
as 10−15 s−1 in diffuse clouds and at the edge of denser sources182,183. The value of ζH is
reduced to less than 10−16 s−1 deeper into the cloud by AV = 10mag, and eventually drops to
∼ 10−17 s−1 in the interior of dense clouds179,184. Propagation effects associated with Alfven
waves (a magnetohydrodynamic phenomenon) can also play a role in excluding cosmic rays
from dense cloud interiors, even for somewhat smaller shielding column densities.
3.1.2 Low temperature gas-phase formation of H2O
The ion-neutral synthesis of gaseous water commences with the formation of molecular hydro-
gen on the surfaces of dust particles (see § 3.3), after which H2 is either ejected immediately
or sublimates within a short period, even at temperatures as low as 10 K185,186,187,188,189,190.
The formation of H2 occurs with high efficiency even in diffuse clouds. Indeed, in some diffuse
clouds with AV < 1 mag, approximately half of the hydrogen has already been converted
from atoms to molecules191. Ionization of H2 by cosmic ray protons and secondary electrons
occurs with a first-order rate coefficient ζH2 ≈ 2ζH and leads primarily to the hydrogen ion,
H+2 , and electrons
179. Other products include192 H, H+, and even H−.
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Once H+2 is produced, it is rapidly converted into the triatomic hydrogen ion by reaction
with ubiquitous H2:
H+2 +H2 → H
+
3 +H (5)
with a near Langevin rate coefficient175 of (1.7−2.1)×10−9 cm3 s−1. At an H2 gas density of
104 cm−3, the time scale between reactive collisions with H2 is then 14 hours, which is a short
time in astronomical terms. The H+3 ion does not react with H2, but is destroyed more slowly
by reaction with electrons (timescale about 50 yr) and with a variety of abundant neutral
atoms and molecules193,194. Reaction with atomic oxygen leads mainly to the transitory OH+
ion at an overall rate coefficient of 1.2× 10−9 cm3 s−1, with a product branching fraction of
0.70, and to the water ion with a branching fraction of 0.3175:
O+H+3 → OH
+ +H2; H2O
+ +H (6)
The hydroxyl ion reacts rapidly with H2 to form the water ion:
OH+ +H2 → H2O
+ +H (7)
which then reacts with H2 to form the saturated hydronium ion (H3O+) + H. Although
the ions OH+ and H2O+ are removed rapidly by reaction with H2, there are many sources
in which these ions can be detected as long as the clouds have a relatively high H/H2
fraction195,196,197,198,199,200,201 (see § 4.1).
The sequence of reactions leading to the hydronium ion can also start with protons, which
undergo a slightly endothermic charge transfer reaction with oxygen atoms202:
H+ +O→ H +O+ (8)
after which a reaction with H2 leads quickly to OH+ and H. The charge exchange route is
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more efficient in diffuse clouds where at least 50% of the hydrogen is in the form of atoms and
the temperature is high enough (50 – 100 K) that the weak endothermicity of 226 K can be
overcome. Measured values175 of the rate coefficient at 300 K range from (6.0− 6.8)× 10−10
cm3 s−1. Computed values are up to a factor of 2 lower at this temperature203.
The hydronium ion is destroyed principally by dissociative recombination with electrons.
Although the rate coefficient at low temperatures is very large, the fractional electron abun-
dance with respect to hydrogen in cold dense clouds of 10−7− 10−8 is so low that the overall
rate of reaction is not rapid. Nevertheless, it is this reaction that leads to water as well as
to OH and possibly O:
H3O
+ + e→ H2O+H;OH + H2; OH + 2H;O + H2 +H (9)
A number of experiments have been undertaken on this system204,205,206,207, and the cur-
rently accepted values for the overall rate coefficient as a function of temperature and the
product branching fractions derive from storage ring experiments, the most recent in Heidel-
berg205. The branching fractions from this experiment (on D3O+) in the low temperature
limit are 0.165 (D2O + D), 0.125 (OD + D2), 0.71 (OD + D + D), and 0.0 (O + D2 + D).
These values are in excellent agreement with an earlier storage ring study in Stockholm206,
but somewhat less so with an earlier result from a storage ring in Aarhus204 and a flowing
after glow study207. The Stockholm group found no isotopic effect, so that the Heidelberg
results can be used for H3O+. Note that water is not the major product channel in any of
these experiments.
The destruction of gaseous water is mainly by reactions with abundant ions such as
H+3 , HCO
+, C+, H+, and He+. With its dipole moment of 1.85 Debye, the ion-neutral
rate coefficients at low temperatures are considerably greater than the Langevin value. The
measured value175 for the reaction with H+3 at room temperature, 300 K, is 5 × 10
−9 cm3
s−1, and the estimated value using the trajectory scaling model is also this value. At a
temperature of 10 K, the predicted rate coefficient would be approximately a factor of 4.6
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greater. The reactions of water with protonating ions; e.g., H+3 and HCO
+, lead to H3O+,
but dissociative recombination leads to species other than water on 83.5% of collisions, so
that the processes are not cyclic in the main and do lead to the destruction of water with
a high efficiency. The balance between formation and destruction of water in dense clouds
leads to a prediction176 of a small fractional abundance of water of 10−8 to a few×10−7 in
pure gas-phase models. This is consistent with observations of diffuse and translucent clouds
but considerably greater than what is observed in cold dense clouds (see § 4.1).
3.1.3 H2O photodissociation
Destruction of neutrals such as water can occur not only by ions but also via photo-induced
processes. The photodissociation of H2O in the gas phase has been very well studied, both
experimentally111,112,113,208,209 and theoretically210,211,212,213. Many of the excited electronic
states of water are dissociative, i.e., the potential is either fully repulsive leading to direct
dissociation or the potential is bound in one direction but dissociative in another direction.
Alternatively, a bound state can couple with a potential surface of another symmetry leading
to pre-dissociation. For the interstellar radiation field, the photodissociation is dominated
by absorption into the A˜ state, which dissociates into H + OH in the electronic ground state,
X2Π (see Fig. 13). The OH molecules are produced with low rotational excitation but with
considerable vibrational excitation, which increases with photon energy213. At the experi-
mental energy of 7.87 eV (1576 Å), close to the peak absorption energy, the distribution214,215
over v=0, 1, 2, 3 and 4 levels of OH is 1.00 : 1.11 : 0.61 : 0.30 : 0.15.
Photodissociation through the B˜ state is important at higher photon energies, including
Lyman α at 1216 Å. In this case, the OH is produced not only in the ground state but
also for a small fraction in the excited electronic A2Σ+ state. The OH A state will rapidly
decay radiatively to the X state. The OH is produced vibrationally cold, with the X2Π
v=0, 1, 2, 3 and 4 populations scaling as ∼0.60: 0.10 : 0.09 : 0.08 : 0.07 , with the
fractions only weakly dependent on photon energy113,216. In strong contrast with the A˜
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state, the photodissociation of water through the B˜ state produces OH molecules with very
high rotational excitation, with levels up to J=70/2 populated for v=0. The precise J
values depend sensitively on the energy above the OH(X) or OH(A) threshold. Specifically,
there is a strong preference for populating the highest rotational product state for which
the rotational barrier energy is lower than the available photon energy, the so-called ‘single
J phenomenon’ observed experimentally217,218. In § 4.5, specific interstellar regions will be
discussed where OH is produced prominantly through this channel and where the ‘prompt
emission’ of highly rotationally excited OH is observed.
A small fraction of absorptions into the higher electronic states of H2O can also lead to
the O + H2 or O + H + H products113,208,218. For the general interstellar radiation field, the
overall fraction is about 10% compared with the H + OH products.
There are two different treatments for translating the cross sections into photodissociation
and photoionization rates to be used in astrochemical models. The first is for radiation that
originates external to the source and can penetrate significantly, such as in diffuse interstellar
clouds and dense PDRs. Here the rate (s−1) as a function of depth AV into the cloud is often
fit to the expression48,219
kpd = α exp (−γAV ) (10)
where AV is the visual extinction, α is related to the strength of the radiation field in the
absence of extinction as well as the absorption cross sections to the appropriate excited elec-
tronic states (Fig. 13), and γ is a unitless parameter that takes into account the extinction at
shorter wavelengths than the visible, which are particularly important for photodestruction.
For gaseous water in the unshielded average interstellar radiation field43, the photodissocia-
tion parameter for the production of OH and H is220 α = 8.0× 10−10 s−1 whereas the depth
dependence is given by γ=2.20. See www.strw.leidenuniv.nl/∼ewine/photo for
more information. For clouds exposed to more intense radiation, this rate is scaled by a
factor χ.
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In dense regions shielded from stellar radiation, there is still a remnant UV radiation field
caused by secondary electrons produced by cosmic ray bombardment, mainly of molecular
hydrogen in the gas, as discussed in § 1.4. The photodissociation rate coefficient (s−1) for
this radiation source is fit to the expression52
kpd = ζH2A/[C
H
ext(1− ω)] (11)
where the cosmic ray ionization rate ζH2 (s
−1) inside dense clouds is of order 10−17 − 10−16
s−1, CHext is the dust extinction cross section per H atom in cm
2, ω is the dust albedo at
UV wavelengths with a typical value of 0.5, and A contains the integral of the molecular
photodissociation cross sections with the cosmic-ray induced spectrum. For water, the rate
is calculated52 to be 970–980 ζH2 s−1 for the production of OH and H.
The role of X-rays in the destruction of water and other neutrals can also be important
in regions near sources that produce copious amounts of X-rays such as near the midplane of
protoplanetary disks around cool T Tauri stars221 and the inner envelopes around low-mass
protostars222.
3.2 High-temperature gas-phase chemistry
As gas-phase temperatures rise from the 10 K value of cold cores, the relative importance
of endothermic reactions and exothermic reactions with activation energy increases. The
subject has been looked at anew by Harada et al.223. Among the most important of such
reactions are those between neutral species and H2, the most abundant gas-phase molecule.
The first reactions of this type to ‘turn on’ involve radicals or atoms. For the case of water
production, the two key reactions of this type are
O+H2 → OH+H (12)
and
43
OH+H2 → H2O+H (13)
Both of these reactions have been studied by many groups, and there are theoretical
and experimental studies in assorted temperature ranges, as well as critical reviews of the
literature193,224. The rate coefficients determined from the data are typically fit to a modified
Arrhenius form with three parameters:
k(T ) = α(T/300K)β exp(−γ/T ) (14)
The 1992 review by Baulch et al.224 was a careful study of the existing literature at the
time; a rate coefficient k (cm3 s−1) for reaction (12) of 3.44×10−13(T/300)2.67 exp(−3160/T )
was suggested for the temperature range 300 K - 2500 K. This reaction is endothermic by
roughly 900 K (1 kcal/mol = 503 K) but has a much larger barrier, more precisely a value for
γ of 3160 K. At a temperature of 300 K, the recommended rate coefficient is 9.2×10−18 cm3
s−1. A more recent theoretical value of 7.1×10−18 cm3 s−1 was computed225 for a temperature
of 300 K, in reasonable agreement with the recommended value. If one compares the rate
of the reaction per O atom (k12n(O)) with the analogous rate for the initial reaction for
the ion-molecule synthesis (O + H+3 ), the O + H2 rate becomes roughly equal to the ion-
molecule rate at 300 K with a typical fractional abundance of 10−8 for H+3 with respect to
H2 in dense clouds. At a somewhat lower abundance of H+3 , the temperature at which the
neutral-neutral reaction dominates226 is somewhat lower, such as 230 K. At temperatures
higher than 300 K, the neutral-neutral mechanism certainly dominates, if the OH product
then continues efficiently to water by reaction (13). More recent experiments for reaction
(12) have mainly studied the high-temperature limit (> 1000 K). For example, if the high
temperature studies of Javoy et al.227 are extrapolated down to 1000 K, a rate coefficient for
O + H2 of ∼ 9× 10−14 cm3 s−1 is obtained, whereas the recommended value of Baulch et al.
is 4× 10−13 cm3 s−1. In summary, the 1992 recommended value still seems to be reasonable
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over a wide range of temperatures relevant for interstellar applications.
Regarding the reaction of OH + H2, which is highly exothermic but possesses a consider-
able barrier, the most recent review recommends a rate coefficient of 7.7×10−12 exp(−2100/T )
cm3 s−1 over the temperature range 200-450 K228, with a 300 K value of 6.7×10−15. The 1992
critical review of Baulch et al. recommends a value over the temperature range 300-2500 K
of 1.55× 10−12(T/300)1.60 exp(−1660/T ) cm3 s−1, leading to a rate coefficient of 6.1× 10−15
at room temperature. Both of these rate coefficients are smaller than the one from the ex-
pression adopted by Harada et al.223 (k = 8.40×10−13 exp(−1040/T )). The rate coefficients
must be compared with those for other competitive reactions of OH with abundant species,
such as OH + O, to determine the efficiency of the neutral-neutral reaction route to water.
At room temperature, the latter reaction has a rate coefficient228 of 3.5 × 10−11 cm3 s−1.
When multiplied by a standard O atom fractional abundance with respect to H2 of 10−4,
one gets a rate per OH of 3.5 × 10−15 cm3 s−1, somewhat smaller than the rate per OH of
the OH + H2 reaction. Thus, it is likely that the neutral-neutral reactions leading to water
formation in the gas-phase dominate at room temperature and above.
When the H2 reactant is excited to its v = 1 vibrational state, as is the case in the outer
layers of dense PDRs and disks (§4), the rate coefficients of both reactions (12) and (13) are
known to increase by orders of magnitude at 300 K, since the vibrational energy is sufficient
to overcome the barrier if it is useable for that purpose225,229,230. Moreover much of the
excess energy becomes vibrational energy of the product.
Depending on the H/H2 ratio in the gas, the back reactions of equations (12) and (13) can
of course also occur and drive water back to oxygen. Under most astrophysical situations,
however, the forward reactions dominate because of the higher activation energies involved
(Fig. 16).
The neutral-neutral reaction network that forms water is particularly important in shocks231,232
(see § 4.4.1). Following the passage of shock waves, the internal energy of the water molecules
relaxes much more quickly than the translational energy, so that the situation is a distinctly
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non-thermal one (Trot << Tkin). In such situations, the use of state-selective rate coefficients
according to the actual water excitation, rather than thermally averaged rate coefficients,
would be more appropriate although this is seldom done (see Balakrishnan225 for the effect
on the O + H2 reaction).
3.3 Ice chemistry
2
H
H
HO
O2 O3
H
2
H
2
O
O O
H
H H
H
OH
H
HH
H
H
H
OH
2
H O2  2
H
2
O
H
2
H
Figure 17: Schematic representation of the surface chemistry reaction network leading to the
formation of water ice, based on Cuppen et al.233 and Lamberts et al.234. Green arrows refer
to reactions that have been characterized by experiments or through simulations of experi-
mental data. Red arrows refer to reactions that have not yet been studied experimentally or
for which the experimental data are inconclusive. Four cases are distinguished. (i) efficient,
effectively barrierless (<500 K) reactions (green), (ii) reactions with a barrier above 500 K
(dashed-green), (iii) reactions not studied experimentally (red), and (iv) reactions studied
experimentally but for which results are inconclusive (red-dashed).
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3.3.1 General considerations
For most sources other than those at high temperatures, it is important to include the
chemistry that occurs on dust grains, especially for water. Surface chemistry is coupled
to the gas-phase chemistry via accretion and desorption processes, the latter both thermal
and non-thermal. Thermal desorption is another term for sublimation, while non-thermal
processes include photodesorption, which has recently been studied in the laboratory and
through classical molecular dynamics simulations (see below).
Technically, the term sublimation refers to solid to gas conversion under complete equi-
librium conditions, where both desorption and accretion occur at equal rates. Thermal
desorption refers to desorption from a surface that occurs into a vacuum. Since desorption
always occurs in competition with accretion under astrophysical conditions, we use primarily
the term sublimation to describe the sold-gas transition. The term thermal desorption is
normally used to describe temperature-programmed desorption experiments in the labora-
tory.
In addition to the formation of H2, low-temperature grains provide the surfaces for re-
actions that form water ice and a number of other ices, with methanol the most complex
yet observed99,235. Since water is the dominant observed ice in dense interstellar clouds and
protostellar regions, the chemistry of its formation has been studied extensively. Direct ac-
cretion from the gas in dense regions can only explain the abundance of CO ice among the
dominant interstellar ices. So, ice chemistry is needed to convert abundant accreting species
such as oxygen atoms into water. As depicted in Figures 16 and 17, three well-studied major
routes exist for the low-temperature formation of water ice8, the simplest of which is the hy-
drogenation of atomic oxygen, with more complex routes starting from s-O2 and s-O3. Both
of these molecular species are formed via surface reactions, in which s-O atoms associate.
Hydrogenation occurs via reaction of the oxygen species with atomic hydrogen. In addition
to this hydrogenation route, a new study indicates that water ice can also be formed by the
reaction of s-OH and s-H2 on grains via a tunneling process236 even though it has a barrier
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of 2100 K.
At low temperatures, the dominant mechanism for reactions on surfaces is thought to be
the so-called Langmuir-Hinshelwood (LH) process, in which surface species, bound only by
weak ‘physisorption’ forces, diffuse among so-called lattice sites of minimum potential energy
either by a classical random walk or by tunneling under barriers between sites. Unlike the
gas-phase, the dominant reactions on surfaces and ices, as they build up, are association
reactions (A + B → AB* → AB) in which rapid energy transfer from the complex (AB*)
to the grain allows the complex to stabilize. For cold grains, only the most weakly bound
species, such as atomic hydrogen and oxygen, can diffuse, whereas at temperatures above
20–30 K, the more volatile heavier species begin to diffuse and desorb thermally. The LH
mechanism can be modeled by rate equations similar to those for the gas-phase chemistry,
in which the rate coefficients are related to the rate of diffusion of both reactant partners.
It is important to distinguish the chemistry that occurs on bare surfaces (silicates and
amorphous carbon) from the chemistry that occurs on ice layers that build up in cold dense
sources. If most of the available oxygen is converted to water ice, the number of water ice
monolayers on each grain becomes of order hundred. For such thick layers, the underlying
grain surface does not matter anymore for the chemistry. Note also that ice chemistry can
occur not only on the surface but also in layers under the topmost one, where both bulk
diffusion and chemistry in pores can be competitive. For these lower layers, a simple LH
mechanism such as described below may not be relevant, and other possibilities have been
suggested, such as the swapping in position of nearby species237.
To discuss the water chemistry that occurs on the surfaces of ice mantles of interstellar
grains, we first need to consider rate coefficients for accretion onto the grains and desorption
from them as well as those for assorted chemical processes. In the following discussion, we
use upper case K for the rate coefficients involving grains to distinguish them from gas-phase
rate coefficients. Unless stated to the contrary, we will use concentration units of number of
species per dust particle for adsorbed species. More normal units for laboratory processes
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are monolayers, and areal concentrations. With these conventions, the first-order accretion
rate coefficient for a given gas phase species, Kacc (s−1), is given by
Kacc = ξσdv (15)
where ξ is the efficiency of sticking, σd is the grain cross section, and v is the thermal velocity
of the accreting species A. The accretion rate (s−1) for the number of species A per grain is
then the product of this rate coefficient and the gas-phase concentration of A, n(A). Other
units for the accretion rate of species A are easily obtained. If it is desired to express the
accretion rate in terms of areal concentration per second (cm−2 s−1), then the rate coefficient
must be multiplied by n(A) and also divided by the surface area of the grain. To convert
this expression to monolayers per second, one must divide the expression for the rate in
areal concentration per second by the lattice site density, N , which lies in the vicinity of 1015
cm−2 depending upon the surface186. Finally, if it is desired to determine the volume rate of
accretion, for use in gas-grain chemical simulations of interstellar sources, one must multiply
the rate coefficient by both the concentration of species A and the grain concentration.
The sticking efficiency ξ is normally estimated from the theoretical expression of Hollenbach
& Salpeter185 and has been studied explicitly for H on water ice by molecular dynamics
simulations238,239. It varies strongly with temperature but is close to unity at 10 K.
The thermal desorption/sublimation rate coefficient Ksubl (s−1) is given by the first-order
Wigner-Polanyi equation170
Ksubl = ν exp(−ED/kBT ) (16)
In this expression, ν is the so-called trial frequency, which corresponds roughly to the fre-
quency of vibration of a physisorbed molecule such as water trapped in a lattice site (∼ 1012
s−1), kB is the Boltzmann constant, while ED is the desorption energy, or energy needed to
remove a water molecule from the ice into the gas phase. The desorption energy of course
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depends on the ice or bare surface from which desorption occurs. For a water molecule
on an ice dominated by water, a commonly used value based on laboratory studies19 is
ED/kB ≈ 5600− 5700 K, where this relatively high value for a physisorbed species is caused
at least in part by hydrogen bonding.
Non-thermal desorption mechanisms include photodesorption, desorption following chem-
ical reaction, and cosmic ray-induced desorption. The photodesorption rate coefficient is
normally reported in terms of an efficiency per incident photon (∼ 10−3) multiplied by the
flux (cm−2 s−1) of photons in the far UV portion of the spectrum striking a grain. To
achieve units of molecules s−1, the product must be divided by the site density of the sur-
face (∼ 1015 cm−2). The overall rate of photodesorption per grain would then be obtained
by multiplying the rate coefficient by the number of molecules on the surface or within a
few monolayers of the surface. Laboratory experiments with monochromatic light sources
indicate that photodesorption can either be a discrete or continuous process depending upon
the excited electronic state of the adsorbate initially excited. Water ice provides an example
of a continuous process240 (see Fig. 14), whereas CO ice provides an example of a mainly
discrete one241.
Other mechanisms for non-thermal desorption have been less explored. Nevertheless, the
results of a very recent laboratory study of the surface reaction between s-D and s-OD,
which produces deuterated water on grains, indicates that more than 90% of the product
is released into the gas phase242, although this fraction depends strongly on the underlying
surface. This high percentage does not hold universally for other reactions, however, and
the details of so-called reactive or chemical desorption are not well understood.
It is normally assumed that the photodissociation rate for ice species is the same as for
the gas unless there is strong evidence to the contrary, as does occur for water ice115 (Fig. 14).
Also, unlike photodesorption, which is mainly a surface to near-surface process116,240, pho-
todissociation can occur throughout the entire ice mantle up to ∼100 monolayers. For water
ice, a small photoionization channel leading to H2O+ in the gas is not included in ice models,
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but is added to the s-OH + s-H production channel because it is assumed that the newly
formed ion will undergo dissociative recombination on the negatively charged grain surface.
Photodissociation can be followed by reactive desorption if the products are reactive radi-
cals. For example, the photodissociation products s-OH + s-H produced in the top ice layers
can recombine to form water once again, with a fraction being ejected from the surface (see
§ 3.3.3).
The LH diffusive rate coefficient is based on the site-to-site hopping rateKhop to a nearest
neighbor site, which is similar to the sublimation rate except that the diffusive barrier Eb
takes the place of the desorption energy: viz.,
Khop = ν exp(−Eb/kBT ) (17)
where ν is once again the trial frequency. The rate coefficient is first-order and is used
as written with concentration units of molecules per grain. In some treatments, tunneling
under the diffusion barrier is included for atomic hydrogen188. The diffusion rate equivalent
to a journey over an entire grain, Kdiff , is just the hopping + tunneling rate divided by the
number of lattice sites on the grain N . The LH rate coefficient for the reaction between,
e.g., s-OH and s-H is obtained by calculating the rate at which the two diffusing reactants
find themselves in the same lattice site194. For reactions without chemical activation energy,
the reaction is then assumed to occur instantaneously, whereas for reactions with chemical
activation energy, a factor κ < 1 is included to take into account the more rapid of the two
processes of tunneling under the activation barrier (transition state) or hopping over it.
The overall expression for KLH for the surface reaction between s-OH and s-H is then
given by
KLH = νκ(Kdiff(s−H) +Kdiff(s−OH)), (18)
if the units for the concentration of s-OH and s-H are numbers of species per grain. Other
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possible units, which will involve an additional factor in the expression for the LH rate
coefficient, include monolayers per grain, and actual volume concentrations, which requires
knowledge of the volume concentration of grains. For the radicals OH and H, κ = 1, while for
the reaction s-OH + s-H2 → s-H2O + s-H, another pathway to form water, κ < 1 because of
chemical activation energy236. It should be noted that the role of activation energy for surface
reactions differs from that in the analogous gas phase process, both because the actual values
need not be the same, and because for the surface process, there is a competition involving
the two types of barriers — diffusive and chemical. Thus, if the diffusion barrier is higher
than the chemical barrier, the two reactants will have many chances to hop over or tunnel
under the chemical barrier before they diffuse away. An analogous process in a gas-phase
reaction involves a long-lived complex, which is trapped statistically.
It is important to realize that the above formulation ignores the option of the direct
(Eley-Rideal) process in which the reactant lands on top of the surface molecule, or the ‘hot
atom’ processs in which the reactant reaches the surface with extra translational energy.
More general limitations of the above formulation are discussed in § 3.4.3.
Although relevant laboratory experiments on the build-up of ices such as water on cold
surfaces have been undertaken increasingly in the last decade, it is still the case that very
few quantitative studies of actual rate coefficients are available170. The experiments typically
deposit several layers of one of the reactants on a cold substrate (around 10–30 K) and then
bomdard the ice with the second reactant, usually atomic H or O. The reaction is then
monitored in situ through infrared spectroscopy of the products in the ice. For example, in
experiments of O2 ice bombarded by H-atoms243, the 3 µm features of H2O2 and H2O appear
after minutes (for a typical H-atom flux of ∼ 1013 atoms cm−2 s−1) and the signal saturates
after a few hrs. Reaction rates can then be derived from these growth curves depending
on temperature and other experimental parameters. Reaction products can also be probed
through temperature programmed desorption experiments, in which the ice is heated up
after a certain reaction period and products are measured using mass spectroscopy as they
52
come off the ice.
Unlike gas phase experiments, however, the transfer of even such quantitative laboratory
data to interstellar conditions is not simple. The difference in time scales, for example,
between laboratory (hours) and interstellar processes (up to 0.1 Myr) can lead to difficulties
in interpretation244. Rather than reaction rates, full microscopic modeling of the experiments
is needed to infer basic molecular parameters such as binding energies ED and diffusion
barriers Eb, but such modeling has been done only in a few cases234,245. Diffusion barriers
Eb are particularly difficult to determine, and so are usually simply taken to be a fraction
of ED in the models. Thus, the rate coefficients for surface/ice processes found in papers in
the astrochemical literature have considerable uncertainty.
3.3.2 Water ice formation
With this background, we can look more closely at the various approaches to the formation
of interstellar water ice (Fig. 17). The mechanisms discussed below have been recent subjects
of experimental study234,243,246,247,248,249,250. We maintain the assumption that the formation
of water ice occurs via diffusive (Langmuir-Hinshelwood) reactions, but are aware of the
possibility that the chemistry on an ice mantle is far more complex than this simple diffusive
approach, as noted above. With these reservations, we discuss the studied mechanisms below,
originally put forward by Tielens and Hagen8 before much experimental evidence existed.
• Mechanism 1: starting from O. In this series of reactions, both atomic H and atomic O
accrete onto a grain, diffuse towards one another, and form the radical OH. A second
H atom lands on the grain and diffuses to the OH to form water:
s-H + s-O → s-OH; s-OH + s-H → s-H2O.
• Mechanism 2: starting from O2. This mechanism starts with the diffusive formation
of molecular oxygen: s-O + s-O → s-O2. The molecular oxygen can then add atomic
H twice to form the s-HO2 radical and then s-H2O2:
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s-O2 + s-H → s-HO2; s-HO2 + s-H → s-H2O2.
It is also possible for the second step to occur with molecular rather than atomic
hydrogen, although the amount of H2 on or in the ice mantle is poorly determined.
Moreover, the reaction between s-HO2 and s-H2 may have an activation energy barrier.
Once hydrogen peroxide is produced, it can react with atomic hydrogen to form s-OH
and s-H2O:
s-H2O2 + s-H → s-H2O + s-OH.
The newly formed s-OH can react with s-H to once again form s-H2O. Similarly, s-HO2
+ s-H can lead to 2 s-OH, which can react further to s-H2O.
• Mechanism 3: starting from O3. Once s-O2 is produced, addition of another surface/ice
oxygen atom can produce ozone. The ozone can then react with s-H to form s-OH +
s-O2, followed by reaction of s-OH with s-H to form water, as already discussed.
• Mechanism 4: use of H2. The reaction between s-OH and molecular hydrogen to
form water and H is controversial251. There is a newly measured rate coefficient which
suggests that the reaction can occur via tunneling although this reaction possesses
considerable activation energy in the gas-phase236.
The role of mechanisms 1,2, and 4 have been compared by Cuppen and Herbst252 under
a variety of physical conditions in the interstellar medium. Under diffuse and translucent
cloud conditions (AV ≤ 3 mag; nH ≤ 103 cm−3) , mechanism 1 dominates, although little
water ice is produced due to efficient photodesorption of all grain surface species. The
controversial reaction between s-OH and s-H2 (mechanism 4) becomes important under the
conditions of cold dense cores (AV ≤ 10 mag; 5 × 103 ≤ nH ≤ 5 × 104 cm−3) if it occurs at
all. In the models of Cuppen and Herbst252, mechanism 2 occurs at the 20% level for dense
cores but Ioppolo et al.243 and Du et al.253 find mechanism 2 to be of at least comparable
efficiency based on new experiments and models. Of course, these results are very model
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dependent, since, for example, the amount of solid phase H2 differs strongly from model to
model. Also, the results depend on the ratio of gas-phase atomic O and H arriving at the
surface. Nevertheless, it is important for modelers to include all of the mechanisms so that
water can be produced under diverse physical conditions.
As the dust temperature rises from 10 K, larger species than atoms begin to diffuse both
on and inside the ice mantles. Most of these species are not reactive unless activated by
the formation of radicals, which can occur via photodissociation or via energetic particle
bombardment such as cosmic rays. Association reactions of radicals can lead to complex
organic species, as discussed by Garrod and Widicus Weaver in this volume.
3.3.3 Water ice desorption
Thermal sublimation. As the dust temperature rises from 10 K to about 30 K, sublimation
of the more volatile molecules, such as CO, begins. Once the dust temperature rises above
100 K, water ice and complex organic species sublimate on very short time scales under
interstellar conditions19,254, leading to high gas-phase abundances of water and organics. The
binding energy ED of water ice to be used in Equation (16) is 5600 K for pure amorphous
ice, with a slightly higher value of 5770 K found for crystalline ice19. Above ∼100 K, the
desorption rate of interstellar ice is so rapid due to the exponential dependence that the half-
life time of ice mantles (i.e., the time it takes for the surface population of H2O molecules
on an interstellar grain to decrease to half its initial value) becomes less a year (see Table 2
in Fraser et al.19). As a result, the gas-phase abundance of water can become temporarily
as high as the original ice abundance, on the order of 10−4 with respect to H2.
In realistic astronomical ice mixtures, the sublimation pattern can be rather complex,
since a number of different effects can occur in which the combined ices do not have inde-
pendent desorption rates255,256, but since water is the principal ice ingredient this does not
affect the water chemistry. Note that the precise dust temperature at which rapid desorption
sets in is density dependent through the Clausius-Clapeyron relation, and can be obtained
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by solving the desorption/accretion balance: at densities of 1013 cm−3 found in the inner
regions of protoplanetary disks124, the sublimation temperature is increased to 160 K. Sim-
ilarly, planetary surfaces such as those of the Jovian moons Europa and Ganymede in our
own solar system are covered by water ice even though their temperatures are somewhat
above 100 K.
Photodesorption. At dust temperatures below ∼100 K, the best-studied mechanism that
can get some small fraction of water ice returned to the gas phase is photodesorption. This
process has been studied in detail in the laboratory240,257 and through classical molecular
dynamics simulations115,116,258,259,260,261. It starts with photodissociation of a water molecule
in the ice after absorption of a UV photon, followed by a number of subsequent processes
involving the dissociation fragments:
s−H2O→ s−H+s−OH→ products (19)
Since both fragments have excess energy and are able to move through the ice, there are
a number of possible outcomes of the process (Fig. 18):
1. H desorbs while OH stays trapped in the ice
2. OH desorbs while H stays trapped in the ice
3. H and OH both desorb
4. H and OH are both trapped in the ice
5. H and OH recombine to H2O which desorbs
6. H and OH recombine to H2O which stays trapped in the ice
The probabilities of each of these processes have been computed and depend strongly on
the depth into the ice. Figure 19 summarizes the probabilities for the first 6 monolayers for
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Figure 18: Snapshots of trajectories of mechanisms of H2O photodesorption for a crystalline
ice model. a) One of the surrounding molecules desorbs (‘kick-out’ mechanism). b) The
photofragments H and OH recombine and desorb as H2O. c) The photofragments both
desorb as separate species. The red and white atoms correspond to O and H atoms in the
surrounding ice and the blue and yellow atoms correspond to the O and H atoms of the
photodissociated H2O molecule. Reprinted with permission from Reference 115. Copyright
2008 European Southern Observatory.
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the case of a compact amorphous ice structure116. Consistent with experiments, photodes-
orption of H, OH and H2O (outcomes 1, 2, 3 and 5) only occurs for the top few monolayers of
the ice; the other outcomes (4 and 6) are part of the normal photodissociation processes that
also take place deep inside the ice. The model finding that the OH desorption probability
is larger than that of H2O is consistent with experiments, although the theoretical OH/H2O
production ratio is somewhat higher than the experimental value240 of ∼2. Interestingly,
the probabilities for crystalline and compact amorphous water ice are found to be very sim-
ilar115. Also, variations with ice temperature in the 10–100 K range are small: there is a
∼30% increase for the OH and H2O desorption probabilities when the ice temperature is
increased from 10 K up to 90 K240,258,260.
Figure 19: Left: Fractions of the main outcomes after H2O ice photodissociation for the top
six monolayers of amorphous ice on a linear scale. These probabilities are calculated from
all trajectories in classical molecular dynamics simulations, irrespective of excitation energy.
Note that H2O desorbs in only a very small fraction of the outcomes. Right: Fractions of the
detailed outcomes after H2O photodissociation for the top five monolayers of amorphous ice
on a logarithmic scale. The error bars correspond to a 95% confidence interval. Reprinted
with permission from Reference 115. Copyright 2008 European Southern Observatory.
In parallel with the six outcomes noted above, there is another mechanism operating in
the top few layers initiated by the same UV photon: the energetic H atom can ‘kick-out’ a
neighboring H2O molecule before it desorbs, becomes trapped or recombines (see Fig. 18).
Probabilities for this ‘kick-out’ mechanism and all other mechanisms are summarized for
water and its isotopologues in Arasa et al.258,259,261.
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There are two important caveats in these simulations. First, they only consider excitation
of H2O ice into the first excited A˜ electronic state, but not into the higher B˜ or C˜ states.
The probabilities for each of the outcomes may be different if a higher electronic state is
excited because the fragments will have more translational energy. Also, the higher OH
internal rotation following the B˜ state dissociation (see §3.1.3) may change the relative
outcomes. Since the A˜ state is the dominating channel, the main conclusions are unlikely
to change, however. Second, the molecular dynamics calculation only follows the processes
on picosecond timescales. On the much longer timescales in the laboratory experiments
and in space, slower diffusion processes may play a role. Wavelength dependent water ice
photodesorption experiments measuring both the OH and H2O channels are warranted.
3.4 Solving the kinetic equations
The chemistry that occurs in astronomical sources is rarely defined by thermodynamics for
a number of reasons. In low temperature sources such as cold interstellar clouds, most
reactions are exceedingly slow and do not occur significantly within the lifetimes of the
sources. Those reactions that do occur efficiently must be barrierless and exothermic; typical
destruction routes are not the reverse of formation routes so that even though a steady-state
can occur eventually, the situation never reaches true thermodynamic equilibrium, although
astronomers often use the term inappropriately. Also, the UV radiation field is characterized
by a much higher temperature than the kinetic temperature. It is thus necessary to solve
the kinetics directly. The reactions that directly lead to the formation and destruction of
water in various sources and varying conditions depicted in Figure 16 must therefore all be
considered. A summary table of important gas-phase reactions leading to water is given in
Table 1 of Hollenbach et al.262. Networks of chemical reactions to be included in general
models of interstellar chemistry can be found in assorted URLs such as the UDFA and
KIDA sites www.udfa.net/ and kida.obs.u-bordeaux1.fr/model; these networks
can contain up to 10,000 reactions involving 1000 species; many of the reactions included
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have not yet been studied in the laboratory under the relevant physical conditions. The
KIDA database also contains codes for the solution of the chemistry via rate equations.
3.4.1 Rate equations and models
The standard approach to the determination of time-dependent atomic and molecular con-
centrations n(AB) in a system of coupled chemical reactions is to use standard kinetic (rate)
equations for each of the species in the system, and to integrate them as a function of time
subject to constraints such as the total gas density and temperature, the elemental abun-
dances, and the initial abundances of each species. Rather than concentrations, the modelers
usually report ‘abundances’ , which are referenced to the density of molecular hydrogen:
x(AB)=n(AB)/n(H2) or to total hydrogen nuclei nH=n(H) + 2n(H2): x(AB)= n(AB)/nH.
Note the factor of at least 2 difference between these two definitions. In addition to chemical
reactions, processes such as photodissociation and photoionization need to be included, as
well as accretion and desorption processes for models that include grain chemistry.
In the simplest models, the density and temperature remain homogeneous and time
independent. These models are often labeled ‘pseudo-time-dependent’ because only the
chemistry changes with time, eventually reaching a steady state. If only the temperature is
allowed to change with time and the density is constant and homogeneous, the term used
to describe the situation is ‘0-D’, a terse term meaning that there is no dependence on
spatial parameters. If the physical conditions change along one particular axis, the term
used is ‘1-D’. This term is often used to describe diffuse and translucent clouds, and more
generally the photon-dominated regions (PDRs) in which a nearby star is the source of
photons traveling into a nearby cloud263. The photons cause both the physical diversity as
well as the consequent chemical diversity along the axis. Static 2-D models in which the
physical parameters remain constant with time also exist: examples include protoplanetary
disks264 or protostellar envelopes in which an outflow cavity has been carved out198. The
most complex physical models couple hydrodynamics (either semi-analytic or numerical, in
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1D, 2D or 3D) with chemistry; these have been calculated primarily for low-mass star-forming
regions representative of the origins of our solar system, in which material collapses inward
to form a star surrounded by a protoplanetary disk265,266,267,268.
Although most sources studied by astrochemists contain both a gas phase and a condensed
phase consisting of small dust particles, some aspects of the chemistry can be handled by
networks that are almost exclusively gas-phase in nature, especially in low-density diffuse
clouds. The one major exception is the formation of molecular hydrogen from two neutral
H atoms, which can only occur efficiently in the interstellar medium on the surfaces of dust
particles. In such a gas-phase model, the formation and destruction of gaseous water at low
temperature (Figure 16) is incorporated through the differential rate equation
d[H2O]/dtLT = kdr[H3O
+][e]− kim[H2O][I
+]− kpd[H2O] (20)
where LT stands for low temperature, the symbols [...] for concentration with I=Ion, and only
the dominant reactions are included. Formation occurs through a dissociative recombination
reaction, which also forms the radical OH. Such reactions tend to become more rapid as the
temperature is reduced; viz., kdr ∝ T−0.5 (§ 3.1). It is easily seen that this equation is
coupled with differential equations for the abundances of other species, such as that for
the protonated water ion, H3O+, which itself is formed by the series of ion-neutral reactions
depicted in Figure 16. Destruction of water occurs through a number of ion-neutral reactions
involving positive ions I+ such as HCO+ and H+3 ; photodissociation is also important under
certain conditions.
For sources or portions of sources in which the temperature exceeds 200 K, neutral-neutral
reactions can become dominant even if they are endothermic or possess barriers. For water,
in particular, equation (20) has to be supplemented (or replaced) by the formation reaction
between OH and H2 (reaction 13), which is exothermic but possesses an activation energy
barrier:
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d[H2O]/dt = d[H2O]/dtLT + kOH−H2[OH][H2]. (21)
The activation energy barrier is also counteracted by the high abundance of H2, which is
104 times greater than the second most abundant molecule, CO. At high temperatures, the
radical OH is itself formed mainly via the neutral-neutral between O and H2 (reaction (12)),
as depicted in Figure 16 and discussed above. Up-to-date general networks for the gas-phase
chemistry including reactions and their rate coefficients as functions of temperature can be
found in the above mentioned KIDA and UDFA data bases; the former contains a special
high-temperature addendum223 for temperatures up to 800 K.
For gas-phase models, sensitivity analyses are available to determine the relative impor-
tance of reactions for specific species under given physical conditions, and to determine the
uncertainty of the calculated abundances based on the uncertainties, measured or estimated,
of the rate coefficients in the reaction network utilized269. For example, for the case of water
vapor, the cumulative uncertainties in all gas-phase reactions leading to water result in a
±0.5 dex spread in water abundances for a dark cloud model270. Such analyses provide useful
information in the ongoing collaborations between modelers of interstellar sources and the
laboratory and theoretical chemists who measure or calculate rate coefficients for use in the
chemical simulations.
3.4.2 Gas-grain simulations and surface chemistry
The solution of gas-grain chemical simulations of interstellar sources is most easily accom-
plished by using rate equations for both gas-phase and grain-surface reactions. In the rate
equations, both accretion and desorption processes must be included. Using water as an
example, a simplified version of the rate equation of water ice, denoted as s-H2O, can be
written as
d[s−H2O]/dt = KLH[s−OH][s− H] +KLH[s−OH][s− H2] +Kacc[H2O]
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−Ksubl[s−H2O]−Kntd[s− H2O]−Kpd[s− H2O] (22)
where, as before, an upper case K is used for the rate coefficients on the grains to distinguish
them from gas-phase rate coefficients, and no distinction is made between bulk and surface
reactants. Although chemical destruction routes for other surface molecules exist, for wa-
ter the dominant destruction is via non-thermal desorption (ntd) at low temperatures and
sublimation (subl) at temperatures when they rise to near 100 K. Photodissociation (pd) in
which the H and/or OH fragments remain in the ice or photodesorb can also be important
(see § 3.3.3).
3.4.3 More advanced approaches
In the previous sections, the rate equation method for surface/ice chemistry was discussed,
with no distinction being made between the surface and the interior layers of the ice mantle,
other than for the distinction between photodesorption and photodissociation. It is possible
to use the rate equation approach and consider the surface and interior layers separately;
while the simple approach is known as a two-phase approach (surface + interior and gas
phase), the more complex method is known as a three-phase approach (surface, interior,
gas phase). Although this approach has been tried since the initial work of Hasegawa and
Herbst271, it does not solve all of the problems with the rate equation approach. One rather
basic problem is that grains are small and the flux of accreting species is also small, except in
the densest cores. The result is that on some of the smaller grains, with radii much less than
the standardly used value of 0.1 µm, the average abundance of reactive species such as H
can be considerably less than 1 per grain. In such a situation, one must take account of both
the discreteness of the rate problem, and the fact that fluctuations are likely to be large. For
example, consider the formation of molecular hydrogen under these circumstances. For the
process to happen, there must be at least two hydrogen atoms on a given grain at the same
time, clearly a fluctuation. To achieve these goals requires what is known as a ‘stochastic’
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approach, in which the laws of probability are utilized, although it is possible to mimic some
of the stochastic effects with an empirical modification of the rate equations272, whether the
calculation be a two-phase or three-phase one. This modification, known as the modified
rate approach, has been improved by Garrod273 and shown to be a good substitute for more
time-consuming stochastic methods over certain ranges of physical conditions274.
There are two principal stochastic approaches, which can be applied to grain surface/ice
chemistry — one is known as the master equation approach275 and the other is known as
the Monte Carlo approach8,187,276. In the former approach, the concentrations are replaced
by probabilities. For example, if we consider a simple system in which only H atoms land
on grains, one would formulate individual deterministic equations for the probabilities of
0 H atoms, 1 H atom, 2 H atoms, etc. on a grain; their solution would then give a time-
dependent distribution of H atoms, which would allow one to determine both the average and
the standard deviation. Unfortunately, if we expand the system from one surface reactant to
many, we have to compute joint probabilities; e.g., the simultaneous probability of 1 H atom,
1 O atom, 10 CO molecules, etc. on an individual grain, resulting in very large numbers
of equations to solve and necessitating some approximations. At present, the most popular
approximation to the master equation method is known as the method of moments, and has
been applied successfully on a small number of attempts277. It is used in a ‘hybrid’ approach
with rate equations depending upon whether the abundances of reactants are large or small.
The strong point of a method based on the master equation is that the differential equations
can be solved simultaneously using one integrator with the rate equations used for the gas
phase chemistry.
The Monte Carlo approach is based on the choice of random numbers to mimic the
stochastic chemistry. In a given time period, one compares the rates of various processes;
e.g., chemical reactions on the surface, accretion, desorption, and links them to proportional
ranges of random numbers in the range 0-1. Thus if there are two processes to consider and
one is twice as fast as the other, the faster one could be assigned random numbers from
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Figure 20: Vertical cross section of the production of water ice after 3×105 yr in a translucent
interstellar cloud from different mechanisms shown in Figure 16. The CTRW Monte Carlo
results are taken from the B2 and D2 models of Cuppen and Herbst252 with nH = 250 cm−3,
Td = 16 K and AV = 1 mag and nH = 103 cm−3, Td = 14 K and AV = 3 mag, respectively.
Water molecules are shown in white, OH radicals in green, H2O2 in blue, H2 in light blue,
O2 in yellow, O3 in purple, and pores in black. The topmost layers of the actual grain
are seen to be rough. Reprinted with permission from Reference 252. Copyright American
Astronomical Society.
0-0.6666 and the slower from this number to unity. So, after many time periods of calling
random numbers, the comparison in rate between the two processes should indeed be two.
The rates of the processes are still determined using rate coefficients and concentrations of
species. One strong point of the Monte Carlo approach is that it can be used in both a
macroscopic and microscopic sense, and anything in between. In the macroscopic sense, the
only interest is in the number of atoms or molecules of a given species on a grain and not
where they are located. In a fully microscopic Monte Carlo treatment, on the other hand,
the interest is in exactly where on each monolayer individual species are located as well as
pores in the ices.
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Figure 21: The fraction of each monolayer occupied by assorted molecules including water
using gas (macroscopic Monte Carlo)-grain (microscopic Monte Carlo) models for 10 K cold
dense interstellar clouds. The layers increase from the innermost layer 0 to the outermost
layer. The gas temperature is taken to be the same as the dust temperature. Model (a) (left)
has nH = 2 × 104 cm−3, Model (b) (right) has nH = 105 cm−3. Adapted with permission
from Reference 278. Copyright American Astronomical Society.
The details of the microscopic approach used for surface/ice chemistry, known as the
Continuous Time Random Walk (CTRW) approach187, are discussed in the review by Cup-
pen et al., so will not be repeated here in detail. The basic idea is to consider a grain as a
square lattice of binding sites with periodic boundary conditions. One can start with either
a ‘flat’ surface of silicates or amorphous carbon, in which all binding sites are the same, or
with a ‘rough’ surface in which there are irregularities among binding sites. As accretion,
chemistry, and desorption occur, monolayers of ices are built up and the details of the ice on
a specific grain emerge. Figure 20 shows the formation of water ice and other molecules such
as OH from H, H2, O, O2, and O3 for an individual grain in a diffuse (top) and translucent
(bottom) interstellar cloud, with the latter having a visual extinction of AV = 3 mag and a
total hydrogen density of 103 cm−3. The gas-phase consists of atomic hydrogen and oxygen
and is unchanged as the grains evolve for 3× 105 yr. No gas-phase chemistry is included. In
the diffuse cloud model, virtually no water ice is formed because of rapid photodissociation
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and photodesorption of all the reactants. In the translucent cloud model, water is formed on
the surface but there is a still a significant residual amount of OH in the lower monolayers
where H cannot penetrate to react with OH. These models have a significant amount of
empty space in the ice, but the model porosity depends sensitively on the initial roughness
of the surface and associated diffusion rates, as well as the deposition rate, and may be
overestimated in these models.
The basic difficulty with the microscopic treatment is that it takes a large amount of
computer time even without coupling to the gas phase chemistry, and the weakness of the
Monte Carlo method as a whole is that it cannot easily be coupled with normal rate equa-
tions for the gas phase chemistry. Rather the gas-phase chemistry must be treated by a
macroscopic Monte Carlo method whatever type of Monte Carlo approach is used for the
surface/ice chemistry. The result is that only a few stochastic calculations with the micro-
scopic Monte Carlo approach have been attempted, and these are mainly simulations of ice
build-up without gas phase chemistry, or simulations with gas-phase chemistry and only a
small number of surface reactions. Figure 21 shows model molecular abundances278 as a
function of monolayer for cold grains in dense clouds at 10 K. Unlike the translucent case,
the water is formed mainly in the inner rather than outer monolayer. It is still not yet
possible to compare rate-equation with Monte Carlo stochastic approaches, although Chang
et al. are working on an approximation that should make large gas-grain simulations with
many surface reactions possible with the microscopic-macroscopic Monte Carlo approach. In
addition, a method developed by Vasyunin and Herbst279, in which there is somewhat less
information about the positions of species within individual monolayers, is now in the public
domain.
A number of papers have shown that gas-grain chemical simulations with macroscopic
stochastic approaches to the surface chemistry can differ significantly from those using rate
equations under specific physical conditions and times. Detailed examples are shown by
Garrod et al.274, where, for example, under some conditions and times, the CO gas phase
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and ice phase abundances calculated by rate equations can differ by more than one order
of magnitude from a stochastic approach. CO is one of the worst cases, however, and
discrepancies are much smaller when the rate equation approach is modified according to
the prescription of Garrod273. For the case of H2O, agreement is generally within 10% for the
two approaches. One major advantage of the stochastic approaches is that they are correct
physically and should give the correct answer, if the chemical and physical processes are
correctly treated, whereas there is no security in using the rate equation method, whether
it be done in a two-phase or a three-phase calculation. Moreover, microscopic stochastic
approaches can take into account grains with roughness on the surface, which are far more
likely to occur in space than flat grains. The bulk of the models described in §4 have
been carried out with the two-phase rate equation method, however, with at most a partial
modification.
4 Comparison with observations
In §3, three different routes to water in space have been described in detail and important
individual molecular processes leading to the formation and destruction of water have been
identified, both in the gas-phase and in the solid-phase, as well as at the gas-solid interface.
In this section, we summarize the observations of water in different astrophysical sources and
explore to what extent the observed abundances of water are consistent with the chemistry
described in §3. The discussion is ordered by the different types of chemistry that dominate
the formation and destruction of water in a particular set of sources, rather than by type
of astronomical source. Thus, some types of sources can appear more than once in the
examples. A review of water from the astronomical perspective as it cycles from cold clouds
to disks and planets is given by van Dishoeck et al.280.
As a general comment, it should be recalled that astronomers only observe column den-
sities N in cm−2 integrated along the line of sight L in cm rather than local concentrations n
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in cm−3, which are usually obtained from models. As noted in § 1.4, astronomers often adopt
the visual extinction AV as a measure of depth into a cloud, using the empirical relation
NH = 1.8 × 10
21AV cm−2. For dense clouds shielded from radiation there is little variation
with depth into a cloud and the fractional abundances are usually taken to be the same
as the column density ratios, i.e., n(X)/n(H2)= N(X)/N(H2). For low and high density
PDRs, proper comparison requires the calculation of column densities integrated through
the model cloud. Unless stated otherwise, fractional abundances are quoted relative to H2,
and are simply called ‘abundances’. To convert to abundances with respect to total hydrogen
nuclei, nH=n(H) + 2n(H2), the abundances need to be divided by a factor of 2 (assuming
the atomic hydrogen fraction to be negligible).
In many cases, the accuracy in observed abundances is limited to a factor of a few,
primarily by uncertainties in the denominator, i.e., the H2 column. Because H2 can generally
not be observed directly, indirect tracers have to be used. Many different methods exist,
ranging from the use of simple molecules like CH in diffuse clouds to measurements of CO
and its isotopologues in dense clouds. For dense star forming regions where freeze-out plays a
role, dust continuum observations often provide a more reliable tracer, although this assumes
a gas/dust mass ratio of typially 100. Agreement between models and observations is usually
considered to be good if they are within one order of magnitude in observed columns. Some
of the chemistry tests described below are at the factor of 2–3 level, which is considered
excellent agreement. Measured abundance ratios of species, e.g., H2O/OH, are often more
accurate than absolute abundances, H2O/H2.
Figure 22 (left) shows Herschel-HIFI spectra of H2O of astronomical sources at different
stages of evolution,281 whereas Figure 22 (right) shows a PACS image of water in the pro-
tostellar phase.282 The strength of the lines is related to the abundance of water, whereas
the line profiles provide information on the kinematics of the gas containing water. Clearly,
water emission is weak in some sources and strong in others. The water line profiles are
complex with a mixture of narrow lines originating in cold quiescent gas and very broad and
69
strong lines due to fast outflow gas. These observational characteristics point to different
types of chemistry at work in different regions.
4.1 Testing ion-molecular chemistry
Diffuse and translucent molecular clouds present a valuable laboratory for testing the gas-
phase chemical models described in § 3.1 above. Such clouds may be observed in absorption
toward background sources of continuum radiation, providing robust estimates of the molecu-
lar column densities. Because the Milky Way galaxy is rotating differentially, with an angular
velocity that decreases with distance from the Galactic center, multiple diffuse clouds along
the sight-line to a given continuum source may be distinguished by their Doppler shifts.
Thanks to the relatively low densities within such clouds (Table 2), and the weakness of
the submillimeter radiation to which they are typically exposed, most molecules are in the
ground rotational state; in this regime, the inferred column densities are very insensitive to
the assumed physical conditions. The main uncertainty in the abundances therefore comes
from the determination of N(H2). In these clouds, the CH and HF molecules are often used
as surrogates285,286, although these two tracers do not always agree. The N(HF)/N(H2)
conversion has recently been calibrated directly using near-infrared observations of both
species287.
4.1.1 Water abundances in diffuse and translucent clouds
While ultraviolet searches for water vapor in translucent molecular clouds have not been
successful36 (see §2.3 above), submillimeter absorption line observations of water have proven
to be a powerful tool for the study of interstellar water vapor. Detections of foreground
absorption by water along the sight-lines to several bright continuum sources were obtained
by ISO, which was capable of detecting the 179 µm 212 − 101 transition of ortho-water288,
and by SWAS and Odin, which targeted the fundamental 110− 101 transition of ortho-water
near 557 GHz (Table 1).
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Figure 22: Left: Herschel-HIFI spectra of the ortho-H2O 110 − 101 557 GHz line across the
different evolutionary stages of a low-mass protostar. From top to bottom: the pre-stellar
core B68283, the low-mass protostar NGC 1333 IRAS4A, and the protoplanetary disk TW
Hya284. Note that only the protostellar stage shows strong and broad water lines, coupled
with narrow absorption lines. The intensity is in units of K, whereas the insert for TW
Hya is in units of milli-K. Adapted with permission from Reference 281. Copyright 2012
Wiley. Right: Herschel-PACS image of the H2O 212 − 101 line at 179 µm toward the L 1157
protostar282. Water emission is strong toward the protostar itself and also in ‘hot spots’ along
the outflow. Adapted with permission from Reference 40, copyright 2011 The University of
Chicago Press and from Reference 282, copyright 2010 European Southern Observatory.
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Figure 23: Predicted abundances (relative to H nuclei) as a function of depth into a molecular
cloud measured by the visual extinction (see § 1.4). The assumed cloud density nH = 100
cm−3, the incident UV radiation field is equal to the average Galactic value (χ=1), and the
cosmic ray ionization rate ζH = 2 × 10−16 s−1. Reprinted with permission from Reference
262. Copyright 2012 American Astronomical Society.
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Much more sensitive observations performed with Herschel have greatly expanded the
number of sight-lines along which water absorption has been detected, and have permitted
observations of the 111 − 000 transition of para-water, near 1113 GHz, along with the 557
GHz ortho-water transition285. These observations have shown that the water abundance
is remarkably constant289 within the diffuse interstellar medium, with the exception of the
Galactic center region, which appears to contain diffuse clouds with significantly higher water
abundances by a factor of three than those found elsewhere in the Galaxy286,290. The typical
water abundance relative to H nuclei is ∼ 0.5 − 1.5 × 10−8, with no apparent trend with
H2 column density over the range 3 – 30 ×1020 cm−2 or with Galactocentric distance over
the range 5.5 – 8 kpc. These values are broadly consistent within factors of a few with
model predictions for diffuse clouds262, providing support for the ion-molecule production
route discussed in §3 above. Figure 23 shows the abundances of water molecules predicted
by Hollenbach et al.262, as a function of depth into a molecular cloud.
Absorption lines of H2O and H182 O have also been seen with Herschel-PACS toward the
far-infrared continuum emission in external galaxies291,292. Part of this absorption has been
inferred to arise in a low density extended component with water abundances of a few
×10−8, similar to those found in galactic diffuse and translucent clouds. Thus, ion-molecule
chemistry appears to widespread throughout galaxies.
4.1.2 Related species in diffuse and translucent clouds
In addition to water itself, Herschel/HIFI observations have allowed the intermediaries OH+
and H2O+ to be measured along the same diffuse cloud sight-lines196,293. OH+ was first
detected from the ground using the submillimeter APEX telescope195. Once again, the ob-
served abundances are found to be in good agreement with the predictions of ion-neutral
chemistry, for reasonable estimates of the cosmic-ray ionization rate183. Because the OH+
and H2O+ abundances peak closer to the cloud surface than do OH and H2O (Figure 23),
they can be detected in clouds with a small molecular fraction196. By contrast, the lowest
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frequency transition (at 2.5 THz) of the neutral OH radical in its ground state lies outside
the frequency range covered by the HIFI instrument. It can, however, be observed at high
spectral resolution using the GREAT instrument on the NASA/DLR airborne observatory
SOFIA. Recent absorption line observations of this transition have provided robust esti-
mates of the H2O/OH ratio in diffuse clouds along the sight-line to three bright continuum
sources294; observed values in the range 0.3 – 1 are in good agreement with model predictions
(Figure 23). Similar H2O/OH ratios are found in diffuse extended regions of galaxies292. Pre-
vious observations of OH at UV wavelengths in a different set of diffuse clouds toward bright
stars295,296,297 have also been reproduced well with the basic ion-molecule network within a
factor of two191.
OH+, H2O+ and H3O+ absorption has been detected as well in some external galaxies,
even from energy levels up to ∼200 K using Herschel-PACS298. The abundance ratios are
consistent with the ion-molecule chemistry in relatively low density gas with a high atomic
fraction, starting with H+ and followed by charge transfer to O+ (Eq. (8)). The inferred
cosmic ray ionization rate ζH > 10−13 s−1 for clouds in these galaxies is at least two orders
of magnitude higher than those found in galactic sources, however.
4.1.3 Dense PDRs
Dense molecular clouds close to bright O or B stars are exposed to much more intense UV
radiation than diffuse and translucent clouds, typically by a factor of 104. An illustrative
example is provided by the Orion Bar PDR. The Herschel-SPIRE spectrum of this source299
reveals strong CO lines, but only weak low-J H2O lines implying a water abundance ≤
5 × 10−7 . In contrast, a number of OH lines are readily detected with Herschel-PACS300
indicating a high OH/H2O column density ratio >1. These findings are consistent with dense
PDR models301, where rapid photodissociation due to the intense UV radiation limits the
build up of water. The strong OH emission most likely originates in the warm (∼ 200 K)
H/H2 transition layer where vibrationally excited H2 is produced, which can react with
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atomic O without barrier to form OH (see Eq. (12) and associated discussion). The only
other dense PDR for which water data have been published is the Monoceros R2 region302.
The inferred water abundance in the quiescent part of the cloud is again low, about 10−8.
In summary, observations of water and related species in diffuse and translucent clouds as
well as dense PDRs confirm the basic ion neutral chemistry outlined in §3.1, within the factor
of a few uncertainty in both observations and models. The fact that all the intermediate
ions in the network leading to water have now been observed, both within our own Milky
Way and in external galaxies, leaves little doubt about the main processes at work. Since
the principal reactions are well determined, observations of these species can now be used as
diagnostics of astrophysical parameters, such as the cosmic ray ionization rate, UV radiation
field and density.
4.2 Testing solid-state chemistry: ice formation and photodesorp-
tion
4.2.1 Cold clouds: ice observations
The most direct evidence for solid-state formation of interstellar water comes from the de-
tection of the 3 µm O-H stretching vibration band of water ice toward numerous infrared
sources100,303. In many cases, the 6 µm bending and 11 µm librational modes have also
been observed (see Fig. 12). The observations21 show that water ice formation starts at a
threshold extinction of AV ≈ 5 mag in clouds that have densities of at least 1000 cm−3.
Cuppen and Herbst252 have simulated the formation of water ice at the microscopic level,
layer by layer, for clouds with densities ranging from 102 − 5 × 104 cm−3 and extinctions
up to 10 mag (Fig. 20). Critical parameters in the models are the binding energies and
diffusion barriers, as discussed in § 3.3. Only the higher extinction models start to approach
the observed columns of water ice because of rapid photodissociation and photodesorption of
grain-surface species. The lifetime of the cloud is also an important parameter304: densities
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Figure 24: Oxygen chemistry for a standard steady-state cloud exposed to ultraviolet radia-
tion including freeze-out, grain surface reactions, sublimation, photodesorption, and cosmic-
ray desorption. Model abundances with respect to total hydrogen are shown as a function of
visual extinction from the cloud surface, AV . The density is nH = 104 cm−3 and the cloud is
illuminated by 100 times the average interstellar radiation field. Reprinted with permission
from Reference 9. Copyright 2009 American Astronomical Society.
need to be larger than ∼104 cm−3 in order for the timescale for an O atom or molecule other
than H2 to collide with a grain and stick on it to become shorter than the age of the cloud,
the latter being at least a few ×105 yr.
In dense clouds, the bulk of the water is in the form of ice87,99,102,303,305,306, at levels H2O
ice/H2 ≈ 10−4. Such high ice abundances are too large to result from freeze-out of gas-phase
water produced by ion-molecule reactions307, so grain surface reactions must surely happen.
The overall abundance of elemental oxygen with respect to hydrogen nuclei in the solar
neighborhood308 is estimated to be 5.75× 10−4, of which 16–24% is locked up in refractory
silicate material in diffuse clouds309. If this silicate fraction stays the same in dense clouds,
and if the amount of oxygen locked up in CO gas and ice (∼ 1.4 × 10−4) is subtracted, the
maximum abundance of water ice in dense clouds would be (2.4−2.9)×10−4 with respect to
hydrogen nuclei or (5− 6)× 10−4 with respect to H2. Thus, the observed ice abundances in
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dense clouds of ∼ 10−4 indicate that water ice contains a significant fraction of the available
oxygen, but not all310. It is still unclear whether all oxygen is fully accounted for and if not,
in which form the missing oxygen is309.
4.2.2 Cold pre- and protostellar cores: gas-phase water
Another strong but more indirect argument in favor of ice chemistry comes from the weak gas-
phase H2O lines and lack of O2 lines observed by SWAS and Odin in cold molecular clouds.
Most likely, atomic O is converted rapidly on the grains into water ice, only a small fraction
of which is subsequently desorbed back into the gas by non-thermal processes11,311,312. A
generic set of models for this situation has been developed by Hollenbach et al.11, which is
illustrated in Fig. 24. Because H2O and O2 are only abundant at intermediate depth, their
integrated column densities over depth reach a maximum value that is much lower than if
freeze-out were not taking place.
The most recent, quantitative test of this basic gas-grain chemistry comes from the first
detection of extremely weak water vapor emission and absorption in the centrally concen-
trated pre-stellar core L1544, a cloud which is likely on the verge of collapse to form a new
star313. The Herschel-HIFI line profile of the H2O 110−101 557 GHz transition toward L1544
is presented in Figure 25 (left) and shows both emission and absorption. This so-called ‘in-
verse P-Cygni profile’ is indicative of inward motions in the core: the infalling red-shifted
gas on the near-side of the core is partly absorbed against line and continuum emission pro-
duced deeper in the cloud whereas the blue-shifted emission from the backside of the cloud
can proceed unhindered to the observer314. Because the different parts of the line profile
probe different parts of the core, this can be used to reconstruct the water vapor abundance
as a function of position throughout the entire core. Specifically, the detection of an emission
feature signals the presence of water vapor in the densest central part of the core, whereas
the absorption profile is sensitive to the water abundance in the outer part of the core.
Figure 25 (right) shows the best fitting water vapor abundance for L1544, using a tem-
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perature and density structure that has been determined independently from other data.313
The main features of this figure are well described by a highly simplified water chemistry
that contains just the freeze-out of gas-phase O and H2O on the grains, the immediate for-
mation of water ice from adsorbed s-O, the photodesorption of s-H2O ice by the ambient and
cosmic-ray induced UV radiation fields back into the gas phase, and the photodissociation
of gaseous H2O. The critical parameters are the strength of the cosmic-ray induced field
combined with the photodesorption yield. Indeed, the presence of the blue-shifted emission
requires efficient cosmic-ray induced photodesorption of water ice in the center of the core,
which was neglected in the models11 presented in Fig. 24. Closer to the edge, at AV <5
mag, the interstellar radiation field takes over as the main photodesorption mechanism and
the gas-phase water abundance reaches its maximum of ∼ 10−7. At the very edge of the
cloud, AV <2 mag, water gas is photodissociated and its abundance drops. Thus, water
gas has a ring-like abundance structure with its peak at intermediate depth into a core, and
decreasing abundances towards the edge and the center of the core that are measurable in
the absorption and emission features.
The same simple water chemistry has also been found to reproduce well the water line
profiles observed toward low-mass protostars, which show similar absorption and emission
features after the outflow contributions have been removed69,315,316. A prominent example
is the NGC 1333 IRAS4A protostar, for which the observed HIFI spectrum is presented in
Figure 22 and the best fitting model in Figure 26. The main difference with prestellar cores
as shown in Figure 25 is that the dust temperature now increases rather than decreases from
the edge of the core inwards. The two cold core studies differ slightly in the best fitting
parameters: the protostar study316 finds that the standard CR-UV flux of 104 photons cm−2
s−1 combined with the measured photodesorption yield of 10−3 per incident photon240 fits
the data well for several low-mass protostars, whereas the prestellar core study313 uses the
order of magnitude higher CR-UV flux adopted in earlier models11. Also, the ortho/para
ratio of H2 used for the collisional excitation of H2O plays a role313.
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Figure 25: Left: HIFI spectrum of o-H2O 110 − 101 at 557 GHz tracing the dense cold gas
toward the pre-stellar core L1544 superposed on a Herschel image of part of the Taurus cloud
(Credit: ESA). The water line shows emission only at blue-shifted velocities coming from the
densest gas at the backside of the core, whereas water on the near-side of the core absorbs
the far-infrared dust continuum emission produced by the core central regions. Right: Best
fitting water vapor abundance profile through the core indicated in blue, obtained using a
simplified water chemistry with CR induced photodesorption of water ice included. The red
and green lines indicate the results of a full gas-grain and simplified water chemistry model,
respectively, without CR induced photodesorption. The water ice abundance (black line)
has been divided by a factor of 104 for clarity of presentation. Reprinted with permission
from Reference 313. Copyright 2012 American Astronomical Society.
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Both studies, as well as Coutens et al.69 and Mottram et al.316, agree on the need for a
cloud layer in which water ice is photodesorbed by external UV radiation in order to obtain
deep enough absorptions (Fig. 26, adapted from316). The discussion centers on whether
this is simply the photodesorption layer at the illuminated edge around AV = 2 mag of the
envelope316 or whether it is a separate cloud69. More generally, the step-function abundance
structure used traditionally in the analysis of observations is now being replaced by a more
gradual power-law decrease of the abundance inwards (Fig. 26) until the ice sublimation
radius is reached316.
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Figure 26: Left: Density (black line) and dust temperature (red line) structure of the low-
mass protostar NGC 1333 IRAS4A as a function of distance from the source. The gas
temperature is taken to be equal to that of the dust. Right: The inferred abundance profile
of water (black) together with the step-function model traditionally used to analyze observa-
tions (red line). In the colder envelope (T < 100 K), the water molecules are trapped in the
ice mantles, whereas in the inner part of the envelope, they are released into the gas phase
by sublimation, leading to an enhancement of the water abundance. In the outer part of the
cloud (AV ∼ 1–4 mag), the water abundance increases due to ice photodesorption. Adapted
with permission from Reference 316. Copyright 2013 European Southern Observatory. Sim-
ilar physical and water abundance structures apply to high-mass protostars, but scaled to
larger sizes (see Figure 2 in van Dishoeck et al.40).
4.2.3 Outer protoplanetary disks
Protoplanetary disks around young stars, representing a later stage in the star formation
cycle (Fig. 1), provide another environment to test the water ice chemistry. Hogerheijde
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et al.284 detected the ground-state ortho- and para-water lines toward the young star TW
Hya with Herschel-HIFI (Fig. 22). Disks have typical sizes of 200 AU diameter and are
therefore small on the sky, of order 1′′ in the nearest star-forming regions. Thus, the signals
from disks are strongly diluted in the large Herschel beam. Moreover, disks have typical
masses of only 0.01 M⊙, a factor of 100 less than their parent clouds. Therefore, the signals
of water from disks are expected to be very weak, requiring long integration times of >10
hours to detect them. The TW Hya disk has a favorable near face-on geometry and is the
closest known source of its kind, facilitating the detection of the water emission lines. Deep
searches for water also exist for the outer portions of other disks, showing a common pattern
of very weak or no emission.
The chemical structure of water in disks obtained from models317,318 is illustrated in Fig-
ure 27 and follows the typical layered ‘sandwich’ structure264 also found for other molecules.
This structure is similar to that in Figures 24, 25 and 26, but now in the vertical direction.
The upper layers of the disk contain very little water due to rapid photodissociation by the
stellar and interstellar UV radiation. In the cold midplane, where densities reach values of
> 1010 cm−3, virtually all molecules are frozen out. The bulk of the emission comes from the
intermediate layers of the disk where UV radiation can still penetrate to photodesorb the icy
grains, yet photodissociation is not too rapid319. Because of the large range of temperatures
and densities contained in the beam, the test of the water chemistry is not as detailed as
for the prestellar cores and protostellar envelopes discussed above, but the observations are
broadly consistent with the models described here.
4.2.4 Related ice species
The above observational studies do not distinguish between the three different channels
postulated by Tielens and Hagen8 to form water ice and confirmed and extended by the
laboratory studies presented in § 3.3 (Fig. 17). If the solid O and O2 pathways are indeed
equally important in dense cores as suggested by models243,277, then the intermediate prod-
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Figure 27: Abundance of water vapor relative to total hydrogen in the outer disk as function
of both radial distance and vertical height. Adapted with permission from Reference 317.
Copyright 2010 European Southern Observatory.
ucts HO2 and H2O2 should also be present in the gas at low levels assuming they have similar
photodesorption yields as water ice. Indeed, a major confirmation of the ice chemistry comes
from the recent detections of hydrogen peroxide, H2O2, and the hydroperoxyl radical, HO2
toward ρ OphA320,321.
In summary, both the original ice detections as well as more recent Herschel-HIFI and
other studies validate the solid-state ice chemistry described in § 3.3 at a quantitative level to
better than an order of magnitude. The detection of HO2 and H2O2 demonstrates that gas-
grain chemistry now has predictive power for other molecules. The era in which grain-surface
chemistry could be considered ‘the last refuge of a scoundrel’322 is definitely over321.
4.3 Testing gas-grain chemistry: water ice sublimation
4.3.1 Warm protostellar envelopes and hot cores
Close to a protostar, the dust temperature exceeds 100 K, at which point the sublimation of
water ice becomes very fast under interstellar conditions and the dust grains lose their icy
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mantles on timescales short compared with the lifetimes of the sources (see § 3.3). These
regions of warm, dense gas are known as ‘hot cores’ (Fig. 5 and 26), after the prototype in
the Orion molecular cloud. They often have large abundances of complex organic molecules
which are formed on the icy surface, trapped in the water ice, and released together with
the water ice when the grains are heated. Thus, the water abundance in these hot cores
is expected to be equal to the original ice abundance100, which is of order 10−4 within a
factor of 2. This high water abundance will be maintained in the gas if the water vapor
destruction is slow compared with the lifetime of the source or as long as there is continuous
replenishment, e.g. by a moving ice sublimation front.
Tests of this simple prediction are possible for high-mass protostars. In particular, the
ISO-SWS instrument was able to observe both the water ice (through the 3 and 6 µm ice
features) and gas (through the 6 µm vibration-rotation band) in absorption along the line of
sight toward several high-mass protostars in a single spectrum, thereby allowing an acccurate
determination of their relative column densities. A clear increase in the gas/ice ratio with
increasing (source-averaged) dust temperature has been found, reaching values greater than
unity326,327,328. Boonman et al.310 coupled a simple gas-phase and ice chemistry with the
physical structure of these sources to model both the ISO-SWS, LWS and SWAS lines from
3–540 µm. A clear conclusion from this work is that scenarios without ice sublimation do
not have large enough columns of warm (>100 K) water to reproduce the ISO-SWS spectra.
The wealth of Herschel-HIFI lines of H2O, H182 O and H
17
2 O toward high-mass protostars
(Fig. 28) can be used to determine the gaseous water abundance in the hot cores through
emission lines. Thanks to the high spectral resolution of HIFI, the quiescent core contribu-
tion can be separated from the outflow component and analyzed separately. Also, the H172 O
and H182 O lines have low optical depths facilitating accurate determinations of the water
abundances. Most models have used a ‘jump’ abundance profile in which the water abun-
dance increases from a constant low value in the outer envelope (of order 10−8) to a high
abundance in the warm region, as illustrated in Fig. 26. The hot core abundances derived
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Figure 28: Herschel-HIFI spectra of the p−H2O 111 − 000 1113 GHz (left) and 202 − 111 988
GHz (right) lines from low to high mass protostars. From top to bottom: the high-mass
protostar W3 IRS5 (L = 1.5 × 105 L⊙, d =2.0 kpc)323, the intermediate-mass protostar
NGC 7129 FIRS2 (430 L⊙, 1260 pc)324, and the low-mass protostar NGC 1333 IRAS2A (20
L⊙, 235 pc)325. Note the complexity of the line profiles and the similarities from low to
high mass. All spectra have been shifted to a central velocity of 0 km s−1. The red-shifted
absorption features seen in the 111 − 000 spectrum toward W3 IRS5 are due to water in
foreground diffuse clouds whereas the small emission line on the blue side can be ascribed
to the SO2 139,5− 128,4 transition. Reprinted with permission from Reference 40. Copyright
2011 The University of Chicago press).
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from observations are found to range from values as low as 10−6 for some sources329 to the
expected abundance of 10−4 for other sources323,330. The low hot core abundances are sur-
prising, and are not yet understood. They require a rapid gas-phase destruction mechanism
such as UV photodissociation or X-rays222 but it is not known whether the fluxes are high
enough in these inner shielded regions.
For low-mass protostars, the analysis is complicated by the fact that ISO-SWS did not
have the sensitivity to observe these low luminosity sources whereas the observed Herschel-
HIFI lines are dominated by broad emission from outflows (Fig. 22 and 28), even for iso-
topologue lines315,325. Several H182 O and H
17
2 O lines toward the chemically rich low-mass
protostar IRAS 16293 -2422 have been interpreted69 as originating in a hot core with a
water abundance of only 5 × 10−6. Deep integrations of the excited H182 O 312 − 303 line
(Eu/k=249 K) near 1095 GHz toward a few other sources reveal a narrow feature that must
come from the hot core region331. Also, the H182 O 313 − 220 line (Eu/k=204 K) at 203 GHz
has been mapped interferometrically in some of the same sources showing compact narrow
emission33,332 . While the determination of the hot water column is relatively straightforward
from such data if the lines are optically thin (as in the case of the 203 GHz line, but not the
1095 GHz line), the water abundance is much more uncertain due to the uncertain warm H2
column, which in turn is related to the source structure on scales of 100 AU representative of
the hot core. Using independent data from C18O 9–8 and 10–9, a high water abundance of
a few ×10−5 − 10−4 has been argued, with values as low as 10−6 − 10−5 clearly excluded331.
In summary, there is considerable evidence for water ice sublimation in hot cores, but
warm water abundance determinations still differ by up to two orders of magnitude. Thus,
the question whether hot cores are generally ‘dry’ or ‘wet’ due to ice sublimation is still open
and may differ from source to source.
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4.4 Testing high-temperature chemistry
The reaction scheme discussed in § 3.2 predicts that almost all available oxygen not locked
up into grains or CO is driven into water at high temperatures231,333. Astronomical re-
gions in which this chemistry can be tested include shocks associated with the outflows from
young stars, supernova remnants expanding into the interstellar medium, the warm envelopes
around evolved stars, the hot cores around high-mass protostars, the inner zones of proto-
planetary disks and the nuclei of external galaxies. The expected water vapor abundance in
these regions is H2O/H2≈ (5 − 6)× 10−4 (see above), unless photodissociation or reactions
with atomic H drive the water back to O and OH (Fig. 16). If all non-refractory carbon is
locked up in CO, the expected H2O/CO ratio is ∼1.3.
4.4.1 Shocks
Orion. The shocked regions in Orion-KL form one of the best test cases of high temperature
chemistry because of the wealth of lines observed at mid- and far-infrared wavelengths.
Using ISO-LWS, Harwit et al.334 detected 8 far-infrared water emission lines that indicate
H2O/H2≈ 5 × 10−4, consistent with most oxygen driven into H2O. Other ISO studies of
Orion based on many additional absorption and emission lines with the SWS and LWS
either came to a similar conclusion335 or found a lower abundance by a factor of 5–10336,337.
Observations of the 110−101 557 GHz line with SWAS and Odin give abundances of 3.5×10−4
and 10−5 − 10−4, respectively27,338. Differences can be due to different positions targeted in
the various studies (central source IRc2 versus outflow positions ∼ 30′′ offset from IRc2),
different observing beams (from ∼20′′ to > 3′) containing a range of physical components
with uncertain source sizes, different reference species used to compute abundances (H2 or
CO), different conclusions on the optical depths of the lines, and different excitation analyses
with infrared radiative pumping included or not.
Most recently, Melnick et al.67 observed a plethora of spectrally-resolved H2O, H182 O and
H172 O lines with Herschel-HIFI (Fig. 8) to separate the different physical components and
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infer abundances of 7.4 × 10−5, 1.0 × 10−5 and 1.6 × 10−5 for the shock (‘plateau’), hot
core and extended warm gas, respectively. The plateau value is consistent with a significant
fraction of the oxygen driven into water, but not all. Either some fraction of oxygen is
locked up in unidentified refractory material, or photodissociation of H2O by the intense
UV radiation pervading the Orion cloud reduces the water abundance somewhat below its
maximum value.
Other shocks. Table 4 contains a (non-exhaustive) summary of H2O abundances deter-
mined in shocks associated with young stellar objects, using a variety of instruments. The
inferred values for sources other than Orion vary by three orders of magnitude, with only
a few sources consistent with all oxygen driven into water. This has led to the suggestion
based on SWAS data that only a small fraction (<1%) of the outflow gas has passed through
shocks strong (i.e., hot, >400 K) enough to convert oxygen into water during the lifetime of
the shock, primarily the gas at high velocities339 . A similar conclusion is reached based on
Herschel-HIFI data at much higher spatial resolution340, which suggests315 that the water
abundance increases with velocity from 10−7 to 10−5.
As for Orion, part of the problem in this comparison of results stems from the fact
that different methods are used by the various teams to infer the H2 column. Most studies
use low-J (Ju ≤3) CO lines as their reference315,339, but these line wings trace primarily
the cool (<100 K) swept-up ambient gas rather than the warm currently shocked gas with
temperatures of a few hundred up to few thousand K. If the H2O line profiles are compared
with those of high-J (Ju > 10) CO, no increase in the water abundance with velocity is seen
and the higher abundance of a few ×10−5 is found (Kristensen, priv. comm.). Alternatively,
comparison with warm H2 columns obtained directly from Spitzer mid-IR data should result
in reliable water abundances. Such studies point to high H2O abundances of ∼10−4 in the
densest, heavily extincted regions centered on the deeply embedded protostars68,341, but to
lower H2O abundances of 10−7 − 10−6 at shock positions offset from the protostars342,343,344
(see Fig. 22 (right)). Thus, there do appear to be real variations in the water abundance in
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high temperature gas depending on the conditions.
The explanation for the low H2O abundances centers again on the presence of UV pho-
tons and on the type of shocks involved. Broadly speaking, two classes of shocks occur in
interstellar clouds345: in J-shocks, there is sudden jump in the physical variables (tempera-
ture, density) at the shock position and temperatures often reach high enough values (>4000
K) to dissociate most molecules, although non-dissociative J-shocks exist as well. The gas
is significantly compressed in the cooler post-shock gas. In C−type shocks, the ions in a
magnetic precursor are able to communicate the upcoming shock to the neutrals so that
temperature and density vary much more smoothly through the shock and do not dissociate
the molecules. In dissociative J-type shocks, the H2O abundance is low346, in C−type and
non-dissociative J shocks it is high333,347. Analysis of the H2O excitation in several shock
spots offset from the protostar indicates that most of the water emission comes from gas
that is overpressured with respect to the surroundings by a factor of ∼ 104, consistent with
J−type shocks342,343. Typical temperatures of the water emitting gas are around 500 K and
densities of order 107 cm−3, and the inferred water abundances are indeed low, down to 10−7.
One further option to distinguish between the various models is to look at the disso-
ciation products, OH and [O I]. Non-dissociative continuous shocks predict OH/H2O <<1
if photodissociation is negligible. Spectrally resolved data on OH are still sparse, but for
one high-mass protostar, a ratio OH/H2O >0.03 is found in the outflow348. From spectrally
unresolved data of the IRAS4B low-mass protostar, OH/H2O=0.2 is inferred68. These high
ratios, combined with strong emission from [O I] and widespread detection of OH349,350,351,352,
also point to the presence of dissociative shocks. On the other hand, the high abundance
of H2O at the source position together with high−J CO excitation indicate the presence of
some non-dissociative shocks as well341,351. Most likely, a combination of J-type shocks and
UV-irradiated C-type shocks is needed to explain the data at the various positions. The
UV radiation does not have to originate externally from nearby bright stars as in the case
of Orion, but can be produced locally by fast J− type shocks353,354. One firm conclusion
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from all these studies is that UV irradiated shocks are common near protostars and that a
new generation of shock models needs to be developed to interpret the observed abundance
ratios.
Alternative explanations for the low H2O abundance include rapid freeze-out onto grains
in the cool post-shock gas. For a density of 106 cm−3, the timescale is ∼ 103 yr, longer
than typical shock timescales232. Thus, freeze-out will not be significant in the still warm
post-shock gas probed by the Herschel data. Other time-dependent effects can also play a
role. Slow C− type shocks with velocities ≤15 km s−1 reach post-shock temperatures of
only 300–400 K333. The timescale to convert all oxygen into water is >400 yr at such low
temperatures, longer than the cooling time of the shock itself, which is less than a hundred
years. Coupled with their ineffectiveness in releasing water ice into the gas, slow shocks
could have low water abundances. The main argument against this option is that the water
line profiles343 indicate shock velocities higher than 15 km s−1 (Fig. 22 and 28).
High temperature chemistry vs. ice sputtering. The above shock models produce water
through the high temperature neutral-neutral reactions. However, sputtering of ice by high-
velocity particles in the shocks is another option, thereby releasing the ice mantle material
back into the gas. Models231,365 indicate that this becomes effective for shocks faster than
10–15 km s−1. One possibility to distinguish between these two options is to compare
observations of H2O in shocks with those of other grain-surface products. In particular,
NH3 and CH3OH are also known to be among the abundant ice mantle constituents, with
abundances of ∼5 % and 1–20% with respect to that of H2O ice, respectively235.
High S/N Herschel and ground-based data indicate that for most sources the observed
NH3 and/or CH3OH emission profiles lack the broad line wings seen for the H2O lines,
implying an absence of these molecules at the highest velocities366,367. This could be taken
to imply a lack of ice mantle sputtering. However, Viti et al.368 note that NH3 and CH3OH
can actually be destroyed by atomic H in high temperature gas following ice sputtering,
whereas H2O is not. This is because the energy barrier for destroying H2O by atomic H
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Table 4: Summary of H2O/H2 abundance determinations in shocks
Source Instrument H2O/H2 H2 from Reference
(10−4)
Orion-KL ISO-LWS 5 Harwit et al.334
Orion-IRc2 ISO-SWS 2–5 Model Wright et al.335
Orion peak 1 ISO-SWS 0.2 González-Alfonso et al.336
Orion peak 1+2 ISO-LWS 0.2 Cernicharo et al.337
Orion-KL SWAS 3.5 Melnick et al.27
Orion-KL Odin 0.1–1 Olofsson et al.338
Orion-KL Herschel-HIFI 7.4 low-J CO Melnick et al.67
Several ISO-LWS 0.1–1 (Class 0) high-J CO Nisini et al.355
<0.1 (Class I) high-J CO Nisini et al.355
Several SWAS 0.001-0.01a low-J CO Franklin et al.339
Several Odin 0.003–5a low-J CO Bjerkeli et al.356
HH 54 ISO-LWS 0.1 high-J CO Liseau et al.357
HH 54 Herschel-HIFI 0.1a mid-J CO, H2 Bjerkeli et al.358
L1157 B1 Herschel-HIFI 0.008(LV) mid-J CO Lefloch et al.340
0.8(HV) Lefloch et al.340
L1157 B2/R Herschel-HIFI/PACS 0.01 warm H2 Vasta et al.359
L1448 B2/R4 Herschel-HIFI/PACS 0.05-0.1 (HV) warm H2 Santangelo et al.360
L1448 Herschel-HIFI/PACS 0.005-0.01 warm H2 Nisini et al.343
VLA1623 Herschel-HIFI <0.01a warm H2 Bjerkeli et al.361
Several Herschel-HIFI 0.1 (HV) low-J CO Kristensen et al.315
NGC1333 IRAS4B Herschel-PACS 1.0 H2 Herczeg et al.68
Serpens SMM1 Herschel-PACS 0.4 high-J CO Goicoechea et al.341
L1448 Several B/R Herschel-PACS 0.01 warm H2 Tafalla et al.342
NGC 7129 IRS Herschel-HIFI/PACS 0.2–0.3 high-J CO Johnstone et al.324
Fich et al.362
NGC 6334I Herschel-HIFI 0.4 mid-J CO Emprechtinger et al.363
DR21(OH) Herschel-HIFI 0.32b high-J 13CO van der Tak et al.364
Note: uncertainties claimed by the authors range from a factor of 2 up to an order of
magnitude. HV=high-velocity; LV=low velocity. In most cases, the abundance refers to
the outflow at the central source position. B and R indicated blue- and red-shifted outflow
spots offset from the source.
a ortho-H2O abundance.
b from para-H2O assuming o/p=3
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is much higher, ∼9000 K versus ∼5000 K and ∼3000 K for NH3 and CH3OH, respectively.
Thus, ice mantle sputtering is not yet excluded. If this scenario is valid, the lack of NH3 or
CH3OH would allow the shock temperature to be constrained. Further observational tests
of this scenario are needed.
4.4.2 Supernova remnants
IC 443 is a prototypical example of high velocity gas ejected by a supernova interacting with
the interstellar medium. A molecular cloud lies across the face of the supernova remnant and
at locations where the remnant encounters this cloud, shocked molecular gas is revealed by
broad asymmetric line profiles. SWAS and ISO data point to a very low abundance of H2O
in the shock, H2O/CO=2× 10−4− 3× 10−3 in the downstream gas354 . Only in the warmer
part of the shock does the ratio reach H2O/CO≈0.2. As for the shocks associated with
protostars, a combination of freeze-out of H2O in the pre- and postshock cloud (with slow
shocks preventing complete ice sputtering) as well as photodissociation of H2O in postshock
gas are invoked to explain the low abundances. The UV radiation is thought to be generated
by a preceeding fast J−type shock. Further evidence for enhanced UV radiation comes from
the high C/CO ratio in the preshock gas369. Compared with dense star-forming clouds, the
molecular cloud encountered by IC 443 has a lower density, more like a translucent cloud.
The higher H/H2 ratio in a translucent region could potentially drive reactions that convert
H2O back to O. Similarly, an enhanced cosmic ray ionization rate could result in higher
H/H2 and C/CO ratios in the preshock gas370. However, even a very high H/H2 ratio of 10
drives most oxygen into water since, as noted above, the energy barrier for the H2O + H
back reaction is very high (∼9000 K)354 .
Similar conclusions have been reached for other supernova remnants interacting with
molecular clouds based on high OH/H2O ratios371,372.
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4.4.3 External galaxies
The central regions of galaxies contain dense and warm gas, which allow the water chemistry
to be tested on scales of a few hundred pc, as opposed to the sub-pc scales in our own Galaxy.
Following early detections with ISO373,374, a wealth of water lines has now been seen in
nearby galaxies (z < 0.3) with all three instruments on Herschel292,298,375,376,377,378,379,380,381.
The lines are sometimes seen in emission and in other cases in absorption against the bright
nuclear continuum, and arise from levels with Eu/kB up to 650 K. Water is now even seen
at high redshifts up to z = 6.3382 with ground based telescopes16,383,384,385,386 (see Fig. 2).
The line luminosities of water are high, only slightly below those of CO.
The water lines in these distant sources arise from a mix of physical components including
the compact nuclear region but also more extended diffuse gas (§ 4.1), so detailed modeling
is needed to disentangle them. The warm and dense nuclear regions are found to have
high water abundances of order 10−5, consistent with high temperature chemistry and grain
mantle sublimation292. In some galaxies, water outflows out to several hundred km s−1 are
seen, so shocks can play a role as well380. The high OH/H2O ratios of order unity again point
to enhanced water dissociation; however, rather than UV radiation, X-rays and/or cosmic
rays are invoked.
The ubiquitous detection of high excitation water lines such as 321−312 and 422−413 has
been interpreted to imply that pumping by far-infrared continuum radiation due to warm
dust plays an important role in the excitation of water in many, but not all380, of these
sources381,384.
4.4.4 Evolved stars
O-rich envelopes. The dense and warm envelopes around dying stars (Fig. 1) provide an-
other good laboratory to investigate the high temperature water chemistry. O-rich stars have
[O]/[C]>1, so at densities up to 1013 cm−3 and temperatures up to 1000Kmost oxygen should
be driven into water: since H2O is the thermodynamically most stable oxygen-containing
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molecule after CO, its abundance is basically set by the available oxygen reservoir minus
the abundance of oxygen locked up in CO. H2O and OH have been detected for decades
in these sources through their masing lines at radio wavelengths387. These data have led
to the development of photochemical models of the envelopes in which thermal equilibrium
chemistry dominates in the innermost envelope but two-body reactions and photodissoci-
ation due to UV radiation from the interstellar field become more important in the outer
envelope388,389,390,391. In the later stages leading up to the planetary nebulae stage, asym-
metries and bipolar outflows develop, the morphology of which is probed by H2O and OH
masers392.
Figure 29: Schematic structure of the envelope of an evolved carbon-rich star. Several
chemical processes are indicated at their typical temperatures and radial distances from the
star (not to scale). Thermodynamic equilibrium (TE) chemistry defines the abundances in
the stellar atmosphere; shock-induced non-equilibrium chemistry can take place in the inner
wind envelope; dust-gas and ion-molecule reactions alter the abundances in the intermediate
wind zone; penetration of cosmic rays and UV photons dissociates the molecules and initiates
an active photochemistry. If the medium is clumpy, the UV radiation can penetrate more
deeply (blue arrows). The different mechanisms proposed as origins of water in a carbon-rich
environment are indicated at the bottom of the figure in gray at the typical distances where
they occur. Reprinted with permission from Reference 405. Copyright 2010 Macmillan
Publishers Ltd: Nature.
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To quantify the water chemistry, non-masing lines need to be observed. A wealth of
thermal water lines have been detected with ISO toward the evolved stars W Hydrae393,394
and VY CMa395, showing that water is abundant and that the emission originates primarily
in the acceleration zone of the dense outflows created by radiation pressure on the dust grains.
The presence of OH illustrates the importance of photodissociation at larger distances from
the star. A physical model of the W Hydrae envelope has been used to infer H2O/H2=8 ×
10−4 in the innermost layers and 3 × 10−4 at larger radii393. Comparable values have been
found in other studies based on ISO data396,397,398. Alternatively, rather than testing the
oxygen chemistry, the water observations can be used to make independent estimates of the
temperature structure and mass loss rates394.
Spectrally resolved lines of H2O and its isotopologues with Herschel-HIFI provide the
next step forward in the modeling of the water chemistry in these sources. The best studied
case so far is IK Tau, for which an abundance ortho-H2O/H2=5× 10−5 has been derived399
. The abundance is consistent with thermodynamic equilibrium chemistry and does not re-
quire other processes that have been proposed such as pulsationally induced non-equilibrium
chemistry or grain surface chemistry via Fischer-Tropsch catalysis400.
For the star χ Cyg, which has [C]/[O]≈ 1, a water abundance H2O/H2=1.1 × 10−5 has
been found with Herschel-HIFI, much lower than in O-rich stars401. This implies that the
bulk of the oxygen in this source is locked up in CO rather than in H2O and that [C]/[O] is
≤0.98.
C-rich envelopes. Water was not expected to be detected in the envelopes of C-rich stars
with [C]/[O]>1 since all free oxygen should be locked up in the very stable CO molecule.
The detection of the H2O 557 GHz line toward the C-rich star IRC+10216 with SWAS402
(and subsequently Odin403) therefore came as a surprise. It has been speculated that the
cold water could result from sublimating icy bodies orbiting the star in an analog of the
Kuiper Belt in our own solar system402,404. However, the subsequent Herschel detection of
a multitude of warm water lines405 combined with their line profiles406 argues against the
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vaporization of ices and favors a scenario in which periodic high temperature shocks407 and/or
UV penetrating in a clumpy medium405 liberate oxygen from CO in the inner envelope and
drive it into water (Fig. 29). Detection of water in C-rich evolved stars is now found to be
common408, with inferred H2O/H2 abundances ranging from 8× 10−8-2× 10−6.
4.4.5 Inner protoplanetary disks
The inner few AU of protoplanetary disks around young stars have very high temperatures
(> few hundred K) and densities (> 1011 cm−3) near the midplane. Under these conditions,
the chemistry is close to thermodynamic equilibrium and most of the oxygen will be driven
into water. This warm water reservoir is denoted as region 1 in the study by Woitke et al.409
and illustrated in Figure 30. As pointed out by Bethell and Bergin410, the water column
in the upper layers is so large that the UV absorption optical depth becomes greater than
unity so that water can shield itself from the dissociating stellar radiation and have an even
higher abundance at intermediate heights.
At somewhat larger distances (out to 30 AU, depending on the type of star) and higher
up in the disk atmosphere, the chemistry is no longer in thermodynamic equilibrium but
controlled by two body processes. In these upper layers, the gas temperature is significantly
higher than the dust temperature, typically 300–2000 K. Thus the energy barriers for the
neutral-neutral reactions of O + H2 and OH + H2 are readily overcome and H2O is rapidly
produced411,412,413 (region 3 in Fig. 30). In the uppermost surface layers, water is even more
rapidly destroyed by photodissociation and reactions with atomic H than it is produced
so there is little water at the very top of the disk. The bulk of the warm water reservoir
therefore lies at intermediate heights in the disk where it is shielded from the most intense
stellar UV radiation. The cold water reservoir, region 2 in Fig. 30 is discussed in § 4.2.3.
The warm water reservoir in the inner regions of disks has been detected using the Spitzer-
IRS through highly-excited pure rotational lines at mid-infrared wavelengths72,73,74,414,415
(Fig. 9) and through ground-based near-infrared vibration rotation lines73,416 (Fig. 31).
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Figure 30: Abundance of water vapor relative to total hydrogen as function of both radial
distance r and relative height above the midplane z/r for a disk around an A-type star
(T∗=8600 K). Three regions with high H2O abundance can be distinguished. Regions 1
and 3 involve high temperature chemistry, whereas region 2 lies beyond the ice line and
involves photodesorption of water ice (see also Fig. 27). The white contours indicate gas
temperatures of 200 and 1500 K, whereas the red contour shows the nH = 5 × 1010 cm−3
density contour. Reprinted with permission from Reference 409. Copyright 2009 European
Southern Observatory.
Abundance ratios are difficult to extract from the observations because the lines are highly
saturated and in the case of Spitzer data spectrally unresolved, but abundance ratios of
H2O/CO∼1–10 have been inferred for emitting radii up to a few AU414,416. Within the more
than an order of magnitude uncertainties, these values are consistent with the model predic-
tions for the warm layers (Fig. 30). The Spitzer and near-IR data show a clear dichotomy
between disks around the cooler T Tauri stars (T∗<∼5000 K), where H2O is detected, and
those around the hotter A-type stars (T∗ ∼ 8000 − 10000 K), where it is usually not, pre-
sumably due to the more rapid photodissociation in the latter case producing the observed
OH (Fig. 6)74,417.
Longer wavelength observations with Herschel-PACS probe gas further out into the disk.
Far-infrared lines from warm water have been detected in some sources, mostly around T
Tauri stars418,419 but also a few A-type stars420,421,422. Together with the shorter and longer
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Figure 31: Example of vibration-rotation lines of H2O observed with Keck-NIRSPEC arising
in the warm water reservoir in the inner AU of the AS 205 protoplanetary disk. Adapted
with permission from Reference 73. Copyright 2008 American Astronomical Society.
wavelength water data (see § 4.2.3), these observations can be used to constrain the water
ice line in disks124,418.
In summary, the observations of a wide range of sources confirm that water can be
produced in copious amounts by a combination of high temperature chemistry and ice mantle
sublimation and sputtering. However, a common finding in all of these regions is that the
water abundance is lower than expected if all oxygen were driven in to water, by up to 2–3
orders of magnitude, and that the OH/H2O ratios are correspondingly higher than expected.
This indicates that destructive radiation (UV, X-rays and/or cosmic rays) plays a significant
role in limiting the water abundance and must be included in the next generation of models.
4.5 Testing photodissociation models
4.5.1 Comets
Comets are small (few km diameter) solid bodies in the outer solar system consisting of ice
(mostly water), dust and small rocky particles. When they come close to the Sun, the solids
are heated up and the ices sublimate into the gas, creating the coma and tails that emit
visible radiation due to the fluorescence of small molecules (Figure 32). The solar radiation
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also dissociates the ‘parent’ molecules that originate from the cometary ices into ‘daughter’
molecules423,424. Specifically, H2O is photodissociated into OH which in turn photodissociates
into O. The OH radical can readily be observed through its 18 cm radio hyperfine/Λ-doubling
transitions. The photodissociation model is then used to infer the original H2O production
rate in the cometary coma425,426,427,428,429. This requires an accurate determination of the
H2O and OH photodissociation rates by the solar radiation.
Figure 32: Left: Image of comet C/1995 O1 Hale-Bopp taken on April 4 1997 by E. Kolmhofer
and H. Raab (www.sternwarte.at) and reproduced with their permission; Right: H2O
vibration-rotation lines of comet Hale-Bopp observed with the ISO-SWS. Reprinted with
permission from Reference 429. Copyright 1997 American Association for the Advancement
of Science).
The radiation field of the Sun (T∗ = 5780 K) peaks at visible wavelengths and has
relatively few photons at UV wavelengths where molecules like H2O and OH can absorb and
dissociate. The main photodissociation channel of H2O is therefore through solar Lyman
α radiation which can excite H2O into the B˜ electronic state. As discussed in § 3.1.3, this
process leads to OH in very high rotational levels as well as some vibrational excitation.
This ‘prompt’ emission of vibrationally and rotationally excited OH produced directly from
H2O photodissociation (in contrast to the fluorescently pumped OH emission) has been
detected in several comets430,431,432. If the production rates into the various OH states are
well known, the observed emission can be calibrated to provide an alternative method to
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determine the H2O release from the comet nucleus433,434. Longer wavelength radiation at
1570 Å photodissociates H2O through the A˜ state and has been experimentally found to
produce population inversion in OH with a strong preference for populating the upper Λ-
doubling state435. However, this mechanism is unlikely to be responsible for the bulk of the
observed OH emission in comets.
4.5.2 Bowshocks
Another example of OH prompt emission following photodissociation is found in some
shocked regions. The most powerful shocks occur at the tip of the outflows where the
jet rams into the surrounding cloud with velocities up to several hundred km s−1. At these
so-called bow shocks, the gas temperature increases up to 105 K resulting in dissociation of
molecules and ionization of atoms. As the gas cools, the atomic ions recombine with electrons
and emit UV radiation, specifically Lyman α photons346,436. These photons dissociate H2O
produced further downstream in the cooling gas through the B˜ electronic state, producing
highly rotationally excited OH. This scenario has been nicely confirmed by the detection of
OH pure rotational lines up to J=69/2 in the HH 211 outflow using Spitzer-IRS437,438 (see
Fig. 33).
In summary, the observed state-resolved OH product distribution leave no doubt that
photodissociation of water by Lyman α photons occurs in these regions. This is a beautiful
example of detailed molecular physics and astronomy going hand-in-hand in enhancing our
understanding of the universe.
4.6 Water ortho-to-para ratio
Observations of water in space also provide constraints on the ortho/para ratio (OPR) of
water in the gas, which in turn could tell astronomers something about the conditions,
formation or thermal history of water in specific regions. An alternative way to describe
the OPR is through the ‘spin temperature’, defined as the temperature that characterizes
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Figure 33: Left: Spitzer infrared image of the HH 211 jet and bowshock with the IRS
spectrometer slits overlaid (blue=3.6 + 4.5 µm; green=8 µm; red=24 µm). Right: Spitzer-
IRS spectrum of HH 211 at the bowshock (red tip). The OH lines originate from levels up
to J=69/2. Reprinted with permission from References 437 and 438. Copyright 2008 and
2012 American Astronomical Society.
the observed OPR if it were in thermal equilibrium. The OPR becomes zero in the limit
of low temperature and 3 in the limit of high temperature. For T ≥ 50 K, the equilibrium
OPR exceeds 2.95, while for T ≤ 25 K, the OPR is well-approximated by 9 exp(−∆E/kT )
= 9 exp(−34.2K/T ), where ∆E is the energy difference between the 101 and 000 rotational
states. This expression applies specifically to the gas-phase in which the molecule is free to
rotate; the relationship between the temperature and the equilibrium OPR may be different
if the molecule is rotationally hindered439.
Accurate measurements of the OPR have been made for diffuse and translucent clouds by
combining absorption line observations of optically thin 557 GHz and 1113 GHz transitions.
In a study of 13 translucent clouds observed with Herschel-HIFI, Flagey et al.289 derived a
mean OPR of 2.9, very close to the value of 3 expected from nuclear spin statistics in thermal
equilibrium in the limit of high temperature. While 10 of the 13 clouds exhibited an OPR
consistent with 3, one had a measured OPR significantly larger than three (4.3 ± 0.2), and
two had OPRs significantly smaller than 3 (2.3± 0.1 and 2.4± 0.2). Gas-phase ion molecule
chemistry is expected to produce a ratio close to 3: the dissociative recombination of H3O+
with electrons to produce H2O, the dominant channel leading to water in these clouds, has
several eV of excess energy and the nuclear spins should be produced in the statistical high
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temperature ratio, although a detailed calculation using the angular momentum approach
of Oka440 should be used to check this assumption. Exchange reactions of H2O with H+
can further drive the OPR to the kinetic temperature if these reactions are rapid enough
compared with the lifetime of the cloud.
In shocks and evolved stars where the water lines are seen in emission, it is difficult to
measure the OPR with the same precision as for translucent clouds, even though many lines
of both ortho and para H2O have been observed. Nevertheless, all analyses so far67,68,329,399
are consistent with an OPR of 3, as expected for hot water. Similarly, the data on warm
water detected at mid infrared wavelengths in the inner regions of protoplanetary disks74
are consistent with OPR=3. In contrast, the OPR of cold water seen with Herschel-HIFI
in the outer regions of disks284 imply an OPR< 1 (Fig. 34, although smaller emitting areas
and correspondingly higher optical depths than assumed in the original analysis could drive
the observed ratios closer to 3.
Figure 34: Emisssion lines of ortho-H2O (110 − 101 at 557 GHz) and para-H2O (111 − 000
at 1113 GHz) observed with Herschel-HIFI toward the TW Hya disk. The para-H2O line is
offset for clarity. Adapted with permission from Reference 284. Copyright 2011 American
Association for the Advancement of Science. Background image: cartoon of the TW Hya
disk, credit ESA/NASA/JPL-Caltech).
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Finally, near-infrared cometary spectra such as shown in Fig. 32 allow an accurate de-
termination of the OPR. More than a dozen comets have now been measured, with inferred
OPRs ranging from 2.4 to 3. A summary is presented in Fig. 10 of Mumma and Charnley441;
the OPRs correspond to spin temperatures as low as ∼20 K. These spin temperatures have
often been interpreted as a measure of the temperature at which molecules formed, or con-
densed, on the grain surfaces providing potentially a measure of where the comets formed
in the solar nebula. However, this interpretation assumes that the nuclear spins of water
equilibrate to the grain temperature by some mechanism and that the OPR is preserved
upon sublimation.
These assumptions are discussed in the review by Watanabe et al. (this volume) (see also
Dulieu251) and are being heavily debated by molecular physicists and astronomers. Recent
laboratory measurements of water molecules isolated in solid Ar matrices at 4 K, initially
prepared as pure para-H2O442, show a thermal OPR upon heating to 260–280 K. Similarly,
studies of vapor deposited water at low temperatures show a thermal OPR upon sublimation
at 150 K, even if the water is kept at 8 K for several days443. These data suggests that spin
conversion of water clusters and water ice is fast upon heating and that the OPR retains no
history of the formation temperature.
In the outer regions of protoplanetary disks, the water vapor is produced by photodesorp-
tion, not thermal sublimation. To what extent does the process of photodesorption preserve
the OPR in the ice? As discussed in § 3.3.3, there are two possible mechanisms for water pro-
duced by photodesorption, following dissociation of H2O ice into H + OH: (i) Recombination
of H + OH→ H2O in the ice, which then has enough energy to desorb; (ii) Kick-out mecha-
nism: the energtic H atom kicks out a neighboring H2O molecule on picosecond timescales.
In option (i), the H-OH bond is broken and reformed, so the OPR should go to the statisti-
cal value of 3. In option (ii), no bond is broken and the original OPR in the ice should be
preserved. The relative importance of option (i) and (ii) depends on the ice monolayer and
to a lesser extent on the ice temperature, but are roughly of equal importance259. Thus, even
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if the water OPR in the ice were low, say ≤0.5, the gas-phase OPR of the photodesorbed
H2O would be significantly higher, about 2, but still lower than 3.
In summary, the molecular processes that lead to ortho/para equilibration, and the
timescale for those processes relative to relevant astrophysical timescales, are still poorly
understood. More laboratory work on both the gas-phase and grain-surface processes that
convert nuclear spins is needed. The results so far indicate that water spin temperatures
measured in comets and disks may tell astronomers less about the water formation location
than previously thought (see also discussion in Tielens38).
5 Concluding remarks
In this review, we have illustrated the major facets of the interdisciplinary science of astro-
chemistry by consideration of one relatively small but important molecule: water. A critical
molecule for life as we know it, water is found to a greater or lesser extent in almost all
environments studied in some detail by astrochemists, be it in the gas or condensed phase.
Since it is made of two of the most abundant elements, H and O, its formation is to some
degree inevitable, yet its chemistry is found to be varied, depending on physical conditions.
Indeed, the water vapor abundance is found to be high, about 10−4 with respect to H2 in
warm sources such as dense shocks, oxygen rich circumstellar shells and inner disks. Its
abundance drops to ∼ 10−7 in diffuse clouds due to photodissociation and is even lower,
∼ 10−9, in cold cores and the outer regions of protoplanetary disks due to freeze-out. In
contrast, water ice is a major reservoir of oxygen in these latter regions, at an abundance of
10−4.
The three main sets of chemical processes thought to form and destroy water can be tested
against observations these different sources. In some types of sources, agreement between
models and observations is good, at the level of a factor of 2–3, but in other regions there
is a difference of a few orders of magnitude. In the latter cases, the large disagreement can
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point to missing chemical reactions in the models but it can also be caused by observational
difficulties in determining the abundances.
The discussion of the three main sets of chemical processes – low temperature ion-
molecule and grain-surface reactions, and high-temperature neutral-neutral gas-phase re-
actions – and their use in chemical simulations should give the reader an understanding of
the role of these chemical processes. Such simulations can be used to confirm or identify
not only the driving chemical processes but also the physical conditions, homogeneous or
heterogeneous, of the sources where water is observed, the amount of UV radiation or cosmic
rays, and even tell us something of the history and/or fate of these sources. In this sense,
chemistry helps astronomy, via spectroscopy and chemical kinetics, and via theory and ex-
periment, and it enhances greatly the scientific return from the major investments made in
ground- and space-based telescopes.
Enormous progress has clearly been made in the last decades in quantifying molecular
processes involving water but there continues to be further astronomical need for basic data.
Examples include spectroscopy of water vapor and its isotopologues at high temperatures for
use in exoplanet and disk atmosphere models; collisional rate coefficients for H2O vibration-
rotation transitions and for H2O with H for use in inner disk and dissociative shock models; an
independent check of the branching ratio for dissociative recombination of H3O+ to water for
benchmarking diffuse cloud chemistry; state-resolved rate coefficients for high temperature
neutral-neutral reactions in shocks and in the surface layers of disks; and determination of the
OH vibration-rotation populations as function of wavelength following H2O photodissociation
for applications in comets, disks and shocks. In terms of water ice formation, the main
uncertainties are illustrated in Figure 17 and more generally further work is required in the
translation of laboratory data to quantities to be used in gas-grain models. There is clearly
a major need for wavelength dependent photodesorption rates of H2O and OH from water
ice to analyze water vapor observations of cold cores and the outer regions of disks.
To audiences of chemists, it must be pointed out that astronomy has and will continue
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to aid chemistry in making chemists aware that some of the standard chemical curriculum is
terrestrially biased, and that ‘exotic’ molecules (e.g. gaseous cations, anions, three-membered
rings, etc.) and ‘exotic’ chemical processes (e.g., dissociative recombination leading to water,
radiative association) not normally studied in the chemical laboratory are of great importance
in the universe as a whole. Indeed, the use of the word ‘exotic’ may be more applicable to
our home planet than to the interstellar medium! Similarly, there has been a surprising lack
of chemical physics studies of water ice formation until astronomers developed the field of
solid-state astrochemistry using surface science techniques. Much of the terrestrial chemistry
had focused on thin, monolayer experiments, often on metallic surfaces rather than on thick
ices. Our increase in knowledge of several of these fundamental chemical processes has at
least partially come about because chemists learned of their likely importance to astronomy,
and water is an excellent case. More examples are likely to follow.
Regarding the role of water in the new science of astrobiology, astrochemistry has taught
us much of relevance. Astrobiology is the study of the origin, evolution, distribution and
future of life in the universe. Water is commonly implicated as a prerequisite for carbon-based
life as found on Earth. We know that water is found in many diverse sources, which certainly
does not help to constrain the location where life could form, but it does indicate that the
conditions for life are widespread throughout the universe. We also know that in the colder
regions that lie along the evolutionary trail of star and planetary formation (Fig. 1), water
is mainly in its solid form, and is likely to be incorporated in this form into the larger solid
objects eventually formed from interstellar grains, such as comets and asteroids280. Indeed,
the terrestrial oceans have likely have come from cometary and asteroidal bombardment,
and solar system structures such as the Oort cloud and Kuiper Belt may well be common.
Equally related to astrobiology, the existence of gaseous water in exo-planets has recently
been observed (Fig. 3), and the first generation of chemical simulations of this chemistry
are already being undertaken. Eventually, we will have a much better understanding of
the trail of water from stellar atmospheres to diffuse clouds to dense clouds, protostars,
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protoplanetary disks, and new generations of stars and planets, all the way out to the edge
of the universe. By then, the science of astrochemistry will have progressed from its essential
beginnings in the 1970’s to a full-fledged science capable of helping astronomers understand
the universe to a degree not recognizable today.
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