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Abstract
In this manuscript we analyze the collective behavior of mean-field limits of large-scale, spa-
tially extended stochastic neuronal networks with delays. Rigorously, the asymptotic regime
of such systems is characterized by a very intricate stochastic delayed integro-differential
McKean-Vlasov equation that remain impenetrable, leaving the stochastic collective dy-
namics of such networks poorly understood. In order to study these macroscopic dynamics,
we analyze networks of firing-rate neurons, i.e. with linear intrinsic dynamics and sigmoidal
interactions. In that case, we prove that the solution of the mean-field equation is Gaus-
sian, hence characterized by its two first moments, and that these two quantities satisfy a
set of coupled delayed integro-differential equations. These equations are similar to usual
neural field equations, and incorporate noise levels as a parameter, allowing analysis of noise-
induced transitions. We identify through bifurcation analysis several qualitative transitions
due to noise in the mean-field limit. In particular, stabilization of spatially homogeneous
solutions, synchronized oscillations, bumps, chaotic dynamics, wave or bump splitting are
exhibited and arise from static or dynamic Turing-Hopf bifurcations. These surprising phe-
nomena allow further exploring the role of noise in the nervous system.
Keywords: noise, neural fields, collective dynamics, bifurcations, Turing instabilities.
Update: This paper was updated to take into account measurability issues that may
arise when considering that individual synapses have independent fluctuations. Actually, the
mean-field dynamics that are analyzed in the manuscript correspond to a slightly distinct
microscopic model than the one initially indicated, and that we updated here; the results on
the dynamics and bifurcations are unchanged. We thank F. Delarue for noting this point.
1. Introduction
The activity of the brain is often characterized by large-scale macroscopic states resulting
of the structured interaction of a very large number of neurons. This interaction yield
meaningful signals accessible from non-invasive imaging techniques (EEG/MEG/Optical
Email address: jonathan.touboul@college-de-france.fr (Jonathan Touboul)
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Stochastic Neural Fields Dynamics 2
Imaging) and often used for diagnosis. Finer analysis of the brain’s constitution identifies
anatomical structures, such as the cortical columns, composed of the order of few thousands
to one hundred thousand neurons belonging to a few different species, in charge of specific
functions, sharing the same input and strongly interconnected. Neurons composing these
columns manifest highly complex behaviors often characterized by the intense presence of
noise. They communicate through the emission of action potentials delivered after a specific
delay due to the transport of information through axons at a finite speed and to the synaptic
transmission. These delays have a clear role in shaping the neuronal activity, as established
by different authors (see e.g. [1, 2, 3, 4]). Two paradigmatic examples of this organization
are the primary visual cortex of certain mammals and the rat’s barrel cortex. In the primary
visual cortex V1, neurons can be divided into orientation preference columns responding to
specific orientations in visual stimuli, forming specific patchy connections [5, 6]. Similarly,
the rat’s barrel cortex presents a clear columnar organization, and neurons responding to the
sensory information of a particular whisker anatomically gather into barrels [7, 8]. Several
relevant brain states relying on the coordinated behaviors of large neural assemblies recently
raised the interest of physiologists and computational neuroscientists, among which we shall
cite the rapid complex answers to specific stimuli [9], decorrelated activity [10, 11], large scale
oscillations [12], synchronization [13, 14], and spatio-temporal pattern formation [15, 16, 17].
Neural fields are intermediate-scale (mesoscopic) descriptions of neural networks activity.
At this level of description, neurons gather into spatially localized homogeneous structures,
the neural populations, containing sufficiently many neurons so that averaging effects occur,
and that have small enough spatial extension to resolve quite fine topological or functional
structure of the brain and its activity. Neural fields dynamics are almost exclusively studied
through the use of heuristic continuum limits ever since the seminal work of Wilson, Cowan
and Amari [18, 19, 20, 21]. In this model, the activity is represented through a macroscopic
variable, the population-averaged firing rate, that is generally assumed to be determinis-
tic. This approach successfully accounted for a number of phenomena, for instance for the
problem of spatio-temporal pattern formation in spatially extended models, in relationship
with visual hallucinations for instance (see e.g. [16, 22, 23, 24]). However, these approaches
neglect the presence of noise at neural field scale, implicitly making the assumption that the
prominent noisy structure of individual neurons activity vanishes in the limit of large net-
works. Deterministic models describing neural field’s activity are relevant approximations
of the large networks activity provided that noise does not induce qualitative transitions.
However, increasingly many researchers tend to consider that the different intrinsic or ex-
trinsic noise sources produce a meaningful signal and conveys important information [25],
and it is hence of high interest to analyze the effects of noise on the dynamics of neural
fields, taking into the anatomical structure and noisy nature of neurons’ activity.
Relating Wilson and Cowan type of models to the dynamics of stochastic neuronal net-
works is therefore a deep question in the field of computational neuroscience, and has been
recently the subject of intense research. One of the main difficulties is to find relevant
descriptions of the collective dynamics using suitable models of neuronal activity, and in
particular including noise at the cellular level. Sparsely connected neural networks for
integrate-and-fire neurons were analyzed in that view, and evidence regimes where the ac-
tivity is uncorrelated [26, 27, 28]. In this case, the emergent global activity of the population
in the limit of an infinite number of neurons in that case is deterministic, and evolves ac-
cording to a mean-field firing rate equation. A distinct approach proposed to analyze a
discrete-time Markovian model governing the firing dynamics of the neurons in the network,
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where the transition probability satisfies a master equation [29, 30], and were developed
for spatially extended networks in [31], a notable exception in this domain. In the limit
where the number of the neurons is infinite, the behavior of the system reduces to standard
Wilson and Cowan equations, and finite-size effects produce a stochastic perturbation that
qualitatively modifies the solution of the global system [32]. Most of these approaches hold
in some parameter regions, are based on statistical physics tools such as path integrals and
Van-Kampen expansions, and the analysis of their dynamics involve a moment expansion
and truncation. In these different limits, noise cancels out through averaging effects in the
macroscopic descriptions.
In this manuscript, following [33], we consider the limit of interacting neural networks
in the presence of external noise and stochastic synapses. In that view, neural fields are a
particular limit of a set of interacting nonlinear stochastic processes with space-dependent
interactions and propagation delays. The approach is evocative of statistical fluid mechanics
and more generally interacting particle systems, a widely studied problem in mathematical
physics chiefly motivated by thermodynamics or fluid dynamics questions. The network
equations, analogous in the thermodynamic domain to the Newton equations on the free
movement of particles in a gas, is shown in the neural field limit (the thermodynamic limit)
to satisfy the propagation of chaos1 property ensuring that the state of neurons are indepen-
dent provided that the initial conditions were also independent. The probability distribution
of the state of a typical neuron is solution of an intricate implicit equation on the space of
stochastic processes, an integro-differential McKean-Vlasov equation. This equation can
be expressed as a nonlocal partial differential equation on probability distributions, and
would correspond to the Boltzmann equation in the thermodynamics analogy (or in differ-
ent settings, Vlasov-Poisson, Landau, . . . ). The study of such equations is generally very
complex to perform and prevents from understanding the dynamics of such neural fields.
In the statistical fluid mechanics domain, a particularly successful method has been to de-
rive macroscopic descriptions of observable quantities at a local thermodynamic equilibrium
(where the speeds have a Gaussian distribution) such as the local density, macroscopic local
velocity and local temperature fields. These are, in the thermodynamics case, given by Euler
or Navier-Stokes equations. Nonlinear phenomena related to the dynamics of such fluids, as
for instance turbulence and the formation of vortexes, is then evidenced in these equations.
Unfortunately, in the case of neural fields, there is a priori no local Gaussian equilibria,
and characterizing the solutions of the system is still an open problem. The central idea of
this manuscript consists in instantiating a simplified yet relevant model of neuron, the firing-
rate model. In that case, we demonstrate that the system has Gaussian attractive solutions
(local equilibria). In the present case, we show that the characteristics of these Gaussian local
equilibria, namely the two first moments, satisfy a closed system of deterministic delayed
integro-differential equations. This exact reduction allows bringing the stochastic mean-field
problem in the setting of usual studies of neural fields. This new set of equations, derived
from a mathematically rigorous analysis of the limits of stochastic interacting neurons, has
the nice property to be compatible with the usual Wilson and Cowan equations in the zero
noise limit. Qualitative effects of noise on the dynamics of neural fields activity will hence
1Here the term chaos is understood here in the statistical physics sense as the Boltzmann’s molecular
chaos (”Stoßzahlansatz”), corresponding to the independence between the velocities of two different particles
before they collide. This is very different from the notion of chaos in deterministic dynamical systems, and
in particular what we term chaos in the spatio-temporal patterns found in section 3.2.
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be reached from the thus derived set of infinite-dimensional equations.
The plan of the paper is as follows. In section 2 we introduce the neural network model
under investigation, and to this end recall a few previous results on mean-field limits of
spatially extended neural networks with propagation delays. We present the limit equation,
as the number of neurons goes to infinity, of general neural networks in the neural-field limit,
and discuss the existence and uniqueness of spatially homogeneous solutions (in law). It is
also in this section that we use these results in the case of networks composed of firing-rate
neurons. We show that the solution of this equation has Gaussian solutions and charac-
terize the evolution of this distribution through deterministic equations on its mean and
covariance. Well-posedness of these equations is analyzed, and most of the proofs of the
new theoretical results are provided in the appendices A, B and C. Noise-induced transi-
tions are analyzed in section 3: we first deal with a one-population network in section 3.1
and analyze the complex bifurcation structure observed when delays and noise are simul-
taneously varied. Section 3.2 focuses on a more realistic two-layers network account for
an excitatory/inhibitory structure. We show in particular the destabilization of spatially
homogeneous solutions, transitions towards perfectly synchronized oscillations through dy-
namic Turing-Hopf bifurcations involving chaotic spatio-temporal structures. These results
are discussed from a biological viewpoint in the conclusion.
2. Mean-field equations for firing-rate neural networks
In this section, we set up the context of the study, review some general results and apply
these to networks of firing-rate neurons in order to derive our system of nonlinear delayed
integro-differential equations the analysis of which will be the core of the next section.
2.1. Mathematical Background
We consider networks composed of N neurons falling into P (N) homogeneous popula-
tions corresponding to specific locations on the neural field Γ2. The state of each neuron
is described by a d-dimensional variable, belonging to a space denoted E, that generally
describes the cell’s voltage and different related ionic concentrations. Populations are dis-
tributed on Γ according to a measure λ, a sum of Dirac measures in the finite population
case (the case where P (N) remains finite in the limit N →∞), or a distribution with regular
density with respect to Lebesgue’s measure in the continuous case. The P (N) populations
have their locations rα independently drawn in the law λ, and we denote by Nα(N) (or
simply Nα) the number of neurons in population α in the network of size N . The intercon-
nection between a neuron i of population α located at rα ∈ Γ and a neuron of population
β at location rβ is characterized by a synaptic coefficient J(rα, rβ) and a propagation delay
τ(rα, rβ) depending on the distance between the populations and the propagation speed (see
Fig. 1).
We work in a complete probability space (Ω,F ,P) satisfying the usual conditions en-
dowed with a filtration
(Ft)t. Neuron i in population α satisfies the equations:
2Γ can either represent the physical space or a functional space (or both).
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Figure 1: A typical architecture of neural field: cylinders represent neural populations as cortical columns
spanning across the cortex. Neuron j in the green population at location rj ∈ Γ communicates with neuron
i in the red population at location ri, and the information sent is received with a delay τ(ri, rj) depending
on the spatial location of each neuron, and with a synaptic weight J(ri, rj) also depending on the neural
populations of i and j.
dXi,Nt = G(rα, t,X
i,N
t ) dt+
λ(Γ)
P (N)
P (N)∑
γ=1
Nγ∑
j=1
1
Nγ
∫ 0
−τ
b(rα, rγ , X
i,N
t , X
j,N
t+s)dη(rα, rγ , s) dt
+g(rα, t,X
i,N
t )dW
i
t +
λ(Γ)
P (N)
P (N)∑
γ=1
Nγ∑
j=1
1
Nγ
∫ 0
−τ
β(rα, rγ , X
i,N
t , X
j,N
t+s)dµ(rα, rγ , s)dB
i
t. (1)
In this equation, the free dynamics of each neuron is governed by a drift function G :
Γ × R × E 7→ E accounting for the intrinsic dynamics and deterministic inputs of neuron
i. Stochastic effects are characterized through the diffusion matrix g : Γ×R× E 7→ Rd×m
and the m-dimensional independent adapted Brownian motions (W it )i∈N. The transmission
delays are taken into account through the signed finite measures η and µ. Interactions
between neurons are of two types: deterministic interactions are governed by the function
b and stochastic variations of the synaptic weights through the function β and the d × d
independent adapted Brownian motions3 (Bit)i∈N. Due to the presence of delays, each
component of the initial conditions is a continuous function belonging to C = C([−τ, 0], E).
There is a critical competition between the number of populations and the total number
of neurons: in order for averaging effects to occur in the neural field, a very large number
of neurons in each population is required, competing with the total number of populations.
The neural field regime described in [33] assumes that:
e(N)
def
=
1
P (N)
P (N)∑
γ=1
1
Nγ(N)
−→
N→∞
0 (2)
In the finite population case, it corresponds to the assumption that the number of neurons
in every population tends to infinity. For continuous neural fields, this assumption is slightly
3Update: the Brownian motions are not a function of the population location rγ .
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less stringent and allows a few populations to have a finite number of neurons (these popu-
lations will be of measure 0). This regime is relevant for modeling neural fields, since at this
scale neuronal populations contain a number of neurons orders of magnitude larger than the
number of populations (see e.g. [34]).
Under mild regularity conditions on the functions governing the network equation, it
was proved in [33] that the system enjoys the propagation of chaos property. This means
that if the initial conditions of the neurons were independent and identically distributed at
the level of each population (such initial conditions are termed chaotic), neurons remain
independent during the evolution. In details, for l ∈ N∗4 neurons indexed by {i1, · · · , il},
the law of (Xi1,Nt , · · · , Xil,Nt ,−τ ≤ t ≤ T ) are independent processes when N →∞. In that
limit, Xit has the law of X¯t(r), the unique solution of the mean-field equations:
d X¯t(r) = G(r, t, X¯t(r)) dt+
∫
Γ
∫ 0
−τ
EZ [b(r, r
′, X¯t(r), Zt+s(r′))]dη(r, r′, s)λ(r′)dr′ dt
+g(r, t, X¯t(r))dWt +
∫
Γ
∫ 0
−τ
EZ [β(r, r
′, X¯t(r), Zt+s(r′))]dµ(r, r′, s)λ(r′) dr′dBt. (3)
In this equation, (Zt(r)) denotes a process independent of X¯t(r) with the same law, and EZ
denotes the expectation with respect to the process Z. The processes (Wt)t≥0 and (Bt)t≥0
are independent Brownian motions5. Rigorously, the law of X¯t(r) is given by the solution
of:
d X¯t(r) = G(r, t, X¯t(r)) dt+ Er′
[∫ 0
−τ
EZ [b(r, r
′, X¯t(r), Zt+s(r′))]dη(r, r′, s) dt
]
+g(r, t, X¯t(r))dWt + Er′
[∫ 0
−τ
EZ [β(r, r
′, X¯t(r), Zt+s(r′))]dµ(r, r′, s)
]
dBt,
where Er′ is the expectation with respect to the distribution of the population locations over
Γ with distribution λ(·)/λ(Γ). The initial conditions are given by a process ζt(r) belonging
to the space of mappings of Γ with values in C. In particular, considering a case with a finite
number P of populations located at positions (rα, α ∈ {1, . . . , P}) ∈ ΓP , the mean-field
equations read:
d X¯t(rα) = G(rα, t, X¯t(rα)) dt+
P∑
γ=1
∫ 0
−τ
EZ [b(rα, rγ , X¯t(rα), Zt+s(rγ))]dη(rα, rγ , s) dt
+g(rα, t, X¯t(rα))dWt +
P∑
γ=1
∫ 0
−τ
EZ [β(rα, rγ , X¯t(rα), Zt+s(rγ))]dµ(rα, rγ , s)dBt.
These equations can appear very formal due to the generality of the models considered
and to the mathematical approach developed of [33]. In particular, even if the mean-field
4In the manuscript, we classically denote by N the set of natural integers, Z the set of integers and R
the set of real numbers. A star exponent indicates that 0 is not taken into account, and a + indicates that
only positive quantities are considered.
5In order to emphasize the propagation of chaos property, we initially defined the equations with spatially
chaotic Brownian motions, which does not modify the law of the solution, as we discussed in J. Touboul,
Journal of Statistical Physics 56 (3), p. 546-573 (2014)
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approach reduces an infinite system of interacting diffusion processes into a single well-posed
equation, a major issue one faces is the concrete identification, characterization and simula-
tion of the solution of the mean-field equations (see e.g. [35, 36]). In our spatial and delayed
setting, this concern is even more true.
In order to qualitatively characterize the dynamics of these equations, we start by inves-
tigating spatially homogeneous solutions in law, before instantiating a particular neuronal
dynamics.
2.2. Spatially Homogeneous solutions and synchronization in law
Spatially homogeneous solutions, sometimes called synchronized solutions, correspond to
neural fields regimes in which neurons manifest the same behavior after a transient phase.
A similar phenomenon, called polychronization, corresponds to the fact that the neural field
form a few homogeneous clusters (see e.g. [14]). Our stochastic setting suggests to extend
these notion to synchronization or polychronization in law : i.e. probability distributions,
after a transient phase, synchronize (or polychronize). The propagation of chaos property
implies that individual neurons belonging to the same population are synchronized in law
since their probability distribution are solution of the same equation with the same ini-
tial condition. A more complex question is the synchronization or polychronization in law
across populations. The following proposition provides a simple sufficient condition for the
existence and uniqueness of spatially homogeneous solutions in law.
Proposition 1. Assume that the distribution of the initial condition (ζ0t (r),−τ ≤ t ≤ 0) is
chaotic and independent of r, and that the functions G(r, t, x) and g(r, t, x) do not depend
on r. Moreover, if the law of the quantities:{
B(r, x, ϕ)
def
=
∫
Γ
∫ 0
−τ b(r, r
′, x, ϕ(u))dη(r, r′, u)λ(r′)dr′ and
H(r, ψ, ϕ)
def
=
∫
Γ
∫ t
0
∫ 0
−τ β(r, r
′, ψ(s), ϕ(s+ u))dµ(r, r′, u)dBsλ(r′)dr′
(4)
do not depend on r for any (ψ,ϕ) measurable functions, then the solution of the mean-
field equation (3) is spatially homogeneous in law. The law of the spatially homogeneous is
solution of the implicit equation:
Xt(r0) = ζ0(r0) +
∫ t
0
ds
(
G(r0, s,Xs(r0)) +EZ [B(r0, Xs(r0), Z(·)(r0))]
)
+EZ [H(r0, X(·)(r0), Z(·)(r0))] +
∫ t
0
dWsg(r0, s,Xs(r0)), (5)
where Z
L
=X and is independent of X. This equation has a unique solution.
The proof of this proposition is performed in appendix Appendix A. The demonstration
of the existence of stationary solutions uses the characterization of the solutions as the limit
of Picard iterates. This technique, usually used in proofs of existence and uniqueness of
solutions, shows that starting from an arbitrary process, the iterates of a particular function
Φ converge towards the solution of the equation. The idea is to use the degree of freedom we
have on the process initializing the recursion. We show that the set of spatially homogeneous
processes is invariant under the iteration of Φ. Choosing a spatially homogeneous initial
process produces a sequence of spatially homogeneous processes, hence the limit of this
sequence (which is the unique solution of the mean-field equations) is spatially homogeneous.
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Let us focus more specifically on the assumptions of the proposition. First of all, spatially
homogeneous drift and diffusion functions are obvious necessities in order for the neurons
to have identical responses. The condition (4) ensures that the global input a neuron re-
ceives is independent of its spatial location. These are hence relatively strong assumptions.
However, this sufficient condition is sometimes also necessary. This is for instance the case
of the system analyzed in section 3. Indeed, considering b(r, r′, x, y) = J(r, r′)S(y) and
β(r, r′, x, y) = σ(r, r′)S(y), then the existence of a spatially homogeneous solution in law
implies the fact that:
r 7→
∫
Γ
∫ 0
−τ
J(r, r′)E[S(X¯t(r′))]dη(r, r′, s)λ(r′)dr′
is constant (and similarly for the synaptic case). For X¯ a spatially homogeneous solution,
the term E[S(X¯t(r
′))] does not depend on r′. If this term is not zero (which is generally the
case since we consider positive sigmoids), this implies that necessarily:
r 7→
∫
Γ
∫ 0
−τ
J(r, r′)dη(r, r′, s)λ(r′)dr′
is constant, hence (4) is satisfied.
In other particular cases, it can occur that spatially homogeneous solutions exist even
if the condition of the proposition is not satisfied, for instance in the latter case when
E[S(X¯t(r
′)] = 0.
Analogous ideas allow extending such conditions for polychronization in law. It would
amount ensuring that there exists a partition of Γ into different clusters such that each
cluster receiving the same input from the others.
2.3. Mean-field equations for firing-rate models
We now apply the theory exposed to revisit from a probabilistic viewpoint Wilson and
Cowan firing-rate approach [20, 21, 37]. In that model, the state of each neuron is de-
scribed by a scalar quantity representing the voltage of each neuron, assumed to have a
linear intrinsic dynamics G(r, t, x) = −x/θ(r) + I(r, t) where θ(r) is the characteristic time
of the membrane potential and I(r, t) the deterministic external input received by the neu-
rons. They receive noisy input driven by a Brownian motion, with a diffusion coefficient
g(r, t) = Λ(r, t), and interact through their mean firing rate assumed to be a sigmoidal
transform of the voltage variable. The delayed interactions are written as a sum over all
neurons of a synaptic coefficient only depending on the populations the interacting neurons
belong to and a sigmoidal transform of the pre-synaptic neuron (the one sending a current),
b(r, r′, x, y) = J(r, r′)S(r′, y). The functions S(r, x) are assumed uniformly bounded and
uniformly Lipschitz-continuous with respect to x. We also consider that the interconnec-
tion weights are noisy, and specify the function β(r, r′, x, y) = σ(r, r′)S(r′, y). This model
is a relatively simple case of the general study reviewed in section 2.1 and clearly satisfies
the regularity conditions of [33]. In order to simplify further our analysis, we will assume
that the delay measures ηαγ(u) and µα,γ(u) (respectively η(r, r
′, u) and µ(r, r′, u)) are Dirac
measures at fixed times τ(r, r′), which generally can be considered to be ‖r − r′‖Γ/c + d
where c would the transport velocity in the axons and d the typical time of the synapse.
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The equation of the dynamics of neuron i of population located at rα ∈ Γ in the network
with N neurons and P (N) populations reads:
dV i,N (t) =
(
− 1
θ(rα)
V i,N (t) + I(rα, t) +
P (N)∑
γ=1
J(rα, rγ)
1
Nγ
Nγ∑
j=1
S(rγ , V
j,N (t− τ(rα, rγ)))
)
dt
+Λ(rα, t)dW
i
t +
P (N)∑
γ=1
σ(rα, rγ)
(
1
Nγ
Nγ∑
j=1
S(rγ , V
j,N (t− τ(rα, rγ)))
)
dBit. (6)
In section 3.2 we will consider neural fields composed of different layers (for instance ex-
citatory and inhibitory neurons). The results presented in this theoretical analysis readily
extend to such multiple layers neural fields.
The results summarized in section 2.1 readily apply to the present case. In details, for
T > 0 a fixed time horizon, assuming that the initial conditions of the network equations
are chaotic, then activity V i,N of neuron i in population α converges in law towards the
process V¯ (rα) where (V¯t(r)) is the unique solution of the mean-field equation:
dV¯t(r) =
(
− 1
θ(r)
V¯t(r) + I(r, t) +
∫
Γ
J(r, r′)E[S(r′, V¯t−τ(r,r′)(r′))]λ(r′)dr′
)
dt
+Λ(r, t)dWt +
∫
Γ
σ(r, r′)E[S(r′, V¯t−τ(r,r′)(r′))]λ(r′)dr′dBt. (7)
In this equation, the processes (Wt) and (Bt) are independent Brownian motions, and the
expectation term is the probabilistic expectation under the distribution of V¯ . Moreover, the
propagation of chaos property applies, i.e. in the limit N → ∞, finite sets of neurons are
independent.
This result characterizes the behavior of the system up to a finite time T . When con-
sidering the problem of stability and bifurcations of stationary or periodic solutions, this
limitation is problematic. Indeed, the property does not ensure that the asymptotic regimes
of the mean-field equations accurately correspond to solutions of the network equation,
which would be ensured by a uniform propagation of chaos property (see [38]). This is the
object of the following theorem.
Theorem 2 (Uniform propagation of chaos). If the Lipschitz constant of the sigmoid S is
small enough, then the convergence of the network equations towards the mean-field equations
is uniform in time, i.e. there exists a constant C > 0 such that for all T > 0, for all i ∈ N
a neuron at location r ∈ Γ,
sup
0≤t≤T
E[|V it − V¯ it |] ≤
C√
N
for V¯ it the a particular process with law V¯t(r) termed the coupled process. In this inequality,
C only depends on the parameters of the system and is independent of T .
A more precise quantitative statement on the parameters and the proof of this Theorem
are provided in Appendix B. The proof is based on a thorough control of the convergence,
making a fundamental use of the linearity of the equation.
Now that the convergence towards the mean-field equations (7) has been quantified, we
characterize the solutions of these equations.
Stochastic Neural Fields Dynamics 10
Theorem 3. If the initial condition V 0(r) is a Gaussian chaotic process, the solution of
the mean-field equations (7) with initial conditions V 0(r) is Gaussian for all time. Let us
denote by µ(r, t) its mean and by v(r, t) its variance. The term E [S(r, Vt(r)]) is a function
of r, µ(r, t) and v(r, t) only, denoted f(r, µ, v). We have:
∂µ
∂t
(r, t) = − 1
θ(r)
µ(r, t) +
∫
Γ
J(r, r′)f
(
r, µ(r′, t− τ(r, r′)), v(r′, t− τ(r, r′)))λ(r′)dr′ + I(r, t)
∂v
∂t
(r, t) = − 2
θ(r)
v(r, t) +
∫
Γ
σ(r, r′)2f
(
r, µ(r′, t− τ(r, r′)), v(r′, t− τ(r, r′)))2λ(r′)2dr′ + Λ2(r, t)
(8)
with initial condition µ(r, t) = E
[
V 0t (r)
]
and v(r, t) = E[(V 0t (r)− µ(r, t))2] for t ∈ [−τ, 0]
and r ∈ Γ.
Proof. Using the variation of constant formula, it is easy to show that the unique solution
of the mean-field equations (7) with initial condition V 0 satisfies the implicit equation:
Vt(r) = e
− t
θ(r)V 00 (r) + e
− t
θ(r)
(∫ t
0
e
s
θ(r)
(
I(r, s) +
∫
Γ
J(r, r′)E[S(r′, Vt−τ(r,r′)(r′))]λ(r′)dr′
)
ds
+
∫ t
0
e
s
θ(r) Λ(r, s)dWs +
∫
Γ
σ(r, r′)
∫ t
0
e
s
θ(r)E[S(r′, Vs−τ(r,r′)(r
′))]λ(r′)dr′dBs
)
. (9)
It is clear from this formulation that the righthand side is a Gaussian process as the sum of
a deterministic function and stochastic integrals of deterministic functions with respect to
Brownian motions, and hence Vt(r) also is
6.
For X a Gaussian process with mean µ and variance v, the term E [S(r,X)] is a func-
tion of f(r, µ, v) =
∫
R
S(r, x
√
v + µ)Dx with Dx = e−x
2/2/
√
2pi the standard Gaussian
distribution. Taking the expectation and the variance of the process given by the implicit
equation 9, we obtain the following equations:
µ(r, t) = e−
t
θ(r)
(
µ(r, 0) +
∫ t
0
e
s
θ(r)
(
I(r, s)
+
∫
Γ
J(r, r′)f(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))λ(r′)dr′
)
ds
)
and
v(r, t) = e−
2t
θ(r)
(
v(r, 0) +
∫ t
0
e
2s
θ(r)
(
Λ(r, s)2
+
∫
Γ
σ2(r, r′)f2(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))λ2(r′)dr′
)
ds
)
,
which are equivalent to system (8).
6This property can also be proved by using the classical characterization of the solution of the mean-field
equation as the limit of the iteration of the map Φ as proved in [33] and used in Appendix A. Picard’s
iterations are initialized with a Gaussian process, and it is very simple to show that the space of Gaussian
processes is invariant under Φ. V will hence be defined as the limit of a sequence of Gaussian processes,
hence Gaussian itself.
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Remark.
• Formula (9) shows that the initial condition exponentially vanishes. Thanks to the uniform
propagation of chaos (Theorem 2), any choice of chaotic initial condition will approach the
thus described Gaussian solution.
• The mean and variance characterize the law of V since the covariance C(r, r′, t1, t2) of Vt1(r)
and Vt2(r
′) is a simple function of µ(r, t) and v(r, t). Indeed, for r 6= r′, the covariance is null
because of the independence of the initial conditions and of the Brownian motions involved at
two different space locations. For r = r′:
C(r, r, t1, t2) = e
−( t1+t2
θ(r)
)
v(r, 0) +
∫ t1∧t2
0
e
2s
θ(r) Λ(r, s)2 ds
+
∫ t1∧t2
0
e
2s
θ(r)
∫
Γ
λ(r′)2 dr′σ(r, r′)2f2(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)) ds
• If S(r, x) = erf(g(r)x+ h(r)), the function f(r, µ, v) takes the simple form (see [39]):
f(r, µ, v) = erf
(
g(r)µ+ h(r)√
1 + g2(r)v
)
.
This simple expression motivates the choice of erf sigmoids in section 3.
• In a finite-population case, or for spatially homogeneous solutions, the equations are the fol-
lowing delayed differential equations:
µ˙α(t) = − 1
θα
µα(t) +
P∑
β=1
Jαβfβ
(
µβ(t− ταβ), vβ(t− ταβ)
)
+ Iα(t) α = 1 . . . P
v˙α(t) = − 2
θα
vα(t) +
P∑
β=1
σ2αβf
2
β
(
µβ(t− ταβ), vβ(t− ταβ)
)
+ λ2α(t) α = 1 . . . P
(10)
(we used indexes to label the populations instead of their spatial location).
Theorem 4 (Well posedness of the moment equations). Under non-degeneracy conditions
on the process, there exists a unique solution to the moment equations (8) and (10).
The precise statement of this theorem as well as the rigorous proof are developed in
appendix Appendix C.
One of the main interest of the theorem 3 is to rigorously describe the stochastic dynam-
ics of the complex stochastic mean-field equations through two coupled integro-differential
equations. A very interesting feature of the system (8) is that it is compatible with usual
Wilson and Cowan equations in the zero noise limit. The system precisely quantifies the fact
that when in the presence of noise, mean and covariance interact in a nonlinear fashion. In
these equations, noise appears as a parameter of a deterministic dynamical system, which
allows characterizing the dynamics of the stochastic equations using the well developed
bifurcation theory in Hilbert spaces.
3. Noise-induced transitions
In this section we analyze the dynamics of the mean-field described by (8). We partic-
ularly focus on the effects of noise on the solutions. We first analyze a one-layer network,
in a case where analytical study is possible, before addressing the more relevant case of two
layers networks involving an excitatory and an inhibitory populations.
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3.1. Noise-induced stabilization of spatially homogeneous regimes in a one-layer system
In this section, we consider the case of a single-layer neural field, whose mean and
standard deviation satisfy equation (8), and investigate the stability of spatially homoge-
neous regimes as a function of noise levels. We consider a one-dimensional neural field
distributed homogeneously on Γ = S1 (i.e. Γ = [0, 1] with periodic boundary conditions
and λ(dx) = dx). This choice is motivated by functional neural fields modeling orientation
preference. In order to simplify the analysis, we assume that the connectivity functions
J(r, r′) and σ(r, r′) only depend on the distance |r − r′|, that θ(r) is constant and that
S(r, x) only depends on x. We further assume that Λ(r, t) is a constant equal to simply
noted Λ. Since the neural field is periodic and the connectivity functions are convolutional,
spatially homogeneous solutions exist by direct application of Proposition 1. The spatially
homogeneous state satisfies the equations:{
dµ
dt = −µθ +
∫ 1
0
J(r)f(µ(t− τ(r)), v(t− τ(r))) dr + I
dv
dt = − 2 vθ +
∫ 1
0
σ2(r)f2(µ(t− τ(r)), v(t− τ(r))) dr + Λ2
Let us denote J (resp. σ˜2) the integral ∫ 1
0
J(r, r′)dr′ (resp.
∫ 1
0
σ2(r, r′)dr′), assumed
finite (these obviously do not depend on r). Taking S(r, x) = erf(gx), we have seen that
f(r, x, y) is equal to erf(gx/
√
1 + g2y). Hence F0
def
= f(r, 0, v) does not depend on v. Let
us further set I = −JF0. In that case, µ(r, t) ≡ 0 for any (r, t) ∈ Γ × R+ is a solution
of the mean equation whatever the standard deviation v. Possible spatially homogeneous
equilibria (µ¯, v¯) are solution of the equations:{
− µ¯θ + J f(µ¯, v¯) + I = 0
− 2 v¯θ + σ˜2f2(µ¯, v¯) + Λ2 = 0
and a trivial solution is given by (µ0, v0)
def
=
(
0, θ2 (σ˜
2 F 20 + Λ
2)
)
.
Let us start by considering the non-delayed case. It is easy to demonstrate that if the
slope g is small enough (precisely g <
√
2pi/(θ2J 2 − 2piv0)), (µ0, v0) is stable and is the
unique fixed point of the system. For larger values of g, the system presents two distinct
regimes as a function of the noise parameters: for large values of the parameters σ and Λ,
(µ0, v0) is the unique spatially homogeneous equilibrium and it is stable, and for smaller
values of the noise parameters, (µ0, v0) is unstable and there are two additional equilibria
denoted (µ1, v1) and (µ2, v2). Moreover, the system undergoes a pitchfork bifurcation along
the ellipse:
σ˜2 F 20 + Λ
2 =
(J 2θ2g2
2pi
− 1
)
2
θg2
,
and on this line the two fixed points (µ1, v1) and (µ2, v2) collapse on (µ0, v0) and disappear.
This simple analytical study provides a first example of the influence of noise levels on
the nature and stability of spatially homogeneous equilibria of the mean-field equations. Let
us now consider the full spatially extended system with delays and address the problem
of pattern formation beyond a Turing instability around the spatially homogeneous steady
state (µ0, v0). To this purpose, we analyze the linear stability of this fixed point (see e.g. [40,
41, 37]), which amounts characterizing the eigenvalues of the linearized equations around
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this fixed point. Since f(x, y) = erf(gx/
√
1 + g2y), we clearly have:
∂f
∂x |(µ0,v0) = g√1+g2v0
1√
2pi
def
= F ′0
∂f
∂y |(µ0,v0) = −g
3µ0√
pi(1+g2v0)3
e
− µ
2
0g
2
1+g2v0 = 0.
The linearized equations around (µ0, v0) hence read:{
∂A
∂t (r, t) = − 1θA(r, t) + F ′0
∫
Γ
J(r′ − r)A(r′, t− τ(r′ − r)) dr′
∂B
∂t (r, t) = − 2θB(r, t) + 2F0 F ′0
∫
Γ
σ2(r′ − r)A(r′, t− τ(r′ − r)) dr′
Since the integral operators are convolutions on S1, they are diagonalizable on the Fourier
basis. Let us consider perturbations of the equilibrium of the form Aν,k(r, t) = <(eν t+2pi k r)
with ν = iω+ l, and leave B(r, t) unspecified. We denote by (ak(ν)) and (bk(ν)) the Fourier
coefficients of the functions J(r)e−ντ(r) and σ(r)e−ντ(r):{
ak(ν) =
∫
Γ
J(r′)e−ν τ(r
′)e−2ipik r
′
dr′
bk(ν) =
∫
Γ
σ2(r′)e−ν τ(r
′)e−2ipik r
′
dr′
.
The functions Aν,k are eigenfunctions for the first equation the linearized system provided
that ν satisfies the relationship:
ν = νk
def
= −1
θ
+ F ′0ak,
defining the dispersion relationship of the system. The characteristic roots of the linearized
equations are given by the eigenvalues of the matrix:( − 1θ + F ′0ak 0
2F0F
′
0bk −2/θ
)
which are exactly {−2/θ,−1/θ + F ′0ak, k ∈ N}. In particular, this shows that no insta-
bility can occur on the standard deviation equation, and the whole stability of the ho-
mogeneous fixed point only depends on the Fourier coefficients J(r)e−τ(r) and F ′0. Ex-
plicitly, in the original parameters, the spectrum is hence composed of the eigenvalues
{− 2θ ,− 1θ + ak g√2pi(1+g2v0) , k ∈ N} with v0 =
θ
2 (σ˜F
2
0 + Λ
2). Let aM be the Fourier co-
efficient with largest real part7. The solution (0, v0) is hence linearly stable as soon as
<
(
−1
θ
+ aM
g√
2pi(1 + g2v0)
)
< 0. (11)
An instability occurs when the characteristic roots such that ν has a positive real part.
A Turing bifurcation point is defined by the fact that there exists an integer k such that
<(νk) = 0. It is said to be static if at this point =(νk) = 0, and dynamic if =(νk) = ωk 6= 0.
In that latter case, the instability is called Turing-Hopf bifurcation, and generates a global
7Since J is integrable, this maximum necessarily exists because of Parcheval-Plancherel theorem.
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pattern with wavenumber k moving coherently at speed ωk/k as a periodic wavetrain. If
the maximum of λk is reached for k = 0, a spatially homogeneous state is excited.
Formula (11) precisely quantifies the stabilization effect of the noise. Indeed, if −1/θ +
<(aM )g/
√
2pi < 0, then all the eigenvalues are negative whatever v0 and hence the solution
(0, v0) is stable whatever the noise connectivity matrix σ and the additive noise Λ. If now
−1/θ+<(aM )g/
√
2pi > 0, then for Λ and σ small, the fixed point (0, v0) is unstable. When
σ or Λ are increase, the fixed point will gain stability, since the maximal eigenvalue tends
to −1/θ when v0 goes to infinity.
In order to further identify the presence of Turing-Hopf instabilities, we choose an ex-
ponential connectivity function J(r) = e−|r|/s for some s > 0, and τ(r) = |r|c + τd. In that
case, we have:
e−ντd(1− e−( 1s+ νc ))
1
s +
ν
c + i2pik
The related characteristic equation (or dispersion relationship ) reads:
ν +
1
θ
= F ′0
e−ντd(1− e−( 1s+ νc ))
1
s +
ν
c + i2pik
These equations are relatively complicated to solve analytically in that general form8. How-
ever, when considering purely synaptic delay case (corresponding formally to c =∞, i.e. dis-
regarding the transport phenomenon), we can compute in closed form the curves of Turing-
Hopf instabilities. In details, Turing instabilities arise when there exists (ν, k) satisfying the
dispersion relationship and such that ν is purely imaginary: ν = iωk. Equating modulus
and argument in the dispersion relationship, we obtain the Turing instability curves. These
only exist for parameters such that:
F ′20 (1−e−1/s)2
1/s2+4pi2k2 ≥ 1θ2 , i.e. when the noise levels are small
enough so that:
σ˜2 F 20 + Λ
2 ≤ θ
2
2pi
(1− e−1/s)2
1/s2 + 4pi2k2
− 1
g2
def
= Λ∗
and in that case, we have:
ωk =
√
F ′20 (1− e−
1
s )2
1
s2 + 4pi
2k2
− 1
θ2
.
An instability hence arises for parameters such that:
τd =
1
ωk
(
− arctan(θωk)− arctan(2piks) + 2pim
)
.
for some m ∈ Z.
In Figure 2(b) we plotted the Turing instability curves for the mode k = 0 and around
the spatially homogeneous equilibrium (µ0, v0). We observe that Turing instability only
occur when delays are non-null, and for noise parameters corresponding to the regime where
the system presents 3 spatially homogeneous equilibria. These bifurcations hence occur
around the unstable spatially homogeneous solution, hence do not affect the stability of the
8A recent technique allows computing numerically the Hopf bifurcations lines and involves relatively
complex formulation (see [42])
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fixed point (the system has a positive real eigenvalue). However, these instabilities produce
transients regimes characterized by oscillations at the frequency w0 close to the unstable
spatially homogeneous solution. Numerical simulations of the neural field equations show
that these oscillations progressively vanish and the system converges either towards spatially
homogeneous or not depending on the initial condition. Moreover, since these instabilities
arise on the mode k = 0, oscillations in the neural field are synchronized. These instabilities
are displayed in Fig. 2(c) and 2(d). A movie of the solution (Supplementary Material),
shows a surprising behavior of the solution that tends to stabilize around the unstable fixed
point for relatively large periods of time.
In order to exhibit non-spatially homogeneous solutions corresponding to wavenumbers
strictly greater than 1, we choose specific initial conditions as follows. We have seen that
for small values of the noise parameters and large values of the slope g, the fully synchro-
nized system presented two different stable equilibria that we denoted (µ1, v1) and (µ2, v2).
If all initial conditions belong to the attraction basin of the same spatially homogeneous
equilibrium, then the only mode to be excited corresponds to k = 0, and the neural field
stabilizes on a constant mode. If the initial condition belong to the attraction basin of the
two different stable fixed points, higher modes are excited. As examples, setting the initial
condition to:
µ(r, t) =

1 r ∈ [0, 0.25], t ∈ [−τ, 0]
−1 r ∈ [0.75, 1], t ∈ [−τ, 0]
0 otherwise
(12)
we excite a non-constant mode k = 1 as illustrated in Fig. 2(e), and setting the initial
condition to:
µ(r, t) =

1 r ∈ [0, 0.05] ∪ [0.5, 0.55], t ∈ [−τ, 0]
−1 r ∈ [0.25, 0.3] ∪ [0.75, 0.8], t ∈ [−τ, 0]
0 otherwise
(13)
we excite the mode k = 2, as illustrated in Fig. 2(g). These spatially periodic solutions
persist when considering delays, and transient oscillations superimpose to this dynamics
(Fig. 2(d)). As noise is increased, this mode looses stability in favor of the mode k = 1
first, before this mode looses again stability in favor of the spatially homogeneous solution
(µ0, v0) as expected from the analysis of the stability of that fixed point. Higher modes prove
relatively unstable, and illustrated in Fig. 2(i) for an initial condition corresponding to a
wavenumber k = 4. After a short transient, the system stabilizes on a stationary solution
corresponding to the mode k = 1.
The simplified one-layer case chosen for simplicity of analytical exploration presents a
limited set of spatio-temporal behaviors: only stationary solutions are found, either spatially
homogeneous or characterized by a few typical modes. In particular, no wave or oscillatory
activity was observed. In order to go beyond these phenomena, we now turn to the study
of two layers neural fields.
3.2. Dynamic Turing Patterns and noise-induced synchronization in a two-layers system
We consider in this section a more biologically relevant system composed of two-layers: an
excitatory (modeling pyramidal neurons) and an inhibitory layer (modeling interneurons).
This set up can be easily cast in our framework. Following the same lines, we can show
that the propagation of chaos property applies and that the network equations uniformly
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Figure 2: Stabilization by noise of the spatially homogeneous state (µ0, v0). (a) shows the bifurcation
diagram as a function of σ and Λ of the fully synchronized state, (b): Turing-Hopf codimension two bifurca-
tions. (c) and (d) : τ = 20 illustrates the effect of delays producing transient oscillations, for homogeneous
initial conditions (c) or IC1 (d). (e): no delay, initial conditions IC1 and small noise levels: non-spatially
homogeneous state (mode k = 1). (f): as noise is increased (here σ) the spatially homogeneous state (µ0, v0)
is stabilized and attractive. (g): initial conditions IC2 shows mode k = 2 excited, and as Λ is increased (h),
this state looses stability in favor of the mode k = 1 before (µ0, v0) is stabilized. (i) shows the instability of
the mode related to k = 4.
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converge towards an integro-differential McKean Vlasov equation. Firing-rate models have
Gaussian solutions, whose mean and standard deviation will satisfy a coupled system of
delayed integro-differential equations.
In details, let us label 1 the excitatory and 2 the inhibitory layer. Interconnections from
the inhibitory or excitatory layers are exponentially-shaped: Ja(r, r
′) = Ka e−|r−r
′|/sa for
a = 1 or 2, with K−1a = Ja =
∫ 1
0
Ja(r, r
′)dr′. The choice of the typical spatial extension of
the kernel sa is a modeling issue. When considering Γ as a functional space (e.g. orientation
columns), excitation is local and inhibition is more distal, which motivates a choice s1 > s2.
If Γ models the anatomical location of each neuron, inhibitory connections are globally
characterized by shorter axons than excitatory axons, corresponding to s2 > s1.
We define the type function of a neuron (excitatory or inhibitory) by the function
ν(i) ∈ {1, 2}. The connectivity kernels Jν are multiplied by a typical connectivity coef-
ficient between the different populations, wνν′ for the deterministic interactions. Similarly,
the noise interaction kernels depend on the type of connection and are denoted σν,ν′(r, r
′)
and are modeled by σν,ν′(r, r
′) = σJν′(r, r′). The typical time constants θν(r) of all neurons
are again considered constant and chosen as our time unit (i.e. θ = 1). In a network com-
posed of Nγν neurons of type ν in the population located at rγ ∈ Γ, the equation of neuron
i of type ν(i) = a ∈ {1, 2}, in population α at location rα reads:
dV i(t) =
(
− V i(t) + Ia(rα, t) +
P (N)∑
γ=1
2∑
ν=1
1
Nγν
∑
j, p(j)=γ,ν(j)=ν
waνJν(rα, rγ) S(rγ , V
j(t− τ(rα, rγ)))
)
dt
+
(
P (N)∑
γ=1
2∑
ν=1
1
Nγν
∑
j, p(j)=γ,ν(j)=ν
σJν(rα, rγ) S(rγ , V
j(t− τ(rα, rγ)))
)
dBα,a,γ,νt + Λ(rα, t)dW
i
t .
The Gaussian attractive solutions have a mean and standard deviation that satisfy the
delayed integro-differential equations:
∂µ1
∂t (r, t) = −µ1(r, t) +
∫
Γ
{
w11J1(r, r
′)f(r, µ1(r′, t− τ(r, r′)), v1(r′, t− τ(r, r′)))
+w12J2(r, r
′)f(r, µ2(r′, t− τ(r, r′)), v2(r′, t− τ(r, r′)))
}
λ(r′)dr′ + I1(r, t)
∂µ2
∂t (r, t) = −µ2(r, t) +
∫
Γ
{
w21J1(r, r
′)f(r, µ1(r′, t− τ(r, r′)), v1(r′, t− τ(r, r′)))
+w22J2(r, r
′)f(r, µ2(r′, t− τ(r, r′)), v2(r′, t− τ(r, r′)))
}
λ(r′)dr′ + I2(r, t)
∂v1
∂t (r, t) = −2 v1(r, t) + σ2
∫
Γ
{
J21 (r, r
′)f2(r, µ1(r′, t− τ(r, r′)), v1(r′, t− τ(r, r′)))
+J22 (r, r
′)f2(r, µ2(r′, t− τ(r, r′)), v2(r′, t− τ(r, r′)))
}
λ(r′)2dr′ + Λ21(r, t)
∂v2
∂t (r, t) = −2 v2(r, t) + σ2
∫
Γ
{
J21 (r, r
′)f2(r, µ1(r′, t− τ(r, r′)), v1(r′, t− τ(r, r′)))
+J22 (r, r
′)f2(r, µ2(r′, t− τ(r, r′)), v2(r′, t− τ(r, r′)))
}
λ(r′)2dr′ + Λ22(r, t)
(14)
Remark. Since the different layers are driven by independent Brownian motions, the covariance
between the excitatory and inhibitory population is null. This property is similar to the second
point of the remark after theorem 3. Similarly to the single-layer case, we consider Γ = S1
in our numerical and analytical work. Two other types of connectivity will be dealt with
in Appendix D: (i)reflective boundary conditions in which the solution is virtually evenly
continued at the boundaries 0 and 1 and the convolution is done on R instead of [0, 1]
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and (ii) zero boundary conditions where the convolution only occurs on [0, 1] (which would
correspond to a convolution on R virtually considering the activity null on R \ [0, 1]).
The study of these equations is more complex than in the previous case. In order to
present analytical results, we will first analyze a particular neural field (Network I) allowing
analytical investigations of the solutions and accounting for complex phenomena driven by
noise in our mean-field equations. This network is characterized by the connectivity matrix:
w =
(
1 −1
1 1
)
,
σ = 0, Λ1 = Λ2 = Λ and input currents I1 = 0 and I2 = −1. The main interest of this
example relies in the fact that we can characterize one spatially-homogeneous fixed point of
the system, µi = 0, vi = Λ
2/2 for i ∈ {1, 2}. This fact will be extremely useful to understand
how noise interferes with the stability of this fixed point.
The second network we will consider is closer from biological networks, and inspired by
the parameters proposed by Wilson and Cowan in their seminal article [20]. The synaptic
weights are chosen to be:
J =
(
15 −12
16 −5
)
, (15)
and the input currents I1 = 0, I2 = −3. In this network, we do not have any trivial fixed
point, can only rely on numerical bifurcation analysis. It is important to note that (i) the
methodology developed here is totally independent of the synaptic weights chosen and (ii)
the phenomena exhibited in the sequel are relatively robust and remain qualitatively valid
in a relatively large range of values around this matrix (a wide condition is given in [20]).
We will see that most of the phenomena observed in the analytical study persist in this
second case. A very interesting and surprising phenomenon absent in Network I appears in
the second network, corresponding to noise-induced oscillations, and the transition between
stationary and oscillatory solutions will be characterized.
3.2.1. Network (I): Analytical developments
Spatially homogeneous solutions for Network (I) satisfy the equation:
µ˙1 = −µ1 + f(µ1(t− τ), v1(t− τ))− f(µ2(t− τ), v2(t− τ)) + I1
µ˙2 = −µ2 + f(µ1(t− τ), v1(t− τ)) + f(µ2(t− τ), v2(t− τ)) + I2
v˙1 = −2v1 + Λ2
v˙2 = −2v2 + Λ2
The variance equations are not coupled to the mean equations, and converge towards Λ2/2.
As stated, a trivial stationary spatially homogeneous solution is given by µ1 = µ2 = 0,
v1 = v2 = Λ
2/2. The stability of this solution point is governed by the properties of the
characteristic matrix governing the linear stability for the means (µ1, µ2):
A(ζ) = −(ζ + 1)Id+ g√
2pi(1 + g2Λ2/2)
Je−ζτ ,
whose eigenvalues (the characteristic roots) are:
ν± = −(ζ + 1) + g√
2pi(1 + g2Λ2/2)
e−ζτ (1± i)
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and the characteristic equation ∆(ζ)
def
= det(A(ζ)) = 0. Solutions of this equations corre-
spond to cases where at least one of the characteristic roots vanishes, i.e. to values of ζ such
that:
−(ζ + 1) + g√
2pi(1 + g2Λ2/2)
e−ζτ (1± i) = 0 (16)
This equation can be solved using the complex branches of Lambert’s (Wk)k∈Z functions
(see e.g. [43]):
ζk± = −1 +
1
τ
Wk
(
g√
2pi(1 + g2Λ2/2)
τeτ (1± i)
)
. (17)
The stability of the trivial solution considered, governed by the sign of the real part of
the uppermost eigenvalue, is given by the real branch W0 of Lambert function, and if the
argument has a real part greater than −e−1 the root is unique. If this is not the case, two
eigenvalues have the same real part (corresponding to k = 0 or k = −1).
We observe that the argument of the Lambert function in the expression (17) has a
modulus that decreases towards 0 as Λ or τ go to infinity. For fixed values of τ , the
rightmost eigenvalue given by k = 0, decreases towards −1 as Λ is increased (see Fig. 3(a)),
and there exists a value Λc(τ) such that for any Λ > Λc(τ) the fixed point 0 is stable: again,
noise has a stabilizing effect on this equilibrium. This stabilization appears through a Hopf
bifurcation, and periodic behaviors are found for Λ < Λc(τ), as shown in the bifurcation
diagram 3(e) for a fixed value of the delays, τ = 0.5. For fixed values of Λ, as τ is increased,
the real parts of the eigenvalues increase and might switch from positive to negative (see
figure 3(a)).
In order to quantitatively identify Turing-Hopf bifurcations, we use the same technique as
in section 3.1 following [44, 45]. Using the fact that necessarily, Hopf bifurcations correspond
to purely imaginary characteristic roots ζ = iω, we obtain:
−(iω + 1) = − g√
2pi(1 + g2Λ2/2)
e−iωτ (1± i) (18)
which, taking the squared modulus of these imaginary numbers, give the equality:
ω2 =
g2
pi(1 + g2Λ2/2)
− 1 (19)
The positivity of this quantity implies that:
Λ2 ≤ (Λ∗)2 def= 2
(
1
pi
− 1
g2
)
.
This property indicates that necessarily, for noise intensities greater than Λ∗, the fixed
point (0,Λ2/2) is stable, again pointing towards a stabilization effect of noise. Moreover,
since eigenvalues have increasing real parts as delays is increased, this condition implies the
existence of a vertical asymptote, which is indeed observed in the numerical computation of
the characteristic roots, Figs. ?? and 3(c).
When Λ < Λ∗, equating the argument of both sides of equality (18), we get:
τ =
− arctan(ω)± pi4 + 2 kpi
ω
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Figure 3: Dynamics of Network I: characteristic roots around the trivial fixed point. As delays are increased,
several Hopf bifurcations arise and accumulate around the same value. (a): Shape of the Lambert function
x 7→ <(W0(x(1 + i))), (b): cascade of Hopf bifurcations and (c): locus of the Hopf bifurcations for the 15
first characteristic root continuated for large values of τ (d): Transient regime for τ = 5. (e): Bifurcation
diagram of the spatially homogeneous solutions as a function of Λ for τ = 0.5. (f) and (g) illustrate the fact
that spatially homogeneous solutions are recovered for non-spatially homogeneous initial conditions.
for k ∈ Z. This relationship can be written in closed form as a function of the parameters
using the expression of ω obtained in equation (19). The different curves of Hopf bifurcations
are plotted in Figure 3. We observe a cascade of Hopf bifurcation accumulation at Λ = Λ∗ as
delays are increased. For large delays, irregular transient behaviors will arise, corresponding
to the very complex landscape of the phase plane, as displayed in Fig. 3(d). We chose for
instance to display the transient solution for τ = 5, a case where the delays are small enough
so that we can resolve the presence of different limit cycles trapping the solution transiently.
This case hence makes explicit the dependence on noise levels of qualitative behaviors of the
system for finite populations networks.
Simulations of the spatially extended networks with delays do not present any stable non-
spatially homogeneous state: after a short transient phase, the spatially homogeneous state
described by the above analysis takes over. A very similar analysis as the one performed in
the one-layer case is here again possible.However, no non-spatially homogeneous solutions
are found, and we always obtain the spatially homogeneous solution as permanent regime
(see Figures ?? and ?? representing µ1(r, t) as a function of space (abscissa) and time
(ordinate)).
This example illustrates the fact that noise can destroy oscillations: an originally oscillat-
ing state disappears as noise increases. We now turn to the study of Network (II), in which
case noise will have a surprising structuring effect on the solution through the creation of
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regular oscillations.
3.2.2. Network II: Noise-induced oscillations, wave and bump chaotic splitting.
In the case of network II, since we keep considering convolutional interactions and peri-
odic domain, the system has spatially homogeneous solutions (Proposition 1). We start by
analyzing the nature of these solutions before numerically analyzing non-spatially homoge-
neous solutions. The parameters related to Network II do not allow computing in closed
form possible spatially homogeneous equilibria, hence we will rely on numerical bifurcation
analysis.
The spatially homogeneous solutions are given by equations (8). The bifurcation diagram
of this system as a function of the noise intensity Λ and the delay τ is given in Figure 4.
It presents two branches of fixed points, and as delays are increased, one of the branches of
fixed points undergoes a cascade of Hopf bifurcations as observed analytically in the case of
Network I. The different curves of Hopf bifurcations accumulate on a vertical asymptote in
a parameter region where the related fixed point is unstable. Similar to the case of Network
I, these Hopf bifurcations arise on an unstable fixed point and are not related to rightmost
eigenvalues, and hence have no effect on the number or stability of fixed points. Moreover,
these are subcritical, hence associated with unstable limit cycles, the accumulation of which
produces a complex landscape resulting in very irregular transient behaviors. Fixing τ = 5
corresponds to a case where the system displays seven Hopf bifurcations. The codimension
two bifurcation diagram of the system as a function of the input current I1 and the noise
level Λ is given in Figure ??. We observe that the saddle-node bifurcation forms a cusp,
and on one of the branch of the codimension two saddle-node bifurcation curve appears a
Bogdanov-Takens and two degenerate Bodganov-Takens bifurcations. When fixing a value
for the delays to τ = 0.1 (green line of figure 4(a)), we observe in this diagram different ranges
of parameter values corresponding to different asymptotic behaviors: stationary solution
(blue region), bistability between a stationary and a periodic solution (yellow region), and
periodic solutions (orange region, see Fig. 4(e)). Oscillations in the mean-field equations
correspond to phase-locked oscillations of individual neurons since they all have the same
probability distribution (see Fig. 4(h)).
Besides the stabilization by noise already discussed, this bifurcation diagram identifies
a very surprising effect of noise, shaping the qualitative activity: as noise is increased,
stationary solutions give place to synchronized oscillations for intermediate values of noise
(see Figure 4(h)), and as noise is further increased, these synchronized oscillations disappear
in favor of another stationary behavior. This is a very counter-intuitive phenomenon, as noise
generally tends to alter fine structures of the solutions.
This phenomenon is displayed in the diagrams 4(e)-(g). The codimension two bifurca-
tion diagram 4(e) presents a Hopf, a saddle-node and a saddle-homoclinic bifurcation curves,
separating the diagram into three qualitatively distinct zones: region (A) where the system
features one stable and two unstable fixed points, separated by the saddle-homoclinic bi-
furcation curve from a bistable zone (B, yellow) where the moment equations presents an
additional stable periodic orbit, (C) where the system has a periodic orbit and an unstable
fixed point and (D) where the system has a unique stable fixed point. Zone (B) is separated
from (C) by a saddle-node bifurcation manifold and (C) separated from (D) by the Hopf
bifurcation manifold. We observe that σ and Λ have qualitatively the same effect on the
dynamics. As examples are plotted codimension 1 bifurcation diagrams for Λ = 0.1 as a
function of σ and for σ = 0.1 as a function of Λ (black lines in 4(e)).
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Figure 4: Dynamics and bifurcations of the spatially homogeneous equations for Network (II). (a): Codimen-
sion 2 bifurcation diagram as a function of the noise intensity Λ and the delay τ : saddle-node bifurcations
(blue line) and cascade of Hopf bifurcation (pink curves) that all have a common vertical asymptote as
shown in (b) for the three rightmost eigenvalues. Blue region: stationary states, orange: cycles. (c): Codi-
mension 2 bifurcation diagram as a function of I1 and Λ for τ = 5 (red line in diagram (a)): 2 degenerate
bifurcations appear, corresponding to the tangential merging of two Hopf with the saddle-node bifurcation,
and one Bogdanov-Taken bifurcation. (d) Perturbed transient prior to reaching the stable oscillation or sta-
tionary state for τ = 5. (e) Codimension 2 bifurcation diagram with respect to σ and Λ: saddle-homoclinic
(SH, green), saddle-node (SN, blue) and Hopf (H, brown) separating the bifurcation diagram into 4 zones:
stationary (blue, A and D), a periodic (C, orange) and a bistable (B, yellow) zones. Codimension 1 bifur-
cation diagram as a function of Λ or σ for fixed values of the other noise parameter are displayed in (f)
and (g). (h) Synchronization of all neurons in the oscillatory region: blue (resp. red): 50 trajectories from
neurons of the excitatory (resp. inhibitory) population 1 (resp. 2)). The diagrams were obtained using
DDE-BIFTOOL [46, 47] and a specific code for the network equations.
Stochastic Neural Fields Dynamics 23
We now analyze the dynamics of the spatially extended system and its dependence
upon noise, initial datum and boundary conditions. We will distinguish between functional
connectivity case where s1 > s2 (inhibition more distal than excitation) and anatomical
connectivity (excitation more distal than inhibition).
Functional Connectivity Case. We analyze the dynamics of spatially distributed Network II
in the functional connectivity case with s1 = 0.02 and s2 = 0.0125.
The diagrams presented in Figure 4 characterize the existence and the nature of the
synchronized states. As soon as the initial condition is homogeneous, the system will present
solutions that are constant in space, and their time profile is given by the solutions of
the fully-synchronized system. However, these synchronized states might not be stable,
and inhomogeneities in the initial condition might lead the system to different states. We
numerically address this problem by computing the solutions of the neural-field moment
equation for different values of the parameter Λ or σ, and non-spatially homogeneous initial
condition (Fig. 5).
Spatially homogeneous solutions are stable in the noise regions (B) through (D). In the
parameter region (A), a complex transition from stationary spatially homogeneous solutions
to synchronized solutions involving chaotic patterns of activity is observed: for very small
noise, the stable stationary spatially homogeneous solution appears attractive. The initial
condition, strictly positive in [0, 0.05] and zero otherwise, creates a bi-directional wave that
travel through the neural field and splits into different secondary waves, themselves poten-
tially splitting. All these waves interact together, and this phenomenon results in highly
irregular transient behaviors (Fig. 5 (a)). This chaotic regime becomes permanent for larger
values of Λ and the spatially homogenous solution is not recovered (Fig. 5 (b)). As noise
is further increased, the irregular wave-splitting pattern suddenly turns into a space-time
quasi-periodic wave (Fig. 5 (c)), i.e. more regular quasi-periodic spatial patterns oscillating
quasi-periodically in time. These waves do not to interfere together, which explains the
increased regularity observed in contrast with the patterns observed for smaller values of
the noise parameter. These irregular waves progressively gain regularity as noise is further
increased, and as soon as the noise parameter reaches values corresponding to the bistable
parameter region (B), they turn into regular, spatially homogeneous solutions corresponding
to the periodic orbit identified in the spatially homogeneous system. This stability of the
spatially homogeneous state persists in the parameter regions (C) and (D) (Fig. 5 (d) and
(e)). The effect of varying of the noise parameter σ are qualitatively the same (not shown).
One difference is the synchronization of the oscillations that appears sharper due to the fact
that the variance oscillates and reaches very small values. This phenomenon also persists
when considering different boundary conditions on the neural field, as shown in Appendix
D.
Anatomical Connectivities: Bumps, bump-splitting and wave interference. The anatomical
case, where excitatory connections are more distal than inhibitory connections, shows clear
qualitatively distinctions. Incidentally, because of the rescaling of the connectivity kernels,
the bifurcation diagram of the spatially homogeneous system is the same as in the functional
case (Fig. 6(a)) and hence such neural fields show the same transition between spatially
homogeneous stationary and periodic solutions as a function of noise levels. Moreover,
similarly to the functional case, it appears that chaotic instabilities occur in the low noise
regime (A) corresponding to the transition to synchronized oscillations. However, the nature
of the transition appears to significantly depend on the kernel extension ratio r = s1/s2 (see
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Figure 5: Spatio-temporal activity (left) and sample trajectories (right) for different values of the noise
parameter. (left): µ1(r, t) as a function of r (abscissa) and t (ordinate). (right): (c’) represents r 7→
µ1(r, t = 160) and r 7→ µ1(r, t = 190)µ1(r = 0.1, t), other left panels represent t 7→ µ1(r = 0.2, t) (black)
and t 7→ µ1(r = 0.5, t) (red), as shown in the left diagrams. Initial conditions are set to µ1(r, 0) = 5 for
r ∈ [0, 0.05] and 0 elsewhere (orange box) µ2(r, 0) ≡ 0 and v(r, 0) ≡ 0. (a): Λ = 0.1, Lyapunov coefficient:
−0.997. (b): Λ = 1, Lyapunov coefficient: 0.20. (c) Λ = 1.6, Lyapunov: 0.08. (d) Λ = 1.7, Lyapunov:−0.03.
(e) Λ = 3, Lyapunov: −0.20. Animations of the activity are available in the supplementary material. Figures
and animations were obtained using XPPAut [48].
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Figure 6): for large ratios (typically larger than 0.6 in our system), wave splitting persists
as in the functional case (Fig. 6(l)). For smaller ratios, a new type of dynamics appears
in the parameter region (A) characterized by the presence localized stationary patterns of
activity (bumps). The number and stability of these bumps depend on the level of noise:
as noise is increased, bumps tend to split in two different bumps of the same spatial size
and either stabilize, or split again. This phenomenon is strongly evocative of the patterns
observed in a different context by Coombes and Owen in [49]. This sequence of bump
splitting either stabilizes on a stationary pattern composed of several bumps (Figs. 6(b)-
(g)), or repeat indefinitely and irregularly for higher noise levels (Fig. 6(h)). It is interesting
to note that we observed that for Λ > 1.5, the stationary pattern found is spatially periodic,
characterized by a specific wavenumber increasing as noise is increased, and depending
on the type of initial condition chosen. For instance, we show in Figure 6(e) the case of
Λ = 1.5 and initial condition zero except on [0, 0.05] where it is equal to 5 (IC1), where
the stationary behavior is characterized by a spatially periodic pattern with wavenumber 8,
and for initial condition zero except on [0, 0.05] ∪ [0.1, 0.15] where it is equal to 5, the same
kind of phenomenon appears and stabilizes on a pattern with wavenumber equal to 9. For
Λ = 1.6 and initial conditions IC1, the wave number is 10. As noise is further increased,
the system starts presenting quasi-periodic spatio-temporal waves (Fig. 6(i)) similarly to the
functional connectivity case.
These bumps disappear in favor of a spatially homogeneous periodic activity when noise
levels reach the bistable region, and this region turns into spatially homogeneous stationary
solutions as noise is further increased, in the case corresponding to regions (B), (C) and (D).
4. Discussion
In this article, we initiated a study of neural fields in the presence of noise, based on a
microscopic model accounting for neuron’s dynamics. Limits of such networks in the pres-
ence of noise, analyzed in [33], show a complex interplay between noise and the dynamics,
encapsulated in intricate equations on the space of stochastic processes, that appear mostly
impenetrable. In this article, we provided a sufficient condition for spatially homogeneous
solutions to exist in such equations. In order to precisely analyze the dynamics of these
equations, we applied the formalism to networks of firing-rate neurons. In that case, so-
lutions converge towards Gaussian processes whose mean and standard deviation satisfy a
closed deterministic system of coupled integro-differential equations. Incidentally, this new
set of equations is compatible, in the zero noise limit, with the usual Wilson and Cowan
equations widely used in the study of neural fields. This suggests that in our modeling
bridging microscopic and macroscopic states, the Wilson and Cowan system actually re-
flects the behavior of non-noisy neurons rather than corresponding to averaging effects. In
the stochastic model, the variance of the process nonlinearly impacts the evolution of the
mean activity.
The compatibility of the usual Wilson and Cowan system with the new set of equations
directly allows identifying the effects of noise on the neural fields dynamics. An important
conclusion of the present article is the significant effect of the microscopic noise levels on the
macroscopic dynamics. Analyzing the bifurcations of the newly derived set of equations as
a function of noise levels evidenced several non trivial qualitative effects on the dynamics.
A relatively universal phenomenon observed in all the models analyzed was the stabilization
by noise: we identified in all the cases treated stationary solutions, unstable in the low-noise
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Figure 6: Anatomical connectivity case with µ1(r, t) represented as a function of r ∈ S1 (abscissa) and t
(ordinate). (a)-(k): s1/s2 = 0.5 show a sequence of bump splitting as Λ is increased in the parameter region
where stationary spatially homogeneous solutions related to small values of Λ. Orange Box: initial condition
µ1(r, 0) = 5 for r ∈ [0, 0.05] and 0 otherwise, and blue box: −µ1(r, 0). (l): s1/s2 = 0.65: wave splitting
phenomenon, for Λ = 1.3.
Stochastic Neural Fields Dynamics 27
regime, that gain stability in a high noise regime, while other solutions lose stability and dis-
appear. This property quantify the heuristic principle that when noise exceed certain levels,
it tends to dominate the dynamics and destroy fine structures of the underlying dynamical
system. This is further illustrated that in all the cases treated, the stabilized stationary
solution has an average close to a median value of the fixed points and periodic orbits ob-
served for smaller noise. More surprising was the fact that noise lead to the emergence of
a structure activity, for instance solutions periodic in law, in a case where the non-noisy
system did not display any cycle. This phenomenon can be related to random asymmetric
transitions between attractors, or to random crossings of separatrices, that become regular
when the population size increase. For instance in the two-populations firing-rate model
(Network II), the dynamical system related to one neuron in each population features a
stable fixed point, an unstable fixed point and an hyperbolic fixed point, the stable manifold
of which separates trajectories directly returning to the fixed point from trajectories mak-
ing large excursions around an heteroclinic cycle. As noise is increased, the occurrence of
these large excursions become increasingly frequent, accounting for the possibility of macro-
scopic oscillations. Let us emphasize that this route to synchronization and oscillations is
distinct from phenomena documented in the neural networks literatures, such as coherence
or stochastic resonance [50, 51, 52]. Indeed, beyond the absence of periodic forcing present
in the stochastic resonance, the perfectly periodic behavior clearly distinguishes the present
purely collective phenomenon from these more usual phenomena. An important point of this
analysis is that low-pass filtering macroscopic signals does not cancel out the noise present
at the microscopic scale and that essential qualitative features of the macroscopic signal are
observed.
Another intriguing effect is the nature of the transition from stationary to periodic be-
haviors in the spatially extended system. We indeed showed that stationary spatially ho-
mogeneous states might lose stability in favor of irregular spatio-temporal behaviors as a
function of noise levels, yielding highly irregular spatio-temporal patterns. These patterns
significantly depend on the relative extension of the connectivity kernels related to the ex-
citatory and the inhibitory populations: functional connectivity cases with excitation more
local than inhibition showed a wave-splitting phenomenon whereas anatomical connectivity
cases corresponding to more distal excitation were characterized by a sequence of bump
splitting. These phenomena might be related to the presence of several attractors and to
the phenomenon of chaotic switching. This formation of complex spatio-temporal patterns
arising from a wave-splitting phenomenon strongly evokes Turing patterns as found in dif-
ferent reaction diffusion equations in biological mathematics. In particular, these patterns
are similar to those exhibited by [53] and obtained from the analysis of the dynamics of
reaction diffusion equations related to pattern formation on the shells of mollusks, in a case
where the system induces the formation of forward and backward running interacting waves.
These are also close from the results of Coombes and Owen in [49], where the authors iden-
tify self-replicating bumps, compared with dynamics observed dissipative equations such as
Ginzburg-Landau’s, but to our knowledge not observed in neural field equations.
Another interest of the present approach is the fact that one can directly infer the
microscopic stochastic behavior of each cell in the mean-field limit. Indeed, the uniform
propagation of chaos property demonstrated in the present manuscript ensures that any
neuron in the network converges after a transient phase towards an independent Gaussian
process with mean and standard deviation solutions of the dynamical system exhibited here.
In particular, when oscillations take place, all neurons in the network present phase-locked
Stochastic Neural Fields Dynamics 28
oscillations, the phase being set by the choice of the initial condition.
These different phenomena all point towards the same conclusion that noise has a signif-
icant role on shaping the activity of large network, and shed new light on currently widely
debated question of the functional role of noise in the brain. Our analysis directly relates
noise to the presence of synchronized oscillations. This sharp and sudden synchronization
of neurons on relatively large, slow periodic orbits evokes the apparition of seizures. And
incidentally, it was observed experimentally that increased variability of the post-synaptic
currents (that would correspond in our model to an increased synaptic noise coefficient σ) was
related to the occurrence of epileptic seizures (see [54]). This suggests an important direc-
tion in the development of this work, consisting in fitting the microscopic model to biological
measurements. This would yield a new neural assembly model for large scale areas and de-
velop studies on the appearance of stochastic seizures and rhythmic activity in relationship
with different parameters of the model, integrating the presence of noise in a mathematically
and biologically relevant manner. This would also allow deriving quantitative predictions on
the noise-induced transitions, that would then potentially be experimentally tested either
to evaluate the level of noise in a cortical network, or to control behaviors through noise
levels. This seems plausible nowadays since experimental techniques to control noise levels
are now well understood: for instance, direct injection of stochastic conductances is also
be performed through dynamics clamp (see e.g. [55]), and several techniques controlling
channel noise levels are reviewed in [56]. Besides, the present approach allowed accounting
for several collective phenomena: reliable response (in that case in probability distribution),
decorrelation [10] and synchronized oscillations.
The first limitation of the present study is the fact that this precise analysis is only valid
in the case of firing-rate neurons, where we were able to exhibit Gaussian local equilibria.
Though popular in the study of neural fields and widely used, the model does not take into
account the highly nonlinear nature of several neuronal phenomena. These linear models,
though less general and accurate than the nonlinear ones, yielded much greater insight, and
in particular analytic treatment, of the cortical dynamics within their regimes of validity.
The Gaussian nature of the solution is hence a breach we exploited to go further in analyzing
the complex dynamics of the neural fields mean-field equations, with the aim of further
understanding nonlinear neuron models. The analysis provided here is the first (and to our
understanding, one of the only case where such an analytical study is possible) to address
precisely the dynamics of such complex mean-field equations, and can also be seen as a proof
of concept of the dynamics of this class of equations, in particular the effects of noise and
delays in these equations. A perspective of great interest also would be to derive from the
non-linear mean-field equations systems governing macroscopic variables such as the mean
firing-rate. This is a complex and deep question we are currently investigating.
Appendix A. Existence and Uniqueness of solutions of the synchronized mean-
field solution
In this appendix we provide the proof of Proposition 1, which we recall here for com-
pleteness.
Proposition 5. Assume that the distribution of the initial condition ζ0t (r) is chaotic and in-
dependent of r, and that the functions G(r, t, x) and g(r, t, x) do not depend on r. Moreover,
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if the law of the quantities:{
B(r, x, ϕ)
def
=
∫
Γ
∫ 0
−τ b(r, r
′, x, ϕ(u))dη(r, r′, u)λ(r′)dr′ and
H(r, x, ϕ)
def
=
∫
Γ
∫ 0
−τ
∫ t
0
β(r, r′, ψ(s), ϕ(s+ u))dµ(r, r′, u)λ(r′)dr′dBs
do not depend on r for any (ψ,ϕ) measurable functions, then the solution of the mean-field
equation (3) is spatially homogeneous in law. The common spatially homogeneous law is
solution of the implicit equation:
Xt(r0) = ζ
0
0 (r0) +
∫ t
0
ds
(
G(r0, s,Xs(r0)) +EZ [B(r0, Xs(r0), Z(·)(r0))]
)
+EZ [H(r0, X(·)(r0), Z(·)(r0))] +
∫ t
0
dWsg(r0, s,Xs(r0)),
which has a unique solution.
Proof. The existence and uniqueness property of solutions proved in [33] is based on a
classical contraction argument on the map Φ acting on stochastic processes:
Φ(X)t(r) =

ζ00 (r) +
∫ t
0
ds
(
G(r, s,Xs(r)) +
∫
Γ
λ(r′) dr′
∫ 0
−τ dη(r, r
′, u)EZ [b(r, r′, Xs(r), Zs+u(r′))]
)
+
∫
Γ
λ(r′) dr′
∫ 0
−τ dµ(r, r
′, u)
∫ t
0
EZ [β(r, r
′, Xs(r), Zs+u(r′))]dBs
+
∫ t
0
dWsg(r, s,Xs(r)) , t > 0
ζ0t (r) , t ∈ [−τ, 0]
(Zt)
L
=(Xt) independent of (Xt), (Wt) and (Bt)
Routine fixed-point methods allows demonstrating that the unique solution of the mean-
field equations is the limit of the recursion Xn+1t (r) = Φ(X
n
t (r)) starting from any square
integrable initial process X0t (r). Let X
0
t (r) a stochastic process whose law does not depend
on r: X0t (r)
L
=X0t (r0) for any (r, r0) ∈ Γ. Then Φ(X0)t(r) does not depend on r, since we
have9:
Φ(X0)t(r) = ζ
0
0 (r) +
∫ t
0
ds
(
G(r, s,X0s (r)) +
∫
Γ
λ(r′) dr′
∫ 0
−τ
dη(r, r′, u)EZ0 [b(r, r′, X0s (r), Z
0
s+u(r
′))]
)
+
∫
Γ
λ(r′) dr′
∫ 0
−τ
dµ(r, r′, u)
∫ t
0
EZ0 [β(r, r
′, X0s (r), Z
0
s+u(r
′))]dBs +
∫ t
0
dWsg(r, s,X
0
s (r))
9For simplicity we denoted the variable over which the integration takes place just after the integral sign.
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L
= ζ00 (r0) +
∫ t
0
ds
(
G(r0, s,X
0
s (r0)) +
∫
Γ
λ(r′) dr′
∫ 0
−τ
dη(r, r′, u)EZ0 [b(r, r′, X0s (r0), Z
0
s+u(r0))]
)
+
∫
Γ
λ(r′) dr′
∫ 0
−τ
dµ(r, r′, u)
∫ t
0
EZ0 [β(r, r
′, X0s (r0), Z
0
s+u(r0))]dBs +
∫ t
0
dWsg(r0, s,X
0
s (r0))
= ζ00 (r0) +
∫ t
0
ds
(
G(r0, s,X
0
s (r0)) +EZ0 [B(r,X
0
s (r0), Z
0
(·)(r0))]
)
+EZ0 [H(r,X
0
(·)(r0), Z
0
(·)(r0))] +
∫ t
0
dWsg(r0, s,X
0
s (r0))
L
= ζ00 (r0) +
∫ t
0
ds
(
G(r0, s,X
0
s (r0)) +EZ [B(r0, X
0
s (r0), Z
0
(·)(r0))]
)
+EZ0 [H(r0, X
0
(·)(r0), Z
0
(·)(r0))] +
∫ t
0
dWsg(r0, s,X
0
s (r0))
= Φ(X0)t(r0)
All the processes Xnt (r) hence have a law independent of r by an immediate recursion, and
so does the limit. We hence proved that the unique solution of the mean-field equations is
spatially homogeneous in law, and obviously satisfies equation (5).
The proof of existence and uniqueness of solutions for equation (5) uses also the classical
fixed-point argument. Since the quantities B(r, x, ϕ) and H(r, ψ, ϕ) do not depend on r, we
drop the dependence of these functions in r. As usually done, we transform the equation (5)
into a fixed point equation on the space of stochastic processes. To this end, let us define
the map Ψ as follow:
Ψ(X)t =

ζ00 +
∫ t
0
ds
(
G(s,Xs) +EZ [B(Xs, Z(·))]
)
+EZ [H(X(·), Z(·))] +
∫ t
0
g(s,Xs)dWs, t > 0
ζ0t (r) , t ∈ [−τ, 0]
(Zt)
L
=(Xt) independent of (Xt), (Wt) and (Bt)
The solutions of equation (5) are exactly the fixed points of Ψ. We assume here that G
and g are K-Lipschitz-continuous and satisfy the linear growth condition, and b and β are
L-Lipschitz continuous in both their variables. It is easy to show that any possible solution
has a bounded second moment following [33].
Existence:
Let X0 ∈M2(C) the space of square integrable stochastic processes such that X0|[−τ,0] L= ζ0
a given stochastic process. We introduce the sequence of probability distributions (Xk)k≥0
defined by induction as Xk+1 = (Ψ(Xk)). We denote by (Zk) a sequence of processes
independent of the collection of processes (Xk) and having the same law. We analyze
Xk+1t −Xkt and decompose it into the sum of six elementary terms as follows:
Xk+1t −Xkt =
∫ t
0
(
G(s,Xks )−G(s,Xk−1s )
)
ds
+
∫ t
0
EZ
[
B(Xks , Z
k
· )−B(Xk−1s , Zk· )
]
ds
+
∫ t
0
EZ
[
B(Xk−1s , Z
k
· )−B(Xk−1s , Zk−1· )
]
ds
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+
∫ t
0
(
g(s,Xks )− g(s,Xk−1s )
)
dWs
+EZ
[
H(Xk· , Z
k
· )−H(Xk−1· , Zk· )
]
+EZ
[
H(Xk−1· , Z
k
· )−H(Xk−1· , Zk−1· )
]
def
= At + B˜t + Ct +Dt + Et + Ft
where we simply identify each of the six terms At, B˜t, Ct, Dt, Et and Ft with the corre-
sponding expression in the previous formulation. By a simple convexity inequality (Ho¨lder)
we have:
|Xk+1t −Xkt |2 ≤ 6
(
|At|2 + |B˜t|2 + |Ct|2 + |Dt|2 + |Et|2 + |Ft|2
)
and treat each term separately.
The term At is easily controlled using Cauchy-Schwarz inequality, Fubini identity and
standard inequalities and we obtain:
E
[
sup
sups∈[0,t]
|As|2
]
≤ K2 t
∫ t
0
E
[
sup
−τ≤u≤s
|Xku −Xk−1u |2
]
ds
Similarly, the martingale term Dt is bounded using the Burkholder-Davis-Gundy theorem
to the d-dimensional martingale (
∫ t
0
(g(s,Xks )− g(s,Xk−1s )) dWs) and we obtain:
E
[
sup
0≤s≤t
|Ds|2
]
≤ 4K2
∫ t
0
E
[
sup
−τ≤u≤s
|Xku −Xk−1u |2
]
ds
Let us now deal with the deterministic interaction terms B˜t and Ct. We have:
|B˜t|2 =
∣∣∣∣∫ t
0
ds
∫
Γ
λ(r′)dr′
∫ 0
−τ
dη(r, r′, u)(EZ [b(r, r′, Xks , Z
k
s+u)− b(r, r′, Xk−1s , Zks+u)])
∣∣∣∣2
≤ t λ(Γ)κ
∫ t
0
ds
∫
Γ
λ(r′)dr′
∫ 0
−τ
dη(r, r′, u)EZ
[|b(r, r′, Xks , Zks+u)− b(r, r′, Xk−1s , Zks+u)|2])
≤ tλ(Γ)2κ2L2
∫ t
0
|Xks −Xk−1s |2 ds ≤ tλ(Γ)2κ2L2
∫ t
0
sup
−τ≤u≤s
|Xku −Xk−1u |2 ds
hence easily conclude that
E[ sup
s∈[0,t]
|B˜s|2] ≤ tλ(Γ)2κ2L2
∫ t
0
E[ sup
−τ≤u≤s
|Xku −Xk−1u |2] ds
and similarly
E[ sup
s∈[0,t]
|Cs|2] ≤ tλ(Γ)2κ2L2
∫ t
0
E[ sup
−τ≤u≤s
|Xku −Xk−1u |2] ds
Eventually, the terms Et and Ft are treated using Burkholder-David-Gundy (BDG)
inequality instead of Cauchy-Schwarz’ together with similar arguments as used for B˜t and
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Ct. Using the cylindrical nature of the Brownian motions (Bt), BDG inequality yields, for
the term Et (and similarly for the term Ft):
E[ sup
s∈[0,t]
|Θs|2] ≤ 4λ(Γ)2κ2L2
∫ t
0
E[ sup
−τ≤u≤s
|Xku −Xk−1u |2] ds
for Θt equal to Et or Ft. Putting all these estimates together, we get:
E
[
sup
s∈[0,t]
|Xk+1s −Xks |2
]
≤ 6(T+4)(K2 +2λ(Γ)2 L2 κ2)
∫ t
0
E[ sup
−τ≤u≤s
|Xku−Xk−1u |2]ds (A.1)
Moreover, since Xk+1t ≡ Xkt for t ∈ [−τ, 0] by definition, we have, noting
Mkt = E
[
sup
−τ≤s≤t
|Xk+1s −Xks |2
]
,
the recursive inequality Mkt ≤ K ′′
∫ t
0
Mk−1s ds with K
′′ = 6(T +4)(K2 +2λ(Γ)2 +κ2), which
classically allows concluding on the existence and uniqueness of solutions.
Appendix B. Uniform propagation of chaos
In this appendix we prove the uniform propagation of chaos property stated in Theorem 2.
In more detail, we prove the following:
Theorem 6 (Uniform propagation of chaos). If the Lipschitz constant of the sigmoid is
uniformly bounded by KS, θ(r) ∈ [θm, θM ] and
KS ≤
√
3θM − 2θm
3θMθm
,
then the convergence of the network equations towards the mean-field equations is uniform
in time, i.e. there exists a constant C > 0 such that for all T > 0, for all i ∈ N a neuron at
location r ∈ Γ,
sup
0≤t≤T
E[|V it − V¯ it |] ≤
C√
N
for V¯ it the a particular process, the coupled process, with law V¯t(r).
Proof. The proof of this theorem necessitates a thorough control of the difference between
the process V it solution of the network equations and V¯
i
t the coupled process, i.e. the solution
of the mean-field equation built with the same Brownian motions W it and B
i
t and with the
same initial condition as V it . It is a refinement of the main theorem of [33].
Let us denote by p : N 7→ N the population function associating to a neuron index j the
population γ it belongs to. Using the expression of V it and V¯
i
t given implicitly using the
variation of constant formula (and making use of the linearity of the intrinsic dynamics), we
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easily obtain that:
V it − V¯ it ≤
∫ t
0
e−(t−s)/θ(r)
1
P (N)
N∑
j=1
1
Np(j)
S(rp(j), V
j
s−τ(r,rp(j)))
−
∫
Γ
J(r, r′)E[S(r′, V¯s−τ(r,r′)(r′))]λ(r′) dr′ ds
+
∫ t
0
e−(t−s)/θ(r)
1
P (N)
N∑
j=1
1
Np(j)
S(rp(j), V¯
j
s )dB
i
s−∫
Γ
∫ t
0
e−(t−s)/θ(r)E[S(r′, V¯t−τ(r,r′)(r′))]
)
dBisλ(r
′) dr′. (B.1)
Introducing the term 1P (N)
∑N
j=1
1
Np(j)
S(rp(j), V¯
j
s−τ(r,rp(j))) we get:
|V it − V¯ it |2 ≤ 4
∫ t
0
e−(t−s)/θ(r)
∣∣∣∣ 1P (N)
N∑
j=1
1
Np(j)
S(rp(j), V
j
s−τ(r,rp(j)))− S(rp(j), V¯
j
s−τ(r,rp(j)))
∣∣∣∣ ds
+4
∫ t
0
e−(t−s)/θ(r)
∣∣∣∣ 1P (N)
N∑
j=1
1
Np(j)
S(rp(j), V¯
j
s−τ(r,rp(j)))− Er′
[
J(r, r′)E[S(r′, V¯s−τ(r,r′)(r′))]
]∣∣∣∣ ds
+4
∣∣∣∣ ∫ t
0
e−(t−s)/θ(r)
1
P (N)
N∑
j=1
1
Np(j)
(
S(rp(j), V¯
j
s )− S(rp(j), V¯ js )
)
dBis
+4
∣∣∣∣ ∫ t
0
e−(t−s)/θ(r)
1
P (N)
N∑
j=1
1
Np(j)
(
S(rp(j), V¯
j
s )− Er′
[
E[S(r′, V¯t−τ(r,r′)(r′))]
])
dBis
∣∣∣∣
=: At(r) +Bt(r) + Ct(r) +Dt(r). (B.2)
Let us assume that θ(r) ∈ (θm, θM ) with θm > 0 and θM <∞, and define θ˜α(r) the strictly
positive, finite quantity such that 1/θ(r) = 1/(θM + α) + 1/θ˜
α(r) for an arbitrary α > 0.
Let us also denote by τM the quantity maxr,r′∈Γ τ(r, r′).
The first and third terms are handled using Cauchy-Schwarz and Burkholder-David-
Gundy’s inequality. The expectation of the first term is readily upperbounded by:
E[A2t (r)] ≤ 2(θM + α)K2S
∫ t
0
e−2(t−s)/θ˜
α(r) sup
u∈[s−τM ,s]
sup
j∈N
E[|V ju − V¯ ju |2]
and
E[C2t (r)] ≤ K2S
∫ t
0
e−2(t−s)/θ(r) sup
u∈[s−τM ,s]
sup
j∈N
E[|V ju − V¯ ju |2].
The other two terms are treated exactly in the same manner as in [33] and yield terms
bounded by K(e(N) + 1/N). Putting these evaluations together we obtain the following
inequality on ∆t := supi∈N sups∈[t−τM ,t]E[|V is − V¯ is |2]:
∆t ≤ K(e(N) + 1/N) +K ′eτM/θ˜α(r)
∫ t
0
e−(t−s)/
˜θα(r)∆s ds.
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The exponential term in τM correspond to Applying Gronwall’s lemma to the quantity
∆te
t/θ˜α , we obtain that:
∆te
t/θ˜α ≤ K(e(N) + 1/N)
(
et/θ˜
α
+K ′eτM/θ˜
α(r)
∫ t
0
es/θ˜
α
eK
′(t−s) ds
)
which is uniformly bounded in t as soon as K ′eτM/θ˜
α(r) < 1
θ˜α(r)
, i.e. when KS and τM
are small enough in comparison with 1/θ(r). Fixing α = θM/2, we obtain the announced
property.
Appendix C. Existence and Uniqueness of solutions for the reduced equations
We know from [33] that there exists a unique solution to the mean-field equations, and
that necessarily the solution starting from Gaussian chaotic initial condition is Gaussian with
mean and standard deviation satisfying equations (8). We show here that these equations
are well posed, distinguishing the finite and infinite population cases. In both cases, we
will need to use a regularity property of the function f with respect to µ and v, proved in
lemma 7. Note that f can become singular in some cases, for instance when the sigmoid has
a singularity and the standard deviation of the solution can reach zero.
Let us first notice that in the case where S(r, x) is equal to erf(g(r)x) with g(r) > 0
bounded, then f(r, µ, v) = erf(g(r)µ/1 + g(r)2 v) which is uniformly Lipschitz continuous
in µ and v. This was the case in all the applications of the present paper.
In the general case, we have the following property:
Lemma 7. Assume that:
• the sigmoids S(r, x) have derivatives in x uniformly bounded
• the diffusion coefficient is lowerbounded: minr∈Γ(Λ(r, t)) ≥ Λ0 > 0 for all t ≥ 0
• the initial variance is uniformly lowerbounded by a positive quantity v0(r, t) ≥ v0 > 0
for t ∈ [−τ, 0] and r ∈ Γ
Then the function f(r, µ, v) is uniformly Lipschitz continuous in µ and v on the trajectories.
Proof. Thanks to uniform lowerbound of the functions Λ(r, t) and of the initial condition
on the variances v0(r), it is easy to show using the integral version of the system 8 that
v(r, t) ≥ vm def= min(v0,Λ20θm/2) (we recall that θm is the strictly positive lower bound of the
characteristic times θα). The function f writes:
f(r, x, y) =
1√
2piy
∫
R
S(r, z)e
(z−x)2
2y =
∫
R
S(r, z
√
y + x)
e−z
2/2
√
2pi
dz.
Since Gaussian distribution have exponential moments, it is straightforward to show that
derivative with respect to x and y read:
∂f(r,x,y)
∂x =
∫
R
∂S
∂x (r, z
√
y + x) e
−z2/2√
2pi
dz
∂f(r,x,y)
∂y =
∫
R
z ∂S∂x (r, z
√
y + x) e
−z2/2
2
√
2piy
dz
(C.1)
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Using the assumption that the sigmoids have bounded derivatives (upperbounded by a
quantity denoted ‖∂S∂x
′‖∞), we have:
∣∣∣∂f(r,x,y)∂x ∣∣∣ ≤ ‖∂S∂x ‖∞∣∣∣∂f(r,x,y)∂y ∣∣∣ ≤ ‖ ∂S∂x ‖∞2√v0 ∫R |z| e−z2/2√2pi dz = ‖ ∂S∂x ′‖∞√v0 ∫∞0 z e−z2/2√2pi dz = ‖ ∂S∂x ′‖∞√2piv0
This property ensures global Lipschitz continuity of the vector field.
We now show existence and uniqueness of solutions of the equations (8). We start deal
with the P -populations case and denote by C the Banach space of continuous functions
mapping [−τ, 0] into E2P endowed with the topology of the uniform convergence. Following
Hale and Lunel [44], we consider the moment equations (8) as ordinary differential equations
on C. We have the following:
Theorem 8. Let us assume that t 7→ I(rα, t) and t 7→ Λ(rα, t) are continuous, and that
(µ, v) 7→ f(r, µ, v) is uniformly Lipschitz continuous, then there exists a unique solution to
the moment equations (8) in the finite-population case, starting from an initial condition
µ0(rα) ∈ C([−τ, 0],R) and v0(rα).
This theorem is a simple application of theorems [44, Thm 2.1 and 2.3] ensuring existence
and uniqueness of solutions as soon as the vector field is Lipschitz-continuous in C and
continuous in time.
Let us now deal with the spatially extended equations.
Theorem 9. For the sake of simplicity, we assume here that the density function λ(r) is
upperbounded by a constant A. Under the assumptions that:
• J is square integrable with respect to Lebesgue’s measure on Γ2, i.e. belongs to L2(Γ2,R),
• σ2 is square integrable with respect to Lebesgue’s measure on Γ2,
• the external current I(r, t) is a bounded, continuous functions of time taking values in
L2(Γ,R)
• the external noise Λ2(r, t) is a continuous functions of time taking values in L2(Γ,R),
and is uniformly lowerbounded by a strictly positive constant: Λ(r, t)2 ≥ Λ20 > 0 for all
(r, t) ∈ Γ×R+,
• The derivative of S(r, x) with respect to its second variable is uniformly bounded,
then for any initial condition µ(r, t) ∈ C([−τ, 0],L2(Γ,R)) and v(r, t) ∈ C([−τ, 0],L2(Γ))
uniformly lowerbounded by a quantity v0 > 0, there exists a unique solution to the moments
mean-field equations (7) which moreover belongs to C([−τ, T ], L2(Γ,R2)).
Proof. The moment mean-field equations (7) constitute a dynamical system in the Banach
spaces of functions of Γ with values in R2. It is well known that the space of functions in
B def= C([−τ, T ], L2(Γ,R2)) endowed with the norm:
‖(ϕ1, ϕ2)‖B = sup
s∈[−τ,T ]
(∫
Γ
|ϕ1(r, s) dr|2 +
∫
Γ
|ϕ2(r, s)|2 dr
)1/2
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is a Banach space. We will show the existence and uniqueness of solutions in this space. We
further define the norm up to time t > 0 of two elements of B by:
Dt(ϕ1, ϕ2) = sup
s∈[−τ,t]
(∫
Γ
|ϕ1(r, s) dr|2 +
∫
Γ
|ϕ2(r, s)|2 dr
)
.
Let us start by ensuring that any possible solution is bounded in this space. We recall
that:
µ(r, t) = e−
t
θ(r)
(
E
[
V 00 (r)
]
+
∫ t
0
e
s
θ(r)
(
I(r, s)
+
∫
Γ
λ(r′)dr′J(r, r′)f(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))
)
ds
)
and hence we have:
‖µ(·, t)‖2
L2(Γ,R)≤ 3
(
‖E [V 00 (·)] ‖2L2(Γ,R) + ∫
Γ
|
∫ t
0
I(r, s) ds|2 dr
+
∫
Γ
dr|
∫ t
0
ds
∫
Γ
J(r, r′)f(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))|2
)
λ(r′)dr′
≤ 3
(
‖E [V 00 (·)] ‖2L2(Γ,R) + T 2 sup
t∈[0,T ]
‖I(·, s)‖2
L2(Γ,R)
+Tλ(Γ)
∫
Γ
∫ t
0
ds
∫
Γ
λ(r′)dr′|J(r, r′)|2‖f‖2∞
)
dr
≤ 3
(
‖E [V 00 (·)] ‖2L2(Γ,R) + T 2 sup
t∈[0,T ]
‖I(·, s)‖2
L2(Γ,R) + T
2Aλ(Γ)‖J(r, r′)‖2
L2(Γ2,R)‖f‖2∞
)
where ‖f‖∞ is the uniform upperbound of f(r, µ, v) in R, which is smaller or equal to the
uniform supremum of the function x 7→ S(r, x) (which exists by assumption). The same
types of calculations allow proving that:
‖v(·, t)‖2
L2(Γ,R) ≤ 3
(
‖v(·, 0)‖2
L2(Γ,R)+T
2 sup
t∈[0,T ]
‖Λ2(·, s)‖2
L2(Γ,R)+T
2(λ2)(Γ)A2‖σ2(r, r′)‖2
L2(Γ2,R)‖f‖4∞
)
.
These bounds do not depend upon time t and hence prove that any solution of the
moment mean-field equations have bounded norms in the space B.
Routine methods for this type of infinite-dimensional systems ensure existence and
uniqueness of solutions as soon as the vector field of the equation is Lipschitz-continuous for
this norm. In our case, lemma 7 ensures the global uniform in r Lipschitz-continuity of the
function (µ, v) 7→ f(r, µ, v). Let us define for (µ, v) ∈ B the transformation Φ(µ, v) taking
values in B and defined by: e
− t
θ(r)
(
µ(0, r) +
∫ t
0
e
s
θ(r)
(
I(r, s) +
∫
Γ
λ(r′)dr′J(r, r′)f(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))
)
ds
)
e−
2t
θ(r)
(
v(0, r) +
∫ t
0
e
2s
θ(r)
(
Λ2(r, s) +
∫
Γ
λ(r′)2dr′σ2(r, r′)f2(r′, µ(r′, s− τ(r, r′)), v(r′, s− τ(r, r′)))
)
ds
)

It is clear that any solution of the moment equations are fixed points of Φ and reciprocally,
fixed points of Φ are solutions of the moment equations. Since (B, ‖ · ‖B) is a Banach space,
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showing existence and uniqueness of solutions, i.e. of fixed points of Φ, amounts showing
a contraction property on Φ. First of all, similarly to what was done to show that any
solutions of the moment equations were bounded in B, it is very easy to show that for any
(µ, v) ∈ B, we have Φ(µ, v) ∈ B. We use the classical iteration method to show existence and
uniqueness of fixed point. To this end, we fix ϕ0 = (µ0, v0) ∈ B arbitrarily and define the
sequence ϕn = (µn, vn)n∈N iteratively by setting (µn+1, vn+1) = Φ(µn, vn). We recall that f
is Lipschitz-continuous as shown in the proof of Theorem 8, and we denote by L the uniform
Lipschitz constant of f(r, x, y) in its two last variables. The function f2(r, x, y) is hence also
uniformly Lipschitz-continuous in its two last variables with the Lipschitz constant 2‖f‖∞L.
Let us now show that the vector field Φ is Lipschitz-continuous on B. Let us fix ϕ1 = (µ1, v1)
and ϕ2 = (µ2, v2) two elements of B. We have:
Dt(ϕ1, ϕ2) = sup
s∈[−τ,t]
{∫
Γ
dr
∣∣∣ ∫ t
0
∫
Γ
λ(r′)dr′J(r, r′)
(
f(r′, µ1(r′, s− τ(r, r′)), v1(r′, s− τ(r, r′)))
−f(r′, µ2(r′, s− τ(r, r′)), v2(r′, s− τ(r, r′)))
)
ds
∣∣∣2
+
∫
Γ
dr
∣∣∣ ∫ t
0
∫
Γ
λ2(r′)dr′σ2(r, r′)
(
f2(r′, µ1(r′, s− τ(r, r′)), v1(r′, s− τ(r, r′)))
−f2(r′, µ2(r′, s− τ(r, r′)), v2(r′, s− τ(r, r′)))
)
ds
∣∣∣2}
The two terms of the righthand side are treated similarly, let us hence deal with the first
one. We have:∫
Γ
dr
∣∣∣ ∫ t
0
∫
Γ
λ(r′)dr′J(r, r′)
(
f(r′, µ1(r′, s− τ(r, r′)), v1(r′, s− τ(r, r′)))
− f(r′, µ2(r′, s− τ(r, r′)), v2(r′, s− τ(r, r′)))
)
ds
∣∣∣2
≤ T
∫
Γ
dr
∫ t
0
∣∣∣ ∫
Γ
λ(r′)dr′J(r, r′)
(
f(r′, µ1(r′, s− τ(r, r′)), v1(r′, s− τ(r, r′)))
− f(r′, µ2(r′, s− τ(r, r′)), v2(r′, s− τ(r, r′)))
)
ds
∣∣∣2
≤ T
∫
Γ
dr
∫ t
0
(∫
Γ
λ(r′)dr′J(r, r′)2
)(∫
Γ
λ(r′)dr′
(
f(r′, µ1(r′, s− τ(r, r′)), v1(r′, s− τ(r, r′)))
− f(r′, µ2(r′, s− τ(r, r′)), v2(r′, s− τ(r, r′)))
)2)
ds
≤ 2L2 T
∫
Γ
dr
∫ t
0
(∫
Γ
λ(r′)dr′J(r, r′)2
)(∫
Γ
λ(r′)dr′|µ1(r′, s− τ(r, r′))− µ2(r′, s− τ(r, r′))|2
+ |v1(r′, s− τ(r, r′))− v2(r′, s− τ(r, r′)))|2
)
ds
≤ 2A2 L2 T
∫
Γ
dr
∫ t
0
∫
Γ
dr′J(r, r′)2‖ϕ1(·, s− τ(r, r′))− ϕ2(·, s− τ(r, r′))‖2L2(Γ,R2)
≤ 2A2 L2 T 2‖J‖2L2(Γ×Γ)
∫ t
0
Ds(ϕ1, ϕ2) ds
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Similarly, the second term is upperbounded by 8A4 L2‖f‖2∞ T 2‖σ2‖2L2(Γ×Γ)
∫ t
0
Ds(ϕ1, ϕ2) ds.
These two bounds do not depend upon time, hence we have:
Dt(ϕ1, ϕ2) ≤ K ′
∫ t
0
Ds(ϕ1, ϕ2) ds
with K ′ = 2A2 L2 T 2(‖J‖2L2(Γ×Γ) +4A2‖σ2‖2L2(Γ×Γ)). Routine methods allow showing that:
Dt(ϕ
n, ϕn−1) ≤ (K
′t)n
n!
DT (ϕ
1, ϕ0)
and hence ‖ϕn − ϕn−1‖B ≤
√
(K ′t)n/n!‖ϕ1 − ϕ0‖B, readily implying that ϕn is a Cauchy
sequence in the complete space B and hence converging in B towards a fixed point of Φ.
Uniqueness of the solution is also classically deduced from the above inequality.
Appendix D. Spatio-temporal patterns for one-dimensional neural fields with
reflective or zero boundary conditions
In this appendix, we reproduce the results obtained in section 3.2.2 with different bound-
ary conditions, functional connectivity kernel size, and synaptic coefficients characterizing
network (II).
For reflective boundary conditions, Proposition 1 applies and hence spatially homoge-
neous solutions exist and incidentally satisfy the system given by equations (3.2.2) and
hence the dependence on noise levels is given by the bifurcation diagram of Fig. 4. For zero
boundary conditions, the neural field does not satisfy Proposition 1. The spatial dynamics is
numerically investigated using the same procedure as done in the main text, and it appears
that in both cases the phenomena observed in the periodic neural field persist.
For reflective boundary conditions, non spatially homogeneous persistent solutions arise
are in the parameter region (A) (small noise). For small values of the noise parameter,
the inhomogeneous initial conditions produce large amplitude waves that interact together,
creating a transient complex structure of spatio-temporal activity that stabilizes on a fully
synchronized stationary solution. For slightly larger noise amplitude, this transient irregular
phase takes over and produce sustained dynamic irregular activity on the neural field. As
noise is further increased, a spatio-temporal periodic activity arises as the waves become
faster and stop interacting. When the noise parameter reaches parameter regions (B) or
(C) the spatially homogeneous oscillatory activity is recovered after a short transient. For
noise levels in the parameter region (D), the whole neural field converges towards the unique
spatially stationary activity.
In the case of zero boundary conditions, we investigate the dynamics using homoge-
neous initial conditions. Inhomogeneities arise for neurons close to the border of the neu-
ral field that receive less input that neurons far from the border. However, qualitative
regimes observed in the periodic case are recovered in this case as noise is increased: sta-
tionary solutions, chaotic wave-splitting, synchronized oscillations (of amplitude depending
on the position on the neural field), and then back to a stationary solution. No transient
wave-splitting was found, and the spatio-temporal oscillations were replaced by partially
synchronized solutions (Fig. D.7(j))
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Figure D.7: Reflective or zero boundary conditions: activity as the noise amplitude is increased. For reflective
boundaries, initial conditions are 5 on [0, 0.025] (orange box) and 0 otherwise. For zero boundary, initial
conditions are homogeneous equal to zero. Animations of the activity are available in the supplementary
material.
Stochastic Neural Fields Dynamics 40
Acknowledgements
The author acknowledges the help of anonymous reviewers for the readability and the
structure of the paper. He wants to warmly thank Romain Veltz for interesting technical
discussions on the content and on relevant references, and David Colliaux for discussions on
the choice of connectivity kernels, and partial funding from ERC grant #227747.
References
[1] A. Roxin, N. Brunel, D. Hansel, Role of Delays in Shaping Spatiotemporal Dynamics of
Neuronal Activity in Large Networks, Physical Review Letters 94 (23) (2005) 238103.
[2] S. Coombes, C. Laing, Delays in activity based neural networks, Submitted to the Royal
Society.
[3] A. Roxin, E. Montbrio, How effective delays shape oscillatory dynamics in neuronal
networks, Physica D: Nonlinear Phenomena 240 (3) (2011) 323–345.
[4] P. Series, S. Georges, J. Lorenceau, Y. Fre´gnac, Orientation dependent modulation
of apparent speed: a model based on the dynamics of feed-forward and horizontal
connectivity in v1 cortex, Vision research 42 (25) (2002) 2781–2797.
[5] D. H. Hubel, T. N. Wiesel, M. P. Stryker, Anatomical demonstration of orientation
columns in macaque monkey, J. Comp. Neur. 177 (1978) 361–380.
[6] W. Bosking, Y. Zhang, B. Schofield, D. Fitzpatrick, Orientation selectivity and the
arrangement of horizontal connections in tree shrew striate cortex, The Journal of
Neuroscience 17 (6) (1997) 2112–2127.
[7] T. Woosley, H. Van Der Loos, The structural organization of layer iv in the somatosen-
sory region (si) of mouse cerebral cortex: The description of a cortical field composed
of discrete cytoarchitectonic units, Brain Research (1969) 205–238.
[8] E. Kandel, J. Schwartz, T. Jessel, Principles of Neural Science, 4th Edition, McGraw-
Hill, 2000.
[9] S. Thorpe, A. Delorme, R. VanRullen, Spike based strategies for rapid processing.,
Neural Networks 14 (2001) 715–726.
[10] A. Ecker, P. Berens, G. Keliris, M. Bethge, N. Logothetis, A. Tolias, Decorrelated
neuronal firing in cortical microcircuits, science 327 (5965) (2010) 584. doi:DOI:10.
1126/science.1179867.
[11] A. Renart, J. De la Rocha, P. Bartho, L. Hollender, N. Parga, A. Reyes, K. Harris, The
asynchronous state in cortical circuits, science 327 (5965) (2010) 587.
[12] G. Buzsaki, Rhythms of the brain, Oxford University Press, USA, 2004.
[13] N. Tabareau, J. Slotine, Q. Pham, How synchronization protects from noise, PLoS
computational biology 6 (1) (2010) e1000637
Stochastic Neural Fields Dynamics 41
[14] E. Izhikevich, Polychronization: Computation with spikes, Neural Computation 18 (2)
(2006) 245–282
[15] G. Ermentrout, J. Cowan, Large scale spatially organized activity in neural nets, SIAM
Journal on Applied Mathematics (1980) 1–21.
[16] S. Coombes, M. R. Owen, Bumps, breathers, and waves in a neural network with spike
frequency adaptation, Phys. Rev. Lett. 94 (14).
[17] R. Spreng, C. Grady, Patterns of brain activity supporting autobiographical memory,
prospection, and theory of mind, and their relationship to the default mode network,
Journal of Cognitive Neuroscience 22 (6) (2010) 1112–1123.
[18] S. Amari, Characteristics of random nets of analog neuron-like elements, Syst. Man
Cybernet. SMC-2.
[19] S.-I. Amari, Dynamics of pattern formation in lateral-inhibition type neural fields,
Biological Cybernetics 27 (2) (1977) 77–87.
[20] H. Wilson, J. Cowan, Excitatory and inhibitory interactions in localized populations of
model neurons, Biophys. J. 12 (1972) 1–24.
[21] H. Wilson, J. Cowan, A mathematical theory of the functional dynamics of cortical and
thalamic nervous tissue, Biological Cybernetics 13 (2) (1973) 55–80.
[22] B. Ermentrout, Neural networks as spatio-temporal pattern-forming systems, Reports
on Progress in Physics 61 (1998) 353–430.
[23] G. Ermentrout, J. Cowan, Temporal oscillations in neuronal nets, Journal of mathe-
matical biology 7 (3) (1979) 265–280.
[24] C. Laing, W. Troy, B. Gutkin, G. Ermentrout, Multiple bumps in a neuronal model of
working memory, SIAM J. Appl. Math. 63 (1) (2002) 62–97.
[25] E. Rolls, G. Deco, The noisy brain: stochastic dynamics as a principle of brain function,
Oxford university press, 2010.
[26] L. Abbott, C. Van Vreeswijk, Asynchronous states in networks of pulse-coupled neuron,
Phys. Rev 48 (1993) 1483–1490.
[27] D. Amit, N. Brunel, Model of global spontaneous activity and local structured delay
activity during delay periods in the cerebral cortex, Cerebral Cortex 7 (1997) 237–252.
[28] N. Brunel, V. Hakim, Fast global oscillations in networks of integrate-and-fire neurons
with low firing rates, Neural Computation 11 (1999) 1621–1671.
[29] M. Buice, J. Cowan, Field-theoretic approach to fluctuation effects in neural networks,
Physical Review E 75 (5).
[30] S. El Boustani, A. Destexhe, A master equation formalism for macroscopic modeling
of asynchronous irregular activity states, Neural computation 21 (1) (2009) 46–100.
[31] P. Bressloff, Stochastic neural field theory and the system-size expansion, SIAM J. on
Applied Mathematics 70 (2009) 1488–1521.
Stochastic Neural Fields Dynamics 42
[32] J. Touboul, G. B. Ermentrout, Finite-size and correlation-induced effects in mean-field
dynamics, Arxiv preprint arXiv:1008.2839.
URL http://arxiv.org/abs/1008.2839
[33] J. Touboul, Mean-field equations for stochastic neural fields with spatio-temporal de-
lays, (submitted).
[34] Y. Fregnac, M. Blatow, J. Changeux, J. De Felipe, A. Lansner, W. Maass,
D. Mc Cormick, C. Michel, H. Monyer, E. Szathma´ry, R. Yuste, Ups and downs in
cortical computation, Microcircuits: the interface between neurons and global brain
function, The MIT Press 393–433.
[35] J. Baladron, D. Fasoli, O. Faugeras, J. Touboul, Mean field description of and propa-
gation of chaos in recurrent multipopulation networks of hodgkin-huxley and fitzhugh-
nagumo neurons, arXiv:1110.4294 (2011).
[36] D. Talay, O. Vaillant, A stochastic particle method with random weights for the com-
putation of statistical solutions of mckean-vlasov equations, The Annals of Applied
Probability 13 (1) (2003) 140–180
[37] N. Venkov, S. Coombes, P. Matthews, Dynamic instabilities in scalar neural field equa-
tions with space-dependent delays, Physica D: Nonlinear Phenomena 232 (2007) 1–15.
[38] S. Mischler, C. Mouhot, B. Wennberg, A new approach to quantitative chaos propaga-
tion estimates for drift, diffusion and jump processes, Arxiv Preprint arXiv:1101.4727.
[39] J. Touboul, G. Hermann, O. Faugeras, Noise-induced behaviors in neural mean field
dynamics, SIAM J. on Dynamical Systems 11 (49–81).
[40] P. Bressloff, New mechanism for neural pattern formation, Physical Review Letters
76 (24) (1996) 4644–4647
[41] A. Hutt, M. Bestehorn, T. Wennekers, Pattern formation in intracortical neuronal fields,
Network: Computation in Neural Systems 14 (2) (2003) 351–368
[42] R. Veltz, An analytical method for computing hopf bifurcation curves in neural field
networks with space-dependent delays, Comptes Rendus Mathematique 1631-073X.
[43] R. Corless, G. Gonnet, D. Hare, D. Jeffrey, D. Knuth, On the lambertw function,
Advances in Computational mathematics 5 (1) (1996) 329–359
[44] J. Hale, S. Lunel, Introduction to functional differential equations, Springer Verlag,
1993.
[45] L. Shayer, S. Campbell, Stability, bifurcation, and multistability in a system of two
coupled neurons with multiple time delays, SIAM Journal on Applied Mathematics
61 (2) (2000) 673–700.
[46] K. Engelborghs, T. Luzyanina, D. Roose, Numerical bifurcation analysis of delay dif-
ferential equations using dde-biftool, ACM Transactions on Mathematical Software
(TOMS) 28 (1) (2002) 1–21
Stochastic Neural Fields Dynamics 43
[47] K. Engelborghs, T. Luzyanina, G. Samaey, Dde-biftool v. 2.00: a matlab package for
bifurcation analysis of delay differential equations, Technical Report TW-330, Depart-
ment of Computer Science, K.U.Leuven, Leuven, Belgium (2001).
[48] B. Ermentrout, Simulating, Analyzing, and Animating Dynamical Systems: A Guide
to XPPAUT for Researchers and Students, Society for Industrial Mathematics, 2002.
[49] S. Coombes, M. Owen, Exotic dynamics in a firing rate model of neural tissue with
threshold accommodation, Contemporary Mathematics 440 (2007) 123 0271–4132.
[50] J. Pham, K. Pakdaman, J. Vibert, Noise-induced coherent oscillations in randomly
connected neural networks, Physical Review E 58 (3) (1998) 3610.
[51] W. Nesse, A. Borisyuk, P. Bressloff, Fluctuation-driven rhythmogenesis in an excitatory
neuronal network with slow adaptation, Journal of computational neuroscience 25 (2)
(2008) 317–333
[52] B. Lindner, J. Garcia-Ojalvo, A. Neiman, L. Schimansky-Geier, Effects of noise in
excitable systems, Physics Reports 392 (6) (2004) 321–424
[53] H. Meinhardt, M. Klinger, A model for pattern generation on the shells of molluscs,
Journal of Theoretical Biology 126 (1987) 63–89.
[54] I. Aradi, I. Soltesz, Modulation of network behaviour by changes in variance in in-
terneuronal properties, The Journal of physiology 538 (1) (2002) 227.
[55] A. Destexhe, D. Contreras, Neuronal computations with stochastic network states,
Science 314 (5796) (2006) 85
[56] K. Diba, H. Lester, C. Koch, Intrinsic noise in cultured hippocampal neurons: experi-
ment and modeling, The Journal of neuroscience 24 (43) (2004) 9723 0270–6474.
