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Characteristics of the Jaco Graph, J∞(a), a ∈ N
(Johan Kok, Paul Fisher, Bettina Wilkens, Mokhwetha Mabula, Vivian Mukungunugwa)1
Abstract
We introduce the concept of a family of finite directed graphs (order a) which are directed
graphs derived from a infinite directed graph (order a), called the a-root digraph. The a-root
digraph has four fundamental properties which are; V (J∞(a)) = {vi|i ∈ N} and, if vj is the head
of an edge (arc) then the tail is always a vertexc vi, i < j and, if vk for smallest k ∈ N is a tail
vertex then all vertices vℓ, k < ℓ < j are tails of arcs to vj and finally, the degree of vertex k is
d(vk) = ak. The family of finite directed graphs are those limited to n ∈ N vertices by lobbing off
all vertices (and edges arcing to vertices) vt, t > n. Hence, trivially we have d(vi) ≤ ai for i ∈ N.
We present an interesting Lucassian-Zeckendorf result and other general results of interest. It
is meant to be an introductory paper to encourage exploratory research.
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1 Introduction
We introduce the concept of a family of finite Jaco Graphs (order a) which are directed
graphs derived from the infinite Jaco Graph (order a), called the a-root digraph. The a-root
digraph has four fundamental properties which are; V (J∞(a)) = {vi|i ∈ N} and, if vj is the
head of an edge (arc) then the tail is always a vertexc vi, i < j and, if vk for smallest k ∈ N
is a tail vertex then all vertices vℓ, k < ℓ < j are tails of arcs to vj and finally, the degree of
vertex k is d(vk) = ak.
Definition 1.1. The family of infinite Jaco Graphs denoted by {J∞(a)|a ∈ N} is defined by
V (J∞(a)) = {vi|i ∈ N}, E(J∞(a)) ⊆ {(vi, vj)|i, j ∈ N, i < j} and (vi, vj) ∈ E(J∞(a)) if and
only if (a + 1)i− d−(vi) ≥ j.
Definition 1.2. For a ∈ N, we define the series (ca,n)n∈N0 by
ca,0 = 0, ca,1 = 1, ca,n = min{k < n|ak + ca,k ≥ n} (n ≥ 2).
The connection between the a-root digraph J∞(a) and the series (ca,n) is explained by the
following lemma.
Lemma 1.1. Consider the Jaco Graph J∞(a) and let n ∈ N then the following hold:
(a) d+(vn) + d
−(vn) = an.
(b) d−(vn+1) ∈ {d
−(vn), d
−(vn) + 1}.
(c) If (vi, vk) ∈ E(J∞(a)) and i < j < k, then (vj , vk) ∈ E(J∞(a)).
(d) d+(vn) = (a− 1)n+ ca,n.
Proof. As d+(vn) = (a+1)n−n−d
−(vn), result (a) is obvious. We prove result (b) and (c) si-
multaneously, using induction on n. First of all, d−(v1) = 0 implying d
−(v2) = 1 = d
−(v1)+1.
Let n ≥ 2 and assume (b) to hold for m ≤ n and (c) to hold for m ≤ n − 1. In particular,
d−(vn) > 0. Let ℓ < n be minimal with (vℓ, vn) ∈ E(J∞(a)), i.e. (a + 1)ℓ− d
−(vℓ) ≥ n. Let
ℓ < j < n. By induction,we have d−(vℓ) ≤ d
−(vj) ≤ d
−(vℓ)+ j− ℓ and (a+1)j−d
−(vj) ≥ n.
Hence, and by choice of ℓ, we have (vk, vn) ∈ E(J∞(a)) if and only if ℓ ≤ k < n, hence result
(c) is is valid for n, while d−(vn) = n− ℓ and d
+(vn) = an− (n− ℓ) = (a− 1)n+ ℓ.
If (a + 1)ℓ − d−(vℓ) ≥ n + 1, then ℓ is minimal with (a + 1)ℓ − d
−(vℓ) ≥ n + 1. If
(a + 1)ℓ − d−(vℓ) = n, we still, as ℓ + 1 ≤ n, have d
−(vℓ+1) ∈ {d
−(vℓ), d
−(vℓ)+1} and
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(a+1)(ℓ+1)− d−(vℓ+1) ≥ n+1. Either way, (vℓ+1, vn+1) ∈ E(J∞(a)). If ℓ+1 < j < n, then
induction yields d−(vℓ+1) ≤ d
−(vj) ≤ d
−(vℓ+1) + (j − ℓ− 1) and (a + 1)j − d
−(vj) ≥ n + 1.
As d−(vn) ≤ n− 1, (vn, vn+1) ∈ E(J∞(a)), so (vk, vn+1) ∈ E(J∞(a)) whenever ℓ+1 ≤ k ≤ n.
Depending on whether (vℓ, vn+1) ∈ E(J∞(a)) or not, we obtain d
−(vn+1) = n + 1 − ℓ =
(n− ℓ) + 1 = d−(vℓ) + 1 or d
−(vn+1) = n + 1− (ℓ+ 1) = d
−(vn).
Let n ≥ 3, and, as before, choose ℓ minimal with (vℓ, vn) ∈ E(J∞(a)). We prove result
(d) by induction on n and apply arguments very similar to the ones already used: First
of all, d−(v1) = 0, and d
+(v1) = a = (a − 1)1 + ca,1. Now let n > 1, and, as before,
choose ℓ minimal such that (vℓ, vn) ∈ E(J∞(a)). By (a) and (c), d
−(vn) = n − ℓ, and
d+(vn) = an− n+ ℓ = (a− 1)n+ ℓ. Induction yields that d
+(vk) = ak whenever k < n. The
definition of ℓ says that ℓ is minimal with ℓ+ d+(vℓ) = ℓ+ (a− 1)ℓ+ ca,ℓ ≥ n, which means
that ℓ = ca,n.
Corollary 1.2. Note that (a) and (b) of Lemma 1.1 entail that d−(vn+1) = (n+1)−ca,n+1 ∈
{n − ca,n, n − ca,n + 1} and that (d) then implies that the series (ca,n) are well-defined and
ascending, more specifically, ca,n+1 ∈ {ca,n, ca,n + 1} (n ∈ N0).
Lemma 1.3. Let k ∈ N, and 0 ≤ b < a. Then ca,ak+ca,k−b = k.
Proof. Let ak + ca,k − b = ℓ. Certainly, ak + ca,k ≥ ℓ i.e. cℓ ≤ k. On the other hand,
a(k−1)+ ca, k = ak+ ca, k−a < ℓ, so Corollary 1.2 says a(k−1)+ ca,k−1 < ℓ and cℓ = k.
Recall that the generalised Lucas sequence Un(a, −1) is defined by
U0 = 0, U1 = 1,
Un+1 = aUn + Un−1.
It is well known that Un =
rn−sn
r−s
, where r = a
2
+
√
a2
4
+ 1, s = a
2
−
√
a2
4
+ 1.
We are going to require a probably well-known (and not hard to prove) theorem, which in
the case a = 1 is known as Zeckendorf’s theorem.
Lemma 1.4. Let n ∈ N and let U0, U1, . . . be the terms of the Lucas sequence U(a,−1).
Then n may be uniquely expressed by a sum n =
∑
i∈N
αiUi, where
0 ≤ α1 < a, 0 ≤ αi ≤ a (i > 2), and αi = a only if αi−1 = 0 (i ∈ N).
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Proof. Induction on n. If b < a, then ”b = bU1” is a representation of the required kind,
which is clearly unique, as is ”a = U2.”
Let 0 < b < a, and let n, i ∈ N, i ≥ 3. If bUi < n ≤ (b + 1)Ui, then aUj < bUi when-
ever j < i, while Ui+1 > aUi > n. If bU2 < n ≤ (b + 1)U2 with b ≥ 2, then aU1 < n < U3,
while (a−1)U1 < U2 < U3. It follows that, if a < n ∈ N, then there is a uniquely determined
natural number i for which there exists αi ∈ {1, . . . , a} with (α − 1)Ui < n ≤ αiUi. Now
apply induction to m = n− αiUi.
Let n ∈ N, and take n as expressed by a sum n =
∑
i∈N
αiUi where the coefficients satisfy
the conditions of Lemma 1.3. Define the function τ : N→ {0, 1} as follows:
τ(n) =


0 if α1 = 0
1 ifα1 > 1
1+(−1)i+1
2
if 1 = α1 = . . . = αi, αi+1 = 0
1+(−1)i
2
if 1 = α1 = . . . = αi < αi+1
.
For m ∈ N, set ca,m = bm.
Theorem 1.5. Let n ∈ N, n =
∑
i∈N
αiUi where the requirements of Lemma 1.4 are assumed
to be met. Then bn =
∑
i∈N
αiUi−1 + τ(n).
Proof. We proceed by induction on n. Note that b1 = . . . = ba−1 = 1 = U0 + 1, while
ba = ba+1 = U1. Now let a < n =
∑
i∈N
αiUi. First suppose that α1 = 0 and α2 < a.
Let k =
∑
i∈N
αiUi−1. Letting βi = αi+1(i ∈ N), ”k =
∑
j∈N
βjUj ” is a representation meet-
ing the conditions of Lemma 1.4, hence induction yields bk =
∑
i∈N
αiUi−2 + τ(k). Now
n = a(
∑
i∈N
αiUi−1) +
∑
i∈N
αiUi−2 = k + bk − τ(k), and, as τ(k) < a, Lemma 1.3 yields k = bn.
Now assume that α1 = 0 and α2 = a.We consider the case a = 1 separately and first.If a = 1,
then α2 = 1 forces α3 = 0, and
∑
i>3
αiUi is the Zeckendorf representation of n−1. Let k = bn−1.
Via induction,k =
∑
i>3
αiUi−1, and, as the sum on the left is the Zeckendorf representation of
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k, induction yields bk =
∑
i>3
αiUi−2. It follows that k+bk =
∑
i>3
αiUi = n−1, whence bn > bn−1,
which, as we have seen, means that bn = bn−1+ 1 =
∑
i>3
αiUi−1+1 =
∑
i≥3
αiUi−1+U1. At this
stage, the theorem has been proved in the case a = 1, so we will assume a > 1 from now on.
Suppose that α2 = a and let j be maximal with α2j = a. Then n = r+s, where r =
∑
i≥2j+1
αiUi
and s =
j∑
i=1
aU2i = U2j+1 − 1. It follows from our choice of j that both α2j+1 and α2(j+1) are
less than a. Accordingly, ”n + 1 =
∑
i≥2(j+1)
αiUi + (α2j+1 + 1)U2j+1” is a sum representation
satisfying the conditions of Lemma 1.4. Let k =
∑
i≥2(j+1)
αiUi−1+(α2j+1+1)U2j . Then k < n,
and induction yields that bk =
∑
i≥2(j+1)
αiUi−2 + (α2j+1 + 1)U2j−1. Now ak + bk = n + 1, and
Lemma 1.3 says bn = bn+1 = k. On the other hand, U2j =
j∑
i=2
aU2i−1, so k =
∑
i∈N
αiUi−1.
Now assume that α1 > 0 and let m =
∑
i≥2
αiUi−1. As α1 > 0, we have α2 < a, and the
displayed sum representation of m satisfies the conditions of Lemma 1.4.
Via induction, bm ∈ {
∑
i≥2
αiUi−2,
∑
i≥2
αiUi−2 + 1}, hence n − α1 ≤ am + bm ≤ n − α1 + 1
(∗)
As α1 < a, the inequality (∗) implies that a(m+1)+bm+1 ≥ a(m+1)+bm = am+bm+a > n.
Thus bn ∈ {m, m+ 1}. If α1 > 1, then τ(n) = 1 and n− α1 + 1 < n, whence bn = m+ 1.
We are left to deal with the case α1 = 1 which we shall subdivide further, as follows:
If α1 = 1 and α2 = 0, then τ(n) = 1, while induction yields that bm =
∑
i≥2
αiUi−2, such
that am+ bm =
∑
i≥2
αiUi = n− 1 and Corollary 1.2 implies that bn = bn−1 + 1 = m+ τ(n).
If α1 = 1 < α2, then τ(n) = 0, while induction yields bm =
∑
i≥2
αiUi−2+1, hence am+bm = n
and m = bn by Lemma 1.3.
If, finally, α1 = 1 = α2, then τ(m) = 0 if and only if τ(n) = 1, and induction yields
am+ bm = n− 1 if and only if τ(n) = 1 and am+ bm = n if and only if τ(n) = 0.
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2 Finite Jaco Graphs {Jn(a)|a, n ∈ N}
The family of finite Jaco Graphs are those limited to n ∈ N vertices by lobbing off all vertices
(and edges arcing to vertices) vt, t > n. Hence, trivially we have d(vi) ≤ ai for i ∈ N.
Definition 2.1. The family of finite Jaco Graphs denoted by {Jn(a)|a, n ∈ N} is the defined
by V (Jn(a)) = {vi|i ∈ N, i ≤ n}, E(Jn(a)) ⊆ {(vi, vj)|i, j ∈ N, i < j ≤ n} and (vi, vj) ∈
E(Jn(a)) if and only if (a+ 1)i− d
−(vi) ≥ j.
Definition 2.2. The set of vertices attaining degree ∆(Jn(a)) is called the Jaconian vertices
of the Jaco Graph Jn(a), and denoted, J(Jn(a)) or, Jn(a) for brevity.
Definition 2.3. The lowest numbered (indiced) Jaconian vertex is called the prime Jaconian
vertex of a Jaco Graph.
Definition 2.4. If vi is the prime Jaconian vertex, the complete subgraph on vertices vi+1, vi+2,
· · · , vn is called the Hope subgraph of a Jaco Graph and denoted, H(Jn(a)) or, Hn(a) for
brevity.
Property 1: From the definition of a Jaco Graph Jn(a), it follows that, if for the prime Ja-
conian vertex vi, we have d(vi) = ai then in the underlying Jaco graph we have d(vm) = am
for all m ∈ {1, 2, 3, · · · , i}.
Property 2: From the definition of a Jaco Graph Jn(a), it follows that ∆(Jk(a)) ≤ ∆(Jn(a))
for all k ≤ n.
Property 3: From the definition of a Jaco Graph Jn(a), it follows that the lowest de-
gree attained by all Jaco Graphs is 0 ≤ δ(Jn(a)) ≤ a.
Property 4: The d−(vk) for any vertex vk of a Jaco Graph Jn(a), n ≥ k is equal to
d(vk) in the underlying Jaco Graph Jk(a).
Lemma 2.1. For the Jaco Graphs Ji(a), i ∈ {1, 2, 3, ..., a+1} we have ∆(Ji(a)) = i− 1 and
J(Ji(a)) = {vk|1 ≤ k ≤ i} = V (Ji(a)).
Proof. From definition 2.1 it follows that if m = a+1 then, ((a+1)+1).1−d−(v1) > (a+1)
so the edges (v1, vi), i = 2, 3, ..., (a+1) exist. It then follows that all edges (vi, vj), i < j exist.
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So the underlying graph of Ja+1(a) is the complete graph Ka+1. Since ∆(Ja+1(a)) = (a +
1)− 1 = a and we have d(vi) = a for all vertices in Ka+1, it follows that ∆(Ja+1(a)) = a and
J(Ja+1(a)) = {vk|1 ≤ k ≤ a} = V (Ja+1(a)). The result follows similarly for m < a + 1.
Lemma 2.2. If in a Jaco Graph Jn(a), and for smallest i, the edge (vi, vn) is defined, then
vi is the prime Jaconian vertex of Jn(a).
Proof. If in the construction of a Jaco Graph Jn(a), and for smallest i, the edge (vi, vn) is
defined, we have that in the underlying graph of Jn(a), d(vi) ≤ ai and d(vj) ≤ d(vi) for all
j > i. So it follows that d(vi) = ∆(Jn(a)) so vi is the prime Jaconian vertex of Jn(a).
Lemma 2.3. For all Jaco Graphs Jn(a), n ≥ 2 and, vi, vi−1 ∈ V (Jn(a)) we have that in the
underlying graph |(d(vi)− d(vi−1)| ≤ a.
Proof. Consider the Jaco Graph Jn(a), n ≥ 2. The result is trivially true for all vertices
v1, v2, v3, · · · , vk if vk is the prime Jaconian vertex of Jn(a). Now consider the Hope Graph
H(Jn(a)). All vertices of H(Jn(a)) have equal degree so the result holds for the Hope Graph
per se. Furthermore if a vertex vj , (k + 1) ≤ j ≤ n is linked to a vertex vt, 1 ≤ t ≤ k then
all vertices vl, (k + 1) ≤ l < j are linked to vt which implies |d(vj)− d(vl)| = 0 ≤ 1 ≤ a and
|(d(vj+1)− d(vj)| ≤ 1 ≤ a.
Note that ∆(Jn(a)) might repeat itself as n increases to n+ 1 but on an increase we always
obtain ∆(Jn(a)) + 1 before ∆(Jn(a)) + 2.
Theorem 2.4. The Jaco Graph Jk(a), k = a(a + 1) + 1 is the smallest Jaco Graph in
{Jn(a)|a, n ∈ N} which has ∆(Jk(a)) = a(a + 1) and J(Jk(a)) = {va+1}.
Proof. For a = 1, the graph J3(1) is clearly the smallest Jaco Graph for which ∆(J3(1)) =
1(1 + 1) = 2 and J(J3(1)) = {v(1+1)} = {v2}. So the result holds for a = 1.
Assume the result holds for a = m. So for the Jaco Graph Jl(m), l = m(m + 1) + 1 we
have that ∆(Jl(m)) = m(m+ 1) and J(Jl(m)) = {v(m+1)}.
Now consider the Jaco Graph Jk(m+1). In the Jaco Graph Jl(m) the vertex v(m+1)+1 = v(m+2)
has d(v(m+2)) = d(v(m+1))−1. So in constructing the Jaco Graph Jl(m+1), amongst others the
edge (v1, v(m+2)) is linked. So at least v(m+1), v(m+2) ∈ J(Jl(m+1)). So d(v(m+2)) = m(m+1).
If follows that the minimum number of additional vertices (smallest Jaco Graph) say t, to be
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added to Jl(m+1) to obtain d(v(m+2)) = (m+1)(m+2) and J(J(l+t)(m+1)) = {v(m+2)} in
J(l+t)(m+1) is given by t = (m+1)(m+2)−m(m+1) = 2(m+1). The number of vertices
of Jl(m) is given by m(m+1)+1. Now l+t = (m(m+1)+1)+2(m+1) = (m+1)(m+2)+1.
Clearly at least v(m+2) ∈ J(Jk(m+1)), k = l+ t, and v(m+1) /∈ J(Jk(m+1)) since m(m+1) <
(m+ 1)(m+ 2). In the construction of the Jaco Graph Jl(m+ 1), the edge (v1, v(m+3)) was
not linked so d(v(m+3)) < d(v(m+2)) in Jl(m+ 1). So it follows that d(v(m+3)) < d(v(m+2)) in
Jk(m+ 1), k = l + t. The latter implies that J(Jk(m+ 1)) = {v(m+2)}.
Hence the result holds for a = m+ 1 implying it holds in general.
3 Number of Edges of the Finite Jaco Graphs {Jn(a)|n ∈ N}
Note that Theorem 3.7 combined with Binet’s formula amounts to a closed formula for
d+(vn). It is hoped that as a special case, a closed formula can be found for the number of
edges of a finite Jaco Graph Jn(a). However, the algorithms discussed in Ahlbach et al.[4]
suggest this might not be possible.
Proposition 3.1. The number of edges of a Jaco Graph Jm(a) =
1
2
m(m− 1) if m ≤ a+ 1.
Proof. From definition 2.1 it follows that if m = a+1 then, ((a+1)+1).1−d−(v1) > (a+1)
so the edges (v1, vi), i = 2, 3, ..., (a + 1) exist. It then follows that all edges (vi, vj), i < j
exist. So the underlying graph of Ja+1(a) is the complete graph Ka+1 hence, ǫ(Ja+1(a)) =
1
2
a(a + 1) = 1
2
m(m− 1). The result follows similarly for m < a + 1.
Theorem 3.2. If for the Jaco Graph Jn(a), we have ∆(Jn(a)) = k, then ǫ(Jn(a)) =
ǫ(H(Jn(a))) +
k∑
i=1
d+(vi).
Proof. For n = 1, d+(v1) = 0 and J1(a) is the edgeless graph on vertex v1 whilst H(J1(a)),
is an empty graph so E(H(J1(a))) = ∅, implying ǫ(H(J1(a))) = 0. Thus the result holds.
For n = 2, the Jaco Graph J2(a) has the prime Jaconian vertex v1 and d
+(v1) = 1. H(J2(a))
is the null graph on vertex v2 so E(H(J2(a))) = ∅, implying ǫ(H(J2(a))) = 0. Thus the result
holds.
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Now assume it holds for all vertices vi, i ≤ k − 1. Thus vertex vk has attained its in-
degree d−(vk). To attain d(vk) = ∆(Jn(a)), exactly ∆(Jn(a)) − d
−(vk) = d
+(vk) edges can
be linked additionally. So the result holds for vertices v1, v2, v3, · · · , vk.
Clearly we also have E(H(Jn(a))) ⊂ E(Jn(a)). Hence, ǫ(Jn(a)) = ǫ(H(Jn(a))) + d
+(v1) +
d+(v2) + d
+(v3) + · · ·+ d
+(vk).
Since it is known that ǫ(H(Jn(a))) = 1 + 2 + 3 + · · ·+ (n−∆(Jn(a))− 1) the result can be
written as ǫ(Jn(a)) =
1
2
(n− k)(n− k − 1) +
k∑
i=1
d+(vi).
Corollary 3.3. The number of edges of a Jaco Graph Jn(a) having vertex vi as the prime
Jaconian vertex, can also be expressed recursively as
ǫ(Jn+1(a)) =
{
ǫ(Jn(a))− i+ n if d(vi) = ai
ǫ(Jn(a))− i+ (n + 1) if d(vi) < ai
Proof. Consider the Jaco Graph Jn(a) having vertex vi as the Jaconian vertex.
Case1: If d(vi) = ai and the vertex v(n+1) is added to construct J(n+1)(a) only the edges
(v(i+1), v(n+1)), ....(vn, v(n+1)) can be linked additionally. This amounts to (n− i) edges.
Case 2: If d(vi) < ai and the vertex v(n+1) is added to construct J(n+1)(a) only the edges
(vi, v(n+1)), (v(i+1), v(n+1)), ....(vn, v(n+1)) can be linked additionally. This amounts to (n−i+1)
edges.
Lemma 3.4. We find for a = 1 and the series (an)n∈N defined by
a0 = 0, a1 = 1, an = min{k < n|k + ak ≥ n} (n ≥ 2).
that Lemma 1.1 changes to:
(a) d+(vn) + d
−(vn) = n.
(b) d−(vn+1) ∈ {d
−(vn), d
−(vn) + 1}.
(c) If (vi, vk) ∈ E(J∞(1)) and i < j < k, then (vj , vk) ∈ E(J∞(1)).
(d) d+(vn) = an.
Corollary 3.5. Note that (a)) and (c) above entail that d+(vn+1) = n + 1 − d
−(vn+1) ∈
{n− d−(vn), n− d
−(vn) + 1} and that (d) then implies tat the series (an) is well defined and
ascending, more specifically, an+1 ∈ {an, an + 1}, (n ∈ N0).
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Lemma 3.6. Let i ∈ N. Then d+(vi+d+(vi)) = i = d
+(vi+d+(v
i+d+(vi−1)
)).
Proof. let i+d+(vi) = k. Certainly, i+d
+(vi) ≥ k, so d
+(vk) ≤ i. From Lemma 1.1, (a = 1) it
follows that i−1+ d+(vi−1) ≤ i−1+d
+(vi) < i+ d
+(vi) so d
+(vk) ≥ i. Let ℓ = i+ d
+(vi−1).
Since d+(vi) ≥ d
+(vi−1) we have, d
+(vℓ) ≤ i and since, i − 1 + d
+(vi−1) < ℓ we have,
d+(vℓ) = i.
Theorem 3.7. (Bettina’s Theorem)2: Let F = {f0, f1, f2, ...} be the set of Fibonacci numbers
and let n = fi1 + fi2 + ...+ fir , n ∈ N be the Zeckendorf representation of n. Then
d+(vn) = fi1−1 + fi2−1 + ...+ fir−1.
Proof. Through induction we have that first of all, 1 = f2 and d
+(v1) = 1 = f1. Let
2 ≤ n = fi1 + fi2 + ... + fir and let k = fi1−1 + fi2−1 + ... + fir−1. If ir ≥ 3, then
k = fi1−1 + fi2−1 + ... + fir−1 is the Zeckendorf representation of k, such that induction
yields d+(vk) = k = fi1−2 + fi2−2 + ... + fir−2. Since k + d
+(vk) = fi1−1 + fi1−2 + fi2−1 +
fi2 − 2 + ...fir−1 + fir−2 = fi1 + fi2 + ...fir = n, read with Lemma 3.6 yields d
+(vn) = k.
Finally consider n = fi1+fi2+ ...+fir , ir = 2. Note that n > 1 implies that ir−1 ≥ 4 and that
the Zeckendorf representation of n−1 given by n−1 = fi1+fi2+ ...+fir−1. Let k = d
+(vn−1).
Through induction we have that, k = fi1−1 + fi2−1 + ... + fir−1−1, and since ir−1 ≤ 4, this
is the Zeckendorf representation of k. Accordingly, d(vk) = fi1−2 + fi2−2 + ... + fir−1−2,
and k + d+(vk) = fi1−1 + fi1−2 + fi2−1 + fi2 − 2 + ...fir−1−1 + fir−1−2 = n − 1. It fol-
lows that d+(vn) > k = d
+(vn−1). From Corollary 3.4 it follows that d
+(vn) = k + 1 =
(fi1−1 + fi2−1 + ... + fir−1−1) + f1 = fi1−1 + fi2−1 + ... + fir−1.
4 Number of Shortest Paths in the Finite Jaco Graphs {Jn(a)|n ∈
N}
Definition 4.1. Liz numbers are the family of numbers defined by L = {La|B0 = 0, B1 =
1, B2 = 1, Bi = aBi−1 +Bi−2, a, i ∈ N, i ≥ 3}.
2Also see: [5] Kok et al. Characteristics of Finite Jaco Graphs, Jn(1), n ∈ N.
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Definition 4.2. The set of distance-root vertices of the Jaco Graph Jn(a), is the set
{vB2 , vB3 , vB4 , · · · , vBj<n,· · · , vn} and denoted, D(Jn(a)) or, Dn(a) for brevity.
Property 5: From definitions 4.1 and 4.2 it follow that besides possibly vn, all other
distance-root vertices of the Jaco Graph Jn(a), n ∈ N, have Liz number indices.
Property 6: The set of Fibonacci numbers F ∈ L, since a = 1 for F.
Note: Reader should note the subtle difference between the (a, 1)-Fibonacci sequence de-
fined in Kalman et al.[3], and the definition of Liz numbers finding application in this paper.
Lemma 4.1. In a Jaco Graph Jn(a) we have for smallest k, such that k + d
+(vk) ≥ i, that
dJn(a)(v1, vi) = dJn(a)(v1, vk) + 1.
Proof. If in a Jaco Graph Jm(a) we have that the edge (v1, vi) exists, the result holds because
dJn(a)(v1, v1) = 0. Otherwise find smallest k for which k + d
+(vk) ≥ i. It follows that for all
j < k we have k+d+(vj) < i. So a path via such vj will have length at least, dJn(a)(v1, vj)+2.
However, the path via vk has length dJn(a)(v1, vj) + 1. Hence, dJn(a)(v1, vi) = dJn(a)(v1, vk) +
1.
Definition 4.3. Let the number of distinct shortest paths between v1 and vn in the Jaco
Graph Jn(1) be denoted by ψ(vn).
Proposition 4.2. Consider vertex vj, j ≥ 1 in Jn(1). The shortest path between v1 and vj
is unique if and only if, d+(vj) ∈ F.
Proof. Since any vertex is inherintly linked to itself the result holds for j = 1. We have that
the set of Fibonacci numbers are the Liz numbers for a = 1, so the result follows for all
vj , j > 2 and j ∈ F since definition 4.1 ensures that d
+(vj) ∈ F. and definition 4.2 ensures
that the shortest path is unique.
Assume that there exists a j /∈ F such that the shortest path between v1 and vj is unique. It
implies that the smallest l for which the edge (vl, vj) exists, is the largest fi for which (vfi , vj)
exists hence, l = fi. Following from Lemma 1.1 (a = 1), d
+(vl+d+(vl)) = l = d
+(vl+d+(vl−1)) it
follows that d+(vj) = l ∈ F.
Assume that there exists a j /∈ F such that d+(vj) ∈ F. It implies that j is the largest
natural number for which (vfi, vj) exists and fi being the largest Fibonacci number less
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than j. Clearly, a minimal path between v1 and vj via vk, k < vfi or k > vfi will have
lenght greater than the minimal path via vfi . Hence, the shortest path between v1 and vj is
unique.
Proposition 4.3. Consider vertex vj, j ≥ 1 in Jn(1). If and only if d
+(vj) /∈ F, then
ψ(vj) =
ft∑
i=l
ψ(vi), with ft the largest Fibonacci number less than j and l the smallest integer
such that the edge (vl, vj) exists.
Proof. Let d+(vj) /∈ F, then clearly d(v1, vl) ≤ d(v1, vj) for l < j. So if the edge (vl, vj) exists
Lemma 4.1 states that, d(v1, vj) = d(v1, vl) + 1. So the number of shortest paths between v1
and vj via vertex vl is given by ψ(vl). Through recursion the result ψ(vj) =
ft∑
i=l
ψ(vi) with
ft the largest Fibonacci number less than j and l the smallest integer such that the edge
(vl, vj) exists, follows.
The converse follows from Proposition 4.2.
Proposition 4.4. Let k ≥ 7 and fi < k ≤ fi+1, and fi, fi+1 ∈ F. If and only if d
+(vk) is non-
repetitive (meaning d+(vk−1) 6= d
+(vk) 6= d
+(vk+1)) then ψ(vk) is non-repetitive (meaning
ψ(vk−1) 6= ψ(vk) 6= ψ(vk+1)).
Proof. (Conjectured)
[Open problem: Does a closed formula exist for the number of edges, ǫ(Jn(1)).]
[Open problem: Prove Proposition 4.4]
[Open problem: Find Card J(Jn(a)) in general.]
Open access: This paper is distributed under the terms of the Creative Commons At-
tribution License which permits any use, distribution and reproduction in any medium,
provided the original author(s) and the source are credited.
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