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Transfert d’inte´grales orbitales pour le groupe me´taplectique
Wen-Wei Li
Re´sume´
We set up a formalism of endoscopy for metaplectic groups. By defining a suitable transfer
factor, we prove an analogue of the Langlands-Shelstad transfer conjecture of orbital integrals
over any local field of characteristic zero, as well as the fundamental lemma for units of the
Hecke algebra in the unramified case. This generalizes prior works of Adams and Renard
in the real case and serves as a first step to study the Arthur-Selberg trace formula for
metaplectic groups.
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1 Introduction
La formule des traces d’Arthur-Selberg est l’un des outils les plus puissants pour la the´orie
moderne des formes automorphes. Cette approche est surtout fe´conde lorsque l’on compare les
formules des traces de deux groupes re´ductifs. Pour ce faire, il faut mettre la formule des traces
sous une forme “stable”. La the´orie de l’endoscopie, invente´e par Langlands et ses collaborateurs,
donne un plan pour re´soudre ce proble`me pour les groupe re´ductifs.
D’autre part, il existe une famille de reveˆtements non line´aires S˜p(2n, F ) des groupes sym-
plectiques Sp(2n, F ) sur un corps local F , qui s’appellent les groupes me´taplectiques. A` un
caracte`re additif non trivial ψ : F → S1 est associe´e une repre´sentation admissible ωψ de
S˜p(2n, F ), qui s’appelle la repre´sentation de Weil. Bien que le reveˆtement me´taplectique soit
traditionnellement un reveˆtement a` deux feuillets, pour des raisons techniques nous ferons agran-
dir le reveˆtement me´taplectique de sorte que p : S˜p(2n, F ) → Sp(2n, F ) est un reveˆtement a`
huit feuillets. Autrement dit, Ker (p) = 8 := {z ∈ C× : z8 = 1}. Cela n’affecte pas les re´sultats
que l’on cherche.
Si l’on envisage d’e´tablir et puis de stabiliser la formule des traces pour S˜p(2n, F ), le pre-
mier pas est d’e´tudier le transfert local des inte´grales orbitales (5.20). Cependant, on ne peut
pas adapter litte´ralement la the´orie de l’endoscopie car S˜p(2n, F ) n’est pas un groupe line´aire
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alge´brique ; en particulier il n’a pas de L-groupe. L’un des objets de cet article est de mettre en
place un tel formalisme.
Les repre´sentations de S˜p(2n, F ) qui nous inte´ressent sont celles telles que la multiplication
par chaque ε ∈ Ker (p) = 8 agit par ε · id ; ces repre´sentations sont dites spe´cifiques. Par
exemple, la repre´sentation de Weil ωψ est spe´cifique. Pour l’e´tude des repre´sentations spe´cifiques,
il suffit de conside´rer les fonctions telles que f(εx˜) = ε−1f(x˜) pour tout ε ∈ 8 ; ces fonctions
sont dites anti-spe´cifiques. Ces notions se ge´ne´ralisent a` tout reveˆtement. La distinction entre
objets spe´cifiques et anti-spe´cifiques est superficielle pour S˜p(2n, F ) (voir 2.1).
Notre approche se mode`le sur l’endoscopie pour les groupes re´ductifs. Notons G := Sp(2n),
G˜ := S˜p(2n, F ). Tout d’abord il faut trouver des bonnes de´finitions pour :
1. les groupes endoscopiques elliptiques H de G˜,
2. la correspondance de classes de conjugaison semi-simples entre H et G,
3. une notion de conjugaison stable sur G˜,
4. le facteur de transfert ∆.
Une fois que ceci sera fait, on pourra de´finir l’inte´grale orbitale endoscopique
JH,G˜(γ, f) =
∑
δ
∆(γ, δ˜)JG˜(δ˜, f) (1)
d’une fonction anti-spe´cifique f ; les notations sont analogues a` celles pour l’endoscopie des
groupes re´ductifs et on les expliquera dans §5.5. Par la suite, on peut formuler le transfert de
fonctions f 7→ fH qui fait concorder JH,G˜(·, f) et l’inte´grale orbitale stable J stH (·, fH) sur H.
Comme pour l’endoscopie pour les groupes re´ductifs, le transfert doit eˆtre explicite pour les
fonctions sphe´riques dans le cas non ramifie´ (5.21). De tels e´nonce´s sont connus sous le nom de
“lemme fondamental”.
Esquissons nos re´ponses aux questions ci-dessus.
1. Soit F une extension finie de Qp, p > 2. Selon un re´sultat de Savin [19], l’alge`bre d’Iwahori-
Hecke spe´cifique (ou anti-spe´cifique) de G˜ est isomorphe a` l’alge`bre d’Iwahori-Hecke de
SO(2n + 1), le groupe orthogonal impair de´ploye´. Cela sugge`re que l’on doit regarder
Sp(2n,C) comme le groupe dual de G˜ ; de telles e´vidences existent aussi pour le cas F = R
[2]. En poursuivant cette philosophie, on de´finit une donne´e endoscopique elliptique de
S˜p(2n) comme une paire (n′, n′′) ∈ Z2≥0 telle que n′ + n′′ = n ; le groupe endoscopique
associe´ est Hn′,n′′ := SO(2n
′ + 1) × SO(2n′′ + 1). Contrairement a` l’endoscopie pour
SO(2n + 1), on distingue les donne´es (n′, n′′) et (n′′, n′).
2. Soit γ = (γ′, γ′′) ∈ Hn′,n′′(F ) semi-simple ayant valeurs propres
a′1, . . . , a
′
n′ , 1, (a
′
n′)
−1, . . . , (a′1)
−1︸ ︷︷ ︸
provenant de γ′
, a′′1 , . . . , a
′′
n′′ , 1, (a
′′
n′′)
−1, . . . , (a′′1)
−1︸ ︷︷ ︸
provenant de γ′′
.
On dit que δ ∈ G(F ) correspond a` γ s’il est semi-simple avec valeurs propres
a′1, . . . , a
′
n′ , (a
′
n′)
−1, . . . , (a′1)
−1,−a′′1 , . . . ,−a′′n′′ ,−(a′′n′′)−1, . . . ,−(a′′1)−1.
Cela induit une application entre classes de conjugaison semi-simples ge´ome´triques.
3. Il y a aussi une de´finition ad hoc de stabilite´ : deux e´le´ments semi-simples re´guliers dans
G˜ sont stablement conjugue´s si leurs images dans G(F ) sont stablement conjugue´s et si
trω+ψ − trω−ψ prend la meˆme valeur, ou` ω±ψ sont les deux morceaux irre´ductibles de la
repre´sentation de Weil. C’est aussi la voie poursuivie dans [1, 4].
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4. Le facteur de transfert est plus subtil. Lorsque F = R et n′′ = 0, Adams a de´fini un
facteur de transfert ∆ sur l’ensemble des e´le´ments semi-simples re´guliers dans G˜ et il est
e´gal a` trω+ψ − trω−ψ . Plus ge´ne´ralement, pour un groupe endoscopique H quelconque, le
facteur de transfert est de´fini dans cet article comme un produit ∆ = ∆′∆′′∆0, ou` ∆
′,∆′′
sont fabrique´s a` partir des caracte`res trω±ψ et ∆0 est un terme relativement simple qui est
stablement invariant. Le facteur ∆0 co¨ıncide avec le facteur de´fini par Renard [18]. Il n’y
a pas de facteur ∆IV comme en [9], car nous avons normalise´ les inte´grales orbitales.
Le facteur de transfert satisfait aux proprie´te´s suivantes.
Spe´cificite´ (5.12) : on exige cette proprie´te´ de sorte que l’inte´grale orbitale endoscopique
(1) est bien de´finie.
Proprie´te´ de cocycle (5.13) : c’est une condition naturelle pour l’endoscopie, qui affecte
des signes aux classes de conjugaison dans une classe de conjugaison semi-simple re´gulie`re
stable.
Descente parabolique (5.18) : cela re´duit le calcul du facteur de transfert aux e´le´ments
elliptiques ; c’est aussi la principale raison pour laquelle on travaille sur le reveˆtement a`
huit feuillets.
Normalisation (5.15) : dans le cas non ramifie´, le facteur vaut 1 pour les e´le´ments a`
re´ductions re´gulie`res qui se correspondent.
Syme´trie (5.16) : qui relie les facteurs de transfert pourHn′,n′′ et Hn′′,n′ . Cette syme´trie est
re´alise´e par la multiplication par une image re´ciproque canonique dans G˜ de −1 ∈ G(F ),
ce que l’on de´signe encore par −1. L’usage d’un tel e´le´ment est loisible car on travaille
avec le reveˆtement a` huit feuillets.
Formule du produit (5.17) : elle servira a` stabiliser les termes elliptiques re´guliers dans
la formule des traces.
Les quatre premie`res proprie´te´s et la descente semi-simple caracte´risent le facteur de transfert
dans le cas non ramifie´ (cf. [3]).
Dans le cas F = R, J. Adams [1] a e´tabli le rele`vement de caracte`res entre G˜ et SO(2n+ 1)
et D. Renard [17] a de´montre´ le transfert d’inte´grales orbitales. Pour les groupes endoscopiques
Hn′,n′′ en ge´ne´ral, le transfert d’inte´grales orbitales est e´tabli par Renard dans le cas re´el ;
son formalisme paraˆıt diffe´rent, mais il est e´quivalent au noˆtre, pour l’essentiel. Pour F non
archime´dien, n′ = 1 et n′′ = 0, J. Schultz a e´tabli le rele`vement de caracte`res entre G˜ et SO(3)
dans sa the`se [20].
Indiquons brie`vement notre approche. A` la suite de Langlands, Shelstad [8] et Waldspurger,
on applique la me´thode de descente semi-simple de Harish-Chandra pour re´duire le transfert
a` l’alge`bre de Lie. Le reveˆtement disparaˆıt et on se rame`ne a` des situations compose´es de
l’endoscopie pour les groupes unitaires et symplectiques, ainsi qu’une situation “non standard”
e´tudie´e dans [26], a` savoir le transfert entre les alge`bres de Lie de Sp(2n) et SO(2n+ 1). Graˆce
aux travaux de Ngoˆ Bao Chaˆu [15], le transfert est maintenant e´tabli dans chaque situation
ci-dessus. Le noyau technique de cet article est donc de prouver que notre facteur ∆ se descend
en les bons facteurs aux alge`bres de Lie. On demande de plus que les facteurs ainsi descendus
soient normalise´s dans le cas non ramifie´.
Re´capitulons la structure de cet article.
– Dans §2, on recueille les de´finitions et proprie´te´s de base du groupe me´taplectique. L’usage
de cocycles est minimaliste. Il y a aussi des discussions de reveˆtements non line´aires en
ge´ne´ral.
– Dans §3, on parame`tre explicitement les classes de conjugaison dans les groupes classiques.
La classification est bien connue. Remarquons que notre convention diffe`re que celle de [25]
(voir 3.15). Faute d’avoir une re´fe´rence comple`te, on y reproduit toutes les de´monstrations.
– Dans §4, on rappelle les formules du caracte`re de la repre´sentation de Weil dues a` Maktouf
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[12] en suivant l’approche de T. Thomas [23]. Leurs approches reposent sur le mode`le de
Schro¨dinger du groupe me´taplectique. Ces formules servent aussi a` caracte´riser le scindage
au-dessus d’un parabolique de Siegel (4.7). Pour traiter le cas non ramifie´, il faudra aussi
e´tudier le caracte`re via le mode`le latticiel.
– Dans §5, les fondations de l’endoscopie sont mises en place. On e´tablit aussi des re´sultats
utiles pour les articles qui feront suite.
– La section §6 traite le transfert archime´dien. On re´concilie le formalisme de Renard avec
le noˆtre. On prouve que nos facteurs de transfert co¨ıncident et le transfert archime´dien
en re´sulte.
– La section §7 est consacre´e a` la descente semi-simple. La descente des termes ∆′, ∆′′
repose sur des formules de Maktouf et le calcul de l’indice de Weil de la forme de Cayley
(4.16). D’autre part, la descente du terme ∆0 est une manipulation des symboles locaux
et des formes quadratiques.
– La section §8 reprend les arguments pour l’endoscopie des groupes re´ductifs (cf. [26]) ;
on e´tablit le transfert non archime´dien et le lemme fondamental pour les unite´s par la
me´thode de descente.
Dans §6-§7, on travaillera avec le reveˆtement me´taplectique a` f feuillets avec 8|f . Dans §8, on
supposera f = 8.
Enfin, signalons un autre formalisme de l’endoscopie pour S˜p(2n) propose´ par Renard dans
[18] pour le cas F = R. Grosso modo, les donne´es endoscopiques elliptiques sont toujours en
bijection avec les paires (n′, n′′) ∈ Z2≥0 telles que n′ + n′′ = n, mais les groupes endoscopiques
sont S˜p(2n′) × S˜p(2n′′). Le facteur de transfert est ∆0. Nous e´tudierons une variante de ce
formalisme en de´tail dans §6, dont les de´finitions marchent dans le cas non archime´dien sans
modification. En particulier, on peut parler du transfert d’inte´grales orbitales a` la Renard.
Remarquons que l’on peut de´duire le transfert a` l’aide du transfert a` la Renard compose´
avec le transfert de S˜p(2k) vers SO(2k+1) (associe´ a` la paire (k, 0)) pour k = n′ et k = n′′. Vu
la de´finition du facteur de transfert ∆ = ∆′∆′′∆0, cette approche paraˆıt raisonnable. En effet,
le transfert pour F = R sera de´montre´ de cette fac¸on dans §6. Re´ciproquement, si l’on peut
montrer que chaque inte´grale orbitale stable sur SO(2m+1) provienne de S˜p(2m) via transfert,
alors le transfert a` la Renard re´sulte de notre formalisme. On espe`re revenir un jour sur cette
question.
Remerciements J’exprime ma forte gratitude a` Jean-Loup Waldspurger pour m’avoir pro-
pose´ ce sujet et pour ses nombreuses remarques cruciales pendant ce travail. Je remercie
e´galement David Renard pour des discussions sur le cas re´el. Enfin, je remercie le referee pour
d’utiles remarques.
Conventions
On note S1 le groupe {z ∈ C× : |z| = 1}. Si f ∈ Z, on note f le groupe {z ∈ C× : zf = 1}.
Si A est une alge`bre centrale semi-simple de dimension finie sur un corps F , on note la trace et
la norme re´duite par trA/F et NA/F respectivement.
Corps locaux Soit F un corps local non archime´dien, on note oF l’anneau des entiers, pF
l’ide´al maximal de oF et ̟F une uniformisante choisie. On prend toujours la valuation v sur
F telle que v(̟F ) = 1. Le conducteur d’un caracte`re additif ψ : F → S1 non-trivial est le plus
grand sous oF -module a de F tel que ψ|a = 1. Le symbole de Hilbert quadratique pour le corps
local F est note´ par (·, ·)F . Le groupe de Galois absolu de F est note´ ΓF .
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Groupes re´ductifs Soit F un corps et M un F -groupe re´ductif. La composante connexe de
M est note´e M0. Soit R une F -alge`bre commutative, on note l’ensemble de R-points de M par
M(R). Lorsque M est un groupe classique, on confond syste´matiquement M(F ) et M .
Supposons que M agit alge´briquement sur une F -varie´te´ X. Pour x ∈ X(F ), on note Mx ⊂
M son fixateur et Mx := (M
x)0. Par exemple, M agit sur lui-meˆme par conjugaison et on
obtient ainsi les commutants.
Supposons M connexe et soit m ∈ M(F ). La classe de conjugaison contenant m est note´e
O(m). On dira que m1,m2 ∈ M(F ) sont ge´ome´triquement conjugue´s s’ils sont conjugue´s par
M(F¯ ). La classe de conjugaison ge´ome´trique contenant m ∈ M(F ) est note´e par Ogeo(m).
L’ensemble de classes de conjugaison (resp. conjugaison ge´ome´trique) semi-simples dans M est
note´ par Css(M) (resp. C
ge´o
ss (M)). L’ensemble des e´le´ments semi-simples dans M(F ) est note´
M(F )ss. On dira qu’un e´le´ment m ∈ M(F )ss est re´gulier si Mm est un tore, on dira qu’il est
fortement re´gulier si de plusMm =Mm. L’ouvert de Zariski des e´le´ments semi-simples re´guliers
dans M est note´ Mreg.
Soient m1,m2 ∈ M(F )ss, on dira qu’ils sont stablement conjugue´s s’il existe x ∈ M(F¯ ) tel
que x−1m1x = m2 et xσ(x)
−1 ∈ Mm1(F¯ ) pour tout σ ∈ ΓF . La classe de conjugaison stable
contenant m est note´e par Ost(m) ; l’ensemble de classes de conjugaison stable semi-simples
dans M est note´e par C stss (M). Si m est fortement re´gulier, alors Ogeo(m) = Ost(m). On dit
qu’une fonction φ est stablement invariante si Ost(x) = Ost(y) implique φ(x) = φ(y).
E´le´ments compacts Soit F un corps local non archime´dien de caracte´ristique re´siduelle
p. Soient M un F -groupe re´ductif connexe et δ ∈ M(F ). On dit que δ est compact si l’en-
semble δZ est d’adhe´rence compacte dans M(F ). On dit que δ est topologiquement unipotent si
limn→∞ δ
pn = 1. Soit X ∈ m(F ), notons T le plus grand F -tore central dans le commutant de sa
partie semi-simple Xs. On dit que X est topologiquement nilpotent si |x∗(Xs)|F < 1 pour tout
x∗ ∈ X∗(T ). Si p est assez grand (voir [26] 4.4 pour une borne explicite), l’exponentielle fournit
un home´omorphisme de l’ensemble des e´le´ments topologiquement nilpotents sur l’ensemble des
e´le´ments topologiquement unipotents. Tout e´le´ment compact δ admet une de´composition de Jor-
dan topologique δ = exp(X)η = η exp(X), ou` X est topologiquement nilpotent et η est d’ordre
fini premier a` p. Cette de´composition est unique, η et exp(X) appartiennent a` l’adhe´rence de
δZ. Les de´tails se trouvent, par exemple, dans [26] 5.2.
Formes quadratiques Dans ce texte, on ne conside`re que les formes quadratiques non
de´ge´ne´re´es. Soient A un anneau commutatif avec 12 et a1, . . . , am ∈ A×, on note 〈a1, . . . , am〉 la
A-forme quadratique sur Am de´finie par
(x1, . . . , xm) 7→ a1x21 + . . . amx2m.
On note par H la forme hyperbolique de rang 2. On abre`ge souvent une forme quadratique
(V, q) par q. Si F est un corps local et q est une F -forme quadratique, on note det q le de´terminant
de q et s(q) l’invariant de Hasse de q. On note la somme orthogonale des formes q1 et q2 par
q1 ⊕ q2. Pour un caracte`re additif non-trivial ψ : F → S1 et une F -forme quadratique q, notons
γψ(q) l’indice de Weil de´fini dans [27]. Il induit un homomorphisme du groupe de Witt W (F )
vers 8.
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2 Le groupe me´taplectique
2.1 Reveˆtements de groupes re´ductifs
Soient F un corps local etm ∈ Z≥1. SoientM un F -groupe alge´brique et p : M˜ →M(F ) une
extension centrale de groupes topologiques telle que Ker (p) ≃ m ; on l’appelle un reveˆtement
a` m feuillets. Il y a une notion naturelle d’e´quivalence pour de tels reveˆtements. Le groupe M˜
est localement compact. De plus, il est totalement discontinu si F est non archime´dien. Nous
fixons toujours une identification Ker (p) = m.
SupposonsM re´ductif. Soit P un sous-groupe parabolique de´fini sur F dont U est le radical
unipotent. Alors il existe un unique scindage s : U(F ) → M˜ pour p, qui est invariant par
conjugaison par P (F ) ([14], appendice A).
Objets spe´cifiques Soit C∞c (M˜ ) l’alge`bre de fonctions lisses a` support compact sur M˜ , munie
du produit de convolution. Il y a une de´composition
C∞c (M˜ ) =
⊕
χ∈Hom(m,C×)
C∞c,χ(M˜)
selon l’action par translation par m. Idem pour l’espace des fonctions de Schwartz S(M˜ ) lorsque
F est archime´dien.
Soit χ ∈ Hom(m,C×). Une fonction dans C∞c,χ(M˜) (resp. Sχ(M˜ )) est dite χ-e´quivariante.
Ceci permet de de´finir la notion de distributions χ-e´quivariantes. Une repre´sentation π de M˜
est dite χ-e´quivariante si π|
m est une somme de χ. Le caracte`re d’une repre´sentation de M˜ ,
pourvu qu’il soit bien de´fini, est χ-e´quivariante si et seulement si sa repre´sentation l’est.
Notons χ− : m →֒ C× le plongement standard. Pour χ = χ− (resp. χ = χ−1− ), les objets
χ-e´quivariants sont abre´ge´s comme spe´cifiques (resp. anti-spe´cifiques). Les objets spe´cifiques
(resp. anti-spe´cifiques) sont affecte´s de l’indice − (resp. ). Par exemple, on de´finit les espaces
C∞c,−(M˜ ) et C
∞
c, (M˜ ). Lorsque F est archime´dien, on de´finit de la meˆme manie`re les espaces
S−(M˜ ) et S (M˜).
Pousser-en-avant Soitm|m′. On peut pousser-en-avant l’extension centrale 1→ m → M˜ →
M(F ) → 1 via m →֒ m′ et on obtient ainsi un reveˆtement a` m′-feuillets p′ : M˜ ′ → M(F ).
On le note aussi par M˜ ′ = M˜ ×
m m′ . La restriction de M˜
′ a` M˜ identifie les objets spe´cifiques
sur M˜ ′ a` ceux sur M˜ (par exemple les fonctions, les repre´sentations etc...). De meˆme pour les
objets anti-spe´cifiques.
Tout reveˆtement que l’on rencontrera dans cet article provient d’un reveˆtement a` deux
feuillets. Indiquons un passage entre objets spe´cifiques et anti-spe´cifiques dans telles situations.
Proposition 2.1. Soient m ∈ 2Z≥1, p : M˜ → M(F ) un reveˆtement a` deux feuillets et M˜ ′ :=
M˜ ×
2 m. Alors il existe un caracte`re continu ξ : M˜
′ → m/2 tel que ξ([m˜, ε]) = ε−2.
L’application π 7→ π⊗ξ est une bijection des repre´sentations spe´cifiques sur les repre´sentations
anti-spe´cifiques. L’application f 7→ fξ induit un isomorphisme d’alge`bres C∞c,−(M˜ ′) ∼→ C∞c, (M˜ ′) ;
elle induit un isomorphisme S−(M˜ ′) ∼→ S (M˜ ′) si F est archime´dien.
De´monstration. On ve´rifie que ξ est bien de´fini et continu. Le reste en re´sulte imme´diatement.
Remarque 2.2. On aura parfois besoin de conside´rer M˜ ′ := M˜×
mC
×, qui est une extension de
M(F ) par C×. Les de´finitions ci-dessus sont pareilles pour M˜ ′ et on a toujours ladite e´quivalence
entre objets spe´cifiques/anti-spe´cifiques.
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Si F est un corps global et A son anneau d’ade`les, alors les terminologies pre´ce´dentes
s’adaptent aux reveˆtements de M(k) ou` k est une sous-alge`bre de A munie de la topologie
induite.
Nous adoptons syste´matiquement la convention de de´signer un e´le´ment dans M˜ par m˜, etc.,
et sa projection dans M(F ) par m, etc.
2.2 La repre´sentation de Weil et le groupe me´taplectique local
Soit F un corps local de caracte´ristique nulle. On fixe un caracte`re additif non trivial ψ :
F → S1.
Soient n > 0 et (W, 〈·|·〉) un F -espace symplectique de dimension 2n. On supprime souvent
la forme 〈·|·〉 quand on parle d’un tel espace.
Le groupe de Heisenberg H(W ) associe´ a` (W, 〈·|·〉) est l’espace W × F muni du produit
(w, t) · (w′, t′) =
(
w + w′, t+ t′ +
〈w|w′〉
2
)
.
Le centre de H(W ) est {0} × F ≃ F , on l’identifie a` F .
Notons Sp(W ) le groupe symplectique associe´ a` (W, 〈·|·〉). Il agit sur H(W ) par
g · (w, t) = (g(w), t).
Le the´ore`me de Stone-von Neumann affirme qu’il existe une et une seule repre´sentation lisse
irre´ductible (ρψ, Sψ) de H(W ) a` caracte`re central ψ, a` isomorphisme pre`s. De plus, une telle
repre´sentation est admissible et unitarisable.
Soit g ∈ Sp(W ). La repre´sentation
ρgψ : h 7→ ρψ(g · h)
ve´rifie encore les proprie´te´s du the´ore`me de Stone-von Neumann, d’ou` un ope´rateur d’entrela-
cement M [g] : Sψ :→ Sψ tel que
M [g] ◦ ρψ = ρgψ ◦M [g].
L’ope´rateur M [g] est unique a` une constante multiplicative pre`s, donc g 7→ M [g] est un ho-
momorphisme Sp(W ) → PGL(Sψ). Si l’on remplace (ρψ, Sψ) par sa version unitaire, on peut
supposer que M [g] est une isome´trie.
Posons
Spψ(W ) := {(g,M) ∈ Sp(W )×GL(Sψ) :M ◦ ρψ = ρgψ ◦M}.
Cela fournit une extension centrale de Sp(W ) par C× et Spψ(W ) admet une structure naturelle
de groupe localement compact ([27], §35). Notons S˜p(2)(W ) le groupe de´rive´ de Spψ(W ).
Si F = C, le reveˆtement p : S˜p
(2)
(W ) → Sp(W ) est scinde´ et on identifie S˜p(2)(W ) a`
2 × Sp(W ) ; sinon, p est l’unique reveˆtement non trivial a` deux feuillets de Sp(W ). C’est
pourquoi nous avons supprime´ l’indice ψ. La repre´sentation de Weil attache´e a` ψ est la compose´e
ωψ : S˜p
(2)
(W ) →֒ Spψ(W ) → GL(Sψ). Elle se de´compose en deux morceaux non-isomorphes
irre´ductibles, l’un dit pair (+) et l’autre impair (−) :
ωψ = ω
+
ψ ⊕ ω−ψ ,
ou` les repre´sentations ω±ψ sont admissibles et unitarisables. Cela permet de de´finir ses caracte`res
comme distributions spe´cifiques sur S˜p
(2)
(W ).
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Soit f ∈ 2Z≥1. Posons
S˜p
(f)
(W ) := S˜p
(2)
(W )×
2 f .
Notons le reveˆtement S˜p
(f)
(W )→ Sp(W ) par la meˆme lettre p. On obtient ainsi une famille de
reveˆtements indexe´e par 2Z≥1 telle que S˜p
(f)
(W ) ⊂ S˜p(f
′)
(W ) si et seulement si f |f ′. Regardons
ω±ψ comme repre´sentations spe´cifiques sur les S˜p
(f)
(W ). Idem pour leurs caracte`res.
Dans le cas F = C, on a un scindage canonique S˜p
(f)
(W ) ≃ f × Sp(W ). Dans le cas trivial
W = {0}, nos de´finitions entraˆınent que S˜p(f)(W ) = f .
2.3 Sous-groupes et re´seaux hyperspe´ciaux
Supposons que F est non archime´dien de caracte´ristique re´siduelle p > 2. Soit L ⊂ W un
oF -re´seau, on de´finit son re´seau dual comme
L∗ := {w ∈W : ∀m ∈ L, 〈w|m〉 ∈ oF }.
Un re´seau L dans W est dit autodual si L∗ = L. De tels re´seaux existent toujours.
The´ore`me 2.3. Si L est un re´seau dans W tel que L∗ = L ou L∗ = pFL, alors KL :=
StabSp(W )(L) est un sous-groupe hyperspe´cial de Sp(W ). Cela fournit une correspondance bi-
univoque entre les sous-groupes hyperspe´ciaux et les re´seaux L tels que L∗ = L ou L∗ = pFL.
Un tel re´seau L de´termine un mode`le de Sp(W ) sur oF . On de´finit le re´seau hyperspe´cial
dans sp(W ) associe´ a` L par kL := sp(W, oF ). Si l’on remplace 〈·|·〉 par ̟F 〈·|·〉 alors cela a
pour effet d’e´changer les re´seaux L avec L∗ = L et ceux avec L∗ = ̟FL, a` homothe´thie pre`s ;
pourtant Sp(W ) ne change pas.
Observons aussi que Sp(W ) agit transitivement sur les re´seaux autoduaux. Nous avons fixe´
une forme symplectique 〈·|·〉 sur W , cela a l’effet de distinguer une classe de conjugaison cano-
nique de sous-groupes hyperspe´ciaux de Sp(W ), a` savoir ceux associe´s aux re´seaux autoduaux.
On ne conside`re que des tels sous-groupes hyperspe´ciaux dans cet article.
2.4 Mode`les de la repre´sentation de Weil
Nous donnerons deux constructions pour la repre´sentation (ρψ, Sψ) et les ope´rateurs d’en-
trelacement M [g] dans les de´finitions pre´ce´dentes. Commenc¸ons par une construction ge´ne´rale.
Soit A ⊂W un sous-groupe tel que AF := A× F est un sous-groupe abe´lien maximal dans
H(W ) ; ceci est e´quivalent a` A = A⊥ ou` A⊥ := {w ∈ W : ∀a ∈ A, ψ(〈a,w〉) = 1}. Puisque
AF /({0} × Ker (ψ)) est abe´lien, il existe un caracte`re ψA : AF → S1 qui prolonge 1 × ψ sur
{0} × F . On de´finit
(ρA, SA) := Ind
H(W )
AF
(ψA).
The´ore`me 2.4. (ρA, SA) est une repre´sentation lisse irre´ductible a` caracte`re central ψ.
2.4.1 Le mode`le de Schro¨dinger
Les de´tails se trouvent dans [22, 23].
Un sous-espace ℓ ⊂W est dit un lagrangien dansW si ℓ est totalement isotrope de dimension
maximale pour 〈·|·〉. Notons Lagr(W ) l’ensemble des lagrangiens dans W .
Dans la construction ci-dessus, prenons pour A = ℓ ∈ Lagr(W ). Dans ce cas-la` ℓF = ℓ× F
comme groupes topologiques, et on peut prendre ψℓ = 1 × ψ. Soit (ρℓ, Sℓ) la repre´sentation
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ainsi obtenue. On fixe une mesure de Haar sur ℓ et on prend la mesure autoduale sur W par
rapport a` ψ(〈·|·〉). La repre´sentation (ρℓ, Sℓ) s’identifie a` l’espace des vecteurs lisses de l’induite
compacte ind
H(W )
ℓF
(ψℓ).
Soit ℓ′ un autre lagrangien muni d’une mesure de Haar. P. Perrin a de´fini un ope´rateur
d’entrelacement canonique
Fℓ′,ℓ : Sℓ → Sℓ′ .
C’est essentiellement une transformation de Fourier partielle convenablement normalise´e.
Soit g ∈ Sp(W ), alors on obtient une isome´trie par transport de structures :
g∗ : Sℓ → Sgℓ.
De´finissons
Mℓ[g] := Fℓ,gℓ ◦ g∗ = g∗ ◦Fg−1ℓ,ℓ.
On ve´rifie que (g,Mℓ[g]) ∈ Spψ(W ). Grosso modo, la repre´sentation ω˜ψ sur Spψ(W ) ne peut
pas eˆtre de´finie sur Sp(W ) car Fℓ′′,ℓ′ ◦Fℓ′,ℓ n’est pas e´gale a` Fℓ′′,ℓ, mais diffe`re par un nombre
complexe de module 1 (ℓ, ℓ′, ℓ′′ ∈ Lagr(W ) quelconques). Pour expliciter cette obstruction,
re´capitulons des proprie´te´s de l’indice de Maslov telle qu’elles sont e´nonce´es par T. Thomas
[22].
E´tant donne´s ℓ1, . . . , ℓm ∈ Lagr(W ) (m ≥ 3), On de´finit une F -forme quadratique τ(ℓ1, . . . , ℓm).
Elle s’appelle l’indice de Maslov. Soit [τ(ℓ1, . . . , ℓm)] sa classe dans le groupe de Witt W (F ) ;
cette classe satisfait aux proprie´te´s suivantes.
1. Invariance symplectique. Pour tout g ∈ Sp(W ),
τ(ℓ1, . . . , ℓm) ≃ τ(gℓ1, . . . , gℓm).
2. Additivite´ symplectique. Soient W1,W2 deux F -espaces quadratiques et W := W1 ⊕
W2. Si ℓ1, . . . , ℓm ∈ Lagr(W1) et ℓ′1, . . . , ℓ′m ∈ Lagr(W2), alors
τ(ℓ1 ⊕ ℓ′1, . . . , ℓm ⊕ ℓ′m) ≃ τ(ℓ1, . . . , ℓm)⊕ τ(ℓ′1, . . . , ℓ′m).
3. Syme´trie diedrale.
τ(ℓ1, . . . , ℓm) ≃ τ(ℓ2, . . . , ℓm, ℓ1),
[τ(ℓ1, . . . , ℓm)] = −[τ(ℓm, . . . , ℓ1)].
4. Condition de chaˆıne. Pour tout 3 ≤ k < m, on a
[τ(ℓ1, . . . , ℓm)] = [τ(ℓ1, . . . , ℓk)] + [τ(ℓ1, ℓk, . . . , ℓm)].
Dans le cas m = 3, l’espace τ(ℓ1, ℓ2, ℓ3) est Witt e´quivalent a` l’indice de Maslov de´fini par
Kashiwara [11]. Vu la condition de chaˆıne, cela de´termine [τ(ℓ1, . . . , ℓm)] ∈ W (F ) pour m ≥ 3
quelconque. La dimension de τ est aussi calcule´e :
Proposition 2.5 ([22]). Regardons les lagrangiens ℓ1, . . . , ℓm comme indexe´s par Z/mZ. Alors :
dim τ(ℓ1, . . . , ℓm) =
(m− 2) dimW
2
−
∑
i∈Z/mZ
dim(ℓi ∩ ℓi+1) + 2dim
⋂
i∈Z/mZ
ℓi.
The´ore`me 2.6 (G. Lion, P. Perrin). Soient ℓ1, . . . , ℓm ∈ Lagr(W ) (m ≥ 3). Alors
Fℓ1,ℓm ◦ · · · ◦Fℓ2,ℓ1 = γψ(−τ(ℓ1, . . . , ℓm)) · idSℓ1 .
10
Corollaire 2.7. Soit ℓ ∈ Lagr(W ), alors pour tout x, y ∈ Sp(W ) on a
Mℓ[x] ·Mℓ[y] = γψ(τ(ℓ, yℓ, xyℓ))Mℓ[xy].
On en de´duit un scindage au-dessus d’un sous-groupe parabolique de Siegel.
Proposition 2.8. Soit ℓ ∈ Lagr(W ). Notons Pℓ le sous-groupe de Sp(W ) qui stabilise ℓ, alors
σℓ : x 7→ (x,Mℓ[x]) fournit un scindage de p : Spψ(W )→ Sp(W ) au-dessus de Pℓ(F ).
De´monstration. Vu la de´finition de la topologie sur Spψ(W ) ([27], §35), la continuite´ de σℓ est
imme´diate. Il suffit que τ(ℓ, xℓ, xx′ℓ) = 0 pour tous x, x′ ∈ Pℓ(F ). Or dans ce cas τ(ℓ, xℓ, xx′ℓ) =
τ(ℓ, ℓ, ℓ), et 2.5 montre que sa dimension est ze´ro.
De´finition 2.9. L’e´le´ment σℓ(−1) dans Spψ(W ) est central d’ordre 2. Il s’envoie sur −1 dans
Sp(W ). On le note abusivement par −1. Cette convention sera justifie´e par le fait qu’elle ne
de´pend pas de ℓ (2.10) et qu’elle est compatible avec tout scindage de p dont nous ferons usage
(2.20, 4.21).
On abre`ge souvent (−1) · x˜ par −x˜, pour tout x˜ ∈ Spψ(W ). L’inde´pendance du choix de ℓ
re´sulte de la proposition suivante.
Proposition 2.10. L’e´le´ment −1 ∈ Spψ(W ) agit par ±id sur S±ψ .
De´monstration. Fixons ℓ ∈ Lagr(W ). On se rame`ne a` prouver que Mℓ[−1] agit par ±id sur S±ψ ,
ce qui re´sulte des formules explicites dans [13] chapitre 2, II.6.
Il sera de´montre´ que −1 vit dans le reveˆtement S˜p(f)(W ) pourvu que 8|f (2.16). On obtiendra
aussi une caracte´risation de −1 par la valeur du caracte`re de la repre´sentation de Weil.
2.4.2 Le mode`le latticiel
Dans cette sous-section, F est suppose´ non archime´dien de caracte´ristique re´siduelle p > 2.
Fixons un oF -re´seau L ⊂W tel que L = L⊥ et prenons A = L dans la construction ge´ne´rale de
(ρA, SA). De tels re´seaux existent toujours.
Prenons LF = L× F . Puisque p > 2, LF est un sous-groupe de H(W ) et on peut prendre
ψL(a, t) = ψ(t). D’ou` une repre´sentation lisse (ρL, SL) de H(W ).
On choisit un syste`me de repre´sentants R ⊂ W de l’espace discret W/L. Pour tout r ∈ R,
de´finissons une fonction localement constante a` support compact fr : H(W )→ C par
fr((r
′ + a, t)) =
{
ψ
(
t+ 〈r
′|a〉
2
)
, si r′ = r
0, sinon
ou` r′ ∈ R et a ∈ L. Ces fonctions forment une base de SL. Si l’on munit SL du produit hermitien
(f |g) := ∑w˙∈W/L f(w, 0)g(w, 0) en rappelant que W/L est discret, alors {fr}r∈R est une base
orthonorme´e.
Proposition 2.11. Posons K := StabSp(W )(L). Pour x ∈ K, soit ML[x] : SL → SL l’ope´rateur
unitaire g(·) 7→ g(x−1(·)). Alors x 7→ (x,ML[x]) est un homomorphisme injectif continu de K
dans Spψ(W ). Ceci fournit un scindage de p : S˜p
(2)
(W )→ Sp(W ) au-dessus de K.
De´monstration. Pour la deuxie`me assertion, voir [13], Chapitre 2, II.10.
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Le sous-groupe ouvert compact K est toujours hyperspe´cial. Nous identifions de´sormais K
comme un sous-groupe ouvert compact de S˜p
(2)
(W ).
Proposition 2.12. Soient {fr}r∈R les fonctions de´finies pre´ce´demment. Pour r, r′ ∈ R et
x ∈ K, on a
(ML[x]fr)(r
′, 0) =
ψ
(〈r|x−1(r′)− r〉
2
)
, si x−1(r′)− r ∈ L
0, sinon.
Autrement dit, si r′ ∈ R repre´sente la classe x−1(r) mod L, alors on a
(ML[x]fr) = ψ
(〈r|x−1(r′)〉
2
)
fr′ .
Remarque 2.13. Lorsque ψ est de conducteur oF , on a M
⊥ =M∗ pour tout re´seau M ⊂W ;
en particulier, L est autodual.
Remarque 2.14. Supposons ψ de conducteur oF . Posons
H(L) := L× oF .
C’est un sous-groupe ouvert compact de H(W ). Soit (ρψ, Sψ) une repre´sentation satisfaisant
aux e´nonce´s du the´ore`me de Stone-von Neumann. En utilisant le mode`le latticiel associe´ a un
re´seau autodual L, on montre que
dimC S
H(L)
ψ = 1.
En effet, cet espace engendre´ par la fonction caracte´ristique de L. Soit sL ∈ SH(L)ψ , sL 6= 0, alors
ML[x] est caracte´rise´ par ML[x](sL) = sL.
Montrons une compatibilite´ entre le mode`le de Schro¨dinger et le mode`le latticiel qui sera
utile. Supposons qu’il existe ℓ, ℓ′ ∈ Lagr(W ) tels que W = ℓ⊕ ℓ′ et L = (ℓ ∩ L)⊕ (ℓ′ ∩ L). Soit
x ∈ Sp(W ) tel que xℓ = ℓ et xℓ′ = ℓ′.
Proposition 2.15. Conservons les hypothe`ses ci-dessus. Soit T un F -tore maximal de´ploye´
dans Pℓ ∩ Pℓ′ , alors Mℓ[x] =ML[x] pour x ∈ T (F ) ∩K.
De´monstration. Du point de vue du mode`le de Schro¨dinger, S
H(L)
ψ est engendre´ sL := 1L∩ℓ′
([13] chapitre 2, II. 10). On a ML[x](sL) = sL car x ∈ K. D’apre`s la formule explicite de Mℓ[x]
([13] chapitre 2, II. 6), on a aussi Mℓ[x](sL) = sL, d’ou` l’assertion.
2.4.3 La construction de Lion-Perrin
Le mode`le de Schro¨dinger conduit a` une construction du reveˆtement a` deux feuillets p :
S˜p
(2)
(W )→ Sp(W ), e´tudie´e syste´matiquement par Lion et Perrin [10].
Pour V un F -espace vectoriel de dimension finie, posons
o(V ) := (
max∧
V \ {0})/F×2.
C’est un torseur sous F×/F×2 ; ici nous adoptons la convention
∧0{0} = F de sorte que
o({0}) = F×/F×2. Un e´le´ment dans o(V ) est dit une orientation de V .
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Soient ℓ1, ℓ2 ∈ Lagr(W ) et ei ∈ o(ℓi) (i = 1, 2). Les F -espaces vectoriels ℓ1/(ℓ1 ∩ ℓ2) et
ℓ2/(ℓ1 ∩ ℓ2) sont en dualite´ par rapport a` 〈·|·〉, d’ou` l’accouplement
〈·|·〉 : o(ℓ1/(ℓ1 ∩ ℓ2))× o(ℓ2/(ℓ1 ∩ ℓ2))→ F×/F×2.
Fixons une orientation e ∈ o(ℓ1∩ℓ2) et choisissons e¯i ∈ o(ℓi/(ℓ1∩ℓ2)) de sorte que e¯i∧e = ei
(i = 1, 2). De´finissons
Aℓ1,ℓ2 := 〈e¯1|e¯2〉 ∈ F×/F×2.
C’est inde´pendant du choix de e.
Fixons maintenant ℓ ∈ Lagr(W ) et e ∈ o(ℓ). Pour tout g ∈ Sp(W ), munissons gℓ de l’orien-
tation transporte´e. On de´finit
mg(ℓ) := γψ(1)
dimW
2
−dim gℓ∩ℓ−1γψ(Agℓ,ℓ).
Cela ne de´pend pas du choix de l’orientation e. On construit S˜p
(2)
(W ) comme l’ensemble des
(g, t), g ∈ Sp(W ), t : Lagr(W )→ C×
tels que
– t(ℓ)2 = mg(ℓ)
2 pour tout ℓ ;
– t(ℓ′) = γψ(τ(ℓ, gℓ, gℓ
′, ℓ′))t(ℓ) pour tout ℓ, ℓ′.
La multiplication dans S˜p
(2)
(W ) est de´finie par (g, t)(g′, t′) = (gg′, tt′ · cg,g′) ou`
cg,g′(ℓ) = γψ(τ(ℓ, gℓ, gg
′ℓ)).
On de´finit p : S˜p
(2)
(W ) → Sp(W ) par p(g, t) = g. En utilisant les proprie´te´s de l’indice de
Maslov, on ve´rifie que la multiplication est bien de´finie et associative, et que p est un reveˆtement
a` deux feuillets. L’e´le´ment neutre est (1,1) ou` 1 est la fonction constante de valeur 1.
Soit ℓ ∈ Lagr(W ), on de´finit la fonction d’e´valuation evℓ par
∀(g, t) ∈ S˜p(2)(W ), evℓ(g, t) = t(ℓ). (2)
E´tant fixe´ un lagrangien ℓ ∈ Lagr(W ), on a un plongement de S˜p(2)(W ) dans Spψ(W ) par
le mode`le de Schro¨dinger :
(g, t) 7→ (g, t(ℓ)Mℓ[g]).
L’image ne de´pend pas du choix de ℓ et cela identifie S˜p
(2)
(W ) au sous-groupe de´rive´ de Spψ(W ).
Notons P = Pℓ le stabilisateur de ℓ ; c’est le sous-groupe parabolique de Siegel associe´ a` ℓ.
Le re´sultat suivant affirme que le reveˆtement S˜p
(8)
(W ) est suffisamment grand pour re´aliser le
mode`le de Schro¨dinger.
Proposition 2.16. Le scindage σℓ : P (F ) → Spψ(W ) dans 2.8 est a` valeurs dans S˜p
(8)
(W ).
En particulier, l’e´le´ment −1 dans 2.9 appartient a` S˜p(8)(W ).
De´monstration. On a σℓ(g) = (g,Mℓ[g]). Il existe t : Lagr(W ) → C× tel que (g, t) ∈ S˜p
(2)
(W ).
On voit que σℓ(g) et l’image de (g, t) dans Spψ(W ) diffe`rent par t(ℓ) ∈ C×. D’apre`s la construc-
tion de Perrin-Lion, t(ℓ) est un produit des indices de Weil γψ(·), qui appartiennent a` 8. D’ou`
l’assertion.
Remarque 2.17. Soit Pℓ = MU une de´composition de Le´vi, alors le scindage est unique sur
U(F ) ([13], appendice 1). Nous donnerons une caracte´risation de σℓ|M en termes du caracte`re
de ωψ (4.8).
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2.5 Le cas global
Dans cette section F est un corps de nombres. Notons A l’anneau d’ade`les associe´ a` F .
Fixons un caracte`re non-trivial ψ : A/F → S1, regarde´ aussi comme un caracte`re de A avec
de´composition en composantes locales
ψ =
⊗
v
ψv.
Fixons un F -espace symplectique (W, 〈·|·〉) de´fini sur oF , notons L l’ensemble de oF -points
de W , c’est un oF -re´seau dans W . Pour toute place v de F , on construit les objets suivants :
(Wv, 〈·|·〉) := (W, 〈·|·〉) ⊗F Fv;
H(Wv) : le groupe de Heisenberg;
(ρv , Sv) : repre´sentation irre´ductible lisse a` caracte`re central ψv ;
Spψ(Wv), S˜p
(f)
(Wv),pv : les reveˆtements (f ∈ 2Z≥1);
ωψv : la repre´sentation de Weil.
Pour presque toute place finie v, ψv est de conducteur ov et le comple´te´ Lv de L est autodual.
Pour une telle v, posons Kv := Stab(Lv) et sv ∈ Sv le vecteur correspondant a` la fonction
caracte´ristique de Lv pour le mode`le latticiel (cf. 2.14).
On de´finit (ρψ, Sψ) =
⊗′
v(ρv, Sv), produit restreint par rapport aux vecteurs sv. On de´finit
le groupe de Heisenberg ade´lique H(W,A) par rapport a` L, alors (ρψ, Sψ) est une repre´sentation
de H(W,A) a` caracte`re central ψ. Le groupe Sp(W,A) agit sur H(W,A) de fac¸on naturelle.
On sait construire le produit restreint
∏′
vS˜p
(f)
(Wv) par rapport aux Kv. Posons
N :=
{
(εv) ∈
⊕
v
Ker (pv) =
⊕
v
f :
∏
εv = 1
}
,
S˜p
(f)
(W,A) :=
∏′
v
S˜p
(f)
(Wv)/N.
On e´crit une classe dans S˜p
(f)
(W,A) comme [x˜v]v, ou` x˜v ∈ S˜p
(f)
(Wv) pour toute v.
Les projections locales (pv)v fournissent un reveˆtement p : S˜p
(f)
(W,A)→ Sp(W,A) et on a
Ker (p) = f . On de´finit la repre´sentation de Weil ade´lique par ωψ :=
⊗′
v ωψv ; elle est spe´cifique.
On retrouve les avatars locaux pv : S˜p
(f)
(Wv) → Sp(Wv) comme les fibres de p au-dessus des
Sp(Wv).
Par ailleurs, on peut formuler une variante du the´ore`me de Stone-von Neumann pour
H(W,A), ce qui permet de de´finir
Spψ(W,A) := {(g,M) ∈ Sp(W,A)×GL(Sψ) : ρgψ ◦M =M ◦ ρψ}
comme dans le cas local. C’est une extension centrale de Sp(W,A) par C×. On de´finit S˜p
(2)
(W,A)
comme le groupe de´rive´ de Spψ(W,A). La repre´sentation de Weil ωψ provient de la projection
sur GL(Sψ), et on a
Spψ(W,A) = S˜p
(2)
(W,A) ×
2 C
×.
On de´finit les S˜p
(f)
(W,A) en posant S˜p
(f)
(W,A) := S˜p
(2)
(W,A)×
2 f .
Remarque 2.18. Les constructions dans cette section ne de´pendent pas du choix de L. En
effet, si L, L′ sont deux tels re´seaux, alors Lv = L
′
v pour presque toute place finie v.
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Pour formuler la the´orie des repre´sentations automorphes, il faudra un scindage canonique
de p au-dessus de Sp(W ). L’existence d’un tel scindage est duˆ a` Weil. C’est unique et a` image
dans S˜p
(2)
(W,A) car Sp(W ) est engendre´ par ses commutateurs. Donnons une construction
explicite. Fixons ℓ ∈ Lagr(W ), on construit les ope´rateurs Mℓv [x] pour tout x ∈ Sp(W ) et toute
place v de F ou` ℓv := ℓ⊗F Fv.
Proposition 2.19. L’application
i : Sp(W )→ Spψ(W,A)
x 7→ (x,
⊗
v
Mℓv [x])
est un homomorphisme bien de´finie.
De´monstration. Prenons ℓ′ ∈ Lagr(W ) tel queW = ℓ⊕ℓ′. Pour presque toute place finie v, on a
Lv = Lv∩ℓv⊕Lv∩ℓ′v. D’apre`s les formules explicites pourMℓv [x] et sv ([13] chapitre 2, II.6, II.10)
avec la de´composition de Bruhat,Mℓv [x] fixe sv pour presque tout v, donc
⊗
vMℓv [x] ∈ GL(Sψ)
et i est bien de´fini.
Montrons que i est un homomorphisme. Soient x, y ∈ Sp(W ), alors
Mℓv [x]Mℓv [y] = γψv(τ(ℓ, xℓ, xyℓ))Mℓv [xy].
L’espace quadratique τ(ℓ, xℓ, xyℓ) est de´fini sur F . Graˆce a` la re´ciprocite´ de Weil ([27] §30,
Proposition 5), le produit
∏
v γψv(τ(ℓ, xℓ, xyℓ)) vaut 1, cela permet de conclure.
Corollaire 2.20. Pour toute place v, soit −1v ∈ S˜p(8)(Wv) l’e´le´ment conside´re´ dans 2.9. Alors
i(−1) est e´gal a` [−1v ]v.
De´monstration. Si l’on plonge S˜p
(8)
(W,A) dans Spψ(W ), alors [−1v ]v s’identifie a`
(−1,
⊗
v
Mℓv [−1]),
qui est e´gal a` i(−1) par ladite proposition.
3 Classes de conjugaison semi-simples dans les groupes clas-
siques
3.1 Formes hermitiennes
Dans cette section, F est un corps parfait de caracte´ristique 6= 2.
Formes pour les anneaux a` involutions Fixons A une F -alge`bre et τ une F -involution
de A (i.e. un antiautomorphisme de carre´ l’identite´). On dit qu’une telle paire (A, τ) est une
F -alge`bre a` involution. Lorsque A est e´tale, on supprime souvent l’involution et on exprime
l’alge`bre a` involution par A/A#, ou` A# est la sous-alge`bre fixe´e par τ . C’est loisible car les
donne´es A,A# de´terminent τ .
Soit M un A-module projectif a` droite de type fini. Lorsque A est commutatif, les modules
a` gauche et a` droite se confondent. Une application bi F -additive q :M ×M → A est dite une
forme sesquiline´aire si pour tout m,n ∈M et a, b ∈ A, on a
q(ma|nb) = τ(a)q(m|n)b.
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Une telle application q e´quivaut a` un homomorphisme
gq :M →M∗ := HomA(M,A)
m 7→ q(m|−)
ou` on regarde le dual M∗ comme un A-module a` droite par (fa)(m) = τ(a)f(m) pour tout
a ∈ A, m ∈M .
Une forme sesquiline´aire q est dite non-de´ge´ne´re´e si gq est un isomorphisme. Soit ǫ = ±1, on
dit que q est ǫ-hermitienne si q est non-de´ge´ne´re´e et q(m|n) = ǫτ(q(n|m)) pour tout m,n ∈M ;
cela e´quivaut a` la commutativite´ du diagramme
M
gq
//
ǫ·̟

M∗
M∗∗
g∗q
//M∗
ou` ̟ :M →M∗∗ est donne´e par ̟(m)(λ) = 〈λ,m〉 pour tous m ∈M ,λ ∈M∗. Il y a une notion
naturelle d’isome´tries entre ces formes. Notons la cate´gorie des (A, τ)-formes ǫ-hermitienne par
Hermǫ(A, τ).
Voici quelques cas spe´ciaux que nous utiliserons plus tard.
– A = F , τ = id, ǫ = 1 : les F -formes quadratiques.
– Idem, mais ǫ = −1 : les F -formes symplectiques.
– A = E une extension quadratique de F , τ l’involution associe´e, ǫ = 1 : les E/F -formes
hermitiennes.
– Idem, mais ǫ = −1 : les E/F -formes anti-hermitiennes.
Pousser-en-avant des formes Supposons donne´s une inclusion (A1, τ1) →֒ (A2, τ2) et un
homomorphisme F -line´aire t : A2 → A1 tel que t ◦ τ2 = τ1 ◦ t. Soit q une (A2, τ2)-forme
ǫ-hermitienne, on en de´duit une (A1, τ1)-forme ǫ-hermitienne t∗q sur M (regarde´ comme un
A1-module) de´finie par
(t∗q)(m|n) = t(q(m|n)).
Formes en cate´gories Afin de classifier les classes de conjugaison, travaillons dans un cadre
plus abstrait. Une re´fe´rence possible est [5] II.
De´finition 3.1 (cf. [5] II 2). Une cate´gorie F -additive avec dualite´ est un triplet (C, ∗,̟) ou`
C est une cate´gorie F -additive, ∗ est un foncteur Cop → C et ̟ : idC ∼→ ∗∗ est un isomorphisme
de foncteurs.
Une forme ǫ-hermitienne dans (C, ∗,̟) est une paire (M,φ) ou` M est un objet dans C et φ
est un isomorphisme M
∼→M∗ tel que le diagramme
M
φ
//
ǫ̟M

M∗
M∗∗
φ∗
//M∗
est commutatif. On dit aussi qu’une forme ǫ-hermitienne est hermitienne si ǫ = 1 et anti-
hermitienne si ǫ = −1. On note la cate´gorie des formes ǫ-hermitienne dans C par Hermǫ(C).
Soient (C1, ∗1,̟1), (C2, ∗2,̟2) deux cate´gories F -additives avec dualite´. Un morphisme entre
elles est une paire (G, η), ou` G est un foncteur F -additif C1 → C2 et η est un isomorphisme
16
G ◦ ∗1 ∼→ ∗2 ◦G, tels que
G(M)
̟2

G(̟1)
// G(M∗∗)
ηM∗

G(M)∗∗
(ηM )
∗
// G(M∗)∗
est commutatif pour tout M .
On de´finit aise´ment la somme orthogonale de formes ǫ-hermitiennes. Une isome´trie entre
deux formes ǫ-hermitiennes (M1, φ1), (M2, φ2) est un isomorphisme h : M1
∼→ M2 tel que
h∗φ2h = φ1.
Pour une cate´gorie F -additive (C, ∗,̟) et un objet M dans C, on associe la forme ǫ-
hermitienne hyperbolique comme la forme H(M) := (M ⊕M∗, φ) ou` φ :M ⊕M∗ →M∗⊕M∗∗
a l’expression matricielle suivante
φ :
(
0 idM∗
ǫ̟M 0
)
Les formes ǫ-hermitiennes pour les anneaux discute´es pre´ce´demment sont des exemples de
ce formalisme.
Si (C, ∗,̟) est un produit fini ∏ri=1(Ci, ∗i,̟i), alors la cate´gorie des formes ǫ-hermitiennes
dans (C, ∗,̟) est canoniquement isomorphe au produit des cate´gories des formes ǫ-hermitiennes
dans les (Ci, ∗i,̟i).
3.2 Kit de classification
Fixons maintenant ǫ = ±1 et une F -alge`bre a` involution (A, τ) de la forme suivante :
– soit A = F , τ = id ;
– soit A = E une extension quadratique de F et τ la F -involution non triviale associe´e.
Si (M,h) est une (A, τ)-forme ǫ-hermitienne, on note U(M,h) son groupe d’isome´tries.
Conside´rons la cate´gorie F -additive avec dualite´ (H, ∗,̟) (abre´ge´e comme H dans ce qui
suit) suivante :
– les objets sont les paires (M,x), ou` M est un A-module de type fini et x ∈ GLA(M) est
semi-simple ;
– un morphisme (M1, x1) → (M2, x2) est un homomorphisme A-line´aire f : M1 → M2 tel
que f ◦ x1 = x2 ◦ f ;
– pour tout objet (M,x), on de´finit (M,x)∗ = (M∗, (x−1)∗) ;
– l’isomorphisme ̟ : id
∼→ ∗∗ est l’isomorphisme canonique M ∼→M∗∗, pour tout M .
L’ensemble des classes d’isomorphismes de formes ǫ-hermitiennes dans H s’identifie a` celui
des triplets (M,h, x) ou` (M,h) est ǫ-hermitienne et x ∈ U(M,h) est semi-simple, a` isome´trie
pre`s.
Soit (H0, ∗,̟) la cate´gorie F -additive avec dualite´ de (A, τ)-formes ǫ-hermitiennes. On a un
foncteur d’oubli H → H0. Pour classifier les classes de conjugaison semi-simples dans U(M,h),
il suffit de classifier les formes ǫ-hermitiennes dans H ayant une image dans H0 isomorphe a`
(M,h).
Pour ce faire, nous suivons la recette dans [5] II (6.6) qui est essentiellement une variante
de l’e´quivalence de Morita. Tout d’abord, on ve´rifie les proprie´te´s suivantes pour H et H0 (cf.
[5] II. (5.2), (6.3)) :
C1 : tout idempotent se scinde ;
C2 : tout objet M admet une de´composition M =
⊕m
i=1Ni ou` Ni est un objet inde´composable
et End(Ni) est un corps ; si Ni = (Vi, xi) est un objet dans H alors End(Ni) est engendre´
par xi sur A ;
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C3 : pour tout objet M , le radical de Jacobson de End(M) est nul.
En effet, ces proprie´te´s ne font pas intervenir la dualite´ ∗, elles re´sultent de l’alge`bre line´aire.
Elles impliquent aussi la proprie´te´ de Krull-Schmidt pour H et H0, au sens suivant.
De´finition 3.2. On dit qu’une cate´gorie additive ve´rifie la proprie´te´ de Krull-Schmidt si tout
objet M admet une de´composition M =
⊕m
i=1Ni en objets inde´composables, unique a` permu-
tation et isomorphisme pre`s.
Le type d’un objet M dans une telle cate´gorie est l’ensemble des classes d’isomorphisme de
ses composantes inde´composables Ni.
La classification marchera en trois e´tapes. Soit (M,x, h) une forme ǫ-hermitienne dans H.
E´tape 1 Puisque H ve´rifie la proprie´te´ de Krull-Schmidt, on peut de´composer (M,x) selon
son type et puis regrouper par dualite´ de sorte que
(M,x, h) =
m⊕
i=1
(Mi, xi, hi),
ou` (Mi, xi) est de type Ni (avec Ni ≃ N∗i ) ou (Ni, N∗i ) (avec Ni 6≃ N∗i ) pour tout i.
E´tape 2a Fixons 1 ≤ i ≤ m. Supposons d’abord (Mi, xi) de type Ni. D’apre`s [5] II (6.5.1)
l’objet Ni admet une structure d’une forme hermitienne ou anti-hermitienne, disons ki : Ni →
N∗i . Posons Ki := End(Ni) = A(xi), c’est un corps et il admet l’involution A-line´aire canonique
d’adjonction ([5] II (3.2)) :
τi : f 7→ k−1i f∗ki.
On a τi(xi) = x
−1
i et τi prolonge τ sur A. Posons K
#
i le sous-corps fixe´ par τi.
Lemme 3.3. Si xi 6= ±1, alors τi 6= id.
De´monstration. On a τi = id si et seulement si τi(xi) = xi, c’est-a`-dire xi = x
−1
i , ce qui contredit
l’hypothe`se car Ki est un corps.
Si xi = ±1, alors la classification de tels (Mi, xi, hi) e´quivaut a` la classification de (A, τ)−formes
ǫ-hermitiennes. Conservons l’hypothe`se que xi 6= ±1 dans ce qui suit.
E´tape 2b D’autre part, si (Mi, xi) est de type (Ni, N
∗
i ) alors il existe r tel que (Mi, xi) =
(Ni ⊕N∗i )⊕r car (Mi, xi) ≃ (Mi, xi)∗ ([5] II (6.4)). On pose
Ki := End(Ni ⊕N∗i ) = End(Ni)× End(N∗i ).
Il est muni de l’involution τi : (a, b) 7→ (̟(b∗), a∗). La sous-alge`bre K#i fixe´e par τi est
isomorphe a` End(Ni), donc K
#
i est un corps. On a
(Ki, τi) ≃ (K#i ×K#i , (a, b) 7→ (b, a)).
De plus, xi s’identifie a` l’e´le´ment (xi|Ni , (xi|−1Ni )∗) ∈ K×i . Montrons que τi(xi) = x−1i 6= xi.
En effet, si τi(xi) = xi alors xi|Ni = xi|−1Ni , d’ou` xi|Ni = ±1 car End(Ni) est un corps, mais cela
implique que Ni ≃ N∗i , qui est contradictoire.
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E´tape 3 Supposons pour l’instant que xi 6= ±1 pour tout 1 ≤ i ≤ m. Pour tout i, posons
Qi :=
{
Ni, si (Mi, xi) est de type (Ni),
Ni ⊕N∗i si (Mi, xi) est de type (Ni, N∗i ).
Les objets Ki,K
#
i , τi sont de´finis comme pre´ce´demment. On peut identifier (non canonique-
ment) l’espace sous-jacent de Qi a` Ki. De´finissons ki : Qi → Q∗i qui correspond a` la forme trace
sur le A-espace vectoriel Ki
(q, q′) 7→ trKi/A(τi(q)q′).
Alors (Qi, ki) est une forme hermitienne dans H car τi(xi) = x
−1
i .
Posons maintenant Q :=
⊕m
i=1Qi, muni du morphisme k =
⊕
ki : Q
∼→ Q∗ de sorte que
(Q, k) est une forme hermitienne. On construit les objets suivants :
K :=
⊕
i
Ki = End(Q),
x := (xi)i, K = A[x],
K# :=
⊕
i
K#i ,
τK :=
⊕
τi.
Alors K est une A-alge`bre e´tale dont τK est une involution prolongeant τ : A→ A, τK(x) =
x−1 et K# est la sous-alge`bre fixe´e par τ .
Posons H|Q la sous-cate´gorie pleine de H dont les objets sont facteurs directs des Q⊕r (r ≥ 1).
Elle contient (M,x). Conside´rons le foncteur G := HomH(Q,−) de H|Q dans la cate´gorie des
K-modules projectifs de type fini. Il pre´serve les dualite´s et induit une e´quivalence de cate´gories
F -additives avec dualite´s ([5] II. §3). Cela induit aussi une e´quivalence
Hermǫ(H|Q) ∼→ Hermǫ(K, τK).
Donnons une forme plus utile de cette correspondance.
Proposition 3.4. Il existe une correspondance biunivoque
Hermǫ(K, τK)
∼→ Hermǫ(H|Q)
donne´e par
(M ′, h′) 7→ (trK/A)∗(M,h),
ou` M est muni de l’automorphisme qui agit par multiplication par x ∈ Q×.
De´monstration. Puisque la formation de cette application est compatible aux re´unions de types
{Ni}, {Ni, N∗i }, il suffit de conside´rer le cas Q = Qi pour un 1 ≤ i ≤ m. Soit M = Q⊕r,
l’isomorphisme
HomH(M,M
∗)
∼→ HomK(G(M), G(M)∗)
respecte l’action de EndH(M) = Matr×r(K) des deux coˆte´s. Prenons une (K, τ)-forme ǫ-
hermitienne (M,h) munie de la multiplication par x, alors trK/A∗(M,h) munie de l’action
de x est une forme ǫ-hermitienne dans H|Q. En faisant agir les endomorphismes “syme´triques”
dans EndH(M), on voit que toute forme ǫ-hermitienne sur H|Q est de la forme trK/A∗(M,h)
avec la multiplication par x. Cette correspondance est biunivoque.
Remarque 3.5. Si Qi = Ni ⊕N∗i ou` Ni 6≃ N∗i , alors toute forme ǫ-hermitienne dans H|Qi est
hyperbolique([5] II (6.4)).
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Conclusion Compte tenu des raisonnements ci-dessus, on a obtenu :
The´ore`me 3.6. Soit (M,h) une (A, τ)-forme ǫ-hermitienne. Les classes de conjugaison semi-
simples dans U(M,h) sont parame´tre´es par les donne´es suivantes.
– Une A-alge`bre e´tale de type fini K et une involution τK : K → K. La sous-alge`bre fixe´e
par τK est note´e par K
#.
– Un e´le´ment semi-simple x ∈ K× tel que τ(x) = x−1, x 6= ±1 et K = A[x].
– Une (K, τK)-forme ǫ-hermitienne (MK , hK). Quitte a` re´tre´cir (K, τK), on peut supposer
que (MK , hK) est fide`le.
– Deux (A, τ)-formes ǫ-hermitiennes (M+, h+) et (M−, h−).
Ces parame`tres sont soumis a` la condition
(M,h) ≃ trK/A∗(MK , hK)⊕ (M+, h+)⊕ (M−, h−).
Il y a une notion e´vidente d’e´quivalence pour les parame`tres. Les parame`tres pour une classe
de conjugaison semi-simple sont uniquement de´termine´s a` e´quivalence pre`s.
Pre´cisons cette correspondance. E´tant donne´ un tel parame`tre
(K/K#, x, (MK , hK), (M±, h±)),
on fixe un isomorphisme
φ : (M,h)
∼→ (M0, h0) := trK/A∗(MK , hK)⊕ (M+, h+)⊕ (M−, h−).
Il induit φ∗ : U(M0, h0)
∼→ U(M,h). Soit x0 ∈ U(M0, h0) qui agit comme multiplication par
x sur MK et comme ±id sur M±. Alors O(φ∗(x0)) est la classe cherche´e ; elle ne de´pend pas du
choix de φ. La classe ainsi obtenue est note´e O(K/K#, x, (MK , hK), (M±, h±)).
Remarque 3.7. Si A = E est une extension quadratique de F , alors K = K# ⊗F E.
Discutons deux ope´rations sur les parame`tres.
Somme directe Soient (M ′, h′), (M ′′, h′′) deux (A, τ)-formes ǫ-hermitiennes et posons (M,h) :=
(M ′, h′)⊕(M ′′, h′′), alors on dispose d’un homomorphisme ι : U(M ′, h′)×U(M ′′, h′′)→ U(M,h).
Soient (K ′/K ′#, x′, (MK ′ , hK ′), (M
′
±, h
′
±)) un parame`tre pourO(g′) ∈ U(M ′, h′) et (K ′′/K ′′#, x′′, (MK ′′ , hK ′′), (M ′′±, h′′±))
un parame`tre pour O(g′′) ∈ U(M ′′, h′′). On de´finit leur somme directe
(K ′/K ′#, x′, (MK ′ , hK ′), (M
′
±, h
′
±))⊕ (K ′′/K ′′#, x′′, (MK ′′ , hK ′′), (M ′′±, h′′±))
comme un parame`tre (K/K#, x, (MK , hK), (M±, h±)) ou`
(K, τK) = (K
′, τK ′)× (K ′′, τK ′′)
comme F -alge`bres a` involutions, (MK , hK) = (MK ′ , hK ′) ⊕ (MK ′′ , hK ′′) la (K, τK)-forme ǫ-
hermitienne correspondante, et on de´finit (M±, h±) := (M
′
±, h
′
±)⊕(M ′′±, h′′±). Alors (K/K#, x, (MK , hK), (M±, h±))
parame`tre la classe O(ι(g′, g′′)) ∈ U(M,h).
Pousser-en-avant Soient L une extension finie de F et B := A⊗F L. Alors (B, id⊗τ) est une
extension finie de (A, τ). Soit (M,h) une (B, id ⊗ τ)-forme ǫ-hermitienne, alors (M, tr B/A∗h)
est une (A, τ)-forme ǫ-hermitienne. On a une inclusion U(M,h) ⊂ U(M, tr B/A∗h).
Soit (K/K#, x, (MK , hK), (M±, h±)) un parame`tre pour une classe O(g) dans U(M,h),
toutes les donne´es e´tant de´finies par rapport a` L, alors (K/K#, x, (MK , hK), (M±, trB/A∗h±))
parame`tre la classe O(g) dans U(M, tr B/A∗h). Ici on regarde K/K# comme une F -alge`bre
e´tale.
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De´composition
Remarque 3.8. Si l’on de´compose
(K/K#, x) =
∏
i∈I
(Ki/K
#
i , xi)
de sorte que K#i est un corps pour tout i, alors il y a un isomorphisme canonique
Hermǫ(K, τK) ≃
∏
i∈I
Hermǫ(Ki, τKi),
(MK , hK) ≃
∏
i∈I
(MKi , hKi).
L’e´tude des (K, τK)-formes ǫ-hermitiennes se rame`ne a` celle des (Ki, τKi)-formes ǫ-hermitiennes.
Posons
I∗ := {i ∈ I : Ki est un corps}.
D’apre`s 3.5, il suffit de conside´rer les indices i ∈ I∗.
Remarque 3.9. Indiquons deux extensions de ce formalisme. D’abord on peut e´tendre cette
classification aux restrictions des scalaires de sche´mas en groupes classiques : cela e´quivaut a`
remplacer F par un sous-corps F0 ⊂ F . Ensuite, on peut aussi conside´rer des produits de la
forme
∏
iResFi/F (Ui), ou` Fi est une extension finie de F et Ui est un groupe classique sur Fi,
pour tout i.
3.3 Parame´trage explicite
Maintenant on peut de´crire explicitement les classes de conjugaison dans les groupes clas-
siques et leurs commutants. Par conse´quent, on dispose aussi d’une description de la re´gularite´.
Les groupes symplectiques Prenons A = F , ǫ = −1 dans la classification ci-dessus. Soit
(W, 〈·|·〉) un F -espace symplectique, alors U(W, 〈·|·〉) = Sp(W ). Les classes de conjugaison semi-
simples dans Sp(W ) sont donc parame´tre´es par les donne´es suivantes.
– Donne´es (K/K#, x) comme dans 3.6, K = F [x].
– Une (K, τK)-forme anti-hermitienne (WK , hK) ou` WK est un K-module fide`le.
– Deux F -espaces symplectiques (W+, 〈·|·〉+) et (W−, 〈·|·〉−).
Les espaces symplectiques sont classifie´s par leur dimension, donc les parame`tres sont soumis a`
une seule condition
dimF WK + dimF W+ + dimF W− = dimF W.
Commutants. Soit g ∈ O(K/K#, x, (WK , hK), (W±, 〈·|·〉±)), alors
Sp(W )g = Sp(W )g = U(WK , hK)× Sp(W+)× Sp(W−).
De´composons K =
∏
i∈I Ki, τK = (τi), x = (xi), et (WK , hK) = ((Wi, hi))i∈I comme dans
3.8. Si i /∈ I∗ alors U(Wi, hi) ≃ GLK#i (ni) avec ni :=
1
2 dimK#i
Wi. D’ou` :
U(WK , hK) =
∏
i∈I∗
UKi,τi(Wi, hi)×
∏
i/∈I∗
GL
K#i
(ni).
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si W+ = W− = {0} et
WK ≃ K. Une classe re´gulie`re est force´ment fortement re´gulie`re.
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Les groupes orthogonaux impairs Prenons A = F , ǫ = 1. Soit (V, q) un F -espace qua-
dratique de dimension impaire, alors U(V, q) = O(V, q). Les classes de conjugaison semi-simples
dans O(V, q) sont parame´tre´es par les donne´es suivantes
– Donne´es (K/K#, x) comme dans 3.6, K = F [x].
– Une (K, τK)-forme hermitienne (VK , hK) ou` VK est un K-module fide`le.
– Deux F -espaces quadratiques (V+, q+) et (V−, q−).
Les parame`tres sont soumis a` la condition
(V, q) ≃ (trK/F )∗(VK , hK)⊕ (V+, q+)⊕ (V−, q−).
Pour que O(K/K#, x, (VK , hK), (V±, q±))) appartienne a` SO(V, q), il faut et il suffit que
dimF V+ ≡ 1 mod 2,
dimF V− ≡ 0 mod 2.
Commutants. Soit g ∈ O(K/K#, x, (VK , hK), (V±, q±)), alors
SO(V, q)g = U(VK , hK)×R
SO(V, q)g = U(VK , hK)× SO(V+, q+)× SO(V−, q−),
ou` le groupe U(VK , hK) admet une description analogue au cas symplectique, et
R = {(a, b) ∈ O(V+, q+)×O(V−, q−) : det a · det b = 1}.
Donc les composantes connexes de SO(V, q)g sont de´finies sur F et
(SO(V, q)g : SO(V, q)g) =
{
2, si V− 6= {0},
1, sinon.
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si
WK ≃ K,
dimF V+ = 1,
dimF V− = 0 ou 2.
Une classe re´gulie`re est fortement re´gulie`re si et seulement si dimV− = 0.
Les groupes orthogonaux pairs Soit (V, q) un F -espace quadratique de dimension paire,
alors U(V, q) = O(V, q). Les classes de conjugaison semi-simples dans O(V, q) sont parame´tre´es
par les meˆmes donne´es pour le cas impair, mais la condition sur dimF V± devient
dimF V+ ≡ 0 mod 2,
dimF V− ≡ 0 mod 2.
Une classe de conjugaison O(K/K#, x, (VK , hK), (V±, q±)) dans O(V, q) se de´compose en
deux classes O± par SO(V, q). On n’aura pas besoin de les distinguer dans ce texte.
Commutants. La description des commutants est pareille que dans le cas impair.
Re´gularite´. Une classe O(K/K#, x, (VK , hK), (V±, q±)) est re´gulie`re si et seulement si
WK ≃ K,
dimF V± ≤ 2.
Une classe re´gulie`re est fortement re´gulie`re si et seulement si V+ = {0} ou V− = {0}.
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Les groupes unitaires Prenons A = E une extension quadratique de F et τ l’involution de
E associe´e.
Soit (V, h) une (E, τ)-forme ǫ-hermitienne. Les classes de conjugaison semi-simples dans
U(V, h) sont parame´tre´es par les donne´es suivantes
– Donne´es (K/K#, x) comme dans 3.6, K = E[x]. On a K = K# ⊗F E et τK = id⊗ τ .
– Une (K, τK)-forme ǫ-hermitienne (VK , hK) ou` VK est un K-module fide`le.
– Deux (E, τ)-formes ǫ-hermitiennes (V+, h+) et (V−, h−).
Les parame`tres sont soumis a` la condition
(V, h) ≃ trK/E∗(VK , hK)⊕ (V+, h+)⊕ (V−, h−).
Commutants. Soit g ∈ O(K/K#, x, (VK , hK), (V±, q±)), alors
U(V, h)g = U(V, h)g = U(VK , hK)× U(V+, h+)× U(V−, h−).
Le groupe U(VK , hK) se de´crit comme dans le cas symplectique.
Re´gularite´. La classe ainsi parame´tre´e est re´gulie`re si et seulement si
WK ≃ K,
dimE V± ≤ 1.
Une classe re´gulie`re est automatiquement fortement re´gulie`re.
Remarque 3.10. La description des commutants admet une paraphrase sche´matique. Plus
rigoureusement, il faudra remplacer le groupe U(WK , hK) (resp. U(VK , hK)) par la restriction
des scalaires ResK#/FU(WK , hK) (resp. ResK#/FU(VK , hK)).
Remarque 3.11. Supposons que F est infini. Si l’on supprime x dans les parame`tres des
classes re´gulie`res, on arrive a` une classification des F -tores maximaux a` conjugaison pre`s dans
les groupes classiques.
Sous-groupes de Le´vi D’apre`s la classification des classes de conjugaison semi-simples et la
description de commutants, on arrive aussitoˆt a` une classification de sous-groupes de Le´vi.
Proposition 3.12. Les sous-groupes de Le´vi des groupes classiques sont classifie´s comme suit.
– Si (W, 〈·|·〉) est une forme symplectique, alors les sous-groupes de Le´vi de Sp(W ) sont de
la forme
r∏
i=1
GLF (ni)× Sp(W+),
sousmise a` la condition
r∑
i=1
2ni + dimW+ = dimW.
– Si (V, q) est une forme orthogonale, alors les sous-groupes de Le´vi de SO(V, q) sont de la
forme
r∏
i=1
GLF (ni)× SO(V+, q+)
soumise a` la condition
(
r∑
i=1
ni)H ⊕ (V+, q+) ≃ (V, q).
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– Si (V, h) est une E/F -forme hermitienne ou anti-hermitienne, alors les sous-groupes de
Le´vi de U(V, h) sont de la forme
r∏
i=1
GLF (ni)× U(V+, h+),
soumise a` la condition
(
r∑
i=1
ni)H ⊕ (V+, h+) ≃ (V, q).
ou` H signifie la E/F -forme hermitienne ou anti-hermitienne hyperbolique de dimension
2.
De´monstration. Il suffit de conside´rer les commutants connexes des e´le´ments semi-simples en-
gendrant un F -tore de´ploye´.
Remarque 3.13. Nous utiliserons le fait suivant. En tout cas, les composantes GLF (ni) sont
associe´s a` des espaces hyperboliques (en une cate´gorie convenable), dans lesquelles les e´le´ments
laissent invariant un lagrangien. Cela de´coule de §3.2.
Classes assez re´gulie`res
De´finition 3.14. On dit qu’une classe de conjugaison semi-simple dans un groupe classique
(symplectique, orthogonal ou unitaire) est assez re´gulie`re si :
(cas symplectique) elle est re´gulie`re ;
(cas orthogonal impair) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, q±))
avec V− = {0}, dimF V+ = 1 ;
(cas orthogonal pair) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, q±)) avec
V+ = V− = {0} ;
(cas unitaire) elle est re´gulie`re et parame´tre´e par (K/K#, x, (VK , hK), (V±, h±)) avec V+ =
V− = {0}.
Une classe assez re´gulie`re est automatiquement fortement re´gulie`re. Pour une classe assez
re´gulie`re, la forme hK sur WK ≃ K dans son parame`tre est de´crite par
∀a, b ∈ K, hK(a|b) = trK/A(cτ(a)b)
ou` c ∈ K× est tel que τK(c) = ǫc.
Pour une classe assez re´gulie`re dans un groupe orthogonal impair SO(V, q), la donne´e
(V+, q+) dans son parame`tre est de´termine´e par (V, q) et l’autre donne´e (K/K
#, x, c) d’apre`s le
the´ore`me de Witt. En tout cas, on peut simplifier le parame`tre d’une classe assez re´gulie`re en
la donne´e
(K/K#, x, c)
satisfaisant a` τK(c) = ǫc, τK(x) = x
−1. Deux donne´es (K/K#, x, c) et (K ′/K ′#, x′, c′) sont
e´quivalentes si et seulement s’il existe un isomorphisme de F -alge`bres a` involutions σ : (K, τK)
∼→
(K ′, τK ′) tel que
σ(x) = x′
σ(c)c′−1 ∈ NK ′/K ′#(K ′×)
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Remarque 3.15. E´crivons les parame`tres comme K =
∏
i∈I Ki, K
# =
∏
i∈I K
#
i ou` K
#
i est
un corps, τ = (τi), et c = (ci) pour tout i. Pour le parame´trage dans [25] I.7, la forme est de´crite
par
hK((ai)i∈I |(bi)i∈I) =
∑
i∈I
[Ki : A]
−1tr
Ki/K
#
i
(τi(ai)bici).
Autrement dit, nos parame`tres ci correspondent a` ci[Ki : A]
−1 selon la convention de [25].
3.4 Le cas de l’alge`bre de Lie
On peut de´crire les classes de conjugaison semi-simples re´gulie`res dans les alge`bres de Lie
des groupes classiques au moyen des donne´es (K/K#, x, c) ou` τK(x) = −x, τK(c) = ǫc.
– Pour un groupe symplectique Sp(W ), on parame`tre tous les e´le´ments re´guliers de cette
manie`re. Les parame`tres sont soumis a` la condition
dimF K = dimF W.
– Pour un groupe orthogonal impair SO(V, q), on parame`tre tous les e´le´ments re´guliers
de cette manie`re. Les parame`tres sont soumis a` la condition qu’il existe un F -espace
quadratique (V0, q0) de dimension 1 tel que
(V, q) ≃ (trK/F )∗((x, y) 7→ τK(x)yc)⊕ (V0, q0),
l’espace (V, q) est uniquement de´termine´ par le the´ore`me de Witt.
– Pour un groupe orthogonal pair SO(V, q), on obtient seulement les e´le´ments semi-simples
re´guliers qui n’ont pas de valeur propre nulle. Le parame`tre correspond a` deux orbites O±,
mais on n’aura pas besoin de les distinguer. Les parame`tres sont soumis a` la condition
(V, q) ≃ (trK/F )∗((x, y) 7→ τK(x)yc).
– Pour un groupe unitaire U(V, h), on parame`tre tous les e´le´ments re´guliers de cette manie`re.
Les parame`tres sont soumis a` la condition
(V, h) ≃ (trK/E)∗((x, y) 7→ τK(x)yc).
3.5 Conjugaison ge´ome´trique, le cas des corps locaux
Fixons un groupe classique U sur F .
Proposition 3.16. Soient O(K/K#, x, c) et O(K ′/K ′#, x′, c′) deux classes de conjugaison
semi-simple assez re´gulie`res dans U(F ). Elles appartiennent a` la meˆme classe de conjugaison
ge´ome´trique si et seulement s’il existe un isomorphisme de F -alge`bres a` involutions
σ : (K, τK)
∼→ (K ′, τK ′)
tel que σ(x) = x′.
La meˆme assertion reste valide pour les classes de conjugaison semi-simples re´gulie`res dans
l’alge`bre de Lie.
Autrement dit, le passage a` conjugaison ge´ome´trique e´quivaut a` oublier la donne´e c.
Supposons que F est un corps local. De´composons (K/K#, x, c) =
⊕
i∈I(Ki/K
#
i , xi, ci)
comme dans 3.8. Posons sgn
Ki/K
#
i
: K#×i → 2 le caracte`re associe´ a` l’extension quadratique
Ki/K
#
i si i ∈ I∗, et sgnKi/K#i = 1 si i /∈ I
∗. En tout cas, on a
sgn
Ki/K
#
i
(a) =
{
1, si a ∈ N
Ki/K
#
i
(K#i ),
−1, sinon.
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On a un isomorphisme
(sgn
Ki/K
#
i
)i∈I∗ : K
#×/NK/K#(K
×)
∼→ I∗2 .
Posons d’ailleurs
sgnK/K# :=
∏
i∈I
sgn
Ki/K
#
i
: K#× → 2.
Supposons que U est un groupe classique et (K/K#, x, c) parame`tre une classe de conju-
gaison assez re´gulie`re O(K/K#, x, c) dans U . Soit c′ ∈ K× tel que τ(c′) = ǫc′, ǫ = −1 dans le
cas symplectique ou anti-hermitien et sinon ǫ = 1. On dit que O(K/K#, x, c′) existe dans U si
(K/K#, x, c′) parame`tre une classe de conjugaison dans U .
Proposition 3.17 ([25], I.7). Si U est symplectique, alors O(K/K#, x, c′) existe toujours dans
U . Par conse´quent les classes de conjugaison dans la classe de conjugaison ge´ome´trique conte-
nant O(K/K#, x, c) sont en bijection avec I∗2 .
Supposons F non archime´dien. Si U est orthogonal ou unitaire, alors O(K/K#, x, c′) existe
dans U si et seulement si
sgnK/K#(c
−1c′) = 1.
Les classes de conjugaison dans la classe de conjugaison ge´ome´trique contenant O(K/K#, x, c)
sont en bijection avec
(2)
I∗
0 := {(ti) ∈ I
∗
2 :
∏
i
ti = 1}.
Les meˆmes assertions restent valides pour l’alge`bre de Lie.
4 Le caracte`re de la repre´sentation de Weil
Sauf mention expresse du contraire, F est toujours un corps local de caracte´ristique nulle
dans cette section.
4.1 Formules du caracte`re
Nous adoptons l’approche de [23] et nous utiliserons syste´matiquement la construction de
Lion-Perrin dans cette section.
De´signons par W l’espace vectoriel symplectique (W,−〈·|·〉). Si x ∈ Sp(W ), alors le graphe
Γx := {(w, xw) : w ∈W}
est un lagrangien dans W ⊕ W . On a un plongement f : Sp(W ) → Sp(W ⊕ W ) donne´ par
f(x) = (1, x).
Proposition 4.1 ([23] 1.3). Il existe un homomorphisme continu injectif
f˜ : S˜p
(2)
(W )→ S˜p(2)(W ⊕W )
donne´ par f˜(x, t) = ((1, x), fx(t)) dans la construction de Lion-Perrin, ou` fx(t) est de´termine´
par
fx(t)(ℓ⊕ ℓ) = t(ℓ).
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De plus, il rend le diagramme ci-dessous commutatif :
S˜p
(2)
(W )
f˜
//

S˜p
(2)
(W ⊕W )

Sp(W )
f
// Sp(W ⊕W )
.
De´finissons des ouverts de Zariski denses dans Sp(W ) :
Sp(W )† := {x ∈ Sp(W ) : det(x− 1) 6= 0},
Sp(W )‡ := {x ∈ Sp(W ) : det(x2 − 1) 6= 0, }.
On ve´rifie que Sp(W )† ⊃ Sp(W )‡ ⊃ Sp(W )reg. Posons S˜p
(f)
(W )†, S˜p
(f)
(W )‡, Spψ(W )
†, Spψ(W )
‡
leurs images re´ciproques dans S˜p
(f)
(W ), Spψ(W ), respectivement, ou` f ∈ 2Z≥1.
Fixons une mesure de Haar sur S˜p
(2)
(W ). L’admissibilite´ de ω±ψ permet de de´finir le caracte`re
Θ±ψ = tr (ω
±
ψ ) comme une distribution sur S˜p
(2)
(W ), d’ou` la distribution Θψ = tr (ωψ). E´nonc¸ons
les formules du caracte`re de Maktouf.
The´ore`me 4.2 (K. Maktouf [12]). La distribution Θψ est lisse sur S˜p
(2)
(W )†. Si x˜ = (x, t) ∈
S˜p
(2)
(W )†, alors
1. en rappelant la de´finition de evΓ1(·) (2), on a
Θψ(x˜) =
evΓ1(f˜(x˜))
|det(x− 1)| 12
;
2. en fixant ℓ ∈ Lagr(W ), on a aussi
Θψ(x, t) =
t(ℓ)γψ(τ(Γx,Γ1, ℓ⊕ ℓ))
|det(x− 1)| 12
;
3. il y a une autre formule avec ambigu¨ıte´ de signe :
Θψ(x˜) = ±γψ(1)
dimW−1γψ(det(x− 1))
|det(x− 1)| 12
.
De plus, |det(x+ 1)| 12Θψ(x˜) est localement constante sur S˜p
(2)
(W )†.
Remarque 4.3. Si F = C, on identifie S˜p
(2)
(W ) a` 2 × Sp(W ). On a
Θψ(ε, x) =
ε
|det(x− 1)|
1
2
C
;
ou` la valeur absolue | · |C est de´finie par |x+ yi|C = x2 + y2 pour tout x, y ∈ R.
Notons par le meˆme symbole Θψ le caracte`re de ωψ sur la grosse extension Spψ, qui est
bien de´fini comme une distribution. On en de´duit une formule pour Θψ au moyen du mode`le
de Schro¨dinger.
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Corollaire 4.4. Fixons ℓ ∈ Lagr(W ). Soit x¯ = (x, zMℓ[x]) ∈ Spψ(W ) ou` z ∈ C× et x ∈
Sp(W )†, alors
Θψ(x¯) =
zγψ(τ(Γx,Γ1, ℓ⊕ ℓ))
|det(x− 1)| 12
.
De´monstration. Vu la spe´cificite´ de ωψ, il suffit de ve´rifier l’e´nonce´ pour le cas x¯ ∈ S˜p
(2)
(W ).
L’immersion S˜p
(2)
(W ) →֒ Spψ(W ) est donne´e par (x, t) 7→ (x, t(ℓ)Mℓ[x]). Donc il suffit de
ve´rifier le cas z = t(ℓ) et cela re´sulte imme´diatement dudit the´ore`me.
Corollaire 4.5. Supposons que f ∈ 2Z≥1. Si x˜, y˜ ∈ S˜p(f)(W )† sont tels que x, y ∈ Sp(W ) sont
ge´ome´triquement conjugue´s, alors il existe ε ∈ f tel que
Θψ(x˜) = ε ·Θψ(y˜).
De´monstration. Pour f = 2, cela re´sulte de la troisie`me formule du the´ore`me. Le cas ge´ne´ral en
de´coule par la spe´cificite´ du caracte`re.
Corollaire 4.6. Soit −1 ∈ S˜p(8)(W ) l’e´le´ment de´fini dans 2.9. Alors
Θψ(−1) = |2|n.
De´monstration. Vu 4.4, il suffit de de´montrer que
τ(Γ−1,Γ1, ℓ⊕ ℓ) = 0
pour tout ℓ ∈ Lagr(W ). D’apre`s 2.5, on a
dim τ(Γ−1,Γ1, ℓ⊕ ℓ) =dimW ⊕W
2
− dimΓ−1 ∩ Γ1 − dimΓ1 ∩ (ℓ⊕ ℓ)− dim(ℓ⊕ ℓ) ∩ Γ−1
+ 2dimΓ1 ∩ Γ−1 ∩ (ℓ⊕ ℓ)
=dimW − 0− dim ℓ− dim ℓ+ 2 · 0
=0.
D’ou` l’assertion.
Corollaire 4.7. Fixons ℓ ∈ Lagr(W ), soit Pℓ le stabilisateur de ℓ et σℓ : Pℓ(F ) → S˜p
(8)
(W )
le scindage de´fini dans 2.16. Supposons que x ∈ Sp(W )† et qu’il existe ℓ′ ∈ Lagr(W ) tel que
W = ℓ⊕ ℓ′ et x ∈M(F ) := (Pℓ ∩ Pℓ′)(F ), alors
Θψ(σℓ(x)) ∈ R>0.
De´monstration. D’apre`s 4.4 et la de´finition de σℓ, il suffit de montrer que τ(Γx,Γ1, ℓ⊕ ℓ) = 0.
En identifiant ℓ′ a` ℓ∨, le dual de ℓ, on a x = (y, ty−1) ou` y = x|ℓ. Donc
Γx ∩ Γ1 = {(w,w) : w ∈W,x(w) = w}
≃ {v ∈ ℓ, y(v) = v}⊕2,
Γ1 ∩ (ℓ⊕ ℓ) = {(w,w) : w ∈ ℓ} ≃ ℓ,
(ℓ⊕ ℓ) ∩ Γx = {(w, x(w)) : w ∈ ℓ} ≃ ℓ,
Γx ∩ Γ1 ∩ (ℓ⊕ ℓ) = {(w,w) : w ∈ ℓ, x(w) = w}
≃ {v ∈ ℓ, y(v) = v}.
On en de´duit que dim τ(Γx,Γ1, ℓ⊕ ℓ) = 0 a` l’aide de 2.5.
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Remarque 4.8. L’hypothe`se est e´quivalente a` : x ∈ Sp(W )† et x appartient a` un facteur de
Le´vi M de Pℓ. Ce corollaire caracte´rise le scindage de p : S˜p
(8)
(W ) → Sp(W ) au-dessus de
M(F ) car Sp(W )† ∩M(F ) est dense dans M(F ).
4.2 Formules pour Θ+ψ −Θ−ψ , la forme de Cayley
Proposition 4.9. La distribution Θ+ψ −Θ−ψ est lisse sur {x˜ ∈ S˜p
(8)
(W ) : det(x+1) 6= 0}. Pour
tout x˜ ∈ S˜p(8)(W ) tel que det(x+ 1) 6= 0, on a
(Θ+ψ −Θ−ψ )(x˜) = (Θ+ψ +Θ−ψ )((−1) · x˜).
Ici −1 est l’e´le´ment de´fini dans 2.9.
De´monstration. Soit Sψ = S
+
ψ ⊕ S−ψ la de´composition de Sψ selon ωψ = ω+ψ ⊕ ω−ψ . On conclut
par 2.10.
Donnons un autre lien entre Θ+ψ + Θ
−
ψ et Θ
+
ψ − Θ−ψ . Introduisons d’abord des formes qua-
dratiques auxiliaires.
De´finition 4.10. Pour tout X ∈ sp(W ) inversible, de´finissons une F -forme quadratique q[X]
sur W par
q[X](w1|w2) = 〈Xw1|w2〉.
De´finition 4.11. Pour tout x ∈ Sp(W )‡, de´finissons un e´le´ment Cx dans End(W ) par
Cx := 2 · x− 1
x+ 1
.
On ve´rifie que Cx ∈ sp(W ). Si x est semi-simple re´gulier alors Cx l’est aussi.
On appelle q[Cx] la forme de Cayley.
The´ore`me 4.12 (T. Thomas [24]). Si x˜ ∈ Spψ(W )‡, alors
Θ+ψ +Θ
−
ψ
Θ+ψ −Θ−ψ
(x˜) = γψ(q[Cx]) ·
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣ 12 .
De´monstration. Par la spe´cificite´ de Θ±ψ , il suffit de conside´rer le casm = 2. Fixons ℓ ∈ Lagr(W ).
Soit x˜ := (x, t) ∈ S˜p(2)(W )‡ une paire dans la construction de Perrin-Lion. Rappelons que l’on
a de´fini une constante m−1 := m−1(ℓ) dans la construction. On a (x, t)(−1,m−1) = (−x,m−1t)
car τ(ℓ, ℓ, xℓ) = 0 par 2.5. D’apre`s 4.2, on a
Θψ(x, t) =
evΓ1(f˜(x, t))
|det(x− 1)|1/2 ,
Θψ(−x,m−1t) = evΓ1(f˜(−x,m−1t))|det(x+ 1)|1/2 .
Comme f˜ est un homomorphisme, on a
evΓ1(f˜(−x,m−1t)) = evΓ1(f˜(x, t)) · evΓ1(f˜(−1,m−1)) · γψ(τ(Γ1,Γx,Γ−x)).
29
On sait que
evΓ1(f˜(−1,m−1)) = evℓ⊕ℓ(f˜(−1,m−1))γψ(τ(ℓ⊕ ℓ, ℓ⊕ ℓ,Γ−1,Γ1)),
= m−1(ℓ)
car τ(ℓ⊕ ℓ, ℓ⊕ ℓ,Γ−1,Γ1) = 0 par 2.5.
Soit −1 ∈ Spψ(W ) l’e´le´ment de´fini dans 2.9, alors (−1) · (x, t) = m−1(ℓ)−1 · (−x,m−1t)
comme un e´le´ment dans Spψ(W ), d’ou` Θψ(−x,m−1t) = m−1(ℓ)(Θ+ψ − Θ−ψ )(x, t) par 4.9. En
utilisant les formules ci-dessus, on arrive a`
Θ+ψ +Θ
−
ψ
Θ+ψ −Θ−ψ
(x, t) =
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣ 12 γψ(τ(Γ1,Γx,Γ−x)).
Calculons γψ(τ(Γ1,Γx,Γ−x)). En vertu de l’invariance symplectique, on a τ(Γ1,Γx,Γ−x) ≃
τ(Γx−1 ,Γ1,Γ−1). Posons y := x
−1, alors Cy = −Cx et donc q[Cy] ≃ −q[Cx]. Il reste a` prouver
que q[Cy] est isomorphe a` τ(Γ−1,Γy,Γ1).
Puisque Γ1 ∩ Γ−1 = Γ1 ∩ Γy = {0}, on sait d’apre`s [16] 1.4.2 que τ(Γ−1,Γy,Γ1) est Witt
e´quivalent a` la forme quadratique r sur Γy de´finie par
r(v) = 〈πΓ−1(v)|v〉W⊕W ,
ou` πΓ−1 est la projection W ⊕W = Γ1 ⊕ Γ−1 → Γ−1. Soit v = (w, y(w)) ou` w ∈W . Posons
w1 :=
1 + y
2
(w),
w2 :=
1− y
2
(w),
de sorte que (w, y(w)) = (w1, w1) + (w2,−w2). Alors πΓ−1(v) = (w2,−w2), et
r(v) = 〈(w2,−w2)|(w, y(w))〉W⊕W
= −〈w2|w〉 − 〈w2|y(w)〉
=
−1
2
〈(1− y)w|(1 + y)w〉.
Apre`s le changement de variable w′ = 12(1 + y)w, la forme r est isomorphe a` la forme r1 sur W
de´finie par :
r1(w
′) = 〈2(y − 1)(y + 1)−1w′|w′〉 = q[Cy](w′),
ce qui fallait de´montrer.
4.3 Parame`tres et la forme de Cayley
Lemme 4.13. Soit K/K# une F -alge`bre e´tale a` involution. Pour tout r ∈ K#×, soit (K, q(r))
le F -espace quadratique de´fini par
q(r) := (trK#/K)∗(rNK/K#(·))
ou` on regarde (K,NK/K#(·)) comme un K#-espace quadratique. Alors pour tout r, r′ ∈ K#×,
γψ(q(r
′)) = γψ(q(r)) sgnK/K#
( r
r′
)
.
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De´monstration. E´crivons
K =
∏
i∈I
Ki
tels que les K#i sont des corps, comme dans 3.8. E´crivons aussi r = (ri)i. Alors
sgnK/K# =
∏
i∈I∗
sgn
Ki/K
#
i
.
Posons ψi := ψ ◦ trK#i /F pour i ∈ I
∗. Alors
γψ(q(r)) =
∏
i∈I
γψi(riNKi/K#i
(·)),
Effectuons la meˆme de´composition pour q(r′). Il suffira de de´montrer que pour tout i ∈ I,
γψi(riNKi/K#i
(·)) = γψi(r′iNKi/K#i (·)) · sgnKi/K#i
(
ri
r′i
)
. (3)
Prenons di ∈ K×i tel que Ki = K#i (
√
di), alors det(riNKi/K#i
(·)) = detN
Ki/K
#
i
(·) = −di.
D’autre part, l’invariant de Hasse s(·) satisfait a`
s(riNKi/K#i
(·)) = (ri,−ridi)K#i
= (ri,−ri)K#i (ri, di)K#i
= (ri, di)K#i
.
Les meˆmes formules restent valides si ri est remplace´ par r
′
i.
On sait que ([10] 1.3.4) pour tout F -espace quadratique (E,Q), on a
γψ(Q) = γψ(1)
dimF E−1γψ(detQ)s(Q).
Cela entraˆıne que
γψ(riNKi/K#i
(·)) = γψ(r′iNKi/K#i (·)) ·
(
ri
r′i
, di
)
K#i
.
Or (·, di)K#i = sgnKi/K#i , cela de´montre (3).
Soit X ∈ sp(W ) semi-simple re´gulier tel que X ∈ O(K/K#, a, c). De´signons l’involution de
K par τ , on a τ(a) = −a, τ(c) = −c. Alors on peut identifier q[X] a` la F -forme quadratique
q[a] sur K :
q[a] : (x, y) 7→ −trK/F (acτ(x)y).
Lemme 4.14. Soit c′ ∈ K× tel que τ(c′) = −c′. Soit X ′ ∈ sp(W ) semi-simple tel que
X ′ ∈ O(K/K#, a, c′).
Alors
γψ(q[X
′]) = γψ(q[X]) · sgnK/K#(c′c−1).
De´monstration. On conclut en appliquant 4.13 a` r := ac et r′ := ac′.
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Corollaire 4.15. Soient x, y ∈ Sp(W ) semi-simples re´guliers. Si
x ∈ O(K/K#, a, c)
y ∈ O(K/K#, a, c′)
alors
γψ(q[Cx]) = γψ(q[Cy]) · sgnK/K#(c′c−1).
De´monstration. On a
Cx ∈ O
(
K/K#, 2 · a− 1
a+ 1
, c
)
Cy ∈ O
(
K/K#, 2 · a− 1
a+ 1
, c′
)
.
On applique le lemme pre´ce´dent pour conclure.
Notre but principal est l’assertion suivante.
The´ore`me 4.16. Soient PX le polynoˆme caracte´ristique de X ∈ EndF (W ) et P˙X sa de´rive´e,
alors
γψ(q[X]) = γψ((−1)n−1)γψ(detX) · sgnK/K#(c−1P˙X(a)).
La de´monstration se fait en plusieurs e´tapes. Traduisons d’abord tous les objets en termes
de parame`tres. On a K ≃ F [T ]/(PX (T )), et PX est e´gal au polynoˆme caracte´ristique Pa de
a ∈ K. Le de´terminant detX est e´gal a` NK/F (a). Observons aussi P˙a(a) ∈ K×. Posons b := a2
et Pb son polynoˆme caracte´ristique, alors K
# = F [b] et
Pa(T ) = Pb(T
2),
P˙a(a) = 2P˙b(b)a.
On a P˙X(X) ∈ sp(W ) et sa classe de conjugaison est parame´tre´e par (K/K#, P˙a(a), c). Il
suffira donc de prouver
γψ(q[a]) = γψ((−1)n−1)γψ(NK/F (a))sgnK/K#(2c−1P˙b(b)a). (4)
D’apre`s 4.15, les deux coˆte´s de 4.16 varient de la meˆme fac¸on par rapport a` c, donc il suffit
d’e´tablir (4) dans le cas ou`
c = P˙a(a) = 2P˙b(b)a. (5)
La forme q[a] est une F -forme quadratique sur le F -espace vectoriel K. On e´crit un e´le´ment
w ∈ K comme w = x+ ya (x, y ∈ K#), alors q[a] s’e´crit comme
w = x+ ya 7→ −trK/F (2bP˙b(b)NK/K#(x+ ya))
= −4trK#/F (bP˙b(b)(x2 − by2)).
En posant x′ = 2P˙b(b)by, y
′ = 2P˙b(b)x, on obtient
q[a] ≃ (trK#/F )∗〈P˙b(b)−1,−P˙b(b)−1b〉.
Les lemmes suivants sur la forme trace concluront la de´monstration de (4).
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Lemme 4.17. De´finissons
g0 + g1T + · · · + gn−1T n−1 := Pb(T )/(T − b) ∈ K#[T ].
Alors la base duale de {1, . . . , bn−1} par rapport a` la forme trace (trK#/F )∗〈1〉 : x 7→ trK#/F (x2)
est
{P˙b(b)−1g0, . . . , P˙b(b)−1gn−1}.
Si l’on e´crit Pb(T ) = h0 + h1T + · · · + T n, alors les gk sont donne´s par la formule
gk =
n∑
j=k+1
hjb
j−k−1.
De´monstration. L’e´nonce´ est bien connu dans le cas ou` K# est un corps. Notre de´monstration
est aussi une variante de la de´monstration traditionnelle. On a
∀s = 0, . . . , n− 1,
∑
β∈F¯ :Pb(β)=0
Pb(T )
T − β
βs
P˙b(β)
= T s
car la diffe´rence des deux coˆte´s est un polynoˆme sur F¯ de degre´ n − 1 qui s’annule en toute
racine de Pb. Cela e´quivaut
∀s = 0, . . . , n− 1, trK#/F
(
Pb(T )
T − b
bs
P˙b(b)
)
= T s,
ou` trK#/F (· · · ) signifie la trace applique´e a` chaque coefficient d’un polynoˆme.
En comparant les coefficients, on obtient
trK#/F (P˙b(b)
−1gk · bs) = δk,s.
On ve´rifie la formule des gk par gn−1 = 1 et la re´currence gk−1 − bgk = hk.
Posons m := ⌊n2 ⌋.
Lemme 4.18. La F -forme quadratique
q1 := (trK#/F )∗〈P˙b(b)−1〉
est isomorphe a`
1. mH, si n = 2m.
2. mH⊕ 〈1〉, si n = 2m+ 1.
De´monstration. Prenons la base {g0, . . . , gn−1}. Elle est duale a` {1, b, . . . , bn−1} par rapport a`
q1 d’apre`s 4.17. La matrice Q := (q1(gi, gj))i,j est :
h1 h2 · · · hn−1 1
h2 h3 · · · 1 0
h3 h4 · · · 0 0
...
...
...
...
...
1 0 0 · · · 0
 .
Notons que detQ = (−1)m et g0, . . . , gm−1 forment un sous-espace totalement isotrope de
dimension m. Si n = 2m, alors q1 ≃ mH. Si n = 2m + 1, alors il existe a ∈ F× tel que
q1 ≃ mH⊕ 〈a〉. En comparant les de´terminants, on peut prendre a = 1.
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Lemme 4.19. La F -forme quadratique
q2 := (trK#/F )∗〈b−1P˙b(b)−1〉
est isomorphe a`
1. (m− 1)H⊕ 〈1,−NK#/F (b)〉, si n = 2m ;
2. mH⊕ 〈NK#/F (b)〉, si n = 2m+ 1.
De´monstration. Prenons la base {bg0, . . . , bgn−1}. Elle est duale a` {1, b, . . . , bn−1} par rapport
a` q2 d’apre`s 4.17. La matrice Q2 := (q2(bgi, bgj))i,j est :
−h0 0 0 · · · 0 0
0 h2 h3 · · · hn−1 1
0 h3 h4 · · · 1 0
0 h4 h5 · · · 0 0
...
...
...
...
...
...
0 1 0 0 · · · 0

.
Donc q2 se de´compose en q2 = 〈−h0〉 ⊕ q3 selon les blocs.
La forme q3 est de´termine´e de la meˆme fac¸on qu’en 4.18 : q3 ≃ mH si n = 2m + 1, q3 ≃
(m− 1)H ⊕ 〈1〉 si n = 2m.
D’autre part −h0 = (−1)n+1NK#/F (b) d’apre`s la description de 4.17. Ceci permet de
conclure.
Observons que q2 ≃ (tr E#/F )∗〈bP˙b(b)−1〉.
De´monstration du the´ore`me 4.16. Avec le choix de c fait en (5), on a vu que
q[a] ≃ q1 ⊕−q2,
ou` q1, q2 sont de´finies dans 4.18 et 4.19. En utilisant 4.18, 4.19 et le faitNK/F (a) = NK#/F (−b) =
(−1)nNK#/F (b), on arrive a`
q[a] ≃ (n− 1)H ⊕ 〈(−1)n−1, NK/F (a)〉.
D’ou`
γψ(q[a]) = γψ((−1)n−1)γψ(NK/F (a)).
Puisque sgnK/K#(2c
−1P˙b(b)a) = 1 avec notre choix de c, cela e´tablit (4), donc finit la de´monstration
de 4.16.
4.4 La formule via le mode`le latticiel
Supposons de´sormais F non archime´dien de caracte´ristique re´siduelle p > 2 et fixons un oF -
re´seau L ⊂W tel que L = L⊥. Posons K := StabSp(W )(L). Le mode`le latticiel (ρL, SL) permet
d’identifier K a` un sous-groupe compact ouvert de S˜p
(2)
(W ). On va e´tudier le comportement
de Θψ sur K.
Remarquons d’abord que le rele`vement de −1 ∈ K a` Spψ(W ) est e´gal a` l’e´le´ment −1 de´fini
dans 2.9 d’apre`s 2.15. Par conse´quent, l’e´quation
Θψ(−x) = Θ+ψ (x)−Θ−ψ (x), x ∈ Sp(W )‡ ∩K
est vraie en deux sens : on peut conside´rer −x comme un e´le´ment de K, releve´ a` S˜p(2)(W ) au
moyen du mode`le latticiel, ou au sens de 4.9. Ceci justifie notre abus de notations.
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Lemme 4.20. Pour x ∈ K ∩ Sp(W )†, on a
Θψ(x) =
∑
w˙∈W/L
(x−1)w∈L
ψ
(〈x(w)|w〉
2
)
,
qui est une somme finie si l’on fixe x.
De´monstration. Prenons un syste`me de repre´sentants R ⊂ W de W/L et la base orthonorme´e
{fr}r∈R de SL dans §2.4.2. Soit φ ∈ C∞c (K ∩ Sp(W )†) quelconque. Pour r ∈ R, on a
(ωψ(φ)fr)(r, 0) =
∫
K∩Sp(W )†
φ(x)(ωψ(x)fr)(r, 0) dx
=
∫
K∩Sp(W )†
φ(x)1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
(Er := {x ∈ K : x−1(r)− r ∈ L}, qui est ouvert.)
Si x est fixe´, la somme sur tout r ∈ R du terme inte´rieur est finie et borne´e par
|φ(x)| ·#((x−1 − 1)−1L/L) = |φ(x)| · |det(x−1 − 1)|−1,
qui est uniforme´ment borne´ dans K∩Sp(W )†. En utilisant le the´ore`me de convergence domine´e,
on obtient
Θψ(φ) =
∑
r∈R
∫
K∩Sp(W )†
φ(x)1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
=
∫
K∩Sp(W )†
φ(x)
∑
r∈R
1Er(x)ψ
(〈r|x−1(r)〉
2
)
dx
=
∫
K∩Sp(W )†
φ(x)
∑
r∈R
(x−1−1)r∈L
ψ
(〈r|x−1(r)〉
2
)
dx
Le terme dans la somme ne de´pend que de la classe de r mod L. On a 〈r|x−1(r)〉 = 〈x(r)|r〉, et
(x−1 − 1)r ∈ L si et seulement si (x− 1)r ∈ L car x ∈ K. D’ou` le re´sultat cherche´.
Proposition 4.21. Soit x ∈ K ∩ Sp(W )†. On a :
1. si (x− 1)(L) = L, alors
Θψ(x) = 1;
la condition est satisfaite lorsque −x est topologiquement unipotent ;
2. si x topologiquement unipotent, alors x ∈ Sp(W )‡ et
Θψ(x) = |det(x− 1)|−1/2 · γψ(q[Cx]).
De´monstration. Montrons la premie`re assertion. Si (x − 1)L = L, la somme dans 4.20 porte
seulement sur l’e´le´ment 0, donc Θψ(x) = 1.
Supposons que −x est topologiquement unipotent. Soit x¯ l’image de x dans EndFq(L/pFL).
On a (−x¯)qm = 1 pourvu que m soit assez grand. Puisque q est impair, il en re´sulte que −1
n’est pas une valeur propre de −x¯. Autrement dit : (x − 1)L = L. Cela de´montre la premie`re
assertion.
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Montrons la dernie`re assertion. Soit x ∈ Sp(W )†∩K topologiquement unipotent. L’argument
pour la premie`re assertion montre que (x + 1)L = L ; en particulier |det(x + 1)| = 1 et donc
x ∈ Sp(W )‡. Par 4.12 et 4.9, on en de´duit
Θψ(x) = γψ(q[Cx])|det(x− 1)|−1/2(Θ+ψ −Θ−ψ )(−x)
= γψ(q[Cx])|det(x− 1)|−1/2Θψ(−x).
Or Θψ(−x) = 1 par la premie`re assertion. D’ou` Θψ(x) = |det(x− 1)|−1/2γψ(q[Cx]).
Corollaire 4.22. Soit x ∈ K ∩ Sp(W )† tel que sa re´duction x¯ ∈ Sp(L/pL) est re´gulie`re, alors
Θψ(x) = Θψ(−x) = 1.
De´monstration. Si x¯ est re´gulie`re, alors (x± 1)L = L.
Dans ce cas, on dit que x est de re´duction re´gulie`re par rapport a` L.
4.5 Formules sur l’alge`bre de Lie
On peut obtenir une formule pour Θψ sur l’alge`bre de Lie, ce qui aura un inte´reˆt inde´pendant.
Soit X ∈ sp(W ) inversible. On fait l’une des hypothe`ses suivantes :
1. l’e´le´ment X est suffisamment proche de 0,
2. F est non archime´dien de caracte´ristique re´siduelle p assez grande par rapport a` n ([26]
4.3), p > 2 et X est topologiquement nilpotent.
Alors il est loisible de de´finir exp(X) et exp(X) ∈ Sp(W )‡.
Lemme 4.23. Supposons que X ve´rifie l’une des hypothe`ses ci-dessus. Soit x = exp(X) ∈
Sp(W )‡, alors
q[Cx] ≃ q[X].
De´monstration. Il suffit de conside´rer le cas X semi-simple ; le cas ge´ne´ral en re´sultera par
continuite´. Soit A la sous-alge`bre commutative de End(W ) engendre´e par X. Pour a ∈ A,
conside´rons son rayon spectral
‖a‖ := sup{|λ|F : λ est une valeur propre de a}.
C’est une norme sur A car X est semi-simple ; A est comple`te par rapport a` ‖ · ‖.
On cherche une se´rie formelle P (T ) ∈ F [[T ]] dont le rayon de convergence est > ‖X‖ telle que
P (X) est inversible et q[2 · x−1x+1 ](v|w) = 〈XP (X)v|P (X)w〉 pour tout u, v ∈W . Cela e´quivaut a`
P (X)P (−X)X = 2 · exp(X) − 1
exp(X) + 1
,
ou
P (X)P (−X) = 2
X
· exp(X) − 1
exp(X) + 1
.
Le terme a` droite est de la forme 1 + Q(X), ou` Q(T ) ∈ F [[T 2]] a un rayon de convergence
> ‖X‖ et T |Q(T ). Cela nous permet de de´finir
P (T ) := exp
(
1
2
log(1 +Q(T ))
)
∈ F [[T 2]]
36
Cette se´rie formelle a aussi un rayon de convergence > ‖X‖. Donc P (X) est inversible car il
appartient a` l’image de l’exponentielle. On a
P (T )P (−T ) = P (T )2 = 1 +Q(T ) = 2
T
· exp(T )− 1
exp(T ) + 1
.
On remplace T par X et cela permet de conclure.
Corollaire 4.24. Avec les meˆmes hypothe`ses, il existe une constante c inde´pendante de X telle
que
Θψ(x˜) =
c · γψ(q[X])
|det(x− 1)|1/2 .
ou` x˜ := exp(X). Si l’hypothe`se (2) est satisfaite, on a c = 1.
De´monstration. D’apre`s 4.12, 4.9 et le lemme,
Θψ(x˜) =
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣1/2 γψ(q[Cx])(Θ+ψ −Θ−ψ )(x˜)
=
∣∣∣∣det(x+ 1)det(x− 1)
∣∣∣∣1/2 γψ(q[X])Θψ(−x˜).
Posons c := |2|nΘψ(−1). Lorsque X est assez petit, Θψ(−x˜) = |det(x + 1)|−1/2c. Dans le cas
ou` l’hypothe`se (2) est satisfaite, on a c = 1. D’ou` le corollaire.
4.6 De´compositions
Fixons f ∈ 2Z≥1. Supposons qu’il y a une de´composition orthogonale d’espaces symplec-
tiques
W =W1 ⊕ · · · ⊕Wr,
Alors il existe un homomorphisme canonique
ι :
r∏
k=k
Sp(Wk)→ Sp(W ).
On en de´duit un homomorphisme recouvrant ι,
j :
r∏
k=1
S˜p
(f)
(Wk)→ S˜p
(f)
(W )
telle que j−1(S˜p
(f)
(W )†) =
∏r
k=1 S˜p
(f)
(Wk)
†. Pour 1 ≤ k ≤ r, notons Θ[k]ψ le caracte`re de la
repre´sentation de Weil de S˜p
(f)
(Wk) attache´e a` ψ ; il est lisse sur S˜p
(f)
(Wk)
†. Le re´sultat de´coule
de l’additivite´ symplectique de l’indice de Maslov.
Proposition 4.25. Soient x˜k ∈ S˜p
(f)
(Wk)
† pour 1 ≤ k ≤ r, alors
Θψ(j(x˜1, . . . , x˜r)) =
r∏
k=1
Θ
[k]
ψ (x˜k).
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Supposons maintenant F non archime´dien de caracte´ristique re´siduelle p > 2. Fixons un
re´seau L ⊂ W tel que L = L⊥. Soient Lk := Wk ∩ L. Supposons que L =
⊕r
k=1 Lk, alors
L⊥k = Lk dans Wk. Posons Kk := StabSp(Wk)(Lk).
Soit x ∈ Sp(W )†∩K tel que x(Lk) ⊂ Lk pour tout k. Il existe alors xk ∈ Sp(Wk)†∩Kk pour
tout k tel que ι(x1, . . . , xr) = x. On regarde x (resp. les xk) comme un e´le´ment de S˜p
(2)
(W )
(resp. S˜p
(2)
(Wk)) a` l’aide du mode`le latticiel associe´ a` L (resp. Lk). La proposition suivant
re´sulte imme´diatement de 4.20.
Proposition 4.26. Avec les hypothe`ses ci-dessus, on a
Θψ(x) =
r∏
k=1
Θ
[k]
ψ (xk).
4.7 La formule du produit
Dans cette section on se place dans le cas global. Fixons f ∈ 2Z≥1. Rappelons que l’on a
une immersion canonique i : Sp(W,F ) → S˜p(2)(W,A) ⊂ S˜p(f)(W,A). On e´crit i(x) = [x˜v]v ou`
x˜v ∈ S˜p(f)(Wv).
De´finition 4.27. On dit que deux e´le´ments x = (xv)v, y = (yv)v dans Sp(W,A) sont localement
ge´ome´triquement conjugue´s si pour toute place v, xv et yv dans Sp(W,Fv) sont ge´ome´triquement
conjugue´s.
The´ore`me 4.28. Soient x ∈ Sp(W,F ) et y˜ = [y˜v] ∈ S˜p
(f)
(W,A) tels que y est localement
ge´ome´triquement conjugue´ a` x. Supposons que det(x− 1) 6= 0. Alors Θψv(y˜v) = 1 pour presque
tout v, et le produit
∏
v Θψv(y˜v) est bien de´fini et a` valeurs dans f . On a aussi∏
v
Θψv(x˜v) = 1.
De meˆme, si det(x+1) 6= 0 alors les assertions ci-dessus restent valables avec (Θ+ψv −Θ−ψv)
au lieu de Θψv .
De´monstration. Traitons d’abord le cas det(x − 1) 6= 0. Pour presque toute place finie v on
a Lv = L
⊥
v , y˜v ∈ Kv et (yv − 1)(Lv) = Lv, alors 4.21 entraˆıne que Θψv(y˜v) = 1. Puisque les
distributions locales Θψv sont spe´cifiques, le produit
∏
v Θψv(y˜v) ne de´pend pas du choix des y˜v.
Fixons un lagrangien ℓ ∈ Lagr(W ). On plonge S˜p(f)(W,A) dans Spψ(W,A), alors
i(x) = (x,
⊗
v
Mℓv [x])
d’apre`s 2.19. La formule 4.4 entraˆıne que∏
v
Θψv(x˜v) =
∏
v
γψv (τ(Γx,Γ1, ℓ⊕ ℓ))
|det(x− 1)|1/2v
.
Or
∏
v |det(x− 1)|v = 1, et la re´ciprocite´ de Weil entraˆıne que∏
v
γψv (τ(Γx,Γ1, ℓ⊕ ℓ)) = 1
car l’espace quadratique τ(Γx,Γ1, ℓ⊕ℓ) est de´fini sur F . D’ou` la formule du produit de la premie`re
assertion. Soit y˜ = [y˜v] ∈ Sp(W,A) tel que y est localement ge´ome´triquement conjugue´ a` x, on
a Θψv(x˜v)Θψv(y˜v)
−1 ∈ f pour toute place v d’apre`s 4.5, cela de´montre le reste.
Le cas det(x+ 1) 6= 0 re´sulte du cas pre´ce´dent, de 4.9 et de 2.20.
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5 Endoscopie
De´sormais, fixons f ∈ 2Z≥1 et posons S˜p(W ) = S˜p
(f)
(W ) pourW un F -espace symplectique
ou` F est un corps local. De meˆme, posons S˜p(W,A) = S˜p
(f)
(W,A) si F est un corps global.
5.1 Donne´es endoscopiques elliptiques
Fixons F un corps local ou global de caracte´ristique 0 et fixons (W, 〈·|·〉) un F -espace sym-
plectique de dimension 2n, n ∈ Z≥0. Soient n′, n′′ ∈ Z≥0, n′ + n′′ = n. Nous e´tudierons les
groupes
G := Sp(W ),
H = Hn′,n′′ := H
′ ×H ′′, ou`
H ′ := SO(2n′ + 1),
H ′′ := SO(2n′′ + 1);
G˜ :=
{
S˜p(W ), lorsque F est local,
S˜p(W,A), lorsque F est global.
Ici SO(2m + 1) (m = n′ ou n′′) signifie le groupe orthogonal impair de´ploye´ associe´ a` la forme
quadratique sur F 2m+1 :
(x−m, . . . , x0, . . . , xm) 7→ 2
m∑
i=1
xix−i + x
2
0.
Notons p : G˜ → G(F ) (resp. p : G˜ → G(A)) le reveˆtement me´taplectique si F est local
(resp. global).
Une donne´e endoscopique elliptique de G˜ est une paire (n′, n′′) comme ci-dessus. De´sormais,
fixons une telle donne´e (n′, n′′). Le groupe H := Hn′,n′′ est le groupe endoscopique elliptique as-
socie´ a` (n′, n′′). Spe´cifions maintenant la correspondance de classes de conjugaison ge´ome´triques
semi-simples.
Fixons des F -tores maximaux de´ploye´s S′ ⊂ H ′, S′′ ⊂ H ′′ et posons S = S′ × S′′, c’est un
F -tore maximal de´ploye´ dans H. Fixons aussi des F -tores maximaux de´ploye´s T ′ ⊂ Sp(2n′),
T ′′ ⊂ Sp(2n′′) et T ⊂ Sp(W ). Ces objets sont uniques a` F -conjugaison pre`s.
Notons par WH
′
(S′), WH
′′
(S′′), W Sp(2n
′)(T ′), W Sp(2n
′′)(T ′′), WG(T ) les groupes de Weyl
associe´s a` ces tores maximaux, alorsWH(S) =WH
′
(S′)×WH′′(S′′). Il y a des homomorphismes
canoniques
WH
′
(S′)
∼→W Sp(2n′)(T ′),
WH
′′
(S′′)
∼→W Sp(2n′′)(T ′′),
W Sp(2n
′)(T ′)×W Sp(2n′′)(T ′′) →֒ W Sp(2n)(T ),
et des F -isomorphismes qui respectent les homomorphismes ci-dessus
µ′ :S′
∼→ T ′,
µ′′ :S′′
∼→ T ′′,
ν :T ′ × T ′′ ∼→ T.
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On obtient ainsi des F -morphismes, note´s par les meˆmes lettres :
µ′ :S′/WH
′
(S′)
∼→ T ′/W Sp(2n′)(T ′),
µ′′ :S′′/WH
′′
(S′′)
∼→ T ′′/W Sp(2n′′)(T ′′),
ν :T ′/W Sp(2n
′)(T ′)× T ′′/W Sp(2n′′)(T ′′)→ T/WG(T ).
Posons
µ = µn′,n′′ := ν ◦ (id,−id) ◦ (µ′, µ′′) : S/WH(S)→ T/WG(T ). (6)
Puisque G est simple et simplement connexe, µ donne naissance a` une application, note´e
encore par µ :
µ : C ge´oss (H(F ))→ C ge´oss (G(F )). (7)
Cette application ne de´pend pas du choix de F -tores maximaux. De plus, elle est a` fibres finies
car µ′, µ′′, ν le sont.
De´finition 5.1. Si δ ∈ G(F )ss, γ ∈ H(F )ss sont tels que µ(Ogeo(γ)) = Ogeo(δ), on dit que δ et
γ se correspondent.
Remarque 5.2. Lorsque n′ = 0 ou n′′ = 0, µ est bijectif. C’est de´montre´ dans [4] pour F un
corps local, mais l’argument marche aussi sur un corps global.
Explicitons l’application µ en termes de parame`tres.
Proposition 5.3. Soit γ ∈ H(F )ss = H ′(F )ss ×H ′′(F )ss tel que
γ ∈ O((K ′/K ′#, a′, (VK ′ , hK ′), (V ′±, q′±))⊕ (K ′′/K ′′#, a′′, (VK ′′ , hK ′′), (V ′′± , q′′±))),
alors un e´le´ment δ ∈ G(F )ss lui correspond si et seulement si O(δ) est parame´tre´ par
O(K/K#, (a′,−a′′), (WK , hK), (W±, 〈·|·〉±))
ou` K := K ′ × K ′′ comme F -alge`bres e´tales a` involution, et les autres donne´es sont soumises
aux conditions
WK ≃ VK ′ ⊕ VK ′′ comme K −modules,
dimF W+ + 1 = dimF V
′
+ + dimF V
′′
−,
dimF W− + 1 = dimF V
′
− + dimF V
′′
+.
De´monstration. L’application µ′ induit une application C ge´oss (H ′(F )) → C ge´oss (Sp(2n′, F )) qui
envoie une classe de valeurs propres
a′1, . . . , a
′
n′ , 1, (a
′
n′)
−1, . . . , (a′1)
−1
sur une classe de valeurs propres
a′1, . . . , a
′
n′ , (a
′
n′)
−1, . . . , (a′1)
−1.
Il en est de meˆme pour µ′′ avec n′′ au lieu de n′.
D’autre part ν induit une application C ge´oss (Sp(2n′, F )) × C ge´oss (Sp(2n′′, F )) → C ge´oss (G(F ))
pre´servant les valeurs propres. L’assertion en re´sulte par la construction de µ (6), (7).
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De´finition 5.4. On dit qu’un e´le´ment γ ∈ H(F )ss est G-re´gulier si µ(Ost(γ)) est re´gulier. On
note l’ouvert de Zariski des e´le´ments G-re´guliers par HG−reg.
Si γ = (γ′, γ′′) est G-re´gulier, alors γ′ et γ′′ sont assez re´guliers.
Corollaire 5.5. Deux e´le´ments γ = (γ′, γ′′) ∈ HG−reg(F ) et δ ∈ Greg(F ) se correspondent si et
seulement s’ils admettent des parame`tres de la forme suivante
γ′ ∈ O(K ′/K ′#, a′, c′)
γ′′ ∈ O(K ′′/K ′′#, a′′, c′′)
δ ∈ O(K/K#, (a′,−a′′), c)
ou` K = K ′ × K ′′ comme F -alge`bres e´tales a` involution. Il n’y a pas de restrictions sur les
donne´es c′, c′′, c.
Enfin, la formation de l’application µ est compatible aux comple´tions.
5.2 Une notion de stabilite´
Supposons que F est un corps local. Soient δ ∈ Greg(F ) et T l’unique F -tore maximal
contenant δ. Alors D(δ) := Ost(δ)/conj est un torseur sous H1(F, T ). Explicitons cette action.
Si O(δ) est parame´tre´ par (K/K#, a, c), K =∏i∈I Ki, alors on a des isomorphismes canoniques
H1(F, T ) ≃ K#×/NK/K#(K×) ∼−−−−−→
(sgni)i∈I

I∗
2
ou` sgni := sgnKi/K#i
. D’autre part Ost(δ)/conj est isomorphe au meˆme ensemble, sur lequel
H1(F, T ) agit par multiplication.
De´finition 5.6. Soient δ˜1, δ˜2 ∈ G˜reg, on dit qu’ils sont stablement conjugue´s si leurs images
dans G(F ) sont stablement conjugue´s et si
(Θ+ψ −Θ−ψ )(δ˜1) = (Θ+ψ −Θ−ψ )(δ˜2).
Soit δ˜ ∈ G˜reg, notons Ost(δ˜) l’ensemble d’e´le´ments dans G˜reg stablement conjugue´s a` δ˜. On
de´finit D(δ˜) := Ost(δ˜)/conj.
Pour F = R, cette notion ad hoc co¨ıncide avec celle d’Adams ([1] 8.10) si l’on se restreint a`
S˜p
(2)
(W ). Pour F = C, on identifie G˜ a` Ker (p)×G(C). Deux e´le´ments re´guliers (ε1, δ1), (ε2, δ2)
sont stablement conjugue´s si et seulement si δ1, δ2 le sont et ε1 = ε2, d’apre`s 4.3.
Lemme 5.7. Soit δ˜ ∈ G˜reg, alors p : G˜→ G(F ) induit une bijection D(δ˜)→ D(δ).
De´monstration. Soit δ1 ∈ Ost(δ) et δ˜1 ∈ p−1(δ1) quelconque. D’apre`s 4.5, il existe ε ∈ Ker (p)
tel que
(Θ+ψ −Θ−ψ )(δ˜1) = ε · (Θ+ψ −Θ−ψ )(δ˜).
Or Θ+ψ −Θ−ψ est spe´cifique, donc il existe un unique δ˜1 ∈ p−1(δ1) stablement conjugue´ a` δ˜.
Cela permet de conclure.
Soient δ˜, δ˜1 stablement conjugue´s. Notons T le F -tore maximal contenant δ, on pose inv(δ˜, δ˜1) :=
inv(δ, δ1) ; c’est l’unique e´le´ment c ∈ H1(F, T ) tel que c · δ = δ1.
Remarque 5.8. La notion de stabilite´ est compatible avec la restriction : si f , f ′ ∈ 2Z≥1, f |f ′
et δ˜, δ˜1 ∈ S˜p
(f)
(W )reg, alors δ˜ et δ˜1 sont stablement conjugue´s dans S˜p
(f)
(W ) si et seulement
s’ils sont stablement conjugue´s dans S˜p
(f ′)
(W ).
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5.3 Facteur de transfert
Sauf mention expresse du contraire, dans cette section F est toujours un corps local.
Soient δ˜ ∈ G˜reg, γ = (γ′, γ′′) ∈ HG−reg(F ) tels que δ et γ se correspondent. Supposons que
γ′ ∈ O(K ′/K ′#, a′, c′),
γ′′ ∈ O(K ′′/K ′′#, a′′, c′′);
alors on a une unique de´composition orthogonale W = W ′ ⊕W ′′ stable par δ telle que si
l’on pose δ′ := δ|W ′ , δ′′ := δ|W ′′ , alors
δ′ ∈ O(K ′/K ′#, a′, c′)
δ′′ ∈ O(K ′′/K ′′#,−a′′, c′′).
On a un diagramme commutatif associe´ a` W =W ′ ⊕W ′′ :
S˜p(W ′)× S˜p(W ′′) j //
(p′,p′′)

S˜p(W )
p

Sp(W ′)× Sp(W ′′)   ι // Sp(W )
et il existe δ˜′ ∈ S˜p(W ′), δ˜′′ ∈ S˜p(W ′′) tels que j(δ˜′, δ˜′′) = δ˜, ι(δ′, δ′′) = δ. La paire (δ′, δ′′)
est unique et appartient a` Sp(W ′)reg × Sp(W ′′)reg. Par contre la paire (δ˜′, δ˜′′) est unique a`
multiplication par {(ε, ε−1) : ε ∈ Ker (p)} pre`s.
De´finition 5.9. Avec les hypothe`ses ci-dessus, de´finissons
∆′(δ˜′) :=
Θ′+ψ −Θ′−ψ
|Θ′+ψ −Θ′−ψ |
(δ˜′),
∆′′(δ˜′′) :=
Θ′′+ψ +Θ
′′−
ψ
|Θ′′+ψ +Θ′′−ψ |
(δ˜′′),
∆0(δ
′, δ′′) := sgnK ′′/K ′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ + 1)),
ou` Θ′±ψ (resp. Θ
′′±
ψ ) sont les caracte`res de´finis sur S˜p(W
′) (resp. S˜p(W ′′)), et Pa′(T ) ∈ F [T ] est
le polynoˆme caracte´ristique de a′ ∈ K ′× (qui est aussi le celui de δ′ ∈ EndF (W ′)). Remarquons
que Pa′(a
′′)(−a′′)−n′ ∈ K ′′#×. En effet, Pa′(T )(T )−n′ ∈ F [T + T−1] car τ(a′) = a′−1 ou` τ est
l’involution de K ′, et la re´gularite´ de δ entraˆıne que Pa′(a
′′) 6= 0.
Le facteur de transfert est de´fini par
∆(γ, δ˜) := ∆0(δ
′, δ′′)∆′(δ˜′)∆′′(δ˜′′).
Comme ∆′,∆′′ sont des distributions spe´cifiques, ∆(γ, δ˜) est bien de´fini. Ce ne de´pend que
de Ost(γ) et O(δ˜), et le terme ∆0 ne de´pend que de Ost(γ).
De´finissons ∆(γ, δ˜) = 0 si γ et δ ne se correspondent pas. Cela de´finit une fonction ∆ sur
HG−reg(F )× G˜reg.
Remarque 5.10. Le terme ∆0 est trivial lorsque n
′ = 0 ou n′′ = 0. Lorsque F = R et n′′ = 0,
∆ co¨ıncide avec le facteur de transfert de´fini par Adams [1], quitte a` se restreindre sur S˜p
(2)
(W ).
Lorsque F = C, ∆ est trivial.
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De´duisons d’autres formules utiles pour ∆.
Proposition 5.11. On a aussi
∆(γ, δ˜) = ∆0(δ
′, δ′′) · Θ
+
ψ −Θ−ψ
|Θ+ψ −Θ−ψ |
(δ˜) · γψ(q[Cδ′′ ])
= ∆0(δ
′, δ′′) · Θ
+
ψ +Θ
−
ψ
|Θ+ψ +Θ−ψ |
(δ˜) · γψ(q[Cδ′ ])−1.
De´monstration. Cela re´sulte de 4.12 et 4.25.
Proposition 5.12 (Spe´cificite´). ∆ est spe´cifique au sens suivant
∀ε ∈ Ker (p), ∆(γ, εδ˜) = ε∆(γ, δ˜).
De´monstration. On utilise la premie`re formule de 5.11. Les termes ∆0(δ
′, δ′′) et γψ(q[Cδ′′ ]) ne
de´pendent que de δ, pourtant le terme (Θ+ψ − Θ−ψ )(δ˜)/| · · · | est spe´cifique. Cela permet de
conclure.
Maintenant soit T le F -tore maximal contenant δ, et T = T ′ × T ′′ la de´composition cor-
respondant a` δ = i(δ′, δ′′). De´composons les F -alge`bres e´tales dans les parame`tres pour δ′, δ′′
comme
K ′ =
∏
i∈I′
K ′i,
K ′′ =
∏
i∈I′′
K ′′i .
Cela nous permet d’e´crire
H1(F, T ′) = I
′∗
2 ,
H1(F, T ′′) = I
′′∗
2 .
Comme l’endoscopie pour les groupes re´ductifs, on dispose de la notion du caracte`re endo-
scopique κ = κT : H
1(F, T )→ 2. Vu l’identification ci-dessus, c’est de´fini par
κ : I
′∗
2 × I
′′∗
2 −→ 2
((t′i)i∈I′∗ , (t
′′
i )i∈I′′∗) 7−→
∏
i∈I′′∗
t′′i .
Proposition 5.13 (Proprie´te´ de cocycle). Conservons le formalisme ci-dessus. Si δ˜ est stable-
ment conjugue´ a` δ˜1, alors
∆(γ, δ˜1) = 〈κ, inv(δ˜, δ˜1)〉∆(γ, δ˜).
De´monstration. On utilise la premie`re formule de 5.11. Le terme ∆0 ne de´pend que de (K
′/K ′#, a′)
et (K ′′/K ′′#, a′′), donc la stabilite´ n’y intervient pas. D’autre part Θ+ψ − Θ−ψ est constante sur
une classe de conjugaison stable par de´finition. Il suffit de traiter le terme γψ(q[Cδ′′ ]). L’assertion
re´sulte imme´diatement de 4.15.
Remarque 5.14. Si F est global, les caracte`res locaux de´finis ci-dessus s’assemblent, par la
the´orie du corps du classes, en un caracte`re
κT : H
1(A/F, T )→ 2
avec la notation de [7] §1.4. Ceci sera utile pour la stabilisation de la formule des traces.
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Conside´rons la question de la normalisation (cf. [26] 4.6). Pour l’instant, supposons que F
est non archime´dien de caracte´ristique re´siduelle p > 2 et ψ est de conducteur oF . Fixons un
re´seau autodual L ⊂W et le sous-groupe hyperspe´cial associe´ K ⊂ G(F ). Fixons aussi un sous-
groupe hyperspe´cial KH de H(F ). Supposons qu’il existe γ ∈ KH , δ ∈ K qui se correspondent
tels que γ, δ sont de re´ductions re´gulie`res. De tels choix existent.
Proposition 5.15 (Normalisation a` la Waldspurger). Pour (γ, δ) comme ci-dessus, on a ∆(γ, δ) =
1.
De´monstration. Il existe une de´composition L = L′⊕L′′ ou` L′ =W ′ ∩L, L′′ =W ′′ ∩L par nos
hypothe`ses. Soient K ′ ⊂ Sp(W ′), K ′′ ⊂ Sp(W ′′) les sous-groupes hyperspe´ciaux associe´s, alors
δ′ ∈ K ′, δ′′ ∈ K ′′ et ils sont de re´ductions re´gulie`res.
Montrons que ∆0(δ
′, δ′′), ∆′(δ′) et ∆′′(δ′′) sont tous 1. C’est clair pour ∆0 ; pour ∆
′ et ∆′′,
on utilise 4.22.
Proposition 5.16 (Syme´trie). Notons ∆n′,n′′ le facteur de transfert associe´ a` la paire (n
′, n′′) et
∆n′′,n′ celui associe´ a` (n
′′, n′). Pour tous γ = (γ′, γ′′) ∈ H(F ) et δ ∈ G(F ) qui se correspondent,
on a
∆n′,n′′((γ
′, γ′′), δ˜) = ∆n′′,n′((γ
′′, γ′),−δ˜) si 8|f
ou` −1 ∈ G˜ est celui de´fini dans 2.9. Plus pre´cise´ment, on a
∆′(n′,n′′)(δ˜
′)∆′′(n′,n′′)(δ˜
′′) = ∆′(n′′,n′)(−δ˜′′)∆′′(n′′,n′)(−δ˜′′), si 8|f ;
∆0,(n′,n′′)(δ
′, δ′′) = ∆0,(n′′,n′)(−δ′′,−δ′), f quelconque.
De´monstration. L’assertion pour ∆′∆′′ re´sulte de 4.9. L’assertion pour ∆0 sera de´montre´e en
7.17.
Enfin, on dispose aussi d’une formule du produit. Supposons F global, ψ : A/F → S1 un
caracte`re non-trivial avec de´composition ψ =
∏
v ψv. On a de´fini un facteur de transfert ∆v
pour toute place v.
Proposition 5.17 (Formule du produit). Soient γ ∈ HG−reg(F ) et δ ∈ G(F ) qui se corres-
pondent. Soit i(δ) = [δ˜v]v, alors :
– pour presque toute place v, on a ∆v(γ, δ˜v) = 1 ;
–
∏
v∆v(γ, δ˜v) = 1.
De´monstration. Dans ce cas-la`, on a une de´composition W = W ′ ⊕W ′′ et des e´le´ments δ′ ∈
Sp(W ′)reg,δ
′′ ∈ Sp(W ′′)reg tels que ι(δ′, δ′′) = δ. Tous ces objets sont de´finis sur F . Vu la formule
du produit pour ∆′,∆′′ (4.28), il reste a` prouver :
– pour presque toute place v, on a ∆0,v(δ
′, δ′′) = 1 ;
–
∏
v∆0,v(δ
′, δ′′) = 1.
Supposons que δ′ ∈ O(K ′/K ′#, a′, c′), δ′′ ∈ O(K ′′/K ′′#, a′′, c′′). Posons d’autre part
α′′ := Pa′(a
′′)(−a′′)−n′ det(1 + a′) ∈ K ′′#×.
La formation de α′′ est compatible a` comple´tion. Il s’agit de montrer que∏
v
sgnK ′′v /K ′′v#
(α′′) = 1
ou` K ′′v est la comple´te´e de K
′′ comme une F -alge`bre e´tale a` involution. C’est une conse´quence
de la the´orie des corps du classes.
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5.4 Descente parabolique
Supposons maintenant que 8|f . Rappelons que les sous-groupes de Le´vi de H sont de la
forme
MH =
∏
i∈I
(GL(n′i)×GL(n′′i ))×H♭ (8)
ou` I est un ensemble fini,H♭ = SO(2m′+1)×SO(2m′′+1) avec (m′,m′′) ∈ Z2≥0, les (n′i, n′′i ) ∈ Z2≥0
sont tels que
∑
i∈I n
′
i +m
′ = n′,
∑
i∈I n
′′
i +m
′′ = n′′. Le plongement de MH dans M est de´fini
par
∏
iGL(n
′
i) × SO(2m′ + 1) →֒ SO(2n′ + 1) et
∏
iGL(n
′′
i ) × SO(2m′′ + 1) →֒ SO(2n′′ + 1).
Posons m = m′ +m′′. On dit qu’un sous-groupe de Le´vi M de G correspond a` (MH ,H) s’il est
de la forme
M =
∏
i∈I
GL(ni)×G♭, (9)
ou` G♭ := Sp(W ♭) avec W ♭ un F -espace symplectique de dimension 2m tel que n′i + n
′′
i = ni
pour tout i ∈ I.
Fixons MH et supposons M associe´ a` (MH ,H). A` l’aide des de´compositions ci-dessus, on
e´crit les e´le´ments de M(F ) comme ((δi)i∈I , δ
♭) et on e´crit les e´le´ments de MH(F ) comme
((γi)i∈I , γ
♭). Notons G˜♭ la fibre de p : G˜ → G(F ) au-dessus de G♭(F ), alors p : G˜♭ → G♭(F )
est le reveˆtement me´taplectique et H♭ est un groupe endoscopique elliptique de G˜♭ de´termine´
par la paire (m′,m′′). Le reveˆtement p se scinde canoniquement sur les composantes GL(ni) par
3.13,2.16 et 4.8, il y a donc un isomorphisme canonique
j :
∏
i
GL(ni)× G˜♭ ∼→ p−1(M(F )).
Pour δ˜ ∈ p−1(δ), notons δ˜♭ ∈ G˜♭ l’e´le´ment tel qu’il existe (δi) avec j((δi), δ˜♭) = δ˜.
Un e´le´ment dans M(F )ss est dit G-re´gulier s’il est re´gulier dans G. On note MG−reg l’ouvert
de Zariski des e´le´ments G-re´guliers. Un e´le´ment γ ∈ MH(F )ss est dit G-re´gulier s’il existe
δ ∈MG−reg(F ) qui lui correspond.
Proposition 5.18 (Descente parabolique du facteur de transfert). Soient MH un sous-groupe
de Le´vi de H et M un sous-groupe de Le´vi de G qui correspond a` (MH ,H). Soient γ ∈MH(F )
et δ ∈ MG−reg(F ) qui se correspondent comme e´le´ments dans H(F ) et G(F ). Alors γ♭ et δ♭ se
correspondent. Notons ∆H,G˜ et ∆H♭,G˜♭ les facteurs de transfert associe´s a` (G,H) et (G
♭,H♭),
alors
∆H,G˜(γ, δ˜) = ∆H♭,G˜♭(γ
♭, δ˜♭)
pour tout δ˜ ∈ p−1(δ). Plus pre´cise´ment, cette proprie´te´ est satisfaite pour tous les deux facteurs
∆′∆′′ et ∆0.
De´monstration. Pour le terme ∆′∆′′, observons que, d’apre`s 4.25, 3.13 et 4.7, on a
Θψ(j((δi), δ˜
♭)) = Θψ(δ˜
♭)
ou` le terme a` gauche est de´fini par rapport a` G˜♭. Par 5.11, on voit que
∆′(δ˜′)∆′′(δ˜′′) =
Θψ(δ˜
♭)
|Θψ(δ˜♭)|
γψ(q[Cδ′′ ]).
Or les classes de conjugaison des composantes δi donnent des formes hyperboliques comme
facteurs directs de q[Cδ′′ ], qui n’affectent pas γψ(q[Cδ′′ ]). On obtient la descente du facteur
∆′∆′′ en appliquant 5.11 encore une fois.
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Pour le terme ∆0, observons que O(δ) est parame´tre´ par une donne´e
(K/K#, a, c) =
⊕
i
(Ki/K
#
i , ai, ci)⊕ (E/E#, α, γ)
ou` O(δ♭) = O(E/E#, α, γ) et Ki ≃ K#i × K#i pour tout i. Les donne´es ont de plus les
de´compositions Ki/K
#
i = K
′
i/K
′
i
# ⊕K ′′i /K ′′i #, etc.
Il s’agit de de´montrer que l’on peut enlever (K ′i/K
′
i
#, a′i, c
′
i) et (K
′′
i /K
′′
i
#, a′′i , c
′′
i ) dans la
de´finition de ∆0. C’est clair pour (K
′′
i /K
′′
i
#, a′′i , c
′′
i ) car le caracte`re sgnK ′′/K ′′#(·) se factorise
par K#× → E#×. Pour (K ′i/K ′i#, a′i, c′i), observons que la syme´trie 7.17 pour ∆0 e´change les
roˆles de δ′ et δ′′ quitte a` les multiplier par −1. Un argument de va-et-vient permet de se ramener
au cas pre´ce´dent.
5.5 E´nonce´s du transfert et du lemme fondamental
Dans cette section, F est un corps local.
Inte´grales orbitales Soit M un F -groupe re´ductif connexe et soit m ∈Mreg(F ). Posons
DM (m) := det(1−Ad (m)|m/mm).
Soit f ∈ C∞c (M(F )). Fixons des mesures de Haar sur M(F ) et Mm(F ). L’inte´grale orbitale
de f en m est de´finie comme suit
JM (m, f) := |DM (m)|1/2 ·
∫
Mm(F )\M(F )
f(x−1mx) dx˙.
Si m ∈M(F ) est fortement re´gulier, l’inte´grale orbitale stable est de´finie comme
J stM (m, f) :=
∑
m1
JM (m1, f)
ou` m1 parcourt des repre´sentants de Ost(m)/conj.
Les meˆmes de´finitions s’adaptent a` l’alge`bre de Lie. Soit X ∈ mreg(F ). Posons
DM (X) := det(ad (X)|m/mX ).
Soit f ∈ C∞c (m(F )). Fixons les mesures comme pre´ce´demment et de´finissons
JM (X, f) := |DM (X)|1/2 ·
∫
Mm(F )\M(F )
f(x−1Xx) dx˙, (10)
J stM (X, f) :=
∑
X1
JM (X1, f) (11)
ou` X1 parcourt des repre´sentants de Ost(X)/conj.
On conside`re aussi les inte´grales orbitales sur un reveˆtement. Soit p : M˜ → M(F ) un
reveˆtement d’un F -groupe re´ductif connexe satisfaisant a` la condition simplificatrice suivante.
Hypothe`se 5.19. On suppose que x˜, y˜ ∈ M˜ commutent si x, y ∈M(F ) commutent.
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De´finissons les sous-ensembles M˜reg et M˜ss comme les images re´ciproques de leurs avatars
sur M(F ). Fixons les mesures comme pre´ce´demment et de´finissons
JM˜ (m˜, f) := |DM (m)|1/2
∫
Mm(F )\M(F )
f(x˜−1m˜x˜) dx˙ (12)
ou` x˜ est une image re´ciproque quelconque de x. Si F est archime´dien, alors on peut de´finir les
inte´grales orbitales d’une fonction f dans l’espace de Schwartz S(M(F )) ou S(M˜ ).
Revenons au cas du groupe me´taplectique pour lequel l’hypothe`se 5.19 est satisfaite. Soient
γ ∈ HG−reg(F ), f ∈ C∞c, (G˜). De´finissons l’inte´grale orbitale endoscopique par
JH,G˜(γ, f) :=
∑
δ
∆(γ, δ˜)JG˜(δ˜, f)
ou` :
– les δ parcourent les repre´sentants des classes de conjugaison dans G(F ) qui se corres-
pondent a` γ ;
– δ˜ ∈ G˜ est une image re´ciproque quelconque de δ, le choix n’affecte pas la de´finition car ∆
est spe´cifique (5.12) et f est anti-spe´cifique.
Si F est archime´dien, on peut aussi de´finir JH,G˜(·, f) pour f ∈ S (G˜).
La conjecture de transfert Soient γ ∈ HG−reg(F ) et δ ∈ Greg(F ) qui se correspondent.
D’apre`s la description des commutants via parame`tres dans §3.3, on a un isomorphisme entre
F -tores Hγ
∼→ Gδ . On en de´duit une correspondance entre les mesures de Haar sur Hγ(F ) et
Gδ(F ).
Le re´sultat que nous e´tablirons est le suivant.
The´ore`me 5.20 (Transfert d’inte´grales orbitales). Fixons des mesures de Haar sur G(F ) et
H(F ). Soit f ∈ C∞c, (G˜), alors il existe fH ∈ C∞c (H(F )) tel que
JH,G˜(γ, f) = J
st(γ, fH)
pour tout γ ∈ HG−reg(F ), ou` on utilise les mesures de Haar qui se correspondent sur les com-
mutants. On dit que fH est un transfert de f .
Si F est archime´dien et f ∈ S (G˜), alors on peut prendre fH ∈ S(H(F )) satisfaisant a`
l’e´galite´ ci-dessus.
La fonction fH n’est pas unique, mais ses inte´grales orbitales stables sont caracte´rise´es par
f .
Le cas non ramifie´ : le lemme fondamental pour les unite´s de l’alge`bre de Hecke
Hypothe`se 5.21. On fait les hypothe`ses ci-dessous.
– F est non archime´dien de caracte´ristique re´siduelle p > 2 et |oF /pF | > 3.
– p est assez grand par rapport a` n. Une minoration possible de p est celle dans [26] 4.4,
applique´e aux groupes G et H.
– ψ est de conducteur oF .
De´finition 5.22. Soit M un F -groupe re´ductif non ramifie´. On dit qu’une mesure de Haar sur
M(F ) est non ramifie´e si mes(K) = 1 pour tout sous-groupe hyperspe´cial K de M .
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Remarquons que les sous-groupes hyperspe´ciaux sont conjugue´s par Mad(F ), et la conjugai-
son pre´serve les mesures de Haar, il suffit donc de conside´rer un choix de K.
Prenons un re´seau autodual L ⊂W et notons K = StabG(L) le sous-groupe hyperspe´cial de
G(F ) associe´. Fixons aussi un sous-groupe hyperspe´cial KH de H(F ). Le lemme fondamental
pour les unite´s concerne le transfert de la fonction anti-spe´cifique
fK(x˜) =
{
ε
−1, si x˜ ∈ εK, ε ∈ Ker (p),
0, si x˜ /∈ p−1(K).
The´ore`me 5.23 (Le lemme fondamental pour les unite´s de l’alge`bre de Hecke sphe´rique an-
ti-spe´cifique). Soit KH un sous-groupe hyperspe´cial H(F ), alors 1KH est un transfert de fK si
l’on utilise les mesures non ramifie´es sur G(F ) et H(F ).
La de´monstration occupera les sections suivantes. Nous obtiendrons aussi des re´sultats plus
forts sur le transfert pour le cas archime´dien.
Remarques sur le choix de reveˆtements Les seuls re´sultats qui fait intervenir l’hypothe`se
8|f sont les suivants :
– la syme´trie pour ∆′∆′′ (5.16), qui fait intervenir l’e´le´ment −1 ∈ G˜ ;
– la descente parabolique §5.4.
En particulier, on peut formuler la conjecture de transfert et le lemme fondamental pour
chaque choix de f . Montrons qu’elles sont e´quivalentes. Soient f , f ′ ∈ 2Z≥1 et supposons que
f |f ′. Posons G˜′ := S˜p(f
′)
(W ), G˜ := S˜p
(f)
(W ). Alors G˜ →֒ G˜′. Le re´sultat suivant de´coule
imme´diatement.
Lemme 5.24. Soient f ′ ∈ C∞c, (G˜′) et f ∈ C∞c, (G˜) sa restriction. Pour tout δ˜ ∈ G˜, on a
JG˜′(δ˜, f
′) = JG˜(δ˜, f),
ou` on utilise les meˆmes mesures de Haar sur G(F ) et Gδ(F ).
Proposition 5.25. Les e´nonce´s de transfert (cf. 5.20) pour G˜ et G˜′ sont e´quivalents.
Dans le cas non ramifie´, les e´nonce´s du lemme fondamental pour les unite´s (cf. 5.23) pour
G˜ et G˜′ sont e´quivalents.
De´monstration. Soient f ′, f comme ci-dessus. Dans la de´finition de l’inte´grale orbitale endosco-
pique JH,G˜′(γ, f
′), on peut choisir les δ˜ dans G˜. Vu la compatibilite´ de la notion de stabilite´
(par 5.8) et du facteur de transfert (par sa spe´cificite´) par rapport a` restriction, on de´duit par
ledit lemme que
JH,G˜′(γ, f
′) = JH,G˜(γ, f).
Le cas des fonctions de Schwartz dans le cas re´el est analogue.
6 Transfert : le cas archime´dien
Les re´sultats ici sont valables pour le transfert des fonctions a` support compact ainsi que
les fonctions de Schwartz. Nous traitons principalement le premier cas et nous signalerons a` la
fin les modifications ne´cessaires pour les fonctions de Schwartz (6.9).
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Puisque la restriction des scalaires ne s’applique pas au groupe me´taplectique, il faut traiter
le cas complexe se´pare´ment. Pour la plupart, nous nous occupons du cas F = R ; le cas F = C
est beaucoup plus simple. Nous rajouterons quelques remarques a` la fin.
D’apre`s 5.25, il suffit d’e´tablir le transfert pour f = 8. Notons S˜p(W ) := S˜p
(8)
(W ) pour tout
F -espace symplectique W .
6.1 L’endoscopie chez Renard
Posons F = R et n′ + n′′ = n. Soient W un F -espace symplectique de dimension 2n et
W = W ′ ⊕W ′′, dimW ′ = 2n′, dimW ′′ = 2n′′. A` la paire (n′, n′′) et a` un F -tore maximal T
dans G est associe´ l’objet κ dans 5.13.
Afin de re´concilier avec le formalisme de [18], posons
G := Sp(W ),
G˜ := S˜p(W ),
G⋄ := Sp(W ′)× Sp(W ′′),
G˜⋄ := S˜p(W ′)× S˜p(W ′′),
p⋄ : G˜⋄ → G⋄,
ι : G⋄ →֒ G,
j : G˜⋄ → G˜.
Dans [18], Renard travaille avec les reveˆtements a` deux feuillets et il conside`re le groupe
Im (j) au lieu de G˜⋄. Mais peu importe.
De´finition 6.1. On dit qu’une fonction f ∈ C∞c (G˜⋄) est spe´cifique (resp. anti-spe´cifique) si
f est spe´cifique (resp. anti-spe´cifique) en les deux coordonne´es. L’espace de telles fonctions est
note´ par C∞c,−(G˜
⋄) (resp. C∞c, (G˜
⋄)).
On dit qu’un e´le´ment (δ′, δ′′) ∈ G⋄ est G-re´gulier si ι(δ′, δ′′) est semi-simple re´gulier. L’en-
semble des e´le´ments G-re´guliers est note´ G⋄G−reg, et son image re´ciproque G˜
⋄
G−reg.
Nous utiliserons syste´matiquement l’application
τ :G˜⋄ → G˜⋄
(x˜′, x˜′′) 7→ (x˜′,−x˜′′),
ou` x˜′′ 7→ −x˜′′ est l’ope´ration de´finie par 2.9. On a τ2 = id.
Conservons les conventions de [18] pour les mesures et les inte´grales orbitales. Identifions
donc une inte´grale orbitale sur G˜ a` une certaine fonction invariante φ ∈ C∞(G˜reg) ; la meˆme
convention s’applique a` G˜⋄. Dans ce qui suit, nous ne conside´rons que les fonctions anti-
spe´cifiques.
De´finition 6.2. On dit qu’une fonction φ ∈ C∞(G˜reg) est une inte´grale orbitale anti-spe´cifique
s’il existe f ∈ C∞c, (G˜) telle que φ = JG˜(·, f). L’espace des inte´grales orbitales anti-spe´cifiques
est note´e I (G˜). De meˆme, de´finissons l’espace I (G˜⋄).
En utilisant la notion de stabilite´ introduite en §5.2, qui co¨ıncide avec celle de [18], nous
de´finissons les espaces d’inte´grales orbitales stables anti-spe´cifiques :
Ist(G˜),Ist(G˜⋄).
On dit qu’une fonction φ ∈ C∞(G˜reg) est une inte´grale κ-orbitale anti-spe´cifique si τ∗φ est
une inte´grale orbitale stable anti-spe´cifique. L’espace des inte´grales κ-orbitales anti-spe´cifiques
est note´ Iκ, (G˜⋄).
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Notre de´finition des inte´grales κ-orbitales co¨ıncide avec celle de Renard d’apre`s [18] §3
p.1226. L’espace Iκ, (G˜⋄) est une limite inductive d’espaces de Fre´chet.
La de´monstration du transfert archime´dien repose sur trois ingre´dients : le transfert de G˜
vers G˜⋄, le transfert de G˜⋄ vers le groupe endoscopique H, et la comparaison des facteurs de
transfert. La comparaison sera fait dans la sous-section suivante ; les deux the´ore`mes de transfert
se trouvent dans [17] et [18], mais il faut les mettre sous une forme convenable.
The´ore`me 6.3 (cf. [18] 4.7). On sait de´finir un facteur de transfert
∆R : G
⋄
G−reg → 2
de sorte qu’il existe une application line´aire continue
Trans :I (G˜)→ Iκ, (G˜⋄)
φ 7→ φ⋄
de´finie de la fac¸on suivante : φ⋄ est de´termine´e sur le sous-ensemble dense G˜⋄G−reg par
δ˜0 := j(δ˜
′, δ˜′′),
φ⋄(δ˜′, δ˜′′) = ∆R(δ
′, δ′′)
∑
δ˜∈Ost(δ˜0)/conj
〈κ, inv(δ, δ0)〉φ(δ˜).
Observons en passant que j identifie Ost(δ˜′)/conj ×Ost(δ˜′′)/conj a` Ost(δ˜0)/conj.
Nous donnerons une expression explicite de ∆R dans la section suivante.
De´monstration. Dans [18], ce the´ore`me est e´nonce´ pour les reveˆtements a` deux feuillets, le
groupe Im (j) au lieu de G˜⋄ et les inte´grales orbitales spe´cifiques. Notre e´nonce´ s’obtient en
trois e´tapes.
– Le the´ore`me [18] 4.7 est valide si l’on remplace Im (j) par G˜⋄. Ceci est clair.
– Il reste valide pour les inte´grales orbitales anti-spe´cifiques ; ceci est trivial car les objets
spe´cifiques et anti-spe´cifiques co¨ıncident pour les reveˆtements a` deux feuillets.
– Finalement, on e´tend le the´ore`me [18] 4.7 a` tout reveˆtement de G(F ). Cela se fait comme
dans 5.25.
The´ore`me 6.4 (cf. [17] 6.7). Posons H := SO(2n′ + 1) × SO(2n′′ + 1), alors on peut de´finir
une application line´aire
T : Ist(G˜⋄) −→ Ist(H(F ))
caracte´rise´e par
T (φ)(γ′, γ′′) = ∆′(δ˜′)∆′(δ˜′′)φ(δ˜′, δ˜′′)
ou` γ′ et δ′ ∈ S˜p(W ′)reg se correspondent par rapport a` la donne´e endoscopique (S˜p(W ′),SO(2n′+
1)×{1}), γ′′ et δ′′ ∈ S˜p(W ′′)reg se correspondent par rapport a` (S˜p(W ′′),SO(2n′′+1)×{1}), et
∆′ :=
Θ+ψ −Θ−ψ
|Θ+ψ −Θ−ψ |
.
De´monstration. Cet e´nonce´ est pour l’essentiel celui de Renard. L’e´nonce´ dans [17] ne concerne
que le cas n′′ = 0, mais on l’e´tend sans difficulte´ aux produits directs. On proce`de comme dans
la de´monstration de 6.3 et obtient la version e´nonce´e ci-dessus.
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6.2 Comparaison de facteurs de transfert
Les tores maximaux dans G sont isomorphes a` des tores “standards” de la forme
Tm,r,s := (C×)m × (S1)r × (R×)s,
2m+ r + s = n.
Cela de´crit tous les tores maximaux dans G a` conjugaison stable pre`s.
On utilise les coordonne´es z = (zi)
m
i=1, w = (wj)
r
j=1, a = (ak)
s
k=1 pour T
m,r,s. Soient zˆi, wˆj , aˆk
les caracte`res correspondants.
Proposition 6.5. Soit (δ′, δ′′) ∈ G⋄ qui est G-re´gulier. Supposons que le tore maximal T ′×T ′′
contenant (δ′, δ′′) est de la forme Tm
′,r′,s′×Tm′′,r′′,s′′. On parame`tre (δ′, δ′′) par ses coordonne´es
(z′, w′, a′, z′′, w′′, a′′). Alors
∆R(δ
′, δ′′) =
∏
j′,j′′
sgn(Re(w′j′)− Re(w′′j′′)).
De´monstration. C’est essentiellement [18] (4.8) et les discussions qui suivent.
Corollaire 6.6. Le facteur ∆R est constant sur une classe de conjugaison stable.
Proposition 6.7. On a ∆0 = ∆R.
De´monstration. Tous les deux facteurs ∆R et ∆0 satisfont a` la descente parabolique 5.18. Il
suffit donc de les comparer sur tores de la forme Tm
′,r′,0 × Tm′′,r′′,0. Soient (K ′/K ′#, b′, c′) et
(K ′′/K ′′#, b′′, c′′) les parame`tres de O(δ′) et O(δ′′), respectivement.
Calculons d’abord le polynoˆme Pb′(T )(−T )−n′ . On a
Pb′(T )(−T )−n′ =
∏
i
(T − z′i)(T − z′i−1)(T − z′i)(T − z′i
−1
)
(−T )2 ·
·
∏
j
T 2 − 2Re(w′j) + 1
−T
=
∏
i
((T + T−1)− (zi + z−1i ))((T + T−1)− (z′i + z′i−1))·
·
∏
j
(2Re(w′j)− (T + T−1)).
Les termes dans le produit sur i sont non ne´gatifs si T est remplace´ par un e´le´ment dans
S1. D’autre part,
det(1 + δ′) =
∏
i
(1 + z′i)(1 + z
′
i
−1
)(1 + z′i)(1 + z
′
i
−1
)·
·
∏
j
(1 + w′j)(1 + w
′
j),
qui est un re´el positif, d’ou`
sgn(Pb′(w
′′
j′′)(−w′′j′′)−n
′
det(1 + δ′)) =
∏
j′
sgn(Re(w′j′)− Re(w′′j′′)).
On conclut en le comparant avec 6.5.
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Conservons maintenant les notations de §5.1.
The´ore`me 6.8. Soit f ∈ C∞c, (G˜), alors il existe fH ∈ C∞c (H(F )) telle que pour tout γ =
(γ′, γ′′) ∈ HG−reg(F ),
JstH(γ, f
H) =
∑
δ
∆(ǫ, δ˜)JG˜(δ˜, f)
ou` la somme parcourt les classes de conjugaison des δ ∈ G(F ) qui correspondent a` γ et δ˜ ∈ G˜
est une image re´ciproque quelconque de δ.
De plus, l’application line´aire φ 7→ φH de I (G˜) dans Ist(H(F )) induite par f 7→ fH est
continue.
De´monstration. Fixons δ˜0 tel que δ0 et γ se correspondent. Prenons (δ˜
′
0, δ˜
′′
0 ) ∈ G˜⋄ comme dans
§5.3, alors j(δ˜′0, δ˜′′0 ) = δ˜0. On peut supposer que les δ˜ dans la somme parcourent Ost(δ˜0)/conj.
Posons φ := JG˜(·, f) ∈ I (G˜). D’apre`s 5.13, le terme a` droite vaut
∆′(δ˜′0)∆
′′(δ˜′′0 )∆0(δ
′
0, δ
′′
0 )
∑
δ˜
〈κ, inv(δ0, δ)〉φ(δ˜).
Or 6.7 et 6.3 entraˆınent qu’il est e´gal a`
∆′(δ˜′0)∆
′′(δ˜′′0 )φ
⋄(δ˜′0, δ˜
′′
0 ),
ou
∆′(δ˜′0)∆
′(−δ˜′′0 ) · (τ∗φ⋄)(δ˜′0,−δ˜′′0 ).
Maintenant, δ′0 correspond a` γ
′ pour la donne´e endoscopique (S˜p(W ′),SO(2n′ + 1) × {1})
et −δ′′0 correspond a` γ′′ pour (S˜p(W ′′),SO(2n′′ + 1) × {1}). D’autre part τ∗φ⋄ ∈ Ist(G˜⋄). En
appliquant 6.4, on voit que la fonction φH ∈ C∞(HG−reg(F )) de´finie par
γ 7−→ ∆′(δ˜′0)∆′(−δ˜′′0 ) · (τ∗φ⋄)(δ˜′0,−δ˜′′0 )
appartient a` Ist(H(F )). Ceci de´montre l’existence de fH . L’application Trans de 6.3 et l’appli-
cation T de 6.4 sont continues, d’ou` l’assertion sur la continuite´.
Ce the´ore`me e´tablit le transfert 5.20 pour F = R et pour les fonctions a` support compacts.
Remarque 6.9. On peut de´montrer une variante du the´ore`me ci-dessus ou` f ∈ S (G˜) et
fH ∈ S(H). Il faut adapter nos arguments, ainsi que ceux de [17, 18], aux inte´grales orbitales de
fonctions de Schwartz. Des re´sultats de Harish-Chandra et Shelstad permettent de caracte´riser
ces espaces. Par exemple, les conditions les plus subtiles (Ist2 ), (I
κ
3 ) dans [18] ne changent pas
pour les fonctions de Schwartz, donc les meˆmes arguments marchent toujours.
Remarque 6.10. C’est aussi possible d’e´tablir le transfert par la descente parabolique et la
descente semi-simple, qui sera e´tablie dans la section suivante. Il suffit de reprendre les arguments
de [21] et utiliser la caracte´risation des inte´grales orbitales e´nonce´e dans [18].
6.3 Le cas complexe
Supposons maintenant que F = C. On confond les C-groupes et leurs points complexes.
Dans ce cas :
– G˜ = f×G, et ∆(γ, (t, δ)) = t pour tout t ∈ f et tous γ ∈ H, δ ∈ G qui se correspondent ;
– on peut identifier C∞c, (G˜) a` C
∞
c (G) via f 7→ f(1, ·) ;
– la conjugaison se confond avec la conjugaison ge´ome´trique ;
52
– les tores maximaux sont conjugue´s ;
– les inte´grales orbitales stables se confondent avec les inte´grales orbitales.
On peut toujours de´finir les espaces vectoriels topologiques d’inte´grales orbitales I(G) et
I(H).
L’existence de transfert est e´quivalente a`
The´ore`me 6.11. Soit f ∈ C∞c (G), alors il existe fH ∈ C∞c (H) telle que pour tout γ =
(γ′, γ′′) ∈ HG−reg,
JH(γ, f
H) = JG(δ, f)
pour tout δ qui correspond a` γ.
De plus, l’application line´aire φ 7→ φH de I(G) dans I(H) induite par f 7→ fH est continue.
Esquisse d’une de´monstration. La caracte´risation des inte´grales orbitales se simplifie e´norme´ment
pour les groupes complexes : il n’y a plus de “conditions de sauts” (eg. les conditions Ist2 et
Iκ3 pour le groupe me´taplectique re´el). En effet, les singularite´s e´ventuelles sont associe´es aux
racines ; localement elles forment des murs de codimension re´elle 2. D’apre`s un principe de
Harish-Chandra, on peut outrepasser ces murs.
Fixons des tores maximaux S ⊂ H et T ⊂ G. On sait qu’il existe un isomorphisme S ∼→ T ,
e´quivariant par rapport au homomorphisme des groupes de Weyl WH → WG. Les classes de
conjugaison semi-simples dans G (resp. H) sont parame´tre´es par T/WG (resp. S/WH). Le
transfert en de´coule imme´diatement en appliquant la caracte´risation des inte´grales orbitales
mentionne´e pre´ce´demment.
Remarque 6.12. Comme le cas re´el, il y a aussi une variante de ce the´ore`me pour les fonctions
de Schwartz.
7 Descente semi-simple du facteur de transfert
Fixons f tel que 8|f . Les reveˆtements me´taplectiques dans cette section de´signent les reveˆtements
a` f feuillets.
7.1 Le formalisme de descente
Fixons F un corps local, (W, 〈·|·〉) un F -espace symplectique de dimension 2n, (n′, n′′) ∈ Z2≥0
tel que n′ + n′′ = n. On en de´duit les objets suivants.
G˜ := S˜p(W ),
G := Sp(W ),
H ′ := SO(2n′ + 1) de´ploye´,
H ′′ := SO(2n′′ + 1) de´ploye´,
H := H ′ ×H ′′.
Fixons ǫ = (ǫ′, ǫ′′) ∈ H(F )ss et η˜ ∈ G˜ tels que η ∈ G(F )ss et ǫ se correspondent. Pour
simplifier la vie, supposons aussi que η˜ = ±1 lorsque η = ±1 (ou` −1 ∈ G˜ est celui de´fini dans
2.9). E´crivons les parame`tres de leurs classes de conjugaison comme
η ∈ O(K/K#, v, (WK , hK), (W±, 〈·|·〉±)),
ǫ′ ∈ O(K ′/K ′#, v′, (V ′K , h′K), (V ′±, q′±)),
ǫ′′ ∈ O(K ′′/K ′′#, v′′, (V ′′K , h′′K), (V ′′± , q′′±));
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ou` hK est anti-hermitienne et h
′
K , h
′′
K sont hermitiennes.
La correspondance de classes exige que
(K/K#, v) = (K ′/K ′#, v′)⊕ (K ′′/K ′′#,−v′′),
WK ≃ V ′K ′ ⊕ V ′′K ′′ comme K −modules,
dimF W+ + 1 = dimF V
′
+ + dimF V
′′
−,
dimF W− + 1 = dimF V
′
− + dimF V
′′
+.
On de´compose K en produit de F -alge`bres a` involution L pour lesquelles L# sont des corps.
Si l’on pose u := v|L alors L = F (u). Adoptons la convention d’indexer l’ensemble des paires
(L, u) par u. Idem pour K ′,K ′′. Alors
(K/K#, · · · ) =
⊕
u
(L/L#, u, (Wu, hu))⊕ (W+, 〈·|·〉+)⊕ (W−, 〈·|·〉−),
(K ′/K ′#, · · · ) =
⊕
u
)(L/L#, u, (V ′u, h
′
u))⊕ (V ′+, q′+)⊕ (V ′−, q′−),
(K ′′/K ′′#, · · · ) =
⊕
u
(L/L#,−u, (V ′′u , h′′u))⊕ (V ′′+ , q′′+)⊕ (V ′′− , q′′−);
ou`
– on permet que pour tout u, au plus l’un de V ′u et V
′′
u est trivial ;
– les paires (L, u) sont deux a` deux ine´quivalentes ;
– pour tout u, Wu ≃ V ′u ⊕ V ′′u comme L-modules.
D’apre`s §3.3,
Gη =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′ǫ′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′ǫ′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
Hǫ = H
′
ǫ′ ×H ′′ǫ′′ .
On note abusivement la restriction de η sur U(Wu, hu) par u, celle de ǫ
′ sur U(V ′u, h
′
u) par
u′ et celle de −ǫ′′ sur U(V ′′u , h′′u) par u′′.
Rappelons que U(Wu, hu) ≃ GLL#(12 dimL# Wu) si L ≃ L# × L#. On a des immersions
canoniques
U(Wu, hu) →֒ Sp(Wu, 〈·|·〉u)
U(V ′u, h
′
u) →֒ SO(V ′u, (tr L/L#)∗h′u)
U(V ′′u , h
′′
u) →֒ SO(V ′′u , (tr L/L#)∗h′′u)
ou` 〈·|·〉u := (tr L/L#)∗hu).
Lemme 7.1. Si Hǫ est quasi-de´ploye´, alors SO(V
′
+, q
′
+) et SO(V
′′
+ , q
′′
+) sont de´ploye´s.
De´monstration. Si Hǫ est quasi-de´ploye´, d’apre`s la description des commutants dans §3.3 on
de´duit que SO(V ′+, q
′
+) et SO(V
′′
+ , q
′′
+) sont aussi quasi-de´ploye´s. Or un groupe orthogonal impair
quasi-de´ploye´ est force´ment de´ploye´.
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Soient
X = ((Xu)u,X+,X−) ∈ gη(F ),
Y ′ = ((Y ′u)u, Y
′
+, Y
′
−) ∈ h′ǫ′(F ),
Y ′′ = ((Y ′′u )u, Y
′′
+ , Y
′′
−) ∈ h′′ǫ′′(F )
Y = (Y ′, Y ′′) ∈ hǫ(F ).
Hypothe`se 7.2. On suppose X,Y semi-simples re´guliers et assez petits.
Supposons de plus que δ := exp(X)η et γ := exp(Y )ǫ se correspondent.
De´finition 7.3. Soient m1,m2 des alge`bres de Lie de produits de restrictions des scalaires de
groupes classiques. On dit que deux e´le´ments Zi ∈ mi (i = 1, 2) semi-simples assez re´guliers
sont en correspondance par valeurs propres s’ils admettent des parame`tres de la forme
Zi ∈ O(K/K#, a, ci)
pour ci ∈ K× convenables (i = 1, 2). On note cette relation par
Z1
VP←→ Z2.
Lemme 7.4. Avec ces hypothe`ses, on a
∀u, Xu VP←→ (Y ′u, Y ′′u ), ,
X+
VP←→ (Y ′+, Y ′′−),
X−
VP←→ (Y ′−, Y ′′+).
De´monstration. Si X,Y sont assez petits, on peut e´carter les valeurs propres provenant de u
diffe´rents. Cela permet de conclure.
La correspondance ci-dessus fournit aussi des de´compositions orthogonales Wu =W
′
u ⊕W ′′u
pour tout u et W± =W
′
±⊕W ′′± selon les valeurs propres. Les e´le´ments Xu,X± se de´composent
ainsi en
∀u, Xu = (X ′u,X ′′u),
X+ = (X
′
+,X
′′
+),
X− = (X
′
−,X
′′
−),
tels que
∀u, X ′u VP←→ Y ′u, X ′′u VP←→ Y ′′u ,
X ′+
VP←→ Y ′+, X ′′+ VP←→ Y ′′− ,
X ′−
VP←→ Y ′−, X ′′− VP←→ Y ′′+ .
Enfin, posons
δ˜ := exp(X)η˜.
Pour tout u, prenons u˜ ∈ S˜p(Wu) au-dessus de u tel que l’image de ((u˜)u, 1,−1) par l’ho-
momorphisme ∏
u
S˜p(Wu)× S˜p(W+)× S˜p(W−)→ S˜p(W )
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est η˜. C’est possible graˆce a` l’hypothe`se que η˜ = ±1 lorsque η = ±1. Ensuite, prenons (u˜′, u˜′′) ∈
S˜p(W ′u) × S˜p(W ′′u ) qui s’envoie sur u˜ ∈ S˜p(Wu). Posons η˜′ (resp. η˜′′) l’image de ((u˜′)u, 1,−1)
(resp. ((u˜′′)u, 1,−1)) par ∏
u
S˜p(W ′u)× S˜p(W ′+)× S˜p(W ′−)→ S˜p(W ′)
(resp.
∏
u
S˜p(W ′′u )× S˜p(W ′′+)× S˜p(W ′′−)→ S˜p(W ′′)).
De´crivons le comportement du facteur de transfert ∆ = ∆0∆
′∆′′.
Proposition 7.5. Par rapport a` ces de´compositions, le facteur ∆′ satisfait a`
∆′(exp(X ′)η˜′) =
∏
u
∆′(exp(X ′u)u˜
′) ·∆′(exp(X ′+))∆′(− exp(X ′−)).
De meˆme,
∆′′(exp(X ′′)η˜′′) =
∏
u
∆′′(exp(X ′′u)u˜
′′) ·∆′′(exp(X ′′+))∆′′(− exp(X ′′−)).
Le produit ∆′∆′′ ne de´pend pas de choix de η˜′, η˜′′ et u˜′, u˜′′
Il est sous-entendu que les termes ∆′, ∆′′ a` droite sont pris par rapport a` des espaces
symplectiques convenables (eg. W ′u,W
′′
u etc.)
De´monstration. Cela re´sulte de 4.25.
Autrement dit, ∆′∆′′ est “additif” par rapport aux sommes directes de parame`tres. Le
comportement du terme ∆0 est plus pe´nible a` e´crire : il est “bi-additif”.
Proposition 7.6. Le facteur ∆0(exp(X
′)η′, exp(X ′′)η′′) est produit des termes suivants
∆0(exp(X
′
+), exp(X
′′
+)),
∆0(− exp(X ′−),− exp(X ′′−)),∏
u
∆0(exp(X
′
u)u, exp(X
′′
u)u),∏
u′ 6=u′′
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′),
∏
u
∆0(exp(X
′
u)u, exp(X
′′
+)),∏
u
∆0(exp(X
′
u)u,− exp(X ′′−)),∏
u
∆0(exp(X
′
+), exp(X
′′
u)u),∏
u
∆0(− exp(X ′−), exp(X ′′u)u),
∆0(exp(X
′
+),− exp(X ′′−)),
∆0(− exp(X ′−), exp(X ′′+)).
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De´monstration. D’une part, le caracte`re sgnK ′′/K ′′#(·) est additif par rapport aux sommes di-
rectes des parame`tres K ′′/K ′′#. D’autre part, si K ′′/K ′′# est fixe´, alors
Pa′(a
′′)(−a′′)−n′ et det(δ′ + 1)
sont tous additifs par rapport aux sommes directes de parame`tres (K ′/K ′#, a′). D’ou` l’assertion.
On de´montrera que seuls les trois premiers termes survivent apre`s descente.
7.2 Le cas non ramifie´
Afin d’e´tablir le lemme fondamental, on aura besoin de conside´rer la version non ramifie´e de
la descente. Nous conservons la plupart du formalisme pre´ce´dent et pre´cisons les modifications
ci-dessous.
Conservons l’hypothe`se 5.21 ; en particulier, F est un corps local non archime´dien de ca-
racte´ristique re´siduelle p > 2. Fixons un re´seau autodual L ⊂ W . Soit K = StabG(L) le
sous-groupe hyperspe´cial de G(F ) associe´. Cela permet d’identifier K comme un sous-groupe
de G˜.
Hypothe`se 7.7. Supposons que
– η et ǫ sont d’ordres finis premiers a` p ;
– δ, γ sont des e´le´ments compacts avec de´compositions de Jordan topologiques
δ = exp(X)η,
γ = exp(Y )ǫ,
X, Y : topologiquement nilpotents ;
– δ, γ se correspondent ;
– η ∈ K, η = η˜ ;
– Hǫ est non ramifie´.
Dans ce cas, c’est loisible de supposer que (V ′±, q
′
±), (V
′′
± , q
′′
±), (V
′
u, h
′
u), (V
′′
u , h
′′
u), (Wu, hu)
admettent des re´seaux autoduaux ([26] 5.3). La nilpotence topologique de X,Y dans le cas non
ramifie´ remplace la condition pre´ce´dente que X,Y soient assez petits.
On de´compose Gη et Hǫ comme dans la section pre´ce´dente. Les e´le´ments u sont d’ordre fini
premier a` p. En particulier, L est une extension non ramifie´e ; lorsque L ≃ L#×L#, cela signifie
que L est une extension non ramifie´e.
Lemme 7.8. Avec ces hypothe`ses, on a
∀u, Xu VP←→ (Y ′u, Y ′′u ),
X+
VP←→ (Y ′+, Y ′′−),
X−
VP←→ (Y ′−, Y ′′+).
De´monstration. Cela re´sulte de l’unicite´ de la de´composition de Jordan topologique.
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7.3 E´nonce´ de re´sultats
Sauf mention expresse du contraire, F est un corps local de caracte´ristique nulle. Conservons
aussi les formalismes pre´ce´dents.
Pour simplifier la vie, introduisons des conventions.
Notation 7.9. On dit qu’une expression est une bonne constante si
– elle ne de´pend que de Ost(ǫ) et O(η˜) ;
– elle vaut 1 dans le cas non ramifie´.
Soient a, b deux e´le´ments inversibles dans une F -alge`bre e´tale K. On dit que a ≈ b si
sup
σ∈HomF−alg(K,F¯ )
∣∣∣σ (a
b
)
− 1
∣∣∣
F¯
est assez petit,
ou` | · |F¯ est l’unique valeur absolue sur F¯ qui prolonge | · |F . La borne exacte de´pendra du
contexte.
Dans le cas non ramifie´, on dit que a ≈ b si ab est topologiquement unipotent.
The´ore`me 7.10. Posons
∆♭(Y,X) := ∆(exp(Y )ǫ, exp(X)η˜),
alors il existe une bonne constante c telle que
∆♭(Y,X) = c
∏
u
∆u((Y
′
u, Y
′′
u ),Xu)·
·∆+((Y ′+, Y ′′−),X+) ·∆−((Y ′−, Y ′′+),X−).
Les termes ∆u,∆± sont de´finis de la fac¸on suivante. Avec la convention • ∈ {+,−, u}, sup-
posons que X• ∈ O(K/K#, a, c) et (K ′/K ′#, a′, c′) ⊕ (K ′′/K ′′#, a′′, c′′) est la de´composition
correspondant a` X• = (X
′
•,X
′′
• ). De´finissons
∆u((Y
′
u, Y
′′
u ),Xu) := sgnK ′′/K ′′#(γuc
′′−1P˙Xu|L(a
′′)), pour tout u
∆+((Y
′
+, Y
′′
−),X+) := sgnK ′′/K ′′#(c
′′−1P˙X+(a
′′)),
∆−((Y
′
−, Y
′′
+),X−) := sgnK ′/K ′#(c
′−1P˙X−(a
′));
ou` PX± ∈ F [T ] est le polynoˆme caracte´ristique de X± ∈ EndF (W±) et PXu|L ∈ L[T ] est celui
de Xu ∈ EndL(Wu). Pour tout u, la constante γu ∈ L× satisfait a` τ(γu) = (−1)dimLWuγu et
γu ∈ o×L dans le cas non ramifie´.
Observons que PXu|L est bien de´fini meˆme si L ≃ L# × L# ; de plus, dans ce cas-la` ∆u = 1
car K ′′ = K ′′# ⊗L# L ≃ K ′′# ×K ′′#.
De´monstration. Ce the´ore`me s’obtient en multipliant les formules dans 7.18, 7.19, 7.20, 7.21 et
7.22.
Corollaire 7.11. Pour tout λ ∈ F×, on a
∆♭(Y,X) = ∆♭(λ2Y, λ2X).
Cela nous permet de prolonger ∆♭ en une fonction de´finie sur toute paire
(Y,X) ∈ (hǫ)G−reg(F )× (gη)reg(F ).
De´monstration. Vu le the´ore`me, il suffit de constater que pour tout • ∈ {+,−, u}, le facteur
∆• ve´rifie la meˆme proprie´te´, qui est imme´diat.
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7.4 Des lemmes techniques
Les lemmes suivants seront les seuls ingre´dients non-triviaux dans la de´monstration de 7.10.
On e´tablit d’abord une formule de re´ciprocite´ pour sgn(·). Commenc¸ons par une observation
e´le´mentaire. Soit z un e´le´ment dans une F -alge`bre e´tale, Pz de´signe toujours son polynoˆme
minimal sur F .
Lemme 7.12. Fixons un corps L. Soient K une L-alge`bre e´tale et z ∈ K× tels que K = F [z].
Soient [
a b
c d
]
∈ PGL(2, L), cz + d 6= 0,
w :=
az + b
cz + d
.
Soient Pz ∈ L[T ] le polynoˆme caracte´ristique de z et Pw ∈ L[T ] celui de w. Posons m :=
degPz = degPw = dimF K, alors
(cT + d)mPw
(
aT + b
cT + d
)
= cmPw
(a
c
)
Pz(T ),
(ad− bc)(cz + d)m−2P˙w(w) = cmPw
(a
c
)
P˙z(z).
De´monstration. Il suffit de de´montrer la premie`re formule. Observons que w 6= ac , sinon ad−bc =
0. On se rame`ne au cas ou` K est un corps. Le polynoˆme a` gauche s’annule en z et a degre´ m,
donc il est e´gal a` Pz(T ) multiplie´ par une constante non nulle. On calcule son coefficient de T
m
et on arrive aise´ment au terme cmPw(
a
c ).
Lemme 7.13. Supposons qu’il y a une de´composition orthogonale W = W ′ ⊕ W ′′, n′ :=
1
2 dimW
′, n′′ := 12 dimW
′′. Soit X ∈ sp(W ) semi-simple re´gulier tel que X = (X ′,X ′′) ou`
X ′ ∈ sp(W ′) et X ′′ ∈ sp(W ′′). Supposons que X ∈ O(K/K#, a, c) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
par rapport a` la de´composition X = (X ′,X ′′). Alors
sgnK ′/K ′#(PX′′(a
′)) · sgnK ′′/K ′′#(PX′(a′′)) = (−1,−1)n
′n′′
F (detX
′,detX ′′)F .
De´monstration. Appliquons 4.16 a` X ∈ sp(W ), X ′ ∈ sp(W ′) et X ′′ ∈ sp(W ′′). On voit que
γψ(q[X]) = γψ((−1)n−1)γψ(detX) · sgnK/K#(c−1P˙X(a)), (13)
γψ(q[X
′]) = γψ((−1)n′−1)γψ(detX ′) · sgnK ′/K ′#(c′−1P˙X′(a′)), (14)
γψ(q[X
′′]) = γψ((−1)n′′−1)γψ(detX ′′) · sgnK ′′/K ′′#(c′′−1P˙X′′(a′′)). (15)
On a aussi PX = PX′PX′′ et q[X] = q[X
′] ⊕ q[X ′′]. En prenant (13) ÷ ((14) × (15)), on
obtient
sgnK ′/K ′#(PX′′(a
′)) · sgnK ′′/K ′′#(PX′(a′′)) =
γψ(detX)γψ(1)
γψ(detX ′)γψ(detX ′′)
· γψ((−1)
n−1)
γψ(1)γψ(−1)n′−1)γψ((−1)n′′−1)) . (16)
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En discutant les parite´s de n′, n′′ et en rappelant que γψ(−1) = γψ(1)−1, on de´duit
γψ((−1)n−1)
γψ(1)γψ((−1)n′−1)γψ((−1)n′′−1) =
{
γψ(1)
−4, si n′, n′′ sont impairs;
1, sinon.
On utilise le fait suivant ([27], §25 prop. 3 et §28 prop. 4) : pour tout a, b ∈ F×, on a
γψ(ab)γψ(1)
γψ(a)γψ(b)
= (a, b)F .
D’une part, en prenant a = b = −1, il en re´sulte que γψ(1)4 = (−1,−1)F = ((−1)n′n′′ ,−1)F
si n′, n′′ sont impairs ; en tout cas :
γψ((−1)n−1)
γψ(1)γψ((−1)n′−1)γψ((−1)n′′−1) = (−1,−1)
n′n′′
F .
D’autre part, en prenant a = detX ′ et b = detX ′′, il en re´sulte que
γψ(detX)γψ(1)
γψ(detX ′)γψ(detX ′′)
= (detX ′,detX ′′)F .
Cela ache`ve la de´monstration.
On en de´duit une version au niveau du groupe a` l’aide de la transformation de Cayley.
Lemme 7.14. Soit δ ∈ Sp(W )reg tel que δ = (δ′, δ′′) ou` W = W ′ ⊕ W ′′, δ′ ∈ Sp(W ′) et
δ′′ ∈ Sp(W ′′). Supposons que δ ∈ O(K/K#, a, c) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
par rapport a` la de´composition δ = (δ′, δ′′). Alors
sgnK ′′/K ′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ − 1)) · sgnK ′/K ′#(Pa′′(a′)(−a′)−n
′′
det(δ′′ − 1))
= (−1,−1)n′n′′F
(
det
δ′ + 1
δ′ − 1 ,det
δ′′ + 1
δ′′ − 1
)
F
. (17)
De´monstration. Posons z′ = a′+ 1a′ ∈ K ′#, z′′ = a′′+ 1a′′ ∈ K ′′# ; posons d’autre part b′ = z
′+2
z′−2 ,
et idem pour b′′. Alors 7.12 affirme que
Pz′(T )Pb′(1) = (T − 2)n′Pb′
(
T + 2
T − 2
)
,
et idem pour z′′ et b′′, ce qui entraˆıne
Pz′(z
′′)Pb′(1) = (z
′′ − 2)n′Pb′(b′′), (18)
Pz′′(z
′)Pb′′(1) = (z
′ − 2)n′′Pb′′(b′). (19)
On a
(
a′+1
a′−1
)2
= b′ (idem pour a′′) ; on de´duit du fait τ(a
′′+1
a′′−1) = −a
′′+1
a′′−1 (idem pour a
′) que
P a′′+1
a′′−1
(T ) = Pb′′(T
2), d’ou`
Pb′′(b
′) = P a′′+1
a′′−1
(
a′ + 1
a′ − 1
)
,
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et idem si l’on e´change a′ et a′′. Observons aussi que Pz′(z
′′) = Pa′(a
′′)(a′′)−n
′
et Pz′′(z
′) =
Pa′′(a
′)(a′)−n
′′
. Assemblons toutes ces e´galite´s dans (18), (19) et prenons sgnK ′′/K ′′#(·), sgnK ′/K ′#(·).
Pour (18), cela donne
sgnK ′′/K ′′#(Pa′(a
′′)(a′′)−n
′
P a′+1
a′−1
(1)) = sgnK ′′/K ′′#
(
(z′′ − 2)n′′P a′+1
a′−1
(
a′′ + 1
a′′ − 1
))
.
Or z′′ − 2 = −(1 − a′′)(1 − 1a′′ ) ∈ (−1)NK ′′/K ′′#(K ′′×) et P a′+1
a′−1
(1) = (−2)2n′ det(δ′ − 1)−1,
d’ou`
sgnK ′′/K ′′#(Pa′(a
′′)(−a′′)−n′ det(δ′ − 1)) = sgnK ′′/K ′′#
(
P a′+1
a′−1
(
a′′ + 1
a′′ − 1
))
.
Appliquons le meˆme argument a` (19) et multiplions les formules qui en re´sultent. Une application
de 7.13 donne le re´sultat cherche´.
Conside´rons maintenant une situation diffe´rente. On aura besoin de deux lemmes concernant
les classes de conjugaison semi-simples de groupes orthogonaux pairs.
Lemme 7.15. Soit (V, q) un F -espace quadratique de dimension paire. Soit K/K# une F -
alge`bre e´tale a` involution. Soit t ∈ F×. S’il existe a, c ∈ K# tels que τ(a) = −a, τ(c) = c et
O(K/K#, a, c) existe dans SO(V, q), alors
sgnK/K#(t) = (t, (−1)
1
2
dimF V det q)F .
De´monstration. Supposons que O(K/K#, a, c) existe dans SO(V, q), alors
(V, q) ≃ (K, (trK/F )∗(cNK/K#(·))),
(V, tq) ≃ (K, (trK/F )∗(tcNK/K#(·))),
ou` NK/K# est la (K, τK)-forme hermitienne w 7→ NK/K#(w).
On a γψ(tq)/γψ(q) = sgnK/K#(t) d’apre`s 4.13. D’autre part la formule de γψ en termes du
de´terminant et de l’invariant de Hasse s(·) ([10] 1.3.4) entraˆıne
γψ(tq)
γψ(q)
= s(tq) · s(q)
car dimF V est paire. Posons m =
1
2 dimF V . Prenons une diagonalisation q ≃ 〈d1, . . . , d2m〉
quelconque. Alors
s(tq)s(q) =
∏
i<j
((tai, taj)F (ai, aj)F )
=
∏
i<j
((t, t)F (t, aj)F (ai, t)F )
= (t, t)mF (t,det q)F , car
(
2m
2
)
≡ m mod 2
= (t,−1)mF (t,det q)F , car (t, t)F = (t,−1)F
= (t, (−1)m det q)F ,
ce qu’il fallait de´montrer.
Lemme 7.16. Soit (V, q) un F -espace quadratique de dimension paire. Si Y ∈ so(V, q) est
inversible, alors detY ∈ det q · F×2.
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De´monstration. Fixons une base de V de sorte que q = 〈a1, . . . , a2m〉 et regardons Y comme
une matrice. Soit Q la matrice diagonale diag(a1, . . . , a2m), alors Y ∈ so(V, q) e´quivaut a` ce que
Y Q soit une matrice anti-syme´trique. Notons Pf(Y Q) ∈ F× son pfaffien, alors
detY = detY Q · (detQ)−1 = Pf(Y Q)2 · (detQ)−1.
Or detQ = a1 · · · a2m = det q, d’ou` l’assertion.
E´tablissons maintenant la re´ciprocite´ du facteur ∆0.
Corollaire 7.17. Sous les hypothe`ses de 7.14, on a
∆0(δ
′, δ′′) = ∆0(−δ′′,−δ′),
ou` ∆0(−δ′′,−δ′) est de´fini par rapport au groupe endoscopique transpose´ H ′′ ×H ′.
De´monstration. D’apre`s 7.14, on a
∆0(δ
′, δ′′)∆0(−δ′′,−δ′) = sgnK ′′/K ′′#
(
det
δ′ + 1
δ′ − 1
)
sgnK ′/K ′#((−1)n
′′
)
· (−1,−1)n′n′′F
(
det
δ′ + 1
δ′ − 1 ,det
δ′′ + 1
δ′′ − 1
)
F
.
La classe de conjugaison contenant δ
′+1
δ′−1 ∈ sp(W ′) est parame´tre´e par (K ′/K ′#, a
′+1
a′−1 , c
′) ;
prenons q′ la F -forme quadratique sur K ′ de´finie par (trK ′#/F )∗(c
′NK ′/K ′#(·)). Il existe c′0 ∈
K ′#× et Y ′ ∈ so(K ′, q′) tels que O(Y ′) est parame´tre´ par (K ′/K ′#, a′+1a′−1 , c′0). Appliquons la
meˆme construction a` a′′ pour obtenir une F -forme quadratique q′′ sur K ′′. Par 7.15, on a alors
sgnK ′′/K ′′#
(
det
δ′ + 1
δ′ − 1
)
=
(
det
δ′ + 1
δ′ − 1 , (−1)
n′′ det q′′
)
F
,
sgnK ′/K ′#((−1)n
′′
) = ((−1)n′′ , (−1)n′ det q′)F .
Par 7.16, applique´ a` Y ′ ∈ so(K ′, q′) et Y ′′ ∈ so(K ′′, q′′), on a
sgnK ′′/K ′′#
(
det
δ′ + 1
δ′ − 1
)
=
(
det
δ′ + 1
δ′ − 1 , (−1)
n′′ det
δ′′ − 1
δ′′ + 1
)
F
,
sgnK ′/K ′#((−1)n
′′
) =
(
(−1)n′′ , (−1)n′ det δ
′ + 1
δ′ − 1
)
F
.
On en de´duit que ∆0(δ
′, δ′′)∆0(−δ′′,−δ′) = (−1,−1)n′n′′F ((−1)n
′
, (−1)n′′)F = 1. Cela ache`ve
la de´monstration.
7.5 Descente des termes ∆′, ∆′′
Proposition 7.18. Supposons que X+ ∈ O(K/K#, a, c), soient X+ = (X ′+,X ′′+) et
(K/K#, a, c) = (K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′)
la de´composition de parame`tres correspondante. Il existe alors une bonne constante c+ telle que
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = c+sgnK ′′/K ′′#(c
′′−1P˙X′′+(a
′′)).
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Proposition 7.19. Supposons que X− ∈ O(K/K#, a, c), X− = (X ′−,X ′′−) et (K/K#, a, c) =
(K ′/K ′#, a′, c′)⊕ (K ′′/K ′′#, a′′, c′′) la de´composition de parame`tres correspondante.
Il existe alors une bonne constante c− telle que
∆′(− exp(X ′−))∆′′(− exp(X ′′−)) = c−sgnK ′/K ′#(c′−1P˙X′+(a′)).
Les assertions 7.18, 7.19 sont e´quivalentes. En effet, d’apre`s 4.9,
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = ∆
′(− exp(X ′′+))∆′′(− exp(X ′+))
∆′(− exp(X ′−))∆′′(− exp(X ′′−)) = ∆′(exp(X ′′−))∆′′(exp(X ′−)).
Par conse´quent, il suffit d’e´tablir 7.18.
De´monstration de 7.18. On a ∆′(exp(X ′+)) = 1 par 4.9, 4.6 et la lissite´ de Θψ ; dans le cas non
ramifie´, on utilise 4.21. D’apre`s 4.24, il existe une bonne constante c telle que
∆′(exp(X ′+))∆
′′(exp(X ′′+)) = c · γψ(q[X ′′+]).
Vu 4.16, on a
γψ(q[X
′′
+]) = γψ((−1)n
′′−1)γψ(detX
′′
+) · sgnK ′′/K ′′#(c′′−1P˙X′′+(a′′)).
Le terme γψ((−1)n′′−1) e´tant une bonne constante, il suffit de montrer que γψ(detX ′′+) l’est aussi.
Rappelons que X ′′+
VP←→ Y ′′− et Y ′′− ∈ so(V ′′− , q′′−), V ′′− est de dimension paire. D’ou` γψ(detX ′′+) =
γψ(det q
′′
−) par 7.16, qui est une bonne constante car det q
′′
− ∈ o×F dans le cas non ramifie´.
Proposition 7.20. Fixons la donne´e u et posons L = F [u]. Supposons queXu ∈ O(K/K#, a, c),
soient Xu = (X
′
u,X
′′
u) et (K/K
#, a, c) = (K ′/K ′#, a′, c′) ⊕ (K ′′/K ′′#, a′′, c′′) la de´composition
de parame`tres correspondante.
Il existe alors une bonne constante cu et une constante αu ∈ L×, αu ∈ o×L dans le cas non
ramifie´, τ(αu) = (−1)dimLW ′′uαu, telles que
∆′(exp(X ′u)u˜
′)∆′′(exp(X ′′u)u˜
′′) = cusgnK ′′/K ′′#(αuc
′′−1P˙X′′u |L(a
′′)).
De´monstration. D’apre`s 5.11,
∆′(exp(X ′u)u˜
′)∆′′(exp(X ′′u)u˜
′′) = ∆′(exp(Xu)u˜)γψ(q[Cexp(X′′u )u′′ ]).
Puisque det(u2 − 1) 6= 0, le terme ∆′(exp(Xu)u˜) = ∆′(u˜) est une bonne constante d’apre`s
4.9 ; dans le cas non ramifie´, il faut aussi 4.21. Il reste a` traiter γψ(q[Cexp(X′′u )u′′ ]).
On a K ′′ = K ′′#⊗#L L. Si L ≃ L#×L#, alors la forme q[Cexp(X′′u )u′′ ] est hyperbolique d’apre`s
3.5, donc γψ(q[Cexp(X′′u )u′′ ]) = 1. D’autre part sgnK ′′/K ′′#(·) = 1 dans ce cas-la` et la proposition
est prouve´e. Supposons de´sormais que L est un corps. Fixons un plongement L →֒ F¯ ; la formule
finale sera inde´pendante du plongement.
Posons
m′′ := dimLW
′′
u ,
A′′ := exp(a′′),
C ′′ :=
uA′′ − 1
uA′′ + 1
.
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On voit que A′′ ≈ 1 et C ′′ ≈ u−1u+1 6= 0. Graˆce a` 4.16,
γψ(q[Cexp(X′′u )u′′ ]) = γψ((−1)[L:F ]m
′′−1)γψ(NK ′′/F (2C
′′))·
· sgnK ′′/K ′′#(c′′−1P˙2C′′(2C ′′)).
(20)
Le terme γψ((−1)[L:F ]m′′−1) est une bonne constante, le terme γψ(NK ′′/F (2C ′′)) est e´gal a`
γψ
(
NK ′′/F
(
2 · u− 1
u+ 1
))
= γψ(det
F
(2(u + 1)(u − 1)−1|W ′′u )),
ce qui est aussi une bonne constante. Il reste donc a` traiter le terme sgnK ′′/K ′′#(· · · ).
Enfin, sgnK ′′/K ′′#(c
′′−1P˙2C′′(2C
′′)) = sgnK ′′/K ′′#(2c
′′−1P˙C′′(C
′′)). Posons
ΣL/F := HomF−alg(L, F¯ )
et posons σ0 ∈ ΣL/F l’unique e´le´ment fixant u.
Observons que
PC′′ =
∏
σ∈ΣL/F
P σC′′|L
ou` la notation P•|L signifie le polynoˆme caracte´ristique de • sur L, l’action de ΣL/F sur L[T ]
provient de l’action sur les coefficients. On a aussi degPC′′|L = m
′′. Il en re´sulte que
P˙C′′(C
′′) = P˙C′′|L(C
′′) ·
∏
σ∈ΣL/F ,
σ 6=σ0
P σC′′|L(C
′′)
= kuP˙C′′|L(C
′′),
(21)
ou` ku ∈ L× est une constante ; ku ∈ o×L dans le cas non ramifie´.
D’apre`s 7.12, on a
2u(uA′′ + 1)m
′′−2P˙C′′|L(C
′′) = um
′′
PC′′|L(1)P˙A′′|L(A
′′),
d’ou`
P˙C′′|L(C
′′) =
1
2
um
′′−1(uA′′ + 1)2−m
′′
PC′′|L(1)P˙A′′|L(A
′′)
≈ 1
2
um
′′−1(u+ 1)2−m
′′
det
L
(1− (u− 1)(u + 1)−1|W ′′u )P˙A′′|L(A′′)
≈ huP˙a′′|L(a′′),
(22)
ou` hu ∈ L× est une constante ; hu ∈ o×L dans le cas non ramifie´.
En combinant (20),(21),(22), on voit qu’il existe une bonne constante cu et une constante
αu ∈ L×, αu ∈ o×L dans le cas non ramifie´, telles que
γψ(q[Cexp(X′′u )u′′ ]) = cu · sgnK ′′/K ′′#(αuc′′−1P˙a′′|L(a′′)).
Pour que le terme dans sgnK ′′/K ′′# appartienne a` K
′′#, il faut que τ(αu) ∈ (−1)m′′αu. Cela
ache`ve la de´monstration.
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7.6 Descente du terme ∆0
Nous conside´rons d’abord les trois premiers termes des dix termes dans 7.6.
Proposition 7.21. Soit • ∈ {+,−, u}. Supposons que
X ′• ∈ O(K ′/K ′#, a′, c′),
X ′′• ∈ O(K ′′/K ′′#, a′′, c′′);
alors il existe des bonnes constantes d• telles que
1. ∆0(exp(X
′
+), exp(X
′′
+)) = d+ · sgnK ′′/K ′′#(PX′+(a′′)),
2. ∆0(− exp(X ′−),− exp(X ′′−)) = d− · sgnK ′/K ′#(PX′′−(a′)),
3. ∆0(exp(X
′
u)u, exp(X
′′
u)u) = du·sgn(βuPX′u|L(a′′)), ou` PX′u|L est le polynoˆme caracte´ristique
de X ′u sur L, et βu ∈ L× est une constante, τ(βu) = (−1)dimLW
′
uβu ; βu ∈ o×L dans le cas
non ramifie´.
Dans les de´monstrations ci-dessous, nous donnerons des formes explicites pour d+, d−, du et
βu. Vu 7.17, il suffit d’e´tablir le cas • = + et • = u.
De´monstration pour • = +. Posons
m′ :=
1
2
dimF W
′
+,
m′′ :=
1
2
dimF W
′′
+,
A′ := exp(a′),
A′′ := exp(a′′).
Vu la de´finition de ∆0, on a
∆0(exp(X
′
+), exp(X
′′
+)) = sgnK ′′/K ′′#(PA′(A
′′)(−A′′)−m′22m′)
= sgnK ′′/K ′′#(−1)m
′
sgnK ′′/K ′′#(Pa′(a
′′)),
ou` on a utilise´ le fait PA′(A
′′) ≈ Pa′(a′′).
Montrons que sgnK ′′/K ′′#(−1) est une bonne constante. Il y a une correspondance X ′′+ VP←→
Y ′′− ∈ so(V ′′− , q′′−). D’apre`s 7.15,
sgnK ′′/K ′′#(−1) = (−1, (−1)m
′′
det q′′−)F .
Prenons d+ = ((−1)m′ , (−1)m′′ det q′′−)F , c’est une bonne constante.
De´monstration pour • = u. La de´monstration est analogue a` celle de ∆′,∆′′. Si L = F [u] ≃
L# × L#, alors les deux coˆte´s valent 1 et on peut prendre du = 1, βu quelconque. Supposons
de´sormais que L est un corps et fixons un plongement L →֒ F¯ .
Posons
m′ := dimLW
′
u,
m′′ := dimLW
′′
u ,
A′ := exp(a′),
A′′ := exp(a′′),
ΣL/K := HomF−alg(L, F¯ ).
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Regardons L comme un sous-corps de F¯ . Notons σ0 ∈ ΣL/K l’unique e´le´ment fixant u, alors
Pexp(X′u)u = PA′u =
∏
σ∈ΣL/K
P σA′u|L,
ou` PA′u|L est le polynoˆme caracte´ristique de A
′u sur L, on a degPA′u|L = m
′.
Si σ ∈ ΣL/F , σ 6= σ0, alors
P σA′u|L(uA
′′) ≈ (u− σ(u))m′ 6= 0
D’autre part
P σ0A′u|L(uA
′′) = PA′u|L(uA
′′) ≈ um′PA′|L(A′′)
≈ um′Pa′|L(a′′).
Posons
δ(u) :=
∏
σ∈ΣL/F
σ 6=σ0
(u− σ(u)) ∈ L×.
On ve´rifie que
βu := ((−u)−[L:F ]uδ(u))m′ ∈ L×
satisfait a` τ(βu) = (−1)m′βu ; il en est de meˆme pour PX′u|L(a′′). On a aussi βu ∈ o×L dans le cas
non ramifie´. D’ou`
∆0(exp(X
′
u)u, exp(X
′′
u)u) = sgnK ′′/K ′′#(βuPX′u|L(a
′′) det
F
(u+ 1|W ′u))
= sgnK ′′/K ′′#(βuPX′u|L(a
′′))sgnK ′′/K ′′#(NL/F (u+ 1)).
Soit q′′u la F -forme quadratique sur K
′′ de´finie par (tr L/F )∗(h
′′
u). Il y a une correspondance
X ′′u
VP←→ Y ′′u ∈ u(V ′′u , h′′u), donc
sgnK ′′/K ′′#(NL/F (u+ 1)) = (NL/F (u+ 1), (−1)m
′′ [L#:F ] det q′′u)F
d’apre`s 7.15 ; notons-le du. C’est une bonne constante et on arrive a`
∆0(exp(X
′
u)u, exp(X
′′
u)u) = du · sgnK ′′/K ′′#(βuPX′u|L(a′′)).
Remarquons que les de´finitions de du, βu ont aussi un sens dans le cas L = L
# × L#.
Traitons maintenant les sept autres termes dans 7.6.
Proposition 7.22. Il existe des bonnes constantes cu′,u′′ (pour tous u
′ 6= u′′), cu,+, cu,−, c+,u,
c−,u, c+,−, c−,+ telles que
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′) = cu′,u′′ ,
∆0(exp(X
′
u)u, exp(X
′′
+)) = cu,+,
∆0(exp(X
′
u)u,− exp(X ′′−)) = cu,−,
∆0(exp(X
′
+), exp(X
′′
u)u) = c+,u,
∆0(− exp(X ′−), exp(X ′′u)u) = c−,u,
∆0(exp(X
′
+),− exp(X ′′−)) = c+,−,
∆0(− exp(X ′−), exp(X ′′+)) = c−,+.
De´monstration. Pour tout • ∈ {u′, u′′,+,−}, on suppose que X ′• ∈ O(K ′/K ′#, a′, c′), X ′′• ∈
O(K ′′/K ′′#, a′′, c′′). Vu 7.17, il suffit d’e´tablir les cas (u′, u′′), (u,+), , (+, u) et (+,−).
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Le cas (u′,u′′). Posons
m′ :=
1
2
dimF W
′
u′ ,
m′′ :=
1
2
dimF W
′′
u′′ ,
L′′ := F [u′′].
Alors
Pexp(a′)u′(exp(a
′′)u′′)(− exp(a′′)u′′)−m′ ≈ Pu′(u′′)(−u′)−m′ ,
ou` Pu′ est le polynoˆme caracte´ristique de u
′ ∈ EndF (W ′u′). On ve´rifie que Pu′(u′′)(−u′′)−m
′ ∈
L#×. On en de´duit que
∆0(exp(X
′
u′)u
′, exp(X ′′u′′)u
′′) = sgnK ′′/K ′′#(Pu′(u
′′)(−u′′)−m′)·
· sgnK ′′/K ′′#(det
F
(u′ + 1|W ′u′)).
Soit q′′ := (tr L′′/L′′#)∗(h
′′
u′′). Il y a une correspondance X
′′
u′′
VP←→ Y ′′u′′ ∈ so(V ′′u′′ , q′′). On
de´duit par 7.15 que
sgnK ′′/K ′′#(Pu′(u
′′)(−u′′)−m′) = (Pu′(u′′)(−u′′)−m′ , (−1)
m′′
[L′′#:F ] det q′′)L′′#
=: c1.
Toujours par 7.15, on a aussi
sgnK ′′/K ′′#(det
F
(u′ + 1|W ′u′)) = (det
F
(u′ + 1|W ′u′), (−1)m
′′
det((tr L′′#/F )∗q
′′))F
= (NL′/F (u
′ + 1), (−1)m′′ det((tr L′′#/F )∗q′′))F
=: c2.
Prenons cu′,u′′ := c1c2, c’est une bonne constante car c1 et c2 le sont.
Le cas (u,+). Posonsm′ := 12 dimF W
′
u,m
′′ := 12 dimF W
′′
+. On a Pexp(a′)u(exp(a
′′)) ≈ Pu(1) ∈
F×. D’ou`
∆0(exp(X
′
u)u,X
′′
+) = sgnK ′′/K ′′#(Pu(1)(−1)−m
′
)sgnK ′′/K ′′#(det
F
(u+ 1|W ′u))
= sgnK ′′/K ′′#(Pu(1)(−1)−m
′
)sgnK ′′/K ′′#(NL/F (u+ 1))
= sgnK ′′/K ′′#(det
F
(1− u|W ′u)(−1)−m
′
)sgnK ′′/K ′′#(NL/F (u+ 1)).
Il y a une correspondance X ′′+
VP←→ Y ′′− ∈ so(V ′′− , q′′−). On de´duit par 7.15 que
sgnK ′′/K ′′#(det
F
(1− u|W ′u)(−1)−m
′
) = (det
F
(1− u|W ′u)(−1)−m
′
, (−1)m′′ det q′′−)F
=: c1,
qui est une bonne constante.
De meˆme, on a
sgnK ′′/K ′′#(NL/F (u+ 1)) = (NL/F (u+ 1), (−1)m
′′
det q′′−)F
=: c2,
c’est aussi une bonne constante. Prenons cu,+ := c1c2.
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Le cas (+,u). Posons
m′ :=
1
2
dimF W
′
+,
m′′ :=
1
2
dimF W
′′
u ,
L := F [u].
Comme dans le cas (u,+), on arrive a`
∆0(exp(X
′
+), exp(X
′′
u)u) = sgnK ′′/K ′′#(P1(u)(−u)−m
′
22m
′
)
= sgnK ′′/K ′′#(P1(u)(−u)−m
′
),
ou` P1(T ) = (T − 1)2m′ est le polynoˆme caracte´ristique de 1 ∈ EndF (W ′+).
Soit q′′ := (tr L′′/L′′#)∗(h
′′
u′′). Comme dans le cas (u
′, u′′), on conclut par 7.15 que
sgnK ′′/K ′′#(P1(u)(−u)−m
′
) = ((u− 1)2m′(−u)−m′ , (−1) m
′′
[L:F ] det q′′)L# .
Prenons-le comme la bonne constante c+,u.
Le cas (+,−). Posons m′ := 12 dimF W ′+. Alors
∆0(exp(X
′
+),− exp(X ′′−)) = sgnK ′′/K ′′#(P1(−1)22m
′
)
= sgnK ′′/K ′′#((−2) · 2)2m
′
= 1.
Prenons donc c+,− = 1.
7.7 Comparaison avec les facteurs de transfert des groupes classiques
Supposons F non archime´dien. Les facteurs de transfert pour les alge`bres de Lie des groupes
classiques quasi-de´ploye´s sont de´crits dans [25], Chapitre X. Comme dans [25], la correspondance
de points est la correspondance par valeurs propres.
Relions maintenant 7.10 et les facteurs de transfert pour les groupes classiques.
The´ore`me 7.23. Supposons que Hǫ est quasi-de´ploye´. Les facteurs dans 7.10 satisfont a` :
– pour tout u, ∆u((Y
′
u, Y
′′
u ),Xu) est le facteur de transfert pour le groupe endoscopique
U(V ′u, h
′
u)× U(V ′′u , h′′u) de U(Wu, hu) ;
– ∆+((Y
′
+, Y
′′
−),X+) est le facteur de transfert pour le groupe endoscopique
Sp(W ′+)× SO(V ′′− , q′′−) de Sp(W+) e´value´ en ((X ′+, Y ′′−),X+) ;
– ∆−((Y
′
−, Y
′′
+),X−) est le facteur de transfert pour le groupe endoscopique SO(V
′
−, q
′
−) ×
Sp(W ′′−) de Sp(W−) e´value´ en ((Y
′
−,X
′′
−),X−).
De plus, ce sont les facteurs de transfert normalise´s au sens de [26] §4.7 dans le cas non
ramifie´.
De´monstration. Prenons garde (cf. 3.15) que notre parame´trage de classes de conjugaison est
diffe´rent que celui de [25] (cf. 3.15). Il faut aussi les observations ci-dessous.
– Il s’agira de groupes classiques sur les corps L := F [u]. Cela ne ge`ne pas car le formalisme
de l’endoscopie est compatible avec la restriction des scalaires.
– Nos formes (Wu, hu) sont anti-hermitiennes, pourtant celles de [25] sont hermitiennes ;
cela n’affecte pas le groupe unitaire, mais cela change le choix de parame`tres (τ(c) = −c
au lieu de τ(c) = c) et la description de formes dans [25] X.3.
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– Afin d’e´tendre les formules pour le facteur de transfert de [25] aux groupes classiques non
quasi-de´ploye´s, on utilise [9] (4.2) (il faut l’adapter a` l’alge`bre de Lie). Soit M un groupe
unitaire ou orthogonal sur F , fixons une forme inte´rieure quasi-de´ploye´e M∗ et un torseur
inte´rieur ψ : M ×F F¯ ∼→ M∗ ×F F¯ . Il faut calculer un invariant de´fini comme dans [9]
(3.4), avec des notations e´videntes :
inv
(
Y,X
Y ′,X ′
)
.
Pour des tels groupes, on peut choisir (M∗, ψ) dont la classe de cohomologie provient de
H1(F,M) au lieu de H1(F,Mad). Cela permet d’e´viter les constructions de doublements
de [9]. Un calcul explicite analogue a` celui dans [25] X permet de conclure.
– Les cas ou` SO(V ′−, q
′
−) ou SO(V
′′
− , q
′′
−) est isomorphe a` Gm sont exclus dans [25] car ils
rendent l’endoscopie non elliptique ; pour la meˆme raison, on ne conside`re pas le cas
L ≃ L# × L# (qui revient a` l’endoscopie pour GL.) Or les formules de Waldspurger
restent valables dans ces cas-la` : elles valent la constante 1, et il en est de meˆme pour nos
formules.
– A cause de notre de´finition d’inte´grales orbitales, nous avons supprime´ le facteur ∆IV
dans le facteur de transfert de [25].
Apre`s des modifications, l’identification de ∆± re´sultent imme´diatement. Quant a` ∆u, il
suffit de conside´rer le cas ou` L = F [u] est un corps et U(Wu, hu) est quasi-de´ploye´. Posons
d := dimLWu, on peut choisir γ ∈ L× et une base de {ej : 1 ≤ j ≤ d} de Wu, de sorte que
τ(γ) = (−1)dγ,
hu(ej , ek) =
{
0, si j + k 6= d+ 1,
2γ(−1)j+1, si j + k = d+ 1.
On peut prendre γ ∈ o×L dans le cas non ramifie´.
Supposons que Xu ∈ O(K/K#, a, c), Xu = (X ′u,X ′′u) et (K/K#, a, c) = (K ′/K ′#, a′, c′) ⊕
(K ′′/K ′′#, a′′, c′′) la de´composition de parame`tres correspondante. Alors le facteur de transfert
pour le groupe endoscopique U(V ′u, h
′
u)×U(V ′′u , h′′u) de U(Wu, hu) est, a` une constante multipli-
cative pre`s,
sgnK ′′/K ′′#(γc
′′−1P˙Xu(a
′′)).
D’autre part, il existe γu ∈ L×, γu ∈ o×L dans le cas non ramifie´ tel que τ(γu) = (−1)dγu et
∆u((Y
′
u, Y
′′
u ),Xu) est e´gal a`
(bonne constante) · sgnK ′′/K ′′#(γuc′′−1P˙Xu(a′′)).
Il suffit de montrer que sgnK ′′/K ′′#(
γ
γu
) est une bonne constante. Cela re´sulte de 7.15 car
X ′′u
VP←→ Y ′′u et U(V ′′u , h′′u) ⊂ SO(V ′′u , (tr L/L#)∗h′′u).
Quant a` la normalisation, voir la remarque a` la fin de [25] X.
8 Transfert : le cas non archime´dien
Dans cette section, F est toujours un corps local non archime´dien de caracte´ristique nulle,
S˜p(W ) de´signe le reveˆtement me´taplectique a` huit feuillets S˜p
(8)
(W ) de Sp(W ).
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8.1 Voisinages d’un e´le´ment semi-simple
Soit M un F -groupe re´ductif connexe ou un reveˆtement d’un tel groupe ve´rifiant 5.19.
Dans le cas d’un reveˆtement p : M → M(F ), si η ∈ Mss, posons Mη := p−1(M p(η)(F )) et
Mη := p
−1(Mp(η)(F )). Dans le cas d’un groupe re´ductif, on confond syste´matiquement M et
M(F ).
Pour tout η ∈ Mss et tout ouvert Mη-invariant U′ ⊂ mη contenant 0, il existe un ouvert
Mη-invariant U ⊂ U′ tel que
1. exp : U → Mη est de´fini et est un home´omorphisme sur son image, qui est ouvert dans
Mη ;
2. l’application (X,x) 7→ x−1 exp(X)ηx de U×M sur M est partout submersive, son image
U♮ est un ouvert Mη-invariant de M ;
3. si x ∈M et s’il existe X ∈ U tel que x−1 exp(X)ηx ∈ exp(U)η, alors x ∈Mη.
De plus, tout ouvert M -invariant dans M contenant η contient un ouvert de la forme U♮.
Lorsque M est un F -groupe re´ductif et U′ est invariant par conjugaison ge´ome´trique, on peut
supposer de plus que
– U est invariant par conjugaison ge´ome´trique sous Mη ;
– si x ∈M(F¯ ) et s’il existe X ∈ U tel que x−1 exp(X)ηx ∈ exp(U)η, alors x ∈Mη(F¯ ).
Posons Ureg := U ∩mη,reg.
Proposition 8.1 (Descente d’inte´grales orbitales). Soit U un ouvert comme ci-dessus. Suppo-
sons U suffisamment petit.
– Soit f ♮ ∈ C∞c (U♮), alors il existe f ∈ C∞c (U) tel que
JMη (X, f) = JM (exp(X)η, f
♮)
pour tout X ∈ Ureg.
– Inversement, soit f ∈ C∞c (U) tel que X 7→ JMη(X, f) est invariant par Mη(F ), alors il
existe f ♮ ∈ C∞c (U♮) qui satisfait a` l’e´galite´ ci-dessus.
Supposons que M est un F -groupe re´ductif connexe et l’ouvert U est invariant par conjugai-
son ge´ome´trique sous Mη, alors les e´nonce´s pre´ce´dents restent vrais pour l’e´galite´
JstMη(X, f) = J
st
M (exp(X)η, f
♮),
et la condition sur f pour l’existence de f ♮ est que X 7→ JMη(X, f) soit invariant par conjugaison
ge´ome´trique par Mη.
Ces proprie´te´s sont bien connues, voir par exemple [26] 2.3.
8.2 Un triplet endoscopique non standard
Rappelons la de´finition d’un triplet endoscopique non standard (G1, G2, j∗) dans [26] 1.7. Ici
G1, G2 sont des groupes semi-simples connexes et simplement connexes, quasi-de´ploye´s sur F .
Fixons des tores maximaux Ti ⊂ Gi qui font partie d’une paire de Borel de´finie sur F . Posons
Xi,∗ := X∗(Ti), X
∗
i := X
∗(Ti) et posons Xi,∗,Q := Xi,∗⊗Z Q, X∗i,Q := X∗i ⊗ZQ. Notons Σi ⊂ X∗i
les racines et Σˇi ⊂ X∗i les coracines. La donne´e j∗ est un isomorphisme
j∗ : X1,∗,Q
∼→ X2,∗,Q.
Notons j∗ : X∗2,Q
∼→ X∗1,Q l’isomorphisme transpose´. Ces donne´es sont soumises aux condi-
tions suivantes :
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– il existe des bijections τˇ : Σˇ1 → Σˇ2, τ : Σ2 → Σ1 et des applications bˇ : Σˇ1 → Q>0,
b : Σ2 → Q>0 telles que j∗(αˇ1) = bˇ(αˇ1)τˇ(αˇ1) et j∗(α2) = b(α2)τ(α2) pour tous αˇ1 ∈ Σˇ1,
α2 ∈ Σ2. De plus, le diagramme suivant est commutatif
Σ1

Σ2

τ
oo
Σˇ1
τˇ // Σˇ2
ou` Σi → Σˇi (i = 1, 2) sont les bijections naturelles de donne´es radicielles.
– j∗ et j
∗ sont e´quivariants pour les actions de ΓF .
Observons que la de´finition est syme´trique en G1 et G2.
L’application τˇ induit un isomorphisme de groupes de Weyl WG1
∼→ WG2 . On ve´rifie que
ces donne´es donnent naissance a` un F -isomorphisme naturel
t1/W
G1 → t2/WG2 ,
ce qui permet de de´finir la correspondance de classes de conjugaison semi-simples dans les
alge`bres de Lie pour l’endoscopie non standard. Soient Xi ∈ ti,reg(F ) qui se correspondent et
notons Ti le commutant de Xi dans Gi (i = 1, 2), comme pour l’endoscopie standard, il y a
aussi une correspondance de mesures de Haar sur T1(F ) et T2(F ).
The´ore`me 8.2 (Transfert non standard, [26] 1.8). Soit (G1, G2, j∗) un triplet endoscopique
non standard. Fixons des mesures de Haar sur G1(F ), G2(F ). Si Xi ∈ gi,reg (i = 1, 2) se
correspondent, alors pour tout f2 ∈ C∞c (g2(F )) il existe f1 ∈ C∞c (g1(F )) telle que
JstG1(X1, f1) = J
st
G2(X2, f2),
ou` les inte´grales orbitales sont de´finies par rapport a` des mesures compatibles sur les commu-
tants. On dit que f1 est un transfert de f2.
On a aussi une version non standard du lemme fondamental.
De´finition 8.3. On dit qu’un triplet (G1, G2, j∗) est non ramifie´ si
– G1, G2 sont non ramifie´s,
– les fonctions b, bˇ prennent valeurs dans Q>0 ∩ Z×p .
The´ore`me 8.4 (Lemme fondamental non standard, [26] 4.10). Supposons que (G1, G2, j∗) est
un triplet endoscopique non standard non ramifie´. Soient k1 ⊂ g1(F ) et k2 ⊂ g2(F ) des re´seaux
hyperspe´ciaux. Alors 1k1 est un transfert de 1k2 si l’on utilise des mesures non ramifie´es sur
G1(F ) et G2(F ).
Remarque 8.5. Les inte´grales orbitales dans [26] ne sont pas normalise´es. Cependant on voit
aise´ment qu’il existe une constante c ∈ F× telle que DG1(X1) = cDG2(X2) si X1 et X2 se
correspondent ; de plus, c ∈ o×F si (G1, G2, j∗) est non ramifie´. Donc notre formulation est
e´quivalente a` celle de [26].
Le transfert et le lemme fondamental sont e´nonce´s pour les groupes simplement connexes.
En pratique, on utilise une variante de ce the´ore`me dans laquelle G2 (ou G1) est remplace´ par
un quotient.
Lemme 8.6. Soit σ : G2 → G2 une F -isoge´nie. Il existe une constante c > 0 de´pendant de
mesures de Haar sur G2(F ), G2(F ), telle que pour tous X2 ∈ g2,reg(F ), f2 ∈ C∞c (g2)(F ), on a
JstG2(X2, f2) = cJ
st
G2(X2, f2)
ou` X2 := σ∗(X2), f2 = (σ
∗)−1(f2).
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De´monstration. Les inte´grales orbitales stables J stG2(X2, f2) et J
st
G2
(X2, f2) sont prises sur le
meˆme espace ((G2)X2\G2)(F ) = ((G2)X2\G2)(F ), l’identification respectant les mesures.
Proposition 8.7. Soient (G1, G2, j∗) un triplet endoscopique non standard et σ : G2 → G2
une F -isoge´nie. Identifions g2, g2 et C
∞
c (g2), C
∞
c (g2) a` l’aide de σ, alors l’assertion de 8.2 reste
valable pour G1 et G2.
Supposons (G1, G2, j∗) non ramifie´. Soient k1 ⊂ g1(F ), k2 ⊂ g2(F ) et k2 ⊂ g2(F ) des re´seaux
hyperspe´ciaux, qui correspondent aux mode`les G1, G2 et G2 de´finis sur oF . Si σ provient d’une
oF -isoge´nie G2 → G2, alors l’assertion de 8.4 reste valable pour G1 et G2 si l’on utilise des
mesures non ramifie´es.
De´monstration. La premie`re assertion re´sulte de 8.2 et 8.6. Pour la deuxie`me, 8.4 et 8.6 fournit
une constante c > 0 telle que
JG1(X1,1k2) = c · JG2(X2,1k2) (23)
si X1 ∈ g1,reg(F ) et X2 ∈ g2,reg(F ) qui se correspondent et si l’on pose X2 = σ∗(X2).
On peut prendre X1 ∈ k1, X2 ∈ k2 de re´ductions re´gulie`res, alors X2 ∈ k2 l’est aussi.
Un re´sultat de Kottwitz adapte´ aux alge`bres de Lie ([6] 7.3) montre que les deux inte´grales
orbitales stables dans (23) valent 1 avec les mesures non ramifie´es. D’ou` c = 1, ce qu’il fallait
de´montrer.
Nous ne conside´rons qu’une seule famille de triplets endoscopiques non standards. Prenons
G1 = Sp(2n), G2 = Spin(2n + 1). Identifions X1,∗ a` Z
n avec la base standard {e1, . . . , en}. La
base duale pour X∗1 est note´e par {f1, . . . , fn}. Identifions X2,∗ au groupe des (x1, . . . , xn) ∈ Zn
tels que x1 + . . .+ xn ∈ 2Z. Alors
Σ1 = {±fi ± fj : 1 ≤ i 6= j ≤ n} ∪ {±2fi : 1 ≤ i ≤ n},
Σˇ1 = {±ei ± ej : 1 ≤ i 6= j ≤ n} ∪ {±ei : 1 ≤ i ≤ n},
Σ2 = {±fi ± fj : 1 ≤ i 6= j ≤ n} ∪ {±fi : 1 ≤ i ≤ n},
Σˇ2 = {±ei ± ej : 1 ≤ i 6= j ≤ n} ∪ {±2ei : 1 ≤ i ≤ n}.
On a X2,∗ ⊂ X1,∗, X2,∗,Q = X1,∗,Q et j∗ = id. Prenons des bijections
τ :Σ2 → Σ1
± fi ± fj 7→ ±fi ± fj,
± fi 7→ ±2fi;
τˇ :Σˇ1 → Σˇ2
± ei ± ej 7→ ±ei ± ej ,
± ei 7→ ±2ei.
De´finissons b : Σ2 → Q>0 par b(±fi ± fj) = 1, b(±fi) = 12 ; de´finissons bˇ : Σˇ1 → Q>0 par
bˇ(±ei ± ej) = 1, bˇ(±ei) = 12 . Ces donne´es fournissent un triplet endoscopique non standard
(G1, G2, j∗). La correspondance de classes de conjugaison est la suivante : X ∈ sp(2n)reg(F ) et
Y ∈ spin(2n + 1)reg(F ) = so(2n + 1)reg(F ) se correspondent si et seulement si X VP←→ Y (la
notation dans 7.3).
Remarquons que ce triplet est non ramifie´ lorsque p > 2. Les groupes Sp(2n), Spin(2n + 1)
et SO(2n + 1) sont tous de´finis sur Z et Spin(2n + 1) → SO(2n + 1) est une isoge´nie sur Z[12 ].
Cela permet d’appliquer 8.7 dans le cas non ramifie´.
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8.3 De´monstration du transfert
Soient ǫ = (ǫ′, ǫ′′) ∈ H(F )ss. On commence par e´tablir le transfert local en ǫ.
Lemme 8.8. Supposons Hǫ quasi-de´ploye´. Il existe un voisinage U ⊂ hǫ(F ) ve´rifiant les pro-
prie´te´s du paragraphe 8.1 tel que si f ∈ C∞c, (G˜), alors il existe fHǫ ∈ C∞c (U♮) telle que
JH,G˜(γ, f) = J
st
H(γ, f
H
ǫ )
pour tout γ ∈ U♮ ∩HG−reg(F ).
De´monstration. Soit U ∈ hǫ(F ) un voisinage ve´rifiant les proprie´te´s du paragraphe 8.1. Mon-
trons d’abord qu’il existe gHǫ ∈ C∞c (U) telle que
JH,G˜(exp(Y )ǫ, f) = J
st
Hǫ(Y, g
H
ǫ ) (24)
pour tout Y ∈ U tel que exp(Y )ǫ ∈ U♮ ∩HG−reg(F ).
Soient η1, . . . , ηm des repre´sentants des classes de conjugaison semi-simples qui correspondent
a` ǫ. Quitte a` re´tre´cir U, on peut supposer qu’il existe des voisinages Vi ⊂ gηi ve´rifiant les
proprie´te´s du paragraphe 8.1, tels que l’ensemble des e´le´ments correspondant a` des e´le´ments
dans U♮ est inclus dans V♮1 ⊔ · · · ⊔V♮m. Alors
JH,G˜(γ, f) =
m∑
i=1
J
(i)
H,G˜
(γ, f)
pour tout γ ∈ U♮ ∩HG−reg(F ) et tout f ∈ C∞c, (G˜), ou` J (i)H,G˜(γ, f) est de´fini de la meˆme fac¸on
que (12) sauf que la somme est restreinte aux δ ∈ Vi. E´crivons γ = exp(Y )ǫ. On se rame`ne a`
de´montrer que pour tout 1 ≤ i ≤ m, il existe gH,(i)ǫ ∈ C∞c (U) tel que
J
(i)
H,G˜
(γ, f) = J stHǫ(Y, g
H,(i)
ǫ ).
Fixons un 1 ≤ i ≤ m. Conservons le formalisme de §7.1 et parame´trons O(ǫ) et O(ηi) par
ηi ∈ O(
⊕
u
(L/L#, u, (Wu, hu))⊕ (W+, 〈·|·〉+)⊕ (W−, 〈·|·〉−)),
ǫ′ ∈ O(
⊕
u
(L/L#, u, (V ′u, h
′
u))⊕ (V ′+, q′+)⊕ (V ′−, q′−)),
ǫ′′ ∈ O(
⊕
u
(L/L#,−u, (V ′′u , h′′u))⊕ (V ′′+ , q′′+)⊕ (V ′′− , q′′−)).
Alors
Gηi =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′ǫ′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′ǫ′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
Hǫ = H
′
ǫ′ ×H ′′ǫ′′ .
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Prenons des images re´ciproques η˜i ∈ p−1(η˜i) telles que η˜i = ±1 lorsque ηi = ±1. Par la
descente des inte´grales orbitales 8.1, il existe une fonction f ♭i ∈ C∞c (Vi) telle que
J
(i)
H,G˜
(γ, f) =
∑
X
∆(exp(Y )ǫ, exp(X)η˜i)JGηi (X, f
♭
i ), (25)
ou` X parcourt les repre´sentants des classes de conjugaison dans gηi(F ) telles que exp(X)ηi
corresponde a` γ, ou ce qui revient au meˆme, X
VP←→ Y .
Effectuons les de´compositions dans §7.1
X = ((Xu)u,X+,X+),
Y = ((Yu)u, Y+, Y−),
X• = (X
′
•,X
′′
• ) ∈ u(Wu, hu),
Yu = (Y
′
u, Y
′′
u ) ∈ u(V ′u, h′u)× u(V ′′u , h′′u),
Y± = (Y
′
±, Y
′′
∓) ∈ so(V ′±, q′±)× so(V ′′∓ , q′′∓)
ou` • ∈ {u,+,−} comme d’habitude.
Il suffit de conside´rer le cas f ♭i = (
∏
u fu) · f+ · f− dont fu ∈ C∞c (u(Wu, hu)), f± ∈
C∞c (sp(W±)). D’apre`s la descente du facteur de transfert 7.10, quitte a` re´tre´cir U le coˆte´ a`
droite de (25) s’exprime comme le produit (
∏
u Ju) · J+ · J−, ou`
Ju = Ju(Yu) :=
∑
Xu
∆u(Yu,Xu)JU(Wu,hu)(Xu, fu),
J+ = J+(Y+) :=
∑
X+
∆+(Y+,X+)JSp(W+)(X+, f+),
J− = J−(Y−) :=
∑
X−
∆−(Y−,X−)JSp(W−)(X−, f−),
ou` les e´le´ments X• parcourent les repre´sentants de classes de conjugaison telles que X•
VP←→ Y•.
On se rame`ne a` de´montrer que Y• 7→ J•(Y•) est une inte´grale orbitale stable. Pour Ju, cela
de´coule de 7.23 et du transfert sur l’alge`bre de Lie ([26] 1.6) pour l’endoscopie des groupes
unitaires. Pour J+, fixons un X+ dans la somme. Le transfert pour le groupe endoscopique
Sp(W ′+)× SO(V ′′− , q′′−) de Sp(W+) fournit une fonction
g+ ∈ C∞c (sp(W ′+)× so(V ′′− , q′′−))
telle que
J+(Y+) = J
st
Sp(W ′+)×SO(V
′′
− ,q
′′
−)
((X ′+, Y
′′
−), g+).
En de´composant g+ =
∑
g′+ · g′′+ ou` g′+ ∈ C∞c (sp(W ′+)), g′′+ ∈ C∞c (so(V ′′− , q′′−)) et en ap-
pliquant le transfert non standard 8.2, 8.7 au triplet (Sp(W ′+),Spin(V
′
+, q
′
+), . . .) et a` l’isoge´nie
Spin(V ′+, q
′
+) → SO(V ′+, q′+), on de´duit que Y+ 7→ J+(Y+) est une inte´grale orbitale stable. Le
meˆme argument montre que Y− 7→ J−(Y−) l’est aussi. Cela e´tablit (25).
De´duisons maintenant ce lemme de (24) en remontant les inte´grales orbitales. En effet, Y 7→
J stHǫ(Y, g
H
ǫ ) est invariante par conjugaison ge´ome´trique par H
ǫ car JH,G˜(·, f) l’est. D’apre`s 8.1, il
existe fHǫ ∈ C∞c (U♮) tel que J stHǫ(Y, gHǫ ) = J stH (exp(Y )ǫ, fHǫ ). Cela ache`ve la de´monstration.
Pour de´montrer 5.20, nous ferons usage d’une caracte´risation locale des inte´grales orbitales
stables due a` Langlands et Shelstad. Adoptons la convention de [9] concernant les mesures de
Haar.
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The´ore`me 8.9 ([8] 2.2A). Soit M un F -groupe re´ductif quasi-de´ploye´. Soit J une fonction sur
Mreg(F ). Supposons que :
– J est stablement invariante ;
– il existe un ouvert compact C ⊂ M(F ) tel que J est a` support dans ⋃m∈M(F )mCm−1 ∩
Mreg(F ) ; on dit que J est a` support compact modulo conjugaison ;
– pour tout ǫ ∈M(F )ss, il existe un ouvert W contenant ǫ et fǫ ∈ C∞c (M(F )) tels que
J(γ) = JstM (γ, fǫ)
pour tout γ ∈W ∩Mreg(F ) ; on dit que J est une inte´grale orbitale stable locale en ǫ.
Alors il existe f ∈ C∞c (M(F )) tel que J(γ) = JstM (γ, f) pour tout γ ∈Mreg(F ).
De´monstration de 5.20. On veut appliquer le the´ore`me de caracte´risation a` JH,G˜(·, f) surH(F ).
A priori, cette fonction stablement invariante est de´finie sur HG−reg(F ). Or le transfert local 8.8
applique´ aux e´le´ments re´guliers permet de la prolonger sur Hreg(F ). Comme dans l’endoscopie
pour les groupes re´ductifs, on montre que JH,G˜ est a` support compact modulo conjugaison.
Soit ǫ ∈ H(F )ss. Pour e´tudier le comportement local en ǫ, on peut supposer Hǫ quasi-de´ploye´
d’apre`s les arguments dans [8] 1.3. Maintenant 8.8 montre que JH,G˜ est une inte´grale orbitale
stable locale en ǫ. Cela permet de conclure.
8.4 De´monstration du lemme fondamental pour les unite´s
Nous nous plac¸ons dans le cas non ramifie´ 5.21. Notons p la caracte´ristique re´siduelle de F .
Fixons G = Sp(W ) et H = Hn′,n′′ un groupe endoscopique de G˜. Fixons un re´seau autodual
L ⊂W et posons K = StabG(L). Identifions K a` un sous-groupe compact ouvert de G˜ a` l’aide
du mode`le latticiel.
Conservons les notations de 5.23. Cette section est consacre´e a` la de´monstration de l’e´galite´
JH,G˜(γ, fK) = J
st
H (γ,1KH ) (26)
pour tout γ ∈ HG−reg(F ), ou` on utilise les mesures non ramifie´es sur G˜,H(F ) et des mesures
compatibles sur les commutants.
Comme le transfert, ce lemme fondamental sera de´montre´ par la me´thode de descente. Pour
ce faire, effectuons des re´ductions.
Lemme 8.10. Si γ n’est pas un e´le´ment compact, alors JH,G˜(γ, fK) = J
st
H(γ,1KH ) = 0.
De´monstration. La compacite´ ne de´pend que de la classe de conjugaison ge´ome´trique ([26] 5.2).
Supposons que γ n’est pas compact, on a alors Ost(γ)∩KH = ∅, d’ou` J stH(γ,1KH ) = 0. D’autre
part, si δ ∈ G(F ) qui correspond a` γ n’est pas compact, alors O(δ)∩K = ∅, d’ou` JG˜(δ, fK) = 0.
Or la correspondance de classes de conjugaison semi-simples de §5.1 pre´serve la compacite´. On
en de´duit que JH,G˜(γ, fK) = 0.
Supposons de`s maintenant que γ = (γ′, γ′′) est compact, alors on a la de´composition de
Jordan topologique
γ = exp(Y )ǫ, (27)
ǫ = (ǫ′, ǫ′′), (28)
Y = (Y ′, Y ′′), (29)
telle que ǫ est d’ordre fini premier a` p.
Lemme 8.11. Avec les hypothe`ses ci-dessus, il existe γ1 ∈ HG−reg(F ) tel que
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– γ, γ1 sont stablement conjugue´s ;
– soit γ1 = exp(Y1)ǫ1 la de´composition de Jordan topologique, alors Hǫ1 est quasi-de´ploye´.
De plus, supposons Hǫ quasi-de´ploye´, alors ǫ est stablement conjugue´ a` un e´le´ment de KH
si et seulement si Hǫ est non ramifie´.
Les meˆmes assetions restent valides pour un e´le´ment compact δ ∈ Greg(F ) et sa de´composition
de Jordan topologique.
De´monstration. Voir [26], 5.13 (2) et 5.3 (v).
Lemme 8.12. Supposons que γ ∈ HG−reg(F ) est compact avec ǫ ∈ KH , alors il existe δ ∈ G(F )
qui correspond a` γ avec la de´composition de Jordan topologique δ = exp(X)η telle que η ∈ K.
De´monstration. Cf. [26] 5.7 (ii).
Traitons maintenant la descente d’une inte´grale orbitale sur G˜.
Lemme 8.13. Soit η ∈ K d’ordre fini premier a` p, alors Gη est non ramifie´ et Kη := K∩Gη(F )
est encore un sous-groupe hyperspe´cial de Gη(F ). Notons kη ⊂ gη(F ) le sous-re´seau hyperspe´cial
associe´. Pour tout X ∈ gη(F ), on a
JG˜(exp(X)η, fK) = JGη(X,1kη )
= JGη(exp(X),1Kη ),
si l’on utilise les mesures non ramifie´es.
De´monstration. D’apre`s [26] 5.3 (iii), Gη est non ramifie´ et Kη := K∩Gη(F ) est un sous-groupe
hyperspe´cial de Gη(F ).
Posons T ♭ := (Gη)X . Les arguments dans [26] 5.11 montrent que∫
Gexp(X)η(F )\G(F )
fK(x˜
−1 exp(Xj)ηx˜) dx˙ =
∑
x˙∈T ♭(F )\Gη(F )/Kη
mes(T ♭(F )\T ♭(F )xKη)fK(x˜−1 exp(X)ηx˜), (30)
ou` x˜ est une image re´ciproque quelconque de x. Montrons que
∀x˜ ∈ p−1(Gη(F )), fK(x˜−1 exp(X)ηx˜) = 1K(x−1 exp(X)ηx). (31)
En effet, si x−1 exp(X)ηx /∈ K, alors les deux coˆte´s valent 0. S’il appartient a` K, le coˆte´ a`
droite vaut 1. Supposons donc x˜−1 exp(X)ηx˜ ∈ εK ou` ε ∈ Ker (p). En prenant la limite des
(pnk)-ie`mes puissances avec nk → +∞ une suite convenable, on obtient x˜−1ηx˜ ∈ εK. Or x˜
centralise η, d’ou` ε = 1.
Maintenant on peut reprendre les arguments dans [26] 5.11 et on arrive a`
JG˜(exp(X)η, fK) = JGη(X,1kη ).
De´monstration de 5.23. Vu les re´sultats pre´ce´dents, on peut supposer que γ est compact avec
les de´compositions (27)-(29) et que Hǫ est quasi-de´ploye´. Soit δ ∈ G(F ) qui correspond a` γ,
alors δ est compact avec la de´composition de Jordan topologique δ = exp(X)η. S’il n’existe
pas δ comme ci-dessus satisfaisant a` η ∈ K, alors JH,G˜(γ, fK) = 0, et Hǫ n’est pas non ramifie´
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d’apre`s 8.12. Dans ce cas-la` Ost(γ) ne coupe aucun sous-groupe hyperspe´cial de H(F ) ([26] 5.3
(v)), d’ou` J stH(γ,1KH ) = 0 et 5.23 est ve´rifie´.
Supposons donc η ∈ K, alors Gη est non ramifie´ et Kη := K ∩ Gη(F ) est encore un sous-
groupe hyperspe´cial de Gη(F ) par 8.13.
Prenons un ensemble de repre´sentants {δj}j∈J de Ost(δ)/conj. Soit J0 l’ensemble des j ∈ J
tel que O(δj) ∩K 6= ∅. D’apre`s [26] 5.11, on peut prendre les δj (j ∈ J0) avec de´compositions
de Jordan topologiques de la forme
δj = exp(Xj)η,
ou` {Xj}j∈J0 forment un ensemble de repre´sentants des classes de conjugaison dans gη coupant
kη dans Ost(X). On a
JH,G˜(γ, fK) =
∑
j∈J0
∆(exp(Xj)η, exp(Y )ǫ)JG˜(exp(Xj)η, fK). (32)
Notons comme pre´ce´demment kη ⊂ gη(F ) le sous-re´seau hyperspe´cial associe´ a` Kη . Graˆce a`
8.13, pour tout j ∈ J0 on a
JG˜(exp(Xj)η, fK) = JGη (Xj ,1kη).
Prenons des parame`tres pour O(η) et O(ǫ) comme dans la preuve de 8.8. On a
Gη =
∏
u
U(Wu, hu)× Sp(W+)× Sp(W−),
H ′ǫ′ =
∏
u
U(V ′u, h
′
u)× SO(V ′+, q′+)× SO(V ′−, q′−),
H ′′ǫ′′ =
∏
u
U(V ′′u , h
′′
u)× SO(V ′′+ , q′′+)× SO(V ′′− , q′′−),
Hǫ = H
′
ǫ′ ×H ′′ǫ′′ .
Introduisons aussi les objets X±, Xu, Y±, Yu, etc... dans §7.1. Les meˆmes arguments qu’en
8.8 permettent d’exprimer JH,G˜(γ, fK) comme un produit (
∏
u Ju)J+J− avec
Ju = Ju(Yu) :=
∑
Xu
∆u(Yu,Xu)JU(Wu,hu)(Xu, fu),
J+ = J+(Y+) :=
∑
X+
∆+(Y+,X+)JSp(W+)(X+, f+),
J− = J−(Y−) :=
∑
X−
∆−(Y−,X−)JSp(W−)(X−, f−).
Ces expressions sont, pour l’essentiel, compose´es des inte´grales endoscopiques pour les groupes
classiques et des inte´grales orbitales stables auxquels le transfert non standard s’applique (cf.
la de´monstration de 8.8).
Supposons que Hǫ n’est pas non ramifie´. On a vu que J
st
H(γ,1KH ) = 0 dans ce cas. D’autre
part, un re´sultat de Kottwitz ([6] 7.5) adapte´ aux alge`bres de Lie montre qu’au moins l’un des
Ju, J+, J− s’annule, d’ou` JH,G˜(γ, fK) = 0 et 5.23 est ve´rifie´.
Supposons de´sormais Hǫ non ramifie´. C’est loisible de supposer ǫ ∈ KH et dans ce cas
KH,ǫ := KH ∩ Hǫ(F ) est un sous-groupe hyperspe´cial de Hǫ(F ) ([26] 5.3 (iii),(v)). Notons
kǫ ⊂ hǫ(F ) le sous-re´seau hyperspe´cial associe´. On le de´compose en des re´seaux hyperspe´ciaux :
kH,ǫ =
⊕
u
kH,u ⊕ kH,+ ⊕ kH,−,
kH,u ⊂ u(V ′u, h′u)⊕ u(V ′′u , h′′u),
kH,± ⊂ so(V ′±, q′±)⊕ so(V ′∓, q′∓).
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Alors la descente des inte´grales orbitales stables ([26] 5.11) donne
J stH (γ,1KH ) = JHǫ(Y,1kH )
=
∏
u
JH,u · JH,+ · JH,−,
ou`
JH,u := J
st
U(V ′u,h
′
u)×U(V
′′
u ,h
′′
u)
(Yu,1kH,u),
JH,+ := J
st
SO(V ′+,q
′
+)×SO(V
′′
− ,q
′′
−)
(Y+,1kH,+),
JH,− := J
st
SO(V ′−,q
′
−)×SO(V
′′
+ ,q
′′
+)
(Y−,1kH,−).
Comme les hypothe`ses dans §7.2 sont satisfaites, les facteurs de transfert ∆• (• ∈ {u,+,−})
sont normalise´s au sens de [26] §4.7 d’apre`s 7.23. Les arguments qui restent sont analogues
a` ceux pour 8.8, sauf que l’on utilise le lemme fondamental sur les alge`bres de Lie pour les
groupes classiques et le lemme fondamental non standard sous la forme de 8.7. Le bilan est que
Ju = JH,u, J+ = JH,+ et JH,−, ce qui ache`ve la de´monstration.
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