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Optimal transport and Choquet theory
Krzysztof J. Ciosmak
Abstract We provide a novel interpretation of optimal transport problem as
an optimisation of certain linear functional over the set of all Choquet repre-
sentations of pairs of probability measures and reprove the Kantorovich dual-
ity formula. We also provide such formulation and a proof for multimarginal
optimal transport.
We also consider case of martingale optimal transport. Here we provide a
novel formulation of the dual problem. We compute the set of extreme points
of multidimensional probability measures in convex order. We exhibit a link
to uniformly convex and uniformly smooth functions and provide a new char-
acterisation of such functions.
We introduce notion of martingale triangle inequality and prove that if it
is satisfied by a cost function, then in the dual problem to martingale opti-
mal transport one may restrict the supremum to a narrower class of pairs of
functions that are equal to each other. We prove that any such function on a
convex subset of Euclidean space admits extension to the whole space.
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1 Introduction
In this note we explore a link of optimal transport problem, see [25,26] for an
extensive account, with Choquet theory, see e.g. [1, 22]. Suppose we are given
two probability Borel measures µ, ν on topological spaces X,Y respectively
and a measurable cost function c : X×Y → R. The optimal transport problem,
proposed by Monge [20], is concerned with finding an optimal map T : X → Y
such that it pushes µ forward to ν, T#µ = ν, i.e. for any Borel set A ⊂ Y
there is ν(A) = µ(T−1(A)), and such that the integral
∫
X
c(x, T (x))dµ(x)
is minimal. Kantorovich [14, 15] proposed a relaxed version of the problem.
Namely, instead of looking for an optimal map, one seeks for a coupling π, that
is a Borel probability measure on X × Y such that it’s marginal distributions
are µ and ν respectively, that minimises the integral
∫
X×Y
cdπ. (1)
Kantorovich also provided a dual formulation of the problem, where one looks
for continuous functions u : X → R and v : Y → R, such that for all x ∈ X, y ∈
Y there is u(x) + v(y) ≤ c(x, y), and that maximise
∫
X
udµ+
∫
Y
vdν. (2)
It has been proven, see e.g. [25, Theorem 1.3], that the minimal value of (1)
and the maximal value of (2) coincide, under the assumption that c is lower-
semicontinuous. We reprove this result using tools of Choquet theory and
Strassen’s theorem, see Theorem 3 and Corollary 2. Namely, the observation
is as follows. Suppose u and v are functions such that for all x ∈ X and
y ∈ Y there is u(x)+ v(y) ≤ c(x, y). Consider the set P of pairs of probability
measures (µ, ν) such that u, v maximise the integral (2). Strassen’s theorem
allows us to show that the extreme points of P is equal to the set of pairs
(δx, δy) with x ∈ X and y ∈ Y are such that u(x) + v(y) = c(x, y). Choquet’s
theorem and identification of extreme points of P yields existence of a Borel
probability measure π on X × Y such that
(µ, ν) =
∫
X×Y
(δx, δy)dπ(x, y)
and π is supported on the set of points (x, y) such that u(x) + v(y) = c(x, y).
It follows that the marginals of π are µ and ν respectively and that
∫
X
udµ+
∫
Y
vdν =
∫
X×Y
(
u(x) + v(y)
)
dπ(x, y) =
∫
X×Y
cdπ.
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Therefore the existence of maximisers u, v implies the Kantorovich duality.
Note that when the cost function c is Lipschitz such existence may be proven
with help of so-called c-convexification. If c is lower-semicontinuous, then it
may be suitably approximated by Lipschitz functions in such a way that the
duality follows.
Similar reasoning may be applied as well in the context of multimarginal
optimal transport, see Theorem 6.
Recently, great attention has been paid to the problem of martingale opti-
mal transport in multidimensional setting, see e.g. [8–10, 13, 21]. Suppose we
are given two probability measures µ, ν on Rn with finite first moments that
are in convex order, that is for any convex function f : Rn → R
∫
Rn
fdµ ≤
∫
Rn
fdν.
Then a theorem of Strassen [24] implies that there exists a coupling π on
R
n × Rn with marginals µ and ν such that if (X,Y ) is distributed according
to π, then E(Y |X) = X , i.e. the pair (X,Y ) is a one-step martingale. The
problem is to find such coupling π that minimises
∫
Rn×Rn
cdπ
for a given measurable cost function c : Rn ×Rn → R. The dual problem is to
find maximal value of ∫
Rn
udµ−
∫
Rn
vdν
among all pairs u, v : Rn → R of continuous functions such that there exists
γ : Rn → Rn satisfying
u(x)− v(y) + 〈γ(x), y − x〉 ≤ c(x, y) for all x, y ∈ Rn
We prove, see Theorem 10 and Corollary 4, that the set of such functions is
equal to the set of pairs u, v : Rn → R such that for all x1, . . . , xn+1 ∈ R
n and
all non-negative t1, . . . , tn+1 that sum up to one there is
u
( n+1∑
i=1
tixi
)
−
n+1∑
i=1
tiv(xi) ≤
n+1∑
j=1
tjc
( n+1∑
i=1
tixi, xj
)
.
These results complement standard knowledge about convex functions, which
follows by taking u = v and c to be equal to zero. The proofs work also in case
of general convex sets K ⊂ Rn.
In the course of the proof of these facts we also characterise the extreme
points of the set of probability measures in convex order as the set of pairs of
the form (
δx,
d+1∑
i=1
tiδxi
)
with x =
d+1∑
i=1
tix
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for some positive t1, . . . , td+1 summing up to one, some x1, . . . , xd+1 ∈ R
n in
general position and d ≤ n. This is the assertion of Theorem 7.
We introduce notion of martingale triangle inequality, see Definition 3, and
prove that if the cost function c satisfies this inequality and vanishes on the
diagonal, then the value of the dual problem will not be changed if we restrict
ourselves to functions u, v that satisfy v = u, see Theorem 12. Then for all
x1, . . . , xn+1 ∈ R
n and all non-negative t1, . . . , tn+1 that sum up to one there
is
u
( n+1∑
i=1
tixi
)
−
n+1∑
i=1
tiu(xi) ≤
n+1∑
j=1
tjc
( n+1∑
i=1
tixi, xj
)
. (3)
Martingale triangle inequality demands that for any points x, x1, . . . , xn+1 ∈
R
n and any non-negative t1, . . . , tn+1 that sum up to one there is
n+1∑
i=1
tic(x, xi)− c
(
x,
n+1∑
i=1
tixi
)
≤
n+1∑
i=1
tic
( n+1∑
j=1
tjxj , xi
)
.
Examples of functions that satisfy martingale triangle inequality are metrics,
non-negative functions concave in the second variable and any conical combi-
nation of such functions.
We prove that for any continuous function u : K → R such that (3) is
satisfied may be extended to Rn in such a way that (3) is still fulfilled. The
result, Corollary 8, provides a formula for the extension similar to the formula
of McShane [18] for Lipschitz functions. This also provides an extensions of
results of [11]. We refer the reader to [7] for discussion of similar problem for
1-Lipschitz maps.
Possible future applications of these finding lie in investigation of cyclical
monotonicity principle for martingale optimal transport, see e.g. [4], akin to
characterisation of the classical optimal transport of Gangbo, McCann [12].
As an application, see Theorem 11, we provide a characterisation of uni-
formly convex and uniformly smooth functions that complements results of
Aze` and Penot [3].
2 Outline of the article
In Section 3 we recall necessary definitions and theorems that our results are
based on.
In Section 4 we provide proofs of Kantorovich duality based on Strassen’s
theorem in the two-marginal case.
In Section 5 we prove the Kantorovich-Rubinstein duality, i.e. the duality
result for cost function given by a metric.
In Section 6 we provide a proof of Kantorovich duality in the multimarginal
setting.
In Section 7 we characterise extreme points of pairs of probability measures
in convex order and prove a duality result for martingale optimal transport
provided that there exists a maximiser of the dual problem.
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In Section 8 we investigate class of functions that appear in the dual prob-
lem to the martingale optimal transport. We provide an intrinsic characterisa-
tion of such functions, which includes, for example, characterisation of convex
functions as the functions that lie above its tangent lines.
In Section 9 we apply the result of the previous section and obtain a novel
characterisation of uniformly convex and uniformly smooth functions.
In Section 10 we introduce the martingale triangle inequality and prove that
if it is satisfied by the cost function, then the maximisation may be restricted
to pairs of functions such that u = v in the dual problem to the martingale
optimal transport. Moreover, we study extensions properties of such functions
and show that they admit similar behaviour to that of Lipschitz functions.
3 Convex cones
Here we shall recall Strassen’s theorem [24]. We refer the reader also to [19]
and [2].
Suppose Ω is a Polish space. Let C(Ω) denote the space of continuous
functions on Ω equipped with the supremum norm and let M(Ω) denote the
space of signed Borel measures on Ω normed by total variation. Let F be a
closed convex cone in C(Ω). Then the dual cone F∗ ⊂M(Ω) consists of Borel
signed measures µ on Ω such that∫
Ω
fdµ ≥ 0 for all f ∈ F .
We define a partial order ≺F on M(Ω). We write µ ≺F ν if ν − µ ∈ F
∗.
Consider the set
PF =
{
(µ, ν) ∈ P(Ω)× P(Ω)
∣∣µ ≺F ν}.
Here P(Ω) denotes the set of all Borel probability measures on Ω. We would
like to use an approach originating in the Strassen’s paper to compute the set
of extreme points of PF . We claim that for extreme points are of the form
(δx, ν) for some probability measure ν and a point x ∈ Ω. Examples of the
interesting cones are:
i) the cone of convex functions on Rn,
ii) the cone
{
λ(f − g)
∣∣λ ≥ 0, g : X → R is 1-Lipschitz} and f : X → R is a
fixed 1-Lipschitz map, X is a metric space.
The first example corresponds to the martingale optimal transport problem.
The second example corresponds to the optimal transport problem for mea-
sures µ, ν such that f is the optimal 1-Lipschitz potential. The idea is to treat
the optimal transport problems as optimisations of Choquet’s representations.
Let us recall the theorem proven by Strassen [24].
We say that a map h : X → R is a support function if it is subadditive and
positively homogenous. It is continuous if and only if
‖h‖ = sup
{
|h(x)||‖x‖ ≤ 1
}
<∞.
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Theorem 1 Let X be a separable Banach space, let (Ω,Σ, µ) be a probability
space. Let ω 7→ hω be a map from Ω to continuous support functions on X,
which is weakly measurable, that is, for every x ∈ X the map ω 7→ hω(x) is
Σ-measurable. Suppose that
∫
Ω
‖hω‖dµ(ω) <∞.
Set
h(x) =
∫
Ω
hω(x)dµ(ω).
For a functional x∗ ∈ X∗ the following conditions are equivalent:
i) x∗ ≤ h,
ii) there exists a map ω 7→ x∗ω from Ω to X
∗ which is weakly measurable in
the sense that ω 7→ x∗ω(x) is measurable for any x ∈ X such that x
∗
ω ≤ hω
for any ω ∈ Ω and for all x ∈ X
x∗(x) =
∫
Ω
x∗ω(x)dµ(ω).
Definition 1 If (Ω,Σ) and (Ξ,Θ) are measurable spaces, then a Markov
kernel P from Ω to Ξ is a real function on Θ × Ω such that for any point
ω ∈ Ω, P (·, ω) is a probability measure on Θ and for any A ∈ Θ, P (A, ·) is
Σ-measurable.
If µ is a probability measure on Σ, then we define Pµ to be a probability
measure on Θ such that
Pµ(A) =
∫
Ω
P (A,ω)dµ(ω) for all A ∈ Θ.
If z is a bounded Θ-measurable function on Ξ, then we define zP to be a
bounded Σ-measurable function on Ω defined by
zP (ω) =
∫
Ξ
z(r)dP (r, ω).
We will assume below that the implicit σ-algebra Σ is complete.
Theorem 2 Let F be a closed convex cone in C(Ω) that contains constant
functions and is closed under maxima. Then for any (µ, ν) in the set
PF =
{
(µ′, ν′) ∈ P(Ω)× P(Ω)
∣∣µ′ ≺F ν′}.
there exists a Markov kernel P form Ω to Ω such that ν = Pµ and such that
for any ω ∈ Ω
(δω, P (·, ω)) ∈ PF .
Moreover, the set of extreme points of PF is contained in the set of measures
of the form (δω, η) ∈ PF for some ω ∈ Ω.
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Proof Set X = C(Ω) to be the Banach space of all continuous bounded func-
tions on Ω. Let x∗ = ν be an element of M(Ω). Set for ω ∈ Ω
hω(x) = inf
{
y(ω)|y ∈ −F , y ≥ x
}
.
Then, as F is a cone, hω is subadditive and positively homogenous. By defini-
tion x ≤ hω(x). Moreover, as F contains constants, we have hω(x) ≤ ‖x‖, so
that
−‖x‖ ≤ x ≤ hω(x) ≤ ‖x‖.
As C(Ω) is separable, so is its subset
{
y|y ∈ −F , y ≥ x
}
.
Hence, ω 7→ hω(x) is measurable and integrable and is a pointwise limit of
a sequence (yk)
∞
k=1 of functions in −F . By the assumption that F is closed
under maxima and contains constants, we may assume also that for all k ∈ N
there is |yk| ≤ ‖x‖. Therefore by the dominated convergence theorem,
x∗(x) =
∫
Ω
xdν ≤
∫
Ω
hω(x)dν(ω) ≤
∫
Ω
hω(x)dµ(ω).
By Theorem 1 there is a weakly measurable function ω 7→ x∗ω that satisfies
x∗ω ≤ hω and such that
x∗(x) =
∫
Ω
x∗ω(x)dµ(ω). (4)
As |hω| ≤ ‖·‖, it follows that x
∗
ω is of norm at most one, and by (4), and
the fact that µ and ν are probability measures, for µ-almost every ω, x∗ω is a
probability measure. Now, P (·, ω) = x∗ω defines a Markov kernel. By (4), we
see that ν = Pµ. Observe that if f ∈ F , then by the definition of hω,
hω(−f) = −f hence x
∗
ω(−f) ≤ −f(ω),
so that (δω, x
∗
ω) ∈ PF . We have
(µ, ν) =
∫
Ω
(δω, x
∗
ω)dµ(ω),
so the claim about the extreme points follows.
4 Optimal transport
The next corollary extends the results of the previous section to the case of
pair (µ, ν) of measures on two, possibly distinct, compact Hausdorff spaces X
and Y .
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Corollary 1 Let X,Y be two compact Hausdorff spaces. Suppose µ ∈ P(X)
and ν ∈ P(Y ) are two Borel probability measures. Let F be a closed convex
cone of functions on C(X ∪ Y ) that contains constants and is closed under
maxima. Suppose that for any φ ∈ F we have
∫
X
φdµ ≤
∫
Y
φdν.
Then there exists a Markov kernel P from X to Y such that ν = Pµ and such
that for any x ∈ X and any φ ∈ F
φ(x) ≤
∫
Y
φ(y)P (dy, x).
Moreover, the set of extreme points of the set
PF =
{
(µ, ν) ∈ P(X)× P(Y )|
∫
X
φdµ ≤
∫
Y
φdν for all φ ∈ F , µ, ν
}
is contained in the set of pairs of the form (δx, η) ∈ PF for some x ∈ X and
some probability measure η on Y .
Proof Let Ω be disjoint union of X and Y . Let µ˜, ν˜ be probability Borel
measures in M(Ω) that are extensions of µ and ν respectively. Then µ˜ ≺F ν˜
with the order induced by F . Whence, by Theorem 2, there exists a Markov
kernel P˜ from Ω to Ω such that
ν˜ = P˜ µ˜
and
φ(ω) ≤
∫
Ω
φ(ω′)P˜ (dω′, ω) for all ω ∈ Ω and all φ ∈ F .
That is for any Borel set A in Y we have
ν(A) =
∫
X
P (A, x)dµ(x).
Here P is the restriction of P˜ to the Markov kernel from X to Y . Then also
we have for all y ∈ Y
φ(y) ≤
∫
X
φ(x)P (dx, y).
The claim on the extreme points follows readily.
In the following theorem Corollary 1 is employed to prove the Kantorovich
duality. The theorem below also provides a reinterpretation of the Kantorovich
problem as minimisation of a linear functional
∫
EF
cdπ over all Choquet’s rep-
resentation of pair of measures (µ, ν) ∈ P .
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Theorem 3 Let X,Y be two compact metric spaces and let c : X ×Y → R be
a Lipschitz function. Let µ and ν be Borel probability measures on X and Y
respectively. Then
sup
{∫
X
φdµ−
∫
Y
ψdν
∣∣φ(x) − ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y }
is equal to
inf
{∫
X×Y
c(x, y)dπ(x, y)
∣∣π ∈ Γ (µ, ν)},
where Γ (µ, ν) stands for the set of all Borel probability measures on X × Y
such that its marginals are µ and ν respectively. Moreover, both supremum and
infimum are attained.
Proof We shall first prove that the supremum is attained. By the Arzela`-Asoli
theorem, it is enough to show that it may be taken over a uniformly continuous
and uniformly bounded subset of functions. This follows from the fact that if
φ, ψ satisfy
φ(x) − ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y
then
φ′(x) = inf
{
c(x, y) + ψ(y)|y ∈ Y
}
for all x ∈ X
and
ψ′(y) = sup
{
φ′(x)− c(x, y)|x ∈ X
}
for all y ∈ Y
are both Lipschitz, with Lipschitz constant depending on the Lipschitz con-
stant of c, and satisfy
φ′(x) − ψ′(y) ≤ c(x, y) for all x ∈ X, y ∈ Y and φ ≤ φ′ and ψ′ ≤ ψ.
Adding appropriate constant we may assume that φ′ and ψ′ are bounded by
uniform norm of c, see Lemma 3 below. Now, take φ, ψ that maximise∫
X
φdµ−
∫
Y
ψdν
subject to the condition that φ(x) − ψ(y) ≤ c(x, y) for all x ∈ X and y ∈ Y .
Let ρ0 : X ∪ Y → R be defined so that ρ0(x) = −φ(x) and ρ0(y) = ψ(y) for
x ∈ X and y ∈ Y . Let G denote the set of continuous functions ρ on X ∪ Y
such that for x ∈ X and y ∈ Y there is
−ρ(x) + ρ(x) ≤ c(x, y).
Let now F denote the set of continuous functions onX∪Y of the form λ(ρ0−ρ)
for λ ≥ 0 and ρ ∈ G, i.e. F is the tangent cone at ρ0 to G. Observe that F is a
closed, convex cone that contains constants is closed under maxima, and that
(µ, ν) ∈ PF =
{
(µ′, ν′) ∈ P(X)× P(Y )
∣∣µ′ ≺F ν′}.
By Corollary 1 the extreme points of PF are contained in the set of pairs of the
form (δx, η) ∈ PF with x ∈ X and η a probability measure on Y . By symmetry,
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the set of extreme points is equal to the set of pairs of the form (δx, δy) ∈ PF
for some x ∈ X and y ∈ Y . For any such pair there is −ρ0(x)+ρ0(y) = c(x, y).
Indeed, define ρ(x′) = −c(x′, y) and set
ρ(y′) = inf{c(x′, y′)− c(x′, y)|x′ ∈ X}.
Then ρ ∈ G and −ρ(x) + ρ(y) = c(x, y). Thus also −ρ0(x) + ρ0(y) = c(x, y).
It follows that the set EF of extreme points of PF is equal to
EF =
{
(δx, δy)
∣∣− ρ0(x) + ρ0(y) = c(x, y)
}
.
By the Choquet’s theorem there is a probability measure π0 on EF such that
(µ, ν) =
∫
EF
(ξ1, ξ2)dπ0(ξ).
Define
π =
∫
EF
ξ1 ⊗ ξ2dπ0(ξ).
Then ∫
X×Y
cdπ =
∫
X
φdµ−
∫
Y
ψdν
and the proof is complete.
Corollary 2 Let X,Y be two compact metric spaces and let c : X×Y → R be
a lower semi-continuous function. Let µ and ν be Borel probability measures
on X and Y respectively. Then
sup
{∫
X
φdµ−
∫
Y
ψdν
∣∣φ(x) − ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y }
is equal to
inf
{∫
X×Y
c(x, y)dπ(x, y)
∣∣π ∈ Γ (µ, ν)},
where Γ (µ, ν) stands for the set of all Borel probability measures on X × Y
such that its marginals are µ and ν respectively.
Proof If c is a lower semicontinuous function, then it may be written as a
supremum of a sequence (cn)
∞
n=1 of Lipschitz functions, see e.g. [25]. For each
cn we know by Theorem 3 that the respective supremum and infimum are
equal. Therefore, for each n we see that
inf
{∫
X×Y
cn(x, y)dπ(x, y)
∣∣π ∈ Γ (µ, ν)} (5)
is at most
sup
{∫
X
φdµ−
∫
Y
ψdν
∣∣φ(x) − ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y }.
The infima (5) converge to the corresponding infimum for c and the proof is
complete.
Remark 1 The above proof extends also to the case of non-compact Polish
spaces in the same way as in [26].
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5 Kantorovich-Rubinstein duality
Below we present analogous results to the above for the optimal transport
problem with metric cost.
Lemma 1 Let X be a bounded metric space. Let f : X → R be a 1-Lipschitz
map such. Define a cone F by
F =
{
λ(f − g)|λ ≥ 0, g : X → R is 1-Lipschitz
}
.
Then (µ, ν) ∈ PF if and only if
∫
X
fd(µ− ν) = sup
{∫
X
gd(µ− ν)
∣∣g : X → R is 1-Lipschitz}.
Moreover, the set of extreme points of PF is the set of points of the form
(δx, δy) where f(y)− f(x) = d(x, y). (6)
Proof The first assertion is trivial. We need to prove the claim on the extreme
points of PF . Observe that F is closed under maxima, as maximum of two
Lipschitz functions is again Lipschitz. By Theorem 2, we know that any ex-
treme point in PF has the form (δx, ν) for some x ∈ X and a Borel probability
measure ν. Let g : X → R be a 1-Lipschitz function defined as
g(y) = d(x, y) for y ∈ X.
By the assumption on ν, we know that
∫
X
f(y)− f(x)dν(y) ≥
∫
X
d(x, y)dν(y).
The 1-Lipschitzness of f yields that we have equality in this inequality, whence
for ν-almost every y ∈ X we have f(y)− f(x) = d(x, y). Since
(δx, ν) =
∫
X
(δx, δy)dν(y),
any extreme point of PF has to be of the form (6). Any pair (δx, δy) such that
f(y) − f(x) = d(x, y) is an extreme point of PF , as it is an extreme point of
a larger set of pairs of probability measures.
Remark 2 Note that the cone considered above is exactly the tangent cone of
the set of 1-Lipschitz functions at the point f .
Below we shall reprove the Kantorovich-Rubinstein duality formula using
the methods developed above. For Borel probability measures µ, ν on X we
denote by Γ (µ, ν) the set of Borel probability measures π on X×X such that
the respective marginals of π are µ and ν.
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Theorem 4 For any Borel probability measures µ, ν
sup
{∫
X
gd(µ− ν)
∣∣g is 1-Lipschitz} = inf {
∫
X×X
ddπ
∣∣π ∈ Γ (µ, ν)}.
Moreover, both supremum and infimum are attained.
Proof Let f : X → R be such that∫
X
fd(µ− ν) = sup
{∫
X
gd(µ− ν)
∣∣g : X → R is 1-Lipschitz}.
Let F be the tangent cone at f to the set of 1-Lipschitz functions. Then, by
the Choquet’s theorem, there exists a Borel probability measure π0 on the set
of extreme points EF of PF such that
(µ, ν) =
∫
EF
ξdπ0(ξ).
By Lemma 1, any extreme point of PF is of the form (δx, δy) with
f(y)− f(x) = d(x, y).
Let π be a measure on X ×X given by
π =
∫
EF
ξ1 ⊗ ξ2dπ0(ξ), where ξ = (ξ1, ξ2).
Then π is a Borel probability measure and π ∈ Γ (µ, ν), by definition of π0.
Moreover, by Lemma 1,∫
X×X
d(x, y)dπ(x, y) =
∫
X×X
(
f(y)− f(x)
)
dπ(x, y) =
∫
X
fd(µ− ν).
6 Multimarginal optimal transport
Here we generalise our setting to multimarginal optimal transport with finitely
many marginals, see [16]. We shall need the following lemma, see also [17].
Lemma 2 Let X1, . . . , Xk be metric spaces. Let
c : X1 × . . .×Xk → R
be a Lipschitz function. Suppose that Ai ⊂ Xi for i = 1, . . . , k and let
fi : Ai → R for i = 1, . . . , k
be such that for all xi ∈ Ai, i = 1, . . . , k there is
k∑
i=1
fi(xi) ≤ c(x1, . . . , xk). (7)
Then there exists Lipschitz functions f˜i : Xi → R, i = 1, . . . , k such that con-
dition (7) holds true for all xi ∈ Xi, i = 1, . . . , k and fi(xi) ≤ f˜i(xi) for
xi ∈ Ai and i = 1, . . . , k. Moreover, f˜i, i = 1, . . . , k, may be taken so that
their Lipschitz constants are each at most the Lipschitz constant of c.
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Proof We define inductively f˜i(xi) for i = 1, . . . , k and xi ∈ Xi as
inf
{
c(x1, . . . , xk)−
i−1∑
j=1
f˜j(xj)−
k∑
j=i+1
fj(xj)|xj ∈ Xj if j < i, xj ∈ Aj if j > i
}
.
Then f˜i, i = 1, . . . , k, satisfy
∑k
i=1 f˜i(xi) ≤ c(x1, . . . , xk), with xi ∈ Xi for all
i = 1, . . . , k, and thus
f˜i(xi) ≤ inf
{
c(x1, . . . , xk)−
∑
j 6=i
f˜j(xj)|xj ∈ Xj , j 6= i
}
.
Moreover fi ≤ f˜i for all i = 1, . . . , k on Ai and thus f˜i is at least the infimum
on the right-hand side of the above equality. This is to say, for xi ∈ Xi and
i = 1, . . . , k
f˜i(xi) = inf
{
c(x1, . . . , xk)−
∑
j 6=i
f˜j(xj)|xj ∈ Xj , j 6= i
}
.
If c was Lipschitz, then f˜i, i = 1, . . . , k are Lipschitz as infima of Lipschitz
functions.
Remark 3 Pick x1,∈ Xi, i = 1, . . . , k. Let f(x1) = c(x1, . . . , xk) for x ∈ X1
and let f(xi) = 0 for i = 2, . . . , k. Then the assumptions of the above lemma
are satisfied with Ai = {xi}, i = 1, . . . , k. Therefore we may apply the c-
convexification procedure described above in the proof, to obtain function
fc :
⋃k
i=1Xi → R such that
k∑
i=1
fc(yi) ≤ c(y1, . . . , yk) for all yi ∈ Xi
and moreover
k∑
i=1
fc(xi) = c(x1, . . . , xk).
The following lemma is based on [25, Remark 1.13].
Lemma 3 Let X1, . . . , Xk be metric spaces. Let
c : X1 × . . .×Xk → R
be a bounded function. Suppose that fi : Xi → R, i = 1, . . . , k are such that for
all xi ∈ Xi and i = 1, . . . , k
fi(xi) = inf
{
c(x1, . . . , xk)−
∑
j 6=i
fj(xj)|xj ∈ Xj , j 6= i
}
.
Then there exist constants h1, . . . , hk ∈ R that sum up to zero, such that
functions f˜i = fi + hi satisfy
f˜i(xi) = inf
{
c(x1, . . . , xk)−
∑
j 6=i
f˜j(xj)|xj ∈ Xj , j 6= i
}
(8)
and all of them are bounded by the uniform norm of c times max{k, 3}.
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Proof Note that for any h1, . . . , hk that sum up to zero there is
inf
{
c(x1, . . . , xk)−
∑
j 6=i
f˜j(xj)|xj ∈ Xj , j 6= i
}
= fi(xi)−
∑
j 6=i
hj = f˜i(xi).
Thus the first assertion is proven. LetM denote the uniform norm of c. Choose
h1, . . . , hk in such a way that
sup{f˜i(xi)|xi ∈ Xi} =M for i = 2, . . . , k.
Note that by (8) it follows that for i = 1, . . . , k and all xi ∈ Xi
−M −
∑
j 6=i
sup{f˜j(xj)|xj ∈ Xj} ≤ f˜i(xi) ≤M −
∑
j 6=i
sup{f˜j(xj)|xj ∈ Xj}.
Thus, for all x1 ∈ X1
−kM ≤ f˜1(x1) ≤ (2− k)M.
Now, again from (8) and from the above, we get that for i = 2, . . . , k and
xi ∈ Xi
−M − (k − 2)M + (k − 2)M ≤ f˜i(xi) ≤M − (k − 2)M + kM
Hence
−M ≤ f˜i(xi) ≤ 3M.
Theorem 5 Let X1, . . . , Xk be compact metric spaces. Let
c : X1 × . . .×Xk → R
be a Borel function. Let B be the set of functions f in C(X1 ∪ . . . ∪Xk) such
that for all xi ∈ Xi, i = 1, . . . , k we have
k∑
i=1
f(xi) ≤ c(x1, . . . , xk).
Let g ∈ B. Then the set of extreme points of the set P of k-tuples of probability
measures (µ1, . . . , µk) ∈ P(X1)× . . .× P(Xk) such that
k∑
i=1
∫
Xi
fdµi ≤
k∑
i=1
∫
Xi
gdµi for all f ∈ B
is contained in the set consisting of (δx1 , . . . , δxk) with xi ∈ Xi, i = 1, . . . , k.
If c is additionally Lipschitz then for any µi ∈ P(Xi), i = 1, . . . , k, such g ∈ B
exists and any extreme point (δx1 , . . . , δxk) of P, with xi ∈ Xi, i = 1, . . . , k,
satisfies
k∑
i=1
g(xi) = c(x1, . . . , xk).
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Proof For any l ∈ {1, . . . , k} let Il = {1, . . . , l − 1, l + 1, . . . , k} and let Ω be
the disjoint union of all Xi, i = 1, . . . , k. Let (µ1, . . . , µk) ∈ P . Let µl denote
the extension of µl to Ω and let µIl denote the probability measure on Ω such
that
µIl(A) =
1
k − 1
∑
i6=l
µi(A) if A ⊂ X
c
l and µIl(A) = 0 if A ⊂ Xl.
Then, for any f ∈ B we have
∫
Ω
(g − f)dµl +
∫
Ω
(k − 1)(g − f)dµIl ≥ 0.
Let Fl denote the convex cone of functions of the form λ(f − g)+ c on Xl and
(k − 1)λ(g − f) + c on XIl , for non-negative λ and f ∈ B and c ∈ R. Then
µl ≺Fl µIl with the order induced by Fl. Moreover, Fl is closed, contains
constants and is closed under maxima. Hence, by Corollary 1, the extreme
points of the set
PFl =
{
(µ, ν) ∈ P(Xl)× P
( ⋃
i∈Il
Xi
)∣∣µ ≺Fl ν
}
are of the form (δx, η) for some probability η ∈ P
(⋃
i∈Il
Xi
)
. By the Choquet’s
theorem there exists a Borel probability measure πl on the set EFl of extreme
points of PFl such that
(µl, µIl) =
∫
EFl
ξdπl(ξ).
Hence for any i ∈ Il
µi =
∫
EFl
(k − 1)ξ2|Xidπl(ξ).
It follows that (k − 1)ξ2|Xi are all probabilities. Hence, any extreme point of
P has to be of the form
(η1, . . . , ηl−1, δxl , η|Xl+1 , . . . , η|Xk)
with xl ∈ Xl and some probability measures ηi for i ∈ Il. As this hold for any
l = 1, . . . , k, any extreme point of P has to have the form (δx1 , . . . , δxk) with
xi ∈ Xi, i = 1, . . . , k.
Suppose now that c is Lipschitz. Take a sequence of functions (gn)
∞
n=1 ∈ B
be such that
k∑
i=1
∫
Xi
gndµi
approaches
sup
{ k∑
i=1
∫
Xi
fdµi
∣∣f ∈ B}.
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Then by Lemma 2 we may assume that (gn)
∞
n=1 is uniformly Lipschitz and
uniformly bounded, see Lemma 3. The existence of g ∈ B such that
k∑
i=1
∫
Xi
gdµi = sup
{ k∑
i=1
∫
Xi
fdµi
∣∣f ∈ B}
follows by the Arzela`-Ascoli theorem.
Take now any extreme point (δx1 , . . . , δxk) of P and let g ∈ B be as above.
Then for any f ∈ B we have
k∑
i=1
f(xi) ≤
k∑
i=1
g(xi). (9)
Define f : {x1, . . . , xk} → R by setting f(x1) = c(x1, . . . , xk) and f(xj) = 0
for 2 ≤ j ≤ k. Then
k∑
i=1
f(xi) = c(x1, . . . , xk).
By Remark 3 there exists a function f˜ ∈ B such that
k∑
i=1
f˜(xi) = c(x1, . . . , xk).
By (9) it follows that also
k∑
i=1
g(xi) = c(x1, . . . , xk).
The proof is complete.
The following theorem provides a novel interpretation of Kantorovich prob-
lem in the multimarginal setting as minimisation of certain linear functional
over the set of all Choquet’s representations of k-tuples of probability measures
(µ1, . . . , µk) ∈ P .
Theorem 6 Let X1, . . . , Xk be compact Hausdorff spaces. Let
c : X1 × . . .×Xk → R
be a Lipschitz function. Let µ1, . . . , µk be Borel probability measures on Xi,
i = 1, . . . , k respectively. Then
sup
{ k∑
i=1
∫
Xi
fdµi
∣∣f : ⋃Xi → R,
k∑
i=1
f(xi) ≤ c(x1, . . . , xk) for xi ∈ Xi, i = 1, . . . , k
}
is equal to
inf
{∫
X1×...×Xk
cdπ
∣∣π ∈ Γ (µ1, . . . , µk)
}
,
where Γ (µ1, . . . , µk) stands for the set of all Borel probability measures on
X1× . . .×Xk such that its marginals on Xi are µi respectively for i = 1, . . . , k.
Moreover, both supremum and infimum are attained.
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Proof The assertions follow from Theorem 5 and the Choquet’s theorem. In-
deed, if π0 is a Borel probability measure on the set of extreme points E of
P of the previous theorem then an optimal π ∈ Γ (µ1, . . . , µk) is given by the
formula
π =
∫
E
ξ1 ⊗ . . .⊗ ξkdπ0(ξ), where ξ = (ξ1, . . . , ξk) ∈ E .
Corollary 3 Let X1, . . . , Xk be compact Hausdorff spaces. Let
c : X1 × . . .×Xk → R
be a lower semicontinuous function. Let µ1, . . . , µk be Borel probability mea-
sures on Xi, i = 1, . . . , k respectively. Then
sup
{ k∑
i=1
∫
Xi
fdµi
∣∣f :
k⋃
i=1
Xi → R,
k∑
i=1
f(xi) ≤ c(x1, . . . , xk) for xi ∈ Xi, i = 1, . . . , k
}
is equal to
inf
{∫
X1×...×Xk
cdπ
∣∣π ∈ Γ (µ1, . . . , µk)
}
,
where Γ (µ1, . . . , µk) stands for the set of all Borel probability measures on
X1× . . .×Xk such that its marginals on Xi are µi respectively for i = 1, . . . , k.
Proof The proof follows analogous lines to that of proof of Corollary 2.
Remark 4 The above proof extends also to the case of non-compact Polish
spaces in the same way as in [25].
7 Martingale transport
Here we characterise the set of extreme points of two measures µ, ν in convex
order. Below F is the cone of continuous convex functions on convex body K.
Then (µ, ν) ∈ PF if and only if (µ, ν) are in convex order. In the proof below
we could use a result of Winkler [27]. Instead we follow more direct way for
the sake of completeness and clarity.
Theorem 7 Let K ⊂ Rn be a convex body. Let F denote the set of continuous
convex functions on K. Then the set of extreme points of PF is equal to the
set of pairs
(
δx,
d+1∑
i=1
λiδxi
)
(10)
where x =
∑d+1
i=1 λixi, d ≤ n, λi > 0 for i = 1, . . . , d+1 and
∑d+1
i=1 λi = 1 and
moreover x1, . . . , xd+1 are in general position.
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Proof By Theorem 2, the any extreme point of PF is of the form (δx, η) for
some probability measure η on K. Moreover, as any affine function belongs to
F , we see that
x =
∫
Ω
ydν(y).
Let us fix x ∈ K. Consider the set A of all Borel probability measures that
have x as their barycentre. To prove the assertion we ought to show that the
extreme points of A are of the form
d+1∑
i=1
λiδxi for some λ1, . . . , λd+1 > 0 that sum up to one
and x1, . . . , xd+1 are in general position and d = 1, . . . , n and that
x =
d+1∑
i=1
λixi.
Let us first show that any extreme points γ ∈ A is supported on at most n+1
points. Suppose conversely, that there exist pairwise disjoint non-empty Borel
sets A1, . . . , An+2 such that
K =
n+2⋃
i=1
Ai and γ(Ai) > 0 for i = 1, . . . , n+ 2.
Then there exist real numbers t1, . . . , tn+2, not all of them equal, such that
0 =
n+2∑
i=1
ti
∫
Ai
(y − x)dγ(y).
We may assume that these numbers are all less than one. Set
γ1 =
∑n+2
i=1 (1− ti)γ|Ai
1−
∑n+2
i=1 tiγ(Ai)
and γ2 =
∑n+2
i=1 (1 + ti)γ|Ai
1 +
∑n+2
i=1 tiγ(Ai)
.
Then γ1, γ2 belong to A. Moreover
γ =
(
1−
n+2∑
i=1
tiγ(Ai)
)
γ1 +
(
1 +
n+2∑
i=1
tiγ(Ai)
)
γ2.
Thus (δx, γ) is not an extreme point of A. The contradiction yields that γ is
supported on at most n+ 1 points.
Let d + 1 be the number of points in the support. Let us show that we
must necessarily have
γ =
d+1∑
i=1
λiδxi for some λ1, . . . , λd+1 > 0 that sum up to one
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and x1, . . . , xd+1 in general position. Suppose that this is not the case. Then
there exist non-negative α1, . . . , αd+1, not all of them equal to λ1, . . . , λd+1,
such that
x =
d+1∑
i=1
αixi and
d+1∑
i=1
αi = 1.
Set χ =
∑d+1
i=1 αiδxi . Then χ ∈ A. Moreover
γ =
1
2
(γ − ǫχ) +
1
2
(γ + ǫχ),
for any ǫ ∈ (0,min{λ1, . . . , λd+1}). The contradiction concludes the proof of
the fact that any extreme point of PF is of the form (10).
Let us now show that any pair of that form is indeed an extreme point of
PF . Observe that by Jensen’s inequality any such pair belongs to PF . If we
had
(δx, ν) =
1
2
(θ1, ρ1) +
1
2
(θ2, ρ2) for some (θ1, ρ1), (θ2, ρ2) ∈ PF , then
necessarily θ1 = θ2 = δx and ρ1, ρ2 are supported on x1, . . . , xd+1. As these
points are in general position and
x =
∫
Ω
ydρ1(y) =
∫
Ω
ydρ2(y),
we see that ρ1 = ρ2 = ν.
The reasoning presented in Section 4 may be generalised to other trans-
portation problems. Here we discuss the case of martingale optimal transport.
In this problem one is given two Borel probability measures µ, ν on Rn in
convex order. The task is to find a coupling π of µ and ν such that it is a
distribution of a one-step martingale and that minimises the integral
∫
Rn×Rn
cdπ
among all such couplings. Here c : Rn×Rn → R is a Borel measurable funciton,
callled a cost function.
In the theorem below we employ the above characterisation of extreme
points to prove a duality result for multidimensional martingale optimal trans-
port, provided that the value of the dual problem is attained.
For results related to duality in the martingale optimal transport problem
see [5, 6].
Below K is a convex body in Rn and c : K ×K → R a Lipschitz function.
We denote by C the set of continuous functions g on the disjoint union of K
and K such that
g1
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λig2(xi) ≤
n+1∑
i=1
c
( n+1∑
j=1
λjxj , xi
)
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for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up to one.
Here g1 is the restriction of g to the first copy of K and g2 the restriction of
g to the second copy of K.
Theorem 8 Let K be a convex body in Rn and let c : K × K → R be a
Lipschitz function. Let f ∈ C. Let Ff be the tangent cone to C at f , i.e. the
set of all continuous functions on K ∪K of the form λ(f − g) for some λ ≥ 0
and g ∈ C. Then the set of extreme points of the associated set
Pf =
{
(µ, ν) ∈ P(K)× P(K)|
∫
K
φ1dν ≤
∫
K
φ2dµ for all φ ∈ Ff , µ, ν
}
is of the form (δx,
∑d+1
i=1 λixi) for some d ≤ n, λ1, . . . , λd+1 positive that sum
up to one and for x1, . . . , xd+1 ∈ K affinely independent, x =
∑d+1
i=1 λixi such
that
f1
( d+1∑
i=1
λixi
)
−
d+1∑
i=1
λif2(xi) =
d+1∑
i=1
λic
( d+1∑
j=1
λjxj , xi
)
.
Proof The cone Ff is a closed convex cone, contains constants and is closed
under maxima. Thus by Corollary 1 any extreme point of Pf is of the form
(δx, η) for some x ∈ K and a Borel probability measure η onK. Let (δx, η) ∈ P
be such an extreme point. Let h be a function equal to some convex function
h on the first copy of K and equal to the same function h on the other copy
of K. Then f +h belongs to C. Thus η majorises δx in the convex order. Then
we know that for any g ∈ C we have
∫
K
(
g1(x)− g2(y)
)
dη(y) ≤
∫
K
(
f1(x)− f2(y)
)
)dη(y). (11)
By the assumption the right-hand side of the above inequality is bounded by
∫
K
c(x, y)dη(y). (12)
Indeed, as η majorises δx, by Theorem 7, there is
(δx, η) =
∫
EF
ξdπ(ξ),
where π is a Borel probability measure on the set of extreme points EF of PF .
The assumption on f is that for any such extreme point we have
∫
K
f1dξ1 −
∫
K
f2dξ2 ≤
∫
K
c(z, y)dξ2(y).
with δz = ξ1. Then the fact that (11) is bounded by (12) follows by integration
against π.
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By the McShane extension formula (see [18]), we may assume that c is
defined and Lipschitz on Rn × Rn. Let us now take x ∈ K and g so that for
y ∈ K we have g2(y) = −c(x, y) and for x
′ ∈ K set
g1(x
′) = inf
{ n+1∑
i=1
λi
(
c(x′, yi)− c(x, yi)
)∣∣(δx′ ,
d+1∑
i=1
λiδyi
)
∈ EF
}
.
Here the infimum is over all y1, . . . , yn+1 ∈ R
n, with barycentre x′, and all
non-negative λ1, . . . , λn+1 ≥ 0 summing up to one. Then
g1(x
′)−
n+1∑
i=1
λig2(yi) ≤
n+1∑
i=1
λic(x
′, yi)
for all y1, . . . , yn+1 ∈ K and all and such that x =
∑n+1
i=1 λiyi and all non-
negative λ1, . . . , λn+1 ≥ 0 summing up to one. Moreover, g1(x) = 0. More-
over, as c is Lipschitz, g is Lipschitz. Indeed, for any x′, z′ ∈ K and any
y1, . . . , yn+1 ∈ R
n and non-negative λ1, . . . , λn+1 that sum up to one and such
that
x′ =
n+1∑
i=1
λiyi
we have
n+1∑
i=1
λi
(
c(z′, yi+z
′−x′)−c(x, yi+z
′−x′)
)
≤
n+1∑
i=1
λi
(
c(x′, yi))−c(x, yi)
)
+3‖z′−x′‖,
where L is the Lipschitz constant of c. Thus
g1(z
′) ≤ g1(x
′) + 3L‖z′ − x′‖.
This is to say, g1 is Lipschitz, hence continuous. Observe that for such g,
the left-hand side of (11) is equal to (12). As η majorises δx in the convex
order, there is a probability measure on the set of extreme points EF of PF
corresponding to the convex order such that
(δx, η) =
∫
EF
ξdπ(ξ).
It follows that for π-almost every ξ we have
∫
K
(f1(x) − f2(y)
)
dξ2(y) =
∫
K
c(x, y)dξ2(y).
Any such ξ is belongs to Ff . Therefore any extreme point of Pf is necessary
an extreme point of PF . The assertion follows readily.
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Theorem 9 Let K be a convex body in Rn and let c : K × K → R be a
Lipschitz function. Let µ, ν be two Borel probability measures on K in convex
order. Suppose that there exist continuous functions φ1, φ2 : K → R such that∫
K
φ1dµ−
∫
K
φ2dν = sup
{∫
K
φ′1dµ−
∫
K
φ′2dν
∣∣φ′ ∈ C},
where C is the set of pairs of continuous functions on disjoint union of two
copies od K such that for all non-negative λ1, . . . , λn+1 that add up to one and
all x1, . . . , xn+1 ∈ K there is
φ′1
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λiφ
′
2(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
.
Here φ1, φ2 denote restriction of a function φ ∈ C to the first and second copy
of K respectively. Then the supremum is equal to
inf
{∫
EF
∫
K
c
( ∫
K
ydξ2(y), z
)
dξ2(z)
∣∣(µ, ν) =
∫
EF
ξdπ(ξ), π is a probability
}
.
Moreover the last infimum is attained. It is also equal to
inf
{∫
K×K
cdπ
∣∣π is a martingale coupling between µ and ν}.
Proof First part of the theorem follows from Theorem 8. The second one fol-
lows by taking
π =
∫
EF
ξ1 ⊗ ξ2dπ0(ξ)
where π0 is optimal probability measure on EF for the first minimisation prob-
lem.
8 Duality for martingale optimal transport
Martingale optimal transport admits a dual problem, which is to maximise
∫
Rn
f1dµ−
∫
Rn
f2dν
among all continuous functions f1, f2 : R
n → R that satisfy
f1(x)− f2(y) ≤ c(x, y) + 〈γ(x), y − x〉
for some γ : Rn → R. In this section we investigate this class of functions.
Definition 2 Let K ⊂ Rn be a convex set. Then F ⊂ K is a face of K if for
any z ∈ F and any t ∈ (0, 1) such that z = tx+ (1− t)y for some x, y ∈ K we
have x, y ∈ F .
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Lemma 4 Let K be a convex body in Rn. Let c : K × K → R be a bounded
function. Let C denote the set of all continuous functions f on the disjoint
union K∪K of two copies of K such that for all x ∈ K there exists γ(x) ∈ Rn
such that for all y ∈ K that belong to the maximal face of K that contains x
in its relative interior there is
f1(x) − f2(y) ≤ c(x, y) + 〈γ(x), y − x〉. (13)
Here f1 is the restriction of f to the first copy of K and f2 is the restriction
of f to the second copy of K. Then C is uniformly closed and is closed under
maxima.
Proof Choose x ∈ intK. Let f ∈ C and let γ be such that (13) holds true.
Take y = x− tv with v a unit vector such that
〈γ, v〉 = ‖γ‖,
and 1 > t > 0 small enough so that y ∈ K. Then, by (13), we have
‖γ‖ ≤
c(x, x − tv) + f2(x− tv)− f1(x)
t
≤
‖c‖+ 2‖f‖
t
. (14)
Hence, if (gk)
∞
k=1 ∈ C is a sequence that uniformly converges to a function
g, then for x ∈ intK consider a sequence (γk(x))
∞
k=1 of elements of R
n that
satisfy
gk1(y)− gk2(x) ≤ c(x, y) + 〈γk(x), y − x〉 for all y ∈ K. (15)
By (14), we may assume, passing to a subsequence, that (γk(x))
∞
k=1 converges
to γ(x). Then, passing to the limit in (15), we see that (13) is satisfied for x.
If the maximal face of K that contains x in its relative interior, then we
repeat the above argument with K replaced by the intersection of the face
with its affine hull. Note that in this case γ(x) may be also chosen to lie in the
tangent space to the face.
If now g1, g2 ∈ C satisfy (13) with γ1, γ2, then for g = max{g
1, g2} we
define γ by setting γ(x) = γ1(x) if g
1
1(x) ≥ g
2
1(x) and γ(x) = γ2(x) otherwise.
Suppose that g11(x) ≥ g
2
1(x). Then we have for all y ∈ K, in the maximal face
of K containing x in its relative interior,
g1(x) = g
1
1(x) ≤ c(x, y)+ 〈γ(x), y−x〉+ g
1
2(y) ≤ c(x, y)+ 〈γ(x), y−x〉+ g2(y).
If g11(x) < g
2
1(x) then we obtain analogously such inequality. It follows that
g ∈ C.
Theorem 10 Let K be a convex body in Rn. Let c : K ×K → R be Lipschitz.
Let
f : K ∪K → R
be a continuous function on a disjoint union of two copies of K. Let f1 and
f2 denote the restriction of f to the first and second copy of K respectively.
Then the following conditions are equivalent:
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i) for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up
to one there is
f1
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif2(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
,
ii) for any x ∈ K there exists γ(x) ∈ Rn such that for all y ∈ K in the
maximal face of K that contains x in its relative interior we have
f1(x)− f2(y) ≤ c(x, y) + 〈γ(x), y − x〉.
Proof Without loss of generality c is bounded below by zero. Let us denote
the set of continuous functions on K that satisfy condition i) by C1 and the
set of continuous functions on K that satisfy condition ii) by C2. Observe that
C2 ⊂ C1. Moreover both C1 and C2 are convex sets that are closed with respect
to the uniform norm and closed under maxima. This follows by Lemma 4.
Suppose that there exists f ∈ C1 \ C2. Then by the Hahn-Banach theorem
there exists a Borel measure η ∈ M(K ∪K) such that
∫
K∪K
fdη ≥
∫
K∪K
gdη + ǫ for all g ∈ C2 and some ǫ > 0. (16)
Observe that since constant functions belong to C2, measure η may be written
as a difference of two non-negative Borel measures of equal masses. Since any
continuous function that is negative on the first copy of K and positive on the
second belong to C2, we see that η = η+−η−, with η+ and η− supported on the
first and on the second copy of K respectively. Without loss of generality we
may assume that these measures are probabilities. Let Ff denote the convex
cone of all functions of the form λ(g − f) for λ ≥ 0 and g ∈ C2. Consider the
set
P =
{
(µ, ν) ∈ P(K)× P(K)
∣∣µ ≺Ff ν
}
.
Then (η+, η−) ∈ P . Moreover, by Lemma 4, Ff satisfies the assumptions of
Theorem 2. Therefore any extreme point of P has the form (δx, σ) for some
probability measure σ. Define h : K ∪K → R by h2(y) = −c(x, y) for y ∈ K
and for x′ ∈ K set
h1(x
′) = inf{c(x′, y)− c(x, y)|y ∈ K}.
Then h1(x) = 0, h is continuous by Lipschitzness of c and thus h ∈ C2, with γ
equal to zero. It follows that there exists σ such that∫
K
c(x, y)dσ(y) =
∫
K
(
h1(x) − h2
)
dσ ≤
∫
K
(
f1(x) − f2
)
dσ − ǫ. (17)
Observe that (δx, σ) ∈ P is ordered in convex order. Then there exists a
probability measure π on the set E of extreme points of measures in convex
order such that
(δx, σ) =
∫
E
ξdπ(ξ).
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It follows, by Theorem 7, and the definition of C1 that∫
K
(
f1(x) − f2
)
dσ ≤
∫
K
c(x, y)dσ(y),
contradictory to (17). The converse inclusion follows readily.
Corollary 4 Let K be a convex set in Rn. Suppose that c : K × K → R is
Lipschitz. Let
f : K ∪K → R
be a continuous function on a disjoint union of two copies of K. Let f1 and
f2 denote the restriction of f to the first and second copy of K respectively.
Then the following conditions are equivalent:
i) for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up
to one there is
f1
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif2(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
,
ii) for any x ∈ K there exists γ(x) ∈ Rn such that for all y ∈ K in the
maximal face of K that contains x in its relative interior we have
f1(x)− f2(y) ≤ c(x, y) + 〈γ(x), y − x〉.
Proof Without loss of generality we may assume that intK is non-empty.
Choose a increasing sequence (Kn)
∞
n=1 of closed convex sets in R
n such that
its union is intK. Suppose that f : K ∪ K → R satisfies i). Pick x ∈ intK.
Then by Theorem 10 for any n ∈ N sufficiently large so that x ∈ intKn there
exists γn such that for all y ∈ Kn there is
f1(x) − f2(y) ≤ c(x, y) + 〈γn, y − x〉. (18)
Let n be so large that B(x, ǫ) ⊂ Kn, where B(x, ǫ) denotes the closed ball
of radius ǫ centred at x. Suppose that γn 6= 0 and set yn = x − ǫ
γn
‖γn‖
. Then
yn ∈ Kn and therefore
‖γn‖ ≤
1
ǫ
(
c(x, yn)− f1(x) + f2(yn)
)
.
As c and f are continuous, the right-hand side of the above inequality is
uniformly bounded. Hence, so is the left-hand side. We may therefore pick γ
that is an accumulation point of the sequence (γn)
∞
n=1. From (18) and from
continuity of f it follows now that for all y ∈ intK
f1(x) − f2(y) ≤ c(x, y) + 〈γ, y − x〉.
This is to say, f satisfies also ii) if x ∈ intK.
If the maximal face of K that contains x in its relative interior is of lower
dimension, then we repeat the above argument with K replaced by the in-
tersection of the face with its affine hull. Note that in this case γ(x) may be
also chosen to lie in the tangent space to the face. The converse inclusion is
straightforward.
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Corollary 5 Let K be a convex set in Rn. Suppose that c : K × K → R is
Lipschitz. Let
f : K → R
be a continuous function on K. The following conditions are equivalent:
i) for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up
to one there is
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
,
ii) for any x ∈ K there exists γ(x) ∈ Rn such that for all y ∈ K in the same
face of K as x we have
f(x)− f(y) ≤ c(x, y) + 〈γ(x), y − x〉.
Moreover, if K is open and additionally |c(x, y)| ≤ Λ‖x− y‖ for all x, y ∈ Rn
and some constant Λ, then we may drop the assumption on the continuity of
f .
Proof Follows from the above corollary. The second part follows by Lemma 6.
Lemma 5 Suppose that f : [a, b] → R is such that for all λ ∈ [0, 1] and all
x, y ∈ [a, b] there is
λf(x)+(1−λ)f(y)−f(λx+(1−λ)y) ≤ λc(λx+(1−λ)y, x)+(1−λ)c(λx+(1−λ)y, y).
Then for all a ≤ x1 < x2 < x3 ≤ b we have that
f(x3)−f(x1)
x3−x1
is bounded below
by
f(x3)− f(x2)
x3 − x2
+
c(x2, x3)− c(x2, x1)
x3 − x1
−
c(x2, x3)
x3 − x2
and above by
f(x2)− f(x1)
x2 − x1
+
c(x2, x3)− c(x2, x1)
x3 − x1
+
c(x2, x1)
x2 − x1
.
Proof Let λ ∈ (0, 1) be such that x2 = λx1 + (1− λ)x3, that is
λ =
x3 − x2
x3 − x1
.
Then we know that
λf(x1) + (1 − λ)f(x3)− f(x2) ≤ λc(x2, x1) + (1− λ)c(x2, x3).
Hence putting formula for λ we obtain that
f(x3)− f(x2)
x3 − x2
+
c(x2, x3)− c(x2, x1)
x3 − x1
−
c(x2, x3)
x3 − x2
≤
f(x3)− f(x1)
x3 − x1
and
f(x3)− f(x1)
x3 − x1
≤
f(x2)− f(x1)
x2 − x1
+
c(x2, x3)− c(x2, x1)
x3 − x1
+
c(x2, x1)
x2 − x1
.
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Lemma 6 Let K be a convex set in Rn. Suppose that f : K → R is such that
for all x, y ∈ K and all λ ∈ [0, 1] there is
λf(x)+(1−λ)f(y)−f(λx+(1−λ)y) ≤ λc(λx+(1−λ)y, x)+(1−λ)c(λx+(1−λ)y, y).
Suppose that c is L-Lipschitz in the second variable and is such that for all
x, y ∈ K there is |c(x, y)| ≤ Λ‖x − y‖ for some constant Λ. Then f is locally
Lipschitz in K.
Proof Suppose that n = 1. Then K = [a, d] for some a < d. Choose numers
b, c so that a < b < c < d. Then applying Lemma 5 four times yields that for
any x, y such that b < x < y < c we have
f(y)− f(x)
y − x
≤
f(b)− f(a)
b− a
+
c(x, y)
y − x
+
c(b, a)
b− a
+
c(b, y)− c(b, a)
y − a
−
c(x, y)− c(x, a)
y − a
and
f(d)− f(c)
d− c
−
c(c, x)
c− x
+
c(c, d)− c(c, x)
d− x
−
c(y, x)
y − x
−
c(y, d)− c(y, x)
d− x
≤
f(y)− f(x)
y − x
.
In particular on [b, c] function f has Lipschitz constant at most
max
{∣∣∣f(b)− f(a)
b− a
+ 2L+ 2Λ
∣∣∣,
∣∣∣f(d)− f(c)
d− c
− 2L− 2Λ
∣∣∣
}
.
Suppose now that n > 1 and that, by induction, that the Lemma holds true
for all dimensions at most n− 1. Choose any ball B in K and simplices X,Y
such that B ⊂ X ⊂ Y ⊂ K and such that B and the boundaries of X and Y
are pairwise disjoint. Then, by the inductive assumption, f is continuous on
X and on Y , and therefore the function
∂X × ∂Y ∋ (x, y) 7→
|f(x)− f(y)|
‖x− y‖
∈ R
is bounded by a constant M . Choose any points x, y ∈ B. Choose a unique
line passing through x and y. Then there exist unique points x1, x2 ∈ X and
y1, y2 ∈ Y such that the line intersects ∂X in x1, x2 and ∂Y in y1, y2 where,
without loss of generality, y1 < x1 < x < y < x2 < y2 on the line. By Lemma
5 we see that
|f(y)− f(x)|
‖x− y‖
≤ max
{∣∣∣f(y2)− f(x2)
‖y2 − x2‖
−2L−2Λ
∣∣∣,
∣∣∣f(x1)− f(y1)
‖y2 − x2‖
+2L+2Λ
∣∣∣
}
Therefore f has Lipschitz constant at most M + 2L+ 2Λ on B.
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9 Uniform convexity and uniform smoothness
In this section we employ results of the previous section to provide a char-
acterisation of uniformly smooth and uniformly convex functions on Rn, or,
more generally, on an open, convex set K ⊂ Rn. We refer the reader to [3].
Let us recall the definitions. Let σ : R → R. A function f : K → R is called
σ-convex provided that
f(λx+ (1 − λ)y) + λ(1 − λ)σ(‖x− y‖) ≤ λf(x) + (1− λ)f(y)
for all λ ∈ [0, 1] and all x, y ∈ K. A function g : K → R is called σ-smooth
provided that
g(λx+ (1− λ)y) + λ(1 − λ)σ(‖x− y‖) ≥ λg(x) + (1− λ)g(y)
for all λ ∈ [0, 1] and all x, y ∈ K.
Another notion of convexity and smoothness is as follows (see [3]). Suppose
that γ ∈ Rn. We say that f : K → R is σ-uniformly convex at x ∈ K with
respect to γ if for all y ∈ K there is
f(x) + σ(‖y − x‖) + 〈γ, y − x〉 ≤ f(y).
Likewise, g : K → R is called σ-uniformly smooth at x ∈ K with respect to γ
if for all y ∈ K there is
f(x) + σ(‖y − x‖) + 〈γ, y − x〉 ≥ f(y).
Note that the condition that for any x ∈ K, f is σ-uniformly convex at any x,
with respect to some γ(x), is equivalent to condition ii) of Corollary 5 for the
cost function c(x, y) = −σ(‖y−x‖), x, y ∈ K. Similarly, σ-uniform smoothness
of a function g : K → R is equivalent to condition ii) of Corollary 5 for −g and
the cost function c(x, y) = σ(‖y − x‖), x, y ∈ K.
Now, Corollary 5 implies the following theorem, which complements the
results of [3].
Theorem 11 Let K ⊂ Rn be an open convex set. Suppose that σ : R → R is
Lipschitz and such that for some constant Λ
|σ(t)| ≤ Λt for all non-negative t.
Let f : K → R. The following conditions are equivalent:
i) for any x ∈ K the function f is σ-uniformly convex at x with respect to
some γ(x) ∈ Rn,
ii) for any x1, . . . , xn+1 ∈ K and any non-negative λ1, . . . , λn+1 that sum up
to one there is
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤ −
n+1∑
i=1
λiσ
(∥∥∥
n+1∑
j=1
λjxj − xi
∥∥∥
)
.
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Also, the following conditions are equivalent:
i) for any x ∈ K the function f is σ-uniformly smooth at x with respect to
some γ(x) ∈ Rn,
ii) for any x1, . . . , xn+1 ∈ K and any non-negative λ1, . . . , λn+1 that sum up
to one there is
n+1∑
i=1
λif(xi)− f
( n+1∑
i=1
λixi
)
≤
n+1∑
i=1
λiσ
(∥∥∥
n+1∑
j=1
λjxj − xi
∥∥∥
)
.
Moreover, any function f that satisfies one of the above conditions is locally
Lipschitz in K.
Proof Follows from the Corollary 5. Lipschitzness follows by Lemma 6.
10 Martingale triangle inequality
We introducemartingale triangle inequality for functions c : K×K → R, where
K ⊂ Rn is convex. We show that if it is satisfied by a cost function c, which
vanishes on the diagonal, then one may take f1 = f2 in the dual problem to
the martingale optimal transport.
Definition 3 Let K ⊂ Rn be a convex set. Let c : K×K → R. We say that c
satisfiesmartingale triangle inequality provided that for all x, x1, . . . , xn+1 ∈ K
and all non-negative λ1, . . . , λn+1 that sum up to one there is
n+1∑
i=1
λic(x, xi)− c
(
x,
n+1∑
i=1
λixi
)
≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
. (19)
Theorem 12 Let K be a convex body in Rn. Let c : K × K → R be a con-
tinuous function satisfying martingale triangle inequality and such that for all
x ∈ K there is c(x, x) = 0.
Let B1 denote the set of continuous functions f : K → R such that for all
x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up to one there
is
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
.
Let B2 denote the set of continuous functions g : K∪K → R on the disjoint
union of K and K such that for all x1, . . . , xn+1 ∈ K and all non-negative
λ1, . . . , λn+1 that sum up to one there is
g1
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λig2(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
,
where g1 and g2 denote restrictions of g to, respectively, the first and the second
copy of K. Then
sup
{∫
K
fd(µ− ν)
∣∣f ∈ B1
}
= sup
{∫
K
g1dµ−
∫
K
g2dν
∣∣g ∈ B2
}
(20)
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Proof Clearly, the supremum on the right-hand side of (20) is at least the
supremum on the left-hand side of (20), as if f ∈ B1, then g : K ∪ K → R
defined by g1 = f and g2 = f belongs to B2.
Suppose that there exists ǫ > 0 such that for any function f ∈ B1∫
K
fd(µ− ν) + 2ǫ ≤ sup
{∫
K
g1dµ−
∫
K
g2dν
∣∣g ∈ B2
}
.
It follows that there exists g ∈ B2 such that for all f ∈ B1 we have∫
K
fd(µ− ν) + ǫ ≤
∫
K
g1dµ−
∫
K
g2dν. (21)
Let Fg denote the convex cone of all functions of the form λ(f˜ − g), where λ
is non-negative, f˜ : K ∪K → R is defined to be equal to f on the first and on
the second copy of K. Then Fg is a closed convex cone that is closed under
maxima and contains constants. Moreover (µ, ν) belongs to the set
P =
{
(µ′, ν′) ∈ P(K)× P(K)
∣∣µ′ ≺Fg ν′
}
.
Therefore, by Theorem 2, any extreme point of P is of the form (δx, η) for
some x ∈ K and probability measure η ∈ M(K). Define a function h : K → R
by h(y) = −c(x, y) for y ∈ K. Then, by the martingale triangle inequality,
h ∈ B1. Hence, by (21), we have for some η ∈ M(K) such that (δx, η) ∈ P∫
K
c(x, y)dη(y) + ǫ ≤
∫
K
(
g1(x) − g2(y)
)
dη(y) (22)
Note that any pair (δx, η) ∈ P is in convex order. Thus there exists a Borel
probability measure π on the set E of extreme points of pairs of measures in
covnex order such that
(δx, η) =
∫
E
ξdπ(ξ). (23)
But, as g ∈ B2, for any ξ ∈ E we have
∫
K
(g1(x)−g2(y))dξ(y) ≤
∫
K
c(x, y)dξ(y).
This, together wih (23) and (22), yields a contradiction.
Remark 5 Condition (19) is satisfied if c is a distance function with respect to
some metric on K and also it is satisfied if c is concave in the second variable
and non-negative. Also, this condition defines a closed convex cone. Note that
for function given by c(x, y) = ‖x− y‖2 for x, y ∈ K we have equality in (19).
Let us now see what happends when the cost function satisfies the martin-
gale triangle inequality. Let us note first that inequality
f
( d+1∑
i=1
λixi
)
−
d+1∑
i=1
λif(xi) ≤
d+1∑
i=1
c
( d+1∑
j=1
λjxj , xi
)
is equivalent to saying that for any martingale (X0, X1) there is
E
(
f(X0)− f(X1)
)
≤ Ec(X0, X1).
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Suppose now that (Xt)t∈[0,1] is a martingale. Then
E
(
f(X0)− f(X1)
)
≤ E
k−1∑
i=0
c(Xti , Xti+1)
for all numbers 0 = t0 < t1 < . . . < tk = 1.
In the case of cost c(x, y) = ‖x − y‖
2
, passing to the limit, we would get,
on the right-hand side, the quadratic variation of the martingale X .
In what follows we shall employ quadratic variation of a martingale. We
refer the reader to [23] for a comprehensive introduction to this and related
notions.
Lemma 7 Let K ⊂ Rn be a convex body. Suppose that c : K × K → R is
continuous and three times continuously differentiable in the second variable
and vanishes on the diagonal. Let (Xt)t∈[0,1] be a continuous martingale with
values in K. Then
E
k−1∑
i=0
c(Xti , Xti+1)
converges to
1
2
E
∫ 1
0
〈
D22c(Xs, Xs), d〈X〉s
〉
as the mesh of the partition 0 = t0 < t1 < . . . < tk−1 < tk = 1 converges to
zero.
Proof For any x, y ∈ K there exists z ∈ K such that
c(x, y) = D2c(x, x)(y − x) +
1
2
D22c(x, x)(y − x)
2 +
1
6
D32c(x, z)(y − x)
3. (24)
Let C = 16 sup
{
‖D32c(x, z)‖
∣∣x ∈ K, z ∈ K}. Note that for any given partition
0 = t0 < t1 < . . . < tk−1 < tk = 1 with mesh
δ = sup
{
‖ti+1 − ti‖
∣∣i = 0, . . . , k − 1}
there is
E
k−1∑
i=0
‖Xti+1−Xti‖
3
≤ E sup
{
‖Xs−Xt‖
∣∣s, t ∈ K‖s−t‖ ≤ δ}
k−1∑
i=0
‖Xti+1−Xti‖
2
.
Now, by continuity of the martingale, the first factor converges to zero almost
surely as δ goes to zero. The second factor, converges to the quadratic variation
of X in L2(P), and also in L1(P). Therefore, by the dominated convergence
theorem, the considered expression converges to zero.
Note now that, by (24), by vanishing of c on the diagonal and by the
martingale condition, there is
E
k−1∑
i=0
c(Xti , Xti+1) =
1
2
E
k−1∑
i=0
D22c(Xti , Xti)(Xti+1 −Xti)
2 +Mk,
32 Krzysztof J. Ciosmak
where Mk converges to zero, by the above considerations. By the margingale
condition, and definition of the quadratic variation,
1
2
E
k−1∑
i=0
D22c(Xti , Xti)(Xti+1 −Xti)
2 =
1
2
E
k−1∑
i=0
∫ ti+1
ti
〈
D22c(Xti , Xti), d〈X〉s
〉
The assertion follows now readily by continuity of the second derivative of c.
Theorem 13 Let K ⊂ Rn be a convex body. Let c : K×K → R be continuous,
three times continuously differentiable in the second variable and vanishing
on the diagonal. Suppose that f : K → R is twice continuously differentiable.
Suppose that for any x1, . . . , xn+1 ∈ K and any non-negative λ1, . . . , λn+1 that
sum up to one there is
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
. (25)
Then for any x ∈ K there is −D2f(x) ≤ D22c(x, x),
Proof As already noted the assumption on f is equivalent to assuming that
for any martingale (X0, X1) with values in K there is
Ef(X0)− f(X1) ≤ Ec(X0, X1).
Take any martingale (Xt)t∈[0,1] with continuous paths and with values in K.
Then, for any partition 0 = t0 < t1 < . . . < tk−1 < tk = 1 there is
Ef(X0)− f(X1) ≤ E
k−1∑
i=0
c(Xti , Xti+1).
By Lemma 7, and by the Itoˆ formula we infer that for any continuous martin-
gale (Xt)t∈[0,1] with values in K there is
−E
∫ 1
0
〈
D2f(Xs), d〈X〉s
〉
≤ E
∫ 1
0
〈
D22c(Xs, Xs), d〈X〉s
〉
.
The assertion for x ∈ intK follows from Lemma 8 below. For the other points,
it follows by continuity.
Lemma 8 Let K ⊂ Rn be a convex open set. Let f : K → Rn×n be a contin-
uous function. Then the following conditions are equivalent:
i) for any continuous martingale (Xt)t∈[0,1] with values in K there is
E
∫ 1
0
〈
f(Xs), d〈X〉s
〉
≥ 0,
ii) f has values in symmetric and positive semidefinite matrices.
Optimal transport and Choquet theory 33
Proof Clearly if f has values in symmetric and positive semidefinitie, then
the first condition holds true. Suppose that i) holds true. Let S ∈ Rn×n be
any positive semidefinie symmetric matrix. Let x ∈ K, let ǫ > 0. Define for
t ∈ [0, 1]
Xt = x+ ǫSBt.
where (Bt)t∈[0,1] is standard Brownian motion. Then
〈X〉t = S
2t.
Therefore, the assumption implies that
E
∫ 1
0
〈f
(
x+ ǫSBs∧τ
)
, S2〉ds ≥ 0, (26)
where τ is the stopping time, the first time X belongs to the complement of
K. Hence letting ǫ to zero we get from (26) that
〈f(x), S2〉 ≥ 0.
As any positive symmetric matrix admits a square root, it follows that for any
such matrix T and any x ∈ K there is 〈f(x), T 〉 ≥ 0. The conclusion follows,
as the cone of symmetric positive semidefinite matrices is self-dual.
We shall denote by B the set of continuous functions f : K → R such that
for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up to one,
there is
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
.
Corollary 6 Suppose that K ⊂ Rn is a convex body. Let c : K × K → R
be continuous, three times continuously differentiable in the second variable
and vanishing on the diagonal. Suppose that c satisfies martingale triangle
inequality. Then for any x, y ∈ K
D22c(x, y) ≤ D
2
2c(y, y).
Proof Follows from Theorem 13, as c satisfies martingale triangle inequality if
and only if for any x ∈ K the function f = −c(x, ·) belongs to B.
Below, if K is a convex body, and x ∈ K, we denote by K(x) the face of
K that contains x in its relative interior.
Corollary 7 Let K ⊂ Rn be a convex body. Suppose that c : K×K → R satis-
fies martingale triangle inequality and vanishes on the diagonal. A continuous
function f : K → R belongs to B if and only if it is of the form
f(x) = sup
{
b(y) + 〈a(y), y − x〉 − c(y, x)
∣∣y ∈ K(x)} (27)
for some functions b : K → R and a : K → Rn. In particular, the considered
class B of functions is a minimal class containing sums of affine functions and
functions of the form x 7→ −c(y, x) that is closed under suprema.
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Proof Take any x ∈ K. We need to show that for any x1, . . . , xn+1 ∈ K and
any non-negative λ1, . . . , λn+1 that sum up to one and such that
x =
n+1∑
i=1
λixi, (28)
there is
f(x)−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
c(x, xi). (29)
If (28) holds true, then it follows that x1, . . . , xn+1 ∈ K(x). Thus, (29) will
follow if we show that for any y ∈ K(x), any function on K(x) of the form
z 7→ b(y) + 〈a(y), z − y〉 − c(y, z)
belongs to B. This follows by the assumption on c.
Conversely, Corollary 5, implies that if f belongs to B then there exists
γ : K → Rn such that if x ∈ K then for all y ∈ K(x) there is
f(x)− f(y) ≤ 〈γ(x), y − x〉 + c(x, y).
Thus,
f(y) ≥ sup
{
f(x)− 〈γ(x), y − x〉 − c(x, y)
∣∣y ∈ K(x)}.
Putting in the supremum y = x we get equality.
The next corollary tells us the the considered class of functions enjoys the
extensions properties alike the class of Lipschitz functions. Below we will abuse
notation and denote also by B the set of continuous functions f : Rn → R that
satisfy
f
( n+1∑
i=1
λixi
)
−
n+1∑
i=1
λif(xi) ≤
n+1∑
i=1
λic
( n+1∑
j=1
λjxj , xi
)
for all x1, . . . , xn+1 ∈ K and all non-negative λ1, . . . , λn+1 that sum up to one.
Let us note that the corollary below extends the results of [11] on minimal
extensions of convex functions, see also [7] for discussion of similar problems
related to 1-Lipschitz maps.
Corollary 8 Suppose that K ⊂ Rn is a compact convex set. Suppose that
c : Rn×Rn → R is Lipschitz in the second variable, is such that there exists a
constant Λ such that for all x, y ∈ Rn there is
|c(x, y)| ≤ Λ‖x− y‖,
and it satisfies martingale triangle inequality. If g : K → R is belongs to B,
then there exisits g˜ : Rn → R that belongs to B and g˜|K = g. Moreover, if
f : Rn → R is another function that belongs to B and such that
f ≤ g on K
then g˜ may be taken such that
f ≤ g˜.
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Proof Without loss of generality K has non-empty interior. By Corollary 7
there exist b : K → R and a : K → Rn such that for all x ∈ K
g(x) = sup
{
g(y)− 〈γ(y), y − x〉 − c(y, x)
∣∣y ∈ K(x)}.
Define for x ∈ Rn
g˜0(x) = sup
{
g(y)− 〈γ(y), y − x〉 − c(y, x)
∣∣y ∈ K}. (30)
Then, clearly g˜0(x) = g(x) for all x ∈ intK and g˜0 belongs to B. By continuity,
see Lemma 6, g˜0 = g onK. Let f : R
n → R be a continuous function belonging
to B. Suppose that on K
f ≤ g.
Take g˜ = g˜0 ∨ f . Then g˜ belongs to B, extends g, and moreover on R
n
f ≤ g˜
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