Abstract
We start with a description of the standard conditional GSI model and describe its use in a
135
Bayesian context. Though Bayesian inference from the standard GSI model has been available in 136 the package gsi sim for many years, it has not, to our knowledge, been previously described in the 137 published literature.
138
Let there be M fish from K different populations in the reference data set, and let Z * j ,
139
1 ≤ j ≤ M , denote the known population of origin of the j th fish in the reference data set. Z * j is 140 taken as a column vector with K components, each one 0 except for the element corresponding to the 141 population from which j originates, which takes the value 1. The sample from the mixture consists in the mixture. π is a vector of K proportions that sum to one.
146
Genetic data are available at L genetic loci, assumed to be independent. We denote the D r a f t by the matrix multiplication θ Z * j . Thus, we have that Y * j, follows a multinomial distribution of 161 two trials (for a diploid) with cell probabilities θ Z * j The situation for Y i, is similar, and we have:
The prior on π is assumed to be a Dirichlet distribution with parameters λ (π) = (λ
163
These parameters may be specified in the program, but otherwise default to a symmetrical prior 164 with parameters summing to 1. The prior on θ ,k -the allele frequencies at locus in population 165 k-is also assumed to be a Dirichlet distribution, independently for each locus and each population,
166
with parameters γ ,k = (γ ,k,1 , . . . , γ ,k,A ). We use γ to denote an A × K matrix of the prior 167 weights. In the program we allow for three types of allele frequency priors: 1) "constant," in which
168
each γ ,k,a , (a = 1, . . . , A ) is set to a constant C; 2) "constant scaled," in which each γ ,k,a is set to 169 a constant divided by the number of alleles at the locus, γ ,k,a = C/A ; and "empirical," in which
170
the weight given to each allele is proportional to its relative frequency across the entire reference 171 data set (and mixture data set, if available): γ ,k,a = Cp ,a , wherep ,a is the relative frequency of 172 allele a at locus across all samples in the reference (and, if available, mixture) data set.
173
The model as described here is depicted as a directed acyclic graph (DAG) in the left panel
174
of Supplementary Figure S1 . In the following, we will use Z * to denote (Z 
where V Z i is a matrix multiplication that simply picks out the column of V that corresponds (1) 
where Z i = k means that the origin of fish i is assumed to be population k. 
where Q i is the vector that forms the i th row of Q, in the numerator gives the compo-
214
nentwise product of two vectors, and the operation in the denominator is the dot-product.
215
The new value Z 
The posterior mean estimate of π is obtained by simply averaging the values of π visited: 
Conditional GSI with Reporting Units

227
When each population is included in exactly one of U reporting units, the output of the above populations is mutually exclusive, the probability of membership in reporting unit r involves a sum 233 over the populations within r. Thus, the full conditional probability at sweep t that R i = r is the
, where 1 r is a vector of length K (the number of populations) with 235 1's in the positions corresponding to the populations that are in reporting unit r, and 0's elsewhere.
236
It follows that the posterior mean probability that
Likewise, ρ r , the estimated fraction of the mixture that belongs to reporting unit r, at sweep t is 238 1 r · π (t) and the posterior mean estimate of ρ r is 239ρ r = 1 r ·π. it being from reference population k (denoted by Z i = k, below) is: quickly and easily with our implementation of the GSI model.
Methods for GSI Accuracy Prediction
265 P (Y sim i, | Z i = k, Y * , Z * ) =                          2v b v c v • (v • + 1) if b = c, k = s v b (v c + 1) v • (v • + 1) if b = c, k = s 2(v b − 1)(v c − 1) (v • − 2)(v • − 1) if b = c, k = s (v b − 2)(v c − 1) (v • − 2)(v • − 1) if b = c, k = s(2)
283
The R package rubias, implementing the methods described in this paper, provides a func- replacement from the appropriate reference population using CV-GC or CV-ML, with each simu-292 lated individual being represented as a row in the matrix Q sim with values calculated using (2).
293
MCMC then proceeds using Q sim in place of Q as described previously in MCMC Under the 294 Conditional GSI Model.
295
Repeating this process for S sim independent simulated mixture samples generates a relation-
296
ship between the simulated and the estimated population and reporting unit mixing proportions.
297
In the remainder of the paper, we focus on the analysis of the estimated reporting-unit mixing pro- relationship allows qualitative observation of the degree and direction of bias in the data (Fig. 1) . call "leave-one-out cross-validation," multilocus genotype data are subject to leave-one-out cross-310 validation, with S sim mixture data sets of size N sim individuals simulated from λ (ρ),sim and λ (π),sim , 311 using the CV-ML or CV-GC method to obtain estimates of ρ as described above. In the second, and without replacement from the individuals within reporting unit r in the reference dataset.
318
The composition of this simulated "mixture" sample (of approximately N sim fish) is then estimated 319 through conditional GSI without leave-one-out correction, using the undrawn fish as the "reference" 320 sample.
321
We applied both methods to demonstrate the reporting unit bias in alewife and blueback her- 
324
For the leave-one-out cross-validation, S sim = 50 simulated mixtures of size N sim = 1000 were used, 325 while S sim was 50 and N sim was 100 for the Monte Carlo cross-validation. Specifically, B mixture samples of size N are simulated using leave-one-out cross-validation.
357
The number of individuals, n = (n 1 , . . . , n K ), from each population is drawn from the estimated Clearly, ifπ * departs from the value ofπ used to simulate the mixtures, there is potentially 361 some bias that could be corrected. We use the difference betweenπ * andπ to deliver corrected 362 D r a f t estimatesπ (cor) of the mixing proportions:
The corrected estimate of the mixing proportion of reporting unit r is then simplyρ (cor) r = 1 r ·π (cor) .
364
Applying this correction reduces the degree of reporting unit bias, as we demonstrate by applying 365 the correction to the data sets simulated in the previous section.
366 Figure 1 about here Table 2 about here
Results
367
Model Implementation and Benchmarking
368
The Bayesian conditional GSI model provides reporting unit proportion estimates,ρ, which 
385
Run times for Bayesian conditional GSI with 2000 sweeps of MCMC are shown in Table 1 .
386
As is apparent, the data prep steps for large data sets can take considerably longer than the context for some time in the package gsi sim but its use has not yet been explicitly described.
433
An advantage of using a Bayesian approach with the conditional GSI model is that it makes 434 it straightforward to obtain interval estimators (or full posterior distributions) for the mixture
435
proportions that reflect uncertainty due to finite mixture sample size and uncertainty in genetic 436 assignment.
437
Other Bayesian methods for GSI are available in software today, including bayes (Pella and were likely to be, they were forced to investigate the behavior of maximum likelihood estimates on 462 simulated data. This is no longer necessary-using the approach described in Methods for GSI 
