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1. Introduction and Motivation. Let f\z) be a function which is analytic in a simply connected open set G of the complexz-plane, which contains the finite real interval [a, b] . Also, let T be a closed Jordan curve in G, containing [a, b] in its interior. Then from Cauchy's theorem whenever z0 is in the interior of T. Using (1.1), it is possible to express the integral It is clear from (1.11) that if \H{z) -Hk{z) I is small on T, then \Ek [/] I will be small too. Furthermore, if H(z) -Hk(z) -► 0 uniformly on T as k -*■ °°, then Ek [/] -> 0 too. Since we want the error to go to zero for all j\z) analytic on [a, b] and, hence, in some region containing [a, b] , we should actually demand that H(z) -Hk(z) -► 0 uniformly in the complement of any open set G that contains in its interior the branch cut of H(z), i.e., the line segment [a, b] ; this is what we shall mean below by uniform convergence of Hk(z) to H(z). If this convergence is also quick, then Ek[f] -► 0 quickly too. The uniform convergence of Hk(z) (in the above sense) may be very critical as we now demonstrate by considering two well-known numerical quadrature methods.
(1) Numerical quadrature formulas of interpolatory type: For these formulas (1.12) H(z).Hk(z) = 0^-±^as z where the abscissas xk n are preassigned. (1.12) can be proved easily by recalling that (1.13) Ik[xn) =I[xn] , n = 0, 1.Jt.-l, and expanding Hk(z) in inverse powers of z and comparing with (1.5) with the help of (1.13). It turns out that Hk(z) is not a very good approximation to H(z) for small z whenxfc n are arbitrarily assigned. In fact, for Newton-Cotes formulas in whichxk n = a + (n -l)(b -a)/(kl),n= I, . . . , k, Ik[f] may diverge as k -* °°, even when f\z)
is analytic on a simply connected open set G containing [a, b] in its interior, see Pólya (1933) and Davis (1955) . This fact together with (1.10) shows that, for this choice of the xk , Hk(z) does not converge to H(z) uniformly in z (in the above sense). We thus conclude that Ek(f) may diverge if Hk(z) does not converge to H(z) uniformly, even for analytic f\z).
(2) Numerical quadrature formulas of Gaussian type: For these formulas (1.14) H(z)-Hk(z) = o(-^A asz^oo,
where the abscissasxk n are not preassigned. Hk(z) in this case is simply the ((k -l)/k) Padé approximant to the series (1.5). The proof of (1.14) is similar to that of (1.12). If w(x) > 0 on [a, b] and K(x) = f* w(t)dt is strictly increasing on [a, b] , then all the xk n are distinct and are in (a, b) . Besides all ÛieAk are positive, see Davis and Rabinowitz (1975, p. 74) . It is also known that, as k ->°°, Hk(z) converges to H(z) uniformly in z (in the above sense), see Baker (1975, Chapter 16) . Indeed, the convergence of Hk(z) to //(z) is very quick, which accounts for the high accuracy of Ik \f] even for moderate k. Our purpose in this work is to use a modification of some nonlinear sequence transformations due to Levin (1973) to obtain new rational approximations Hk(z) to H(z) and use these to derive new numerical quadrature formulas. There is ample numerical evidence that suggests that the Hk(z) obtained this way converge to H(z) uniformly (in the above sense) and also very quickly as k -► °°, see e.g. Longman (1973) , and this suggests that they could be used to develop numerical quadrature formulas of high accuracy, provided of course, that the xk n are all real and distinct and lie on [a, b] and that the Ak n are all positive. It seems that both of these conditions are satisfied for some useful weights w(x). Although these numerical quadrature formulas are not derived by imposing conditions like (1.13), they do give rise to relations similar to them. They also have the very interesting property that their abscissas are the same for certain classes of weights w(x), e.g., for the integral /J x^f{x)dx, ß > -1, the abscissas are the same for all ß. Another property which makes these formulas useful is that the approximations lk \f\ are practically as good as those obtained using the corresponding Gaussian rules. In addition, the computation of the abscissas is simpler for the new rules than for the corresponding Gaussian rules, since the polynomials that give them are readily available.
2. Levin's Transformations and Some Recent Results. In this section we briefly review Levin's transformations and some recent developments due to the present author, see Sidi (1979) , which are crucial for understanding when these transformations work and why they work so well.
Let A0 = 0, Ar, r-1, 2,..., be an infinite sequence (convergent or not) whose limit or antilimit in the language of Shanks (1955) and Levin (1973) is A. Then the approximation Tk n to A together with the parameters y¡, i = 0,1,..., k -1, is defined by the equations fc-i (2.1) Ar_x = Tkn +fi,XV^ r = n,n + 1, ...,« + k,
1=0
where Rr will be specified below. The solution to these equations is simply (2 _ZU(-lñ%n+jf~lAn+j-llRn+j k,n Zf=o(-m>+jf-l/K+j
The equations in (2.1) and, hence, the expression for Tk n in (2.2) are slightly different from those given by Levin in that Levin writes Ar on the left-hand side of (2.1) instead oîAr_1 and,hence,An+j instead of An+-_l in the numerator of (2.2). Now for the ¿-transformation of Levin R1 = AvRr=Ar~A^_vr>2, and for the «-transformation of Levin R1 =AV Rr = r(Ar-Ar_l),r> 2. For these two transformations it is easy to show that the definition in (2.1) and that of Levin give identical results for Tk n. However, for our purposes in this work it is more appropriate to use (2.1). We shall say more on this later.
The convergence properties of Tk have been partially studied by the present author, Sidi (1979) , and some convergence theorems for two limiting processes, namely,
(1) k fixed, n -* °°, (2) n fixed, k -*■<*>, have been proved. The analysis in the above work and also numerical experience suggest the following:
(1) Tk n is a good approximation to A (limit or antilimit) and converges to A very quickly as k -*■ °° when Ar is of the form and is an infinitely differentiable function of x up to x = °°. When Af is not of this form, then Tk n is useless. Therefore, it seems that conditions (2.3) and (2.4) are the most crucial for the quick convergence of Tk n as k -► °°.
(2) If we define Rr = R,g(r), where g(x) has the same properties as fix) and mx-*«,g{x) =£ 0, then we can write (2.3) in the form (2.3') Ar=A+R,fir), r-1,2,3,..., where fix) = fix)/g(x) and fix) has the same properties as/TV). Therefore, judging from
(1), the exact form of Rr in (2.2) is not important, andRr can be replaced by Rr.
(3) For k -► °°, it does not make much difference if Rr in (2.2) is replaced by rsRr where s is a positive integer which is not too large. However, s < 0 may destroy the accuracy of Tk n. This is in agreement with the numerical results of Levin (1973) which License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use show that the «-transformation is efficient when the /-transformation is, but the opposite is not true.
The following theorem, whose detailed proof can be found in Sidi (1979) , gives sufficient conditions for (2.3) and (2.4) to hold for the case of a convergent sequence.
This theorem is a special case of a more general theorem due to Levin and Sidi (1975) . (4 We see from (2.7) that a very natural choice for Rf is rlar and this, with / = 0 and í = 1, gives Levin's t-and «-transformations, respectively.
We now give another result which is a special case of a general result due to Levin and Sidi (1975) .
(5) If the numbers ar,r= 1,2,..., satisfy (2.5) and (2.6), then the numbers ajf~x, r = 1, 2,. .., satisfy similar relations. Therefore, if we define Ar= 2j=1 apc'~l, r= 1, 2,..., and \hnr^.aaAr=A exists then Theorem 2.1 applies and^4 -Af_l has an asymptotic expansion like that in (2.7) so that, by (1) we expect Tk n to converge to A very quickly as k -*■ °°. (Experience shows that the same Tk n converges quickly to the analytic continuation of Sjlj ajc1"1 when* is outside the circle of convergence.)
We state here that all of what has been said in (l)- (5) is important in the development of the numerical quadrature formulas which we take up in Section 4.
Before we close this section we shall give two results that will be of use later in this work.
Theorem 2.2. IfA0 = 0,Ar = 2j=, aft', r = 1,2.andRr = cjzr, where cr is independent ofz, then for 0 </ < fc -1. Therefore, the numerator of (2.10) is simply
Similarly, the denominator of Tfc n is (2.12)
Combining (2.11) with (2.12) in (2.10), we obtain (2.8) and (2.9).
Corollary. Ifcr = qrsar, where q is a constant, s is an integer, and 0 < s < k-\, then C = an+k and hence
Proof. If we let cr = qr'a, in (2.9), we obtain
Using this last equality in (2.14) the result follows.
Remark. The corollary above applies to Levin's t-and «-transformations. Lemma 2. In view of what has been said in the previous section we expect Tk n to converge to H(z) as k -► °° if the pm satisfy (2.5) and (2.6). It turns out the moments of many important weight functions do satisfy (2.5) and (2.6). These weight functions and their moments are given in In the rest of this work we shall deal only with these weights. This is not a limitation as far as practice is concerned, since these weights contain the most important algebraic and logarithmic endpoint singularities that one comes across in much of scientific work. Table 3 .1
For the first five moments in Table 3 .1 it is easy to show that (2.5) and (2.6) are satisfied. For this we write the identity For the sixth moment, for which an explicit simple expression is not known to the author, we can still show that (2.5) and (2.6) are satisfied and this will be done later. Now for all the weight functions in Table 3 .1 the sequence in (3.1) converges to H(z) for lzl>l. Therefore, we can make use of Theorem 2.1 of the previous section to conclude that an asymptotic expansion like that in (2.7) exists for Iz I > 1. However, for \zl< 1, since \ïmr^.xAr does not exist, we cannot say off-hand that an asymptotic expansion like that in (2.7) exists. Nevertheless, such an asymptotic expansion does exist as we show below:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and fir) is as described in (I) of Section 2.
Proof. Using the result of Lemma 2.1, we have
Making the change of variable x = e~' in the integral above, we obtain 
hich is of the form (3.4) with Rr as in (3.5) and
This completes the proof of the theorem.
We can in a similar manner show that
Using (3.10), it is now easy to show that (3.2) and (3.3) are also satisfied.
4. Numerical Quadrature Formulas. In this section we shall be concerned with numerical quadrature formulas for the integral (4.1)
I\f\ =Jo1 {\-x)ax\-\o%x)vfix)dx, a + V>-\,ß>-\.
as r -► °°.
Letting Rr = \¡{ra + v+lzr), Ar = s;=1 pjz', r = 1, 2, . . . , and A0 = 0 in (2.2), we obtain
As we can see from (4.2), Tk n is a rational approximation whose numerator is Nk n(z) = (polynomial of degree < n + k -2) and whose denominator is Dk n(z) = z"_1 x (polynomial of degree k), so that (degree of denominator) > (degree of numerator) + 1, a property that Hk(z) is required to have; see (1.9). Hk(z) is also required to have simple poles; this implies that we must take n = 1 or n = 2. Otherwise, there is a multiple pole at z = 0. In this and the next sections we shall discuss the case n = 1 only; the case n = 2 will be discussed in Section 6. For the case n = 1 we, therefore, have
Of course we should make sure that the poles of Tk ¡ are all simple and lie on [0, 1] We shall show below that for a + v a nonnegative integer this property holds.
Assuming that the poles xk • of Tk j are all simple and lie on [0, 1], we can expand Tk x in partial fractions as follows:
where A k ■ are given simply by
where ' denotes differentiation with respect to z. We then define our numerical quadrature formula by Ik\f\ = SÍ-, Akjfixk¡).
This formula has several advantages over the Gaussian integration formulas, which we now explain:
(1) The abscissas of the Gaussian integration rules are the zeros of the polynomials orthogonal with respect to w(x) on the interval of integration, and their weights can also be expressed in terms of these polynomials; and all methods of computing Gaussian integration rules make direct or indirect use of the orthogonal polynomials and, thus, require their generation if they are not known. These polynomials can be generated by using their 3-term recursion relation. Given the 3-term recursion relation one can use, for example, the algorithm of Golub and Welsch (1969) , to compute the abscissas and the weights. When this recursion relation is not known explicitly it can be computed, for example, by using the methods of Gautschi (1968 Gautschi ( ), (1970 . In one of these methods one computes by some approximate quadrature rule the coefficients of the 3-term recursion relation of the orthogonal polynomials. If this method is applied to a weight function of the form w(x) = ^(-log x)v for general v, the convergence may be rather slow. In the second method one makes use of some modified moments of w(x) whose computation can again become difficult when w(x) = (-log x)v for general v, for example. In our new integration rules the polynomials that give the abscissas are readily available, and the weights can be computed from Eq. (4.5).
(2) The denominator of Tk j (and of Tk n, any n) is independent of ß and depends on a and v through a + v. Therefore, the poles xk ■ of Tk j are independent of ß and depend only on a + v. This implies that for all ß > -1 and all a, v such that a + v > -1 is fixed, our numerical quadrature formulas have the same abscissas, and only their weights are different. But the determination of the weights can be accomplished trivially with the help of (4.5). No such property exists for the Gaussian integration formulas. (This property does not exist if, instead of taking Rrl/(ra+v+lzr), we take Rr = pjzr, like in the ¿-transformation of Levin.) (3) In view of (3) of Section 2 we can replace Rr = ll(ra+v+1zr) by Rr = rsl(ra+v+1zr), where s is a nonnegative integer which is not too large (s = 1, 2, for example), and Tk n will still be a very good approximation to H(z). This implies that the abscissas for the weight w(x) = (1 -x)a x& (-log x)v , where a + v = a + v -s, are good for the weight w(x) = (1 -x)ax^(-log x)v. In particular, the abscissas for the weight w(x) = 1 are good also for the weights w(x) = -log x, and w(x) = x^(-log x). Also, this property does not exist for Gaussian integration formulas.
(As in (2), this property does not exist if instead of taking Rr = l/(/-a+"+1zr) we take Rr = pjzr.) (4) Our numerical quadrature formulas, in general, are about as efficient as the Gaussian formulas as the numerical results obtained over a set of different functions show; see Section 5.
We now give some properties of the new numerical quadrature formulas. The results in (4.8) and (4.9) hold also if we take Rr = pjzr instead of Rr = l/0A+y+1zr) as in (4.2) and (4.3).
From (4.6) and (4.9) it follows that Ik is a numerical quadrature formula of interpolatory type whose abscissas are not preassigned.
We now go on to investigate some properties of the poles of Tk n as defined in (4.2).
Theorem 42. Let so that by Rolle's Theorem, Dk j (z) has a zero of multiplicity n -1 at z = 0 and one of multiplicity k -1 at z = 1 and another simple zero x\ in (0,1). Dk n 2(z), again by (4.12) and Rolle's Theorem, has a zero of multiplicity n -1 at z = 0, one of multiplicity k -2 at z = 1 and two simple zeros x\, x\ in (0, 1) one of them being in (0, x\), the other, in (x\, 1). Continuing this way we can show that Dk n m(z) has a zero of multiplicity n -1 at z = 0, one of multiplicity A: -m at z = 1 and m simple zeros on (0, 1), provided m < k -1. When m = fc-l,z = lisa simple zero, and therefore, foi m> k there is no zero at z = 1. Consequently, for m> k, the number of simple zeros in (0, 1) is k. This way we also see that the simple zeros of Dk n m_i(z) and Dk " m(z) on (0, 1) interlace, starting with xm < xm~x. This completes the proof of the theorem.
As an immediate consequence of this theorem we have the following result:
Corollary.
If a + v is a nonnegative integer, then Tk x in (4.3) has k simple poles in (0, 1). Theorem 4.3. Ifm>2, the simple zeros ofDk n m(z) and Dk_1 ;">m_i(z) on (0, 1) have the interlacing property, i.e., (4.13) 0<xk-m <xk-Um-1 <xk'm <xk-l'm-1 <--<x*:J'm_1 <xk'm <1.
Proof. We start by writing (4.11) in the form (4.14)
If we let z = jc^m and z = xf±m (1 < / < p) in (4.14) and use the fact that L>knm(z) = 0 for these values of z, we obtain (4.15) kDk_ltnim_t0cf-m) = (n + *)/\n,"_,(*?''"), i=i, j + 1. Now we showed in the previous theorem that the simple zeros of Dk n m(z) and Dk,n,m-i(z) on (°> 1) interlace. Therefore, Dknm_l(xk-m) ¥= 0, i = 1, . . . , p; furthermore, Dkf"tm-i{xk'm) and Dk nm_l(xfim) have opposite signs. This together with (4.15) implies that öfe_lnm_1(^'m) andZ)fc_1)"m_1(x/fc;7) have opposite signs, too. Therefore, Dk_l n m_l(z) must vanish at least once in (xk'm, xk£"). But since the number of simple zeros of Dk_l n m^i(z) in (0, 1) is p -1, there can be at most one zero in (xk,m, xk±m); and this completes the proof of the theorem.
Corollary.
When a + v is a nonnegative integer, the poles of Tk x and Tk_1 ! interlace in (0, 1).
Remark. Although we have proved that the xk ¡ are simple and lie in (0, 1) and that they have the interlacing property only for the case a + v a nonnegative integer, numerical results indicate that this holds for all a + v such that a + v > -1. Numerical results also indicate that the weights Akj-are all positive, although no proof of this is available at the time of writing. Now the positiveness of the Akj together with the result of Theorem 4.1 implies that ]imk^,oùIk [/] = /[/], for every function fix), continuous on [0, 1]. This follows from Pólya's theorem on numerical quadrature; see Pólya (1933) . The positiveness of the Akj is also important numerically, for if the Akj-are of mixed sign, large losses of significance may take place by cancellation.
Finally, we shall give an exact expression for the error in case the integrand is analytic as described in Section 1. Combining (1.10) with (2. 5. Numerical Examples. As mentioned in the previous section, the implementation of the new numerical quadrature rules for the weight functions in Table 3 .1 is very simply achieved as we now explain. First we find the zeros xk ¡ of the denominator of Tk j, namely, we solve the polynomial equation, 2*_0 \-z' = 0, where
where s is a small nonnegative integer like 0, 1,2. Once the xk ■ are found we compute the weights Ak ¡ using the formula in (4.5) which we give explicitly here:
All that one needs for computing these formulas is a good polynomial equation solver and a subprogram that computes the factorial (or gamma) function accurately for determining the pm, both of which can be found in a reasonably good computer library. The gamma function, for instance, is a standard library function on the IBM-370 computer. Furthermore, the computer program that one has to write for solving the problem, judging from (5.1) and (5.2), is remarkably trivial, provided double or extended precision is used. If the um are not known explicitly, then they can be computed numerically as follows: Making the change of variable x = e~* (see Section 3), pm can be expressed as
where G{t) = e~^m~1^t((l -e_/)/r)a is a function that is regular at t = 0 and behaves like e-(m_1)fi-<* at infinity. Since ß + 1 > 0, making a further change of variable (ß + l)t = T, we can approximate the infinite integral in (5.3) by Gauss-Laguerre quadrature associated with the generalized Laguerre polynomials L]¡"+v\t). Of course, other methods can also be employed in the approximation of the integral in (5.3). We note however, that since the A.-in (5.1) alternate in sign and also become large as k -*■ °°, for large k, a loss of significance may take place in the computation of the xk i and hence the Ak ,-. The same problem exists also for orthogonal polynomials in Gaussian integration, but this problem is overcome by using the 3-term recursion relation for the polynomials provided such a recursion relation is known explicitly. Even when the 3-term recursion relation is not known explicitly, it can be computed numerically as shown by Gautschi (1968 Gautschi ( ), (1970 and others. For the polynomials &k i k(z) no sucn recursion relation has been found so far. The abscissas xki for the new numerical quadrature formulas /"' w{x)f{x) dx Ä 2f=1 Ak¡f(xk¡¡), where w(x) = (1 -x)axß(-]og xf such that a + v is a small nonnegative integer like 0, 1,2. These x^/are the roots of the polynomial equation 2*=0 \jZ' = 0 with X;-= (-1 )/())(/ + l)fc, / -0, 1.k The weights Aki can be computed from (5.2). Table 5 .1 we give the abscissas for the weight function w(x) = 1, which are also good for w(x) = jc", ß > -1, by (2) of Section 4 and for w(x) = ^(-log x) or more generally for w(x) = (1 -x)axß(-log x)v, with a + v = 0, 1, 2, for example, by (3) of Section 4. These abscissas have been computed by taking X;-= (-iy(kf)(J + l)k, j = 0, 1, . . . , k, i.e., by taking s = a + v, since a + v is a small nonnegative integer. Table 5.2 Gk and Sk stand for the fc-point Gaussian and new rules, respectively, with w(x) = 1. The abscissas for Sk are those given in Table 5 In Tables 5.2, 5 .3, 5.4, and 5.5 we compare the approximations Ik[f\, obtained by using the new rules and the Gaussian rules, with w(x) = 1, w(x) = x" 2, w(x) = x~V2(-\og x), and w(x) = (1 -x)%x~v*, respectively. The abscissas of the new rules for the first three weight functions are the same and are those given in Table 5 .1. The abscissas of the new rules for the fourth weight function are the zeros of the polynomials SL0 \ff, where X;. = (-iy'(^)(/ + l)k+ * / ■ 0,1.fc Although Theorem 4.2 does not apply to this case and to the cases for which X;-= (-iy(^X/' + l)fc+a, in general, nevertheless, the abscissas are all real, distinct, and lie in (0,1), and the weights are all positive, as numerous computations have shown. (We shall not give tables of these rules here.) Table 53 Gk and Sk stand for the fc-point Gaussian and new rules, respectively, with w(x) = x~Vi. The abscissas for Sk are those given in Table 5 .1. 0 means that Ik [f] has at least 16 correct significant decimal digits. Tables 5.2-5 .5, the convergence of both rules becomes quicker, that of the Gaussian rules becoming even quicker.
The fact that the abscissas of the new rules that are given in Table 5 .1 do not include the endpoints of the interval of integration (a property shared by the Gaussian in-tegration rules too), suggests that they can, like the Gaussian rules, be used in numerical integration by avoiding endpoint singularities, see Davis and Rabinowitz (1975, p. 144) . It turns out that the new integration rules with w(x) = 1 on [0, 1], work very efficiently on integrals of the form f$ fix)dx, where the functions fix) have algebraic or logarithmic singularities or products of them at x = 0, especially when the fix) are Table 5 .4
Gk and Sk stand for the fc-point Gaussian and new rules, respectively, with w(x) = x-,/2(-log x). The abscissas for Sk are those given in Table 5 .1. 0 means that Sk has at least 16 correct significant decimal digits. Gk have been computed using the 12-figure tables of Boujot and Maroni (1968) . 0* means that Gk has at least 12 correct significant decimal digits.
f ( for the functions fix) = x~V2,fix) = log x, fix) = xVl log x, fix) = xh, and fix) = x3/2, is given in Table 5 .6. Note that the first function is the most singular, the second function is less singular, the third even less, etc.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For X;-= (-iy(*)0' + l)fe all the abscissas xki are in (0, 1) as mentioned before.
By (3) of Section 4, we can take (5.4) Xy. = (-ll(f)(j + l)k~l, / -0,1,. . . , k, affecting very little the accuracy of Tk n hence that of Ik[f] . This time, however, the endpoint z = 1 is an abscissa by Theorem 4.2. Thus, we have obtained accurate numerical integration rules similar to the Radau rules, see Davis and Rabinowitz (1975, pp. 79-80) . The performance of these rules is demonstrated through two examples in Table 5 .7, where fix) = (1 + x)"1. (We shall not give tables of these rules here.) Table 55 Gk and 6. Numerical Quadrature Using Tk 2 : The Case n = 2. Here we briefly discuss the case n = 2 which was mentioned in Section 4. As can be seen from (4.2) and the discussion following (4.2), the denominator of Tk 2 is a polynomial of degree k + 1 with a simple zero at z = 0, and the numerator is a polynomial of degree < k, such that the numerical quadrature formula obtained from Tk 2 is a (k + l)-point rule. Having One of the endpoints (z = 0) as an abscissa, these are rules of Radau type.
Letting Hk(z) = Tk^x 2 and making use of Theorem 2.2, we can see easily that the results of Theorem 4.1 and the remark following Theorem 4.1 apply to the numerical quadrature rules obtained from this new Hk(z). Similarly the corollaries to Theorems 4.2 and 4.3 apply too. That is, when a + v is a nonnegative integer, Tk_12 has k simple poles in [0, 1], one of them being at z = 0 for all k; and the poles of Tk_22 and Tk_12 interlace on (0, 1). Table 5 .6
Gk and Sk stand for the &-point Gaussian and new rules, respectively, with w(x) = 1 ; i.e., the singularity of fix) at x = 0 is ignored. The abscissas for Sk are those given in Table 5 .1. Several computations have been done using the numerical quadrature formulas obtained from Tk 2. The results of these computations indicate that the accuracy of these rules is practically the same as that of the numerical quadrature rules obtained fromrk ,.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For the sake of completeness we give here the coefficients of the polynomial 2*=0 X.-z7*! whose zeros are the abscissas xk+ii,i=l,...,k+l: (for wix) = xß, ß > -1, for example), then z = 1 is also an abscissa; and hence, the new rule has both of its endpoints as abscissas, thus becoming a Lobatto-type rule, see Davis and Rabinowitz (1975, pp. 79-80) .
7. Symmetric Rules. As can be seen from Theorem 4.2 and Table 5 .1, the abscissas xk¡ are not symmetric with respect to x = Vi for wix) = 1 or for any weight function which is symmetric with respect to x = Vi. Actually, Table 5 .1 indicates that as k becomes large many of the xk ■ cluster about x = 0. We now show how symmetric rules can be obtained. Consider the integral in (2.2), and simplify the rational function that is obtained, we can see that Tk n can have simple poles only if n = 1 or n -2. When n = 1, the numerator of Tk j is an odd polynomial of degree 2k -1, and its denominator is an even polynomial of degree 2k. Therefore, Tk j can provide us with a 2fc-point numerical quadrature formula. When n = 2, on the other hand, the numerator of Tk 2 is an even polynomial of degree 2k, and its denominator is an odd polynomial of degree 2k + I. Therefore, Tk 2 can provide us with a (2k + l)-point numerical quadrature formula. It is seen easily that for these rules if % is an abscissa, so is -£, and their corresponding weights are the same.
As an example, we shall consider the case wix) = 1. For this case um = 2/(2w -1), m = 1, 2, . . . . Therefore, we choose Rr = lA/z2'-1), r = 1, 2. The denominator of Tk x becomes 2*=0 \¡z2', where k; \-= (-iy'(£)(/ + l)*, 7 = 0,1,.
and the denominator of Tk2 becomes S*=0 \¡z2i+1, where (7.7) X, = (-\y(^jij + 2)*, / = 0, 1.k Using Theorem 4.2, we can see that all the poles of Tk 1 and Tk 2 are in (-1, 1). As before, by replacing (/' + 1)* in (7.6) by (/' + O*-1 and (/' + 2)* in (7.7) by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use if + 2)k~1, we can make the endpoints z = ± 1 also abscissas, thus obtaining Lobattotype formulas. Now making use of Theorem 2.2 we can conclude that the numerical quadrature formulas obtained from Tk j and Tk2 using (7.6) and (7.7) satisfy (7.8) I2k
[xl] = /[*'], f = 0, l,...,2*-lf*-l,2, ...» and (7-9) ^+iM=/M. '-0,1,...,2*+1,*-1,2.
If, however, we let Rr = 2/[(2r -l)z2r_1], then making use of the corollary to Theorem 2.2 we can replace (7.8) and (7.9) by Several computations using these methods have also been done. Their performance is very similar to the performance of the rules that use the same number of abscissas, given in the previous sections. Let us finally consider the symmetric weight function w(x) = (1 -x2)a on [-1, 1 ] which contains algebraic singularities at both endpoints. An analysis similar to that given in Section 3 shows that Rr = l¡ir1+az2r~l), i.e., there is no way of getting rid of the a-dependence in the Rr. This implies that for different a's different sets of abscissas are needed unlike some of the rules of the previous section.
8. Concluding Remarks. We have reviewed some nonlinear transformations for accelerating the convergence of infinite sequences due to Levin and used a modification of them to obtain numerical quadrature formulas for weight functions with algebraic and/or logarithmic endpoint singularities. These rules are simpler to compute than the corresponding Gaussian rules and practically as efficient as them. They also have the advantage that a whole family of weight functions can have the same set of abscissas, which we believe should be of practical importance. We have also shown how different numerical quadrature rules (of the Lobatto and Radau type) can be obtained. We have proved some properties for some of these new rules although our theory is not complete. However, all the numerical computations that we have done indicate that these rules are good integration rules, i.e., all their abscissas are distinct and lie in the interval of integration, and all their weights are positive. It is hoped to contribute further to the theory of these new numerical integration rules in the future.
