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Abstract
The Bochner–Riesz means for Fourier–Bessel expansions are analyzed. We prove a uniform
two-weight inequality, with potential weights, for these means. The result provides necessary
and sufﬁcient conditions for boundedness. Moreover, we obtain some corollaries regarding the
convergence of these means and the boundedness of other operators related to the Fourier–Bessel
series.
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1. Introduction and main result
Let J be a Bessel function of order  for a ﬁxed  > −1 and let {sj }j1
denote the sequence of successive positive zeros of J. Then a simple computation
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shows that
∫ 1
0
J(sj x)J(skx)x dx = 12 (J+1(sj ))
2j,k, j, k = 1, 2, . . . .
Hochstadt proved in [8] that the functions
j (x) =
√
2xJ(sj x)
|J+1(sj )| , j = 1, 2, . . . ,
form a complete orthonormal system in L2((0, 1), dx).
For every sufﬁciently good function on (0, 1), for instance, f ∈ C∞c (0, 1), we deﬁne
its Fourier–Bessel series as
f (x) ∼
∞∑
j=1
aj (f )j (x), aj (f ) =
∫ 1
0
f (r)j (r) dr.
An interesting problem is the study of the convergence of the Fourier–Bessel series
in Lp((0, 1), dx) for arbitrary p1. Hereafter, we shall write Lp(0, 1) instead of
Lp((0, 1), dx). Of course, the case p = 2 is solved by the fact that the system is
complete in the Hilbert space L2(0, 1). Recall that the partial sum operator related to
the orthonormal system {j }j1 is deﬁned by
Sn(f, x) =
n∑
j=1
aj (f )j (x).
It is well known that uniform boundedness of the partial sum operator implies the
convergence of the series in Lp(0, 1). By uniform boundedness we mean that the
following inequality:
‖Snf ‖Lp(0,1)C‖f ‖Lp(0,1)
holds for all f ∈ Lp(0, 1) with a constant independent of n.
First convergence results for the Fourier–Bessel for  − 12 were proved by Wing in
[16]; in [2] the case −1 <  < − 12 was discussed. In [1], the partial sum operators for
multidimensional Fourier–Bessel series have been analyzed in mixed norm spaces. In
[7] uniform boundedness has been studied with extra weights leading to convergence
results in weighted Lp-spaces.
Summation methods are very useful when convergence of the partial sum operators
of the Fourier series fails. Interesting results, considering Cesàro means with potential
weights, have been obtained by Muckenhoupt and Webb in [9,10] in the context of
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Fourier–Laguerre and Fourier–Hermite expansions; see also the previous work in [11].
Recently, the ﬁrst author has obtained results related to Fourier series of generalized
Hermite functions in [6] extending some of the results of Muckenhoupt and Webb [10].
It is well known that the generalized Hermite functions play a prominent role in Dunkl
analysis. Extensive work has been done for Fourier–Jacobi expansions in [5] for Cesàro
means; in particular the weak behavior is discussed there.
Bochner–Riesz means is another important summation method which has been used
in classical Fourier analysis and in the setting of Hankel transforms. The aim of this
paper is to analyze the convergence of the Bochner–Riesz means for the Fourier–Bessel
expansions in weighted Lp-spaces.
For  > 0, we deﬁne the Bochner–Riesz means for the Fourier–Bessel expansions
by the identity
BR(f, x) =
∑
j1
(
1− s
2
j
R2
)
+
aj (f )j (x),
where R > 0 and (1 − s2)+ = max{1 − s2, 0}. As in the case of the partial sum
operators, it is easy to see that the convergence of this summation method follows
from the uniform norm inequality for BR stated in the following theorem.
Theorem 1. Let  > −1,  > 0, 1p∞ and R > 0. Then
‖xaBR(f, x)‖Lp(0,1)C‖xAf (x)‖Lp(0,1) (1)
with a constant C independent of R and f, if and only if
a > −1/p − (+ 1/2) ( ifp = ∞), (2)
A < 1− 1/p + (+ 1/2) ( ifp = 1), (3)
a > −− 1/p ( ifp = ∞), (4)
A < 1+ − 1/p ( ifp = 1), (5)
A  a. (6)
The operators BR can be described by the expression
BR(f, x) =
∫ 1
0
f (r)KR(x, r) dr,
where
KR(x, r) =
∑
j1
(
1− s
2
j
R2
)
+
j (x)j (r).
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To obtain the weighted norm inequality (1) we will prove a very precise pointwise
estimate for the kernel KR . In Section 2, we give an expression for the kernel involving
two integrals, and Sections 3 and 4 contain the estimates of these integrals. The proof
of Theorem 1 is presented in Section 5. Finally, in Section 6 we show some corollaries
of our main result regarding the convergence of the Bochner–Riesz means and the
boundedness of other operators related to Fourier–Bessel expansions.
Finally let us mention the following application of our results: in [3], interesting
results related to multipliers for Fourier–Bessel series and Hankel transform have been
proved. Using Theorem 1, Corollaries 3 and 2 in this paper, it is not difﬁcult to obtain
weighted inequalities for multipliers for the Hankel transform. The details of the proof
are left to the reader.
Throughout this paper C will be a positive constant independent of f, R, x and r,
but it assumes different values at different occurrences. Moreover, for each p ∈ [1,∞]
we will denote by q the value such that p−1 + q−1 = 1.
2. An expression for the kernel
This section contains an integral expression for the kernel of the Bochner–Riesz
means of the Fourier–Bessel expansions; see Lemma 1. Before introducing this expres-
sion, we will recall some topics about Bessel functions. The deﬁnition of the different
Bessel-type functions (Y and H(1) ) is taken from Chapter 3 in [13] and asymptotics
(8) and (9) from Chapter 7, also in [13].
For the Bessel functions the asymptotics
J(z) = z

2(+ 1) +O(z
+2), |z| < 1, | arg(z)| (7)
and
J(z) =
√
2
z
[
cos
(
z− 
2
− 
4
)
+O(eIm(z)z−1)
]
, |z|1, | arg(z)|−  (8)
hold. The Hankel function of the ﬁrst kind, denoted by H(1) , is deﬁned as follows:
H(1) (z) = J(z)+ iY(z),
where Y denotes Weber’s function, given by
Y(z) = J(z) cos − J−(z)
sin 
,  /∈ Z and Yn(z) = lim
→n
J(z) cos − J−(z)
sin 
.
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From these deﬁnitions, we have
H(1) (z) =
J−(z)− e−iJ(z)
i sin 
,  /∈ Z and H(1)n (z) = lim→n
J−(z)− e−iJ(z)
i sin 
.
For the function H(1) , the asymptotic
H(1) (z) =
√
2
z
ei(z−/2−/4)[A+O(z−1)], |z| > 1, − < arg(z) < 2, (9)
holds for some constant A.
The following representation of the kernel of the Bochner–Riesz means is of funda-
mental importance:
Lemma 1. For R > 0 the following holds:
KR(x, r) = IR,1(x, r)+ I R,2(x, r)
with
IR,1(x, r) = (xr)1/2
∫ R
0
z
(
1− z
2
R2
)
J(zx)J(zr) dz
and
IR,2(x, r) = lim
ε→0
(xr)1/2
2
∫
Sε
(
1− z
2
R2
)
zH
(1)
 (z)J(zx)J(zr)
J(z)
dz,
where for each ε > 0, Sε is the path of integration given by the interval R + i[ε,∞)
in the direction of increasing imaginary part and the interval −R + i[ε,∞) in the
opposite direction.
Proof. For  /∈ Z, we consider the function
H x,r (z) = (xr)1/2
(
1− z
2
R2
)
zH
(1)
 (z)J(zx)J(zr)
J(z)
.
In the case  = n ∈ Z, we take the corresponding deﬁnition with the limit  → n.
The proof of the result will be given for  /∈ Z; the other case can be deduced by
considering the limit.
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The function H x,r (z) is analytic in C \ ((−∞,−R] ∪ [R,∞)∪ {±sj : j = 1, 2 . . . }).
Moreover, the points ±sj are simple poles. So, we have
∫
C
H x,r (z) dz = 0, (10)
C being the contour of integration given by Sε ∪ I. Here, I is the interval [−R,R]
warped with arcs of radius ε centered on the origin, in ±sj , with j = 1, . . . , n, and in
±R. The existence of the integral is clear for the path I; for Sε this fact can be veriﬁed
by using (7)–(9). Indeed, on Sε, we obtain that
∣∣∣∣H(1) (z)J(z)
∣∣∣∣ Ce−2 Im(z) (in (8) we can
consider  arctan(ε/R); in this way the asymptotic can be used for the complete path
Sε). Similarly one has on Sε
|(xr)1/2zJ(zx)J(zr)|CeIm(z)(x+r)hx,r (|z|),
where
hx,r (|z|) =
{
max{(x|z|)+1/2, 1}max{(r|z|)+1/2, 1} for− 1 <  < −1/2,
1 for  − 1/2.
Thus |H x,r (z)|Chx,r (|z|)e− Im(z)(2−x−r), and the integral on Sε is convergent.
Now it is not difﬁcult to see that when ε → 0,
∫
I
H x,r (z) dz→−4(xr)1/2
∑
j1
(
1− s
2
j
R2
)
+
J(xsj )J(rsj )
(J+1(sj ))2
+
∫ R
−R
H x,r (z) dz, (11)
using the following fact:
Res(H x,r (z), sj )=Res(H x,r (z),−sj )
=−2i(xr)
1/2

(
1− s
2
j
R2
)
J(xsj )J(rsj )
(J+1(sj ))2
. (12)
The ﬁrst identity in (12) is a consequence of the fact that J(−z) = eiJ(z). Further
let us recall the identities
−J ′(z)H(1) (z)+ J(z)(H (1) )′(z) =
2i
z
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(see [15, p. 76]), and
zJ ′(z)− J(z) = −zJ+1(z).
In order to complete the proof of (12), insert z = sj in these equations, so
Res(H x,r (z), sj )= limz→sj (z− sj )H

x,r (z)
=√xr
(
1− s
2
j
R2
)
sjH
(1)
 (sj )J(xsj )J(rsj )
J ′(sj )
=−2i
√
xr

(
1− s
2
j
R2
)
J(xsj )J(rsj )
(J ′(sj ))2
=−2i
√
xr

(
1− s
2
j
R2
)
J(xsj )J(rsj )
(J+1(sj ))2
.
Now, using the deﬁnition of H(1) in terms of J and J− and after some manipula-
tions, we have
∫ R
−R
H x,r (z) dz = 2(xr)1/2
∫ R
0
z
(
1− z
2
R2
)
J(zx)J(zr) dz. (13)
So, from (10), (11) and (13) the proof is complete. 
3. An estimate for the integral I 
R,1(x, r)
In this section, we will give a bound for the integral I R,1 for all (x, r) ∈ (0, 1)×(0, 1)
off of the diagonal. The following estimate for t > 0:
|√tJ(t)|C(t) (14)
with
(t) =
{
t+1/2 if 0 < t < 2,
1 if t2
will be used repeatedly. Estimate (14) is a simple consequence of (7) and (8). In the
deﬁnition of , the point t = 2 can be changed to any other value greater than one.
This fact will be used tacitly in different parts of this paper.
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The main goal of this section is the proof of the following lemma.
Lemma 2. For  > −1,  > 0, R > 0, max{x, r} > 4/R and |x − r| > 2/R, the
following holds:
|I R,1(x, r)|
C
R
(Rx)(Rr)
|x − r|+1 .
Let us deﬁne
N(a, b) = √ab
∫ 1
0
s(1− s2)J(as)J(bs) ds.
The proof of Lemma 2 will follow from the estimate
∣∣∣N(a, b)∣∣∣ C(a)(b)|a − b|+1 (15)
for  > −1, a, b > 0 which will be proved at the end of this section. Eq. (15)
implies the statement of Lemma 2 since the change of variable z = Rs in IR,1 gives
IR,1(x, r) = RN(Rr, Rx).
Estimate (15) for max{a, b} > 4 and |a − b| > 2 generalizes a similar one obtained
in [4] for 0. Moreover, our method of achieving it is completely different: we will
show an explicit expression for N with  = m ∈ N and this will lead us to the
estimate for N in the integer case. Finally, the result will be completed using an
identity in which N, with a general , is related to the previously analyzed integer
cases. Some of the ideas in this proof have been taken from [14].
The next three lemmas contain the technical tools used to prove the estimate. Let
us introduce some notations. We deﬁne the functions
F1(a, b)=
√
abJ(a)J(b), F2(a, b) =
√
abJ+1(a)J(b),
F3(a, b)=
√
abJ(a)J+1(b), F4(a, b) =
√
abJ+1(a)J+1(b)
and the operator
D = 1
a2 − b2
(
b

b
− a 
a
)
.
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From the identities tJ ′(t) + J(t) = tJ−1(t) and tJ ′(t) − J(t) = −tJ+1(t), it is
easy to show that
D(F1(a, b)) = 1
a2 − b2 (aF2(a, b)− bF3(a, b)),
D(F2(a, b)) = −1
a2 − b2 (aF1(a, b)− (2+ 1)F2(a, b)+ bF4(a, b)),
D(F3(a, b)) = 1
a2 − b2 (bF1(a, b)− (2+ 1)F3(a, b)+ aF4(a, b)),
D(F4(a, b)) = 1
a2 − b2 (bF2(a, b)− aF3(a, b)).
(16)
Lemma 3. Let  > −1, m ∈ N ∪ {0}, u = a2 − b2 and v = a2 + b2. Then, there exist
polynomials Am, Bm, Cm, Dm (in the variables a and b), such that, for a = b,
Nm(a, b)=2
mm!
u2m
(
AmF1(a, b)+Bm a
u
F2(a, b)−Cm b
u
F3(a, b)−DmabF4(a, b)
)
. (17)
Moreover, A0 = D0 = 0, B0 = C0 = 1 and Am, Bm, Cm, Dm satisfy the recurrence
relation


Am+1
Bm+1
Cm+1
Dm+1

=


u2D(Am)
u2D(Bm)
u2D(Cm)
u2D(Dm)


+


4mv −a2 −b2 0
u2 2(2m+ 1)v + 2u 0 −u2b2
u2 0 2(2m+ 1)v − 2u −u2a2
0 1 1 4mv




Am
Bm
Cm
Dm

 .
Proof. We will argue by induction over m. Lommel’s formula (see [13, Chapter 5,
p. 134]; in this reference this identity is not named Lommel’s formula but this name
appears in the literature commonly [12]) states that
∫ z
0
sJ(as)J(bs) ds = zaJ+1(za)J(zb)− bJ(za)J+1(zb)
a2 − b2 .
With z = 1 we have the result for m = 0. To complete the induction, we shall consider
the identity
Nm+1(a, b) = 2(m+ 1)D(Nm(a, b)), m = 0, 1, 2, . . . ,
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which is based on integration by parts and Lommel’s formula. Indeed,
Nm+1(a, b)=√ab
∫ 1
0
s(1− s2)m+1J(as)J(bs) ds
= 2(m+ 1)√ab
∫ 1
0
s(1− s2)ms aJ+1(sa)J(sb)− bJ(sa)J+1(sb)
a2 − b2 ds
= 2(m+ 1)√ab
∫ 1
0
s(1− s2)mD(J(sa)J(sb)) ds
= 2(m+ 1)D(Nm(a, b)).
So,
Nm+1(a, b)
= 2m+1(m+ 1)!D
(
u−2m
(
AmF1 + Bm a
u
F2 − Cm b
u
F3 −DmabF4
))
.
Now, from (16), it follows that
D
(
u−2mAmF1
)
= D(u−2m)AmF1 + u−2mD(Am)F1 + u−2mAmD(F1)
= u−2(m+1)
(
(4mvAm + u2D(Am))F1 + u2Ama
u
F2 − u2Am b
u
F3
)
,
D
(
u−2mBm
a
u
F2
)
= D(u−2m−1)BmaF2 + u−2m−1D(Bm)aF2 + u−2m−1BmD(aF2)
= u−2(m+1)
(
−a2BmF1 +
(
(2(2m+ 1)v + 2u)Bm + u2D(Bm)
) a
u
F2 − BmabF4
)
,
D
(
u−2mCm
b
u
F3
)
= D(u−2m−1)CmbF3 + u−2m−1D(Cm)bF3 + u−2m−1CmD(bF3)
= u−2(m+1)
(
b2CmF1 +
(
(2(2m+ 1)v − 2u)Cm + u2D(Cm)
) b
u
F3 + CmabF4
)
,
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D
(
u−2mDmabF4
)
= D(u−2m)DmabF4 + u−2mD(Dm)abF4 + u−2mDmD(abF4)
= u−2(m+1)
(
u2b2Dm
a
u
F2 − u2a2Dm b
u
F3 +
(
4mvDm + u2D(Dm)
)
abF4
)
.
The last equations show that Nm+1 is of the form (17). 
To estimate the polynomials in (17) we have to know the behavior of the op-
erator D acting on them. Our polynomials have a unique expression of the form∑
j,k0 cj,ku
kvj , and the next lemma analyzes the action of D on this kind of
polynomials.
Lemma 4. Let u = a2 − b2, v = a2 + b2, and P = P(u, v) =∑j,k cj,kukvj . Deﬁning
P # = P #(u, v) =
∑
j,k
|cj,k||u|kvj ,
the estimate (u2D(P ))#CvP # holds with a constant C depending on the degree of P.
Proof. It is clear that
(P +Q)#P # +Q# and (cP )# = |c|P #,
so we can consider P = ukvj . Furthermore, we have b b − a a = −
(
2u v + 2v u
)
.
Therefore,
u2D(P ) = −2u
(
u

v
+ v 
u
)
P = −2u
(
ujukvj−1 + vkuk−1vj
)
.
Then, with the obvious estimate |u|v, we arrive at
(u2D(P ))#  C
(
|u|2(|u|kvj−1)+ |u|v(|u|k−1vj ))
 C
(
|u|2P
#
v
+ |u|vP
#
|u|
)
 C(|u| + v)P #CvP #. 
In the next lemma we relate N [] to N, for  > 0, where [·] denotes the integer
part function.
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Lemma 5. Let  > −1,  > 0 and  /∈ N. Then
N(a, b) = C()
∫ 1
0
(1− s2)−[]−1s2[]+2N [](as, bs) ds, (18)
where C() = 2 (−1)···(−[])[]! .
Proof. Let us suppose that 0 <  < 1. Then using
√
ab
∫ s
0
tJ(at)J(bt) dt = sN0(as, bs)
and integrating by parts yield
N(a, b) = 2
∫ 1
0
(1− s2)−1s2N0(as, bs) ds.
Now, for m <  < m+ 1, applying integration by parts m+ 1 times and using the
identity
∫ s
0
t2m+2Nm(at, bt) dt = s
2m+3
2(m+ 1)N
m+1(as, bs), m = 0, 1, . . . , (19)
we obtain (18). 
Proof of Lemma 2. As we observed at the beginning of this section it is enough to
show (15) to obtain the proof.
It is easy to see that (15) holds for the cases max{a, b}4, and max{a, b} > 4 with
|a − b|2. For the ﬁrst case, max{a, b}4, (15) holds from
|N(a, b)|C(ab)+1/2 (20)
and for the second one, max{a, b} > 4 with |a − b|2, the inequality
|N(a, b)|C (21)
yields (15). Estimate (20) is a consequence of (14): it is enough to observe that, for
max{a, b}4,
|N(a, b)|C(ab)+1/2
∫ 1
0
s2+1(1− s2) ds
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and the last integral is convergent. To show (21), using Schwartz’s inequality, we have
to show that for  > 2
∫ 1
0
(1− s2)sJ 2 (s) dsC
(this is obtained by using (14)) and take  = a, b.
We continue by proving (15) for  = m a positive integer and for max{a, b} > 4
with |a − b| > 2. From (17), it follows that with u = a2 − b2
|Nm(a, b)| 2
mm!
|u|2m
(
|AmF1| + a|u| |BmF2| +
b
|u| |CmF3| + ab|DmF4|
)
.
Clearly, |Fi(a, b)|C(a)(b), i = 1, . . . , 4. So,
|Nm(a, b)| C|u|2m(a)(b)
(
|Am| + a|u| |Bm| +
b
|u| |Cm| + ab|Dm|
)
.
Now, as |P |P #, it yields
|Nm(a, b)|  C(a)(b)|u|2m
(
A#m +
a
|u|B
#
m +
b
|u|C
#
m + abD#m
)
 C
(a)(b)
|a − b|m+1
|a − b|m+1
|u|2m
(
A#m +
a + b
|u| (B
#
m + C#m)+ abD#m
)
.
Comparing this with (15), using the inequality ab(a2 + b2)/2, it is clear that it
sufﬁces to show that
1
|a − b|m−1(a + b)2m
(
A#m +
1
|a − b| (B
#
m + C#m)+ (a + b)2D#m
)
C. (22)
Recall that A#0 = D#0 = 0 and B#0 = C#0 = 1 and |a − b| > 2, so the case m = 0 is
settled. For m1 it is enough to prove
A#mC|a − b|m−1(a + b)2m,
B#m + C#mC|a − b|m(a + b)2m,
D#mC|a − b|m−1(a + b)2m−2.
(23)
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Considering the recurrence relation for the polynomials Am+1, Bm+1, Cm+1 and Dm+1
in Lemma 3 and the estimate in Lemma 4, we obtain that
A#m+1 =
(
u2D(Am)+ 4mvAm +
(u+ v
2
)
Bm +
(v − u
2
)
Cm
)#
 C
(
(u2D(Am))# + v(A#m + B#m + C#m)
)
 Cv
(
2A#m + B#m + C#m
)
and, in a similar way,
B#m+1  C
(
|u|2A#m + 2vB#m + |u|2vD#m
)
,
C#m+1  C
(
|u|2A#m + 2vC#m + |u|2vD#m
)
,
D#m+1  C
(
B#m + C#m + 2vD#m
)
.
With this, using that |a− b| > 2 and induction over m, the proof of (23) is completed.
Hence, we have proved (15) for the case m ∈ N.
Let us continue with the case  /∈ N for max{a, b} > 4 with |a − b| > 2. By the
identity in Lemma 5 we can write N(a, b) as the sum of the integrals
I1 =
∫ 1
1− 1|a−b|
(1− s2)−[]−1s2[]+2N [](as, bs) ds
and
I2 =
∫ 1− 1|a−b|
0
(1− s2)−[]−1s2[]+2N [](as, bs) ds.
Integrating by parts I2 and using (19), we have
I2 = 12([] + 1)
(
(1− s2)−[]−1s2[]+3N []+1(as, bs)∣∣1− 1|a−b|s=0
+ 2
∫ 1− 1|a−b|
0
(1− s2)−[]−2s2[]+4N []+1(as, bs) ds
)
.
For s = 0 the ﬁrst summand is zero, so, we have to analyze its behavior for s =
1− 1|a−b| . By using (15) for N [] with a, b > 0 we obtain that
(1− s2)−[]−1s2[]+3|N []+1(as, bs)|C(1− s)−[]−1(as)(bs)|a − b|[]+2 s
[]+1.
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From this fact and due to 12 < 1− 1|a−b| < 1 and
(sx)Cs−1/2(x), (24)
which holds for  > −1, 0 < s1 and x > 1, we obtain that the ﬁrst summand in I2
is bounded by a constant multiple of (a)(b)|a − b|−(+1). Inequality (24) follows
by separately considering the cases 1 < x1/s and 1/s < x with 0 < s1.
Let us analyze the second factor in I2. To this end we observe that
∣∣∣∣∣
∫ 1− 1|a−b|
0
(1− s2)−[]−2s2[]+4N []+1(as, bs) ds
∣∣∣∣∣
C
∫ 1− 1|a−b|
0
(1− s2)−[]−2s2[]+4(as)(bs)|as − bs|[]+2 ds
= C|a − b|[]+2
∫ 1− 1|a−b|
0
(1− s2)−[]−2s[]+2(as)(bs) ds.
To complete the estimate for I2, it is enough to show that
∫ 1− 1
a−b
0
(1− s2)−[]−2s[]+2(as)(bs) dsC (b)
(a − b)−[]−1 (25)
for b < a, a − b > 2 and a > 4. Now, (25) is obtained from (24) from the fact that
∫ 1− 1
a−b
0
(1− s2)−[]−2s[]+1 ds  C
∫ 1− 1
a−b
0
(1− s)−[]−2 ds
= C((a − b)−+[]+1 − 1)C(a − b)−+[]+1.
Finally, let us estimate the integral I1. We can use estimate (15) for N [] since
[] is an integer. From the deﬁnition of  we see that (as)C in this situation.
Moreover, (bs)C(bs)+1/2, for 0 < b < 2, and (bs)C, for b2. With this, it
is clear that
|I1|C (b)|a − b|[]+1
∫ 1
1− 1|a−b|
(1− s)−[]−1 ds = C (b)|a − b|+1 .
This completes the proof of (15) in all the cases. 
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4. An estimate for integral I 
R,2(x, r)
In this section we shall show that the integral I R,1 in the decomposition of the kernel
BR in Lemma 1 is dominant. We shall show that the integral I

R,2 can be controlled
by the bound given for IR,1.
Lemma 6. For  > −1,  > 0, R8 and |x − r| > 2/R, the following holds:
|IR,2(x, r)|
C
R
(Rx)(Rr)
|x − r|+1 .
Proof. We will show that
|IR,2(x, r)|C
(
(Rr)
R(2− x − r)+1 +
(Rr)
R2(2− x − r)2+1
)
(26)
for (x, r) ∈ {(x, r) : 4/R < x < 1, 0 < r < x − 2/R}. For (x, r) ∈ {(x, r) : 4/R < r <
1, 0 < x < r − 2/R} we can obtain the same estimate and the proof is similar. So, the
required bound for |IR,2(x, r)| will follow from the fact that |x − r|2 − x − r and|x − r| > 2/R.
To obtain (26), we use the asymptotic expansions given in (9) and (8) for H1(z)
and J(z). We observe that on Sε, the path of integration described in Lemma 1, for
t = Im(z) the estimate
∣∣∣∣H1(z)J(z)
∣∣∣∣ Ce−2t
holds for ε < t <∞, for each ε > 0 (as in the proof of Lemma 1 we have to consider
 arctan(ε/R) in (8)). Now, from (7) and (8), it is clear that
|z√xrJ(zx)J(zr)|C((R + t)r)e(x+r)t
and so
|I R,2(x, r)|C
∫ ∞
0
((R + t)r)
∣∣∣∣ t2R2 − 2itR
∣∣∣∣

e−(2−x−r)t dt.
If either r > 1/R or  + 1/20, (26) follows immediately by using the inequality
((R + t)r)C(Rr) and integrating. If r1/R and  + 1/2 > 0, we obtain (26)
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with the estimate ((R + t)r)C((Rr)+ (tr)+1/2). Indeed,
|IR,2(x, r)|  C
(∫ ∞
0
(Rr)
∣∣∣∣ t2R2 − 2itR
∣∣∣∣

e−(2−x−r)t dt
+
∫ ∞
0
(tr)+1/2
∣∣∣∣ t2R2 − 2itR
∣∣∣∣

e−(2−x−r)t dt
)
.
The ﬁrst integral gives the required bound for IR,2 as in the previous case; for the
second one we have
r+1/2
∫ ∞
0
∣∣∣∣ t2R2 − 2itR
∣∣∣∣

t+1/2e−(2−x−r)t dt
Cr+1/2
(
1
R(2− x − r)++3/2 +
1
R2(2− x − r)2++3/2
)
C(Rr)+1/2
(
1
R(2− x − r)+1 +
1
R2(2− x − r)2+1
)
,
where in the last step we have used the fact that 2 − x − r > C/R for (x, r) in this
region. 
5. Proof of Theorem 1
5.1. The sufﬁciency part
It is easy to verify that we can take R to be large in Theorem 1. Further we may
assume that f is a positive function. We decompose the square (0, 1)× (0, 1) into ﬁve
regions:
A1 = {(x, r) : 0 < x, r4/R},
A2 = {(x, r) : 4/R < max{x, r} < 1, |x − r|2/R},
A3 = {(x, r) : 4/Rx < 1, 0 < rx/2},
A4 = {(x, r) : 0 < xr/2, 4/Rr < 1},
A5 = {(x, r) : 4/R < x < 1, x/2 < r < x − 2/R}
∪ {(x, r) : r/2 < xr − 2/R, 4/Rr < 1}.
So,
|KR(x, r)| =
5∑
k=1
|KR(x, r)|Ak (x, r)
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and |BRf |
∑5
k=1 Tkf , where we deﬁne
Tk(f, x) =
∫ 1
0
f (r)|KR(x, r)|Ak (x, r) dr.
To estimate Tk with k = 3, 4, 5 we consider the estimate
|KR(x, r)|
C
R
(Rx)(Rr)
|x − r|+1 , (27)
which follows from Lemmas 1, 2 and 6, because A3 ∪A4 ∪A5 = {(x, r) : max{x, r} >
4/R, |x − r| > 2/R}.
We only prove the result for 1 < p < ∞. The cases p = 1 and ∞ have to be
veriﬁed separately and follow with some standard modiﬁcations.
Boundedness of T1: We claim that
|KR(x, r)|C(xr)+1/2R2(+1). (28)
Before proving (28) we will estimate T1. Clearly
‖xaT1(f, x)‖pLp(0,1)CR2p(+1)
∫ 4/R
0
xp(a++1/2)
(∫ 4/R
0
f (r)r+1/2 dr
)p
dx.
Applying Hölder inequality in the inner integral we have
∫ 4/R
0
f (r)r+1/2 dr  C‖rAf ‖pLp(0,1)
(∫ 4/R
0
rq(−A++1/2)
)1/q
 CRA−−1/2−1/q‖rAf ‖pLp(0,1),
where in the last step we have used the fact that the integral is convergent by (3).
Now, by (2), it is clear that
∫ 4/R
0
xp(a++1/2) dxCR−p(a++1/2)−1
and then
‖xaT1(f, x)‖pLp(0,1)  CRp(A++1/2)+1‖rAf ‖pLp(0,1)
∫ 2/R
0
xp(a++1/2) dx
 CRp(A−a)‖xAf ‖pLp(0,1)C‖xAf ‖pLp(0,1),
where we have used (6).
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To show (28) we need an appropriate upper bound for the functions j (t). From (14),
|j (t)|C
∣∣√sj J+1(sj )∣∣−1 (sj t).
In [3], we ﬁnd the estimate
∣∣√sj J+1(sj )∣∣−1 ∼ 1, and so |j (t)|C(sj t). Let us
suppose that sn < Rsn+1. Then
KR(x, r) =
n∑
j=1
(
1− s
2
j
R2
)
j (x)j (r).
Using the deﬁnition of  and taking into account that 0 < x, r < 4/R, for each
j = 1, . . . , n, it follows that |j (x)j (r)|Cs2+1j (xr)+1/2. So, using the fact that
sj ∼ j , we obtain that 1R
∑n
j=1
(
1− s
2
j
R2
) ( sj
R
)2+1 C, and the proof of (28) is
completed.
Boundedness of T2: In this case, we will use the estimate |KR(x, r)|CR. This
follows easily from the bound |j (x)j (r)|C for (x, r) ∈ A2. Hence,
‖xaT2(f, x)‖pLp(0,1)C
∫ 1
2
R
xap
(
R
∫ min{x+ 2
R
,1}
x− 2
R
f (r) dr
)p
dx.
Taking g(r) = rAf (r), using the fact that in A2 x ∼ r , and (6), the required inequality
is equivalent to
∫ 1
2
R
(
R
∫ min{x+ 2
R
,1}
x− 2
R
g(r) dr
)p
dxC‖g‖pLp(0,1),
and this one follows from the boundedness of the Hardy–Littlewood maximal function,
M, and from
R
∫ min{x+ 2
R
,1}
x− 2
R
g(r) drCM(g, x).
Boundedness of T3 and T4: By using the estimate for the kernel given by (27), it
is enough to verify the inequality
∫ 1
0
(
xa
∫ 1
0
f (r)
(Rx)(Rr)
R|x − r|+1 Ak (x, r) dr
)p
dxC
∫ 1
0
(xAf (x))p dx, k = 3, 4.
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We will show this for k = 3. The case k = 4 works in the same way, so we will omit
it. In A3, (Rx)(Rr)C(Rr). Now, we have
∫ 1
0
(
xa
∫ 1
0
f (r)
(Rx)(Rr)
R|x − r|+1 A3(x, r) dr
)p
dx
C
∫ 1
4
R
xap
(∫ 2
R
0
f (r)
(Rr)+1/2
R|x − r|+1 dr +
∫ x
2
2
R
f (r)
R|x − r|+1 dr
)p
dx. (29)
For the ﬁrst inner integral in (29), using (3) and Hölder’s inequality, the inequality
∫ 2
R
0
f (r)
(Rr)+1/2
R|x − r|+1 drCR
A−−1/qx−(+1)‖rAf (r)‖Lp(0,1)
holds. Now, from (5) and (6),
∫ 1
4
R
x(a−−1)p dx
∫ 1
4
R
x(A−−1)p dxCR(+1−A)p−1
and the result follows in this case. Let us consider the second integral in (29). Choose
a value , such that max{0, A− 1+ 1/p} <  <  (the existence of this value can be
obtained using (5) and that  > 0). Then Hölder’s inequality shows that
∫ 1
4
R
xap
(∫ x
2
2
R
f (r)
R|x − r|+1 dr
)p
dx
C‖rAf (r)‖pLp(0,1)R(−)p
∫ 1
4
R
x(a−−1)p
(∫ x
2
2
R
r(−A)q dr
)p/q
dx.
Finally, from (6) and our choice of , we conclude that
R(−)p
∫ 1
4
R
x(a−−1)p
(∫ x
2
2
R
r(−A)q dr
)p/q
dx
CR(−)p
∫ 1
4
R
x(A−−1)p
(∫ x
2
2
R
r(−A)q dr
)p/q
dx
CR(−)p
∫ 1
4
R
x(−)p−1C.
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Boundedness of T5: As in the previous case, it is enough to prove the inequality
∫ 1
0
(
xa
∫ 1
0
f (r)
(Rx)(Rr)
R|x − r|+1 A5(x, r) dr
)p
dxC
∫ 1
0
(xAf (x))p dx. (30)
For (x, r) ∈ A5, it is clear that (Rx)(Rr)C and x ∼ r . So, by inserting
g(x) = xAf (x) and due to (6), (30) is equivalent to
∫ 1
0
(∫ 1
0
g(r)
R|x − r|+1 A5(x, r) dr
)p
dxC‖g‖pLp(0,1).
It is easy to verify that A5 = ∪mk=1(A5 ∩ {(x, r) : 2k < R|x − r|2k+1}), for m =[log2 R] − 1. Now, for each x, it holds that
∫ 1
0
g(r)
R|x − r|+1 A5(x, r) dr  C
m∑
k=1
2−k(+1)R
∫
{r:2k<R|x−r|2k+1}
g(r) dr
 C
m∑
k=1
2−kM(g, x)CM(g, x),
using the fact that  > 0. The boundedness of the maximal operator yields the result.
5.2. The necessity part
The necessity of (2) and (3) follows from the fact that xaj (x) have to belong to
Lp(0, 1) and x−Aj (x) to Lq(0, 1). Indeed, using (7) and (8), we can show that
x	j (x) ∈ Lp(0, 1) ⇐⇒ 	 > −1/p − (+ 1/2) ( if p = ∞).
In order to obtain that (1) implies (6) we take the function fk(x) = (1/k,2/k)(x) for
sufﬁciently large k. For this function, we have BRfk → fk . So, by Fatou’s lemma for
p <∞, and trivially for p = ∞,
‖xafk(x)‖Lp(0,1) lim inf
R→∞ ‖x
aBR(fk, x)‖Lp(0,1).
Now, from this and (1) we conclude that ‖xafk(x)‖Lp(0,1)C‖xAfk(x)‖Lp(0,1). For
our function this is equivalent to kp(A−a)C and then Aa. So (6) is proved.
We still have to prove the necessity of (4) and (5). We start with the cases 1<p<∞.
From (1) and using the fact that Aa, we can obtain that
‖xABR(f, x)‖Lp(0,1)C‖xAf (x)‖Lp(0,1).
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Now from this inequality and taking into account Theorem 2.1 in [3] (this result holds
for 1 < p <∞ only), we deduce that
‖xABR(f, x)‖Lp(0,∞)C‖xAf (x)‖Lp(0,∞),
where
BRf = H
((
1− x
2
R2
)
+
Hf
)
with H denoting the Hankel transform of order 
H(f, x) =
∫ ∞
0
(xy)1/2J(xy)f (y) dy, x > 0.
Considering a function f ∈ S(0,∞) (here S(0,∞) is the Schwartz class on (0,∞),
where the Hankel transform is an isomorphism) such that H(f, x) = x+1/2 for x ∈
(0, 1), we conclude, by Sonine’s integral [13, p. 373], that
B1(f, x) = C()
J++1(x)
x+1/2
.
In this manner, we have
xAB1(f, x) ∈ Lp(0,∞)⇒ xA
J++1(x)
x+1/2
∈ Lp(1,∞) ⇐⇒ A < + 1− 1/p.
The necessity of (4) can be deduced by a duality argument. For p = 1,∞ we argue
by contradiction. Conditions (4) and (5) are a > − − 1 and A, for p = 1, and
a −  and A < +1, for p = ∞. Let us suppose that there exist ε1, ε2 > 0 such that
(1) holds for a > −− 1− ε1 and A+ ε2, in the case p = 1, and a − − ε1 and
A <  + 1 + ε2, in the case p = ∞. Then, using an interpolation argument, we will
have inequality (1) with a > −−1/p−ε1 and A < 1+−1/p+ε2, for 1 < p <∞,
and this is impossible.
6. Some corollaries of Theorem 1
The ﬁrst corollary we obtain from our main result in this paper is the convergence
of the Bochner–Riesz means. It follows in a standard manner by the density of our
orthonormal system.
Corollary 1. Let  > −1,  > 0 and 1p < ∞. Then, for every f ∈ Lp((0, 1),
xAp dx), BRf → f in Lp((0, 1), xap dx) if and only if conditions (2)–(6) are satisﬁed.
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Also, from Theorem 1, we can deduce some interesting boundedness properties for
other multipliers for Fourier–Bessel expansions. In particular, we will consider two new
operators. The ﬁrst one is the heat semigroup for the Fourier–Bessel series given by
the identity
Ht(f, x) =
∞∑
j=1
e
−ts2j aj (f )j (x), t > 0.
Secondly, we will deal with the fractional integrals for the Fourier–Bessel expansions;
they are deﬁned, for  > 0, by
F(f, x) =
∞∑
j=1
aj (f )
sj
j (x).
With these deﬁnitions we have the following results:
Corollary 2. Let  > −1 and 1p∞. Then
‖xaHt (f, x)‖Lp(0,1)C‖xAf (x)‖Lp(0,1) (31)
with a constant C independent of t and f, if and only if conditions (2), (3) and (6) are
satisﬁed.
Corollary 3. Let  > −1,  > 0 and 1p∞. If conditions (2)–(6) are satisﬁed then
the inequality
‖xaF(f, x)‖Lp(0,1)C‖xAf (x)‖Lp(0,1),
holds, with a constant C independent of f.
The proof of both results is obtained by using (1) and the identities in the next
lemma.
Lemma 7. Let  > −1 and  > 0. Then for any f ∈ C∞c (0, 1)
Ht (f, x) = 2t
+1
(+ 1)
∫ ∞
0
e−tR2R2+1BR(f, x) dR (32)
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and
F(f, x) =
2
(
3
2 + 1
)
(+ 1)
(

2
) ∫ ∞
0
BR(f, x)
dR
R+1
. (33)
Proof. To obtain (32) it is enough to show that
∞∑
j=1
e
−ts2j aj (f )j (x) =
2t2(+1)
(+ 1)
∫ ∞
0
e−tR2R2+1BR(f, x) dR (34)
and this follows immediately using the fact that
BR(f, x) =
n∑
j=1
(
1− s
2
j
R2
)
+
aj (f )j (x)
for sn < Rsn+1, n ∈ N, and BR(f, x) = 0 for 0 < R < s1. Identity (33) is
obtained by multiplying (34) by t/2−1 and integrating on (0,∞) with respect to t. So
the left-hand side of (33) is obvious and the right-hand side is given using Fubini’s
theorem. 
Proof of Corollary 2. For each p, let us take a value for , such that (4) and (5)
are satisﬁed. So, using (32), Minkowski’s integral inequality and (1), (31) follows
from conditions (2), (3) and (6). The necessity of the conditions is obtained as in
Theorem 1. 
Proof of Corollary 3. To obtain the proof of this corollary, we use (33), Minkowsky’s
inequality, Theorem 1 and using the fact that BR(f, x) = 0 for 0 < R < s1. 
References
[1] P. Balodis, A. Córdoba, The convergence of multidimensional Fourier–Bessel series, J. Anal. Math.
77 (1999) 269–286.
[2] A. Benedek, R. Panzone, On mean convergence of Fourier–Bessel series of negative order, Stud.
Appl. Math. 50 (1971) 281–292.
[3] J.J. Betancor, K. Stempak, Relating multipliers and transplantation for Fourier–Bessel expansions
and Hankel transform, Tohoku Math. J. 53 (2001) 109–129.
[4] S. Chanillo, B. Muckenhoupt, Weak type estimates for Bochner–Riesz spherical summation
multipliers, Trans. Amer. Math. Soc. 294 (1986) 693–703.
[5] S. Chanillo, B. Muckenhoupt, Weak type estimates for Cesàro sums of Jacobi polynomial series,
Mem. Amer. Math. Soc. 102 (487) (1993) viii+90(pp).
[6] Ó. Ciaurri, J.L. Varona, Two-weight norm inequalities for the Cesàro means of generalized Hermite
expansions, J. Comput. Appl. Math. 178 (2005) 99–110.
Ó. Ciaurri, L. Roncal / Journal of Functional Analysis 228 (2005) 89–113 113
[7] J.J. Guadalupe, M. Pérez, F.J. Ruiz, J.L. Varona, Mean and weak convergence of Fourier–Bessel
series, J. Math. Anal. Appl. 173 (1993) 370–389.
[8] H. Hochstadt, The mean convergence of Fourier–Bessel series, SIAM Rev. 9 (1967) 211–218.
[9] B. Muckenhoupt, D.W. Webb, Two-weight norm inequalities for Cesàro means of Laguerre
expansions, Trans. Amer. Math. Soc. 353 (2001) 1119–1149.
[10] B. Muckenhoupt, D.W. Webb, Two-weight norm inequalities for the Cesàro means of Hermite
expansions, Trans. Amer. Math. Soc. 354 (2002) 4525–4537.
[11] E.L. Poiani, Mean Cesàro summability of Laguerre and Hermite series, Trans. Amer. Math. Soc.
173 (1972) 1–31.
[12] J.L. Varona, Fourier series of functions whose Hankel transform is supported on [0, 1], Constr.
Approx. 10 (1994) 65–75.
[13] G.N. Watson, A Treatise on the Theory of Bessel Functions, Cambridge University Press, Cambridge,
1966.
[14] D.W. Webb, Pointwise estimates of the moduli of Cesàro–Laguerre kernels, preprint.
[15] E.T. Whittaker, G.N. Watson, A Course of Modern Analysis, Cambridge University Press, Cambridge,
1952.
[16] G.M. Wing, The mean convergence of orthogonal series, Amer. J. Math. 72 (1950) 792–808.
