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Abstract
By exploring a phase space hydrodynamics description of one-dimensional free Fermi gas, we
discuss how systems settle down to steady states described by the generalized Gibbs ensembles
through quantum quenches. We investigate time evolutions of the Fermions which are trapped
in external potentials or a circle for a variety of initial conditions and quench protocols. We
analytically compute local observables such as particle density and show that they always
exhibit power law relaxation at late times. We find a simple rule which determines the power
law exponent. Our findings are, in principle, observable in experiments in an one dimensional
free Fermi gas or Tonk’s gas (Bose gas with infinite repulsion).
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1 Introduction
It is an important issue to find out if and when a closed system, subjected to some disturbance—
such as in a quantum quench, reaches equilibrium after some time. From a theoretical viewpoint,
this is a fundamental question since it lies at the heart of quantum statistical mechanics; e.g., sub-
tleties arise in the applicability of thermodynamics in systems showing many-body localization.
The question of thermalization is also important from an experimental viewpoint. In experiments
dealing with ultra-cold atoms, the time scale of equilibration as well as the nature of the equi-
librium are measurable quantities and help characterize the system in question. In the latter
context, it has also been realized, for a little over a decade now, that there is a non-trivial notion
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of thermalization of local observables in a so-called free systems or integrable systems where the
thermal ensemble is often characterized by an infinite number of chemical potentials, correspond-
ing to an infinite number of conserved quantities. Such an ensemble is called a GGE (generalized
Gibbs ensemble). These issues have been summarized in a number of articles in recent years; for
a partial list of references, see [1, 2, 3].
The issue of thermalization in integrable models [4, 5, 6, 7, 8, 9, 10, 11] has been discussed in
detail some time ago in Ref [12], where thermalization has been shown to occur under some
general assumptions. In spite of such general arguments, it is important to see if one can obtain
some explicit results about time evolution of observables, especially at long times. For quantum
quenches leading to gapless Hamiltonians, such explicit results were obtained at long times in Ref.
[13] which rigorously showed thermalization of the reduced density matrix of subsystems of a large
system. Fully exact time-dependence and subsequent results on thermalization were obtained for
free scalars and Fermions in 1+1 dimensions for mass quenches ending at zero mass in [14].
In this paper, we will discuss quantum quench in a free Fermi gas in one space dimension, by using
a large-N technique4. This subject was dealt with earlier in a paper [17] by two of the present
authors, where it was shown how moments of the Fermion density approached thermalization
from particular sudden quenches. Apart from studies of thermalization, several other dynamical
aspects, such as the onset of shock fronts, have been studied in large-N non-interacting as well as
interacting Fermi gases [18, 19, 20, 21, 22] (see also the Appendix A) ; finite-N corrections have
been studied in [23].
The importance of the large-N limit is that the Fermions are described by a semiclassical fluid in
the phase space. As it turns out, for simple phase space configurations, the equations describing
such phase space fluids boil down to equations of conventional hydrodynamics. Thus, it is tempting
to think that thermalization can be understood somehow in terms of the equations of conventional
hydrodynamics, which would be of significant interest. However, conventional hydrodynamics of
the Fermions typically breaks down way before we reach asymptotic times because of formation of
shock fronts [17, 18, 19, 20, 21, 23]. (See Figure 9 also.) We will show that one can easily proceed
beyond such times when one sticks to methods of phase space hydrodynamics, where shock fronts
and singularities in real space merely become folds in phase space which are smooth, continuous
configurations and do not present any singularity. Thus, using the phase space formulation, we
will derive results on thermalization of large-N Fermion systems at large times.
The time evolutions of the one-dimensional free Fermi gases which are equivalent to the gases
of the hardcore bosons (Tonks-Girardeau gas [24, 25, 26, 27]) are actively being investigated
in cold atomic systems and condensed matter physics5. If these gases in one dimension (1D)
are confined in an external potential or a periodic circle, they evolve to a steady state which
is described by GGE. 6 There, various observables have been investigated in various quench
procedures [29, 30, 31, 32, 33, 33, 34, 35, 36]. We will see that our phase space hydrodynamics
4In some special cases, the thermodynamical properties of free Fermions and free Bosons are similar. (See [15, 16]
for recent developments.) It may be interesting to explore the quantum quenches of free boson systems in which we
can observe similar time evolutions to those of the free fermion systems.
5 Experimentally, it is more conceivable to prepare infinitely repulsive bosons than to realize pure 1D non-
interacting Fermions. Extending and adapting these ideas to higher dimensions is not straightforward.
6An exception is the motion in an external harmonic potential [28]. In this case, every particle moves by the
common periodicity and the dephasing [12] does not occur.
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Quench Protocol Power Law Exponent Section
released from a potential x2m to a periodic circle t−
2m+1
2m 3.2
released from a box potential to a periodic circle t−1 3.3
introduction of a cosine potential from V = 0 t−3/2 4.2
Table 1: Examples of power law relaxation of one point functions, e.g. particle densities, at late
times. The results may work for arbitrary local observables defined by (32).
approach is quite powerful and makes it possible to reveal the general nature of the late time
behaviour of the time evolution. Particularly we show that the local observables exhibit power
law relaxation where the exponent is fixed through a simple universal rule. This rule works
for arbitrary quench procedures and external potentials (except the harmonic one in which the
relaxation does not occur). We demonstrate it in several examples which are summarized in Table
1. We will also find the entropy formula for the late time GGE state.
It is worth mentioning that the two main ingredients of our setup, namely external potentials
and quenches are both experimentally realistic. Potentials and confinements of various kinds such
as harmonic trap, quartic traps [37, 38, 39], ring-shaped traps [40, 41], box-like traps [42, 43,
44, 45, 46, 47], and sinusoidal potentials have been realized. Various quench protocols have been
successfully demonstrated [48, 49, 48]. Besides, quantum quanches can be applied to the so-called
“shortcut to adiabaticity” in cooling atoms [50, 51, 52, 53, 54, 55].
The summary and organization of our paper are as follows. In Section 2, the phase space hydrody-
namics method is introduced in the limit of large number (N) of Fermions. A simple parametric
solution of the phase space density is presented in case where the confining potential V vanishes.
In Section 3, we continue the case of V = 0 for motion of Fermions on a circle. In Subsection
3.1 we find explicit formulae for the Fermion density and exhibit power law relaxation where the
exponent depends on the initial profile. In Subsection 3.1 we consider free motion after releasing
the Fermi gas from a confining potential of the form V = x2m. In this case the Fermion density
approaches equilibrium according a power law determined by m. In Subsection 3.3, the Fermions
are released from a box, and the power law is now universal, viz. ∼ 1/t. In Section 4, we consider
motion of Fermions in a potential at the post-quench stage. We find in Subsection 4.1 that there
is power law relaxation even in this case. An explicit example of quenching from V = 0 to a
cosine potential is shown in Subsection 4.2. As claimed in the beginning, the post-quench reduced
density matrix is expected to relax to that of a thermal or a GGE state. We explicitly verify this
in Section 5 by comparing the time-evolving phase space density after a long time with that in
a GGE; we also compute, in Subsection 5.1, the relevant entropy production. A discussion on
conventional hydrodynamics and its breakdown is given in the Appendix A.
3
2 Time evolution of free Fermions in a thermodynamical limit
In this section, we review the phase space formulation of the dynamics of a one-dimensional Fermi
gas (which is equally applicable to a hard-core Bose gas in the Tonks limit).
Let us considerN non-relativistic free Fermions in one dimension whose single particle Hamiltonian
is given by
hˆ = −1
2
~
2∂2x + V (x). (1)
Here V (x) is an external potential. The physics of this Fermi gas can be described by the second
quantized Fermion field
ψ(x, t) =
∑
n
cˆnχn(x) exp[−iEnt/~], hˆϕn(x) = Enϕn(x), (2)
i~∂tψ(x, t) = −1
2
~
2∂2xψ(x, t) + V (x)ψ(x, t), (3)∫
dx ψ†(x, t)ψ(x, t) = N. (4)
The dynamics of the Fermions can alternatively be expressed in terms of the Wigner phase space
density which is defined by7
u(x, p, t) =
∫
dη ψ†(x+ η/2, t)ψ(x − η/2, t) exp[iηp/~]. (5)
The constraint (4) translates to the following constraints in terms of the u-variable:
u(x, p, t) ∗ u(x, p, t) = u(x, p, t),
∫
dxdp
2π~
u(x, p, t) = N, (6)
whereas the equation of motion (3) translates to
∂
∂t
u(x, p, t) + {h(x, p), u(x, p, t)}
MB
= 0. (7)
The derivation of the above equations is straightforward, and is given in detail in [56, 57, 58].
Here we have used the notation
f ∗ g(x, p) ≡ [ cos ~
2
(∂p∂x′ − ∂p′∂x)(f(x, p, t)g(p′, x′, t))
]
p′=p,x′=x
, (8)
{f, g}MB = f ∗ g − g ∗ f. (9)
Indeed, it has been shown in [58] that the Fermion path integral can be entirely rewritten in terms
of the u(x, p, t) variable, subject to the constraints (6).
It is easy to show that observables of the Fermi fluid, such as the density ρ(x, t) and the fluid
velocity can be expressed in terms of the phase space density
ρ(x, t) =
∫
dp
2π~
u(x, p, t), v(x, t) =
1
ρ(x, t)
∫
dp
2π~
p u(x, p, t). (10)
7Although the Wigner phase space density is called “density”, it could be negative. However, once we take the
large N limit (11), it becomes always non-negative and we do not have this issue.
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Figure 1: (Left) Fermion droplet in the phase space. The red-blue curve describes the boundary
of the droplet at t = 0. x+(p, t) and x−(p, t) denote the boundaries of the droplet for a given p
at time t, and x0+(p) (red) and x0−(p) (broken blue line) are those at time t = 0. At (x1, p1)
and (x2, p2), the curves x0+(p) and x0−(p) meet each other. (Right Top) Plot of x0+(p). (Right
Bottom) Integral contour (24) on the complex p-plane.
2.1 Large N limit of Fermi gas and phase space hydrodynamics
We will define the large N limit as
N →∞, ~→ 0, N~ = 1. (11)
It is easy to see that in this limit the star product in (8) becomes an ordinary product and the
Moyal bracket (9) becomes a Poisson bracket. Thus the phase space density in the large N limit
satisfies the equation of motion
∂
∂t
u(x, p, t) + {h(x, p), u(x, p, t)}
PB
= 0, (12)
which is simply Liouville’s equation for the classical phase space density. With h(x, p) = p2/2 +
V (x), this becomes 8
∂tu+ p∂xu− V ′(x)∂pu = 0. (13)
The constraints (6) become
u2 = u,
∫
dpdx
2π
u(x, p, t) = N~ = 1. (14)
The first constraint implies that at any given phase space point (x, p) the phase space density can
be either =0 or =1. The regions where u = 1 are called droplets, representing regions occupied
by Fermions, 1 each in every small cell, of area ~. u = 0 represents regions without Fermions
(see Figure 1). The second constraint implies that the area of a droplet (or in case of multiple
disconnected droplets, combined area of all droplets) is N . As an example, the Fermi sea for a
harmonic trap V = x2/2 is represented by a circular droplet centred at the origin and of area 1.
8If we substitute u(x, p, t) = 2pi~
∑N
i=1 δ(x−xi(t))δ(p−pi(t)) into (13), we obtain the classical Hamilton equation
x˙i = pi and p˙i = −V
′(xi). Thus the points inside the droplet correspond to single Fermions.
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Figure 2: Cartoon of the time evolution of a droplet on a circle in the V = 0 case. The speed of
the particle increases as p increases and the droplet will be tilted as time evolves. Finally it will
be smeared uniformly on the circle and reach a steady state.
2.2 u(x, p, t) in V = 0 case
In the case of V = 0, the solution u(x, p, t) to Eqs. (13) and (14) is very simple. The solution of
the constraint u2 = u is given by using step function
u(x, p, t) = θ(x+(p, t)− x)θ(x− x−(p, t)), (15)
where x±(p, t) describe the boundaries of the droplet as functions of p at time t. See Figure 1.
If the droplet has multiple boundaries for a given p, for example see Figure 3, the corresponding
step functions should be added. Then Eq. (13) is satisfied if
x±(p, t) = x0±(p) + pt. (16)
Here x0±(p) ≡ x±(p, 0) are the boundaries of the droplet at t = 0. This is because the Fermions
move obeying the classical equations x˙ = p and p˙ = 0. Thus the Fermions with p > 0 move
towards the right and those with p < 0 move towards the left as sketched in Figure 1.
We need to choose this initial profile satisfying the second constraint of (14)∫
dxdp
2π
u(x, p, t = 0) =
∫
dp
2π
(x0+(p)− x0−(p)) = 1. (17)
Once we impose this constraint at t = 0, Liouville’s theorem ensures that u(x, p, t) satisfies the
constraint for any t.
We can solve Eqs. (13) and (14) in the V 6= 0 case similarly, but the solution is a bit complicated.
Hence we first consider the time evolution problem in the V = 0 case and argue the V 6= 0 case
later.
3 Time evolution of particles on a circle in the V = 0 case
We consider the time evolution of the particles in the V = 0 case. To make the Fermions confined,
we put the Fermions on a circle with a period L and investigate how the particles settle down
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to a steady state (if it exists). By regarding the particle motion (16), we can speculate that the
system would reach a steady state as shown in Figure 2. We will confirm this picture through
detailed computations.
Due to the periodicity, we need to modify the previous result (15) as
u(x, p, t) =
∑
m
θ (x+(p, t)− (x+mL)) θ (x+mL− x−(p, t))
=
∑
m
θ (x0+(p) + pt− x−mL) θ (x+mL− x0−(p)− pt) , (18)
where the summation m represents the contributions of the mirrors. Now we apply Poisson
summation formula ∑
m
f(mL) =
∑
k
1
L
∫
dzf(z)e−i
2pikz
L , (19)
to this equation and obtain
u(x, p, t) =
∑
k
1
L
∫ ∞
−∞
dz θ (x0+(p) + pt− x− z) θ (x+ z − x0−(p)− pt) e−i
2pikz
L
=
∑
k
1
L
∫ x0+(p)+pt−x
x0−(p)+pt−x
dz e−i
2pikz
L
=
x0+(p)− x0−(p)
L
+
∑
k 6=0
1
2πik
[
exp
(
i
2πk
L
z
)]z=x0+(p)+pt−x
z=x0−(p)+pt−x
. (20)
This result is suggestive. While the second terms depend on time t, the first term does not.
Particularly, for large t, the second terms are highly oscillating and may be irrelevant. Thus
the first term may describe the late time steady state and the second terms may represent the
damping terms9.
To see it more concretely, we apply this formula to the particle density (10) and obtain
ρ(x, t) =
∫
dp
2π~
u(x, p, t)
=
N
L
+
∑
k 6=0
∫
dp
4π2i~k
(
exp
(
i
2πk
L
(x0+(p) + pt− x)
)
− exp
(
i
2πk
L
(x0−(p) + pt− x)
))
,
(21)
where we have used (17). Since the second terms would be suppressed at large t through the p
integral due to the oscillation, we would obtain
ρ(x, t) =
N
L
, (t→∞). (22)
9Due to the high oscillations, the width of the stripe of the Wigner phase space function, e.g., the second panel
of Figure 6, may reach the order of 1/N and the finite N corrections may become relevant [23, 59]. In order to
suppress these corrections, we need to take the large N limit first and, after that, take the large t limit to see the
thermalization. Hence the order of these two limits does not commute.
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This result indicates that the N particles uniformly spread over the circle independent of the initial
profile, and this is exactly what we have expected in Figure 2. Thus it supports our conjecture
that the first term in the formula (20) describes the late time steady state.
3.1 Power law relaxation
Now we evaluate the time dependent terms of ρ(x, t) (21) at large t to see whether they are really
suppressed and, if so, how they damp as the system evolves. We will show that it exhibits a power
law relaxation and the exponent is fixed by the extrema of the initial droplet at t = 0. In the
case of the droplet shown in Figure 1, the behaviors around the minimum x1 and maximum x2
are relevant. We investigate this case as an example.
Suppose that x0+(p) can be expanded around x1 and x2 as
x0+(p) = x1 + γ1(p− p1)α1 + · · · , (p ∼ p1),
x0+(p) = x2 + γ2(p2 − p)α2 + · · · , (p ∼ p2), (23)
where γi and αi (i = 1, 2) are positive constants. If the droplet is smooth, 0 < αi < 1 are satisfied.
See Figure 1 (Right). We evaluate the integral of the second term of (21) at large t, and consider
the third term later. We calculate the positive k and negative k cases separately. First we consider
the positive k. Since x0+(p) is defined in p1 ≤ p ≤ p2, the integral becomes
∞∑
k=1
∫ p2
p1
dp
4π2i~k
exp
(
i
2πk
L
(x0+(p) + pt− x)
)
=
∞∑
k=1
1
4π2i~k
[∫ p1+i∞
p1
dp exp
(
i
2πk
L
(x0+(p) + pt− x)
)
−
∫ p2+i∞
p2
dp exp
(
i
2πk
L
(x0+(p) + pt− x)
)]
=
∞∑
k=1
1
4π2~k
ei
2pik
L
(x1+p1t−x)
∫ ∞
0
dηe−
2pik
L
tη
(
1 + i
2πk
L
γ1(iη)
α1 + · · ·
)
−
∞∑
k=1
1
4π2~k
ei
2pik
L
(x2+p2t−x)
∫ ∞
0
dζe−
2pik
L
tζ
(
1 + i
2πk
L
γ2(−iζ)α2 + · · ·
)
. (24)
In the second line, we have changed the integral contour as shown in Figure 1 (Right Bottom).
Since t is large, the contributions near the real axis would dominate and we ignore the integral
along the horizontal line10. In the third line, we have defined the variables iη = p − p1 and
iζ = p− p2. We have also used (23) and assumed that η and ζ are small, since the integral in the
large η and ζ regions are exponentially suppressed. Note that the leading term of the expansion in
the integral is canceled by the same term coming from the integral (21) concerning x0−(p). Hence
the second term is the leading contribution. We can perform the integral of the second term by
using the gamma function Γ(z) =
∫∞
0 dy e
−yyz−1, and obtain
1
2π~L
∞∑
k=1
(
γ1Γ(α1 + 1)
(
iL
2πkt
)α1+1
ei
2pik
L
(x1+p1t−x) + γ2Γ(α2 + 1)
(−iL
2πkt
)α2+1
ei
2pik
L
(x2+p2t−x)
)
10Depending on x0+(p), the integrand of (24) may diverge when p → i∞. Besides there may be poles or cuts
in the Im(p) > 0 region. However, for sufficiently large t, we can avoid them by taking the horizontal line of the
integral contour in a finite region, since only the η, ζ . 1/t region contributes to the integral.
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=
γ1Γ(α1 + 1)
2π~L
(
iL
2πt
)α1+1
Liα1+1
(
ei
2pi
L
(x1+p1t−x)
)
+
γ2Γ(α2 + 1)
2π~L
(−iL
2πt
)α2+1
Liα2+1
(
ei
2pi
L
(x2+p2t−x)
)
,
(25)
where we have used the polylogarithm function Lis(z) =
∑∞
k=1 z
k/ks.
For the negative k in (21), we change the integral contour similar to Figure 1 but Im(p) < 0
region, and obtain
γ1Γ(α1 + 1)
2π~L
(−iL
2πt
)α1+1
Liα1+1
(
e−i
2pi
L
(x1+p1t−x)
)
+
γ2Γ(α2 + 1)
2π~L
(
iL
2πt
)α2+1
Liα2+1
(
e−i
2pi
L
(x2+p2t−x)
)
.
By adding them to (25), we finally obtain.
γ1
2π~L
(
L
t
)α1+1
ζ
(
−α1, x− x1 − p1t
L
−
⌊
x− x1 − p1t
L
⌋)
+
γ2
2π~L
(
L
t
)α2+1
ζ
(
−α2, x2 + p2t− x
L
−
⌊
x2 + p2t− x
L
⌋)
, (26)
where we have used Hurwitz’s formula
i−sLis
(
e2piix
)
+ isLis
(
e−2piix
)
=
(2π)s
Γ(s)
ζ(1− s, x− ⌊x⌋), (27)
where ζ(s, z) is the Hurwitz zeta function and ⌊x⌋ is the floor function. Note that x − ⌊x⌋ is a
periodic function11with a period 1. This is the leading contribution to ρ(x, t) from the integral of
the x0+(p) terms in (21) at large t and is suppressed by the power law as we announced.
Similarly we have the contributions from x0−(p). If x0−(p) can be expanded near the extrema as
x0−(p) = x1 − γ−1 (p − p1)α
−
1 + · · · , (p ∼ p1),
x0−(p) = x2 − γ−2 (p2 − p)α
−
2 + · · · , (p ∼ p2), (28)
where γ−i and α
−
i (i = 1, 2) are positive constants
12, we obtain the same expression to (26) but
γi → γ−i and αi → α−i .
Thus the density ρ(x, t) behaves as
ρ(x, t) =
N
L
+O
(
t−(α+1)
)
, α = min(α1, α2, α
−
1 , α
−
2 ). (29)
Note that a smaller αi means a flatter extremum of the initial droplet with respect to x. Therefore
exponent of late time power law relaxation is fixed by the flattest extremum.
If the initial droplet has more than two extrema as shown in Figure 3, we should divide the
boundary at each extrema and define the boundary function x(p) between them. (Hence we need
11 x − ⌊x⌋ is singular at x = n (n ∈ Z). Correspondingly Eq. (26) has cusp singularities at x − x1 − p1t = nL
and p2t − x + x2 = nL. These are the location of the peaks of the droplet and the singularities correspond to the
shock fronts at large t. See Figure 9.
12If the shape of the droplet is C∞, γi = γ
−
i and αi = α
−
i = 1/2mi where mi are positive integers.
9
Figure 3: Fermion droplets at t = 0 and the singular points in x0±(p) at which ∂px0±(p) diverges.
four boundary functions in the cases of Figure 3.) Then the calculations are almost the same as
the x+(p) case and obtain a similar result to (26)
13. Therefore, again the flattest extremum is
relevant to determine the exponent of the late time relaxation.
Other local observables: We can apply the calculation of ρ(x, t) to other local observables.
We consider the following quantity
F (x, t) ≡
∫ ∞
−∞
dp
2π~
f(p, x)u(x, p, t), (32)
where f(p, x) is a smooth function. Actually various observables in our model are given in this
form. For example, if we set f(x, p) = 1 and f(x, p) = p, we obtain the particle density ρ(x, t)
and the velocity field v(x, t) through (10). If we take e−ip(x−y), we obtain the two point function
GF (x, y, t) ≡ 〈ψ†(y, t)ψ(x, t)〉 as
GF (x, y, t) =
∑
n=0
(x− y)n
n!
〈ψ†(y, t)∂ny ψ(y, t)〉
=
∑
n=0
(x− y)n
n!
∫ ∞
−∞
dp
2π
(−ip)nu(y, p, t) =
∫ ∞
−∞
dp
2π
e−i(x−y)pu(y, p, t). (33)
We calculate F (x, t) for the droplet in the case of Figure 1. We substitute (20) to (32) and perform
the p integral similar to (24). There, since the extrema p1 and p2 dominate in the integrals, we
13If the extremum at (xi, pi) is a minimum, we obtain
γi
2pi~L
(
L
t
)αi+1
ζ
(
−αi,
x− xi − pit
L
−
⌊
x− xi − pit
L
⌋)
, (30)
and if it is a maximum, we obtain
γi
2pi~L
(
L
t
)αi+1
ζ
(
−αi,
xi + pit− x
L
−
⌊
xi + pit− x
L
⌋)
, (31)
where αi and γi are defined through the expansion around the extremum (xi, pi) similar to (23).
10
can approximate f(p, x) = f(pi, x). Thus we obtain
F (x, t) =
∫ p2
p1
dp
2π~
f(p, x)
x0+(p)− x0−(p)
L
+
γ1
2π~L
f(p1, x)
(
L
t
)α1+1
ζ
(
−α1, x− x1 − p1t
L
−
⌊
x− x1 − p1t
L
⌋)
+
γ2
2π~L
f(p2, x)
(
L
t
)α2+1
ζ
(
−α2, x2 + p2t− x
L
−
⌊
x2 + p2t− x
L
⌋)
+
γ−1
2π~L
f(p1, x)
(
L
t
)α−
1
+1
ζ
(
−α−1 ,
x− x1 − p1t
L
−
⌊
x− x1 − p1t
L
⌋)
+
γ−2
2π~L
f(p2, x)
(
L
t
)α−
2
+1
ζ
(
−α−2 ,
x2 + p2t− x
L
−
⌊
x2 + p2t− x
L
⌋)
+ · · · , (34)
at large t. Again it shows the power law relaxation. Note that the exponent is independent of
f(p, x). Thus the local observables described by (32) will show the same power law damping.
This is an important finding as it demonstrates some sense of universality, i.e., various relevant
quantities, i.e., density field, velocity field, and two-point correlators, have the same long time
behaviour.
3.2 Particles released from a potential
To see the relaxation process more concretely, we consider the time evolution of the particles
released from a potential V = cx2m. Suppose N particles are trapped by this potential and stay
at the ground state. Then the initial profile x0±(p) is given by
ǫF =
p2
2
+ cx2m ⇒ x0±(p) = ±
(
p20 − p2
2c
) 1
2m
, p20 ≡ 2ǫF . (35)
Here ǫF is the Fermi energy which is determined by the constraint (17) as follows
1 =2
∫ p0
−p0
dp
2π
(
p20 − p2
2c
) 1
2m
=
p0√
π
(
p20
2c
) 1
2m Γ
(
1 + 12m
)
Γ
(
1 + 12m +
1
2
)
⇒ p0 =
(
√
π(2c)
1
2m
Γ
(
1 + 12m +
1
2
)
Γ
(
1 + 12m
)
) m
m+1
. (36)
At t = 0, we suddenly turn off this potential (V → 0). Then the particles start evolving according
to (18). At large t, the particle density becomes
ρ(x, t) =
N
L
+
1
π~
(
Lp0
c
) 1
2m
(
1
t
)1+ 1
2m
[
ζ
(
− 1
2m
,
p0t− x
L
−
⌊
p0t− x
L
⌋)
+ ζ
(
− 1
2m
,
p0t+ x
L
−
⌊
p0t+ x
L
⌋)]
+ · · · , (37)
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through (34). Therefore, the particle density ρ(x, t) shows a power law relaxation ∼ t− 2m+12m . Note
that this result is consistent with the previous study [31] which investigated the m = 1 case and
observed the damping of the density as ∼ t−3/2.
3.3 Particles released from a box
As the second example, we consider the evolution of the particles released from a box (infinite
potential walls). Suppose N particles are confined in a region (−x0 ≤ x ≤ x0) by infinite potential
walls and stay at the ground state. Then the profile of x0±(p) is given by
x0±(p) = ±x0θ(p+ p0)θ(p0 − p), p0 = π
2x0
, (38)
where p0 is determined so that it satisfies the constraint (17). At t = 0, we remove the potential
and release the particles on the circle.
In this case, we cannot apply the assumption (23). However we can compute the density exactly.
By substituting x0±(p) (38) to (21), we obtain
ρ(x, t) =
N
L
+
∞∑
k 6=0
∫ p0
−p0
dp
2π2~k
(
e
2piik
L
(x0+pt−x) − e 2piikL (−x0+pt−x)
)
=
N
L
+
L
2π~t
{
ζ
(
−1, p0t+ x+ x0
L
−
⌊
p0t+ x+ x0
L
⌋)
− ζ
(
−1, p0t+ x− x0
L
−
⌊
p0t+ x− x0
L
⌋)}
+
L
2π~t
{
ζ
(
−1, p0t− x+ x0
L
−
⌊
p0t− x+ x0
L
⌋)
− ζ
(
−1, p0t− x− x0
L
−
⌊
p0t− x− x0
L
⌋)}
.
(39)
Here we use the relation between the ζ function and the Bernoulli polynomial ζ(−n, x) = −Bn+1(x)n+1 ,
(n = 1, 2, · · · ) and B2(x) = x2 − x− 16 , and we obtain
ρ(x, t) =
N
L
+
L
4π~t
{
p0t+ x+ x0
L
−
⌊
p0t+ x+ x0
L
⌋
−
(
p0t+ x+ x0
L
−
⌊
p0t+ x+ x0
L
⌋)2}
− L
4π~t
{
p0t+ x− x0
L
−
⌊
p0t+ x− x0
L
⌋
−
(
p0t+ x− x0
L
−
⌊
p0t+ x− x0
L
⌋)2}
+
L
4π~t
{
p0t− x+ x0
L
−
⌊
p0t− x+ x0
L
⌋
−
(
p0t− x+ x0
L
−
⌊
p0t− x+ x0
L
⌋)2}
− L
4π~t
{
p0t− x− x0
L
−
⌊
p0t− x− x0
L
⌋
−
(
p0t− x− x0
L
−
⌊
p0t− x− x0
L
⌋)2}
. (40)
We plot this result in Figure 4. Thus ρ(x, t) shows a power law relaxation ∼ 1/t. Here this relation
may be interpreted as the α→ 0 case in (29).
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Figure 4: (Left) Droplet which is confined by the infinite potential walls at x = ±x0 (box
potential). (Right) Time evolution of the density ρ(x, t) (40) at x = 0.4x0. We take L = 2x0 = 1.
We remove the infinite potential walls at t = 0 suddenly and release the Fermions. We can
explicitly see that the density relaxes to a steady state ρ/N = 1/L = 1.
4 Particle motions in the external potential (the V 6= 0 case)
We investigate the time evolution in the V 6= 0 case. Again we put the Fermions on a periodic
circle but the arguments in this section can be applied to the relaxation of the Fermions confined
in a potential without introducing a circle.
In the phase space, each particle moves along the constant E slices, where E is the energy of
the individual particles. By regarding this point, we can solve the phase space hydrodynamic
equations (13) and (14) as
u(x, p, t) =θ
(
t−
∫ x
x0+(E(x,p))
dy
p(E(x, p), y)
)
θ
(∫ x
x0−(E(x,p))
dy
p(E(x, p), y)
− t
)
,
E(x, p) ≡ p
2
2
+ V (x), p(E, y) ≡
√
2(E − V (y)). (41)
Here we have not taken into account the periodicity of the motion and will do it later. In this
equation, x0±(E(x, p)) denotes the locations of the boundary of the droplet at t = 0 at a given
energy E(x, p). Therefore, ∫ x
x0±(E(x,p))
dy
p(E(x, p), y)
,
represents a “traveling time” which a particle at (x, p) with energy E(x, p) spends for traveling
from x = x0±(E(x, p)) to x (related to the time-of-flight coordinate). Thus Eq. (41) simply says
that the droplet is 1 only if∫ x
x0+(E(x,p))
dy
p(E(x, p), y)
≤ t ≤
∫ x
x0−(E(x,p))
dy
p(E(x, p), y)
.
This result is physically reasonable and we can also check that Eq. (41) satisfies (13) and (14).
Note that there are three types of particle motions in this system: (I) right (left) moving forever,
(II) trapped by the potential, and (III) the separatrix of these motions. See Figure 5. (In the
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Figure 5: Three types of particle motions in the phase space. The dotted lines are the constant
energy slices. (I) Right (left) moving motion (the green curves). (II) Confined motion due to the
potential (the blue curve). (III) Separatrix of these two motions (the red curves).
V = 0 case, only the case I appears.) We should treat u(x, p, t) separately by regarding these
three motions.
For simplicity, we assume that the potential V (x) has only one minimum and one maximum, and
we set x = 0 for the minimum and x = xc for the maximum respectively. Also we set V (0) = 0
and V (xc) = Ec. Then, if E > Ec, the particle motion is type I, and, if 0 < E < Ec, the particle
motion is type II, and E = Ec corresponds to type III.
Now we consider the periodicity of the motions. In the case I, because of the periodicity of the
circle, the particle with energy E moves with a periodicity
TI(E) =
∫ L
0
dy
p(E, y)
. (42)
In the case II, the particle shows a periodic motion with a period
TII(E) = 2
∫ x2(E)
x1(E)
dy
p(E, y)
, (43)
where xi(E) (i = 1, 2) denotes the two turning points at which p(E, xi) = 0. See Figure 5. On
the other hand, in the case III, the particles just approach x = xc by spending an infinite amount
of time, and they do not show periodicity. Related to this, as E approaches Ec, the period T (E)
diverges logarithmically. Indeed, by assuming V (x) ≃ Ec − ω
2
0
2 (x − xc)2, we can estimate the
periodicity for E > Ec as
TI(E) =
∫ L
0
dy
p(E, y)
∼
∫ xc+α
xc−α
dy√
2(E − Ec) + ω20(y − xc)2
=2
∫ α
0
dz√
2(E − Ec)
1√
1 +
ω2
0
z2
2(E−Ec)
, (44)
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where α is a some scale and we have used z = y − xc. Then by defining z =
√
2(E−Ec)
ω0
sinh θ,
through the θ integral, we obtain
TI(E) ∼ 1
ω0
log
(
αω0√
E − Ec
)
, (45)
for E ∼ Ec and it diverges logarithmically. We obtain a similar result for TII(E) in the case II
(E < Ec). This logarithmic divergence will be important when we discuss the power law relaxation
14.
By taking into account these periodicities, the Wigner distribution (41) for the case I becomes
u(x, p, t) =
∑
m
θ
(
t−mTI(E(x, p)) −
∫ x
x0+(E(x,p))
dy
p(E(x, p), y)
)
× θ
(∫ x
x0−(E(x,p))
dy
p(E(x, p), y)
− t+mTI(E(x, p))
)
=
1
TI(E(x, p))
∫ x0+(E(x,p))
x0−(E(x,p))
dy
p(E(x, p), y)
+
∞∑
k=1
2
πk
sin
(
2πk
TI(E(x, p))
1
2
∫ x0+(E(x,p))
x0−(E(x,p))
dy
p(E(x, p), y)
)
× cos
(
2πk
TI(E(x, p))
(
t− 1
2
(∫ x
x0+(E(x,p))
dy
p(E(x, p), y)
+
∫ x
x0−(E(x,p))
dy
p(E(x, p), y)
)))
,
(46)
where we have used the Poisson summation formula (19). Here the first term is time independent
and it would describe a late time steady state, while the second time dependent terms will describe
the relaxation15. We will have the same formula for the case II also by replacing TI → TII.
By using this result, we can evaluate various observables in this system. As an example, we
investigate the particle density ρ(x, t). From (10), we obtain
ρ(x, t) =
∫ ∞
−∞
dp
2π~
u(x, p, t) =
1
2π~
∫ ∞
0
dE
p(E, x)
u(x, p(E, x), t) +
1
2π~
∫ ∞
0
dE
p(E, x)
u(x,−p(E, x), t)
=
1
2π~
∫ ∞
Ec
dE
p(E, x)
u(x, p(E, x), t) +
1
2π~
∫ Ec
0
dE
p(E, x)
u(x, p(E, x), t)
+
1
2π~
∫ Ec
0
dE
p(E, x)
u(x,−p(E, x), t) + 1
2π~
∫ ∞
Ec
dE
p(E, x)
u(x,−p(E, x), t). (47)
Here we have used dp = dE/p(E, x) = dE/
√
2(E − V (x)). (We have taken p(E, x) =√2(E − V (x))
positive.) In this equation, the first term is for the type I particle motion (right mover), the second
14The particle motion near the critical point x = xc saturates the bound on chaos [60], once we turn on the
quantum effect [61].
15Gaussian potential V = ω
2
2
x2 is an exception [36]. In this case, the droplet rotates in the phase space with a
constant periodicity 2pi/ω forever and does not show a relaxation.
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and third terms are for type II and the fourth one is for type I (left mover). The first term can
be calculated by using (46)
1
2π~
∫ ∞
Ec
dE
p(E, x)
u(x, p(E, x), t)
=
1
2π~
∫ ∞
Ec
dE
p(E, x)
1
TI(E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
+
∞∑
k=1
∫ ∞
Ec
dE
p(E, x)
1
π2~k
sin
(
2πk
TI(E)
1
2
∫ x0+(E)
x0−(E)
dy
p(E, y)
)
× cos
(
2πk
TI(E)
(
t− 1
2
(∫ x
x0+(E)
dy
p(E, y)
+
∫ x
x0−(E)
dy
p(E, y)
)))
. (48)
We will have similar expressions for the other three terms in (47)
For large t, since the time dependent terms would highly oscillate and become sub-dominant, we
would obtain the late time behaviour,
ρ(x, t) =
1
2π~
∫ ∞
0
dE
p(E, x)
1
TI(E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
+ (contributions from left mover), (t→∞).
(49)
Here the contributions from the left mover is given by the same expression to the first term but
x0±(E) is taken as the one with p < 0. In contrast to the V = 0 case, this density depends on x.
This is natural since the potential depends on x.
4.1 Power law relaxation
To see how the system relaxes to the steady state (49), we evaluate the time dependent terms
of ρ(x, t) in (48). By regarding the result in the V = 0 case, we presume that the relevant
contributions to the large t behaviour will arise from the location of the initial profile which hits
the local maximum or minimum energy slices. See Figure 6. There, x0+(E) and x0−(E) meet
and show a singularity as a function of E. (∂Ex0±(E) may diverge.) Besides, the droplet around
E = Ec might show some singular behaviour and we need to evaluate whether it gives a relevant
contribution or not.
First we evaluate the E integral (48) in ρ(x, t) near the maximum energy, which we define E2.
We assume that E2 > Ec and x0±(E) near E = E2 behave as
x0+(E) =x2 + γ+(E2 − E)α+ + · · · , x0−(E) = x2 − γ−(E2 − E)α− + · · · , (50)
where x2 := x0±(E2), and γ± and α± are positive constants. Then we can approximate∫ x0+(E)
x0−(E)
dy
p(E, y)
≃ 1
p(E2, x2)
(γ+(E2 − E)α+ + γ−(E2 − E)α−) ≃ 1
p(E2, x2)
γ(E2 − E)α, (51)
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Figure 6: Initial profile of a droplet in the phase space. E2 is the maximal energy of the particle in
the droplet. Ec is the energy of the particle on the separatrix. We define x0±(E) as the boundaries
of the droplet which intersect with the constant energy curve at energy E. The points at which
∂Ex0±(E) diverge determine the power of the late time damping. The small arrows indicate such
points.
where α = min(α+, α−) and γ is γ+ or γ− correspondingly. (If the droplet is smooth, α+ = α−
and γ+ = γ− = γ/2.) Besides we can expand
TI(E) = TI(E2)− (E2 − E)∂ETI(E2) + · · · , ∂ETI(E2) = −
∫ L
0
dy
p(E2, y)3
, (52)
where ∂ETI(E2) is negative. As we did in the V = 0 case, we change the integral contour to the
imaginary direction in (48). To do so, we take E = E2 + iη and do the integral with respect to η
(0 ≤ η ≤ ∞). Then, for large t, we obtain the contribution from E ∼ E2 as
∫ E2 dE
p(E, x)
sin
(
2πk
TI(E)
1
2
∫ x0+(E)
x0−(E)
dy
p(E, y)
)
× cos
(
2πk
TI(E)
(
t− 1
2
(∫ x
x0+(E)
dy
p(E, y)
+
∫ x
x0−(E)
dy
p(E, y)
)))
=−
∫ ∞
0
idη
p(E2, x)
2πk
TI(E2)
γ (−iη)α
2p(E2, x2)
× exp
(
−2πk (−∂ETI(E2))
TI(E2)2
tη +
2πki
TI(E2)
(
t− 1
2
(∫ x
x0+(E2)
dy
p(E2, y)
+
∫ x
x0−(E2)
dy
p(E2, y)
)))
+ c.c. + · · ·
∼ 1
t1+α
. (53)
Similar contributions will arise from other singular points on the initial droplet too. Therefore we
obtain a power law relaxation even in the V 6= 0 case.
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Figure 7: (Left) Initial profile of the droplet in the phase space in the case of the quench from
V = 0 to V = V0 cos
(
2pix
L
)
. The shadow is the droplet at t = 0. The red curves are the constant
energy slices for E = E1 and E2 which touch the surface of the droplet. (Right) Density of the
Fermions at t =∞.
To confirm this power law relaxation, we need to evaluate the contribution around E = Ec and
see whether it breaks our result or not. We consider it in the case I. As E approaches Ec, TI(E)
shows a logarithmic divergence as in (45), and the E integral in (48) near Ec can be estimated as∫
Ec
dE
p(E, x)
sin
(
2πk
TI(E)
1
2
∫ x0+(E)
x0−(E)
dy
p(E, y)
)
× cos
(
2πk
TI(E)
(
t− 1
2
(∫ x
x0+(E)
dy
p(E, y)
+
∫ x
x0−(E)
dy
p(E, y)
)))
∼
∫
Ec
dE
p(Ec, x)
1
− log (E − Ec)
∫ x0+(Ec)
x0−(Ec)
dy
p(Ec, y)
exp
(
it
− log (E − Ec) + · · ·
)
+ c.c.
∼
∫ ∞
0
idη
1
− log (iη) exp
(
it
− log iη + · · ·
)
+ c.c.,
where have used E = Ec + iη . We define a new variable w via w = − t1/2log η , and then the integral
becomes
∼
∫ ∞
0
dw
1
w
exp
(
−t1/2
(
1
w
− iw
))
+ c.c..
Through the saddle point approximation, we see that this integral is exponentially suppressed at
large t. Thus the contributions around E = Ec will be irrelevant. Therefore we conclude that the
dominant contribution for the relaxation at large t arises from the singular x0±(E) at t = 0 as
shown in (53) and the relaxation always obeys the power law.
4.2 Example: Sudden trap from V = 0 to V = V0 cos
(
2pix
L
)
As an example, we consider the following quench procedure. We start from a system on a circle
with a periodicity L and set V = 0. We consider the ground state of the N Fermions on this circle
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and, at t = 0, turn on a potential V = V0 cos
(
2pix
L
)
, and see the evolution16.
Before the quench, the Fermions are filled up to p0 := π~N/L on the phase space (14). For
simplicity, we tune 0 < V0 < p
2
0/2 so that the Fermi surface does not cross the separatrix p =
±2√V0 sin (πx/L) after the quench. See Figure 7. In this case, the motion of the surface of the
droplet after the quench is type I with energy between E1 := p
2
0/2− V0 and E2 := p20/2 + V0. We
also obtain the initial boundaries of the droplet x0±(E) as
p(E, x) = ±
√
2
(
E − V0 cos
(
2πx
L
))
=⇒ x0±(E) = ± L
2π
arccos
(
E − p20/2
V0
)
. (54)
Note that these boundaries have two extrema at E = E1 (x = L/2) and E = E2 (x = 0), and we
can expand them as
x0±(E) = ± L
2π
√
2(E2 − E)
V0
+ · · · , x0±(E) = L
2
∓ L
2π
√
2(E − E1)
V0
+ · · · . (55)
By comparing these expansions with (51), we can read off α = 1/2. Therefore we conclude that
the time dependent terms damp as t−3/2 at large t from (53).
Note that, from (49), we can compute the particle density at the steady state. The result is
plotted in Figure 7. There, some of the particles are trapped around x = ±L/2.
In the case of V0 > p
2
0/2, we will see the same power law damping t
−3/2, although the calculations
are slightly involved.
5 GGE conjecture and Entropy production
As we have shown in the previous sections, the system evolves to the steady state through the
power law relaxation. There, the Wigner distribution (46) with E > Ec and p > 0 effectively
reduces to
u(x, p, t)→ 1
TI(E(x, p))
∫ x0+(E(x,p))
x0−(E(x,p))
dy
p(E(x, p), y)
, (t→∞). (56)
as far as the local observables (32) are concerned. We will show that this reduced distribution
function indeed agrees with the GGE conjecture. (Generalizations to 0 < E < Ec or p < 0 cases
are straightforward.)
GGE predicts that, if an integrable system evolves to a steady state through the time evolution,
the steady state is approximately described by a density matrix [62]
̺GGE =
1
ZGGE
exp
[
−
∑
m
µmNˆm
]
, ZGGE = Tr exp
[
−
∑
m
µmNˆm
]
, (57)
16Quantum quench from V = V1 cos
(
2pix
L
)
to V2 cos
(
2pix
L
)
has been studied by two of the authors [17]. It includes
exact computations at finite N , dynamical phase transitions, and properties near the critical point.
19
where Nˆm is a conserved charge and µm is the corresponding chemical potential. The chemical
potential is determined by the initial data such that the conserved quantity is correctly obtained
by 〈Nˆm〉GGE = Nm|t=0 as usual, where 〈Oˆ〉GGE denotes that we evaluate the expectation value
by using the density matrix (57). In integrable systems, the number of such conserved charges is
typically infinity, and in this sense the density matrix differs from the standard thermal density
matrix where the number of the conserved charges is finite.
Let us test this conjecture in our free Fermion model. Since the individual energies of each particles
are conserved in our system, the number of the particles at each energy level is a conserved
quantity. We define the number of the particle at the m-th level as Nm. (For E ≥ Ec, we have
two independent modes (left and right) for a given energy, and Nm for these modes should be
distinguished. Here we consider only the right mode.) Indeed, in the semi-classical approximation,
we can read off Nm from the initial profile of the droplet through
Nm =
1
TI(Em)
∫ x0+(Em)
x0−(Em)
dy
p(Em, y)
, (58)
where Em is the energy of the m-th level. Now we consider the GGE density matrix (57) with
given Nm and evaluate the expectation value of the Wigner distribution function (5)
〈uˆ(x, p)〉GGE =
∫
dη 〈ψˆ†(x+ η/2, t)ψˆ(x− η/2, t)〉GGE exp[iηp/~]
=
∑
m
∫
dη Nm ϕ
†
m(x+ η/2, t)ϕm(x− η/2, t) exp[iηp/~]. (59)
Here we have used the expansion of the second quantized field ψˆ(x) =
∑
m cˆmϕm(x), where cˆm
is the creation/annihilation operator and ϕm(x) is the m-th eigenfunction of the Hamiltonian (1)
which satisfies hˆϕm(x) = Emϕm(x). We have also used 〈cˆ†ncˆm〉GGE = Nmδnm. Then by using
the WKB approximation ϕm(x) = exp(i
∫ x
p(Em, y)dy/~)/
√
T (Em)p(Em, x), we approximately
obtain
〈uˆ(x, p)〉GGE ≃
∑
m
∫
dη
Nm
TI(Em)p(Em, x)
e
iη
~
(p−p(Em,x)) =
∑
m
2π~Nm
TI(Em)
δ(E(x, p) − Em)
=
∫
dE˜ Nmδ(E(x, p) − E˜) = 1
TI(E(x, p))
∫ x0+(E(x,p))
x0−(E(x,p))
dy
p(E(x, p), y)
, (60)
in the semi-classical limit. Here we have used
∑
m =
∫
dE dNdE and
dN
dE =
T (E)
2pi~ . This distribution
function agrees with the reduced distribution (56) of the actual time evolution and the GGE
conjecture in our system is proved.
5.1 Entropy production
As we have seen, the system at late time can be approximately described by using the GGE
distribution function (60). However the value of this distribution function is not always zero or
1 but between zero and 1. It means that the droplet for the steady state is not always white or
black but can be “grey”. See Figure 2. Hence the constraint u2 = u (14) is not satisfied anymore.
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It implies that this distribution function does not describe a pure state but a mixed state. Indeed
the von Neumann entropy of the GGE density matrix (57) becomes[17, 62]
Sentropy =− TrρGGE log ρGGE = −
∞∑
m=0
[
e−µm
1 + e−µm
log
e−µm
1 + e−µm
+
1
1 + e−µm
log
1
1 + e−µm
]
=−
∞∑
m=0
[Nm logNm + (1−Nm) log (1−Nm)]
=−
∫ ∞
0
dE
T (E)
2π~
[
1
T (E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
log
(
1
T (E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
)
+
(
1− 1
T (E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
)
log
(
1− 1
T (E)
∫ x0+(E)
x0−(E)
dy
p(E, y)
)]
, (61)
where we have used ZGGE =
∏∞
m=0(1 + e
−µm) and Nm = −∂µm logZGGE = 1/(1 + eµm). Also we
have omitted to distinguish I or II and p > 0 or p < 0 . This entropy is finite and is typically
proportional to 1/~ ∼ N . This is consistent with our intuition for N particle system.
This result explains the entropy production of our system. As the system evolves, the oscillating
terms in the Wigner distribution function (46) become less relevant for the local observables
(32) and the system would be approximately described by the time independent term, which is
equivalent to the GGE state (60). Hence, if we employ the GGE distribution function (60) instead
of the original distribution function (46), the system at late time can be regarded as a mixed state
and entropy is non-zero. If we use the original distribution function (46), entropy is of course zero.
Thus, although the time dependent oscillating terms are less relevant for the local observables,
they significantly contribute to entropy.
6 Conclusions
In this paper, we demonstrated via phase-space hydrodynamics, non-trivial thermalization proper-
ties of Fermi gas. Conventional hydrodynamics cannot be used to describe long time behaviour as
it develops pathologies when shocks develop. (See the Appendix A). On the other hand the phase-
space method has no such pathologies and captures all the long-time behaviour. We obtained the
power law exponents (initial condition dependent) for evolution of Fermionic density. Thus we
determined the power law exponents after releasing the Fermi gas from various experimentally
accessible potentials (such as quadratic traps and box-like [43, 44, 47, 46, 45, 42] potentials).
We also studied the motion of Fermions in a potential at post-quench stage. Some examples of
power law relaxation at long times have been summarized in Table 1. We showed that the long
time limit of the Wigner function is in agreement with the GGE conjecture. We also showed ex-
plicit computations of relevant entropy production in the system by computing the von Neumann
entropy.
We should note here that the sense in which the word thermalization is used in our paper is
different from that of dissipative hydrodynamics. For example, in the Appendix A, we derive the
hydrodynamic equations (67) of conservative fluid dynamics without any dissipative term like a
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viscosity. As pointed out in Ref [12], dephasing may explain the thermalization in many body
integrable systems, and this is the physics content of the mathematical steps described in Eqs. (18)
to (22) in our model. Particularly the Wigner function is decomposed into the time independent
term and damping terms through Poisson summation formula (19), and this plays the key role
to observe the thermalization. It is pertinent to mention here that GGE has been derived from
a notion of “generalized hydrodynamics” in several recent papers, e.g., Ref. [63]. It would be
interesting to compare the approach in these papers with ours.
The results we obtained can, in principle, be realized in cold atomic gases. Our setup requires
certain important ingredients most of which have already been realized. These ingredients are
listed as follows. (i) Periodic boundary conditions : It is to be noted that in some sense periodic
boundary conditions are experimentally feasible. For example, there has been a lot of progress
on preparing ring shaped or toroidal traps [40, 64, 65, 66]. These confining potentials were
experimentally realized precisely with the aim of mimicking periodic boundary conditions. (ii)
Box-like potentials : Box potentials (often referred to as homogenous potentials) have become
experimentally realistic due to recent breakthroughs [43, 44, 45, 46, 47]. In such experimental
setups, the effect of inhomogeneity due to inevitable external potentials was overcome. Quadratic
and quartic traps: Needless to mention harmonic traps are ubiquitous in cold atomic experiments.
Additionally, quartic traps have also been realized [38, 39, 37]. It is to be noted that if we take
a linear combination of the potential, i.e., V = c1x
2 + c2x
4 (where c1,c2 > 0), then the long
time behaviour of the particles released from this potential to a circle is given by t−3/2 via (37),
since the initial profile around x = 0 is relevant. If we could tune c1 = 0, we may observe t
−5/4.
Sinusoidal traps : Quench protocols using sinusoidal traps can be achieved in experiments by
turning on or off optical potentials [67]. Absorption imaging techniques: As the reader might
have noticed, most of our major findings involve density dynamics. Evolution of density profiles
can be observed in cold atomic experiments via absorption imaging techniques [68] at large times.
Needless to mention, the Tonks gas has been realized in experiments [26, 27]. Integrating some of
the above mentioned experimental capabilities would make it possible to realize the predictions
made in the paper.
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A Hydrodynamics of one-dimensional Fermi fluid and its break-
down
We will now consider an example of a droplet, which, in the standard (x, p) coordinate system of
the phase space, is a single, connected, “quadratic droplet” (with no folds) (defined in Figure 8).
Figure 8: Single connected droplets. We call it a “quadratic droplet” if any x= constant line
intersects the droplet boundary only at two points, p+(x) and p−(x). We call it a “fold” if there
is a region in which any x= constant line intersects the droplet boundary more than two points.
An example of a quadratic droplet is the ground state (the Fermi sea) for N Fermions trapped
in a potential V = x2m (35). More complicated examples of quadratic droplets can include small
fluctuations of such a droplet, the Fermi sea for a deformed trap, etc.
For “quadratic droplets”, the phase space density is given by
u(x, p, t) = θ
(
p+(x, t)− p
)
θ
(
p− p−(x, t)
)
. (62)
With this, the number density ρ(x, t) and the specific momentum density v(x, t), defined in (10),
are given by
ρ(x, t) =
1
2π~
(p+(x, t)− p−(x, t)), v(x, t) = 1
2
(p+(x, t) + p−(x, t)). (63)
The variables p±(x, t) are, therefore, related to the more physical variables, the densities
p±(x, t) = v(x, t) ± π~ρ(x, t).
It is easy to compute the total energy of a quadratic droplet (we drop the t-dependence since it
is a conserved quantity)
H =
∫
dxdp
2π~
h(x, p)u(x, p)
=
∫
dx
2π~
[
1
6
(
p+(x, t)
3 − p−(x, t)3
)
+ V (x) (p+(x, t)− p−(x, t))
]
=
∫
dx ρ(x)
(
1
2
v(x)2 +
1
6
π2~2ρ(x)2 + V (x)
)
. (64)
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t = 0 t = 0.5t1 t = t1 t = 1.5t1 t = 2.0t1
Figure 9: Development of a shock front (a single fold) in the V = 0 case. The five panels represent
snapshots at times t = 0, 0.5t1, t1, 1.5t1, 2.0t1, respectively, where t1 is the instant of time the
overhang (fold) develops. The blue dashed curve represents the fluid boundary p+ in the phase
space, while the red curve represents the Fermion density 2π~ρ(x, t). We have taken p− = 0. The
horizontal axis represents x. The x-turning points lead to ∂ρ/∂x = ∞ which characterize shock
fronts.
The equation of motion (13) now splits into two independent equations for each variable p±(x)
(after some straightforward manipulation of the θ-functions), 17
∂tp+ + ∂x(p
2
+/2 + V (x)) = 0, ∂tp− + ∂x(p
2
−/2 + V (x)) = 0. (66)
Translated to densities and velocity fields, these become
∂tρ+ ∂x(ρv) = 0,
∂tv + ∂x(v
2/2 + π2~2ρ2/2 + V (x)) = 0.
(67a)
(67b)
The first equation is the continuity equation, while the second equation is the Euler equation.
These are equations of conventional hydrodynamics.
The Poisson bracket that leads to these equations of motion from (64) is
{ρ(x, t), v(y, t)}PB = ∂xδ(x − y).
Now it is obvious that for a droplet of a general shape, e.g. for one with folds, the quadratic
form (62) does not hold. See Figure 8. Furthermore, it is easy to see that a droplet can develop
folds in time even when it does not have it initially. See Figure 9. For a phase space droplet
which develops a fold at some time, the real space density ρ(x) develops a shock (diverging slope)
at that time and the equations of conventional hydrodynamics (67) break down. The phase
space hydrodynamics description of Section 2.1, however, does not develop any pathologies since
folds are smooth configurations in phase space. Indeed, Figure 9 is obtained via the phase space
hydrodynamic calculations.
Similar analyses of shock fronts, although less extensive than the treatment above, have been
performed in Refs.[23].
17 The solutions of (66) are given as the following parametric set of equations,
p±(x) =
√
2(E − V (x)), t =
∫ x
s
dy√
2(E − V (y))
, E =
pinitial± (s)
2
2
+ V (s) (65)
where pinitial± (s) is the initial condition. See, for example, Ref. [19].
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