We propose three basis screening methods for state space restriction in Liouville space simulations of large densely coupled spin systems encountered in electron paramagnetic resonance ͑EPR͒ spectroscopy and spin chemistry. The methods are based on conservation law analysis, symmetry factorization, and the analysis of state space connectivity graphs. A reduction in matrix dimensions by several orders of magnitude is demonstrated for common EPR and spin chemistry systems.
I. INTRODUCTION
The last few years have seen growing evidence that in many classes of quantum dynamics processes only a small fraction of the full state space is ever populated. Spin dynamics is no exception, and approaches have recently been developed for efficient simulation of large spin systems using "state space restriction" methods to eliminate redundant states. [1] [2] [3] Liquid-state nuclear magnetic resonance ͑NMR͒ simulations of systems with hundreds of spins can now be performed routinely 1, 2 and there are encouraging signs that something similar will be possible for solid state NMR. 3 The dimension of the state space of a single particle with spin quantum number S is ͑2S +1͒ 2 , corresponding to the number of independent elements in the spin density matrix. Because the state space of a multispin system is a direct product of single-spin spaces, its dimension, ⌸ k ͑2S k +1͒ 2 , quickly becomes prohibitively large, necessitating some kind of basis transformation to reduce the size of the matrices required to describe the dynamics. This is often possible, 1, 2 and the objective of formally exact state space restriction is to find a minimal basis that spans the system trajectory under a given Hamiltonian. 2, 4, 5 The system can then be projected into this basis at the start of the simulation and the calculation carried out ͑not necessarily in the time domain͒ with reduced matrices. Our previous articles used interaction topology 1 and Krylov subspace analysis 2 to achieve state space reduction. In solid state NMR, nonselective truncation of all spin orders involving more than four spins was recently shown to be successful in predicting the spectra of spinning powders. 3 In the treatment below we explore specialized algebraic criteria based on conservation laws, symmetries and the connectivity of the Liouville space to demonstrate that after redundant states have been eliminated, the matrix dimensions required for accurate spin dynamics simulations in radicals and radical pairs are, in fact, surprisingly small. It is shown that the superoperators can be constructed directly in the reduced basis, which is a more efficient procedure than pruning the complete state space superoperators. 2, 4, 5 The proposed state space restriction techniques allow Liouvillespace simulation ͑with all its benefits, such as accurate relaxation and chemical kinetics superoperators͒ of spin systems of previously prohibitive size.
II. STATE SPACE REDUCTION STRATEGIES
This section provides a rigorous ͑and therefore rather involved͒ foundation for the state space restriction methods proposed in this paper. A reader looking for practical examples may wish to skip to Sec. IV and/or download the latest version of the SPINACH library ͑http:// spindynamics.org͒ which includes a MATLAB implementation of these tools.
A. Conservation law pruning
One of the simplest analytical methods for state space reduction is to eliminate all states that violate conservation laws. If the observable corresponding to an operator Â is conserved, that is
where Ĥ and Ĥ are the Hamiltonian operator and superoperator, respectively, then the state subspaces spanned by the eigenstates with the expectation value ͗Â ͘ that does not match that of the initial state of the system can be weeded out. The actual active subspace is then the intersection of ͗Â ͘ = const subspaces for every linearly independent operator Â in the null space of Ĥ . The states outside that subspace would not be populated and can be discarded. Furthermore, if the initial density matrix ͑0͒ is an eigenstate of the commutation superoperator corresponding to Â ,
then the corresponding eigenvalue a is also a conserved property, because
The simulation trajectory would therefore be confined to the subspace for which Â ͑t͒ = a ͑t͒. Because Eqs. ͑2͒ and ͑3͒ are linear with respect to ͑t͒, the subspaces with different values of a would not interact and may be simulated separately if the system starts off in a linear combination of
shows that the number of such observables is equal to the dimension of the null space of Ĥ , which is equal to the number of small eigenvalues in Ĥ ͑the term small in this context is understood as small enough to be inconsequential on the time scale of the simulation͒. The resulting conservation laws need not be easily interpretable, but the simple quantities often conserved during evolution of common spin systems are the total spin Ŝ 2 and the total
If the basis set is chosen to be the eigenstates of Â ͑e.g., direct products of irreducible spherical tensors T lm in the case of Ŝ 2 and Ŝ Z ͒ a fast basis screening procedure can be implemented, leading to a significant ͑see the examples in Sec. IV͒ reduction in problem dimensionality.
B. Symmetry pruning
In symmetric spin systems ͑e.g., those with magnetically equivalent nuclei͒, [6] [7] [8] the operators from the symmetry group commute with the Hamiltonian, meaning that the subspaces that are invariant under the symmetry group are also invariant under the Hamiltonian. The group-theoretical procedure for generating the symmetry-adapted basis set is well known [8] [9] [10] and results in block diagonalization of the Hamiltonian with the associated computational benefits ͑individual blocks may be simulated separately͒. In Liouville space, however, the situation acquires an interesting twist-we will now demonstrate that in many practical cases the only irreducible representation ͑irrep͒ that needs to be simulated in Liouville-space is A 1g , otherwise known as ⌺ g + , or the "fully symmetric" irreducible representation.
This difference in symmetry behavior of Hilbert and Liouville spaces may be illustrated on a two-spin system; while the singlet state wavefunction does change sign under spin permutation in Hilbert space,
its representation in Liouville space does not:
More generally, any symmetry-adapted Hilbert space wavefunction belonging to an irrep other than the fully symmetric one,
is going to have a fully symmetric representation in Liouville space because
It does therefore appear that irreducible representations other than A 1g get "symmetrized" into A 1g during the Hilbert to Liouville space transformation. It also appears that the system evolution in Liouville space stays confined to A 1g -in the most general case, it is governed by the following equation:
where is the density matrix, eq is the equilibrium density matrix, Ĥ is the Hamiltonian commutation superoperator, K is the chemical kinetics and spatial diffusion superoperator, and R is the relaxation superoperator obtained using one of the available relaxation theories. [11] [12] [13] [14] [15] [16] The Hamiltonian com-
where Ê is the identity operator, inherits the symmetry of the Hamiltonian which commutes with the symmetry group, meaning that Ĥ A 1g . If the user declared some spins "equivalent" in a system undergoing chemical reactions, they must be transported as such in any chemical process, meaning that, by definition, K A 1g . The initial state of the system is either thermodynamic equilibrium, which inherits the A 1g symmetry of the Hamiltonian via
or a user-supplied nonequilibrium state, which is fully symmetric by definition with respect to the spins that the user declared equivalent. The case of the relaxation superoperator is somewhat more involved, given that many theories of relaxation exist in the literature. In the most popular case of the Redfield superoperator
͑11͒
Under the assumption that the stochastic part Ĥ 1 ͑t͒ of the Hamiltonian obeys the system symmetry, the entire double commutation superoperator on the right hand side inherits the symmetry of Ĥ 0 and Ĥ 1 ͑t͒, which is A 1g . Noting that the direct product of any number of fully symmetric irreps is itself a fully symmetric irrep completes the proof. This is a very remarkable fact -it appears that the spin system cannot break out of the fully symmetric irrep because all events and operators affecting it belong to A 1g . The user can of course push the system out of A 1g by deliberately breaking the assumptions we made above, but it would not happen spontaneously. For our purposes, this means that, in Liouville space, any symmetry adapted linear combinations ͑SALCs͒ of basis vectors not belonging to the fully symmetric irrep of the system symmetry group can be pruned out. In those rare situations where the assumptions made above do get broken, keeping all irreducible representations still carries a computational benefit, because the Liouvillian is block-diagonal in the symmetry-adapted basis.
Having established the basic properties above, we will now proceed to build the symmetry-adapted basis. The procedure for generating the SALCs is well known 9, 10, 17, 18 and involves line-by-line multiplication of the group action table by the character table to produce the symmetry-adapted operator basis ͕Ô k ͑⌫͒ ͖ from the initial product operator basis
where N is the normalization constant, the summation is carried over the individual elements g of the symmetry group G, g ͑⌫͒ is the character of irreducible representation ⌫ of the group element g, and g͑Ô k ͒ is the result of the action by that group element on the basis operator Ô k . The group action g : ͕Ô k ͖ → ͕Ô k ͖ is an automorphism of the system state space that amounts to permutation of the order of the direct product components of ͕Ô k ͖. If multiple groups of equivalent spins described by different symmetry groups are present, the total system symmetry group is a product of the individual groups and the total character table is therefore the direct product of character tables of the individual groups. 17 For a pair of irreducible representations ⌫ and ⌳ of groups G and H, respectively,
While Hilbert space formulation would have to make use of Eqs. ͑12͒ and ͑13͒ in their general form, significant simplification is achieved in Liouville space by making use of the above noted fact that only the fully symmetric irrep is ever necessary. Specifically, all characters of ⌫ =A 1g of any group are equal to 1, and Eq. ͑12͒ is simplified into
that is, the basis simply needs to be fully symmetrized with respect to all operations contained in the total system symmetry group. This means that in a given set of symmetryrelated basis operators,
only the fully symmetric linear combination survives and all else is discarded. For example, in a simple case of S 2 symmetry group relating two spins in a larger spin system in a Cartesian product operator basis:
The resulting basis dimension reduction factor is equal to the order of the full system symmetry group. In common NMR and EPR systems this factor often exceeds 100, meaning a "free" calculation speed-up by a factor of over 10 6 , given the cubic scaling of many matrix operations. Some examples are given in Sec. IV.
It should be noted that, unlike the better known ClebschGordan procedure, 19 the SALC algorithm is agnostic to the spin quantum number; Eqs. ͑12͒ and ͑13͒ make no reference to the nature of the direct product basis ͕Ô k ͖, which may contain spin operators of any rank. The symmetrization function currently implemented in the SPINACH library takes full advantage of Eq. ͑13͒ and can handle multiple groups of symmetry-related spins of any quantum number.
C. Separation of noninteracting subspaces
Even in densely coupled spin systems, the Liouvillian superoperator is normally very sparse, meaning that a given state is directly connected to a relatively small number of other states. The consequence is that, even in densely coupled spin systems, the state space connectivity network is sparse and may be analyzed efficiently using graphtheoretical techniques. Specifically, the states in the basis may be treated as nodes of a graph, and the off-diagonal elements of the Liouvillian as edges connecting these nodes. In this picture, the Liouvillian becomes the adjacency matrix 20 of the magnetization flow graph, with the infinitesimal propagation step ͑illustrated schematically in Fig. 1͒ driving the state populations through the connections existing in that graph.
The disjoint subgraphs ͑those that are not connected in any way to each other͒ of the magnetization flow graph correspond to noninteracting subspaces within the spin system. The number of disjoint subgraphs is a topological invariant of the graph 20 and does not depend on the relative amplitude of individual interactions within the spin system. Linearly scaling algorithms 21, 22 exist for partitioning sparse graphs into disjoint subgraphs, the most popular ones being the breadth-first and the depth-first search algorithms. 23 Both are well researched, with standard libraries available in MATLAB. In practice, replacing the Liouvillian with a binary matrix
where is a user-supplied tolerance, yields a sparse matrix P that may be fed directly into Tarjan's graph partitioning algorithm, 21, 22 which returns node lists for the disjoint components of the graph. For our purposes, these are the lists of states populating each of the noninteracting subspaces.
It should be noted that a diagonalization would, of course, achieve the same result -eigenvectors do not interact -but we assume that the system is so large as to render diagonalization ͑with its cubic scaling in time and memory͒ unfeasible. Because many ways exist to block diagonalize a given Liouvillian, the improvement resulting from the graphtheoretical analysis does depend on the choice of the basis set. The zero tolerance would normally be set to the minimal interaction amplitude that is deemed significant on the time scale of the simulation, in practice around 10 −3 t sim −1 , where t sim is the simulation trajectory duration, subspaces with cross terms smaller than are deemed disjoint. The simulations in Sec. IV use exact subspace separation with set to zero.
In conclusion to Sec. II, we would observe that the three state space reduction and partitioning methods listed above may be applied sequentially in any order. Even though in practice they tend to produce large independent reductions in the state space ͑Sec. IV͒, there is a significant conceptual overlap between the three: symmetry operators commute with the Hamiltonian and may be viewed as conservation laws, and invariant subspaces of the conserved operators are disjoint in the graph-theoretical sense.
III. SUPEROPERATORS IN THE REDUCED STATE SPACE
In restricted state spaces the standard direct product procedure for operator construction is no longer efficient -producing the full superoperator matrix and then cutting it down would not circumvent the memory problems associated with the storage of the initial large matrices. It is advantageous, therefore, to produce the superoperators directly in the reduced state space.
A. Basis set indexing
Many complete basis sets have been proposed to suit different objectives in spin dynamics simulations. 24 The most versatile and algebraically appropriate basis set in our experience is direct products of single-spin irreducible spherical tensor operators. 25 One of the key advantages that this basis offers is memory-efficient description of individual states -the indices of the direct product operands uniquely determine the resulting density matrix
with memory requirements of 2n integer numbers ͑n is the number of spins͒ per basis element as opposed to at least O͑2 n ͒ double-precision floating-point numbers if the actual density matrix was to be stored. The storage requirements can further be reduced to n integers per basis element if the indexing is linearized, that is, the irreducible spherical tensors are listed by ascending rank, l, and within ranks by descending projection quantum number, m, and then assigned a number from 0 to n − 1, beginning with T 0,0 ϵ ' 0'. The basis set description, once the basis is chosen, is static and any time dependence in the operators or the spin system would only affect their matrix representations in that basis.
B. Basis set construction
With the indexing convention given by Eq. ͑17͒, the basis set description is an array of integers with the number of columns equal to the number of spins in the system and the number of rows equal to the number of states ͑linearized indexing͒ or twice the number of states ͑explicit l , m indexing͒ in the basis set. The initial basis set can either be complete ͑only feasible for ten spins or fewer͒, or uniformly restricted to exclude product states of more than k Ͻ N spins, 1, 3 or adaptively restricted, with the truncation level depending on the local coupling density. 1 The latter is generally preferred, particularly for large NMR systems; if a spin is coupled to m neighbors, locally including product states of up to m spins appears to be sufficient for most simulation purposes.
After the initial basis is formed and its description stored as prescribed by Eq. ͑17͒, the conservation law screening ͑Sec. II͒ may be performed using just the indices storedfor example, the eigenvalue of Ŝ Z ͑also known as "coherence order"͒ in systems where it is conserved ͓Eq. ͑4͔͒ is a simple sum over the m index in Eq. ͑17͒:
Note the complete lack of any matrix operations -we use the general properties of direct products of irreducible spherical tensors without any reference to specific matrix representations. Similarly, the application of the group action during the SALC procedure in Eq. ͑12͒ simply permutes the columns in Eq. ͑17͒, effectively exchanging the spins as each symmetry L
C. Superoperator construction
After the basis has been pruned, we proceed to generate the superoperators directly in the resulting subspace of the full Liouville space. The basic "building block" superoperators in Liouville space are the left and right product superoperators 24 defined as
which perform left and right hand sided multiplication, respectively, by a predefined Hilbert-space operator Q . The commutation superoperator is then simply the difference between the left and right product superoperators,
It would therefore suffice to find an efficient way to generate Q L and Q R in the reduced basis set. We start by expanding the density operator and the generating operator Q as linear combinations of the basis operators:
where the basis ͕Ô k ͖ is chosen and indexed according to Eq. ͑17͒. The outputs of the right and left multiplication superoperators are then expressed via products of basis operators:
Since the spin operators are an algebra, the result of bilinear multiplication is completely determined by the structure coefficients c ijk ,
which can be computed ͑and even precomputed, as happens in SPINACH͒ extremely efficiently, because they are related in a simple way to the structure coefficients of the operator algebra of a single spin:
where f ijk ͑n͒ are the structure coefficients of the operator algebra of the nth spin, written in the irreducible spherical tensor basis, Eqs. ͑24͒ and ͑20͒, in effect, relate the structure constants of su͑2 n ͒ to the structure constants of the individual su͑2͒ components of the direct product algebra. Given the structure coefficients c ijk , the representation of the right and left multiplication superoperators in the ͕Ô k ͖ basis may be computed efficiently and is given by
and similarly for the left hand product superoperator. The simplicity of Eq. ͑25͒ and the fact that the structure constants of a single-spin operator algebra can be precomputed ͑and do not, in fact, even depend on the spin quantum number͒ mean that the generation of superoperator representations in the restricted state space is a very fast procedure, typically taking seconds even in 10 5 -dimensional state spaces. In practice, a computer stores the small f ijk ͑n͒ tables and generates c ijk as necessary from Eq. ͑24͒ using ͕Ô k ͖ descriptions given by Eq. ͑17͒. The resulting structure constants and expansion coefficients q n of the operator Q are used in Eq. ͑25͒ to calculate the explicit matrix representations of Q L and Q R in the reduced basis. Once the representations of user-specified superoperators in the reduced basis are available, any conceivable simulation can be performed, the only difference from the standard procedures being the smaller matrix dimensions. An important property of Eqs. ͑21͒-͑25͒ is favorable scaling with respect to the number of spins n in physically relevant finite-time simulations: if the generating operator Q in Eq. ͑21͒ is the Hamiltonian, then its expansion has O͑n 2 ͒ terms ͑physical systems only have binary couplings͒. Each structure coefficient c ijk in Eq. ͑24͒ requires O͑n͒ multiplications ͓su͑2͒ structure constants f ijk ͑n͒ are known and tabulated͔. Therefore, the cost of obtaining a matrix representation of the Hamiltonian commutation superoperator using Eq. ͑25͒ is O͑n 3 k 2 ͒ multiplications, where k is the size of the basis set. It is known that in systems with sparse connectivity, 26 powder averaging 3 or short trajectory duration, 27 the number of active states in the basis set scales polynomially with the number of spins, meaning that the overall complexity scaling for many practically encountered spin systems is also polynomial.
IV. APPLICATIONS TO SPIN CHEMISTRY
The methods listed above are given in their most general ͑and therefore necessarily rather obscure͒ formulation. Practical examples of application of these tools to real-world spin systems are given below. Since the efficiency of state space restriction algorithms has already been demonstrated in liquid 1,2 and solid 3,27 state NMR, we choose to concentrate here on another area of spin dynamics in which simulation plays an important role: spin chemistry, which deals with the effects of electron and nuclear spin on the rates and yields of chemical reactions of paramagnetic molecules. Spin chemical systems often involve relaxation and chemical kinetics and therefore require simulations in Liouville space.
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A. Model system
We shall focus explicitly on the effect of static magnetic fields on the reactions of spin-correlated radical pairs in solution. The spin Hamiltonian of a pair of exchange-coupled radicals A and B is Ĥ = Ĥ A + Ĥ B + Ĥ ex , where
The first terms in Ĥ A and Ĥ B are the electron Zeeman interactions with Larmor frequencies A,B that depend on the g-values of the radicals and the magnetic induction ͑taken to be along the Z axis͒. The terms under the sums ͑k and m labels index the nuclear spins in the two radicals͒ are the isotropic electron-nuclear hyperfine couplings written in terms of raising and lowering operators, Ŝ Ϯ = Ŝ X Ϯ iŜ Y . The last part of Ĥ is the two-electron exchange interaction. As is customary in fast-motion liquid state treatments, interaction anisotropies are assumed to be averaged on the time scale of the dynamics in question and are treated using Redfield relaxation theory in the extreme narrowing limit. 15, 16 The evolution of the density operator in the presence of relaxation and chemical processes is given by Eq. ͑9͒. The initial state of the radical pair ͑0͒ is either a pure electronic singlet Q S or triplet Q T , depending on the spin state of the chemical precursor:
The goal is to simulate the magnetic field dependence of the yield of the reaction products formed selectively from the singlet state of the radical pair. This can be done in a variety of ways, the simplest being for the case when the Q S and Q T states disappear with equal first-order rate constants, k ͑the "exponential model"͒. [32] [33] [34] Then, the ultimate yield of the product formed from the S state is
where M is the total number of nuclear spin configurations in the system ͑a normalization coefficient͒. After taking the integral in Eq. ͑28͒, one obtains
Unless the state space is truncated in some way, calculation of ⌽ S and its field dependence would entail manipulation of enormous matrices with all the attendant computational challenges. For example, a radical pair containing eight protons with non-negligible hyperfine couplings has a Liouville state space of dimension of ϳ10 6 . However, as Sec. III demonstrates, it is possible to reduce the dimension of the problem.
B. Conservation law screening
One of the simple observables mentioned in Sec. III, namely, ͗Ŝ Z ͘, is conserved under the Hamiltonian in Eq. ͑26͒.
Because the system starts off in a specific eigenstate of Ŝ Z for which ͓Ŝ Z , Q S ͔ = ͓Ŝ Z , Q T ͔ = 0, it will, according to Eq. ͑3͒, stay in the p = 0 subspace indefinitely, and any basis operator with p = ⌺ k m k 0 ͓Eq. ͑18͔͒ would never be populated and may be discarded. In NMR terms, this amounts to restricting the simulation to the zero-quantum subspace, that is to the states with coherence order p = 0. In a system with n spin-1/2 particles this leads to a reduction in the state space dimension from 4 n to ͑2n͒ ! / ͑n!͒ 2 . Using Stirling's approximation for the factorial function, we get the asymptotic reduction factor of ͱ n, that is, the relative benefit of using the ͗Ŝ Z ͘ conservation filter actually grows with the size of the spin system ͑Fig. 2͒. To make this procedure a little less abstract, consider a radical pair ͑electrons A and B͒ with a single spin-1/2 nucleus ͑N͒. To construct the reduced state list according to the criteria just outlined, we examine TABLE I. Three noninteracting subspaces of the reduced state space in a simple ͑and therefore human readable͒ case of a radical pair ͑electrons A and B, nucleus N͒ with a single spin-1/2 nucleus at electron A. The irreducible spherical tensor notation has been converted to product operator notation for clarity. The full state space dimension is 64. 
C. Noninteracting subspace separation
It is also the case when the two radicals do not interact that the coherence order for each radical is conserved independently, providing a second conservation law filter. The second, third, and fourth terms in both Eq. ͑27͒ have p A = p B =0, p A =−p B = +1, and p A =−p B = −1, respectively. Each of these evolves separately as an independent subspace, and this fact is picked up by the subspace analysis procedure described in Sec. II C.
The state in which the operator for every spin is T 0,0 commutes with every other state, and so contributes a constant value to the ultimate product yield ͑1/4 for an initial singlet and 3/4 for an initial triplet͒. Similarly, any state in which the operator for every spin in one of the radicals is T 0,0 can never be reached and may be discarded. Finally, the third and fourth terms in Eq. ͑27͒ are symmetry related and contribute equally to the product yield, thus only one needs to be calculated explicitly. In summary
In the case of the single-nucleus radical pair introduced above, we calculate the coherence order of each radical ͑p A = m A + m N , p B = m B ͒ in the 20 retained states, assigning them to either the p A = p B = 0 subspace or the p A =−p B =+1 subspace; all other states are discarded. The resulting lists have, respectively, five and four entries ͑shown in product operator notation in Table I͒ , down from the original 64. A state-by-state run through the pruning procedure is given in the supplementary information.
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D. Basis symmetrization
Because all characters of the A 1g irrep are unity, the SALC procedure given by Eq. ͑12͒ amounts to basis set symmetrization. We consider now a radical pair with two equivalent spin-1/2 nuclei. After applying the conservation law 
case of a radical pair ͑electrons A and B, nuclei 1 and 2͒ with two equivalent spin-1/2 nuclei at electron A, written in irreducible spherical tensor notation. The full state space dimension is 256. pruning and subspace separation as described above, the state space dimension is reduced from 256 to 19 15. Symmetrization using Eq. ͑14͒ reduces this to 11 9 ͑Table II͒.
States in p
A = p B = 0 States in p A =−p B =+1 T 0,0 ͑A͒ T 1,0 ͑B͒ ͑T 0,0 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 0,0 ͑2͒ ͒ T 0,0 ͑A͒ T 1,−1 ͑B͒ ͑T 0,0 ͑1͒ T 1,1 + T 1,1 ͑1͒ T 0,0 ͑2͒ ͒ T 0,0 ͑A͒ T 1,0 ͑B͒ ͑T 1,1 ͑1͒ T 1,−1 ͑2͒ + T 1,−1 ͑1͒ T 1,1 ͑2͒ ͒ T 0,0 ͑A͒ T 1,−1 ͑B͒ ͑T 1,1 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 1,1 ͑2͒ ͒ T 0,0 ͑A͒ T 1,0 ͑B͒ T 1,0 ͑1͒ T 1,0 ͑2͒ T 1,1 ͑A͒ T 1,−1 ͑B͒ T 0,0 ͑1͒ T 0,0 ͑2͒ T 1,1 ͑A͒ T 1,0 ͑B͒ ͑T 0,0 ͑1͒ T 1,−1 ͑2͒ + T 1,−1 ͑1͒ T 0,0 ͑2͒ ͒ T 1,1 ͑A͒ T 1,−1 ͑B͒ ͑T 0,0 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 0,0 ͑2͒ ͒ T 1,1 ͑A͒ T 1,0 ͑B͒ ͑T 1,0 ͑1͒ T 1,−1 ͑2͒ + T 1,−1 ͑1͒ T 1,0 ͑2͒ ͒ T 1,1 ͑A͒ T 1,−1 ͑B͒ ͑T 1,1 ͑1͒ T 1,−1 ͑2͒ + T 1,−1 ͑1͒ T 1,1 ͑2͒ ͒ T 1,0 ͑A͒ T 1,0 ͑B͒ T 0,0 ͑1͒ T 0,0 ͑2͒ T 1,1 ͑A͒ T 1,−1 ͑B͒ T 1,0 ͑1͒ T 1,0 ͑2͒ T 1,0 ͑A͒ T 1,0 ͑B͒ ͑T 0,0 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 0,0 ͑2͒ ͒ T 1,0 ͑A͒ T 1,−1 ͑B͒ ͑T 0,0 ͑1͒ T 1,1 ͑2͒ + T 1,1 ͑1͒ T 0,0 ͑2͒ ͒ T 1,0 ͑A͒ T 1,0 ͑B͒ ͑T 1,1 ͑1͒ T 1,−1 ͑2͒ + T 1,−1 ͑1͒ T 1,1 ͑2͒ ͒ T 1,0 ͑A͒ T 1,−1 ͑B͒ ͑T 1,1 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 1,1 ͑2͒ ͒ T 1,0 ͑A͒ T 1,0 ͑B͒ T 1,0 ͑1͒ T 1,0 ͑2͒ T 1,−1 ͑A͒ T 1,−1 ͑B͒ T 1,1 ͑1͒ T 1,1 ͑2͒ T 1,−1 ͑A͒ T 1,0 ͑B͒ ͑T 0,0 ͑1͒ T 1,1 ͑2͒ + T 1,1 ͑1͒ T 0,0 ͑2͒ ͒ T 1,−1 ͑A͒ T 1,0 ͑B͒ ͑T 1,1 ͑1͒ T 1,0 ͑2͒ + T 1,0 ͑1͒ T 1,1 ͑2͒ ͒
E. Superoperator construction
The states in the restricted basis may be examined sequentially and Eqs. ͑20͒, ͑24͒, and ͑25͒ used to form the reduced Liouvillian, with care taken to account for every term in the symmetrized states. The singlet yield may then be calculated using Eq. ͑29͒ for each of the components of the initial state in Eq. ͑27͒. Table III shows the resulting reduction in the state space dimension for several types of radical pairs. Symmetry is a frequently occurring property in EPR systems, and if there are, e.g., six equivalent nuclei in one radical and two in the other, the two state spaces are 605 ͑p A = p B =0͒ and 441 ͑p A =−p B =+1͒, i.e., 0.058% and 0.042%, respectively, of the full 4 10 = 1 048 576 dimensional state space. Given the cubic scaling of many matrix operations, this is clearly a very significant reduction. It is even more remarkable that this reduction is exact.
F. Simulation results
To demonstrate the scope of these procedures, we simulate the effects of applied magnetic fields on the reactions of three model radical pairs. In all three cases, the initial state was singlet. Figure 3 shows the yield of the singlet product formed from the recombination of the benzyl radical 36 and a radical with negligible hyperfine interactions, calculated using Eq. ͑29͒ with R = 0. Isotropic hyperfine couplings were taken from the work of Dust and Arnold 37 ͓Scheme 1͑a͔͒. The reduced state spaces have dimensions of 2933 and 2646, some 90 times smaller than the full Liouville space of 4 9 = 262 144. The dependence on the magnetic field strength and the recombination rate constant is qualitatively as expected 32 and identical to the results of Hilbert-space calculations ͑not shown͒. The pronounced drop in ⌽ S observable for the longer lived radical pairs in weak fields is known as the "low field effect." 32, 34 The principal motivation for wishing to perform simulations such as these in Liouville space, rather than the much smaller Hilbert space, is the need to include incoherent processes such as spin relaxation. Figure 4 shows results for a radical pair comprising dimethoxyphosphonyl and p-acetylbenzyl, simulated using reduced lists of just 3875 and 2764 states ͑the full state space is again 262 144͒. Isotropic hyperfine coupling data were taken from the work of Dust and Arnold 37 ͓Scheme 1͑b͔͒, ignoring nuclei with couplings less than 0.1 mT. The phosphorus in dimethoxyphosphonyl has a much larger anisotropic hyperfine interaction than any other nuclear spin and is assumed to dominate the spin relaxation that results from rotational motion in solution. All other hyperfine anisotropies were neglected. A template relaxation matrix for the interacting phosphoruselectron pair was determined using Bloch-RedfieldWangness relaxation theory, by means of a symbolic processing procedure, 38 in the extreme narrowing limit, i.e., 2 c 2 Ӷ 1 ͑ c is the isotropic rotational correlation time of the radical and is the largest energy-level difference in the spin system͒. The resulting superoperator was then projected into the reduced state space by noting that the other spins are unaffected by this relaxation process. Magnetic field effects were simulated for a range of values of the self-relaxation rate, = 1 6 ͑⌬A 2 +3␦A 2 ͒ c = ͓A : A͔ c , where ⌬A is the axiality and ␦A the rhombicity of the phosphorus hyperfine tensor. Literature values of c ͑2.4 ps͒ and ͓A : A͔ ͑186 mT 2 ͒ were used. 39 As expected, an increase in the relaxation rate causes the singlet product yield ⌽ S to approach the statistical value of 0.25. Faster relaxation also attenuates the low field effect and smoothes out the "wrinkles" that arise from avoided crossings of energy levels. 40 A final example ͑Fig. 5͒ illustrates the application of state space restriction to radicals containing nuclei with spin quantum numbers I Ͼ 1 / 2. There have been reports that the kinetics of enzymatic synthesis of adenosine triphosphate ͑ATP͒ from adenosine diphosphate ͑ADP͒ exhibit a magnesium isotope effect ͑IE͒ and are sensitive to applied magnetic fields. 41, 42 Both effects, it has been suggested, could arise from a radical pair intermediate, ͓Mg
•+ ADP •− ͔ with isotopedependent magnetic properties ͑ 25 Mg has spin-5/2, while 24 Mg and 26 Mg are nonmagnetic͒. Although there appears to be scant independent support for a free radical mechanism, the proposed reaction ͑Fig. 6͒ provides a convenient example of the use of state space restriction. Simulation of this reaction scheme requires a kinetic superoperator, K , as in Eq. ͑9͒, rather than the simple exponential model used above:
The k −1 term represents the spin-selective back reaction of the singlet radical pair while the k P term is the spinindependent forward reaction. The singlet projection superoperator, Q S , couples the two radicals which means that the individual radical coherence orders are not conserved. Separation of ͑0͒ into its component operators, Eq. ͑30͒, therefore does not reduce the state space in this case as the subspaces no longer evolve independently. The IE on the steady state rate of product formation was calculated as
for a magnetic field B, where the superscript refers to the magnesium isotope. The rotational correlation time of the enzyme-ATP complex has been estimated at c Ϸ 30 ns. 44 A simple estimate shows that the terminal phosphorus nucleus in ADP
•− is expected to induce relaxation at least ten times faster than the magnesium due to its larger hyperfine anisotropy, and with this factor in mind a range of values was chosen for simulation, Fig. 5 •− ͔, respectively, which are reduced to 20 and 324 by our techniques. As expected, when the relaxation ͑ P and/or Mg ͒ becomes faster than the smaller of the two rate constants ͑i.e., k P , see figure caption͒, the effect is to attenuate the calculated magnetic IE.
V. CONCLUSIONS
The theoretical arguments and numerical simulations presented above suggest that, contrary to intuitive expectations, the state space restriction approach [1] [2] [3] can be very efficient even in small and densely coupled spin systems. The algebraic properties of active spaces explored in this paper provide state space truncation criteria that are relevant and directly applicable to most practically encountered EPR and spin chemistry cases. In all systems the authors worked with so far at least one of the methods ͑including those reported in our earlier papers͒ 1,2 is applicable and yields very significant reduction in state space dimension. Essentially, the conclusion that we had initially reached for NMR stands in these systems as well-the state space dimension actually required for EPR and spin chemistry simulations is orders of magnitude smaller than the full state space dimension, and polynomially scaling algorithms exist for many practically encountered spin systems. lating discussions. I.K. gratefully acknowledges the Kavli Institute for Theoretical Physics at UCSB.
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