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Abstract. On a non-compact, locally compact, complete geodesic space
(X, d), we assign every point a distance-like function. In the special case
that (X, d) is a Riemannian manifold denoted by (M, g), this function is
a viscosity solution to the eikonal equation:
|∇u(x)|g = 1, x ∈ M.
We investigate some fundamental properties relating this kind of func-
tions to the topology and the geometry of (X, d) (or (M, g)).
1. Introduction
Let (X, d) be a connected, locally compact, non-compact geodesic space,
i.e., a length space on which distance between pair of points is attained
by some Lipschitz curve connecting them. It is well known that metric
structure on such an X offer us rich geometrical and topological information
[9]. Despite the knowledge of the distance function d(x, ·) : X → R, x ∈ X,
their modifications, called distance-like functions (dl-functions for short)
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also play an indispensible role in studying the metric structure of X. The
definition of dl-functions could be formulated as
Definition 1.1. u : X → R is called a dl-function if there exist a se-
quence of closed subsets {Hn}n∈N of X diverging to infinity, i.e., for some
x0 ∈ X, d(x0,Hn) → ∞, and a sequence {cn}n∈N ⊆ R such that
(1) u(x) = lim
n→∞
[d(x,Hn) − cn], for any x ∈ X.
Remark 1.2. If the length space X is a Riemannian manifold (M, g), then it
is proved [5] that dl-functions are viscosity solutions of eikonal equation
(2) |∇u(x)|g = 1, x ∈ M.
More generally, in the context of Hamilton-Jacobi equations, the theory
of viscosity solutions are intersection point of many interesting branches
of applied mathematics. It has been build from the viewpoint of optimal
control [3], Hamilton dynamical systems [7] and PDE [11].
Remark 1.3. The convergence arising in (1) is uniform on compact subsets
of X. As a direct consequence of the definition, any dl-function is a limit of
1-Lipschitz functions, thus is also 1-Lipschitz.
The structure of the space of dl-functions on X give us not only a global
picture of X itself but also some insights on the geometry of infinity of X.
For instance, a subclass of such functions, called Busemann functions asso-
ciated to a given geodesic ray, describes the limit behavior of the distance
function (up to constants) to some point moving to infinity along a given
direction and their level sets, usually called horospheres, could be regarded
as the geodesic spheres centered at a point belongs to infinity, which is pre-
scribed by the based ray.
In this paper, we will define another class of functions, referred as the
point-assigned dl-functions. It shows large scale distance information as
the Busemann function does, but in another aspects. We believe that this
class of functions would provide us an opportunity to look at the infinity
of the manifold from a quite different viewpoint. Also, it is hopeful that
their constructions will play roles in the study of various problems arising
in metric structures for certain special length spaces. We will come back to
this issue in the future work.
Now let us go into some details of the formal definition of point-assigned
dl-functions. To start with, as usual, the distance function from a non-
empty, closed set K ⊆ X is defined as
(3) d(x,K) = inf
y∈K
d(x, y).
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For every x0 ∈ X, r > 0, denote by Br(x0) = {x ∈ X | d(x, x0) < r} the open
geodesic ball centered at x0 and S r(x0) its boundary sphere. For fixed x0
and r, we use the notation
urx0(x) := d(x, S r(x0)) − r.
By the assumptions on the space (X, d) and some other elementary facts for
distance functions, we could show that
Theorem 1.4. The limit
(4) ux0(x) := lim
r→+∞
urx0(x)
exists for every x ∈ X. If X = (M, g) is a finite dimensional, complete, non-
compact Riemannian manifold, the limit function ux0 : M → R satisfies (16)
in the viscosity sense. In this case, ux0 is locally semi-concave (with linear
modulus) on M.
Theorem 1.4 leads us to
Definition 1.5. For any x0 ∈ X, the function ux0 defined above is called
x0-assigned dl-functions. x0 is called the base-point of ux0 and the family of
functions {ux0 |x0 ∈ X} are called point-assigned dl-functions.
Remark 1.6. Note that ux0 describe the limit behavior of the distance (up
to constants) from points on M to the geodesic sphere S r(x0) centered at the
reference point x0 when the radius r goes to infinity.
It is not difficult to build examples in Euclidean spaces showing that the
point-assigned dl-functions are really different from Busemann functions.
Our second aim is to characterize point-assigned distance-functions by
a fundamental property: being minimal within the class of all dl-functions
vanishing at the referred point.
Theorem 1.7. For any x0 ∈ X and any dl-function u : X → R such that
u(x0) = 0, we have
ux0 ≤ u.
Due to an anti-triangle inequality based on the above theorem, we obtain
Theorem 1.8. For any x, y ∈ X, the function ρ : X × X → R defined as
(5) ρ(x, y) := −1
2
[ux(y) + uy(x)] ≥ 0.
is a pseudo metric on X. ρ naturally induces an equivalence relation ∼ on
X × X:
x ∼ y if and only if ρ(x, y) = 0,
then two points x, y are equivalent under ∼ if and only if their associated
point assigned dl-functions are identical up to a constant.
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Further results are obtained if we restrict X in the category of complete
Riemannian manifolds. We denote by ♯ S the cardinality of set S , then the
following theorem holds.
Theorem 1.9. Assume X = (M, g) is a complete, non-compact Riemannian
manifold, then
(i) if ♯ (M/∼) = 1, then there exists only one dl-function (up to a constant).
(ii) if ρ : M × M → R is identical with d everywhere, then every geodesic
on M is a line, i.e., is minimizing. In particular, M is diffeomorphic to
R
n where n is the dimension of M.
Next, we consider two non-compact, complete, locally compact (or bound-
edly compact), pointed geodesic spaces (X, dX, x0) and (Y, dY , y0).
Definition 1.10. The pointed Gromov-Hausdorff metric between (X, dX, x0)
and (Y, dY , y0) is defined as
dGH((X, dX, x0), (Y, dY , y0)) = inf
d
{dH(X, Y) + d(x0, y0)},
where inf is taken over all admissible metric on the disjoint union X ⊔ Y,
i.e., the metric d : X ⊔ Y → R+ satisfies d|X×X = dX, d|Y×Y = dY , and dH
always denotes the Hausdorff metric associated to the admissible metric d.
Remark 1.11. Since we take the behavior at infinity into consideration, the
pointed Gromov-Hausdorff metric dGH may be infinite for many cases and
the corresponding topology on the space of non-compact metric spaces is
finer than the topology defined by [2, Definition 8.1.1].
The Gromov-Hausdorffmetric describes the similarity of metric structure
between two metric spaces and it is closely related to the existence of the
following maps.
Definition 1.12. Let (X, dX, x0), (Y, dY , y0) be two pointed metric spaces, f :
(X, x0) → (Y, y0) is called an ǫ-isometry if
(1) dis f := sup(x,x′)∈X×X{ |dX(x, x′) − dY( f (x), f (x′))| } ≤ ǫ,
(2) f (X) is an ǫ-net in Y.
Remark 1.13. We do not impose any continuous assumption on f .
In Section 5, we shall show that, in some sense, point assigned dl-functions
are continuous objects with respect to the metric spaces in the sense of
Gromov-Hausdorff.
Theorem 1.14. Let (X, dX, x0) and (Y, dY , y0) be two geodesic spaces with
dGH((X, dX, x0), (Y, dY , y0)) < ǫ,
then there exists a 2ǫ-isometry f : (X, x0)→ (Y, y0) such that
(6) |ux0(x) − uy0( f (x))| ≤ 8ǫ.
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At last, we list some interesting questions, at least to the authors, that
consist of topics of our future study.
Problem 1.15. Find sufficient assumptions to guarantee that
• ux0 is bounded from above.
• ux0 admits a maximal point.
• the level set of ux0 is compact.
Problem 1.16. If xi → ∞ and uxi + ci → u in the compact-open topol-
ogy, where ci is a sequence of constants, then clearly u is itself a viscosity
solution. What can we say about the set of such kind of viscosity solutions?
The remaining of this paper is organized as follows. In Section 2, we
discuss some useful notions and facts related to dl-functions as preliminar-
ies. Section 3 is fundamental in our analysis. We show the well-definedness
of ux0 , x0 ∈ X by proving Theorem 1.1. Then we prove Theorem 1.7 and
discuss the natural equivalence relation induced by ρ and properties of the
resulting quotient spaces under such equivalence. Section 4 discusses fur-
ther results when X is a Riemannian manifold and prove Theorem 1.9. Sec-
tion 5 focuses on the relations between pointed assigned dl-functions and
Gromov-Hausdorff distance. In the last section, we give a simple exam-
ple (in the category of Riemannian manifolds) to show the complexity of
geometric objects associated to dl-functions.
2. Dl-functions and their gradient lines
In this section, we introduce and deduce elementary facts about dl-functions
on which later discussions are based. Particular attention are paid to a de-
scription of gradient lines of point-assigned dl-functions (Theorem 2.1-2.7).
We also give a representation formula for the point-assigned solution in
terms of Busemann functions (Theorem 2.11).
It is well-known that, on a complete, non-compact Riemannian mani-
fold, co-rays of a given ray γ are gradient lines of the associated Busemann
function bγ and are constructed by standard methods. As an application of
these ideas, we define the notion of co-rays to dl-functions on more general
metric spaces.
Let X be a complete, locally compact (or boundedly compact), non-
compact geodesic spaces. For x ∈ X and a closed set H ⊆ X, thanks to
the locally compactness of X, there is h ∈ H such that d(x, h) = d(x,H).
Such an h is called a foot of x on H. Since X is a geodesic space, there is a
unit speed minimal geodesic segment γ : [0, d(x, h)]→ X connecting x and
h, which means that for any [t1, t2] ⊆ [0, d(x, h)], the length
(7) L(γ|[t1 ,t2]) = d(γ(t1), γ(t2)) = t2 − t1.
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For the notion of speed of a curve on a metric space, see [2, Page 55, Defi-
nition 2.7.1].
Now we begin to describe the construction of co-rays to a dl-function
u : X → R: Assume {Hn}n∈N is the sequence of closed subsets of X arising
in the Definition 1.1 of u, then for any x ∈ X, choose xn → x on X as
well as unit speed minimal geodesic segments γn : [0, rn] → X with rn =
d(xn,Hn), γn(0) = xn and γn(rn) a foot of xn on Hn. By Ascoli-Arzela`
Theorem, up to subsequence, γn converges uniformly on compact intervals
to some γ : [0,∞) → X, which we call a co-ray to u. It is clear that γ
is a distance minimizer between any pair of its points, thus is a unit speed
geodesic ray. We first show that γ constructed in the above manner is really
a gradient line of u.
Proposition 2.1. Let u : X → R be a dl-function and γ : [0,∞) → X be a
co-ray constructed above, then for 0 ≤ t1 ≤ t2,
(8) u(γ(t2)) − u(γ(t1)) = t1 − t2.
Proof. Let γn : [0, rn] → X be the sequence of minimal geodesic segments
used in the construction of γ. Without loss of generality, we assume that for
any n ∈ N, t2 ≤ rn. By Definition 1.1, we have
u(γ(t2)) − u(γ(t1))
= lim
n→∞
[d(γn(t2),Hn) − d(γn(t1),Hn)]
= lim
n→∞
[d(γn(t2), γn(rn)) − d(γn(t1), γn(rn))]
= lim
n→∞
[(rn − t2) − (rn − t1)] = t1 − t2,
where the third equality uses the fact that γn(rn) is the foot of γn(0) on Hn
and the last one uses (7). This completes the proof. 
Remark 2.2. We observe that any unit speed curve γ : [0,∞) → X satisfy-
ing (8) must be a geodesic ray: for any closed interval [t1, t2] ⊆ [0,∞),
d(γ(t1), γ(t2)) ≥ u(γ(t1)) − u(γ(t2)) = t2 − t1 = L(γ|[t1 ,t2]),
where the first inequality holds since u is 1-Lipschitz (due to Remark 1.3).
Thus the above inequalities are equalities.
In addition, we also note that
Proposition 2.3. For a dl-function u : X → R,
(1) there is a co-ray to u starting from any x ∈ X,
(2) the limit of a sequence of co-rays to u is also a co-ray to u.
Proof. (1) can be easily seen from the construction of the co-ray to u above,
since one can choose xn = x for n ≥ 1.
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To show (2), let γn : [0,∞) → X be a sequence of co-rays to u that
converges to a ray γ : [0,∞) → X. From the construction of co-rays, there
is a sequence of minimal geodesic segments γn,m : [0, rn,m] → X converging
to γn as m → ∞ with rn,m = d(γn,m(0),Hm) → ∞ and γn,m(rn,m) is a foot of
γn,m(0) on Hm. Denote by m(n) ≥ 1 the least integer such that rn,m(n) ≥ n and
d(γn,m(n)(t), γn(t)) ≤
1
n
, for t ∈ [0, n].
So we have
d(γn,m(n)(t), γ(t)) ≤
1
n
+ d(γn(t), γ(t)), for t ∈ [0, n].
This implies that the minimal geodesic segments γn,m(n) converge uniformly
to γ on compact intervals. 
In his paper [8], Gromov use another definition of dl-functions:
Definition 2.4. If a continuous function u : X → R satisfies that for each
t ∈ R, x ∈ X such that u(x) ≥ t,
(9) u(x) = t + d(x, u−1(−∞, t)),
then u is called a dl-function.
We shall now show the above definition is equivalent to Definition 1.1.
Proposition 2.5. u : X → R is a dl-function in the sense of Definition 1.1 if
and only if it satisfies Definition 2.4.
Proof. If we take Hn = u
−1(−∞,−n] and cn = −n, it is clear that u satisfying
(9) is a dl-function in the sense of Definition 1.1. Now let u be a dl-function
in the sense of Definition 1.1. By (i) of Proposition 2.3, if u(x) > t, then
there is a co-ray γ : [0,∞) → X starting from x, then by Proposition 2.1,
we have
u(γ(u(x) − t)) = t, d(x, γ(u(x) − t)) = d(x, u−1(−∞, t)),
and u(x) = u(γ(u(x)− t))+d(x, γ(u(x)− t)) = t+d(x, u−1(−∞, t)), where the
second equality holds since u is 1-Lipschitz. 
The following proposition shows the stability of dl-functions.
Proposition 2.6. Let un : X → R be a sequence of dl-functions converging
on compact subsets to a continuous function u : X → R, then u is a dl-
function.
Proof. We use Gromov’s definition of dl-functions. If u(x) > t, then for n
sufficiently large, un(x) > t and
un(x) = t + d(x, u
−1
n (−∞, t)).
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Since un(x) converges, there are hn ∈ u−1n (t) such that d(x, hn) = d(x, u−1n (−∞, t))
are uniformly bounded. Since X is locally compact, there exists h∗ ∈ u−1(t)
such that hn → h∗, thus
u(x) = lim
n→∞
un(x) = lim
n→∞
[t + d(x, hn)] = t + d(x, h
∗) ≥ t + d(x, u−1(−∞, t)).
On the other hand, since u is 1-Lipschitz, for any y ∈ u−1(t), u(x) − t =
u(x) − u(y) ≤ d(x, y), then
u(x) ≤ inf
y∈u−1(t)
[t + d(x, y)] = t + d(x, u−1(t)) = t + d(x, u−1(−∞, t)),
which completes the proof. 
Furthermore, if we assume the following non-branching property:
(NB) for a < t < b, any two unit speed minimal geodesic segments ξ, η :
[a, b]→ X with ξ(a) = η(a) and ξ(t) = η(t) must coincide,
then the following converse version of Proposition 2.1 holds:
Proposition 2.7. If γ : [0,∞)→ X is a unit speed curve satisfying (8), then
it is a co-ray to u.
Remark 2.8. Comparing [1, Page 36, 8.1], if a complete, locally compact,
non-compact geodesic space X satisfies (NB), then it is a G-space defined
by H.Busemann, see [1, Page 37]. The assumption (NB) holds for any con-
nected, complete, non-compact smooth Riemannian manifold.
The main ingredient of Proposition 2.7 is contained in the following
Lemma 2.9. Let γ : [0,∞)→ X be a unit speed geodesic ray satisfying (8),
then for any t0 > 0, the co-ray to u starting from γ(t0) is unique and thus
has to be the sub-ray γ|[t0,∞).
Proof. Let ξ : [0,∞) → X be a unit speed geodesic ray satisfying (8) with
ξ(0) = γ(t0). Consider the concatenate curve γ˜ : [0,∞) → X defined as for
t ∈ [0, t0], γ˜(t) = γ(t) and for t ∈ [t0,∞), γ˜(t) = ξ(t − t0).
Now we show that γ˜ satisfying (8): without loss of generality, we assume
0 ≤ t1 ≤ t0 ≤ t2, and we have
u(γ˜(t2)) − u(γ˜(t1)) = [u(γ˜(t2)) − u(γ˜(t0))] + [u(γ˜(t0)) − u(γ˜(t1))]
= [u(ξ(t2)) − u(ξ(t0))] + [u(γ(t0)) − u(γ(t1))]
= (t0 − t2) + (t1 − t0) = t1 − t2.
By Remark 2.2, γ˜ is a geodesic ray. Then assumption (NB) implies that
γ˜|[t0,∞) ≡ γ|[t0 ,∞). Thus ξ(·) = γ(t0 + ·) and it is the only unit speed geodesic
ray defined on [0,∞) satisfying (8) and ξ(0) = γ(t0). By the first item of
Proposition 2.3, ξ is also the unique co-ray starting from γ(t0). 
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Proof of Proposition 2.7. For any geodesic ray γ : [0,∞) → X starting
from x and satisfying (8), by Lemma 2.9 above, γ|[ 1
n
,∞) is a co-ray to x0
starting from γ(1
n
). To complete the proof, we use the second item of Propo-
sition 2.3 to conclude that γ must be a co-ray to x0. 
To proceed, we need a formal definition of Busemann functions, the pro-
totype of all dl-functions, see Remark 3.3.
Definition 2.10. Let γ : [0,∞) → X be any unit speed geodesic ray starting
from x0 (γ always exists by the assumptions imposed on X), and the function
bγ : X → R defined as
bγ(x) := lim
t→∞
[d(x, γ(t)) − t]
is called the Busemann function associated to γ.
We denote the set of all co-rays to a dl-function u by C (u), and then we
have the following representation formula:
Proposition 2.11. For any x ∈ X,
u(x) = inf
γ∈C (u)
[u(γ(0)) + bγ(x)].
Proof. By the definition of u, we have for t ≥ 0,
u(x) = lim
n→∞
[d(x,Hn) − cn]
≤ lim
n→∞
[d(x, γ(t)) + d(γ(t),Hn) − cn]
= [d(x, γ(t)) − t] + lim
n→∞
[t + d(γ(t),Hn) − cn]
= [d(x, γ(t)) − t] + [t + u(γ(t))].
Since γ is a co-ray to u, it follows that u(γ(0))− u(γ(t)) = t. Thus the above
inequality reads as u(x) ≤ [d(x, γ(t)) − t] + u(γ(0)). Sending t → ∞, we
obtain
u(x) ≤ inf
γ∈C (u)
[u(γ(0)) + bγ(x)].
On the other hand, by (i) of Proposition 2.3, for any x ∈ X, there is a co-ray
to u, say γx : [0,∞)→ X starting from x. Thus,
u(x) = u(γx(0)) + bγx(x) ≥ inf
γ∈C (u)
[u(γ(0)) + bγ(x)].
This completes the proof of the theorem. 
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3. Point-assigned dl-functions: minimality and a pseudo-metric
In this section, we show that, by proving Theorem 1.4, point-assigned
distance-like functions are well-defined, and then describe a simple, but use-
ful observation of such functions: given a point x0 ∈ X, the point-assigned
distance-like function ux0 attains the infimum within the set of all distance-
like functions vanishing at x0. As a direct corollary of this observation, we
study the continuity of ux0 with respect to the base-point x0.
Proof of Theorem 1.4. For any x ∈ X, we claim that urx0(x) is bounded from
above and monotone increasing with respect to r when r ≥ d(x0, x). Thus
by sending r →∞, ux0(x) := limr→∞ urx0(x) exists.
In fact, urx0(x) = d(x, S r(x0)) − r ≤ d(x, x0) + d(x0, S r(x0)) − r = d(x, x0),
which shows the first claim. On the other hand, for any r2 ≥ r1 ≥ d(x0, x),
by compactness of S r(x0), there exist y1 ∈ S r1(x0), y2 ∈ S r2(x0) such that
(10) d(x, y1) = d(x, S r1(x0)), d(x, y2) = d(x, S r2(x0)).
Continuity of distance functions implies that any minimal geodesic con-
necting x with y2 must intersect S r1(x0) at some point z1, see the figure
below.
Figure 1. Sketched proof of Theorem 1.4
x0
b
x
b
y1b
z1
b
y2b
Therefore triangle inequality gives
(11) d(x, y2) − d(x, z1) = d(z1, y2) ≥ d(x0, y2) − d(x0, z1) = r2 − r1.
Combining (10) and (11), we obtain
ur2x0(x) − ur1x0(x) = [d(x, y2) − d(x, y1)] − (r2 − r1) ≥ d(x, z1) − d(x, y1) ≥ 0,
where the last inequality follows from (10). 
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As discussed in the first section, Theorem 1.7 succeeds in characterizing
point-assigned dl-functions among all distance-like functions on a locally
compact, non-compact geodesic space. For its proof, we use gradient lines
of dl-functions developed in the last section.
Proof of Theorem 1.7. Let u : X → R be a distance-like function with
u(x0) = 0. By (i) of Proposition 2.3, for any x ∈ X, there exists a co-ray
γx : [0,∞) → X to u starting from x so that for t ≥ 0,
u(x) − u(γx(t)) = t = d(x, γx(t)).
For r > d(x0, x), we assume that γx intersect S r(x0) at y¯, then we have
u(x) = u(y¯) + d(x, y¯) ≥ u(y¯) + d(x, S r(x0))
≥ u(x0) − d(x0, y¯) + d(x, S r(x0))
= d(x, S r(x0)) − r = urx0(x),
where the second inequality holds since u is 1-Lipschitz, see Remark 1.3,
and the second equality holds since u(x0) = 0 and y¯ ∈ S r(x0). Now sending
r → ∞, we could apply Theorem 1.4 to complete the proof. 
Remark 3.1. A proof of Theorem 1.7 in the setting of Riemannian manifold
could reduce to the following comparison lemma: let fi, i = 1, 2 be a pair
of boundary values for the Dirichlet problem{
|∇u(x)|g = 1, x ∈ Br(x0)
u(x) = f (x), x ∈ S r(x0)
such that the viscosity solutions ui corresponding to f = fi exist. If f1 ≤ f2
on S r(x0), then u1 ≤ u2 on B¯r(x0), compare also [12, Theorem 3.1, page
7-8]. One just observes that for any 1-Lipschitz function u vanishes at x0,
u|S r(x0) ≥ −r = urx0 |S r(x0).
Besides Busemann functions, there is a slight more general class of dl-
functions that take zero value at a given point x0 ∈ X. Let us recall
Definition 3.2. A function h : M → R is called a horo-function based at
x0 if there exists a sequence of points {xn}n∈N such that d(x0, xn) → +∞ as
n→ ∞ and
h(x) = lim
n→∞
[d(x, xn) − d(x0, xn)].
Remark 3.3. Note that for a unit speed geodesic ray γ : [0,∞) → X,
d(x, γ(t)) − t is monotone decreasing with respect to t, and thus
bγ(x) = lim
t→∞
[d(x, γ(t)) − t] = lim
n→∞
[d(x, γ(n)) − d(x0, γ(n))]
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can be seen as a horo-function by taking xn = γ(n). Thus by taking Hn =
{γ(n)}, cn = n in Definition 1.1 one obtains the Busemann functions associ-
ated to γ; by taking Hn = {xn}, cn = d(x0, xn) in Definition 1.1, one obtains
horo-functions associated to {xn}n∈N.
We denote by B(x0) and H(x0) the set of Busemann functions associated
to rays starting from x0 and the set of horo-functions based at x0 respec-
tively. By Remark 3.3, B(x0) ⊆ H(x0), then Theorem 1.7 and Definition 3.2
immediately imply
Corollary 3.4. For any given x0 ∈ X, we have
ux0 ≤ inf
h∈H(x0)
h ≤ inf
bγ∈B(x0)
bγ.
As another direct application of Theorem 1.7, we show an interesting
“anti-triangle” inequality between point-assigned dl-functions.
Proposition 3.5. For any triple points x, y, z ∈ X, the inequality
(12) ux(y) + uy(z) ≤ ux(z)
holds.
Proof. Given any x, y ∈ X, note that v : X → R defined by
v(z) := ux(z) − ux(y)
is a dl-function vanishing at y. Thus by Theorem 1.7, for any z ∈ X,
uy(z) ≤ v(z) = ux(z) − ux(y),
which is equivalent to (12). 
By the way, Proposition 3.5 implies the continuity of point-assigned dl-
functions with respect to their base-points. To be more precise, we have
Proposition 3.6. The map
U : (X, d)→ (C(X,R), d∞), x0 7→ ux0
is 1-Lipschitz, where d∞ is a metric on C(X,R) defined by d∞(u, v) :=
supx∈X |u(x) − v(x)| for any u, v ∈ C(X,R).
Remark 3.7. In general, d∞ may be infinity on C(X,R) × C(X,R). But
as will show in the following proof, that d∞(U(·),U(·)) always takes finite
value on X × X.
Proof. Let x0, x1 ∈ X, ux0 , ux1 be the point-assigned dl-functions associated
to them. By Definition 1.5, uxi(xi) = 0, i = 0, 1. Since ux0 , ux1 are 1-
Lipschitz, it follows that
|ux0(x1)| ≤ d(x0, x1), |ux1(x0)| ≤ d(x0, x1).
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Combining with Proposition 3.5, we obtain
ux0(x) − ux1(x) ≤ −ux1(x0) ≤ |ux1(x0)| ≤ d(x0, x1),
ux1(x) − ux0(x) ≤ −ux0(x1) ≤ |ux0(x1)| ≤ d(x0, x1).
(13)
Since x is arbitrary, (13) implies that Proposition 3.6 holds. 
It is easy to see that, using Proposition 3.5, a pseudo metric ρ : X×X → R
can be defined by (5). On the other hand, since ux is 1-Lipschitz, we have
the upper bound ρ(x, y) ≤ d(x, y). By elementary knowledge of metric ge-
ometry, any pesudo metric defines an equivalence relation [2, Proposition
1.1.5], i.e., x ∼ y if and only if ρ(x, y) = 0. We introduce below an alterna-
tive formulation of this equivalence relation.
Lemma 3.8. The following two claims are equivalent:
(i) x ∼ y;
(ii) ∃ c ∈ R such that ux = uy + c.
Proof. (i) ⇒ (ii): By Proposition 3.5, we only need to show that for any
z ∈ X,
ux(z) ≤ uy(z) + ux(y).
But the assumption implies ux(y) = −uy(x), and this inequality is just (12)
with x and y exchanged.
(ii) ⇒ (i): If two point-assigned solutions ux, uy satisfies
(14) ux = uy + c.
for some c ∈ R, then c = ux(y). Hence ρ(x, y) = ux(x) = 0. 
Remark 3.9. As a direct consequence of the fact ρ(x, y) ≤ d(x, y), (X/∼, ρ)
is path-connected since every path on (X, d) reduce to a path on (X/∼, ρ).
Using Proposition 3.6, we could show that
Proposition 3.10. The equivalence class of X under ∼ are closed sets, i.e.,
given x0 ∈ X,
Px0 := {x ∈ X
∣∣∣ ux = ux0 + c, for some c ∈ R}.
is a closed subset of X.
Proof. Assume for k ∈ Z+, xk ∈ Px0 and xk → x¯ as k → +∞, then there
exists a sequence {ck}k∈Z+ such that
(15) uxk(x) + ck = ux0(x).
By Proposition 3.6, for sufficiently large k , |ck| ≤ 1 + d(x¯, x0). Thus by
taking subsequences if necessary, we can assume ck → c¯. We apply Propo-
sition 3.6 again to obtain that for any x ∈ X,
ux¯(x) + c¯ = lim
k→∞
[uxk(x) + ck] = ux0(x),
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which implies that x¯ ∈ Px0 . 
This implies the following corollary:
Corollary 3.11. ♯(X/∼) is 1 or∞, where ♯ denotes the cardinality of a set.
Fix z0 ∈ X, we identify C(X,R)/R with all continuous functions on X
vanishing at z0, the metric d∞ naturally acts on this subspace.
Lemma 3.12. The map Uz0 : (X, ρ) → (C(X,R)/R, d∞) which sends x to
ux(·) − ux(z0) is Lipschitz.
Proof. By definition of d∞, we have
d∞(Uz0(x),Uz0(x
′))
= sup
z∈X
|ux − ux(z0) − ux′ + ux′(z0)|
≤ sup
z∈X
|[ux(z) − ux′(z)] + [ux′(z0) − ux(z0)]|
and by Proposition 3.5,
ux(x
′) + ux′(x) ≤ [ux(z) − ux′(z)] + [ux′(z0) − ux(z0)] ≤ −ux′(x) − ux(x′).
Combining the definition of ρ, we complete the proof. 
Remark 3.13. The map Uz0 induces a Lipschitz injection U¯z0 : (X/∼, ρ) →
(C(X,R)/R, d∞).
Proposition 3.14. If X contains a geodesic line, then ♯ (X/∼) = ∞. This is
the case when X has at least two ends.
Proof. Let γ : R → X be the geodesic line in X, there are, up to a constant,
at least two solutions to (16), namely Busemann functions bγ and bγ¯, where
γ¯ : R→ M, γ¯(t) := γ(−t). Due to Definition 2.10, we calculate
bγ(γ(t)) − bγ¯(γ(t))
= lim
s→∞
[d(γ(t), γ(s)) − d(γ(t), γ¯(s))]
= lim
s→∞
[d(γ(t), γ(s)) − d(γ(t), γ(−s))]
= lim
s→∞
(|s − t| − |t + s|) = −2t
which means that the Busemann functions bγ, bγ¯ is not a constant restricted
to γ. 
4. More results for Riemannian manifolds
One of the major sources of complete, locally compact, non-compact
geodesic spaces are complete, non-compact Riemannian manifolds. This
fact prompts us to restrict ourselves to the category of finite dimensional
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Riemannian manifolds and to go a step further than previous sections. In
this section, we always assume (M, g) to be a connected, complete, non-
compact C∞ Riemannian manifold without boundary, and | · |g be the norm
on TM induced by the metric tensor g.
It is well known that the study of viscosity solutions to the eikonal equa-
tion
(16) |∇u(x)|g = 1, x ∈ M
plays a central role in understanding the interplay between the topology of
the underlying manifold M and the geometry of the metric g defined on it. It
is shown, see [5], that viscosity solutions are nothing but dl-functions on M.
This is also why we discuss dl-functions in the setting of geodesic spaces.
The first conclusion of Theorem 1.9 relates the equivalence relation ∼ on
X induced by ρ to the structure of the set of viscosity solutions to (16). To
prove it, we shall use the following simple
Observation:
Any geodesic ray γ : [0,∞) → X with γ(0) = x0 satisfies ux0(γ(t)) = −t.
Since ux0 is locally semi-concave, −γ˙(0) ∈ ∇+ux0(x0), where ∇+u denotes
the super-gradient with respect to g. This is implied by the definition of
point-assigned solutions or Theorem 1.4.
A direct application of the above observation gives:
Corollary 4.1. Let x0 be a pole on (X, g), i.e. expx0 : TXx0 → X is a
diffeomorphism, then for any x ∈ M, ux0(x) = −d(x0, x). In particular, this
is the case when (M, g) is a Hadamard manifold, i.e. it is a simply connected
Riemannian manifold of non-positive curvature.
Remark 4.2. In case x0 is a pole, from Corollary 4.1, ux0 is C
1 on M \ {x0}
and ∇+ux0(x0) = UTMx0 .
We now come back to the proof of the first part of Theorem 1.9.
Proof of (i) of Theorem 1.9. Among other things, we only need to show that
if the eikonal equation (16) admits two non-equivalent solutions ui : M →
R, i = 1, 2, then there are {xi}i∈N such that {uxi}i∈N are pairwise non-equivalent.
It is well-known that if u : M → R is a solution to (16), then for any point
x ∈ M, there is at least one geodesic ray γ : [0,∞)→ M with γ(0) = x such
that u(γ(t2)) − u(γ(t1)) = t1 − t2. Furthermore, such γ is unique if and only
if u is differentiable at x.
Since ui, i = 1, 2 are 1-Lipschitz, then there exists a subset S ⊆ M with
positive measure (with respect to the volume form on (M, g)) such that both
ui are differentiable on S and for any x ∈ S ,∇(u1 − u2)(x) , 0. Since ui are
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solutions to (16), by the discussions in the last paragragh, there are at least
two geodesic rays starting from any point x ∈ S .
We choose the sequence of points {xi}i∈N by induction. To start with, we
choose any x0 ∈ S . Suppose we have chosen n distinct points xi, i = 0, ..., n−
1 and uxi their corresponding point-assigned solutions. Let Zi denote the
set of non-differentiable points of uxi , and since uxi is 1-Lipschitz Zi has
zero measure. Now we choose xn to be any point in the non-empty set
S \ ∪i=0,..,n−1Zi. Assume 0 ≤ i < j < ∞, and it is easily seen, by the
above choice, that uxi is differentiable at x j; however, by the observation
at the beginning of this section, ∇+ux j(x j) contains at least two elements,
therefore ux j is non-differentiable at x j. This shows that for any 0 ≤ i < j,
uxi and ux j cannot differ by a constant, which proves our conclusion. 
Remark 4.3. The proof extends to metric-measure spaces treated in [4].
From the above proof, we immediately get
Corollary 4.4. If the eikonal equation (16) has only one solution, then for
almost every point x ∈ M, the geodesic ray starting from x is unique. In
particular, M has only one end.
It is a curious topic to study the geometric structure of non-compact Rie-
mannian manifold (M, g) for which the eikonal equation (16) admits only
one solution (up to a constant). Let us look at a simple but interesting ex-
ample, see also [5, Page 472].
Example 4.5. We consider the flat half cylinder S 1 × [0,∞) with the stan-
dard product metric g = dθ · dr, where θ and r denote the coordinate
on the unit circle S 1 and ray [0,∞) respectively. To make the half cylin-
der into a non-compact Riemannian manifold, we install a semi-sphere hat
{(x, y, z) ∈ R3| x2 + y2 + z2 = 1, z ≥ 0} on it by identifying the equator to the
boundary S 1 × {0} of the cylinder, see Figure 2 below.
Figure 2. The infinite stick M0
b
N
b
P
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We call the resulting manifold an infinite stick and denote it by M0. We
remark that as a differentiable manifold, M0 is of class C
1 but not C2. But
by some easy modification, we could make M0 into a smooth Riemannian
manifold with all the properties listed below unchanged.
Note that M0 possesses the following properties:
(1) Except the vertex N, there is a unique geodesic ray starting from
every point p on M0. That is the unique great circle on the semi-sphere
connecting N with the equator and passing through p (if p does not locate
on the interior of the hat, this part is deleted) continued by a generator
{θ = θ0} of the cylinder, where (θ0, 0) is the intersection of the great circle
with the equator.
(2) Thus, by Corollary 4.4, the eikonal equation (16) on M0 admits only
one solution up to constants. On the other hand, it is easy to check that
u(x) = uN(x) = −d(x,N), x ∈ M0 is a global solution to (16). So we could
conclude that for every x0 ∈ M0,
ux0 = d(x0,N) − d(·,N).
Remark 4.6. Riemannian manifolds of this class must be highly symmetric
and we believe that, at least for the low dimensional cases, they shall admit
a classification with respect to isometry. But to the best of our knowledge,
little is known on this topic.
To end this section, we show that ρ is identical with d if and only if
every geodesic is a line, which says that (M, g) contains no pair of conjugate
points.
Proof of (ii) of Theorem 1.9. We note that if for any x, y ∈ M, ρ(x, y) =
d(x, y), then since ux : M → R is 1-Lipschitz, for any x ∈ M
ux = −d(x, ·).
By Theorem 1.4, d(x, ·) and ux are locally semi-concave functions onM\{x},
the above equality implies that they are C1 on M \ {x}.
This leads to the conclusion that d : M×M → R isC1 on {(x, y) ∈ M×M :
x , y}. It is equivalent to the fact that, using knowledge from Riemannian
geometry, every geodesic is minimizing and the exponential map expx :
TxM → M is a diffeomorphism. The theorem follows immediately. 
Remark 4.7. If for a fixed pair of points x, y ∈ M, ρ(x, y) = d(x, y), then
there exists two rays γxy, γyx : [0,∞)→ M such that
γxy(0) = x, γxy(d(x, y)) = y;
γyx(0) = y, γyx(d(x, y)) = x.
(17)
It is not difficult to give an example showing that γxy and γyx may fail to be
subrays of a same line.
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5. Gromov-Hausdorff metric and point-assigned dl-functions
It is well-known that the Gromov-Hausdorff metric is defined on the
space of compact metric spaces. In this section, we shall present a result
on the similarity between pointed assigned dl-functions defined on two ge-
odesic spaces approximating each other in the sense of Gromov-Hausdorff.
For convenience, we use the notation dGH := dGH((X, dX, x0), (Y, dY , y0))
if there is no confusion. To go further, we introduce the notion of corre-
spondence between two pointed metric spaces:
Definition 5.1. Let (X, dX, x0) and (Y, dY , y0) be two pointed metric spaces,
we call Rp ⊆ X × Y a pointed correspondence if
• (x0, y0) ∈ Rp,
• for any x ∈ X, there exists y ∈ Y such that (x, y) ∈ Rp,
• for any y ∈ Y, there exists x ∈ X such that (x, y) ∈ Rp.
We associated every pointed correspondence with a positive number, called
distortion, by
(18) dis Rp := sup{ |dX(x, x′) − dY(y, y′)| | (x, y), (x′, y′) ∈ Rp}.
As is proved for compact cases, the distortion of a pointed correspon-
dence to the Gromov-Hausdorff metric between the underlying two metric
spaces.
Proposition 5.2.
(19) dGH ≤ inf
Rp⊆X×Y
dis Rp ≤ 2dGH.
Proof. For any r > dGH, assume that X, Y are subspaces of some metric
spaces (Z, d) such that
(20) dH(X, Y) + d(x0, y0) < r.
We define
Rp = {(x, y) ∈ X × Y | d(x, y) < r}.
Then by (20), we obtain
• (x0, y0) ∈ Rp,
• Rp is a correspondence.
Thus Rp is a pointed correspondence. Since dH(X, Y) < r, if (x, y), (x
′, y′) ∈
Rp,
|dX(x, x′) − dY(y, y′)| ≤ d(x, y) + d(x′, y′) < 2r.
Now we prove another inequality. Given x ∈ X, y ∈ Y , set 2r = dis Rp for
some pointed correspondence, and define
d(x, y) = inf{dX(x, x′) + dY(y, y′) + r | (x′, y′) ∈ Rp}.
Then we have
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• d(x0, y0) = r,
• d satisfies triangle inequality:
dX(x1, x2) + d(x1, y1) ≥ d(x2, y1)
d(x1, y1) + dY(y1, y2) ≥ d(x1, y2)
and it is easy to check that
(21) dH(X, Y) ≤ r.
So we have dGH ≤ 2r = dis Rp. 
Another method to check whether two spaces are close to each other in
the sense of Gromov-Hausdorff is looking for 0-skeleton (with restricted
metric) which are close in the sense of Gromov-Hausdorff.
Definition 5.3. Let (X, dX, x0), (Y, dY , y0) be two metric spaces and ǫ, δ > 0.
We say that (X, x0) and (Y, y0) are (ǫ, δ)-approximations of each other if
there exist countable collections of points {xi}i≥0 ⊆ X and {yi}i≥0 ⊆ Y such
that:
(1) The sets {xi}i≥0 and {yi}i≥0 are ǫ-net in X and Y respectively,
(2) |dX(xi, x j) − dY(yi, y j)| < δ.
Proposition 5.4. Let (X, dX, x0), (Y, dY , y0) be two metric spaces, if (Y, y0) is
a (ǫ, δ)-approximation of (X, x0), then dGH < 2ǫ + δ.
Proof. Let X0 = {xi}i≥0 and Y0 = {yi}i≥0 be metric subspaces of X and Y as in
Definition 5.3. The second condition in the definition shows that {(xi, yi) :
i ≥ 0} between (X0, x0) and (Y0, y0) has distortion less than δ. It follows
that dGH((X0, x0), (Y0, y0)) < δ. Since X0 and Y0 are ǫ-nets in X and Y ,
respectively, we have
dGH((X, x0), (X0, x0)) ≤ ǫ, dGH((Y, y0), (Y0, y0)) ≤ ǫ.
The statement follows by the triangle inequality for dGH. 
It is reasonable to believe that the existence of ǫ-isometry is closely re-
lated to the smallness of Gromov-Hausdorffmetric.
Corollary 5.5. Let (X, dX, x0), (Y, dY , y0) be two pointed metric spaces,
(1) if dGH < ǫ, then there exists a 2ǫ-isometry f : (X, x0) → (Y, y0),
(2) if there exists an ǫ-isometry f : (X, x0)→ (Y, y0), then dGH ≤ 3ǫ.
Proof. If dGH < ǫ, by Proposition 5.2, there is a pointed correspondence,
say Rp, such that disRp < 2ǫ. Define f : X → Y as f (x0) = y0 and for
other x ∈ X, choose f (x) ∈ Y with (x, f (x)) ∈ Rp. It is clear that dis f <
disRp < 2ǫ. For y ∈ Y , consider an x ∈ X such that (x, y) ∈ Rp, both y and
f (x) are in correspondence with x, then
(22) d(y, f (x)) ≤ d(x, x) + dis Rp < 2ǫ,
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i.e., f (X) is a 2ǫ-net in Y . Thus f : X → Y is a 2ǫ-isometry.
Let f : X → Y be an ǫ-isometry. Define
Rp := {(x, y) ∈ X × Y : dY( f (x), y) ≤ ǫ},
then
(1) (x0, y0) ∈ Rp,
(2) Rp is a correspondence (note that f (X) is an ǫ-net in Y).
If (x, y), (x′, y′) are two elements in Rp, then
|d(y, y′) − d(x, x′)|
≤ |d( f (x), f (x′)) − d(x, x′)| + d(y, f (x)) + d(y′, f (x′))
≤ dis f + 2ǫ ≤ 3ǫ.
Hence disRp ≤ 3ǫ so that dGH ≤ 3ǫ. 
Equipping with the above propositions, let us give
Proof of Theorem 1.14. The existence of 2ǫ-isometry f : X → Y is guaran-
teed by Corollary 5.5. By using the notations
urx0(x) := dX(x, S r(x0)) − r,
ury0(y) := dY(y, S r(y0)) − r,
defined in Section 3, there exist y∗ ∈ S r(y0), x∗ ∈ X such that
ury0( f (x)) = dY( f (x), y
∗) − r ≥ dY( f (x), f (x∗)) − r − 2ǫ,
where the existence of x∗ follows from the fact that f (X) is a 2ǫ-net in Y
and it follows that
(23) r∗ := dX(x
∗, x0) ∈ [r − 4ǫ, r + 4ǫ].
Using the notation and estimate in (23), we obtain
ur
∗
x0
(x) − ury0( f (x)) = [dX(x, S r∗(x0)) − r∗] − ury0( f (x))
≤ [dX(x, x∗) − r∗] − [dY( f (x), f (x∗)) − r − 2ǫ]
= [dX(x, x
∗) − dY( f (x), f (x∗))] + [r − r∗] + 2ǫ
≤ 2ǫ + 4ǫ + 2ǫ = 8ǫ.
By sending r → ∞ (so that r∗ → ∞ as well), ux0(x) − uy0( f (x)) ≤ 8ǫ.
The other hand is completely similar: there exists x′ ∈ S r(x0) such that
dX(x, S r(x0)) = dX(x, x
′), thus by setting r′ := dY(y0, f (x′)), it is clear that
POINT-ASSIGNED DISTANCE-LIKE FUNCTIONS 21
r′ ∈ [r − 2ǫ, r + 2ǫ] so that
ur
′
y0
( f (x)) − urx0(x) = ur
′
y0
( f (x)) − [dX(x, x′) − r]
≤ [dY( f (x), f (x′)) − r′] − [dX(x, x′) − r]
= [dY( f (x), f (x
′)) − dX(x, x′)] + [r − r′]
≤ 2ǫ + 2ǫ = 4ǫ.
By sending r → ∞ (so that r∗ → ∞ as well), uy0( f (x)) − ux0(x) ≤ 4ǫ. This
completes the proof. 
6. Level sets of point-assigned dl-functions: simple examples
Knowledge about the level sets of Busemann function, also called horo-
spheres, is proved to be very important in understanding the geometry of
certain kinds of Riemannian manifolds. Same topics for point-assigned dl-
functions deserve a discussion.
As the first example, we consider Hadamard spaces, namely simply con-
nected Riemannian manifold with non-positive curvature: as observed be-
fore, ux0(·) = −d(x0, ·), so it attains its maxima at the unique point x0 and its
level sets coincide with geodesic spheres centered at x0, thus is compact.
One may ask whether point-assigned dl-functions attain their maxima (or
bounded from above) and their level sets are compact in general. However,
a simple example shows that this is not the case.
To describe our construction, we start with x-axis of the Euclidean plane.
For each i ∈ N, we connect (−i, 0) with (i, 0) by three concatenate segments
L1i := { (−i, t) : t ∈ [0, i] },
L2i := { (t, i) : t ∈ [−i, i] },
L3i := {(i, i − t) : t ∈ [0, i]}
(24)
and obtain a graph H on the Euclidean plane (see the following picture):
The Euclidean metric restricted to H induces an intrinsic metric, see [2,
Section 2.3, page 36], and we denote this metric by dˆ. Now (H, dˆ) becomes
a length space.
For k ∈ N, let xk = (0, k), pk = (k, 0), we shall evaluate ux0 at these points.
Note that by the definition of ux0 and monotonicity of u
r
x0
(x) on r, we can
take r to be an integer n ≫ k and approximate the value ux0(x) by unx0(x).
For convenience, we assume n ≡ 0 (mod 6). In this case,
S n(x0) = {(i, n − i) : i ∈ N,
n
2
≤ i ≤ n}(25)
∪ {(3i − n, i) : i ∈ N, n
3
≤ i ≤ n
2
}.
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Figure 3. The metric space (H, dˆ)
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From (25), we deduce that for k < n
3
,
dˆ(pk, S n(x0)) = n − k,
dˆ(xk, S n(x0)) = dˆ(xk, pk) + dˆ(pk, S n(x0)) = 2k + (n − k) = n + k.
Thus by definition of ux0 , for any k ∈ N,
ux0(pk) = lim
n→∞
unx0(pk) = −k,
ux0(xk) = lim
n→∞
unx0(xk) = k.
(26)
Similarly, it is easy to see that for k ∈ N, qk = (k, k) are zeros of ux0 . Thus
for the length space (H, dˆ), ux0 has no upper bound and its level set u
−1
x0
(0)
is not compact.
We could apply the results of last section to modify the above construc-
tion to a Riemannian manifold with infinite upper bound by approximating
(H, dˆ) in the Gromov-Hausdorff sense.
Let us carry out this procedure in detail. We begin with the cylinder
{(x, y, z) : y2 + z2 = ǫ2} to play the role of x-axis in Euclidean space R3. Let
y˜ : [−ǫ, ǫ]→ R be a C∞ extension of

y =
√
ǫ2 − z2, ǫ√
2
≤ |z| ≤ ǫ,
y =
√
3
2
ǫ, |z| ≤ ǫ
2
,
that has total length ≤ π
6
ǫ when |z| ∈ [ ǫ
2
, ǫ√
2
]. We use {(z, y˜(z)) | z ∈ [−ǫ, ǫ]} to
replace the upper semicircle of {(y, z) : y2 + z2 = ǫ2, z ≥ 0}. Thus we obtain
a topological cylinder C0 with a flat locates at the top.
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For each i ∈ Z and i , 0, we denote two families of flat cylinders by
C1i := {(x, y, z) : (x − i)2 + z2 =
ǫ2
9
, y ∈ [2ǫ, i − 2ǫ]},
C2|i| := {(x, y, z) : (y − i)2 + z2 =
ǫ2
9
, x ∈ [−i + 2ǫ, i − 2ǫ]}.
(27)
It is clear that C0,C1
i
,C2|i| are mutually non-intersect. Similar to Section 4,
it is necessary to connect Ci, i ≥ 0 in a smooth way to obtain the desired
Riemannian manifold Hǫ . Let ξ be a C
∞ curve on the xy-plane connecting
the origin to A = (1
3
ǫ, (2 −
√
3
2
)ǫ) such that
• ξ is C∞-tangent to x-axis at origin and to y-axis at A,
• Im ξ is the graph of a convex function on defined [0, 1
3
ǫ],
• length (ξ) ≤ (7
3
−
√
3
2
)ǫ.
Then we translate the origin to (i − ǫ
2
, 0, 0) as well as ξ, then ξ rotate once
around {(i, y, 0) : y ∈ R} generate a surface of revolution which connects C1i
with C0.
Finally, it is easy to use one of the quarter part of standard embedding
torus, with R = 2ǫ, r = ǫ
3
to connect C1
i
,C2|i|, we only need to modify two
junctions to obtain a smooth connection. This can be achieved by a similar
modification of the axis of revolution, which is a circle. We use (Hǫ , dˆǫ)
to denote the consequent manifold with the intrinsic metric induced by the
Euclidean metric.
It ia easy to find two corresponding H0 ⊆ H and Hǫ0 ⊆ Hǫ satisfying
the assumptions in Definition 5.3 with ǫ′ = 5ǫ, δ′ = 5ǫ. Now we can use
Proposition 5.4 to conclude that
dGH((H, dˆ), (H
ǫ , dˆǫ)) ≤ 15ǫ.
It follows from Theorem 1.14 that the point assigned dl-function defined on
(Hǫ, dˆǫ) has no upper bound and non-compact level sets.
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