Recent researches have shown that ensembles with more diversity classifiers have more accuracy. Six methods for measuring diversity have been introduced in this paper. These methods for measuring diversity are disagreement measure, double-fault measure, Kohavi-Wolpert variance, measurement of inter-rater agreement, measure of difficulty and generalized diversity. Six methods of measuring diversity are applied to ensemble of fuzzy classifiers produced by bagging using ANFIS as the base classifier. For an ensemble of fuzzy classifiers, relationship between membership functions and diversity has been studied. Experimental results show that using triangular membership function lead to more diverse classifiers and ensemble with more accuracy.
Introduction
In recent year, ensemble of classifiers has been known as a method for improving the accuracy of classification. An ensemble (committee) of classifiers is a set of classifiers whose individual decisions are combined in some way (typically by voting) to classify new examples. In literature, the ensemble of classifiers is referred by different names: committees of learners, mixtures of experts, classifier ensembles, multiple classifier systems, consensus theory, etc. [1] . Hansen and Salamon in 1990 showed that an ensemble of classifiers could be more efficient than a single one if each classifier of the ensemble is different from the others in terms of the classification error [3] . This means that one of the main problems in combining classifiers is "creating diverse classifiers". In the modeling of classifier combination, many researchers believe that the success of classifier ensembles not only depends on a set of appropriate classifiers, but also on the diversity being inherent in the classifiers. A good diversity measure would have the ability to find the extent of diversity among classifiers and estimate the improvement or deterioration in accuracy of individual classifiers when they have been combined, but there is no strict definition for measuring diversity. So, we use different definitions of diversity in our study proposed by researcher for fuzzy classifiers. In [1] ten methods and in [4] six methods have been proposed for measuring diversity and some of these measures are correlated with each other's. In this paper, a relationship between diversity and accuracy of an ensemble of fuzzy classifiers will be shown.
The rest of the paper organized as follows: section 2 describes bagging algorithm for creating ensemble of classifiers. In section 3, different methods for measuring diversity have been introduced. Anfis, which has been used as base classifier in this work, will be explained in section 4. Results of experiments will be described in section 5
Methods of classifiers ensemble
Using different training sets for each classifier is a method to create an ensemble. In this method, the data available for training is divided into different subsets and each set of data is used as a building block for each classifier. Two important methods of creating these subsets are Bagging and Boosting [5] [6] [7] [8] . Since in this work we have used Bagging, it is explained in this section.
-Bagging
In this method N elements are selected randomly by replacement from an N-element set known as training set. The selected elements form a new set. It should be noted that all the elements are selected with the same probability and depending to the "replacement", there is a possibility of one element to be selected multiple times.
The N sets of data are used to build the same number of the classifiers constructing the ensemble. After the training process, each new input data is applied to the trained classifiers and is assigned to a one of the classes by using the majority vote scheme. Figure 1 illustrates the Bagging algorithm.
In 1996, Breiman showed that the Bagging algorithm is more efficient in unstable classifiers in which a small change in the training data results in a considerable variation in classifier [5] . Neural network and decision tree are two examples of unstable classifiers. 
Diversity of the ensemble
In an ensemble, the combination of the outputs of several classifiers is only useful if they disagree on some inputs [3] . We refer to the measure of disagreement as the diversity of the ensemble. 
The disagreement measure
This measure is defined based on the intuition that two diverse classifiers perform differently on the same training data. Let O ,oracle output matrix, be an 
and we can rewrite the equation (2) as:
The diversity increases with the value of the disagreement measure.
The double-fault measure
This measure was introduced by Giacinto and Roli [12] . The double-fault measure of two base classifiers is calculated by:
Same as the disagreement measure, the diversity within the whole set of base classifiers is calculated as follows:
The diversity decreases when the value of the double-fault measure increases.
Kohavi-Wolpert variance
The Kohavi-Wolpert variance was proposed by Kohavi and Wolpert [11] in their decomposition formula for the classification error of a classifier. This measure originated from the bias-variance decomposition of the error of a classifier.
The original expression of the variability of the predicted class label y for a sample x is: (6) According to oracle outputs
and this equation can be written as: (7) Kuncheva and Whitaker [1] presented a modified version of Equation (7) to measure the diversity of an ensemble as: 
Measurement of inter-rater agreement
This measure is developed as a measure of inter-rater (inter-classifier) reliability by Fleiss in 1981 [9] , called k . It can be used to measure the level of agreement within a set of classifiers, hence it is also based on the assumption that a set of classifiers should disagree with one another, for being diverse.
The diversity decreases when the value of k increases. The k is calculated by: (9) where P is the average classification accuracy of the base classifiers on the training data and can be calculated easily from oracle matrix.
The measure of "difficulty"
This measure was introduced by Hansen and Salamon [3] . Defining a discrete random variableV ,
x which is randomly drawn from the training set, the measure of difficulty was defined as the variance of V over the whole training set as:
The diversity increases with decreasing values of the measure of difficulty.
Generalized diversity
This measure was proposed by Partidge and Krzanowski [10] . The heuristic behind this measure is similar to that of the Double-Fault measure. Given two classifiers, Partidge and Krzanowski argued that maximum diversity is achieved when failure of one classifier is accompanied by correct classification of data by the other classifier and minimum diversity occurs when two classifiers fail together. Therefore, for a sample i x that is randomly drawn from the training set, the generalized diversity is defined as: (11) where j T is the probability that j l i  .
Six methods for measuring diversity are listed in TABLE 1. For more details on measuring diversity see [1] and [4] . 
Name of measure formula
The disagreement measure
Measurement of inter-rater agreement
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ANFIS as the base classifier
ANFIS (Adaptive-Network-based Fuzzy Inference System), which has been used as the base classifiers, is a fuzzy inference system which is implemented under the framework of adaptive networks [13] . An adaptive network can be considered as a superset of feed-forward neural networks with supervised learning. ANFIS is a type of neurofuzzy network which has the fuzzy rules embedded within the neural network. Figure   2 shows the structure of an adaptive network. Node functions are represented by squares if they have parameters to be set, which make them adaptive, and by circles if they do not have parameters [13] . The links have no associated weights and they only represent direction flow. 
Experiment setup and results
First, we evaluate some experiments to choose best membership function in fuzzy classifiers ensemble to increase diversity. Diversity of fuzzy classifiers combined via bagging, has been measured for several datasets. Anfis is used as the base classifier and six diversity measures were calculated for seven different membership functions. Figure 3 and TABLE 3 show the results for iris dataset and the results for glass dataset are shown in Figure 4 and TABLE 4. Figure 5 and TABLE 5 show the results for an artificial dataset (1000 tow dimensional samples with 4 classes). The results for another artificial dataset (1000 three dimensional samples with 7 classes) are shown in Figure 6 and TABLE 6. Eighty percent of samples were used for training data and 20% for test. The bold numbers in tables 3 to 5 show the best diversity in each column. Among 6 different methods of measuring diversity applied to 4 datasets, (24 cases in total shown in tables 3 to 5), the triangular membership function lead to better results in 16 cases. In other 8 cases, generalized bell membership function and gaussian2 membership function were better respectively. According to above results, it seems that the triangular membership function is the best choice and can be used in a fuzzy system.
Conclusion
In this paper, six measures have been studied for evaluation of diversity measurement in ensemble of classifiers. Results for different data sets show that in ensemble of fuzzy classifiers, using triangular membership function leads to more accurate results than other membership functions. Moreover, increasing diversity leads to more accurate classifying. Hence, in ensemble of fuzzy classifiers, diversity of base classifiers using in ensemble should be noticed and considered in design
