It is of high interest for a company to identify customers expected to bring the largest profit in the upcoming period. Knowing as much as possible about each customer is crucial for such predictions. However, their demographic data, preferences, and other information that might be useful for building loyalty programs is often missing. Additionally, modeling relations among different customers as a network can be beneficial for predictions at an individual level, as similar customers tend to have similar purchasing patterns. We address this problem by proposing a robust framework for structured regression on deficient data in evolving networks with a supervised representation learning based on neural features embedding. The new method is compared to several unstructured and structured alternatives for predicting customer behavior (e.g. purchasing frequency and customer ticket) on user networks generated from customer databases of two companies from different industries. The obtained results show 4% to 130% improvement in accuracy over alternatives when all customer information is known. Additionally, the robustness of our method is demonstrated when up to 80% of demographic information was missing where it was up to several folds more accurate as compared to alternatives that are either ignoring cases with missing values or learn their feature representation in an unsupervised manner.
INTRODUCTION
Companies utilize loyalty programs to enforce personalized customer relationship management. These programs can be considered as a guiding force of marketing endeavors, as good loyalty program has the power to turn a business into a customer-oriented Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. profit machine [34] . Users' behavior can greatly differ, and so rewards and promotions that do not care about each individual user's behavior can result in a severe revenue decline [27] .
In order to wisely plan enhancement of future customer engagement, it could be of great use to predict future behavior of customers including their customer's ticket 1 and visit frequency, which are good indicators of purchasing habits, and are also important indicators of the company's success. Therefore, companies are interested to detect different types of customers and to model their purchasing habits in order to properly build customer-tailored loyalty programs [9] and deepen customers loyalty to the brand. In order to model users' behavior, a large variety of data needs to be collected. Each user action generates plenty of useful information about the user's habits, rendering loyalty programs one of marketing's biggest data-generating mechanisms 2 . Collection of data on actions and purchase details of customers can be fairly easy, but collection of demographic and other preference data may be challenging. Even though users are usually willing to turn over their basic demographic data (such as gender or date of birth) in exchange for perceived value, they are often dissuaded from using loyalty services if required to provide more than basic information or answer questionnaires. Additionally, many users may completely skip providing any demographic information if it is not obligatory. As such, analyzing customer data often requires dealing with a large fraction of missing values, which can severely limit the representational power of predictive models. However, companies would still like to infer about their customers in order to identify where customer-engagement marketing efforts should take place. For instance, based on certain estimates, such as forthcoming amount spent or visit frequency, they can quickly react to the market demand using personal recommendations via both online and offline channels, and/or by setting special offers with rewards, and discounts in order to increase the rate of customer retention.
A valuable source of information can be found in latent relations of customers. As similar customers tend to have similar purchasing behavior, aforementioned predictive objectives can potentially be achieved by modeling those relations and observing customers as nodes in a network. Therefore, our focus is primarily set on the structured models that are capable of utilizing such information. Continuous (Gaussian) Conditional Random Fields are such a model developed for structured regression [24] , that has been successfully applied to a large variety of domains including climate [25, 28] , energy [8] , social networks [30] and healthcare [10, 11] . 1 Customer ticket is a common term for total dollar amount of transactions that customer spend over a certain period of time 2 http://data-informed.com/customers-view-loyalty-programscaution/ accessed May 2016 Figure 1 : Attributed (purchase history and demographic data) weighted (different strength of customers similarity) temporal (months/quarters) partially observed (missing data in some of the nodes) network of customers in which explanatory variables (X) are partially observed (blank users: demographic data are missing) and the response variables (y) represent measurements of customer engagement (customer ticket or visit frequency). The goal is to learn parameters of the model on training data (..., t − 2, t − 1, t) and predict continuous responses on test examples (t + 1).
This model is capable of structured regression for predicting customer tickets and visit frequencies, while modeling relationships among customers. However, it is limited to a given representation of the data, and is not robust to deficiency in explanatory variables. In order to improve representational and predictive power of this model, as well as to provide model robustness when a large fraction of explanatory variables are missing, we propose a supervised neural based feature embedding approach capable of determining a latent feature representation from partially observed explanatory variables within a structured regression framework.
The key contributions of this paper are summarized below:
• Modeling customer data is formulated as a structured regression problem, with emphasis on prediction of future customer's ticket and visit frequency, where a novel deep structured feature learning framework is proposed for joint learning of customers representation and their correlations in a supervised manner;
• The robustness of the approach is demonstrated while missing a large fraction of very useful demographic data in various patterns on several tasks (up to 80% of missing values);
• The model has shown experimental benefits compared to ten alternative models, including ones that are ignoring cases with scarce demographics as well as those that try to compensate for the deficiency of demographic data in an unsupervised fashion;
• The power and the generalization ability of the proposed approach are demonstrated on two challenging customer engagement applications on real-life data from different industries.
DATA
Customer engagement problems and proprietary datasets used to characterize effectiveness of the proposed method versus alternatives are described in this section.
Customer engagement data
Data from the business domain used in this study are based on electronically collected customer engagement information. Besides their purchase history (e.g. number of visits, items bought, discounts used, spending, etc.), we are partially familiar with their demographics, such as gender, age and similar information that a customer is asked to provide during an online registration/enrollment process. However, as previously mentioned, there is a number of reasons why customers would not provide their demographics. Furthermore, a company can decide to simplify enrollment process for the convenience of customers, thus choosing not to collect a valuable set of information. Even though some informative data about customers is missing, we would still like to accurately infer their future spending habits and the frequency of their visits.
For these two problems, in our experiments we drew datasets from two companies involved in different industry domains:
• The first company is from the entertainment industry and a large part of their loyalty programs are based on the monthly membership fee, thus it is important to estimate how often a customer will visit in the following month.
• The second company represents a global luxury lifestyle brand in the body and home products industry, which bases their members' rewards on quarterly spending. Estimating how much different customers will spend in the next quarter can be used to come up with new exclusive special offers and rewards to deepen customer engagement with the brand.
Therefore, we conducted experiments reported in Section 6 aimed to account for predictions of customers' future spending and visit frequency based on their recorded purchase history and their partially observed demographics. In the first application, data is collected over several months. However, the number of members for which demographics are known measures in the order of thousands. In the second application data is collected from the year 2012 and is aggregated on a quarterly level. The number of customers from the sample used in our experiments for which we know complete information (so that we can examine the influence of different processes and control experiments) measures in the order of hundreds.
Identification of the two companies is not shown in this study for privacy reasons. Also, showing sensitive information such as exact numbers of customers or exact customers' tickets and visit frequencies from the companies' databases is not being reported in this study.
Problem set-up
For each company we have a set of N customers ci ∈ C = {c1, ..., cN }. For each customer ci we are familiar with the response variable yi and a vector of m explanatory attributes: a Pdimensional vector of purchase data collected by the transaction system xp and a D-dimensional vector of (partially) observed demographic data x d , so that m = P + D and xi = [x
We observe a set of N customers C over T time steps and model them as a network as shown in Figure 2 . Edges in the graph are weighted and represent similarity of response variables of the nodes. The goal is to predict values of the response variable y in each node of the graph in the following time step t + 1. 
RELATED WORK
Given that we are dealing with a regression on data with underlying structures, we are using a structured regression model that has shown recent success in many applications, the GCRF model [24, 25] . Our proposed approach employs learning feature representations to improve predictive power of this method, as well as to handle existing data deficiency. Thus, in terms of robust modeling of explanatory feature mappings and desired predictive task, we could employ several strategies: a) Predictive modeling on a complete set (or subset) of existing raw data, ignoring partially observed nodes (schematics displayed in Figure 3a ), b) Unsupervised approach: a common approach where features are learned in an unsupervised fashion prior to learning the predictive model (displayed in Figure 3b ), c) Supervised approach: where features are learned simultaneously with the predictive model (displayed in Figure 3c ). In this section we briefly discuss some of the state-of-the-art ap- Unsupervised feature learning.
Many feature learning tasks are defined as unsupervised learning problems. For example, recent success of Deep Restricted Boltz-man Machines [29] or Deep Autoencoders [13] has shown benefits of unsupervised feature learning. However, the main limitation of unsupervised feature learning is that it constrains to a parameter space of allowed solutions [1] , and as such may not necessarily be optimized for the actual problem at hand. Typically, unsupervised feature learning methods determine the mapping M ( Figure 3b ) by optimizing an unsupervised objective (e.g., minimizing the reconstruction error), and afterwards a prediction algorithm can be applied to such transformed data.
Although this transformation M could capture the underlying structure, it does not necessarily capture the objective of the overall regression (e.g. maximizing the log likelihood of a regressor). Therefore the process involves two objectives: a) minimizing the reconstruction error as an unsupervised objective and b) maximizing the marginal likelihood as a supervised objective. Some studies have demonstrated benefits of training CRFs on feature representations learned by unsupervised learners for classification problems [7, 20] . In this study we will use this type of approach as one of baselines for structured regression and show that our proposed method outperforms such models in terms of accuracy.
Supervised feature learning.
In the area of supervised feature learning, several approaches were proposed for the CRF based classification [6, 7, 16, 17, 23, 25] , where benefits were demonstrated on various applications. For example, learning of hidden states (or units) between explanatory variables X and response variable y is considered [16, 23] , where this model is used for object detection and gesture recognition [23] and for optical character recognition, text classification, protein structure prediction, and part-of-speech tagging [16] . The approach is also applied to a phone classification task [17] , and to ad targeting [6] . Success on a large variety of tasks has provided enough evidence that such methodology, if applied to continuous CRF's, could improve the model's representational power as well.
A different approach to modeling hidden units is to use neural networks architectures in the association potentials of the CRFs. This approach has shown benefits for both classification [7] and regression [25] . However, these models were either incapable of modeling complex relationships of response variables (only used a linear chain or a tree structure) or the interaction potential of the CRF's used predefined network structure as input, independently of other explanatory variables. In our approach, we propose using a neural architecture for the supervised mapping, on top of which both representation, as mapping X → y, and a general graph structure are learned simultaneously.
In our experiments different related published approaches (described in Section 5.2) are used as baselines for comparison to the proposed supervised feature learning method. We provide evidence in several case studies for two prediction tasks that a supervised strategy is not only more accurate, but is more robust when applied to partially observed data.
THE MODEL
Here, we first describe the Gaussian Conditional Random Fields (GCRF) model and provide its interpretation in Section 4.1. Further, we specify the proposed Deep Feature Learning GCRF (DFL-GCRF) model in Section 4.2 and define feature embedding via neural mapping (Section 4.2.2), as the chosen mapping function for deep feature learning model.
Gaussian Conditional Random Fields
Gaussian Conditional Random Fields (GCRF) [24] is a discriminative structured regression model. The model captures both the network structure of variables of interest (y) and relationship between attribute values of the nodes (X) and the target variable y. It is a model over a general graph structure (not only chains or trees), and can represent the relationships of the nodes as a function of time, space, or any user-defined structure. It models the structured regression problem by estimating a joint continuous distribution over all nodes. GCRF takes the following log-linear form:
The first part of the log-linear form A(α, yi, X) = − K k=1 α k (yi − R k (X)) 2 is called association potential and it aims to model associations X → yi using K different functions R k (X), which we will call unstructured predictors, as they are modeling these associations independently by learning from data or by using domain knowledge. Parameters of the association potential α k are learned as degrees of belief towards each unstructured regressors. Given by the squared error N i=1 (yi − R(X)) 2 , larger belief α is learned to correspond to the more accurate unstructured predictor.
The second part I(β, yi, yj, X) = − L l=1 β l Sij (l) (yi − yj) 2 is called interaction potential and its goal is to utilize a graph structure S, that should be a weighted undirected network whose edges Sij denote how similar two nodes are, or more precisely, how similar their response values yi and yj are. Parameters β are learned as degrees of belief towards similarity metrics and their values are governed by the product of similarity metric and squared distance i∼j Sij(yi − yj) 2 . If this distance is small, relative value of β will be larger and the entire model will take the structure as an important source of information.
The normalization term
and in general case, estimating this term is intractable. However, using quadratic feature functions, as demonstrated in Eq. 1, enables an elegant representation of the log-linear form as a multivariate Gaussian distribution [24] :
which allows efficient convex optimization. Here, Σ −1 represents the diagonally dominant inverse covariance matrix, and for this model takes the form:
The posterior mean is given by µ = Σb, where b is defined as
Learning and inference
The learning task is to optimize parameters α and β by maximizing the conditional log-likelihood L,
Parameters α and β are learned by a gradient-based optimization. Gradients of the conditional log-likelihood are:
Maximizing the conditional log-likelihood is a convex objective, and can be optimized using standard Quasi-Newton optimization techniques. Constraint of positive-semi definiteness of matrix Σ −1 ensures that the distribution is Gaussian. Therefore, to make the optimization unconstrained, the exponential transformation of parameters α k = e u k and β l = e v l is used in GCRF [24] . In this model, prediction is governed by two parts, the association and interaction potentials. The association potential guides the main prediction power of the GCRF model and clearly, the more accurate the unstructured models are, the more GCRF will assimilate those predictions. On the other hand, as these unstructured predictors usually do not take into account the structure information, interaction potential will compensate that by introducing similarity matrix S, and bringing the predictions of the connected nodes closer together. A combination of the two potentials provides better accuracy than the unstructured predictors alone. However, as both unstructured predictor R and similarity matrix S are given (learned prior to GCRF model learning) they introduce a bias in the model. That is why in this study we propose a more complex, non-convex generalization of the GCRF model where R and S are learned within the GCRF framework. This extension will remove the bias of using pre-trained inputs. However, the bias will still be present in the form of chosen R and S functions. The trade off between model convexity and performance is a well studied topic and a number of studies have pointed out that convexity does not necessarily lead to the more powerful models [4, 14] . The new model will optimize the R and S for the overall regression goal and as such will improve its representational power.
Feature learning with the GCRF model
Most existing approaches often rely on a two-step process where a latent representation of explanatory variables is trained first, and its output is used to generate potentials for the structured predictor. This piece-wise training is, however, suboptimal, as the deep features are learned while ignoring the dependencies between the variables of interest. However, when learned jointly they can improve their predictive power by exploiting complementary information to build on the available data, and thus be beneficial for the overall regression task.
In order to implement this approach to the existing GCRF framework [24] and show its benefits, we have extended GCRF by:
• learning unstructured predictors R(X, θ) and similarity functions S(xi, xj, ψ) together with learning α and β parameters of GCRF, rather than using them as pre-trained;
• defining a feature mapping function M(X, ξ) that takes available explanatory variables xi ∈ IR m , for i = 1, ..., N and maps them into IR h . 3 Both unstructured predictors and similarity metrics will be dependent on newly generated features, and we can formalize them as R(M(X, ξ), θ) and S(M(X, ξ), ψ).
As our model performs feature learning together with learning inputoutput mapping and complex outputs' relations in a deep framework, we refer to this model as Deep Feature Learning GCRF model (DFL-GCRF). The diagram of the DFL-GCRF model is given in Figure 4 . This approach adds an additional three groups of parameters that are trained simultaneously with previously defined parameters α and β. In order for this extension to work, the unstructured predictor R(x, θ), similarity function S(xi, xj, ψ) and feature mapping function M(xi, ξ), need to be differentiable functions w.r.t. their parameters.
The final log-linear form of the DFL-GCRF:
Then the inverse covariance (precision) matrix Σ −1 changes its form to:
The first moment of the multivariate Gaussian is obtained in the same way as before:
This form of the model has the potential of using any linear or non-linear differentiable unstructured predictor, and any positive differentiable similarity function (the choice of these functions are presented in Section 5.1). However, joint optimization of the unstructured predictors and similarity metric with the GCRF doesn't allow for a convex optimization objective. An additional layer of complexity is introduced with the mapping function M(X, ξ). We describe solution for this complex optimization in the following section. With these additions we obtain a highly powerful and robust algorithm for modeling complex relationships.
Learning and Inference
The learning task is now to optimize parameters α, β, θ, ψ, ξ by maximizing the conditional log-likelihood, 
The modeled distribution is a multivariate Gaussian. Therefore, even though the objective function is no longer convex, it is a smooth function. As such, the parameters can still be learned by the gradient based methods with warm start techniques to avoid obvious local minimums [2] . The partial derivatives of the conditional log 3 The dimension of latent features h is arbitrarily chosen by the user likelihood w.r.t. parameters α and β are given in in the Eq. 7 and Eq. 8, and derivatives w.r.t parameter θ k will be:
where ∂ log P ∂R k = 2α T k (y − µ) and the second component depends on the chosen function R k . The derivatives w.r.t parameters ψ l are
where derivatives depend on the chosen function S l . Finally, derivatives w.r.t parameters ξ are
where derivatives depend on the chosen input transformation M, which will be discussed in detail in Section 4.2.2. The procedure for a gradient based optimization of the DFL-GCRF model is provided in the Algorithm 1. To avoid overfitting, which is a common problem for maximum likelihood optimization, we added regularization terms for α, β, θ, ψ, ξ to the log-likelihood to penalize large outputs of the parameters. The maximum posterior estimate of y is then obtained by computing the expected value µ:ŷ = argmax y P (y|X) = µ.
In Section 5.1 a particular implementation of the architecture used in our experiments will be described in more details, including the choice of R (unstructured predictors), S (similarity) and M (mapping) functions.
Neural Mapping for GCRF
We consider the general setting where M(X, ξ) can be any arbitrary function of ξ and X. Options for M(X, ξ) reported in literature include different matrix factorization approaches on feature matrix X [15, 35] or various kernels [5, 22] . Matrix factorization approaches as well as different kernel approaches often fail to outperform neural feature mappings on tasks of feature learning [21] . Other approaches include dictionary learning [18] , which often includes L1 regularization to enforce sparsity, and as a consequence affects smoothness of the optimization function [33] . These methods require slow, dedicated methods for optimization, thus limiting their applicability to smaller datasets. In this study, a neural feature embedding architecture (Figure 4) is used, as recent advances in the field of feature learning show promising results when applying such embeddings to a variety of tasks in many domains [3, 7, 19] . Mapping function M(X, ξ) = σ(ξX + b), with Sigmoid σ(g) = 1
1+e −g and a matrix of mapping weights ξ, constitutes the first layer of deep architecture of DFL-GCRF framework (implementation details are given in Section 5.1).
Our hypothesis for such defined framework is that examples with partially missing inputs yield nearly equally good hidden representation as completely observed inputs. Previously, neural mapping approaches were successfully applied to the task of reconstructing corrupted input features, and theoretical analysis from several perspectives was provided on its validity [32] . The difference comparing to this approach is that we expect the neural mapping M(X, ξ) to learn response variable values y from deficient explanatory variables X supervisedly, instead of reconstructing the explanatory variables X, first, in an unsupervised manner. Experimental results showed that the proposed model successfully outperformed this baseline model and thus, backed up our hypothesis. Finally, our approach can be formalized as learning a stochastic mapper which transforms mixture of full and deficient data points to a manifold that allows for a linear mapping to the response variable p(y|(H|(X d , Xp))), with H being a representation of heterogeneous inputs that captures the main variations in the data w.r.t. response variable.
EXPERIMENTAL SETUP
In this section an experimental setup for the proposed and baseline methods are described.
The proposed method setup
In our experiments the DLR-GCRF uses a neural mapping as shown in Figure 4 with the following architecture: an input layer of dimensionality IR m , one hidden layer of dimension IR h L , and IR h dimensional output with distributed features. The number of neurons in a hidden layer of this neural mapping is hL ≈ N γ * (m+h) [12] , where the number of outputs of this neural mapping is h and it is 3 in our experiments, and γ is chosen arbitrary in [2 − 10] range.
The choice of unstructured predictor R is a linear model, which uses the first two learned distributed features, while the choice of S is a Gaussian kernel learned on the third distributed feature.
Baseline models setup
To evaluate the effectiveness of the DFL-GCRF model, we are comparing it to ten alternative methods from groups of models that are using the complete set or a subset of existing data as inputs and models that use latent features learned in an unsupervised manner.
First, we test the performance of the following baseline methods that learn their parameters only on the observed part of the data (ignoring the cases with missing inputs), as described in the Figure 3a .
• Linear Regression (iLR): We applied the unstructured linear predictor which captures the linear influence of explanatory variables X to a response variable y;
• Gaussian Processes Regression (iGP) [26] : We tested the GP model with a Gaussian Kernel GK(xi, xj). Kernel optimized via GP objective function was further used as a network structure for structured models;
• Gaussian Conditional Random Fields (iGCRF): We also evaluate the GCRF model which utilizes the unstructured predictor and the available structure (in our experiments structure is node covariates learned with Gaussian Kernel).
Further, we compared the proposed model to several models from the group of unsupervised feature learning methods, as shown in Figure 3b : here, we apply one of the mapping functions and afterwards learn the GCRF regression model on such a mapped dataset (H). To isolate all other effects, we always used the same set-up for the structured GCRF model. This consists of an unstructured predictor of the GCRF model learned on mapped feature space using a linear model and interactions modeled via a Gaussian kernel function. Baseline mapping functions in this category that we applied are:
• Deep Autoencoders (DAE) [13, 32] : DAE aims to automatically learn features from unlabeled data by minimizing the input reconstruction error, namely, by learning a compressed, distributed representation (encoding) for a set of input data, typically for the purpose of dimensionality reduction;
• Principal Component Analysis (PCA) [31] : PCA aims to find a linear projection of high dimensional data into a lower dimensional subspace such that the variance is retained and the least square reconstruction error is maximized;
• Neural Mapping (NM) is learned in a supervised manner by optimizing a neural network (NN) for regression -mapping is defined as the last hidden layer of the neural network. The architecture of the NM is exactly the same as that of the neural mapping in the DFL-GCRF model. Note that this mapping is learned with the neural network optimization function and not with the GCRF optimization function;
• Zero imputation: In the situation when data are missing, a 0 value is imputed. As baselines in this category we used LR-0, GP-0 and GCRF on such 0-based imputed dataset.
The effectiveness of the proposed (DFL-GCRF) vs baseline methods (NM + GCRF, NN, DAE + GCRF, PCA + GCRF, GCRF, LR-0, GP-0, iGCRF, iLR and iGP) is evaluated on two applications described in Section 2 and the metric used for evaluation is the coefficient of determination defined as
where yi and µi are true and predicted value for customer ci, andŷ is the mean value for all customers in C. We limit the values of R 2 to [0, 1] scale, as we treat predictors with negative R 2 performance as useless, while predictors that obtain R 2 = 1 are considered to be a perfect fit to the data.
EXPERIMENTAL RESULTS
In this section the results are shown for: (1) predicting the customers' visit frequency in the following month, and (2) predicting individual customer's ticket in the upcoming quarter using their partially available demographic data, as well as their purchase history.
Prediction of visit frequency
The first company bases its membership on a monthly fee such that customers can use a certain number of provided services (depending on the program they signed up for). To provide "one-toone" type messaging and added value that is unique to the customer, the aim is to estimate how often each customer uses purchased services in the following month. Even though these services are free of charge at the visit (for customers who paid the monthly fee), they often spend money on side products and services during the visit and bring additional revenue to the company. Therefore, with the knowledge of estimates of forthcoming visit frequencies, the company may build additional special offers to incentivize rare visitors or may reward the most loyal customers by, for example, providing instant benefits for a specific upcoming event. Additionally, the company may use this information to further adapt existing programs or educate and remind customers via targeted e-mail campaigns. To evaluate performance of the proposed model versus the alternatives, we conducted a variety of experiments corresponding to several real life situations that might occur with the loyalty program data.
Predicting visits frequency on fully observed data
In the first experiment, we assumed that all demographics prompted by the loyalty program about the company's customers are known. Such data is used to experimentally compare the proposed model with the baseline algorithms described in Section 5.2. Results of Table 1 in terms of R 2 . Note that zero imputation and ignoring the missing cases are equivalent when there are no missing data.
From Table 1 we observe that the proposed DFL-GCRF model predicted frequency of visits with more accuracy than any of the alternatives considered. The improvements range from about 4% to 16.5%, where every percent of improvement can make a huge difference in terms of decision making when it comes to detecting the users from which the most revenue is generated. Additionally, we can see from the percentages of improvement that GCRF and GP models that account for correlations among the members were more accurate than unstructured predictors (NN and LR). Therefore, modeling relations between customers seems to be beneficial for this prediction task. Our experiments also suggest that unsupervised feature learning models tend to significantly lack accuracy since they are working with lower dimensional inputs. However, methods with neural feature mapping were more accurate. For example, supervised DFL-GCRF and unsupervised feature learning approach NM+GCRF were the best performing models (we also observe that structured model, NM+GCRF, brings improvements to the unstructured NN model). This, henceforth, confirms our assumption of superiority of neural mappings over alternatives as discussed in Section 4.2.2
Influence of data missingness mechanism on predicting visits frequency
In the initial experiments we assumed that all customers were willing to share their demographic data whilst applying for a loyalty program. However, in practice, demographics are lacking in many cases. This is the why we conducted experiments where demographic data is reduced to a fraction of customers. Three types of missingness of demographic data were considered: a) removing demographics of random customers, b) removing data of customers who are least frequent visitors, and c) removing demographic data of the most frequent visitors. These three scenarios were considered for different fractions of missingness (5% -80%) in order to characterize their robustness in various situations. The results for all missingness levels are shown in terms of R 2 in Figure 5 .
The proposed DFL-GCRF model has outperformed the alternatives and has demonstrated the largest robustness in all three experiments. The overall accuracy improvement was about 5% to 55% vs. nontrivial alternatives for 10% of missing data and about 50% to 368% for 80% of missing data. Some of the baseline models (e.g. iGP) were not better than a mean predictor and are rendered as useless.
Demographic data missing at random (MAR).
In the experiment reported at Figure 5a we examined the situation in which random customers do not reveal their demographics. This way of inducing missingness does not mimic a real process. However, it is an unbiased way of examining the power of the models to handle missing demographic data. The most robust results were obtained by the proposed DFL-GCRF where rather stable accuracy is obtained up to 60% of missing data. NN and NM+GCRF were also somewhat robust but less accurate than DFL-GCRF. The accuracy in other baseline models considered dropped quite fast (after 10% of missing demographic data), with the exceptions of LR-0 and GCRF (which uses LR-0 as an unstructured predictor) that managed to maintain larger R 2 up to 60% of missing demographic data. The unsupervised feature learning models failed even after a few percentages of missing demographic data was induced. The unsupervised DAE approach of reconstructing inputs [32] under-performed on this task, as shown in Figure 5 , and we see that the approach of supervised learning of the mapping function yielded vastly better results, and thus justified our original hypothesis. Also, we can see that imputation is a better strategy than ignoring data for each model where we employed these two strategies (LR, GP and GCRF).
(a) missing at random (b) missing for rare visitors (c) missing for frequent visitors Figure 5 : R 2 of predicting visits frequency by DFL-GCRF model vs ten alternatives for up to 80% of demographic information missing by 3 mechanisms.
Demographic data missing for the least frequent customers.
Experiments reported at Figure 5b examine accuracy when demographic data was missing for rare visitors, which is a common scenario in practice. The customers that are not well engaged with the brand may not be willing to spend their time and energy in filling out forms for registration purposes. The results of this experiment were similar to MAR results. This is due to the fact that majority of the customers we are modeling are actually customers with low frequencies of visits. The main difference between these two results is that when demographic data is missing for the least frequent users the accuracy of the models tend to drop more slowly than in MAR's case (accuracy remains relatively high up to 40% of missingness, rather than up to 10% in MAR). The top three models in these experiments were still neural feature learning models; with the addition of PCA as an unsupervised approach providing good results in the overall missingness induction process. We conclude that the most frequent users contribute the largest amount of variability in the data and thus are the ones from which PCA linear feature mapping can benefit the most.
Demographic data missing for the most frequent customers.
The results shown at Figure 5c are obtained for missing demographic data in a fraction of customers that are frequent visitors (the most loyal ones). We found that this hurts accuracy the most. The main difference versus results shown at Figures 5a and 5b is a drop in accuracy that occurred as soon as 5% of demographic data for the most frequent users was missing, which is about twice as large, compared to other missingness mechanisms. Additionally, missing values for the most frequent visitors reduced accuracy the most for all of the examined fractions.
Prediction of a customer's ticket
There are several ways in which this company can reward (and therefore incentivize) return customers, which include providing free platinum reward memberships to individuals that spend more than a certain amount over the course of a fiscal quarter, as well as sign-up, preferential, and birthday-related offers and rewards. However, while the company encourages customers to disclose birthday information by offering discounts during their birth month, many members still choose to keep this information private. This unwillingness for sharing makes determining future expenditures more difficult, but the company is still interested in selling more to each particular customer, either small or big spender, so it is important to be able to identify them. Our approach allows for accurate prediction of a customer's ticket even when a large fraction of customer demographic information is missing. To evaluate the power of the proposed method versus alternatives for the regression task of predicting customer's ticket for the following quarter, we conducted experiments based on several real life situations that might occur with the loyalty program: The results for Experiment 1 are summarized in Table 2 . We observe that the proposed DFL-GCRF model provides a wide range of improvements over alternatives (6% to 135%). In practice even a small percent of improvement vastly improves the quality of decision making in this application. We also see that NM+GCRF proves to be the best runner-up model, while GP, which fared well in previous experiments, underperformed on this predictive task (it was worse than a trivial mean predictor). Additionally, the rest of the baselines compare rather unfavorably to the proposed DFL-GCRF, which suggests that yet again, unsupervised feature learning is not an optimal strategy for predictive purposes. The GCRF model that is using LR as an unstructured predictor performs marginally better than unsupervised feature mappings, but it was less accurate than non-linear models.
(a) missing at random (b) missing for small spenders (c) missing for big spenders Figure 6 : R 2 of predicting customer's ticket by DFL-GCRF model vs ten alternatives for up to 80% of demographic information missing by 3 mechanisms.
Influence of data missingness mechanisms on customer's ticket estimation
In order to examine the robustness of DFL-GCRF for the customer's ticket prediction problem we induce up to 80% of missing values in demographic variables via three mechanisms. The R 2 results of ten baseline models and the DFL-GCRF are shown in Figure 6 for these missingess mechanisms.
We observe that, in all three experiments, the overall accuracy of the three neural-based models is the highest, and the gap between those models and the remaining baseline models is much larger for this dataset. From the non-neural based baselines in all three experiments we see that they are almost unaffected by the increasing missingness in the customer demographic data. We can thus conclude that for this application, these 8 alternative methods failed to utilize demographic information. For three neural-based models, we see that the accuracy drops much faster as compared to experiments reported in Section 6.1, even for DFL-GCRF (even though the drop of DFL-GCRF is the smallest compared to the alternative models). In the comparative test of R 2 and robustness, DFL-GCRF once again offers the best performance among the models used for different missingness mechanisms and different amounts of missing data, as shown in Figure 6 .
The improvements of our model as compared to alternatives span an even larger range, starting from 11.85% and reaching into the thousands in some cases.
CONCLUSION
In this paper we introduced Deep Feature Learning GCRF, a powerful deep model for structured regression that learns hidden feature representation jointly with learning complex interactions of nodes in a graph. We have applied this method to two real-world customer engagement problems and provided evidence that the proposed method is capable of learning meaningful features for the purpose of regression, and outperforming other published alternatives developed with a similar aim. Additionally, we have tested the robustness of our method and other baselines when up to 80% of demographic data is missing by three mechanisms, and thus examined potential cases of missingness that might occur in the actual databases of companies. In future work we aim to further examine different feature learning approaches aimed to further improve both accuracy and robustness. We additionally aim to extend this approach to detect different groups of similar nodes in a network such that the model would work equally well in highly heterogeneous applications.
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