Abstract. The class of free multiarrangements is known to be closed under taking localizations. We extend this result to the stronger notions of inductive and recursive freeness.
Introduction
The class of free arrangements plays a pivotal role in the study of hyperplane arrangements. While an arbitrary subarrangement of a free arrangement need not be free, freeness is retained by special types of subarrangements, so called localizations, [T83] , [OT92, Thm. 4.37] . It is natural to investigate this property for other classes of free arrangements.
For that purpose, let F , IF , RF and HIF denote the classes of free, inductively free, recursively free and hereditarily inductively free hyperplane arrangements, respectively (see [OT92, Defs. 4.53, 4.60] ). Note that we have proper inclusions throughout HIF IF RF F , see [HR15, Ex. 2.16] , [OT92, Ex. 4.56] , and [CH15, Rem. 3.7] , respectively. Our first result shows that localization preserves each of these stronger notions of freeness.
Theorem 1.1. Each of the classes IF , RF and HIF is closed under taking localizations.
Moreover, freeness is compatible with the product construction for arrangements [OT92, Prop. 4.28] . It was shown in [HR15, Prop. 2.10, Cor. 2.12 ] that this property also holds for both IF and HIF . Our second main result extends this property to the class RF .
Theorem 1.2. A product of arrangements belongs to RF if and only if each factor belongs to RF .
It can be a rather complicated affair to show that a given arrangement is or fails to be inductively free, see for instance [AHR14, Lem. 4.2] , [BC12, §5.2] , and [HR15, Lem. 3.5] . In principle, one might have to search through all possible chains of free subarrangements. The notion of recursive freeness is even more elusive. In that sense, Theorem 1.1 can serve to be a very useful tool in deciding that a given arrangement is not inductively or recursively free by exhibiting a small localization which is known to lack this property.
In his seminal work [Z89] , Ziegler introduced the notion of multiarrangements and initiated the study of their freeness. The question of freeness of multiarrangements is a very active field of research, e.g. see [Y14] . In their ground breaking work [ATW08, Thm. 0 .8], Abe, Terao and Wakefield proved the Addition-Deletion Theorem for multiarrangements.
Our third main result shows that localization preserves the notions of inductive and recursive freeness in the more general setting of multiarrangements. For this purpose, let IF M and RF M denote the classes of inductively free and recursively free multiarrangements, see Definitions 2.14 and 2.17. In Section 4 we further demonstrate the versatility of Theorem 1.3 by showing that certain multiarrangements stemming from complex reflection groups are not inductively free. Among them are multiarrangements of a restricted arrangement equipped with Ziegler's natural multiplicity on the restriction to a hyperplane, see Definition 2.5.
For applications of Theorem 1.1 for RF and Theorem 1.2 in the context of the classification of recursively free reflection arrangements, see [Mü15] .
Recollections and Preliminaries
2.1. Hyperplane Arrangements. Let V = K ℓ be an ℓ-dimensional K-vector space. A hyperplane arrangement is a pair (A, V ), where A is a finite collection of hyperplanes in V . Usually, we simply write A in place of (A, V ). We write |A| for the number of hyperplanes in A. The empty arrangement in V is denoted by Φ ℓ .
The lattice L(A) of A is the set of subspaces of V of the form H 1 ∩· · ·∩H i where {H 1 , . . . , H i } is a subset of A. For X ∈ L(A), we have two associated arrangements, firstly A X := {H ∈ A | X ⊆ H} ⊆ A, the localization of A at X, and secondly, the restriction of A to X, (A X , X), where A X := {X ∩ H | H ∈ A \ A X }. Note that V belongs to L(A) as the intersection of the empty collection of hyperplanes and A V = A. The lattice L(A) is a partially ordered set by reverse inclusion:
If 0 ∈ H for each H in A, then A is called central. If A is central, then the center T A := ∩ H∈A H of A is the unique maximal element in L(A) with respect to the partial order. We have a rank function on L(A): r(X) := codim V (X). The rank r := r(A) of A is the rank of a maximal element in L(A). The ℓ-arrangement A is essential provided r(A) = ℓ. If A is central and essential, then T A = {0}. Throughout, we only consider central arrangements.
More generally, for U an arbitrary subspace of V , we can define A U := {H ∈ A | U ⊆ H} ⊆ A, the localization of A at U, and A U := {U ∩ H | H ∈ A \ A U }, a subarrangement in U. The following observations are immediate from the definitions, cf. [OT92, §2] .
Lemma 2.1. Let B ⊆ A be a subarrangement and Y ≤ X in L(A). Then we have
Note that X and Y need not be members of L(B).
2.2. Free Hyperplane Arrangements. Let S = S(V * ) be the symmetric algebra of the dual space V * of V . If x 1 , . . . , x ℓ is a basis of V * , then we identify S with the polynomial ring K[x 1 , . . . , x ℓ ]. Letting S p denote the K-subspace of S consisting of the homogeneous polynomials of degree p (along with 0), S is naturally Z-graded: S = ⊕ p∈Z S p , where S p = 0 in case p < 0.
Let Der(S) be the S-module of algebraic K-derivations of S. Using the Z-grading on S, Der(S) becomes a graded S-module. For i = 1, . . . , ℓ, let D i := ∂/∂x i be the usual derivation of S. Then D 1 , . . . , D ℓ is an S-basis of Der(S). We say that θ ∈ Der(S) is homogeneous of polynomial degree p provided θ = ℓ i=1 f i D i , where f i is either 0 or homogeneous of degree p for each 1 ≤ i ≤ ℓ. In this case we write pdeg θ = p.
Let A be an arrangement in V . Then for H ∈ A we fix α H ∈ V * with H = ker(α H ). The defining polynomial Q(A) of A is given by Q(A) := H∈A α H ∈ S.
The module of A-derivations of A is defined by
We say that A is free if the module of A-derivations D(A) is a free S-module.
With the Z-grading of Der(S), also D(A) becomes a graded S-module, [OT92, Prop. 4.10] . If A is a free arrangement, then the S-module D(A) admits a basis of ℓ homogeneous derivations, say θ 1 , . . . , θ ℓ , [OT92, Prop. 4.18] . While the θ i 's are not unique, their polynomial degrees pdeg θ i are unique (up to ordering). This multiset is the set of exponents of the free arrangement A and is denoted by exp A.
Recall the class IF of inductively free arrangements ([OT92, Def. 4.53] ). There is an even stronger notion of freeness, cf. [OT92, §6.4, p. 253] .
Definition 2.2. The arrangement A is called hereditarily inductively free provided A X is inductively free for each X ∈ L(A). We abbreviate this class by HIF .
As V ∈ L(A) and A V = A, A is inductively free, if it is hereditarily inductively free. Also, HIF is a proper subclass of IF , see [HR15, Ex. 2.16 [Z90, Thm. 1.5 2.4. Multiarrangements. A multiarrangement is a pair (A, ν) consisting of a hyperplane arrangement A and a multiplicity function ν : A → Z ≥0 associating to each hyperplane H in A a non-negative integer ν(H). Alternately, the multiarrangement (A, ν) can also be thought of as the multiset of hyperplanes
The order of the multiarrangement (A, ν) is the cardinality of the multiset (A, ν); we write |ν| := |(A, ν)| = H∈A ν(H). For a multiarrangement (A, ν), the underlying arrangement A is sometimes called the associated simple arrangement, and so (A, ν) itself is simple if and only if ν(H) = 1 for each H ∈ A.
Definition 2.3. Let ν i be a multiplicity of A i for i = 1, 2. When viewed as multisets, suppose that (A 1 , ν 1 ) is a subset of (A 2 , ν 2 ). Then we say that (A 1 , ν 1 ) is a submultiarrangement of (A 2 , ν 2 ) and write
Definition 2.4. Let (A, ν) be a multiarrangement in V and let U ⊆ V be a subspace of V . The localization of (A, ν) at U is (A U , ν U ), where ν U = ν| A U . Note that for X = ∩ H∈A U H, we have A X = A U and X belongs to the intersection lattice of A.
2.5. Freeness of multiarrangements. Following Ziegler [Z89] , we extend the notion of freeness to multiarrangements as follows. The defining polynomial Q(A, ν) of the multiarrangement (A, ν) is given by
The module of A-derivations of (A, ν) is defined by
We say that (A, ν) is free if D(A, ν) is a free S-module, [Z89, Def. 6] .
As in the case of simple arrangements, D(A, ν) is a Z-graded S-module and thus, if (A, ν) is free, there is a homogeneous basis θ 1 , . . . , θ ℓ of D(A, ν). The multiset of the unique polynomial degrees pdeg θ i forms the set of exponents of the free multiarrangement (A, ν) and is denoted by exp(A, ν). 
2.7. The Addition-Deletion Theorem for Multiarrangements. We recall the construction from [ATW08] . 
Remark 2.9. We require a slightly stronger version of the restriction part of Theorem 2.8, where we do not prescribe the exponents in loc. cit. a priori. Let (A, ν), (A ′ , ν ′ ) and (A ′′ , ν * ) be the triple with respect to a fixed hyperplane. It follows from [ATW08, Thm. 0.4] that if both (A, ν) and (A ′ , ν ′ ) are free, then their exponents are as given by parts (i) and (ii) in Theorem 2.8 (i.e., the exponents differing by 1 in one term is automatic, cf. [OT92, Thm. 4.46] ). It then follows from the restriction part of loc. cit. that (A ′′ , ν * ) is also free with exponents as in part (iii).
Next we observe that localization is compatible with both deletion and restriction for multiarrangements.
be the triple with respect to H. Then we have
Proof. (i). The proof follows easily from Definitions 2.4 and 2.7.
(ii). Thanks to Lemma 2.1(ii), we have (
and so by definition of the Euler multiplicity (ν X ) * = ν * , as desired.
We recast Lemma 2.10 in terms of triples as follows.
is the triple of (A X , ν X ) with respect to H.
In general, for A a free hyperplane arrangement, (A, ν) need not be free for an arbitrary multiplicity ν, e.g. see [Z89, Ex. 14] . However, for the following special class of multiarrangements this is always the case, [ATW08, Prop. 5.2].
Definition 2.12. Let A be a simple arrangement. Fix H 0 ∈ A and m 0 ∈ Z >1 and define the multiplicity δ concentrated at H 0 by Proof. (i). We utilize the construction from the proof of [OT92, Prop. 4.27] . Let α 0 ∈ V * with H 0 = ker α 0 and let Ann(H 0 ) = {θ ∈ D(A) | θ(α 0 ) = 0} be the annihilator of H 0 in D(A). Let θ E be the Euler derivation in Der(S) [OT92, Def. 4.7] . Then
is a direct sum of S-modules. Let {θ 2 , . . . , θ ℓ } be a homogeneous S-basis of Ann(H 0 ). Then {θ E , θ 2 , . . . , θ ℓ } is a homogeneous S-basis of D(A). It follows that {α Remark 2.16. Suppose that (A, ν) ∈ IF M. Then by Definition 2.14 there exists a chain of inductively free submultiarrangements, starting with the empty arrangement
such that each consecutive pair obeys Definition 2.14(ii). In particular, |ν i | = i for each 1 ≤ i ≤ n and so |ν| = n. Letting H i be the hyperplane in the ith inductive step, we have (A
In particular, (A, ν) = {H 1 , . . . , H n } as a multiset. So a fixed hyperplane may occur as one of the H i for different indices i. We frequently refer to a sequence as above as an inductive chain of (A, ν).
As in the simple case, Theorem 2.8 also motivates the notion of recursive freeness for multiarrangements, cf. [OT92, Def. 4.60] . Remark 2.18. Suppose that (A, ν) ∈ RF M. It follows from Definition 2.17 that there exists a chain of recursively free submultiarrangements, starting with the empty arrangement
such that each consecutive pair obeys Definition 2.17. In particular, |ν i | = |ν i−1 | ± 1 for each 1 ≤ i ≤ n and |ν| = n. We also refer to a sequence as above as a recursive chain of (A, ν).
Hereditary Inductive Freeness for Multiarrangements.
It is tempting to define the notion of a hereditarily inductively free multiarrangement simply by iterating the construction of the Euler multiplicity from Definition 2.7. However, the following two examples demonstrate that the resulting multiplicity on the restriction depends on the order in which the iteration is taking place. The first is an instance of a constant multiplicity while the second is an example of a multiplicity concentrated at a single hyperplane, cf. Definition 2.12. Thus, such a notion is only well-defined with respect to a fixed total order on A. We introduce such a notion in Definition 2.21 below without further pursuing it seriously, because of its lack of uniqueness. Example 2.19. Define the rank 3 multiarrangement (A, ν) by
Let H 1 := ker x, H 2 := ker(y + z) and
2, 2, 2, 2)), by [ATW08, Prop. 4.1(6) ]. Moreover, we have
according to [ATW08, Prop. 4 .1(7), (6)].
Example 2.20. Let A = A(G (3, 3, 3) ) be the reflection arrangement of the unitary reflection group G(3, 3, 3) with defining polynomial
Fix H 1 := ker(x − y) ∈ A, m 1 ∈ Z >1 and let δ = δ H 
In view of these examples, we extend the construction of a restriction of a multiarrangement to a hyperplane from Definition 2.7 to restrictions of arbitrary members of L(A) as follows. As demonstrated in Examples 2.19 and 2.20, the construction of (A Y , ν * ) in Definition 2.21 depends on the chosen order of the iterated Euler multiplicities. Nevertheless, using Lemma 2.10(ii) repeatedly, we get compatibility of restricted multiarrangements with taking localizations.
Corollary 2.23. Fix an order on A. Let (A, ν) be a multiarrangement, X ∈ L(A) and Y ∈ L(A X ). Then with the notation as in Definition 2.21, we have
Definition 2.24. Fix an order on A. The multiarrangement (A, ν) is called hereditarily inductively free (with respect to the order on A) provided (A Y , ν * ) is inductively free for every Y ∈ L(A). We abbreviate this class by HIF M.
Clearly, HIF M ⊆ IF M.
With the aid of Corollary 2.23 and Theorem 1.3 for IF M, one can extend the latter to the class HIF M. Also, using Theorem 1.4, one readily obtains the compatibility of HIF M with the product construction for multiarrangements. We leave the details to the interested reader.
3. Proofs of Theorems 1.3 and 1.4
Inductive and Recursive Freeness of Localizations of Multiarrangements.
The following result generalizes [T83, Prop. 2] to multiarrangements. It is surely known to experts in the field, e.g., see the numerical "local to global" criterion for freeness by Abe, Terao and Wakefield, [ATW07, Cor. 4.6 ]. Since we were unable to find a proof in the literature, we provide one below.
Proof. Let X = ∩ H∈A U H. Then A X = A U and X belongs to the intersection lattice of A. As noted above, freeness for multiarrangements is stable under field extensions. Then assuming that K is sufficiently large and using Ziegler's analogue of Saito's criterion [Z89, Thm. 8] , the argument in the proof of [OT92, Thm. 4 .37] readily extends to the setting of multiarrangements. Here the key observation is that the map τ : S → S below induced on S is a K-algebra map. For completeness, we present the details of the argument.
Let Q X := Q(A X , ν X ) and set Q 0 := Q(A, ν)/Q X . By our assumption on K there is an element w in the complement of the restriction A X = {X ∩ H | H ∈ A \ A X } of A to X. Note that α H (w) = 0 if and only if X ⊆ H for H ∈ A. Thus Q 0 (w) = 0. We define the affine linear map τ : V → V by τ (v) = v + w. This induces by composition with τ a K-algebra isomorphism τ : S → S. One checks that for H ∈ A X we have
Since τ is a K-algebra map, we get τ (Q X ) = Q X and τ (Q 0 (0)) = Q 0 (w) = 0.
Moreover, τ induces a map on derivations τ : Der(S) → Der(S) by the action of τ on the coefficients:
One checks that for θ ∈ Der(S) and f ∈ S, we have
Now let θ ∈ D(A, ν) and H ∈ A X . As τ is an algebra map on S, using (3.2) and (3.3), we get
Let {θ 1 , . . . , θ ℓ } be an S-basis of D(A, ν) and let M = M(θ 1 , . . . , θ ℓ ) be the matrix of coefficients of the θ i 's, cf. [OT92, Def. 4.11] . Using Ziegler's analogue of Saito's criterion [Z89, Thm. 8], we may assume without loss that det M = Q(A, ν). Then, using again that τ is a K-algebra map on S, we obtain
Now write each τ θ i as the sum of its homogeneous parts, τ θ
Consequently, there exist φ Z89, Thm. 8] once again, we deduce that {φ
ℓ } is an S-basis of D(A X , ν X ). This completes the proof.
Though constructive, the proof of Theorem 3.1 does not shed any light on the exponents of (A U , ν U ) in relation to the exponents of (A, ν). We do however have the following elementary observation.
Remark 3.4. Let (A 1 , ν 1 ) ⊆ (A 2 , ν 2 ) be free multiarrangements with ordered sets of exponents exp(A i , ν i ) = {a i,1 ≤ . . . ≤ a i,ℓ } for i = 1, 2. Then a 1,j ≤ a 2,j for each 1 ≤ j ≤ ℓ. For, let {θ i,1 , . . . , θ i,ℓ } be a homogeneous S-basis of the free S-module D(A i , ν i ) for i = 1, 2. For a contradiction, suppose that k is the smallest index such that a 1,k > a 2,k . Then the grading of both S-modules and the fact that D(A 2 , ν 2 ) ⊆ D (A 1 , ν 1 ) imply that θ 2,1 , . . . , θ 2,k ∈ Sθ 1,1 + . . . + Sθ 1,k−1 . But this shows that {θ 2,1 , . . . , θ 2,ℓ } is not algebraically independent over S, a contradiction.
We are now in a position to prove Theorem 1.3. (ii) If (A, ν) is recursively free, then so is the localization (A U , ν U ).
Proof. We readily reduce to the case where we localize with respect to a space X belonging to the intersection lattice of A. For, letting X = ∩ H∈A U H ∈ L(A), we have A X = A U .
(i). We argue by induction on the rank r(A).
If r(A) ≤ 3, then r(A X ) ≤ 2 for X = T A , so the result follows thanks to [Z89, Cor. 7] .
So suppose (A, ν) is inductively free of rank r > 3 and that the statement holds for all inductively free multiarrangements of rank less than r.
Since (A, ν) is inductively free, there is an inductive chain (A i , ν i ) of (A, ν), where |ν i | = i, for i = 1, . . . , n = |ν|, see Remark 2.16. Then thanks to Lemma 2.1(i), we have
For H ∈ A X ∩ A i , we have H ≤ X, and so by (3.6) and Lemma 2.1(ii),
Consequently, localizing each member of the sequence (A i , ν i ) at X, removing redundant terms if necessary and reindexing the resulting distinct multiarrangements, we obtain the following sequence of submultiarrangements of (A X , ν X ),
where A i,X is short for (A i ) X and ν i,X for ν i | (A i ) X . In particular, |ν i,X | = i and m = |ν X |. We claim that (3.8) is an inductive chain of (A X , ν X ).
Now let H i ∈ A X ∩ A i = A i,X be the relevant hyperplane in the ith step in the sequence
i,X ) be the triple with respect to H i . Note that, since (A i−1,X , ν i−1,X ) (A i,X , ν i,X ), it follows from Definitions 2.3 and 2.7 that
is the triple with respect to H i . Therefore, by the construction of the chain in (3.8) and Lemma 2.10(i), we have
is free by assumption, it follows from Theorem 3.1 that (A i,X , ν i,X ) is free for each i. Consequently, it follows from Remark 2.9 and (3.9) that also each restriction
is free with exponents given by Theorem 2.8(iii).
is inductively free by assumption and r(A ′′ i ) < r, it follows from our induction hypothesis that the localization ((A ′′ i ) X , (ν * i ) X ) is also inductively free for each i. Thus, thanks to (3.7) and Lemma 2.10(ii),
Since the rank of A 1,X is 1, (A 1,X , ν 1,X ) is inductively free. Together with the fact that each of the restrictions (A ′′ i,X , ν * i,X ) is also inductively free for each i, a repeated application of the addition part of Theorem 2.8 then shows that the sequence (3.8) is an inductive chain of (A X , ν X ), satisfying Definition 2.14, as claimed.
(ii). The argument is very similar to the one above. We argue again by induction on the rank r(A). If r(A) ≤ 3, then r(A X ) ≤ 2 for X = T A , so the result follows by [Z89, Cor. 7] .
So suppose (A, ν) is recursively free of rank r > 3 and that the statement holds for all recursively free multiarrangements of rank less than r.
Since (A, ν) is recursively free, there is a recursive chain (A i , ν i ) of (A, ν), where |ν i | = |ν i−1 | ± 1 for i = 1, . . . , n, and (A n , ν n ) = (A, ν), see Remark 2.18.
Since X is a subspace in V , as above, we can consider the localization (A i,X , ν i,X ) of each member of the recursive chain, where again A i,X is short for (A i ) X and ν i,X for ν i | (A i ) X , cf. (3.6).
Then removing redundant terms and reindexing the resulting distinct multiarrangements if needed, we obtain a sequence of multiarrangements starting with the empty arrangement (3.10)
where by construction, at each stage we either increase or decrease the multiplicity of a single hyperplane by 1.
Since (A i , ν i ) is free by assumption, it follows from Theorem 3.1 that (A i,X , ν i,X ) is free for each i, and so (3.10) is a chain of free submultiarrangemnts of (A X , ν X ). Now fix i and let H be the relevant hyperplane in the ith step in the sequence (3.10) above, i.e., the multiplicity of H is either increased or decreased in this step. In the first instance, letting (A i,X , ν i,X ), (A H , ν 2.8(iii). In the second case we argue in just the same way to get that (
is free with exponents given by Theorem 2.8(iii). If (A X , ν X ) is inductively free, then it is recursively free and we are done. So we may assume that (A X , ν X ) is not inductively free. Then in particular, the sequence (3.10) is not an inductive chain. We claim that (3.10) is a recursive chain of (A X , ν X ). Clearly, the initial part of this sequence is necessarily a chain of inductively free arrangements (one needs to add hyperplanes first before one can start removing them again). Let k be maximal so that
is a sequence of inductively free terms in the chain (3.10). Then in particular, (A k,X , ν k,X ) is inductively free, hence recursively free.
Since ( 
is recursively free for each i. In particular, returning to the sequence (3.11) and the (k + 1)-st step, where we reduce a multiplicity for the first time in the chain in (3.10), it follows from the argument above that
. Therefore, applying the deletion part of Theorem 2.8 and using Lemma 2.10(i), it follows that
) is recursively free, where the deletion is with respect to H k+1 . Now iterate this process.
The special case when ν ≡ 1 in Theorem 3.5 gives Theorem 1.1 for the classes IF and RF . Armed with Theorem 1.1 for IF , we obtain the statement of Theorem 1.1 for the class HIF .
Corollary 3.12. Let U ⊆ V be a subspace and let A be an arrangement in V . If A is hereditarily inductively free, then so is the localization A U .
Proof. As before, for X = ∩ H∈A U H, we have
Since A is hereditarily inductively free, A Y is inductively free. So by Theorem 1.1 and Lemma 2.1(ii), we get that (A X ) Y = (A Y ) X is inductively free.
Theorem 1.1 thus follows from Theorem 3.5 and Corollary 3.12.
Remark 3.13. It is worth noting that the proof of Theorem 3.5 shows that any given inductive (resp. recursive) chain of the ambient multiarrangement descends to give an inductive (resp. recursive) chain of any localization.
3.2. Products of inductively free and recursively free arrangements. Thanks to [OT92, Prop. 4.28] , the product of two arrangements is free if and only if each factor is free. In [HR15, Prop. 2.10] , the first two authors showed that this factorization property descends to the class of inductively free arrangements.
Let (A i , ν i ) be a multiarrangement in V i for i = 1, 2. Then the product (A := A 1 × A 2 , ν) is a multiarrangement in V = V 1 ⊕ V 2 with multiplicity ν := ν 1 × ν 2 , see [ATW08] .
The following is just a reformulation of Theorem 1.4. Proof. We just give the argument for the case of recursive freeness, the argument for inductive feeness is identical.
The reverse implication is straightforward, cf. [HR15, Prop. 2.10] . For the forward implication, assume that (A, ν) is recursively free. Set X 1 := T A 1 ⊕ V 2 and X 2 := V 1 ⊕ T A 2 . Then both X 1 and X 2 belong to the intersection lattice of A, [OT92, Prop. 2.14] . Note that
It thus follows from Theorem 1.3 that both (A X 1 , ν X 1 ) = (A 1 , ν 1 ) and (A X 2 , ν X 2 ) = (A 2 , ν 2 ) are recursively free.
The special case of Theorem 3.14 for RF M when ν i ≡ 1 gives Theorem 1.2. Let A = A(W ) be the reflection arrangement of the complex reflection group W := G(r, r, ℓ) for r, ℓ ≥ 3. Let H i,j (ζ) := ker(x i − ζx j ) ∈ A, where 1 ≤ i < j ≤ ℓ and ζ is an rth root of unity and let H i := ker x i be the ith coordinate hyperplane for 1
Applications to Reflection Arrangements
Fix H 0 ∈ A, m 0 ∈ Z >1 and let δ = δ H 0 ,m 0 be as in Definition 2.12. Then, since A is free (cf. [OT92, §6.3] ) so is (A, δ), by Proposition 2.13(i). Let A ′′ be the restriction of A with respect to H 0 . Then (A ′′ , δ * ) = (A ′′ , κ) is free, thanks to Proposition 2.13(ii), where κ is the canonical multiplicity from Definition 2.5.
Using results from [HR15] and Theorem 1.3, we show that both (A, δ) and (A ′′ , δ * ) fail to be inductively free for ℓ ≥ 5. Proof. Since W is transitive on A, without loss, we may choose H 0 := H 1,2 (1) = ker(x 1 −x 2 ). Define
First we show (i). By definition of (A, δ) and [OT92, Cor. 6 .28], we have A(W X ) = A(W ) X ∼ = A(G(r, r, ℓ − 2)) and δ X ≡ 1. Consequently, (A X , δ X ) is isomorphic to the simple reflection arrangement A(G(r, r, ℓ −2)). Thanks to [HR15, Prop. 3 .2], the latter is not inductively free, as ℓ ≥ 5. Therefore, (A, δ) is not inductively free, owing to Theorem 1.3 and so (i) holds. Now for (ii), recall that (A ′′ , δ * ) = (A ′′ , κ) is free, thanks to Proposition 2.13(ii). According to (4.2), the multiplicity κ X of the localization ((A ′′ ) X , κ X ) satisfies κ X ≡ 1. Thus, ((A ′′ ) X , κ X ) is isomorphic to the simple reflection arrangement A(G(r, r, ℓ − 2)). Again by [HR15, Prop. 3 .2], the latter is not inductively free, as ℓ ≥ 5. Therefore, (A ′′ , δ * ) = (A ′′ , κ), is not inductively free, thanks to Theorem 1.3 and (ii) follows. , r, ℓ) ). Again fix H 0 ∈ A, m 0 ∈ Z >1 and let δ = δ H 0 ,m 0 be as in Definition 2.12. Then, since A is free (cf. [OT92, Prop. 6 .85]), so is (A, δ), by Proposition 2.13(i). Let A ′′ be the restriction of A with respect to H 0 . Then (A ′′ , δ * ) = (A ′′ , κ) is free, thanks to Proposition 2.13(ii).
Combining results from [HR15] with Theorem 1.3, we show that both (A, δ) and (A ′′ , δ * ) fail to be inductively free provided ℓ ≥ 5, 0 ≤ k ≤ ℓ − 3 and H 0 is of the form H i,j (ζ) in the latter case. 
Then Z is of rank 3 in L(A). Without loss we may suppose that either H 0 := H 1,2 (1) = ker(x 1 − x 2 ) or H 0 := H 1 = ker x 1 . In both instances, by the definition of (A, δ) and the fact that ℓ ≥ 5 and 0 ≤ k ≤ ℓ − 3, we have δ Z ≡ 1, and so (A Z , δ Z ) is isomorphic to the simple reflection arrangement A (G(r, r, 3) ). By [HR15, Prop. 3 .2], the latter is not inductively free. Therefore, (A, δ) is not inductively free, by Theorem 1.3, so that (i) holds.
For (ii), recall again that (A ′′ , δ * ) = (A ′′ , κ) is free, thanks to Proposition 2.13(ii). We may suppose without loss that H 0 := H 1,2 (1) = ker(x 1 − x 2 ). Set 
Then X is of rank 3 in L(A ′′ ). According to (4.4), the multiplicity κ X of the localization ((A ′′ ) X , κ X ) satisfies κ X ≡ 1. Thus, it follows from the construction and the fact that ℓ ≥ 5 and 0 ≤ k ≤ ℓ − 3, that the localization ((A ′′ ) X , κ X ) is isomorphic to the simple reflection arrangement A (G(r, r, 3) ). Once again by [HR15, Prop. 3 .2], the latter is not inductively free. Therefore, (A ′′ , δ * ) = (A ′′ , κ) is not inductively free, by Theorem 1.3, so (ii) follows.
