Significantly driven by JP Morgan's RiskMetrics system with EWMA (exponentially weighted moving average) forecasting technique, value-at-risk (VaR) has turned to be a popular measure of the degree of various risks in financial risk management. In this paper we propose a new approach termed skewed-EWMA to forecast the changing volatility and formulate an adaptively efficient procedure to estimate the VaR. Differently from the JP Morgan's standard-EWMA, which is derived from a Gaussian distribution, and the Guermat and Harris (2001)'s robust-EWMA, from a Laplace distribution, we motivate and derive our skewed-EWMA procedure from an asymmetric Laplace distribution, where both skewness and heavy tails in return distribution and the time-varying nature of them in practice are taken into account. An EWMA-based procedure that adaptively adjusts the shape parameter controlling the skewness and kurtosis in the distribution is suggested. Backtesting results show that our proposed skewed-EWMA method offers a viable improvement in forecasting VaR. 
Introduction
Prompted by the globalization of the world economy, financial innovation and the growth of the world's financial centers, value-at-risk (VaR) has become a popular measurement of the degree of various risks that a financial asset/portfolio is exposed to in the risky financial markets. For example, regulators have urged market participants to make major efforts to understand and control financial risk with a benchmark VaR model, contingent on important qualitative and quantitative standards. Just as Jorion (2001, preface) pointed out, risk management had truly experienced a revolution in the last few years, and this was started by value at risk (VaR), a new method to measure financial market risk that was developed in response to the financial/derivative disasters of the early 1990s. We particularly note that the recent Great Financial Crisis (GFC) has once again called into the question of financial risk management (FRM) methods and practice.
For background reviews and developments on VaR, the reader is referred to Duffie and Pan (1997) , Dowd (1998), Hull and White (1998a, b) , Jorion (2001) , Dempster (2002) , Allen (2003) , Holton (2003) , Dupacova and Polivka (2007) and Kaut et. al. (2007) , among others.
One important driving force behind this popularity of VaR is no doubt due to the release to the public of the JP Morgan's (1996) RiskMetrics TM Technical Document, where an exponentially weighted moving average (EWMA) estimator is suggested to forecast the conditional volatility of short horizon asset returns in terms of conditional variance. It is generally well-known that EWMA methods have been around since the 1950s, and are still the most popular forecasting methods used in business and industry in the forecasting literature (see Hyndman et al. (2008) for a recent review). We will term this JP Morgan's method of forecasting volatility a standard-EWMA for convenience in the following. This standard-EWMA estimator is appropriate for financial assets if the return series are really or approximately from a conditional Gaussian distribution. In practice, the conditional distribution of financial returns is, however, usually skewed and fat-tailed with time varying nature, which deviates from the Gaussian assumption. Therefore the standard EWMA estimator is inefficient in the sense that it will attach too much weight to extreme returns. To solve this problem suffered due to heavy tails in returns, Guermat and Harris (2001) put forward a robust-EWMA procedure that is derived from Laplace distribution. Their empirical applications showed that a robust-EWMA estimator in terms of the absolute return values, rather than squared ones, can offer an important improvement over the standard-EWMA estimator. However, we note that the Laplace distribution is symmetric with a constant kurtosis, which may not be well consistent with the real return series.
In this paper, we will propose a new VaR forecasting model, termed skewed (robust) EWMA, or simply skewed-EWMA. Differently from the standard-EWMA in JP Morgan's RiskMetrics that is derived from a Gaussian distribution and the robust-EWMA by Guermat and Harris (2001) from a Laplace distribution, we are motivating our skewed-EWMA procedure from an asymmetric Laplace distribution. One important advantage of an asymmetric Laplace distribution lies in its ability to capture both the skewed and heavy tailed behaviors in financial data. Our proposed skewed-EWMA method can be seen as a generalization of the EWMA estimators in the literature, nesting the robust-EWMA estimator as a special case. Most importantly, we will not only take into account both skewness and heavy tails in financial return distribution, and also suggest an EWMA-based procedure to adaptively adjust the shape parameter controlling the skewness and kurtosis, which adapts to the time-changing nature of skewness and heavy tails in financial practice. We will empirically apply our new estimator to forecast the value at risks in the foreign exchange rates and aggregate equity portfolios from the US, the UK, China and Japan financial markets to examine the out-ofsample performances of the three VaR forecasting models, which illustrates that the proposed skewed-EWMA method outperforms both the standard-EWMA and the robust-EWMA methods in terms of the outcome of the backtesting techniques widely applied in the literature.
The structure of the paper is as follows. Section 2 first outlines the standard-EWMA method in RiskMetrics and the robust-EWMA in Guermat and Harris (2001) , and then focuses on developing our proposed methodology in depth, with an introduction to asymmetric Laplace distribution and our new VaR modelskewed-EWMA estimator. Section 3 examines the forecasting and evaluation of the VaR with empirical applications of different models. From the empirical out-of-sample testing the superiority of the skewed-EWMA method over the standard-and robust-EWMA methods is obviously viable. The last section concludes.
Methodology
Various Engle & Manganelli (2004) . In this paper we are concerned with the parametric EWMA forecasting. First of all we will review the basic ideas in standard-EWMA and robust-EWMA as a motivation to our skewed-EWMA method.
Standard-EWMA and robust-EWMA
It is a common practice in financial risk modelling that the mean value of return series can be approximately taken as zero in comparison with the quantity of volatility. We follow this convention in the following of this paper.
The JP Morgan RiskMetrics' standard-EWMA assumes conditional normality for the distribution of return series, r t , with volatility modelled as an IGARCH(1,1), namely
where α is the confidence level of VaR, say α = 99%, Φ −1 (·) is the inverse function of the cumulative distribution function of standard normal distribution, and the second equality can be equivalently expressed as In reality, however, the distribution of financial return series is often skewed and heavy-tailed, with departure from normality (c.f., Hull and White, 1998a). Guermat and Harris (2001) therefore, based on a
Laplace distribution, suggested a robust-EWMA in the form:
Note that the volatility σ t+1 is an EWMA version of the maximum likelihood estimator of the standard
√ 2|r t |, in the traditional Laplace distribution. It accounts for heavy tails in financial return series but no skewness is taken into account.
Skewed-EWMA
In this subsection, we propose a skewed-EWMA VaR model, that is motivated from an asymmetric Laplace distribution (ALD) to take into account both skewness and heavy tails in financial return distributions, and suggest an EWMA based procedure that adaptively adjusts the shape parameter which controls the skewness and kurtosis in the ALD. This procedure is adaptive to time-varying nature of financial systems in practice. We will see in later sections that the proposed skewed-EWMA outperforms both the standardand robust-EWMAs in VaR forecasting.
Asymmetric Laplace distribution
Asymmetric Laplace distribution (ALD) has been defined in some different ways and found to be useful in defining quantile and and quantile regression in the literature. For example, the quantile regression minimisation is equivalent to the maximisation of a log likelihood based on the ALD. There are now many papers recognising and building on this link. See, for example, the work of Koenker and Machedo (1999), Yu et al. Definition 2-1 If a random variable X has the following distribution density, we call it is asymmetric 6) where µ, σ and p are the location, scale and shape parameters, respectively, and
Note that the three parameters in (2.6) are different from the parameterization of ALD in Yu and Zhang (2005, page 1867). Our parameters in (2.6) are of particular meanings. The shape parameter p is the probability that X < µ, where µ is the mode of the distribution; i.e. p = P r(X < µ) and thus p ∈ [0, 1], and in particular, the variance is Var(X) = σ 2 . As pointed out at the beginning of Subsection 2.1, for financial return data, µ is often close to 0 in practice, and as we are only concerned with forecasting of the risk (volatility) of the return, rather than the return itself, in this paper, we will take µ = 0 as in Guermat and Harris (2001) for simplicity, and simply denote X ∼ ALD(σ, p), in the following.
The shape parameter p controls the skewness and kurtosis of the asymmetric Laplace distribution X ∼ ALD(σ, p), which can be calculated in the formula
Different p value leads to positive or negative skewness. It follows from (2.6) with µ = 0 that if p < 0.5, for in portfolio analysis. Theodossiou(1998) generalized t distribution, but its form may be too complex.
Maximum likelihood estimate
In order to motivate our skewed-EWMA models, as done in Guermat and Harris (2001), we first consider the maximum likelihood estimate of the important unknown parameters σ and p in the ALD (2.6) (with µ = 0) by assuming σ and p constant in an unconditional setting. Suppose the observations are r 1 , · · · , rn.
Then the likelihood
The log likelihood
Here (·) is differentiable with respect to σ, p. To maximise (·), we let the first order partial derivatives of (·) with respect to σ and p equal zero, respectively, leading tô
a For simplicity we write the likelihood as if the observations are i.i.d.; otherwise we could understand the likelihood as the conditional likelihood given the initial information with one-period conditional probability density function in the form of (2.6) with µ = 0.
Obviously, u is the averaged positive return while v is the absolute value of averaged negative return. The larger u, the better; but the larger v the worse for investment. These formulae are very important to develop our skewed-EWMA forecasting below.
Skewed-EWMA based VaR modelling
Based on asymmetric Laplace distribution (2.6) with µ = 0, if the parameters σ and p are known, then the VaR value at the confidence level α can be easily derived, which is
Theoretically, the appeal of ALD lies in its simplicity as that of Gaussian distribution but with skewness and kurtosis taken into account. Practically, as a referee noted, it may be difficult to understand the intuitive appeal of assuming the returns distribution is an ALD. is only a motivation for our time-varying models developed below, and we do not apply the ALD density function for the returns distribution directly in practice. For example, it is well documented in financial literature that practically, the volatility σ 2 is often not constant, but clustered and time-varying. We will also show that the shape parameter p may change with time. Therefore we will develop our parameters σ and p in a conditional setting, that is they are time-varying and stochastic. This means that the unconditional distribution of the returns developed in our models below is itself non-ALD in general.
For σ, an EWMA version estimator corresponding to (2.11) can be suggested as follows:
where k is defined as in (2.6), and λ is a decaying factor, the choice of which will be discussed later on.
Through iteration, (2.15) can be re-expressed as
Clearly, if p = 0.5, that is corresponding to symmetric Laplace distribution, then (2.14) and (2.16) reduce to (2.4) and (2.5), respectively, which was proposed by Guermat and Harris (2001) . However, if p = 0.5, then the contribution of the positive/negative value of r t to σ t+1 is quite different -this feature is particularly interesting for the effects of good news (r t > 0) and bad news (r t < 0) are well characterized in (2.16). In fact, this skewed-EWMA estimate of (2.16) is a special first order threshold GARCH (TGARCH) model of Zakoian(1994) in the form 
and β 1 = λ, then the TGARCH (1,1) model (2.17) reduces to the skewed-EWMA estimate of volatility in (2.16).
Up to now, the parameter p in skewed-EWMA of (2.16) is dealt with as a constant, which can be estimated by (2.12) combined with (2.13). According to our experience, however, though this estimated p could work better than the fixed constant of 0.5 in robust-EWMA, the improvement is still limited. In fact, with a constant p, the skewness and kurtosis defined in (2.7) keeps constant and does not well adapt to the time-changing nature of financial systems in practice. Therefore we suggest an alternative EWMA based estimate for the parameter p.
First, we define two EWMA estimates for u and v in view of (2.13) in the following forms:
18) 19) where βu and βv are two decaying factors in these two EWMA estimates, respectively, which may be different from the decaying factor λ used in (2.16) and will be specified later on in Section 3.2. Once β's are determined in (2.18) and (2.19), the iterative forms for u t+1 and v t+1 can be written as
20)
Then using (2.12) we can suggest an EWMA based estimate for p t+1 as follows
Note that with p taken in this form, the skewness and kurtosis defined in (2.7) will be time-varying and automatically adapt to the changing nature of financial practice (see also Guermat and Harris (2002) for a time-varying kurtosis, but no skewness).
It would be useful to have some intuition regarding the u t and v t , which are smoothed in expressions u t ≡ v t at all times and take p(t) ≡ 0.5, we let the data speak for whether or not u t and v t will be similar in value and so p t will be close to 0.5. This would be more flexible and sensible, and the fitting of the ALD is not analogous to the fitting of the median quantile in general.
Now our proposed skewed-EWMA based estimate of VaR can be finally defined on the basis of (2.22) as follows: with reference to (2.16),
where
, and in view of (2.14), 17) ). In fact, in our empirical application below, we find we can further take βu = βv = β for simplicity to reduce the number of the decaying factors in the skewed-EWMA forecasting (which has only two decaying factors, β in (2.20) and (2.21) and λ in (2.23)). We update the value of the parameter p by an EWMA based procedure, so our proposed skewed-EWMA in (2.23) is a varying-coefficient TGARCH model, which can adjust the skewness and kurtosis conveniently in calculating the VaR by the EWMA based procedure and also is more efficient and automatically adaptive in modelling the real time-varying financial system.
Forecasting and evaluation: empirical performance
We now turn to examine and compare the empirical performance of the proposed skewed-EWMA with those of the standard-EWMA and the robust-EWMA using real data sets.
Data
We will consider and examine the VaR forecasting for 6 financial series, including 3 exchange rates (British with the daily return series, defined by ln P t − ln P t−1 , where P t is the close price of day t.
The histograms of the 6 return series for 4 years from 1 January 1998 to 31 December 2001 are plotted in Fig 1. Clearly the changes of the 3 exchange rates are relatively small, basically within the interval of ±5%, in particular for CU within ±2% and for JU its largest negative return is a little bit grater than 5%.
The changes of the 3 stock indexes are quite large, in particular for HK the largest positive daily return is greater than 10%, while for SH and SZ their daily rerun series are within ±10% due to the up/down limits of 10%. The distributions of the 6 return series all are quite highly peaked, obviously deviating from the Gaussian distribution, and also skewed, with the 3 exchange rates series skewed to the left and the index series to the right.
In the following we consider the daily return series in unit of %, that is multiplied by 100, i.e. r t = 100(ln P t − ln P t−1 ). Table 1 100 from January 1998 to December 2001. Clearly the coefficients of skewness and kurtosis of the 6 return series are all quite large, indicating that the distributions of the 6 return series are non-Gaussian.
Determination of decaying factors
In the skewed-EWMA estimate of VaR proposed in the above, there are important decaying factors λ and β's that need to be specified appropriately in application. We suggest applying likelihood principle Laplace distribution. The procedure is described as follows.
Based on the return series of size T , r 1 , . . . , r T , with asymmetric Laplace distribution, the likelihood, given r 0 , can be expressed as
where p t is the function of β = (βu, βv) and σ t is the function of λ, β, that is p t = p t (β) and σ t = σ t (λ, β), and
For simplicity, we take r 0 = 0 below. Therefore the likelihood, based on asymmetric Laplace distribution, in (3.1) depends upon both λ and β. As usual, we consider the log
We will take the maximisers, λ 0 and β 0 of (3.2) as the decaying factors, satisfying
where Θ is the parameter space of (λ, β). is the number of the parameters in (λ, β).
In our empirical application for the data sets under study, according to AIC, we find that we can take βu = βv to reduce the number of the decaying factors. For notational simplicity, we denote βu = βv = β below. In Table 2 
Evaluation of VaR forecasting
Like volatility, the actual VaR value is unobservable, which requires to be evaluated indirectly. In the literature of evaluating the VaR forecasting, the likelihood ratio test based backtesting techniques due to Kupiec (1995) and Christofferson (1998) 
Unconditional coverage test
The most basic requirement for a good VaR model is that the proportion of the number of exceeding the estimated VaR should be close to the nominal VaR significance level τ = 1 − α, that is a good VaR model should facilitate a correct unconditional coverage. For example, at the significance level 1%, the proportion of exceeding the estimated VaR should be approximate to 1%. Kupiec (1995) proposed the likelihood ratio test based on the fact that the number N of exceeding VaR among the sample of size T is binomially distributed, with the probability proportional to (1 − τ ) T −N τ N , and hence the likelihood ratio (LR) statistic
As T tends to infinity, LRu is asymptotically χ 2 (1) distributed under the null hypothesis. The x-axis is the common decay factor for the three EWMA forecasts, and the y-axis is the unconditional coverage. The green cross `+' line is for standard-EWMA, the blue cross `x' line is for robust-EWMA, and the red dot line is for skewed-EWMA. The common decay factor takes values from 0.85 to 0.99 for three EWMA forecasts while the decay factor =0.998 only in skewed EWMA. The time period of data is from 1 st January 1992 to 31 st December 2001 with the first 500 observations used to determine the decaying factors and the remaining observations after the first 500 ones used to evaluate the VaR forecasting by the three EWMA methods. The unconditional coverage refers to the ratio of the number of losses exceeding VaR to the whole sample size.
Fig. 3:
Likelihood ratio test of unconditional coverage for the three EWMA forecasts of VaR at 1% nominal level. The x-axis is the common decay factor for the three EWMA forecasts, and the y-axis is the LRT statistic. The green cross `+' line is for standard-EWMA, the blue cross x' line is for robust-EWMA, and the red dot line is for skewed-EWMA. The common decay factor takes values from 0.85 to 0.99 for three EWMA forecasts while the decay factor =0.998 only in skewed EWMA. The time period of data is from 1 st January 1992 to 31 st December 2001 with the first 500 observations used to determine the decaying factors and the remaining observations after the first 500 ones used to evaluate the VaR forecasting by the three EWMA methods. The null hypothesis is that the ratio of the number of losses exceeding VaR to the whole sample size is equal to the nominal level 1%. The slight green and the slight red horizontal lines are the critical values of 3.84 and 6.63 of chi square distribution of degree of freedom 1 at significance levels of 5% and 1%, respectively.
larger the VaR should be; otherwise, a smaller VaR should be obtained. Therefore the events that loss exceeds
VaR should be independent, rather than clustered. In order to test this independence, Christofferson (1998) suggested the following likelihood ratio test.
Define an indicator function: 
T ij is the times of the transforms from
) is the probability that the next state is j starting from state i, π = (T 01 + T 11 )/(T 01 + T 11 + T 00 + T 10 ) is the probability of transform to state 1. As T is large enough, LR in is asymptotically χ 2 (1) distributed with degree of freedom 1 under this null hypothesis. 
Conditional coverage test
A complete test for VaR modelling is the testing of conditional coverage, which combines both tests of unconditional coverage and independence together. This test was put forward by Christofferson(1998) , with LR statistic
As T tends to ∞, LRc is asymptotically χ 2 (2) distributed with degree of freedom 2. Notice that if the first observation is neglected in the calculation of unconditional coverage, then π is equal to N/T , i.e., L N = L 0 , which implies that the three LR statistics in the above have the following relationship
It follows that LRc statistic can simultaneously test the unconditional coverage and independence. 
Summary of testing outcomes
From the empirical testing outcomes illustrated in Figures 2-4 for the VaR forecasting of the 6 financial return series by standard-EWMA, robust-EWMA and our skewed EWMA, we can summarise as follows:
For the unconditional coverage teat in Figure 2 , it shows that for the proposed skewed-EWMA based
VaR forecasting, the proportion that the loss exceeds the forecasted VaR is approximately equal to the Fig. 4 : Likelihood ratio test of independence for the three EWMA forecasts of VaR at 1% nominal level. The x-axis is the common decay factor for the three EWMA forecasts, and the y-axis is the LRT statistic. The green cross `+' line is for standard-EWMA, the blue cross `x' line is for robust-EWMA, and the red dot line is for skewed-EWMA. The common decay factor takes values from 0.85 to 0.99 for three EWMA forecasts while the decay factor =0.998 only in skewed EWMA. The time period of data is from 1 st January 1992 to 31 st December 2001 with the first 500 observations used to determine the decaying factors and the remaining observations after the first 500 ones used to evaluate the VaR forecasting by the three EWMA methods. The null hypothesis is that the events of the losses exceeding VaR are independent. The slight green and the slight red horizontal lines are the critical values of 3.84 and 6.63 of chi square distribution of degree of freedom 1 at significance levels of 5% and 1%, respectively. Likelihood ratio test of conditional coverage for the three EWMA forecasts of VaR at 1% nominal level. The x-axis is the common decay factor for the three EWMA forecasts, and the y-axis is the LRT statistic. The green cross `+' line is for standard-EWMA, the blue cross `x' line is for robust-EWMA, and the red dot line is for skewed-EWMA. The common decay factor takes values from 0.85 to 0.99 for three EWMA forecasts while the decay factor =0.998 only in skewed EWMA. The time period of data is from 1 st January 1992 to 31 st December 2001 with the first 500 observations used to determine the decaying factors and the remaining observations after the first 500 ones used to evaluate the VaR forecasting by the three EWMA methods. The null hypothesis is that the ratio of the number of losses exceeding VaR to the whole sample size is equal to the nominal level 1% and the events of the losses exceeding VaR are independent. The slight green and the slight red horizontal lines are the critical values of 5.99 and 9.21 of chi square distribution of degree of freedom 2 at significance levels of 5% and 1%, respectively.
required nominal significance level 1%, while this proportion for the VaR forecasting based on standard-EWMA and robust-EWMA, respectively, all is largely greater than 1%. The likelihood ratio test in Figure 3 further validates this fact. The LR statistics of the skewed-EWMA based VaR forecasting are all less than the critical value of 6.63 at the testing significance level 1% and basically less than the 5% critical value of 3.84, indicating that the skewed-EWMA forecasting outcome is stable with respect to the decay factor and is acceptable in sense of the statistical testing. However, the LR statistics for the standard-EWMA and the robust-EWMA all basically exceed the 1% critical value, showing the worse forecasting outcomes than that by the proposed skewed-EWMA, where it is obvious that the robust-EWMA is relatively better than the standard-EWMA, as indicated in Guermat and Harris (2001).
As for the independence test indicated in Figure 4 , the null hypothesis that the events of losses exceeding the corresponding VaR are independent cannot be rejected, for all three EWMA forecasts at the testing significance level of 1%, with respect to almost all λ for the British Ponds and the Canadian Dollars, and with respect to λ ≤ 0.91 for other return series. Basically our skewed-EWMA performs similarly to but still a little bit better than both standard-EWMA and robust-EWMA.
The conditional coverage test in Figure 5 is a combined test covering the unconditional coverage and independence tests. Clearly, our skewed-EWMA have much better outcomes than both teh standard-EWMA and the robust-EWMA, with LR statistics basically less than the 1% critical value. The standard-EWMA and the robust-EWMA are basically rejected at the testing significance level of 1%.
Conclusion
VaR, since suggested in 1993, has received wide attention both in financial practice and in academic research.
Various methodologies have been developed, among which the parametric approach is most popular due to its ease of application. In particular the JP Morgan's (1996) RiskMetrics system developed the parametric method of standard-EWMA forecasting, which is extensively applied by financial practitioners.
In We expect that the idea of the skewed-EWMA dynamic forecasting would be promising in modelling the risks of dynamic portfolios and nonlinear derivatives, extensions to which are non-trivial (c.f., Lu and Li (2008)). Other testing of the performances can also be examined. We will leave these for future research.
