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Particles kicked by external forces to produce mobility distinct from thermal diffusion are an iconic 
feature of the active matter problem. One example is the passive particles in the bath of active particles, 
such as swimming bacteria. In this case, the fluctuation of the particle position is influenced by the 
thermal and the active fluctuations simultaneously. Here, we map this onto a minimal model for 
experiment and theory covering the wide time and length scales of usual active matter systems. A 
particle`s diffusion perturbed by a programmable harmonic potential (optical trap) is captured. It gives 
a time correlated active kicks with a random interval following the Poisson process. The model’s 
generic simplicity allows us to find conditions for which displacements are Gaussian (or not), how 
diffusion is perturbed (or not) by kicks, and quantifying heat dissipation to maintain the non-equilibrium 
steady state in an active bath. The model proposed in the work successful reproduces the experimental 
results, as shown on example of the tracer mobility in an active bath of swimming algal cells. It can be 
used as a stochastic dynamic simulator for Brownian objects in various active baths without mechanistic 
understanding, owing to the generic framework of the protocol.  
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Nature is surrounded by numerous active matters. These active particles move either by using an 
internal energy source or by receiving energy from the outside. In addition, they sometimes transmit 
energy to the passive Brownian particles nearby by collisions and in this way boost their mobility. In 
these cases, the Brown particle acts as a good tracer particle that can investigate the surrounding active 
matters. A lot of researches have been done to understand the key problems that arise from swimming 
bacteria1-8, active colloids9-11, enzyme reactions 12-14 , and even chemical reation.15 In this thesis, we are 
not interested in the different features of these systems. One of the important common features is long-
range interaction (usually hydrodynamic), which is difficult to implement experimentally or 
theoretically. Along with the complexity of this active environment4, 16, 17, it is difficult to define and 
control the various parameters that represent these systems. For example, in the case of bacteria, it is 
impossible to control the activity, their concentration, and the number of collisions with surrounding 
passive particles. As a result, some bacterial experiments show that the probability distribution function 
(PDF) is Gaussian, but others show non-Gaussian. Besides, the energy flowing into passive particles 
from swimming bacteria is unclear18. Without a detailed understanding of the active system, we would 
like to use a simple model that can explain experimentally and theoretically when the PDF shows non-
Gaussian or Gaussian diffusion and how energy flows. Here, we only deal with a strongly-overdamped 


























Figure 1: Artistic view of the model. A tracer particle trapped in an optical harmonic potential is 
surrounded by active partlces such as bacteria. 
3 
 
1.2 Active force modelling 
To mimic a tracer particle surrounded by a real active matter system in a thermal environment,21, 
22 we use an optical trapping23 force that changes over time. The tracer particle is surrounded by 
a viscous medium, feels the time-dependent harmonic potential from the optical trapping. We 
assume that an active force is generated by time-dependent optical random kicks, which 
represent the interaction force between the active particles and the tracer particle. Each kick 
affects the tracer particle in time and decays quickly. Figure 2 shows how to generate the active 
force which is created by shifting the center position of the optical potential for a programmed 
duration time. Since the diffusion process of the tracer particle releases energy into the thermal 
bath, immediately after the kicking the system starts relaxing to equilibrium until the next kick 
occurs. 
In this work, we study only one-dimensional dynamics of the tracer particle in a harmonic potential 
for simplicity. The tracer particle is also influenced by thermal noise ( )th t  from the surrounding media 
and by fluctuating active force ( )act t  from the random kicks. Therefore, the motion of the tracer 
particle is described as 
 ( ) ( ) ( ) ( ) ( ) ( ).th act th cx kx t t t kx t t kx t   = − + + = − + +   (1) 
Here, k  is the harmonic potential stiffness and   is the coefficient of dissipation that is 
representing the viscosity of solvent. The thermal noise is Gaussian white noise without memory. 
Without the active force ( )act t , Eq.(1) is a well-known simple Langevin equation which 
describes how a Brownian particle moves within the harmonic potential. This system has a 
characteristic time constant k k  , which is the time to reach equilibrium when the particle 
is within the harmonic potential. 
Figure 2: How to generate the active force in time.
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In our model, the active force acting on the tracer particle is determined by three parameters: 
the average time interval between kicks 
p , kick duration c , and random kick amplitude X . 
(Fig. 3).  
Figure 3: Graphical description of three control parameters: (a) random Poisson interval time , (b) 
kick duration time , and (c) kick strength .
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Each parameter represents a certain characteristic property of the actual active force. The average 
Poisson time 
p  represents the average interval between successive kicks (see Fig.3 (a)). The 
interaction between the tracer particle and the active particles is not continuous in time. Instead, it occurs 
randomly and discontinuously. The larger the concentration of the active particles, the more frequent 
random kicks for a given time. The Poisson interval 
p  is related to the concentration of active 
particles24, 25. The kick duration time c  represents the correlation time of the interaction. It is related 
to the characteristic persistence time of the active particle. Thus, for each collision, the active particle 
exerts a force on the tracer particle for the average duration c , as shown in Fig.3 (b). The last parameter 
is the root-mean-square value of the random kick amplitude X , which is related to the average strength 
of the kick (Fig.3 (c)). Since the tracer particle is surrounded by active particles, the kick strength 
follows a Gaussian distribution with zero mean and variance 2X . The larger mobility of the active 
particle, the larger kicking force, and so is the magnitude of X . 
The active force with three control parameters is designed as follows. The time interval between 
successive kicks is it  which satisfies the Poisson random process. Each kick arriving at the time it  
instantaneously shifts the trap center by cix  which has a random amplitude id  with variance 
2X  and 
decays exponentially with the time constant c , as illustrated in Fig. 3. Therefore, the position of the 
trap center ( )cx t  at a given time is expressed as the sum of all the previous kicks,  
 ( )
( )





x t d t t

− −
= −  (2) 
Since the active force ( ) ( )act ct kx t = , the time correlation of active force in steady-state is expressed 
as 
/2 2( ) ( ) ( /2 )e c
t s
act act c pt s k X

   
− −
=  which is derived in Section 3.1. Therefore, using the Poisson 













= − + −  (3) 
Here, the Poisson noise is generated by the hidden discrete pulse noise. This equation looks very 
similar to the well-known Ornstein-Uhlenbeck (OU) noise. The OU noise is expressed as 
( )ou ou c w t   = − +  with the time correlation of 
/






 .26 Here, w  is white 
Gaussian noise. When comparing the act  and ou , both satisfy the exponential correlation, but 
the additional noise term over time is discontinuous in the former case and continuous in the 
latter case. The active force model is made with discontinuous characteristics, but when it goes 
to a limit condition, it becomes the OU noise. In order words, this model can theoretically 
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explain not only Poisson correlated noise, but also Gaussian correlated noise and even white 
noise as shown in Figs. 4-6.  
When the kick duration time is shorter than the Poisson interval time 
c p  , the PDF of the active 
force shows non-Gaussian distribution as shown in Fig. 4 (b). When the kick duration time is much 
larger than the Poisson interval time 
c p  → , however, the active force model becomes a Gaussian 
continuous correlated noise, which is the same as the OU noise model (Fig. 5).27 The white Gaussian 
noise is also satisfied when the kick duration time is very short (the limit 0c → ) and the condition of 
2
p c →  is satisfied as shown in Fig. 6.
28 The rigorous proof of the generality of our active force model 
















Figure 4: Poisson correlated active force in the case of  (a) shows active force in time, (b) 














Figure 5: In the limit of  the active force becomes Ornstein-Uhlenbeck noise (a) shows 
active force in time, (b) represents distribution of active force. Here, the red curve is a Gaussian fit.
Figure 6: In the limit of the active force becomes white Gaussian noise (a) shows 
active force in time, (b) represents distribution of active force. Here, the red curve is a Gaussian fit. 
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II  Method 
2.1 Single-laser method 
Figure 7 shows the instrument layout of the experimental setup, in which trapping and tracking the 
tracer particle are done simultaneously using a single laser. This is suitable for observing only a single 
tracer particle, for example, when it is necessary to study the environment in which the particle is 
surrounded by active matters, or when the tracer particle itself is an active particle. The advantage of 
this is that the experiment can be performed at a low cost, and the motion of particles can be observed 
over a very short time range using a quadrant photodetector. The experiments shown in this thesis used 





2.2 Design of the single-laser method with fluorescence system 
We use an acousto-optics modulator (AOD, AA Opto Electronic) to modulate a 1064 nm laser (IPG 
Photonics) for trapping and a microscope (Olympus, IX73) objective lens (Obj., Olympus 100x, Oil, 
Numerical aperture: 1.4) to focus the laser beam. The trapping laser power is controlled by the 
combination of a half-wave plate (Thorlabs, WPH10M-1064) and Glan-Taylor polarizer (Thorlabs, 
GT10-C). We use the special microscope condenser lens (Con., Olympus, Oil, NA: 1.4) of high 
numerical aperture. A quadrant photodiode detector (QPD, First sensor) is used to measure the particle 
position. The fluorescence image system with two excitation lasers (Coherent, OBIS 488 and 532 nm) 
is not used in this work, but is installed for future purposes. Fluorescence from the sample is passed 
through an excitation filter F2* (Semrock, FF01-540/50-25 for 488nm, FF01-575/15-25 for 532nm, 
FF01-890/SP-25 for bright-field image) to remove the excitation lights and excessive optical trapping 
laser light. The beam of the excitation laser is expanded using the telescope T2 (Thorlabs, GBE10-A) 
and T3 (Thorlabs, GBE10-A). We align the plane of optical traps by adjusting the position of telescope 
T1. The camera (EMCCD, Andor) detects the fluorescence signal or take the particles image. The 
trapping laser light is also used to measure the particle position and is filtered with 1064 nm bandpass 
filter (F1, Semrock, FF01-1064/5-25) before QPD. The dichroic mirrors are used to combine the optical 
trapping, fluorescence lasers, and LED (Thorlabs, DC4100) lamp light for illumination. Here, D1 
(Semrock, FF509-Di01-25x36), D2 (Semrock, FF749-SDi01-25x36x3.0), D3 (Semrock, FF749-

























Figure 7: Schematic of experimental setup for fluorescence image with optical trapping. D1-D4, 
dichroic mirrors; T1-T3, telescopes; F1-F2, filters. 
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2.3 Two-Laser method 
  
In this scheme, two lasers are used29, 30: the first laser (1064 nm) to trap the particle, and the 
second laser (980nm) to track the position of the particle as shown in Fig. 8. Since the tracking 
laser should not affect the potential of the particle, the tracking laser power should be much 
lower than trapping laser power. The average power we used in the experiment is 10~ 20 Wm for 
trapping laser and 50 W  for tracking laser. The advantage of the two-laser method is that we 
can vary the center position of the trapping beam over a large distance with time. In the 
experiment, the position of the 1064 nm laser beam is controlled through LabView using the 1 st 
order beam among the beams passing through the AOD. The AOD and QPD should be placed 
in the back focal plane position of the objective lens and condense lens to maintain the stiffness 
of the harmonic potential k  when the center position of the trapping beam shifts with time. To 
measure the particle position very accurately, QPD needs a high magnification current to voltage 
amplifier because the intensity of the tracking laser is very low ( 50 W ). This system has an 
accuracy of 1nm in the speed of 0.2 sm . 
Figure 8: Schematic of the two-laser system for trapping experiment. Here, L1-L3, lens; HWP1-HWP2, 
half wave plates; F1-F2, filters; M1-M3, mirrors, DM; dichroic mirrors. 
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2.4 Experimental details 
Experiments were conducted in deionized water in the sample cell which has a channel height of about 
100 m by using the double-side tapes between two slide glasses. The concentration of the tracer 
particles of 2 m polystyrene is 61.0 10 −=   in volume fraction. The temperature is controlled at 
295 0.1K . To achieve a non-equilibrium steady state, the trap center ( )cx t  is randomly changed 
according to Eq. (2) by using the AOD [see Fig. 2]. In this experiment, 15.4 N mk p =  and 
1.1 sk k m =  , where the k is trap stiffness and k  is the characteristic relaxation time. In Section 
4.4.4, to measure the response function ( )R   in equilibrium condition, ( )cx t  is shifted to 100 nm at 
0t =  and the average particle trajectory in relaxation processes is measured in the thermal equilibrium 
condition. For ( )R   in the nonequilibrium steady condition, ( )cx t  is additionally shifted at 0t =  on 
top of the thermal condition. The ensemble-averaged trajectories showed that both equilibrium and 
nonequilibrium conditions have the same form of the response function with exponential relaxation 




2.5 Computer simulation 
To compare with the experimental result, we simulate the active force model using the 





III  Theoretical Development 
3.1 Poisson active force and OU noise 
The tracer particle is kicked by a series of active forces, each of which is generated randomly at the 
time it  with random amplitude id . Each kick shifts the center of the trap decaying exponentially with 
characteristic time c , which is schematically shown in Fig. 2. Then, the active force acting on the 
tracer particle at a certain time t  is the sum of active forces remaining until the time t , given as  
 ( ) ( ) ( )/e θ ( ),i ct tact i i c
i




= − =  (4) 
where θ( )it t−  is the step function, which equals to 1 for it t  and 0 otherwise. id  is a Gaussian 
random number with variance 2X  and it  is produced by the Poisson distribution with mean interval 
P . The resultant position ( )cx t  of the center of the harmonic potential is equal to the sum of the active 
forces divided by k , given in the above equation.   
Since the thermal fluctuation and the active force are uncorrelated, the particle position can be 
expressed as th actx x x + , where thx  is due to the thermal noise and actx  due to the active force, 
respectively. Therefore, Eq. (1) in the text can be expressed as a set of two stochastic differential 
equations that are completely independent of each other. 
 ,th th th act act actx kx x kx   = − + = − +   (5) 
Here, ( )th t  is a usual thermal noise with zero mean and time-correlation 
( ) ( ) ( )2th th Bt t k T t t    = −   and ( )act t  is an active force in Eq. (4). The time-correlation function 
of active forces (for detailed calculation see Section 5.2) is useful to investigate the stochastic properties 
of the system such as 2x , ( ) ( )x t x t  etc., where     denotes the ensemble average over thermal 
and active forces. We find for t t   
 
( ) ( ) ( ) ( )
( ) ( )
2 //2 2

























   (6) 
where we use 2 .δi j ijd d X=  Using the property of the Poisson distribution 
 2( )/ 2( )/
0
e e .i c c
t




− − − −
=    (7) 
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Using Eq. (7) for steady-state condition ( ct  ), the active force autocorrelation function in Eq. (6) 
takes the following form  













=  (8) 
The exponential correlation in this equation is similar to that for the OU noise. The PDF of the active 
forces has non-zero higher-order cumulants for all orders, unlike the OU noise. As 
c p   increases, the 
active noise becomes the OU noise, as shown in Fig. 5. 
We can prove rigorously that our model satisfies not only Poisson correlated noise but also OU 
noise. Integrating Eq. (3) from t  to t dt+ , ( )act t dt +   and ( )act t   are related as 
( )c dt h    = − + , in which h kd=  for random amplitude d  with probability pdt   and 0h=  
with probability 1 pdt − . Then, the Kolmogorov forward equation, which describes the probability of 
a certain state in stochastic process changes over time, for Eq. (3) is written up to the first order in dt  
as 
( ) ( )
( , ) ( , ) 1
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  (9) 
Here, we use the Taylor expansion up to the first order in dt  as 
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 
= − −  
  (10) 
and the integration is done over   . Then, Taylor expansion of ( )P kd −  in powers of d  and 
averaging over d  is 
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Here, the nC  represents 
nd , then 0nC =  when n  is an odd number, because d  is satisfied random 
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3.2 Power spectral density of the particle position 
The power spectral density of the particle position is calculated from Eq. (1) expressed as 
 ( ) ( ) ( ).th act
d




+ = + 
 
 (15) 
We can apply the Fourier transform ( ) ( ) ( )1 2 ei tx t x d  
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=   to Eq. (15). 
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  + = +    (17) 
From Eq. (17), the particle position function ( )x   is expressed as 
   ( ) ( ) ( )th acti k x     + = +  (18) 
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( ) ( )th act
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i k







Therefore, the power spectral density ( )xxS   of position can be obtained as follows. 
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 (21) 
Here, ( )2 2 [2 1 ]act c B p k c kT kX k     +  is the active temperature whose physical meaning will be 
explained in Section 4.1. Experimental data of the power spectral density with active force are shown 




3.3 Autocorrelation function 
The autocorrelation function of the particle position can be easily calculated from the power spectral 
density because it satisfies the Fourier relationship.   
 ( ) ( ) ( )( ) ( )21 10 F F ( )xxx t x x S − −= =  (22) 
Using Eq. (21), Eq. (22) is expressed as 
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 (23) 
Therefore, the autocorrelation of the particle position is expressed as 
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3.4 Mean square displacement 
The mean square displacement (MSD) of a particle under active force is expressed as  
 ( ) ( ) ( ) ( ) ( ) ( )
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The second term about thermal noise on the right in Eq. (27), can be solved as  
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       = −     . (28) 
Here, the time correlation function of the thermal noise ( ) ( ) ( )2 δth th Bt t k T t t     = − is used. Then, 












































































The third term of the right side in Eq. (27) ...act  can be solved as follows. 
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Here, the time correlation function of the active force ( ) ( ) e c
t t





  = is used from Eq. (6). 
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The integral area of the first term in Eq. (31) represents area 1 in Fig. 9. 
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Here, act B actD k T   is the active diffusion coefficient whose physical meaning will be explained in 






































































Here, actT  is act BD k  and the dispersion of position at the initial time 
2
0x  can’t use the equipartition 






  (38) 
In a steady-state condition, the dispersion of particle position ( )
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.   
Therefore, the dispersion of the particle position in the steady condition is 


























Therefore, the mean square displacement in the steady-state is expressed as 
 ( ) ( ) ( ) ( ) ( )
2 20 2 2 0 .x t x x t x t x −  = −   (41) 
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IV  Experiment result 
4.1 Enhanced mobility with the active force.  
The mean square displacement (MSD) of the particle position during the elapsed time t  can be 
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with active force in a thermal bath in steady-state. The derivation is given in Section 3.4. Here, 
( )
12 2 1 2act c c k B p kT kX k    
−
= +  is “active temperature” which quantifies how the active noise 
boosts the mobility of the tracer.31 Figure 10 (a) shows the active temperature for various c  and 
p  with fixed random kick amplitude X . When the elapsed time t  is much less than c  and k , 
MSD is proportional to time t  given as 2 thD t , because only thermal noise is dominant in this 
Figure 10: Active temperature  and Mean square displacement (MSD) of a tracer particle in an 
active bath. (a) Phase map of active temperature (simulation) for various  and  with fixed 
. (b) Mean square displacement (MSD) of tracer particle with the active force. Double 
logarithmic schematic representation of a tracer particle MSDs, for various conditions :  (blue), 
 (brown),  (navy), and  (pink). The gray hollow circle represents the MSD without the 
active noise. Here,   and  The hollow circles represent experimental 
results and the splines are predictions using Eq. (43). The cyan dotted line represents the slope of unity 
corresponding to the free diffusion. 
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regime. In the long time regime ( andk ct   ), the mean square displacement is saturated at 
( )2 ( ) 2 ( )B actx t k k T T =  + . Since act act BT D k= , the higher active temperature means the 
larger active diffusion coefficient that represents the degree of movement only by the active 
force. Since the active force is uncorrelated to the thermal noise,32 the diffusion of the particle 
due to the active force is independent of that due to the thermal noise.31 
Fig. 10 (b) shows the mean square displacement data at various active force conditions. The MSD 
data represented as gray hollow circles is for the thermal equilibrium condition without active forces. 
All colored hollow circles correspond to the experimental MSD data with fixed parameter values 
( )2,c X , but different average kick interval time p  in non-equilibrium steady-state. The experimental 
MSD data is well-agreed with the theoretical predictions in Eq. (43) as a function of 
p . When the 
average kick interval time 
p  is decreased while the kick duration time c  is fixed, the number of kicks 
per unit time increases, so the active temperature actT  increases. Also, as shown in Fig. 10 (b), the MSD 
value is saturated 22 ( )x t  at the long time limit. From this value, we can easily measure the active 
temperature actT .
33 The cyan dotted line represents the MSD slope when the particles diffuse freely. 
To understand the time-dependent properties of MSD in the presence of active force, we can 
simplify Eq. (43),  
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, and A B  always. From Eq. (44), the MSD 
shows interesting results depending on the ratio of c  and k . Fig. 11 (a) shows the MSD for the case 
of c k  . In the limit of kt  , MSD becomes a single exponentially increasing function of 
/2 ( ) e k
t
x t A B A
−
   = − − . In this case, the motion of tracer particle in the short time ( ct  ) is 
determined by thermal noise and active noise, but in the long time ( kt  ) the motion is is determined 
by optical trapping time k .  Fig. 11 (b) shows the MSD for the case of k c  . In the limit of ct  , 
MSD becomes 
/2 ( ) e c
t
x t A B B
−
   = − + . In the short time ( kt  ), the tracer particle is only affected 
by thermal noise and harmonic potential such as without an active noise environment. In the long time 
ct   regime, the tracer is primarily affected by the active force and thermal force. Therefore, the MSD 














Figure 11: Mean square displacement for two extreme ratio of  and   from Eq. (44). (a) In the case 
of , the MSD shows an exponentially saturating form. Here, the conditions are , 
, , and . (b) In the case of , the MSD shows a double exponential 
form. Here, conditions are , , , and .
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4.2 (Non-) Gaussian diffusion with the active force.   
Figure 12 shows the probability density functions ( )P x  of the tracer particle position in steady-
state for various 
p  with fixed c  and X . As we mentioned in Chapter Ⅰ, In case of  1c p  , 
( )P x  shows a Gaussian distribution. However, ( )P x  shows a non-Gaussian for 1c p   . In the 
latter case, ( )P x  has an exponential behaviour at tails but a Gaussian behaviour near the center. 
In order to quantify the degree of non-Gaussianity34, we measure the non-Gaussian parameter 
4 2 2
2 [ 5 ] 3/5x x      −  which is related to kurtosis. The closer the non-Gaussian parameter 
to 0, the closer the ( )P x  to the Gaussian distribution. In case of  1c p  , ( )P x  follows always 
Gaussian behavior ( 2 0  ) as shown in the inset of Fig. 12 (b). And, for 0 1c p   , ( )P x  
shows non-Gaussian behavior ( 2 0  ). But, in the limit 0c p   , ( )P x  becomes Gaussian 
( 2 0  ) again, because the number of active force events at a given time is remarkably small. 
This result agrees with real bio-active experiments in which the PDF shows non-Gaussian 
distribution when the concentration of active particles in the surrounding medium is low, 
corresponding to 1c p   .
7 Detailed comparison is in Section 4.3.  
Figure 12: Probability distribution function (PDF) of tracer under active force. (a) PDFs are plotted for 
: 1ms (Purple), 4 ms (pink), and 20 ms (brown) for  and . (b) PDFs are plotted 
for : 2ms (gray), 6ms (orange), and 10ms (navy) for  and . The solid splines are 
Gaussian fits. The inset plots the non-Gaussian parameter  against . The hollow circles are 
from experiments and the splines are simulation data. Here,  (violet),  (orange), 
 (black) and  (violet, black),  (orange).
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To explain these observations, we analyze the motion of the particle by separating them into two 
independent parts. One is the motion th actx x x −  caused by the thermal noise and the other is the 
motion actx  caused by the active force. Therefore, ( )P x  can be shown as the convolution of ( )thP x  and 
( )actP x  as ( ) ( ) ( )th act actP x P x P x dx=  .
35 Here, the ( )thP x  by thermal noise in the harmonic potential 
is as follows: 
2 2
( ) 2 e th B
kx k T
th BP x k k T
−
= . In order for ( )P x  to show a non-Gaussian property, 
( )actP x  must have a non-Gaussian distribution ( 1c p   ). However, if the tails of ( )actP x  do not 
surpass roughly 4  (4 standard deviations) of ( )thP x , ( )P x  at a glance it still looks like having a 
Gaussian distribution as shown in Fig.14 (b).  It is caused by the equilibration process of the particle 
position, located inside the harmonic potential that wipes out the non-Gaussian effect of the active noise. 
Interestingly, under this conditions, even though ( )P x  shows a Gaussian distribution, the van Hove 
self-correlation function ( , )sG x t  , which is the PDF of the particle displacement x  during t , 
shows a non-Gaussian distribution at a shorter time regime in Fig.13. In this figure, for small t , 
2 0  . This is due to the free diffusion as shown in Fig. 10 (b). For large t , 2 0  . This is result of 
the central limit theorem. Currently, the non-Gaussian tail is explained by theory considering the 
hydrodynamic interactions between the tracer particle and the active particles. Additionally, the active 
Figure 13: The non-Gaussian parameter value of van Hove self-correlation function  vs.  
 is obtained by computer simulation for , , and . In the same 




force is arriving at random intervals, determined by Poisson distribution.36 The approach taken here 
complements that rigorous but complex analysis. 
Since the system is in thermal equilibrium always, the PDF of thx  remains Boltzmann every time, 
and hence that of ( )actx x t−  for a given ( )actx t  such that 















This conditional PDF of x  for ( )actx t  is Gaussian, while the PDF averaged over ( )actx t  becomes non-
Gaussian in general. From Eq. (5), we have  
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where actT  is the active temperature which quantifies the tracer activity owing to the presence of the 
active force. Then, we find the variance of th actx x x= +  as 
 





= + =  (48)
                                            
The full statistics requires the information of all the moments of higher orders due to a non-
Gaussian property of ,actx  which is practically impossible. Fig. 14 shows the PDFs of .,  ,  and act thx x x  
For large 
c p  , ( )actP x  and ( )P x  are close to Gaussian distributions because a large number of kicks 
during the correlation time c  causes Gaussian due to the central limit theorem. This was discussed 
analytically in Section 3.1. When 1c p   , ( )P x shows non-Gaussian with large side-tails. But 
according to the inset of Fig. 12.2 (b), the non-Gaussian parameter 2 0   in this regime. This is due to 
the very small values of ( )P x  (order of 3 510 10− − ) at the side-tails whose contribution to 2  is 






We mentioned ( )P x  is always Gaussian-like near the center position where /Bx k T k  even 
under high active temperature. This property can be explained from Eq. (45) as 
 ( )
22















  (49) 
 After using the Taylor expansion inside the integration term, 
Figure 14: PDFs of particle position. PDFs of  (black), (orange), and (blue) from Eq. (1) and 
Eq. (S2) by using computer simulation. The red solid curves are Gaussian fittings to . (a) and (b) 
show the PDFs when  is Gaussian-like. (c) and (d) show the PDFs when  is non-Gaussian. 
The conditions are (a) ,  and , (b) ,  and 
, (c) ,  and , and (d) ,  and  
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If we see the position near the center, which satisfies the condition Bkx k T , we can ignore the 
high order ( )Bkx k T  terms.  Therefore, Eq. (50) becomes  
 

































4.3 Real bio-active vs. active force model 
There are many studies related to the dynamic of real experimental bio-active matter or 
environment.37-41 In order to test our model with the real experimental bio-active matter, we 
chose the experimental work by J. Gollub et. al. They studied the enhanced diffusion of tracer 
particles in a quasi-two-dimensional bath of swimming Chlamydomonas (algal cell) using the 
video-imaging analysis. They measured the mean square displacement and van Hove self-
correlation function of tracer particles as function of volume fraction of  cell  .3 The cell 
concentration was controlled by 3D volume fraction   from the low concentration of 0.3% =  
to the high concentration of 7% . Figure 18 (a) shows that the van Hove self-correlation function 
( , )sG x t   switches from non-Gaussian to Gaussian distribution depending on the volume 
fraction.  
Since there is no harmonic potential in this experiment ( 0k = ), to apply our model to this 
experiment, Eq. (1) needs to be modified as ( ) ( )th actx t t  = + . The position of the tracer particle is 
simply expressed as  





th actx t dt t t 

   =  +    (52) 
and the MSD of the tracer particles 2 ( )x t  is 
 2
2 20 0 0 0
1 1
( ) ( ) ( ) ( ) ( ) .
t t t t
th th act actx t dt dt t t dt dt t t   
 
        = +     (53) 
Using ( ) ( ) 2 δ( )th th Bt t k T t t     = − , ( ) ( ) e
c
t t
















= =  Here, the 
RMSf  is defined as root-mean-square (RMS) random active kick force. (In harmonic potential, the active 
force satisfies this relationship by putting RMSf kX= ) Then, we can simplify Eq. (53) as 
 ( )2 2 0
2
( ) 2 e e 1 .c c
t
t tcB Ck Tx t t dt
 
 
 − = + −  (54) 
Finally, the MSD of the tracer particles in an active bath is expressed as 
 ( )2 ( ) 2 2 1 ,ctth act cx t D t D t e  −  = + − −   (55) 
Here th BD k T =  is the thermal diffusion coefficient and ( )2 2 22act RMS c pD f   =  is the active 
diffusion coefficient. Figure 15 shows the MSD function by using Eq. (20). In two extreme time scales, 
a short time ct   and long time regime ct  , the tracer particle behavior shows the free Brownian 
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motion, because of 2 ( )x t t  . In a short time case, there is not enough time for the tracer particle to 
feel the active force. According to the central limit theorem, the tracer behavior shows Brownian motion 
in a long time regime. However, when the time scale is near the kick duration time ct  , the MSD 
shows superdiffusion as 2 ( )x t t   with 1  , because the active force boosts the mobility of the 
tracer in this time scale. The violet dotted line represents free diffusion, showing the unity slope. 
By fitting Eq. (55) to the experimental MSD data obtained by J. Gollub as shown in Fig. 16, we 
estimated the kick duration 0.3sc =  and actD  for different cell volume fraction  . We conduct a 
computer simulation based on our model with the fitted parameters of 300c ms =  and actD  as shown 
in Fig. 16. We find that the ( , )sG x t   (splines) from the simulation is well-agreed with the data 
Figure 15: The MSD drawn by using Eq. (55). Here, the condition used is , , 
and . It shows superdiffusion motion only near . The violet dotted line represents free 
diffusion, showing the unity slope. 
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measured by J. Gollub (colored hollow circles) when the random kicking force 0.4 pNRMSf = and the 
average kick interval time satisfies the relation 3 2
p
− .  
 
 To understand this relation 3 2p
− , we assume a situation where the cells are swimming in 










 = =  (56) 
in Fig. 17. Here, the N  is the number of active cells, cV  is the average volume of the cell, and cr  is the 
average radius of the cell. In the experiment, all the cells are sedimented at the bottom. Therefore, the 
experiment was done in 2D geometry. According to our model, we assume that the concentration of 
active particles is inversely proportional to the average kick interval time 
p . Since the total number of 
Figure 16: Mean square displacement (MSD) of  polystyrene beads in an active bath and fitting 
curves. All colored hollow squares represent the experimental work by J. Gollub et. al. Here, the cell 
volume fraction (orange), (gray), (green), (blue) and (red). 
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the cells is a fixed value N , the 2D concentration  has a relation with the 3D volume fraction  . The 







 = =  (57) 
 
From Eq. (56) and Eq. (57), 
3 2  . Since the average time interval between kicks 
p  is related 
with the concentration of the cell, the 
p  is expressed as 
1 3 2
p 
− − . 
In the experiment, the van Hove self-correlation function ( , )sG x t   shows Gaussian-like for high 
cell concentration and non-Gaussian for low cell concentration. We find that when there are many 
collision events between the active cells and the tracer particles due to the high cell concentration, 
( , )sG x t   becomes Gaussian distribution, corresponding to 1c p  . On the other hand, when the 
collisions are rare, 1c p   , ( , )sG x t   becomes non-Gaussian behavior. In the experiment, 
3/2
effD  . If we assume that the diffusion is dominated by the active particle, .eff th act actD D D D= +   






eff act pD D 
− . This explains the simulation using our 
model agrees well with the experimental data as shown in Fig.18 (a). Figure 18 (b) shows that the 
effective diffusion coefficient 
3 2
effD   in the experiment and 
1 3/2
act pD 
−  . 
Figure 17: N number of swimming active cells in the 3D box of length . Here, the green circles 
represent each cell. 
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In the experiment the average speed of the cell movement is 0 100 m sv  . In order to understand 
that the random kicking force 400 NRMSf n= , we assumed that the instantaneous speed of the tracer 
particle is the average speed of the cell when the cell is interacting with the tracer particle. In this case, 
the average drag force which the tracer particle feels is the Stokes force satisfying  
0 06 0.4 Nv a v p  =  . Here, a  is the diameter of tracer ( 1 m ) and   is the viscosity of the 
surrounding medium. This average drag force is the same as the fitted 400 NRMSf n= . 
The above comparison between the real bio-active matter system and the active force model 
suggests that although our active force model does not include mechanics of the active bath in details. 
These mechanics include hydrodynamics – e.g. interactions between the tracer and active particles36 
and among the active particles, it can explain very well the enhanced diffusion and (non-) Gaussian 


































Figure 18: Simulation data of active noise model vs. the experimental data of the  polystyrene 
beads (tracer) suspended in the active bath (algal cell). (a) The van Hove self-correlation function a 
given time ( ) at various cell volume fractions: (orange), (gray), (green), 
(blue) and (red). The hollow circles represent the experimental data and the splines 
represents simulation results. Here, (red), (blue), (green) and 
(gray) at fixed  and . (b) The normalized diffusion enhancement, defined as 
effective diffusion coefficient  divided by thermal diffusion coefficient . It is plot as a function 
of experimental volume fractions  (bottom axis), and simulated kick intervals  (top axis). The 




4.4 Heat dissipation in an active bath. 
4.4.1 Violation of Fluctuation-dissipation theorem in active bath 
We study the energy (heat) dissipation in an active bath using our active force model. In this model, 
energy is continuously supplied to the tracer particles by the kick of the active particles in the active 
bath and the tracer particle dissipates the same amount of energy into the thermal bath in steady-state.42 
In this situation, the energy balance can be obtained by multiplying x  to to Eq. (1). 
 ( ), ( ) ( ) ( )th extxx V x t x t x t x   =− + +  (58) 
Here, ext  is the external force, V  is the potential of particle, and ( )t  is the parameter that controls 
the potential in time. Considering the chain rule of derivative in Eq. (58) as 
( ), ( )
V







  ( ) ( )ext th
dE V
t x x t x
dt
   


= + − −

 (59) 
Here, E  represents the system energy and is equal to V  in the overdamped case. According to the first 
law of thermodynamics, the energy rate of the tracer particle is dE dt W Q= − . Here, the work rate of 
the tracer particle can be from two sources: one from the change of potential during the infinitesimal 
time dt  and the other from the external force as  ( )ext
V





. The heat dissipation rate is a 
kind of work done by the tracer particle on the thermal environment upon the change of the position 
( )dx t during the infinitesimal time dt  as  ( )thQ x t x = − . When the system is in an equilibrium state 
(the potential does not change in time and there is no external force), 0dE dt W Q= = =  is 
satisfied. Therefore, the Fluctuation-Dissipation Theorem (FDT) is valid in the equilibrium condition 
as ( ) 2 ( )BC t k TR t= . Here, ( )C t  is the velocity auto-correlation function and ( )R t  is the response 
function of the system. 
However, FDT is not working in non-equilibrium conditions. Even though the energy of the system 
does not change in time in a non-equilibrium steady state, there is work that the tracer particle receives. 




= and 0W Q=   (60) 
Quantifying the heat dissipation and the work produced by the real bio-active particles is very important, 
but very difficult to do in the experiment. Especially in the overdamped system, we can not measure 
the particle velocity ( )x t  with time in Eq. (59).   
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Harada and Sasa45 showed how to quantify the heat dissipation rate in the non-equilibrium 
conditions, known as the Fluctuation-Response Relation (FRR) which can be derived from Eq. (59).  











= +  −   
 
  (61) 
Here, sv  is the steady velocity of the system, ( )C   is the velocity auto-correlation function, and ( )R   




4.4.2 Power spectral density of position 
Figure 19 shows the power spectral density of position in the experiment with various conditions. 




Figure 19: Power spectral density (PSD) of the particle position for various conditions; :  (pink), 
 (navy),  (cyan),  (purple), and  (brown). Gray solid spline corresponds to PSD 
without the active force. Here, , , and . The inset is the magnified data 




4.4.3 Velocity autocorrelation function ( )C   
The velocity autocorrelation function is simply calculated from the power spectral density 
function in the overdamped case as,  
 





C v v x x
S





Here, ( )v   is the velocity in the frequency   domain. Then, we can calculate the velocity 





















    
= +  +     






4.4.4 Response function of the system ( )R   
To obtain the response function ( )R  , an infinitesimal perturbation ( )pf t  is applied to the system. In 
this case, the Langevin equation is written by 
 ( ) ( ) ( ) ( ) ( ).
p
th actx t kx t t t f t  = − + + +  (64) 
The general solution of Eq. (64) is ( )( )/1
0
( ) e ( ) ( ) ( )k
t
t t p
th actx t dt t t f t
  















v t f t dt f t

 
− −  = − 
 
  and the response function δ ( ) δ ( )
pv t f t  is given as 
 
( )/1 1
( , ) δ( ) e θ( ) .k
t t
k
t t t t t t

 
− −   = − − − 
 
 (65) 
Note that the response function is independent of the active force as well as the thermal force. Figure 
20 (a) shows the active force and the perturbation force at the time 0t t= . Fig. 20 (b) shows that the 
presence of the active noise ( )act t  on the system does not change the response time k . In this 
experiment the response time is 1.1 sk m = . In frequency space  , the system response function ( )R   


































Figure 20: Measurement of the response function. (a) The center of the trap is instantly shifted with 
distance  at . During this process, the system feels both the thermal and active fluctuations. (b) 
The trajectories of the tracer particle are averaged over 500 different measurements at the same 
condition. Different colors refer to different condition of active force. 
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4.4.5 Quantifying the heat dissipation rate 










=   (67) 
Here, ( ) ( ) ( )2 BD C k TR   =  −   . Figure 21 shows that the velocity autocorrelation function 
( )C  (black solid line) and the response function ( )2 Bk TR 
46 (purple dotted line) for various 
conditions. Fig. 21 (a) shows the data in an equilibrium condition. In this case the ( )C   and 
( )2 Bk TR   are the same, so FDT is valid. However, when the system is in non-equilibrium due to the 
presence of the active force, FDT is violated. Fig. 21 (b) shows that ( )C   becomes deviated from 
( )2 Bk TR   more as the active force increases. The response function does not change as long as the 
active force does not affect the intrinsic properties of the system.47 Here, ( )D   represents the 
frequency   dependent degree of violation of FDT, that is incidental to the heat dissipation rate. To 





















    =  +             + +   
    
 (68) 


























    =  +             + +   




Fig. 22 shows the average heat dissipation rate in various conditions. Here, the heat dissipation rate is 









Figure 21: Measurement of the velocity autocorrelation and the response function of the tracer particle. 
(a) In an equilibrium condition, FDT is valid. Here, the experiment is carried out in the absence of 
active force. (b) In the non-equilibrium steady state, FDT is violated. Here, =  (blue),  













Figure 22: The total heat dissipation rate vs. 
c p  . Here, red (blue) color corresponds to 








4.4.6 Quantifying the work production rate 
The work production rate W  can be defined in three different ways from Eq. (1) and (59). The 
first and second are to treat the random active force coming from the potential V  without the 
external force ( )ext t . The first one is from the viewpoint of the moving potential with center at 
















k x t x
dt t
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= − − 
   
 
= − − − − 
 
 (70) 






V t x t k= −  and the work rate W  is equal to ( )( ) ( ).act actx t k t − −  The second one 
is from the viewpoint that the particle feels both the fixed harmonic potential 
2 2kx  and the active 
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x t x t x
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= − − − 
  
= − − −
 (71) 
Here, ( ) 2 2 ( )actV t kx x t= −  and the work rate is expressed as ( ).actW x t= −  The third one is to treat 
the random active force as the external time-dependent force and the system feels only the time-
independent harmonic potential. In this case, the Eq. (59) be expressed as  
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x t x t x
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2 2V kx=  and the work rate is expressed as ( ) .actW t x=  In all three cases, the heat dissipation 
rate Q  has the same expression ( )( )thx t x − .  
In the steady-state limit, all definitions of work rate lead to the same value as  
 .B act cW k T Q= =  (73) 
The work rate would have different value for each approach during the transient period. It can 




4.4.7 Maximum heat dissipation rate frequency 
( )D   is the spectral heat dissipation rate for a given frequency  . Therefore, we can find the frequency 
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=  (77) 
The time scale corresponding to this frequency is the geometric mean of k  and c . During the 
equilibration time k , the system relaxes dissipating energy. And during the kick duration time c , the 
external energy is supplied. Therefore, it is not surprising that the time scale characterizing the 
maximum heat dissipation is the geometric mean of k  and c . Figure 23 shows the spectral heat 
dissipation rate ( )D   from the experiment and the analytical prediction. They agree well with each 











Figure 23: Semi-log graph of the spectral heat dissipation rate ( ) ( )( ) 2 BD C k TR  = − vs. frequency 
  for various conditions. The dotted line represents the maximum heat dissipation rate frequency. (a)  
Here 
p =1 sm  (blue), 2 sm  (brown), 4 sm  (navy), and 12 sm  (pink). The black solid line represents 
when there is no active force with fixed parameters 37 nmX = , 4 msc =  and 1.1 msk = . (b) c : 
10 sm  (pink), 6 sm  (gray), and 2 sm  (purple) with fixed parameters 70 nmX = , 10 msp =  and 
1.1 msk =  
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V  Appendix 
5.1 Simulation code (Matlab) 
%% parameters initialization 
clc, clear, close all; 
ns = 2500000;      % The number of sample 
r = 1*10^-6 ;       % radius of the tracer particle [m] 
kxx = 15.4;        % stiffness of real trap [pN/um] 
xc = 70;           % strength length : 1st controlling parameter [nm] 
tp = 3000;         % Possion interval time   : 2nd controlling parameter [nm] 
tc = 600;          % active force duration :     3rd controlling parameter  
sr2 = 2;           %Sampling rate    [realSR/sr2] [Hz] 
nofs = 1000000;    % Number of data 
kb = 1.38 * 10^-23;  % boltzman constant [J/K] 
T = 297;           % Temperature [K]  
eta = 0.93*10^-3;    % viscosity of water [N*s/m^2] 
 
xxc = xc*10^-9 ;         % [m] change the unit 
realSR = 20000;         % simulation physical time rate of simulation [Hz] 
SR = 5000;             % observation time sampling rate [Hz]  
 
kx = kxx * 10^-6; % [N/m] 
deltaT = 1/SR; 
realdeltaT = 1/realSR; 
gamma = 6*pi*eta*r;               %  
D = kb*T/gamma;                 % Diffusiion coefficient  [m^2/s] 
te = 1; 
kk = 1; 
nxc = zeros(ns,1); 
noise = poissrnd(tp,1,1); 
poissionset(kk) = noise; 
Normali = sqrt(2*D*realdeltaT);     % normalization factor  
nx(1,1) = 0;                      % initial position of particle 
ndeltaTx = kx*realdeltaT/gamma; 
fx = zeros(ns,1); 
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fx(1,1) = sqrt(1)*randn(1); 
 
% generate the random Poisson interval time 
for j = 2:ns 
    if te == noise && noise ~=0 
        nxc(j)=1; 
        noise = poissrnd(tp,1,1); 
        kk = kk+1; 
        poissionset(kk) = noise; 
        te = 0; 
    elseif noise == 0 
        nxc(j)=1; 
        noise = poissrnd(tp,1,1); 
        kk = kk+1; 
        poissionset(kk) = noise; 
    else 
        nxc(j) = 0; 
        te = te+1; 
    end 
end 
  
nxcv = 0; 
aa = 1;  
for j = 2:ns 
   if nxc(j) == 1; 
       nxc(j) = nxc(j-1)*(exp(-1/tc))+sqrt(1)*randn(1)*xxc/Normali; 
       nxcv = nxc(j); 
       aa = 1; 
   elseif nxc(j) == 0; 
       nxc(j) = nxcv*(exp(-1*aa/tc)); 
       aa = aa+1; 
   end 
end 
h = 1; 
nxx = zeros(nofs,1); 
nxx(1) = nx(1); 
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nxcs = zeros(nofs,1); 
 
%% Run Langevin simulation 
for j = 2:30000000 
    nxcv = nxc(j); 
    fx(j,1) = sqrt(1)*randn(1);            % Generate the random Gaussian (thermal noise) 
  
    nx(j,1) = nx(j-1,1)*(1-ndeltaTy)+fx(j,1)+nxcv*ndeltaTx;  % normalized Langevin equation. 
    if rem(j,sr2) == 0        
        nxcs(h+1) = nxcv; 
        nxx(h+1) = nx(j,1); 
        h = h+1; 
    end 
    if h >= nofs 
        break; 
    end 
end 
 
%% simulation result  
nor_x = nxx*Normali*10^9;        % tracer position data        ( )x t   [nm] 





5.2 The time-correlation function of active forces  
The active force autocorrelation function using Eq. (4) can be expressed as  
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The second term  on the right in Eq. (78) is zero, because of 2 .δi j ijd d X=  Then, Eq. (78) can be 
solved as 
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In the steady-state condition ( ct  ), the active force autocorrelation function in Eq. (79) takes the 












































































Here, n  is the number of kick event during time t . Because of the Poisson property about the average 








5.3 Work rate 
5.3.1 Work rate (1) 
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= − − 
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 
= − + − 
 
 (81) 
Here, we used the property .th actx x x= +  By taking the ensemble average, we have 
 ( )
1
( ) ( ) ( ) ,act act act actW x t t t t
k
  = − +  (82) 
Because the particle motion owing to the thermal noise is not correlated to the particle motion due to 
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5.3.2 Work rate (2) 





















By taking the ensemble average and using Eq. (84), we have 
 
















5.3.3 Work rate (3) 
The work rate is calculated by using Eq. (72) as follows.  
 ( ) ( )actW t x t=  (89) 
By taking the ensemble average, we have the average work rate becomes as follows. 
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 (90) 
The terms in the second round bracket in the right side about active position ( actx …) in Eq. (90) is 
solved as 
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Then, using the time correlation of active force in Eq. (6), Eq. (92) becomes simplified as  
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VI  Conclusions  
In summary, we studied the non-equilibrium stochastic thermodynamic view of the active matter system. 
Since the active matter system is in a non-equilibrium state, it is not easy to study the system by the 
experimental method. To overcome this, we made a simple active force model, tested it experimentally 
with optical trapping technology, and conducted computer simulations based on the equation of motion 
in Eq. (1). Our model is determined by three parameters: the average time interval between kicks 
p  
which is related to the concentration of active particle, the kick duration c  which is related to 
characteristic time of active particle, and the kick strength X  which is related to the random kicking 
intensity. This active force model covers not only the Poisson colored noise but also the well-known 
Ornstein-Uhlenbeck noise. 
In the experiment, a tracer particle is surrounded by the environment created by both the thermal 
and active baths. The presence of the active bath enhances the diffusion of the tracer particle. Besides, 
the probability density distribution of the particle position no longer Gaussian-like, except when the 
average time interval between kicks is much shorter than the kick duration time. To test the model in 
the real bio-active systems, we conducted a computer simulation with our model and compared it with 
one previously published experiment. The results from the computer simulation agree very well with 
the experimental results. We also studied the energy balance of the system in the non-equilibrium 
condition. Since it is difficult to measure the amount of energy flow directly, the heat dissipation rate 
was measured using the fluctuation-dissipation theorem and the fluctuation-response relation. We found 
that the heat dissipation rate in the experiment is proportional to the active temperature (activity) of the 
tracer particles and inversely proportional to the correlation time of the active particle in steady-state. 
Experimentally measured heat dissipation rate agrees with the work rate in the steady-state which we 
derived analytically. The maximum heat dissipation rate is found to be at the certain frequency, that 
depends on parameters. The time scale corresponding to this frequency is coupled to the equilibration 
time k  and the kick duration time c . This is not surprising because the system relaxes dissipating 
energy during k  and the external energy is supplied during c .  
The study performed in our work can be applied as a stochastic dynamic simulator. It can be applied 
for Brownian objects in different types of active baths in both cases of the computer simulations and 
experimental measurements. It does not require mechanistic understanding. It owes the comprehensive 
framework of rapid and simple prototyping protocol. However, the systems that work exhibit non-
Gaussian behavior at equilibrium, has not been considered here. Different models are proposed in the 
literature to describe such behavior - "strange kinetics",48 "diffusing diffusivity",49 continuous-time 
random walks,50 phenomenologies,5, 51 and much more. In common, those situations share complexity 
not addressed here. First, these environments do not consist of simple harmonic potential as we posit 
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here. Second, even at the equilibrium, the noise is not necessarily Gaussian. While these features could, 
in principle, be addressed using the active model introduced here, to do so goes beyond the scope of the 
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