Appli ca ti on of Posteriori Probability SVM in Enterprise Credit Assessment Model by 李翀 & 夏鹏
© 1994-2009 China Academic Journal Electronic Publishing House. All rights reserved.    http://www.cnki.net
收稿日期 : 2007 - 05 - 30　修回日期 : 2007 - 06 - 08
　　第 25卷 　第 5期 计 　算 　机 　仿 　真 2008年 5月 　　
文章编号 : 1006 - 9348 (2008) 03 - 0256 - 03
后验概率支持向量机在企业信用评级中的应用
李 翀 1 ,夏鹏 2
(1. 厦门大学信息科学学院 ,福建 厦门 361005; 2. 浙江师范大学信息工程学院 ,浙江 金华 321004)




关键词 :关键词 : 支持向量机 ;后验概率 ;贝叶斯 ;非确定性问题 ; 企业信用评级
中图分类号 : TP391; F830　　文献标识码 : B
Applica tion of Poster ior i Probab ility
SVM in En terpr ise Cred it A ssessm en t M odel
L I Chong1 , X IA Peng2
(1. Department of Automation, Xiamen University, Xiamen Fujian 361005, China;
2. Information Engineering Institute Zhejiang Normal University J inhua Zhejiang 321004, China)
ABSTRACT: The classified information of the training samp le is always certain in the classification p roblem of sup2
port vector machine. The indicator function obtained always gives a certain classification information to the new sam2
p le . But it is not app rop riate to some uncertain p roblem s. This paper obtains the SVM based on posteriori p robability
by utilizing the Bayes rule to combine posteriori p robability with SVM. An experiential manner is p roposed to estimate
the posteriori p robability of the training data.
















分布复杂 ,对评估模型形成很强的噪声干扰 [ 1 ]。
SVM 寻找最优超平面 ,统计学习理论保证其可以具有良
好的泛化性能 [ 2 ] AC框架下得到期望风险的最小化 ,是一种
强有力的学习方法。给定训练样本集 :
( x1 , y1 ) , ( x2 , y2 ) , ⋯, ( xl yl )
xi ∈ R
n
, yi ∈ { - 1, 1} (1)
其中 ,为训练样本数服从独立同分布。然而在实际应用
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2　后验概率分类问题的表示
本文用后验概率对样本加权 ,使样本的类别标签不再是
+ 1或 - 1 ,可以将其称为非确定性分类问题。则二分类问题
(1) 可以表示为 :
( x1 , p (ωi | x1 ) ) , ( x2 , p (ωi | x2 ) ) , ⋯, ( xl , p (ωi | xl ) )
xi ∈ R
n
, p (ωi | x1 ) ∈ [ 0, 1 ] (2)
其中 l为训练样本数目 ,样本服从独立同分布。ωi表示某
一类 , p (ωi | xi ) 表示给定 xi的条件下属于ωi类的概率。令 yi
= 2p (ωi | xi ) - 1, ,则式 (2) 可表示为 :
( x1 , y1 ) , ( x2 , y2 ) , ⋯, ( xl , yl ) 　　xi ∈ R
n
, yi ∈ { - 1, 1}
(3)
可以看出 yi与 p (ωi | xi ) 在表示样本后验概率的意义上
等价 ,而且 (1) 式可以看作 (3) 式的一个特例。现假定假设空
间是线性函数集 ,则若存在一组 (w, b) , w ∈Rn , b ∈R,使得 :
w xi + b > 0,若 yi > 0
w xi + b > 0,若 yi < 0




考虑式 (3) ,因为训练集中的样本数目是有限的 ,所以必











立。SVM寻找一个最优超平面分隔式 (3) 分类问题 ,寻找最
优超平面的过程既是寻找最大间隔的过程 , 令 ρ(w, b) =
m in
1≤i≤l
[ yi (w xi + b) ],则ρ(w, b) 为分类超平面 w x + b = 0的间
隔 ,再令 ‖w‖ = 1,使ρ = max
‖w‖ =1
(ρ(w, b) ) ,则ρ为分类超平










s. t. yi (w xi + b) ≥ 1 (4)













αi yi =αi ≥ 0, 1 ≤ i ≤ l (5)
则我们可得到最优超平面所对应的 w0 = ∑
l
i =1
α0i yi xi ,α
o
i ,
为对偶问题 (5) 的解。b0 可由支持向量满足的等式 yi (w0 xi +
b0 ) = 1得出。故优化超平面为 : ∑
l
i =1
α0i yi ( xi + x) + b0 = 0
3. 2　对线性不可分情况









s. t. yi (w xi + b) ≥ 1 - ξi ,ξ≥ 0, 1 ≤ i ≤ l (6)


















α0i yi xi ,α
0




α0i yi ( xi , x) + b0 = 0
3. 3　对非线性支持向量机的推广
采用核函数 K ( xi , yj ) 表示高维空间中的内积 ,则优化问








s. t. yi ( ∑
l
j =1



























对样本点的类概率估计可采用硬临域的方法 [3, 4 ] :做超
球 S ( xi , R ) = { x | ‖x - xi‖ ≤ R } , R 为某个常数且 R ≤
max
i, j
‖x - xi‖,设 l
j
i为落入 xi的超球内且属于类ωj ( j = 1, 2)
的样本数 , li为落入 xi 的超球内的样本总数 ,则类条件概率
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p = (ωj | xi )










户资料 ,其中有 1147家轻工业企业的财务数据 ,每条数据包
含定量财务指标及银行给定的信用等级 (其中信用等级为
AAA的企业 575家 , AA的企业 471家 , A及 A以下的企业 97





编号 指标名称 编号 指标名称 编号 指标名称
1 资产负债率 9 净资产收益率 17 速动比率









































征选择 , 提出 (1, 2, 3, 4, 5, 6, 8, 10, 12, 13, 18, 19, 23) 12个特
征进行实验 [6 ]。将全体数据分成两部分 :随机抽取 75% 的数
据作为训练数据 ,剩余的 25% 数据作为测试数据。数据经过
预处理后 ,利用第 4节中提到的硬临域方法估算出样本后验
概率。在求样本类条件概率的时候所作超球直径 diameter取
0. 5,求出样本后验概率 p (ωi | x1 ) ,使 yi = 2p (ωi | x1 ) - 1。再
采用第 3节提到的非线性可分的基于后验概支持向量机进
行训练与测试 ,在具体实验中采用的是径向基核函数。对数
据集采用交叉验证 3次得到的最优参数为 : ( g = 0. 13, C =
10)。最终测试分类的正确率为 78. 5%。
另外 ,标准 SVM对参数 C非常敏感 ,选择不同的 C, SVM
分类器的差别非常大 ,而后验概率支持向量机就避免了这一
点。C在很大一个范围内变化对后验概率支持向量机的影响
比较小 ,当 C取 0. 1和取 10时候的结果差别不大。这也是后
验概率支持向量机的优点之一。
在对比试验中 ,用标准支持向量机进行训练与测试 ,经
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