In this paper we consider closed loop two-echelon repairable item systems with repair facilities both at a number of local service centers (called bases) and at a central location (the depot). The goal of the system is to maintain a number of production facilities (one at each base) in optimal operational condition. Each production facility consists of a number of identical machines which may fail incidentally. Each repair facility may be considered to be a multi-server station, while any transport from the depot to the bases is modeled as an ample server. At all bases as well as at the depot, ready-for-use spare parts (machines) are kept in stock. Once a machine in the production cell of a certain base fails, it is replaced by a ready-for-use machine from that base's stock, if available. The failed machine is either repaired at the base or repaired at the central repair facility. In the case of local repair, the machine is added to the local spare parts stock as a ready-for-use machine after repair. If a repair at the depot is needed, the base orders a machine from the central spare parts stock to replenish its local stock, while the failed machine is added to the central stock after repair. Orders are satisfied on a first-come-first-served basis while any requirement that cannot be satisfied immediately either at the bases or at the depot is backlogged. In case of a backlog at a certain base, that base's production cell performs worse. To determine the steady state probabilities of the system, we develop a slightly aggregated system model and propose a special near-product-form solution that provides excellent approximations of relevant performance measures. The depot repair shop is modeled as a server with statedependent service rates, of which the parameters follow from an application of Norton's theorem for Closed Queuing Networks. A special adaptation to a general Multi-Class MDA algorithm is proposed, on which the approximations are based. All relevant performance measures can be calculated with errors which are generally less than one percent, when compared to simulation results.
Introduction
Repairable inventory theory involves designing inventory systems for items which are repaired and returned to use rather than discarded. The items are less expensive to repair than to replace. Such items can for example be found in the military, aviation, copying machines, transportation equipment and electronics. The repairable inventory problem is typically concerned with the optimal stocking of parts at bases and a central depot facility which repairs failed units returned from bases while providing some predetermined level of service. Different performance measures may be used, such as cost, backorders and availability. Over the past 30 years there has been considerable interest in multi-echelon inventory theory. Much of this work originates from a model called METRIC, which was first reported in the literature by Sherbrooke [7] . The model was developed for the US Air Force at the Rand Corporation for a multiechelon repairable-item inventory system. In this model an item at failure is replaced by a spare if one is available. If none are available a spare is backordered. Of the failed items a certain proportion is repaired at the base and the rest at a repair depot, thereby creating a two-echelon repairable-item system. Items are returned from the depot using a one-for-one reordering policy. The METRIC model determines the optimal level of spares to be maintained at each of the bases and at the depot. A shortfall of the METRIC model is that it assumes that failures are Poisson from an infinite source and that the repair capacity is unlimited. Therefore, others have continued the research to gain results more useful for real life applications. Gross [5] , Albright et al. [1] and Albright [2] focused their attention on closed queuing network models, thereby dropping the assumption of Poisson failures from an infinite source. The intensity by which machines enter the repair shops depends on the number of machines operating in the production cell. In case of a backlog at a base, this intensity is therefore smaller than in the optimal case where the maximum number of machines is operating in the production cell. Also the assumption of unlimited repair capacity is dropped by Gross and Albright. This paper deals with similar models. It handles closed queuing network models with limited repair. However, the approximation method differs considerably. The approximation method builds on the method by Avsar and Zijm [3] . Avsar and Zijm considered an open queuing network model with limited repair. By a small aggregation step, the system is changed into a system with a special near-product-form solution that provides an approximation for the steady state distribution. From the steady state distribution all relevant performance measures can be computed. We will perform a similar aggregation step in this paper and again a special near-product-form solution will be obtained. However, as opposed to open systems, in a system with finite sources, the demand rates to the depot also become state dependent; moreover, these demand rates are clearly influenced by the efficiency of the base repair stations. Nevertheless, we are able to develop relatively simple approximation algorithms to obtain the relevant performance measures. These performance measures can ultimately be used within an optimization model to determine such quantities as the optimal repair capacities and the optimal inventory levels. However, these optimization procedures are beyond the scope of this paper.
The organization of this paper is as follows: In the next section we consider a very simple twoechelon system, consisting of one base, a base repair shop and a central repair shop. The repair shops are modeled as single servers. This model mainly serves to explain the essential elements of the aggregation step. We present the modified system with near-product-form solution and numerical results to show the accuracy of the approximation. Next, in Section 3, we turn to more general repairable item network structures, containing multiple bases and transport lines from the depot to the bases. The repair shops are modeled as multi-servers. The approximation method leading to an adapted Multi-Class MDA algorithm is presented and some numerical results are discussed. In the last section, we summarize our results and discuss a number of extensions that are currently being investigated.
Analysis of a simple two-echelon system with single server facilities
In this section a simplified repairable item system is discussed, to explain how a slight modification turns this system into a near-product form network that can be completely analyzed. In the next section we turn to more complex systems.
The single base model without transportation
Consider the system as depicted in Figure 1 . The system consists of a single base and a depot. At the base a maximum of J 1 machines can be operational in the production cell. Operational machines fail at exponential rate λ 1 and are replaced by a machine from the base stock (if available). Both at the base and at the depot there is a repair shop. Failed machines are base-repairable with probability p 1 and consequently depot-repairable with probability 1 − p 1 . The repair shops are modeled as single servers with exponential service rate µ 0 for the depot and exponential service rate µ 1 for the base. In addition to the J 1 machines another group of S 1 machines is dedicated to the base to act as spares. When a machine fails, the failed machine goes to a repair shop while at the same time a spare machine from the base stock is placed in the production cell. If there are no spare machines at the base, a backlog occurs. As soon as there is a repaired machine available, it becomes operational. A number of S 0 machines is dedicated to the depot to act as spares. When a failed machine cannot be repaired at the base and hence is sent to the depot, a spare machine is shipped from the depot to the base to replenish the base stock, or -in case of a backlog -to become operational immediately. When no spares are available at the depot, a backorder is created. In that case, as soon as a machine is repaired at the depot repair shop, it is sent to the base. In this simple model, transport times from the base to the depot and vice versa are not taken into account. In Figure 1 , the matching of a request and a ready-for-use machine is modeled as a synchronization queue, both at the base and at the depot. At the base however, some reflection reveals that the synchronization queue can be seen as a normal queue where machines are waiting to be moved into the production cell. This is only possible when the production cell does not contain the maximum number of machines, that is, if a machine in the production cell has failed. This leads to the model in Figure 2 . In this figure the variables n 1 , n 2 , k, m 11 and m 12 indicate the lengths of the various The modified single base system queues in the system. The number of machines in (or awaiting) depot repair is denoted by the random variable n 1 , the number of spare machines at the depot is denoted by the random variable n 2 and the backlog of machines at the depot is denoted by k. At the base there are m 11 machines waiting for repair or being repaired and m 12 machines are acting as spares. In the production cell j 1 machines are operational. As a result of the operating inventory control policies, for n 1 = n 1 , n 2 = n 2 , k = k, m 11 = m 11 , m 12 = m 12 and j 1 = j 1 the following equations must hold:
where Equations (2) and (4) follow from the fact that it is impossible to have a backlog and spare machines available at the same time. If spare machines are available, a request is satisfied immediately. In case of a backlog, a request is not satisfied until a repair completion. The repaired machine is merged with the longest waiting request. From these relations it follows immediately that n 1 and m 11 completely determine the state of the system, including the values of n 2 , k, m 12 and j 1 . Therefore, the system can be modeled as a continuous time Markov Chain with state description (n 1 , m 11 ). The corresponding transition diagram is displayed in Figure 3 . Figure 3 : Transition diagram for state description (n 1 , m 11 ) Let P (n 1 , m 11 ) = P (n 1 = n 1 , m 11 = m 11 ) be the steady state probability of being in state (n 1 , m 11 ). This steady state probability can be found by solving the global balance equations of the system. These can be deduced from the transition diagram. Nevertheless, it is not possible to find an algebraic expression for the steady state probabilities. Moreover, for larger systems with e.g. multiple bases, the computational effort becomes prohibitive. Therefore the system will be slightly adjusted in the next subsection, in order to arrive at a near-product form network.
Approximation
A first step towards an approximation for the steady state probabilities is to aggregate the state space. The most difficult parts of the transition diagram are regions I and II, that is, the parts with n 1 ≤ S 0 or, equivalently, the parts with k = 0. The parts with k > 0 are equivalent to the states with n 1 = k + S 0 . A natural aggregation of the system is a description through the states (k, m 11 ). The states (n 1 , m 11 ) with n 1 = 0, 1, . . . , S 0 are then aggregated into one state (0, m 11 ). Denote the steady state probabilities for the new model byP then the following holds for any m 11 :
The transition diagram corresponding to the alternative state space description is displayed in Figure  4 . The rates only differ from the transition diagram in Figure 3 for the case k = 0. Let q(m 11 ) be the steady state probability that an arriving request for a machine at the depot has to wait, given that it finds no other waiting requests in front of it (k = 0) and m 11 = m 11 . Given the (aggregated) state (0, m 11 ), the state does not change in case of an arriving request with probability 1 − q(m 11 ), because spares are available. With probability q(m 11 ) no spares are available and the state changes into (1, m 11 ). The transition rate from (0, m 11 ) to (1, m 11 ) equals
However, to compute this, one needs to know the steady state distribution of the original system, which is exactly what we attempt to approximate. Therefore, we approximate the q(m 11 )'s by their weighted average, i.e. we focus on the conditional probability q defined by
and for every m 11 we replace q(m 11 ) in the transition diagram by this q. In the next section will be explained how a reasonable approximation for this q can easily be found by means of an application of Norton's theorem.
Lemma 1
The steady state probabilities for the model with state description (k, m 11 ) and transition rates as denoted in Figure 4 with q(m 11 ) replaced by arbitrary q have a product form.
Proof. To find the steady state probabilities, consider both the original model in Figure 2 and the alternative model in Figure 5 . In Figure 5 the depot repair shop with synchronization queue is replaced by a typical server. For jobs that find the server idle the server has infinite service rate with probability (1 − q) (the case spares are available) and service rate µ 0 with probability q (the case no spares are available). Let b 1 be the random variable equal to m 12 + j 1 , then by looking at the system with the typical server, and conditioning on the fact that the network contains exactly J 1 + S 1 jobs, it is easily verified that the following expression forP (k = k, m 11 = m 11 , b 1 = b 1 ) satisfies the balance equations of the TCQN: Expressed in terms of the state variables (k, m 11 ), this result immediately leads to:
Lemma 2 The steady state distribution for the aggregate model is given bỹ
with G the normalization constant.
The previous lemma gives an explicit expression for the steady state probabilities. For large systems it may be difficult to calculate the normalization constant G. However, since we are dealing with a product form network, Marginal Distribution Analysis (see e.g. Buzacott and Shanthikumar [4] ) can be used to calculate the appropriate performance measures directly.
The results presented so far hold true for any value of q ∈ [0, 1]. In the derivation of the lemmas above the interpretation of q as the conditional probability that a request at the depot has to wait given that it finds no other requests in front of it (see (8)), has not been used. Therefore any q ∈ [0, 1] will do, but it is expected that a good approximation will be obtained by using a q that does correspond to this interpretation. In the next subsection Norton's theorem will be used to find a q with a meaningful interpretation that gives good results.
Applying Norton's theorem to approximate q
Although we have stated in the previous section that the product form does not depend on q, it is still needed to find a q that gives a good approximation for the performance measures. In this section, the basic idea of Norton's theorem (see Harrison and Patel [6] for an overview) is used to find an approximation for q that gives good results. This basic idea is that a product form network can be analyzed by replacing subnetworks by state dependent servers. Norton's theorem states that the joint distributions for the numbers of customers in the subnetworks and the queue lengths at the replacing state dependent servers are the same.
To use this idea, first recall the original model as shown in Figure 2 . We want to find q, the conditional probability that a request corresponding with a machine failure finds no spare parts in stock at the depot, although there was no backlog so far. The base, consisting of the production cell and the base repair shop, is taken apart and replaced by a state dependent server. The new network with the state dependent server is displayed in Figure 6 (left graph). In order to find the service rates for this state dependent server, the original network is short circuited by setting the service rate at the depot repair facility to infinity. This short circuited network is also depicted in Figure 6 (right graph). The Figure 6 : The new network with state dependent server (left graph) and the short circuited network (right graph) service rate for the new state dependent server with i jobs present is equal to the throughput of the short circuited network with i jobs present, denoted by T H 1 (i).
The evolution of n 1 = n 1 , the number of machines in or awaiting depot repair, can be described as a birth-death process. The transition diagram is shown in Figure 7 . Note that this is just an Figure 7 : Transition diagram for n 1 approximation due to the fact that Norton's theorem is only valid for product form networks. In case S 0 = 0, we would have a product form network and the results would be exact. From the diagram one can observe that
for n 1 = 1, . . . , J 1 + S 1 + S 0 . In principle one can derive an approximation of the distribution of n 1 from this. However, by the definition of q (see (8)), we only need to study the behavior for n 1 ≤ S 0 . For these states, the service rate of the state dependent server is equal to T H 1 (
It remains to find the throughput of the short circuited network in Figure 6 (right graph) with
. . , J 1 + S 1 from which the steady state probabilities of b 1 are immediately deduced. Moreover, the throughput satisfies
We can determine q with (12) and (13). This q can be used to approximate the steady state distribution using (10) or using Marginal Distribution Analysis. Results of this approximation are presented in the next section.
Results
In this section numerical results obtained by the approximation described above will be presented.
To be able to judge the approximation the results are compared to exact results. The exact results are obtained by solving the balance equations for the original model.
The performance measures we are interested in are the availability, i.e. the probability that the maximum number of machines is working in the production cell, denoted by A, and the expected number of machines operating in the production cell (Ej 1 ). These are defined as follows:
The performance measures are computed for several values of J 1 , S 0 , S 1 , p 1 , λ 1 , µ 0 and µ 1 . The results are given in Table 1 and in Tables 4 and 5 in the Appendix. Also, the percentage deviation is given. The numbers reveal that in these systems, the approximation gives an error of at most 1 %. In all other cases that we tested, we got similar results. The largest errors are attained in the cases with only a small number of spares (S 0 > 0) in the system. For the case S 0 = 0 the results are exact.
General two-echelon repairable item systems
In this section the simple system from Section 2 will be extended to a more realistic one. The system will contain multiple bases and transport lines. Furthermore, the single servers that are used in the repair shops are replaced by multi-servers. These adjustments will make the analysis of the system more complicated. Nevertheless, the basic idea of the aggregation step will be the same.
The multi-base model with transportation
The system in this section consists of multiple bases, where the number of bases is denoted by L. A graphical representation of the system is given in Figure 8 for the case L = 2. As in the simple system described before, at base l = 1, . . . , L at most J l machines are operating in the production cell. The machines fail at exponential rate λ l and are always replaced by a machine from the corresponding base stock (if available). Failed machines from base l are base-repairable with probability p l and depot-repairable with probability 1 − p l . In contrast to the simple model described before, the repair shops are modeled as multi-servers. That is, at the repair shop of base l = 1, . . . , L R l repairmen are working, each at exponential rate µ l . At the depot repair shop R 0 repairmen are working at exponential rate µ 0 . Consistent with the simple model S l machines are dedicated to base l to act as spares and S 0 spare machines are dedicated to the depot. Broken machines at a certain base l that are base-repairable are sent to the base l repair shop. After repair they fill up the spares buffer at base l or, in case of a backlog at that base, become operational immediately. Broken machines from base l that are considered depot-repairable are sent to the depot repair shop. When depot spares are available, a spare is immediately sent to the stock of base l. In case there are no spares available a backlog occurs. Machines that have completed repair are sent to the base that has been waiting the longest. That is, a FCFS return policy is used. In this model the transportation from the depot to the bases is taken into account explicitly. The transport lines are modeled as ample servers with exponential service rate γ l for the transport to base l = 1, . . . , L. The number of machines in transport to base l is denoted by the random variable t l . The transport from the bases to the depot is not taken into account.
As in the simple model, the synchronization queues at the bases can be replaced by ordinary queues as is depicted in Figure 9 . As a result of the operating inventory control policies, for n 1 = n 1 , n 2 = n 2 , k 0 = k 0 , t = t , m 1 = m 1 , m 2 = m 2 and j = j the following equations must hold:
and for l = 1, 2, . . . , L :
From these relations it follows immediately that k 0 , n 1 , t and m 1 completely determine the state of the system. Therefore, the system can be modeled as a continuous time Markov Chain with state description (k 0 , n 1 , t, m 1 ). 
Remark 3 In the vector that denotes the number of backorders originating from the bases

Approximation
In correspondence with the simple model as described in Section 2 a similar aggregation step is performed to tackle this extended model. Once more, all states with 0 ≤ n 1 ≤ S 0 are aggregated into one state. The aggregation step is performed as follows
The aggregated system can be described by (k 0 , k, t, m 1 ). Furthermore, because k = L l=1 k 0l the state space can also be described by (k 0 , t, m 1 ).
Define q as before, that is q is the conditional probability that an arriving request at the depot cannot be fulfilled immediately, given that there are no other waiting requests. In a formula it says q = P (n 1 = S 0 |n 1 ≤ S 0 ). So, given there is no backlog at the depot, an arriving request has to wait with probability q. The waiting time depends on the number of spares already in the queue. The first Figure 10 : The Typical-server Closed Queuing Network spare that finishes repair will fulfill the just arrived request. With probability 1−q spares are available and the arriving request does not have to wait. This aggregated network is depicted as a Typicalserver Closed Queuing Network in Figure 10 . The depot repair shop is modeled as a state dependent server. In case of no backlog (k = 0) the service rate equals infinity with probability 1 − q and equals min(S 0 , R 0 )µ 0 with probability q. In all other cases (k > 0) the service rate equals min(k +S 0 , R 0 )µ 0 .
To determine q Norton's theorem is used once more. As in Subsection 2.3 each base (the transport line, the base repair and the production cell) is replaced by a state dependent server. To determine the transition rate of this state dependent server, each base-part of the network is short circuited and its throughput is calculated. This throughput operates as the transition rate of the state dependent server. The new network with the state dependent servers and the short circuited networks are depicted in Figure 11 . Once again the evolution of n 1 can be described as a birth-death process. The (approximated) transition diagram for n 1 = 0, . . . , S 0 is given in Figure 12 . Let T H l (i) be the throughput of the 0 1 2 
and
The throughputs can be obtained by applying a standard MDA algorithm (see [4] ) on the short circuited product form networks as shown in Figure 11 .
The steady state marginal probabilities as well as the main performance measures for the aggregated system can be found by using an adapted Multi-Class Marginal Distribution Analysis algorithm (see Buzacott and Shanthikumar [4] for ordinary Multi-Class MDA). To see this, introduce tokens of class l with l = 1, . . . , L that either represent machines present at base l (in the production cell, in the base repair shop, in the base stock or in transit to this base) or represent requests to the depot stock emerging from a failure of a machine at base l that cannot be repaired locally. Recall that machines that have to be repaired in the depot repair shop, in fact lose their identity, i.e. after completion they are placed in the depot stock, from which they can in principle be shipped to any arbitrary base. However, the request arriving jointly with that broken machine at the depot, maintains its identity, meaning that it is matched with the first spare machine available, after which the combination is shipped to the base the request originated from. Therefore, a token can be seen as connected to a machine as long as that machine is at the base (in any status) and connected with the corresponding request as soon as the machine is sent to the depot. This request matches with an available machine from stock (which generally is different from the one sent to the depot, unless S 0 = 0) and the combination returns to the base that generated the request. Hence, in this way, a multi-class network arises in a natural way.
The adapted algorithm is given below. An important aspect of an MDA algorithm is the computation of the expected sojourn time in the stations. Since the depot repair shop is modeled as a state dependent server, the standard sojourn time as described in [4] will not do for this station.
As denoted before, in case of no backlog (k = 0) the service rate equals infinity with probability 1 − q and equals min(S 0 , R 0 )µ 0 with probability q. In all other cases (k > 0) the service rate equals min(k + S 0 , R 0 )µ 0 . The expected sojourn time of an arriving request is the time it takes until all requests in front of it (k) are fulfilled and the request itself is fulfilled. That is, the time until k + 1 machines come out of repair. In case k = 0 with probability 1 − q the sojourn time equals 0 because a spare fulfills the request. This adaptation of the sojourn time reveals itself in the algorithm in step 4. Another adaptation of the ordinary algorithm is found in step 6. The transition rates from the states with 0 machines in depot repair to the states with 1 machine in depot repair now equal q times the throughput, instead of just the throughput. 
Algorithm 4 The depot repair shop is defined as station
1. (Initialization) For l = 1, . . . , L set V (l) 0 = 1, V (l) lb = 1 1−p l , V (l) lm = p l 1−p l and V (l) lt = 1. For l = 1, . . . , L, r = 1, . . . , L, r = l, i ∈ {b, m, t} set V (r) li = 0. Set z = 0 and p j (0|0) = 1 for j ∈ l {lb, lm, lt} ∪ {0}.
z:=z+1.
For all states z ∈ {z|
EW (l) 0 (z) = z−1 k=1 k + 1 min(R 0 , S 0 + k + 1)µ 0 p 0 (k|z − e l ) + q min(R 0 , S 0 + 1)µ 0 p 0 (0|z − e l ), EW (l) lb (z) = z−1 b l =J l b l − J l + 1 J l λ l p lb (b l |z − e l ) + 1 λ l , EW (l) lm (z) = z−1 m l1 =R l m l1 − R l + 1 R l µ l p lm (m l1 |z − e l ) + 1 µ l , EW (l) lt (z) = 1 γ l . 5. Compute T H (l) 0 (z) for l = 1, . . . , L if z (l) > 0 from: T H (l) 0 (z) = z (l) V (l) 0 EW (l) 0 + i∈{b,m,t} V (l) li EW (l) li , and if z (l) = 0 then T H (l) 0 (z) = 0. Compute T H (l) li (z) for l = 1, .
. . , L and i ∈ {b, m, t} from:
T H (l) li (z) = V (l) li T H (l) 0 (z).
Compute the marginal probabilities for all stations from:
and for l = 1, . . . , L from:
Compute p j (0|z) for j ∈ l {lb, lm, lt} ∪ {0} from:
With the adapted Multi-Class MDA algorithm presented above, the marginal probabilities of the system as well as the throughputs and the sojourn times can be approximated. From these, various performance measures can be computed. In the next section some results obtained by the algorithm will be compared with results from simulation.
Results
In this section results obtained by the adapted Multi-Class MDA algorithm from the previous section will be presented. They will be compared to results obtained by simulation. For each base we are interested in the availability, that is the probability that the maximum number of machines is operating in the production cell. For base l this is denoted by A l for l = 1, . . . , L. Furthermore we are interested in the expected number of machines operating in the production cell, denoted by Ej l for base l = 1, . . . , L. For l = 1, . . . , L the performance measures can be computed by
In Table 2 and Tables 6 and 7 in the Appendix, the parameters for some representative test problems are given. It is obvious that a large number of input parameters is required to specify a given problem. This makes it difficult to vary these parameters in a totally systematic manner. In Albright [2] it is shown that traffic intensities are good indicators of whether a system will work well (minimal backorders) and better indicators than the stock levels. Therefore we selected most of the test problem parameter settings by selecting values of the traffic intensities, usually well less than 1, and then selecting parameters to achieve these traffic intensities. For the base l repair facility, the traffic intensity ρ l is defined as the maximum failure rate divided by the maximum repair rate. Similarly, the depot traffic intensity ρ 0 is defined as
The results are given in Table 3 and Table 8 in the Appendix. The simulation leads to 95 % confidence intervals. To compare the approximations with the simulation results, the deviation from the approximation to the midpoint of the confidence interval is calculated. These percentage deviations are given as well. From the results it can be concluded that the approximations are extremely accurate. The maximum deviation is well less than 1 % and all approximating values lie within the confidence intervals. Furthermore, all types of problems exhibited similar levels of accuracy.
Summary and possible extensions
In this paper we have analyzed a closed two-echelon repairable item system with a fixed number of items circulating in the network. The system consists of several bases and a central repair facility (depot). Each base consists of a production cell and a base repair shop. There are transport lines leading from the depot to the bases. Transport from bases to the depot is not taken into account. The repair shops are modeled as multi-servers and the transport lines as ample servers. Repair shops at the depot as well as at the bases are able to keep a number of ready-for-use items in stock. Machines that have failed in the production cell of a certain base are immediately replaced by a ready-for-use machine from that base's stock, if available. The failed machine is sent to either the base repair facility or to the depot repair facility, in the latter case a spare machine is sent from the depot to the base, to deplete the base's stock of ready-for-use items. Once the machine at the depot is repaired, it is added to the central stock. Orders are satisfied on a first-come-first-served basis while any requirement that cannot be satisfied immediately either at a base or at the depot is backlogged. In case of a backlog at a certain base, that base's production cell performs worse. This also means that the expected total rate at which machines fail at the production cell is smaller than in the case of no backlog.
The exact analysis of a Markov chain model for this system with multiple bases and many machines or with large inventories, is difficult to handle. Therefore, we aggregated a number of states and adjusted some rates to obtain a special near-product-form solution. The new system can be observed as a Typical-server Closed Queuing Network (TCQN). The notion typical comes from modeling the central repair facility together with the synchronization queue, as a typical server with state dependent service rates. These state dependent service rates follow from an application of Norton's theorem for Closed Queuing Networks. An adapted Multi-Class Marginal Distribution Analysis algorithm is developed to compute the steady state probabilities. From these steady state probabilities several performance measures can be obtained, such as the availability and the expected number of machines operating in the production cells. Numerical results show that the approximations are extremely accurate, when compared to simulation results.
A disadvantage of the adapted Multi-Class Marginal Distribution Analysis algorithm is the computational slowness. Especially for large systems with multiple bases, many machines and large inventories, the algorithm is not very fast. Here, further aggregation steps may speed up the system evaluation considerably, unfortunately at the cost of some accuracy. Furthermore, the model considered is quite a realistic model. However, it could be more realistic by including transport from the bases to the depot and to allow for more complicated networks in the repair facilities. In the model described in this paper, each repair shop is modeled as a multi-server. An interesting extension to this, is to consider the repair facility to be a job shop and model it as a limited capacity open queuing network, as has been done in [3] for the case of an open multi-echelon repairable item system. Then, it is easy to include transport to the depot repair facility as just an additional node in the job shop. Last but not least, it is interesting to find an optimization algorithm to determine optimal inventory levels at both the central and local facilities in combination with optimal repair capacities. This will be the subject of future research. 
Appendix
