In this paper, we propose a non-analytical but effective self-organizing modeling method, where system dynamics of interest are constructed in a polynomial affine formation with high granularity. The conventional data mining technique has the assessment scheme for representativeness of the developed model. However, if the model is applied to extract the desired values without considering the structural peculiarities such as input pattern used for constructing the dynamics, hardware specification used for data acquisition, and so on, it possibly shows substantial margin of modeling error. In order to correspond this type of control paradigm, we define the permissible set of state and input variables in order to characterize the data used for developing the model. The developed model is then applied to the programming based optimal control scheme where the optimal inputs are selected among the permissible set of the input variable, considering all the limitations specified by linear inequalities.
Introduction
Vehicle is the applications of mechatronic systems. The progress in computer technology and computerized management of vehicle dynamics have diversified and improved the control performance related to vehicle handling, stability and comfort. Several systems like Antilock Brake System (ABS) and Traction Control System (TCS) have been developed to manipulate the vehicle dynamics, where both of them suppress idling of tire at the time of decelerating and accelerating, respectively. While ABS and TCS improve longitudinal movement of a vehicle, the control system which improves a two dimensional movement such as yawing movement, has also been a focus of constant attention. Electronic Stability Control System (ESCS) proposed by Toyota Automobile is one of the well-known systems to ensure the vehicle stability with respect to lateral skidding.
Although the previous works have been successfully applied to the vehicle systems in the market places, most of them focused on the steady state analysis of vehicle dynamics assuming slip angles of both left and right front wheel |β f l | = |β f r | 1, and both left and right rear wheel |β rl | = |β rr | 1, steering angle |θ f | 1, velocity v 1 and so on. If they are applied to the vehicle driving at the low speed possibly with big steering angle input, it will show big modeling error. Consider the following system (4) where m is mass, v is velocity, β, β f and β r are angles of lateral slip at each points of the figure, γ is yaw rate, I is yawing ineria moment, c f and c r are cornering stiffness at the point of front and rear wheel, l f and l r are the distances from center point to front and rear wheel axis, and F f and F r are lateral force at the point of front wheel axis and rear wheel axis, respectively (see Fig. 1 ). Since this model involves v in the denominator, assuming cosβ = 1, sinβ = β On the other hand, data mining or data analysis is a new discipline lying at the intersection of statistics and artificial intelligence. Data mining algorithm analyzes observational data sets to find each parameter's relationship with another, and summarizes the data in the way that is useful to the designer. GMDH (Group Method of Data Handling) is a well-known data mining technique that describes suspected dynamics in the form of minimal polynomials.
One of the applications of data mining algorithms is (1) , where human driving skills are modeled by polynomial expression. The other applications include (2) and (3) where meteorological model and U.S. interests rate model were constructed. The data mining algorithm is welldefined procedure that takes data as input and produces output in the form of models or patterns. However, its applications are often restricted to conservative problems such as data interpretation, data clustering, pattern recognition etc. These are some types of models constructed by data observation, but attempts to bring out a desired data from the constructed model, are rarely found in literatures. Since the latter is, however, subjected to probabilistic figures, not deterministic analysis, both modeling and control (or data inference) should be considered together. This is because modeling seeks to represent the prominent structures of the data set, and not small idiosyncratic deviations. This paper develops an attitude control system of unmanned vehicle operating at a low speed. Since the low speed operation of vehicle is highly constrained nonlinear dynamics, analytical approaches to model the system dynamics is not always tractable formation in the application of the modern control theories. In this paper, we firstly propose a non-analytical but effective selforganizing modeling method, where system dynamics of interest are constructed in a polynomial affine formation with high granularity. The conventional data mining technique has the assessment scheme for representativeness of the developed model. However, if the model is applied to extract the desired values without considering the structural peculiarities such as input pattern used for constructing the dynamics, hardware specification used for data acquisition, and so on, it possibly shows substantial margin of modeling error. In order to correspond this type of control paradigm, we define the permissible set of state and input variables in order to characterize the data used for developing the model. The developed model is then applied to the quadratic programming based optimal control scheme where the optimal inputs are selected among the permissible set of the input variable, satisfying all the limitations specified by linear inequalities.
Vehicle Dynamics
This chapter presents a new modeling method for vehicle dynamics operating at a low speed. When the vehicle is operated with a large steering angle applied, the directions of front and rear tires are different that without considering the lateral slips of each tire, high performance controller design is unlikely to be achieved for the attitude control of the vehicle.
Most of the models reported in the literatures ignored the lateral slips of each tire in case of large steering angle applied that for example, the model of (4) which is one of well-known models, assumed cosβ = 1, sinβ, and F = α(β). It is not suitable to apply the models to the low speed operation control with possibly large steering angle applied, as in our work.
The desirable characteristics of the model to be developed can be stated as follows; (D.1) appropriateness in both the selection of the algebraic structure and identification of the coefficients, and (D.2) tractability to optimize the developed dynamics. In order to satisfy these items, we propose a new modeling method based on the observational data sets analysis. The proposed algorithm extracts the relationship between the state variables (to be controlled) and other observational data sets, and compressed them in a polynomial affine system expression. Although the conventional data mining algorithm such as Global Method of Data Handling, summarizes the suspected dynamics, arbitrarily selecting the algebraic structure of the observational data sets, it is not still fully enough for direct application of the model.
From the perspective of control system designer, it is convenient for controlling the system to observe how the system responds to the given input. Especially when the model is developed in linear form to the input variables, the system can be easily controlled through the application of conventional control theories. The proposed algorithm below is the exploratory data mining procedure where the model to be developed, is skeletonized in a polynomial affine system form as follows.
Polynomial Data Mining Algorithm For Affine System Modeling
Step 1 Initialization:
Step 2 Acquisition of Data Sets: Select the set of target variablesζ N and it's dimension Λ. Store the observational data setsζ = [ζ Nζ L ], and set ζ N ≡ζ N and ζ L ≡ζ L , where ζ N denotes the set of the state variables to be nonlinearly evolved, and ζ L denotes the set of the input variables to be linearly evolved, respectively. Each of the element
Subdivide the observational data sets into the training set S T and the checking sets S C as follows,
Step 3 Propagation of Variables: Combine all ζ i, j ∈ S T in the training set by the partial polynomial as follows.
Step 4 Computation of Partial Polynomial: Obtain the coefficients of partial polynomial (2) to (5) by applying the least square method that minimizes the difference between the target variableζ λ and the dependent variable z k as follows,
where n t is the number of data in the training sets, and z k, j is the function of ζ p, j and ζ q, j as in (2) to (5).
Step 5 Representativeness Assessment: The adequacy of each newly discovered variables z k to represent the target variable is measured by following representativeness criterion.
Note that z k, j is obviously in the checking set since j ≥ n t .
Step 6 Elimination of Least Effective Variables: Reorder
) in the order of the size r k from smallest to biggest. Screen out all z k which do not satisfy r k < R th , where R th is the threshold value. Do the following:
Step 7 Model Optimality Test: If r min,l ≤ r min,l−1 , set l = l + 1, and go to Step 3, if λ = Λ, terminate with end otherwise, set
and go to
Step 2, where l is the iteration number, and r min,l is the minimal number of r k at l-th iteration.
The developed model can be represented as affine system form as followṡ
where f (ζ N ) and g(ζ N ) are high order polynomial expanded by exploratory data mining. Note that although the function f and g possibly become very long and very high order polynomial depending on the behavior of the target variable, this model is very useful formation to realize the associated control objectives of the system as we shall see in the next chapter.
Model Verification
In this chapter, we verify the model developed in the previous chapter. In order to take observational data sets of the vehicle dynamics operating at a low speed, we used CarSim. CarSim is the driving simulator system developed by the University of Michigan Transportation Research Institute which simulates various operating conditions related with accelerating, braking, manipulating the steering angle and so on, and provides the variables of interest to plot and analyze.
Since the proposed data mining algorithm tries to represent the prominent behavior of the target variable, some idiosyncratic deviations may not always be identified through the developed model. Therefore the operating conditions to be applied to the simulator should be fully considered for the tasks to be realized that operating conditions such as input pattern to be applied to real system, hardware specification to be adopted, and so on, are used for learning of the model.
The control objective in this paper is to realize an exact behavior of the vehicle dynamics, where 1 r andθ are selected as the target variables, where r is radius of whirling motion and θ is yawing angle. The driving conditions used in this simulation are as follows: The vehicle is 3 800 mm long and 1 527 kg weigh with the distance from gravity center to front wheel and rear wheel of 1 014 mm and 1 676 mm respectively, and radii of front and rear wheel is 277.566 mm and 286.387 mm respectively, where roll, pitch and yaw inertias are 606.1 kg m 2 , 2 741.9 kg m 2 and 2 741.9 kg m 2 , respectively. We firstly show in Figs. 3 -5 the behavior of the steering angle (deg), vehicle speed, and angular rate at the point of GC which were used for obtaining numerical model. Note that they are generated so as to make every conceiv- Next, we show the numerical affine dynamics obtained by applying the proposed method as follows,
where
, and f (x) and g(x) are represented as follows. ing moment is what causes the steering wheel to return to the traveling direction during cornering. It is well known that the aligning moment is caused by the offset between the steering axis and the application point of the tire lateral force in the contact patch. These characteristics of the tire cause strong nonlinearity of the entire vehicle system. Most conventional methods did not fully consider this nonlinearity, especially when the vehicle is operated in a low speed with large steering angle. The model developed in this paper shows very small modeling inaccuracy since the proposed method obtains the model based on the real observational data analysis.
Optimal Controller Design
This chapter describes an effective design method for the attitude control system of unmanned vehicle operating at a low speed. Although we reviewed in the previous chapter the reproducibility for the steering angular speed, we do not deny the dependence of the reproducibility on the learning data that are used for constructing numerical model. This is because the proposed modeling method is some type of the statistical reproduction that for example, if we turn the steering wheel to the right and left at a much faster speed than those in the previous figures, it does have, of course, very big differences between the real values and the reproduced values.
We propose the controller design method as for the statistically reproduced model, where the permissible sets of the state variable and input variable are defined to characterize the learning data. Then the optimal solution considering the reproducibility is found by selecting among the permissible set of the input, P u .
The Eq. (9) is represented in the discrete system description as follows
We firstly define the permissible set of state variables as follows, for ∀i ∈ {1,2},
where T s is the sampling interval, x i,M and x i,m denote the maximum and minimum value of x i among the learning data set,ẋ 1,M andẋ 1,m denote the maximum value and minimum value of
In a similar way, the permissible set of input variable is defined as follows, for ∀i ∈ {1,2}, 
and
As regarding the permissible sets, the important functions of the controller to be constructed are to find optimal control input u i (k) ∈ P u,i i = {1,2} which yields a permissible x i (k + 1) ∈ P x,i . Note that the permissible sets are expressed in linear inequalities. This implies the inequalities are used as the linear constrained conditions in the mathematical programming problem such that all objective variables are included in the permissible sets.
Based on the model developed in the previous chapter, the control problem for attitude control of the unmanned vehicle system can be stated as follows, Find u(k) which minimizes the following performance criteria 
Results of Numerical Experiment
In this chapter, we show some results to verify the usefulness of the proposed method. We used the vehicle model shown in the chapter 3 where vehicle information is specified in detail. Figure 11 shows the behavior of some variables where the desired trajectory is set to have circling movement with a radius r re f , and a center point (x c ,y c ) in orthogonal coordinate system. This task is considered to underlie our future realization of automatic parking system. Figure 11 is obtained under the following condition: the parameters are selected for describing the desired trajectory as Table 1 , the parameters for obtaining performance optimization and the parameters for defining hard and soft constraintsare are given in Tables 2 and 3 , respectively.
We find that even though its behavior contains oscillation, the vehicle follows well the trajectory that describes a circle with the radius of 10 meters. Note that x 1 is oscillatory at the center of −0.1, since in our numerical framework, the sign of 1/r re f denotes the direction of circulating movement. The minus sign implies the rightward circulation. One may tune the weighing parameter w i in order that x 1 may show less oscillation. Figure 12 shows in orthogonal coordinate system the track of the vehicle which traveled during 200 seconds with r re f = 10 at the upper part and r re f = 100 at the lower part, respectively. In both cases, the trajectory tracking performance is well achieved. In Figs. 11, and 12, X-direction and Y-direction denote the profile at the center point of front wheel rotating shaft in orthogonal coordinate system, where X-direction and Y-direction imply horizontal and vertical direction, respectively. Although linearly approximated model contains large modeling inaccuracy during low speed operation with large steering angle, the proposed affine modeling method is highly reproducible of the nonlinear behavior of the system.
Concluding Remarks
This paper has developed an attitude control system of unmanned vehicle operating at a low speed, based on a self-organizing polynomial data-mining algorithm. We firstly proposed a new modeling method, which summarizes non-linear dynamics in a polynomial affine formation with high granularity. Although the proposed datamining algorithm has the assessment scheme for representativeness of the developed model, the reproducibility of the state variables should be fully considered when they are related with the control input whose behaviors are absolutely different from the data used for develop- ing the model. In order to correspond this type of control paradigm, we have proposed an efficient controller design method for the system coupled with a statistically reproduced model. In order to characterize the data used for developing the model, the permissible set of state and input variables were defined. The quadratic programming based optimal control scheme was applied to realize the control objectives, where the optimal inputs were selected among the permissible set of the input variable, considering all the limitations specified by linear inequalities. We have confirmed the usefulness of the proposed modeling and controlling method through some experiments.
