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学系は，ロジスティック写像 [24]，結合ロジスティック写像 [17]，エノン写像 [25]，
サイン写像 [26]，レスラー方程式 [27]，ローレンツ方程式 [28]，周期解の分岐現象





















































年に Li Yengと Li Fan-junが提案したセンシティビティ解析による刈込を行った
ELM(SAP-ELM:the Pruned ELM based on Sensitivity Analysis) [35]を用いて最適な
中間層のニューロン数を決定する．
本研究では，様々な系で分岐図の再構成が可能な事を示す．カオス力学系の種







x(t +1) = f (x(t ),p+P N ,DN ) (1.1)








表 1.1:先行研究 (◦)と本研究の対象の系 (⋆)
ノイズ無 ノイズ有
離散時間系 ◦ ⋆





















































































































1. p(l )が 0から 3の範囲のように固定点 uに収束する．過渡期を経てある一点



























である．安定固定点と同様に，u1, · · · ,uM から多少ずれた点からでも時間と






安定固定点に変化する分岐現象である．図 2.2では，p(l ) = 1がトランスクリティ
カル分岐の分岐点である．式 (2.1)について u = f (u, p(l ))を解くと，0と 1− 1
p(l )
が
固定点になる事がわかる．図 2.3に p(l ) = 1周辺のロジスティック写像の固定点を
示す．ここで，実線が安定固定点，破線が不安定固定点である．0 ≤ p(l ) < 1の時，
x(l ) = 0は安定固定点，x(l ) = 1− 1
p(l )
が不安定固定点である．1 < p(l ) ≤ 3の時は反転


















周期倍分岐は，固定点→ 2周期→ 4周期→ 8周期→ · · · のように安定周期解の
周期数が倍に増えていくような分岐である．周期倍分岐が繰り返される事により，
カオスに至る．例えば，図 2.2では，p(l ) = 3が固定点から 2周期への分岐点であ




















機構である．従って，図 2.2では p(l ) = 3.83付近でカオスから突然 3周期解に変化
















x(t +1) = f (x(t ), p) (2.2)









η1η2 > 0 :向きを保つ固定点 η1η2 < 0 :向きを反転する固定点
状態 特性 状態 特性
|η1| < 1, |η2| < 1 完全安定固定点 |η1| < 1, |η2| < 1 完全安定固定点
|η1| > 1, |η2| > 1 完全不安定固定点 |η1| > 1, |η2| > 1 完全不安定固定点
0 < η1 < 1 < η2 正不安定固定点 −1 < η1 < 0,1 < η2 正不安定固定点
η1 <−1 < η2 < 0 逆不安定固定点 η1 <−1,0 < η2 < 1 逆不安定固定点
力学系のヤコビ行列の固有値を用いた安定固定点と安定周期解の条件を表 2.1に
まとめる．ここでヤコビ行列は















det[D f (u)−ηI ] = 0 (2.4)
の 2根 η1,η2を求める事により得られる．
2次元写像の分岐現象の種類と条件は下記の 3種類が挙げられる．

















指数関数的に大きくなると考えるため，初期微小誤差 e(0)と t ステップ後の誤差
14
e(t )の関係は































エクストリーム学習器 (ELM) [15]は，2006年にHuangらにより提案された 3層
構造のニューラルネットワークである．現在までに ELMは，多くの研究者により








した ELMは様々な手法が提案されてきた [44, 45, 46, 47]．2013年，Yingと Fan-jun
がセンシティビティ解析による刈込を行った ELM(SAP-ELM:the Pruned ELM based













力層のニューロン数である．ELMの i 番目の隠れ層ニューロンの出力 o(h)i (t )は，
o(h)i (t ) = si g (wi ·o
(i )(t )+bi ) (3.1)
で得られる．ここで，wi ∈RU と bは i 番目の隠れ層ニューロンの結合荷重ベクト















出力層ニューロンの出力 o j (t )は，
o(o)j (t ) =β j ·o
(h)(t ) (3.4)
で得られる．ここで，o(h)(t ) = [o(h)1 (t ) o
(h)
2 (t ) · · · o
(h)
V (t )]は隠れ層ニューロンの出力
ベクトル，β j は j番目の出力層ニューロンの結合荷重ベクトルである．出力層の
結合荷重行列 B = [β1 β2 · · · βY ]は下記の行列演算によって得る．
B = O(h)†D (3.5)
ここで，O(h)†は隠れ層ニューロンの出力行列O(h) = [o(h)(1) o(h)(2) · · · o(h)(L)]の擬






















|o(h)i (n)||β j i |, (1 ≤ i ≤V ) (3.6)
により計算できる．ここで，β j i は i 番目の隠れ層ニューロンと接続されて
いる j 番目の出力ニューロンの結合荷重である．
3. 隠れ層ニューロンをセンシティビティの大きい順に並べる．
Ψ′1 ≥Ψ′2 ≥ · · ·≥Ψ′V (3.7)
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4. k番目の隠れ層ニューロンのセンシティビティの寄与率 ζk を








, (1 ≤ k ≤V ) (3.8)
により計算する．







(del ), (1 ≤ i ≤ K ) (3.9)
ここでw′i は並び替え後のセンシティビティΨ′i と対応する．また，刈込対象
の隠れ層ニューロンの平均値w(del )は下記により計算する．





























































高い ELMを使用する．そのため，本数値実験では 100試行し，予測期間の RMSE
が最小値のデータを結果として示す．予測に用いた ELMの入力層，隠れ層，出力
層のニューロン数は，それぞれ，1，10，1個とする．





オス時系列の予測は，学習期間 L = 1000，予測期間 30とした．












乱数の範囲 RMSE-t RMSE-p ランク
[−1,1] 4.84×10−3 0.0164 4
[−5,5] 4.53×10−3 0.394 5
[−10,10] 7.69×10−10 8.00×10−3 7
[−20,20] 4.54×10−14 7.94×10−14 8
[−50,50] 5.08×10−13 1.74×10−13 10
表 3.2:カオス時系列の予測結果
乱数の範囲 RMSE-t(×10−3) RMSE-p ランク
[−1,1] − − −
[−5,5] 8.02 0.253 6
[−10,10] 3.34 0.209 7
[−20,20] 1.73 0.0466 8





















































係が一致している事がわかる．分岐図再構成において，図 3.4と図 3.5の [−50,50]
の結果のように学習に使用していない領域まで近似できている事が望ましいと考
えている．これまで，時系列の予測精度が高い ELMが分岐図再構成の精度が高い































































, (n = 1,2, · · · ,P ) (4.1)




p1,p2, · · · ,pP から生成された時系列を S1,S2, · · · ,SP で表す．それぞれの時系列に対
して，時系列予測器：
x(t +1) = g (ωn ,x(t )) , (n = 1,2, · · · ,P ) (4.2)
を生成する．ここで，g (·)は非線形関数，ωn ∈RAは n番目の時系列を学習した結
合荷重ベクトルを表す．Aは学習した結合荷重の総数である．すなわち，時系列
S1,S2, · · · ,SP と学習した結合荷重ω1,ω2, · · · ,ωP が対応する．
ωn に主成分分析を適用するために，学習した結合荷重の偏差ベクトル:











φ1 ≥φ2 ≥ · · ·≥φA (4.5)
と表し，固有値 φi に対応する固有ベクトルを υi ∈ RA と表す．固有ベクトルを用
いて偏差ベクトル δωn を表すと，
δωn = [υ1 υ2 · · · υA]γn , (n = 1,2, · · · ,P ) (4.6)
となる．ここで，γn ∈RAは主成分得点に対応するベクトルであり，本研究では推
定ベクトルと呼ぶ．次に，次元縮約のために固有値から寄与率と累積寄与率を求









C Ri , (n = 1,2, · · · ,P ) (4.8)
によってそれぞれ求められる．本研究では累積寄与率CC Rn が 80%以上で十分に
情報があり，それ以降はほとんど情報を持たないと仮定する．累積寄与率から E
次元に縮約が可能であると推定した時，E個の固有ベクトル υi (i = 1, · · · ,E)と推定
次元 γ̄i ∈RE = [γ1 γ2 · · · γE ]T を用いて偏差ベクトルを表すと，
δωn ≃ [υ1 υ2 · · · υE ]γ̄n , (n = 1,2, · · · ,P ) (4.9)
となる．ここで，時系列 S1,S2, · · · ,SP と対応する推定ベクトルは，
γ̄n = ([υ1 υ2 · · · υE ])−1δωn , (n = 1,2, · · · ,P ) (4.10)
で求められる．この推定ベクトルの推移 γ̄1 → γ̄2 → · · · → γ̄P を分岐ローカスと
呼ぶ．また，時系列 S1,S2, · · · ,SP を生成した時のパラメータ p1,p2, · · · ,pP の推移
p1 → p2 → · · ·→ pP を分岐パスと呼ぶ．分岐パスと分岐ローカスの形が一致してい
る時，分岐パスと分岐ローカスの空間は対応していると考えられる．固有ベクト
ル，推定ベクトル，学習した結合荷重の平均ベクトルから予測器の結合荷重は，
ω̃= [υ1 υ2 · · · υE ]γ̄+ω0 (4.11)
によって求められるので，分岐ローカスの空間上で γ̄の値を変えながら，
x(t +1) = g (ω̃,x(t )) (4.12)
を用いて時系列を生成する事により，分岐図を再構成できる．
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Algorithm 4.1 Reconstruct bifurcation diagrams using ELM
Require: S1,S2, · · · ,SP
Ensure: x
{1.ELMを用いて時系列信号 S1,S2, · · · ,SP を学習}
中間層の結合荷重wi とバイアス bi を生成




生成したwi と bi を設定した ELMにより時系列信号 S1,S2, · · · ,SP を学習
for n = 1 to P do





for n = 1 to P do
ωn ⇐ [βT1,n ,βT2,n , · · · ,βTY ,n]T ∈RAY





for n = 1 to P do
δωn ⇐ωn −ω0
end for
偏差ベクトル δωn に対し主成分分析を適用し固有値 φn と固有ベクトル υn を
得る




固有値から寄与率C Rn と累積寄与率CC Rn を求め，パラメータ次元を推定する
E ⇐ arg min
1≤n≤AY
CC Rn > 80[%]
{3.分岐図の再構成}
for再構成分岐図のパラメータ γ̄の範囲 do
ω̃⇐ [υ1 υ2 · · · υAY ]γ̄+ω0
for 1 to L do










Algorithm 4.2 Reconstruct bifurcation diagrams using SAP-ELM
Require: S1,S2, · · · ,SP
Ensure: x
{1.SAP-ELMを用いて時系列信号 S1,S2, · · · ,SP を学習}
for n = 1 to V do








刈込手法を適用した wi と bi を設定した ELMにより時系列信号 S1,S2, · · · ,SP を
学習
for n = 1 to P do
















ヤコビ行列 J g (ωn ,x(t ))に対して，QR分解：
J g (ωn ,x(t ))Q(t ) = Q(t +1)R(t +1), (t = 1, · · · ,L) (4.13)
を適用し，直交行列Qと右上三角行列 Rに分解する．右上三角行列 Rの対角成分














































周期数，カオス領域の推移をベクトル ι(1) = [ι(1)1 ι
(1)
2 · · · ι
(1)
L1
]と ι(2) = [ι(2)1 ι
(2)













Υ⇐ (L1 +1)× (L2 +1)のゼロ行列
for i = 1 to L1 do
Υ[i +1][1] = i
end for
for j = 1 to L2 do
Υ[1][ j +1] = j
end for
for i = 1 to L1 do
for j = 1 to L2 do
挿入コスト⇐Υ[i ][ j +1]+1
削除コスト⇐Υ[i +1][ j ]+1
if ι(1)[i ]と ι(2)[ j ]が一致 then
置換コスト⇐Υ[i ][ j ]
else
置換コスト⇐Υ[i ][ j ]+1
end if
Υ[i +1][ j +1] ⇐挿入コスト，削除コスト，置換コストの中から最小値
end for
end for





ルートと窓が含まれるように，開始点 p(st ar t )と終了点 p(end)を決める．パラメー
タの刻み幅 ∆p ∈Rを
∆p = p



























p(l ) = p(l )n として，時系列 Sn (n = 1, · · · ,P = 9)を生成するパラメータ p(l )は，
p(l )n =−0.15cos(2π(n −1)/(P −1))+3.7 (4.16)
とし，各時系列は 1000点取得した．ロジスティック写像の時系列の学習に用いた
ELMの入力層，隠れ層，出力層のニューロン数は，それぞれ，1個，15個，1個と





図 4.3 (a)に寄与率 C R を示す．それぞれの主成分に対応する寄与率を比較する
と，第 1主成分の寄与率のみが大きいため，パラメータ数は 1と推定する事がで









分岐が連続して起こるカオスへのルートや図 4.4 (a)の p(l ) = 8.3付近と図 4.4 (b)の
γ1 =−300付近の窓の周期数が一致している．真のパラメータ空間と推定したパラ
メータ空間の対応するパラメータ値を用いた時のロジスティック写像と ELMの入










図 4.6 (a)と (b)は，それぞれ，パラメータ範囲を負の値まで含めた真の分岐図
と再構成した分岐図を示す．図 4.6 (a)に示す通り，ロジスティック写像の分岐図の
パラメータ p(l )の値を負の方向に進めると正の方向と同様に分岐現象が発生する．









フ指数を示す．図 4.3 (a)と (b)の分岐パスと分岐ローカスのインデックスが表 4.1
33















































































































































































インデックス パラメータ リアプノフ指数 パラメータ リアプノフ指数
1 3.550 −0.09972±0.00004 −632.3 −0.00456
2 3.594 0.1753±0.0004 −585.7 0.144±0.001
3 3.700 0.353±0.002 −471.7 0.351±0.001
4 3.806 0.425±0.002 −358.3 0.429±0.003
5 3.850 0.022±0.006 −322.1 −0.0985±0.0003
6 3.806 0.425±0.002 −358.5 0.429±0.003
7 3.700 0.353±0.002 −471.7 0.351±0.001
8 3.594 0.1753±0.0004 −585.7 0.144±0.001






を示した．しかし，これらのパラメータは図 4.4 (a)と (b)から窓に属している事が
わかり，リアプノフ指数が 0.022±0.006のパラメータがインデックス 5のパラメー
タ付近の γ1 =−332.9に存在する事から対応するパラメータがインデックス 5のパ
ラメータ付近に存在する．また，インデックス 1と 9のリアプノフ指数も対応して













• OS: Mac OSX
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た．ここで分岐パラメータの範囲は，開始点 p(st ar t )を p(l )1 ，終了点 p(end)を p
(l )
5 と
し，式 (4.15)の分岐図をプロットするパラメータ数 L(par ameter )は 100に設定した．
未知の力学系に対して分岐図再構成を行う時は成功率が高い事が重要であるた










4 6 8 10
分岐図再構成の成功率 (%) 88 27 25 11
レーベンシュタイン距離の平均 7.09 7.07 6.80 6.27
レーベンシュタイン距離の標準偏差 1.54 1.65 1.47 1.71





























8 10 12 14
刈込後の隠れ層ニューロン数 3.65 5.07 6.57 7.75
分岐図再構成の成功率 (%) 64 53 46 32
レーベンシュタイン距離の平均 7.22 7.54 6.85 6.78
レーベンシュタイン距離の標準偏差 1.67 1.74 1.32 1.78
4.6.2 1次元パラメータ空間のエノン写像の分岐図再構成
エノン写像の分岐図を
























1,nとして，時系列 Sn(n = 1, · · · ,P = 9)
を生成するパラメータ p(h)1 は，
p(h)1,n =−0.2cos(2π(n −1)/(P −1))+1.2 (4.18)
とし，各時系列は 1000点取得した．エノン写像の時系列の学習に用いた ELMの
入力層，隠れ層，出力層のニューロン数は，それぞれ，2個，10個，2個とした．




1 (t )と x
(h)
1 (t − 1)を入力とした時，
x(h)1 (t +1)と x
(h)
1 (t )を出力するように学習を行う．式 (3.3)のシグモイド関数のパラ
メータ ν1，ν2，ν3は，それぞれ，3，1.5，1と設定した．
4.6.2.1 推定したパラメータ空間の分岐図とリアプノフ指数
図 4.7 (a)に寄与率 C R を示す．それぞれの主成分に対応する寄与率を比較する
と，第 1主成分の寄与率のみが大きいため，パラメータ数は 1と推定する事ができ




図 4.8 (a)と (b)に真の分岐図と再構成した分岐図，それぞれの分岐図に対して推
定したリアプノフスペクトラムを示す．ここで，図中の上段と下段は，それぞれ，
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と，周期倍分岐が連続して起こるカオスへのルートや，各窓 (例えば，図 4.8 (a)の








表 4.1と同様に，表 4.4にエノン写像の結果を示す．インデックス 2から 8の真
の分岐図と再構成した分岐図のリアプノフ指数は，おおよそ一致している．イン
デックス 1と 9の真の分岐図と再構成した分岐図のリアプノフ指数は対応してい




インデックス パラメータ 最大リアプノフ指数 パラメータ 最大リアプノフ指数
1 1.000 −0.161±0.001 −97.41 −0.6027±0.0002
2 1.058 0.0248±0.0004 −53.21 0.0759±0.0007
3 1.200 0.308±0.002 31.48 0.315±0.003
4 1.341 0.367±0.001 70.10 0.2562±0.0009
5 1.400 0.418±0.002 98.06 0.382±0.003
6 1.341 0.367±0.001 70.10 0.2562±0.0009
7 1.200 0.307±0.002 31.48 0.315±0.003
8 1.058 0.0248±0.0004 −53.21 0.0759±0.0007

















































(a) 真の分岐図 (b) 分岐パス:5の時の再構成した分岐図












する．本シミュレーション実験では，式 (4.15)の L(par ameter )は 3000に設定する．








(d)を見ると明らかで図 4.9 (d)が図 4.9 (a)に最も近い事が定性的にもわかる．
表 4.5:エノン写像のレーベンシュタイン距離






















































として，時系列 Sn(n = 1, · · · ,P = 9)を生成するパラメータ p(r )3 は，




x(r )2 要素の時系列の 5∆τを 1ステップとしてサンプルした．レスラー方程式の時系
列の学習に用いた ELMの入力層，隠れ層，出力層のニューロン数は，それぞれ，3














x(r )2 (τ−31·5∆τ)を出力するように学習を行う．式 (3.3)のシグモイド関数のパラメー
タ ν1，ν2，ν3は，それぞれ，16，8，0.1と設定した．
4.6.3.1 推定したパラメータ空間の分岐図とリアプノフ指数
図 4.10 (a)に寄与率 C R を示す．第 1主成分の寄与率が 80%以上であるため，
第 1主成分は十分な情報を持つと考えパラメータ数は 1と推定する事ができる．
図 4.10 (b)と (c)に，それぞれ，分岐パスと分岐ローカスを示す．これらの図を比較
すると，分岐ローカスの 3と 4，6と 7の点の差が分岐パスに比べて小さい．分岐
ローカスの3と4，6と7の点の差が分岐パスに比べて小さい理由として，図 4.10 (a)
の第 2主成分と第 3主成分の寄与率が，図 4.3 (a)と図 4.7 (a)に比べて大きい事が
あげられる．しかし，分岐パスと分岐ローカスの点の関係は一致しているため，本
結果の第 1主成分を用いて分岐図の再構成は可能であると考えられる．















表 4.1と同様に，表 4.7にレスラー方程式の結果を示す．インデックス 1，3，5，
7，9の真の分岐図と再構成した分岐図のリアプノフ指数は，おおよそ一致してい
る．インデックス 2と 8のリアプノフ指数は対応していないが，これらのパラメー
タは図 4.11 (a)と (b)から共に周期解からカオス解に変わるパラメータ周辺であり，
47




















































































































インデックス パラメータ 最大リアプノフ指数 パラメータ 最大リアプノフ指数
1 3.200 0.0006±0.0007 −4232 0.00025±0.00008
2 3.346 0.0006±0.0008 −1640 0.0125±0.0004
3 3.700 0.056±0.002 1921 0.0682±0.0005
4 4.053 0.001±0.002 2340 0.0619±0.0006
5 4.200 0.077±0.002 3221 0.0631±0.0008
6 4.053 0.001±0.002 2340 0.0609±0.0008
7 3.700 0.057±0.002 1921 0.0731±0.0009
8 3.346 0.0006±0.0008 −1640 0.0109±0.0005
9 3.200 0.0006±0.0007 −4232 0.00025±0.00008
リアプノフ指数が 0.0006±0.0008のパラメータがインデックス 2と 8のパラメータ
付近のγ1 =−1596に存在する事から対応するパラメータがインデックス 2と 8のパ
ラメータ付近に存在する．ここで，図 4.11 (b)の再構成した分岐図のパラメータ範
囲は約 20000であるため，−1640と−1596のパラメータは近いとした．インデック
ス 4と 6のリアプノフ指数も対応していないが，これらのパラメータは図 4.11 (a)
と (b)の窓に属しており，リアプノフ指数が 0.001±0.002のパラメータがインデッ
クス 4と 6のパラメータ付近の γ1 = 2396に存在する事から対応するパラメータが

















(a) 真の分岐図 (b) 分岐パス:5の時の再構成した分岐図
(c) 分岐パス:7の時の再構成した分岐図 (d) 分岐パス:9の時の再構成した分岐図
図 4.12:レスラー方程式の分岐図
図 4.12 (a)に真の分岐図，図 4.12 (b)，(c)，(d)に，それぞれ，分岐点の点数 5,7,9
を使用した時の再構成分岐図を示す．ここで，それぞれの図中の上部，中部，下
部は，それぞれ，分岐図，最大リアプノフ指数，第 2リアプノフ指数を示す．









































































































に変更する．ここで，時定数 ρは積分回路のコンデンサ 2.2nFと抵抗 100kΩから
220×103を設定した．3次の Runge–Kutta法を用いて時系列を生成した．ここで
52
時間刻み幅を∆τ= 10−6とした．本シミュレーション実験では，x(r 2)1 要素の時系列
の 40∆τを 1ステップとしてサンプルした．図 4.14(b)上段にシミュレーション実
験で作成した分岐図を示す．ここで，下段のリアプノフ指数は計測データと同様，
wolfの方法で推定した．図 4.14(a)と (b)を比較すると，3.0から 3.5付近までの周
期が 2周期が 4周期になっている事や窓の位置がずれている事から図 4.14(a)の計
測データはノイズの影響を大きく受けていると考えられる．
次に分岐図再構成の実験条件を示す．p(r 2)2 = p
(r 2)
2,n として，時系列Sn(n = 1, · · · ,P =
9)を生成するパラメータ p(r 2)2 は，
p(r 2)2,n =−0.2cos(2π(n −1)/(P −1))+3.7 (4.23)
とし，各時系列の長さは 5000点取得した．レスラー方程式の時系列の学習に用い
た ELMの入力層，隠れ層，出力層のニューロン数は，それぞれ，3個，20個，1個









わかる．図 4.14(a)の分岐構造はノイズで潰されていて p(r 2)2 = 3.5付近でカオスが
4周期から突然現れているが，図 4.14(c)の分岐構造は周期倍分岐が連続して起こ
















































































本章では，1999 年に Bagarinao らが提案した予測器に基づいた分岐図再構成


















x(t +1) = g (l ) (ωn ,h(t )) , (1 ≤ n ≤ P ) (5.1)
h(t ) = g (n) (x(t )) (5.2)
に変更する．ここで，x(t ) ∈ RU , h(t ) ∈ RV，x(t + 1) ∈ Rは，入力ベクトル，関数
g (n)(·)の出力ベクトル，関数 g (l )(·, ·)の出力値である．g (l )(·, ·)と g (n)(·)は線形関数
と非線形関数，P は時系列の数，ωn は n番目の時系列 Sn を学習した時に得られ
た出力ニューロンの結合荷重である．
パラメータ推定プロセスでは，i 番目の時系列と j ( ̸= i )番目の時系列のモデリン
グを行った学習済みの予測器の出力値の差を PCAに適用する．出力値の差は，
g (di f )i , j (h(t )) = g
(l ) (ωi ,h(t ))− g (l )
(







x(di f )1,2 , x
(di f )






x(di f )i , j =
[
g (di f )i , j (h(1)), g
(di f )
i , j (h(2)), · · · , g
(di f )
i , j (h(L))
]T
(5.5)
(1 ≤ i ≤ P −1), ( j = i +1)







×100[%], (n = 1,2, · · · , A) (5.6)
CC R (s)n =
n∑
i=1
C R (s)i , (n = 1,2, · · · , A) (5.7)
ここで，φi は i番目の固有値，Aは学習した結合荷重の数である．本研究では，推
定パラメータ次元 E は
E = arg min
1≤n≤A









g (l ) (ωi ,h(t ))− g (l ) (ω1,h(t ))
)





α(i−1) (ωi −ω1) ,h(t )
)
(5.9)





α(i−1) (ωi −ω1) (5.10)
により得られる．出力ニューロンの新しい結合荷重を用いて，
y(t +1) = g (l )
(
ω̂, g (n) (x(t ))
)
(5.11)




本節では学習後の結合荷重の分布を示し，時系列 S1,S2, · · · ,SP を生成した際に使


















∆β(i , j ) =βi −β j , (1 ≤ i ≤ P −1), ( j = i +1) (5.13)
図 5.2は，結合荷重の差∆β(i , j )の平均値と標準偏差を示す．ここで，図 5.2の横
軸と縦軸は，∆β(i , j )のインデックスとその絶対値を示す．図 5.2から，標準偏差が
58
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図 5.2: 10組の学習した結合荷重の差 ∆β(i , j )の平均と標準偏差
非常に小さいため ∆β(i , j )は全てほぼ同一である事がわかる．式 (5.12)からわかる







5.2節の結果より，対象の系のパラメータ空間と結合荷重の差 ∆β(i ,, j )に関係が










×100[%], (n = 1,2, · · · , A) (5.14)
CC R (s)n =
n∑
i=1
C R(s)i [%], (n = 1,2, · · · , A) (5.15)
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により計算する．本研究では，パラメータ次元の推定は
E = arg min
1≤n≤A





C R(s)と累積寄与率CC R (s)を図 5.3に示す．ここで，実線が寄与率，破線が累積寄
与率を示す．結合荷重の差の寄与率C R(s)1 は 99.5%のため，第 2成分以降はほどん
ど情報が無いといえる．従って，パラメータの次元数は 1と推定できる．

































p(h)1 = 0.12sin(2π(n −1)/P )+1.345, (n = 1,2, · · · ,6)
p(h)2 = 0.12cos(2π(n −1)/P )+0.2, (n = 1,2, · · · ,6)
(5.17)











































ば，フラクタル次元解析 [60]や誤り近傍点法 [33]などの Takensの埋込法 [34]を基
にした手法を用いて入出力次元を推定できる．
モデリングプロセスでは，与えられた時系列 S1,S2, · · · ,SP に対して刈込プロセス
で生成した SAP-ELMの出力ニューロンの結合荷重の学習を行う．ここで，2組目
以降の時系列の学習を行う時も刈込プロセスで生成した同じ SAP-ELMを用いる．
パラメータ推定プロセスでは，結合荷重の差分行列 [∆β(1,2) ∆β(2,3) · · ·∆β(P−1,P )]
に対して特異値分解を行う．特異値の寄与率 C R(s)と累積寄与率 CC R (s)から対象
の系のパラメータ次元を推定する．
分岐図再構成プロセスでは，(E +1)組の時系列を用いて分岐図再構成を行う．分















• 2組の周期時系列を用いた実験 1: p(l )(E1−1) = 3.4, p
(l )
(E1−2) = 3.5
• 周期とカオス時系列を用いた実験 2: p(l )(E2−1) = 3.5, p
(l )
(E2−2) = 4.0
• 2組のカオス時系列を用いた実験 3: p(l )(E3−1) = 3.95, p
(l )
(E3−2) = 4.0




































































































図 5.6(a) – (c)に分岐パラメータα1を 0から 1の範囲で再構成した分岐図を示す．
従って，分岐パラメータα1の範囲は時系列を生成したパラメータの範囲と対応す
るため，図 5.6(a)，(b)，(c)のパラメータ範囲は，それぞれ，図 5.5の黒線から青
線，青線から赤線，緑線から赤線の範囲に対応する．図 5.6(a)は 4周期から 8周期





図 5.7(a) – (c)は，高域のパラメータ範囲に設定し再構成した分岐図を示す．広域
のパラメータ範囲は，図 5.5の真の分岐図のパラメータ範囲 p(l ) = [3.0,4.0]に対応
するように設定する．図 5.5と比較すると，真の分岐図と図 5.7(a) – (c)の再構成し
た分岐図は対応している事がわかる．実験 1の結果から，提案手法は周期時系列
のみから分岐図再構成が可能である事を示す．しかし，他の実験の結果と比べる
と，図 5.7(a)はパラメータ空間の伸縮がある．図 5.7(a)の分岐パラメータ α1 =−4








再構成を行う．3組の時系列を生成したパラメータは，式 (5.17)の i = 3,5,6により
決定した．ここで，時系列を生成したパラメータ i = 3,5,6は，それぞれ，再構成




































































































様々な研究が行われている [63, 64, 65, 66]．
5.6.1 レスラー方程式の分岐図再構成
レスラー方程式の分岐図を式 (4.19)により生成した時系列から再構成する．レス





では 1次元パラメータ空間の分岐図再構成を行うため，p(r )1 と p
(r )
2 を，それぞれ，
0.33と 0.3に固定する．p(r )3 = p
(r )
3,n として，時系列 Sn(n = 1, · · · ,P = 5)を生成する
パラメータ p(r )3 は，
p(r )3,n =−0.5cos(2π(n −1)/(P −1))+3.8 (5.18)
とし，各時系列の長さは 5000点取得した．生成した時系列には，周期とカオス時系
列が含まれている．3次の Runge–Kutta法を用いて時系列を生成した．ここで時間

















x(r )2 (τ−31·5∆τ)を出力するように学習を行う．式 (3.3)のシグモイド関数のパラメー
タ ν1，ν2，ν3は，それぞれ，16，8，0.1に設定した．
図 5.10(a)にレスラー方程式に対する寄与率 (実線)と累積寄与率 (破線)を示す．




生成したパラメータは，式 (5.18)の i = 2,3により決定した．ここで，時系列を生






































































































ミュレーション実験に用いた ELMの入力層は 3個，出力層のニューロン数は 1個
とした．また，刈込後の隠れ層のニューロン数は 25個であった．次元推定のため
に下記のパラメータを用いて 12組の時系列を生成した．
f or 1 ≤ n ≤ 6
p(r )1 = 0.33
p(r )2 = 0.05sin(2π(n −1)/6)+0.3
p(r )3 = 0.7cos(2π(n −1)/6)+5.0
f or 7 ≤ n ≤ 12
p(r )1 = 0.03sin(2π(n −1)/6)+0.33
p(r )2 = 0.3
p(r )3 = 0.7cos(2π(n −1)/6)+5.0
(5.19)
図 5.11に 3パラメータを使用したレスラー方程式に対する寄与率 (実線)と累積




























































































13.67, p(m)2 = 1.56, p
(m)
3 = 0.59, p
(m)
4 = 1176, p
(m)
5 = 2.86, p
(m)
6 = 0.001, p
(m)
7 = 0.5,
p(m)8 = 181.1, p
(m)






11,n として，時系列 Sn(n =
1, · · · ,P = 5)を生成するパラメータ p(m)11 は，


































生成したパラメータは，式 (5.21)の i = 3,4により決定した．ここで，時系列を生








































摂食率，成長率，環境収容力，摂食率が半減するバイオマス，noi se(w g )は分散 0.75







1,n として，時系列 Sn(n = 1, · · · ,P = 5)を
生成するパラメータ p(v)1 は，













結合荷重の差分行列の特異値分解の結果から第一成分の寄与率がC R(s)1 = 99.9%
のため，パラメータ次元は 1と推定できる．パラメータ次元を 1と推定したため，2
組の時系列を使用する．2組の時系列を生成したパラメータは，式 (5.23)の i = 1,5
により決定した．ここで，時系列を生成したパラメータ i = 1,5は，それぞれ，再






















































































(a) p(v)1 = 1.5





















図 5.14(a)の植生バイオマスモデルの分岐図は p(v)1 = 2.5周辺でサドル–ノード分岐
によるレジームシフトが特徴である．真の分岐図と再構成した分岐図を比較する
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である．ここで，ϕ(n,γ,s)は，G(γ, ·)により初期状態ベクトル sが n回写像され
たベクトルである．また，I は単位行列である．固有値 η1と η2は式 (6.3)の 2根を
求める事により得られる．表 2.1を参照すると，固有値 η1と η2から固定点の特性






















































































(0,γ,s) = I , ∂ϕ
∂γ





























∂s は式 (6.4)の変分方程式を H 回繰り返す事により
得られる．すなわち，∂ϕ∂s (H ,γ,s)である．減速ニュートン法の更新式は




























5. 式 (6.11)の収束条件を満たすまで 3.と 4.を繰り返す．








H 周期点と特性方程式の条件式は式 (6.2)と式 (6.3)である．これらの式は合わ
せて 3個になるため未知の変数を 3個とする．従って，3個の未知変数は，2個の
状態値と 1個のパラメータとする．本章では 2次元パラメータ空間を対象とする


































∂ f H1 (γ,s)
∂γ j
∂ f H2 (γ,s)
∂s1














である．Gi (·, ·)は i 番目の出力ニューロンの出力を計算するための関数である．















は，それぞれ，式 (6.4)の ∂ϕ∂s (H ,γ,s)と式 (6.5)
79



































































































































1. 6.2節で計算した推定ベクトル γ̂と状態ベクトル ŝを初期値として設定する．
80
2. 推定ベクトル γから未知変数とする分岐パラメータ γ j を決定し，もう一方
のパラメータを微小変化させる．
3. 式 (6.4)–(6.8)を H 回繰り返して変分方程式を更新する．
4. 減速ニュートン法により，式 (6.15)を用いて状態値と推定ベクトルを更新
する．















間層のニューロン数は 6個とした．この場合，ELMは入力が x(h)1 (t )と x
(h)
1 (t −1)の
時，x(h)1 (t +1)と x
(h)


























































































































































がわかる．周期倍分岐の分岐曲線から，5 → 10 → 20 → 40周期と変化している事が
わかる.また，図 6.1(d)の分岐点は途中で切れているが，図 6.2(b)の分岐曲線は途
中で切れる事なく対象の範囲で追跡できている事がわかる．
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2,n として，分岐図再構成に使用する時系列 Sn(n = 1, · · · ,P = 9)を生成する
パラメータは，
p(s)2,n =−0.1cos(2π(n −1)/(P −1))+0.8, (n = 1, · · · ,P ) (A.2)
とする．サイン写像の時系列の学習に用いた ELMの入力層と出力層のニューロン









性的に確認した．ここで，分岐パラメータの範囲は開始点 p(st ar t )を p(s)1,1，終了点











4 6 8 10
分岐図再構成の成功率 (%) 9 76 15 22
レーベンシュタイン距離の平均 7.25 6.31 6.36 6.55
レーベンシュタイン距離の標準偏差 0.97 1.29 1.23 1.40























8 10 12 14
刈込後の隠れ層ニューロン数 4.18 5.06 6.72 8.51
分岐図再構成の成功率 (%) 52 65 67 29
レーベンシュタイン距離の平均 7.17 6.22 4.64 4.72
レーベンシュタイン距離の標準偏差 3.51 1.72 1.51 1.23
岐図再構成を行う時に予測精度は重要となる．







いて，各時系列 S1,S2, · · · ,SP の学習と予測を行う．全ての時系列の予測が完了した
後，次の予測用に隠れ層ニューロンの結合荷重とバイアスを新しく生成し，次の
予測を行う．SAP-ELMを用いる場合，初めに時系列 S1,S2, · · · ,SP の中からリアプ
ノフ指数が一番大きい時系列を選択し，選択した時系列に対して刈込手法を ELM














て SAP-ELMを用いた実験結果の表 4.3と表 A.2から，ロジスティック写像とサイン
写像の分岐図再構成の成功率は，ニューロン数を増やすと成功率が徐々に下がる
97
表 A.3: ELMと SAP-ELMを用いたロジスティック写像の時系列予測の平均平方二乗
誤差
パラメータ ELM(×10−4) SAP-ELM(×10−2)
p(l )1 0.03 0.13
p(l )2 0.03 0.20
p(l )3 0.39 1.12
p(l )4 0.30 2.04
p(l )5 0.03 1.17
p(l )6 1.09 1.07
p(l )7 0.38 1.12
p(l )8 0.03 0.20


















結合荷重 β= [β1 β2 · · · βV ]T の分布である．図 A.1の横軸と縦軸は，それぞれ，出
力層ニューロンの結合荷重のインデックスと学習後の出力層ニューロンの結合荷
重 βの要素 βi の値である．図 A.1は時系列 S1,S2, · · · ,SP (P = 9)を学習した 9組の
出力層ニューロンの結合荷重の分布を示す．
図 A.1 (a)と (b)は，それぞれ，隠れ層ニューロン数を 4個と 8個に設定した場
合の結果である．図 A.1 (a)は全ての結合荷重が同様の分布を持つが，図 A.1 (b)は
「+」のみが他の分布から逸脱している．従って，図 A.1 (a)のように全ての学習後
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岐図を式 (3.11)により生成した時系列から再構成する．p(c)3 = p
(c)
3,nとして，時系列
Sn (n = 1, · · · ,P = 5)を生成するパラメータ p(c)3 は，





れる寄与率を示す．図 B.1(a)の寄与率が第 1主成分で 80%を超えているため，第
2主成分以降はほとんど情報を持たない事がわかる．この結果から，対象システム
が 1次元のパラメータシステムと推定する事ができる．次に，図 B.1(b)の分岐パ
スと図 B.1(c)の分岐ローカスを比較する．図 B.1(b)と (c)を比較すると各点の位置
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次に p(c)3 のパラメータ空間の真の分岐図と γ1空間で再構成した分岐図を比較す





図 B.3(a)と (b)に，パラメータ領域を [0.0,1.0]に広げた真の分岐図とそれに対応
する広域の再構成した分岐図を示す．広域の分岐図を比較すると，p(c)3 > 0.5のパ
ラメータ領域の再構成は失敗しているが，p(c)3 < 0.5の領域では真の分岐図と再構





































として，時系列 Sn(n = 1, · · · ,P = 9)を生成するパラメータ p(d)3 は，





個，50個，8個とした．この場合，予測器の出力 o(o)1 (t )，o
(o)























































































































































































































図のリアプノフ指数は全体的に小さい．さらに，図 B.4(a)の A = 10.8周辺の窓が









































































す．ロジスティック写像の入出力関係はパラメータを p(l ) > 0に設定した時，入力
値 0.5をピークとした山型となり，パラメータ値 p(l )を大きくすると出力値は大き
くなる．
式 (4.11)より，推定したパラメータ値 γを含めた ELMの入出力関係は，
o(o)(t +1) = (γν1 +ω0) · si g (o(o)(t )w+b) (C.1)
と表せる．式 (C.1)の γを変化させた時の ELMの入出力関係を図 C.2に示す．ここ





































































































ここで，対角行列 Σの対角成分 σ1,σ2, · · · ,σV が特異値となる．従って，ランクが
小さい時は 10−3以下の対角成分が存在する．
式 (3.5)で示す通り，ELMの出力層ニューロンの結合荷重の学習にO(h)の擬似逆
行列を用いる．擬似逆行列を特異値分解の結果を用いて表すと，
O(h)
† =Π2Σ−1ΠT1 (D.2)
となる．従って，擬似逆行列を計算する過程で Σの対角成分の逆数を計算する事
になるため，特異値が小さいとH†が大きい値となり，H†を用いて計算する出力
層ニューロンの結合荷重の絶対値も大きくなる．
結合荷重の絶対値が大きくなる事により，ELMの汎化性能が低くなると考えら
れるため，Hのランクは大きい方が良いと考えられる．
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