The use of computational models to simulate the behavior of complex mechanical systems is ubiquitous in many 5 high consequence applications such as aerospace systems. Results from these simulations are being used, among other 6 things, to inform decisions regarding system reliability and margin assessment. In order to properly support these decisions, 7 uncertainty needs to be accounted for. To this end, it is necessary to identify, quantify and propagate different sources of 8 uncertainty as they relate to these modeling efforts. Some sources of uncertainty arise from the following: (1) modeling 9 assumptions and approximations, (2) solution convergence, (3) differences between model predictions and experiments, (4) 10 physical variability, (5) the coupling of various components and (6) and unknown unknowns. An additional aspect of the 11 problem is the limited information available at the full system level in the application space. This is offset, in some instances, 12 by information on individual components at testable conditions. In this paper, we focus on the quantification of uncertainty 13 due to differences in model prediction and experiments, and present a technique to aggregate and propagate uncertainty 14 from the component level to the full system in the applications space. A numerical example based on a structural dynamics 15 application is used to demonstrate the technique. 16
The reliability of high consequence systems, such as aerospace components, has been traditionally established by testing 24 individual systems and verifying their performance is within some acceptable limits. Although full scale testing is currently 25 not feasible for some systems under actual use environments, some limited testing is often available for components, 26 subsystems (i.e. groups of components) and a very limited number of tests of the full system in other use environments. 27 Modeling and simulation attempt to fill the gap left by the lack of full scale testing for the actual use environments. Because 28 component level data are usually cheaper and easier to obtain relative to the system data, it is advantageous to have the ability 29 to build individual models of the component and/or subsystems using available data and incorporate them into a system level 30 model. This leads to a hierarchical approach to building system level models and consequently the uncertainty in the system 31 model is a function of the component level data and of the knowledge not captured in the component or subsystem level data. Furthermore, because tests cannot be performed for many actual use environments, the model is required to extrapolate 33 beyond the data it was developed from. To establish confidence in an extrapolated model prediction, sources of uncertainty 34 must be identified, quantified and propagated to the response quantity of interest at the system model. 35 Recently, there has been an emphasis on developing models of components using first principles, calibrating them from 36 simple exploratory experiments, validating them relative to a different set of experiments and then using them within a more 37 complex model. For example, one could investigate the behavior of mechanical joint using simple experiments, develop a 38 model that explains some phenomenon of interest, validate its performance on a different environment and use it as part 39 of a larger system. What was described above is defined as a hierarchical approach to building a system level model. It is 40 basically a construction of a complex system model by using a building block approach that incorporates simpler component 41 based models and couples them together. This hierarchical model building approach was described in several published 42 papers [1, 2] . To quantify uncertainty, multiple tests of these components should be available from which an estimate of 43 the variability in the components could be obtained. Adding to the uncertainty is the possibility that the interactions of the 44 various components was never tested, thus no information on the coupling of components will be available. In addition, 45 interactions of components could have been tested at excitation levels that are not comparable to those of the full system, 46 thus giving rise to another source of uncertainty.
47
In this paper, we focus on the quantification of uncertainty due to differences in model prediction and experiments, and 48 present a technique to aggregate and propagate these sources from the component level to the applications space. A numerical 49 example based on a structural dynamics application is used to demonstrate the technique. 
Example Problem Description

51
The example problem has the following features:
52
• It is a multi-component problem which involves a mechanical joint which provides an energy dissipating mechanism.
53
• It is a multi-level problem where the phenomena observed at the lowest level is assumed to be present at subsequent levels, 54
i.e. damping in the joints is assumed similar at all levels. This might turn out to be an incorrect assumption.
55
• Experimental data consists of repeated tests on several, nominally identical hardware systems. These are intended to 56 quantify the variability inherent in a physical system.
57
• Simple finite element models are built and calibrated to simulate a particular behavior of the physical hardware. The 58 model parameters have been calibrated from simple, discovery experiments aimed at isolating the particular physical 59 phenomenon that the model is trying to represent. Parametric uncertainty is explored in this paper.
60
The levels of complexity in this problem are defined as follows:
61
Level 1 62 • Dumbbell configuration: 45 joint samples tested with an impulse type excitation.
63
Level 2
64
• Three leg configuration (wavelet input): 27 joint samples tested using a wavelet-type.
65
Application level
66
• Three leg configuration (shock input): 27 joint samples tested using a shock-type input excitation.
67
In all levels, acceleration time histories were recorded and energy dissipation was calculated for each experiment and for 68 each model prediction. The particular details of each level are described in the following sections. 70 This configuration has two, 30 lb masses bolted at the ends of a single leg (or joint) creating a "dumbbell" looking hardware. 71 This is shown in Fig. 2 .1. This configuration is supported by bungee cords to simulate a free-free environment and it is 72 subjected to an impulse excitation, on one of the end masses, provided by an instrumented hammer. The acceleration response 73 of the dumbbell on the side opposite to the excitation is recorded and also shown in 79 The experimental system at these levels is a truncated conic shell supported on legs at three approximately symmetric 80 locations. The support structure beneath the legs is a cylindrical shell-relatively thin on its top, and transitioning into a 81 thicker section. The conic shell is attached to the support structure via three screws, each of which passes through a hole in 82 a thin, flat plate at the top of a leg. Three nominally identical replicates of the conic shell were fabricated, along with three 83 nominally identical support structures. A schematic of this is shown in Fig. 2 .3. The nine combinations of shells and support 84 structures were tested with two distinct environments: (1) a wavelet type excitation and (2) a shock type excitation. The 85 excitations are also shown in Fig. 2 .3. Each shell-base combination was assembled-disassembled-reassembled three times, 86 and tested each time. The average acceleration structural responses at the tops of the shells are shown in Fig. 2 .4 for the 87 shock environment. There are 27 time histories-nine structures times three tests each.
Dumbbell Configuration (Level 1)
Three-Leg Configuration (Level 2 and Application Space)
88
The finite element model for the physical system used in the current analysis is the lumped-mass representation shown in 89 Fig. 2 .3. The energy dissipation mechanisms are noted as J in the figure. Predictions, with uncertainty, of the response under 90 a shock environment are the focus of our paper. 
Energy Dissipation Model: Iwan Model 92
The element critical in this is study is a nonlinear energy dissipating mechanism (denoted "Joint" in sinusoidally. Multiple systems were tested, and they are stochastic, therefore, the parameters of the Iwan model are described 96 in a probabilistic framework. An approach to estimating the parameters of the Iwan model and their uncertainty is described 97 in [4] . Because the geometry and boundary conditions of the system used to identify Iwan model parameters differ from the 98 geometry and boundary conditions of the three-legged system, correction stiffness, K corr and attachment stiffness, K attachment 99 needed to be added to the lumped mass model to render its predictions accurate. The attachment stiffness was calibrated 100 by matching the axial frequency of a monolithic structure and assuming that the stiffness of the cone was essentially rigid 101 when compared to the rest of the structure. The correction stiffness was calculated and inserted into the lumped-mass model. 102 Analysis of this model was done in Salinas, a primarily linear structural dynamics analysis code written at Sandia [5] . 104 The energy dissipation from the transient ring down experiment is chosen as the quantity of interest to use in this study. The 105 process to calculate this metric is shown in Fig. 2 .5 and more details can be found in [6]: 
Quantity of Interest: Energy Dissipated (Ed)
Training Data and Partial Least Squares Regression 108
The goal of this research is to develop a correction to model based predictions of energy dissipation for the three-leg 109 configuration under shock loading (application level), given the model predictions and experimental results for the dumbbell 110
) and three-leg wavelet test (Level 2) configurations. The Partial Least Squares Regression (PLS) based approach 111 developed by Hills [7] is used to develop a linear relationship between differences in experiment and model predictions 112 throughout a validation hierarchy, and a correction to a model prediction for the target application. Using the probabilistic 113 model of the four parameters of the Iwan model, we generate 20 sets of the four parameters and used in the models of the 114 dumbbell and three leg configuration. Each model is run using Salinas and there are a total of 60 model runs. Acceleration 115 time history responses were obtained and subsequently post-processed, using the procedure shown in Fig. 2 .5, to obtain an 116 estimate of the energy dissipation for each run. The resulting data is referred to as the training sets and will be used to develop 117 this regression. To perform this regression, the training sets are organized as follows : AQ1 118 F D 2 6 6 4 f db 1;1 f db 1;n db : : :
: : :
: : : f db n;1 f db n;n db f wl 1;1 f wl 1;n wl : : :
g bl 1;1 g bl 1;n bl : : :
: : : : : : g bl n;1 g bl n;n bl 3 7 7 5 (2.2) F represents the model generated training sets for the validation data (dumbbell (f db ) and three-leg wavelet (f wl ) 120 energy dissipations). G represents the model generated training sets for the target application (three-leg shock (g bl ) energy 121 dissipations). The number of force levels at which energy dissipation is calculated (i.e. number of columns) for the 122 corresponding configurations are denoted n db , n wl , and n bl . For the present case, n db , n wl , n bl D 31. There is no requirement 123 that these three numbers be the same. The number of Iwan parameter sets is denoted n. Each row of F and G provides energy 124 dissipation for each of these parameter sets and there must be a one-to-one correspondence within and between the rows of 125 Eqs. 2.1 and 2.2. For the present case, n D 20.
126
The regression used is of the form
where " is a (1 C n db C n wl ) by n bl matrix of regression coefficients. The vector f is a (n db C n wl ) by 1 row vector of 128 energy dissipations for the dumbbell and the three-leg wavelet configurations, and the vector g is a n bl by 1 row vector 129 of corrected three-leg shock energy dissipations. The 1 in the leading matrix of Eq. 2.3 allows for a constant offset to be 130 estimated between the linear combination of dumbbell and three-leg wavelet dissipations, and the predicted three-leg shock 131 dissipations. Equation 2.3 is regressed to the data provided by Eqs. 2.1 and 2.2. Specifically, " is estimated to satisfy Eq. 2.4 132 in a partial least squares (PLS) regression sense.
133
OE1 F " Š G (2.4)
The 1 correspond to a column vector of ones with the number of rows equal to the number of rows in F.
134
The MATLAB function plsregress [8] was used to obtain a PLS estimate for " [9]. To address ill-conditioning or singular 135 systems, PLS regression develops an intermediate space that's defined by F and G in terms of n l latent components where 136 n l is specified by the user. Too few latent components results in a poor representation of F and G while too many latent 137 components results in over-fitting of G, leading to increased sensitivity of the regression to noise or error when applied to 138 data other than the training sets. Unlike standard least squares regression and principal component analysis, PLSR is designed 139 to address error in both G and F. Note that since models are approximations, we expect errors (differences from the actual 140 energy dissipations for the systems modeled) in both F and G. 
Choice of the Number of Latent Components 142
For the present analysis, the number of latent components chosen is based on the estimated prediction uncertainty of the 143 regression model due to two sources of errors:
The errors in the ability of the regression model to represent the experimental data, and the projection of an estimate 145 of these errors to the target application. These errors represent a model form error between the model as characterized 146 by the training sets F and the experimental observations "; and the additional model form error due to the regression. 147 We estimate these errors through the residuals between the regression and the mean experimental observation for the 148 dumbbell and three-leg wavelet experiment. 149 2. The errors in the ability of the regression model to represent G. These errors are characterized by the residuals between 150 the left and right sides of Eq. 2.4 across all training samples.
151
We assume independence between these two errors and sum the variance matrices to obtain a total that will be used to 152 evaluate the number of latent components.
153
The first term on the right corresponds to the variance in the projection of the model form error (item 1), and the second 154 term on the right corresponds to the regression error (item 2). As will be illustrated later, the estimated variances depend on 155 the number of latent components used for the regression.
156
Given a choice of the number of latent components n l , the MATLAB function plsregress is used to evaluate the regression 157 coefficients " of Eq. 2.4. MATLAB also returns a weighting matrix W that specifies the weights used to map F into the latent 158 components. Specifically,
where W is a (n db C n wl ) by n l matrix. F contains the column-by-column means of F (all rows of F are identical). We can 160 think of the W as the weights on the mean shifted F that results in the n l latent components that best represent the response 161 space G. Using this matrix to project the measurements into the latent component space gives
" is a (n db C n wl ) by 1 row vector of the mean measurements, f is vector comprised of the column means of F (i.e., any 163 row of F ), and " s is a vector of the mapped mean measurements into the space of the latent components. Mapping the " s 164 back into the measurement space gives 165 " f s D " s W 1
(2.8)
The residuals between the measurements, and the projected measurements mapped back into the measurement space, 166 indicates how well the regression model can represent the experimental data. These residuals are 167 r D " f " f s (2.9)
The estimate of the variance of these residuals is 168 ¢ 2 r D rr T n db C n wl 1
(2.10)
The projection of this variance to the application conditions can be accomplished using the estimated regression matrix ". 169 V p; D ¢ r 2 ".2 W end; W/ T " .2 W end; W/ (2.11)
Note that the bias represented by the first row of " are not used.
170
The second source of error is that associated with the regression error on G (see item 2 above). This can be estimated 171 using the residuals between the left and right sides of Eq. 2.4. Fig. 2.6 Regression quality and the number of latent components. nl D 10 utilized for the remainder of the analysis this figure will be printed in b/w G, until n l exceeds 10. At this point, the sensitivity of the regression to error between the mean validation data and the PLS 175 representation overwhelms the benefit of using additional latent components. Based on these results, we will to use n l D 10 176 for the remainder of the analysis. 
Unit-to-Unit Variability 178
Unit-to-unit variability is thought to be the dominant source of variability in the energy dissipation for the jointed structures 179 of interest. As a result, the experiments were specifically designed to measure this variability, and the joint parameter sets for 180 the model predictions were selected to represent this variability. As discussed earlier, data was collected from 45 realizations 181 of the dumbbell tests, and 27 realizations of the three-leg tests under wavelet input conditions. Note that 27 realizations of 182 the three-leg tests under shock conditions were also measured. These data are not used to develop the roll-up regression since 183 such data would not be available for a prediction.
184
For the present analysis, we wish to correct not only mean behavior of the model for the target application using 185 experimental data from the validation experiments, but also use this data to correct the unit-to-unit variability for the target 186 conditions. Because the dumbbell experiments can be considered independent from the three-leg wavelet experiments, the 187 variance matrix for the combined validation data can be written in block diagonal form as
where V ,db and V ,wl are the estimated variance matrices for the dumbbell and wavelet data. The projection of this unit-to-189 unit variability to the target application through the regression model is given by
Adding this unit-to-unit variability to the variability discussed earlier results in an estimated total uncertainty in the roll-up 191 due to regression, observed differences between the regression model and the data, and due to unit-to-unit variability. 
Bias and Uncertainty in the Simulation and Corrected Simulation Results
193
The large quantity of experimental data coupled with the multiple realizations associated with the training sets allows 194 one to develop sampled based estimates of model bias, and uncertainty in bias. For the case of the model, there are 20 195 realizations of the model for each of the dumbbell, three-leg wavelet, and three-leg shock cases. As noted earlier, there 45 196 realizations of the experimental data for the dumbbell, 27 for the three-leg wavelet, and 27 for the three-leg shock cases. 197 Because, we do not know which model realizations (or joint parameters) are coupled with which sets of experimental data, 198 we consider the experiments and the joint parameters realizations to be independent. We can have thus have 20 45 possible 199 combinations of differences between the dumbbell experiments and model predictions, and 20 27 differences for each 200 of the wavelet and shock configurations. For the case of the regression where both the dumbbell and wavelet results are 201 used to estimate the shock experiment corrections, the number of differences increases significantly. For roll-up, there are 202 45 27 possible combinations of the dumbbell/wavelet experimental results, coupled with 20 20 possible combinations of 203 the corresponding model results, resulting in 45 27 20 20 possible overall combinations. Rather than considering all of 204 these combinations, we randomly sampled 2,000 subsets from each with replacement, and estimated the bias and uncertainty 205 over the 2,000 samples for each force level. The results are presented in the following section. illustrates the corrected mean prediction for the target application. The experimental shock data for this target application was 210 not used for the development of the regression, but is included as an indicator of the ability of the methodology to correct for 211 model form error observed in the dumbbell and three-leg wavelet validation experiments. Plus and minus 2¢ uncertainty bars 212 are shown on the target application plot (twice the square root of the diagonal elements of Eq. 2.15). Note that the regression 213 provides a good representation of the dumbbell and wavelet experiments. The regression also provides a somewhat improved 214 representation of the shock prediction at higher shock force with little improvement at lower forces. Note that the dumbbell 215 data lies within the range of the training set, whereas the wavelet data lies outside the range of the training set for forces 216 greater than 275. The corrected model shows results that are outside the shock training set at forces greater than 290. The 217 uncertainty in the corrected model at higher forces increases significantly, possibly reflecting the inability of the regression 218 on the dumbbell and wavelet training sets to represent the shock model training sets at these forces. Overall, while the 219 corrected model does not capture the actual experimental data for the shock experiments for all forces, the corrected model 220 does represent an improvement over the uncorrected model results.
221 Figure 2 .8 illustrates the results of using the sampling approach discussed previously. The top plot shows the experimental 222 data and the model predictions (i.e. the training set) for the shock, whereas the bottom plot shows the corrected results using 223 the regression. Note that the scatter in the training set for shock, is significantly less than that observed in the experimental 224 data, whereas the scatter in the corrected realizations better match the scatter in the data for the largest forces. Because it is 225 not clear to what extent this improved scatter is due of the observed behavior of the wavelet and dumbbell data, or due to the 226 increased uncertainty in the ability to regress at high forces, caution must be exercises in interpreting these results.
227 Figure 2 .9 shows an estimate of the model prediction bias and the uncertainty in this bias for the model results for all 228 three cases, and also for the corrected model results for the shock. For this case, the sampling approach described above 229 and the sampled results illustrated in Fig. 2 .8 were used to estimate the 5, 50, and 95 % percentiles of the prediction to 230 measured differences as a function of force. Note that the distributions are non-symmetric. Also note that the prediction 231 error, as measurement by the 50 %, and the corrected behavior at this percentile are similar at lower forces, but that the 232 corrected model showed improved results at larger forces.
233
Overall, the corrected results provided an improved prediction of energy dissipation for the shock case, compared to the 234 uncorrected results, over the range of the forces considered. However, based on the trend in the results illustrated in Fig. 2.7 , 235 the use of the corrected model results for input forces significantly larger than 350 will lead to an overcorrection in energy 236 dissipation, illustrating the dangers of using a regression outside the range of the support provided by the experimental data. In this paper, we presented an approach to aggregate and extrapolation uncertainty information from component analysis to 239 system level analysis. The approach develops a correction to model based predictions of energy dissipation for the three-leg 240 configuration under shock loading, given the model predictions and experimental results for the dumbbell (Level 1) and 241 three-leg wavelet test (Level 2) configurations. The Partial Least Squares Regression (PLS) based approach developed by 242 Hills [7] is used to develop a linear relationship between differences in experiment and model predictions throughout a 243 validation hierarchy, and a correction to a model prediction for the target application. Results presented in the paper are 244 
