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Im Rahmen von Risikoanalysen spielt die Kenntnis über das Vorhan-
densein und die Lage von Gefahrenherden eine ganz wesentliche
Rolle. Neben den bisher bekannten deterministischen und statistischen
Verfahren können auch künstliche Neuronale Netze zur automatischen
Gefahrenerkennung genutzt werden. Der Vorteil Neuronaler Netze liegt
in ihrer Fähigkeit begründet, nichtlineare Zusammenhänge gut darzu-
stellen und mit sehr großen Datenmengen gut zurechtzukommen.
Für die Erkennung von Hangrutschungsgebieten sind mehrere neu-
ronale Modelle entwickelt und untersucht worden. Eine Besonderheit
ist, dass die Netze verschiedene Massenbewegungstypen erkennen
können. Es wird auch nicht nur die Rutschung sondern der ganze Ein-
flussbereich der Massenbewegung erkannt. Bei der Entwicklung der
Netze sind verschiedene Strategien verfolgt worden. Neben Netzen zur
Rutschungserkennung sind in Reihe geschaltete Netze und nach dem
MTL–Ansatz trainierte Netze untersucht worden. Dabei hat sich ge-
zeigt, dass die einzelnen Modelle z.T. unterschiedliche Spezialisierun-
gen entwickeln.
Bei Versuchen mit den Netzen Rutschungen in Testgebieten in den
Ostalpen zu erkennen, haben die besten Netze bis zu 86% der Gebiete
richtig klassifiziert. Dabei hat sich gezeigt, dass die Netze Massenbe-
wegungen in Zusammenhang mit Wildbach- und Erosionsprozessen
besonders gut erkennen können. Durch gezielte Abfragen konnten die
Ergebnisse auf bis zu 89 % erhöht werden.
Schlüsselwörter: Risikoanalyse, Gefahrenerkennung, Rutschungser-
kennung, Massenbewegung, Rutschung, Neuronales Netz, MLP, Vor-





In the frame of risk analysis the knowledge of the existence and loca-
tion of hazard zones is of major importance. Besides the traditional de-
terministic and statistic methods for automatic hazard analysis, the use
of artificial Neural Nets is a new and interesting approach. The advan-
tage of Neural Nets is their ability to handle non-linearities as well as
large and complex data sets.
Several types of neural models have been developed and tested for
landslide recognition. It is a characteristic of these Neural Nets that they
are capable to recognize different types of mass movements. Not only
the landslide itself but also the complete area influenced by mass mo-
vements. Various strategies have been pursued to develop the Neural
Nets. Besides the standard nets for landslide recognition, also nets
switched in line and nets using the MTL-approach have been trained
and tested. The tests demonstrated that the different net models de-
velop different specializations. 
The best nets for landslide recognition classified up to 86% of the test
sites in the Eastern Alps correctly. The tests showed that these nets are
especially qualified for the detection of landslides caused by erosional
and mount torrent processes. Using query techniques it has been pos-
sible to further improve the results up to 89%.
Keywords: risk analysis, hazard analysis, landslide recognition, land-
slide, neural net, MLP, feed forward net, RPROP, MTL, Salzkammer-
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Die Häufung großer Naturkatastrophen in den letzten Jahren und der
starke Anstieg der Schadenssummen initiierte 1998 die Gründung des
DFG Graduiertenkollegs “Naturkatastrophen”. Entsprechend der inter-
fakultativen Ausrichtung des Graduiertenkollegs “Naturkatastrophen”
sollen hier nicht nur Naturkatastrophen und deren Auswirkungen unter-
sucht, sondern auch neue Ansätze im Rahmen interfakultativer Zusam-
menarbeit erprobt werden.
Unter den Naturkatastrophen stellen Massenbewegungen, entgegen
dem öffentlichen Eindruck, eine nicht unerhebliche Gefahr für Men-
schen und Infrastruktur dar. Meistens treten diese allerdings zusam-
men mit anderen “grossen” Naturkatastrophen wie Erdbeben oder Ge-
witterstürmen (Hurrikane) auf, bzw. werden von diesen ausgelöst. Die
Schäden werden deshalb irrtümlicherweise meist dem auslösenden
und nicht dem eigentlichen verursachenden Ereignis zugeordnet. So
entstanden viele Schäden in Venezuela während des Hurrikans Mitch
1999, bei dem vermutlich 30.000 Menschen ums Leben kamen, nicht
durch den Hurrikan selbst, sondern durch die anschließenden Massen-
bewegungen (IFRC 2001). Bereits 1985 wurden die Kosten, welche
jährlich in den Vereinigten Staaten durch Massenbewegungen entste-
hen, vom National Research Council auf 1,2 bis 2,4 Milliarden US-Dol-
lar geschätzt (SCHUSTER 1996).
Allein diese Zahlen verdeutlichen schon, wie wichtig es heute ist, Ge-
fahrenanalysen für betroffene Regionen zu erstellen, um geeignete
Schutzmaßnahmen zu entwickeln. Dies ist um so bedeutender, da
durch Entwaldung, Siedlungsdruck und regionale Klimaveränderungen
in den nächsten Jahren eher mehr als weniger Massenbewegungen in
menschlichen Siedlungsräumen auftreten werden (IDNDR 1997,
SCHUSTER 1996).
Die effektivste und zugleich wirtschaftlichste Möglichkeit Gefahren
durch Massenbewegungen abzuwehren ist, die gefährdeten Gebiete zu
meiden und nur extensiv zu nutzen. Daraus erwächst die Notwendig-
keit, großräumig Informationen über vorhandene bzw. potentielle Rut-
schungsgebiete zu erheben. Da dies mit der klassischen Methode, der
geotechnischen Kartierung durch den Geologen zu aufwendig ist, müs-
1.2 Zielsetzung
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sen Verfahren zur automatischen Erkennung von Hangrutschungsge-
bieten verstärkt genutzt und weiterentwickelt werden.
Aus dieser Intention heraus und entsprechend der interfakultativen
Ausrichtung des Graduiertenkollegs entstand die Idee, Massenbewe-
gungen bzw. deren Auswirkungen nicht mit den bisher bekannten stati-
stischen und deterministischen Verfahren (s. ALEOTTI & CHOWDHURY,
1999) zu modellieren, sondern auf Methoden aus dem Bereich des
“Maschinellen Lernen” zurückzugreifen. Zu dies werden je nach Be-
trachter z.B. Entscheidungsbäume (“decision trees”), vorwärtsge-
richtete Neuronale Netze (MLP), Kohonen Netze (SOM, “Self-Organi-
sating-Maps”), evolutionäre Algorithmen oder neuerdings auch Support
Vektor Maschienen (SV, “Kernel Machines”) gezählt.
Aufgrund der Problemstellung (s.u.) und des zu Beginn der Arbeit zu-
gänglichen Wissensstandes sind die künstlichen Neuronalen Netze
(KNN) und hier im besonderen die vorwärtsgerichteten Neuronalen
Netze als praktikabelste, sowie erfolgversprechendste Methode zur
Modellierung des Problems ausgewählt worden. Dies ist sinnvoll, da
Neuronale Netze sowohl mit nichtlinearen, als auch mit sehr großen
und verrauschten Datenmengen zurechtkommen. Eben diese beiden
Schwierigkeiten treten insbesondere bei geologischen Modellierungen
wie z.B. bei der Rutschungserkennung auf. 
Auf die Untersuchung von Support Vektor Maschinen wurde hier ver-
zichtet, da diese erst im Laufe der Arbeit verstärkt in den Fokus der
Forschung traten, was aber nicht als Wertung gegenüber dieser Metho-
de verstanden werden darf.
1.2 Zielsetzung
Im Rahmen dieser interdisziplinären Arbeit soll die Rutschungserken-
nung im Lockergesteinsbereich mit Verfahren aus dem Bereich des
“Maschinellen Lernens”, den vorwärtsgerichteten Neuronalen Netzen,
untersucht werden. Darüber hinaus wurde gezielt der Ansatz verfolgt,
nicht nur auf primäre Merkmale sondern auch auf sekundäre und tertiä-
re Merkmale zur Problemlösung zurückzugreifen, da diese in der Praxis
wesentlich häufiger und in zunehmend besserer Qualität verfügbar
sind. Gerade hier kommen die Vorteile der Neuronalen Netze gegen-
über anderen Verfahren voll zum tragen. 
1 Einleitung
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Es wird die Systematik entwickelt und untersucht, die notwendig ist, be-
kannte Verfahren aus der Neuroinformatik auf das Problem der Rut-
schungserkennung anzuwenden. Durch die Zusammenarbeit mit dem
Institut für Logik, Komplexität und Deduktion wird versucht, den Erfor-
dernissen beider Disziplinen, Geologie und Informatik, gerecht zu wer-
den und nicht übermäßiges Gewicht auf eine Herangehensweise zu le-
gen.
Das geologische Wissen über Rutschungen und die Untersuchungsge-
biete helfen, ein Verfahren zur Aufbereitung und Analyse der Daten zu
entwickeln. Auf dessen Basis kann wiederum das richtige Verfahren
zur Codierung ausgewählt bzw. entwickelt werden. Durch die Zusam-
menarbeit mit der Informatik können auch neuere Verfahren aus der
Forschung eingesetzt und verschiedene Netztypen entwickelt werden.
So sind nicht nur mehrschichtige vorwärtsgerichtete Netze (MLP) für
die Rutschungs- bzw. Abbruchkantenerkennung benutzt worden, son-
dern auch in Reihe geschaltete Netze und verschiedene Lernverfahren
wie RPROP und MTL untersucht worden.
Um nicht unter künstlichen und vereinfachten Rahmenbedingungen ar-
beiten zu müssen, wurden zwei Rutschungsgebiete in den Ostalpen
ausgewählt, die sowohl ausreichend viele Rutschungen aufweisen, als
auch sehr gut untersucht bzw. verstanden sind. Somit können aus den
Ergebnissen der Netze auch Rückschlüsse auf Schwächen und Stär-
ken der einzelnen Netze gezogen werden.
1.3 Aufbau und Vorgehensweise
Der Aufbau der Arbeit entspricht in etwa dem chronologischen Heran-
gehen an die Arbeit.
Ausgangspunkt der Arbeit sind die vorwärtsgerichteten Neuronalen
Netze und die Rutschungsysteme. Zu diesem Zweck werden im zwei-
ten Kapitel die notwendigen Grundlagen, soweit sie zum Verständnis
notwendig sind, an den Anfang gestellt. Darüber hinaus werden die bei-
den Testgebiete vorgestellt, um einen Eindruck von der Geologie und
den ingenieurgeologischen Zusammenhängen zu erhalten.
Im dritten Kapitel wird die Herangehensweise und die Methodik vorge-
stellt, um Rutschungen mit Neuronalen Netzen erkennen zu können.
1.3 Aufbau und Vorgehensweise
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Zunächst wird die Aufbereitung und Codierung der Daten beschrieben.
Anschließend wird auf die Netzentwicklung und Optimierung, sowie die
neuronalen Modelle, welche entwickelt wurden, eingegangen. Ab-
schließend werden die Aufbereitungs- und Darstellungsmöglichkeiten
der Ergebnisse beschrieben.
Die Anwendung und die Ergebnisse der Netze in den Untersuchungs-
gebieten wird im vierten Kapitel beschrieben. Dabei wird getrennt auf
die Netze zur Rutschungserkennung, die in Reihe geschalteten und die
mit dem Multitask Learning-Ansatz (MTL) trainierten Netze eingegan-
gen. Auch Maßstabseffekte und Besonderheiten der einzelnen Netze
werden beschrieben. 
Am Ende der Arbeit werden die Ergebnisse im Hinblick auf die Eignung
künstlicher Neuronaler Netze zur Rutschungserkennung und die Vor-
bzw. Nachteile der einzelnen Modelle diskutiert. Im Fazit wird noch ein





Die Theorie der künstlichen Neuronalen Netze entstand aus der Idee,
die biologische Informationsverarbeitung, im Besonderen das Lernen
mit mathematischen Methoden zu simulieren.
Eine Definition für künstliche Neuronale Netze (kurz KNN) lautet, dass
es sich um informationsverarbeitende Systeme handelt, die aus einer
großen Anzahl einfacher Einheiten (Zellen bzw. Neuronen) bestehen,
die sich Informationen in Form der Aktivierung von Zellen über gerichte-
te Verbindungen zusenden (ZELL 1997). Mathematisch ausgedrückt,
erfolgt die Abbildung eines n-dimensionalen Eingabevektors x in einen
m-dimensionalen Ausgabevektor y.
Die gezielte Veränderung des Gesamtverhaltens von Neuronalen Net-
zen durch die mathematische Optimierung der Gewichte, den gewich-
teten Verbindungen zwischen den Neuronen, wird als Lernen bezeich-
net. Vereinfacht gesagt sind Neuronale Netze Programme (Software)
oder Hardware, die nach bestimmten Regeln „lernen“, Informationen zu
verarbeiten. Beim Lernen ist allerdings nicht die exakte Reproduktion
des Erlernten entscheidend, sondern eher das Generalisierungsverhal-
ten. Dies bedeutet, dass die Optimierung der Gewichte so durchgeführt
werden muss, dass die Netze auch in unbekannten Situationen mög-
lichst richtig reagieren. Es sollen also assoziative Fähigkeiten entwi-
ckelt werden und die hinter den erlernten Beispielen verborgenen Ge-
setzmäßigkeiten erkannt werden.
Die Vorteile von Neuronalen Netzen liegen einerseits in ihrer Fähigkeit,
auch nichtlineare Zusammenhänge sehr gut darstellen zu können, und
andererseits in ihrer Robustheit gegen Störungen und verrauschte Da-
ten. 
Im Folgenden wird die bekannteste und auch hier verwendete Klasse
Neuronaler Netze beschrieben, das mehrschichtige vorwärtsgerichtete
Neuronale Netz, auch MLP (Multi Layer Perceptron) genannt. Eine aus-
führliche Einführung in die Theorie der Neuronalen Netze findet sich in




2.1.1 Vorwärtsgerichtete Neuronale Netze (MLP)
Bei vorwärtsgerichteten Neuronalen Netzen sind die Recheneinheiten,
die sogenannten Neuronen, in Schichten angeordnet. Die Neuronen je-
der Schicht sind mit den Neuronen der nächsten Schicht über die Ge-
wichte verbunden und zwar immer in Richtung von der Eingabe zur
Ausgabe des Netzes. Die Schichten werden nach ihrer Position bzw.
Funktion im Netzwerk klassifiziert. In der Eingabeschicht werden dem
Neuronalen Netz alle für das Problem relevanten Informationen zur
Verfügung gestellt. Die Ausgabeschicht gibt das berechnete Ergebnis
des Netzes nach außen zurück. Die dazwischenliegenden Schichten
werden verdeckte Schichten bzw. Hiddenschichten genannt. Sie die-
nen nur der Informationsverarbeitung innerhalb des Netzes. 
Im Rahmen dieser Arbeit werden nur vollständige Neuronale Netze ver-
wendet, d. h. jedes Neuron der Schicht k ist mit allen Neuronen der
Schicht k+1 verbunden.
Abb. 2-1: Vollständiges vorwärtsgerichtetes Neuronales Netz mit einer
4 - 3 - 1 Topologie. Der vierdimensionale Eingabevektor wird
in der verdeckten Schicht verarbeitet und erzeugt eine eindi-
mensionale Ausgabe (nach GUTJAHR, 1999).
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Die Netzeingabe neti für jedes Neuron der Ausgabe- bzw. Hidden-
schicht wird mit der Propagierungsfunktion durch die gewichtete Addi-
tion aus den Ausgaben der Vorgängerneuronen und einer zum Neuron
gehörenden Konstanten berechnet.
Dabei bezeichnet wijsj die gewichtete Aktivierung des Neurons j und
pred(i) die Menge aller Neuronen j, die eine Verbindung zum Neuron i
haben. Der Schwellenwert bzw. Bias θi gibt die Schwelle an, ab der das
Neuron i aktiv ist. Er kann mit einer biologischen Reizschwelle vergli-
chen werden und fällt mit der grössten Steigung der Aktivierungsfunk-
tion zusammen (s. Abb. 2-2).
Die Berechnung der Aktivierungen aller Neuronen der Ausgabe- bzw.
Hiddenschichten durch sukzessive Anwendung der Gleichungen (2.2)
und (2.3) wird als Vorwärtspropagieren bezeichnet. Die Aktivierungs-
funktion berechnet die Ausgabe des Neurons i nach der Formel:
Für die Aktivierungsfunktion fact kann im Prinzip jede beliebige eindi-
mensionale Funktion verwendet werden. Bei mehrschichtigen Netzen
wird für die verborgenen Schichten häufig die nichtlineare, logistische
(sigmoid) Funktion flog verwendet, deren Ausgabe im Bereich von (0,1)
liegt (BISHOP 1996).
Um auch negative Werte zuzulassen, kann die symmetrische Aktivie-
rungsfunktion fsym, der Tangens hyperbolicus, verwendet werden, deren
Ausgabe im Bereich (-1,1) liegt. Diese kann durch eine einfache lineare
Transformation aus der logistischen Funktion hergeleitet werden (BI-
SHOP 1996).
Um nichtlineare Abhängigkeiten zu modellieren, sind die oben be-
schriebenen Sigmoidfunktionen notwendig (Abb. 2-2 ). Sie lösen das
i
ipredj
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Problem, dass die Netze häufig auf Aktivierungen extrem unterschiedli-
cher Amplituden reagieren müssen, wobei sie bei kleinen Amplituden
wesentlich sensibler sein müssen. Sigmoidfunktionen haben eben ihre
höchste Sensibilität bzw. größte Steigung im Bereich um den Schwel-
lenwert θ (0). Dort weisen sie ein nahezu lineares Verhalten auf (s. Abb.
2-2). Bei hohen Aktivierungen verhält sich die Funktion eher nichtlinear
und die Steigung nimmt ab.
Die Funktionen sind streng monoton wachsend und ihre Ableitungen
lassen sich in einfacher Weise durch die Funktion selbst ausdrücken
(GUTJAHR 1999). Es gilt:
bzw.
Diese Eigenschaft ist bedeutend, da die Ableitung der Aktivierungs-
funktion für viele Lernverfahren (z.B. Backpropagation) benötigt wird.
Im Rahmen dieser Arbeit sind für „lineare“ zweischichtige Netzwerke
einfache lineare Aktivierungsfunktionen verwendet worden. Für „nichtli-
neare“ mehrschichtige (meist dreischichtige) Netze ist aus den oben
genannten Gründen die symmetrische Aktivierungsfunktion verwendet
worden.
Abb. 2-2: Logistische und symmetrische Aktivierungsfunktion. In der
Nähe des Nullpunktes verhalten sich die beiden Funktionen
nahezu linear. Durch hohe Aktivierung der Neuronen wird
Nichtlinearität erzeugt (verändert nach ZELL 1997).
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Prinzipiell lassen sich drei Arten von Lernverfahren unterscheiden. Das
überwachte Lernen (supervised learning) kann als imitieren oder lernen
an Beispielen beschrieben werden. Dabei wird ein Eingabemuster mit
einer Sollausgabe verglichen und die Gewichte so optimiert, dass das
Netz nach der Präsentation mehrere Paare von Ein- und Ausgabemu-
stern assoziativ als ähnliche Muster erkennen kann. Eine weitere Mög-
lichkeit ist das Lernen aus Erfahrung bzw. bestärkendes Lernen (rein-
forcement learning). Bei diesem Verfahren wird dem Eingabemuster
nicht eine erwünschte Sollausgabe entgegengesetzt, sondern nur ge-
prüft, ob die Ausgabe falsch oder richtig ist. Dieses Verfahren hat den
Vorteil, dass es biologisch plausibler ist, da das Netz die richtige Aus-
gabe (Zielwert) selbst finden muss. Allerdings ist es bei bekannter Aus-
gabe deutlich langsamer als die überwachten Lernverfahren. Die dritte
Möglichkeit ist das unüberwachte Lernen (unsupervised learning), bei
dem es nur Eingabemuster jedoch keine Soll- oder Erwartungsausgabe
gibt. Der Lernalgorithmus versucht hier selbständig Gruppen ähnlicher
Eingabevektoren zu erkennen und diese auf Gruppen ähnlicher oder
benachbarter Neuronen abzubilden.
Aufgrund der höheren Geschwindigkeit beim Lernen, und der Art sowie
der Qualität der Daten sind im Rahmen dieser Arbeit nur überwachte
Lernverfahren angewendet worden. 
Das Lernen selbst wird im Allgemeinen durch die Modifikation der Ge-
wichte wij erreicht. Während des Lernens bzw. Trainings geht es dar-
um, die Gewichte so einzustellen, dass das Netz einen unbekannten
funktionalen Zusammenhang zwischen Ein- und Ausgabe optimal dar-
stellen kann. Trainiert wird das Neuronale Netz anhand einer Trainings-
mustermenge D, die aus Musterpaaren P = (xp,tp) 0 D besteht. Dabei
stellt xp eine konkrete Eingabe und tp die entsprechende Sollausgabe
dar. Anhand der Mustermenge D versucht das Netz, die Gewichte so
einzustellen, dass für jede konkrete Eingabe xn möglichst die entspre-
chende Sollausgabe tn = t(xn) erzeugt wird. Auf diese Weise soll das
Netz lernen, die Funktion darzustellen, welche die Mustermenge D er-
zeugt hat. 
Eine Möglichkeit die Gewichte zu optimieren, ist die Betrachtung der
Fehlerfunktion, die die Entwicklung des quadratischen Fehlers des
Neuronalen Netzes auf der Trainingsmenge abbildet. Dabei wird der
quadratische Abstand zwischen Sollausgabe tp und Netzausgabe sp be-
2.1 Neuronale Netze
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trachtet. Der Gesamtfehler E des Gewichtsvektors W ergibt sich als
Summe der Fehler aller Musterpaare P 0 D.
Der Faktor 1/2 wird verwendet, um ihn gegen eine 2 zu kürzen, die spä-
ter beim Differenzieren entsteht. Dies ist möglich, da es keine Rolle
spielt, ob der ganze oder der halbe Fehler minimiert wird. 
Aufgrund der nichtlinearen Aktivierungsfunktion ist es allerdings nicht
möglich, das Minimum von E analytisch zu berechnen. Deshalb wird mit
einem Gradientenabstiegsverfahren, der Methode des steilsten Ab-
stiegs versucht, ein möglichst globales Minimum der Fehlerfunktion zu
finden, in dem die Fehlersumme über alle Trainingsmuster hinweg mini-
mal ist. Dazu werden die Gewichte um einen Bruchteil des negativen
Gradienten der Fehlerfunktion in Richtung des Gradienten verschoben.
∆W stellt die Änderung des Gewichtsvektors und -LE(W) den negativen
Gradienten der Fehlerfunktion dar. Für die Änderung eines einzelnen
Gewichts gilt:
Der Lernparameter η > 0, auch Schrittweite genannt, regelt wie stark
der Gewichtsvektor W in Richtung des negativen Gradienten verändert
wird. 
Das Lernen, also die Berechnung des Gradienten und die adaptive Ge-
wichtsveränderung (Gewichtsupdate) wird im Rahmen dieser Arbeit mit
dem Rprop-Algorithmus, einer Weiterentwicklung des Backpropagati-
on-Algorithmus durchgeführt. Zum besseren Verständnis wird zunächst
kurz der Backpropagation-Algorithmus erklärt, auf dem der Rprop-Algo-
rithmus wesentlich basiert.
2.1.2.1  Backpropagation-Algorithmus
Die zentrale Frage lautet: Wie kann der Gradient der Fehlerfunktion be-
rechnet werden? Da der Fehler Ep als differenzierbare Funktion der



















Formel (2.8) ist es möglich, die Ableitung der Fehlerfunktion E als Sum-
me über die partiellen Ableitungen der Fehler der einzelnen Trainings-
muster zu betrachten. Deshalb wird zunächst die partielle Ableitung
des Fehlers eines einzelnen Musters nach dem Gewicht wij betrachtet.
Um die Übersichtlichkeit zu wahren, wird hier die Abhängigkeit der Aus-
gabe vom Trainingsmuster P unterdrückt. Der erste Faktor der Glei-
chung (2.11) wird nun einfach als Fehlersignal δ definiert.
Unter Berücksichtigung von Gleichung (2.2) ist
sodass durch Substitution aus der Gleichung (2.11) folgt
Aus Gleichung (2.14) folgt, dass die gesuchte Ableitung der Fehlerfunk-
tion einfach erhalten wird, indem δ für das Neuron berechnet wird, zu
dem das Gewicht wij zeigt und mit der Aktivierung des Neurons multipli-
ziert wird, von dem das Gewicht wij wegzeigt. Da für die Ermittlung des
Fehlers die Aktivierung sj bereits zuvor nach Gleichung (2.3) berechnet
wurde, muss nun nur noch das Fehlersignal δ für alle Neuronen der
Hidden- und Ausgabeschicht berechnet werden. 
Für die Ausgabeneuronen ergibt sich aus (2.12)
Um δ für die Hiddenneuronen zu ermitteln wird wie bei Gleichung (2.11)
die Kettenregel für partielle Ableitungen benötigt, um die Summe über


























































gerneuronen i verbunden sind.
Die Neuronen k können dabei sowohl Hiddenneuronen als auch Ausga-
beneuronen sein. Indem nun das δ aus Gleichung (2.12) in (2.16) ein-
gesetzt wird, kann der Fehler für ein Hiddenneuron nach folgender
Gleichung ermittelt werden.
Um das Fehlersignal δi für ein bestimmtes Neuron der Hiddenschicht zu
erhalten, wird der δk-Wert der Vorgängerschicht ausgewertet. Da dieser
Vorgang im Gegensatz zum Vorwärtspropagieren bei der Ermittlung
der Aktivierung von der Ausgabe hin zur Eingabe berechnet wird, han-
delt es sich hier um ein Rückwärtspropagieren. Dies gibt dem Lernver-
fahren auch seinen Namen Backpropagation.
Die Ableitung der Aktivierungsfunktion in Gleichung (2.15) und (2.17)
kann direkt aus der Aktivierung der Neuronen nach Gleichung (2.6)
oder (2.7) während des Vorwärtspropagierens ermittelt werden.
Der Backpropagation-Lernalgorithmus zur Ermittlung der Ableitung des
Fehlers Ep nach den Gewichten lässt sich somit in 4 Schritte gliedern:
1. Ermittlung der Aktivierung aller Hidden- und Ausgabeneuronen
durch Vorwärtspropagieren nach Gleichung (2.2) und (2.3).
2. Berechnung des Fehlersignals δk für die Ausgabeneuronen nach
(2.15).
3. Durch Rückwärtspropagieren wird aus dem δ mit Gleichung (2.17)
die δi für jedes Hiddenneuron ermittelt.
4. Mit Gleichung (2.14) kann die gesuchte Ableitung der Fehlerfunktion
berechnet werden.
Der Gesamtfehler kann dann ermittelt werden, indem die oben be-






























D durchgeführt werden und aufsummiert werden.
Basierend auf der Idee des Gradientenabstiegs sind zahlreiche Modifi-
kationen bzw. Verfahren zur Verbesserung und Beschleunigung des
Backpropagation-Algorithmus entwickelt worden. In ZELL (1997) sind
zumindest die wichtigsten wie z.B. Quickprop oder SuperSAB darge-
stellt. Ein weiteres Verfahren, das die Vorteile verschiedener Verfahren
kombiniert, ist die Resilient Backpropagation, kurz Rprop-Algorithmus
(RIEDMILLER & BRAUN, 1992), der hier verwendet wurde.
2.1.2.2  Rprop-Algorithmus
Der Backpropagation-Algorithmus hat wie alle Gradientenverfahren
den Nachteil, dass es sich um ein lokales Verfahren handelt. Dies be-
deutet, dass es keine Informationen über die ganze Fehlerfläche hin-
weg gibt. Die Gewichtsanpassung während des Lernvorgangs (Trai-
ning) wird allerdings von der konstanten Schrittweite η und der lokalen
Ableitung ME/Mwij gesteuert. Bei einer steilen Fehlerkurve wird deshalb
das Gewicht unter Umständen sehr stark verändert, während bei einer
flachen Fehlerkurve, z.B. einem flachen Plateau, praktisch keine Ände-
rung durchgeführt wird (s. Abb. 2-3).
Abb. 2-3: Beispiele von Problemen, die bei Gradientenverfahren wäh-
rend des Lernens auftreten können. Links ist das Oszillieren
in einem lokalen Minimum dargestellt und rechts die lange















Das kann z.B. dazu führen, dass der Lernvorgang unverhältnismäßig
lange dauert oder dass es zu Oszillation um ein unter Umständen loka-
les Minimum (Abb. 2-3) kommt. Weitere Probleme, die daraus resultie-
ren können, sind das „Hängenbleiben“ in lokalen Minima und das Ver-
lassen von globalen Minima („Verlernen“).
Daher ist ein Verfahren wünschenswert, das eine adaptive Schrittwei-
tenregelung durchführt, mit dessen Hilfe die Lernrate automatisch an-
gepasst werden kann. Die Resilient Backpropagation (Rprop) ist ein
solches Verfahren. Im Unterschied zum Backpropagation-Algorithmus
werden die Gewichte nicht nach dem Betrag des Gradienten der Feh-
lerfunktion, sondern nur nach dem Vorzeichen dieses Gradienten geän-
dert. Bei der Änderung der Gewichte wird nicht nur die aktuelle Stei-
gung der Fehlerfunktion, sondern auch die vorhergehende berücksich-
tigt. Außerdem kann aufgrund des Algorithmus für jedes Gewicht eine
eigene Schrittweite verwendet werden, die während des Lernprozesses
separat angepasst werden kann. 
Im Vergleich zu dem Backpropagation-Algorithmus und anderen Gradi-
entenabstiegsverfahren zeichnet sich der Rprop-Algorithmus durch ein
deutlich schnelleres Lernverhalten aus (RIEDMILLER 1994, SCHIFFMANN
et al. 1993). Die Reduktion der Gradienten der Fehlerfunktion auf ihre
Vorzeichen macht Rprop auch zu einem sehr robusten Verfahren in Be-
zug auf die zu bestimmenden Lernparameter (GUTJAHR, 1999). Diese
sind die maximale Grösse der Gewichtsänderung ∆w und die Anfangs-
schrittweite ηini. Durch die Modifikation des Rprop-Algorithmus mit der
Einführung des Weight-Decay Terms (s. Kap. 2.1.3.2) konnten anfäng-
liche Schwächen hinsichtlich der Generalisierungsfähigkeit behoben
werden, sodass auch hier der Algorithmus anderen Verfahren ebenbür-
tig oder überlegen ist (ZELL 1997, RIEDMILLER 1993). 
2.1.3 Generalisierungsfähigkeit Neuronaler Netze
Eines der zentralen Probleme, aber auch Ziel des Lernens mit Neuro-
nalen Netzen ist die Generalisierungsfähigkeit der trainierten Netze. Es
geht nicht um die exakte Repräsentation von Trainingsmustern, son-
dern um das Erstellen eines statistischen Modells des Prozesses, der
die Daten erzeugt hat (BISHOP, 1995). Nur so kann das Netz auch für
unbekannte Muster eine „gute“ Vorhersage machen.
Die Schwierigkeit bei der Optimierung der Generalisierungsfähigkeit
liegt darin, dass Neuronale Netze aufgrund ihrer nichtlinearen Struktur
eine außergewöhnliche Flexibilität aufweisen. Daraus ergibt sich die
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Notwendigkeit die Komplexität des Modells, also die Anzahl der freien
Parameter zu optimieren, um die beste Generalisierungsleistung zu er-
halten. Bei Neuronalen Netzen sind v.a. die Gewichte als freie Parame-
ter einstellbar, was bedeutet, dass mit der Anzahl der Neuronen und
der ungehemmten Veränderbarkeit der Gewichte auch die Komplexität
ansteigt.
Abb. 2-4: Trennen einer Datenmenge von zweidimensionalen Vekto-
ren mit unterschiedlich komplexen Modellen (nach BISHOP
1995).
In sehr komplexen Modellen ist die Anzahl der freien Parameter unter
Umständen so hoch, dass das Neuronale Netz die Trainingsmuster ex-
akt wiedergeben kann (s. Abb. 2-4 rechts). Dabei besteht aber die Ge-
fahr, dass das Netz nicht die den Daten zugrunde liegende Funktion,
sondern die Trainingsmuster „auswendig“ lernt. Demzufolge wird das
Netz dann aber unbekannte Muster nicht richtig klassifizieren können.
Dieses Phänomen wird Überanpassung oder Overfitting genannt. Um-
gekehrt ist es aber mit einem Modell, dessen Komplexität zu klein ge-
wählt ist, nicht möglich, den funktionalen Zusammenhang der den Da-
ten zugrunde liegt, richtig darzustellen und es kommt zum sog. Under-
fitting. Ein Beispiel hierfür wären lineare Modelle, welche die nichtlinea-
ren Zusammenhänge in einer Datenmenge aufgrund der geringen
Komplexität nicht beschreiben können.
Diese Schwierigkeit bei der Suche nach der optimalen Generalisie-
rungsfähigkeit wird auch am Bias-Varianz Dilemma offensichtlich und in
GEMAN et al. (1992) ausführlich diskutiert. Dabei wird der Generalisie-
2.1 Neuronale Netze
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rungsfehler in die Summe des quadratischen Bias und der Varianz auf-
gespalten. Hier wird unter Bias allerdings nicht der gleichnamige
Schwellwert, sondern der absolute Fehler des Neuronalen Netzes auf
der Trainingsmenge verstanden. Er ist im Allgemeinen groß, wenn das
Modell zu einfach bzw. zu unflexibel ist. Die Varianz hingegen drückt
die Flexibilität des Neuronalen Netzes aus. Sie ist im Allgemeinen groß,
wenn das Modell sehr flexibel ist, also über viele freie Parameter ver-
fügt. Das zeigt, dass die Schwierigkeit bei der Optimierung der Komple-
xität darin besteht, den besten Kompromiss zwischen den gegensätzli-
chen Forderungen nach einem minimalen Bias und einer minimalen
Varianz zu finden.
Um die optimale Balance zwischen Bias und Varianz zu finden, ist es
notwendig, die effektive Komplexität des Modells kontrollieren zu kön-
nen. Bei Neuronalen Netzen stehen dafür prinzipell zwei Möglichkeiten
zur Verfügung:
1. die strukturelle Stabilisierung („structural stabilisation“)
2. die Regularisierung („regularisation“)
2.1.3.1  Strukturelle Stabilisierung
Bei der strukturellen Stabilisierung wird versucht, durch Veränderung
der Zahl der freien Parameter im Neuronalen Netz, Einfluss auf die
Komplexität des Modells zu nehmen. 
Da die Anzahl der Gewichte und somit freien Parameter in einem voll-
ständigen Neuronalen Netz von der Anzahl der Neuronen abhängt,
kann das z.B. durch Veränderung der Zahl der Hiddenneuronen bzw.
Hiddenschichten geschehen. Dies kann durch Vergleichen mehrerer
Modelle geschehen, die eine unterschiedliche Anzahl an Hiddenneuro-
nen haben. Ein anderer Ansatz ist, mit einem sehr komplexen Modell
zu beginnen und die am wenigsten signifikanten Verbindungen (Ge-
wichte) abzuschalten oder ganze Neuronen zu entfernen. So kann ite-
rativ die beste Netzwerk-Architektur gesucht werden. Umgekehrt kann
auch mit einem sehr einfachen Modell begonnen werden und dieses
dann evolutionär entwickelt werden. 
Eine weitere Möglichkeit ist die Bildung von Komitees aus Neuronalen
Netzen (BISHOP, 1995). Dabei wird berücksichtigt, dass während des
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Optimierungsprozesses immer nur das beste Netz weiterentwickelt
wird. Die Anstrengungen, die bei der Entwicklung der ausgesonderten
Netze entstehen, bleiben dabei unberücksichtigt. Nun ist es aber so,
dass die Auswahl des „besten“ Netzes auf einer unabhängigen Test-
menge zufälligen Schwankungen unterliegt (GUTJAHR, 1999). Bei einer
anderen Testmenge zeigt das ausgewählte Netz also unter Umständen
nicht mehr die beste Leistung. Indem aus verschiedenen Modellen Ko-
mitees gebildet werden und diese über geeignete Verfahren, z.B. Mit-
telwertbildung, verbunden werden, kann diesem Problem begegnet
werden. Diese Komitees können häufig sogar ein besseres Ergebnis
erzielen als das „beste“ Netz (BISHOP 1995, GUTJAHR 1999).
2.1.3.2  Regularisierung
Bei der Regularisierung wird die Komplexität des Modells durch das
Hinzufügen eines Strafterms, dem sog. Regularisierungsterm, zur Feh-
lerfunktion E aus Gleichung (2.8) kontrolliert. Der Grad der Regularisie-
rung wird dabei über die Multiplikation des Strafterms Ω mit einem ver-
änderbaren Parameter, dem Regularisierungsparameter, λ $ 0 gesteu-
ert.
Im Training werden die Gewichte damit so eingestellt, dass die neue
Fehlerfunktion Eneu möglichst minimal wird. Dies bedeutet, dass das
Neuronale Netz versucht, gleichzeitig die Trainingsmuster zu lernen
und den Strafterm Ω zu minimieren, was der Komplexität des Modells
entgegenwirkt. Im Folgenden werden zwei einfach anwendbare Verfah-
ren vorgestellt. Weitere Verfahren wie z.B. Soft-Weight-Sharing oder
Weight-Pruning werden ausführlich in BISHOP (1995) und ZELL (1997)
dargestellt.
Eine einfache und häufig verwendete Regularisierungsfunktion ist der
Weight-Decay, das Lernen mit Gewichtsabnahme (BISHOP 1995, ZELL
















Empirisch kann nachgewiesen werden, dass diese Form der Regulari-
sierung zu einer signifikanten Verbesserung der Generalisierungslei-
stung der Neuronalen Netze führt (BISHOP, 1995). Dies liegt daran,
dass die Modellkomplexität reduziert wird durch die Bestrafung großer
Gewichte und Bevorzugung kleiner Gewichte. Kleine Gewichte haben
den Vorteil, dass die Aktivierung der Neuronen damit eher im linearen
Bereich der Aktivierungsfunktion liegt, was die Nichtlinearität des Neu-
ronalen Netzes einschränkt (vgl. Kap. 2.1.1).
Abb. 2-5: Entwicklung des quadratischen Fehlers eines Neuronalen
Netzes auf einer Trainingsmenge und einer Validierungs-
menge. Nach anfänglicher Abnahme steigt der Fehler auf
der Validierungsmenge wieder an, sobald das Overfitting
des Netzes beginnt.
Ein nicht unerhebliches Problem stellt allerdings die optimale Einstel-
lung des Weight-Decay Parameters λ dar. Eine Möglichkeit das Pro-
blem heuristisch zu lösen, ist die Kreuzvalidierung (cross-validation),
bei der der Trainingsdatensatz in eine Trainings- und eine Validierungs-
menge getrennt wird. Während des Trainings wird dann die Trainings-
menge genutzt, um die Gewichte einzustellen und die Validierungs-
menge, um den Generalisierungsfehler zu ermitteln. Ausgehend von
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sehr kleinem λ wird dessen Wert so lange erhöht, bis der Fehler auf der
Trainings- und der Validierungsmenge gleich hoch ist.
Eine alternative simple Methode zur Regularisierung ist das Early-Stop-
ping. Hierbei wird der Lernprozess an einem iterativ ermittelten oder
vorher definierten Fehlerminimum unterbrochen. Da normalerweise
während des Trainings der Fehler mit der Anzahl der Iterationschritte
(Epochen) abnimmt, kann er fast als monoton abnehmende Funktion
dieser gesehen werden. Wenn nun der Fehler auf einer Trainingsmen-
ge mit dem einer unabhängigen Validierungsmenge verglichen wird,
nimmt dieser auf beiden Mengen zuerst ab. Sobald das Neuronale Netz
aber beginnt, sich zu stark an den Trainingsdatensatz anzupassen, al-
so der Overfitting-Effekt eintritt, beginnt der Fehler auf der Validierungs-
menge wieder zu steigen (s. Abb. 2-5). Da hierbei das Training nicht
beim kleinsten Trainingsfehler, sondern vorher beim Minimum des Vali-
dierungsfehlers unterbrochen wurde, schränkt auch das die Komplexi-




Die heute wohl gängigste und weltweit gebräuchliche Definition einer
Massenbewegung stammt von CRUDEN (1991) und lautet:
"A movement of a mass of rock, earth or debris down a slope".
Es handelt sich also immer um die Verlagerung einer Fels- oder Lok-
kermasse entsprechend dem topographischen Gradienten.
Im Folgenden werden die wichtigsten Arten von Massenbewegungen
und deren Ursachen vorgestellt. Dabei wird v.a. auf Hangrutschungen
bzw. Gleitungen und fließende Bewegungen im Lockergestein einge-
gangen, da diese für die Arbeit besonders relevant sind. Eine umfas-
sende Darstellung des Themas Massenbewegungen findet sich z.B. in
TURNER & SCHUSTER (1996) und in DIKAU et. al. (1999).
Die in Abbildung 2-6 dargestellte exemplarische Massenbewegung ist
eine Rotationsrutschung, die in einen Schuttstrom übergeht. In dieser
anschaulichen Abbildung sind die wichtigsten Elemente von Massen-
bewegungen im Lockergestein dargestellt und benannt. An der oberen
Kante der Hangrutschung bzw. Rutschung liegt die Hauptabrisskante,
welche durch die Bewegung der Rutschmasse auf dem anstehenden
Untergrund entsteht. Sie ist der sichtbare Teil der Hauptscherfläche
bzw. Gleitbahn, welche sich in einer Schwächezone ausbildet und die
untere Grenze zwischen umgelagertem Material und anstehendem Ge-
stein bildet. Das gesamte umgelagerte Gestein wird Rutschmasse ge-
nannt. Der obere Teil der Rutschmasse wird Kopf der Rutschung ge-
nannt und die Stelle, an der die Rutschmasse an die Hauptabrisskante
stößt, wird als Top bezeichnet. Oberhalb der Hauptscherfläche bildet
das anstehende Gestein die Krone, die zusammen mit den Flanken
den Hauptrutschkörper einfasst. Dieser Hauptrutschkörper stellt den
Teil der Rutschmasse dar, in dem die rezente Oberfläche der Rutsch-
masse unterhalb der ehemaligen Geländeoberkante liegt. Im Haupt-
rutschkörper sind häufig noch größere zusammenhängende Schollen
zu erkennen, die durch untergeordnete oder sekundäre Abrisskanten
getrennt sind. Diese untergeordneten Abrisse entstehen durch Bewe-
gungsunterschiede innerhalb der Rutschmasse. Bei kleineren Bewe-
gungsunterschieden oder an starken Unebenheiten der Gleitfläche ent-













































































































Der Verschnitt der ehemaligen Geländeoberfläche mit der Gleitbahn ist
der Ausbiss der Hauptscherfläche und bildet das Ende des
Hauptrutschungskörpers. An dieser Stelle geht auch der Ablations-
oder Verarmungsbereich der Rutschung in den Akkumulationsbereich
über. Im Verarmungsbereich kommt es zum Massenaustrag und im
Akkumulationsbereich zum Masseneintrag bzw. zur Ablagerung des
umgelagerten Materials. Auf Grund dessen liegt die neue Geländeober-
kante über der alten. Die ehemalige Geländeoberfläche bildet nun die
Trennfläche zwischen der Rutschmasse und dem anstehenden Ge-
stein. Der gesamte untere Bereich der Rutschmasse, welcher über der
alten Geländeoberfläche liegt, wird als Fuß der Rutschung bezeichnet.
Das untere meist gebogene Ende der Rutschmasse bildet den Zeh der
Rutschung. Auf dem Rutschungsfuß bilden sich manchmal durch late-
rale Ausbreitung Radialspalten und durch Stauchungen können soge-
nannte Querwülste entstehen. Je nach Massenbewegungstyp sind die
oben beschriebenen  Merkmale mehr oder weniger ausgebildet oder
fehlen ganz. 
Tab. 2.1: Typen von Massenbewegungen (verändert nach DIKAU et 
al., 1999, Original im Anhang A). Die hinterlegten Arten von 
Massenbewegungen im Lockergestein sollen von den ver-
wendeten Neuronalen Netzen erkannt werden.
B e w e g u n g s a r t  F e ls g e s te in  
v o rw ie g e n d   
ro l l ig e s  
L o c k e rg e s te in  
v o rw ie g e n d  b in d ig e s  
L o c k e rg e s te in  
S tu rz  
S te in s c h la g  
F e ls s tu rz  
B e rg s tu rz  
L o c k e rg e s te in s s tu rz  
K ip p e n  F e ls k ip p u n g  K ip p u n g  im  L o c k e rg e s te in  
G le ite n ,  ro ta t iv  
F e ls g le itu n g :  
e in fa c h e  
m u lt ip le  
s u k z e s s iv e   
R o ta t io n s r u ts c h u n g :  
e in fa c h e  
m u lt ip le  
s u k z e s s iv e  
G le ite n ,  t r a n s la t iv  
       p la n a r  
p la n a re  
F e ls g le itu n g   
T ra n s la t io n s r u ts c h u n g  
       n ic h t  ro ta t iv B lo c k g le itu n g S c h o l le n r u ts c h u n g B la t ta n b r u c h  
B lo c k d e fo rm a t io n  F e ls d r if te n  S c h u t td r i f te n  B o d e n d r i f te n  
F lie ß e n  T a lz u s c h u b  
M u r e  
S c h u t ts t r o m  S c h la m m s tr o m  
z u s a m m e n g e s e tz te
k o m p le x e  
B e w e g u n g e n  
z .B .  
S tu rz s t ro m  
z .B .  
M u s c h e la n b ru c h  
m it  V e r m u r u n g  
z .B .  
M u s c h e la n b r u c h  
m it  fo lg e n d e r  
B o d e n v e r f lü s s ig u n g
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Entsprechend der anfangs angeführten Definition werden Massen-
bewegungen nach der Verlagerungs- bzw. Bewegungsart und dem
Materialtyp unterschieden. Die heute gebräuchlichste Gliederung
stammt von VARNES (1978) und wurde im Rahmen des EPOCH Projek-
tes auf die in Europa gängigen Klassifikationsmuster erweitert (Tab.
2.1). 
Stürze sind vorwärts gerichtete, freie Bewegungen von Material aus ei-
ner steilen Oberfläche heraus. Das Material bewegt sich dabei fallend,
springend und rollend durch die Luft. 
Bei Kippungen handelt es sich im Allgemeinen um vorwärts gerichtete
Rotationen von Material aus einem Hang heraus. Der Drehpunkt der
bewegten Masse liegt hier unterhalb des Gewichtsschwerpunktes. Kip-
pungen gehen in der Folge häufig in eine stürzende oder gleitende Be-
wegung über. 
Gleitungen werden meist unter dem Begriff Rutschungen zusammen-
gefasst und sind hangabwärts gerichtete Bewegungen von Material
entlang einer definierten Bewegungsbahn (Scherfläche) oder einer
dünnen Scherzone. Da sich sowohl die Standsicherheitsnachweise und
damit die mechanischen Grundlagen, als auch die Sanierungsmaßnah-
men bei rotativen und translativen Gleitungen unterscheiden, ist es
nach VARNES (1978) wichtig, diese getrennt zu betrachten. In homoge-
nem Material bilden sich meist Rotationsgleitungen, deren Bewegungs-
bahn eine gebogene und konkave Form hat. Die Achse um die die Ro-
tation stattfindet, liegt außerhalb des Hanges und verläuft meist parallel
zum Hang. Bei den flachgründigen Translationsgleitungen werden die
Massen entlang einer ebenen oder ondulierenden Scherbahn hangab-
wärts bewegt. Im Gegensatz zu Rotationsgleitungen, die durch die Be-
wegung eine Wiederherstellung des Kräftegleichgewichts anstreben
und somit selbst stabilisierend sind, können sich die Translationsbewe-
gungen bei ausreichender Neigung der Bewegungsfläche unkontrolliert
fortsetzen. 
Spreizung bzw. Driften wird als Auseinanderdriften von Fest- oder Lo-
ckergestein kombiniert mit einem Einsinken der bewegten Masse in
das unterlagernde weichere Gestein definiert. Dabei wird meist keine
klar definierte Bewegungsfläche ausgebildet.
2.2 Massenbewegungen
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Das Fließen von Fest- oder Lockergestein kann als Massenbewegung
beschrieben werden, in der sich die einzelnen Partikel voneinander un-
abhängig in der Masse bewegen. Innerhalb dieser räumlich kontinu-
ierlichen Bewegung bilden sich, wenn überhaupt, nur kleine, kurzlebige
Scherflächen aus.
Die Ursache für Massenbewegungen liegt darin, dass in jedem Hang
Kräfte wirken, die eine Massenverlagerung hangabwärts unterstützen
und solche, die dieser entgegenwirken. Wenn dieses Hanggleichge-
wicht durch ein Anwachsen der Hangabtriebskräfte gestört wird, kommt
es zur Auslösung von Massenbewegungen. Nach CRUDEN & VARNES
(1996) lassen sich daraus die folgenden prinzipiellen Ursachen für
Massenbewegungen ableiten, nämlich eine Zunahme der Scherspan-
nung, die zu einer Verringerung der Festigkeit führt und eine niedrige
Materialfestigkeit.
Die einzelnen Ursachen, die zu einer Zunahme der Scherspannung
führen oder die Materialfestigkeit beeinflussen, lassen sich in vier Grup-





In Abbildung 2-7 sind die wichtigsten Beispiele der Ursachen von Mas-
senbewegungen nach Gruppen gegliedert angeführt, ohne jedoch alle
Möglichkeiten zu nennen. Da meist nicht einzelne Ursachen, sondern
das Zusammentreffen mehrerer Faktoren zur Aktivierung einer
Massenbewegung führen, ist es wichtig diese, wie von POPESCU (1994)
vorgeschlagen, in vorbereitende („preparatory causes“) und auslö-
sende Ursachen („triggering causes“) zu unterteilen (s. Abb. 2-7).
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Abb. 2-7: Faktoren, die die Hangstabilität beinflussen können und
deren Zuordnung zu den vorbereitenden und den auslösen-
den Faktoren (verändert nach POPESCU, 1994).
Unter vorbereitenden Ursachen werden permanente Faktoren ver-
standen, die den Hang für Bewegungen anfällig machen, ohne diese je-
doch direkt auszulösen. Sie beeinflussen die Hangstabilität dauerhaft
und versetzen diesen in einen metastabilen Zustand. Im Gegensatz da-
zu sind auslösende Ursachen variable Einflussfaktoren, die zeitlich und
in der Intensität schwanken. Sie leiten die Bewegungen im Hang ein




Um das Modell zur Rutschungserkennung mit Neuronalen Netzen nicht
anhand von „künstlichen“ Datensätzen entwickeln zu müssen, sind
zwei Gebiete in den Ostalpen bei Bad Ischl als Modellgebiete ausge-
wählt worden. Die Gebiete sind besonders geeignet, da sie im Rahmen
mehrerer Doktorarbeiten (ROHN 1991, XIANG 1997) und Diplomarbeiten
(RESCH 1997, RÖHNAU 2001) sehr detailliert geologisch und geotech-
nisch untersucht wurden, sodass hier eine außergewöhnlich hohe Da-
tendichte und –auflösung vorhanden ist. Außerdem liegen die Gebiete
in einem stark differenzierten geologischen Umfeld mit zahlreichen
Massenbewegungen, sodass genügend zum Teil komplexe Massenbe-
wegungen vorhanden sind um das Problem zu modellieren.
Abb. 2-8: Lage der beiden Modellgebiete (Gebiet Stambach und





Die Untersuchungsgebiete liegen bei Bad Goisern im oberösterreichi-
schen Teil des Salzkammergutes, etwa 50 Kilometer ostsüdöstlich von
Salzburg.
Das nordöstliche Gebiet Stambach ist ca. 8,4 km2 groß und liegt im
Einzugsgebiet des Stambachs, der rechtsufrig in die Traun mündet.
Das Gelände steigt von 525 mSh im Trauntal bis auf 1326 mSh bei der
Zwerchwand an. Auf den flachen bis mittelsteilen Hängen wird extensi-
ve Alm- und Waldwirtschaft betrieben. Die vorwiegend aus Mergeln
aufgebauten Hänge werden v.a. im oberen Teil des Gebietes von mas-
sigen Kalken überlagert, die bis zu 100 m hohe Felswände ausbilden.
Die markantesten Felswände bilden die Ewige Wand, der Predigstuhl
und die Zwerchwand. Weitere Steilkanten entstanden durch den post-
glazialen Reliefausgleich an den Flanken des Trauntals. Nach dem
Rückzug des Traungletschers, der diesen Talabschnitt stark übertieft
hat, entwickelten sich durch das Fehlen des talseitigen Widerlagers be-
deutende Hangbewegungen. Zusätzlich führte die Übertiefung des Tals
zu einer sehr tiefliegenden Erosionsbasis, was die Entstehung zahlrei-
cher Wildbachsysteme begünstigt hat.
Südöstlich schließt sich das ca. 9,8 km2 große Gebiet Zlambach an. Es
liegt im Einzugsgebiet des Großen und Kleinen Zlambach und steigt
von 550 mSh an der Mündung des Kleinen in den Großen Zlambach
bis auf 1487 mSh am Gipfel des Hohen Raschbergs an. Wie im Stam-
bachgebiet werden die flacheren unteren Hänge von Mergel aufgebaut,
die von massigen Kalkschollen überlagert sind. Diese sind durch aus-
geprägte Grabensysteme getrennt und werden aufgrund des steilen
Reliefs nur forstwirtschaftlich genutzt. Auf den flacheren Nordhängen
des Zlambachtals wird z.T. intensive Alm- und Forstwirtschaft betrie-
ben. Südlich des Großen Zlambachs überlagert eine weitere mächtige
Kalkscholle die flachen Mergelhänge. Ähnlich dem Gebiet Stambach
führt auch hier die tief liegende Erosionsbasis im Trauntal zu einer star-





Die Untersuchungsgebiete liegen im Mittelabschnitt der Nördlichen
Kalkalpen, also im Ostalpin. Sie werden vorwiegend aus permischen
bis jurassischen Sedimenten aufgebaut, die zur Hallstätter Zone von
Bad Ischl - Bad Aussee gehören. 
Abb. 2-9: Geologische Karte der Untersuchungsgebiete (verändert
nach RÖNNAU, 2001).
Geographisch versteht man unter den „Nördlichen Kalkalpen einen 40 -
50 km breiten Streifen, der sich von West nach Ost, vom Rheintal bis
zum Wiener Becken erstreckt (PLÖCHINGER, 1983).
Geologisch sind die Nördlichen Kalkalpen ein langgezogener Falten-
und Überschiebungsgürtel mit einem komplexen inneren Aufbau (GAW-
LICK et. al., 1999). Als Teil des Ostalpin stellen sie den in der Folge der
Alpengenese abgescherten ehemaligen nördlichen, distalen (adriati-
schen) Kontinentalschelf des Tethysmeeres dar. Sie werden tektonisch
in eine untere bavarische, mittlere tirolische und obere juvavische Ein-
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heit bzw. „Decke“ unterteilt. Die oberste, das Juvavikum, lässt sich wei-
ter in das Tiefjuvavikum des Hallstätter Faziesraums, in dem die Unter-
suchungsgebiete liegen, und das Hochjuvavikum der Dachsteinfazies
gliedern.
Die Sedimentationsgeschichte setzt in den Untersuchungsgebieten im
Perm mit der Ablagerung von marin geprägten Evaporiten und Silizikla-
stika (Haselgebirge) in Becken ein (MANDL, 2000), welche sich durch
die gleichzeitig einsetzende Basin-and-Range Extension des variszi-
schen Basements gebildet hatten (EISBACHER, 1996).
In der Trias setzt sich diese Extension sowie die damit verbundene
Subsidenz fort. Es entwickelt sich ein passiver Kontinentalrand. In der
Untertrias findet noch keine ausgeprägte Faunendifferenzierung statt,
und v.a. Flachwassersedimente (Werfener Schichten) werden abgela-
gert. Ab der Mittleren Trias kommt es durch die zunehmende Subsi-
denz und Bruchschollenbildung zu einer faziellen Differenzierung (s.
Abb. 2-10) in flache Karbonatplattformen (Flachschelf) und Beckenbe-
reiche (Tiefschelf). Auf dem Flachschelf werden die Serien in der Dach-
steinfazies (Wettersteinkalke und –dolomite) abgelagert, während im
Becken (Tiefschelf) die Serien in der Hallstätter Fazies (Hallstätter Kal-
ke, Pötschenkalke) abgelagert werden (MANDL, 2000). Diese Gliede-
rung in Plattformsedimente und Beckensedimente bleibt während der
ganzen Mittleren und Oberen Trias erhalten. Am Ende der Trias nimmt
der terrigene Einfluss wieder zu und es kommt zur Ablagerung mergelig
kalkiger Serien (Zlambachschichten, Allgäuschichten) bis in den mittle-
ren Jura hinein.
Im Jura beginnen die Karbonatplattformen zu zerbrechen, und der Au-
stroalpine Schelf versinkt durch die verstärkte Subsidenz im Zusam-
menhang mit der Öffnung des Penninischen Ozeans im Norden. Im
Mittleren Jura hat sich auch die Prototethys im Süden vollständig ge-
schlossen und der Austroalpine ehemalige „Schelfbereich“ erreicht sei-
ne tiefste Absenkung. Es kommt zur Ablagerung von kieseligen Tief-
wasserserien (Radiolarit). Die beginnende erste Phase der Alpenoro-
genese führt zu einer erneuten Gliederung des Meeresbodens, was zur
Ablagerung von Plattformkarbonaten (Tressensteinkalk, Oberalmerkal-
ke) und pelagischen Kalksteinen (Oberalmerschichten) in den dazwi-
schenliegenden Becken führt (MANDL, 2000).
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Tab. 2.2: Stratigraphische Tabelle der in den Untersuchungsgebieten 
aufgeschlossenen Einheiten mit kurzen Gesteinsbeschrei-
bungen.
Epoche Stufe Einheit Gesteine 
Flussablagerungen Helle sandige bis schluffige Ablagerungen mit stellen-
weise hohem Kiesanteil.
Felssturzmaterial Grobblockige bis zu 1000 m3 große Blöcke aus 
Kalkstein. 
Hangschutt Grobkörniger, steiniger Hangschutt aus Kalk oder 
Dolomit und feinkörniger mergeliger Hang- und Verwit-
terungsschutt. 





Strukturlose, plastische, dunkle, mergelig tonige Grund-






Weiß, grau, gelb bis rotbraune, tonig-schluffig bis san-
dige Ablagerungen mit wechselndem Kiesanteil, z.T. mit 




Tressensteinkalk Dickbankige bis massige, hellbraune oder gelblich 




Oberalmerschichten Wohl gebankte, graue bis braune mikritische Kalke; z.T. 
mit eingelagerten Hornsteinlinsen oder -schichten. 
Oxfordium - 
Thitonium 
Radiolarit Gut geschichtete, schwarz, grün oder rot gefärbte  
Radiolarite (Kieselgesteine); stellenweise sind tonige 









Monotone Wechsellagerung aus gut gebankten grauen 
mergeligen Kalken und dünnen fleckigen Mergellagen, 




Zlambachschichten Graue bis braune, plattig geschichtete Mergel- und 




Pötschenkalke Gebankte, hell- bis dunkelgraue, feinkörnig bis mikriti-
sche Kalke in Wechsellagerung mit dünnen grauen 
Mergellagen; stellenweise Hornsteineinschaltungen. 
Norium Hangendrotkalk / 
roter Hellkalk 

























Gebankte, violette, mikrosparitische Kalke; an der Basis
z.T. Hornsteineinschaltungen. 




Skythium Werfener Schichten Geschichtete, graue bis bräunliche Mergel mit Tonstein-
Einschaltungen. 
Perm Lopingium - 
Skythium 




Mit Beginn der Kreide gehen die Schichten bedingt durch zunehmen-
den terrigenen Einfluss bei Zunahme der Wassertiefe gleichmäßig in
mergelige Aptychenkalke (Schrambachschichten) über. Direkt über die-
sen werden im Mittleren Jura sandige Mergel einer syntektonischen
klastischen Fazies (Rossfeldschichten) an der Front der entstehenden
alpinen Decken abgelagert. Im Mittleren Jura ist dann die marine Sedi-
mentation im Ostalpin abgeschlossen und ab dem Oberjura beginnt die
isostatische Heraushebung des Alpenorogens zum Hochgebirge.
Die zunehmende Plattenkonvergenz während der Alpengenese ab
dem Oberen Jura und der daraus resultierende nach Norden gerichtete
Schub führten zur Zerstückelung und Überschiebung der marin gepräg-
ten Schichtenfolge. Die genaue Rekonstruktion dieser Bewegungen ist
auch heute noch nicht abschließend geklärt. Problematisch ist hierbei
die Position der Hallstätter Fazieszone (Beckenbereich) zwischen
Hauptdolomitfazies (Rückriffbereich) im Norden und Dachsteinfazies
(Riffbereich) im Süden.
Im Wesentlichen lassen sich zwei Gruppen von Theorien unterschei-
den:
Die einen gehen von einer Entstehung der Hallstätter Zone im Süden
der Dachsteindecke aus (s. Abb. 2-10). Im Zuge der Orogenese ist die
Hallstätter Decke über die Dachsteindecke hinweg und anschließend
auf den Hauptdolomit transportiert worden (SPRENGLER 1956, SCHÄF-
FER 1976, TOLLMANN 1981, MANDL 2000). 
Die andere Gruppe geht von einer Entstehung nördlich der Dachstein-
decke in Becken aus. Im Rahmen des nordgerichteten Deckenschubs
ist die Hallstätter Zone dann von der Dachsteindecke teilweise überfah-
ren und zusammen mit dieser auf den Hauptdolomit aufgeschoben
worden (KOBER 1927, MEDWENITSCH 1951, TOLLMANN1960).
Schließlich führt die intensive Vergletscherung des Gebietes im Quartär
einerseits zur Übersteilung der Talflanken durch glaziale Erosion, und
anderseits kommt es zur weiträumigen Ablagerung von glazialen Ge-
schieben und Moränen. Nach der letzten Vereisungsperiode im Würm
setzt im Holozän der erneute Reliefausgleich mit zahlreichen kleinen
aber auch großräumigen Massenbewegungen ein (s. Kap. 3.3.3)
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Abb. 2-10: Schematische Rekonstruktion der vermutlichen Lage der
Sedimentationsräume (Faziesräume) der späteren jurassi-
schen Einheiten des Austroalpinen Schelfs während der
Trias nach MANDL (2000). Die Untersuchungsgebiete liegen
in dem umrandeten Bereich (Ischl - Aussee) auf einer





Die Untersuchungsgebiete sind aus ingenieurgeologischer Sicht sehr
problematisch und befinden sich auch heute noch über weite Bereiche
nur in einem metastabilen bis instabilen Zustand. Einerseits führen die
hohe Reliefenergie und der steile topographische Gradient zu Aus-
gleichsbestrebungen (Hanggleichgewicht). Dies drückt sich in den zahl-
reichen Rutschungen aus. Andererseits ist die Lagerung mächtiger
kompetenter Kalkplatten auf inkompetenten Mergeln (System „Hart auf
Weich“ nach POISEL & EPPENSTEINER, 1989) extrem ungünstig und führt
zu z.T. großräumigen und tiefgreifenden Bewegungen im Gebirge. 
Im Rahmen dieser Arbeit sollen allerdings v.a. oberflächliche Massen-
bewegungen (Tiefgang < 10 m) in Lockergesteinen untersucht und
automatisch erkannt werden. Im Folgenden werden die Untersu-
chungsgebiete aus ingenieurgeologischer Sicht vorgestellt. 
2.3.3.1  Ingenieurgeologische Klassifikation der Gesteine
Neben der oben angeführten stratigraphischen Gliederung (Tab. 2.2)
lassen sich die Gesteine auch nach ihren ingenieurgeologischen Ei-
genschaften gliedern. Dabei werden Fest-, Wechselfeste- und Locker-
gesteine unterschieden. Im Rahmen dieser Arbeit werden entspre-
chend der Klassifikation aus Tabelle 2.1 die Wechselfesten- und die
Lockergesteine meist als Lockergesteine zusammengefasst, da die
untersuchten Massenbewegungen ausschließlich in den verwitterten
wechselfesten Gesteinen, also deren Lockerform auftreten.
Den Festgesteinen werden alle Kalke und Dolomite, unabhängig von
ihrer Ausbildung und ihrem Alter, zugeordnet. Im Wesentlichen handelt
es sich dabei um mächtige Kalkplatten aus Tressensteinkalk und Hall-
stätter Kalken. Sie liegen auf einer weichen, mobilen Unterlage und
bauen die nördlichen Berggipfel (Zwerchwand, Raschbergmassiv) auf.
Im Stambachgebiet sind auch isolierte Schollen von Hallstätter Kalken
und Pötschenkalken aufgeschlossen, die z.T. gravitativ in ihre heutige
Position geglitten sind (ROHN et al., 2002). 
Die Kalke sind feinkörnig bis mikritisch, stellenweise auch brekziös und
wechselnd massig bis wohlgebankt ausgebildet. Die Klüftung ist meist
weitständig und die Öffnungsweite gering. Am Rand der Kalkplatten
und an aktiven Abrisszonen nimmt die Kluftweite ab und die Öffnungs-
weite zu. Die Dolomite treten deutlich seltener auf, sind meist feinkörnig
und weisen eine durchgängig engständige Klüftung auf.
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Abb. 2-11: Geotechnische Karte des Untersuchungsgebietes Stam-
bach (nach ROHN, 1991).
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Stellenweise treten im SW des Stambachgebietes zusammen mit Kal-
ken der Oberalmerschichten auch Radiolarite auf, die aber ingenieur-
geologisch unbedeutend sind.
Unter Wechselfesten Gesteinen werden Gesteine verstanden, die im
unverwitterten Zustand Festgesteinscharakter aufweisen, durch Verwit-
terung aber ihre Festigkeit verlieren. In den Untersuchungsgebieten ge-
hören dazu die Mergel der Zlambach- und Allgäuschichten sowie das
Haselgebirge. 
In beiden Untersuchungsgebieten sind die Mergel und deren Verwitte-
rungsprodukte weit verbreitet. Je nach Kalkgehalt der Mergel wechselt
allerdings deren Verwitterungsanfälligkeit  und -tiefe erheblich. So sind
die basalen Bereiche der Zlambachschichten, die am Kleinen und Gro-
ßen Zlambach im Zlambachgebiet aufgeschlossen sind, deutlich kalki-
ger als die darüber liegenden und können über 40 m hohe, nahezu
senkrechte Böschungen aufbauen. Die tonreicheren, überlagernden
Mergelschichten verwittern wesentlich tiefer und bilden eher flache Bö-
schungen aus. Ähnliches kann in den Mergeln der Allgäuschichten be-
obachtet werden, in denen westlich des Stambaches beim Wurmstein
bis zu 60 m hohe, nahezu senkrechte Böschungen ausgebildet sind.
Die hier etwas kieseligen Mergeleinheiten könnten eventuell bereits zu
den hangenden, verkieselten Allgäuschichten gehören. Durch die che-
mische Verwitterung verlieren die Mergel ihr vorwiegend karbonati-
sches Bindemittel, was zu einem Festigkeitsverlust führt. Es entwickelt
sich ein grauer oder brauner toniger Schluff, in dem auch quellfähige
mixed-layer Tonminerale des Illit-Montmorillonit und Illit-Smecktit Typs
auftreten (HÖCHERL 1991, XIANG 1997). Aufgrund ihrer Verwitterungs-
anfälligkeit und ihres Mineralgehaltes sind die Mergel der Zlambach-
und Allgäuschichten besonders anfällig für Erosion und Massen-
bewegungen.
Das Haselgebirge ist nirgends in den Untersuchungsgebieten unverwit-
tert über Tage aufgeschlossen. Im unverwitterten Zustand handelt es
sich um ein Mischgestein aus Tonstein, leicht löslichem Steinsalz und
Anhydrit. Wegen seiner sehr geringen Verwitterungsbeständigkeit zer-
setzt es sich in Oberflächennähe in eine schichtlose tonige bis schluffi-
ge Matrix, in der vereinzelt Gips, Schluff- oder Tonsteinintraklasten
eingelagert sind. Im Gegensatz zu den Mergeln treten allerdings keine
quellfähigen Tonminerale auf. 
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Die Untersuchungen von ROHN (1991) und RESCH (1997) zeigen, dass
das Haselgebirge eine steife bis breiige Konsistenz aufweist und diese
extrem sensitiv auf Schwankungen des Wassergehalts reagiert. Aus
diesem Grund sind Haselgebirgsvorkommen häufig mit Massenbewe-
gungen verbunden.
Die bodenmechanischen Kennwerte der wechselfesten Gesteine kön-
nen den Arbeiten von ROHN (1991), HÖCHERL (1991), XIANG (1997) und
RESCH (1997) entnommen werden.
Tab. 2.3: Scherfestigkeit der wechselfesten Gesteine im Untersu-
chungsgebiet (aus ROHN 1991, HÖCHERL 1991 und XIANG
1997).
Unter den Lockergesteinen sind v.a. die Moränenablagerungen geo-
technisch relevant. In den Untersuchungsgebieten wird zwischen Morä-
nenstreu, der stellenweise bis zu 2 m mächtig wird und teilweise über
20 m mächtigen Moränen, die allerdings nur am Rand des Trauntals
auftreten, unterschieden. Bei der Moränenstreu handelt es sich wahr-
scheinlich um Reste von Grundmoränenablagerungen aus dem Würm,
während die mächtigen Moränenablagerungen im Trauntal zumindest
z.T. auch Seitenmoränen der letzten Rückzugsstadien darstellen. An-
sonsten sind beide gleich ausgebildet und weisen nach V. HUSEN
(1977) eine wechselnde Klassierung auf. Allerdings tritt der Feinkorn-
anteil mit 30 – 60 % deutlich hervor, gefolgt von kiesigen Komponenten
mit 20 – 40 %. Die Komponenten bestehen aus den aufgearbeiteten lo-
kal anstehenden Ton- und Mergelsteinen sowie Kalksteinen. Je nach
Entkalkungsgrad weisen die Moränen deutliche Festigkeitsunter-
schiede auf. Besonders die mächtigen, kalkigen Moränen im Trauntal
können auch mehrere Meter hohe, steile Böschungen ausbilden. In die-
sen können auch tiefergehende Massenbewegungen auftreten. Sonst







18 - 27 35 11,2 - 22 
Kohäsion 
 [KN/m2]
5 - 18 128 5 - 21 
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Unterhalb von Felswänden sind stellenweise sehr ausgedehnte, aller-
dings nur geringmächtige Hangschuttablagerungen aufgeschlossen,
weshalb diese nicht berücksichtigt wurden. Die übrigen Lockergesteine
bestehen aus Ablagerungen der Massenbewegungen im Untersu-
chungsgebiet, wie Felssturzmassen, Wildbachschutt und Schuttstrom-
ablagerungen. Aufgrund ihrer geringen Mächtigkeit oder ihres geringen
Einflusses auf die Massenbewegungen sind diese bei den Analysen
nicht beachtet worden, sondern nur das unterlagernde Gestein. 
2.3.3.2  Massenbewegungen in den Untersuchungsgebieten
In den Untersuchungsgebieten ist auf engstem Raum eine unge-
wöhnlich hohe Dichte an Massenbewegungen konzentriert. Auch sind
verschiedene Typen von Massenbewegungen erkennbar und deren
gegenseitige Beeinflussung gut rekonstruierbar. 
Während im Stambachgebiet ca. 40 % der Gesamtfläche von Massen-
bewegungen beeinflusst ist, ist im Zlambachgebiet ca. 70 % der Fläche
von Massenbewegungen betroffen, wobei über 30 % auf große und
tiefgreifende Massenbewegungen im Festgestein entfallen. Um die
geotechnischen Zusammenhänge und Wechselwirkungen darzustel-
len, werden außer den untersuchten Massenbewegungen im Lockerge-
stein auch die Massenbewegungen im Festgestein beschrieben.
Die Massenbewegungen im Festgestein konzentrieren sich im Stam-
bachgebiet auf die Zwerchwand. Die nach NNW einfallende Pultscholle
bildet an ihrem SW Rand eine bis zu 120 m hohe, über weite Strecken
überhängende Felswand aus Tressensteinkalken. Die Kalkscholle liegt
als rigide Platte auf einem nachgiebigen Untergrund aus Haselgebirge
und Mergeln, was v.a. im Westen zu einer intensiven Zerlegung führt.
Diese stärkere Zerlegung im Westen kann zum Teil auch durch den
darunter liegenden Salzbergbau (ROHN, 1991) bedingt sein. Besonders
interessant sind aber die Felssturzzonen und freistehenden Felstürme
an der südwestlichen Steilwand. Durch Massenbewegungen am Fuß
der Wand und Ausquetschung der unterliegenden Mergel sowie des
Haselgebirges wird diese Wand destabilisiert. Dadurch kommt es zu
riesigen Felsstürzen und Felskippungen. Das wird durch die ausge-
dehnten Felssturzablagerungen am Fuß der Wand beeindruckend do-
kumentiert.
Ansonsten treten im Stambachgebiet noch vereinzelte Kalkschollen
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aus Pötschen- und Hallstätter Kalken auf, die allochthon auf Mergeln
liegen. Diese sind zum Teil als riesige Schollengleitungen vom Rasch-
bergmassiv vermutlich gravitativ in ihre heutige Position geglitten
(ROHN et al., 2002).
Im nördlichen Teil des Zlambachgebietes können ähnliche Phänomene
wie im Stambachgebiet beobachtet werden, nur in einem größeren
Maßstab. Hier ist die rigide Kalkplatte des Raschbergmassives durch
Spreizungsvorgänge bereits in mehrere Schollen zerlegt, die auch in-
tern intensiv zergliedert sind. Es scheint, dass hier der gesamte Gipfel
zerfällt und einzelne Schollen gravitativ in das Tal gleiten. Randlich ge-
hen diese Spreizungsvorgänge in große Rotationsschollen und Fels-
bzw. Blockgleitungen über. Die oben beschriebenen allochthonen
Kalkschollen im Stambachgebiet haben vermutlich hier ihren Ursprung.
Am Rand großer Plattenfragmente sind wie an der Zwerchwand ausge-
dehnte Felssturzzonen erkennbar, bei denen die Einzelereignisse al-
lerdings wesentlich kleinere Dimensionen haben. Diese Massenbewe-
gungen sind ursächlich auf die starke glaziale Erosion durch den
Traungletscher im Würm zurückzuführen. Im Würm wurden durch die
starke Erosion die Talflanken z.T. erheblich übersteilt. Durch den Glet-
scherrückzug am Ende des Würms fehlt den steilen Hängen nun das
talseitige Widerlager. Durch das Abtauen des Permafrosts im Postgla-
zial kommt es dann endgültig zur Destabilisierung der Hänge und zu
Ausgleichsbewegungen in den Talflanken, sowie in den Gipfelberei-
chen. Dadurch versucht das Gebirge ein neues Hanggleichgewicht zu
erreichen. Dieser Effekt wird noch zusätzlich durch das System von
harten rigiden Kalkplatten auf weichen inkompetenten Mergeln und To-
nen verstärkt. Durch den hohen topographischen Gradienten und die
weiche mobile Unterlage zerbrechen die mächtigen Kalkplatten in ein-
zelne Schollen, die sich dann in Richtung des höchsten topographi-
schen Gradienten bewegen. Diese Spreizungsvorgänge sind in gerin-
gerem Maße an der Zwerchwand, aber umso eindrucksvoller am
Raschbergmassiv und am östlich gelegenen Sandlingmassiv zu beo-
bachten (ROHN et al., 2002). 
Für die Wechselbeziehung zwischen Massenbewegungen im Fest- und
Lockergestein sind vorwiegend die Vorgänge am Rand der Platten ent-
scheidend. Hier können Felskippungen und –stürze durch undrainierte
Belastung in den unterliegenden Mergeln und Tonen zur  Auslösung
von großen Rotationsrutschungen oder zur Aktivierung von Schuttströ-
men führen (ROHN et al., 2002). 
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Häufiger treten in beiden Gebieten Massenbewegungen im Lockerge-
stein auf. Dabei handelt es sich vorwiegend um Rotations- und
Translationsgleitungen (s. Kap. 3.2) sowie Schuttströme (earthflows). 
Diese können in den Untersuchungsgebieten aber nicht isoliert be-
trachtet werden, da sie sich gegenseitig beeinflussen und ineinander
übergehen. RESCH (1997) zeigt exemplarisch am Kleinen Zlambach,
wie sich solche Systeme von der Hauptabrisskante weg von multiplen
Blockrotationsrutschungen über sich teilweise translativ bewegende
ehemalige Rotationsschollen hin zu Schuttströmen entwickeln können
(s. Abb. 2-13).
Abb. 2-13: Rutschungssystem am Kleinen Zlambach. Beginnend an
der Hauptabrisskante ändert sich die Bewegungsart von
Rotationsgleitung über translative Gleitungen zu fließenden
Bewegungen (verändert nach RESCH, 1997).
Bei genauerer Betrachtung der Gebiete können drei unterschiedliche
Rutschungssysteme aus sich gegenseitig beeinflussenden Massen-
bewegungstypen beobachtet werden:
1. Systeme, bei denen ausgehend von der Hauptabrisskante zunächst
Rotationsgleitungen auftreten, die dann in translative Bewegungen
(Translationsgleitung) übergehen. Häufig gehen diese dann am Fuß
selbst in Schuttströme über oder sie reaktivieren alte Massenbewe-
gungen als Schuttströme. Diese Systeme können als Ausgleichsbe-
wegungen der durch Tiefenerosion der Bäche übersteilten Hänge




2. Systeme, bei denen wie an den direkten Einhängen des Stambachs,
die Hänge durch glaziale Erosion übersteilt sind und an denen zahl-
reiche Rotations- und Translationsrutschungen auftreten. Am Stam-
bach treten diese in Wechselwirkung mit dem großen Schuttstrom.
Die Rutschmassen nähren einerseits den großen Stambach-
Schuttstrom und andererseits erodiert dieser die alten Rutschmas-
sen bzw. den Hangfuß, sodass rückschreitend weitere Rutschungen
entstehen. 
3. Systeme, die nahe an Felswänden liegen und bei denen es durch
zusätzliche Auflast von Felssturzmassen zu undrainierter Belastung
kommt. Dort treten dann große Rotationsrutschungen in den unter-
lagernden weichen Gesteinen auf, die in der Folge wieder in Schutt-
ströme übergehen oder solche aktivieren können.
Daneben treten noch vereinzelt Massenbewegungen auf, die aber in
keine der oben genannten Kategorien passen. Es handelt sich dabei
z.B. um Schuttkriechen im Hangschutt unterhalb der Zwerchwand oder
Rutschbuckel, die Kriechvorgänge im Haselgebirge anzeigen. Stellen-
weise treten in den Gebieten größere Rutschungen auf, die aber auf lo-
kale Ursachen wie z.B. temporäre, lokal begrenzte Porenwasserüber-
drücke oder lokal auf z.T. anthropogen übersteilte Hänge zurückzufüh-
ren sind. 
Im Stambachgebiet treten Rutschungsysteme aller drei Typen auf. Am
Fuß der Zwerchwand sind in den ausgedehnten Hangschutt- und Fels-
sturzmassen stellenweise Anzeichen für Schuttkriechen zu erkennen.
Am östlichen Ende der Zwerchwand liegt ein großer aktiver Rutsch-
kessel, der sich bis zur Hütteneckalm hinzieht. In diesem bewegen sich
große Felssturzmassen auf einer Unterlage aus Haselgebirge hangab-
wärts und versorgen den großen Schuttstrom mit neuem Material. Die-
se Massenbewegungen gehören zu den Rutschungssystemen des drit-
ten Typs. Die Felssturzmassen bewegen sich passiv auf dem als Rota-
tionsrutschung oder Schuttstrom aktivierten Untergrund aus Haselge-
birge und Mergeln talwärts. Diese Massen können den alten
Stambachschuttstrom reaktivieren und so weitere Massenbewegungen
initiieren (ROHN, 1996). Wie die Beschreibungen zeigen, hängen die
Massenbewegungen im Lockergestein somit oft mit den Massenbe-




Ein weiteres Rutschungsgebiet liegt an den unteren Hängen des
Trauntals in mächtigen Moränenablagerungen. Hierbei handelt es sich
im Wesentlichen um flache Rotations- und Translationsrutschungen.
Diese sind einerseits auf die glaziale Übersteilung dieses Bereiches zu-
rückzuführen, andererseits auf den Festigkeitsverlust der kalkigen Mo-
räne durch die Verwitterung. Zusätzlich liegen die Hauptabrisskanten
an einer Geländestufe, was erhöhten Strömungsdruck und
Porenwasserdruck bei Starkniederschlagsereignissen als zusätzliche
rutschungsauslösende Faktoren wahrscheinlich macht (ROHN & FER-
NANDEZ-STEEGER, 2000).
Abb. 2-14: Lage der großen zusammenhängenden Rutschkessel und
Rutschungssysteme im Gebiet Stambach.
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Die übrigen Rutschungen im Stambachgebiet gehören vorwiegend zu
Rutschungssystemen des ersten und zweiten Typs. Für die Ausbildung
der Massenbewegungen ist neben der glazialen Übersteilung der Hän-
ge die starke Tiefenerosion der Bäche in den Untersuchungsgebieten
verantwortlich. Da die Traun als Erosionsbasis der Bäche dient, müs-
sen diese auf relativ kurzer Distanz Höhendifferenzen von bis zu 670 m
(Kleiner Zlambach) überwinden. Dabei liegt das mittlere Gefälle der Bä-
che zwischen 15 % und 7 %, lokal sind sogar noch höhere Gefälle zu
beobachten. Diese Wildbäche haben aufgrund des Gefälles eine sehr
hohe Schleppkraft und erodieren die weichen Mergelgesteine sehr
leicht. Die starke Tiefenerosion übersteilt die seitlichen Hänge im Ein-
zugsgebiet der Bäche. Dies führt zu den oben beschriebenen Rut-
schungssystemen, in denen sowohl Rotations- als auch Translations-
rutschungen und Schuttströme auftreten. Obwohl die einzelnen Rut-
schungen nicht besonders groß sind (Abrisskanten zwischen 10 und 40
m Länge) und der Tiefgang selten 2 m übersteigt, können sich aus die-
sen Systemen große Rutschungskessel mit einer Fläche von bis zu
0,65 km2 bilden. 
Im Gebiet Stambach ist die evolutionäre Entwicklung hin zu solchen
Rutschungskesseln sehr schön nachvollziehbar und in den verschiede-
nen Stadien mit Beispielen belegbar. Zunächst bilden sich entlang der
sich eintiefenden Bäche durch die Übersteilung der Flanken ausge-
prägte Rutschungssysteme wie auf der Rossmoosalm und beim
Schwarzbachloch aus (junge Wildbachsysteme in Abb. 2-14). Wenn
diese sich bei weiterer Eintiefung der Bäche lateral ausbreiten, bilden
sich wie bei Hölln auf der Leitn tiefe Rutschungskessel mit steilen Flan-
ken aus. In diesen kommt es am Rand zu Rutschungen (Gleitungen)
und im Inneren der Kessel zu Fliessbewegungen. Die Rutschmassen
im Inneren der Kessel werden z.T. durch die Bäche ausgeräumt oder
erodiert. Dies führt einerseits wieder rückschreitend zur Destabilisie-
rung der Randbereiche und anderseits wird durch die hohe Geschiebe-
fracht die Erosionskraft der Bäche erhöht. Mit der Zeit wird das ganze
verwitterte Gestein so aus den Kesseln herausgetragen, und es bleiben
sehr steile weniger aktive Rutschungskessel übrig. Der Rutschungs-
kessel bei Riedln ist ein Beispiel für solch einen alten Rutschungskes-
sel. Dennoch sind auch in diesem noch heute aktive Massenbewe-
gungen zu beobachten.
An den direkten Einhängen orographisch links und rechts des Stam-
bachs liegen in den steilen Flanken des Taleinschnittes zahlreiche Ro-
tations- und Translationsrutschungen. ROHN (1991) nimmt an, dass die-
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se steilen Talflanken durch glaziale Erosion entstanden sind, und die
Massenbewegungen schon lange als Liefergebiete für den großen
Schuttstrom dienen. Das lässt sich an der lithologischen Zusammen-
setzung des Schuttstroms erkennen. Allerdings treten zumindest im
oberen Teil des Schuttstroms auch Rutschungen parallel zur Aktivie-
rung des Schuttstroms auf. Das lässt darauf schließen, dass diese in
Wechselwirkung mit dem Schuttstrom stehen und durch Erosion am
Fuß der zusammengesetzten Rutschungen bzw. durch Reduktion des
Widerlagers (Schuttstrom) reaktiviert werden. Im unteren Bereich des
Schuttstroms, der dort in einen Schlammstrom übergeht, scheint auch
der Schuttstrom selbst sowie Tiefenerosion durch Wildbachvorgänge
zur Destabilisierung der Talflanken beizutragen.
Im Gebiet Zlambach treten fast ausschließlich Rutschungssysteme des
ersten Typs auf, die an die Wildbäche im Gebiet gebunden sind. So las-
sen sich 6 bis 7 große Rutschungskessel erkennen (Abb. 2-15). Wäh-
rend aber im Stambachgebiet die Rutschungssysteme an Wildbächen
vom Trauntal weg immer jünger werden, weisen diese im Gebiet Zlam-
bach einen sehr ähnlichen Reifegrad auf.
Prinzipiell lassen sich die Rutschkessel am Großen Zlambach von de-
nen am Kleinen Zlambach unterscheiden. Die Kessel am Großen Zlam-
bach sind durch das Zusammenwachsen mehrerer kleiner Kessel ent-
standen und breiten sich auch rezent lateral aus. Sie sind bis zu 0,9
km2 groß. Im Vergleich zum Stambachgebiet sind hier auch häufiger
ausgeprägte Fließbewegungen innerhalb der Kessel zu beobachten.
So bilden sich auch heute noch gelegentlich große Schuttströme aus
den Rutschmassen (RESCH, 1997). Am Kleinen Zlambach sind die Kes-
sel eher langgestreckt und noch nicht ganz so weit entwickelt wie am
Großen Zlambach. Zwar sind große Rutschungssysteme aus Rotati-
ons- und Translationsrutschungen ausgebildet, allerdings fehlt der
Übergang zu fließenden Bewegungen. Neben den großen Rutschkes-
seln sind an den direkten Einhängen des Großen Zlambachs zahlrei-
che flache Rotations- und Translationsrutschungen zu erkennen. 
Die hohe Dichte und Verbreitung von Massenbewegungen führt dazu,
dass von einem  zusammenhängenden Rutschungsgebiet am Großen
und einem lateral weniger ausgebreiteten am Kleinen Zlambach ge-
sprochen werden kann. Besonders am Großen Zlambach sind die Hän-
ge nördlich des Baches bis zu einer Geländeverflachung, die sich von
Pichlern über die Haller Alm bis zur Oberleislingalm hinzieht und mit
den oberen Abrisskanten der Rutschkessel zusammenfällt, als instabil
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oder rutschgefährdet anzusehen. Südlich des Baches reichen die Mas-
senbewegungen bis an die Hallstätter Kalke des Hornkogel und der
Pötschenwand. Am Kleinen Zlambach konzentrieren sich die Massen-
bewegungen auf die Hänge entlang des Baches. 
Abb. 2-15: Lage der großen zusammenhängenden Rutschkessel und
Rutschungssysteme im Gebiet Zlambach.
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In dem Bereich oberhalb der Hauptrutschgebiete des Großen Zlamba-
ches und unterhalb des Raschbergmassivs sind noch größere z.T. tief-
greifende Rutschungen mit geringen Versätzen zu erkennen. Hier
scheinen sich langsam neue Systeme entlang eines Baches zu entwi-
ckeln, die aber noch undeutlich sind. Ansonsten scheint dieser Bereich
seit langer Zeit inaktiv zu sein. 
Zusammenfassend lässt sich sagen, dass die beiden Untersuchungs-
gebiete in einem sehr viel größeren "Rutschungskessel" liegen, der von
den Felsmassiven des Predigstuhl, der Zwerchwand, des Raschberg,
der Pötschenwand  und dem Trauntal im Südwesten begrenzt wird. 
Die untersuchten, flachen Massenbewegungen im Lockergestein sind
vorwiegend auf Rutschungssysteme in Zusammenhang mit Wildbach-
prozessen und glazial übersteilten Hängen zurückzuführen. 
Im Stambachgebiet treten darüber hinaus Massenbewegungen auf-
grund von undrainierter Belastung, Erosion durch Schuttströme und lo-
kalen Porenwasserüberdruckbereichen auf. 
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3 MODELL UND METHODIK
Als Grundlage für Risikoanalysen von Massenbewegungen werden
Gefahrenkarten („danger maps“ bzw. „level 2 maps“) oder Massenbe-
wegungskataster („inventories“) benötigt. Diese enthalten zum einen al-
le vergangenen und aktuellen Massenbewegungsereignisse, zum an-
deren „potentiell“ instabile Hänge (EINSTEIN, 1997). Aus den Ereignis-
sen kann über die Wiederholungsfrequenz PG der auslösenden Fakto-
ren einer Massenbewegung und der Verletzlichkeit VO der gefährdeten
Objekte („elements at risk“) das Risiko R ermittelt werden.
Daraus ist ersichtlich, wie wichtig eine objektive, reproduzierbare
Erkennung von Massenbewegungen als Basis für die Risikoanalyse ist.
Nur auf einer solchen Grundlage lassen sich später sichere quantifi-
zierbare Aussagen über ein spezielles Risiko treffen. 
Für die Raumplanung reicht es jedoch, die räumliche Verteilung der
nicht quantifizierten Gefahr zu kennen („susceptibility“). Diese kann z.B.
durch Überlagerung der Gefahrenkarte mit der Landnutzungskarte
erhalten werden. So können potentiell gefährdete Objekte erkannt wer-
den, um im Bedarfsfall durch Detailuntersuchungen das soziale wie
auch ökonomische Risiko („risk“) bzw. die Gefährdung („hazard“) zu
ermitteln.
Das neu entwickelte Modell beschränkt sich deshalb ausschließlich auf
die Erkennung der Gefahren d.h. der Massenbewegungen im Locker-
gestein (s.a. Kap. 2.2). Dabei wird besonderer Wert auf die Rutschun-
gen gelegt, unabhängig von ihrem Bewegungsmechanismus. Neben
diesen werden auch Massenbewegungen, die auf fließende Bewegun-
gen zurückzuführen sind, wie z.B. Schuttströme, untersucht. Auch
zusammengesetzte komplexe Massenbewegungen, die sich aus glei-
tenden und fließenden Bewegungen zusammensetzen, werden berück-
sichtigt, da diese wie in Kapitel 2.3.3 angedeutet, in den Gebieten häu-
fig nicht getrennt betrachtet werden können. Im weiteren Verlauf der Ar-
beit wird der Begriff Rutschung auch wie im Englischen „landslide“ als
Überbegriff für alle untersuchten Massenbewegungen (s.o.) benutzt. Im
OG VPR ×= (3.1)
3.1 Modell
48
Bedarfsfall wird auf die Bewegungsmechanismen eingegangen.
3.1 Modell
Prinzipiell wird bei der Gefahrenerkennung bzw. Rutschungserkennung
zwischen quantitativen und qualitativen Verfahren unterschieden.
Die Basis qualitativer Rutschungsuntersuchungen für Gefahrenkarten
ist die Felduntersuchung durch den Geologen bzw. Geotechniker im
Gelände. Dieses Verfahren hat allerdings den Nachteil, dass es stark
von der Erfahrung des Bearbeiters (subjektiv) abhängt und sehr zeit-
intensiv ist (FERNANDEZ-STEEGER & CZURDA, 2001).
Einen Ausweg aus diesem Dilemma bilden die quantitativen Untersu-
chungen mit deterministischen oder statistischen Methoden, die seit
Anfang der 80er Jahre eine starke Entwicklung erleben (s. CHUNG et al,
1995). Hier wird mit Modellen versucht, die Untersuchungen und
Entscheidungsprozesse der qualifizierten Bearbeiter zu simulieren bzw.
zu ergänzen. Eine Möglichkeit dafür bieten die hier verwendeten künst-
lichen Neuronalen Netze aus dem Bereich der künstlichen Intelligenz
(s.a. KOBAYASHI et. al. 1998, ALEOTTI & CHOWDHURY 1999).
Die Grundidee dieses quantitativen Modells mit Neuronalen Netzen ist
somit, den Entscheidungsprozess des Geologen bei der Unterschei-
dung von stabilen und instabilen Hangbereichen zu simulieren. Daraus
ergibt sich die Frage: Wie erkennen Geologen Rutschungen im Gelän-
de ?
Um ein Bild von dem Gelände und den Prozessen innerhalb des Gebie-
tes zu erhalten, untersucht der Geologe im Wesentlichen das Gebiet
auf folgende Merkmale:
• Geologie (z.B. Gesteinsart, Raumstellung der Gesteine)
• Morphologie (z.B. Hangneigung, Hangform)
• Vegetation (z.B. Alter und Wuchs von Bäumen, Landnutzung)
• Topographie (z.B. Bäche, Strassen)
• untergeordnet auch Klima (z.B. niederschlagsreiche Gebiete, aride
Gebiete)
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Abb. 3-1: Schematische Darstellung der Arbeitsschritte des Modells
zur Erkennung von Rutschungen mit Neuronalen Netzen.
Die Pfeile stellen die Datenwege dar, wobei die dicken Pfeile
die Schnittstellen zur „realen“ Welt darstellen.
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Dies bedeutet, dass der Geologe das Gelände entsprechend seiner Er-
fahrung klassifiziert. Stark vereinfacht kann dieser Prozess als Ver-
gleich der realen Geländesituation mit Faktoren, welche die Hangstabi-
lität beeinflussen, oder mit Merkmalen von Massenbewegungen (s.
Kap. 2.2) gesehen werden. Wenn mehrere dieser Faktoren oder Merk-
male übereinstimmen und entsprechend ihrer Bedeutung gewichtet
werden, kann der untersuchte Bereich dann z.B. als Massenbewegung
erkannt werden. 
Diese Vorgehensweise lässt sich mit der klassischen Mustererkennung
vergleichen und ist mit Neuronalen Netzen simulierbar. So können dem
Netz die Faktoren bzw. Merkmale einer Situation oder eines Bereiches
als Eingabemuster zur Verfügung gestellt und von diesem analysiert
werden. Um das Netz zu trainieren, kann aus mehreren solchen Mu-
stern von stabilen und instabilen Geländesituationen eine Trainings-
menge gebildet werden. An dieser lernt das Netz, die Situation zu klas-
sifizieren. 
Daraus ergibt sich eine klar gegliederte Vorgehensweise:
• Um eine Trainingsmenge aus Trainingsmustern aufbauen zu kön-
nen, müssen die geologischen, morphologischen und topographi-
schen Informationen sowie Informationen zur Vegetation gesammelt
und aufbereitet werden. Zunächst wird aus den  Geländeinformatio-
nen ein vereinfachtes virtuelles Abbild des Geländes, ein digitales
Geländemodel (DGM) in einem Geoinformationssystem (GIS) er-
stellt. Dieses DGM kann dann mit Hilfe des GIS analysiert werden,
um die für die Rutschungserkennung relevanten Informationen zu
ermitteln. Das GIS bildet damit, wie aus Abbildung 3-1 ersichtlich,
das „Herz“ des Preprocessing (Vorverarbeitung). In diesem werden
die Merkmale bzw. die für die Untersuchungen relevanten Faktoren
aus dem virtuellen Geländemodell extrahiert und vorverarbeitet. Zu-
sätzlich können dem DGM Informationen wie Expertenwissen, de-
terministische Modelle, Laboruntersuchungen ortsbezogen
hinzugefügt werden.
• Anhand einer im Preprocessing erstellten Trainingsmenge lernt ein
geeignetes Neuronales Netz-Modell in der Analyse das Gelände in
stabile und instabile Bereiche zu trennen. Um die Generalisierungs-
fähigkeit zu überprüfen, wird die Leistungsfähigkeit des trainierten
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Netzes noch mit einer unabhängigen Testmenge überprüft. Die Ana-
lyse findet in einem Modul außerhalb des GIS statt.
• Die Ergebnisse der Analyse werden im Postprocessing wieder in
das GIS zurückgespielt und ortsbezogen gespeichert. Um die Er-
gebnisse zu verifizieren oder zu verbessern, können im Postproces-
sing noch zusätzliche Untersuchungen durchgeführt werden. Mit
dem GIS kann die Ausgabe des Neuronalen Netzes auch visualisiert
werden, sodass später Gefahrenkarten erstellt werden können. An-
hand dieser Karten kann die Leistungsfähigkeit der Analyse zusätz-
lich analytisch überprüft werden, um die Fähigkeiten des
Neuronalen Netzes noch differenzierter zu beurteilen. 
In Abbildung 3-1 sind die wichtigsten Verarbeitungsmodule und die Pfa-
de der Datenverarbeitung schematisch dargestellt. 
Im Folgenden werden die Module und die Datenverarbeitung im Einzel-
nen vorgestellt. Dabei werden sowohl die Datenaufbereitung und die
benötigten Werkzeuge, als auch die Optimierungsmöglichkeiten und




Wie erwähnt, werden sämtliche erhältliche Informationen zu den Unter-
suchungsgebieten in einem Geoinformationssystem (GIS) digital
gespeichert und aufbereitet. Aus diesen wird im GIS ein digitales Ge-
ländemodell (DGM) erstellt, welches die Grundlage für alle weiteren
Untersuchungen bildet. Aus dem DGM werden anschließend die Merk-
male von Massenbewegungen entwickelt und extrahiert. Diese Merk-
male werden codiert und über eine ASCII-Schnittstelle aus dem GIS
exportiert, um sie als Trainings- oder Testmenge mit den Neuronalen
Netzen zu analysieren.
Abb. 3-2: Schematische Darstellung der Arbeitsschritte im Prepro-
cessing.
3.2.1 Geoinformationssysteme (GIS)
Das GIS wird in dieser Arbeit vorwiegend als eine Art Datenbank ge-
nutzt, die Informationen ortsbezogen speichert und adressiert. Dadurch
können Informationen auch in ihrem räumlichen Bezug zueinander dar-
gestellt und analysiert werden. Darüber hinaus verfügen ausgereifte
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highend GIS auch über umfassende Analysewerkzeuge für statistische
und räumliche Analysen.
In dieser Arbeit wird die GIS-Software Arc/Info 8.01 der Firma ESRI
verwendet. Diese hat den Vorteil, dass sowohl Vektor- als auch Raster-
daten (s.a. Abb. 3-4) gleich gut verarbeitet und ineinander transformiert
werden können. Die Informationen werden bei Arc/Info in Datenebenen
(„coverages“) gespeichert. Vereinfacht können die Datenebenen als di-
gitale Kartenblätter verstanden werden, die mit einem Koordinatensy-
stem versehen sind. An die einzelnen Elemente auf den Kartenblättern
können sog. Attributtabellen angehängt werden, in denen die Eigen-
schaften der Elemente weiter spezifiziert werden. Elemente können
prinzipiell Punkte, Linien, Polygone bzw. Flächen oder Rasterzellen
sein (s. Abb. 3-4). Ein weiterer Vorteil von Arc/Info sind die zahlreichen
Analysewerkzeuge, die sich durch Programmierung beliebig erweitern
oder kombinieren lassen. Darüber hinaus können auch große Daten-
mengen gut verwaltet und schnell verarbeitet werden.
3.2.2 Digitales Geländemodell (DGM)
Unter einem digitalen Geländemodell (DGM) wird ein digitales, virtuel-
les Abbild eines Geländes verstanden, das ähnlich einer topographi-
schen Karte alle wichtigen geländebezogenen Informationen enthält.
Es setzt sich meist aus dem digitalen Höhenmodell (DHM) und den
digitalen topographischen Informationen wie Gewässer, Infrastruktur
oder Vegetation zusammen. In dieser Arbeit ist das digitale Gelände-
model um geologische und geotechnische Informationen erweitert wor-
den (s. Abb. 3-3), sodass es korrekterweise digitales geologisches
Geländemodell heißen müsste. 
Damit das DGM sinnvoll genutzt werden kann und in sich homogen ist,
müssen zumindest die folgenden Grundvoraussetzungen erfüllt sein:
1. Die Daten müssen in ähnlicher Qualität und Auflösung vorliegen.
Dabei gibt die schlechteste Datenebene die Auflösung und Qualität
des gesamten Modells vor.
2. Die Informationen müssen in homogenen Informationsebenen orga-
nisiert werden.
Der erste Punkt ist für die Vergleichbarkeit der Informationen und die
Fehlerbetrachtung von Bedeutung. Zu starke Auflösungsunterschiede
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machen es fast unmöglich, alle Daten auf Zellbasis gleichzeitig zu ver-
arbeiten und zu analysieren. Es kann nicht mehr sichergestellt werden,
dass die betrachtete Zelle die „Geländesituation“ in allen Aspekten
wirklich widerspiegelt. Dadurch kann sich der Fehler im Modell be-
trächtlich erhöhen. Deshalb gibt immer die schlechteste Datenebene
die maximale Auflösung und somit auch die Qualität des gesamten
DGM vor. Es ist also wichtig, immer möglichst „gute“ und hochauflö-
sende Daten zu verwenden. Im Zweifelsfall sollten Informationen im
Modell unterdrückt (weglassen) werden.
Abb. 3-3: Schematische Darstellung des digitalen „geologischen“
Geländemodells (DGM) und der Informationsebenen, aus
denen  es sich zusammensetzt.
Homogenität der Informationsebenen ist notwendig, um die Daten
beliebig kombinieren und in verschiedene Datenformate überführen zu
können. Auf diese Weise kann die Flexibilität des DGM erhöht werden.
Die Informationen können z.B. als unskalierte Vektordaten gespeichert
und in einer gewünschten Auflösung gerastert werden (Abb. 3-4). Da-
bei darf die Auflösung des Rasters jedoch nicht die Auflösung bzw. Ge-
nauigkeit der Informationen, die in das DGM eingehen, überschreiten.
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Ein Problem beim Rastern von Daten ist, dass das Standard-Rasterfor-
mat nur eine Information (Wert) pro Zelle speichern kann. Wenn ver-
mischte Informationen in einem Datenformat  z.B. Vektorformat vorlie-
gen, müsste beim Umwandeln in das Raster gegebenfalls entschieden
werden, welche davon gespeichert werden soll.
Abb. 3-4: Überführung von vektorisierten Daten in Rasterdaten. Die
maximal mögliche Auflösung des Rasters wird durch die
Genauigkeit der Vektordaten vorgegeben (Aufnahmege-
nauigkeit und Fehler).
In der Praxis bedeuten homogene Informationsebenen, dass jede
Information in einer eigenen Datenebene (coverage) gespeichert wird.
Dazu müssen sowohl thematisch unterschiedliche Informationen als
auch innerhalb dieser Linien-, Polygon- oder Punktinformationen von-
einander getrennt gespeichert werden. So werden z.B. Bachverläufe,
die eine linienhafte Information sind, getrennt von Seen gespeichert,
die eine flächenhafte Information sind, obwohl beide zu den Gewässern
gehören. Die daraus resultierende starke Aufspaltung der Informatio-
nen ist unproblematisch, da es im GIS sehr einfach ist, Informationen
wieder zusammenzufügen. Sie hat sogar den Vorteil, dass die Daten-
abfrage und Analyse später weitgehend automatisiert und vereinfacht
werden kann. Umgekehrt ist die spätere Trennung von Daten sehr auf-
wendig und häufig nicht automatisch realisierbar.
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Die sinnvolle und richtige Trennung der Daten ist auch bei dieser Arbeit
ein zentraler Punkt der Datenaufbereitung. Der größte Teil der Daten
war nur in analoger Form als geotechnische Karten im Maßstab 1:5000
vorhanden (s. Abb. 2-11 Und 2-12). 
Diese Karten werden im Englischen als „condensed maps“ (MORGEN-
STERN, 1997) bezeichnet, was andeutet, dass in ihnen viele Informatio-
nen in einer sehr hohen Dichte zusammengefasst sind. Sie enthalten
einerseits topographische Informationen, wie Höhenlinien, Bachläufe
oder Strassen und andererseits geologische und geotechnische
Informationen wie Gesteinsart, Abrisskanten oder Ablagerungen von
Massenbewegungen. Im Rahmen dieser Arbeit sind die Informationen
aus den geotechnischen Karten in folgende Informationsebenen ge-
trennt worden:
• Anstehende Gesteine (Lithologie)
• Lockergesteine
• Ablagerungen von Massenbewegungen
• Abrisskanten
• Bäche
• Quellen, Dolinen, Schwinden (Karst)
• Feuchtgebiete (Vegetation / Massenbewegungen)
• Häuser
• Straßen




• Gefahrenbereiche (z.B. Rutschmassen)
Die Grundlage für das Höhenmodell des Stambachgebietes bildet ein
Höhenschichtplan mit 10 m Abständen, der von der Universität Mün-
chen erstellt wurde. Für das Zlambachgebiet liegt ein verdichteter Hö-
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henschichtplan mit 20 m Abständen vor. Zusätzlich sind alle Höhen-
stützpunkte und das digitale Geländemodell des Bundesamtes für Eich-
und Vermessungswesen in das Modell eingeflossen. 
Mit dem Topogrid-Werkzeug von Arc/Info sind verdichtete und optimier-
te digitale Höhenmodelle (DHM) auf diesen Grundlagen erstellt worden.
Das Topogrid berücksichtigt dabei Flussläufe und Bäche, sodass ein
hydrologisch korrektes digitales Höhenmodell auf Rasterbasis entsteht.
Um den Nachteil der schlechteren Skalierbarkeit des Rastermodells zu
minimieren, ist ein Höhenmodell in 5 m Rasterweite erstellt worden.
Dieses kann auf die gewünschte Auflösung vergröbert werden.
Bei der Vegetation wurde nur die Bewaldung in Betracht gezogen. Die-
se wurde aus der digitalen ÖK 25 entnommen, da hier im Gegensatz zu
Forstkarten auch kleinere Baumgruppen aufgeführt sind. Die tatsächli-
che Auflösung der Informationen ist allerdings schwer abzuschätzen.
Durch Luftbildauswertung von Falschfarbenaufnahmen kann hier im
Bedarfsfall noch eine Verbesserung der Datengrundlage erzielt wer-
den, bei der dann auch eine Differenzierung der Vegetation möglich ist.
Um die Netze zu trainieren und die Qualität der Modelle zu überprüfen,
müssen die Gefahrenbereiche, also die Bereiche, die von Massenbe-
wegungen betroffen sind, in die DGM`s aufgenommen werden. Darum
sind die Gefahrenbereiche zusammen mit den Bearbeitern der geo-
technischen Karten festgelegt und digitalisiert worden. Für das Zlam-
bachgebiet lag zusätzlich noch eine Gefahrenkarte von RESCH (1997)
vor, die nochmals überarbeitet wurde. Prinzipiell wurden dabei alle Be-
reiche als Gefahrenbereiche ausgewiesen, die unterhalb von Abriss-
kanten liegen. Als untere Begrenzung wurde die Ablagerung der
Rutschmasse oder deren Erosionsbasis, also die Bäche hangabwärts,
festgelegt. In Zweifelsfällen wurde anhand von Erfahrungswerten die
Reichweite der Rutschung eingeschätzt und begrenzt. Aufgrund dieser
Vorgehensweise ist der ganze Einflussbereich der Rutschung, also Ab-
risszone, Rutschungsbahn und Ablagerungsbereich, als Gefahrenbe-
reich definiert und kartiert. Dies ist insofern sinnvoll, weil im gesamten
Einflussbereich der Rutschung eine Gefährdung für Objekte durch
Rutschmassen oder Bodenbewegungen besteht.
Die maximale Auflösung der digitalen Geländemodelle richtet sich hier
vor allem nach der maximalen Auflösung der Höhenmodelle. Um  auf-
grund der schlechteren Datengrundlage im Gebiet Zlambach auf der si-
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cheren Seite zu liegen, ist als maximale Auflösung eine Rasterweite
bzw. Toleranz von 20 m gewählt worden. Mit geringen Fehlern wäre al-
lerdings auch eine Rasterweite von 10 m möglich. Im Stambachgebiet
ist generell eine Auflösung in einer 10 m Rasterweite möglich. Aller-
dings sind keine Analysen in einer Rasterweite unterhalb von 20 m
durchgeführt worden, um die Ergebnisse in beiden Gebieten bei glei-
cher Auflösung und Qualität vergleichen zu können.
3.2.3 Untersuchungseinheiten („sample units“)
Für die Analyse müssen die Daten zunächst auf einheitliche Musterein-
heiten bzw. Untersuchungseinheiten („sample units“) bezogen werden.
Abb. 3-5: Mögliche Formate für Untersuchungseinheiten. Das TRN
und TIN sind punktgestützte Verfahren, bei denen versucht
wird, die Vorteile des Raster- und Vektorformates zu verbin-
den.
Ein bewährtes Verfahren ist die Verwendung eines quadratischen Ra-
sters, das Grid. Dabei wird ein quadratisches Raster über die Daten-
ebenen gelegt und für jede Zelle die darin vorherrschenden Informa-
tionen abgerufen. Wenn die Informationen aus allen Datenebenen
zusammengefasst werden, entsteht für jede Zelle ein Muster, das sie
charakterisiert. Dieses Muster kann dann auf das typische Muster für
Rutschungen untersucht werden.
Neben dem Grid könnten aber auch trianguläre regelmäßige Netze
(TRN), trianguläre unregelmäßige Netze (TIN) oder morphometrische
Einheiten wie homogene Hangbereiche (s. CHUNG et al., 1995) als Un-
tersuchungseinheit benutzt werden (Abb. 3-6).
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Abb. 3-6: Untersuchungseinheit in einem Grid. Die Merkmale bzw.
Eigenschaften der Zelle werden codiert in Zeilen gespei-
chert. So entsteht ein für die Zelle charakteristisches Muster,
das analysiert werden kann.
Da das Grid ein sehr weit verbreitetes Datenformat ist, wurde es hier
als Format für die Untersuchungseinheiten gewählt. Es hat den Vorteil,
dass Daten aus anderen Formaten sehr einfach umgewandelt werden
können (s.a. Abb. 3-4). Die Zellen können im Rasterformat zudem ein-
facher miteinander verglichen werden, da sie gleich groß sind. Wichtig
ist allerdings, die Raster– bzw. Zellgröße so zu wählen, dass der Inhalt
einer Zelle auch den Bereich, den sie im Gelände abdeckt, richtig dar-
stellt. Deshalb sollte eine möglichst hohe Auflösung gewählt werden,
da es dann wahrscheinlicher ist, dass die Zelle auch in komplexen Ge-
länden tatsächlich den Bereich charakterisiert (s.a. Kap 4.1.2). Die gro-
ße Anzahl an Untersuchungseinheiten, die dadurch entsteht, ist bei der
Analyse mit Neuronalen Netzen von Vorteil. Im Gegensatz zu manchen
Regressionsverfahren und multivariablen Analysen können Neuronale
Netze große Datenmengen sehr gut verarbeiten (s.a CHUNG et al.,
1995).
3.2.4 Auswahl der Merkmale
Unter Merkmale oder Features werden die Eigenschaften des Gelän-
des verstanden, die dieses charakterisieren. Die Eigenschaften werden
für jede Untersuchungseinheit bzw. Zelle ermittelt und tabellarisch ge-
speichert. So entsteht für jede Zelle ein Muster, das vom Neuronalen
Netz analysiert wird. Diese Merkmale bilden den Eingabevektor eines
Musters, der vom Neuronalen Netz klassifiziert wird.
Da das DGM im GIS ein „echtes“ Modell ist, können sowohl bestehen-
de Informationen bzw. Merkmale aus diesem abgefragt werden, als
auch „neue“ Merkmale extrahiert werden. Es können z.B. aus dem
DHM des Geländemodells neben den absoluten Höhen auch die Hang-
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neigung, Hanglänge, Höhenänderung und die Hangexposition ermittelt
werden. Durch Verknüpfen von Abfragen können auch räumliche Be-
ziehungen wie Entfernung einer Zelle zum nächsten Bach oder die Grö-
ße des hydrologischen Einzugsgebiets untersucht werden. 
Da nicht alle ermittelbaren Geländemerkmale gleich wichtig oder un-
wichtig für die Erkennung von Rutschungen sind, muss eine sinnvolle
Auswahl getroffen werden. Dies ist auch aus Sicht der Optimierung der
Neuronalen Netze wünschenswert. Da von der Anzahl der Merkmale
auch die Dimension des Eingabevektors abhängt, hat deren Anzahl
auch einen direkten Einfluss auf die strukturelle Stabilität und damit auf
die Generalisierungsfähigkeit des neuronalen Modells (s. Kap. 2.1.3).
Wenn die Merkmale bzw. deren Anzahl das Gelände hinsichtlich der
Fragestellung zu schlecht beschreiben, kann das Netz das Gelände nur
ungenügend klassifizieren. Ist die Anzahl der Merkmale und freien Pa-
rameter im Modell zu hoch kommt es zu Overfitting.
Die entscheidende Frage ist somit, welche Parameter das Gelände hin-
sichtlich seiner Rutschungsanfälligkeit gut beschreiben bzw. welche
Merkmale für die Analyse ausgewählt werden sollten. Prinzipiell kann
die Auswahl nach folgenden Kriterien erfolgen:
• Erfahrungswerte
• Expertenmeinung
• statistische Analysen, z.B. Korrelationsanalysen
• Erfahrungen aus anderen Modellen oder Literatur-Recherche
• Erfahrungen aus der Entwicklung des Neuronalen Netz-Modells,
z.B. eliminieren von unwichtigen Neuronen
• „trial and error“
Für die Vorauswahl sind im Wesentlichen die Merkmale verwendet wor-
den (s Tab. 3.1), die nach gängiger Meinung rutschungsfördernd sind
(CRUDEN & VARNES 1996, POPESCU 1994) und mit dem vorhandenen
Datenmaterial realisierbar waren. Zusätzlich sind noch die Merkmale
„absolute Höhe“, „Hanglänge“, „Abstand zu Festgesteinen“ und „Ab-
stand zu Bächen“ eingeführt worden. Beim Vergleich von Abbildung 2-7
und 3-7 wird ersichtlich, dass die verwendeten Merkmale im Wesentli-
chen den Faktoren entsprechen, welche die Hangstabilität beeinflus-
3 Modell und Methodik
61
sen. Allerdings muss das Modell nicht ganz so hoch parametrisiert wer-
den, da manche Merkmale mehrere Faktoren beinhalten. So drückt die
Gesteinsart auch Gesteinsfestigkeit, Durchlässigkeit, Mineralgehalt,
charakteristische Klüftung, Verwitterungsverhalten und Kompe-
tenzunterschiede in einem Parameter aus (s.a. Kap. 4.1.3).
Abb. 3-7: Merkmale die als mögliche Eingabe in das Neuronale Netz-
Modell getestet wurden. Die Merkmale sind wie in Abb. 2-7
dargestellt den Gruppen zugeordnet, welche die Hangstabi-
lität beeinflussen.
In Tabelle 3.1 ist die Entwicklung der Merkmale des Eingabevektors
über die 4 Entwicklungsstufen bis zum letzten Modell dargestellt. Wäh-
rend in den ersten 3 Stufen vorwiegend eine adaptive Anpassung vor-
genommen wurde, sind in der 4. Stufe auch Korrelationsanalysen
durchgeführt worden. Mit Hilfe der Korrelationsmatrixen aller möglichen
Merkmale konnte nochmals eine deutliche Optimierung der Merkmals-
auswahl erzielt werden. Da manche Merkmale mehrere Parameter um-
fassen (siehe oben), können hoch korrelierte Merkmale weggelassen
werden. Gerade die Korrelationsanalysen zeigen oft auch verborgene
Beziehungen zwischen den Merkmalen und tragen dazu bei, die Kom-
plexität des Modells besser zu kontrollieren.
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Tab. 3.1: Merkmale des Eingabevektors und deren Veränderung über 
die einzelnen Entwicklungsstufen des Modells (von evo1 bis 
evo4) hinweg. Die helleren Merkmale sind in der jeweiligen 
Entwicklungsstufe hinzugefügt worden. In der dritten Evolu-
tionsstufe ist das Merkmal „absolute Höhe“ später zusätzlich 
eingefügt worden.
Bei den Korrelationsanalysen muss beachtet werden, dass auch die
Codierung (s. Kap. 3.2.5) einen Einfluss auf die Korrelation haben
kann. Deshalb sollten die Korrelationsanalysen sicherheitshalber noch-
mals mit den codierten Daten gemacht werden. 
Die Merkmalsselektion und ihre Optimierung ist somit ein sehr wichtiger
Bestandteil der Modellentwicklung. Grundsätzlich sollten Merkmale, die
zu anderen hoch korreliert sind, weggelassen werden. Die optimale An-
zahl der Merkmale für ein Modell muss iterativ bzw. entsprechend den
evo1 evo2 evo3 evo4 
13 Merkmale 14 Merkmale 20 / 21 Merkmale 17 Merkmale 
Hangneigung Hangneigung Hangneigung - 
Hangexposition N-Exposition N-Exposition N-Exposition 
- S-Exposition S-Exposition S-Exposition 
absolute Höhe - (absolute Höhe) absolute Höhe 
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Erfahrungen mit dem Modell ermittelt werden. Um die Modelle auch in-
terpretieren zu können sollten Merkmale, deren Einfluss überhaupt
nicht erklärbar ist, unter Umständen weggelassen werden. 
3.2.5 Codierung der Merkmale
Der zweite kritische Punkt im Preprocessing neben der Merkmalsaus-
wahl ist die Codierung der Merkmale. Durch die Merkmalsselektion wird
festgelegt, auf welche Eigenschaften ein Gelände untersucht werden
soll. Die Codierung ist die Umsetzung dieser Eigenschaften in eine für
Neuronale Netze analysierbare Form. Dabei reicht es aber nicht, die
Daten einfach nur wie in Kap. 2.1.1 gefordert, in einen Zahlenraum zwi-
schen 0 und 1 bzw. –1 und 1 umzuwandeln. Vielmehr ist es so, dass
die Codierung eine Art intelligente Abfrage der Merkmale darstellt, da-
mit die Informationen in dem Zahlenraum ausgedrückt werden können. 
Es müssen also immer die richtigen „Fragen“ gestellt werden, um eine
gute Codierung zu erhalten. Um z.B. das Merkmal „Exposition“ zu co-
dieren, muss zuerst die Frage gestellt werden, welchen Einfluss die Ex-
position hat und welche Expositionen wichtig sind. In SCHOGER (1988)
wird diskutiert, ob in Bezug auf Sonneneinstrahlung bzw. Wasserhaus-
halt eine N- oder S-Exposition eher rutschungsfördernd ist. Da es für
beide Möglichkeiten eine Reihe guter Argumente gibt, ist es sinnvoll,
beide Möglichkeiten in Betracht zu ziehen. Umgekehrt können E- und
W-Expositionen vernachlässigt werden, da sie in Bezug auf Sonnenein-
strahlung und Wasserhaushalt nicht ausdrücklich rutschungsfördernd
sind. Daher ist für die Codierung der Exposition die Frage wichtig, wie
stark ein Hang N- oder S-exponiert ist. 
Es gibt mehrere Möglichkeiten, die „Fragen“ bzw. Daten zu codieren: 
1. Normalisierung der Daten auf den Zahlenraum zwischen 0 und 1
bzw. –1 und 1. Das ist bei Variablen sehr einfach, bei denen bekannt
ist, ob ein niedriger oder hoher Wert die Hangstabilität besonders
beeinflusst.
2. Binäre Codierung der Daten mit 1 oder 0. Dies ist dann möglich,
wenn zur Datenabfrage eine Frage formuliert werden kann, die mit
richtig oder falsch beantwortet werden kann.
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3. Klassifizierung der Daten. Die Bildung von Klassen ist immer dann
vorzuziehen, wenn bei Variablen nicht bekannt ist, welcher Wert
bzw. Wertebereich die Hangstabilität besonders beeinflusst.
Daraus ist ersichtlich, dass bei der Codierung auch die Art der Daten
eine Rolle spielt. Da z.B. die „Exposition“ in Himmelsrichtungen bzw.
Grad angegeben wird, ist die Normalisierung nicht so einfach, zumal
nicht klar ist, ob die S- oder N-Exposition die Hangstabilität besonders
negativ beeinflusst. Eine rein binäre Codierung ist auch nicht sinnvoll,
da damit die Information unterdrückt wird, dass E– und W–Hänge eher
rutschungsunempfindlich sind. Es könnten aber z.B. für jeden Quadran-
ten eine bzw. mehrere Klassen gebildet werden. Um den Eingabevek-
tor allerdings nicht zu groß werden zu lassen, bietet sich eine Kombina-
tion von Normalisierung und Klassenbildung an. Die Exposition kann
mit der Cosinusfunktion so umgewandelt werden, dass die Maxima (1)
bzw. Minima (-1) der Funktion genau mit N bzw. S zusammenfallen.
Um beide Richtungen gleichberechtigt analysieren zu können, werden
dann die negativen und positiven Werte getrennt und auf den Bereich 0
bis 1 normalisiert. Dieses Beispiel zeigt, dass die Codierung nicht als
einfache Aufgabe betrachtet werden kann, sondern mit großer Sorgfalt
durchgeführt werden muß.
Abb. 3-8: Codierung der Exposition durch Normalisierung mit der
Cosinusfunktion. Der inverse Wert des S-Sektors und der N-
Sektor werden als eigene Merkmale analysiert.
Beim Normalisieren ist zu beachten, dass die Verteilung der Daten er-
halten bleibt. Beim „Standsicherheitsfaktor“ gibt es z.B. das Problem,
dass die Grenze zwischen stabil und instabil bei 1 liegt. Das bedeutet,
dass der instabile Bereich nur von 1 bis 0 geht, während der stabile Be-
reich von 1 bis unendlich geht. Hier können z.B. logarithmische Funk-
tionen zur Normalisierung benutzt werden. Ebenso gibt es die Möglich-
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keit wie bei der Exposition Klassen zu bilden.
Bei Merkmalen wie „Gesteinsart“ sollten am besten Klassen gebildet
weden. Im Allgemeinen ist bekannt, welche Gesteine prinzipiell rut-
schungsanfällig sind. Allerdings ist es schwierig, diese richtig zu ge-
wichten und festzustellen, welches Gestein am stärksten bzw. am we-
nigsten rutschungsanfällig ist. Besonders in den Fällen, in denen die
richtige Sortierung der Daten schwierig ist, sollten Klassen gebildet
werden. 
Obwohl in dieser Arbeit nicht realisiert, ist die Klassenbildung z.B. auch
bei Hangneigungen zu empfehlen. Es ist bekannt, dass die meisten
Rutschungen in mittleren Hangneigungen über 18° und unterhalb von
45° stattfinden. Darüber und darunter gibt es fast keine Rutschungen.
Bei welchen Hangneigungen genau in dem jeweiligen Untersuchungs-
gebiet die meisten Rutschungen auftreten, ist allerdings stark von der
lokalen Geologie abhängig. Insofern können die Klassen  in diesem Fall
die Flexibilität des Modells erhöhen.
Die Codierungsart der Merkmale im Rahmen dieser Arbeit und die ver-




Tab. 3.2: Codierungsart der Merkmale in dieser Arbeit und die Funk-
tionen, die zur Normalisierung der Variablen verwendet wur-
den.
Um die Leistungsfähigkeit und Generalisierungsfähigkeit schon bei der
Netzentwicklung überprüfen bzw. abschätzen zu können, werden die
codierten Daten mit einem Zufallsgenerator in etwa gleich große Trai-
nings- und Testmustermengen geteilt. Je nach Auflösung enthält eine
Trainingsmenge zwischen 1500 und mehr als 10000 Muster.
Die codierten Merkmale werden über eine ASCII-Schnittstelle in Tabel-
lenform aus dem GIS exportiert. Da der hier verwendete Neuronale
Netz-Simulator die Daten im Format des Stuttgarter Neuronale Netz-Si-
mulators (SNNS) einliest, sind die ASCII-Dateien mit einem Perl-Script
umgewandelt worden (Abb. 3-9).
Merkmale Codierung Normalisierungs-
funktion 
Hangneigung Variable (0,1) linear 
N-Exposition Variable (0,1) cos 
S-Exposition Variable (0,1) cos 
absolute Höhe Variable (0,1) linear 
Bäche binär - 




Vegetation (Wald) binär - 
Standsicherheitsfaktor Variable (-1,1) log 
Gesteinsart  5 Klassen - 
Abstand zu Festgestein Variable (0,1) linear 
absolute Höhenänderung Variable (0,1) linear 
Größe des Einzugsgebietes Variable (0,1) linear 
Hanglänge Variable (0,1) linear 
Hangform  1 bzw. 2 Klassen -
Änderung der Hangneigung Variable (0,1) linear 
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Es ist wichtig, immer wieder darauf hinzuweisen, dass die Codierung
und Merkmalsselektion ein ganz entscheidender Teil des Modells sind.
Fehler die hier gemacht werden, können durch keine noch so gute
Netzoptimierung eliminiert werden. 
Abb. 3-9: Die tabellarischen, im ASCII-Format gespeicherten Muster-
daten werden mit einem Perl-Script neu sortiert und in das




Wie in Kapitel 2.1 dargestellt, können die Neuronalen Netze lernen Mu-
ster zu erkennen. Dazu werden sie mit den im Preprocessing erzeugten
Mustermengen trainiert. Damit die Netze aber später auch unbekannte
Muster gut erkennen können, müssen diese optimiert und richtig einge-
stellt werden. Insofern findet auch während und durch die Datenanaly-
se eine Weiterentwicklung des Gesamtmodells statt. 
3.3.1 Simulation Neuronaler Netze
Künstliche Neuronale Netze können als Software oder Hardware reali-
siert werden. Wie aus Abbildung 2-1 ersichtlich, besteht ein Neuronales
Netz prinzipiell aus den Neuronen und den gewichteten Verbindungen
(Gewichte). Um das Neuronale Netz nutzen zu können, muss die Netz-
werkarchitektur mit den Gewichten entweder physisch als Hardware
nachgebaut oder mit einer Software simuliert werden. In dieser Arbeit
ist die Software NTtrain verwendet worden, welche am Institut für Lo-
gik, Komplexität und Deduktionssysteme an der Universität Karlsruhe
(TH) entwickelt wurde. 
NTtrain ist eine Kernel-Software, die über Skripte gesteuert wird. So
werden die Netzarchitektur und die Aktivierungsfunktionen für die ein-
zelnen Neuronen in einer Datei festgelegt und der Lernvorgang über
ein Trainingsskript gesteuert. Im Trainingsskript werden der Lernalgo-
rithmus, die Lernparameter, die Anzahl der Trainingsepochen und die
Gewichtsupdates festgelegt. Neben den anderen Lernalgorithmen ist
auch der hier verwendete Rprop-Algorithmus (s. Kap. 2.1.2.2) imple-
mentiert.
Es kann aber auch jede andere geeignete Simulationssoftware benutzt
werden. Im Neuronalen Netz-Simulator der Universität Stuttgart
(SNNS) ist z.B. neben zahlreichen anderen Algorithmen auch der
Rprop-Algorithmus implementiert (s.a. ZELL, 1997).
3.3.2 Entwicklung und Training der Neuronalen Netze
Zunächst muss die Architektur des Neuronalen Netzes, also die Anzahl
und die Anordnung der Neuronen festgelegt werden. Die Zahl der Neu-
ronen in der Eingabeschicht wird durch die Anzahl der Merkmale bzw.
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der Dimensionalität des Eingabevektors vorgegeben. Die Größe des
Ausgabevektors, also die Zahl der Ausgabeneuronen hängt davon ab,
in wie viele Klassen die Daten getrennt werden sollen. Es gibt jedoch
keine festen Regeln oder Strategien, um die optimale Zahl von Hidden-
neuronen und Hiddenschichten festzulegen. Prinzipiell werden mit zu-
nehmender Nichtlinearität des zu untersuchenden Problems auch mehr
Hiddenneuronen und –Schichten gebraucht. Allerdings sind mehr als
eine Hiddenschicht nur bei stark nichtlinearen Fragestellungen notwen-
dig. Da der Grad der Nichtlinearität meist nicht bekannt ist, muss die
optimale Anzahl an Hiddenneuronen durch iterative Anpassung ge-
sucht werden (s.a. Kap. 2.1.3.1).
Im Kapitel 2.1.3 (Generalisierungsfähigkeit Neuronaler Netze) wird der
enge Zusammenhang zwischen der Anzahl der Gewichte bzw. Neuro-
nen und der Komplexität des Neuronalen Netz-Modells erläutert. Um
gute Generalisierungsleistungen zu erhalten ist es außerordentlich
wichtig, eine optimale Architektur zu finden. In dieser Arbeit wurden im-
mer mehrere Modelle parallel entwickelt, bei denen die Zahl der
Hiddenneuronen unterschiedlich war. Dies hat den Vorteil, dass schon
während der Modellentwicklung ein Eindruck von der Komplexität bzw.
Nichtlinearität der Fragestellung entsteht. Hier hat es sich als gute
Technik erwiesen, ein lineares Netz (Netz ohne Hiddenschicht) und
mehrere Netze mit einer ansteigenden Anzahl an Hiddenneuronen zu
testen. Bei den ersten Tests hat sich gezeigt, dass Netze, die mehr
Hiddenneuronen als die Eingabeschicht oder mehr als eine Hidden-
schicht hatten, sehr stark zu Overfitting neigen. Deshalb sind diese Mo-
delle nicht weiter untersucht worden (s. Kap. 4.1.1). Das muss aber
nicht generell für Modelle zur Rutschungserkennung gelten. Wenn an-
dere Rutschungssysteme als in den Untersuchungsgebieten analysiert
werden, könnten durchaus mehr oder auch weniger Hiddenneuronen
optimal sein. In KOBAYASHI (1998) wird z.B. ein Netz verwendet, dass
dreimal so viele Hiddeneuronen wie Eingabeneuronen verwendet.
Da sehr komplexe Netze eine schlechte Leistung zeigten (s.o.), sind in
dieser Arbeit neben dem linearen Netz nur Netze getestet worden, bei
denen das Verhältnis von Eingabeneuronen zu Hiddenneuronen 3:1
bzw. 3:2 war. Der Vergleich der Ergebnisse des linearen Netzes mit de-
nen der Netze mit Hiddenneuronen vermitteln dabei einen guten Ein-
druck von der Nichtlinearität des Modells.
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Neben der Architektur müssen die Startgewichte, Initialisierungs-
schritte, Trainingsepochen und die Lernparameter für das Training der
Netze eingestellt werden. Bei der Einstellung der Startgewichte ist es
sinnvoll, eher niedrige Gewichte zu wählen. Hohe Gewichte können die
Lernzeit stark erhöhen, da sehr viele Initialisierungsschritte benötigt
werden, um die Gewichte von unwichtigen Neuronen zu reduzieren.
Die Optimierung der Initialisierungsschritte bzw. Trainingsepochen
muss iterativ geschehen. Dazu wird die Entwicklung des Trainings-
bzw. Testfehlers betrachtet (s. a. Abb. 2-5). Wenn die Netze z.B. sehr
schnell lernen, kann die Anzahl der Initialisierungsschritte reduziert
werden. Der Vergleich der Fehlerentwicklung aus mehreren Epochen
oder die Entwicklung des Gesamtfehlers zeigen, wie viele Epochen be-
nötigt werden, um das Netz gut zu trainieren. Für die Einstellung der
Lernparameter beim Rprop-Algorithmus gibt es ebenfalls keine festen
Regeln. Generell sollte die initiale Schrittweite am Anfang nicht zu hoch
gewählt werden. Die optimale Einstellung der maximalen Schrittweite
und des Weight-Decay muss systematisch gesucht werden. Auch hier
gilt, dass es meist besser ist, mit niedrigen Werten zu beginnen und
durch iterative Anpassung eine optimale Einstellung zu suchen.
Bei der Netzentwicklung hat es sich als sinnvoll erwiesen, schrittweise
bei der Optimierung der Netze vorzugehen, um ein Gefühl für die Para-
meter und die optimale Komplexität des Netzes zu entwickeln. Zuerst
wurde eine gute Netzarchitektur gesucht, die auch dem Anspruch der
strukturellen Stabilität genügt. Danach wurde versucht, durch Verände-
rung der Initialisierungsschritte und Lernparameter eine weitere Ver-
besserung zu erzielen. Die Zahl der Initialisierungsschritte bzw. Epo-
chen und der Weight-Decay Term können dabei zur Regularisierung (s.
Kap. 2.1.3.2) verwendet werden. Wie in der Generalisierung beschrie-
ben, geht es bei diesen Maßnahmen immer darum, die Komplexität des
Modells zu optimieren bzw. zu kontrollieren. Insofern kann keine der
Veränderungen nur für sich alleine betrachtet werden. Wenn z.B. durch
die Regularisierung keine Verbesserungen mehr erzielt werden kön-
nen, muss überprüft werden, ob nicht die Architektur oder der Eingabe-
vektor verändert werden muss, damit über strukturelle Veränderungen
die Leistungsfähigkeit des Netzes verbessert werden kann.
Um schon während des Trainings einen Eindruck von der Genera-
lisierungsfähigkeit des Neuronalen Netzes zu erhalten, wird die Lei-
stungsfähigkeit des Netzes mit einem Testdatensatz überprüft. Der
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Vergleich der Fehlerentwicklung auf der Trainings- und der Testmenge
liefert einen Aufschluss darüber, ob das Modell zu Overfitting neigt (s.a.
Kap. 2.1.3). Wichtig ist, dass die Trainings- und die Testmenge wäh-
rend des Trainings nicht vermischt werden, da sonst eine unabhängige
Überprüfung der Leistungsfähigkeit des Neuronalen Netzes unmöglich
ist. Deshalb ist es empfehlenswert, während der Netzentwicklung eine
Validierungsmenge (s. Kreuzvalidierung in Kap. 2.1.3.2) zu verwenden.
Diese wird während des Trainings und der Entwicklung des Netzes als
Testmenge genutzt. Erst das fertige Modell wird an der eigentlichen
Testmenge getestet. Hier wurde auf die Verwendung eines Validie-
rungsdatensatzes verzichtet. Die gesamte Modellentwicklung und das
Training der Netze wurde am Gebiet Stambach durchgeführt. Anschlie-
ßend wurden die fertig entwickelten und trainierten Neuronalen Netze
am Zlambachgebiet getestet. Das hatte den Vorteil, dass einerseits
auch für komplexe Modelle immer genügend Trainings- und Testmuster
zur Verfügung standen. Anderseits konnte so untersucht werden, wie
sich die Modelle in ähnlichen aber nicht identischen Situationen verhal-
ten.
Falls durch Einstellung der Lernparameter und Veränderung der Hid-
denneuronen keine weiteren Verbesserungen zu erzielen sind, sollten
auch die Codierung und die Merkmale selbst überprüft werden. Wie in
Kapitel 3.2.4 erwähnt, wurden während der Modellentwicklung die
Merkmale und z.T. auch die Codierung verändert, was zu erheblichen
Verbesserungen des Modells führte.
3.3.3 Neuronale Netz-Modelle
Ziel dieser Arbeit ist, ein Modell zu entwickeln, das mit Neuronalen Net-
zen Rutschungen bzw. Rutschungsgebiete erkennen kann. Im Laufe
der Modellentwicklung sind dazu verschiedene Konzepte entwickelt
und untersucht worden.
Zunächst wurde ein Modell entwickelt, das die Untersuchungsgebiete
in rutschungsgefährdete und -ungefährdete Bereiche trennen kann.
Diese Netze zur Rutschungserkennung benutzen die oben beschriebe-
nen (Tab. 3.1) Merkmale als Eingabe. Um den Einfluss von Vorwissen
bzw. Expertenwissen zu untersuchen, wurden zusätzlich Netze mit
dem Standsicherheitsfaktor als weiteres Merkmal getestet.
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Abb. 3-10: Schematische Darstellung der Arbeitsschritte bei in „Reihe
geschalteten Neuronalen Netzen“.
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Im Zuge der Modellentwicklung ist die Idee entstanden, spezielle Neu-
ronale Netze für einzelne Merkmale von Massenbewegungen zu entwi-
ckeln. Diese könnten dann als zusätzliche Eingabe für das Netz zur
Rutschungserkennung benutzt werden. Das Verfahren beruht darauf,
dass mit Hilfe der spezialisierten Neuronalen Netze bisher verborgene
Merkmale von Rutschungen aus dem DGM ermittelt werden können.
Das Merkmal "Abrisskante" ist hierfür ein gutes Beispiel. Es wird die
Tatsache genutzt, dass Abrisskanten ein Element von Rutschungen
sind, nämlich deren Ausgangspunkt. Mit abnehmendem Abstand zur
Abrisskante erhöht sich also die Wahrscheinlichkeit, dass es sich bei
der zu klassifizierenden Zelle um eine Rutschung handelt. Somit ist ne-
ben der Information, dass eine Zelle eine Abrisskante enthält auch der
Abstand einer Zelle zur nächsten Abrisskante interessant. Um den Ab-
stand einer Zelle zu der vom Neuronalen Netz erkannten Abrisskante
zu ermitteln, sind allerdings Nachbarschafts- und Distanzanalysen not-
wendig. Deshalb muss das Ergebnis des Netzes zur Abrisskantener-
kennung erst wieder in das GIS zurückgeladen werden, um dort analy-
siert und neu codiert zu werden. So ist das Modell der in Reihe ge-
schalteten Netze entstanden, das eigentlich dem Prinzip der parallelen
Informationsverarbeitung bei Neuronalen Netzen entgegenläuft. 
Um eine weitere Verbesserung der Generalisierungsfähigkeit des Net-
zes zur Rutschungserkennung zu erzielen, ist der Ansatz des Multitask
Learning (MTL) untersucht worden. Dabei wird berücksichtigt, dass die
Erfahrungen aus ähnlich gelagerten Problemen oft wertvolle Informatio-
nen für die Lösung einer konkreten Aufgabenstellung enthalten. Der
von CARUANA (1993, 1994) erstmals vorgestellte MTL-Ansatz bietet die
Möglichkeit, zusätzliches Wissen in Neuronale Netze zu integrieren.
Beim MTL-Ansatz wird ein gemeinsames Lösungsmodell bzw. ein Neu-
ronales Netz anhand von Lernbeispielen für mehrere Aufgaben entwi-
ckelt. Da die verschiedenen Aufgaben ähnlich sind und sich bedingen
sollen, haben sie einen positiven Einfluss auf die Lösung. Es geht aber
immer nur darum, die Hauptaufgabe zu verbessern und nicht die Ne-
benaufgaben.
Das wird realisiert, indem dem neuronalen Modell für jede Aufgabe ein
zusätzliches Neuron in der Ausgabeschicht hinzugefügt wird. Das Neu-
ronale Netz wird dann mit einem entsprechenden Datensatz trainiert,
der die erweiterte Ausgabe berücksichtigt (Abb. 3-11).
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Abb. 3-11: MTL-Netz, in dem mehrere Aufgaben zusammengeführt und
gleichzeitig analysiert werden. Neben der Hauptaufgabe
Rutschungserkennung werden auch Informationen von der
Nebenaufgabe Abrisskantenerkennung bei der Optimierung
der Gewichte berücksichtigt.
Aus Abbildung 3-11 ist ersichtlich, warum der MTL-Ansatz bei Neuro-
nalen Netzen sinnvoll ist. Während des Trainings wird der Gewichts-
vektor so verändert, dass er für mehrere Lernaufgaben optimal einge-
stellt ist. So können in den Hiddenneuronen Merkmale gebildet werden,
die für alle Aufgaben nützlich sind, also „allgemeiner“ Natur sind. Das
entspricht dem eigentlichen Ziel des Trainings von Neuronalen Netzen,
bei dem die verdeckten, grundlegenden Gesetzmäßigkeiten, die in ei-
nem Datensatz stecken, gesucht werden (s. Kap. 2.1). 
Das Neuronale Netz „spezialisiert“ sich somit nicht so sehr auf die pri-
märe Aufgabe. Damit reduziert sich auch die Gefahr, dass das Netz
z.B. das „Rauschen“ oder sehr spezielle Eigenschaften eines Gebietes
mitmodelliert und es zu Overfitting kommt.
In diesem Modell ist neben der Rutschungserkennung als zusätzliche
Aufgabe die Erkennung von Abrisskanten gewählt worden. Das ist
möglich, da Abrisskanten ein Teil von Rutschungen sind. Somit müs-
sen zumindest teilweise dieselben Merkmale wie bei der Rutschungser-
kennung relevant sein.
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3.4 Postprocessing
Im Postprocessing werden die Analyseergebnisse der Neuronalen Net-
ze in das GIS zurückgeladen und dem DGM zur Verfügung gestellt. So
können die Ergebnisse einerseits visualisiert und andererseits weiter
verarbeitet oder analysiert werden.
Die Analyseergebnisse der Neuronalen Netze werden von NTtrain ta-
bellarisch als ASCII-Datei mit Musternummer und Trefferquote gespei-
chert. Über die Musternummer können die Ergebnisse wieder den
Untersuchungseinheiten zugeordnet und referenziert werden. So kön-
nen die Ergebnisse in Rasterform im GIS als eigene Datenebene ge-
speichert und weiterverarbeitet werden. Die Visualisierung der Ergeb-
nisse als Karte kann entweder in Arc/Info oder mit dem Desktop-GIS
ArcView (s. Abb. 3-12) von ESRI realisiert werden.
Abb. 3-12: Visualisierungsmöglichkeiten der Analyseergebnisse mit
dem Desktop-GIS ArcView von ESRI.
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Um das Ergebnis besser analysieren zu können, wird die Gefahrenkar-
te durch Abfragen mit den Ergebnissen der Neuronalen Netze überla-
gert. So kann erkannt werden, welche Bereiche das Netz richtig er-
kannt hat und welche nicht. Es kann auch dargestellt werden, ob die
falsch klassifizierte Zelle in der Gefahrenkarte zu einer Rutschung oder
zu einem stabilen Bereich gehört.
Um die Ergebnisse homogener zu machen und zu optimieren, können
Nachbarschaftsanalysen durchgeführt werden. Bei hohen Auflösungen
ist es z.B. unwahrscheinlich, dass mitten in einer Rutschung eine ein-
zelne stabile Zelle auftritt. Erst wenn mehrere Zellen stabil sind, handelt
es sich um einen stabilen Bereich bzw. Grat, der von Rutschungen um-
flossen wird. Auch nachweislich falsche Analyseergebnisse können so
korrigiert werden. 
Da hier nur Massenbewegungen im Lockergestein erkannt werden sol-
len, können Rutschungen im Festgestein ignoriert werden. Solche Feh-
ler können durch einfache Überprüfungen eliminiert werden.
Falls im Preprocessing bereits Aufgaben untersucht und aus der Analy-
se herausgenommen wurden, können diese im Postprocessing wieder
hinzugefügt werden. So könnten z.B. die Festgesteinsbereiche aus der
Analyse herausgenommen werden. Das würde das Neuronale Netz
entlasten, da es sich besser auf seine eigentliche Aufgabe einstellen





Im Folgenden werden die Ergebnisse und Fähigkeiten der trainierten
Neuronalen Netze dargestellt. Dabei wird getrennt auf die drei entwik-
kelten und getesteten neuronalen Modelle eingegangen:
• einfaches Neuronales Netz zur Rutschungserkennung
• in Reihe geschaltete Neuronale Netze zur Rutschungserkennung
• MTL-Ansatz zur Rutschungserkennung
Die Ergebnisse werden anhand der Klassifikationsleistung gegenüber
den zuvor erstellten Gefahrenkarten für die Untersuchungsgebiete (s.
Abb. 4-1) überprüft und analysiert.
Abb. 4-1: Lage der instabilen Hangbereiche (Rutschungsbereiche aus
der geotechnischen Kartierung) in den Untersuchungsgebie-
ten (unskalierte Darstellung).
4.1 Ergebnisse der Netze zur Rutschungserkennung
An den “einfachen” Netzen zur Rutschungserkennung wurde im We-
sentlichen die Modell- und Merkmalsentwicklung vorgenommen und
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vorangetrieben. Aus diesem Grund liegen nur für diese Netze Ergeb-
nissen über alle Entwicklungsstufen bis zum endgültigen Modell vor.
Die später vorgestellten Modelle sind entstanden, um Schwierigkeiten,
die bei der Entwicklung des ersten Modells auftraten, zu reduzieren
oder um neue Ideen zu integrieren. Insofern sind diese Weiterentwick-
lungen oder Abwandlungen des ersten Modells erst in der 3. oder 4.
Entwicklungsstufe entstanden.
4.1.1 Einfluss der Merkmale und der Netzwerkarchitektur auf die 
Klassifikationsleistung
Um die Komplexität des neuronalen Modells zu kontrollieren, und eine
gute Netzwerkarchitektur zu finden, sind über die ganze Entwicklung
hinweg Netze mit einer unterschiedlichen Anzahl an Hiddenneuronen
getestet worden. Dabei hat sich schon zu einem frühen Zeipunkt ge-
zeigt, dass bei Netzen mit mehr als einer Hiddenschicht bzw. mit mehr
Hidden- als Eingabeneuronen keine befriedigende Verbesserung der
Klassifikationsleistung erzielt wird. 
Tab. 4.1: Veränderung der Klassifikationsleistung bei Netzen der 3. 
Entwicklungsstufe durch Veränderung der Netzarchitektur 
(bei gleichen Lernparametern im Stambachgebiet).
Wie das Beispiel aus Tabelle 4.1 zeigt, nimmt die Klassifikationslei-
stung bereits bei mehr als 15 Hiddenneuronen deutlich ab. Aus dem
Vergleich der Erkennungsrate im Training und im Test wird ersichtlich,
dass eine Verbesserung im Training zu keiner weiteren Verbesserung
im Test führt. Die hohe Parametrisierung dieser Modelle führt also zu
einem Overfitting–Effekt. Aus diesem Grund sind keine Netze mit Archi-
Architektur Erkennungsrate 
Training in % 
Erkennungsrate 
Test in % 
20-1 76,8 75,8 
20-6-1 81,8 79,0 
20-15-1 83,5 78,1 
20-30-1 83,6 76,3 
20-15-15-1 82,5 74,1 
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tekturen weiter untersucht worden, bei denen die Anzahl der Hidden-
neuronen die der Eingabeneuronen übersteigt.
Um dennoch einen Eindruck von der nötigen Komplexität des neurona-
len Modells zu erhalten, sind neben dem linearen Vergleichsmodell
weiterhin Netze mit 2/3 und 1/3 weniger Hidden- als Eingabeneuronen
getestet worden (s. Tab. 4.2) Das ermöglicht in der Auswertung, neben
der Einschätzung der Komplexität, auch eine Einschätzung der Nichtli-
nearität des untersuchten Problems. 
Tab. 4.2: Veränderung Erkennungsrate im Trainingsgebiet Stambach 
(ohne Schuttströme) in Abhängigkeit von Merkmalen (s. 
Tab. 3.1) bzw. Netzwerkarchitektur. Die Zahl in Klammern 
gibt das ungefähre Verhältnis von Eingabeneuronen zu 
Hiddenneuronen an (Untersuchungsraster 30 m).
Außer einer geeigneten Netzarchitektur spielen auch die Größe und die
Zusammensetzung des Eingabevektors eine wichtige Rolle. Dieser
wurde über 4 Entwicklungsstufen (evo1 bis evo4) hinweg optimiert (s.
a. Kap. 3.2.4). Aus Tabelle 4.2 ist ersichtlich, dass durch eine Anpas-
sung der Eingabemerkmale eine z.T. erhebliche Verbesserung der
Klassifikationsleistung erzielt werden konnte. Die einzelnen Merkmale
und deren Veränderung sind in Tabelle 3.1 dargestellt. Interessant ist,
dass in den ersten 3 Entwicklungsstufen (evo1 bis 3 in Tab. 4.2) allein
  evo1 evo2 evo3/1 evo3/2 evo4 
Netz Merkmale in 
Entwicklungsstufe
13 14 20 21 17 




77,4 % 77,3 % 75,8 % 80,7 % 81,3 %




74,8 % 77,7 % 79 % 83,1 % 83,9 %




73,5 % 79,4 % 79,6 % 82,3 % 83,7 %
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durch eine bessere Codierung und neue Merkmale eine deutliche Ver-
besserung der Erkennungsrate erzielt werden konnte.
Besonders interessant ist der Sprung innerhalb der 3. Entwicklungs-
stufe um bis zu 4 % von evo3/1 zu evo3/2. Hier ist nur die absolute Hö-
he der untersuchten Zelle als zusätzliches Merkmal eingefügt worden.
Das ist insofern bemerkenswert, als dieses Merkmal in der 2. Ent-
wicklungsstufe gelöscht wurde, da es nicht relevant erschien. In der
dritten Stufe ist es dann als inverse Höhe wieder eingefügt worden. Das
bedeutet, dass die Höhe so codiert ist, dass die tiefsten Zellen den
Wert 1 erhalten und die höchsten den Wert 0. Ein ähnlicher Effekt ist
beim Schritt von der 1. zur 2. Entwicklungsstufe zu beobachten. Hier ist
die Codierung für die Exposition (zuvor Kreisfunktion) verändert (s.a.
Kap. 3.2.5) und das neue Merkmal „Abstand zu Festgestein“ eingeführt
worden.
Tab. 4.3: Vergleich der Erkennungsrate von Netzen, die im Trainings-
gebiet Stambach (ohne Schuttströme) trainiert wurden.
Auffällig ist, dass ab der Entwicklungsstufe evo3/2 mehr Hidden-
neuronen nicht wie in den vorhergehenden Stufen zu einer Verbesse-
rung der Klassifikationsleistung führen. Eine Erklärung hierfür ist, dass
ein geeigneter, leicht abbildbarer Eingabevektor gefunden wurde. Zu-
vor waren viele Hiddenneuronen notwendig, um aus den Eingabemerk-
malen neue sinnvolle “Hiddenmerkmale” zu bilden. Nur so konnte das
Netz die Klassifikationsaufgabe optimal lösen. Bei dem neuen Eingabe-
vektor reichen auch weniger Hiddenneuronen, um diesen sinnvoll ab-
zubilden. Eine höhere Anzahl an Hiddenneuronen führt hier bereits
zum Overfitting-Effekt.
In der 4. Entwicklungsstufe wird versucht, mit einem kleineren, aber op-
timierten Eingabevektor die Klassifikationsleistung nochmals zu ver-
bessern. Das erscheint möglich, da in der 3. Stufe bereits die weniger
komplexen neuronalen Modelle besser abschneiden. Somit lag die Ver-
Architektur 21-1 21-6-1 21-15-1 
Stambach 80,7 % 83,1 % 82,4 % 
Zlambach 74,2 % 73,3 % 66,1 % 
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mutung nahe, dass nicht alle Eingabemerkmale relevant sind. Diese
Vermutung wurde durch erste Untersuchungen am Testgebiet Zlam-
bach gestützt, da dort die linearen Neuronalen Netze die beste Klassifi-
kationsleistung zeigten (s. Tab. 4.3). Das deutet oft auf eine zu hohe
Parametrisierung des Modells hin. Aus diesem Grund sind die Trai-
ningsdatensätze mit Korrelationsanalysen untersucht worden, um
Merkmale auszusortieren, die zur Ausgabe (Rutschung nein/ja) wenig
korreliert oder wenig sinnvoll sind. Auch eng zueinander korrelierte
Merkmale sind nochmals ausgesondert worden. 
Aus Tabelle 4.4 ist ersichtlich, dass z.B. die Hangneigung und die ab-
solute Höhenänderung eng korreliert sind. Da auch die Änderung der
Hangneigung mit über 0,8 zu diesen Merkmalen korreliert ist, sind die
Hangneigung und die absolute Höhenänderung aussortiert worden.
Dies ist möglich, da beide mit den Rutschungen fast nicht korreliert
sind. Die Fließrichtung wurde aussortiert, weil diese mit der Ausgabe
wenig korreliert ist und durch die Exposition zumindest teilweise reprä-
sentiert wird. Als viertes Merkmal wurde die konvexe Hangform als
Merkmal eliminiert, da diese einfach invers mit der konkaven Hangform
korreliert ist.
Tab. 4.4: Kreuzkorrelation von besonders hoch korrelierten Merkma-
len.
Durch die Reduktion der Eingabemerkmale konnte einerseits die Klas-
sifikationsleistung verbessert und andererseits der Rechenaufwand re-
duziert werden.
Die Ergebnisse belegen, dass die Merkmalsselektion bzw. die richtige





Hangneigung 1 0,983 -0,084 0,096 
absolute 
Höhenänderung 
0,983 1 -0,088 0,071 
Fließrichtung -0,084 -0,088 1 0,089 
Rutschung 0,096 0,071 0,089 1 
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bilität und Leistungsfähigkeit der Neuronalen Netze haben. In dem in
Tabelle 4.2 dargestellten Fall konnte bei identisch trainierten Netzen ei-
ne Verbesserung der Klassifikationsleistung um bis zu 10,2 % erzielt
werden. 
4.1.2 Einfluss der Größe der Untersuchungseinheiten (Zellen) 
und Anzahl der Muster auf die Klassifikationsleistung
Bei den Untersuchungen der Gebiete in unterschiedlichen Auflösungen
konnten z.T. erhebliche Unterschiede in den Klassifikationsleistungen
der Netze festgestellt werden (s. Tab. 4.5). Hochaufgelöste Datensätze
konnten fast immer besser klassifiziert werden als niedriger aufgelöste.
Besonders die Datensätze mit einer 50 m Auflösung fallen gegenüber
den Datensätzen mit 30 und 20 m Auflösung ab. Das liegt aber nicht an
der geringeren Anzahl an Trainingsmustern. Auch bei ähnlicher Muster-
zahl schneiden die höher aufgelösten Datensätze noch immer besser
ab (Tab. 4.5).
Tab. 4.5: Klassifikationsleistung der besten Netze zur Rutschungs-
erkennung (ohne Schuttströme) im Stambachgebiet bei 
unterschiedlichen Rasterweiten.
Wie bereits in Kapitel 3.2.3 dargestellt, muss die Größe der Untersu-
chungseinheiten so gewählt werden, dass der Wert der Zelle auch den
Geländebereich richtig darstellt. Da bei der Rasterung der Daten im All-
gemeinen das Mittelwert- oder Majoritätsprinzip angewandt wird, kann
eine niedrige Auflösung zu einer Art „Glättung“ des Geländes führen.
Interessant ist, dass die 17-11-1 Netze die Datensätze in 20 m Auflö-
sung am besten klassifizieren können (Tab. 4.5). Sonst tritt, wie auch
oben beschrieben meist der gegenteilige Effekt ein und die 17-5-1 Net-
ze schneiden besser ab. Insofern ist nicht nur die richtige Auswahl der
Rasterweite Musterzahl 17-1 17-5-1 17-11-1 
20 m 10042 81,7 % 84,2 % 84,6 % 
30 m 4492 81,3 % 83,9 % 83,7 % 
50 m 1872 81,3 % 83,2 % 82,8 % 
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Merkmale wichtig, sondern auch die richtige Auflösung. Nur bei einer
optimal gewählten Auflösung werden die Merkmale auch richtig diffe-
renziert dargestellt und können gut klassifiziert werden.
Tab. 4.6: Klassifikationsleistung der besten Netze zur Rutschungs-
erkennung (ohne Schuttströme) im Stambachgebiet mit 
reduzierten Trainingsdatensätzen bei unterschiedlichen 
Rasterweiten.
Wie bei allen datenbasierenden Verfahren kann mit Neuronalen Netzen
nur dargestellt werden, was durch die Datensätze repräsentiert wird.
Das bedeutet, dass eine ausreichende Anzahl an Beispielen für alle
Klassen, also Rutschungen und stabile Bereiche, vorhanden sein
muss. Allerdings scheint es auch einen Zusammenhang zwischen einer
zu großen Anzahl an Mustern und der Klassifikationsleistung zu geben.
Mit einem Zufallsgenerator wurden die Trainingsmuster um 3/5 redu-
ziert und die Neuronalen Netze dann mit diesen reduzierten Datensät-
zen trainiert. Dabei hat sich gezeigt, dass bei den höheren Auflösungen
die Klassifikationsleistung der so trainierten Netze nicht abnimmt, son-
dern sogar zunimmt (Tab. 4.6). Vermutlich tritt hier eine Art Regularisie-
rung durch die Musteranzahl ein. Die Netze erlernen so vermutlich die
grundlegenden Zusammenhänge, ohne sich auf die Details der einzel-
nen Rutschungen im Gebiet zu stark zu optimieren. Bei den Datensät-
zen in der 50 m Auflösung gelingt dies jedoch nicht mehr. Hier nimmt
die Klassifikationsleistung ab, weil zu wenige und zu ähnliche Muster-
beispiele vorhanden sind. 
4.1.3 Untersuchung der Eignung des Standsicherheitsfaktors als 
zusätzliches Eingabemerkmal
Um den Einfluss des Standsicherheitsfaktors auf die Ergebnisse der
Analyse zu untersuchen, sind Neuronale Netze sowohl mit (DNet), als
Rasterweite Musterzahl 17-1 17-5-1 17-11-1 
20 m 3996 82 % 84,9 % 85,2 % 
30 m 1773 82, % 84,6 % 84,8 % 
50 m 656 79,3 % 80 % 80 % 
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auch ohne Standsicherheitsfaktor (NNet) als Eingabemerkmal unter-
sucht worden (Tab. 4.7). Dabei hat sich gezeigt, dass der Einfluss des
Standsicherheitsfaktors auf das Ergebnis begrenzt ist. Bei den Netzen
mit 11 Hiddenneuronen schneiden die Netze, die ohne den Stand-
sicherheitsfaktor (NNet) als Eingabemerkmal trainiert wurden, sogar
besser ab.
Tab. 4.7: Vergleich der Erkennungsrate von Netzen ohne und mit 
Standsicherheitsfaktor als zusätzliches Merkmal im Gebiet 
Stambach (20 m Raster).
Eine mögliche Erklärung dafür ist, dass diese Netze den Standsicher-
heitsfaktor gar nicht als zusätzliches Merkmal brauchen, da sie in den
Hiddenschichten einen eigenen “Standsicherheitsfaktor” bilden. 
Der Standsicherheitsfaktor wird für den ebenen Fall über das Hang-
gleichgewicht ermittelt (Gleichung 4.1). 
Da der größere Teil der Rutschungen (Gleitungen) ebene flache Blatt-
anbrüche sind bzw. die Rotationsrutschungen in translative Gleitungen
übergehen, ist hier die Annahme eines Ebenen Bruchs als Hauptbewe-
gungsursache zulässig. Nach CRUDEN & VARNES (1996) ist der ebene
Fall auch für Gleitungen mit langer Gleitbahn als Näherung zulässig,
selbst wenn die Gleitbahn gebogen ist.
Beim ebenen Fall wird der Standsicherheitsfaktor F ermittelt, indem die
haltenden den treibenden Kräften gegenübergestellt werden. Im Rah-
men dieser Arbeit wurde der Standsicherheitsfaktor nach der unten an-
Architektur 17-1 17-5-1 17-11-1 
mit Standsicherheitsfaktor 
(DNet) 
81,7 % 84,2 % 84,6 % 
Architektur 16-1 16-5-1 16-11-1 
ohne Standsicherheitsfaktor 
(NNet) 







gegebenen Gleichung (4.2) ermittelt. (s.a. GRAHAM, 1984)
Die Materialparameter sind den in Kapitel 2.3.3.1 angegebenen Arbei-
ten entnommen worden (s.a. Tab. 2.3). Es wurde vollständige Wasser-
sättigung des Bodens und als Tiefe der Scherbahn 1 m angenommen.
Als grobe Näherung ist dieser Wert akzeptabel, da die meisten Rut-
schungen in den Untersuchungsgebieten etwa in diesem Mächtigkeits-
bereich liegen, wie die Kartierungen zeigen.
Aus Gleichung (4.2) ist ersichtlich, dass der Wert des Standsicher-
heitsfaktors in den einzelnen Gesteinseinheiten nur von den konstanten
Materialparametern (Scherwinkel, Kohäsion, Wichte) und der variablen
Hangneigung abhängt. Daraus resultiert, dass eine Änderung der
Hangneigung auch zu einer Änderung des Standsicherheitsfaktors
führt. Trotz der einfachen Berechnung des Standsicherheitsfaktors
spiegelt sich das auch in den Musterdatensätzen wider. So ist die Än-
derung der Hangneigung mit dem Faktor 0,6 zum Standsicherheitsfak-
tor korreliert. Da die Materialparameter gesteinsspezifisch sind, lässt
sich vermuten, dass das Neuronale Netz aus der Änderung der Hang-
neigung und der Gesteinsart eine Art Standsicherheitsfaktor bilden
kann.
4.1.4 Darstellung und geologische Interpretation der Ergebnisse 
im Trainings- und Validierungsgebiet Stambach
Um die Ergebnisse der Neuronalen Netze auch geologisch interpretie-
ren zu können, sind sie georeferenziert worden. So können die Er-
gebnisse mit den Gefahrenkarten und den geotechnischen Karten ver-











c'  = effektive Kohäsion 
γ  = Wichte des Bodens 
m  =  zw/z
γw = Wichte des Wassers 
z  = Tiefe der Bewegungsfläche 
zw = Höhe Bergwasser über z 
β = Hangneigung 
φ = effektiver Scherwinkel
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sten Netze der 4. Entwicklungsstufe dargestellt (Tab. 4.8), die mit Da-
tensätzen in 20 m Auflösung trainiert wurden. 
Anfangs wurden die Schutt- bzw. Schlammströme im Gebiet Stambach
aus den Trainingsdatensätzen herausgenommen, da die Netze nur
Massenbewegungen mit gleitenden Bewegungsmechanismen erken-
nen sollten. Das hat den Vorteil, dass die Netze sich besser auf eine
Aufgabe “konzentrieren” können und nicht zusätzlich die Fließbewe-
gungen mitmodellieren müssen. Um diesen Vorteil abschätzen zu kön-
nen, sind ab der 4. Entwicklungsstufe auch Netze mit vollständigen Da-
tensätzen d.h. inklusive Schuttströme des Gebietes Stambach trainiert
worden (s. Tab. 4.8)
Tab. 4.8: Erkennungsrate von Netzen, die das Gebiet Stambach ein-
mal ohne und einmal mit Schuttstrom erkennen mussten. 
Die Ergebnisse sind für die Netze mit (DNet) und ohne 
Standsicherheitsfaktor (NNet) als Merkmal dargestellt.
Die Ergebnisse aus Tabelle 4.8 zeigen, dass die Netze unabhängig von
ihrer Architektur das Stambachgebiet mit und ohne Schuttstrom prak-
tisch gleich gut analysieren können. Vermutlich unterscheiden sich zu-
mindest im Untersuchungsgebiet die Instabilitäten innerhalb großer
Schuttströme nicht so stark von größeren Rutschungen wie ursprüng-
lich angenommen. Innerhalb des großen Stambachschuttstroms treten
z.B. auch größere Abrisssysteme auf, durch die der Schuttstrom geglie-
dert wird (Abb. 4-2). Weiterhin gehen bei den Massenbewegungen in
den Untersuchungsgebieten oft gleitende in fließende Bewegungen
über (s.a. Kap. 2.3.3). So ist es möglich, dass die Netze bereits an die-
sen Beispielen lernen, fließende Massenbewegungen zu erkennen.
Architektur 17-1 17-5-1 17-11-1 
ohne Schuttstrom 81,7 % 84,2 % 84,6 % 
DNet 
mit Schuttstrom 81,9 % 84,2 % 84,8 % 
Architektur 17-1 17-5-1 17-11-1 
ohne Schuttstrom 82 % 84,3 % 85,3 % 
NNet 
mit Schuttstrom 81,7 % 84,5 % 85,5 % 
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Abb. 4-2: Große Abrisssysteme innerhalb des Stambachschuttstroms.
In Abbildung 4-3 ist die Auswertung der Rutschungsanalyse durch das
Neuronale Netz mit dem Standsicherheitsfaktor (DNet) für das Stam-
bachgebiet zu sehen. Es ist zu erkennen, dass das Neuronale Netz die
wesentlichen Rutschungsstrukturen bzw. Rutschungsgebiete (vgl. Abb.
2-14 und 2-15) gut erkennen kann. In den Randbereichen der großen
Rutschkessel ist die richtige Klassifikation der Zellen allerdings nicht
immer optimal.
Werden die Ergebnisse wie in Abb. 4-4 direkt mit der ursprünglichen
geotechnischen Karte (ROHN, 1991) verglichen, sind sie insgesamt
überzeugend. Die Hauptabrisskanten werden immer mit einer
Unsicherheit von 1 bis 2 Zellen (20 – 40 m) nachgezeichnet. Diese Ge-
nauigkeit ist für die Raumplanung mehr als ausreichend.
Zudem ist es natürlich, dass gerade an den Übergangsbereichen Mo-
dellschwächen auftreten. Hier kommt auch im Gelände häufig die Fra-
ge auf, ob ein Bereich noch stabil oder schon instabil ist. Zudem kön-
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nen aufgrund der Grenzsituation auch kleinere Fehler in den Da-
tensätzen bereits einen großen Einfluss auf das Ergebnis haben.
Abb. 4-3: Rutschungsanalyse für das Trainings- und Validierungsge-
biet Stambach in 20 m Auflösung mit dem DNet (Netz mit
Standsicherheitsfaktor).
Dass die beiden Grate im Zentrum der Abbildung 4-4 als instabil
klassifiziert wurden, kann damit erklärt werden, dass sich diese mit der
Verlagerung der Hauptabrisskante auch künftig verändern werden und
jetzt nur eine Momentaufnahme darstellen. Wichtig ist, dass die Netze
anscheinend gelernt haben, dass in den Kalkeinheiten keine
Massenbewegungen der untersuchten Typen auftreten können.
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Abb. 4-4: Rutschungskessel bei Riedln bzw. Hölln auf der Leitn. Die
dunkel schraffierten Bereiche sind von dem Neuronalen
Netz als Rutschungsbereiche erkannt worden. (Legende
geotechnische Karte siehe Abb. 4-2).
Kleinere Rutschkessel wie bei Rotmoos (s. Abb. 4-5) bzw. größere
Einzelrutschungen wie die nördlich der Rossmoosalm (s. Abb. 2-11
bzw. 2-14) werden allerdings fast nicht erkannt. Hier ist es wahrschein-
lich, dass diese Rutschungsmuster deutlicher von den sonst vorherr-
schenden Massenbewegungen in Zusammenhang mit Wildbachsyste-
men abweichen. 
Die Rutschung nördlich der Rossmoosalm besteht z.B. aus mehreren
Abrisskanten die ca. 50 bis 100m von der Zwerchwand entfernt sind.
Oberhalb des Abrissbereiches sind größere Felssturzmassen aufge-
schlossen. Hier wäre es möglich, dass es durch undrainierte Belastung
lokal zu Rutschungen kommt. Es sind auch hier ausgedehnte
Kriechbewegungen zu erkennen. Da diese beiden Bewegungstypen
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dass das Netz diese Typen aus diesem Grund nicht ausreichend lernen
konnte.
Abb. 4-5: Rutschungssystem bei Rotmoos, das praktisch nicht erkannt
wurde. Nur die dunkel schraffierten Bereiche sind vom Netz
als Rutschung erkannt worden. (Legende geotechnische
Karte siehe Abb. 4-2).
Das Beispiel bei Rotmoos zeigt eine Schwäche des Modells. Wie in Ab-
bildung 4-5 zu erkennen, treten hier zahlreiche Rutschungen im Quell-
gebiet und Zusammenfluss des Schwarzenbachs auf. Es handelt sich
also um Massenbewegungen in Zusammenhang mit der Eintiefung des
Baches. Da die übrigen Rutschkessel auf dieselben grundlegenden
Prozesse zurückzuführen sind, weicht dieses Ergebnis deutlich von
dem erwarteten ab. Eine mögliche Erklärung ist, dass dieser Rut-
schungskessel erst am Beginn seiner Entwicklung steht und deshalb
morphologisch noch nicht so ausgeprägt ist.
Ähnliches ist auch bei den jungen, sich entwickelnden Wildbachsyste-
men zu beobachten. Während die ausgeprägteren und voll entwickel-
ten Systeme gut erkannt werden, werden die jungen, sich entwickeln-
den Systeme nicht erkannt (s. Abb. 4-6). Das kann damit zusammen-
hängen, dass die “reiferen” Wildbachsysteme nördlich des Stambachs
bei der Rossmoosalm (Abb. 4-6 rechts) morphologisch ausgeprägter
sind. Hier haben sich schon ausgreifende Strukturen gebildet und an-
stelle von Uferanbrüchen treten bereits tiefergreifende Muschelanbrü-
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che auf. So bilden sich tiefere, breitere Täler mit ausgeprägten steileren
Hangflanken. Die jungen Systeme südlich des Stambachs, z.B. am
Schwarzbachloch (Abb. 4-6 links), sind noch nicht so stark eingetieft
und ausgeprägt, so dass sie im DHM nicht so deutlich hervortreten. Au-
ßerdem sind die Hangflanken nicht so steil und hoch. 
Abb. 4-6: Vergleich der Erkennung von Rutschungen in unterschied-
lich “reifen" Wildbachsystemen. Links ist das sehr junge
System am Schwarzenbachloch und rechts die ausgepräg-
ten reifen Systeme südlich der Rossmoosalm zu erkennen.
(schraffierte Bereiche sind als Rutschung erkannt worden).
Interessant ist, dass die Rutschungen an den direkten Einhängen des
Trauntals gut erkannt werden (Abb. 4-7). Gerade hier wäre zu erwar-
ten, dass aufgrund der abweichenden Rutschungsursachen und der
geringeren Musterzahl eine schlechte Klassifikationsleistung erzielt
wird.
4.1 Ergebnisse der Netze zur Rutschungserkennung
92
Abb. 4-7: Rutschungssysteme an den steileren direkten Einhängen
des Trauntals. Die schraffierten Bereiche sind als Rutschun-
gen erkannt worden (Legende s. Abb. 4-2).
Wie aus Abbildung 4-7 ersichtlich, werden die Rutschungsbereiche ins-
gesamt jedoch gut erkannt. Sogar Kriechbereiche werden teilweise als
instabile Bereiche erkannt. Das zeigt, dass die Netze anscheinend
grundlegende Gesetzmäßigkeiten erlernt haben.
Insgesamt ist die Klassifikationsleistung dieses neuronalen Modells
(DNet) im Stambachgebiet positiv zu bewerten. Bis auf die oben be-
schriebenen Schwächen kann das Modell die wichtigen Rutschungs-
strukturen detailliert darstellen.
4.1.5 Vergleich und geologische Interpretation der Ergebnisse im 
Testgebiet Zlambach
Bei der Analyse der Ergebnisse der im Stambachgebiet trainierten
Neuronalen Netze im Zlambachgebiet fällt schon optisch auf, dass das
Ergebnis nicht mehr so homogen ist (Abb. 4-8).
Die schlechtere Klassifikationsleistung spiegelt sich auch in den Erken-
nungsraten wider. Zwar sind die Ergebnisse mit einer Erkennungsrate
von 70-72 % aus geologischer Sicht noch akzeptabel, aber der Abfall
um durchschnittlich 12 % ist doch erheblich.
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Abb. 4-8: Rutschungsanalyse für das Testgebiet Zlambach in 20 m
Auflösung mit dem DNet (Netz mit Standsicherheitsfaktor).
Bei der Auswertung der Ergebnisse in Abbildung 4-8 fällt auf, dass die
Netze das gesamte Einzugsgebiet des Grossen Zlambach als instabil
klassifizieren. In der Gefahreneinschätzung sind diese Bereiche aber
meist als stabil ausgewiesen. 
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Tab. 4.9: Erkennungsrate von Netzen im Gebiet Zlambach, die im 
Stambachgebiet ohne und mit Schuttstrom trainiert wurden. 
Die Ergebnisse sind für die Netze mit (DNet) und ohne 
(NNet) Standsicherheitsfaktor als Merkmal dargestellt.
Die Abbildung 4-9 zeigt allerdings, dass die wesentlichen Rutschungs-
strukturen vom Netz aus geologischer Sicht dennoch richtig erkannt
werden. Die Genauigkeit ist zwar nicht mehr ganz so gut wie im Stam-
bachgebiet, aber für die Raumplanung durchaus ausreichend. Selbst
stabile Grate werden von dem Netz erkannt. Auch die Schuttströme
können von den Netzen wieder erkannt werden. Allerdings werden klei-
nere Rutschungen am Rand der großen Rutschkessel nicht so gut er-
kannt wie im Stambachgebiet.
Die Netze haben also im Rahmen des Trainings im Stambachgebiet
durchaus grundlegende Fähigkeiten entwickelt, die auch in ähnlichen
Gebieten bei vergleichbaren Prozessen zu einem befriedigenden Er-
gebnis führen können.
Architektur 17-1 17-5-1 17-11-1 
ohne Schuttstrom 71,7 % 72,9 % 72,6 % 
DNet 
mit Schuttstrom 70,8 % 70,6 % 69,4 % 
Architektur 17-1 17-5-1 17-11-1 
ohne Schuttstrom 70,5 % 72,6 % 70,6 % 
NNet 
mit Schuttstrom 72,1 % 72,8 % 71,4 % 
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Abb. 4-9: Rutschungskessel bei der Leislingalm. Die dunkel schraffier-
ten Bereiche sind von dem Neuronalen Netz als Rut-
schungsbereiche erkannt worden. (Legende geotechnische
Karte s. Abb. 4-2).
Dennoch ist das starke Abfallen der Erkennungsrate um bis zu 12 %
auffällig. Zur Klärung ist die Gefahrenkarte nochmals überprüft worden. 
Dabei hat sich gezeigt, dass südliche Teile des Geländes nur geolo-
gisch und nicht geotechnisch aufgenommen worden sind.
Deshalb wurde eine erweiterte Gefahrenkarte unter Berücksichtigung
der alten Gefahrenkarte von RESCH (1997) und der Geotechnischen
Karte von RHÖNAU (2001) erstellt. Da die Ergebnisse erst sehr spät vor-
lagen, konnten nicht mehr alle Netze mit der erweiterten Gefahrenkarte
getestet werden. Deshalb werden im Folgenden weiterhin auch die al-
ten Ergebnisse angegeben, die als Mindestwerte angesehen werden
können. Für die abgebildeten Netze wird aber auch das neue Ergebnis
mit der neuen Erkennungsrate dargestellt (Abb. 4-10).
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Das revidierte Ergebnis in Abbildung 4-10 zeigt nun auch, dass die Net-
ze die wesentlichen Rutschungsstrukturen richtig erkannt haben. Das
gilt sowohl für die Rutschungskessel am Kleinen Zlambach als auch für
die Rutschungen am Grossen Zlambach. Die Erkennungsrate erhöht
sich von 70,6 % auf 82,8 %, was in etwa dem früher festgestellten Ab-
fall der Klassifikationsleistung entspricht. 
Abb. 4-10: Revidierte Rutschungsanalyse für das Testgebiet Zlambach
in 20 m Auflösung auf der Grundlage der erweiterten Gefah-
renkarte mit DNet (gleiches Netz wie in Abb. 4-8). Die
Erkennungsrate erhöht sich von 70,6 % auf 82,8 %.
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Allerdings erkennen die Netze nicht, dass in den südlich des Grossen
Zlambach anstehenden Hallstätter Kalken keine Rutschungen auftreten
können (vgl. Abb. 4-10). Die Netze haben im Gebiet Zlambach anschei-
nend generell größere Schwierigkeiten zu erkennen, dass die hier un-
tersuchten Massenbewegungen nicht im Festgestein auftreten können.
Es ist interessant festzustellen, dass Netze mit sehr ähnlichen Klassifi-
kationsleistungen manchmal doch für die Fragestellung sehr unter-
schiedliche Ergebnisse erzeugen. So erkennen die Netze ohne Stand-
sicherheitsfaktor als Eingabemerkmal (NNet) bei praktisch identischer
Erkennungsrate die Hallstätter Kalke südlich des Stambach als stabile
Bereiche. Sie erkennen dafür einige Bereiche von Hallstätter Kalken
am Raschberg nicht korrekt. 
Bemerkenswert ist noch, dass im Zlambachgebiet die Netze mit der 17-
6-1 bzw. 16-6-1 Architektur die beste Erkennungsrate haben. Im Stam-
bachgebiet sind jedoch die komplexeren Netze mit der 17-11-1 bzw.
16-11-1 Architektur besser (s. Tab. 4.8 und Tab 4.9). Eine Erklärung
hierfür könnte sein, dass die Netze mit höherer Komplexität das kompli-
ziertere Umfeld und die stärker differenzierten Rutschungen im Stam-
bachgebiet besser erkennen können. In dem etwas einfacheren Gebiet
Zlambach sind diese stärker optimierten Netze weniger geeignet als die
einfacheren, da diese anscheinend eher grundlegende Strukturen er-
kennen. Bei den komplexen Netzen kommt es zum Overfitting-Effekt.
4.1.6 Nachbarschaftsanalysen zur Verbesserung der Ergebnisse
Wie in Kapitel 3.4 dargestellt, kann das Ergebnis der Analyse im Post-
processing durch Nachbarschaftsanalysen und intelligente Abfragen
gegebenenfalls noch optimiert werden.
Im ersten Schritt wird über eine Nachbarschaftsanalyse geklärt, ob der
Wert einer Zelle stark von dem der umgebenden Zellen abweicht. Mit
der MAJORITYFILTER–Funktion in Arc/Info kann abgefragt werden, ob
die Mehrheit der umgebenden Zellen denselben Wert aufweisen wie
die untersuchte Zelle. Falls dies der Fall ist, bleibt der Wert der Zelle
unverändert. Sonst wird der Wert der Mehrheit der umgebenden Zellen
angepasst. So können einzelne stabile Zellen inmitten von Rutschun-
gen bzw. eine einzelne Rutschungszelle innerhalb eines großen stabi-
len Bereiches erkannt werden. Da diese einzelnen Zellen inmitten ei-
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nes großen Bereiches unwahrscheinlich sind, werden diese entspre-
chend ihrer Umgebung angepasst.
Abb. 4-11: Ergebnis der mit Nachbarschaftsanalysen optimierten
Rutschungsanalyse des DNet aus Abbildung 4-10. Die
Erkennungsrate erhöht sich durch die Optimierung von 82,8
auf 83,3 %.
Bei diesem Verfahren besteht allerdings die Gefahr, dass z.B. eine klei-
ne Rutschung eliminiert wird. Deshalb muss im Einzelfall entschieden
werden, ob es sinnvoll ist, dieses Verfahren anzuwenden. Insbesonde-
re, da es vor allem zu einer “Glättung” des Ergebnisses führt. Die Ver-
besserung lag in den untersuchten Fällen bei durchschnittlich 0,5 %.
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Eine weitere Methode das Ergebnis zu optimieren, sind intelligente Ab-
fragen. Wie bereits dargelegt, können z.B. die untersuchten Massenbe-
wegungen nicht im Festgestein auftreten. Insofern sind instabile Berei-
che im Festgestein falsch klassifiziert. Durch Abfragen kann die er-
kannte Gefahr mit der Gesteinsart verglichen werden und gegebenen-
falls verändert werden. 
Abb. 4-12: Ergebnis der im Postprocessing durch Abfragen optimierten
Rutschungsanalyse des DNet aus Abbildung 4-10. Die
Erkennungsrate erhöht sich durch die Optimierung von 82,8
auf 84,5 %.
Durch eine Kombination von Nachbarschaftsanalyse und der oben dar-
gestellten Abfrage konnten die Ergebnisse der Analyse nochmals um
bis zu 2,1% verbessert werden. 
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4.1.7 Diskussion
Die neuronalen Modelle können die beiden Gebiete ähnlich gut analy-
sieren. Dabei ist es nur bedingt relevant, ob die Netze den Standsicher-
heitsfaktor als Eingabemerkmal haben oder nicht. Auch ob der Schutt-
strom im Training mitgelernt werden kann, beeinflusst das Ergebnis nur
marginal. Einen erheblichen Einfluss hat allerdings die Größe der Un-
tersuchungseinheiten.
Die besten Ergebnisse in beiden Gebieten erzielen die Netze ohne
Standsicherheitsfaktor mit der 16-5-1 Architektur. Der Unterschied zu
Netzen mit einer 16-11-1 Architektur liegt aber nur im Bereich von 1 bis
3 %. In der Auswertung für die Raumplanung sind diese Unterschiede
jedoch fast nicht mehr feststellbar.
Beim Training hat sich gezeigt, dass die Netze sehr schnell eine gute
Konfiguration finden. Meist reicht eine Trainingsepoche mit 500 Ite-
rationsschritten bereits aus, um ein gutes Ergebnis zu erzielen. Durch
Optimierung der Regularisierung (s.a. Kap. 4.4) z.B. mit dem Weight-
Decay und einer weiteren Verbesserung der Architektur könnten noch
bessere und stabilere Ergebnisse erzielt werden.
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4.2 Ergebnisse der in Reihe geschalteten Neuronalen 
Netze 
Bei den in Reihe geschalteten Netzen wird die Idee untersucht, mit ei-
nem zusätzlichen Neuronalen Netz die Abriss- bzw. Abbruchkanten, al-
so den Ausgangspunkt von Rutschungen zu finden (s.a. Kap. 2.2). Die
so erkannten Abrisskanten und deren Abstand zur untersuchten Zelle
werden dann einem weiteren Neuronalen Netz als zusätzliche Eingabe-
merkmale für die Rutschungserkennung zur Verfügung gestellt. 
Ursprünglich wurden die in Reihe geschalteten Netze (RNet) entwik-
kelt, da in der 3. Entwicklungsstufe durch reine Optimierung mit den
vorhandenen Netzen keine Fortschritte mehr erzielt werden konnten.
Erst die Reduzierung des Eingabevektors in der 4. Entwicklungsstufe
führte auch bei den Netzen zur Rutschungserkennung (NNet und DNet)
wieder zu deutlichen Verbesserungen. Da die in Reihe geschalteten
Netze jedoch bereits in der 3. Entwicklungsstufe im Stambachgebiet ei-
ne deutliche Verbesserung der Klassifikationsleistung um bis zu 3,3 %
gegenüber den entsprechenden normalen Netzen gezeigt haben, wur-
de dieser Ansatz weiterverfolgt.
Im Folgenden werden die Netze zur Abbruchkantenerkennung vorge-
stellt. Anschließend werden die Fähigkeiten der in Reihe geschalteten
Netze dargestellt und diskutiert. Da der Einfluss der Größe der Untersu-
chungseinheiten, der Merkmale und des Standsicherheitsfaktors be-
reits im vorhergehenden Kapitel diskutiert wurde, wird darauf in diesem
Kapitel nicht mehr eingegangen.
4.2.1 Neuronale Netze zur Abbruchkantenerkennung (KNet)
Da die Netze zur Abbruchkantenerkennung ein Nebenprodukt der Ent-
wicklung und ursprünglich nur ein Versuch waren, sind diese relativ ein-
fach gehalten. Es wurden die Netze zur Rutschungserkennung aus
Kap. 4.1 verwendet und auf die Ausgabe Abrisskante trainiert. 
Die Ergebnisse in Tabelle 4.10 zeigen, dass diese einfachen Netze die
Aufgabe auf den ersten Blick ganz gut lösen können. In Abbildung 4-13
ist jedoch erkennbar, dass nur große Strukturen erkannt werden. Es
werden nur 34 % der Zellen mit Abrisskanten richtig erkannt. Umge-
kehrt werden aber 94 % der Zellen, in denen keine Abrisskanten liegen
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richtig erkannt. Das bedeutet, dass das Netz einerseits die stabilen Be-
reiche außerhalb der großen Rutschungskessel gut erkennt und trotz-
dem noch ungefähr erkennt, wo die großen Abriss-Systeme liegen. 
Tab. 4.10: Erkennungsraten der Netze zur Abbruchkantenerkennung in 
den beiden Untersuchungsgebieten für Netze mit (KDNet) 
und ohne Standsicherheitsfaktor (KNNet)  bei einer 20 m 
Auflösung.
Da die Netze zur Abbruchkantenerkennung v.a. dafür genutzt werden,
die neuen Merkmale „Abbruchkante“ und „Abstand zur Abbruchkante“
zu ermitteln, ist die exakte Reproduktion der Lage der Abrisskanten
nicht ganz so wichtig. Es genügt, wenn zumindest der Bereich, in dem
die Abrisskanten liegen könnten, erkannt wird. Über den Abstand zu
diesem Bereich entsteht eine weitere wichtige Information für die Rut-
schungserkennung. Liegen Zellen in der Nähe von Abbruchkanten ist
es wahrscheinlich, dass es sich um Zellen mit Rutschungen handelt. 
Ein weiterer wichtiger Punkt ist, dass Zellen ohne Abrisskanten selten
falsch erkannt werden. Hingegen liegen falsch erkannte Stellen meist in
der Nachbarschaft von Zellen mit Abrisskanten. Das bedeutet, dass die
Information "Abstand zur Abrisskante" als Mindestabstand gesehen
werden kann. 
Obwohl die Erkennungsrate im Zlambachgebiet sogar höher ist als im
Stambachgebiet, handelt es sich hier nur um eine scheinbar gute Lei-
stung. Da im Zlambachgebiet 87 % der Zellen keine Abbruchkanten
enthalten, würde die Erkennungsrate sogar noch höher liegen, falls alle
Zellen einfach als stabil ohne Abbruchkante klassifiziert würden. 
Architektur 17-1 17-5-1 17-11-1 
Stambach 78,9% 80,6 % 81 % 
KDNet 
Zlambach 79,3 % 86,4% 84,1 % 
Architektur 16-1 16-5-1 16-11-1 
Stambach 79,2 % 80,4 % 80,6 % 
KNNet 
Zlambach 76,5 % 86 % 85,3 % 
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Abb. 4-13: Analyse der Abrisskantenerkennung mit dem Neuronalen
Netz mit Standsicherheitsfaktor (KDNet).
Dennoch werden wie im Stambachgebiet die Bereiche ohne Abriss-
kanten weitgehend richtig erkannt (92 %). Aus Abbildung 4-14 ist er-
sichtlich, dass zumindest teilweise größere Strukturen erkannt werden
oder Zellen in der Nähe als Abrisskanten klassifiziert werden. Insofern
ist auch hier der „Abstand zu Abrisskanten“ wahrscheinlich die wichti-
gere Information.
Eine mögliche Erklärung für das schlechtere Abschneiden im Zlam-
bachgebiet ist, dass Abrisskanten hier vermehrt bzw. nach anderen
Gesichtspunkten in der geotechnischen Karte weggelassen wurden.
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Insofern könnten an den Stellen, an denen das Modell Abrisskanten er-
kennt, auch im Gelände Abrisskanten liegen.
Ein Punkt ist die generelle Schwierigkeit, die im Verhältnis zur Zellgrö-
ße relativ kleinen Strukturen von Abrisskanten auch an der richtigen
Stelle zu finden. Deshalb werden in beiden Gebieten oft benachbarte
Zellen als Abrisskanten erkannt (s. Abb. 4-13 und 4-14). 
Abb. 4-14: Abrisskantenerkennung am großen Rutschkessel des Klei-
nen Zlambach. Die schraffierten Bereiche sind vom Neuro-
nalen Netz als Zellen mit Abrisskanten erkannt worden. 
Es sollte auch berücksichtigt werden, dass die Netze zur Abriss-
kantenerkennung relativ einfach sind und nicht speziell weiterentwickelt
wurden. Es ist denkbar, dass Modelle mit teilweise anderen Merkmalen
und besseren Geländemodellen eine höhere Klassifikationsleistung
entwickeln.
4.2.2 Ergebnisse der in Reihe geschalteten Netze zur 
Rutschungserkennung im Trainingsgebiet Stambach
Wie oben bereits erwähnt, werden bei den in Reihe geschalteten Net-
zen die zuvor ermittelte Lage von Abrisskanten und der Abstand zu Ab-
risskanten den Netzen als zusätzliche Eingabemerkmale zur Verfügung
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gestellt. Ansonsten entsprechen die Netze im Wesentlichen den in Ka-
pitel 4.1 vorgestellten Netzen. Wie im Folgenden dargestellt, erfüllen
die Neuronalen Netze mit dem Standsicherheitsfaktor (RDNet) als
Merkmal und der 19-12-1 Architektur die Aufgabe am besten, daher
werden die Ergebnisse an diesen diskutiert. Trotzdem werden zum
Vergleich die Erkennungsraten beider Netze in den Tabellen angege-
ben.
Die Klassifikationsleistung der besten in Reihe geschalteten Netze
(Tab. 4.11) entspricht bzw. übertrifft geringfügig die der in Kapitel 4.1
dargestellten einfachen Neuronalen Netze zur Rutschungserkennung
(vgl. Tab. 4.8). 
Tab. 4.11: Erkennungsrate von in Reihe geschalteten Netzen im Gebiet 
Stambach. Die Ergebnisse sind für die Netze mit (RDNet) 
und ohne Standsicherheitsfaktor (RNNet) dargestellt.
Die in Reihe geschalteten Netze erkennen wie die vorher beschriebe-
nen Modelle alle wichtigen Rutschungssysteme korrekt. Es wird sowohl
die Lage als auch der ungefähre Umfang der großen Rutschkessel rich-
tig dargestellt (Abb. 4-15). Die Rutschungen am Trauntal werden aller-
dings nicht ganz so gut erkannt.
Es fällt auf, dass die stabilen Bereiche insgesamt etwas homogener
dargestellt werden als bei den einfachen Modellen (vgl. Abb. 4-3 und
Abb. 4-15). So erkennt das RDNet 91,6 % der stabilen Zellen richtig,
das DNet jedoch “nur” 89,9 %. Die Unsicherheitsbereiche an den Rän-
dern der großen Rutschkessel sind bei dem RDNet auch etwas kleiner
(Abb. 4-16). 
Architektur 19-1 19-6-1 19-12-1 RDNet 
Erkennungs-
rate
81,1% 84,7 % 85,9 % 
Architektur 18-1 18-6-1 18-12-1 RNNet 
Erkennungs-
rate
81,3 % 85 % 85,5 % 
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Die Analyse des RDNet ist insgesamt etwas differenzierter. So werden
auch kleinere, stabile Schollen wie am nördlichen Rand des Rutschkes-
sels bei Hölln auf der Leitn zumindest teilweise richtig erkannt (s. Abb.
4-16).
Abb. 4-15: Rutschungsanalyse für das Trainings- und Validierungsge-
biet Stambach in 20 m Auflösung mit dem RDNet (in Reihe
geschaltete Netze mit Standsicherheitsfaktor). Die Erken-
nungsrate liegt bei 85,8 %.
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Abb. 4-16: Als instabil erkannte Bereiche (schraffiert) in den großen
Rutschkesseln bei Hölln auf der Leitn.
Im oberen, nördlichen Teil des Schuttstroms ist die Klassifikationsleis-
tung etwas schlechter als in den vorherigen Modellen (vgl. Abb. 4-3 und
4-15). Während die zentralen Bereiche des Schuttstroms dort gut er-
kannt werden, werden die instabilen Flanken nur teilweise erkannt.
Eine entscheidende Verbesserung ist bei den sich entwickelnden „jun-
gen“ Wildbachsystemen erzielt worden. So wird das sich gerade ent-
wickelnde System bei Solbach, nördlich von St. Agatha, ganz gut er-
kannt (Abb. 4-17). Dieses ist von den anderen Modellen überhaupt
nicht erkannt worden. Auch die Fortsetzungen der Wildbachsysteme
bei der Rossmoosalm werden nicht mehr generell als instabil angese-
hen, sondern nur die Bereiche in denen auch auf der geotechnischen
Karte Abrisskanten eingetragen sind. Aus dieser besseren Differenzie-
rungsfähigkeit des Modells resultieren die Unterschiede und etwas bes-
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Abb. 4-17: Als instabil erkannte Bereiche (schraffiert) an einem „jun-
gen“ noch nicht so deutlich ausbildeten Wildbach bei Sol-
bach nördlich von St. Agatha.
Allerdings werden nicht alle „jungen“ Wildbachsysteme und Rutschkes-
sel besser erkannt. Der in Abbildung 4-6 links dargestellte Wildbach
wird auch von diesem Modell nicht erkannt. Auch der in Abbildung 4-5
erkennbare junge Rutschkessel wird nicht richtig erkannt. Es kann also
nicht von einer generellen Verbesserung gesprochen werden, sondern
es entwickeln sich nur spezielle Fähigkeiten weiter. Kleinere singuläre
Rutschungen, die zumindest teilweise von den einfachen Netzen er-
kannt wurden, werden von den in Reihe geschalteten Netzen schlech-
ter erkannt. 
Die Einführung der beiden neuen Merkmale scheint im Stambachgebiet
dazu zu führen, dass die Bereiche, in denen viele Abrisskanten liegen,
besser erkannt werden. Insofern werden die aktiveren Bereiche besser
erkannt. Gerade in den Randbereichen der großen Rutschungssyste-
me führt dies zu einer Verbesserung des Ergebnisses. Umgekehrt wer-
den die stabilen Bereiche besser und homogener erkannt, da die Ab-
risskanten hier weit entfernt sind. Dennoch hilft die Information „Ab-
stand zu Abrisskanten" aber vermutlich vorwiegend, die stabilen Berei-
che besser zu erkennen.
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4.2.3 Ergebnisse der in Reihe geschalteten Netze zur 
Rutschungserkennung im Testgebiet Zlambach
Im Zlambachgebiet sind die Erkennungsraten der in Reihe geschalte-
ten Neuronalen Netze bezogen auf die alte Gefahrenkarte etwas gerin-
ger als bei den entsprechenden einfachen Netzen aus Kapitel 4.1.5.
Tab. 4.12: Erkennungsrate von in Reihe geschalteten Netzen im Gebiet 
Zlambach für die alte Gefahrenkarte. Die Ergebnisse sind 
für die Netze mit (RDNet) und ohne Standsicherheitsfaktor 
(RNNet) dargestellt.
Wie zuvor fällt beim Vergleich der geotechnischen Karte mit den Ergeb-
nissen der Neuronalen Netze die gute Übereinstimmung mit den gro-
ßen Rutschungskesseln auf. Diese ist sogar noch besser als bei den
Netzen aus Kapitel 4.1. Auch hier gilt wie im Stambachgebiet, dass die
Randbereiche der Kessel besser erkannt und differenzierter dargestellt
werden. Der Rutschkessel am Kleinen Zlambach wird z.B. noch etwas
besser und komplett erkannt (Abb. 4-18). Hier wird der ganze Kessel
erkannt und der Rand wird exakt abgebildet. Auch die Rutschkessel bei
der Leislingalm werden ähnlich gut erkannt.
Architektur 19-1 19-6-1 19-12-1RDNet
Erkennungs-
rate 71,4 % 71,4% 71,8 %
Architektur 18-1 18-6-1 18-12-1RNNet
Erkennungs-
rate 71,8 % 72,1 % 71,8 %
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Abb. 4-18: Rutschungskessel am Kleinen Zlambach. Die Schraffur
zeigt den vom Netz als instabil erkannten Bereich.
Entsprechend sind auch die Ergebnisse der in Reihe geschalteten Net-
ze mit der erweiterten Gefahrenkarte (s. Kap. 4.1.5) verglichen worden.
In Abbildung 4-19 ist das Ergebnis der Analyse dargestellt. Es zeigt,
dass die Netze die großen Rutschkessel sehr gut erkennen. Unsi-
cherheiten treten wie zuvor v.a. am Rand der stabilen bzw. instabilen




Abb. 4-19: Revidierte Rutschungsanalyse für das Testgebiet Zlambach
auf Grundlage der erweiterten Gefahrenkarte mit RDNet.
Die Erkennungsrate erhöht sich von 71,2 % auf 85,4 %.
Allerdings werden auch Bereiche von stark zerrütteten Kalken und Do-
lomiten am Raschberg als instabile Bereiche erkannt. Zwar kommt es
in diesen Bereichen zu Massenbewegungen, allerdings handelt es sich
um Felsgleitungen bzw. Staffelbrüche. Insofern ist diese Klassifikation
als Massenbewegung im Lockergestein falsch. Vermutlich ergibt sich
aus der dortigen sehr steilen Morphologie ein ähnliches Bild wie bei
Rutschkesseln. Das wäre eine mögliche Erklärung für die falsche
Klassifikation. Im Vergleich mit den entsprechenden Netzen aus Kapitel
4.1.5 erkennen diese Netze dennoch die stabilen Bereiche besser. Es
bestätigen sich somit die im Stambachgebiet gemachten Beobachtun-
gen. 
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Abb. 4-20: Ergebnis der im Postprocessing optimierten Rutschungs-
analyse des RDNet. Die Erkennungsrate erhöht sich
dadurch von 85,4 % auf 88,8 %.
Trotz der verhältnismäßig guten Klassifikationsleistung der Netze konn-
te auch hier mit dem in Kapitel 4.1.6 beschriebenen Postprocessing ei-
ne Verbesserung um mehr als 3 % auf 88,8 % erzielt werden (s. Abb. 4-
20).
4.2.4 Diskussion
Beim Vergleich der Tabellen 4.11 und 4.12 fällt auf, dass hier das Netz
mit Standsicherheitsfaktor und 12 Hiddenneuronen als bestes Modell
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vorgestellt wird, obwohl andere Modelle die gleiche oder sogar bessere
Erkennungsraten zeigen. Abbildung 4-21 zeigt allerdings, dass das Mo-
dell bezogen auf die erweiterte Gefahrenkarte die beste Erkenn-
ungsrate zeigt. Es werden die Gefahrenbereiche am homogensten und
umfassendsten dargestellt.
Allerdings muss auch erwähnt werden, dass bei den hier vorgestellten
in Reihe geschalteten Netzen die linearen Modelle, also ohne Hidden-
neuronen, im Zlambachgebiet fast genauso gut sind wie die komplexe-
ren Modelle. Im Stambachgebiet schneiden sie aber deutlich schlechter
ab. Da ein optimales Netz in beiden Gebieten möglichst gleich gut sein
sollte, ist das lineare Modell insgesamt gesehen also nicht das beste
Modell. Allerdings müsste noch untersucht werden, warum das lineare
Model im Zlambachgebiet so gut abschneidet und ob es nicht möglich
ist, mit einer veränderten Architektur bzw. mit veränderten Merkmalen
auch bei den komplexeren Modellen bessere Ergebnisse zu erzielen
(s.a. Kap. 4.1.1). 
Interessant ist, dass die in Reihe geschalteten Netze eine gute bzw. so-
gar bessere Klassifikationsleistung erzielen als die einfachen Netze aus
Kapitel 4.1, obwohl die Eingabe aus dem Netz zur Abbruchkantener-
kennung nicht so gut ist. Das gilt besonders für das Zlambachgebiet, in
dem die Leistung der Netze zur Abbruchkantenerkennung eigentlich
unbefriedigend ist. Vermutlich trägt vor allem das Merkmal „Abstand zu
Abbruchkanten“ zur Verbesserung des Ergebnisses bei. Dieses Merk-
mal hat als Gradient den Vorteil, dass es auch für die Erkennung stabi-
ler Bereiche sinnvoll ist. So kann nicht nur aus der Nähe einer Ab-
risskante auf eine Rutschung, sondern aus der Entfernung auch auf ei-
nen stabilen Bereich geschlossen werden.
Die Versuche haben gezeigt, dass es nicht sinnvoll ist, sich nur auf die
Erkennungsrate als einziges Bewertungskriterium zu verlassen. So zei-
gen die in Abbildung 4-21 dargestellten Netze bezogen auf die alte Ge-
fahrenkarte fast die gleichen Ergebnisse mit einer Varianz von 2%. Erst
die Überprüfung mit der geotechnischen Karte hat gezeigt, dass die Er-
gebnisse in Bezug auf die Rutschungserkennung sehr unterschiedlich
sind. So entwickeln manche Netze, deren Gesamtperformance nicht so
gut ist, spezielle Fähigkeiten. Die Netze ohne Standsicherheitsfaktor
(RNNet) erkennen z.B. die stabilen Felsbereiche besser als die Netze
mit Standsicherheitsfaktor. Die Netze mit mehr Hiddenneuronen erken-
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nen Rutschkessel besser als die mit weniger. Dafür erkennen die Netze
mit weniger Hiddenneuronen die stabilen Felspartien nicht so gut.
Abb. 4-21: Vergleich der Ergebnisse von Netzen mit (RDNet) und ohne
Standsicherheitsfaktor (RNNet) sowie unterschiedlicher




Da je nach Aufgabenstellung bestimmte Fähigkeiten bevorzugt werden,
ist die spätere Interpretation der Ergebnisse und Überprüfung anhand
der geotechnischen Karte immer sinnvoll. Dies ist um so wichtiger, da
durch das Postprocessing die Ergebnisse weiter verarbeitet werden.
Zum Beispiel wird der Vorteil der besseren Erkennung von stabilen Be-
reichen von den Netzen ohne Standsicherheitsfaktor hinfällig, da im
Postprocessing die Felsbereiche sowieso als stabil klassifiziert werden.
Zusammenfassend lässt sich sagen, dass bei den in Reihe geschalte-
ten Netzen diejenigen mit 12 Hiddenneuronen am besten geeignet
sind, um die Rutschungsbereiche in beiden Gebieten zu erkennen. Al-
lerdings kann nicht gesagt werden, ob die Netze mit Standsicherheits-
faktor generell am besten für diese Aufgabe geeignet sind. Das hängt
auch von der Art und der Verteilung der Massenbewegungen ab.
Hier könnte eventuell der in Kapitel 2.1.3 beschriebene Komitee-Ansatz
weiterhelfen. Dabei würden die Ergebnisse der verschiedenen Modelle
über Mittelwertbildung oder Majoritätsentscheidungen verbunden und
nur das Gesamtergebnis betrachtet. Außerdem könnten Tests an Ge-
bieten, in denen mehr bzw. weniger Rutschgebiete auftreten helfen, die
Fähigkeiten der einzelnen Netze besser einzuschätzen.
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4.3 Ergebnisse der nach dem MTL-Ansatz trainierten 
Neuronalen Netze zur Rutschungserkennung 
(MTLNet)
Beim MTL-Ansatz (Multitask Learning) wird berücksichtigt, dass bei
ähnlichen Problemen oft dieselben Informationen wichtig sind. Durch
das gemeinsame Lernen werden diese Informationen gestärkt und we-
niger wichtige Informationen geschwächt. Das hat den Vorteil, dass
dieses Verfahren ähnlich der Regularisierung der Komplexität des Mo-
dells entgegenwirkt.
Hier ist das Merkmal Abrisskante als weitere Ausgabe gewählt worden.
Da Abrisskanten immer auch dem Abrissbereich und somit dem Ur-
sprungsbereich von Rutschungen entsprechen, können die Netze so
eventuell die Randbereiche von Rutschungen besser erkennen. Außer-
dem können sich die Netze dann nicht mehr so stark auf die Spezial-
fälle im Trainingsgebiet Stambach konzentrieren.
Die hier entwickelten Netze entsprechen in Architektur und Eingabe-
merkmalen den einfachen Netzen aus Kapitel 4.1. Sie sind lediglich um
die zweite Ausgabe Abrisskanten erweitert worden. Die Ergebnisse
werden an den Netzen mit Standsicherheitsfaktor (DMTLNet) und 11
Hiddenneuronen dargestellt.
4.3.1 Ergebnisse im Trainings- und Validierungsgebiet Stambach
Die MTL–Netze erreichen im Stambachgebiet ungefähr die gleiche
Klassifikationsleistung (Tab. 4.13) wie die in den vorangegangenen Ka-
piteln beschriebenen Netze. Allerdings fällt auf, dass die Veränderung
der Klassifikationsleistung hier zwischen den Netzen mit 5 Hiddenneu-
ronen und denen mit 11 deutlich größer ausfällt.
Hier scheint die höhere Anzahl an Hiddenneuronen notwendig zu sein,
um beide Aufgaben erfüllen zu können. Zusätzlich sind noch Untersu-
chungen an Netzen mit 17 bzw. 22 Hiddenneuronen durchgeführt wor-
den. Dabei hat sich gezeigt, dass mehr Hiddenneuronen zu keiner Ver-
besserung des Ergebnisses führen. Allerdings führten sie auch nicht zu
einer Verschlechterung wie bei den einfachen Netzen zur Rutschungs-
erkennung (vgl. Kap. 4.1.1). Insofern scheint es durch den MTL-Ansatz
tatsächlich zu einer Art Regularisierung zu kommen.
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Tab. 4.13: Erkennungsrate der mit MTL trainierten Netze im Gebiet 
Stambach. Die Ergebnisse sind für die Netze mit (DMTLNet) 
und ohne Standsicherheitsfaktor (NMTLNet) dargestellt.
Abb. 4-22: Auswertung der Klassifikation des Trainingsgebietes Stam-
bach  mit dem MTL Netz mit Standsicherheitsfaktor (DMTL-
Net).
Architektur 17-2 17-5-2 17-11-2 DMTLNet 
Erkennungs-
rate 
81,6% 82,8 % 85 % 
Architektur 16-2 16-5-2 16-11-2 NMTLNet 
Erkennungs-
rate 
81,1 % 82,2 % 84,3 % 
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Abbildung 4-22 zeigt, dass das Netz alle wichtigen Rutschungsstruktu-
ren erkennen und auch relativ detailliert wiedergeben kann. Es werden
sowohl die Rutschungen am Trauntal gut wiedergegeben als auch die
Wildbachsysteme gut erkannt. Die jungen Wildbachsysteme und
Rutschkessel werden besser erkannt als bei den einfachen Netzen. 
Hinsichtlich ihrer Klassifikationsleistung entsprechen die MTL–Netze im
Wesentlichen den in Reihe geschalteten Netzen. Wie bei den anderen
Modellen erhöht sich die Erkennungsrate auch im Postprocessing nur
noch um weniger als 1%, was bedeutet, dass die Festgesteinsbereiche
im Stambachgebiet gut erkannt werden.
4.3.2 Ergebnisse im Testgebiet Zlambach
Das MTL–Netz zeigt auch im Zlambachgebiet eine gute Leistungsfähig-
keit. Bezogen auf die alte Gefahrenkarte entsprechen die Klassifika-
tionsleistungen (Tab. 4.14) ungefähr denen der einfachen und in Reihe
geschalteten Netze. 
Tab. 4.14: Erkennungsrate der mit MTL trainierten Netze im Gebiet 
Zlambach. Die Ergebnisse sind für die Netze mit (DMTLNet) 
und ohne Standsicherheitsfaktor (NMTLNet) dargestellt, 
bezogen auf die alte Gefahrenkarte.
Allerdings scheint das Netz mit der 16-5-2 Architektur ohne Standsi-
cherheitsfaktor sich besonders gut auf die alte Gefahrenkarte (vgl.
Tab. 4.14)einzustellen. Beim Vergleich mit der geotechnischen Karte
fällt allerdings auf, dass das Netz nicht alle wichtigen Rutschungsstruk-
turen erkennt und im Vergleich mit der erweiterten Gefahrenkarte deut-
lich auf 71,6 % Erkennungsrate abfällt . 
Architektur 17-2 17-5-2 17-11-2 DMTLNet 
Erkennungs-
rate 
70,4% 72,2 % 72,8 % 
Architektur 16-2 16-5-2 16-11-2 NMTLNet 
Erkennungs-
rate 
63,2 % 77,5 % 68,9 % 
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Wie bei den in Reihe geschalteten Netzen zeigen auch die MTL–Netze
mit 11 Neuronen (Ana3) und dem Standsicherheitsfaktor (DMTLNet)
insgesamt die beste Leistung (s. Abb. 4-23)
Abb. 4-23: Revidierte Rutschungsanalyse für das Testgebiet Zlambach
auf Grundlage der ergänzten Gefahrenkarte mit DMTLNet.
Die Erkennungsrate erhöht sich von 72,8%% auf 86,7 %.
Abbildung 4-23 zeigt beim Vergleich mit der revidierten Gefahrenkarte,
dass alle wichtigen Rutschungsstrukturen erkannt werden. Allerdings
zeigt das Netz Tendenzen, an den Rändern der Rutschkessel auch die
stabilen Randbereiche als instabil zu klassifizieren. Die Hallstätter Kal-
ke südlich des Stambach werden auch bei diesem Modell falsch als in-
stabile Bereiche klassifiziert.
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Abb. 4-24: Ergebnis der im Postprocessing optimierten Rutschungs-
analyse des DMTLNet. Die Erkennungsrate erhöht sich
dadurch von 86,7 % auf 89,1 %.
Die Fehler in den Festgesteinsbereichen können allerdings im Postpro-
cessing korrigiert werden. So kann die Erkennungsrate des Modells auf
89,1 % erhöht werden (s.a. Abb. 4-24). 
4.3.3 Diskussion
Die nach dem MTL-Ansatz trainierten Netze zeigen aus geologischer




Allerdings erkennen die MTL Netze das Zlambachgebiet deutlich bes-
ser als das Stambachgebiet. Das würde auf einen Overfitting-Effekt auf
den Testdaten hinweisen. Das Ergebnis kann aber auch so interpretiert
werden, dass durch den MTL-Ansatz die Komplexität des Modells sinn-
voll begrenzt wurde. Das Trainingsgebiet Stambach ist wie in Kapitel
2.3.3 dargestellt, aus geotechnischer Sicht etwas komplexer. Im Stam-
bachgebiet gibt es mehr verschiedenartige Massenbewegungen und
die Massenbewegungssysteme sind in verschiedenen Stadien ausge-
bildet. Im Testgebiet Zlambach sind die Massenbewegungen und die
Systeme wesentlich homogener. Die Rutschungskessel entsprechen
fast alle dem Typ des aktiven Kessels bei Hölln auf der Leitn im Stam-
bachgebiet. Es besteht also die Möglichkeit, dass das Netz im Stam-
bachgebiet die grundlegenden Prozesse sehr gut gelernt hat. Im einfa-
cheren Zlambachgebiet können deshalb die Massenbewegungen bes-
ser erkannt werden.
Der erwünschte Effekt der Begrenzung der Komplexität des neuronalen
Models wurde zumindest insofern erfüllt, dass die Netze sehr viel bes-
ser als die zuvor vorgestellten Modelle mit einer hohen Anzahl an Hid-
denneuronen, also freien Parametern, zurechtkommen. Ob die MTL–
Netze generell dem Overfitting-Effekt gut entgegenwirken, kann jedoch
nicht abschließend geklärt werden. Dafür sind weitere Untersuchungen
notwendig.
4.4 Untersuchungen zur Regularisierung
122
4.4 Untersuchungen zur Regularisierung 
Abschließend wurde untersucht, wie sich Regularisierung durch Early
Stopping oder den Weight-Decay auswirkt. Diese Untersuchungen wur-
den mit den Netzen zur Rutschungserkennung mit dem Standsicher-
heitsfaktor (DNet) mit einem reduzierten Datensatz in 30 m Auflösung
gemacht. Das ist möglich, da diese Konfiguration zwar etwas schlech-
tere Ergebnisse erzeugt, diese größenmäßig allerdings ungefähr denen
bei 20 m Auflösung entsprechen und deutlich schneller durchführbar
sind.
Die bisher vorgestellten Netze wurden alle mit 500 Iterationsschritten
(„runs“), einer Anfangsschrittweite von 0,001, einer maximalen Schritt-
weite von 1 und einem Weight-Decay von 0,02 trainiert. Sie wurden
maximal mit 10 Trainingsepochen trainiert. Allerdings hat sich gezeigt,
dass selten mehr als 4 erforderlich sind, um ein gutes Ergebnis zu er-
zielen. Bei mehr Trainingsepochen „verlernen“ die Netze oft zuvor er-
langte Fähigkeiten wieder und die Klassifikationsleistung beginnt zu os-
zillieren.
Da die Netze mit dem Rprop-Algorithmus sehr schnell lernen, wurden
Versuche mit Early-Stopping gemacht um festzustellen, ob hiermit eine
bessere Generalisierungsfähigkeit erlangt werden kann (s.a. Kap.
2.1.3.2). Bei den Versuchen hat sich gezeigt, dass eine geringfügige
Verbesserung um bis zu 1 % erzielt werden kann, wenn die Anzahl der
Iterationsschritte auf 300 reduziert wird. Bei weniger Iterationsschritten
bleibt die Klassifikationsleistung gleich und unter 150 nimmt die Lei-
stung ab. Problematisch ist beim Early-Stopping, dass die Einstellung
immer in Bezug auf die Trainings- bzw. Validierungsmenge vorgenom-
men wird. Es ist also nicht so einfach herauszufinden, ob der erlangte
Vorteil nur in den untersuchten Gebieten gilt. Die hier erreichten gerin-
gen Verbesserungen liegen auch in Bereichen, die schon im Postpro-
cessing oder durch Veränderung der Datenauflösung erreicht werden
(s. Kap. 4.1.2 und 4.1.6). 
Interessanter sind die Ergebnisse von Netzen, die mit unterschiedli-
chen Weight-Decay Termen durchgeführt wurden. Hier hat sich ge-
zeigt, dass bei einer Erhöhung des Weight-Decay von 0,02 auf 0,05 die
Netze sehr schnell lernen und die Schwankungsbreite zwischen guten
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und schlechten Netzen abnimmt. So kann auch mit weniger Trainings-
epochen ein sehr gutes Ergebnis erzielt werden und die Schwankung
des Fehlers nimmt um die Hälfte ab. Allerdings wird das Problem damit
nicht völlig gelöst, sondern nur reduziert. Da die Einstellung des
Weight-Decay nicht ganz einfach ist und iterativ erfolgt, könnten weite-
re Versuche sicherlich noch zu einem optimierten Ergebnis führen. Die
maximale Klassifikationsleistung der mit einem Weight-Decay von 0,05
trainierten Netze entspricht etwa dem, der mit 0,02 trainierten Netze.
Vorzugsweise sollte die Optimierung des Weight-Decay gegenüber
dem Early-Stopping benutzt werden, da es sich um eine echte, generell
wirkende Regularisierung handelt.
4.4 Untersuchungen zur Regularisierung
124
5 Zusammenfassung und Ausblick
125
5 ZUSAMMENFASSUNG UND AUSBLICK
5.1 Zusammenfassung
Die Ergebnisse der vorliegenden Arbeit zeigen, dass es möglich ist, mit
Neuronalen Netzen nicht nur einzelne Rutschungen, sondern ganze
Rutschungsbereiche auch in einem komplexen geologischen Umfeld
zu erkennen. Die hier entwickelten Modelle eignen sich besonders für
die Erkennung von Massenbewegungen in Zusammenhang mit Wild-
bachsystemen und großen Rutschkesseln, die sich durch Tiefen- bzw.
rückschreitende Erosion bilden. Bemerkenswert ist v.a. ihre Fähigkeit,
den ganzen Bewegungs- bzw. Einflussbereich der Massenbewe-
gungen zu erkennen. Sie erkennen sowohl den Abrissbereich als auch
die Gleitbahn und die Rutschmasse als Rutschungsbereich. Unerheb-
lich dabei ist, ob es sich vorwiegend um Rotations– bzw. Translations-
gleitungen oder Fließbewegungen handelt.
Bei allen Modellen hat sich gezeigt, dass die Optimierung des Eingabe-
vektors ein entscheidender Punkt bei der Modellentwicklung ist. Allein
durch eine Veränderung der Eingabemerkmale (Merkmalsselektion)
und eine gute Codierung kann die Leistungsfähigkeit der neuronalen
Modelle entscheidend beeinflusst werden.
Durch Merkmalsselektion werden auch die Fähigkeiten der Neuronalen
Netze und das Analyseziel entscheidend gesteuert. Die verwendeten
Merkmale wie “Abstand zu Bächen”, “Exposition” oder “Hangform” sind
v.a. geeignet, Massenbewegungen zu erkennen, die durch Erosions-
prozesse gesteuert werden. Aus diesem Grund sind die hier entwickel-
ten Modelle z.B. nicht geeignet zur Erkennung erdbebeninduzierter
Rutschungen. Dafür müssten eigene Modelle entwickelt werden, die
z.B. tektonische Elemente stärker als Eingabemerkmale berücksichti-
gen wie z.B. “Abstand zu aktiven Störungszonen”.
Wie bei allen datenbasierenden Verfahren ist es wichtig, dass die Trai-
ningsmuster die untersuchten Prozesse darstellen können. Da der
überwiegende Teil der untersuchten Massenbewegungen in Zusam-
menhang mit übersteilten Hängen und Wildbacherosion steht, werden
vorwiegend die diesen Massenbewegungen zugrundeliegenden Pro-
zesse gelernt. Außerdem spielt die Qualität der Datensätze eine große
Rolle. Schlechte Höhenmodelle machen es nahezu unmöglich, aus die-
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sen wichtige Informationen wie Hangneigungsänderung oder Gelände-
form in ausreichender Genauigkeit zu ermitteln.
Die Untersuchungen an den drei Modellen haben gezeigt, dass mit ver-
schiedenen Ansätzen durchaus ähnliche Ergebnisse erzielt werden
können. Im Detail zeigt sich aber, dass jedes Modell darüber hinaus be-
sondere Stärken oder Schwächen entwickelt.
“Einfache" Neuronale Netze zur Rutschungserkennung zeigen eine
durchgehend gute Erkennungsrate von über 82 %. Sie sind sicherlich
die am wenigsten spezialisierten Netze, weshalb sie auch unterreprä-
sentierte Massenbewegungen zumindest ansatzweise erkennen kön-
nen. Allerdings zeigen sie Schwächen bei der Erkennung junger Wild-
bachsysteme und kleinerer nicht so stark ausgebildeter Rutschkessel.
Außerdem erkennen sie die stabilen Hangbereiche nicht so gut wie die
anderen Modelle. 
“In Reihe geschaltete” Netze können beide Untersuchungsgebiete na-
hezu gleich gut abbilden. Die besten Netze erkennen ca. 85 % der un-
tersuchten Zellen richtig. Gegenüber den anderen Modellen liegt ihre
Stärke in der Fähigkeit, die stabilen Bereiche am besten zu erkennen.
Allerdings neigen sie dazu, sich auf die Massenbewegung im Trai-
ningsgebiet zu spezialisieren. Im Gegensatz zu den anderen Netzen
können sie zum Teil auch junge, wenig ausgeprägte Wildbachsysteme
erkennen. Unterrepräsentierte Massenbewegungen erkennen sie je-
doch fast überhaupt nicht.
Die MTL-Netze bilden in gewisser Weise den Mittelweg zwischen den
beiden oben genannten Modellen. Sie erkennen sowohl die stabilen
Bereiche sehr gut als auch die meisten Rutschungsbereiche. Die Ten-
denz zur Spezialisierung des Modells ist nicht ganz so hoch wie bei den
in Reihe geschalteten Netzen. Insofern bietet der MTL-Ansatz eine
sinnvolle Möglichkeit, die Modellkomplexität zu reduzieren und die Ge-
neralisierungsfähigkeit zu optimieren. Die Klassifikationsleistung der
besten Netze in beiden Gebieten liegt hier bei über 85 %. 
Der Standsicherheitsfaktor als zusätzliches Eingabemerkmal führt zu
keinem einheitlichen Ergebnis. Während er bei dem einfachen Modell
das Ergebnis etwas verschlechtert, führt er bei den in Reihe geschalte-
ten Netzen und den MTL-Netzen zu einer leichten Verbesserung. Dies
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weist darauf hin, dass bei diesen komplexeren Modellen mehr Infor-
mationen zu einer besseren Trennbarkeit führen. Bei dem einfachen
Modell wird jedoch durch die zusätzlichen Eingabe das Optimum der
Komplexität überschritten (s.a. Bias-Varianz Dilemma Kap. 2.1.3). Inso-
fern sollten bei jedem Modell die Eingabemerkmale überprüft und indi-
viduell ausgewählt werden. Durch zusätzliche Merkmale wie bei den in
Reihe geschalteten Netzen oder erweiterte Aufgaben bei den MTL-
Netzen können einzelne Merkmale durchaus einen anderen Einfluss
erhalten.
Die Untersuchungen haben gezeigt, dass durch Nachbarschaftsana-
lysen und gezielte Abfragen das Ergebnis der Analyse durch die Neu-
ronalen Netze noch um 2-3 % verbessert werden kann. Allerdings
muss dabei beachtet werden, dass das Ergebnis dadurch auch ver-
fälscht werden kann. Die Nachbarschaftsanalyse führt vorwiegend zu
einer Glättung des Ergebnisses. Dadurch können Detailinformationen
verloren gehen. 
Eine Überprüfung ob Massenbewegungstypen, die nur im Lockerge-
stein möglich sind, für Festgesteinsareale angenommen wurden, ist ge-
nerell sinnvoll. Allerdings bleibt dabei unberücksichtigt, dass die Neuro-
nalen Netze möglicherweise auch Fähigkeiten entwickelt haben, be-
stimmte Massenbewegungen im Festgestein zu erkennen. Gerade fla-
che Anbrüche in stark zerlegten Felsbereichen oder flache Massenbe-
wegungen in geringmächtigem Lockergestein über Fels könnten so un-
erkannt bleiben. Daher sollte hier genau abgewogen werden, wo die
Vorteile der angewandten Methode liegen und die Ergebnisse auch
entsprechend interpretiert werden.
Zusammenfassend kann gesagt werden, dass alle drei Modelle geeig-
net sind, Massenbewegungen im Lockergestein zu erkennen. Insofern
können die Modelle als unterschiedliche Strategien verstanden werden,
um die Aufgabe “Rutschungserkennung im Lockergestein” zu lösen. Al-
lerdings hat jedes Modell besondere Stärken und Schwächen. Daher
sollte je nach Untersuchungsziel und gewünschtem Ergebnis das ent-
sprechende Modell gewählt werden. Bei den vorliegenden Untersu-
chungen hat das MTL-Netz mit dem geringsten Entwicklungsaufwand
das insgesamt beste Ergebnis erzielt.
Ein direkter Vergleich mit Methoden aus dem Bereich des Maschinellen
Lernens oder der Statistik ist ohne detaillierte Vergleichsuntersuch-
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ungen unter gleichen Rahmenbedingungen nicht einfach. Dennoch
kann festgestellt werden, dass mit dem vereinfachten Modell zur Be-
rechnung des Standsicherheitsfaktors für den ebnen Fall über das
Hanggleichgewicht (s. Kap. 4.1.3) nur 65 % der Zellen im Gebiet Stam-
bach richtig erkannt werden können. Allerdings gibt es hier auch aus-
gereiftere Modelle, die durch Verknüpfung mit einem probabilistischen
Ansatz (ALÉN, 1998) deutlich besser Ergebnisse erwarten lassen. Bei
ersten Untersuchungen mit logistischen oder linearen Regressionsmo-
dellen sind im Trainingsgebiet Stambach stets schlechtere Ergebnisse
erzielt worden. Bei dem Zusammenspiel von Geologie und Morphologie
in Bezug auf Massenbewegungen sind die Zusammenhänge nicht so
offensichtlich bzw. deutlich komplexer als sie gemeinhin erscheinen.
Gerade dann ist es aber bei Regressionsmodellen schwierig, diese op-
timal einzustellen und zu validieren. Insofern dürften die neuronalen
Modelle den Regressionsmodellen unter gleichen Bedingungen zumin-
dest ebenbürtig, wenn nicht überlegen sein.
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5.2 Ausblick
Es wurden mehrere Verfahren für die Entwicklung und die Optimierung
Neuronaler Netze zur Rutschungserkennung vorgestellt und diskutiert.
Diese Modelle können allerdings nur als Ansätze zu umfassenden und
leistungsfähigen Modellen zur Rutschungserkennung gesehen werden.
Ihre spezielle Fähigkeit Wildbachsysteme und grosse Rutschungskes-
sel zu erkennen, sollte in weiteren Gebieten untersucht werden.
Zukünftige Verbesserungen und Weiterentwicklungen der Modelle soll-
ten unter Einbeziehung weiterer mathematischer Verfahren auf eine
weitgehende Systematisierung und Automatisierung des Verfahrens
zielen.
In der Datenaufbereitung kann durch vorhergehende automatische Va-
lidierung und weitere Anreicherung der Daten sicherlich noch eine Ver-
besserung erzielt werden. So könnten Fernerkundungsverfahren ver-
wendet werden um z.B. Vegetation, tektonische Struktur oder Hydrolo-
gie schärfer zu erfassen und in das geologische Modell einzubinden.
Durch Interpolationsverfahren z.B. Krigging könnten nur lokal verfügba-
re Informationen in die Fläche extrapoliert werden (s. KIENZLE, 2002).
Aber auch lokale Verfahren wie Entscheidungsbäume (”Tree Imputati-
on”) oder Assoziationsanalysen sollten untersucht werden, um ein
möglichst dichtes homogenes geologisches Modell als Datenbasis zu
erzeugen.
Neben der Verbesserung der Datenbasis kann durch einen gezielten
Einsatz von Techniken aus dem Datamining bei der Merkmalsselektion,
eine höhere Automatisierung und Systematisierung erreicht werden.
Auch standardisierte Entscheidungsbaumverfahren vermitteln oft einen
raschen Eindruck über wichtige trennende Merkmale. Interessant ist
der bei den in Reihe geschalteten Netzen zu erkennende Ansatz der
Codierung von Merkmalen mit Neuronalen Netzen.
Wie bereits angedeutet, ist der Komitee-Ansatz bei neuronalen Mo-
dellen ein vielversprechendes Verfahren, dessen Möglichkeiten auch
hier unbedingt untersucht werden sollten (s.a. RAGG, 2000). 
Die in der Einleitung erwähnten Support Vektor Machines (SCHÖLKOPF
& SMOLA, 2001) sind ein weiteres Thema, das zur besseren Abgren-
zung noch untersucht werden sollte.
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Ein in dieser Arbeit wenig untersuchter Aspekt ist die weitergehende
Auswertung der Ausgabe der Neuronalen Netze. Die Ausgabe wurde
hier immer nur als Stufenfunktion interpretiert, bei der es nur stabil von
instabil abzugrenzen gilt. Sie könnte aber z.B. auch in differenzierten
Wahrscheinlichkeits- oder Gefährdungsklassen ausgegeben werden.
Mit diesen Methoden kann gerade bei grossen Datenmengen oft ein
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