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In Kravchenko (2008) [8] it was shown that the tool introduced there and called the
transplant operator transforms solutions of one Vekua equation into solutions of another
Vekua equation, related to the ﬁrst via a Schrödinger equation. In this paper we prove
a fundamental property of this operator: it preserves the order of zeros and poles of
generalized analytic functions and transforms formal powers of the ﬁrst Vekua equation
into formal powers of the same order for the second Vekua equation. This property allows
us to obtain positive formal powers and a generating sequence of a “complicated” Vekua
equation from positive formal powers and a generating sequence of a “simpler” Vekua
equation. Similar results are obtained regarding the construction of Cauchy kernels. Elliptic
and hyperbolic pseudoanalytic function theories are considered and examples are given to
illustrate the procedure.
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1. Introduction
In the present work a special class of Vekua equations describing generalized analytic or pseudoanalytic functions is con-
sidered. It arises naturally in relation with some linear equations of mathematical physics such as the stationary Schrödinger
equation, the conductivity equation and others. Vekua equations of this type we call main Vekua equations. They are closely
related to another generalization of the Cauchy–Riemann system, the system describing so-called p-analytic functions (see
the deﬁnitions in the next section). The general pseudoanalytic function theory mainly created by L. Bers and his coauthors
and presented in [1] among other developments contains deep results on generalizations of the concept of complex differ-
entiability and integrability, Taylor and Laurent series related to generalized analytic functions as well as the generalizations
of the Cauchy integral formula and its corollaries. In the core of Bers’ theory there is a concept of a generating sequence
related to a Vekua equation. In general a derivative of a generalized analytic function in the sense introduced by Bers is not
any more a solution of the same Vekua equation but of another Vekua equation called a successor of the original one. Bers
derivatives of solutions of this second Vekua equation will solve another Vekua equation, and in principle this sequence of
Vekua equations related to the original one is inﬁnite. If somehow one manages to obtain a pair of solutions in a certain
sense independent for each of these Vekua equations then such sequence of pairs is called the generating sequence and it
immediately allows one to construct a complete system of positive formal powers related to the original Vekua equation.
The formal powers are basic constituents of the Taylor-type series expansions of the pseudoanalytic functions and generalize
the usual powers (z− z0)n in the sense that being a solution of the Vekua equation a formal power of order n asymptotically
behaves like (z− z0)n when z → z0. Moreover, theorems generalizing such facts like the Runge theorem on the completeness
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C-norm were obtained in the framework of pseudoanalytic function theory.
One of the most signiﬁcant obstacles for the further development and a broader application of pseudoanalytic function
theory is the explicit construction of generating sequences, formal powers and Cauchy kernels corresponding to Vekua
equations arising in applications. Bers himself and together with Gelbart succeeded in constructing a generating sequence in
a very special case (see [1] and [9]). In [7] an algorithm for explicit construction of a generating sequence was proposed for a
much more general situation. In application to second-order elliptic equations with the aid of the tools from pseudoanalytic
function theory this result allows one to obtain a complete system of solutions of the equation, e.g., of the Schrödinger
equation when the equation possesses a particular solution f in a separable form f = U (u)V (v) where u, v are orthogonal
coordinates and U , V are arbitrary suﬃciently smooth functions.
In the present paper we substantially extend the class of Vekua equations and of systems describing p-analytic functions
for which a generating sequence and a system of formal powers can be constructed explicitly. For this we use a concept
introduced in [8] and called there the transplant operator. In fact, it is an operator transforming solutions of one Vekua
equation into solutions of another one related to the ﬁrst via a Schrödinger equation. Here we prove a crucial property of
the transplant operator: it transforms formal powers into formal powers of the same order (see details in Section 3). This
means that if we are able to solve a Vekua equation, that is we know its generating sequence then using the transplant
operator we can construct positive formal powers and a generating sequence for a related Vekua equation which can be
much more complicated. As an example in Section 4 we consider a Vekua equation whose generating sequence is periodic
with a period 1, that is it consists of one generating pair only. In this case it is relatively easy to obtain the corresponding
positive formal powers. Then using the approach described in the present work, it is possible to obtain systems of positive
formal powers and generating sequences for a wide class of Vekua equations related to the ﬁrst one. The structure of
generating sequences and of formal powers for the related Vekua equations are more complicated. We also obtain a similar
result regarding the construction of Cauchy kernels as we show in Section 6. If a Cauchy kernel for a Vekua equation is
known, it can be used for constructing Cauchy kernels for a wide class of related Vekua equations using the transplant
operator.
All the described results have a direct application to linear second-order equations. For example, in the case of the
stationary two-dimensional Schrödinger equation (− + q(x, y))u = 0 with q and u being real valued, the existence of one
solution u such that a generating sequence for an associated main Vekua equation can be constructed explicitly leads not
only to the construction of a complete system of solutions to this Schrödinger equation but also to the construction of
complete systems of solutions to any Schrödinger equation with the potential q f = −q+ 2(∇ f / f )2 where f is any solution
of the original Schrödinger equation with the potential q. Note that the form of the potential q f is a precise generalization
of the potential obtained after a Darboux transformation in a one-dimensional case (see, e.g., [12]).
2. Some known facts about generalized Cauchy–Riemann systems
Let Ω be a domain in R2. Throughout the whole paper we suppose that Ω is a simply connected domain.
In the present work we consider two related generalized Cauchy–Riemann systems. The ﬁrst deﬁnes so-called p-analytic
functions [15] (see also [9]) and has the following form
ϕx = 1
p
ψy, ϕy = − 1
p
ψx (1)
where p is a given positive function of two real variables x and y which is supposed to be continuously differentiable;
ϕ and ψ are real-valued continuously differentiable functions. If ϕ and ψ are solutions of this system in Ω , then the
complex function ω = ϕ + iψ of a complex variable z = x+ iy is said to be p-analytic in Ω .
The second system considered here represents a special case of a general Vekua equation (see, e.g., [17]) and sometimes
is referred to as the main Vekua equation [9]. It has the form
Wz = f zf W in Ω (2)
where the subindex z means the application of the operator ∂z := 12 (∂x + i∂y), W is a continuously differentiable complex
valued function, f is a positive function of x and y, twice continuously differentiable, which will be supposed to be a
particular solution of some stationary Schrödinger equation
(− + q)u = 0 in Ω, (3)
that is q =  f / f .
Systems (1) and (2) are equivalent [8,9] in the following sense. Denote
V := ∂z − f zf C
where C is the operator of complex conjugation. We suppose that p = f 2 and introduce the operator
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−,
where P± := 12 (I ± C) and I is the identity operator. We have that the equation
Πω = 0 (4)
is equivalent to the system
ϕx = 1
f 2
ψy, ϕy = − 1
f 2
ψx (5)
where ϕ = Reω and ψ = Imω.
Denote
B := f P+ + 1
f
P−.
Then it is easy to see that
B−1 = 1
f
P+ + f P−.
Proposition 1. (See [8].)
VB = Π.
Remark 2. From Proposition 1 we have also that
V = Π B−1.
Thus, application of the operator B or B−1 respectively allows us to establish a direct relation between the results
corresponding to (1) and (2).
The following factorization of the Schrödinger operator will be used.
Theorem 3. (See [5].) Let f be a positive in Ω particular solution of (3). Then for any real-valued function ϕ ∈ C2(Ω) the following
equalities hold
1
4
( − ν)ϕ =
(
∂z + f zf C
)(
∂z − f z
f
C
)
ϕ =
(
∂z + f z
f
C
)(
∂z − f zf C
)
ϕ. (6)
An immediate corollary of this theorem is the fact that if W is a solution of (2) then its real part W1 is necessarily a
solution of (3), meanwhile its imaginary part W2 is a solution of the following Schrödinger equation
−W2 + q1W2 = 0 in Ω (7)
where q1 = 2(∇ f )2/ f 2 −q and (∇ f )2 = f 2x + f 2y (see [5] and [9]). Moreover, given W1, the corresponding W2 can be easily
constructed and vice versa. In order to formulate this result we need to introduce the following notation. Note that the
operator ∂z applied to a real-valued function φ can be regarded as a kind of gradient, and if we know that ∂zφ = Φ in a
whole complex plane or in a convex domain, where Φ = Φ1 + iΦ2 is a given complex valued function such that its real
part Φ1 and imaginary part Φ2 satisfy the equation
∂yΦ1 − ∂xΦ2 = 0, (8)
then we can reconstruct φ up to an arbitrary real constant c in the following way
φ(x, y) = 2
( x∫
x0
Φ1(η, y)dη +
y∫
y0
Φ2(x0, ξ)dξ
)
+ c (9)
where (x0, y0) is an arbitrary ﬁxed point in the domain of interest. Note that this formula can be easily extended to any
simply connected domain by considering the integral along an arbitrary rectiﬁable curve Γ leading from (x0, y0) to (x, y)
φ(x, y) = 2
(∫
Φ1 dx+ Φ2 dy
)
+ c.
Γ
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A[Φ](x, y) = 2
(∫
Γ
Φ1 dx+ Φ2 dy
)
+ c.
Thus if Φ satisﬁes (8), there exists a family of real-valued functions φ such that ∂zϕ = Φ , given by the formula φ = A[Φ].
Theorem 4. (See [5].) Let W1 be a real-valued solution of (3) in a simply connected domain Ω . Then the real-valued function W2 ,
solution of (7) such that W = W1 + iW2 is a solution of (2), is constructed according to the formula
W2 = f −1A
(
i f 2∂z
(
f −1W1
))
. (10)
Given a solution W2 of (7), the corresponding solution W1 of (3) such that W = W1 + iW2 is a solution of (2), is constructed as
follows
W1 = − f A
(
i f −2∂z( f W2)
)
. (11)
Remark 5. When in (3) q ≡ 0 and f ≡ 1, equalities (10) and (11) turn into the well-known formulas in complex analysis for
constructing conjugate harmonic functions.
We will need some deﬁnitions and results from Bers’ pseudoanalytic function theory [1] concerning solutions of the
general Vekua equation
Wz = a(F ,G)W + b(F ,G)W , (12)
where we will suppose that a(F ,G) and b(F ,G) are continuously differentiable complex functions. A couple of solutions of (12)
in Ω , F and G satisfying the inequality Im(FG) > 0 form a so-called generating pair of the Vekua equation. Every complex
function W deﬁned in Ω admits the unique representation W = φF + ψG where the functions φ and ψ are real valued.
Sometimes it is convenient to associate with the function W the function ω = φ + iψ . The correspondence between W and
ω is one-to-one.
The following expressions are known as characteristic coeﬃcients of the pair (F ,G)
a(F ,G) = − F Gz − FzG
FG − F G , b(F ,G) =
F Gz − FzG
FG − F G ,
A(F ,G) = − F Gz − FzG
FG − F G , B(F ,G) =
F Gz − FzG
FG − F G .
For solutions of (12) the following operation is introduced, called the (F ,G)-derivative and denoted as W˙ = d(F ,G)Wdz :
W˙ = Wz − A(F ,G)W − B(F ,G)W = φz F + ψzG. (13)
The inverse operation is introduced as follows.
Deﬁnition 6. Let (F ,G) be a generating pair. Its adjoint generating pair (F ,G)∗ = (F ∗,G∗) is deﬁned by the formulas
F ∗ = − 2F
F G − F G , G
∗ = 2G
FG − F G .
The (F ,G)-integral is deﬁned as follows∫
Γ
W d(F ,G)z = F (z1)Re
∫
Γ
G∗W dz + G(z1)Re
∫
Γ
F ∗W dz (14)
where Γ is a rectiﬁable curve leading from z0 to z1.
If W = φF + ψG is a solution of (12) where φ and ψ are real-valued functions then
z∫
z0
W˙ d(F ,G)z = W (z) − φ(z0)F (z) − ψ(z0)G(z), (15)
and as F˙ = G˙ = 0, this integral is path-independent and represents the (F ,G)-antiderivative of W˙ .
The (F ,G)-derivative W˙ is a solution of another Vekua equation with some other coeﬃcients (a1,b1) and possessing
another generating pair (F1,G1) called a successor of (F ,G).
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is a successor of (Fm,Gm). If (F0,G0) = (F ,G), we say that (F ,G) is embedded in {(Fm,Gm)}.
Let W be an (F ,G)-pseudoanalytic function. Using a generating sequence in which (F ,G) is embedded we can deﬁne
the higher derivatives of W by the recursion formula
W [0] = W ; W [m+1] = d(Fm,Gm)W
[m]
dz
, m = 1,2, . . . .
The notion of a generating sequence leads to the concept of formal powers.
Deﬁnition 8. Each formal power Z (n)(a, z0; z) corresponding to the Vekua equation (12), with some exponent n ∈ Z, a being
a complex number, z0 a point in Ω , is a solution of (12) in the whole domain Ω , such that
lim
z→z0
Z (n)(a, z0; z)
a(z − z0)n = 1.
That is Z (n)(a, z0; z) is a solution of (12) possessing a zero or a pole of order n depending on the sign of n, and for n = 0 it
takes the value a at z0.
The nonnegative formal powers (n 0) can be deﬁned also in the following recursive way.
Deﬁnition 9. The formal power Z (0)m (a, z0; z) with center at z0 ∈ Ω , coeﬃcient a and exponent 0 is deﬁned as the linear
combination of the generators Fm , Gm with real constant coeﬃcients λ, μ chosen so that λFm(z0) + μGm(z0) = a. The
formal powers with exponents n = 1,2, . . . are deﬁned by the recursion formula
Z (n)m (a, z0; z) = n
z∫
z0
Z (n−1)m+1 (a, z0; ζ )d(Fm,Gm)ζ. (16)
This deﬁnition implies the following properties.
1. Z (n)m (a, z0; z) is an (Fm,Gm)-pseudoanalytic function of z, that is, it is a solution of the Vekua equation wz = amw+bmw
possessing a generating pair (Fm,Gm).
2. If a′ and a′′ are real constants, then Z (n)m (a′ + ia′′, z0; z) = a′ Z (n)m (1, z0; z) + a′′ Z (n)m (i, z0; z).
3. The formal powers satisfy the differential relations
d(Fm,Gm)Z
(n)
m (a, z0; z)
dz
= nZ (n−1)m+1 (a, z0; z). (17)
4. The asymptotic formulas
Z (n)m (a, z0; z) ∼ a(z − z0)n, z → z0
hold.
Moreover, the system of all formal powers {Z (n)0 (a, z0; z)}∞n=0 represents a complete system of solutions of (12) in the fol-
lowing sense. We will omit the subindex 0 when a formal power corresponds to (F ,G), that is Z (n)(a, z0; z) := Z (n)0 (a, z0; z).
Theorem 10. (See [2].) A solution of (12) deﬁned in a bounded simply connected domain can be expanded into a normally convergent
series of formal polynomials (linear combinations of formal powers with positive exponents).
Moreover, the following stronger result is valid.
Theorem 11. (See [13].) Let W be a solution of (12) in a domain Ω bounded by a Jordan curve and satisfy the Hölder condition on
∂Ω with the exponent α (0 < α  1). Then for any ε > 0 and any natural n there exists a pseudopolynomial of order n satisfying the
inequality∣∣W (z) − Pn(z)∣∣ Const
nα−ε
for any z ∈ Ω
where the constant does not depend on n, but only on ε.
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main Vekua equation to the Schrödinger equation corresponding completeness results were obtained for solutions of the
Schrödinger equation as, e.g., the following statement.
Theorem 12. (See [6].) An arbitrary solution of (3) deﬁned in a bounded simply connected domain Ω where there exists a positive
particular solution f ∈ C1(Ω) of (3) can be expanded into a normally convergent series of real parts of formal polynomials.
As was mentioned before besides positive formal powers also the negative ones were deﬁned by L. Bers (see [1]). First
of all, the existence of the generalized Cauchy kernel was proved, that is the existence of a solution w of (12) in Ω \ {z0}
which satisﬁes the relation
lim
z→z0
w(z)
a(z − z0)−1 = 1 (18)
where a is any complex number. This function is denoted as follows
w(z) = Z (−1)(a, z0, z).
The negative formal powers Z (−n) for n = 2,3, . . . , are constructed using the recursive differential relations like (17).
With the aid of the positive and negative formal powers a whole theory of pseudoanalytic functions was developed
including Taylor and Laurent series, and their numerous properties similar to the properties of their special cases cor-
responding to the usual analytic functions. The generalized Cauchy kernel Z (−1)(α, z0, z) makes it possible to prove a
generalization of the Cauchy integral formula [1], see also [9].
Thus, an important problem is to ﬁnd the way to construct the formal powers explicitly. This is the main subject of this
paper.
3. The transplant operator
In this section we deﬁne and study the main tool of this paper called the transplant operator. It was introduced in [8] and
used for constructing Cauchy kernels and Cauchy integral representations for an important subclass of p-analytic functions –
the xk-analytic functions. Let us describe the main idea behind this concept.
Let both f and g be positive solutions of (3) in Ω . Together with the main Vekua equation (2) we consider the main
Vekua equation corresponding to g:
wz = gzg w in Ω. (19)
We have that both ReW (where W is a solution of (2)) and Rew satisfy (3) in Ω , meanwhile ImW and Imw satisfy in
general different Schrödinger equations
(− + q1) ImW = 0 in Ω (20)
and
(− + q2) Imw = 0 in Ω (21)
where q1 = 2(∇ f )2/ f 2 − q and q2 = 2(∇g)2/g2 − q.
Now we introduce an operator which transforms solutions of (2) into solutions of (19) acting in the following way
T f ,g[W ] = P+W + ig−1A
[
ig2∂z
(
g−1P+W
)]
. (22)
Its application makes the imaginary part of a solution of (2) drop out and be substituted by an imaginary part constructed
according to Theorem 4 in such a way that after this “transplant” operation the new complex function w = T f ,g[W ] be-
comes a solution of (19). This is why we call the operator T f ,g the transplant operator.
Assigning a ﬁxed value in a certain point of the domain of interest to the result of application of A we obtain an
invertible one-to-one map establishing a relation between solutions of (2) and (19). The inverse to T f ,g is given by the
expression
T−1f ,g[w] = T g, f [w] = P+w + i f −1A
[
i f 2∂z
(
f −1P+w
)]
.
Let us denote the formal powers corresponding to (2) and (19) by Z (n)f (a, z0, z) and Z
(n)
g (a, z0, z) respectively. In the
following we establish a useful property of the transplant operator. Namely, that it allows one to transform an n-th formal
power to an n-th formal power. We will consider the case of positive and negative formal powers separately.
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lim
z→z0
W (z)
a(z − z0)n = 1 (23)
for some z0 ∈ Ω , n ∈ N and a complex number a. That is W is a formal power Z (n)f (a, z0, z) corresponding to (2). As before,
we denote W1 = ReW and W2 = ImW and due to Theorem 4 we have the equality (10). As W has a zero at z0 it is
convenient to write A[Φ] where Φ = i f 2∂z( f −1W1) as follows
A[Φ](z) = 2
(∫
Γ
Φ1 dx+ Φ2 dy
)
(24)
where Γ is a rectiﬁable curve leading from z0 to z. That is we ﬁx z0 as an initial point for integration in A.
Now consider
ω2 = g−1A
(
ig2∂z
(
g−1W1
))
(25)
where again z0 is used as an initial point for integration. We are interested in the limit
lim
z→z0
W2(z)
ω2(z)
= c lim
z→z0
ψ f (z)
ψg(z)
(26)
where c := f −1(z0)/g−1(z0),
ψ f := A
(
i f 2∂z
(
f −1W1
))
(27)
and
ψg := A
(
ig2∂z
(
g−1W1
))
. (28)
In order to prove its existence and evaluate it let us consider any direction in the plane deﬁned by a vector d = (d1,d2)T ,
and assume that z tends to z0 along the corresponding path, that is we consider the following limit
lim
t→0
ψ f (x0 + td1, y0 + td2)
ψg(x0 + td1, y0 + td2) .
By deﬁnition, ψ f (z0) = ψg(z0) = 0, and hence to evaluate this limit we can make use of the l’Hospital rule which here gives
us
lim
t→0
ψ f (x0 + td1, y0 + td2)
ψg(x0 + td1, y0 + td2) =
∂ψ f (x0,y0)
∂d
∂ψg(x0,y0)
∂d
= 〈∇ψ f (x0, y0),d〉〈∇ψg(x0, y0),d〉
where 〈·,·〉 denotes the usual scalar product of two vectors. Let us note that the last expression can be written in a complex-
analytic form as follows
Re(∂zψ f (z0) · (d1 − id2))
Re(∂zψg(z0) · (d1 − id2)) .
We recall that ψ f and ψg are deﬁned by (27) and (28) respectively. Thus we have
lim
t→0
ψ f (x0 + td1, y0 + td2)
ψg(x0 + td1, y0 + td2) =
Re(i f 2∂z( f −1W1) · (d1 − id2))
Re(ig2∂z(g−1W1) · (d1 − id2))
= 1
c2
Re(∂z( f −1W1) · (d2 + id1))
Re(∂z(g−1W1) · (d2 + id1))
= 1
c2
Re((∂z f −1(z0)W1(z0) + f −1(z0)∂zW1(z0)) · (d2 + id1))
Re((∂z g−1(z0)W1(z0) + g−1(z0)∂zW1(z0)) · (d2 + id1)) .
Now we use the fact that W1(z0) = 0 as well as once more that f and g are positive and obtain that
lim
t→0
ψ f (x0 + td1, y0 + td2)
ψg(x0 + td1, y0 + td2) =
1
c
for any direction d. Thus, the limit (26) exists and limz→z0
W2(z)
ω2(z)
= 1. Consequently we obtain that the function W1 + iω2
satisﬁes the asymptotic relation (23) as well and represents a formal power Z (n)g (a, z0, z) corresponding to (19).
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lim
z→z0
W (z)(z − z0)n = a (29)
for some z0 ∈ Ω , n ∈ N and a complex number a.
As before, we denote W1 = ReW and W2 = ImW and due to Theorem 4 we have the equality (10) at any point z ∈ Ω
distinct from z0 where W has a pole of order n. The integration involved in A[Φ] where Φ = i f 2∂z( f −1W1) is done along
any rectiﬁable curve Γ belonging to Ω , leading from z1 to z and not passing through z0. Again we consider the function ω2
deﬁned by (25) where the integration is done in the same way as was just explained. We are interested in the limit (26)
and for this we again consider any direction d and use the l’Hospital rule as both functions tend to inﬁnity at z0:
lim
t→0
ψ f (x0 + td1, y0 + td2)
ψg(x0 + td1, y0 + td2) =
1
c2
Re(∂z( f −1W1) · (d2 + id1))
Re(∂z(g−1W1) · (d2 + id1)) .
Here the reasoning we used before, in the case of positive formal powers, is not already applicable. Nevertheless we note
that the l’Hospital rule can be applied to the obtained quotient in the opposite direction. Namely, we have
1
c2
Re(∂z( f −1W1) · (d2 + id1))
Re(∂z(g−1W1) · (d2 + id1)) =
1
c2
lim
t→0
f −1(x0 + td2, y0 − td1)W1(x0 + td2, y0 − td1)
g−1(x0 + td2, y0 − td1)W1(x0 + td2, y0 − td1) =
1
c
.
Thus we proved that with the aid of the transplant operator both positive and negative formal powers corresponding
to (2) and (19) can be transformed to each other. We formulate these statements as the following theorems.
Theorem 13. Let f and g be real-valued nonvanishing solutions of (3) in a simply connected domain Ω ⊂ R2 . Let z0 ∈ Ω , a ∈ C
and Z (n)f (a, z0, z), n ∈ N be a formal power associated with Eq. (2). Then the function Z (n)g (a, z0, z) := T f ,g[Z (n)f (a, z0, z)] is a formal
power of order n, with center at z0 and coeﬃcient a, associated with Eq. (19). Here T f ,g is deﬁned by (22)with A being deﬁned by (24)
where as an initial point of integration is chosen z0 .
Theorem 14. Let f and g be real-valued nonvanishing solutions of (3) in a simply connected domain Ω ⊂ R2 . Let z0 ∈ Ω , a ∈ C and
Z (−n)f (a, z0, z), n ∈ N be a formal power associated with Eq. (2). Then the function Z (−n)g (a, z0, z) := T f ,g[Z (−n)f (a, z0, z)] is a formal
power of order −n, with center at z0 and coeﬃcient a, associated with Eq. (19). Here T f ,g is deﬁned by (22) with A being deﬁned
by (24) where Γ is any rectiﬁable curve belonging to Ω , leading from z1 to z and not passing through z0 .
4. Construction of positive formal powers
As we have shown in the previous section the transplant operator allows us to transform positive and negative formal
powers of one main Vekua equation, say (2), into formal powers of the same order of another main Vekua equation, say (19),
when the coeﬃcients f and g are solutions of the same Schrödinger equation (3). This observation leads to a substantial
extension of the class of Vekua equations and of systems of the form (1) for which a generating sequence and a complete
system of formal powers can be obtained. Suppose we are interested in solving a Vekua equation of the form (19) or a
system describing p-analytic functions (1) with p = g2. Then the ﬁrst step is to look for a “simplest” solution f of Eq. (3)
where q = g/g , such that for the corresponding main Vekua equation (2) a generating sequence and hence a system of
formal powers can be constructed. Then application of the transplant operator gives a system of formal powers for (19) and
(1) as well as a corresponding generating sequence.
As an example, let us consider two positive solutions f = y2 and g = 1+xy3y of the Schrödinger equation (3) with poten-
tial q = 2/y2 in the domain Ω = {(x, y) | x > 0 and y > 0}. In this case, the Vekua equations (2) and (19) take, respectively,
the form
Wz = iy W in Ω, (30)
and
wz = y
4 + i(2xy3 − 1)
2y(1+ xy3) w in Ω. (31)
For the calculations given below we used Maple. Let us ﬁrst calculate the formal powers Z (n)f (a, z0; z) of orders n = 0,1,2
for the Vekua equation (30) with generating pair (F ,G) = ( f , i/ f ) where z0 := x0 + iy0 and (x0, y0) ∈ Ω . Using property 2
following Deﬁnition 9, we are considering Z (n)f (1, z0; z) and Z (n)f (i, z0; z). By Deﬁnition 9 we have Z (0)f (1, z0; z) = λF (z) +
μG(z) and Z (0)f (i, z0; z) = λ′F (z) + μ′G(z) where the constants (λ,μ), (λ′,μ′) are deﬁned by λF (z0) + μG(z0) = 1 and
λ′F (z0) + μ′G(z0) = i. We ﬁnd (λ,μ) = (1/y2,0) and (λ′,μ′) = (0, y2) such that0 0
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(
y
y0
)2
and Z (0)f (i, z0; z) = i
(
y0
y
)2
.
In order to construct Z (1)f (α, z0; z) for α = 1, i from formula (16) we need ﬁrst Z (0)f ,1(α, z0; z). However, for f depending
only on y it is shown (see [1,9]) that (Fm,Gm) = (F ,G) for m = 0,±1,±2, . . . . Therefore we have
Z (n)f ,m(α, z0; z) = Z (n)f (α, z0; z) for α = 1, i andm = 0,±1,±2, . . .
so that formula (16) gives us
Z (1)f (α, z0; z) =
z∫
z0
Z (0)f (α, z0; ζ )d(F ,G)ζ, α = 1, i.
We calculate these two integrals using (14) where F ∗ = −i f and G∗ = 1/ f . Deﬁning ζ := ξ + iη, we obtain
Z (1)f (1, z0; z) = y2 Re
z∫
z0
dζ
y20
− i
y2
Re
z∫
z0
iη4
y20
dζ
= (x− x0)
(
y
y0
)2
+ i
5
y5 − y50
(y0 y)2
and
Z (1)f (i, z0; z) = y2 Re
z∫
z0
iy20
η4
dζ + i
y2
Re
z∫
z0
y20 dζ
= −1
3
y3 − y30
y0 y
+ i(x− x0)
(
y0
y
)2
.
In a similar way we construct Z (2)f (α, z0; z) for α = 1, i where we ﬁrst need Z (1)f ,1(α, z0; z) = Z (1)f (α, z0; z). From for-
mula (16) we obtain
Z (2)f (1, z0; z) = 2
z∫
z0
Z (1)(1, z0; z)d(F ,G)ζ
= 2y2 Re
z∫
z0
[
(ξ − x0)
(
η
y0
)2
+ i
5
η5 − y50
(y0η)2
]
dζ
η2
− 2i
y2
Re
z∫
z0
[
(ξ − x0)
(
η
y0
)2
+ i
5
η5 − y50
(y0η)2
](
iη2
)
dζ
= 1
15(y0 y)2
[(
15(x− x0)2 y4 − 3y6 + 5y20 y4 − 2y0 y
)+ 6i(x− x0)(y5 − y50)]
and
Z (2)f (i, z0; z) = 2
z∫
z0
Z (1)(i, z0; z)d(F ,G)ζ
= 2y2 Re
z∫
z0
[
1
3
y30 − η3
y0η
+ i(ξ − x0)
(
y0
η
)2]dζ
η2
− 2i
y2
Re
z∫
z0
[
1
3
y30 − η3
y0η
+ i(ξ − x0)
(
y0
η
)2](
iη2
)
dζ
= 1
15y0 y2
[−10(x− x0)y(y3 − y30)+ i(15y30(x− x0)2 + 5y30 y2 − 2y5 − 3y50)].
We verify easily that Z (n)f are indeed solutions of the Vekua equation (30). Moreover, Re Z
(n)
f are solutions of the Schrödinger
equation (3) with q = 2/y2 and Im Z (n)f are solutions of the Schrödinger equation (20) with q1 = 6/y2. Finally, we have (see
Deﬁnition 8)
lim
z→z
Z (n)f (α, z0; z)
n
= α, α = 1, i.
0 (z − z0)
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transplant operator to the constructed formal powers Z (n)f (α, z0; z) of (30) for n = 1,2.
Since the formal powers Z (0)g (α, z0; z) can be easily calculated using Deﬁnition 9, we are not using the transplant oper-
ator in the particular case of formal powers of zero order. Hence, for the generating pair (F ,G) = (g, i/g) we ﬁnd
Z (0)g (1, z0; z) = k0 1+ xy
3
y
and Z (0)g (i, z0; z) = ik0
y
1+ xy3 ,
where k0 := y0/(1+ x0 y30).
Now considering application of the transplant operator to Z (n)f (α, z0; z) for n = 1,2 we obtain
Z (1)g (1, z0; z) := T f ,g
[
Z (1)f (1, z0; z)
]
= Re Z (1)f (1, z0; z) + ig−1A
[−3(x− x0) + i(y + x0 y4)
2y20
]
,
where
A
[−3(x− x0) + i(y + x0 y4)
2y20
]
=
x∫
x0
−3(η − x0)
y20
dη +
y∫
y0
y + x0 y4
y20
dξ + c
= 5(y
2 − y20) + 2x0(y5 − y50) − 15(x− x0)2
10y20
+ c.
Therefore, we have
Z (1)g (1, z0; z) = (x− x0)
(
y
y0
)2
+ i [5(y
2 − y20) + 2x0(y5 − y50) − 15(x− x0)2]y
10y20(1+ xy3)
,
where the arbitrary real constant c was chosen equal to zero.
Similar calculations give us:
Z (1)g (i, z0; z) = −13
y3 − y30
y0 y
+ i [30(x− x0) + 15y
3
0(x
2 − x20) − 5y30 y2 + 2y5 + 3y50]y
30y0(1+ xy3) ,
Z (2)g (1, z0; z) =
15(x− x0)2 y4 − 3y6 + 5y20 y4 − 2y50 y
15(y0 y)2
+ iy
105y20(1+ xy3)
[
315x0x(x− x0)
+ 105(x− x0)
(
y2 − y20
)− 105(x3 − x30)+ 21(x2 − x20)(y5 − y50)
− 7(y0 y)2
(
y3 − y30
)+ 3(y7 − y70)],
Z (2)g (i, z0; z) = −
2(x− x0)y(y3 − y30)
3y0 y2
+ i
15y0(1+ xy3)
[
15(x− x0)2 y + 10y30x3 y
− 15x0 y30x2 y + 5x30 y30 y − 2x0 y6 − 5y3 + 5x0 y30 y3 − 10y30 − 3x0 y50 y + 15y20 y
]
.
These formal powers Z (n)g are solutions of the Vekua equation (31). Moreover, we also have that Re Z
(n)
g are solutions of the
Schrödinger equation (3) with q = 2/y2 and Im Z (n)g are solutions of the Schrödinger equation (21) with potential
q2 = y(y
5 + 3x2 y3 − 6x)
(1+ xy3)2 .
Finally, we can verify that Z (n)g = T f ,g[Z (n)f ] satisfy the asymptotics of the formal powers when z → z0, i.e.
lim
z→z0
Z (n)g (α, z0; z)
(z − z0)n = α, α = 1, i.
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Meanwhile in the example considered in the previous section the generating sequence for Eq. (30) is very simple and
consists of one generating pair only (y2, i/y2), the generating sequence for the related equation (31) is more complicated.
However the procedure based on the application of the transplant operator allows us to obtain a generating sequence for a
“more complicated” main Vekua equation from a generating sequence corresponding to a “simpler” main Vekua equation.
Here the algorithm is following. First, using a generating sequence for Eq. (2), which is assumed to be known, one can
construct the complete system of positive formal powers corresponding to (2). Next, as was explained in the preceding two
sections, application of the transplant operator gives a complete system of positive formal powers for Eq. (19) where g is
related to f via the Schrödinger equation (3). Finally, to obtain a generating sequence for (19) one can use property 3 of
formal powers. We illustrate this by the following scheme.
.
.
.
(Z (3)(1, z0; z), Z (3)(i, z0; z))
d(g,i/g)
dz
.
.
.
(Z (2)(1, z0; z), Z (2)(i, z0; z)) (Z (2)1 (1, z0; z), Z (2)1 (i, z0; z))
d(g,i/g)
dz
d(F1 ,G1)
dz
.
.
.
(Z (1)(1, z0; z), Z (1)(i, z0; z)) (Z (1)1 (1, z0; z), Z (1)1 (i, z0; z)) (Z (1)2 (1, z0; z), Z (1)2 (i, z0; z))
d(g,i/g)
dz
d(F1 ,G1)
dz
d(F2 ,G2)
dz
.
.
.
(Z (0)(1, z0; z), Z (0)(i, z0; z)) (Z (0)1 (1, z0; z), Z (0)1 (i, z0; z)) (Z (0)2 (1, z0; z), Z (0)2 (i, z0; z)) (Z (0)3 (1, z0; z), Z (0)3 (i, z0; z)) . . .
(F1,G1) (F2,G2) (F3,G3)
In order to obtain the successor (F1,G1) one can apply the differential operator
d(g,i/g)
dz to the pair of formal powers
(Z (1)(1, z0; z), Z (1)(i, z0; z)) obtaining (Z (0)1 (1, z0; z), Z (0)1 (i, z0; z)) which can be chosen as (F1,G1). Then this newly ob-
tained generating pair serves for obtaining (F2,G2) (differentiating (Z
(1)
1 (1, z0; z), Z (1)1 (i, z0; z)) in the sense of Bers with
respect to (F1,G1)) and positive formal powers of subindex 2, and in this way the whole generating sequence correspond-
ing to (19) can be constructed.
As an illustration of the algorithm, we consider the example from the preceding section. The generating pair (y2, i/y2)
was used to obtain formal powers of order n = 0,1,2 for Z (n)f (α, z0; z) of the Vekua equation (30). Then, using the transplant
operator, the corresponding formal powers Z (n)g (α, z0; z) of the Vekua equation (31) were obtained. Looking now for a
generating sequence corresponding to the Vekua equation (31) we already have (F ,G) = (g, i/g), where we recall that
g = 1+xy3y . To obtain other elements of the generating sequence for the Vekua equation (31), we follow the algorithm
presented above. We have
(F1,G1) = d(g,i/g)
dz
(
Z (1)g (1, z0; z), Z (1)g (i, z0; z)
)
= d
dz
(
Z (1)g (1, z0; z), Z (1)g (i, z0; z)
)− A(g,i/g)(Z (1)g (1, z0; z), Z (1)g (i, z0; z))
− B(g,i/g)
(
Z (1)g (1, z0; z), Z (1)g (i, z0; z)
)
where we used Eq. (13) for the (g, i/g)-derivative in the sense of Bers. As A(g,i/g) = 0 and
B(g,i/g) = 12
y4 − 2ixy3 + i
y(1+ xy3)
we obtain
F1 = y
y20(1+ xy3)
[
y
(
1+ x0 y3
)− 3i(x− x0)] and G1 = y
3y0(1+ xy3)
[
y
(
y3 − y30
)+ 3i(1+ xy30)].
One can verify that (F1,G1) satisﬁes the required property for a generating pair on the considered domain Ω = {(x, y) |
x, y > 0}:
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2
(
y
y0
)2 g(z0)
g(z)
> 0 in Ω.
Looking now for (F2,G2) we have ﬁrst to calculate Z
(1)
g,1(α, z0; z):(
Z (1)g,1(1, z0; z), Z (1)g,1(i, z0; z)
)= d(g,i/g)
dz
(
Z (2)g (1, z0; z), Z (2)g (i, z0; z)
)
= d
dz
(
Z (2)g (1, z0; z), Z (2)g (i, z0; z)
)− B(g,i/g)(Z (2)g (1, z0; z), Z (2)g (i, z0; z)).
We obtain
Z (1)g,1(1, z0; z) =
y
15y20(1+ xy3)
[
y
(
15y3
(
x2 − x20
)+ 30(x− x0) + 3y5 − 5y20 y3 + 2y50)
+ i(15(y2 − y20)+ 6x(y5 − y50)− 45(x− x0)2)]
and
Z (1)i,g (1, z0; z) =
2
3y0 y(1+ xy3)
[−(y3 − y30)(1+ x0 y3)+ 3i(x− x0)y2(1+ xy30)].
The generating pair (F2,G2) is then given by
(F2,G2) = d(F1,G1)
dz
(
Z (1)g,1(1, z0; z), Z (1)g,1(i, z0; z)
)
= d
dz
(
Z (1)g,1(1, z0; z), Z (1)g,1(i, z0; z)
)− A(F1,G1)(Z (1)g,1(1, z0; z), Z (1)g,1(i, z0; z))
− B(F1,G1)
(
Z (1)g,1(1, z0; z), Z (1)g,1(i, z0; z)
)
where
A(F1,G1) = −
y4 + 3i
2y(1+ xy3) and B(F1,G1) = −
i
y
.
Combining these results we ﬁnd
F2 = 2
(
y
y0
)2
and G2 = 2i
(
y0
y
)2
,
which obviously satisﬁes the required property that Im(F 2G2) > 0. Notice that in this special case the obtained pair (F2,G2)
is equivalent (in the sense introduced in [1], see also [9]) to the generating pair (y2, i/y2) which was used for starting the
proposed procedure. As it depends on the variable y only the succeeding generating pairs can be chosen again equal to it.
Thus, in this example we constructed a complete generating sequence into which the generating pair (F ,G) = (g, i/g) is
embedded. Namely, (F0,G0) = ( 1+xy3y , iy1+xy3 ), (F1,G1) = ( yy20(1+xy3) [y(1+ x0 y
3)− 3i(x− x0)], y3y0(1+xy3) [y(y
3 − y30)+ 3i(1+
xy30)]), (Fn,Gn) = (y2, i/y2) for n = 2,3, . . . .
6. Construction of Cauchy kernels
In Section 3 we showed that the transplant operator T f ,g transforms a Cauchy kernel Z
(−1)
f (α, z0; z) corresponding to
Eq. (2) into a Cauchy kernel Z (−1)g (α, z0; z) corresponding to Eq. (19) when f and g are solutions of the same Schrödinger
equation (3). Here we give an example of the application of this procedure.
Let us consider the following Vekua equation
wz = 12
(
1
x
+ i
y
)
w (32)
in the domain Ω = {(x, y) | x > 0 and y > 0}. Note that the coeﬃcient in the equation admits a representation in the form
of a logarithmic derivative of a real-valued function:
1
2
(
1
x
+ i
y
)
= gz
g
where moreover, g = xy is a harmonic function. The simplest nontrivial harmonic function is, of course, f ≡ 1. The corre-
sponding Vekua equation (2) is just the Cauchy–Riemann system for which the Cauchy kernel is well known. In order to
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tor T1,xy to 1/(z− z0) and i/(z− z0), respectively. We will show the result for Z (−1)g (1, z0; z) (an expression for Z (−1)g (i, z0; z)
can be obtained analogously) calculated with the aid of Maple.
Thus we consider W = 1/(z − z0) for (x0, y0) ∈ Ω and ﬁnd
Z (−1)g (1, z0; z) = T1,xy[W ] = x− x0|z − z0|2 +
i
xy
A
[
i(xy)2∂z
(
x− x0
xy|z − z0|2
)]
,
where
i(xy)2∂z
(
x− x0
xy|z − z0|2
)
= 1
2|z − z0|4
[(
y20x
2 − x30x+ 3x2 y2 − 3x0x3 + 3x20x2 + 4x0 y0xy
− 4y0x2 y − 3x0xy2 − x0 y20x+ x4
)− i(−x0 y20 y + 4x20xy
+ 2x0 y0 y2 − 5x0x2 y + 2x3 y − x30 y − x0 y3
)]
.
Applying the A operator (integrating from (0,0) to (x, y)) we obtain
A
[
i(xy)2∂z
(
x− x0
xy|z − z0|2
)]
= 1
2|z − z0|2
{(
2x20 y0 − 4y20 y − 4x0 y0x+ 2y0 y2 + 2y30 + 2y0x2
)
arctan
(
y0
x0
)
+ (−2x20x+ x0x2 + x30 + x0 y2 + x0 y20 − 2x0 y0 y) ln∣∣∣∣ z − z0z
∣∣∣∣2
+ (−2x20 y0 + 4y20 y + 4x0 y0x− 2y0 y2 − 2y30 − 2y0x2)arctan( y − y0x− x0
)
+ (−2y0xy + 2x20x+ 2y20x+ 2x3 − 4x0x2)}+ c.
Choosing c = 0 we ﬁnd
Z (−1)g (1, z0; z) = T1,xy[W ]
= x− x0|z − z0|2 +
i
2xy|z − z0|2
{(
2x20 y0 − 4y20 y − 4x0 y0x+ 2y0 y2 + 2y30 + 2y0x2
)
arctan
(
y0
x0
)
+ (−2x20x+ x0x2 + x30 + x0 y2 + x0 y20 − 2x0 y0 y) ln∣∣∣∣ z − z0z
∣∣∣∣2
+ (−2x20 y0 + 4y20 y + 4x0 y0x− 2y0 y2 − 2y30 − 2y0x2)arctan( y − y0x− x0
)
+ (−2y0xy + 2x20x+ 2y20x+ 2x3 − 4x0x2)}. (33)
Property (18) for Z (−1)g (1, z0; z) is illustrated in Fig. 1 by the graph of the function H(x, y) = | Z
(−1)
g (1,z0;z)
(z−z0)−1 | for (x0, y0) =
(1,5) ∈ Ω .
Fig. 1. Graph of the function H(x, y) = |(z − z0) Z (−1)g (1, z0; z)| for the function Z (−1)g (1, z0; z) given by (33) and (x0, y0) = (1,5).
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In [10] and [4] “hyperbolic pseudoanalytic function theory” was studied where hyperbolic numbers D (also called duplex
numbers) [16] deﬁned by
D := {x+ t j: j2 = 1, x, t ∈ R}∼= ClR(0,1)
are considered instead of (elliptic) complex numbers. Here we show that the concept of the transplant operator can be
introduced in this context as well and it allows one to solve hyperbolic main Vekua equations related to the Klein–Gordon
equation.
As in the case of complex numbers, we denote the real and imaginary parts of z = x + t j ∈ D by x = Re z and t = Im z.
Now, by deﬁning the conjugate as z¯ = Cz := x− t j and the hyperbolic modulus as |z|2 := zz¯ = x2 − t2, we can verify that the
inverse of z whenever exists is given by
z−1 = z|z|2 .
The set N C of zero divisors for hyperbolic numbers D, called the null-cone, is given by N C = {x+ t j: |x| = |t|}.
Deﬁnition 15. Let U be an open set in D and z0 ∈ U . Then w : U ⊆ D→ D is said to be D-differentiable at z0 with derivative
equal to w ′(z0) ∈ D if
lim
z→z0
(z−z0 inv.)
w(z) − w(z0)
z − z0 = w
′(z0).
Here z tends to z0 following the invertible trajectories. We also say that the function w is D-holomorphic on an open
set U if and only if w is D-differentiable at each point of U .
Theorem 16. Let U be an open set and w : U ⊆ D → D such that w ∈ C1(U ). Let also w(x + t j) = w1(x, t) + w2(x, t) j. Then w is
D-holomorphic on U if and only if
∂w1
∂x
= ∂w2
∂t
and
∂w2
∂x
= ∂w1
∂t
. (34)
Moreover w ′ = ∂w1
∂x + ∂w2∂x j and w ′(z) is invertible if and only if detJw(z) = 0, where Jw(z) is the Jacobian matrix of w at z.
System of Eqs. (34) is called “hyperbolic Cauchy–Riemann” equations. It was considered in [3,14,11].
For z = x+ t j where x, t are real variables, we deﬁne the operators ∂z and ∂z in the hyperbolic function theory as
∂z = 1
2
(∂x + j∂t) and ∂z¯ = 12 (∂x − j∂t),
such that wz(z) = 0 if and only if hyperbolic Cauchy–Riemann equations (34) are satisﬁed.
Let Ω be a domain in R2 without zero divisors. We consider now the hyperbolic Vekua equation
Wz = f zf W in Ω, (35)
where f is a positive function of x and t , twice continuously differentiable, which will be supposed to be a particular
solution of the following (1+ 1)-dimensional Klein–Gordon equation
(− q)ϕ = 0 in Ω. (36)
Here  := ∂2
∂x2
− ∂2
∂t2
, the potential q is a real-valued function and ϕ is a twice continuously differentiable real-valued
function of x and t .
Theorem 17. (See [10].) Let f be a positive particular solution of (36) inΩ . Then for any real-valued function ϕ ∈ C2(Ω) the following
equalities hold
1
4
(− q)ϕ =
(
∂z¯ + f zf C
)(
∂z − f z
f
C
)
ϕ =
(
∂z + f z¯
f
C
)(
∂z¯ − f z¯f C
)
ϕ.
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of (35) then its real part W1 is a solution of (36), meanwhile its imaginary part W2 is a solution of the following Klein–
Gordon equation
(− q1)W2 = 0 in Ω, (37)
where q1 = −q + 8 | f z |2f 2 (see [10,9]).
Note that in the hyperbolic case the family of real-valued functions φ such that ∂z¯φ = Φ , and Φ = Φ1 + jΦ2, can be
constructed as
Ah[Φ](x, t) = 2
(∫
Γ
Φ1 dx− Φ2 dy
)
+ c,
when Φ satisﬁes the compatibility condition
∂tΦ1 + ∂xΦ2 = 0.
Theorem 18. (See [10].) Given a solution W1 of the Klein–Gordon equation (36), the corresponding W2 such that W = W1 + jW2 is
a solution of the hyperbolic Vekua equation (35) can be constructed according to the formula
W2 = − f −1Ah
[
j f 2∂z¯
(
f −1W1
)]
.
Vice versa, given a solution W2 of the Klein–Gordon equation (37), the corresponding W1 such that W = W1 + jW2 is a solution
of the hyperbolic Vekua equation (35) can be constructed according to the formula
W1 = − f Ah
[
j f −2∂z¯( f W2)
]
.
Now, let g be another positive solution of (36) associated with the following hyperbolic Vekua equation
wz = gzg w in Ω. (38)
For W and w solutions of hyperbolic Vekua equations (35) and (38), respectively, we have that both ReW and Rew
satisfy (36), meanwhile ImW and Imw satisfy two different Klein–Gordon equations
(− q1) ImW = 0 in Ω,
(− q2) Imw = 0 in Ω,
respectively, where q1 = −q + 8 | f z |2f 2 and q2 = −q + 8 |gz |
2
g2
.
In a similar way as in the elliptic case, we introduce a hyperbolic transplant operator T˜ f ,g which transforms solutions
of (35) into solutions of (38) in the following way:
T˜ f ,g[W ] = P+W − jg−1Ah
[
jg2∂z
(
g−1P+W
)]
where P+ = 12 (I + C).
Again by assigning a ﬁxed value in a certain point of Ω to the result of application of Ah , we obtain an invertible
one-to-one map establishing a relation between solutions of (35) and (38). The inverse of T˜ f ,g is given by the expression
T˜−1f ,g[w] = T˜ g, f [w] = P+w − j f −1Ah
[
j f 2∂z
(
f −1P+w
)]
.
The nonnegative formal powers Z (n)m (a, z0; z), where a, z0 and z are hyperbolic numbers, are deﬁned in hyperbolic pseu-
doanalytic function theory as in Deﬁnition 9 for usual (elliptic) pseudoanalytic theory. These formal powers have the same
properties replacing i by j everywhere [10]. Therefore, using hyperbolic transplant operator as in the elliptic case, non-
negative formal powers and generating sequence of the hyperbolic Vekua equation (38) can be obtained from nonnegative
formal powers and generating sequence of (35) in a domain Ω .
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