In this paper, we consider the stability to the global large solutions of 3-D incompressible Navier-Stokes equations in the anisotropic Sobolev spaces. In particular, we proved that for any 
Introduction
In this paper, we consider the stability to the global large solutions of the classical (isotropic) Navier-Stokes equations in the anisotropic Sobolev spaces:
where u(t, x) denote the fluid velocity and p(t, x) the pressure and x = (x h , x 3 ) a point of R 3 = R 2 × R.
In the pioneering paper [14] , J. Leray proved the global existence of weak solutions to (1.1) with initial data in L 2 (R d ). Yet their uniqueness (or propagation/breakdown of regularity for smooth data) has remained to be the biggest open question in the mathematical theory of the incompressible fluid mechanics except the two-dimensional case. On the other hand, given a global large solution u ∈ L ∞ loc ([0, ∞);
), G. Ponce, R. Racke, T.C. Sideris and E.S. Titi [16] proved its global stability under the additional assumption that ∞ 0 ∇u(t) 4 L 2 dt < ∞. This additional assumption was later removed by I. Gallagher, D. Iftimie and F. Planchon in [9] . In fact, the authors [9] proved more general stability results for the global large solutions to (1.1) in the scaling invariant spaces.
The stability result presented in this paper is very much motivated by recent studies [4, 8, 15, 17] to the global wellposedness of the so-called anisotropic Navier-Stokes system, where the usual Laplacian is substituted by the Laplacian in the horizontal variables, namely:
Systems of this type appear in geophysical fluids (see for instance [5] ). It has been studied first by J.-Y. Chemin, B. Desjardins, I. Gallagher and E. Grenier in [4] and D. Iftimie in [11] where it is proved that the system (1.2) is locally wellposed for initial data in the anisotropic Sobolev space With the introduction of the anisotropic dyadic operators defined in (1.4), we recall the following Besov-Sobolev type space B 0, 1 2 , which was first introduced by D. Iftimie in [10] to study the wellposedness of the classical Navier-Stokes system. 
.
In [15] , M. Paicu proved the following wellposedness result for (1. This result was recently generalized by Chemin and Zhang in [8] for initial data in BesovSobolev type space of negative indices. More recently, Zhang [17] claimed the following result: However, it seems to us that there is a gap in the proof of the above theorem in [17] . In Section 3 (see Theorem 3.1) below, we shall present a theorem to this type in the framework of anisotropic Sobolev spaces. And we shall comment more about the gap in [17] in Remark 3.1. We should point out that: although the proof presented in [17] might not be correct, its main idea plays a very important role in the proof of Theorem 3.1.
Now we present the main result of this paper: 
, there holds
is a global solution of (1.1), it follows from Theorem 0.1 of [9] that The paper is organized as follows. In Section 2, we first recall some basic facts from Littlewood-Paley theory, and then derive some product and inner-product estimates which will be used in the subsequent sections. In Section 3, we prove a wellposedness result for (1.2) under the assumption that the horizontal component of the initial data is small enough compared to the vertical one, more precisely (3.1). In Section 4, we present a decay estimate for small solutions of (1.1). Finally in the last section, we establish the uniform estimates for v L ∞ (R + ;H 0,s 0 ) and ∇v L 2 (R + ,H 0,s 0 ) and give the proof of Theorem 1.3.
Let us end this introduction by the notations we are going to use in the sequel. 
Notations. Let
denote L r T (L q v (L p h )) the space L r ([0, T ]; L q (R x 3 ; L p (R x 1 × R x 2 ))),
Preliminaries
In this section, we shall apply Littlewood-Paley analysis to study some product and innerproduct estimates, which will be used in the subsequent sections. For the convenience of the readers, we first recall the following lemma from [2, 3, 8] 
If the support ofâ is included in
In the sequel, we shall frequently use the following anisotropic version of Bony's paradifferential decomposition [1] 
Sometimes, we shall also use its inhomogeneous version. 
Proof. Thanks to Bony's decomposition (2.1), one has
where considering the support to the Fourier transform of the terms above
Note that for any fixed x 3 , there holds
from which and Lemma 2.1, we deduce that
Proof. The main idea of the proof to this lemma essentially follows from that of Lemma 3 of [4] and Proposition 3.3 of [8] . But comparably here the estimate (2.6) is more delicate concerning the homogeneous and inhomogeneous norms of a, b. Noticing that the right-hand side of (2.6) does not contain term with ∂ 3 b, we distinguish the terms with horizontal derivatives from the terms with vertical ones so that
Thanks to (2.2) and (2.4), we have
On the other hand, to deal with I v q , we need to use the assumption that div a = 0 and the trick from [4, 8] . Toward this, we first use Bony's decomposition (2.1) for a 3 
In what follows, we shall successively estimate all the terms above. Firstly as div a = 0, we get by integration by parts that
from which and (2.4), we deduce that
To handle the commutator in I 2,v q , we first use (1.4) and Taylor's formula to get
. Applying Lemma 2.1, Young's inequality and (2.4) yields
Whereas thanks to Lemma 2.1 and div a = 0, we have
which together with (2.4) ensures that
Finally again thanks to Lemma 2.1, we obtain
This gives the estimate of I v q . Combining (2.7) and (2.8), we complete the proof of Lemma 2.3. 2
To handle the pressure term in (1.1), we need to use the following lemma:
Proof. Motivated by [12, 17] , here we again distinguish the terms with horizontal derivatives from the terms with vertical ones so that
Then applying (2.3) gives
On the other hand, thanks to the fact that div a = 0, we have
Then applying Bony's decomposition (2.1) for a k ∂ k a 3 gives
Note that
, and a similar proof of (2.4) ensures
Thus we obtain
q , we first use integration by parts and div a = 0 that
so that applying Lemma 2.1, we obtain
, from which and (2.12), Lemma 2.1, we deduce that
Then applying (2.4) and div a = 0 ensures that
Combining (2.10)-(2.14), we complete the proof of Lemma 2.4. 2
Remark 2.2.
Under the same assumptions of Lemma 2.4, there also holds
In fact, by virtue of (2.11), a similar proof of (2.13) gives 
Proof. Indeed similar to the proof of Lemma 2.4, we first split P as
Notice by a similar proof of (2.4) that 16) from which, we deduce that
While similar to (2.10), one has
which along with (2.16) ensues that
This completes the proof of the corollary. 2
The global wellposedness of (1.2)
The aim of this section is to prove the following global wellposedness result for (1. 
Remark 3.1. In fact, the only gap in the proof of Theorem 1.2 lies in the proof of Proposition 3.2 in [17] . For instance, using Hölder inequality and Lemma 3.3 in [17] , what one can get is
which cannot be dominated by Proof. Motivated by [17] , we first rewrite (1.2) as follows:
We shall use the classical Friedrichs' regularization method to construct the approximate solutions to (3.3). For simplicity, we just outline it here (for the details in this context, see [15] or [3] ). In order to do so, let us define the sequence of operators (P n ) n∈N by
and we define
where (− ) −1 ∂ j ∂ k is defined precisely by
Because of properties of L 2 and L 1 functions the Fourier transform of which are supported in the ball B(0, n), the system (3.4) appears to be an ordinary differential equation in the space
This ordinary differential equation is globally wellposed because
We refer to [3] and [15] for the details. Now let us turn to the uniform estimates for thus obtained approximate solutions. We first apply v q to the horizontal equations in (3.4) and then take the L 2 inner product of the resulting equation with v q u h n to get
where we used the fact that P n u n = u n . Applying Lemma 2.3 and Lemma 2.4 gives
Multiplying 2 2qs 0 to the above inequality and summing up for q ∈ Z, then integrating the result-
Whereas a standard energy estimate applied to the u h n equations of (3.4) gives
where we used Corollary 2.1 in the last step. Therefore, thanks to (3.6), (3.7) and Young's inequality, we obtain
, we get by using Gronwall inequality that
Similarly, applying v q to the u 3 n equation in (3.4) and taking the L 2 inner product of the resulting equation with v q u 3 n , we obtain
where we used the fact that ∂ 3 u 3 n = − div h u h n . Thanks to Lemma 2.3, we have
Therefore, thanks to (2.15) and (3.10), we get by multiplying (3.9) by 2 2qs 0 and taking summation for q in Z that
While again as div u n = 0, similar to (3.7), we have
Therefore, applying Young's inequality, we obtain
Now let us define
for η 0 given by (3.1). We claim that if η 0 is small enough, then, T * n = +∞. In fact, if T * n < ∞, (3.12) implies that for every T n < T * n , there holds
from which, we deduce from (3.
Inserting (3.13) into (3.11) results in
provided that η 0 satisfies (3.1) for some ε 0 sufficiently small. (3.13) and (3.14) contradict with (3.12 ). This in turn shows that T * n = ∞. With (3.12) being obtained for T * n = ∞, one can prove the rest of Theorem 3.1 via standard argument. One may check [15] or [3] 
Decay of global small solutions to (1.1)
The aim of this section is to consider the decay of global small solutions to (1.1), which will be used in proof of Proposition 5.1 below, more precisely (5.9). In order to do so, we first recall the anisotropic Littlewood-Paley operators from [10] . Let i ∈ 1, 2, 3, q ∈ Z and q = (q 1 , q 2 , q 3 ) ∈ Z 3 , we definė
Definition 4.1. Lets ∈ R 3 , we defineḂs(R 3 ) the space of distributions, which is the completion of S(R 3 ) by the norm:
With initial data in the anisotropic Besov spaceḂs(R 3 ), one needs the following space from [7, 10] to study the wellposedness of (1.1): 
Definition 4.2. For r ∈ [1, +∞],s ∈ R 3 and T ∈ (0, +∞], we define
. 
Proof of Theorem 4.2. We shall use Picard's contraction principle to prove this theorem. Firstly, as in [3, 13] , for divergence free vector fields (v, w),
where P is the Leray projection operator, so that the system (1.1) can be equivalently reformulated as
We now define the solution space as follows:
for a, b satisfying the properties listed in Theorem 4.2.
We first prove that B(·, ·) is a continuous bilinear operator on E T × E T . In fact, for any u, v ∈ E T , we get by using Lemma 2.1.2 of [3] and Lemma 4.1 that
where and in what follows, we always denote (dq )q ∈Z 3 as a generic element of 2,2,1 with the norm of which equals 1. Thus, we obtain
Similarly, we have
, which gives
On the other hand, applying the Duhamel principle to (4.2), one has 
Therefore, we obtain
Thanks to (4.4)-(4.5) and (4.7), we arrive at
With (4.8) , to use Picard's contraction principle, we still need to study the mapping properties the e t u 0 . In fact, a similar proof of (4.6) gives 
, which implies that 
is not small, for any δ > 0, we can split u 0 as
which together with (4.9) implies that
Thanks to (4.10) and (4.12), we arrive at 
This completes the proof of Theorem 4.2. 2
The proof of Theorem 1.3
Corresponding to the classical result (like Proposition 1.2.1 of [3] ) concerning small solutions to (1.1), we shall first establish a property of small solutions to the system (1.1) in the anisotropic Sobolev space. 
Furthermore, there exists a generic positive constant C such that
Proof. Similar to the proof of Theorem 3.1, we can prove the existence part of Lemma 5.1 by constructing the approximate solutions to (1.1) first, then performing uniform estimates for such approximate solutions, finally using a standard compactness argument. Whereas the uniqueness theorem in [10] ensures the uniqueness part of Lemma 5.1. For simplicity, we just present the detailed proof of (5.2) for smooth enough solution of (1.1) under the assumption (5.1). We first act v q to (1.1) and then take L 2 inner product of the resulting equation with v q u to get
Whereas thanks to (2.3), one has
Then multiplying (5.3) by 2 2qs and taking summation for q ∈ Z, we obtain
Now we define
we claim that T * = ∞ under the assumption of (5.1). Otherwise, if T * < ∞, one first gets by a standard energy estimate that 6) which implies that
for t < T * . Then thanks to (5.4), we arrive at
applying (5.6) and Gronwall inequality gives
Thus if we take c 0 sufficiently small in (5.1), we have
which contradicts with (5.5), and it in turn proves that T * = ∞ and there holds (5.2). This proves Lemma 5.1. 2
With Lemma 5.1 and motivated by the proof of Theorem 2.1 of [9] , we now turn to the study of the global behavior of a given global solution to (1.1). Moreover, (4.1) ensures that
Now we define vh def = v − v , which satisfies:
Then we get by a standard energy estimate that for any t 0 > 0, (5.10) from which and (5.9), we deduce that
Applying Gronwall's inequality yields
, from which and the interpolation inequality that
we arrive at
In particular, for all t t 0 + 1, we obtain
This ensures that there exists a t η ∈ (t 0 , ∞) such that for any η > 0, vh(t η ) Ḣ 0,s η. In particular, we can find a t δ ∈ (t 0 , ∞) such that
which together with (5.8) implies that
Then applying Lemma 5.1 gives Proof. Thanks to (2.1), we split ab as 13) whereas notice that 14) which together with (2.4) applied gives
for q > N 0 . While for −1 q N 0 , a similar proof of (5.13) gives
for q −1.
On the other hand, a similar proof of (2.2) gives 17) for q > N 0 . Whereas for q N 0 , a similar proof of (5.13) yields
This in turn shows that (5.17) holds for q −1. Combining (5.16) with (5.17), we complete the proof of Lemma 5.2. 2
To prove Lemma 5.4 below, we shall frequently use the following inequality:
Proof. In fact, for any fixed x 3 , we get by using interpolation inequality in 2-D that
applying Hölder inequality in the x 3 variable gives (5.18). 2 
Whereas it follows from Lemma 2.1 and (5.18) that
from which, we deduce that
where we used the fact: 1 − 
Whereas thanks to (5.21), we have
and by virtue of (5.22), one has
Hence, we obtain 
. Again we first consider the high frequency part. In fact, for q > 5, one gets by using Lemma 2.1 that
, from which, Lemma 2.1 and (5.18), we deduce that 
However, it follows from Lemma 2.1 that 
