Abstract. With the recent trend of analysing the process of computation through the linear logic looking glass, it is well understood that the ability to copy and erase data is essential in order to obtain a Turingcomplete computation model. However, erasing and copying do not need to be explicitly included in Turing-complete computation models: in this paper we show that the class of partial recursive functions that are syntactically linear (that is, partial recursive functions where no argument is erased or copied) is Turing-complete.
Introduction
In the definition of recursive functions, together with recursion, a key mechanism in the process of computation is the ability for functions to duplicate and to discard their arguments (i.e., management of resources: erase and copy). In this paper we focus on this aspect of computation, which has attracted a great deal of attention in recent years. We say that a function is linear if it uses its arguments exactly once.
Primitive recursive functions, which we shall call PR, are a class of functions which form an important building block on the way to a full formalisation of computability. Intuitively speaking, (partial) recursive functions are those that can be computed by some Turing machine. Primitive recursive functions can be computed by a specific class of Turing machines that always halt. Many of the functions normally studied in number theory, and approximations to real-valued functions, are primitive recursive: addition, division, factorial, exponential, finding the n th prime, and so on [9] . In fact, it is difficult to devise a function that is not primitive recursive; Ackermann's function is a well-known example of a non-primitive recursive function. The class of PR functions is the least set including the zero, successor and projection functions, and closed under the operations of composition and primitive recursion. In the definition of PR, zero and successor give access to the natural numbers and the projection functions are useful for erasing, copying and permuting arguments. Copying and erasing (i.e., the ability for functions to duplicate and to discard their arguments) are key operations in the definition of all interesting functions by primitive recursion, and in particular in the definition of the two operations used to define PR itself: composition and the primitive recursive scheme.
In this context the following question arises: can we define the class of primitive recursive functions without explicitly relying on copying and erasing? In this paper we show that the answer is yes; more precisely, we show that any primitive recursive function can be defined using a syntactically linear system. Furthermore, we show that any computable function can be defined using a single minimisation operator and linear functions. This yields an alternative formulation of the theory of recursive functions, where each function is linear; we call this class of functions linear recursive functions.
To define linear primitive recursive functions, which we shall call LPR, we start by specifying a set of linear initial functions (projections are not linear, so we will use natural numbers and the identity function), together with composition of linear functions and a linear primitive recursive scheme (i.e., primitive recursion where each function uses its arguments exactly once). Linear primitive recursive functions offer an implicit approach to copying and erasing. We can express both the process of copying a number and the process of erasing a number, as linear primitive recursive functions. Thus, the classes PR and LPR coincide.
Summarising, our main contributions are:
-Definition of linear primitive recursive functions (LPR)-a class of functions defined by the initial functions zero, successor, and identity, together with linear composition and pure iteration. -Simulation of erasing and copying in LPR, in particular, projections can be simulated by permutation followed by a linear erasing. Using this result, we show that LPR and PR are exactly the same class of functions. -Any general recursive function (i.e., any computable function) can be obtained if we add a minimisation operator working on linear primitive recursive functions.
This work exhibits a redundancy in the definition of recursive functions, and shows that a minimalistic definition of primitive recursion, based on linear functions, is sufficient. This is one more indication of the power of linear functions.
Related work: There are several alternative definitions of the primitive recursion scheme [22, 15, 16, 21, 10] . In some of these works, for instance [16, 10] , primitive recursion was replaced by pure iteration. Pure iteration is a linear scheme, in the sense that arguments of functions are used exactly once. Gladstone [16] gave a definition of primitive recursion using the standard initial functions and composition, but replaced primitive recursion by pure iteration. Here we refine this definition by replacing also the initial functions (by linear initial functions) and the composition scheme (by a linear composition scheme). We then show that this defines a set of linear functions that corresponds exactly to the primitive recursive functions.
Burroni [10] defined a category of primitive recursive functions with rather intuitive graphic descriptions of its objects. The definition of PR in this category is very close to ours (in particular iteration is also used instead of primitive recursion). The main difference from our work is the underlying approach: Burroni uses a categorical approach, while we use a standard recursion theory approach in the definition of PR. As an example of this, in [10] , the construction of natural numbers uses an axiom similar to the Peano-Lawvere [19] axiom (more suitable in a categorical approach), instead of the Peano axioms which build numbers using the successor function.
There are several formalisms based on the notion of linearity that limit the use of copy and erasing. This includes languages based on a version of the λ-calculus with a type system corresponding to intuitionistic linear logic [12] . This calculus (which can be seen as a minimal functional programming language) provides explicit syntactical constructs for copying and erasing terms (corresponding to the exponentials in linear logic) [1] .
From another perspective there have been a number of calculi, again many based on linear logic, for capturing specific complexity classes ( [6, 11, 14, 7, 18, 25, 8] ). One of the main examples is that of bounded linear logic [14] , which captures the class of polynomial time computable functions. This paper is part of a research project which aims at studying the notion of linearity in computation, and at analysing the computation power of linear systems. The results described here provide the foundations for a series of results, including the definition of a linear version of Gödel's System T [2] with a decidable typing system for polymorphic iteration [4] . Current research in this area includes the definition of an alternative version of System T which uses the linear λ-calculus and pure iteration with standard (monomorphic) linear types, without losing any of the computational power of Gödel's original definition. This paper is also a starting point for studying the connection between cartesian closed categories and symmetric monoidal closed categories. This work, which began in [20] , studies this question using the internal languages (which are respectively the λ-calculus and the linear λ-calculus).
In the next section we recall the background material. In Section 3 we define the linear primitive recursive functions, and in Section 4 we show how any PR function can be encoded as an LPR function and vice versa. In Section 5 we define linear recursive functions and show that any computable function can be written as a linear recursive function. Section 6 briefly discusses higher-order primitive recursion. Finally we conclude the paper in Section 7.
Background
We assume familiarity with recursion theory, and recall some basic notions along the lines presented in [23] . We refer the reader to [23] for more details.
Primitive recursive functions
Notation: We use x 1 , . . . , y 1 , . . . to represent natural numbers, f, g, h to represent functions and X 1 , . . . to represent sequences of the form x 1 , . . . , x n . We only have tuples on natural numbers, thus we will work modulo associativity for simplicity:
Definition 1 (Primitive recursive functions). A function f : Nat k → Nat is primitive recursive if it can be defined from a set of initial functions using composition and the primitive recursive scheme defined as:
1. The natural numbers, built from 0 and the successor function S. (We write n or
Projection functions: pr
we omit the superindex when there is no ambiguity.
-Composition, which allows us to define a primitive recursive function h using auxiliary functions f , g 1 , . . . , g n where n ≥ 0:
). -The primitive recursive scheme, which allows us to define a recursive function h using two auxiliary primitive recursive functions f , g:
In [16] it was shown that primitive recursion could be replaced by a more restricted recursion scheme, called pure iteration:
The function h g (X, n), obtained by the last scheme, is the result of applying the function g n times to X. Hence we may write h g (X, n) to denote the function g n (X). In the sequel we sometimes use the notation h f for the operator that iterates f (using the pure iteration scheme).
We do not have constant functions of the form C(X) = x as initial functions. However, we can see 0 as a constant function with no arguments, and every other constant function can be built by composition of 0 and S, and projections. For instance, the constant function zero(x, y) = 0 is defined as an instance of composition (using the initial, 0-ary function 0) and one(x, y) = S(zero(x, y)), again as an instance of the composition scheme.
Note also, that functions obtained from primitive recursive functions by introducing "dummy" variables, permuting variables, or repeating variables, are also primitive recursive functions. To keep our definitions simple, we will sometimes omit the definition of those functions. We give some examples below. Example 1. Consider the standard functions add and mul from Nat 2 to Nat:
The function add can be defined by primitive recursion as follows:
where
The primitive recursive function mul is defined by:
In the sequel, we consider primitive recursive functions from Nat k to Nat l , since every primitive recursive function from Nat k to Nat l can be transformed into a primitive recursive function from Nat k to Nat, and vice versa (see [24] for details).
Recursive functions
Definition 2 (Minimisation). Let f be a total function from Nat n+1 to Nat. The function g from Nat n to Nat is called the minimisation of f and is defined as: g(X) = min{y | f (X, y) = 0}. We denote g as µ y (f ).
Definition 3 (Recursive functions).
The set of (partial) recursive functions is defined as the smallest set of functions containing the natural numbers (built from 0 and the successor function S) and the projection functions, and closed by composition, primitive recursion and minimisation.
In particular, every primitive recursive function is recursive (since in both definitions we use the same initial functions, composition and primitive recursive scheme). Closure by minimisation implies that for every n ≥ 0 and every total recursive function f : Nat n+1 → Nat, the function M f : Nat n → Nat defined by M f = µ y (f ) is a recursive function.
We recall the following result from Kleene [17] .
Theorem 1 (The Kleene normal form). Let h be a partial recursive function on Nat k . Then, a number n can be found such that
where f and g are primitive recursive functions.
Linear primitive recursive functions
Definition 4. A function f : Nat k → Nat j is linear primitive recursive if it can be defined from a set of linear initial functions using linear composition and the linear primitive recursive scheme defined as follows:
-Initial functions:
1. The natural numbers, built from 0 and the successor function S. We write n or S n 0 for S . . . (S n 0).
The identity function (Id
where (X 1 , . . . , X k ) = (x 1 , . . . , x n ). -Pure iteration, which allows us to define a recursive function h g using an auxiliary linear primitive recursive function g:
Note that the condition (X 1 , . . . , X k ) = (x 1 , . . . , x n ) in the definition of linear composition above is simply a concise way of saying that each argument of the function h must be used exactly once in the composition (it may seem that this condition also restricts the order in which arguments are used, but we will show below that permutations can be defined as primitive recursive functions).
Example 2.
A simple example of a linear primitive recursive function is addition. It can be defined as follows, where g(x) = S(x):
Gladstone [16] defined the primitive recursive functions using the standard initial functions and composition, with pure iteration as a recursion scheme (indeed the name comes from [16] ). Burroni [10] , from a categorical approach, gave a definition of PR that is very close to ours, except that a different construction of natural numbers is given.
Some useful linear primitive recursive functions
Erasing the last element of a tuple. The function E last , which erases the last element of a tuple, is defined as:
Lemma 1. For any X and number n, E last (X, n) = X.
Proof. By induction: E last (X, 0) = X and E last (X, S n) = Id(E last (X, n)) = Id(X) = X.
We can use the fact that we can erase the last element of a tuple, to erase at any position. We define E i , the function that erases element i of a tuple as:
Proof. Follows from the correctness of E last .
The zero function. Using the function that erases the last element one can define a function zero, such that zero(X) = 0. The function zero is defined as:
Lemma 3. For any X, zero(X) = 0.
Proof. By induction on the length of the tuple X.
Linear copying. We now define copying using pure iteration. The function C 1 k produces k copies of a number:
where h f denotes the function obtained by using the pure iteration scheme with the auxiliary function f .
Lemma 4. For any number n, and any
Proof. By induction:
This can be generalised to copy tuples. We use C i j to denote copying j times a tuple with i elements. We first show how to define C 2 2 , then after encoding permutations we define C i j .
Proof. Using the definition, C 2 2 (x 1 , x 2 ) = h ((x 1 , 0, x 1 , 0), x 2 ). The result follows by induction on x 2 .
Permutations. We now define the swapping function π(x, y) = (y, x), as follows:
Permutations on any tuple can be obtained from composition of swappings and the identity. We will use π to denote permutation functions.
Having defined permutations, we define C i j as:
To simplify notation, we use C to denote C i j , when there is no ambiguity.
Example 3. Using the erasing and copying functions, we can define multiplication as a linear primitive recursive function.
Using these ideas we will define a systematic translation of primitive recursive definitions into linear primitive recursive functions.
From linear primitive to primitive and back
In this section we show that every primitive recursive function is linear primitive recursive. We also show that linear primitive recursive functions do not add any power to primitive recursive functions, i.e., the two classes coincide.
Primitive recursive functions are linear primitive recursive
A summary of the encoding of primitive recursive functions using linear primitive recursive functions is given as follows:
Primitive recursive Linear primitive recursive 0 and S 0 and S projections permutations + linear erasing composition linear composition + linear copying + linear erasing recursive scheme pure iteration + linear copying + linear erasing
Projections. There are many alternative definitions of projections using linear primitive recursive functions, for instance:
Proof. By induction on n.
-Basis: pr 1 (x 1 ) = x 1 .
-Induction:
Multiple projection can be defined as follows:
Proof. By induction on n − k.
-pr {1,...,n} (x 1 , . . . , x n ) = (x 1 , . . . , x n ).
Composition. We now define composition (see Definition 1), using linear primitive recursive functions. Let h(X) = f (g 1 (X), . . . , g k (X)) where X = x 1 , . . . , x n , and assume there are linear primitive recursive functions f L , and g
Then we define h using the linear composition scheme as follows:
Primitive recursive scheme. We now define the primitive recursive scheme of Definition 1, using linear primitive recursive functions. Let f L and g L be such that for the auxiliary functions f and g in the primitive recursive scheme we have:
We define h L in the following way:
Lemma 8. For any X, and number n, h g1 (f 1 (C(X)), 0, n) = (h(X, n), X, n).
Proof. By induction: h g1 (f 1 (C(X)), 0, 0) = (f L (X), X, 0) = (h(X, 0), X, 0) and
Lemma 9. For any X, and number n:
Example 4. The primitive recursive function mul defined in Example 1, can be encoded as the following linear primitive recursive function:
with
Assuming g L to be the encoding of add(pr 1 (x 1 , x 2 , x 3 ), pr 3 (x 1 , x 2 , x 3 )) and f L (x) = E(x). Notice that a more simple encoding of this function is possible as was shown in Example 3.
Linear primitive recursive functions are primitive recursive
A summary of the encoding of linear primitive recursive functions using primitive recursive functions is given as follows:
Linear primitive recursive Primitive recursive 0 and S 0 and S Id projection linear composition composition + projection pure iteration recursive scheme + projection
Identity. This is just a trivial projection Id(x) = pr
Linear composition. We now define linear composition, using primitive recursive functions. Let f P , and g P 1 , . . . , g P k be such that
and (X 1 , . . . , X k ) = π(X). Then we define linear composition as
where g i (X) = g P i (pr Ii (X)), with I i = {i 1 , . . . , i m } ⊆ {1, . . . , n}, and if X = x 1 , . . . , x n , then X i = x ji 1 , . . . , x ji m .
Pure Iteration. Let g P be a primitive recursive function from Nat k to Nat l , such that for the auxiliary function g in the pure iteration scheme we have:
. We define h P in the following way:
Lemma 10. For any X = x 1 , . . . , x k , and number n, h P (X, n) = h g (X, n).
-Basis: h P (X, 0) = f (X) = X = h g (X, 0).
Using the encodings described above, we define the following translation functions:
Definition 5. -Let f be a primitive recursive function. Then f L will denote a linear primitive recursive function such that: f (X) = f L (X). -Let f be a linear primitive recursive function. Then f P will denote a primitive recursive function such that: f (X) = f P (X).
We thus obtain the main result of this section:
Theorem 2. Every PR function is LPR, and vice versa. That is P R = LP R.
Minimisation of linear functions

Partial linear recursive functions
The minimisation operator defined in Section 2 (see Definition 2) can also be applied to linear functions.
Definition 6 (Minimisation). Let f be a linear recursive function from Nat n+1 to Nat. The minimisation of f , written µ y (f ), is the function from Nat n to Nat defined as: µ y (f )(X) = min{y | f (X, y) = 0}. Definition 7 (Linear recursive functions). The set of linear recursive functions (LRF) is the smallest set containing the initial functions 0, S and Id (that is, natural numbers and the identity function, as in Definition 4) and closed by linear composition, pure iteration, and minimisation.
In particular, every linear primitive recursive function is linear recursive, and for every n ≥ 0 and every total linear recursive function f : Nat n+1 → Nat, the function M f : Nat n → Nat defined by M f = µ y (f ) is a linear recursive function.
From recursive to linear recursive
Theorem 3. Let h be a (partial) recursive function on Nat k . Then there exists a linear recursive function h L on Nat k , such that: h(x 1 , . . . , x k ) = h L (x 1 , . . . , x k ).
Proof. Let h be a recursive function on Nat k . Then, by Kleene's theorem, there exists f and g primitive recursive, and a number n, such that h(x 1 , . . . , x k ) = f (µ y (g(n, x 1 , . . . , x k , y)) ).
Consider then the function h L (x 1 , . . . , x k ) = f L (µ y ( g L (n, x 1 , . . . , x k , y))). Notice that g(n, x 1 , . . . , x k , y) = g L (n, x 1 , . . . , x k , y) ⇒ µ y (g(n, x 1 , . . . , x k , y)) = µ y ( g L (n, x 1 , . . . , x k , y)) ⇒ f (µ y (g(n, x 1 , . . . , x k , y) )) = f L (µ y ( g L (n, x 1 , . . . , x k , y)) ).
Thus
h(x 1 , . . . , x k ) = f (µ y (g(n, x 1 , . . . ,
The function h L is linear recursive. An alternative proof could be written using the fact that closing isomorphic sets of functions with the same minimisation functor gives isomorphic sets. 
Primitive recursion at higher types
It is well known that a primitive recursion scheme at higher types permits the representation of all the functions that are provably total in Peano Arithmetic (see e.g., [13] ). The most commonly known formalism for this is Gödel's System T . Using and extending techniques similar to the ones shown in Section 4 we can also prove that: Theorem 4. All functions provably total in Peano Arithmetic are linear.
The essential points in the proof of this theorem are the mechanisms for copying and erasing functions; we refer the reader to [3] for the technical details.
Conclusion
The aim of this paper is to demonstrate that linear computations are powerful: linear recursive functions can express copying and erasing, thus all Turing computable functions are linear recursive. Moreover, without minimisation but with the addition of higher-order constructs, any function definable in Gödel's System T is linear.
