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In the era where structures and devices are of the order of nanometers, a detailed 
understanding on the heat carriers in nanostructured devices is required to enable further 
improvements and advances.   
In the first portion of this thesis we develop a new methodology to measure phonon mean 
free path (MFP) contribution to thermal conductivity.  Molecular dynamics (MD) is used 
to determine the thermal conductivity of argon with a modified Leonard Jones potential as 
a function of the modulation frequency. We observe a decrease in the thermal conductivity 
as the heat transport enters the ballistic regime by an order of magnitude. This agrees with 
some of the recent literature on similar experimental work. We further compare the trends 
by performing Boltzmann Transport Equation (BTE) simulations.  
In the second part we analyze the effective medium theory as modified by Minnich and 
Chen, to understand the size effect of metal particles in non-metal composites. We predict 
results for a range of materials and sizes, and compare the results using the two temperature 
model (TTM) and a finite element analysis.
1 
 
CHAPTER 1. INTRODUCTION 
1.1 Introduction 
There is tremendous focus on research dealing with nanoscale energy transport - length 
scales equivalent to phonon mean free paths[1–5]. This is mainly owing to the fact that the 
effective properties of the materials and devices may be altered to show more desirable 
properties. With continual progress at micro and nano scale for fabrication processes and 
system integration, factors such as heat dissipation have made it difficult to improve the 
performance, efficiency and reliability of devices such as microprocessors and solar cells.  
a) b) 
 
( D. Weller of Seagate Research) 
 





To be able to alter material properties – create surface defects, modify grain boundaries or 
just fabricate nano-scale devices, it is imperative to have a clear understanding of heat 
transport mechanisms at the respective length scales. Figure 1.1 depicts a) a heat assisted 
magnetic recording device and b) a graphene-MoS2 based transistor, both novel devices 
that need a better understanding of nano scale heat transfer to further evolve. 
In this work, a detailed analysis of thermal transport involving nano/meso-scale effects is 
conducted. In the first portion, heat transfer under high modulating frequency is studied 
and a new technique is developed using MD and BTE simulations to predict the thermal 
conductivity for argon with a modified LJ potential. The resulting nonlocal effects caused 
by the fast switching transients is evaluated and compared with the bulk properties of the 
material.  
The second portion of this thesis deals with electron-phonon coupled thermal transport in 
composite materials with micro- to nano-sized inclusions. The effective thermal 
conductivity of the material as a function of the inclusion size is investigated. Further, a 
critical size inclusion is calculated that would   result in the particle ceasing to exhibit any 







CHAPTER 2. BALLISTIC TRANSPORT IN HIGH FREQUENCY FLUX DOMAIN 
2.1 Theory and Significance of Ballistic Transport 
2.1.1 Heat Transfer via Conduction in Solids 
The Fourier’s Law comes into effect for large length scales via conduction in solids. The 
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where k is thermal conductivity, J is the heat flux, over distance x and T is the 
temperature. This is dependent on the material properties and temperature difference 
across measured ends thus making it a local theory [9]. The other considerations while 
solving using this temperature profile is that the system of interest behaves classically 
and the energy transport is diffusive.  
 
2.1.2 Ballistic Energy Transport 
In semiconductors or insulators, the collective lattice vibrations or phonons account for the 
dominant portion of the heat conduction. At length scales comparable to the mean free 
paths (MFP) of phonons, the classical heat conduction models based on Fourier’s law fail 
as the regime fails to attain local thermal equilibrium resulting in non-diffusive/ballistic 





values. Phonons in non-metals have a range of frequencies and mean free paths, thus the 
energy transport transits from diffusive to ballistic gradually, with the Fourier’s law being 
less accurate for smaller length scales[4,10]. 
 
Another equation to approximately predict the thermal conductivity is via kinetic theory 
[11] which is used to derive thermos-physical properties of a broad range of materials. It 





𝐶 𝑣𝜆𝑎𝑣𝑔                                                                 2. 2 
Where C is the volumetric heat capacity, ν is the carrier velocity and λavg is the average 
distance travelled by the carriers between collisions - mean free path. It is considered that 
a particle travels in a given direction over a length λ, after which it collides and causes 
heat flux as a function of the velocity and MFP of the particle. This gray technique using 
mean free paths of carriers works well in gases but again fails to predict the thermal 
conductivity in solids that have a large spectrum of mean free paths for phonons[12].  
To segregate the thermal conductivity relating to the mean free path of the phonons the 
accumulation function is given by[13] 
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Where λ is the phonon MFP, CMFP is the volumetric heat capacity per unit phonon MFP 
and s indexes the phonon polarization. Thus Equation (2.3) helps determine the 





λ*. This particular equation is of great interest owing to the fact that it helps predict the 
thermal properties of nanostructures that fail to achieve the bulk thermal conductivity. 
2.1.3 Frequency Dependence of Thermal Conductivity 
Several studies have shown the dependence of frequency on the thermal conductivity of 
given materials using several experimental and numerical techniques[9,12,14,15]. The 
periodic heat flux induced by the pump laser results in a thermal response with a 
characteristic penetration depth. 
                
 
 
Figure 2.1. Depiction of change in thermal penetration depth of phonons 





As depicted in figure 2.1, an increasing heating frequency results in a decrease in the 
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where Lp is the penetration depth, k is the thermal conductivity, C is the volumetric heat 
capacity and f is the modulation frequency of the input flux. Equation (2.4) helps 
determine the thermal penetration depth, which implies that phonons with MFP>Lp will 
travel ballistically.  
As per the experimental setups in several groups the specimen is considered as a semi-
infinite solid with periodic heating boundary condition at one end. The frequency and 
value of the applied heat flux are the known parameters and the surface temperature rise 
can be measured. The fluctuation amplitudes decays exponentially from the temperature 
rise at the surface of the substrate. To derive the thermal conductivity based on the 
surface temperature rise of the substrate, by applying Fourier’s law at x= 0 we obtain 
Equation (2.5) [8] 
𝐽 = 𝑘 ∆𝑇√
ω
𝛼
 sin (ώ𝑡 +
𝜋
4
)                                                        2. 5 
where ω is the modulation frequency (2𝜋𝑓 ) of the applied flux and α is the thermal 
diffusivity. 
As depicted in figure 2.2 the temperature within the system fluctuates about the mean 
temperature Ti as a result of the input modulation heat flux at the surface. The temperature 





𝑇(0, 𝑡) = 𝑇𝑖 + ∆𝑇 sin ω𝑡                                                        2. 6 
 
 
Figure 2.2. Semi-infinite device with applied high frequency heat flux resulting 
in a penetration depth. 
 
The temperature rise of the interior point nodes of the system may be fitted to predict the 
apparent thermal conductivity from the ratio of the temperature rise at interior points and 
the surface at any time t as 
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This solution may only be applied after a quasi-steady state has been achieved in the system 
at which the temperature profile through the system fluctuates steadily across the average 
temperature value of the system.     
2.1.4 Experimental Techniques and Progress 
Several groups have been trying to induce non-diffusive thermal transport and 





regime of phonon MFPs. Time domain thermoreflectance(TDTR) technique has emerged 
as an important tool to measure thermal conductivity with the possibility for application 
over a range of sample geometries and dimensions[2,4,12,14,16]. It is an optical non 
contact method that can be applied in high temperature microscope settings. Here the 
length scale of the experiment corresponds to the spot size of the laser.  The limitation of 
this technique is that it requires the surface of the sample to be extremely smooth, ideally 
under 15nm [2]. The technique is sensitive to the thermal conductivity in the through 
thickness direction, the direction anti parallel to surface normal. Also, the techniques 
applicability at low temperatures<30K is limited.  Broadband frequency domain 
thermoreflectance (BB-FDTR) is another technique that takes the penetration depth as the 
main length scale. The use of continuous wave lasers in this technique help eliminate 
multiple time scales associated with TDTR [12,15]. BB-FDTR does not allow for 
measurements in the nanosecond regime which is possible in the TDTR experiments. 
Transient Thermal Grating (TTG) is another technique that is used where in the period of 
the pulsed optical grating is in the scale of the MFP of the phonons and a periodic 
temperature profile is subsequently induced[17,18].  
Koh et al. use TDTR to measure MFPs of In0.49Ga0.51P0.53, In0.53Ga0.47As and Si0.4Ge0.6 as 
a function of modulation frequency and limited by the same. They assume  some of the 
phonons to be ballistic over the cross plane thermal diffusion length[14]. They conduct 
their experiments over a range of modulation frequencies, 0.1 to 10MHz and temperature 
88 to 300K. They provide evidence of the dependence of thermal conductivity on 
frequency in their epitaxial semiconductor alloys. Chen et al. developed one of the first 





thermal conductivity spectroscopy technique was applicable across a wide range of 
materials and length scales, giving direct insight into distribution of heat across different 
phonon modes[18]. The thermal conductivity measure by them was independent of 
modulation frequency, with the pump diameter being the dominant length in contrast to the 
1-dimensional thermal penetration depth.  
Malen et al. use BB-FDTR technique to probe into the thermal conductivity of GaAs, GaN, 
AlN and 4H-SiC as a function of the phonon MFP, by generating a high frequency  surface 
temperature modulation to produce non-diffusive phonon transport[12]. To be able to 
develop a better expression for the universal thermal conductivity accumulation function 
at high temperatures, they take into consideration the dominance of Umklapp scattering at 
temperatures above peak thermal conductivity. They thus take the expression for relaxation 
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Here τ is the relaxation time, P and CU represent material constants that describe the 
Umklapp scattering rates, T is the temperature and ω is the phonon frequency. In another 
paper, Malen et al. also estimate the span of phonon MFP contributions in silicon over 0.3-
8 μm. They conclude that MFP in the micron range contribute to the thermal conductivity 






2.2  Current Techniques to Predict kbulk 
2.2.1 Non-Equilibrium Molecular Dynamics (NEMD) 
2.2.1.1 A Brief Introduction to NEMD 
Molecular Dynamics is an atomic level method that integrates Newton’s second law of 
motion restricted to follow classical dynamics. The interatomic potential determines the 
applied forces between the atoms[20,21]. MD simulations naturally take into account 
structural details such as defects, interface, strain, surface reconstruction, etc[22].  
For thermal transport modelling MD is limited by the following drawbacks. In many 
systems the computational requirements to obtain enough data to observe forming trends 
for the technique are massive. MD cannot also explicitly include electrons. Also, since the 
calculation mechanism is classical the phonon mode energy is taken as kbT and the actual 
energy distribution given by plank distribution is not taken into account. 
NEMD technique is commonly used to predict the kbulk of given materials. A temperature 
gradient across the simulation cell is maintained by applying temperature boundary 
conditions at the two ends. This in turn generates a heat current across the system. We may 
then calculate the thermal conductivity using Fourier’s law from Equation (2.1). 
Where A is the cross sectional area of the system. The phonon MFP due to scattering of 
phonons at the boundaries is limited by the Equation (2.9) 
𝜆−1 = 𝜆∞
−1 + 𝐿−1                                                                 2. 9 
Where λ is the phonon MFP, λ∞ is the intrinsic phonon MFP in the bulk limit and L is the 
distance between the thermostats[23]. In the given technique a heat source and a heat sink 






Fourier’s law the gradient at steady state is used to predict the thermal conductivity of the 
system[2].  
 
2.2.1.2 Model System and Simulation Results 
The unitary model system composed of atoms having an atomic mass of 40.0g/mol was 
constructed by stacking face centered cubic unit cells in the [1 0 0] direction. The total 
length of the system was 600 nm with a cross sectional area of 456 sq. Å. The Lennard-
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Where φij is pairwise interaction potential , rij is the distance between atoms i and j, σ is the 
zero potential energy pair separation and ϵ is the potential well depth. As compared to the 
parameters for a general argon structure σAr= 0.34 nm, ϵAr=0.0104 eV, the modification for 
the current system consisted of a cutoff radius of 2.5 σAr and  ϵ = 16ϵAr thus creating an 
overall bonding potential much stronger than found in argon. The temperature ws 
maintained at 30 K. This was done in order for the structure to mimic materials like Si, Ge. 
This is done because running these simulations on silicon are computationally expensive. 
The argon substrate can help accurately predict the trend and material properties while 
being computationally less demanding. 
We leave out 1 nm regions at the two ends of the system (dark regions) as frozen to serve 
as  fixed boundary conditions. The device of length 400nm is sandwiched between heat 
baths on either end of length 100nm each. Simulation time step used over here is 1fs based 
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The simulations are used using LAMMPS package. Periodic boundary conditions are 
applied to all three directions  with x as the length direction [100] and y and z as the lateral 
directions. Gaussian distribution is used to assign each atom with a random velocity vector, 
having a total mean of 0 and temperature variance of 5 K. The domain is relaxed to a NPT 
ensemble with a 0 pressure. Over a duration of 100 ps the temperature of the system is 
raised gradually to 30K and then maintained at that temperature for another 100 ps. The 
NEMD simulation consists of the heat baths the left one acting as a heat source while the 






0.025eV/ps. The simulation is run for a period of 20ns to enable the temperature of the 
system to reach steady state. The temperature gradient observed is 32.9K and 27.4K on the 
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The figure 6 depicts the temperature gradient observed from the simulation. Solving 
gives us a bulk thermal conductivity of 97 W/mK. 
 







2.2.2 Green Kubo Method (GK) 
2.2.2.1 A Brief Introduction to GK 
Using MD simulations Green Kubo technique[25] is one of the approaches used to predict 
the bulk thermal conductivity of system. Green Kubo method thermal conductivity is 
determined based on the time it takes for the heat current fluctuations in the solid to 
dissipate. Several groups have persistently used the Green Kubo approach to estimate the 
thermal conductivity of an array of materials like silicon, graphene, Bi2TE3 and argon[26–







                                              2. 13 
Where the subscript i denotes the direction in which the property is measured, V is the 
volume of the simulation cell, kB is the Boltzmann constant, T is the temperature, t is the 
timestep and the Ji(t)Ji(0) denote the autocorrelation function. In materials where the 
fluctuations are long lived the autocorrelation function dies slowly and requires a large 
simulation domain in the direction of the temperature gradient to accurately predict the 
thermal conductivity value and eliminate any size effect. Whereas in amorphous materials 
the thermal fluctuations quickly dampen as the MFP of the phonon is small[29].  
2.2.2.2 Model System and Simulation Results 
The same unitary model is used as NEMD with simulation performed in the [1 0 0] 
direction but with a length of 1.6μm and 456 sq. Å. The reason the length is changed over 
the two simulations is because NEMD can provide results over a smaller domain as 
compared to GK for the given material. Thus optimizing the domain size helps reduce 






Si. We again leave out 1 nm regions at the two ends of the system (dark regions) as frozen 
to serve as fixed boundary conditions for the MD simulation in LAMMPS.  Periodic 
boundary conditions are applied to all three directions with x as the length direction [100] 
and y and z as the lateral directions. Gaussian distribution is used to assign each atom with 
a random velocity vector, having a total mean of 0 and temperature variance of 5 K. The 
domain is relaxed to a NPT ensemble with a 0 pressure. Over a duration of 100 ps the 
temperature of the system is raised gradually to 30K and then maintained for another 100 
ps. Over a period of 12 ns the directional flux vectors are obtained and the GK simulation 
is run for 1.5 ns. 
 







The results from the NEMD simulation is depicted in figure 2.5. The average thermal 
conductivity values in the x, y and z direction are approximated from 6 simulations with a 
bulk value of 105 ± 12 W/mK. 
 
2.2.3  Spectral Energy Density Method (SED) 
2.2.3.1 A Brief Introduction to SED 
We probe into the spectral properties of individual phonon modes through spectral density 
analysis. In contrast to the GK technique which provides only the bulk thermal conductivity 
of the given material, the SED approach helps predict the impact of the phonon modes in 
their contribution to thermal conductivity based on their MFPs[27,31,32]. 
Based on the velocities of the atoms the SED function is as given 




𝑏,𝑙(𝑡) . exp[𝑖?̅?. 𝑟0
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Where 𝑈𝛼
𝑏,𝑙
 represents the alpha component of the velocity of basis atom b in cell l, ?̅? 
represents the wave vector, ω is the angular frequency, t0 is the integration time constant, 
α represents the x,y,z directions, b is the index of the basis atom, nb is the number of basis 
atoms, l is the index of cells, Nt is the total number of cells, mb represents the atomic mass 
of the basis atom b and r0
l is the position coordinates of the atoms.  
Using MD simulations in the LAMMPS package we obtain the time dependent velocity 
trajectories of the atoms. By defining the wave vectors, the relaxation time can be inferred 






𝜓(?̅?, 𝜔) =  ∑
𝐶(?̅?, 𝑖)
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Where i is the index of phonon branches and C (?̅?, ν) is the combined coefficients as 
weighing factors for Lorentzian functions and τ fully-anharmonic phonon relaxation time.  
2.2.3.2 Model System and Simulation Results 
With the same bonding parameters a 8X8X8 system with 2048 atoms is constructed. The 
temperature is chosen at 30 K for comparative results with the other simulations. Due to 
requirement for periodicity, the ?̅? vectors only from the first brillouin zone for a unit cell 
are taken into consideration. In the direction [1 0 0], 9 𝑘 ̅points were chosen to represent 
the center to the edge of the brillouin zone. By fitting the SED peaks corresponding to each 
of the wave vectors with the Equation (2.16) we are able to procure the relaxation times of 
the phonons as a function of the frequency of the phonons.  
a) 
 
Figure 2.6.  a) SED derived thermal conductivity as a function of the normalized phonon 
MFP. b) Dispersion relation that helps determine the phonon average velocity at a given 









Figure 2.6. Continued. 
 
The figure 2.6.a shows the thermal conductivity contribution of the phonons with the 
normalized k fitted against the phonon MFP. The results suggest that 50% of the thermal 
conductivity is contributed by phonons of MFPs less than 500nm whereas the system 
attains bulk thermal conductivity at about 1750nm. This implies that systems and devices 
with harbor phonon MFPs less than 1750nm for the given material would not be able to 
achieve bulk thermal conductivity. We also use GULP to include lattice dynamics 
calculations [33]. The dispersion relation in figure 2.6.b helps determine the phonon 
average velocity for a given wave vector by calculating the slope at that point. An example 
of the peaks obtained for the SED calculation is given in figure 2.6.c from one of the TA 
branches. The full width at the half max (FWHM) of the peak helps obtain the half of the 
inverse of the relaxation time. This value may be fitted to the kinetic theory to obtain the 







2.3 Modulation Frequency Dependent Thermal Conductivity Predictions 
2.3.1 Modulation Frequency MD (MFMD) 
2.3.1.1 Model System 
The unitary model system composed of m40 atoms having an atomic mass of 40.0g/mol 
was constructed by stacking face centered cubic unit cells in the [100] direction. The total 
length of the system in the x direction is 1.6 μm and cross sectional area 456 sq. Å. The 
same parameters with a stronger LJ potential was used to model the interatomic interactions. 
The schematic in 2.7 shows the structure used to determine the temperature profile at the 
surface at within the device. 
 








2.3.1.2 Simulation Parameters and Results 
The simulation time step used is the same as in the previous case at 1fs. The simulations 
are performed using LAMMPS package. Periodic boundary conditions are applied in the y 
and z lateral directions with x as the length direction [100]. Gaussian distribution is used 
to assign each atom with a random velocity vector, having a total mean of 0 and 
temperature variance of 5 K. The domain is relaxed to a NPT ensemble with a 0 pressure. 
Over a duration of 100 ps the temperature of the system is raised gradually to 30K and then 
maintained for another 100 ps.  
The heat bath is designed at the left end of the device. The heat bath exists from 1nm to 
6nm on the left end.  The device extends from 7nm till 1.6 μm. 1nm bins are designated 
over the system to extract the temperature profile at the surface – 7nm from the left end 
and at several interior points in the system. The assigned temperature profile extraction 
bins are equally spaced from the device surface. The distance varies based on the 
modulated heat flux applied at the surface so as to have 6-10 bins at a length scale less than 
the penetration depth. 
The heat flux applied in the heat bath is a sinusoidal wave with an amplitude varying again 
with the frequency of heat flux being studied. Ideally high frequency fluxes are given a 
higher amplitude to account for the short time period they peak amplitude for. The 
simulation with a nodulation frequency (MF) 500MHz is run for a time period of 150ns 
while the frequency 1THz is run for a period of 2ns. This helps account for ten input heat 












Figure 2.8. a) An example of input heat flux for MF 0.16GHz, b) MF 16GHz, c) Change 
in temperature amplitude from the surface to interior points as a result of temperature 
decay for MF of 0.16GHz. 
Simulations were run for frequencies 79MHz, 0.16GHz, 0.79GHx, 1.6GHz, 7.9GHz, 
16GHz, 79GHz and 0.16THz. All the parameters except the amplitude of the input heat 






a check on the surface temperature amplitude obtained. The heat flux was increased with 
increase in frequency. There is a difference of two orders of magnitude between the two. 
In a hypothetical case with the heat flux being the same for the two studies, if the heat flux 
in both the devices were to be that of the 0.16GHz case the 16GHz would have had a 
negligible temperature rise. Figure 2.8.c depicts the temperature amplitude at different 
positions within the device for an applied surface heat modulation of 0.16GHz. The 
temperature decay as discussed previously is exponential within the device. The black, red 
and blue curves depict the temperature at the device surface – 0nm, 115 nm from the heat 
bath and 275 nm from the heat bath as a function of time, respectively.  The positions for 
heat extraction within the device were decided by dividing the theoretical penetration depth 
from Equation (2.4) and dividing it into ten approximate parts 1 nm wide. This was decided 
because the temperature amplitude till the penetration depth decays to a point where it is 
comparable to the internal fluctuations within MD and the data extracted would be 
unreliable. Using fast Fourier transform the peaks of the harmonic temperature waves was 
extracted in MATLAB. 
Two different techniques were used here to fit the data and arrive at an apparent thermal 
conductivity for the system. First, using Equation (2.5), the temperature rise at the surface 
of the device was used to fit the k. This approach requires knowledge of the frequency and 
amplitude of the input flux, temperature rise at the surface of the device and the heat 
capacity of the material. This then solves back for the thermal conductivity as a function 
of the applied frequency. This approach replicates the technique and methodology used in 






magnitude, the surface temperature rise is the most accessible parameter that one can 
measure. This method using only the surface temperature data is termed as MFMDSurf.  
 
The second technique makes use of the temperature rise at the surface as well as the region 
underneath. Using Equation (2.7) we fit the temperature rise in the device to an exponential 
decay curve to obtain α. This method making use of temperature data points at the surface 
and at interior points is termed as MFMDInt. 




Figure 2.9. Magnitude of the local temperature oscillation as a function of 
position obtained from the MFMD simulations fitted with the Fourier’s law for  






2.3.1.3 Convergence Study 
Two types of convergence test were conducted to ensure that our simulation results 
accurately reflect the intrinsic properties of the system.  We first vary the magnitude of 
applied heat flux and then we vary the size of the heat bath. We then compare the surface 





Figure 2.10. a) Studying Temperature drop as a function of change in flux 
magnitude for MF 1.6GHz, b) Convergence study for change inmeasure 







Figure 2.10.a depicts a case for MF 1.6GHz and shows the trend of the heat flux drop 
within the system. The y axis is logarithmic temperature rise and the temperature drop for 
different fluxes seems to show the same trend. The measured final values of the thermal 
conductivity are also in the range of ±5 W/mK. It can be inferred that as long as the 
harmonic temperature magnitude remain positive, any change in the magnitude of the heat 
flux will not have a significant effect on the simulation. From figure 2.10.b it is observed 
that a small heat bath size may in some cases affects the measured value of the thermal 
conductivity. But convergence was observed for heat bath sizes ranging upwards from 4nm. 
Thus in all the MFMD simulations a heat bath size of 6nm was used.  
 
2.3.2 Transient Boltzmann Transport Equation (MFBTE) 
2.3.2.1 Brief Introduction to BTE 
Boltzmann transport equation (BTE) is another technique to solve for thermal transport in 
solids, with the equations forms and scattering mechanisms well known for  electrons and 
phonons  [34]. This method can explain the dependence of thermal conductivity on 
temperature, quantum confinement, isotope scattering and distribution of impurities.  
Malen et al. developed an analytical BTE solution to non-diffusive phonon thermal 
conductivity accumulation measurements for thermoreflectance technique. They took into 
account the thermal resistance arising from the interactions between the surface and the 
ballistic phonons generated within one MFP of the surface. They compared this BTE based 






37]. To address the interfacial resistance they suggest an explicit BTE formulation to 
include the interface which results in the temperature drop.  









+ ?̇?                                               2. 16 
 
where D represents the phonon distribution function, 𝑣 represents the phonon group 
velocity based on dispersion relationship, x is the spatial coordinate and ?̇?  is energy 
generation rate. The phonon distribution function D is based on three independent variables 
(one-dimension), time, position and wave vector components. The scattering term depicts 
changes in particle distribution function from particle collisions with phonons, isotopes, 
electrons, imperfections, grain boundaries and device boundaries[39–41].  
However BTE treats the electrons and phonons as classical particles calculating scattering 
rates assuming the system to be only slightly deviating from equilibrium.  
We use the Lattice Boltzmann method which was originally developed for use in the fluid 
mechanics area but currently is an indispensable tool for solving problems in phonon heat 
transfer[32,40,42,43]. This technique uses a section of cells on a cellular automata grid[44]. 
The state of the cells evolve over a number of discrete steps based on the energy state of 
the neighboring cells. LBM assumes that phonon scattering occurs only at the lattice points 
while the regime in between is assigned ballistic transport. The time step for measurements 
are taken to be smaller than the relaxation time of the phonons. 






𝑒𝑖(𝑥 + 𝑣𝑖∆𝑡, 𝑡 + ∆𝑡 = 𝑒𝑖(1 − Ѓ𝑖)𝑒𝑖(𝑥, 𝑡) + Ѓ𝑖𝑒𝑖
0(𝑥, 𝑡) + 𝑞′′′∆𝑡                    2. 17 
where e represents the non-equilibrium phonon energy in the direction i and Ѓ is the phonon 
scattering weight factor. The final iteration calculates the equilibrium energy and 
temperature as 
𝑒0 = 𝐶(𝑇 − 𝑇𝑟𝑒𝑓) = ∑ 𝑒𝑖𝑤𝑖                                               2. 18 
 
2.3.2.2 Simulation Parameters and Results 
In this work, gray one-dimensional BTE simulations are performed assuming a single 
phonon  MFP of 100nm. The simulation domain is 3μm and an average group velocity of 
?̅? = 3344.7 m/s. With heat flux applied in the [1 0 0] direction the temperature rise at the 
surface and subsequent decay in the system is measured every 1000 timesteps. Figure 2.11 
shows a clear transition from the diffusive to the ballistic regime as the thermal penetration 
depth decreases below 100nm. The simulation data points are fitted with the Fourier’s 
curve for the calculated apparent thermal conductivity. While figure 2.11.a, 2.11.b and 
2.11.c show that the MFBTE data shows good agreement with the Fourier’s curve, the 
fitting in 2.11.d does not match. This is because the thermal penetration depth of the system 
is under 100nm and the phonons are unable to reach kBulk. The ballistic thermal transport 















Figure 2.11. MFBTE temperature decay for MF a)79MHz b)0.16GHz c)1.6GHz 











2.3.3 Comparison between the Techniques 
To analyze phonon contribution to thermal conductivity we compare the results obtained 
from the three techniques- MFMDSurf, MFMDint temperature fitting and MFBTESurf.  
Figure 2.12.a depicts the normalized thermal conductivity fitted against the penetration 
depth of the phonons. The figure depicts that the MFBTESurf calculations retrieve the bulk 
thermal conductivity value quickly at about 200nm while the MFMDSurf fails to retrieve 
the thermal conductivity value from the single surface temperature rise value even at 
600nm. In contrast the MFMDint temperature points retrieve the bulk thermal conductivity 
at about 500nm. The MFMDint may be considered as a superior method to retrieve the 
thermal conductivity values as compared to the MFMDsurf on account of utilizing more 
temperature data points. The MFMDint uses 6-10 data points as compared to the one data 
point used by MFMDsurf. This is also fitted with the phonon MFP contribution as calculated 
from the SED calculations. The trend agrees to some extent with the MDsurf and MDint 
but underpredicts the value due to isotropic assumption[32].In a similar manner, Figure 
2.12.b depicts the thermal conductivity accumulation fitted against the angular frequency 
of the input heat flux.  
Figure 2.12.c is plotted for a constant input heat flux at MF 1 THz. This is then fitted to the 
analytical solution to Fourier’s law using Equation (2.7). The black curve denoting the kBulk 
fitting exhibits a lower surface temperature as compared to the values measure via 
simulation. This is a signature of ballistic transport at the give MF. As a result of this the 













Figure 2.12. a) Comparing accumulating normalized k forMFMDSurf, MFMDInt, 
MFBTESurf and the SED based MFP against Lp b) Comparing accumulating normalized k 
against the MF c) Comparing the temperature decay patterens observed in MFMD and 










A new methodology to measure frequency dependent thermal conductivity is developed 
using MD. MFMD mimics the current experimentally procedures by predicting the apparent 
thermal conductivity using the surface temperature of the substrate and further can validate 
the trend by fitting the temperature profile inside the substrate. MFMD also successfully 
studies the effect of ballistic transport in the system and is capable of computing the k 
accumulation curve. These results are to a point validated via gray one dimensional MFBTE 
simulations which accurately predict the k accumulation via the surface temperature rise but 
in our case fail while fitting the temperature profile inside at surface for penetration depths 
less than the considered MFP of the phonon. 
MFMDInt and MFBTESurf give similar KBulk values but achieve so at different applied 
modulation frequencies. At the same time the MFMDSurf fails to achieve the kBulk with the 
same modulation frequencies. 
MFMDInt is spectral in nature and relies on several data points to predict k and thus is 














CHAPTER 3. METAL – NON-METAL INTERFACIAL HEAT TRANSFER 
3.1 Metal - Non-Metal Interactions at the Sub-Micron level 
3.1.1 Introduction 
Thermal properties of nano-composite materials are of great interest because of their 
application in devices for microelectromechanical systems,   data storage, protective 
coatings, etc. Properties of the composites mainly depend on the size, shape, volume 
fraction, orientation, interaction of the inclusions and interface effect. In the micro-nano 
scale  domain the heat transfer across interfaces may end up dominating the thermal 
transport[45,46]. There has been wide variety of research ranging from diamond reinforced 
metal-matrix composites to improve thermal conductivity[47,48], to study the effect of the 
shape of the inclusion on the effective thermal properties of the system.  As electrons act 
as the dominant carriers in metals, heat transfer for a metal-non-metal interface occurs by 
energy transfer between electrons and phonons. The two possible pathways discussed for 
this exchange are 
1. Electrons and phonons coupling through anharmonic interactions at the interface 
2. Coupling of phonons of the non-metal with the phonons of the metal and subsequent 
coupling of phonons with the electrons within the metal. 
The anharmonic interactions in the first case can arise due to three major factor,  
i)qchanges of metal electronic potential at the interface,  






iii) joint surface modes that result in heat exchange with bulk modes amongst the materials.   
The second pathway is discussed by Majumdar and Reddy [51]which helps understand that 
how counter intuitively small is not always good. They use an approximate approach to 
study the non-equilibrium between electrons and phonons. They assume that electron-










                                                  3. 1 
where h is the interfacial conductance, G is the electron to phonon energy transfer per unit 
volume, ke and kp represent the electron and phonon thermal conductivities and hpp and hep 
are the phonon-phonon and electron-phonon conductance respectively.  
 
The effective medium theory was devised to be able to predict an approximate thermal 
conductivity value for composite materials as a whole. Minnich and Chen modified the 
approximation to account for inclusions with characteristic length on the order of phonon 
mean free paths, taking into account the thermal boundary resistance between phases and 
interface scattering. They compared the monte carlo and BTE simulations with the results 
from the modified effective medium approximation. They found close agreement for the 
small particle sizes that they consider [3].   
The modified effective medium theory as proposed by Minnich and Chen considers the 
density of nanoparticles as 1/n3 for a spherical nano-particle of diameter, d less than the 






thermal conductivity they considered the interface density -- surface area of the nano-
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Where ρint is the interface density for spherical particle and a is the effective cell length.  
They further consider that if a phonon travels a distance L in the system then with the cross 
sectional area of the spherical particle acting as the effective collision area, it will encounter 
πd2Ln/4. This results in a collision mean free path of the phonons as λcoll=4a3/πd2. 




−1                                                                3. 3 
where the inverse  sum of the bulk and collision MFP give the effective mean free path in 
the composite material.  
This work was then extended by Miranda et al. where they developed the model for 
spherical inclusions in a nano-composite material[45,46,49]. They compared the 
predictions of their modified theory and compare the results with BTE simulations to 
conclude that the size and shape of the particle shows up through the collision cross section 
per unit volume and mean free path of the energy carriers within the inclusions.  









                                                 3. 4 
where kc is the conductivity of the composite, kdeff is the size dependent thermal 






represents the volume fraction. For a particle of diameter d the effective thermal 







)                                                         3. 5 
with h representing the interface thermal conductance. 
 
3.1.2 Two Temperature Model (TTM) 
 For the case of indirect exchange of energy between the electron and the phonons, the two 
temperature model of heat conduction is considered as a reliable method to predict their 
interactions. This is inferred from close agreement with experimental data for electron 
phonon non equilibrium temperature data[45,52]. The trend of the electron and phonon 
temperature in the materials can be inferred by taking into account their interactions via 












(𝑇𝐸 − 𝑇𝑃) = 0                                                            3. 7 
 
where Te and Tp representing the temperatures of the electron and phonons respectively, ke 
and kp are the thermal conductivities for the electron and phonon and G represents the 
electron phonon coupling factor. Solving these equations for the temperature difference 
between the electron and phonon we can arrive at  
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where ka is the half of the harmonic mean of the electron-phonon  thermal conductivity, d 
is the intrinsic electron-phonon coupling length, A, B, C and D are the boundary condition 
dependent constants and x represents the position in the material from the defined origin. 
The two temperature model does have its limits, being more accurate for material lengths 
greater than the MFP of the phonons. This was predicted by Qiu and Tien [53]. However 
electron mean free paths are of the order of a few nanometers, thus taking into consideration 
the interfacial phonon thermal resistance. This model can be applied for regions as small 
as a few nanometers. 
Yang et al. derived the equations for a two layered system to show that the temperature of 
an electron is always higher than the phonon temperature in a metal layer. The electron 
phonon temperature difference also increases linearly with position, but becomes 




3.2 Numerical Results 
3.2.1 Comparing the EMA models 
In this section we analyze the effect of the modified effective medium theory as developed 
by Chen et al. on the trend of metal inclusion in a silicon matrix. We will designate this as 






conductance into the scheme of Maxwell. We will designate this approach as EMA2. By 
keeping the volume fraction the same, we increase the size of the inclusions to see the 
effective thermal conductivity of the composite material. Matrix bulk thermal conductivity 
of 150 W/mK for Si. We consider a Cu particle with a varying diameter in the matrix, and 
compare this for two volume fractions – 0.33 and 0.66. Further the effective thermal condu 
intrinsic thermal conductivities of Cu, Al, Sn and Pb are taken as 401 W/mK, 237 W/mK, 
67 W/mK and 35 W/mK [8,54]. Assuming a 5% contribution by the phonons in the bulk 
thermal conductivity we assign the rest of the thermal conductivity contribution to the 
electrons. Taking the electron phonon coupling constant to be 1017 [51] and electron 
specific heat as 104 we calculate the interfacial thermal conductance using Equation (3.1). 
With an assumed constant volume fraction of 0.67 we calculate the effective thermal 
conductivity of the spherical particle inclusion and fit it to obtain the effective composite 
thermal conductivity as a function of the particle radius. The comparison for EMA1 and 
EMA2 in figure 3.1.a  shows that the EMA1 shows a lower thermal conductivity at smaller 
particle sizes. This is due to the fact that the effective thermal conductivity for the particles 
and host is lower in EMA1 due to inclusion of collision induced MFP. In figure 3.1.b,  a 
trend for the four metals in depicted carrying as a function of their radius.  As expected at 
lower particles radii the thermal boundary resistance counteracts the materials property to 















Figure 3.1. a) Comparing the EMA1 and EMA2, showing a trend for particle radius 
based composite keff. b) Effective thermal conductivity of particle as a function of 
particle radius for a constant volume fraction of 0.67. Four metals are considered Cu, 







3.2.2 FEA Model to Understand Particle Size Effect in Composites 
To depict the effect on thermal flow a nano particle may have as compared to a meso-scale 
particle, in a composite we develop a FEA model. A macro sized model is designed in 
CATIA V5 as shown in figure 3.2.a to serve as a 40nm diameter copper inclusion, a 
separate interface resistance layer and a 100nm length Si matrix. The model with the 
dimensions is depicted in figure3.2.b. A heat flux was applied at the top surface to acquire 
a temperature gradient of about 1K between the top surface and the bottom surface of the 




Figure 3.2. a) Catia model to analyze Cu particle in Si matrix b) Dimensions of Cu 
particle with added interfacial resistance. 
The analysis was performed using ANSYS. An unstructured mesh was created with 149837 
nodes and 114637 elements. Thermal elements used were SOLID87 which are a 10 node 
tetrahedral elements. The temperature contour across the ends for the 40 nm Cu inclusion 
is shown in figure 3.3.a. To validate this the same model is fitted to the two temperature 












Figure 3.3. a) ANSYS model for Cu particle in Si, temperature gradient across top and bottom 
surface b) TTM for temperature drop across interface, considering the drop from the temperature 
within the particle to the exterior of the interface. 
 
The inclusion is observed to be at a temperature of 150.66 K and the temperature just across 
the assigned interfacial resistance is 150.33.  
To be able to visually understand the size effect of the particles on the heat flow within the 
system the figure 3.4 shows two cases- 3.4.a shows the case with a 40μm particle as 
compared to a 40nm particle in 3.4.b. The thermal boundary resistance does not come into 
effect prominently in the first case with the heat flux preferring to flow through the Cu 
particle. This system overall is more thermally conductive than the bulk matrix alone. In 






mostly flowing from outside the particle. The interface boundary resistance dominates in 




Figure 3.4. a) 40μm particle in Si bulk material having a tendency to absorb heat, b) 




This analysis makes us wonder about the possibility of a dimension of the particle at which 
the effective thermal conductivity of the composite would remain unaffected, thereby 
















Tanking a sample case for copper in silicon, in Equation (3.5) we back substituting 
effective thermal conductivity of the particle equal to that of the bulk material.  We obtain 
a particle dimension of 766.8nm.  
Such parameters may be crucial for applications where modifying the materials 
composition has no effect on the thermal conductivity but may end up having desirable 
improvements in the mechanical properties. To test the validity of this size criteria we 
performed another ANSYS simulation as depicted in figure 3.5.b changing the thermal 
boundary resistance criteria for the system. As observed in the second case, no significant 




Figure 3.5. a) System with a 40μm particle showing a higher temperature magnitude in 
the portion directly below the particle, b) System with particle of size Rcritical showing a 








EMA is directly fitted with interfacial thermal boundary resistance as developed by 
Majumdar and a trend a particle thermal behavior has been demonstrated. Chen and 
Minnich’s modified effective medium approximation was compared with the direct 
fitting – EMA1 and EMA2 to demonstrate how the two models deviate at small sizes. 
EMA1 was found to be more effective for smaller particle sizes as it more accurately 
takes into account the reduction in effective thermal conductivities of both the host and 
inclusions.  Whereas for larger particle diameters the two approaches converge. 
A FEA model was demonstrated with the addition of an external interfacial boundary 
resistance. This was further used for calculation of critical size of a particle such that 
the effective thermal conductivity of the inclusion+interface would equal that of the 
bulk material. It is inferred that at the lower realms of the nano domain a more 
thorough understanding of the interacting materials is required before designing 















CHAPTER 4. DISCUSSIONS 
This study helps further understand the MFP contribution of phonons to thermal 
conductivity in materials by developing a new tool MFMD. The transient MD was used to 
study thermal transport in both the ballistic and the diffusive region. This tool may be used 
to calculate the bulk thermal conductivity of materials. In contrast to experiments, the 
analysis here is not just limited to the temperature rise at the surface of the sample but 
probes into the temperature profile within the device. The results allow us to conclude that 
due to the resistance between the heat bath and the interior of the device, it may be of 
interest to measure experimentally the trend k exhibits based on the temperature profile 
within the system.  
 
The trend for thermal behavior as a function of size of the inclusions was demonstrated. It 
was shown that particle sizes may be varied to the effect that they have no effect on the 
thermal properties of the materials. This aspect may be beneficial for applications where 
in additives of a certain shape and size may help improve the mechanical properties while 
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5e8 597 94 90 57.81951541 89.7232 
7e8 491 94 90 52.77064259 95.4689 
1e9 406 93.24 90 44.75640795 86.4153 
5e9 184 92 90 29.57886552 48.2331 
1e10 131 90.455 90 22.78286614 34.4599 
5e10 47 63.54 184 18.44417012 22.8518 
1e11 27 43 211 9.944972876 22.7898 
5e11 5 8.49 1000 11 19.5 
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