Abstract. Process mining refers to the extraction of process models from event logs. Real-life processes tend to be less structured and more flexible. Traditional process mining algorithms have problems dealing with such unstructured processes and generate "spaghetti-like" process models that are hard to comprehend. An approach to overcome this is to cluster process instances such that each of the resulting clusters correspond to coherent sets of process instances that can each be adequately represented by a process model.
Introduction
Process mining refers to the extraction of process models from event logs [1] . An event log corresponds to a set of process instances following a particular business process. A process instance is manifested as a trace (a trace is defined as an ordered list of activities invoked by a process instance from the beginning of its execution to the end). Process mining techniques can deliver valuable, factual insights into how processes are being executed in real life. These insights are obtained by analyzing event logs. Real-life processes tend to be less structured than what the stakeholders typically expect. Healthcare, product development, customer support etc. are some of the examples of such flexible environments. In such environments, discovering the actual process which is being executed/followed is of significant importance. These insights help organizations to improve the understanding of current situation, and is a prerequisite for any process improvement or quality control effort. However, traditional process mining algorithms have problems dealing with such unstructured processes and generate "spaghetti-like" process models that are hard to comprehend. This is caused by the inherent complexity of processes; all possible behaviors are shown in a single diagram. Considering the set of traces in the event log all at once might lead to ambiguities for the mining algorithms which often result in spaghetti-like models. An approach to overcome this is to cluster the traces such that each of the resulting clusters correspond to coherent sets of cases that can each be adequately represented by a process model.
The application of process mining techniques to traces from such clusters should generate models that have a (i) high degree of fitness and (ii) low degree of structural complexity (less "spaghetti like"). Fitness quantifies how much of the observed behavior is captured in the model. Figure 1 illustrates the significance of trace clustering in process mining. The process model on the top of Figure  1 is a process model mined from the entire event log (of a real-life case study described as in Section 4). The model is quite complex to comprehend. The bottom rectangle of Figure 1 depicts the process models mined from clustered traces. It is evident that clustering enables the comprehension of process models by reducing the spaghetti-ness. Traditional approaches (to trace clustering) in the literature can be classified into two categories:
1. Techniques where the traces are transformed into a vector space model whose features are defined by the activities (bag-of-activities), transitions and kgrams (subsequence of k-activities) [2] , [3] , [4] . Clustering can then be done using a variety of techniques (such as Agglomerative hierarchical clustering and k-means clustering) with different distance metrics in the vector space (Euclidean distance, Jaccard distance etc). 2. Syntactic techniques which operate on the whole sequence "as-is" by applying string distance metrics such as Levenshtein distance and generic edit distance in conjunction with standard clustering techniques [4] .
The k-gram and generic edit distance approaches incorporate certain context information. In [4] we showed that techniques that incorporate context perform better than those that do not. The Generic edit distance based approach is sensitive to the cost function (of edit operations). Therefore, we [4] have proposed an automated approach to derive the cost function and showed that the generic edit distance based technique outperforms other contemporary approaches to trace clustering. In this paper, we present robust context-aware feature sets based on conserved patterns for the vector space model and show that the proposed feature sets have a better performance than contemporary approaches. Further, the proposed technique is simple to implement and has a linear time complexity whereas the traditional approach based on generic edit distance has a quadratic time complexity. We evaluate the goodness of the clusters from a process mining perspective as mentioned above on a real-life log of Philips Healthcare.
The remainder of the paper is organized as follows. In Section 2, we define the feature sets based on conserved patterns, and explain the means to discover the feature sets. Section 3 presents the clustering approach and introduces the metrics used to evaluate the goodness of clusters. In Section 4, we present and discuss the experimental results. Related work is presented in Section 5. Finally, Section 6 concludes with remarks on future directions.
Context-Aware Feature Sets Based on Conserved Patterns
In this section, we propose new feature sets that are context-aware for the vectorspace model. The basic idea is to consider sub-sequences of activities that are conserved across multiple traces. Unlike the k-gram approach where we consider sub-sequences of k-activities (for a fixed k), these feature sets are based on subsequences of different lengths. Finding similar regions (sequence of activities) common within a trace and/or across a set of traces in an event log signifies some set of common functionality accessed by the process. In other words, a region of high similarity shared within a process instance or between two or more process instances might be evidence of common functionality (often abstracted as a sub-process). Using these conserved sub-sequences as features will enable the clustering of traces in such a way that two traces having a lot of conserved regions common between them are put in the same cluster. We now formally describe the definition of these sub-sequences and the feature sets.
-Maximal Pair: A maximal pair in a sequence, T, is a pair of identical subsequences α and β such that the symbol to the immediate left (right) of α is different from the symbol to the immediate left (right) of β. In other words, extending α and β on either side would destroy the equality of the two strings. A maximal pair is denoted by the triple i, j, α where i and j corresponds to the starting position of α and β respectively in T with i = j. -Maximal Repeat: A maximal repeat in a sequence, T, is defined as a subsequence α that occurs in a maximal pair in T . -Super Maximal Repeat: A super maximal repeat in a sequence is defined as a maximal repeat that never occurs as a substring of any other maximal repeat. -Near Super Maximal Repeat: A maximal repeat α is said to be a near super maximal repeat if and only if there exist at least one instance of α at some location in the sequence where it is not contained in another maximal repeat.
Consider the event log, L = {aabcdbbcda, dabcdabcbb, bbbcdbbbccaa, aaadabb ccc, aaacdcdcbedbccbadbdebdc} over the alphabet A = {a, b, c, d, e}. Table 1 depicts the maximal, super maximal and near super maximal repeats present in each trace of the event log. For trace T 1 , the set of maximal repeats is {a, b, bcd}.
Since maximal repeat b is subsumed in maximal repeat bcd, b does not qualify to be a super maximal repeat. The occurrence of maximal repeat b at position 6 in T 1 does not overlap with any other maximal repeat. Hence b qualifies to be a near super maximal repeat. In trace T 3 all occurrences of maximal repeats b and bb coincide with the maximal repeat bbbc. Hence both b and bb does not qualify to be near super maximal repeat. The occurrence of maximal repeat c at position 10 in T 3 does not coincide with any other maximal repeat. Hence, c qualifies to be a near super maximal repeat. Let us denote the set of maximal repeats, super maximal repeats and near super maximal repeats by M , SM and N SM respectively. The following relation holds between the three.
Near super maximal repeats are a hybrid between maximal repeats and super maximal repeats in that it contains all super maximal repeats and those maximal repeats that can occur in isolation in the sequence without being part of any other maximal repeat. Near super maximal repeats can assist in identifying choice constructs in the process model. The set N SM \ SM (the set difference) depicts all maximal repeats that occur both in isolation and are also subsumed in some other maximal repeat. For any repeat r ∈ N SM \ SM , a super maximal repeat r s which contains (subsumes) r can be either of the form αr or rβ or αrβ (where α and β are subsequences of activities). This indicates that r can be a common functionality which might occur in conjunction with α and/or β. In other words, it indicates that α and β can potentially be optional (sequence of) activities in the context of r.
In order to find the commonalities across the traces in the entire event log, we first construct a single sequence which is obtained by the concatenation of traces in the event log with a distinct delimiter between the traces and apply the repeat definitions on the concatenated sequence. Table 2 depicts the maximal/super maximal/near super maximal repeats present in the entire event log, L. These are the repeats in the sequence obtained by concatenation of all traces in the event log. We consider a maximal repeat, super maximal repeat or near super maximal repeat as a repeat henceforth (and distinguish between them where necessary). Repeats signify some common functionality (sub-process) present across traces. For a repeat, r, let repeat alphabet Γ (r), denote the set of symbols/activities that appear in the repeat. For example, for the repeats abba, abdgh, and adgbh, the repeat alphabets correspond to {a, b}, {a, b, d, g, h}, and {a, b, d, g, h} respectively.
Equivalence class of repeats under a repeat alphabet
Different repeats can share a common repeat alphabet. In the above example, the repeats abdgh and adgbh share the same repeat alphabet {a, b, d, g, h}. We can define equivalence classes on repeat alphabet.
[X] = {r | r is a repeat and Γ (r) = X} For the above example, [{a, b, d, g, h}] = {abdgh, adgbh}. Furthermore, the equivalence class under repeat alphabet will capture any variations in the manifestation of a process execution due to parallelism.
Feature Sets
Based on the above definitions of maximal repeat, super maximal repeat, near super maximal repeat and repeat alphabet, we define multiple feature sets.
Maximal Repeat Feature Set (MR):
In this feature set, the features are based on the maximal repeats in the entire log. This can be discovered by concatenating all the traces in the event log (with a distinguishing delimiter between the traces) and identifying the maximal repeats in this concatenated sequence. From these maximal repeats, we filter those repeats that are activities themselves. The presence of repeats that are activities generates the scenario of the bag-of-activities approach and its pitfalls are discussed in [4] . In other words, 
Reducing the Number of Features
Large data sets and data sets with a large alphabet might contain many repeats.
But not all of them might be significant. For example, there might be repeats which occurs only in a small fraction of traces. One way to tackle this is to filter the repeats. One can retain only those repeats that are contained in a large fraction of traces in the event log, i.e., repeats that have a high support in the event log.
Approaches for Discovering The Feature Sets
Maximal, super maximal and near super maximal repeats can be efficiently discovered in linear time using suffix trees for strings [5] , [6] . Repeats that exist across the traces in the event log can be determined by applying the repeat identification algorithms on the sequence obtained by concatenating the traces in the event log with a delimiter not present in the alphabet A. Such a concatenation of traces might yield a very long sequence. One can adopt efficient suffix-tree construction techniques such as [7] to handle very long sequences.
We have adopted Ukkonen's algorithm [8] for the construction of suffix-trees in linear-time.
Evaluating the Significance of Clusters: A Process Mining Perspective
Statistical metrics such as the average cluster density, silhouette width etc., have been proposed in the literature to evaluate the goodness of the clusters [9] . The underlying motive for all these metrics is to prefer clusters that are compact.
Compact clusters have a lot of significance in pattern classification where the objective is to enable the discovery of decision boundaries. The objective for clustering event logs is to ease the discovery of process models by grouping together traces that conform to similar execution patterns/behavior. To evaluate the significance of the clusters formed, one can compare the process models that are discovered from the traces within each cluster. In this paper, we propose two hypotheses to evaluate the goodness of clusters from a process mining point of view. A good cluster tends to cluster traces such that:
1. the discovered process model has a high fitness 2. the process model mined is less complex
The rationale behind these evaluation criteria is that if the clusters formed are meaningful (all traces belonging to related cases are in the same cluster and traces that are unrelated are not), then the process model resulting from the traces in a particular cluster should be less complex (more comprehensible and less spaghetti like). Algorithm 1 depicts the evaluation approach. Algorithm 1 is run over various clustering criteria/techniques and choice of cluster size.
For the experiments in this paper, we have generated the process models with
Algorithm 1 Evaluating the significance of clusters
Require: Given an event log L consisting of M traces, and a clustering algorithm C Ensure: Partition the M traces into N -clusters (for some N ≥ 2) using C 1: Discover the process model Pi for each cluster, Ci, 1 ≤ i ≤ N 2: Evaluate the fitness of the process models Pi 3: Evaluate the complexity of the process models. The number of control-flows, and/xor joins/splits and the size of the model defined in terms of the nodes, transitions and arcs signify the complexity of a process model.
the Heuristics miner [10] plug-in in ProM 1 and used the following metrics for comparison:
-The average number of event classes per cluster: The intuition is that clustering should enable the partitioning of traces based on functionality and that the resulting clusters should have event classes pertaining only to those events that constitute the functionality. Good clusters tend to form clusters such that the number of event classes is minimal per cluster. -Weighted Average Improved Continuous Semantics: Improved continuous semantics metric (ICS) is a measure of fitness and is proposed in [10] . Let ics k denote the ICS of the process model mined from traces in cluster k and let n k denote the number of traces in cluster k. Then, weighted average improved continuous semantics metric can be defined as
where N is the number of clusters. We evaluated different clustering strategies. We applied the Euclidean distance metric on the following feature sets in the vector space model: bag-of-activities (BOA), MR, SMR, NSMR, MRA, SMRA and NSMRA. In the syntactic domain, we studied the Levenshtein distance (LED) and generic edit distance (GED). In all the above strategies, we have used the Agglomerative Hierarchical Clustering technique with minimum variance criteria [11] as the clustering algorithm.
Experimental Results and Discussion
Description of the Data Set: We used a real-life case study of Philips Healthcare logs. Philips Healthcare collates logs from their medical systems across the globe. These logs contain information about user actions, system events etc. Medical systems are huge machines with thousands of (sub-)parts and with many things happening in parallel. This compounded by the fact that the logging of events from these parts is distributed in nature makes the logs very complex for analysis. The specific log that we analyzed contains the commands (pertaining to beam limitation, fluroscopy/exposure procedures, table movement, image processing, etc.) that were executed on the system during an examination. The sequence of commands that were executed on an X-ray system during a patient examination on a particular day constitute a trace. We randomly picked 331 traces for our analysis. The traces vary between 100 and 200 in length and there were a total of 46716 events and 155 event classes (|A| = 155) in the log. It is important to note that the log is rather complex and that there is a large activity set. Let us call this log as the original log. As the log contains information about commands that were executed on an X-ray system, there are instances where a functionality is repeatedly invoked (signifying loop constructs). We have considered a variant of the original log wherein we have replaced all loop manifestations with just a single iteration over the loop. Let us call this log as filtered log. For example, consider the trace abcdbcdbcde; there exists three iterations of the loop over bcd in the trace. This trace would be replaced as abcde in the filtered log. In the filtered log, there were a total of 26865 events and 155 event classes.
For the results reported in this section, we have partitioned the logs into four clusters.
The goodness of the process models mined from Heuristics miner plugin is dependent on a few parameters (such as the number of positive observations, dependency threshold, relative to best threshold etc). Choosing an ideal set of parameter values is non-trivial and should depend on the characteristics of the dataset. A constant or a default value does not always work. Further when the event log is clustered, the resulting clusters can have different characteristics (the number of traces/events in each cluster can be different). We have experimented with both default/constant parameter settings as well as with parameter settings that are based on the characteristics of the dataset. This particular dataset is quite complex in that there are a few commands or a sequence of commands that can be repeatedly invoked and that there is less strict ordering on the commands pertaining to an abstract functionality. As a heuristic, we have used the following settings: number of positive observations equal to 3*number of process instances, relative-to-best threshold = 0.05, dependency threshold = 0.9, lengthone/length-two loop threshold = 0.9 and long-distance threshold = 0.9. Figure 2 (a) depicts the weighted average improved continuous semantics value of the mined process models over different cluster strategies on the original log. It can be seen that the proposed feature sets perform better than the others. The value for the super maximal repeats is low because as per the definition, super maximal repeats capture only the maximum functionality. This log has a lot of loop constructs and the super maximal repeat will capture only the loop manifestation with maximum iterations as a feature ignoring other manifestations of the loop. For example, if there is a loop over ab and if there are ababab and abab as two manifestations of the loop in the log and if ababab occurs in more than one trace, then only the sequence ababab is considered as a feature. Figure  2 (b) depicts the average number of event classes per cluster for both the original and filtered log. It can be seen that the pattern based features perform better than the other approaches. Even within the pattern based features, the super maximal repeat based feature sets perform better because they capture the maximal functionalities and traces sharing the maximal functionality are put in the same cluster. Figure 3(a) depicts the average number of arcs per cluster for the different cluster strategies while Figure 3 (b) depicts the average number of arcs per node. Again it can be noted that the the pattern based feature sets are able to cluster traces such that the overall spaghetti-ness of the process models is less compared to BOA, GED and LED approaches. The peak in Figure 3 (b) for the SMR feature set can be attributed to the relatively low number of event classes per cluster for this cluster strategy. To summarize, the pattern-based feature sets are able to partition the traces better such that the process models mined from the clustered traces show a high degree of fitness at a relatively less structural complexity thereby enhancing the comprehensibility of process models. Figure  1 depicts the process models mined on the entire original log and from traces in three of the clusters of the original log. 
Related Work
Data clustering is one of the most important fields of data mining and a lot of techniques exist in the literature [12] . There is a growing interest in process mining and many case studies have been performed to show the applicability of process mining e.g., [13] . The significance of trace clustering to process mining has been discussed in [14] , [15] . Greco et al. [14] used trace clustering to partition the event log and this way discovered more simple process models. They used Though this combined approach might yield better results than either of the approaches in isolation, it still suffers from the pitfalls highlighted as in [4] . We have proposed a generic edit distance based approach to trace clustering in [4] . Distances on other perspectives (such as data, performance etc) can be seamlessly combined with the feature sets proposed in this paper just like in [2] . This helps in further boosting the results of process mining algorithms by leveraging the superior performance of the pattern-based features. A comprehensive list of metrics that influence the comprehensibility of process models was reported in [16] .
Conclusions
In this paper, we have proposed multiple feature sets for trace clustering. The goal of clustering is to be able to generate several simpler models each explaining a coherent group of process instances. This way one can avoid spaghetti-like processes that mix very difference instances. The feature sets used are all based on conserved patterns. The proposed feature sets show good promise in identifying coherent cases. It was shown over a real-life log that the proposed clustering approach outperforms contemporary approaches to trace clustering in process mining. We have used the heuristics miner algorithm to evaluate the goodness of clusters. However, there is a bias associated with a mining algorithm over the class of process models that it can generate and thereby the evaluation metrics. Further, the parameters on which a mining algorithm depends on influence the end result. So far, little research has been done in this area. As future work, we would like to investigate the influence (bias) of a mining algorithm on the evaluation criteria.
