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1. Introduction 
This chapter is devoted to two main problems in pattern recognition. First problem concerns 
the methodology of classification quality and stability estimation that is also known as 
classification reliability estimation. We consider general problem statement in classification 
algorithms design, classification reliability estimation and the modern methods solution of 
the problem. On the other hand we propose our methods for solution of such kind of a 
problem. In general this could be made by using of different kind of indicators of 
classification (classifier) quality and stability. All this should summarize everything made 
before with our latest results of solution of the problem. Second part of the chapter is 
devoted to new approach that gives the possibility to solve the problem of classifier design 
that is not sensitive to the learning set but belongs to some kind of learning algorithms. 
Let us consider recognition process, using the next main algorithms, as some parts of the 
some complicated recognition system: algorithm for feature generating, algorithms for 
feature selection and classification algorithms realizing procedure of decision making. It is 
really important to have good algorithms for feature generating and selection. Methods for 
feature generating and selection are developed a lot for many objects to be recognized. For 
facial images the most popular algorithms use 3D graph models, morphological models, the 
selection some geometrical features using special nets, etc. From other hand very popular 
algorithms for feature generating and selection are those which use Principle Component 
Analysis (PCA) or Independent Component Analysis (ICA). PCA and ICA are good enough 
for a number of practical cases. However there are a lot of different deficiencies in classifier 
building. For classifiers using learning the most essential gap is that all such classifiers can 
work pretty well on learning stage and really bad for some test cases. Also they can work 
well enough if classes are linearly separated e.g. Support Vector Machines (SVM) in linear 
case. For non-linear case they have a number of disadvantages. That is why it is important to 
develop some approaches for algorithms building that are not sensitive for the kind of 
sample or complexity in classification task. 
All classification algorithms built for the present could be divided almost into 5 groups: 
algorithms built on statistical principles, algorithms, built on the basis of potential functions 
and non-parametrical estimation, algorithms, using similarity functions (all kinds of 
metrical classifiers like 1NN and kNN classifiers) algorithms, using logical principles like 
decision lists, trees, etc, hierarchical and combined algorithms. A lot of recognition systems 
use a number of algorithms or algorithm compositions. For their optimization and tuning 
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one uses special algorithms like boosting. These compositions can be linear or non-linear as 
well. 
To build any effective classifier we need to use some algorithms that allow us to measure 
the reliability of classification. Having such algorithms we can find estimates of optimal 
values of classifier parameters. Accuracy of these estimates allows us to build reliable and 
effective classification algorithms. They perform the role of indicators of measurement of 
different characteristics and parameters of the classifier. 
We propose the new approach for object classification that is independent of the learning set 
but belongs to some kind of learning algorithms. Methods, using for new classification 
approach concerns the field of results combination for the classification algorithms design. 
One of the most progressive directions in this area assumes using of the consensus in 
recognition results, produced by different classifiers. 
Idea of usage of consensus approach is the following. One divides all objects to be 
recognized into three groups: objects, located near separation hyperplane (ambiguity 
objects), objects, located deeply inside the second class and belong to the first one 
(misclassified objects) and objects that are recognized correctly with large enough index of 
reliability (easy objects). The group of ambiguity objects is the largest one that can cause 
errors during recognition due to their instability. Because of that it is extremely important to 
detect such kind of objects. Next step will be detecting of the true class for every of 
ambiguity objects. For this it is planned to use apparatus of cellular automata and Markov 
models. It is important to mark that such an approach allows us to reduce the effect of 
overestimation for different recognition tasks. This is one of the most principle reasons for 
using such kind of algorithms. 
The practical application of consensus approach for the task of face recognition could be 
realized by the following way. If we use one of the following classifiers e.g. 1NN, kNN, 
classifier, built on the basis of potential functions, SVM, etc. we can have some fiducial 
interval of the most likely candidates. Fiducial interval in general is the list of the candidates 
that are the most similar to the target object (person). If we use decision making support 
system controlled by operator result of the system work could be one or two candidates, 
given to the operator for the final decision or expertise. If we use an autonomous system the 
final decision should be made by the system that has to select one of the most likely 
candidates using some special verification algorithms that analyse the dynamics of 
behaviour of the object in the fiducial interval under the verifying external conditions and 
parameters of the algorithm.  
2. Estimations building in pattern recognition 
2.1 Some important tasks of machine learning 
The modern theory of machine learning has two vital problems: to obtain precise upper 
bound estimates of the overtraining (overfitting) and ways of it’s overcoming. Now the most 
precise familiar estimates are still very overrated. So the problem is open for now. It is 
experimentally determined the main reasons of the overestimation. By the influence 
reducing they are as follows [Vorontsov, 2004]: 
1. The neglect of the stratification effect or the effect of localization of the algorithms 
composition. The problem is conditioned by the fact that really works not all the 
composition but only part of it subject to the task. The overestimation coefficient is from 
several tens to hundreds of thousands; 
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2. The neglect of the algorithms similarity. The overestimation coefficient for this factor is 
from several hundreds to tens of thousands. This factor is always essential and less 
dependent from the task than first one; 
3. The exponential approximation of the distribution tail area. In this case the 
overestimation coefficient can be several tens; 
4. The upper bound estimation of the variety profile has been presented by the one scalar 
variety coefficient. The overestimation coefficient is often can be taken as one but 
sometimes it can be several tens. 
The reason of overtraining effect has been conditioned by the usage of an algorithm with 
minimal number of errors on the training set. This means that we realize the one-sided 
algorithms tuning. The more algorithms are going to be used the more overtraining will be. 
It is true for the algorithms, taken from the distribution randomly and independently. In 
case of algorithm dependence (as rule in reality they are dependent) it is suggested that the 
overtraining will be reduced. The overtraining can be in situation if we use only one 
algorithm from composition of two algorithms. Stratification of the algorithms by the error 
number and their similarity increasing reduces the overtraining probability.  
Let us consider a duplet algorithm-set. Every algorithm can cover a definite number of the 
objects from the training set. If one uses internal criteria [Kapustii et al., 2007; Kapustii et al., 
2008] (for example in case of metrical classifiers) there is the possibility to estimate the 
stability of such coverage. Also we can reduce the number of covered objects according to 
the stability level. To cover more objects we need more algorithms. These algorithms should 
be similar and have different error rate. 
There is also interesting task of redundant information decrease. For this task it is important 
to find the average class size guaranteeing the minimal error rate. The reason in such 
procedure conditioned also by the class size decrease for the objects interfering of the 
recognition on the training phase. 
The estimation of the training set reduction gives the possibility to define the data structure 
(the relationship between etalon objects and objects that are the spikes or non-informative 
ones). Also the less class size the less time needed for the decision making procedure. But 
the most important of such approach consists in possibility to learn precisely and to 
understand much deeper the algorithms overtraining phenomenon. 
In this paper we are going to consider the metrical classifiers. Among all metrical classifiers 
the most applied and simple are the kNN classifiers. These classifiers have been used to 
build practical target recognition systems in different areas of human's activity and the 
results of such classification can be easily interpreted. One of the most appropriate 
applications of metrical classifiers (or classifiers using the distance function) concerns the 
biometrical recognition systems and face recognition systems as well. 
2.2 Probabilistic approach to parametrical optimization of the kNN classifiers 
The most advanced methods for optimization composition algorithm, informative training 
set selection and feature selection are bagging, boosting and random space method (RSM). 
These methods try to use the information containing in the learning sample as much as they 
can. Let us consider the metrical classifier optimization in feature space, using different 
metrics. The most general presentation of the measure between feature vectors x  and y  has 
been realized through Manhatten measure as the simple linear measure with weighted 
coefficients ia  [Moon & Stirling, 2000]: 
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One can make the following conclusions. An arbitrary measure is the filter in feature space. 
It determines the weights on features. The weight must be proportional to the increase of 
one of indexes when it has been added to general feature set used for class discrimination 
procedure. Such indexes are: correct recognition probability, average class size, divergence 
between classes, Fisher discriminant [Bishop, 2006]. One can use another indexes, but the 
way of their usage should be similar. If one of the features does not provide the index 
increase (or worsen it) the value of such feature weight should be taken as zero. So by force 
of supplementary decrease of feature number one can accelerate the recognition process 
retaining the qualitative characteristics. The feature optimization problem and measure 
selection has been solved uniquely. This procedure has been realized using weighted 
features and linear measure with weighted coefficients. Feature selection task at the same 
time has been solved partially. First the feature subset from general set is determined. Such 
set has been determined by some algorithm (for example by the number of orthogonal 
transforms). Such algorithm should satisfy the definite conditions like follows: class entropy 
minimization or divergence maximization between different classes. These conditions have 
been provided by the Principle Component Analysis [Moon & Stirling, 2000]. The last 
parameter using in the model is the decision function or decision rule. Number of decision 
functions can be divided into functions working in feature space and the functions based on 
distance calculation. For example the Bayes classifier, linear Fisher discriminant, support 
vector machine etc. work in feature space. The decision making procedure is rather complex 
in multidimensional feature space when one uses such decision rules. Such circumstance is 
especially harmful for continuous recognition process with pattern series that have been 
recognized. Thus realizing the recognition system with large databases in practice one uses 
classifiers based on distance function. The simplest classifier is 1NN. But this classifier has 
been characterized by the smallest probability indexes. Therefore one should use kNN one. 
So the task consists in selection of k value that is optimal for decision making procedure in 
bounds of fiducial interval. This interval corresponds to the list of possible candidates. 
Unlike the classical approach k value has upper bound by class size. In classical approach 
the nearest neighbor value should be taken rather large, approximating Bayes classifier. 
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Let us consider RS with training. The calculation and analysis of the parameters of such 
systems is carried out on the basis of learning set. Let there exists the feature distribution in 
linear multidimensional space or unidimensional distribution of distances. We are going to 
analyse the type of such distribution. The recognition error probability for 0µ =  could be 
presented as 
| |
( )
x
p x dx
θ≥
 , where θ  is the threshold. According to the Chebyshev inequality 
[Moon & Stirling, 2000] we obtain 
2
2
| |
( )
x
p x dx
θ
σ
θ≥
≤ . 
Let us consider the case of mean and variance equality of ( )p x  distribution. The upper 
bound for single mode distributions with mode 0µ =  with help of Gauss inequality 
[Weinstein, 2011] is: 
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Let 0 0µ µ= =  and τ σ≡ . Then the threshold θ  is θ λτ λσ= =  and 
θλ
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= . Thus the Gauss 
inequality for the threshold θ  could be presented in form of: 
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As seen from (5), the Gauss upper bound estimate for the single-mode distribution is better 
in 2.25 times then for the arbitrary distribution. So the influence of the distribution type on 
the error probability is significant. The normal distribution has equal values of mode, mean 
and median. Also this distribution is the most popular in practice. On the other hand the 
normal distribution has been characterized by the maximum entropy value for the equal 
values of variance. This means that we obtain the minimal value of classification error 
probability for the normally distributed classes. For the algorithm optimization one should 
realize the following steps: 
• to calculate the distance vector between objects for the given metric; 
• to carry out the non-parametrical estimation of the distance distribution in this vector 
by the Parzen window method or by the support vector machines; 
• to estimate the mean and variance of the distribution; 
• on the basis of estimated values to carry out the standardization of the distribution 
( 0µ = , 1σ = ); 
• to build the distributions both for the theoretical case and estimated one by the non-
parametrical methods; 
• to calculate the mean square deviation between the distributions; 
• to find out the parameter space, when deviation between the distributions less then 
given δ  level. 
2.2.1 Probability estimation for some types of probability density functions 
Let us consider some probability density functions (pdfs) that have a certain type of the 
form (presence of the extremum, right or left symmetry). If pdf have not one of such types of 
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structure one can use the non-parametrical estimation. As the result of such estimation we 
get the uninterrupted curve describing pdf. This function can be differentiated and 
integrated by the definition. Because the Gaussians have been characterized by the minimal 
error of the classification for the given threshold θ  and does not exceed 
2
2
4
9
σ
θ
 (see eq.5) for 
the unimodal and symmetric pdf or pdf with right asymmetry, the double-sided inequality 
for the given value of recognition error can be presented in form of : 
 
2
2
4
0.5(1 ( ))
9
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θ σ
ε
σ θ
− ≤ ≤ . (6) 
where 0µ = . 
 
 
Fig. 1. Right asymmetry of pdf 
 
 
Fig. 2. Left asymmetry of pdf 
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Let us analyse the form of potentially generated pdfs of distances between objects. All of the 
distributions will have extremum. This will be conditioned by following facts. All of the 
pdfs have been determined on the interval [0, )∞  and the density near zero and for the large 
distances is not high because these values are mostly unlikely. The right asymmetry is much 
more likely because pdf of distances is limited by zero and from the other side it has no 
strictly determined limitations.  
Let's consider a widespread problem of classification in the conditions of two classes. We 
will denote the size of classes as 1s  and 2s  correspondingly. Then if the probability of 
replacement of object of a class having size 1s  within a fiducial interval is equal 1ε  the 
probability of no replacement of objects from the same class by objects from a class 2s  in this 
interval  is equal to 21(1 )
sε− under the condition of independence of objects [Kapustii et al, 
2008; Kyrgyzov, 2008; Tayanov & Lutsyk, 2009]. For other class at corresponding changes 
this probability is equal to 12(1 )
sε− . If now one selects some virtual class and admits that 
replacement of any object of this class by objects from the mentioned two classes is authentic 
event it is possible to write down a following equation: 
 2 11 2((1 ) (1 ) ) 1
s sγ ε ε− + − = , (7) 
where the proportionality multiplier is calculated trivially. 
Sometimes there are situations when distances between objects are equal to 0. Thus non-
parametrically estimated distribution of one of the classes can have a maximum in a point 
corresponding to zero distance. Let density of distributions are equal 1(0)p  and 2(0)p  in a 
zero point. The estimation of relation between probabilities can be set in a form of 
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. Thus it is necessary to make boundary transition from cumulative density 
function (cdf) to pdf as they are connected among themselves by differentiation operation. 
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where values 
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=  have no influence on classification results and 
the decision can be accepted for benefit of any class. In case of non-parametric estimation 
the probability of such value is almost equal to 0. This approach is especially useful for the 
recognition tasks with similar objects i.e. objects that are week separated in the feature 
space.  It should be noted that such type of algorithms have been oriented on the tasks with 
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high level of class overlapping.  Face recognition belongs to the tasks that have sufficiently a 
lot of objects that could not be separated so easy.  
2.3 Combinatorial approach 
Let us present the recognition results for kNN classifier in form of binary sequence: 
 
 
 
 
31 31 2 2
11111111110001111111110000011100...
t
lm ml l m
I
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Fig. 1. The recognition results in form of binary sequence for kNN classifier 
Using kNN classifier it is important that among k nearest neighbours we have the related 
positive objects majority or the absolute one. Let us consider the simpler case meaning the 
related majority. The kNN classifier correct work consists in fact that for k nearest 
neighbours it has to be executed the condition 
 ,  1,2,3...i i
i i
l m i> =   , (9) 
where ,  i il m
   are the groups that appear after class size decrease. Under the group one 
understands the homogeneous sequence of elements. In such sequence (see Fig.1) there exist 
patterns of all classes. In general case there is no direct conformity between the group 
number and the class number although. 
Let us consider the case of non-pair k value in kNN classifier only. This means that we have 
the case of synonymous classification. Such univocacy could disappear in case of pair k 
value and votes equality for different classes. 
Let us estimate the effect of class size reduction in case of kNN classifier. Note that reduced 
class sizes are equal to each other and equal s∗ . Let us consider the kNN classifier correct 
work condition: 1
2
k
ENT s∗
 
+ ≤   . In contradistinction to 1NN classifier there is no such an 
importance of the first nearest patterns of the true class. Thus all such sequences one could 
denote as il . Let us determine the probabilities that it will be selected 
*s  patterns from the 
true class by the combinatorial approach. These probabilities have fiducial sense. This 
means that for the given part of positive objects there will be no selections among the 
patterns of the false classes by the correspondent combinatorial way. The multiplication of 
pointed two probabilities determines the probability of kNN classifier correct work. Let 
assign jq  as the recognition error probability for the corresponding im  groups: 
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The combinatorial expression for jq  probability could be written in form of: 
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The fiducial probability for arbitrary true pattern sequence is equal: 
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Thus the correct recognition probability for kNN classifier has been determined by 
probability (12) and addition to probability (11): 
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It is modelled the recognition process with different sequences of patterns of true and false 
classes for the 1NN and kNN classifiers in case of absolute majority. For modelling the face 
recognition system has been taken. The class size (training set) has been taken as 18 
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according to the database that it was made. On the Fig.1 the results of modelling of the 
training set decrease influence on the recognition results for the 1NN classifier have been 
presented. On the Fig.2 the similar results for kNN classifier under condition 
1
2
k
ENT s∗
 
+ =    have been presented. 
 
 
Fig. 2. The probability of correct recognition as function of training set ( x  axis) and number 
of true/false objects in the target sequence ( y  axis) for the 1NN classifier 
 
 
Fig. 3. The probability of correct recognition as function of training set ( x  axis) and number 
of true/false objects in the target sequence( y  axis) for the kNN classifier 
On the Fig.1,2 x  axis means the size of the training set and the y  axis means the size of the 
true patterns sequence (left picture) and sequence of both true and false patterns (right 
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picture). The y  axis has been formed by the following way. We organized 2 cycles where 
we changed the number of true and false patterns. For every combination of these patterns 
and different class sizes we calculate the probability of correct recognition. 
 
 
 
 
Fig. 4. The probability of correct recognition as function of training set ( x  axis) and 
1
2
k
ENT
 
+   value ( y  axis) 
On the Fig.4,5 the results of kNN classifier modelling have been presented. Here it has been 
satisfied the following condition: 1
2
k
ENT s∗
 
+ ≤   . On the Fig.5 the fiducial probability as 
function of training set size ( x  axis) and 1
2
k
ENT
 
+    value ( y  axis). 
The probability part of proposed approach is based in following idea. Despite of 
combinatorial approach, where the recognition results were determined precisely, we define 
only the probability of the initial sequence existence. Due to low probability of arbitrary 
sequence existing (especially for the large sequences) it has been determined the probability 
of homogeneous sequences existing of the type {0}  or {1} . This probability has been 
determined on the basis of the last object in given sequence as probability of replacing this 
object (the object from the true class {1}  by the others objects of the false classes from the 
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database. This means that the size of homogeneous sequence has been determined by the 
most "week" object in the homogeneous pattern sequence. The probability of existing of the 
non-homogeneous sequences is inversely proportional to the | |2 l m+  value, where | |l m+  is 
the sequence size. This procedure could be realized using distribution function (fatigue 
function) of the distances between the objects. This approach has been developed for 
metrical classifiers and classifiers on the basis of distance function in [Kapustii et al., 2008; 
Tayanov & Lutsyk, 2009]. Thus we need to calculate the probability of sequence with true 
patterns existing that has definite size or for the given probability rate we need to calculate 
the maximal size of the sequence that satisfies this probability. For the binary sequence the 
sum of the weights of the lower order bits is always less than the next most significant bit.  
 
 
 
 
Fig. 5. The probability of correct recognition as function of 1
2
k
ENT
 
+    ( x  axis) and 
number of true/false objects in the target sequence ( y  axis) 
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The difference is equal to 1. This means that arbitrary pattern replacement of the true class 
in the fiducial interval is equivalent to the alternate replacement of the previous ones. The 
minimal whole order of the scale of notation that has such peculiarity is equal to 2. Thus we 
need to calculate the weights of the true patterns position and compare them with binary 
digit. Such representation of the model allows us to simplify the probability calculation of 
the patterns replacement from the true sequences by the patterns of false classes. On the 
other side the arbitrary weights can be expressed through the exponent of number 2 that 
also simplifies the presentation and calculation of these probabilities. So the probability of 
the homogeneous sequence of the true patterns existence has been calculated on the basis of 
distance distribution function and is the function of the algorithm parameters. We should 
select the sequence of the size that has been provided by the corresponding probability. We 
after apply the combinatorial approach that allows us to calculate the influence effect of the 
class size decrease on the recognition probability rate. Thus the probabilistic part of the 
given approach has been determined by the recognition algorithm parameters. So the 
integration of both probabilistic and combinatorial parts allows us to define more precise 
the influence of the effect of the training set reduction. 
Let us consider step by step the example of fast computing of replacement of true pattern 
probability from the sequence where relation between weights of the objects is whole 
exponent of number 2. Thus for example the weights can be presented by the following 
way: 9 6 4 3 2 1 0{2 ,  2 ,  2 , 2 , 2 , 2 , 2 }w = . As known the probability of replacement of true object 
from the sequence by the false one when it is known that replacement is true event is 
inversely proportional to the weights of these objects. Let define the probability of 
replacement of the object having the 92  weight comparatively to the object with 62  weight. 
As far as we do not know what object has been replaced the total weight of the fact that 
there will not be replaced the objects with 62  weight and lower is equal: 
9 6 4 3 2 1 0{2 ,  2 ,  2 , 2 , 2 , 2 , 2 }w = . This weight can be expressed trough 62  weight accurate 
within 1 by following way: 6 62 (1 0.5) 1.5 * 2+ = . In case of large sequences this one has week 
influence on the accuracy. The relation between 92  and 62  is equal to 8. In case of divisible 
group of events we obtain the 8 1.5 1λ λ+ =  equation, where the proportional coefficient λ  
approximately equal to 0.11. So the probability of non-replacement of the object with 92  
weight is equal 8 * 0.11 0.88= . The object with 62  weight has the corresponding probability 
equal to 1 0.88 0.12− = . Since we know exactly that replacement is the true event and the 
last object has weight equal to 1 the accuracy correction that equal to 1 makes the 
appropriate correction of probability calculation. 
3. Classification on the basis of division of objects into functional groups 
Algorithms of decision making are used in such tasks of pattern recognition as supervised 
pattern recognition and unsupervised pattern recognition. Clustering tasks belong to 
unsupervised pattern recognition. They are related to the problems of cluster analysis. Tasks 
where one provides the operator intervention in the recognition process belong to the 
learning theory or machine learning theory. The wide direction in the theory of machine 
learning has the name of statistical machine learning. It was founded by V.Vapnik and Ja. 
Chervonenkis in the sixties-seventies of the last century and continued in nineties of the 
same century and has the name of Vapnik-Chervonenkis theory (VC theory) [Vapnik, 2000]. 
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It should be noted that classification algorithms built on the basis of training sets are mostly 
unstable because learning set is not regular (in general). That is why it has been appeared 
the idea of development of algorithms that partially use statistical machine learning but 
have essentially less sensitivity to irregularity of the training sets. 
This chapter focuses on tasks that partially use learning or machine learning. According to 
the general concept of machine learning a set is divided into general training and test 
(control) subsets. For the training subset one assumes that the class labels are known for 
every object. Using test subsets one verifies the reliability of the classification. The 
reliability of algorithms has been tested by methods of cross-validation [Kohavi, 1995; 
Mullin, 2000]. 
Depending on the complexity of the classification all objects can be divided into three 
groups: items that are stable and are classified with high reliability (“easy” objects), objects 
belonging to the borderline area between classes (“ambiguous” objects) and objects 
belonging to one class, and deeply immersed inside another one (“misclassified” objects). 
Among those objects that may cause an error the largest part consists of terminal facilities. 
Therefore it is important to develop an algorithm that allows one to determine the largest 
number of frontier facilities. The principal idea of this approach consists in preclassification 
of objects by dividing them into three functional groups. Because of this it is possible to 
achieve much more reliable results of classification. This could be done by applying the 
appropriate algorithms for every of obtained groups of objects.  
3.1 The most stable objects determination 
The idea of the model building is as follows. The general object set that have to be classified 
is divided on three functional groups. To the first group of objects the algorithm selects the 
objects with high level of classification reliability. The high level of reliability means that 
objects are classified correctly under the strong (maximal) deviations of the parameters from 
optimal ones. From the point of view of classification complexity these objects belongs to the 
group of so called "easy" objects. The second group includes objects, on which there is no 
consensus. If one selects two algorithms in a composition of algorithms, they should be as 
dissimilar as possible and they should not be a consensus. If one uses larger number of 
algorithms, the object belongs to the second group if there is no consensus in all algorithms. 
If consensus building uses intermediate algorithms, parameters of which are within the 
intervals between the parameters of two the most dissimilar algorithms, this makes it 
impossible to allocate a larger number of objects, on which there is no consensus. 
Dissimilarity between algorithms is determined on the basis of the Hamming distance 
between results of two algorithms defined as binary sequences [Kyrgyzov, 2008; Vorontsov, 
2008]. In practice this also means that in general it will not be detected the new objects, if 
one uses composition of more than two algorithms, on which one builds the consensus. The 
third group consists of those objects, on which both algorithms have errors, while they are in 
consensus. The error caused by these objects can not be reduced at all. Thus the error can not 
be less than the value determined by the relative amount of objects from the third group. 
The next step will be the reclassification of the second group of objects. This special 
procedure allows us to determine the true class, to which a particular object belongs to. 
Reclassifying the second group of objects we can also have some level of error. This error 
together with the error caused by the third group will give the total error of all proposed 
algorithms. 
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The research carried out in this paper concerns the analysis of statistical characteristics of the 
results of a consensus generating by two algorithms. The objective of the task analysis is a 
statistical regularity of characteristics of various subsets taken by division of the general set 
into blocks of different size. Probability distribution by the consensus for three groups of 
objects has been carried out by nonparametric estimation using Parzen window with Gauss 
kernels. 
3.1.1 Experimental results 
Figs 6-11 show the parametrically estimated pdfs for the probability of a correct consensus, 
the probability of incorrect consensus and the probability that consensus will not be 
reached.  
 
 
Fig. 6. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of the 
correct consensus that consists of two algorithms (solid line is used for the set of 200 objects 
and dot line is used for set of 30 objects correspondingly) . 
 
 
Fig. 7. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of the 
incorrect consensus that consists of two algorithms (solid line is used for the set of 200 
objects and dot line is used for set of 30 objects correspondingly) 
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Fig. 8. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of no 
consensus between two algorithms (solid line is used for the set of 200 objects and dot line is 
used for set of 30 objects correspondingly) 
As can be seen from the figures these distributions can be represented using one-
component, two-component or multicomponent Gauss mixture models (GMM). In 
multicomponent GMM weights determined according to their impact factors. Distribution 
parameters (mean and variance) and weights of impact in the model are estimated using EM 
algorithm. Estimation of corresponding probability values was carried out by blocks with a 
minimal size of 30Q =  and 200Q =  elements. The size of these blocks has been driven by a 
small sample size which according to various criteria ranges from 30 to 200 items. According 
to the standard definition of a small sample it is assumed that sample is small when it is 
characterized by irregular statistical characteristics.  
As seen from all figures the estimates obtained by blocks with a minimal size of 30 elements 
and some more are irregular. This means that for these tasks the sub-sample size of 30 items 
and some more is small. This has been indicated by long tails in the corresponding 
probability distributions. The maximum in zero point for two-component model is 
characterized by a large number of zero probabilities. This can be possible if there are no 
mistakes in the consensus of two algorithms. Estimates of probabilities on the basis of 
average values and the corresponding maximum probability distributions (for maximum 
likelihood estimation (MLE)) are not much different, which gives an additional guarantee 
for the corresponding probability estimates. Significance of obtained consensus estimates of 
probabilities of correct consensus, incorrect consensus and probability that consensus will 
not be achieved, provides a classification complexity estimate. Problems and algorithms for 
the complexity estimation of classification task is discussed in [Basu, 2006]. For example, 
tasks "pima" and "bupa" are about the same level of complexity because values of three 
probabilities are approximately equal. Tab. 1 shows that all algorithms excepting proposed 
new one have large enough sensitivity to the equal by the classification complexity tasks 
they work with. Mathematical analysis of composition building of algorithms has been 
considered in details in [Zhuravlev, 1978]. 
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Fig. 9. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of the 
correct consensus that consists of two algorithms (solid line is used for the set of 200 objects 
and dot line is used for set of 30 objects correspondingly) 
Figs 6-11 show graphic dependencies of consensus results for problems taken from 
repository UCI. This repository is formed at the Irvin’s University of California. The data 
structure of the test tasks from this repository is as follows. Each task is written as a text 
file where columns are attributes of the object and rows consist of a number of different 
attributes for every object. Thus the number of rows corresponds to the number of objects 
and the number of columns corresponds to the number of attributes for each object. A 
separate column consists of labels of classes, which mark each object. A lot of data within 
this repository has been related to biology and medicine. Also all these tasks could be 
divided according to the classification complexity. In the data base of repository there 
exists a number of tasks with strongly overlapped classes.  Some of them will be used for 
research. 
 
 
Fig. 10. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of the 
incorrect consensus that consists of two algorithms (solid line is used for the set of 200 
objects and dot line is used for set of 30 objects correspondingly) 
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Fig. 11. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of no 
consensus between two algorithms(solid line is used for the set of 200 objects and dot line is 
used for set of 30 objects correspondingly)   
In Tab. 1 one gives the probabilities of errors obtained on the test data for different 
classifiers or classifier compositions. All these algorithms were verified on two tasks that are 
difficult enough from the classification point of view. For the proposed algorithm it has been 
given the minimal and maximal errors that can be obtained on given tested data.  
In Tab. 1 the value of minimal error is equal to consensus error for the proposed algorithm. 
The value of maximal error has been calculated as sum of minimal error and the half of the 
related amount of objects, on which there is no consensus (fifty-fifty principle). As seen from 
the table the value of maximal error is much less than the least value of error of all given 
algorithms for two tasks from UCI repository. In comparison with some algorithms given in 
the table the value of minimal error is approximately 10 times less for the proposed 
algorithm then the error of some other algorithms from the table. The proposed algorithms 
are characterized by much more stability of the classification error in comparison with other 
algorithms. It can be seen from corresponding error comparison for two tasks from the UCI 
repository. 
 
Algorithm Task bupa pima 
Monotone (SVM) 0.313 0.236 
Monotone (Parzen) 0.327 0.302 
AdaBoost (SVM) 0.307 0.227 
AdaBoost (Parzen) 0.33 0.290 
SVM 0.422 0.230 
Parzen 0.338 0.307 
RVM 0.333 - 
Proposed algorithm 
(min/max) 
0.040/0.212 0.041/0.203 
Table 1. Error of classification for different algorithms 
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Q=200 Q=30 
µ σ µ σ
cP  0.635 0.024 0.611 0.064 
eP  0.041 0.006 0.046 0.013 
cP  0.324 0.019 0.344 0.052 
Table 2. Task ”pima” from UCI repository 
 
 
Q=200 Q=30 
µ σ µ σ
cP  0.635 0.024 0.611 0.064 
eP  0.041 0.006 0.046 0.013 
cP  0.324 0.019 0.344 0.052 
Table 3. Task ”bupa” from UCI repository 
In tabs 2-3 the estimates of probability of belonging of every object from the task of 
repository UCI to every of three functional groups of objects have been given. In this case 
the objects, on which consensus of the most dissimilar algorithms exists ( cP ), belong to the 
class of so called "easy" objects. Then objects, on which both of algorithms that are in 
consensus make errors ( eP ), belong to the class of objects that cause uncorrected error and 
this error can not be reduced at all. The last class of objects consists of objects, on which 
there is no consensus of the most dissimilar algorithms ( cP ). This group of objects also 
belongs to the class of border objects. In the tables one gives variances of corresponding 
probabilities too. Minimal size of the blocks, on which one builds estimates using algorithms 
of cross-validation changes from 30 to 200. 
3.1.2 Case of three classifiers in the consensus composition 
In the previous case we analysed the classifier composition that consists of two the most 
dissimilar algorithms. Now we are going to build the classifier composition that consists of 
three algorithms. The third algorithms we choose considering the following requirements. 
These algorithms have to be exactly in the middle of two the most dissimilar algorithms. 
This means that the Hamming distance between the third algorithm and one of the most 
dissimilar algorithms is equal to the distance between the “middle” algorithm and the 
second algorithm in the consensus composition of two the most dissimilar algorithms. In 
Tabs 4 and 5 the results of comparison of two consensus compositions have been given. The 
first composition consists of two algorithms and the second one consists of three algorithms 
correspondingly. As in the previous case we used “pima” and “bupa” testing tasks from 
UCI repository.  
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consensus of 
two classifiers 
consensus of 
tree classifiers 
µ σ µ σ
cP  0.635 0.024 0.607 0.021 
eP  0.041 0.006 0.0347 0.006 
cP  0.324 0.019 0.358 0.017 
Table 4. Task ”pima” from UCI repository 
As seen from the both tabs there is no big difference between two cases. Consensus of two 
algorithms can detect a bit lager quantity of correctly classified objects that means a bit more 
reliable detection of correctly classified objects. Consensus of three algorithms can detect a 
bit larger quantity of objects on which we have no consensus (the third group of objects).  
But if we will use the “fifty-fifty” principle for detection objects from the third group the 
general error of classification will be the same. We can also note that the variances of two 
consensuses compositions have no large differences between each other. 
 
 
consensus of 
two classifiers 
consensus of 
tree classifiers 
µ σ µ σ
cP  0.616 0.008 0.586 0.012 
eP  0.040 0.002 0.037 0.002 
cP  0.344 0.008 0.377 0.013 
Table 5. Task ”bupa” from UCI repository 
 
 
Fig. 12. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of correct 
consensus between two (solid line) and tree (dot-line) algorithms 
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Fig. 13. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of 
incorrect consensus between too (solid line) and tree (dot-line) algorithms 
 
 
Fig. 14. Task ”bupa” from UCI repository: non-parametrical estimation of the pdf of no 
consensus between too (solid line) and tree (dot-line) algorithms 
On figs 12-17 the results of consensus building for three algorithms have been given. Here 
we also use two tasks from the UCI repository as in the case of two algorithms. According to 
figs corresponding to the task of “bupa” we can make the following conclusions. In 
comparison to the case of two algorithms we can see that for the number of preclassified 
groups of objects we have just shifts between the corresponding pdfs and the form of curves 
is approximately the same. We can also note that relative value of the shift is rather small 
(about 5% for the pdf of correct probability). This shift is almost conditioned by the 
statistical error of determining of the most different algorithms. 
According to figs corresponding to the task of “pima” we can mark that differences in forms 
of pdfs are more essential than in previous task. This circumstance could be used for 
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comparison of the task complexity using the value of overtraining as stability to learning.  
Using such approach it is possible to obtain much more precise and informative estimations 
of the complexity from the learning process point of view. 
 
 
 
 
Fig. 15. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of correct 
consensus between too (solid line) and tree (dot-line) algorithms 
 
 
 
 
Fig. 16. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of 
incorrect consensus between too (solid line) and tree (dot-line) algorithms 
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Fig. 17. Task ”pima” from UCI repository: non-parametrical estimation of the pdf of no 
consensus between too (solid line) and tree (dot-line) algorithms 
4. Specific of usage of the proposed approach for problems of face 
recognition 
The problem of face recognitions is one of the principle tasks of the large project connected 
with determining of human behaviour and psychoanalysis of the human, based on the face 
expression and body movement. Such type of systems belongs to the class of no contact 
systems.  Unlike to the human recognition systems based on fingerprints or images of iris 
these systems do not require human to keep finger of eyes near (or on) the scanner. This is 
also very important from law point of view. It is impossible to force a human to put the 
finger on the scanner if he does not want to do this and if this is not a criminal case. The 
same fact is concerned the case of iris recognition systems. To take a picture of somebody is 
not forbidden and this or that person could not be familiar with the fact that somebody took 
already picture of the face of such person. This is really important when creating the 
training and test databases. Face recognitions systems can be joined with hidden video 
cameras installed in shops, supermarkets, banks and other public places. Here it is 
important to hide the fact of video surveillance. This could be done with help of no contact 
recognition systems only. On other hand the facial information and mimicry could be used 
for the human behaviour determination and psychophysical state of the human. This is 
important to avoid and predict of acts of terrorism. Here it is very important information 
about dynamics of face expression and movement of the separate parts of the face. 
In spite of the fact that face recognition systems has larger value of error of both of the types 
than finger print recognition systems, iris recognition systems and others, they find a lot of 
different applications because of their flexibility of installation, training and testing.  In this 
situation it is very important to make research in the field of recognition probability 
estimation, overtraining estimation, model parameters estimation, etc. to find the most 
optimal parameters of the face recognition systems. To build very reliable recognition 
systems it is important to use proposed approach that allows us to build hierarchical 
recognition on the basis of objects division into functional groups and due to this to use the 
effect of preclassification.   
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For the procedure of decision making one proposes to use the notation of fiducial interval. 
By the fiducial interval one understands the list of possible candidates for the classification. 
Usage of the fiducial interval is very useful for the decision making support systems with 
presence of an operator.  The result of the system work is the list of candidates that are the 
most similar to the object to be recognized. In this case the final decision about the object 
will be made by operator.  The system can work as completely autonomous one with using 
of the fiducial interval for the decision making. In fiducial interval there exist several group 
of objects that belong to their own class. Our task is to find the group of objects that 
corresponds to the object to be recognised or to make decision that there is no corresponding 
objects in fiducial interval. The idea of fiducial interval consists in following concepts.  The 
size of the fiducial interval (the number of possible candidates) has to be enough to be sure 
that if the corresponding objects are in the database of the recognition system they will drop 
into this interval. The size of the fiducial interval corresponds to the fiducial probability.  
The larger is fiducial interval the larger is fiducial probability. That is why it is convenient to 
use the notation of fiducial interval for the probability of the fact that corresponding objects 
will drop in the list of possible candidates. The second paragraph of this chapter has been 
devoted to the problems of forming of some types of fiducial intervals.  
5. Discussion and future work 
In this chapter we shortly considered some approaches for solution of such important 
problems as recognition reliability estimation and advanced classification on the basis of 
division of objects into three functional groups. In domain of reliability estimation there exist 
two principal problems. First problem concerns the tasks of statistical estimation of the 
probability of correct recognition especially for small training sets. This is very important 
when we can not achieve additional objects so fast and make our training set more 
representative. That could be in situations when we work with data slowly changing in time.  
Another important problem concerns the effect of overestimation in pattern classification. 
The value of overestimation could be found as difference between the recognition results on 
training and test sets. In the beginning of the chapter one mentioned the main problems of 
the statistical learning theory and overestimation as one of the most principal problems. One 
did not pay attention to this problem in this chapter but it is planned to do in future 
research. The attention has been payed to the problems of recognition reliability estimation. 
In this chapter the results of both combinatorial and probabilistic approach to recognition 
reliability estimation have been presented. As seen from the figures there was realized the 
advanced analysis and estimation of the recognition results when the training set is 
decreased. So we can make the prognosis of the recognition probability for reduced training 
sets using combinatorial approach. The reliability of such approach can be provided on the 
basis of probabilistic approach.  
It was considered some methods of the reliability estimation for some types of classifiers.  
Such of the classifiers belongs to the group of so called metrical classifiers or classifiers on 
the basis of dissimilarity functions or distance functions. It will be interesting to consider the 
proposed methods in case of other types of classifiers e.g. classifiers using separating 
hyperplane, classifiers built on logic functions and others.  It will be interesting to consider 
the idea of how to express one classifier through another or to build relations between the 
different types of classifiers.  All this could give us the possibility to use one approach to 
reliability estimation for any type of the classifiers. 
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In the second part of the chapter the probability of belonging of every object to each of the 
three groups of objects: a group of "easy" objects, on which it is reached the correct 
consensus of two algorithms, a group of objects, on which two the most dissimilar 
algorithms have an incorrect consensus and a group of objects, on which one does not 
achieve consensus have been considered. The analysis shows that there are probability 
distributions of data that can be presented as a multicomponent models including GMM. 
All this makes it possible to analyze the proposed algorithms by means of mathematical 
statistics and probability theory. From the figures and tables one can see that the probability 
estimations using methods of cross-validation with averaged blocks of 30 and 200 elements 
minimum differ a little among themselves, which makes it possible to conclude that this 
method of consensus building, where consensus consists in the most dissimilar algorithms, 
is quite regular and does not have such sensitivity to the samples as other algorithms that 
use training. As seen from the corresponding tables, the minimum classification error is 
almost less by order of magnitude than error for the best of existing algorithms. The 
maximal error is less of 1.5 to 2 times in comparison with other algorithms. Also, the 
corresponding errors are much more stable both relatively to the task, on which one tests the 
algorithm and the series of given algorithms where the error value has significantly large 
variance. Moreover, since the minimal value of error is quite small and stable, it guaranties 
the stability of receipt of correct classification results on objects, on which consensus is 
reached by the most dissimilar algorithms. Relatively to other algorithms such a confidence 
can not be achieved. Indeed, the error value at 30 40%−  (as compared to 4% ) gives no 
confidence in results of classification. The fact that the number of ambiguous objects selected 
by two the most different algorithms is less than the number of objects selected by three 
algorithms conditioned by the overtraining of two the most dissimilar algorithms. So the 
future research in this domain should be devoted to the problem of overtraining of the 
ensemble of two the most dissimilar algorithms. This means that it should be reduced the 
overtraining of the preclassification that allows us to reduce the error of classification 
gradually and due to this to satisfy much more reliable classification.  
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