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Abstract
This thesis aims at introducing a new way to model time series objects in statistics using
multifractional processes. It provides a detailed review of Brownian motion, fractional Brownian motion and extends the above 2 models to multifractional processes. To demonstrate a
successful application to the real world, we perform pattern analysis on consumer confidence
and household spending behavior. The analysis is conducted through investigating the local
Hölder regularity of the consumer confidence index and household expenditure. In the analysis,
we first model consumer confidence index and household expenditure with a multifractional
stochastic processes. We then use the index, pointwise Hölder exponent (PHE), to measure the
local Hölder regularity of their paths. Next several estimators of the PHE have been derived
and compared using the data. Finally, we detect which household consumption factors share
similar patterns of local Hölder regularity to the CCI using K-means clustering.
Keywords: consumer confidence index; household spending behavior; multifractional process;
pointwise Hölder exponent; nonparametric estimation; Brownian motion
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Introduction

Multifractional Brownian motion (mBm) is a paradigmatic example of both multifractional stochastic processes and locally asymptotically self-similar processes. It naturally extends the classical
fractional Brownian motion (fBm) by allowing its Hurst parameter to vary with time. The mBm
was introduced independently by Peltier and Lévy-Véhel [21] and Benassi et al. [6], using respectively integral moving average type representation and harmonizable integral representation of the
fBm. These two types of mBms share a number of core features and their precise connection has
been studied by Stoev and Taqqu [28], who show that the two types of mBms generally have different
correlation structures. The most recent discussion on the definition of mBm is also made in [28],
where they define a general class of multifractional Gaussian processes which includes the above two
types of mBms as 2 particular cases. In this thesis we adopt the definition of an mBm through the
so-called harmonizable integral representation (see (1.3) in [28] or see [6, 1]).
Definition 1.1 A multifractional Brownian motion {X(t)}t≥0 is a continuous-time Gaussian process defined by:
Z
eitξ − 1
f (ξ), for t > 0,
X(0) = 0 a.s. and X(t) =
dW
(1.1)
H(t)+1/2
R |ξ|
where:
f (ξ) denotes a complex-valued Gaussian measure (see Proposition 2.1 in [28]) satisfying
• dW
Z
Z
f (ξ) =
fe(ξ) dW
f (t) dW (t) a.s.
R

R

for any
2

f ∈ L (R) :=




f : R→R :

Z

2



|f (u)| du < ∞ ,

(1.2)

R

R
with fe(ξ) := (2π)−1/2 R eiξu f (u) du being the Fourier transform of f and {W (t)}t∈R being a
standard Brownian motion.
• The functional Hurst parameter H : [0, +∞) −→ (0, 1) is a Hölder function with exponent
β > sup H(t). It is known that the pointwise Hölder exponent (pHe) of {X(t)}t≥0 is
t∈[0,+∞)

almost surely equal to H(•) at each t [6]. Recall that, for a continuous nowhere differentiable
process {Y (t)}t≥0 , its local Hölder regularity can be measured by the pHe ρY defined by: for
each t0 ≥ 0,


|Y (t0 + ) − Y (t0 )|
ρY (t0 ) := sup α ∈ [0, 1] : lim sup
=
0
.
|ε|α
ε→0
3

Theorem 4.1 in [28] gives the covariance function of {X(t)}t≥0 : for s, t ≥ 0,

K(H(s) + H(t))  H(s)+H(t)
|s|
Cov(X(s), X(t)) =
+|t|H(s)+H(t) −|s − t|H(s)+H(t) ,
2
where the scaling parameter K(•) is defined by
K(α) :=

4 cos(απ/2)Γ(2 − α)
, for α ∈ (0, 2),
α(1 − α)

(1.3)

(1.4)

with Γ(•) being the gamma function. When α = 1 (corresponding to H(•) ≡ 1/2), the value of
cos(απ/2)/(1 − α) is set to be π/2 (indeed, cos(απ/2)/(1 − α) → π/2 as α → 1). As a consequence,
K(1) = 1. Hence mBm includes standard Brownian motion as one special case: H(•) ≡ 1/2.
From a number of perspectives, mBm naturally extends fBm. MBm becomes an fBm when its
pHe is almost surely equal to a constant. It is also known that mBm is locally asymptotically selfsimilar and its tangent process is an fBm [6, 13]. Many statistical inference problems concerning the
mBm given in Definition 1.1 have been studied. For example, estimation of the pHe of multifractional
processes driven by an mBm has been studied in [15, 3, 24, 25, 17, 26]. Applications of mBm in
modeling currency exchange rates, market stock indices and individual stock prices are also proved
to be successful [12, 10, 27, 26].
The goal of my thesis is to provide a detailed review of the literature from Brownian motion (also
called Wiener process in the theory of stochastic process) to multifractional Brownian motion. The
review includes concepts, properties and estimation methodologies of the above stochastic processes.
Moreover, an application of the multifractional processes modeling is successfully performed. By
using the multifractional process modeling, we are able to perform a new type of factor analysis on
the Consumer Confidence Index. As a conclusion, the important factors are found to heavily explain
the volatility of the Consumer Confidence Index.

2

A Review on Brownian Motion

This section is devoted to reviewing the benchmark stochastic process Brownian motion in the
existing literature. The proofs are given for some key features of the Brownian motion.

2.1

Introduction and Definition of Brownian Motion

Brownian motion, as a physics phenomena, is originally introduced to describe the movement of a
single particle suspended in a liquid. Later it was proved that this movement for one particle moving
in a one-dimensional line can be modeled by a continuous- time Gaussian stochastic process. The
mathematical model was introduced by Mandelbrot and Van Ness in 1968 [19] and applied across
biology, hydrology, and the stock market since.
Brownian motion is named based on historical connection with the physical process of the same
name originally observed by Scottish botanist Robert Brown. In mathematics, especially stochastic
process analysis, it is also called Wiener process in honor of the American mathematician Norbert
Wiener for his investigations on the mathematical properties of the one-dimensional Brownian motion
[33]. Brownian motion is one of the best known Lévy processes (stochastic processes with stationary
and independent increments) and occurs frequently in pure and applied mathematics, economics,
quantitative finance, evolutionary biology, and physics.
Brownian motion plays an important role in both pure and applied mathematics. In pure mathematics, Brownian motion gave rise to the study of continuous time martingales. It is a key process
in terms of which more complicated stochastic processes can be described. As such, it plays a vital
role in stochastic calculus, diffusion processes and even potential theory. It is the driving process
of Schramm–Loèwner evolution. In applied mathematics, the Wiener process is used to represent
the integral of a white noise Gaussian process, and so is useful as a model of noise in electronics
engineering, instrument errors in filtering theory and disturbances in control theory.
Below we provide the mathematical definition of Brownian motion.
4

Definition 2.1 The Brownian motion {Wt }t≥0 is a continuous-time centered Gaussian process such
that
(i) W0 = 0 almost surely.
(ii) The increments of {Wt }t≥0 are independent: for any 0 ≤ t1 ≤ t2 ≤ . . . ≤ tn , the increments
W (t2 ) − W (t1 ), W (t3 ) − W (t2 ), . . . , W (tn ) − W (tn−1 )
are independent.
(iii) The increments of {Wt }t≥0 are stationary and normal: for any t ≥ 0, any h > 0, the increments
W (t + h) − W (t) ∼ N (0, h),
where N (0, h) denotes the Gaussian probability distribution with mean 0 and variance h.

3

Properties of Brownian Motion

Based on Definition 2.1, a number of nice features can be derived. Below we list some key properties
and provide necessary proofs. From the proofs we see they are just straightforward consequences of
the L ’evy properties: stationary independent increments.

3.1

Normality of Brownian Motion

Brownian motion is a Gaussian Process. Each point of the process follows the unconditional probability density function, which follows normal distribution with zero-mean and variance t, at a fixed
time t:
1 −x2 /(2t)
fWt (x) = √
e
.
2πt
The expectation is zero:
E[Wt ] = 0.
The variance, using the computational formula, is t:
Var(Wt ) = t.
These results follow immediately from the definition that increments have a normal distribution,
centered at zero. Thus:
Wt = Wt − W0 ∼ N (0, t).

3.2

Covariance Structure of Brownian Motion

We look to measure the dependency between points within the Brownian Motion by calculating the
covariance and correlation of increments.
Proposition 3.1 The covariance and correlation of the Bm {Wt }t≥0 are given as: for any s, t > 0,
Cov(Ws , Wt ) = min{s, t}
and

s
Corr(Ws , Wt ) =

5

min{s, t}
.
max{s, t}

(3.1)

(3.2)

Proof: Without loss of generality, let 0 < t1 ≤ t2 . We first prove (3.1) holds. By the definition of
the covariance function and the fact that the Bm {Wt }t≥0 is zero-mean, we have
Cov(Wt1 , Wt2 ) = E [Wt1 Wt2 ] .

(3.3)

By (3.3) we decompose Wt2 into the sum of increments:
Wt2 = (Wt2 − Wt1 ) + Wt1 .

(3.4)

It follows from (3.3), (3.4) and the fact that expectation is a linear operator that
Cov(Wt1 , Wt2 )

= E [Wt1 ((Wt2 − Wt1 ) + Wt1 )]


= E [Wt1 (Wt2 − Wt1 )] + E Wt21 .

(3.5)

On one hand, by Definition 2.1 (ii), Wt1 = Wt1 − Wt0 and Wt2 − Wt1 are independent; and by
Definition 2.1 (iii), E[Wt2 − Wt1 ] = 0. As a result,
E [Wt1 (Wt2 − Wt1 )] = E[Wt1 ]E[Wt2 − Wt1 ] = 0.
On the other hand, by Definition 2.1 (iii),


E Wt21 = Var(Wt1 ) = t1 .

(3.6)

(3.7)

Finally plugging (3.6) and (3.7) into 3.5, we obtain


Cov(Wt1 , Wt2 ) = 0 + E Wt21 = t1 .
(3.1) is proved.
Next we prove (3.2). Again assume 0 < t1 ≤ t2 without loss of generality. On one hand, by the
definition of correlation coefficient, we can write
Corr(Wt1 , Wt2 ) = p

Cov(Wt1 , Wt2 )
Var(Wt1 )Var(Wt2 )

.

On the other hand by using (3.1) we have
Cov(Wt1 , Wt2 ) = t1 ; Var(Wt1 ) = t1 and Var(Wt2 ) = t2 .
Plugging the above equations into the expression of Corr(Wt1 , Wt2 ) finally yields
r
t1
t1
=
.
Corr(Wt1 , Wt2 ) = √
t2
t1 t2
(3.2) holds true hence the proof of Proposition 3.1 is complete.
 Note that in the proof of
Proposition 3.1, all the features of Bm in Definition 2.1 are involved. In fact, Proposition 3.1 is an
equivlaent definition of Bm. To be more specific, a Bm can be defined as follows:
Definition 3.2 The Brownian motion {Wt }t≥0 is defined to be a continuous-time centered Gaussian
process with
W0 = 0 almost surely and Cov(Ws , Wt ) = min{s, t}, for any s, t > 0.
Proposition 3.1 below establishes the equivalence between Definition 2.1 and Definition 3.2.
Proposition 3.3 By Definition 3.2, the Brownian motion {Wt }t≥0 has independent and stationary
increments.
6

Proof: Let 0 < t1 ≤ t2 . By Definition 3.2 we know
Cov(Wt1 , Wt2 ) = t1 .

(3.8)

Take Wt1 and Wt2 − Wt1 as 2 increments of the Bm. Remark that the independence of stationarity
of the increments can be interpreted as
(i) Cov(Wt1 , Wt2 − Wt1 ) = 0;
(ii) Wt2 − Wt1 ∼ N (0, t2 − t1 ).
To show (i) holds we rely on (3.8):
Cov(Wt1 , Wt2 − Wt1 ) = Cov(Wt1 , Wt2 ) − Cov(Wt1 , Wt1 ) = min{t1 , t2 } − t1 = 0.
It remains to show (ii) holds. First since Bm is a Gaussian process, Wt2 − Wt1 is then normally
distributed. It suffices to determine the mean and variance of Wt2 − Wt1 to get its exact probability
distribution. On one hand, by the fact that Bm is centered,
E[Wt2 − Wt1 ] = E[Wt2 ] − E[Wt1 ] = 0 − 0 = 0.

(3.9)

On the other hand, we use the definition of variance and the covariance function of Bm to obtain
Var(Wt2 − Wt1 )

= Var(Wt2 ) + Var(Wt1 ) + 2Cov(Wt2 , −Wt1 )
= t2 + t1 − 2t1 = t2 − t1 .

(3.10)

It follows from (3.9) and (3.10) that (ii) holds true. The prof is complete.
 Let us explain
why (ii) is equivalent to stationary increments. Remark that by (ii), should we shift the increment
by h ≥ 0, we obtain
Var(Wt2 +h − Wt1 +h ) = (t2 + h) − (t1 + h) = t2 − t1 .
We can see that the shift does not change the probability distribution as the mean and variance are
not dependent on Wt , hence the increments are stationary. Therefore we have confirmed that the
increments of Bm are stationary.

3.3

Self Similarity of Brownian Motion

The self-similarity of Borwnian motion is described in the following statement.
√
Proposition 3.4 Let {Wt }t≥0 be a Brownian motion. For every c > 0 the process Vt = (1/ c)Wct
is another Brownian motion.
√
Proof: Fix c > 0. Since {Wt }t≥0 is a Gaussian process, so is {Vt }t≥0 = {(1/ c)Wct }t≥0 since it a
linear combination of a Gaussian Process. Then it suffices to show that Vt satisfies Definition 3.2 of
Brownian motion.
1. Show V0 = 0 almost surely. By the definition of Vt and the fact that W0 = 0 almost surely, we
have
√
√
√
V0 = (1/ c)Wc×0 = (1/ c)W0 = (1/ c) × 0 = 0, almost surely.
(3.11)
2. Show E[Vt ] = 0 for all t ≥ 0. This is obviously true
√
√
E[Vt ] = E[(1/ c)Wct ] = (1/ c)E[Wct ] = 0.

7

(3.12)

3. Show the covariance of the increments of {Vt }t≥0 satisfies Equation 3.1.
Let 0 < s < t, then by definition of Vt we can write
√
√
Vs = (1/ c)Wcs and Vt = (1/ c)Wct .
Below we would show Cov(Vs , Vt ) = s. Using (3.13) we compute Cov(Vs , Vt ) as


Wcs Wct
Cov(Wcs , Wct )
Cov(Vs , Vt ) = Cov √ , √
.
=
c
c
c

(3.13)

(3.14)

Recall that Cov(Ws , Wt ) = s for any 0 ≤ s ≤ t. Since c > 0 we have cs < ct, it yields
Cov(Wcs , Wct ) = cs. Plugging this result into (3.14) obtains
Cov(Vs , Vt ) =

cs
= s.
c

(3.15)

From Equations (3.11) - (3.15), we see {Vt }t≥0 is a Brownian motion, based on Definition 3.2

The next feature is particularly owned by Bm. It shows that the Bm is preserved through time
reversal.
Proposition 3.5 The process {Vt }t∈[0,1] = {W1 − W1−t }t∈[0,1] is distributed like {Wt }t∈[0,1] .
Proof: Obviously {Vt }t≥0 is a Gaussian process.
Cov(Vs , Vt ) = s for 0 ≤ s ≤ t ≤ 1.

Next we show V0 = 0 a.s., E[Vt ] = 0 and

1. Show V0 = 0 a.s.. By definition of Vt :
V0 = W1 − W1−0 = W1 − W1 = 0, a.s..

(3.16)

2. Show E[Vt ] = 0. Using the definition of Vt and linearity of expectation:
E[V (t)] = E[W1 − W1−t ] = E[W1 ] − E[W1−t ] = 0 − 0 = 0.

(3.17)

3. Show the covariance structure of {Vt }t∈[0,1] follows Equation 3.1 for 0 ≤ s ≤ t ≤ 1.
Recall that the covariance function is bilinear: for any 4 random variables X1 , X2 , X3 , X4 :
X
Cov(X1 + X2 , X3 + X4 ) =
Cov(Xi , Xj ).
i∈{1,2},j∈{3,4}

Therefore together with the Bm’s covariance structure we can write
Cov(Vs , Vt ) = Cov(W1 − W1−s , W1 − W1−t )
= Cov(W1 , W1 ) − Cov(W1 , W1−t ) − Cov(W1−s , W1 ) + Cov(W1−s , W1−t )
= 1 − min{1, 1 − t} − min{1 − s, 1} + min{1 − s, 1 − t}
= 1 − (1 − t) − (1 − s) + (1 − t)
= s.

(3.18)

From equations (3.16) - (3.18), {Vt }t≥0 is a Brownian Motion, based on Definition 3.2.
The following property shows Bm can be preserved through time inversion.



Proposition 3.6 The process {Vt }t≥0 = {tW1/t }t≥0 is a Brownian motion.
Proof: Similar to the proofs of the above propositions, first of all it is easy to derive that {Vt }t≥0 is
a centered Gaussian process. It then suffices to show V0 = 0 a.s. and Cov(Vs , Vt ) = s for 0 ≤ s ≤ t.
8

1. Show V0 = 0 almost surely. Recall that
Vt = tW1/t ∼ N (0, t).
This yields when t → 0, Var(Vt ) → 0. Therefore V0 is almost surely a constant. Observe that
E[V0 ] = 0, then
V0 = 0 a.s..
(3.19)
2. Show the covariance of the increments of {Vt }t≥0 follows Definition 3.2.
Let 0 ≤ s ≤ t, then Vs = sW1/s and Vt = tW1/t . Using these expression we get
Cov(Vs , Vt ) = Cov(sW1/s , tW1/t ) = st × Cov(W1/s , W1/t )
1
= st × min(1/s, 1/t) = st × = s.
t

(3.20)

From Equations (3.19) and (3.20), {Vt }t≥0 is a Brownian motion.


3.4

Representations of Brownian Motion

Representations of Bm have been heavily studied, since these properties are needed in order to better
understand the link between Bm and white noises. Another reason is representations allow one to
simulate the Bm’s paths. So far in the literature, there exist two main types of representations of
Brownian motions. One is based on the moving average representation from white noise, the other
one is based on Fourier transformation of the Brownian measure. The first presentation is widely
used to simulate the Brownian motion process, while the second one is often used to extend Brownian
motion to a more sophisticated processes such as fractional Brownian motion and multifractional
Brownian motion (see the forthcoming sections).
The first representation of Brownian motion given by Wiener [33] gave a representation of a
Brownian path in terms of a random Fourier series. Already very well known, this is the white
noise, Gaussian noise representation, or the moving average representation. If ξn ’s are independent
Gaussian variables with mean 0 and variance 1, then (see [33]):
Wt = ξ0 t +

∞
√ X
sin πnt
2
ξn
.
πn
n=1

Here the first term represents the trend and the second term the noise for the function as grows,
hence the moving average naming.
The other representation is called the harmonizable integral representation of Brownian Motion.
From now on we will rely more on this representation to describe Brownian motions, as it is a
much better fit for our application. The integral is obtained using through a complex-valued Fourier
transformation of some deterministic signal.
Z +∞ itξ
e −1 f
Wt =
dW (ξ),
|ξ|
−∞
f (ξ) denotes the Fourier transformation of a Brownian measure W (ξ) (see (1.2) for the
where W
definition of Fourier transformation of a Brownian measure). The above integral representation
defines the standard Brownian motion. As a representation it is more elegant than convergent series
and it provides a much easier computation formula of the variance for our analysis. The covariance
function of Bm is hence viewed as an inner product structure of the L2 (P) space:
Z
(eitξ − 1)(e−isξ − 1)
Cov(Ws , Wt ) =
dξ.
|ξ|2
R
9

In particular, another integral representation of the variance function of Bm is obtained:
Z
|eitξ − 1|2
Var(Wt ) = Cov(Wt , Wt ) =
dξ.
|ξ|2
R

3.5

Sample Paths Properties of Brownian Motion

The improvements of Brownian motion are inspired by their roughness of sample paths. Concerning
the sample paths properties of a Brownian motion, the key feature is that the paths of a Bm is
continuous but nowhere differentiable functions. These features are captured by the so-called law of
the iterated logarithm of Bm:
• Law of the iterated logarithm:
lim sup √
t→+∞

|Wt |
= 1,
2t log log t

almost surely.

• Modulus of continuity:
lim sup p
ε→0+

|Wε |
2ε log log(1/ε)

= 1,

almost surely.

• Lévy’s global modulus of continuity:
lim sup

sup

ε→0+ 0≤s<t≤1,t−s≤ε

|W − Wt |
p s
= 1,
2ε log(1/ε)

almost surely.

All the above sample paths properties suggest
|Wt − Ws |≈ |t − s|1/2−ε for |t − s| small and ε arbitrarily small.
This indicates that 1/2 is a key parameter to capture the sample paths behavior of Bm. It is infact
the Hölder exponent of Brownian motion. In other words, all Brownian motion’s paths are almost
surely Hölderian functions with Hölder exponent 1/2. This accurately explains why Bm’s sample
paths are continuous but nowhere differentiable. Inspired by this fact, it is naturally to extend this
parameter to arbitrary H ∈ (0, 1), in order to obtain a more general family of Gaussian processes.
The latter family is the so-called fractional Brownian motion, which is discussed in the next section.

4

Introduction to Fractional Brownian Motion

We can expand the Brownian motion into the a fractional Brownian motion by introducing a sample
paths parameter, the so-called Hurst exponent.

4.1

Definition of Fractional Brownian Motion

Fractional Brownian motion (fBm) is a natural generalization of Brownian motion. Unlike classical
Brownian motion, the increments of fBm need not be independent.
Definition 4.1 Fractional Brownian motion is a continuous-time Gaussian process BH (t) on t ≥ 0,
that starts at 0, has expectation 0 for all t, and has the following covariance function: for any s, t ≥ 0,
Cov(BH (s), BH (t)) =

1 2H
(|t| +|s|2H −|t − s|2H ),
2

(4.1)

where H is a real number in (0, 1), called the Hurst index or Hurst parameter associated with the
fractional Brownian motion.
10

The Hurst exponent describes the raggedness of the resultant motion, with a higher value leading
to a smoother motion. It was introduced by Mandelbrot and van Ness (1968). For H = 1/2, the
covariance function of fBm becomes
Cov(BH (s), BH (t)) =

1
(|t|+|s|−|t − s|) = min(s, t),
2

(4.2)

which makes it the same as Brownian motion.
The value of H determines what kind of process the fBm is by characterizing the correlation of
the increments. We begin by determining the correlation function of the increments of fBm. Let
BH (t) and BH (t + h) be two points of fractional Brownian motion. The correlation of the increment
BH (t + h) − BH (t) is defined as
Corr(BH (t), BH (t + h) − BH (t)) = p

Cov (BH (t), BH (t + h)) − BH (t))
Var(BH (t))Var(BH (t + h) − BH (t))

.

(4.3)

Now from the forthcoming Proposition 4.5, we know that fBm has stationary increments, i.e., BH (t+
h) − BH (t) ∼ BH ((t + h) − t) = BH (h), which yields that Equation (4.3) becomes:
Corr(BH (t), BH (t + h) − BH (t)) =

Cov (BH (t), BH (t + h) − BH (t))
p
.
Var(BH (t))Var(BH (h))

(4.4)

Further using the linearity of the covariance function and (4.1), Equation () can be written as
Corr(BH (t), BH (t + h) − BH (t))
Cov (BH (t), BH (t + h)) − Cov (BH (t), BH (t))
p
=
Var(BH (t))Var(BH (h))
1 2H
(|t| +|t + h|2H −|(t + h) − t|2H ) − |t|2H
2
=
|t|2H |h|2H
2H
2H
(t + h) − t − h2H
=
.
2(th)H

(4.5)

Below we will see different behavior of correlations for different values of H.
Proposition 4.2 (Independent Increments at H = 1/2) If H = 1/2, the process is in fact
Brownian motion and its increments are independent.
Proof: From Proposition 3.3 this is readily true. Further, plugging H = 1/2 into Equation (4.5)
gives
t+h−t−h
= 0.
(4.6)
Corr(B1/2 (t), B1/2 (t + h) − BH (t)) = p
2(th)1/2
As a result, the increments are independent and our result from Browninan motion is confirmed. 
Proposition 4.3 (Correlated Increments at H 6= 1/2) The following holds when H 6= 1/2:
• If H > 1/2 then the increments of fBm are positively correlated.
• If H < 1/2 then the increments of fBm are negatively correlated.
Proof: Let us first define that: for x ≥ 0,
g(x) = x2H .
From the fact that
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• When H > 1/2, let us assume t ≥ h, then by the mean value theorem there is u ∈ (t, t + h)
such that
g(t + h) − g(t) = (t + h)2H − t2H = (2H)u2H−1 h > 2 × (1/2)h2H−1 h = h2H .
As a result,
(t + h)2H − t2H − h2H > 0.
• When H < 1/2, the inequality

(a + b)2H ≤ a2H + b2H

holds for all a, b ≥ 0. As a result,
(t + h)2H − t2H − h2H < 0.
Proposition 4.3 then follows from (4.5) and the above discussion.

4.2



Some Key Properties of Fractional Brownian Motion

One of the most important properties of fBm is the self-similarity. We say {BH (t)}t≥0 is H-self
similar, noting that H is also called the self similarity index of the process. The self-similarity
property of fBm is due to the fact that the covariance function is homogeneous of order 2H and can
be considered as a fractal geometry property.
Proposition 4.4 (Self-similarity of fBm) The fBm {BH (t)}t≥0 is H-self-similar: for any a > 0,
{BH (at)}t≥0 ∼ {|a|H BH (t)}t≥0 .

(4.7)

Proof: It is easy to see both {BH (at)} and {|a|H BH (t)} are Gaussian processes. Using the definition of Gassian process, it suffices to show {BH (at)}t≥0 and {|a|H BH (t)}t≥0 have equal mean and
covariance function.
1. Show BH (at) and |a|H BH (t), t ≥ 0 have equal mean. By the definition of fBm, we can write
E [BH (at)] = 0
and further by the linearity of expectation,


E |a|H BH (t) = |a|H E[BH (t)] = 0.
Therefore both {BH (at)}t≥0 and {|a|H BH (t)}t≥0 are centered.
2. Show the covariances of the two stochastic processes {BH (at)}t≥0 and {|a|H BH (t)}t≥0 are
identical.
One one hand, using (4.1), The covariance function of {BH (at)}t≥0 is given by: for 0 ≤ s ≤ t,
Cov (BH (as), BH (at)) =
=

1
(|as|2H +|at|2H −|as − at|2H )
2

|a|2H
(|s|2H +|t|2H −|s − t|2H ) = |a|2H Cov (BH (s), BH (t)) .
2
(4.8)

One the other hand, the covariance function of {|a|H BH (t)}t≥0 is given by: for 0 ≤ s ≤ t,

Cov |a|H BH (s), |a|H BH (t) = |a|2H Cov (BH (s), BH (t)) .
(4.9)
From Equations (4.8) and (4.9) we see the covariance functions of the two processes are identical.
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The proof of Proposition 4.4 is complete and we have shown that the fBm is self-similar with self
similarity index H.

Similar to Bm, fBm also has stationary increments. However its increments are not independent
when H 6= 1/2. The stationarity of the fBm’s increments can be obtained as in the following
proposition.
Proposition 4.5 (Stationary increments) The fBm {BH (t)}t≥0 with Hurst index H ∈ (0, 1)
has stationary increments: for any 0 ≤ s ≤ t,
BH (t) − BH (s) ∼ BH (t − s).

(4.10)

Proof: The fact that {BH (t)}t≥0 is a centered Gaussian process yields that both BH (t) − BH (s)
and BH (t − s) are centered and normally distributed. Therefore to show (4.10) holds it remains to
prove that BH (t) − BH (s) and BH (t − s) are equal in variance. One one hand, by using the fact
that for any two random variables X, Y ,
Var(X − Y ) = Var(X) + Var(Y ) − 2Cov(X, Y )
and the covariance function of fBm (4.1) we obtain the variance of BH (t) − BH (s) as:
Var (BH (t) − BH (s))

= Var(BH (t)) + Var(BH (s)) − 2Cov (BH (t), BH (s))
1
= |t|2H +|s|2H −2 × (|t|2H +|s|2H −|t − s|2H )
2
= |t − s|2H .

(4.11)

On the other hand, the variance of BH (t − s) is given by:
Var (BH (t − s)) = |t − s|2H .

(4.12)

It follows from Equations (4.11) and (4.12) that Proposition 4.5 holds.

The proposition below is one of the key features of fBm. It reveals the long-range dependence of
the process. This property has a number of applications in modeling the financial assets behavior.
Indeed in the study of financial indices, a number of theories have recently been developed based
on the assumption that the stock prices exhibit the long-range dependence. In other words the
dependency between the historical and current asset prices decrease slowly. It is shown that the
classical Black-Scholes model, which is driven by a standard Brownian motion, is unable to capture
this feature. However if the Brownian motion is replaced by a fractional Brownian motion with
Hurst index H > 1/2, the new Black-Scholes model displays the long-range dependence. Hence fBm
plays a key role to describe the real financial market.
Proposition 4.6 (Long-range dependence of fBm.) For H > 1/2 the fBm {BH (t)}t≥0 exhibits long-range dependence:
∞
X

E [BH (1) (BH (n + 1) − BH (n))] = +∞.

(4.13)

n=1

Heuristically speaking, (4.13) tells that the fBm’s increments are dependent even as time approaches
infinity. This property is also known as long-term memory. Proof: First by using the linearity of
expectation and the covariance structure of the fBm (4.1) we can write
E [BH (1) (BH (n + 1) − BH (n))]
= E[BH (1)BH (n + 1)] − E[BH (1)BH (n)]
 1

1
|n + 1|2H +|1|2H −|(n + 1) − 1|2H −
|n|2H +|1|2H −|(n) − 1|2H
=
2
2

1
2H
2H
2H
2H
=
|n + 1| −|n|
− (|n| −|n − 1| ) .
2
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(4.14)

Observe that the main part of the right-hand side of (4.14) is in fact a second order increment of
the following differentiable function:
f (x) = (x + 1)2H − x2H for x ≥ 1.

(4.15)

Recall that the mean value theorem states: let g be continuous over [a, b] and differentiable over
(a, b), then there exists m ∈ (a, b) such that
g(b) − g(a) = (b − a)g 0 (m).

(4.16)

By the mean value theorem (4.16), we transform Equation (4.14) to
E [BH (1) (BH (n + 1) − BH (n))) =
=

1
{f (n) − f (n − 1)}
2


1
(n − (n − 1))f 0 (m1 ) = H (m1 + 1)2H−1 − m12H−1 ,
2

(4.17)

where m1 is some value in (n − 1, n). Now let us define
h(x) = x2H−1 , for x ≥ 0.

(4.18)

Since 2H − 1 > 0, the function h is continuous over [m1 , m1 + 1] and differentiable over (m1 , m1 + 1).
Therefore by the mean value theorem (4.16), (4.17) further becomes
E [BH (1) (BH (n + 1) − BH (n))) = H (h(m1 + 1) − h(m1 ))
= H((m1 + 1) − m1 )h0 (m2 ) = H(2H − 1)m2H−2
,
2

(4.19)

where m2 is some value in (m1 , m1 + 1) ⊂ (n − 1, n + 1). (4.19) together with teh fact that
n − 1 < m2 < n + 1 leads to
H(2H − 1)(n + 1)2H−2 ≤ E [BH (1) (BH (n + 1) − BH (n))) ≤ H(2H − 1)(n − 1)2H−2 .

(4.20)

It follows from (4.20) that
∞
X

E[BH (1) (BH (n + 1) − BH (n))] ≥ H(2H − 1)

n=1

∞
X

(n + 1)2H−2 .

(4.21)

n=1

The fact that H > 1/2 implies
∞
X

(n + 1)2H−2 ≥

n=1

∞
X

(n + 1)−1 = +∞,

n=1

thanks to the Riemann series theorem. (4.21) then yields
∞
X

E[BH (1) (BH (n + 1) − BH (n))] = +∞.

n=1

Proposition 4.6 is proved.

Next we aim at discussing of some limitations of fractional Brownian motion and explaining the
motivation to extend it to more general models.
Similar to Brownian motion, sample paths of fBm are continuous but almost nowhere differentiable. However, almost all trajectories are locally Hölder continuous of any order strictly less than
H: for each such trajectory, for every T > 0 and for every  > 0 there exists a random constant c
such that
|BH (t) − BH (s)|≈ c|t − s|H−ε
(4.22)
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for 0 < s, t < T and for arbitrarily small ε. From this formula we can see that the sample paths of
BH are hölderian functions with Hölder exponent H. The limitation of using fBm then lies on the
fact that this Hölder exponent is uniform: it does not change via time. However in the real world,
observed dataset often exhibits local Hölder regularity which changes with time. FBm, with constant
Hölder regularity, then fails to capture this phenomena. Therefore it is required to introduce a more
sophisticated process, whose local Hölder exponent is able to change with time. A natural way of
extension is based on the Harmonizable representation of fBm [6, 5]:
Z
eitξ − 1 f
dW (ξ).
(4.23)
BH (t) =
H+1/2
R |ξ|
Inspired by (4.23), Benassi et al. [6] defined the multifractional Brownian motion through replacing
the constant Hurst parameter H in (4.23) with a continuous function H(t). The latter exponent is
then called the functional Hurst parameter and the obtained process
Z
eitξ − 1
f (ξ)
X(t) =
dW
H(t)+1/2
R |ξ|
is the so-called multifractional Brownian motion. The next section is devoted to a detailed investigation of multifractional Brownian motion.

5

From Fractional Brownian Motion to Multifractional Brownian Motion

As discussed in the previous section, the fact that the Hurst parameter H does not depend on time in
fBm is sometimes undesirable as it restricts the field of application. Some phenomena do not admit
a constant Holder exponent: for instance, the use of fBm for synthesizing artificial mountains does
not allow to take into differing account erosion phenomena. The variation of the regularity may even
contain an essential part of the signal information, unattainable with a constant H. For instance the
variation of the Holder exponent has been used for images segmentation [31]. Bianchi [12] showed
that H of the stock market fluctuates with market conditions, in normal markets H > 1/2 and
during times of crisis H < 1/2.
An extension of the fBm, called the multifractional Brownian motion (mBm), has been proposed
independently by Lévy Vehel and Peltier [21] and by Benassi, Jaffard and Roux [5]. The mBm can
be defined by Definition 1.1, except that the parameter H, is replaced by a Hölder function H(t),
with values in [0, 1]. This process shares many propreties with the fBm; for instance, at any point t0 ,
the Hölder exponent of the mBm is, almost surely, equal to H(t0 ) and the mBm is asymptotically
locally self-similar of order H(t0 ). In addition, the property of long range dependence fluctuates
with the function H(t), existing when H(t) > 1/2.
Being a natural extension of Brownian motion (Bm) and fractional Brownian motion, multifractional Brownian motion (mBm) has nowadays been successfully applied to many fields such as
finance, network traffic, biology, geology and signal processing, etc. Unlike Bm and fBm, mBm is a
continuous-time Gaussian process whose increment processes are generally not stationary. However,
the feature that multifractional process allows its local Hölder regularity to change via time makes
the process flexible enough to model a much larger class of empirical data than the fBm does.
However in the real world, the observations are often functions of multifractional Brownian
motion. For example, the real world asset prices are proved to be non-Gaussian process, however
their log-returns are closer to being a Brownian motion. Hence, studying the behavior of functions
of multifractional Brownion motions bring interests in our research.
Multifractional processes, in particular mBm, have come into more study recently and are being
widely applied to financial modeling under empirical market conditions. For example,the global
financial crisis of 2008 brought strong questions about the legitimacy of the classic dichotomy between
efficient and inefficient markets. It is believed that the real financial markets are too complex a
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system that Bm and fBm prove too reductive to explain the entire system [12]. Unlike fBm, mBm
is flexible enough to overcome this inconvenience, mainly because its PHE can vary via time as
market conditions vary. Through an empirical study by Bianchi et al. [12], it was shown that the
real-world stock prices can be modeled based on an mBm. Later, by estimating the PHE of the
stock price dynamics, Bianchi et al. [11] finds that the PHE fluctuates around 1/2 (the sole value
consistent with the absence of arbitrage), with significant deviations due to market conditions. In
2012, Bertrand et al. [7] introduces sparse modeling for mBm and apply it to NASDAQ time series
data. Recently, Bianchi et al. [9] have suggested a new way to quantify how far from efficiency a
market is at any fixed time t. Their dynamic approach, based on the estimation of the time-varying
PHE of the log-variations of the 3 stock indexes - Dow Jones Industrial Average (DJIA), the Dax
(GDAXI) and the Nikkei 225 (N225), allow them to detect the periods in which the market itself
is efficient, once a confidence interval is fixed. Note that it is more difficult to estimate the PHE
for mBm than it is for fBm, due to the non-stationarity of the mBm’s increment processes. This
problem becomes even more challenging when modeling an individual stock price (e.g. stock price
of a particular entity) in lieu of averaged equity indexes, because the former one is not necessarily
non-arbitrage and its corresponding PHE may be time-dependent and may take arbitrary values
between 0 and 1 due to jumps in the stocks price. Consumer spending data is aggregated, and
therefore much less likely to exhibit the same behavior as individual stocks. In this thesis one aims
to provide suitable models to describe the Consumer Confidence Index (CCI) in the markets based
on consumer spending (see the forthcoming Section 6).

5.1

A General Class of Multifractional Processes

Before introducing the general multifractional model that we are interested in, we briefly review the
estimation of the multifractional process’ PHE.
In the multifractional process modeling problem, there is an obstacle : the PHE is basically not
straightforwardly observed. The issue of estimating the PHE effectively arises. There are so far
a number of estimation strategies existing in literature. We refer to [15, 16, 8, 3, 18, 29] and the
references therein.
Coeurjolly [15, 16] estimates the PHE of an mBm, starting from an observed discrete sample
path of that mBm, using the LGQV approach (see also [14]). Bertrand et al. [8] study the same
estimation problem as in [15, 16], using the nonparametric estimation approach - increment ratio
(IR) statistic method. This IR estimator has been later improved by Bardet and Surgailis [3] to the
so-called pseudo-increment ratio approach, and it is applied to estimate the PHE of a more general
multifractional Gaussian process (whose increments are asymptotically a multiple of an fBm) than
mBm. There exist other approaches to estimate the PHE of fBm, that can be possibly extended to
estimate the PHE of mBm. For example, in chaos theory and time series analysis, the statistical selfaffinity is another measurement of the process path roughness. Since this exponent is tightly related
to the PHE of self-similar processes (e.g. fBm), the detrended fluctuation analysis (DFA) methods
developed by Peng et al. [22, 23] can be used to estimate the PHE of fBm. The time-varying PHE of
mBm can be then approximated by applying the DFA piecewisely over time. However, the statistical
self-affinity is not equivalent to the PHE of a process, because it does not share all the properties of
the Hausdorff dimension [22, 23], while the Hausdorff dimension is equivalent to the PHE when the
corresponding process is self-similar. In literature, it has been shown that the wavelet-based method
is actually more accurate than the DFA on estimation of the PHE. Muzy et al. [20] have obtained
representations of turbulence data and Brownian signals via wavelet decompositions. Bardet et
al. [2] have applied the wavelet coefficient methods to estimate the PHE of long-memory processes
(e.g. fBm with its PHE being greater than 1/2), where some rate of convergence of the estimators
are derived. Wendt et al. [32] have developed the wavelet leader based multifractal analysis for
estimating 2D functions (images). Inspired by the above works, Jin et al. [18] have provided a
wavelet-based estimator of the time-varying PHE of a class of multifractional processes with a fine
convergence rate, when the observations are the wavelet coefficients of some unknown function of a
multiple of mBm, i.e. the observed process is of the form Φ(θ(t)X(t)), with Φ and θ being unknown
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C 2 -functions, that is, continuous and smooth. In both [3] and [18], estimators of PHE with fine
convergence rates are constructed and strategies for selecting input parameters are discussed.
Note that in the thesis we also consider a model more general than the one in [18], in that it allows
Φ to be a function of both t and x, i.e. we assume the observed signal is some unknown function
of time t and mBm X: Φ(t, X(t)). We apply the LGQV-based approach to estimate the PHE of
Φ(t, X(t)), when one of its discrete paths is observed. Similar to Jin et al. [18], an estimator with
fine convergence rate is constructed and appropriate parameter selection is discussed. In [29, 30]
the oscillation estimation method, which could be applied to estimate the PHE of all processes with
continuous paths, is discussed. The main advantages of our approaches are: (1) The model is simple
and general enough for finance application. (2) Compared to the oscillation estimation method, the
LGQV method has higher accuracy and it allows us to select the input parameter from a large range
of values. This is because LGQV uses third order increments by default which is more independent
than the first order increments in the oscillation method. We will provide a fine rate of convergence
of our LGQV estimator, which will further help practitioners to determine the best input parameter
values. (3) One disadvantage of the increment ratio approaches is that it is unable to estimate the
PHE over the whole time interval [0, 1]. However, the algorithm for LGQV-based approach can
estimate H pointwisely from t = 0 to t = 1. Moreover, it can be easily implemented using various
programming languages such as Matlab, R, and Python, etc.
Throughout this paper we consider the following model: for t ∈ [0, 1],
Z(t) = Φ(t, X(t)),

(5.1)

where
− {X(t)}t≥0 is an mBm defined in (1.3). Assume that its PHE H belongs to the class of functions C 2 ([0, 1]) (this means that H is second-order continuously differentiable over [0, 1]) and
[H, H ∗ ] ⊂ (0, 1), where H∗ = inf t∈[0,1] H(t) and H ∗ = supt∈[0,1] H(t).
− Φ is supposed to be an unknown deterministic C 2 (R+ × R)-function. Also we assume that
∂y Φ(x, y) 6= 0 for almost every (x, y) ∈ R+ × R\{0} and there exist two constants c1 , c2 such
that 0 < c1 ≤ |∂y Φ(x, y)|≤ c2 for almost every (x, y) ∈ R+ × R\{0}.

− Suppose that a discrete sample path of Z: Z(u/2n) : u = 0, . . . , 2n is observed for some n ∈ N
large enough.
From (5.1) we see that the model {Z(t)}t is driven only by the time index t and the mBm {X(t)}t .
It is quite general because the function Φ “lives” in a large class of functions C 2 ([0, 1]), and more
importantly, it is supposed to be unknown. Examples of {Z(t)}t include the mBm, the self-regulating
processes based on mBm [4].

5.2

LGQV Estimation of the Pointwise Hölder Exponent

Observing the discrete sample path of Z(t) = Φ(t, X(t)):


 2n − 1 
 1   2 
,Z
,..., Z
, Z(1) ,
Z(0), Z
2n
2n
2n
where n denotes an integer large enough, our goal is to propose a method allowing to estimate the
PHE H(t0 ) of the hidden mBm {X(t)}t∈[0,1] at an arbitrary time t0 ∈ (0, 1). To this end, we apply
a localized generalized quadratic variations (LGQV) estimation method. Before stating our main
results, we need to briefly introduce some notations which will be used throughout the rest of the
paper.
• As usual, a = (a0 , . . . , ap ) ∈ Rp+1 is an arbitrary but fixed finite sequence having Q ≥ 1
vanishing moments, that is,
p
X

l

k ak = 0, for l = 0, . . . , Q − 1 and

k=0

p
X
k=0
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k Q ak 6= 0.

(5.2)

This shows the reader that our estimator will converge within reasonable timing.
• For all integer n ≥ p + 1 and i ∈ {0, . . . , n − p − 1} the generalized increments of Z, ∆a Zi,n ,
and that of X, ∆a Xi,n , are defined by,
∆a Zi,n :=

p
X

ak Zi+k,n and ∆a Xi,n :=

k=0

p
X

ak Xi+k,n ,

(5.3)

k=0

where Zi+k,n and Xi+k,n denote the values of the processes Z and X, at time (i + k)/n, that
is,
i + k
i + k
and Xi+k,n := X
.
(5.4)
Zi+k,n := Z
n
n
• For all integer n ≥ p + 1, we denote by νn (t0 ) the set of indexes defined by,


i
νn (t0 ) = i ∈ {0, . . . , n − p − 1} :
− t0 ≤ v(n) ,
n

(5.5)

where v(·) is an arbitrary function of n ≥ p + 1, valued in (0, 1], which satisfies for each
integer n ≥ p + 1, v(n) ≥ n−1 and limn→∞ nv(n) = ∞. Note that νn (t0 ) labels the times t in
the neighborhood of t0 . As mentioned in [15, 16], the estimation of H(t0 ) only relies on the
observations of Z(t), for t being “neighbored to” t0 . Consequently, the estimation accuracy
will be in terms of the size of the neighborhood selected for each t0 . Both theoretical and
empirical studies tend to show that, the size of the neighborhood shouldn’t be chosen too large
nor too small, i.e. there is a trade-off between the estimator’s rate of convergence and bias.
• For all integer n ≥ p + 1 we define nt0 to be the number of points in νn (t0 ):
nt0 = #νn (t0 ).

(5.6)


nt0 ∈ [2nv(n)], [2nv(n)] + 1},

(5.7)

We then quickly observe that

where [·] is the integer part function.
Now we are ready to construct a LGQV consistent estimator of H(t0 ), t0 ∈ [0, 1] of {Z(t)}t∈[0,1] .
Recall that, in statistics theory, an estimator θ̂n of a parameter θ is (weakly) consistent if θ̂n converges
to θ in probability, as n → ∞. Let {Un }n≥1 be an arbitrary sequence of random variables and
{vn }n≥1 be a sequence of non-vanishing real numbers, we use the notations
Un = Oa.s. (vn ) and Un = OP (vn )
to denote






|Un |
|Un |
P sup
< ∞ = 1 and lim sup P
> η = 0, respectively.
η→∞ n≥1
|vn |
n≥1 |vn |

Remark that Un = Oa.s. (vn ) leads to Un = OP (vn ), and the almost sure convergence implies the
convergence in probability.
Our first main result below provides a delicate identification of the covariance of the generalized
increments of the multifractional process of a particular form Y (t) = σ(t)X(t). Later we will need
this result for estimating the PHE of the more general function of X(t): Z(t) = Φ(t, X(t)).
Proposition 5.1 Let {X(t)}t∈[0,1] be an mBm and Y (t) = σ(t)X(t), with σ being a second order
stochastic process independent of X, and the bivariate function θ(s, t) := E(σ(s)σ(t)) satisfies θ ∈
C 2 ([0, 1]2 ). For a sequence a ∈ Rp+1 , assume Q ≥ 2, then for every k, k 0 ∈ {0, 1, . . . , n − p − 1}, we
have,
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(1) if k 6= k 0 ,

  −H(k/n)−H(k0 /n)
k
k0
n
θ(k/n, k 0 /n)
Cov(∆a Yk,n , ∆a Yk0 ,n ) = C H( ) + H( ), Q
n
n
|k − k 0 |2Q−H(k/n)−H(k0 /n)


0

+n−H(k/n)−H(k /n) R(n, k, k 0 , Q),

(5.8)

where
- C ∈ C 2 ([0, 1] × R+ ) is some deterministic function.
- The remaining term R(n, k, k 0 , Q) satisfies
X

|R(n, k, k 0 , Q)|2 = O n−1 (log(n))2 .
0≤k,k0 ≤n

(2) The variance of ∆a Yk,n can be identified as below:
V ar(∆a Yk,n ) = C1

k  −2H(k/n)
n
+ O(n−2H(k/n)−1 |log n|4 ),
n

(5.9)

where the coefficient C1 (k/n) is a deterministic constant.
We quickly point out that, in the above proposition, there is not any inconvenience to regard σ to
be a C 2 ([0, 1]) class deterministic function. It is also worth noting that Proposition 5.1 has its own
interests, since it gives an exact estimation of the covariance structure of the generalized increments
of Y (t) = σ(t)X(t), with a fine rate of convergence for its remaining term. To motivate the above
facts we briefly compare Proposition 5.1 to Lemma 1 in [15] below:
1. Proposition 5.1 extends Lemma 1 in [15] from mBm X(t) to a stochastic volatility process
Y (t) = σ(t)X(t), which is a useful model in financial time series analysis.
a
(k), by
2. Unlike (iii) in Lemma 1 in [15], Proposition 5.1 provides a finer identification of πH
discovering a fine identification of the remaining term.

3. The only difference of assumptions on H between Proposition 5.1 and Lemma 1 in [15] is that
we assume H ∈ C 2 ([0, 1]), while in [15] it is assumed that H ∈ C η ([0, 1]) with η ∈ (0, 1).
The proof of Proposition 5.1 can be found in [26]. The motivation of Proposition 5.1 is bi-fold:
(1) As a simple case, it indicates that: for s < t and |t − s| sufficiently small,
|X(t) − X(s)|≈ |t − s|H(t)−ε ,

(5.10)

for any > 0 arbitrarily small. The approximation equation (5.10) accurately explains the role
that H(t) plays: it explains the “volume” of the jump of X from time s to t. In other words the
PHE H(•) measures the local variance of the increments (or volatility) of the multifractional
Brownian motion X. Comparing H among different mBms’ paths are equivalently comparing
volatilities of mBms. These provide a new way to perform factor analysis: study the factor
impact on the PHE, instead of the factor impact on the value of the process. In short, in this
new idea, the factor importance is based on the volatility, not the trend of the process.
(2) Proposition 5.1 leads to the LGQV estimator of the PHE of the multofractional process Z, see
Theorem 5.2 below.
The second main result involves estimation of the PHE of the general process Z(t) = Φ(t, X(t)),
under a very general condition:
Theorem 5.2 Pick a sequence a ∈ Rp+1 with its first Q ≥ 2 moments being vanishing. We list the
following conditions on v(n).
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(i) v(n) satisfies:
lim

n→∞

4
X

v(n)l n(l−2)H(t0 ) |log n|2−l/2 = 0, for all t0 ∈ (0, 1).

l=0

(ii) v(n) satisfies:
X
n≥p+1

1
< ∞.
(nv(n))2

For t0 ∈ (0, 1), define
X

Vn (t0 ) =

2
∆a Zi,n ,

(5.11)

i∈νn (t0 )

and






b n,t = 1 1 + log2 v(2n) + log2 Vn (t0 )
,
H
0
2
v(n)
V2n (t0 )

(5.12)

where log2 is the base-2 logarithm.
(1) If v(n) satisfies the condition (i), we have
b n,t − H(t0 )
H
0
!
1/2
X
4
l (l−2)H(t0 )
2−l/2
H(t0 )
1/2
v(n) n
|log n|
+ v(n)
|log(v(n))|
= Oa.s.
l=0


+OP v(n) log n + v(n)−1 n−1 .
(2) If v(n) satisfies the conditions (i)-(ii), then
b n,t −−a.s.
H
−−→ H(t0 ),
0
n→∞

a.s.

where −−−−→ denotes the convergence almost surely.
n→∞

Theorem 5.2 is our key result. It provides consistent estimators of the PHE of {Z(t)}t in a very
general setting. Moreover, Theorem 5.2 (1) elaborates the rate of convergence of the estimators. We
see that the rate of convergence depends only on the sample size n and v(n). The proof of Theorem
5.2 is provided in [26].

6

Real World Application: Factor Analysis on Consumer
Confidence Index

In order to motivate the multifractional processes modeling that we have introduced in the previous
sections, we take a real world application: we attempt to study the importances of factors which
explain the behavior of the Consumer Confidence Index (CCI) from consumer spending data. CCI
provides an overview of the average spenders outlook towards the market at large from widely collected survey data in the United States. It represents the optimism or pessimism that consumers
are likely to spend with in the next six months. This index can be explained jointly by a number
of factors from both social economics and finance and individual spending and investing behavior.
Therefore CCI is used across industries including banks, investors, manufacturers, and other businesses to predict how the market will do. Consumers will spend more on luxury goods and pay higher
prices for investment goods. On the contrary a low CCI can indicate a potential drop in stocks or
spending. Since CCI can have an impact on the stock market and the decision making processes
of different businesses, predicting how it will change is valuable. Despite the widespread power of
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surveying of consumer confidence, the mechanisms by which household consumption behavior influences household attitudes are less well understood. Consumer opinion surveys ask respondents
about their household purchases because their present financial situation is a crucial component in
calculating CCI. However, the household cannot be completely sure of their future spending habits
because finances can be uncertain, so a more robust predictor could be valuable . To predict the
value of CCI we will apply the mBm model to a number of factors and compare them to the mBm
model of CCI. These factors are actual spending data for different sectors of the economy summed
up for the same time period of the CCI reporting. Since CCI is survey data and the factors are
spending data there is no risk of collinearity between the two.
Using two sets of monthly time-series datasets, we estimate the mutual relationship between consumer attitudes measured by the consumer confidence index (CCI) and the household consumption
expenditures. One set is the CCI which is published by the Organisation for Economic Co-operation
and Development (OECD) for 2002 through 2020. The CCI is calculated as a simple average of
survey responses based on respondents’ past and expected financial and economic situation. This
sentiment indicator provides an indication of future developments of households’ consumption and
saving. When the CCI value above 100 indicates an optimistic attitude toward future economic developments, possibly lead individuals in spending more money in the next 12 months. In comparison,
values below 100 signal a decrease in consumers’ confidence toward the future economic situation,
as a result of which individuals save more and spend less. We also encompass eleven household
consumption expenditures in the datasets such as education and recreation spending. This information is provided by the Bureau of Economic Analysis (BEA) of the United States Department of
Commerce, a U.S. government agency that provides official macroeconomic statistics. Overall, we
conduct 228 months of the CCI and household consumption expenditures together to evaluate who
drives consumers confidence.
The specific sectors of the market we will use to predict CCI and the details on the features of
the variables are outlined in Table 1.
Response
CCI

Factor
Food
Clothing
Housing
Household expenses
Health
Transportation
Communication
Recreation
Education
Financial services

Table 1: Householder expenditure variables in Dataset
Using the technique developed in the previous section, the pointwise Hölder exponent was estimated for both CCI and the consumer expenditure variables. Assuming each time series is a
continuous-time multifractional process described as in (5.1), we display their corresponding OSC
and LGQV estimators of pointwise Hölder exponents and compare a Euclidean and correlations
mixture distance among these estimators. Figure ?? below illustrates the PHEs of each paths of
CCI and household expenditures in Table 1.
In both estimation methods, we force the estimated values of PHEs to be 0 or 1 if they are
negative or greater than 1, because these issues are due to the lack of estimation accuracy. From
Figure ?? we see the 2 estimators have quite different outcomes. This may be explained as: the
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Figure 1: Graphs of the sample data of Categorical Spending Data and CCI Values.

Figure 2: Comparison of PHEs by OSC and LGQV Estimation Methods
OSC method converges not fast enough [29, 30]1 . Therefore our next step analysis will rely more on
1 OSC

represents the first order increments case of LGQV.
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the results from the LGQV method.
From Figure 2 we see the PHE of the data from 2002 to 2020. In 2008 (around point 100) there
is a barely noticeable change in the PHE, but due to COVID-19 in 2020 (after point 220) PHE drops
as the correlation gets negative and the data gets more rough. COVID-19 had a huge effect on both
the lively hood and mental health of many consumers in the US, explaining this drop.
Next we perform cluster analysis to detect household expenditure factors which have similar
patterns to the CCI. To this end we run K-means clustering to cluster all the estimated PHEs
output by the 2 estimators. It is worth noting that, in this clustering we define the dissimilarity
function to be a mixture of Euclidean distance and the covariance matrix distance. This is because,
we wish the similarity of 2 PHEs are presented in terms of both mean and variance.
The clustering results (based on the PHEs estimated by the LGQV method) are given in Table
2 below:
Variable\Number of clusters
CCI
Food
Clothing
Housing
Household Equipment
Health
Transportation
Communication
Recreation
Education
Financial Services

1
0
0
0
0
0
0
0
0
0
0
0

2
1
0
0
0
0
1
0
1
0
1
0

3
1
0
0
2
0
1
0
1
0
1
0

4
0
1
1
2
1
0
1
0
1
0
3

5
1
0
0
2
0
4
0
1
0
1
3

6
1
0
0
5
2
4
0
1
2
1
3

7
0
1
1
5
2
4
6
0
2
0
3

8
2
1
1
5
0
4
6
2
0
7
3

9
2
0
0
5
8
4
6
2
7
3
1

10
0
9
6
5
8
4
2
0
7
3
1

11
10
9
6
5
8
4
2
7
3
1
0

Table 2: Cluster Labels of PHEs from the LGQV Method. Variables with equal cluster label are
grouped. The clusters are obtained by using K-means method with K = 1, . . . , 11.
For K-means clustering, the Factors are grouped into consecutively more groups as the factor
analysis is run with every factor in the same group to start and in their own group to finish. As
the number of groups expand and group size gets smaller, two factors being in the same group has
increased importance. CCI and Communication share the 10th cluster,and every group before that,
making Communication Spending the most important factor in the prediction of the movement of
CCI. The H(t) functions are the most similar between communication and CCI, revealing their
variances are most similar. The effect of H(t) on variance is a result of the LGQV Estimator and is
further demonstrated in Equation 7.1 which we will examine later.
A number of other factors have an similarity to that of CCI. In the 7th cluster, Education
Spending in in the same group as CCI making it the second most important factor. Health Spending
is the final factor importance with CCI, and no other Factor is clustered with CCI. The rankings
are available to view in Table 3.
Ranking
1
2
3

Factor
Communication
Education
Health

Table 3: Factor importance ranking from cluster analysis. The three factors that best predict the
changes in the increments are Spending on Communication, Education, then Health, in that order.
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7

Model Specifics: Limitations and Future Applications

Finally we explain the rationals of ranking factors based on comparing the PHEs instead of linear
regression. Below we express how the PHE H(t) explains the behavior of a multifractional process:
E[Z(t + τ ) − Z(t)]2 ∼ c2 (t)τ 2H(t) ,

as τ → 0.

(7.1)

In Equation 7.1 we can see more clearly the relationship between the H(t) function and the variance
of an increment of the process. As H(t) changes, so does the variance of the function. Since the
three factors have the most similar H(t) functions to CCI, their movements will predict the changes
in the variance of CCI.
However our analysis does encounter some limitations. First, CCI is only asking households
their predictions for 6 months of future spending data predictions, so getting survey data on other
time frames could be valuable. The data is also only for the United States so other countries
may have different predictors or significant factors. Factors other than spending categories may be
more relevant to CCI, such as unemployment data or more macroeconomic factors of GDP beyond
household spending. Further the H function is limited to time series data and would not be able to
pull conclusions from unordered data. The H value is local and does not take into account a large
set of data for the calculation of H(t). With these limitations, we still see some benefits.
Our predictor is different than a classical regression where the variance would be held constant as
the predictor is solely based on the deviation from the mean. The lack of a variable variance fails to
tell the whole story of the data and provide a complete prediction. Given that to have the complete
definition of a distribution in statistics you need both the mean and the variance, it is necessary that
future prediction models involve both the mean and variance. Including the estimation of variance is
our main motivation for introducing multifractional Brownian motion, and we believe that the model
will have many further applications beyond household spending data and the Consumer Confidence
Index.
Back to the origins of Bm, the further applications of the mBm based model are in the biological
and finance spaces. In functional Magnetic Resonance Imaging (fMRI) analysis of neural signals the
variability modelling is possibly more accurate. for detecting the activity of the brain. The variance
modelling could make predicting the spread of viruses, specifically COVID-19, more accurate. In
finance variance modelling may have broader applications than CCI when it comes to Market Share
dynamics, predicting growth, or the flow of Venture Capital and Private Equity funding. One might
also view more macroeconomic trends such as innovation indicators such as patent fillings and IPO
data, or downturn indicators like unemployment rates with the mBm modelling techniques.
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