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1. Introduction and main result
The three-dimensional full Euler system for the ideal ﬂuid is⎧⎨
⎩
∂tρ + div(ρU ) = 0,
∂t(ρU ) + div(ρU ⊗ U + pI) = 0,
∂t(ρE) + div(ρEU + pU ) = 0,
(1.1)
where ρ is the density, U = (u1,u2,u3) is the velocity, p is the pressure, I is the 3 × 3 unit matrix,
E = 12 |U |2 + 1γ−1 pρ is the energy, and γ is the adiabatic exponent with 1 < γ < 3.
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Ministry of Education of China (No. 20090091110005).
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one can obtain such two systems
⎧⎨
⎩
∂tρ + div(ρU ) = 0,
∂t(ρU ) + div(ρU ⊗ U ) = 0,
∂t(ρE) + div(ρEU ) = 0
(1.2)
and
⎧⎨
⎩
∂tρ = 0,
∂t(ρU ) + ∇p = 0,
∂t(ρE) + div(pU ) = 0.
(1.3)
(1.2) and (1.3) are called the transport and the pressure-gradient systems respectively. As pointed out
in [20,21], the system (1.3) resembles (1.1) more than (1.2) does in their essential nonlinear structures.
From the ﬁrst equation of (1.3), one knows that the density ρ is independent of time. For simplicity,
as in [9,11] and [20–22], one can assume ρ ≡ 1. In this case, (1.3) can be written as
{
∂tU + ∇p = 0,
∂t E + div(pU ) = 0, (1.4)
where E = 12 |U |2 + pγ−1 .
By the transformation p = (γ − 1)P and t = Tγ−1 , (1.4) can be rewritten as
{
∂T U + ∇ P = 0,
∂T P + P div U = 0. (1.5)
We now consider the Cauchy problem of (1.5) as follows
⎧⎨
⎩
∂T U + ∇ P = 0,
∂T P + P div U = 0,
U |T=0 = εU0(x), P |T=0 = 1+ εP0(x),
(1.6)
where ε > 0 is small, U0(x) = (u01(x),u02(x),u03(x)) ∈ C∞0 (R3), P0(x) ∈ C∞0 (R3).
From (1.6), one can derive the following nonlinear wave equation on P
∂T
(
∂T P
P
)
− P = 0. (1.7)
Set v(T , x) = ln P , then it follows from (1.7) and the initial data in (1.6) that
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2T v − div
(
ev∇v)= 0,
v(0, x) = ln(1+ εP0(x))= εP0(x) + ε2 ∞∑
n=2
(−1)n−1 ε
n−2
n!
(
P0(x)
)n
,
0
(1.8)∂t v(0, x) = −ε div U (x).
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tively. In addition, without loss of generality, we only need to consider the following problem
⎧⎨
⎩
∂2t u − div
(
eu∇u)= 0, (t, x) ∈ [0,∞) ×R3,
u(0, x) = εu0(x),
∂tu(0, x) = εu1(x),
(1.9)
where u0(x) = P0(x) and u1(x) = −divU0(x).
With respect to the problem (1.9), we have
Theorem 1.1. Assume u0(x),u1(x) ∈ C∞0 (R3) depending only on r =
√
x21 + x22 + x23 . If u0(x) ≡ 0 or
u1(x) ≡ 0, then the Cauchy problem (1.9) has a C∞ solution for 0  t < Tε , where Tε stands for the lifes-
pan of smooth solution u(t, x) which satisﬁes
lim
ε→0ε ln Tε = τ0 ≡ −
4
minρ [u0(ρ) + ρu′0(ρ) − ρu1(ρ)]
. (1.10)
Remark 1.1. According to Theorem 6.2.2 and (6.2.12) of [6], we know that the function
G0(ρ) ≡ 1
2
[
u0(ρ) + ρu′0(ρ) − ρu1(ρ)
]
(1.11)
satisﬁes minρ G0(ρ) < 0 unless u0(x) ≡ 0 and u1(x) ≡ 0, which is the derivative of the Friedlander
radiation ﬁeld F0(ρ) corresponding to the linear wave equation ∂2t (ru) − ∂2r (ru) = 0 with the initial
data (u0(r),u1(r)), i.e., G0(ρ) = F ′0(ρ). Thus τ0 > 0 holds true under the assumptions of Theorem 1.1.
Remark 1.2. It follows from Theorem 1.1 that the smooth solution of (1.6) must blow up in ﬁnite time
as long as P0(x) ≡ 0 or divU0(x) ≡ 0 and (P0(x),div U0(x)) are symmetric.
Remark 1.3. For the small initial data problem, Eq. (1.9) is essentially equivalent to such a simpliﬁed
nonlinear wave equation ∂2t u − div((1 + u)∇u) = 0, namely, ∂2t u − (1 + u)u = |∇u|2. With respect
to such an equation ∂2t u − (1 + u)u = 0 with the small initial data (u, ∂tu)|t=0 = ε(u0(x),u1(x)),
the authors in [4,10,14,15,23] have shown the global existence of smooth solution or low regular-
ity solution. On the other hand, for the n-dimensional (n = 2,3) nonlinear wave equation whose
coeﬃcients only depend on the derivatives of the solution: ∂2t u − c2(∂tu)u = 0 or more gen-
eral form
∑n
i, j=0 gij(∇u)∂2i ju = H(∇u) with x0 = t , x = (x1, . . . , xn), gij(∇u) = ci j + O (|∇u|) and
H(∇u) = O (|∇u|2), where the linear part ∑ni, j=0 ci j∂2i ju is strictly hyperbolic on the time t , if the
related null conditions are not fulﬁlled, then the smooth solution must blow up in ﬁnite time for the
small initial data problem (see [3,5,7,18] and so on). However, our nonlinear equation (1.9) derived
from the pressure-gradient system depends on the solution u itself and its derivatives simultane-
ously.
Remark 1.4. For the Euler system (1.1), under some suitable assumptions on the initial data, the
blowup results on the classical solutions have been established in [2,16–19] and so on. Especially,
when the Euler system is irrotational and isentropic, (1.1) can be reduced into a second quasilin-
ear wave equation (i.e., potential ﬂow equation) with the form ∂2t ϕ + 2
∑3
k=1 ∂kϕ∂t∂kϕ − c2(ρ)ϕ +∑3
i,k=1 ∂iϕ∂kϕ∂2ikϕ = 0, here c(ρ) stands for the local sonic speed and the density ρ = ρ(∇t,xϕ) is
a nonlinear function of ∇t,xϕ . Here we emphasize that the coeﬃcients of potential ﬂow equation
depend only on ∇t,xϕ other than ϕ , which is rather different from the form (1.9).
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the pressure-gradient system (1.5) or (1.7) with some special discontinuous initial data (one can see
[9,11,22] and the references therein). In this paper, we will focus on such a problem whether the
global classical solution of (1.6) or (1.9) exists or not. To this end, at ﬁrst we study the lower bound of
lifespan Tε for the problem (1.9). By constructing an approximate solution as in [6] or [4], considering
the difference of exact solution with the approximate solution, and applying for the Klainerman–
Sobolev inequality technically and establishing some delicate energy estimates, we can get the lower
bound of lifespan Tε . On the other hand, it follows from the spherical symmetric property of the
initial data (u0(x),u1(x)) that the solution u(t, x) is also spherical symmetric for t < Tε . Based on
this, we can change (1.9) into a 2× 2 equation system in two variables (t, r). Subsequently, by using
the properties of approximate solution constructed above and some delicate analysis, and by treating
the solution u carefully, we may obtain the estimate of upper bound for Tε which is motivated by
the methods in [5] and [7], where they studied such an equation ∂2t u − c(∂tu)u = 0 only containing
the derivatives of solution u. Collecting these, we can complete the proof of Theorem 1.1.
In the whole paper, we will use the following notations:
Let Z denote one of Klainerman’s ﬁelds in the spherically symmetric case
∂r, ∂t, S = t∂t + r∂r, H = r∂t + t∂r .
Let ∂ stand for ∂r or ∂t .
The norm ‖ f ‖L2 means ‖ f (t, ·)‖L2(R3) .
2. The lower bound of lifespan Tε
In this section, we will establish the estimate on the lower bound of Tε for the smooth solution
of the Cauchy problem (1.9). As in the proof of [6, Theorem 6.5.3], by constructing the approximate
solution ua of (1.9), and then estimating the difference of ua and the solution u, we can derive the
lower bound of Tε by continuity induction argument. Our new gradients in this procedure are how to
construct the approximate solution and treat the solution u itself in the equation of (1.9) other than
only the derivatives of solutions in [6].
Set the slow time variable τ = ε ln(1 + t), and assume the solution to (1.9) can be approximated
by
ε
r
V (q, τ ), r > 0,
where q = r − t , and we solve V (q, τ ) by the following equation
⎧⎨
⎩
2∂2qτ V + V ∂2q V + (∂qV )2 = 0, (q, τ ) ∈R× [0,∞),
V (q,0) = F0(q),
supp V ⊆ {q M},
(2.1)
where F0(ρ) has been illustrated in Remark 1.1 and satisﬁes F ′0(ρ) = G0(ρ) which is given in (1.11).
With respect to (2.1), we have
Lemma 2.1. (2.1) has a C∞ solution for 0 τ < τ0 , where the meaning of τ0 can be referred to (1.10).
Proof. Set w(q, τ ) = ∂qV (q, τ ), then it follows from (2.1) that
{
2∂τ w + V ∂qw + w2 = 0, (q, τ ) ∈ (−∞,M] × [0, τ0), (2.2)
w(q,0) = G0(q).
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⎧⎨
⎩
dq
dτ
(τ , s) = 1
2
V
(
q(τ , s), τ
)
,
q(0, s) = s.
(2.3)
Along this characteristic curve, we have
⎧⎨
⎩
dw
dτ
(
q(τ , s), τ
)= −1
2
w2
(
q(τ , s), τ
)
,
w
(
q(0, s),0
)= G0(s),
which yields for τ < τ0
w
(
q(τ , s), τ
)= 2G0(s)
2+ G0(s)τ = ∂qV
(
q(τ , s), τ
)
. (2.4)
From (2.3)–(2.4), we obtain
⎧⎨
⎩ ∂
2
τ sq(τ , s) =
G0(s)
2+ G0(s)τ ∂sq(τ , s),
∂sq(0, s) = 1.
This derives ∂sq(τ , s) = 2+G0(s)τ2 > 0 for 0 τ < τ0, and then
q(τ , s) = q(τ ,M) + s − M + 1
2
F0(s)τ , (2.5)
and
V
(
q(τ , s), τ
)= 2∂τq(τ , s) = 2∂τq(τ ,M) + F0(s). (2.6)
It is noted that q(τ ,M) = M such that V (q, τ ) satisﬁes the boundary condition: V |q=M = 0. This,
together with (2.5)–(2.6), yields V (q(τ , s), τ ) = F0(s) and q(τ , s) = s + 12 F0(s)τ . On the other hand,
by the implicit function theorem, we have the smooth function s = s(q, τ ) for τ < τ0. Therefore,
V (q, τ ) = F0(s(q, τ )) is a smooth solution of (2.1) for 0 τ < τ0. 
We now start to construct an approximate solution to (1.9) for 0 τ = ε ln(1+ t) < τ0.
Let w0 be the solution of the following linear wave equation:
⎧⎨
⎩
∂2t w − w = 0,
w(0, x) = u0(x),
∂t w(0, x) = u1(x).
Choosing a C∞ function χ(s) such that χ(s) = 1 for s  1 and χ(s) = 0 for s  2, we set for
0 τ = ε ln(1+ t) < τ0
ua(t, x) = εχ(εt)w0(t, x) + ε
(
1− χ(εt))V (q, τ ). (2.7)r
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all multi-index α. Set
Ja = ∂2t ua − euaua − eua |∇ua|2,
we have
Lemma 2.2.
e
b
ε −1∫
0
∥∥Zα Ja∥∥L2 dt  Cα,bε 32 | lnε|.
Proof. We divide this proof procedure into the following three cases.
Case (i). 2ε  t  eb/ε − 1.
In this case, χ(εt) = 0 and ua = εr V , then
Ja = −ε
2
r2
[
V ∂2q V + (∂qV )2 + 2∂qτ V
]+ O( ε
(1+ t)3
)
and |Zα Ja| Cα,bε(1+ t)−3.
Case (ii). t  1ε .
In this case, χ(εt) = 1 and ua = εw0. This derives Ja = −ε(eεw0 − 1)w0 − eεw0ε2|∇w0|2. It
follows from a direct computation that
∣∣Zα Ja∣∣ Cαε2(1+ t)−2.
Case (iii). 1ε  t 
2
ε .
A direct computation yields
(
∂2t − 
)
ua = ε
[
(1− χ)(∂2t − )− 2εχ ′(εt)∂t − ε2χ ′′(εt)]
(
V
r
− w0
)
.
On the other hand, as in Lemma 6.5.5 of [6], we have
V
r
− w0 = 1
r
[
V (q, τ ) − F0(q)
]− [w0(t, x) − 1
r
F0(q)
]
= O (ε| lnε|(1+ t)−1). (2.8)
Due to (∂2t −∂2r )(V (q, τ )− F0(q)) = (∂t −∂r)(∂τ V ε1+t ) = −2∂2τqV ε1+t +∂2τ V ( ε1+t )2 −∂τ V ε(1+t)2 , this,
together with (2.8), yields (∂2t − )ua = O (ε2| lnε|(1+ t)−2).
It is noted that
[
Zα, ∂2t − 
]= ∑
|β|<|α|
Cαβ Z
β
(
∂2t − 
)
, (2.9)
here Cαβ are some constants.
By (2.9) and some analogous computations in (2.8), we obtain
∣∣Zα Ja∣∣ Cαε2(1+ t)−2| lnε|.
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∥∥Zα Ja∥∥L2  Cα,bε(1+ t)− 32 , 2ε  t  eb/ε − 1,∥∥Zα Ja∥∥L2  Cαε2| lnε|(1+ t)− 12 , t  2ε .
Consequently, we have
eb/ε−1∫
0
∥∥Zαua∥∥L2 dt  Cα,bε 32 | lnε|. 
For the latter requirements, we need the following Lemma 2.3–Lemma 2.4.
Lemma 2.3. Suppose f (t, x) ∈ C1(R4) depending only on (t, r). Moreover, supp f ⊂ {(t, x): r  M + t}. Then
we have
∥∥(1+ |t − r|)−1 f ∥∥L2  C‖∂r f ‖L2 .
Proof. It can be found in [13], we omit the proof here. 
Lemma 2.4. Let f (t), g(t) and h(t) be deﬁned in [0,∞) and be nonnegative. In addition, f ∈ C1[0,∞),
g,h ∈ C[0,∞), and
df 2(t)
dt
 f (t)g(t) + h(t) f 2(t). (2.10)
Then
f (t)
(
f (0) + 1
2
t∫
0
g(s)ds
)
exp
(
1
2
t∫
0
h(s)ds
)
. (2.11)
Proof. We divide the proof procedure into the following two cases.
Case (i). f > 0.
In this case, we derive from (2.10) that
df
dt
 1
2
g + 1
2
hf .
It follows from Gronwall’s inequality that
f (t)
(
f (0) + 1
2
t∫
0
g(s)ds
)
exp
(
1
2
t∫
0
h(s)ds
)
.
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For the arbitrary constant ε with 0 < ε < 1, set F (t) = f (t) + ε. It follows from (2.10) that
⎧⎨
⎩
dF 2
dt
 gF + hF 2 + 2εF ′(t),
F (0) = f (0) + ε,
which derives for any small ε > 0
F 2(t)
(
f (0) + ε)2 +
t∫
0
(
gF + hF 2)(s)ds + 2ε(F (t) − f (0) − ε)
 f 2(0) + (1− ε)ε +
t∫
0
(
gF + hF 2)(s)ds + εF 2(t).
Set H(t) = [ 11−ε
∫ t
0 (gF + hF 2)(s)ds + f
2(0)
1−ε + ε]1/2, then 0 < F  H and
dH
dt
 1
2(1− ε) (g + hH).
This derives
F (t) H(t)
(
H(0) +
t∫
0
1
2(1− ε) g(s)ds
)
exp
(
1
2
t∫
0
h(s)
1− ε ds
)
with H(0) =√ f 2(0)/(1− ε) + ε.
Letting ε → 0, we obtain (2.11). 
Based on the preparations above, next we establish
Proposition 2.5. For suﬃciently small ε and 0 τ = ε ln(1+ t) b < τ0 , then (1.9) has a C∞ solution which
admits for all |α| 2
∣∣Zα∂(u − ua)∣∣ Cbε 32 | lnε|(1+ t)−1(1+ |t − r|)− 12 . (2.12)
Proof. Set v = u − ua , then one has⎧⎪⎨
⎪⎩
∂2t v − euv − eu|∇v|2
= − Ja + eua
(
ev − 1)ua + eua(ev − 1)|∇ua|2 + 2eu∇v · ∇ua,
v(0, x) = ∂t v(0, x) = 0.
(2.13)
We make the induction hypothesis, for some T  e bε − 1
∣∣Zα∂v∣∣ ε(1+ t)−1(1+ |t − r|)− 12 , |α| 2, t  T , (2.14)
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∣∣Zαv∣∣ Cε(1+ t)−1(1+ |t − r|) 12 . (2.15)
To this end, we will prove for suﬃciently small ε that
∣∣Zα∂v∣∣ 1
2
ε(1+ t)−1(1+ |t − r|)− 12 , |α| 2, t  T , (2.16)
and apply the continuity method to obtain ε ln(1+ T ) = b.
Applying Zα to both sides of (2.13) and [Zα, ∂2t − ] =
∑
|β|<|α| Cαβ Zβ(∂2t − ) yields for |α| 4
(
∂2t − 
)
Zαv = ZαG −
∑
|β|<|α|
Cαβ Z
βG, (2.17)
where
G = (eu − 1)v + eu|∇v|2 − Ja + eua(ev − 1)ua + eua(ev − 1)|∇ua|2 + 2eu∇v · ∇ua.
Since
ZαG = (eu − 1)Zαv + ∑
α1+α2=α|α1|1
(
Zα1eu
)(
Zα2v
)
+ Zα[eu|∇v|2 − Ja + eua(ev − 1)ua + eua(ev − 1)|∇ua|2 + 2eu∇v · ∇ua],
then we have from (2.17) that
(
∂2t − euZα
)
v = F , (2.18)
where
F =
∑
α1+α2=α|α1|1
(
Zα1eu
)(
Zα2v
)+ Zα[eu|∇v|2 − Ja + eua(ev − 1)ua + eua(ev − 1)|∇ua|2
+ 2eu∇v · ∇ua
]− ∑
|β|<|α|
Cαβ Z
βG + (eu − 1)[Zα,]v.
Next we establish the estimate of ‖∂ Zα v‖L2 from Eq. (2.18).
Deﬁne the energy
E(t) = 1
2
∑
|α|4
∫
R3
(∣∣∂t Zαv∣∣2 + eu∣∣∇ Zαv∣∣2)dx.
Multiplying ∂t Zα v (|α|  4) on both sides of (2.18) and integrating by parts, and noting the fact
that |∂u| = |∂ua + ∂v| Cbε(1+ t)−1 from the construction of ua and assumption (2.14), we arrive at
E ′(t) Cbε
1+ t E(t) +
∑
|α|4
∫
3
|F |∣∣∂t Zαv∣∣dx. (2.19)
R
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∑
|α|4
∫
R3
|F ||∂t Zα v|dx.
(A). The treatment on
∑
α1+α2=α|α1|1
∫
R
3 |(Zα1eu)(Zα2v)||∂t Zα v|dx.
First, we note that:
(i) For |β| 2, by the assumption (2.15), we have
∣∣(1+ |t − r|)−1 Zβ(ua + v)∣∣ Cbε
1+ t . (2.20)
(ii) There exists a constant C > 0, such that for any φ(t, r) ∈ C1,
|∂φ| C
1+ |t − r|
∑
|β|=1
∣∣Zβφ∣∣. (2.21)
Indeed, due to ∂t = t S−rHt2−r2 and ∂r = tH−rSt2−r2 , we have (1 + |t − r|)(|∂tφ| + |∂rφ|)  2(|Sφ| + |Hφ| +|∂tφ| + |∂rφ|). Namely, (2.21) has been shown.
Here we point out that (2.21) is very crucial in treating the troublesome term Zα2v in the
integration.
For |α1| + |α2| = |α| 4 with |α1| 1, by (2.20)–(2.21), we have
∫
R3
∣∣(Zα1eu)(Zα2v)∂t Zαv∣∣dx
 C
∑
|β1|+···+|βl |=|α1|
∫
R3
eu
∣∣Zβ1u∣∣ · · · · · ∣∣Zβl u∣∣ · ∣∣Zα2v∣∣ · ∣∣∂t Zαv∣∣dx
 Cb
∑
|β||α1|
∫
R3
∣∣Zβu · Zα2v∣∣ · ∣∣∂t Zαv∣∣dx
 Cb
∑
|β||α1|
∫
R3
∣∣(Zβua)(Zα2v)∂t Zαv∣∣dx+ ∑
|β||α1|
∫
R3
∣∣(Zβ v)(Zα2v)∂t Zαv∣∣dx
 Cbε
1+ t E(t) + Cb
∑
|γ ||α2|+1|β||α1|
∫
R3
∣∣(1+ |t − r|)−1 Zβ v∣∣ · ∣∣Zγ ∂v∣∣ · ∣∣∂t Zαv∣∣dx. (2.22)
It is noted that there is at most one number larger than 2 between |β| and |γ |. If |β| > 2, then
|γ | 2. Thus by Lemma 2.3 on (1+ |t − r|)−1 Zβ v and the assumption (2.14), we arrive at
∫
R3
∣∣(1+ |t − r|)−1 Zβ v∣∣ · ∣∣Zγ ∂v∣∣ · ∣∣∂t Zαv∣∣dx Cbε
1+ t E(t). (2.23)
If |γ | > 2 and then |β|  2, it follows from (2.15) that |(1 + |t − r|)−1 Zβ v|  Cε(1 + t)−1(1 +
|t − r|)− 12 , which leads to
∫
3
∣∣(1+ |t − r|)−1 Zβ v∣∣ · ∣∣Zγ ∂v∣∣ · ∣∣∂t Zαv∣∣dx Cbε
1+ t E(t). (2.24)R
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∑
α1+α2=α|α1|1
∫
R3
∣∣(Zα1eu)(Zα2v)∣∣∣∣∂t Zαv∣∣dx Cbε
1+ t E(t). (2.25)
(B). The treatment on
∫
R
3 |Zβ((eu − 1)v) ·∂t Zα v|dx with |β| < |α|.
We only need to treat the term
∫
R3
|(eu − 1)Zβv · ∂t Zαv|dx since the other terms have been
estimated in (A).
By (2.14), we have
∫
R3
∣∣(eu − 1)Zβv · ∂t Zαv∣∣dx C ∑
|γ ||β|+1|α|
∫
R3
∣∣(1+ |t − r|)−1u∣∣ · ∣∣Zγ ∂v∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.26)
(C). The treatment on
∫
R
3 |Zβ(eu|∇v|2)| · |∂t Zα v|dx with |β| |α| 4.
It follows from a direct computation as in (A) that
∫
R3
∣∣Zβ(eu|∇v|2)∣∣ · ∣∣∂t Zαv∣∣dx C ∑
|β1|+|β2|+|β3|=|β|
∫
R3
∣∣Zβ1eu∣∣ · ∣∣Zβ2∂v∣∣ · ∣∣Zβ3∂v∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.27)
(D). The treatment on
∫
R
3 |∂t Zα v| · |Zβ J a|dx with |β| |α| 4.
For this case, we have
∫
R3
∣∣∂t Zαv∣∣ · ∣∣Zβ Ja∣∣dx ∥∥Zβ Ja∥∥L2√E(t). (2.28)
(E). The treatment on
∫
R
3 |Zβ(eua (ev − 1)ua)| · |∂t Zα v|dx with |β| |α| 4.
A direct computation yields
∫
R3
∣∣Zβ(eua(ev − 1)ua)∣∣ · ∣∣∂t Zαv∣∣dx
 C
∑
|β1|+|β2|+|β3||β|+1|β1|+|β2||β|
∣∣(1+ |t − r|)−1(Zβ1eua)(Zβ2(ev − 1))(Zβ3∂ua)∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.29)
(F). The treatment on
∫
R
3 |Zβ(eua (ev − 1)|∇ua|2)| · |∂t Zα v|dx with |β| |α| 4.
It follows from a direct computation, (2.21) and Lemma 2.3 that
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R3
∣∣Zβ(eua(ev − 1)|∇ua|2)∣∣ · ∣∣∂t Zαv∣∣dx
 C
∑
|β1|+|β2|+|β3|=|β|
∫
R3
∣∣(Zβ1eua)((1+ |t − r|)−1 Zβ2(ev − 1))Zβ3(Zua∂ua)∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.30)
(G). The treatment on
∫
R
3 |Zβ(eu∇v ·∇ua)| · |∂t Zα v|dx with |β| |α| 4.∫
R3
∣∣Zβ(eu∇v · ∇ua)∣∣ · ∣∣∂t Zαv∣∣dx C ∑
|β1|+|β2|+|β3|=|β|
∫
R3
∣∣(Zβ1eu)(Zβ2∂v)(Zβ3∂ua)∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.31)
(H). The treatment on
∫
R
3 |(eu − 1)[Zα,]v| · |∂t Zα v|dx.
Since [Zα,] =∑|β||α|−1 Cαβ∂2 Zβ , then we have∫
R3
∣∣(eu − 1)[Zα,]v∣∣ · ∣∣∂t Zαv∣∣dx C ∑
|β||α|−1
∫
R3
∣∣eu − 1∣∣∣∣∂2 Zβ v∣∣ · ∣∣∂t Zαv∣∣dx
 C
∑
|β||α|−1
|γ ||β|+1
∫
R3
∣∣(1+ |t − r|)−1(eu − 1)∣∣ · ∣∣∂ Zγ v∣∣ · ∣∣∂t Zαv∣∣dx
 Cbε
1+ t E(t). (2.32)
Substituting (2.25)–(2.32) into (2.19) yields
E ′(t) Cbε
1+ t E(t) +
∑
|β|4
∥∥Zβ Ja∥∥L2√E(t). (2.33)
Thus, by Lemma 2.2 and Lemma 2.4 we get∥∥∂ Zαv∥∥L2  Cbε 32 | lnε|, |α| 4,
and then ∥∥Zα∂v∥∥L2  Cbε 32 | lnε|, |α| 4. (2.34)
By (2.34) and in terms of Klainerman–Sobolev’s inequality (see [6] or [8]), we have
∣∣Zα∂v∣∣ Cbε 32 | lnε|(1+ t)−1(1+ |t − r|)− 12 , |α| 2, t  T , (2.35)
which means for small ε
∣∣Zα∂v∣∣ 1
2
ε(1+ t)−1(1+ |t − r|)− 12 , |α| 2, t  T .
Therefore, we complete the proofs of (2.14) and further (2.12) together with (2.35). 
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lim
ε→0
ε ln Tε  τ0. (2.36)
3. The upper bound of lifespan Tε and the proof of Theorem 1.1
In this section, we focus on the estimate of upper bound of Tε . Here some ideas are inspired
by [5,7] or [19]. However, since Eq. (1.9) contains the solution u and its derivatives simultaneously
other than only the derivatives of u as in [5,7] or [19], then we have to give some more careful
computations. Thanks to the estimate of Zα(u − ua) with |α|  2 in (2.15), we can observe that
|Zα(u − ua)| Cε(1 + t)−1 holds near the light cone, which plays an important role in some related
analysis.
Set U = ru and c(u) = e 12 u , due to the symmetric property of u, then (1.9) can be written as
⎧⎨
⎩
∂2t U − c2∂2r U = rc2(∂ru)2,
U (0, r) = εru0,
∂tU (0, r) = εru1.
(3.1)
Deﬁne two operators as follows
L1 = ∂t + c∂r, L2 = ∂t − c∂r .
We also set
w1 = L2U = (∂t − c∂r)U , w2 = L1U = (∂t + c∂r)U ,
which derives ∂tU = w1+w22 and ∂rU = w2−w12c .
Since
L1L2 = ∂2t − c2∂2r − (L1c)∂r, L2L1 = ∂2t − c2∂2r + (L2c)∂r,
then
L1w1 = L1L2U = 1
4r
w21 +
w1
4r
(3uc − w2) +
(
c2
r
u2 − 3c
4r
uw2
)
, (3.2)
L2w2 = L2L1U = 1
4r
w22 +
w2
4r
(−3uc − w1) +
(
c2
r
u2 + 3c
4r
uw1
)
. (3.3)
Due to ∂rc = c′∂ru = − cu2r + w2−w14r , we have
L1w1 + w1∂rc = cu
4r
(w1 − 3w2) + c
2
r
u2,
L2w2 − w2∂rc = cu
4r
(3w1 − w2) + c
2
r
u2
and
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d
(|w1|(dr − c dt))= sgnw1(L1w1 + w1∂rc)dt ∧ dr = sgnw1
[
cu
4r
(w1 − 3w2) + c
2
r
u2
]
dt ∧ dr,
(3.4)
d
(|w2|(dr + c dt))= sgnw2(L2w2 − w2∂rc)dt ∧ dr = sgnw2
[
cu
4r
(3w1 − w2) + c
2
r
u2
]
dt ∧ dr.
(3.5)
We have known from Section 2 that when ε ln(1 + T ) = b < τ0 and b > 0 is a ﬁxed constant,
(1.9) has a C∞ solution for t  T . Choosing ε suﬃciently small such that 1/ε < eb/ε − 1, we deﬁne
the characteristics Γ ±λ by dr/dt = ±c respectively which passes through (λ,0) in the plane (r, t). Let
D be the domain which is bounded by Γ +M and Γ
+
ρ0−1 (see Fig. 1), where ρ0 is chosen such that
u0(ρ) + ρu′0(ρ) − ρu1(ρ) is minimum at ρ = ρ0. Obviously, Γ +M is the straight line r = t + M .
Motivated by the techniques in [5,7] or [19], for t  T , we deﬁne
A(t) = sup
1/εst
∫
(s,r)∈D
∣∣w1(s, r)∣∣dr,
B(t) = sup
1/εst
(s,r)∈D
s
∣∣u(s, r)∣∣,
C(t) = sup
1/εst
(s,r)∈D
s2
∣∣w2(s, r)∣∣.
We now have
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A(1/ε) Eε
2
, B(1/ε) Eε, C(1/ε) E2ε2. (3.6)
Proof. The equation r = r(t) of Γ +λ (λ ∈ [ρ0 − 1,M]) satisﬁes⎧⎨
⎩
dr(t)
dt
= c(u(t, r(t)))≡ c(t),
r(0) = λ.
This derives
r(t) − λ =
t∫
0
(
c(s) − 1)ds + t.
Due to |c(t)− 1| C |u(t, r(t))| Cbε(1+ t)−1(1+ |t − r(t)|) 12 for 0 τ = ε ln(1+ t) b < τ0, then
∣∣r(t) − t∣∣ |λ| + Cb
t∫
0
ε(1+ s)−1(1+ ∣∣s − r(s)∣∣) 12 ds
m0 + Cb
t∫
0
ε(1+ s)−1(1+ ∣∣s − r(s)∣∣) 12 ds, (3.7)
where m0 = max{|ρ0 − 1|,M}.
Set m(s) = (1+ |s− r(s)|) 12 and f 2(t) = 1+m0 + Cb
∫ t
0 ε(1+ s)−1(1+ |s− r(s)|)
1
2 ds with f (t) > 0,
then by (3.7) we have m(t) f (t) and
df 2(t)
dt
 Cbε(1+ t)−1 f (t).
This yields for ε ln(1+ t) b
f (t)
√
1+m0 +
t∫
0
Cb
2
ε(1+ s)−1 ds Cb
and
∣∣r(t) − t∣∣ Cb.
Therefore,
∣∣t + M − r(t)∣∣ Cb, (3.8)
which means that the horizontal width between Γ +ρ −1 and Γ
+
M in D is ﬁnite.0
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⎩
dr˜(t)
dt
= −c(u(t, r˜(t)))≡ −c˜(t),
r˜(0) = μ.
Combining with (3.8), |r˜(t) + t − μ| Cb can be shown analogously.
Thus, if (t, r), (t′, r′) ∈ Γ −μ ∩ D (μ ∈R), and (t, r) ∈ Γ +λ , (t′, r′) ∈ Γ +λ′ , we obtain
∣∣t − t′∣∣ 1
2
(|t + r − μ| + ∣∣t′ + r′ − μ∣∣+ |t − r − λ| + ∣∣t′ − r′ − λ′∣∣+ ∣∣λ − λ′∣∣) Cb. (3.9)
We now start to prove (3.6).
Since w1 = r∂tu − cr∂ru − cu, then for t  eb/ε − 1 one has
∣∣w1(t, r)∣∣ Cbε(1+ |t − r|)− 12 . (3.10)
Thus, by (3.8)–(3.10), we arrive at ∫
( 1ε ,r)∈D
∣∣w1(s, r)∣∣dr  Cbε. (3.11)
In addition, due to |u(t, r)| Cbε(1+ t)−1(1+ |t − r|) 12 for t  e bε − 1, then for ( 1ε , r) ∈ D , we have
1
ε
∣∣∣∣u
(
1
ε
, r
)∣∣∣∣ Cbε. (3.12)
It is noted that
w2(t, r) = (∂t + ∂r)(ru) + (c − 1)∂r(ru) = S + H
t + r (ru) + (c − 1)(u + r∂ru),
which means |w2(t, r)|  Cbε(1 + t)−1 for (t, r) ∈ D and ε ln(1 + t)  b in terms of (2.15). This, to-
gether with (3.3), yields
|L2w2| Cbε
2
(1+ t)2 . (3.13)
Due to w2(t, t + M) = 0 and (3.9), we can get from (3.13) that
C
(
1
ε
)
 Cbε2. (3.14)
Collecting (3.11)–(3.12) and (3.14), we can complete the proof of (3.6). 
Based on Lemma 3.1, we will use the continuity method to estimate of upper bound of Tε . To this
end, we assume for 0 t  T ′  T
A(t) Eε, B(t) 2Eε, C(t) 3E2ε2. (3.15)
We now start to establish
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A(t) 2
3
Eε, B(t) Eε, C(t) 5
2
E2ε2. (3.16)
Proof. First we come to estimate A(t).
For 1/ε  t  T ′ , by Eq. (3.4) and Green’s formula, we have
∫
(t,r)∈D
∣∣w1(t, r)∣∣dr 
∫
(1/ε,r)∈D
∣∣w1(1/ε, r)∣∣dr +
∫ ∫
1/εst
(s,r)∈D
∣∣∣∣ cu4r (w1 − 3w2) + c
2
r
u2
∣∣∣∣(s, r)dsdr
 1
2
Eε +
∫ ∫
1/εst
(s,r)∈D
∣∣∣∣ cu4r (w1 − 3w2) + c
2
r
u2
∣∣∣∣(s, r)dsdr. (3.17)
By the induction hypothesis (3.15), we know |u(s, r)| 2Eεs for 1ε  s T ′ and (s, r) ∈ D . It is also
noted that c is near 1 for small ε, and the fact |r − s| Cb holds for s  1/ε, then we have r  s/2
and
∫ ∫
1/εst
(s,r)∈D
c2
r
u2(s, r)dsdr 
∫ ∫
1/εst
(s,r)∈D
5E2ε2
s2r
dsdr  10E2ε2
t∫
1/ε
1
s3
ds
∫
(s,r)∈D
dr
 C E2ε4  1
12
Eε, (3.18)
where the generic constant C > 0 is independent of ε.
Similarly,
∫ ∫
1/εst
(s,r)∈D
|cuw1(s, r)|
4r
dsdr  2
3
Eε
∫ ∫
1/εst
(s,r)∈D
|w1(s, r)|
rs
dsdr = 2
3
Eε
t∫
1/ε
1
s
ds
∫
(s,r)∈D
|w1(s, r)|
r
dr
 4
3
Eε
t∫
1/ε
1
s2
ds
∫
(s,r)∈D
∣∣w1(s, r)∣∣dr  4
3
EεA(t)
t∫
1/ε
1
s2
ds
 4
3
E2ε3. (3.19)
On the other hand, from (3.15), we know |w2(s, r)| C(t)/s2  3E2ε2/s2, thus we have∫ ∫
1/εst
(s,r)∈D
|3cuw2(s, r)|
4r
dsdr  Eε
∫ ∫
1/εst
(s,r)∈D
|w2(s, r)|
rs
dsdr  3E3ε3
∫ ∫
1/εst
(s,r)∈D
1
rs3
dsdr
 6E3ε3
t∫
1/ε
1
s4
ds
∫
(s,r)∈D
dr  C E3ε6. (3.20)
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Substituting (3.18)–(3.20) into (3.17) yields
A(t) 1
2
Eε + 1
12
Eε + 4
3
E2ε2 + C E3ε6,
which means A(t) 23 Eε for suﬃciently small ε.
Next we estimate B(t).
We notice that u satisﬁes the equation
L2u = L2
(
r−1U
)= w1
r
+ u
r
c. (3.21)
Integrate Eq. (3.21) along the characteristics Γ −μ which insects Γ +M at the point (t′, r′).
When t′  1/ε, we denote by D1 the domain bounded by Γ −μ , line {t = t} and Γ +M (see Fig. 2),
which are written as Γ1, Γ2 and Γ3 respectively, then we have∫ ∫
(s,r)∈D1
sgnw1
[
cu
4r
(w1 − 3w2) + c
2
r
u2
]
(s, r)dsdr =
(∫
Γ1
+
∫
Γ2
)
|w1|(dr − c dt),
which derives
∫
Γ1
|w1|(dr − c ds)
∫ ∫
(s,r)∈D1
∣∣∣∣ cu4r (w1 − 3w2) + c
2
r
u2
∣∣∣∣(s, r)dsdr +
∫
Γ2
|w1|(dr − c dt)

∫ ∫
1/εst
(s,r)∈D
∣∣∣∣ cu4r (w1 − 3w2) + c
2
r
u2
∣∣∣∣(s, r)dsdr +
∫
(t,r)∈D1
∣∣w1(t, r)∣∣dr
 1 Eε + 2 Eε = 5 Eε.
6 3 6
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t∫
t′
|w1(s, r(s))|
r(s)
ds
t∫
t′
|w1(s, r(s))|
r(t)
ds 2
t
t∫
t′
∣∣w1(s, r(s))∣∣ds
= 2
t
∫
Γ1
|w1(s, r)|√
1+ c2 ds =
2
t
∫
Γ1
|w1|
2c
√
1+ c2 (dr − c ds)
 5
6t
Eε.
It is noted that r(s) s2 
1
2ε holds true, then we have from (3.21)
∣∣u(t, r)∣∣
t∫
t′
|w1(s, r(s))|
r(s)
ds +
t∫
t′
|cu|(s, r(s))
r(s)
ds
 5
6t
Eε + 3ε
t∫
t′
∣∣u(s, r(s))∣∣ds. (3.22)
Due to (3.9), we get
∣∣u(t, r(t))∣∣ 5
6t
EεeCbε  Eε
t
.
When t′  1/ε, then we have t  t′ + |t − t′| 2/ε, and a similar procedure tells us tu(t, r) Eε.
Namely, B(t) Eε holds true.
Finally, we pay our attention to the estimate of C(t).
We write (3.3) as
L2w2 = aw2 + b, (3.23)
where
a = 1
4r
(w2 − w1 − 3cu), b = c
2
r
u2 + 3c
4r
uw1,
Integrating (3.3) along Γ −μ as above, we have
∣∣w2(t, r)∣∣
t∫
t′
|aw2 + b|
(
s, r(s)
)
ds. (3.24)
Noting t′  t − |t − t′| 23 t , |w2(t, r)| 3E
2ε2
t2
and (3.9), we obtain
t∫
′
∣∣b(s, r(s))∣∣ds
t∫
′
c2
r
u2 ds +
t∫
′
∣∣∣∣3c4r uw1
∣∣∣∣dst t t
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t∫
t′
1
s3
ds + 7Eε
4t′
t∫
t′
|w1(s, r(s))|
r(s)
ds
 81CbE
2ε3
2t2
+ 35E
2ε2
16t2
 9E
2ε2
4t2
(3.25)
and
t∫
t′
∣∣aw2(s, r(s))∣∣ds 2E2ε2
t2
t∫
t′
|w2 − w1 − 3cu|(s, r(s))
r(s)
ds C E
3ε3
t2
. (3.26)
Substituting (3.25)–(3.26) into (3.24) yields
∣∣w2(t, r)∣∣
t∫
t′
|aw2 + b|
(
s, r(s)
)
ds 5E
2ε2
2t2
,
and then C(t) 5E2ε22 is shown. 
Based on Lemma 3.1–Lemma 3.2, we will use the following result to estimate the upper bound of
lifespan Tε .
Lemma 3.3. Let w be a solution in [0, T ] of the ordinary differential equation
dw
dt
= a0(t)w2 + a1(t)w + a2(t)
with a j continuous and a0  0.
Let
K =
( T∫
0
∣∣a2(t)∣∣dt
)
exp
( T∫
0
∣∣a1(t)∣∣dt
)
.
If w(0) > K , then
( T∫
0
a0(t)dt
)
exp
(
−
T∫
0
∣∣a1(t)∣∣dt
)
<
(
w(0) − K )−1.
Proof. The proof can be found in [5, Lemma 1.4.1] or [6, Lemma 1.3.2]. 
Next, we show
lim
ε→0ε ln Tε 
−2
G (ρ )
= τ0. (3.27)
0 0
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dw1
dt
(
t, r(t)
)= L1w1 = 1
4r
w21 +
w1
4r
(3uc − w2) +
(
c2
r
u2 − 3c
4r
uw2
)
,
where
a0(t) = 1
4r(t)
, a1(t) = (3uc − w2)(t, r(t))
4r(t)
, a2(t) =
(
c2u2
r
− 3cuw2
4r
)(
t, r(t)
)
.
By (3.15), we have for 0 t  T
|a1| 5Eε
t2
, |a2| 10E
2ε2
t3
,
which derives
T∫
1/ε
|a1|ds 5Eε2,
T∫
1/ε
|a2|ds 5E2ε4.
This also yields
K =
( T∫
1/ε
∣∣a2(t)∣∣dt
)
exp
( T∫
1/ε
∣∣a1(t)∣∣dt
)
= O (ε4). (3.28)
By the deﬁnition of ua in (2.7), we know that on Γ +ρ0 , ua(1/ε) = εw0(1/ε) holds true. In addition,
it follows from Proposition 2.5 that
∣∣Zα(u − ua)∣∣ Cα,bε 32 | lnε|(1+ t)−1(1+ |t − r|)1/2.
On the other hand, by [6, Theorem 6.2.1], we have∣∣∣∣∂α Z I
(
ua(1/ε) −
(
ε
r
F0
)(
r(1/ε) − 1/ε))∣∣∣∣ Cα,Iε3.
Therefore,
w1(1/ε) = (r∂tu)(1/ε) −
[
c(u + r∂ru)
]
(1/ε)
= (r∂tua)(1/ε) −
[
c(ua + r∂rua)
]
(1/ε) + o(ε)
= εF ′0
(
r(1/ε) − 1/ε)(−c(1/ε) − 1)+ o(ε)
= −2εF ′0
(
r(1/ε) − 1/ε)+ o(ε).
It is noted that we have |r − t| C + |ρ0| and |u(t, r)| Cbε(1+ t)−1 on Γ +ρ0 , then
∣∣r(1/ε) − 1/ε − ρ∣∣
1/ε∫
Cbε(1+ s)−1 ds = Cbε ln(1+ 1/ε).
0
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( Tε∫
1/ε
1
4r(t)
dt
)
exp
(
−
Tε∫
1/ε
∣∣a1(t)∣∣dt
)
<
(
w1(1/ε) − K
)−1
,
that is,
(
ln Tε + lnε
)(
1+ O (ε))< 4(−2εF ′0(ρ0) + o(ε))−1 exp(5Eε2).
Thus,
lim
ε→0ε ln Tε 
−2
G0(ρ0)
= τ0.
Namely, (3.27) is shown.
Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, it follows from (2.36) and (3.27) that
limε→0 ε ln Tε = τ0 holds true. Thus, we complete the proof of Theorem 1.1. 
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