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Abstract
We study methods for calculating the thermal diffusivity of solids from laser flash experiments. This experiment involves
subjecting the front surface of a small sample of the material to a heat pulse and recording the resulting temperature
rise on the opposite (rear) surface. Recently, a method was developed for calculating the thermal diffusivity from the
rear-surface temperature rise, which was shown to produce improved estimates compared with the commonly used half-
time approach. This so-called rear-surface integral method produced a formula for calculating the thermal diffusivity of
homogeneous samples under the assumption that the heat pulse is instantaneously absorbed uniformly into a thin layer
at the front surface. In this paper, we show how the rear-surface integral method can be applied to a more physically
realistic heat flow model involving the actual heat pulse shape from the laser flash experiment. New thermal diffusivity
formulas are derived for handling arbitrary pulse shapes for either a homogeneous sample or a heterogeneous sample
comprising two layers of different materials. Presented numerical experiments confirm the accuracy of the new formulas
and demonstrate how they can be applied to the kinds of experimental data arising from the laser flash experiment.
Keywords: laser flash method; thermal diffusivity; parameter estimation; heat transfer.
1. Introduction
The most popular technique for measuring the thermal
diffusivity of a solid material is the laser flash method [1–
3]. Originally developed by Parker et al. [4], this method
involves subjecting the front surface of a small sample of
the material to a heat pulse of radiant energy and record-
ing the resulting temperature rise on the opposite (rear)
surface of the sample (Figure 1). The thermal diffusivity
is then calculated from the rear-surface temperature rise
curve by developing a mathematical model describing the
heat flow emanating from the front surface and analysing
the solution of this model at the rear surface.
Parker et al. [4] assumed the sample is homogeneous
and thermally insulated; the heat pulse is instantaneously
and uniformly absorbed by a thin layer at the front surface;
and the heat flow is one-dimensional in the direction of the
thickness of the sample extending from the front surface
to the rear surface (Figure 1b). These simplifying assump-
tions yield the now famous and widely-used formula [5–8]
for the thermal diffusivity
α ≈ 1.37L
2
pi2t0.5
, (1)
where L is the thickness of the sample and t0.5 is the half-
rise time, the time required for the rear-surface tempera-
ture rise to reach one half of its maximum (steady-state)
value T∞ (Figure 1d).
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Since 1961, many papers have presented advances and
extensions on Parker et al.’s original method. In particu-
lar, numerous papers have focussed on the finite pulse-time
effect, that is, the observation that the heat pulse occurs
over a finite duration [9, 10] and is rarely well approx-
imated by an ideal instantaneous pulse (as assumed by
Parker et al. [4]). In the one-dimensional case, the bound-
ary condition imposing thermal insulation at the front sur-
face [4, 11] is replaced by a boundary condition specifying
the heat flux applied at the front surface based on the ac-
tual shape of the heat pulse [9] (Figure 1a). Commonly,
simple functions are used to represent the pulse shape such
as those describing rectangular [12], triangular [9, 12] and
exponential [13] pulses. For the half-rise time approach,
accounting for the finite-pulse time leads to small correc-
tions [9, 12] to the formula for the thermal diffusivity (1).
Considerable research activity has also focussed on the
application of the laser flash method to layered samples
consisting of two or more adjacent homogeneous layers
with distinct thermal diffusivities [13–16]. For a two layer
sample, only one of the thermal diffusivities can be calcu-
lated from the temperature rise recorded at the rear sur-
face [15, 17]. In this case, assuming the thermal diffusivity
of one of the layers is known, extension of the half-rise time
approach yields a formula for the thermal diffusivity of the
other layer involving the half-rise time and the volumetric
heat capacity of both layers [13].
Recently, Carr [11] presented a method for calculating
the thermal diffusivity from the rear-surface temperature
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Figure 1: Schematic representation of the laser flash experiment for (b) a homogeneous sample with thickness L and thermal diffusivity α
and (c) a two-layer sample consisting of two homogeneous layers of thickness `1 and `2 and thermal diffusivities α1 and α2. A heat pulse of
radiant energy is applied to the front surface (a) resulting in the temperature on the opposite (rear surface) of the sample rising over time
(d). Eventually the temperature rise tends to a finite steady-state value, T∞, under the assumption of a thermally insulated sample.
rise history. This so-called rear-surface integral method
expresses the thermal diffusivity exactly in terms of the
area between the theoretical rear-surface temperature rise
curve, T (L, t), and the steady-state temperature, T∞, over
time (see Figure 1d). For a homogeneous and thermally
insulated sample, where the heat pulse is instantaneously
and uniformly absorbed by a thin layer of thickness ` at
the front surface, the thermal diffusivity formula is given
by [11]:
α =
T∞
(
L2 − `2)
6
∫∞
0 [T∞ − T (L, t)] dt
. (2)
Numerical experiments carried out on synthetic data gen-
erated by adding Gaussian noise to the theoretical rear-
surface temperature rise curve, T (L, t), demonstrated that
the formula (2) produces estimates of the thermal diffu-
sivity that are more accurate than the standard formula
(1).
For the case of an ideal instantaneous heat pulse (` =
0), the formula (2) reduces to one derived by Baba [18]
using their areal heat diffusion method. The areal heat
diffusion method obtains a closed-form expression for the
area
∫∞
0 [T∞ − T (L, t)] dt = lims→0[s−1T∞ − T˜r(s)] involv-
ing T˜r(s) the Laplace transform of Tr(t) := T (L, t). Our
rear-surface integral method for deriving (2) avoids ex-
plicit calculation of Tr(t) and its Laplace transform. This
means that it is easier to apply to more sophisticated heat
flow models as considered in the current paper.
Carr [11] essentially provided a proof-of-concept for the
rear-surface integral approach applied to the classical heat
flow model of the laser flash experiment [4]. In the cur-
rent paper, we present two key contributions. Firstly, we
extend the rear-surface integral approach to account for
finite pulse time effects deriving new formulas for the ther-
mal diffusivity for rectangular, triangular, exponential and
arbitrary pulse shapes (Section 2). Secondly, we extend
these new theoretical results to two layer samples, devel-
oping new formulas for the thermal diffusivity of both lay-
ers (Section 3). After deriving the new formulas, we verify
their accuracy and demonstrate their application to the
types of experimental data that arise from the laser flash
experiment (Section 4). We then conclude with a summary
of the work and a discussion regarding the limitations of
the new formulas (Section 5).
2. Homogeneous sample
2.1. Heat flow model
Consider a thermally insulated homogeneous sample
of uniform thickness L, thermal conductivity k, volumetric
heat capacity ρc and thermal diffusivity α = k/(ρc) (Figure
1b). Let T (x, t) be the temperature of the sample at loca-
tion 0 ≤ x ≤ L and time t ≥ 0 and assume the heat pulse
applied at the front surface, x = 0, is initiated at t = 0. We
assume the temperature rise, T (x, t) = T (x, t) − T0, above
the initial uniform temperature of the sample, T0, result-
ing from the heat pulse satisfies the following heat flow
model [2, 9, 12]:
∂T
∂t
(x, t) = α
∂2T
∂x2
(x, t), 0 < x < L, t > 0, (3)
T (x, 0) = 0, 0 < x < L, (4)
−k ∂T
∂x
(0, t) = q(t),
∂T
∂x
(L, t) = 0, (5)
where q(t) is the heat flux function representing the laser
pulse applied at the front surface of the sample (Figure
1a). Provided limt→∞ q(t) = 0 and the total amount of
heat absorbed at the front surface
Q∞ =
∫ ∞
0
q(s) ds <∞, (6)
the steady-state temperature rise is given by [9]:
T∞ = lim
t→∞T (x, t) =
Q∞
ρcL
, 0 < x < L. (7)
This result is derived by first applying the thermally insu-
lated boundary conditions (5) that arise in the limit t→∞
2
to the linear steady-state solution of the heat equation (3)
yielding limt→∞ T (x, t) = T∞, where T∞ is a constant. The
value of T∞ is then identified by noting that the change
in the amount of heat in the sample must be balanced by
the amount of heat entering through the front surface:
ρc
∫ L
0
T (x, t) dx = Q(t), (8)
where
Q(t) =
∫ t
0
q(s) ds. (9)
At steady state, Eq (8) reduces to ρcLT∞ = Q∞ yielding
the stated result (7).
2.2. Thermal diffusivity
We now extend the rear-surface integral method for
calculating thermal diffusivity [11] to non-instantaneous
heat pulse durations. The aim of this method is to derive
a formula for the thermal diffusivity, α, in terms of an
integral involving T (L, t), the rear-surface temperature rise
extracted from the heat flow model (3)–(5). The starting
point for the derivation is the function:
u(x) =
∫ ∞
0
[T∞ − T (x, t)] dt. (10)
Differentiating u(x) twice with respect to x, noting T∞ (7)
is a constant and using the heat equation (3) and initial
condition (4) yields the differential equation [11]:
d2u
dx2
= −T∞
α
, 0 < x < L, (11)
which identifies u(x) as a quadratic function:
u(x) = c0 + c1x− T∞x
2
2α
. (12)
To identify the integration constants, c0 and c1, we com-
bine the form of du/dx with the boundary conditions (5)
[11] yielding:
du
dx
(0) =
∫ ∞
0
−∂T
∂x
(0, t) dt =
∫ ∞
0
q(t)
k
dt =
Q∞
k
, (13)
du
dx
(L) =
∫ ∞
0
−∂T
∂x
(L, t) dt =
∫ ∞
0
0 dt = 0. (14)
Imposing both of these boundary conditions on u(x) (12)
yields the same result, namely c1 = T∞L/α, after noting
the relationship between T∞ and Q∞ (7). Therefore, to
uniquely identify u(x) we require an auxiliary condition
analogous to the one required for the steady-state solution
(8). Integrating u(x) (10) from x = 0 to x = L, multiplying
by the volumetric heat capacity ρc and reversing the order
of integration yields the appropriate condition:
ρc
∫ L
0
u(x) dx =
∫ ∞
0
[Q∞ −Q(t)] dt. (15)
Imposing this auxiliary condition on u(x) (12) uniquely
identifies c0 and hence u(x):
u(x) =
∫∞
0 [Q∞ −Q(t)] dt
ρcL
+
T∞L
α
[
x− L
3
− x
2
2L
]
. (16)
In summary, we have derived a closed-form expression for
the integral (10) by formulating and solving the bound-
ary value problem consisting of Eqs (11) and (13)–(15).
Equating both expressions for u(x), Eqs (10) and (16), at
the rear surface, x = L, and rearranging yields a formula
for the thermal diffusivity that can be expressed as:
α =
L2
6(IT − Iq) , (17)
where
IT =
∫ ∞
0
[1− T (L, t)/T∞] dt, (18)
Iq =
∫ ∞
0
[1−Q(t)/Q∞] dt. (19)
Eqs (17)–(19) express the thermal diffusivity explicitly in
terms of L, the thickness of the sample, T (L, t), the rear-
surface temperature rise history, T∞, the steady-state tem-
perature rise value (7), Q∞, the total amount of heat ab-
sorbed through the front surface (6), and Q(t), the amount
of heat that has been absorbed through the front surface
at time t (9). For the types of functions commonly used
to represent the shape of the heat pulse, which specify the
finite pulse time τ , and/or peak of the pulse β (Figure 1a),
the formula for the thermal diffusivity (17)–(19) simplifies
significantly:
Rectangular pulse [12]:
q(t) =

Q∞
τ
, 0 < t ≤ τ,
0, otherwise,
Iq =
τ
2
, (20a)
α =
L2
6(IT − τ2 )
. (20b)
Triangular pulse [9, 12]:
q(t) =

2Q∞t
τβ
, 0 < t ≤ β,
2Q∞(τ − t)
τ(τ − β) , β ≤ t ≤ τ,
0, otherwise,
Iq =
τ + β
3
, (21a)
α =
L2
6
(
IT − τ+β3
) . (21b)
Exponential pulse [13]:
q(t) =

Q∞t
β2
e−t/β , t > 0,
0, otherwise,
Iq = 2β, (22a)
α =
L2
6(IT − 2β) . (22b)
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In the limit τ → 0, the rectangular pulse tends to the
instantaneous pulse q(t) = Q∞δ(t), where δ(t) is the Dirac
delta function, yielding α = L2/(6IT ) as derived previously
[11]. Hence, the above formulas provide simple finite pulse
time corrections to the thermal diffusivity involving the
duration and peak of the pulse. Application of the thermal
diffusivity formula (17)–(19) to arbitrary pulse shapes is
addressed later in Section 4.2.
An interesting question is the following: if one assumes
the heat pulse occurs instantaneously but actually occurs
over a finite duration, what is the effect on the error in
the thermal diffusivity estimate? The answer to this ques-
tion is evident from the formulas for α in Eqs (20)–(22).
For example, if the true pulse was triangular, the ther-
mal diffusivity would be estimated by αI = L
2/(6IT ) in-
stead of αT = L
2/[6(IT − τ+β3 )] leading to an underestimate
since τ and β are both positive numbers. Going further,
the relative error in the calculation can be expressed as
|αI − αT | /αT = 2(τ + β)αI/L2. For the parameter values
considered in this paper (Table 1), this result leads to a
large relative error of approximately 27%, which highlights
the importance of incorporating finite pulse time effects in
the calculations.
3. Two layer sample
3.1. Heat flow model
We now consider a two-layer sample comprised of two
homogeneous materials with constant but different ther-
modynamic properties. The first layer has thickness `1
and extends from the front surface of the sample at x = 0
to the interface between the two layers at x = `1 while
the second layer has thickness `2 and extends from the
interface at x = `1 to the rear surface of the sample at
x = `1 + `2 =: L (Figure 1c). The first layer is assumed
to have thermal conductivity k1, volumetric heat capac-
ity ρ1c1 and thermal diffusivity α1 = k1/(ρ1c1) while the
second layer has thermal conductivity k2, volumetric heat
capacity ρ2c2 and thermal diffusivity α2 = k2/(ρ2c2). Let
T1(x, t) be the temperature of the sample in the first layer
at location 0 ≤ x ≤ `1 and time t ≥ 0 and T2(x, t) be the
temperature of the sample in the second layer at location
`1 ≤ x ≤ L and time t ≥ 0. We assume the temperature
rise in the first and second layers, T1(x, t) = T1(x, t) − T0
and T2(x, t) = T2(x, t)−T0, after initiation of the heat pulse
at t = 0, satisfies the following heat flow model [13, 15]:
∂T1
∂t
(x, t) = α1
∂2T1
∂x2
(x, t), 0 < x < `1, t > 0, (23)
∂T2
∂t
(x, t) = α2
∂2T2
∂x2
(x, t), `1 < x < L, t > 0, (24)
T1(x, 0) = 0, 0 < x < `1, (25)
T2(x, 0) = 0, `1 < x < L, (26)
−k1 ∂T1
∂x
(0, t) = q(t), t > 0, (27)
∂T2
∂x
(L, t) = 0, t > 0, (28)
T1(`1, t) = T2(`1, t), t > 0, (29)
k1
∂T1
∂x
(`1, t) = k2
∂T2
∂x
(`1, t), t > 0, (30)
where the internal boundary conditions (29)–(30) specify
continuity of temperature and heat flux at the interface
between the two layers.
In a similar manner to the homogeneous case, provided
limt→∞ q(t) = 0 and the total amount of heat Q∞ absorbed
at the front surface (6) is finite, the steady-state solution of
the two-layer heat flow model (23)–(30) is given by [13, 19]:
T∞ = lim
t→∞T1(x, t) = limt→∞T2(x, t) =
Q∞
ρ1c1`1 + ρ2c2`2
. (31)
This result is derived by applying the interface conditions
(29)–(30) and the thermally insulated boundary conditions
(27)–(28) that arise in the limit t→∞ to the linear steady-
state solutions of the heat equations (23)–(24) yielding
limt→∞ T1(x, t) = limt→∞ T2(x, t) = T∞, where T∞ is a con-
stant. As with the homogeneous case, the value of T∞ can
be identified by noting that the change in the amount of
heat in the sample must be balanced by the amount of
heat entering the sample through the front surface:
ρ1c1
∫ `1
0
T1(x, t) dx+ ρ2c2
∫ L
`1
T2(x, t) dx = Q(t), (32)
where Q(t) is as defined previously (9). At steady state this
heat conservation statement reduces to T∞ [ρ1c1`1 + ρ2c2`2] =
Q∞ yielding the stated result (31).
3.2. Thermal diffusivity
We now extend the analysis of Section 2.2 to two-layer
samples. The aim is again to derive a formula for the
thermal diffusivity in terms of an integral involving the
theoretical rear-surface temperature rise history, which for
the two-layer heat flow model (23)–(30) is represented by
T2(L, t). For the two-layer case, we have separate defini-
tions of Eq (10) in each layer:
u1(x) =
∫ ∞
0
[T∞ − T1(x, t)] dt, (33)
u2(x) =
∫ ∞
0
[T∞ − T2(x, t)] dt. (34)
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Using an identical procedure to the one carried out for the
single-layer case yields the following differential equations
and boundary conditions:
d2u1
dx2
= −T∞
α1
, 0 < x < `1, (35)
d2u2
dx2
= −T∞
α2
, `1 < x < L, (36)
du1
dx
(0) =
Q∞
k1
,
du2
dx
(L) = 0. (37)
The solution of Eqs (35)–(37) is
u1(x) = a0 +
T∞(ρ1c1`1 + ρ2c2`2)x
α1ρ1c1
− T∞x
2
2α1
, (38)
u2(x) = b0 +
T∞(`1 + `2)x
α2
− T∞x
2
2α2
, (39)
where a0 and b0 are arbitrary constants. The appropriate
interface conditions are given by
u1(`1) = u2(`1), (40)
k1
du1
dx
(`1) = k2
du2
dx
(`1), (41)
which are derived by combining the interface conditions of
the heat flow model (29)–(30) with the definitions of u1(x)
and u2(x) (33)–(34). For example, the second interface
condition (41) is derived as follows:
k1
du1
dx
(`1) =
∫ ∞
0
−k1 ∂T1
∂x
(`1, t) dt
=
∫ ∞
0
−k2 ∂T2
∂x
(`1, t) dt = k2
du2
dx
(`1).
Both u1(x) and u2(x) (38)–(39) already satisfy flux con-
tinuity at the interface (41) and therefore this interface
condition yields no information about a0 and b0. As with
the single-layer case, an additional condition is required
to completely identify the solution. The analogue of the
auxiliary condition (15) for the two-layer case is:
ρ1c1
∫ `1
0
u1(x) dx+ ρ2c2
∫ L
`1
u2(x) dx
=
∫ ∞
0
[Q∞ −Q(t)] dt, (42)
which is derived by substituting the definitions of u1(x) and
u2(x) (33)–(34) into the left-hand side of Eq (42), revers-
ing the order of integration, combining the integrals and
making use of the expression for T∞ (31) and the heat con-
servation statement (32). Applying the auxiliary equation
(42) and the first interface condition (40), produces a pair
of linear equations that allow a0 and b0 to be identified.
This determines the final forms for u1(x) and u2(x), which
together comprise the solution to the boundary value prob-
lem consisting of Eqs (35)–(37) and (40)–(42). Since we
are only interested in the rear-surface behaviour, we give
only the final expression for u2(x):
u2(x) =
∫∞
0 [Q∞ −Q(t)] dt
ρ1c1`1 + ρ2c2`2
− `
2
1[2T∞ρ1c1`1 − 3Q∞]
6α1(ρ1c1`1 + ρ2c2`2)
− ρ1c1`
2
1T∞ [`1 + 2`2]
2α2 (ρ1c1`1 + ρ2c2`2)
− ρ2c2T∞[2(`1 + `2)
3 − `21(2`1 + 3`2)]
6α2(ρ1c1`1 + ρ2c2`2)
+
T∞(`1 + `2)x
α2
− T∞x
2
2α2
. (43)
Equating both expressions for u2(x), Eqs (34) and (43), at
the rear surface, x = L, and rearranging yields formulas for
the thermal diffusivity in either the first or second layers:
α1 =
`21(`1ρ1c1 + 3`2ρ2c2)α2
6α2(ρ1c1`1 + ρ2c2`2) (IT − Iq)− `22(3`1ρ1c1 + `2ρ2c2)
,
(44)
α2 =
`22(3`1ρ1c1 + `2ρ2c2)α1
6α1(ρ1c1`1 + ρ2c2`2)(IT − Iq)− `21[`1ρ1c1 + 3`2ρ2c2]
,
(45)
where
IT =
∫ ∞
0
[1− T2(L, t)/T∞] dt, (46)
Iq is as defined in Eq (19). (47)
Both formulas (44)–(45) assume the layer thicknesses, `1
and `2, and the volumetric heat capacities, ρ1c1 and ρ2c2,
are known, expressing the thermal diffusivity explicitly in
terms of T2(L, t), the rear-surface temperature rise history,
T∞ the steady-state temperature rise value (31), Q∞ the
total amount of heat absorbed through the front surface
(6), and Q(t) the amount of heat that has been absorbed
through the front surface at time t (9). Calculating the
thermal diffusivity of either layer also requires the thermal
diffusivity of the other layer to be known, which is con-
sistent with the well-known result that only one thermal
diffusivity of a two-layer sample can be calculated using
the rear-surface temperature [15, 17]. Since the formula
for Iq is identical for the homogeneous and two-layer case,
the two-layer thermal diffusivity formulas for the rectan-
gular, triangular and exponential pulses, analogous to Eqs
(20)–(22), are easily obtained by substituting the expres-
sions for Iq from Eqs (20)–(22) into Eqs (44)–(45). Fi-
nally, we confirm that removing the heterogeneity by set-
ting α1 = α2 = α, ρ1c1 = ρ2c2 = ρc and T2(L, t) = T (L, t) in
both formulas (44)–(45) and rearranging for α yields the
single-layer formula (17) as expected.
4. Numerical experiments
4.1. Verification of formulas
We now verify the thermal diffusivity formulas derived
in Sections 2.2 and 3.2 for the homogeneous and two-layer
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samples. In practice, the rear-surface temperature rise his-
tory takes the form of discrete values: T˜0, . . . , T˜N , where
T˜i is the sampled value at ti = i∆t, ∆t = tN/N and tN
is the final sampled time. In the discrete case, provided
tN is large enough (see, e.g. [20, 21], for how to estimate
steady state times), the integral IT appearing in the ther-
mal diffusivity formulas, Eqs (17)–(19) and (44)–(47), can
be approximated using the trapezoidal rule [11]. For ex-
ample, for the homogeneous sample:
IT ≈
∫ tN
0
[1− T (L, t)/T∞] dt,
≈ ∆t
N∑
i=1
(
1− T˜i−1 + T˜i
2T∞
)
. (48)
Verification is carried out using synthetic rear-surface tem-
perature rise data generated from solving the heat flow
model using a known set of parameter values (Table 1)
given previously by Cze´l et al. [2]. Both the homoge-
neous model (3)–(5) and two-layer model (23)–(30) are
solved numerically using finite volume schemes consisting
of n nodes, as outlined in Appendix A and Appendix
B, respectively. These numerical solutions produce sam-
pled values of the rear-surface temperature rise at equally-
spaced discrete times such that the ith sampled value T˜i is
given by Tn(ti), where Tn represents the temperature rise
value in the finite volume scheme at the node located at
the rear surface (x = L, nth node). Each estimate of the
thermal diffusivity is compared to the target value in Ta-
ble 1 by calculating the signed relative errors ε = (α− α˜)/α
(homogeneous) and εk = (αk − α˜k)/αk for k = 1, 2 (two-
layer) with the tilde used to indicate the estimated value
produced from the rear-surface integral method.
In Table 2, results for both the homogeneous and two-
layer samples are presented for the rectangular (20), tri-
angular (21) and exponential (22) pulses with τ = 0.005 s,
β = 0.001 s, Q∞ = 7000 J m−2, N = 1000 temperature rise
values, ∆t = 10−4 s, tN = 0.1 s and n = 500 nodes. In all
cases, the estimate agrees with the target values of the
thermal diffusivity in Table 1 to 4–5 significant digits with
a relative error of approximately 10−4. These small non-
zero values are explained by the error present in the nu-
merical experiment incurred from truncating the infinite
upper limit of the integral IT at the finite value tN and
approximating the resulting integral numerically (48) as
well as numerically solving the heat flow models to gener-
ate the sampled values. In summary, the results in Table 2
confirm the correctness of the analysis in Sections 2.2 and
3.2.
4.2. Application to noisy data
We now investigate the accuracy of the thermal dif-
fusivity formulas when applied to noisy rear-surface tem-
perature data. To mimic the data arising from the laser
flash experiment, we follow Carr [11] and add Gaussian
noise to the sampled values from the previous section:
T˜i = Tn(ti) + zi, where zi is a random number generated
from a normal distribution with mean zero and standard
deviation σ. Repeatedly generating synthetic rear-surface
temperature rise datasets in this manner and calculating
the corresponding thermal diffusivities allows distributions
of the signed relative error to be constructed.
In Figure 2, results are reported for 10,000 realisa-
tions, low (σ = 0.005 ◦C), moderate (σ = 0.02 ◦C) and high
(σ = 0.05 ◦C) levels of noise, and the exponential pulse (22)
with β = 0.001 s (as considered in the previous section).
Example rear-surface temperature rise histories for each
level of noise are given in Figures 2(a)–(c). The relative
error distributions in Figures 2(d)–(f) are smoothed using
MATLAB’s inbuilt kernel smoothing function ksdensity.
These figures also include the 0.5% and 99.5% quantiles
for the data; for example, 99% of the estimates of α1
have a relative error of between −1.62% and +1.51% for
σ = 0.02 ◦C (Figure 2e). Similar results are obtained for
the rectangular and triangular pulses and are therefore
not reported. Comparing Figures 2(e)–(f), we see that the
thermal diffusivity estimates are slightly less accurate for
the second layer than the first layer. This is because for
this particular problem α1 > α2 (Table 1) so the small er-
ror incurred through approximating IT via the trapezoidal
rule (48) is amplified by a greater amount in Eq (45), where
it is multiplied by α1, than in Eq (44), where it is multi-
plied by α2. Overall, the results in Figures 2(d)–(f) are
comparable in accuracy to those reported previously for
the rear-surface integral method [11].
Our numerical experiments so far have assumed that
the laser pulse shape can be described exactly by either
the rectangular (20), triangular (21) or exponential (22)
pulse. We have also calculated the steady-state tempera-
ture, T∞, assuming known values for the amount of heat
absorbed at the front surface, Q∞, and the volumetric heat
capacity(s), ρc, ρ1c1 and ρ2c2 (i.e., by evaluating Eq (7)
and Eq (31) directly using the parameter values in Table
1). We now explore calculating the thermal diffusivity di-
rectly using the discrete pulse shape measurements that
arise in a laser flash experiment and a value of T∞ inferred
from the rear-surface temperature rise history (T˜i where
i = 0, . . . , N). Given discrete values of the heat pulse over
time, q(tˆj) where tˆj = jδt/M and j = 0, . . . ,M (note that
the time between pulse measurements δt differs from the
time between rear-surface temperature rise measurements
∆t), we approximate Q∞ using the trapezoidal rule:
Q∞ ≈ δt
2
M∑
j=1
[
q(tˆj−1) + q(tˆj)
]
, (49)
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Homogeneous (Single-layer)
k = 222 W m−1K−1, ρ = 2700 kg m−3, c = 896 J kg−1K−1, L = 0.002 m,
Target value: α = k/(ρc) = 9.1766× 10−5 m2s−1.
Heterogeneous (Two-layer)
k1 = 222 W m
−1K−1, ρ1 = 2700 kg m−3, c1 = 896 J kg−1K−1, `1 = 0.00176 m,
k2 = 16.3 W m
−1K−1, ρ2 = 7810 kg m−3, c2 = 480 J kg−1K−1, `2 = 0.00024 m,
Target value: α1 = k1/(ρ1c1) = 9.1766× 10−5 m2s−1,
Target value: α2 = k2/(ρ2c2) = 4.3481× 10−6 m2s−1.
Table 1: Heat flow parameter values used in all numerical experiments. In each case, the target value of the thermal diffusivity is displayed
rounded to five significant figures.
Rectangular Triangular Exponential
Homogeneous (single-layer)
α˜ [m2 s−1] 9.1766× 10−5 9.1766× 10−5 9.1766× 10−5
ε [%] 2.0077× 10−4 2.0078× 10−4 2.0078× 10−4
Heterogeneous (two layer)
α˜1 [m
2 s−1] 9.1766× 10−5 9.1766× 10−5 9.1766× 10−5
ε1 [%] 1.5619× 10−4 1.8399× 10−4 1.8065× 10−4
α˜2 [m
2 s−1] 4.3480× 10−6 4.3480× 10−6 4.3480× 10−6
ε2 [%] 2.0250× 10−4 2.3855× 10−4 2.3421× 10−4
Table 2: Thermal diffusivity estimates, α˜, α˜1 and α˜2, and corresponding signed relative errors, ε, ε1 and ε2, obtained from applying the
formulas (17)–(19) and (44)–(47) to the parameter values in Table 1 and the synthetic rear-surface temperature rise history discussed in
Section 4.1. Results are given for the rectangular, triangular and exponential pulses given in Eqs (20)–(22).
and Iq using two applications of the trapezoidal rule
Iq ≈ ∆t
N∑
i=1
[
1− 1
Q∞
(∫ tˆi−1
0
q(s) ds+
∫ tˆi
0
q(s) ds
)]
, (50)
≈ ∆t
N∑
i=1
1− δt
4Q∞
Ni−1∑
j=1
[
q(tˆj−1) + q(tˆj)
]
+
Ni∑
j=1
[
q(tˆj−1) + q(tˆj)
] , (51)
where Ni = ti/δt is the number of intervals of length δt
comprising the interval [0, ti] (i.e., the approximation of
Iq assumes that ∆t/δt is an integer). To approximate T∞
from the rear-surface temperature rise history, we use the
height of the horizontal line of best fit through the last p
measurements (Figure 3b), which yields the mean value
T∞ ≈ 1
p
p∑
i=1
T˜N−p+i. (52)
Results in Figures 3(c)–(e) are given for the discrete heat
pulse depicted in Figure 3(a), consisting of 201 discrete
values between t = 0 and t = 0.01 s (inclusive) giving
M = 200 and δt = 5× 10−5 s in the approximations of Q∞
(49) and Iq (51). The discrete values are randomly gener-
ated by adding Gaussian noise of mean zero and standard
deviation 40000 Jm−2 to the exponential pulse (22) with
β = 0.001 s. Figure 3(b) provides an example realisation
of the rear-surface temperature rise history for the homo-
geneous sample obtained by adding Gaussian noise to the
solution of the heat flow model (3)–(5) with q(t) defined as
in Figure 3(a). The horizontal red dashed line in Figure
3(b) depicts the utilised approximation of T∞ (52) with
p = 200. Comparing Figures 2(d)–(f) and Figures 3(c)–
(e) we see that the approximations (49) and (51) roughly
double the length of the [0.5%, 99.5%] quantile interval.
5. Conclusion
This paper has focussed on methods for calculating
thermal diffusivity from laser flash experimental data. Specif-
ically, we have shown how to account for real heat pulse
shapes and two-layer samples using the recently-proposed
rear-surface integral method [11]. The main contributions
of the paper are new formulas for calculating the thermal
diffusivity that correct for arbitrary heat pulse shapes:
(i) Eqs (17)–(19) for calculating the thermal diffusivity
of a homogeneous sample; and
(ii) Eqs (44)–(47) for calculating the thermal diffusivity
of one layer of a two-layer sample given the thermal
diffusivity of the other layer.
Computational results confirmed the accuracy of the de-
rived formulas and demonstrated how the formulas can be
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(a) (b) (c)
(d) (e) (f)
Figure 2: (a)–(c) Example realisations of the rear-surface temperature rise history using low, moderate and high levels of noise. (d)–(f) Signed
relative error distributions for the thermal diffusivity estimates (d) α (17) (e) α1 (44) and (f) α2 (45) each implemented using the numerical
approximation of IT (48). Distributions and [0.5%,99.5%] quantile intervals are given for each of the three noise levels, with each distribution
constructed using 10,000 realisations. All results are for the parameter values in Table 1 and the exponential pulse (22) with β = 0.001 s.
applied to the kinds of experimental data arising from the
laser flash experiment.
The formulas derived in this paper are limited to ther-
mally insulated samples, in which case the heat flow model
reduces to a one-dimensional model in the direction of the
thickness of the sample. Incorporating heat losses from the
front and rear surfaces of the sample can be carried out by
combining the analysis in this paper with that presented
previously by Carr [11, Section 5]. Possible directions for
future research also include extension of the rear-surface
integral method with finite-pulse time effects to three-layer
samples or two or three dimensional heat flow models; the
latter of which could allow for heat losses from the other
surfaces of the sample (Figure 1b–c) to be accounted for
in the formulas.
The analysis presented in this paper can also be ex-
tended to other applications involving diffusion in homo-
geneous or layered materials in a straightforward manner.
For example, by appropriately modifying the boundary
and interface conditions (27)–(30), the rear-surface inte-
gral method can help parameterise a mathematical model
of heat transfer through layered skin formulated by McIn-
erney et al. [22].
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Appendix A. Homogeneous finite volume scheme
In this appendix, we outline the finite volume scheme
used to obtain a numerical solution to the homogeneous
heat flow model (3)–(5). We discretise the interval [0, L]
using a uniform grid consisting of n nodes such that the kth
node is located at x = kh =: xk, where k = 1, . . . , n and h =
L/(n − 1). Let Tk(t) denote the numerical approximation
to T (x, t) at x = xk. The finite volume scheme takes the
form:
dTk
dt
= Gk, k = 1, . . . , n,
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(a) (b)
(c) (d) (e)
Figure 3: (c)–(e) Signed relative error distributions for the thermal diffusivity estimates (c) α (17) (d) α1 (44) and (e) α2 (45) each implemented
using the numerical approximations of IT (48), Q∞ (49), Iq (51) and T∞ (52). Distributions and [0.5%,99.5%] quantile intervals are given
for each of the three noise levels, with each distribution constructed using 10,000 realisations; (b) provides an example realization. All results
are for the parameter values in Table 1 and the noisy exponential pulse (22) with β = 0.001 s shown (a).
with initial condition Tk = 0 at t = 0 (4) for k = 1, . . . , n
and right-hand side defined by
Gk =

2α(Tk+1 − Tk)
h2
+
2q(t)
hρc
, k = 1,
α(Tk+1 − 2Tk + Tk−1)
h2
, k = 2, . . . , n− 1,
2α(Tk−1 − Tk)
h2
, k = n.
This initial value problem is solved using MATLAB 2017B’s
ode15s solver on the interval [0, tN ] with specified absolute
and relative tolerances (AbsTol and RelTol) of 10−12 and
the interval of integration (tspan) specified to return the
solution at N + 1 equally-spaced discrete times: ti = i∆t,
where i = 0, . . . , N and ∆t = tN/N . Using this solution,
the rear-surface temperature rise history is given by the
discrete values Tn(t0), . . . , Tn(tN ).
Appendix B. Two-layer finite volume scheme
In this appendix, we describe the finite volume scheme
used to solve the two-layer heat flow model (23)–(30). We
discretise the interval [0, L] using a grid consisting of n =
n1+n2−1 nodes such that the kth node is located at x = xk
with xk = (k−1)h1 for k = 1, . . . , n1 and xk = `1+(k−n1)h2
for k = n1 + 1, . . . , n1 + n2 − 1, where h1 = `1/(n1 − 1)
and h2 = `2/(n2 − 1). Let Tk(t) approximate T (xk, t) as in
Appendix A. The finite volume scheme takes the form:
dTk
dt
= Gk, k = 1, . . . , n1 + n2 − 1,
with initial condition Tk = 0 at t = 0 (25)–(26) for k =
1, . . . , n1 + n2 − 1 and right-hand side defined by
Gk =

2α1(T2 − T1)
h21
+
2q(t)
h1ρ1c1
, k = 1,
α1(Tk+1 − 2Tk + Tk−1)
h21
, k = 2, . . . , n1 − 1,
2
[
k2
h2
Tk+1 −
(
k1
h1
+ k2h2
)
Tk +
k1
h1
Tk−1
]
ρ1c1h1 + ρ2c2h2
, k = n1,
α2(Tk+1 − 2Tk + Tk−1)
h22
, k = n1 + 1, . . . , n1 + n2 − 2,
2α2(Tk−1 − Tk)
h22
, k = n1 + n2 − 1.
This initial value problem is then solved to obtain the rear-
surface temperature rise history in an identical manner to
that described for the homogeneous case at the end of
Appendix A.
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