Abstract. Recently, Liero, Mielke and Savaré introduced Hellinger-Kantorovich distance on the space of nonnegative Radon measures of a metric space X [18, 19] . We prove that Hellinger-Kantorovich barycenters always exist for a class of metric spaces containing of compact spaces, and Polish CAT(1) spaces; and if we assume further some conditions on starting measures, such barycenters are unique. We also introduce homogeneous multimarginal problems and illustrate some relations between their solutions with Hellinger-Kantorovich barycenters. Our results are analogous to the work of Agueh and Carlier [1] for Wassertein barycenters.
Introduction
A notion of barycenter in the Wasserstein space of R n has been introduced and investigated by Agueh and Carlier in [1] , and has been explored extensively after that. It is closely related to the optimal transport problems and has many applications in other fields such as texture mixing in computer vision [23] , machine learning [24] , multi-population matching equilibrium in economics [7] . The Wasserstein barycenter also has been investigated for measures (not necessarily finite support) over compact manifolds [14] , locally compact geodesic spaces [17] .
On the other hand, recently unbalanced optimal transport problems and various generalized Wasserstein distances on the space of finite measures have been introduced and studied by various authors [8, 15, 16, 18, 19, 22] . In [19] , Liero, Mielke and Savaré define the Hellinger-Kantorovich distance HK(µ, ν) between measures in a metric space via homogeneous marginals and Wasserstein distances of its Euclidean cone C. They also represent this distance in terms of Logarithmic Entropy Transport problems and establish Benamou-Brenier formula for it. As natural we would like to ask whether we can define barycenters and show their existence, uniqueness and consistency in the Hellinger-Kantorovich space as in the Wasserstein setting. Because Hellinger-Kantorovich spaces in general are not NPC, the existence and uniqueness of barycenters are not straightforward from the work of [25] .
In this article, we will first prove that barycenters on the Hellinger-Kantorovich space M(X) always exist if our base space X is a Polish metric space having property (BC). Our class of examples include all compact geodesic spaces, and Polish CAT(1) spaces. To do that, we lift up a sequence of minimizing measures to their corresponding measures on the cone, and if we can find Wasserstein barycenters for Date: September 13, 2019. the latter ones we can push back a minimizing solution in Hellinger-Kantorovich distance. As we need the existence of Wasserstein barycenters in the cone C which are not locally compact unless X is compact, we also can not apply directly results in [1, 14, 17] for our work.
Secondly, following the strategy in [1] , to show the uniqueness of our barycenters we introduce and investigate maximizing solutions for several dual problems of the primal one for our setting. If all of them have solutions, applying duality results in [19] of Hellinger-Kantorovich in terms of Logarithmic Entropy Transport problems, and the uniqueness of optimal plans in Opt LET , we can achieve the unique barycenter under some mild conditions for our starting measures.
Finally, similar to [1, 21] in Wasserstein spaces, we propose and study homogeneous multimarginal problems, and establish relations of their minimum solutions with Hellinger-Kantorovich barycenters whenever X is a Polish space having property (BC). As a consequence, we get a consistency result of Hellinger-Kantorovich barycenters which has been proved for Wasserstein spaces in [4] .
Our paper is organized as following. In section 2, we review Wasserstein distances, Hellinger-Kantorovich distances, and Logarithmic Entropy Transport. In section 3, we prove the existence of Hellinger-Kantorovich barycenters for metric spaces having property (BC). In section 4, we prove the uniqueness of barycenters. And in the last section, we show our results of homogeneous multimarginal problems.
We also study barycenters for generalized Wasserstein spaces in our companion paper [9] .
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Preliminaries
Given a metric space (X, d), we denote by M(X) and P(X) the spaces of all finite nonnegative Radon measures and all probability Radon measures on X, respectively. The set P 2 (X) (resp. M 2 (X)) is defined as the set of all µ ∈ P(X) (resp. M(X)) such that there exists some (and therefore every) x 0 ∈ X such that X d 2 (x 0 , x)dµ(x) < ∞. Given two measures µ 1 , µ 2 ∈ P 2 (X), the Wasserstein distance between µ 1 and µ 2 is defined by
, where Π(µ 1 , µ 2 ) is the set of all probability measures π ∈ P(X × X) such that its marginals are µ 1 and µ 2 .
For every µ ∈ M(X) and every measurable map T : X → Y between metric spaces X and Y we will denote by T # µ ∈ M(Y ) the push forward measure defined by T # µ(A) := µ(T −1 (A)) for every Borel set A in Y . Given µ, ν ∈ M(X), we say that µ is absolutely continuous with respect to ν and write µ ≪ ν if ν(A) = 0 yields µ(A) = 0 for every Borel subset A of X. We call that µ and ν are mutually singular and write µ ⊥ ν if there exists a Borel subset B of X such that µ(B) = ν(X\B) = 0.
Let (X, d) be a metric space. For every a ≥ 0, we will denote by d a := d ∧ a the truncated metric, i.e. d a (x, y) = min{d(x, y), a} for every x, y ∈ X. The (Euclidean) cone C of X, as a set, is the quotient space of X × [0, ∞) by the equivalence relation ∼ given by (x 1 , r 1 ) ∼ (x 2 , r 2 ) if and only if r 1 = r 2 = 0 or r 1 = r 2 , x 1 = x 2 . We denote the equivalence classes by η = [x, r]. The special class [x, 0] is denoted by o.
Fixing a pointx ∈ X, we define two maps r : C → [0, ∞), r([x, r]) := r and x : C → X, x([x, r]) := x if r > 0 and equals tox if r = 0. For every n ∈ N, we will denote by η = (η 1 , . . . ,
we define its homogeneous marginals
. . , n. When n = 1 we will write h instead of h 1 .
Given µ 1 , µ 2 ∈ M(X), the Hellinger-Kantorovich distance between µ 1 and µ 2 is defined by
is the Radon-Nikodym derivative of γ i with respect to µ i , and we also take a convention that 0 log 0 = 0. We denote by Opt LET (µ 1 , µ 2 ) the set of all γ ∈ M(X × X) minimizing the above inf.
As we use the following results several times, we recall them. 
where 
where LSC s (X) is the space of all lower semi-continuous on X with finite images.
The identity still holds if we replace the space LSC s (X) by C b (X), the space of all bounded continuous functions on X.
Existence of Hellinger-Kantorovich barycenters
Let (X, d) be a metric space. Let p ≥ 2 be an integer, λ 1 , λ 2 , . . . , λ p be positive real numbers satisfying p i=1 λ i = 1 and µ 1 , µ 2 , . . . , µ p ∈ M(X). We consider the following problem
We call that a solution of problem (P) is a Hellinger-Kantorovich barycenter of measures µ i with weights λ i . To study the existence of Hellinger-Kantorovich barycenters, we introduce some classes of metric spaces. We say that a metric space (Y, d) has property (B) if for every k ∈ N, y 1 , . . . , y k ∈ Y , and every λ 1 , . . . , λ k ≥ 0 with
We say that a metric space (Y, d) has property (BC) if its cone C has property (B).
Lemma 3.1. Let (Y, d) be a metric space. Then for every k ∈ N, and every
As {d(y n (j), y i )} n,j is bounded we get that for sufficient large n, the difference between d 2 (y n (j), y n i ) and d 2 (y n (j), y i ) is small for all j. Hence the difference between
and c(y n ) is small for sufficient large n and sufficient large j. Thus, lim inf n c(y n ) ≥ c(y). 
we get the result.
Recall that given µ 1 , . . . , µ k ∈ P(Y ) we denote Π(µ 1 , . . . , µ k ) as the set of all α ∈ P(Y k ) with marginals are µ 1 , . 
Moreover, let T : Y k → Y be a Borel map as in Lemma 3.2 then the measure T # α is a barycenter of µ i with weight λ i in Wasserstein space and if this map T is unique then T # α is the unique barycenter.
Theorem 3.4. Let X be a Polish space having property (BC). Let µ 1 , µ 2 , . . . , µ p ∈ M(X) and let λ 1 , λ 2 , . . . , λ p be positive real numbers satisfying
Proof. By theorem 2.2, we get
is bounded and µ i (X) is finite for all i so {µ n } is bounded. By lemma 2.1, there are α n , α
Note that
By [19, Lemma 7.3 ] and Prokhorov's theorem {α n i } is relatively compact in weak*-topology. Then there is a subsequence {α n k i } converging weakly in P 2 (X). Let α i be the limit of {α
Therefore from [26, Theorem 6.9] ,
Consider the following:
. As X is a Polish space having property (BC), its cone C is also Polish and has property (B). From theorem 3.3, we get for every ε > 0 there exists N > 0 such that for every n k > N:
Hence, inf µ∈M(X) J(µ) ≥ J(h 2 α) and this leads to the existence of solutions for the minimizing problem in Hellinger-Kantorovich space.
Example 3.5. It is clear that every compact metric X space has property (B).
First, we show that every separable locally compact geodesic space (X, d) also has property (B). As X is locally compact and geodesic, it is proper, i.e. every closed ball is compact, by Hopf-Rinow theorem. Hence for every k ∈ N, x 1 , . . . , x k ∈ X, and every λ 1 , . . . , λ k ≥ 0 with
y, x i ) always attains minimum. Furthermore, because X is locally compact and separable we get that the set {z ∈ X :
Now we will show that every compact metric space X which is geodesic has property (BC). From [19, Lemma 7 .1] and [5, Proposition I.5.10] we get that C is locally compact and geodesic. On the other hand, we also have that C is separable as X is compact. Therefore, C has property (B) and hence X has property (BC).
Note that when X is a compact metric space, from [19, Corollary 7 .16] we know that the space (M(X), HK) is proper and hence the existence of Hellinger-Kantorovich barycenters is straightforward.
Next we will illustrate that every complete CAT(1) space has property (BC). Let us review CAT(κ) spaces, and more details can be found in [5] . Let (Y, d) be a metric space and let x, y ∈ Y . A geodesic joining x, y is a map ϕ : [0, ℓ] → Y such that ϕ(0) = x, ϕ(ℓ) = y, and d(ϕ(s), ϕ(t)) = |t − s| for every s, t ∈ [0, ℓ], where ℓ := d(x, y). We say that Y is a geodesic space if for every x, y ∈ Y there exists a geodesic joining x and y. Given r > 0, we call that Y is r-geodesic if for every x, y ∈ Y with d(x, y) < r there exists a geodesic joining x and y.
Given a real number κ, we denote model spaces by M κ the following metric spaces: We put
space. For x, y ∈ X, if there exists a geodesic joining we write [x, y] to denote a definite geodesic segment joining x to y. A geodesic triangle ∆ in X consists of three points x, y, z ∈ X and a choice of three geodesic segments Let ∆ be a triangle geodesic in X with perimeter less than D κ and let ∆ ⊂ M κ be an its comparison triangle. We say that ∆ satisfies the CAT(κ) inequality if for every p, q ∈ ∆ and all comparison pointsp,q ∈ ∆, one has d(p, q) ≤ d(p,q).
If κ ≤ 0 then X is called CAT(κ) space if it is geodesic and every its geodesic triangle satisfies the CAT(κ) inequality. If κ > 0 then we X is called CAT(κ) space if it is D κ -geodesic and every its geodesic triangle with perimeter with diameter less than 2D κ satisfies the CAT(κ) inequality.
We say a metric space (Y, d) is (global) NPC space if it is complete, and for every x 1 , x 2 ∈ Y , there exists y ∈ Y such that for all z ∈ Y , one has Here are the reasons we put the condition (BC) of metric spaces to prove the existence of Hellinger-Kantorovich barycenters.
Remark 3.6.
(1) As C is not locally compact unless X is compact, we can not apply directly results of [14, 17] 
Therefore, the existence of Hellinger-Kantorovich barycenters is not a consequence of [25] . Indeed, given two measures µ 1 , µ 2 in R n as in example 4.9, there exists t 
and so using [19, Theorem 6.3 (d)] we get
If (M(X), HK) is locally compact then we assume there are ε > 0 and a point x 0 such that the ball B ′ (δ x 0 , ε) := {µ ∈ M(X) : HK(µ, δ x 0 ) ≤ ε} is compact. Consider any sequence (x n ) ∈ X then we have
for any positive numbers a, b. Choose a := 1 + √ 2ε and b := ε 2 2 , we see that 
Uniqueness and characterizations of Hellinger-Kantorovich barycenters
In this section we will investigate the uniqueness of barycenters. For every f ∈ C b (X) with sup f ≤ 1, we define the function Sf on X by
Lemma 4.1. Let (X, d) be a metric space and let µ 1 , µ 2 ∈ M(X). Then
Proof. Given f, g ∈ C b (X) with sup f < 1, sup g < 1 and
for all x ∈ X which means g ≤ Sf . Therefore, from theorem 2.2, we have
Now we prove that HK 2 (µ 1 , µ 2 ) ≥ X f dµ 1 + X Sf dµ 2 for every f ∈ C b (X) with sup f < 1. By [19, Lemma 7.19] 
Now given p ≥ 1, µ 1 , . . . , µ p ∈ M(X) and weights λ 1 , . . . , λ p . For every i = 1, . . . , p we define F i as the set of all functions f satisfy the following conditions:
As F i contains all f ∈ C b (X) with sup f < 1, from lemma 4.1 we get that
And the proof in lemma 4.1 of HK 2 (µ, µ i ) ≥ X f i dµ + X Sf i dµ i still holds for all f i ∈ F i . Therefore, we get the following lemma.
Lemma 4.2. Let X be a metric space. Then for every µ ∈ M(X) we have
And hence λ i HK 2 (µ,
We consider another problem
Because we will need to multiply the constant λ i , so instead of sup f i < 1 we also consider sup f i < λ i and S λ i f i is defined by inf x∈X
To prove inf P = sup P * we investigate another maximum problem
For f ∈ C 0 (X) we define
Then we can define as following the Legendre-Fenchel transform of H i with respect to the dual pairing f, µ := X f dµ for every f ∈ C 0 (X), µ ∈ M s (X),
where M s (X) is the set of all Radon (not necessarily nonnegative) measures on X.
Lemma 4.3. For every Radon measure with finite total variation µ we have
Proof. In case of µ is not nonnegative then there exists f ∈ C 0 (X), f ≥ 0 such that X f dµ < 0. Instead of f , we take −f which means there is a function f ∈ C 0 (X), f ≤ 0 such that X f dµ > 0. Note that S λ i is order-reversing so S λ i (tf ) ≥ 0 for every t ≥ 0. Thus, we have
By definition of Radon measure, for ε > 0 there exists a compact subset
and A is a subset of X. Define the subset K
then we have f 0 is equal to f ε on K ′ ε and Sf 0 is equal to Sf ε on K ε . Since f 0 is bounded and sup f 0 < 1 there exist N < 0, M > 0 such that N ≤ f 0 (x) ≤ M < 1, ∀x ∈ X and hence N, M : N ≤ f ε (x) ≤ M < 1, for every x ∈ X, and every ε > 0.
Since S is order-reversing, 1
We get a contradiction so λ i HK 2 (µ,
inf(P) = sup(P * ) = sup(P * 0 ). Proof. First, it is clear that sup(P * ) = sup(P * 0 ). Second, we will prove that inf(P) ≥ sup(P * ). Let µ ∈ M(X), and f 1 , . . . , f p ∈ C 0 (X) with sup f i < λ i and p i=1 f i = 0. From lemma 4.3, we get
Summing over i and using that
Now we only need to prove that inf(P) = sup(P * 0 ). Defining H(f ) for f ∈ C 0 (X) as follow:
Considering the duality pairing f, µ := X f dµ for every f ∈ C 0 (X), µ ∈ M s (X), we have the following properties:
(1) H is convex and continuous on {f ∈ C 0 (X) : sup f < 1} (uniform norm).
Hence, H * * (0) = H(0).
We see that
Now we need to check again those properties. For f, g ∈ C 0 (X) and sup f, sup g ≤ λ i we have
If sup f or sup g is not less than λ i then H(f ) or H(g) is +∞ and we still have the inequality. Hence, H i is convex and so is H. For f ∈ C 0 (X) and sup f = M < 1 take ε such that M + ε < 1 then for g : g − f < ε take g i = λ i g we have f i = f then there must exists j such that sup f j ≥ λ j which means there always exists j such that H j (f j ) = +∞ so H(f ) = +∞ when sup f ≥ 1.
Thus, H(g) is bounded above in
The last one is easy
Before proving the existence of solutions for problem (P * ) we recall several notions. The c-transform of a function ϕ : X → R ∪ {+∞} for a cost function c :
with the convention that the subtraction is +∞ whenever c(x, y) = +∞ and ϕ(x) = +∞. It is easy to check that ϕ cc ≥ ϕ. And we call that ϕ is c-concave if ϕ cc = ϕ. For a uniformly continuous map f between metric spaces (X 1 , d 1 ) and (X 2 , d 2 ), its modulus of continuity is the function ω :
It is clear that ω is nondecreasing, x, y) ) for every x, y ∈ X 1 , and ω is continuous at 0. Furthermore if f is bounded the image of ω is indeed in [0, ∞).
We also recall that a space is proper if every its closed ball is compact.
Proposition 4.5. Let X be a separable metric space which is proper. Then problem (P * ) has solution.
Proof. Because the supremum of problem (P * ) still holds if we strengthen the constrain to f i ∈ C b (X) and sup f i < 1 so we take {f n i } be a sequence satisfying that and maximizing (P * ). Take ϕ
) with the cost function c(x, y) := − log(cos 2 (d π/2 (x, y))). Problem (P * ) is equivalent to the problem:
where Φ i is the set of all functions ϕ satisfy:
For all i = 1, . . . , p − 1, instead of ϕ n i we can considerφ
c . Thus, we can always consider the case ϕ n i is c−concave for i = 1, . . . , p − 1.
Let x 0 be a point in X, we consider the compact set
} is a sequence that maximizes the problem so we can suppose there is constant C such that
and as a consequence
c (y) for every x, y ∈ X, we have that for every
On the other hand, {ϕ n i } is bounded below by log(λ i ) from the constraint
As {ϕ n i } is bounded below by log(λ i ) we get (ϕ
Let x ∈ K x 0 , let δ := π/2 − t and take δ ′ = δ/4, the cost function c is continuous
so it is uniformly continuous and bounded. Let ω : [0, ∞) → [0, ∞) be its modulus of continuity then for every
As ϕ n i = (ϕ n i ) cc by its c-concavity, take a minimizing sequence
similarly as above, take a minimizing sequence {y
Since ω does not depend on n, ω(0) = 0 and ω is continuous at 0, we get that ϕ As X is Polish, let A = {x 1 , x 2 , . . .} be a countable dense subset of X. Let
and by a standard diagonal argument we get a subsequence ϕ n 1 that is pointwise convergent to ϕ 1,Kx j whenever µ 1 (K x j ) > 0, then we can define on K
is bounded then we can take a subsequence of ϕ n 1 such that ϕ n 1 (x k ) is convergent and defined ϕ 1 (x k ) by its limit, otherwise there exists a subsequence of ϕ n 1 such that ϕ n 1 (x k ) increases to infinity and defined ϕ 1 (x k ) = +∞. Use standard diagonal argument again and use the density of A we construct a subsequence ϕ n 1 that pointwise converges to ϕ 1 and ϕ 1 ∈ Φ 1 . With similar argument, we can construct a subsequence (ϕ n 1 , . . . , ϕ n p−1 ) that pointwise converges to (ϕ 1 , . . . , ϕ p−1 ) and ϕ i ∈ Φ i .
We define
so we also have ϕ n p pointwise converges to ϕ p and ϕ p ∈ Φ p . Using Fatou's Lemma, we have that f i = 1 − e −ϕ i solve problem (P * ). To finish, we need to check that lim sup n Sf n i ≤ Sf i . For y ∈ X, if B y (π/2) ⊂ X f i then Sf i (y) = −∞, we show that lim sup n Sf n i (y) = −∞. Indeed, there exists x ∈ B y (π/2) such that f i (x) = 1 so f n i (x) converges to 1. Sf
Now we are ready to investigate the uniqueness of Hellinger-Kantorovich barycenters. Recall that given γ, µ ∈ M(X) with µ(X) + γ(X) > 0, from [19, Lemma 2.3] there exist Borel functions σ, ρ : X → [0, ∞) and a Borel partition (A, A γ , A µ ) of X satisfying the following properties:
Furthermore, the sets A, A γ , A µ and the maps σ, ρ are uniquely determined up to (µ + γ)-negligible sets.
Let µ ∈ M(X) be a solution for (P) and (f 1 , .
From lemma 4.2 we have
and then applying theorem 2.2 we get
Let γ ∈ Opt LET (µ, µ i ), then by [19, Theorem 6.3 (b)] we know γ 1 , γ 2 are absolutely continuous with respect to µ, µ i and there exist Borel sets A j ⊂ supp(γ j ) with γ j (X \ A j ) = 0 and Borel density σ j such that
Hence,
Because sup Sf i < 1 so we can consider
We say that ν ∈ M(X) satisfies condition (*) if d(x, suppν) < π/2 for every x ∈ X.
Because d must be greater than π/2 in suppµ ⊥ × suppµ i by [19, Theorem 6.3 (a)] we get that if µ i satisfies condition (*) then suppµ ⊥ = ∅ and hence µ ⊥ is the null measure.
Now we assume that X = R n with the Euclidean distance for some n ∈ N, and there exists some i such that µ i is absolutely continuous with respect to the Lebesgue measure. We will use the notion of approxiamte differential denoted byD [2, Definition 5.5.1]. Then by [19, Theorem 6 .6] σ 2 is approxiamtely differentiable µ i -a.e. and the optimal plan γ of µ, µ i is uniquely determined by the push forward measure (t, Id) # γ 2 , where t(x 2 ) :=x 2 − arctan( ξ(x 2 ) ) ξ(x 2 ) ξ(x 2 ), ξ(x 2 ) := − 1 2D log σ 2 (x 2 ).
Since Sf i is already determined so σ 2 , γ 2 , γ 1 , σ 1 will be determined regardless of what µ is. We can write µ in the form σ
And if µ i satisfies condition (*) then µ is uniquely determined. We conclude the result into the following proposition. (2) Furthermore, if µ i above also satisfies condition (*) then the solution µ is unique. The following example will illustrate how the technique works to solve the problem (P). In this case we still have the uniqueness of barycenter. In general, we may not have it. 
