Remarks on the sharp partial order and the ordering of squares of matrices  by Groß, Jürgen
Linear Algebra and its Applications 417 (2006) 87–93
www.elsevier.com/locate/laa
Remarks on the sharp partial order and the ordering
of squares of matrices
Jürgen Groß ∗
Department of Statistics, University of Dortmund, D-44221 Dortmund, Germany
Received 13 December 2004; accepted 24 October 2005
Available online 20 March 2006
Submitted by L. Elsner
Abstract
In this note we revisit the sharp partial order introduced by Mitra [S.K. Mitra, On group inverses and
the sharp order, Linear Algebra Appl. 92 (1987) 17–37]. We recall some already known facts from certain
matrix decompositions and derive new statements, relating our discussion to recent results in the literature
concerned with partial orders between matrices and their squares.
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1. Introduction
LetCm,n denote the set of complex m × n matrices. The symbols A∗,R(A), and r(A) will stand
for the conjugate transpose, the range, and the rank of a given matrix A ∈ Cm,n. A generalized
inverse A− of A ∈ Cm,n is any solution to the matrix equation AXA = A with respect to X. The
unique solution to the four equations
AXA = A, XAX = X, AX = (AX)∗, XA = (XA)∗
with respect to X is called the Moore–Penrose inverse of A denoted by A†. For a matrix A ∈ Cn,n,
the solution (unique if it exists) to the three equations
AXA = A, XAX = X, AX = XA
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with respect to X is called the group inverse of A denoted by A#. It is well known that A# exists
if and only if r(A) = r(A2), in which case A is also called a group matrix. A matrix A ∈ Cn,n is
called EP ifR(A) = R(A∗), or equivalently AA† = A†A. Moreover, A ∈ Cn,n is EP if and only
if A is a group matrix with group inverse A# = A†. The symbols CGPn and CEPn will stand for the
subsets of Cn,n consisting of group and EP matrices, respectively, where CEPn ⊂ CGPn .
For matrices A, B ∈ Cm,n, the binary relation defined by
A
∗
 B : ⇐⇒ BA† = AA† and A†B = A†A
specifies a partial order inCm,n, the so-called star partial order introduced by Drazin [6]. It is well
known that
A
∗
 B ⇐⇒ BA∗ = AA∗ and A∗B = A∗A. (1.1)
Another binary relation, the so-called minus partial order, introduced by Hartwig [8] and inde-
pendently by Nambooripad [12], is defined in the set Cm,n by
A
−
 B : ⇐⇒ BA−1 = AA−1 and A−2 B = A−2 A for some A−1 , A−2 ∈ A{1},
where A{1} stands for the set of all generalized inverses of A. It is well known that
A
−
 B ⇐⇒ r(B − A) = r(B) − r(A), (1.2)
being the reason why the minus partial order is also called the rank-subtractivity partial order.
Recently, for matrices A, B ∈ Cn,n, Baksalary et al. [4,5] considered, among other things,
relationships between the orders A
∗
 B, A2
∗
 B2, and the commutativity property AB = BA.
The corresponding results of interest for the present paper, Theorems 2.1 and 2.2 in [5] as well
as Theorem 3.4 in [4], are summarized in the following Lemma.
Lemma 1. Let A, B ∈ Cn,n. Then the following statements hold true:
(i) If A ∗ B and AB = BA, then A2 ∗ B2;
(ii) If A ∈ CGPn , A
∗
 B, and A2
∗
 B2, then AB = BA;
(iii) If A ∈ CEPn and A
∗
 B, then AB = BA and A2 ∗ B2.
It has also been noted by Baksalary et al. [5, Eq. (3.5)] that for matrices A, B ∈ Cn,n the
implication
A
−
 B, AB = BA ⇒ AB = BA = A2 (1.3)
holds true. Since A
∗
 B implies A
−
 B, it follows that whenever A
∗
 B and AB = BA hold
together, then also
AB = BA = A2. (1.4)
Therefore, in Lemma 1 the commutativity condition AB = BA may be replaced by the stronger
condition (1.4) wherever it appears, a fact which has not been made a specific subject of discussion
by Baksalary et al. [4,5]. It is easily seen that if A ∈ CGPn , then (1.4) is satisfied if and only if
BA# = AA# and A#B = A#A, (1.5)
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cf. [11, Lemma 2.2]. When the binary relation A
#
 B is defined to mean that (1.5) holds, then it
specifies a partial order within the set CGPn , the so-called sharp partial order introduced by Mitra
[11]. Note that (1.5) can be satisfied without B being a group matrix, in which case, however, a
group inverse of B does not exist and it is not possible to rely upon the properties of a partial
order.
In the following, when A is considered below B with respect to the sharp partial order, then
this notion should entail the assumption that both A and B are group matrices, i.e.
A
#
 B : ⇐⇒ A ∈ CGPn , B ∈ CGPn , AB = BA = A2.
While Mitra [11] gives a number of results related to the sharp partial order from direct algebraic
reasoning, in the following we also consider specific matrix decompositions.
2. Results
Our first result is concerned with simultaneous decompositions of matrices A and B satisfying
(1.5), thus requiring A ∈ CGPn but not necessarily B ∈ CGPn . The case that A is nonsingular is
excluded from our considerations, since then A# = A−1 and (1.5) means A = B. For the der-
ivation of the following theorem one may consider the fact that by employing singular value
decomposition (svd), any matrix A ∈ Cn×n with r(A) = a < n can be written in the form
A = U
(
K L
0 0
)
U∗,
where U ∈ Cn,n is unitary,  ∈ Ca,a is a positive definite diagonal matrix, and K ∈ Ca,a and
L ∈ Ca,(n−a) satisfy KK∗ + LL∗ = Ia , cf. [9, Corollary 6]. In addition, A ∈ CGPn if and only if
K is nonsingular, in which case
A = S
(
A1 0
0 0
)
S−1, S = U
(
Ia −K−1L
0 In−a
)
, A1 = K,
compare also Theorem 9.2.4 in [10].
Theorem 1. Let A ∈ CGPn with r(A) = a < n and B ∈ Cn,n. Then the following three statements
are equivalent:
(i) AB = BA = A2;
(ii) A and B can be written as
A = S
(
A1 0
0 0
)
S−1, B = S
(
A1 0
0 B1
)
S−1, (2.1)
where S ∈ Cn,n is nonsingular, A1 ∈ Ca,a is nonsingular, and B1 ∈ Cn−a,n−a is arbitrary;
(iii) A and B can be written as
A = U
(
K L
0 0
)
U∗, B = U
(
K L − K−1LM
0 M
)
U∗, (2.2)
where U ∈ Cn,n is unitary, K ∈ Ca,a is nonsingular, KK∗ + LL∗ = Ia, ∈ Ca,a is a
positive definite diagonal matrix, and M ∈ Cn−a,n−a is arbitrary.
Moreover, the matrix B in (2.1) satisfies B ∈ CGPn if and only if B1 ∈ CGPn−a, and the matrix B in
(2.2) satisfies B ∈ CGPn if and only if M ∈ CGPn−a.
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When for A ∈ CGPn in addition to AB = BA = A2 we also have A
∗
 B, the following charac-
terization may be concluded from Theorem 1.
Corollary 1. Let A ∈ CGPn with r(A) = a < n and B ∈ Cn,n. Then
A
∗
 B and AB = BA
if and only if A and B can be written as in (2.2), where in addition M and L satisfy ML∗ = 0 and
LM = 0.
It is easily seen from Theorem 1 that if A ∈ CGPn and AB = BA = A2, then B ∈ CGPn if and
only if (B − A) ∈ CGPn . As a matter of fact, with A and B from (2.1) it follows:
A
#
 B ⇒ (B − A)# = B# − A#, (2.3)
where
A# = S
(
A−11 0
0 0
)
S−1 and B# = S
(
A−11 0
0 B#1
)
S−1.
Since (1.4) also implies
B(B − A) = (B − A)B = (B − A)2,
in view of (2.3) it follows from A # B that (B − A) # B. Using an analogous reasoning, also the
converse implication is valid, so that
A
#
 B ⇐⇒ (B − A) # B. (2.4)
Statements (2.3) and (2.4) have already been observed by Mitra [11]. A further already noted
statement may also easily be derived from Theorem 1, being
A
#
 B ⇐⇒ A# # B#, (2.5)
which means that the group inverse is isotonic with respect to the sharp partial order. Since A21 is
nonsingular if A1 is nonsingular and B21 is a group matrix if B1 is a group matrix, the equivalence
between (i) and (ii) in Theorem 1 also yields
A
#
 B ⇒ A2 # B2, (2.6)
a statement which is not difficult to derive also directly by noting that (G2)# = (G#)2 when G is
a group matrix.
Let us now turn our attention to the relationship between the sharp partial order and the minus
as well as the star partial order. From Theorem 2.5 in [11], the relationship of the sharp with the
minus partial order may be expressed as
A
#
 B ⇐⇒ A − B, AB = BA, B ∈ CGPn . (2.7)
As a slight variation, one may also consider the characterization
A
#
 B ⇐⇒ AB#A = A, AB = BA, (2.8)
where the first identity on the right-hand side of (2.8) obviously entails an assumption about the
existence of B#. Indeed, the two conditions on the right-hand side of (2.8) also imply R(A) ⊆
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R(B), andR(A∗) ⊆ R(B∗), and thus the equivalence of the characterizations (2.7) and (2.8) may
be deduced for example from Eq. (1.21) in [2].
Theorem 3.1 in [5] asserts that for matrices A, B ∈ Cn,n the implication
A
−
 B, AB = BA ⇒ A2 − B2
holds true. In view of this, or in view of (2.6), the sharp order does not only imply the minus order
between the corresponding matrices but also the minus order between their squares, i.e.
A
#
 B ⇒ A − B, A2 − B2.
This implication cannot be reversed even if A, B ∈ CEPn . As an example one may consider the
matrices
A =
(
1 0
0 0
)
and B =
(
1 1
0 −1
)
from [5, p. 284]. From Lemma 1 (ii) it may also be concluded that when A, B ∈ CGPn ,
A
∗
 B, A2
∗
 B2 ⇒ A # B.
A more refined result is given in the following theorem.
Theorem 2. For matrices A, B ∈ CGPn , any two of the following three statements imply the third:
(i) A ∗ B;
(ii) A2 ∗ B2;
(iii) A # B.
Proof. If (i) and (iii) are satisfied, then (ii) follows from Lemma 1 (i). If (i) and (ii) are satisfied,
then from Lemma 1 (ii) if follows that AB = BA. But as already noted in the paragraph following
Lemma 1, then also AB = BA = A2. In view of A, B ∈ CGPn this means (iii).
When A is nonsingular, then (iii) implies A = B and thus (ii) as well as (i), so that we may
assume r(A) = a < n. Now, let (ii) and (iii) be both satisfied. Then A and B can be written as in
(2.2). Proceeding similarly as in the proof of Corollary 1, it can be shown from comparing the
lower left corners that a necessary condition for A2(A2)∗ = B2(A2)∗ is M2L∗ = 0. But since M
is a group matrix, this is equivalent to ML∗ = 0. By comparing the upper right corners it can
be shown that a necessary condition for (A2)∗A2 = (A2)∗B2 is LM2 = 0 being equivalent to
LM = 0. In view of Corollary 1 this means that also (i) must hold. 
Let us now consider situations corresponding to the assumption A ∈ CEPn . In such a case
A# = A† and in view of (1.5) it follows:
A ∈ CEPn , A
∗
 B ⇐⇒ AB = BA = A2,
a fact which has for example also been acknowledged by Groß and Trenkler [7, Lemma 1]. When
in addition B ∈ CGPn , then clearly star and sharp partial order coincide.
Remark 1. Let A ∈ CEPn and B ∈ CGPn . Then A
∗
 B if and only if A
#
 B.
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Referring to Remark 1, one may pose the question whether within the set of group matrices
the condition A ∈ CEPn is also necessary for A to be a predecessor of B with respect to both, the
star and the sharp partial order. This is however not the case, as can be seen for example by using
the 3 × 3 matrices
A =

1 1 00 0 0
0 0 0

 and B =

1 1 00 0 0
0 0 1

 ,
being two group matrices (in fact idempotents) satisfying A ∗ B and A # B, but clearly A ∈ CEPn .
Moreover, A ∈ CEPn , A
∗
 B, and A
#
 B can hold together without B ∈ CEPn , as can be seen by
using the idempotent matrices
A =

1 0 00 0 0
0 0 0

 and B =

1 0 00 1 1
0 0 0

 .
On the other hand, when B ∈ CEPn , then A
∗
 B and A
#
 B cannot hold together unless A ∈ CEPn ,
see the implication (2.11) below.
Before, let us notice that for A, B ∈ Cn,n, the equivalence (2.7) entails the implication
A
−
 B, AB = BA, B ∈ CGPn ⇒ A ∈ CGPn . (2.9)
Implication (2.9) does not remain valid when CGPn is replaced by CEPn , i.e.
A
−
 B, AB = BA, B ∈ CEPn  A ∈ CEPn ,
which can be seen for example by using the idempotent matrices
A =
(
1 1
0 0
)
and B =
(
1 0
0 1
)
. (2.10)
However, combining Theorem 2.1 (a) from [4] with Theorems 2.2 and 2.3 from [3] shows that
for A, B ∈ Cn,n the implication
A
∗
 B, AB = BA, B ∈ CEPn ⇒ A ∈ CEPn (2.11)
is valid. Hence, as mentioned above, we obtain the fact that for B ∈ CEPn , the matrix A cannot be
a predecessor of B with respect to the sharp and the star partial orders unless A ∈ CEPn , in which
case sharp and star partial orders coincide.
For our final remark, let λ(·) be the set of nonzero eigenvalues of a matrix. Then the following
is easily checked.
Remark 2. If for A, B ∈ Cn,n the identity BA = A2 holds true, then λ(A) ⊆ λ(B).
From Remark 2 and the implication (1.3) we have λ(A) ⊆ λ(B) whenever the minus order
A
−
 B is endowed with the commutativity property AB = BA. In view of the characterization
(2.7) this is the case when the sharp partial order A # B is regarded, but also when A ∗ B is
considered together with AB = BA.
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When A is below B with respect to the sharp partial order, then clearly the spectral radius of A
cannot exceed the spectral radius of B, which in turn cannot exceed the spectral norm ‖B‖σ of B.
If in addition ‖B‖σ  1, then also ‖A‖σ  1, showing that contractivity is inherited downwards
by the sharp partial order. In view of
B = B2, A − B ⇒ A = A2,
see e.g. Eq. (2.7) in [1], the sharp order also inherits idempotency downwards. However, when B
is an orthogonal projector or a partial isometry, then A does not inherit the corresponding property
by the sharp partial order, as can be seen by using the matrices in (2.10).
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