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1. Introduction 
Most applications of wireless sensor networks (WSN) rely on the accurate localization of the 
network nodes [Patwari et al., 2005]. In particular, for network-based navigation and 
tracking applications it is usually assumed that the sensors, and possibly any data fusion 
centers (DFCs) in charge of processing the data collected by the network, are placed at a 
priori known locations. Alternatively, when the number of nodes is too large, WSNs are 
usually equipped with beacons that can be used as a reference to locate the remaining nodes 
[Sun et al., 2005]. In both scenarios, the accuracy of node localization depends on some 
external system that must provide the position of either the whole set of nodes or, at least, 
the beacons [Patwari et al., 2005]. Although beacon-free network designs are feasible [Sun et 
al., 2005, Ihler et al., 2005, Fang et al., 2005, Vemula et al., 2006], they usually involve 
complicated and energy-consuming local communications among nodes which should, 
ideally, be very simple. 
In this paper, we address the problem of tracking a maneuvering target that moves along a 
region monitored by a WSN whose nodes, including both the sensors and the DFCs, are 
located at unknown positions. Therefore, the target trajectory, its velocity and all node 
locations must be estimated jointly, without assuming the availability of beacons. We 
advocate an approach that consists of three stages: initialization of the WSN, target and 
node tracking, and data fusion. At initialization, the network collects a set of data related to 
the distances among nodes. These data can be obtained in a number of ways, but here we 
assume that each sensor node is able to detect, with a certain probability of error, other 
nodes located nearby and transmit this information to the DFCs. These data are then used 
by the DFCs to acquire initial estimates of the node positions. An effective tool to perform 
this computation is the accelerated random search (ARS) method of [Appel et al., 2003], 
possibly complemented with an iterated importances sampling procedure [Cappé et al., 
2004] to produce a random population of node positions approximately distributed 
according to their postrior probability distribution given the available data. This approach is 
appealing because it couples naturally with the algorithms in the tracking phase. 
We propose to carry out target tracking by means of sequential Monte Carlo (SMC) 
methods, also known as particle filters (PFs) [Doucet et al., 2000, 2001, Crisan & Doucet, O
pe
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2002, Djurić et al., 2003, Ristić et al., 2004, Bolić et al., 2005], which recursively track the 
target position and velocity, as well as improve node positioning, with the generation of 
new data by the WSN. We should remark that the treatment of unknown (random) fixed 
parameters, such as the sensor positions are in our framework, using PFs is still an open 
problem. We propose two algorithms that tackle this dificulty. The first one is based on the 
auxiliary particle filtering (APF) methodology [Pitt & Shephard, 2001, Liu & West, 2001] and 
the second one follows the density-assisted strategy of [Djurić et al., 2004]. 
The data fusion stage deals with the combination of the outputs produced by different DFCs 
in order to produce improved estimates of both the target state and the WSN node locations. 
Again, we investigate two approaches. Both of them are aimed at the coherent combination 
of the estimates produced by individual DFCs but differ in the amount of information that 
they use and the requirements imposed on the WSN communication capabilities. The most 
complex technique theoretically yields asymptotically optimal Bayesian estimation of the 
target state and the node locations (hence, optimal fusion) with distributed computations, 
but at the expense of making all data available to all DFCs. It is based on the parallelization 
of PFs as addressed in [Bolić et al., 2005, Míguez, 2007]. 
The remaining of the paper is organized as follows. After a brief comment on notation, 
Section 2 is devoted to a formal description of the system moel. A general outline of the 
proposed scheme is given in Section 3. Sections 4, 5 and 6 are devoted to the procedures 
proposed for initialization, tracking and data fusion, respectively. In Section 7 we show 
some illustrative simulation results. Finally, the main results are summarized in Section 8. 
1.1 Notation 
Scalar magnitudes are denoted as regular letters, e.g., Nx, . Vectors and matrices are 
denoted as lower-case and upper-case bold-face letters, respectively, e.g., vector x and 
matrix X. We use )(⋅p  to denote the probability density function (pdf) of a random 
magnitude. This is an argument-wise notation, i.e., )(xp  denotes the pdf of x and )(yp  is 
the pdf of y, possibly different. The conditional pdf of x given the observation of y is written 
as )|( yxp . Sets are denoted using calligraphic letters, e.g., Q . Specific sets built from 
sequences of elements are denoted by appropriate subscripts, e.g., },,{= 1:1 NN xxx … . 
2. System model 
We assume that the target moves along a 2-dimensional region 2C⊆C  (a compact subset 
of the complex plane) according to the linear model Gustafsson02  
 N∈+− tttt ,= 1 uAxx   (1) 
where 2],[= C∈Τttt vrx  is the target state, which includes its position and its velocity at 
time t (
tr  and tv , respectively); 
1
0 1
T⎡ ⎤= ⎢ ⎥⎣ ⎦A  is a transition matrix that depends on the 
observation period, T , and  
 )0,|(],[= ,, uttvtrt CNuu Cuu ∼Τ  (2) 
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is a complex Gaussian noise term, with zero mean and known covariance matrix  
 ,
0
0
4
1
=
2
4
2
⎥⎥⎦
⎤
⎢⎢⎣
⎡
T
T
uu σC  (3) 
that accounts for unknown acceleration forces. The initial target state, 
0x , has a known prior 
probability density function (pdf), )()(=)( 000 vprpp x , and we assume 
)(0,=)( 2,00 vCNvp σ , i.e., the prior pdf of the velocity random process is complex Gaussian 
with zero mean and variance, 2
,0vσ . 
The network consists of 
sN  sensors and cN  DFCs. Sensors are located at random unknown 
positions },,,{= 21:1
s
N
s
N ssss … , C∈is , with independent and identical uniform prior 
pdf's, )(=)( CUsp i , sNi ,1,= … , on the 2-dimensional region monitored by the WSN. 
During the network startup, each sensor detects any other nodes located within a certain 
range, 0>uS . In particular, the n-th sensor builds up an 1×sN  vector of decisions, 
Τ],,[= ,,1
s
Nnnn bb …b , where (deterministically) 1=,nnb  while {1,0}, ∈knb , kn ≠ , is a 
binary random variable with probability mass function (pmf)  
 ),,(=)|1=( ,:1, u
s
knd
s
Nkn Sdpsbp  (4) 
where |=|, kn
s
kn ssd −  is the distance between the n-th and k-th sensors and ),( ⋅⋅dp  is the 
function that yields the probability of detection. At time 0, these decisions are broadcast to 
the DFCs and we collect them altogether in the 
ss NN ×  matrix ],,[= 1
s
Nbb …B  for 
notational convenience. 
The locations of the 
cN  DFCs are denoted as 
c
Ncc ,,1 … , with C∈ic  i∀ . By convention, 
the first DFC is assumed to be located at the origin of the monitored region, i.e., 0=1c . The 
positions of the remaining DFCs are assumed random and unknown, with complex 
Gaussian prior pdf's ),|(=)( 2c
c
iii cCNcp σμ , cNi ,2,= … . The physical implication of 
this model is that DFCs are deployed at locations which are only roughly known. The 
variance 2
cσ  indicates the uncertainty in this prior knowledge. 
During the normal operation of the network, the n-th sensor periodically measures some 
distance-dependent physical magnitude related to the target. The measurement obtained by 
the n -th sensor at discrete-time 1≥t  is denoted as ),(= ,,, y tntnstn dfy ε , where 
|=|, nttn srd −  is the distance between the target and the sensor, y tn,ε  is a random 
perturbation with known pdf and ),( ⋅⋅sf  is the measurement function. We assume that not 
every sensor necessarily transmits its observation, 
tny , , at every time. Indeed, it is often 
convenient (in order to reduce energy consumption) that only a subset of sensors become 
active and transmit their measurements. The local decision of a sensor to transmit its data or 
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not depends on the comparison of the measurement, 
tny , , with some reference value, yS . 
We also introduce a certain probability of transmission failure, β . A failure can be caused, 
e.g., by a strong interference in the channel that prevents adequate reception of the 
communication signal at the DFC. Thus, at time t only an 1×tN  vector of observations, 
Τ],,[= ),((1), t
t
Ntt yy κκ …y , where st NN ≤≤0  and },{1,)( sNi …∈κ , i∀ , is effectively 
broadcast to the DFCs (note that all DFCs collect the same data from the sensors). We 
assume that the likelihood ),,|( :1:1
c
N
s
Ntt csrp y  can be evaluated up to a proportionality 
constant. 
Each DFC has the capability to extract some distance-related magnitude from the 
communication signals transmitted by the sensors. For simplicity, we consider the same 
type of measurement carried out at the sensors, hence the n -th DFC also has available, at 
time t≥0, the 1×tN  data vector Τ],,[= ,),(,(1),, tn
t
Ntntn zz κκ …z , where ),(= ,,,,,, z tnic tnistni df εz , 
|=|,, ni
c
tni csd −  and z tni ,,ε  is a random perturbation with known pdf, so that the likelihood 
),|( :1, n
s
Ntn cszp  can be computed. Note that ,0nz  is defined (unlike 0y ), and has 
dimension N0=Ns, because during the network startup all sensors broadcast signals to the 
DFCs. 
We assume that the DFCs are equipped with communication devices more sophisticated 
than those at the sensor nodes and, as a consequence, it is feasible to exchange data among 
the DFCs. In particular, during network startup one DFC collects a set of 1)( −cc NN  
observations, ),(= 0,
0
,, ninisni dfq ε , },{1,, cNni …∈  (but ni ≠ ), where |=|0, nini ccd −  and 
0
,niε  is a random perturbation with known pdf, so that )|( :1,
c
Nni cqp  can be evaluated. For 
conciseness, we define the set ni
c
Nniniq
≠
∈ },{1,,, }{= …Q . Moreover, during normal operation of 
the WSN, each DFC may receive sufficient information from the other fusion nodes to build 
the 
ct NN ×  matrix of observations [ ]t
c
Ntt ,1, ,,= zzZ … . Essentially, this means that the 
DFCs may be capable of sharing data. 
The goal is to jointly estimate the target states },,{= 0:0 tt xxx … , the sensor locations, 
s
Ns :1  
and the uknown DFC positions, 
c
Nc :2 , from the decisions in B, the data in Q  and the 
sequences of observation vectors },,{= 1:1 tt yyy …  and },,{= 0:0 tt zzZ … . 
3. Proposed scheme 
The proposed method consists of three stages, that we outline below. 
Stage 1. Initialization: Using the data generated during the network startup, at this stage 
we compute maximum  a posteriori (MAP) estimates of the DFC locations, 
c
Nc :2 , that will be 
kept fixed during the WSN operation (including the tracking and fusion stages). We also 
compute marginally MAP estimates of the sensor locations, 
s
Ns :1 . The latter point estimates 
are employed to initializae an iterated importance sampling procedure that generates a 
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population of candidate positions at time 0=t , denoted )(
:0,1
i
s
Ns , Mi 1,...,= , 
approximately distributed according to the posterior pdf ),,,|( :10:1
c
N
s
N csp ZBQ . This 
posterior sample is needed to start the tracking algorithms in stage 2. 
Stage 2. Tracking: We investigate two techniques. The first one is an APF algorithm for state 
estimation in dynamic systems with unknown fixed parameters derived according to [Liu & 
West, 2001]. A special feature of this technique is that it adaptively approximates the high 
dimensional posterior pdf of the sensor positions using a sequence of kernel mixtures. 
The second algorithm relies on the density-assisted (DA) approach of [Djurić et al., 2004] to 
approximate the posterior density of the sensor positions using a parametric familiy of pdf's. 
An advantage of this procedure is that it enables the analytical integration of the target 
velocity, thus reducing the sampling space dimension [Chen & Liu, 2000]. 
Stage 3. Fusion of estimates: Both the APF and the DA tracking algorithms can either be 
run independently in separate DFCs (an using only the data available at each DFC) or be 
designed as a single global algorithm (that needs to use all the data available through all 
DFCs) implemented in a distributed way. The computational complexity is similar in both 
cases but the second approach imposes stringent communication requirements on the 
network. 
If the tracking algorithms are run independently, using different observation sets at each 
DFC, we propose a mechanism for fusing the resulting Nc estimates that combines them  
coherently into a single point estimate. We must note that estimates produced by different 
DFCs with different data cannot by simply averaged because the available observations 
(both y1:t and Z0:t) are insensitive to the angles between the target and the sensors or the 
sensors and the DFCs. Therefore, it is necessary to take one track estimate as a reference 
(e.g., the one produced by DFC 1) and adjust the others by means of rotations only to minimize 
the mismatch. 
If the tracking algorithms use the same set of observations in all DFCs, then it is possible to 
apply methods por the implementation of a single PF whose computations are distributed 
(parallelized) among the available DFCs. This is done by applying the techniques in [Bolić et 
al., 2005] and [Míguez, 2007]. With this approach each DFC transmits its zn,t, n∈{1,..., Nc}, to 
all other DFCs but, in exchange, it theoretically guarantees an asymptotically optimal 
Bayesian estimation of the target state and sensor positions by a simple linear combination 
of the estimates produced by the Nc DFCs. 
4. Initialization 
4.1 Point estimation 
As a first step, we obtain point estimates of the node locations, including the DFCs, 
c
Nc :2  
(note that we assume c1=0), and the sensors, 
s
Ns :1 , given the information available at time 
t=0. An accurate estimation of the DFC positions is of utmost importance, since they will be 
kept fixed in subsequent stages. Therefore, we propose to compute MAP estimates of the 
locations 
c
Nc :2  by solving the nonlinear optimization problem  
}),|({maxarg=ˆ 0:2
:2
:2 ZQ
c
N
c
N
cc
N cpc  
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 .),|(),|(maxarg=
2
2=
,
:2 ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∏∏
≠
c
c
jj
c
N
j
kiki
ki
c
N
c
cCNccqp σμ  (5) 
Similarly, marginal MAP estimates of the sensor locations, conditional on 
c
N
c
N cc :2:2 ˆ= , is 
achieved by solving  
{ })ˆ,|(maxarg=ˆ :20
c
N
s
cZsps A
A
A  
 ,)ˆ,|(maxarg= ,0,
1= ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨⎧∏ nncN
ns
cszp AA
A
  (6) 
for 
sN,1,= …A  and 0==ˆ 11 cc  is  a priori known. We point out that addressing the 
estimation of each sensor individually we neglect the information in matrix B, but the 
dimensionality reduction accounts for this loss (searching for a global MAP solution in s
NC  
turns out practically much harder). 
Problems (5) and (6) do not have closed form solutions in general. However, they can be 
numerically solved, with high accuracy, using the accelerated random search (ARS) 
algorithm [Appel et al., 2003]. ARS is a Monte Carlo technique for global optimization that 
enjoys a fast convergence rate and a simple implementation. The algorithm is described, for 
a general setup, in Table 1. 
 
 
Table 1. Iterative ARS algorithm for a maximization problem. Parameter α is possibly 
multidimensional (typically, 
nC∈α ). The algorithm is usually stopped after a given 
number of iterations without going changing αn. 
We assume the DFC positions known for all subsequent derivations, i.e., we treat 
c
Nc :2ˆ  as 
the true values and skip them from notation for conciseness. 
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4.2 Population Monte Carlo 
The PFs applied in the tracking stage need a sample of sensor positions drawn from the 
posterior pdf at time t=0, )|( 0:1 ZB,
s
Nsp  in order to start running. To generate this initial 
population, we propose an iterated importance sampling1 method called PMC [Cappé et al., 
2004]. In the first iteration, particles are drawn from independent complex Gaussian 
proposals built from the ARS estimates and a fixed variance, (0)2sσ , i.e.,  
 ,,1,=,,1,=(0)),,ˆ|((0) 2)( MiNnssCNs ssnn
i
n ……σ∼  (7) 
with weights  
 .
(0)),ˆ|(0)(
(0))|((0))|(
=(0)
2)(
1=
)(
:1
)(
:10)(
sn
i
n
s
N
n
i
s
N
i
s
Ni
ssCN
spsp
w
σ∏
BZ
  (8) 
After the (k-1)-th iteration, the weighted particles are M
i
ii
s
N
pmc
k kwks 1=
)()(
:11 1)}(,1)({= −−Ω −  
and importance sampling for the k-th iteration is performed as  
 1)),(1),(|()( 2,
)()( −− kkssCNks nsinnin σ∼  (9) 
where  
1),(1)(=1)( )()(
1=
−−− ∑ kskwks iniM
i
n  
andksakasks n
i
n
i
n 1),()(11)(=1)(
)()( −−+−−  
2)()(
1=
22
, |1)(1)(|1)()(1=1)( −−−−−− ∑ kskskwak niniM
i
nsσ  
for some 0<a<1, i.e., we build the (k-1) -th kernel approximation of ),|( 0:1 BZ
s
Nsp  with 
shrinkage [Liu & West, 2001] for variance reduction. The corresponding weights are  
 .
1))(1),(|)((
))(|())(|(
=)(
2
,
)()(
1=
)(
:1
)(
:10)(
−−∏ kksksCN
kspksp
kw
ns
i
n
i
n
s
N
n
i
s
N
i
s
Ni
σ
BZ
 (10) 
If the algorithm is iterated N times, we obtain a sample of equally-weighted particles 
M
i
i
s
Ns 1=
)(
:0,1 }{ , with approximate pdf ),|( 0:1 BZ
s
Nsp  by resampling from 
pmc
NΩ . 
                                                 
1See, e.g., [DeGroot & Schervish, 2002] for a brief review of the importance sampling principle. 
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5. Tracking 
In the second stage, the aim is to track the sequence of target states, xt, and improve the 
estimation of the sensor positions, 
s
Ns :1 , recursively, as new observations yt and Zt are 
received. We introduce two PFs that attain this goal. We assume that each DFC runs a PF, 
but the algorithms are derived for the scenario where all data at time t, including both yt and 
],,[= ,1, t
c
Ntt zzZ … , are available for the algorithm. This means that zn,t must be 
transmitted from DFC n, where it is collected, to all other DFCs. Note, however, that we can 
derive the proposed algorithms in the alternative scenario in which only zn,t is available at 
the n -th DFC by simply substituting Z0:t by zn,0:t in the proposed procedures. Indeed, we 
will assess the performance of the PFs in the two scenarios in Section 7. 
5.1 Auxiliary particle filter 
As a first approach, we propose to use an APF algorithm based on [Liu & West, 2001]. The 
APF is a recursive algorithm that generates a sequence of discrete probability measures, 
denoted M
i
i
t
s
Nttt ws 1=
)(
:,1 },,{(= xΩ , that approximate the posterior pdf's of the unknowns, 
i.e., for },{1, cNn …∈ ,  
 ,),(),,|,( )(:1
1=
:0:1:1
i
t
s
Nti
M
i
tt
s
Nt wssp xBZyx δ∑≈  (11) 
where ),( :1
s
Nti sxδ  is a delta measure centered at { )( :,1)( , i
s
Nt
i
t sx }. The samples, 
)(i
tx  and 
)(
:,1
i
s
Nts , for Mi 1,...,= , are called particles and the importance weights 
)(i
tw  are normalized 
to yield 1=)(
1=
i
t
M
i
w∑ . When at time t observations yt and Zt become available, tΩ  is 
recursively computed from 
1−Ωt  as described in Table 2. 
The proposed APF algorithm is based on the relationship  
),|(),|,(),,|,( 1:1:1:1:0:1:1 −∝ t
s
Nt
s
Nttttt
s
Nt spspsp yxxZyBZyx  
 ),,|( 1:01:1:1 BZy −−× tt
s
Nsp  (12) 
and the approximations  
 )(
1:1
)(
1
1=
1:1:1 )()|(=),|(
i
t
s
Ni
i
tt
M
i
t
s
NtM wspsp −−− ∑ δxxyx  (13) 
 ),(=),,|( :1
)(
1
=1
10:1:1:1
s
Ni
i
t
M
i
tt
s
NM sKwsp −−− ∑BZy  (14) 
where )(⋅iK  is a symmetric kernel. For the latter, we have chosen  
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 ),|(=)( 1
2)(
1:1:1 −− Σtit
s
N
s
Ni hsCNsK μ  (15) 
where  
 Τ−−− ],,[=
)(
1,
)(
1,1
)(
1
i
s
Nt
i
t
i
t ss …μ  (16) 
 },,{= 2 1,
2
1,11
s
Nttt diag −−− σσ …Σ  (17) 
and (0,1)∈h  is a bandwidth factor. The kernel modes are calculated as  
 ,)(1= 1,
)(
1,
)(
1, kt
i
kt
i
kt saass −−− −+  (18) 
for 21= ha −  and  
 .= )( 1,
)(
1
1=
1,
i
kt
i
t
M
k
kt sws −−− ∑  (19) 
 
Table 2. Liu and West's APF algorithm for joint estimation of the target trajectory, x0:t, and 
the fixed node locations, 
s
Ns :1 , from the observations available at time t. 
The variances, in turn, are found as  
 ( ) .= 21,)( 1,)( 1
1=
2
1, kt
l
kt
l
t
M
l
tk ssw −−−− −∑σ  (20) 
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This choice of 
)(
1
i
t−μ  and 1−tΣ  ensures that the mean and marginal variance of every fixed 
parameter given by the kernel approximation (14) is equal to the corresponding mean and 
marginal variance given by the weights [Liu & West, 2001].. 
One difficulty with the approximations (13) and (14) is that they involve mixtures of a 
typically large number (M) of pdf's. We avoid this limitation by incorporating a discrete 
auxiliary random variable }{1,...,M∈A  that indicates the terms in (13) and (14) to be 
selected. In particular, we define  
 ).()|(),|,(),,|,,( :1
)(
1
)(
1:1:0:1:1
s
Nttt
s
Nttttt
s
Nt sKwxxpsxZypBZysxp A
AAA −−∝  (21) 
Using (21) we can easily draw particles and compute weights by applying the principle of 
importance sampling (IS) [DeGroot & Schervish, 2002].. In particular, we define a suitable 
importance function, or proposal pdf,  
 )|()|()(=),,( )( 1:1:1
AAAA −tt
s
Ntt
s
Ntt xxpsqqsxq   (22) 
(see Table 2 for the details) that we use for drawing new particles and then update the 
weights as  
 .,1,=,
)),,((
),,|),,((
)(
:,1
:0:1
)(
:,1)( Mi
sq
sp
w
i
s
Nttt
tt
i
s
Ntti
t …A
A
x
BZyx∝  (23) 
The auxiliary variables are discarded before proceeding to time t+1. 
We finally note that, given 
tΩ , it is straightforward to produce estimates of the target 
trajectory and the node locations. In particular, we can approximate the minimum mean 
square error (MMSE) estimate of 
tx  or 
s
Ns :1  at time t by simply computing the weighted 
mean of the particles in 
tΩ , as shown also in Table 2. 
5.2 Mixture Kalman filter 
For convenience of exposition, let us begin with the case in which the locations of the 
sensors, 
s
Ns :1 , are known. If we aim at the Bayesian estimation of the sequence of target 
positions r0:t conditional on the observations y1:t  (given 
c
Nc :1  and 
s
Ns :1 , Q , B and t:0Z  are 
not relevant for the estimation problem), all statistical information is contained in the 
posterior pdf ),|( :1:1:0
s
Ntt srp y , which can be approximated by means of a particle filter. 
Specifically, the dynamic model (1) is linear in rt conditional on vt, hence the recursive 
decomposition  
 ),|()|(),|(),|( :11:110:10::1:1:10:
s
Ntttt
s
Ntt
s
Ntt srprrpsrpsrp −−−∝ yyy  (24) 
enables the application of the mixture Kalman filter (MKF) technique [Chen & Liu, 2000] to 
build a point-mass approximation of the posterior pdf,  
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 ),(),|( 1:0
)(
1
1=
:11:11:0 −−−− ∑≈ tiitM
i
s
Ntt rwsrp δy  (25) 
where 
iδ  is the delta measure centered at )( 1:0 itr −  and Miitw 1=)( }{  are normalized importance 
weights [Doucet et al., 2000]. Given the set M
i
i
t
i
tt wr 1=
)(
1
)(
1:01 },{= −−−Ω , we can apply the 
sequential importance sampling (SIS) [Doucet et al., 2000]. algorithm to recursively compute 
tΩ . For Mi ,1,= … , the following steps are recursively applied:   
1.  Importance sampling: Draw )|( )( 1:0
)( i
tt
i
t rrpr −∼ .  
2.  Weight update:  
 ./=),|(=
*)(
=1
*)()(
:1
)(
1
*)( k
t
M
k
i
t
i
t
s
N
i
ttt
i
t wwwandsrpww ∑− y  (26) 
Resampling steps must also be applied (although not necessarily at each t) to avoid weight 
degeneracy [Doucet et al., 2000]. Since the likelihood ),|( :1
)(
s
N
i
tt srp y  can be computed, by 
assumption of the model, and several methods are available for resampling, the only 
difficulty in the application of this algorithm is sampling from the prior )|( 1:0 −tt rrp . The 
latter can be obtained from the Kalman filter (KF) equations [Kalman, 1960]. To be specific, 
let us note that the pair of equations jointly given by (1),  
 tvtt uvv ,1= +−  (27) 
 ,== ,11 trtttt uTvrr +−Δ −−  (28) 
where 
ttvtr uu u=],[ ,,
Τ  in (1), form a linear-Gaussian system. Hence, the posterior pdf of vt, 
given a specific sequence r0:t, is complex Gaussian, ),|(=),|(
2
,0:1 tv
v
tttt vCNrvp σμΔ , with 
posterior mean and variance, v
tμ  and 2,tvσ , respectively, that can be recursively computed 
using the KF recursion [Haykin, 2001],  
 ,= 22 1,
2
1|, Ttvttv +−− σσ  (29) 
 ,
4
1
= 42 1|,
2
TTg ttvt +−σ  (30) 
 
( )
,= 12 1|,1
t
v
tt
ttv
v
t
v
t
g
TT −
−−
−Δ+ μσμμ  (31) 
 ,1=
2
2
1|,
2
1|,
2
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛ − −−
t
ttvttvtv
g
Tσσσ  (32) 
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where gt is the Kalman gain and 
2
1|, −ttvσ  is the variance of vt conditional on 1:1 −Δ t . Moreover, 
the normalization constant of ),|( 0:1 rvp tt Δ  is )|(=),|( 1:0101:1 −−− −ΔΔ ttttt rrrprp , which 
is also complex Gaussian and can be analytically found. In our specific model we obtain  
 ( ),,|=)|( 2 1|,111:0 −−−− + ttrvttttt TrrCNrrp σμ  (33) 
where 42
1,
22
1|,
4
5
= TT tvttr +−− σσ . 
Therefore, the outlined MKF algorithm can be implemented using a bank of M KFs, one per 
particle. Given )(
1:0
i
tr − , it is possible to (recursively and analytically) obtain )|(
)(
1:0
i
tt rrp − , 
which can be easily sampled to draw )(i
tr  in the importance sampling step. Moreover, both 
rt and vt can be estimated (in the MMSE sense),  
 ,=ˆ,=ˆ
)(
)(
1=
)()(
1=
i
v
t
i
t
M
i
t
i
t
i
t
M
i
t wvrwr μ∑∑  (34) 
by combining the outputs of the KF's, hence the name MKF. This methodology was applied 
to generic tracking problems in [Gustafsson et al., 2002]. 
Unfortunately, the standard MKF algorithm does not provide means to properly handle the 
unknown sensor positions 
s
Ns :1 . To overcome this limitation, we resort to the DA-PF 
scheme of [Djurić et al., 2004]. The basic probabilistic relationship that we exploit to derive 
the new algorithm is obtained by means of the Bayes theorem and the repeated 
decomposition of conditional probabilities, namely  
)|()|(),|(),,|,( 1:0:1:1:0:1:1:0 −∝ tt
s
Nt
s
Ntttt
s
Nt rrpspsrpsrp ZyBZy  
                                ),,|()( 1:01:11:0:1 BZy −−−× ttt
s
Nt rpsρ  (35) 
                                                   )|()|(),|(= 1:0:1:1
1=
−∏ kk
s
Nk
s
Nkk
t
k
rrpspsrp Zy  
             ),,|()( 0:10 BZ
s
Nsprp×  (36) 
where  
 ),,,|(=)( 1:01:11:0:1:1 BZy −−− ttt
s
N
s
Nt rspsρ  (37) 
is the posterior pdf of 
s
Ns :1  at time t-1. 
Assume that we are able to draw samples from )( :1
s
Nt sρ . Then, (35) shows that a SMC 
algorithm can be used to recursively approximate ),,|,( :0:1:1:0 BZy tt
s
Nt srp . Indeed, if at 
time t-1 the set of particles M
i
i
t
i
s
Nt
i
tt wsr 1=
)()(
:1,1
)(
1:01 },,{= −−−Ω  is available, then we can compute a 
point-mass approximation of the last factor in (35),  
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s
N
s
Nti
i
t
M
i
tttM dssrwrp :1:11:0
)(
1
1=
1:01:11:0 ),(=),,|( −−−−− ∑∫ δBZy  (38) 
 ),(= 1:0
)(
1
1=
−−∑ tiitM
i
rw δ  (39) 
where the integrand in (38) is the approximation of ),,|,( 1:01:1:11:0 BZy −−− tt
s
Nt srp  built from 
1−Ωt . Eq. (39) implies that we can start from the set Miititt wr 1=)( 1)( 1:01 },{= −−−Ω  and exploit (35) to 
build 
tΩ  via the MKF algorithm. Specifically,  
 )|( )( 1:0
)( i
tt
i
t rrpr −∼  (40) 
 )( :1
)(
:,1
s
Nt
i
s
Nt ss ρ∼  (41) 
 ).|(),|( )( :,1
)(
:,1
)()(
1
)( i
s
Ntt
i
s
Nt
i
tt
i
t
i
t spsrpww Zy−∝  (42) 
Moreover, (36) explicitly shows that, in order to start the recursion, we need to draw initial 
populations not only from the prior p(r0), but also from the posterior ),|( 0:1 BZ
s
Nsp . 
MMSE estimates of rt and vt are computed in the same way shown by Eq. (34), while 
)()(
:,11=:,1
=ˆ it
i
s
Nt
M
is
Nt wss ∑ . 
To apply the MKF algorithm (40)-(42) we only need to specify how to approximate 
)( :1
s
Nt sρ . One of the simplest choices is to assume a Gaussian distribution built from the 
particles and weights at time t-1, i.e.,  
 ),,|()( 2 ,1,1,
1=
:1 nstntn
s
N
n
s
Nt ssCNs −−∏≈ σρ  (43) 
where )(
1,
)(
11=
1, =
i
nt
i
t
M
i
nt sws −−− ∑  and ( )21,)( 1,)( 11=2 ,1, = nti ntitMinst ssw −−−− −∑σ . This approximation is 
easy to sample and still provides an acceptable performance, as will be numerically shown 
in Section 7. 
6. Fusion 
6.1 Point estimation 
Assume that the tracking algorithms, either the APF or the DA-MKF, run independently in 
the separate DFCs, using the same sequence of sensor observations2, 
t:0y , but different DFC 
                                                 
2This is not a requirement for fusion based on point estimation. The same technique could 
be applied if each DFC collected a different sequence 
tn :,1y , cNn 1,...,= . 
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observations, 
tn :,0z , cNn 1,...,= , instead of the whole set t:0Z . At any time t, the PF can 
yield an MMSE point estimate of the target and sensor positions. Let )(ˆ :0 nr t  and )(ˆ :1 ns
s
N
 
denote the estimates computed at the n-th DFC. We wish to combine all available estimates 
coherently to obtain an improved estimator. However, we must take into account the 
possibility that n -th DFC estimates may be rotated around the location cn, as a consequence 
of the insensitivity of the observations yt and zn,t to the angle between rt and sk, k=1,..., Ns, 
and the angle between sk and cn, respectively. 
In order to correct any possible rotation and gurantee the computation of a coherent average 
of the available estimates, we propose the following fusion rule for the overall target and 
sensor position estimator,  
 ( ) njntnc
N
nc
t ecnrc
N
r
φ
ˆ)(ˆˆ
1
=ˆ
1=
−+∑  (44) 
 ( ) ,ˆ)(ˆˆ1=ˆ ,
1=
,
n
j
ntkn
c
N
nc
kt ecnsc
N
s
φ−+∑  (45) 
where k=1,..., Ns and the correction angles 
c
Nφφ ,...,1  are selected to minimize the mismatch 
with respect to the estimates produced by DFC 1, which is (arbitrarily) chosen as a reference. 
Specifically,  
[ ]⎪⎩
⎪⎨⎧ −+−∑∈ 21=)[0,2 )ˆ)(ˆ(ˆ(1)ˆminarg= φπφφ jnini
s
N
i
n ecnscs  
 [ ] ,)ˆ)(ˆ(ˆ(1)ˆ 2
= ⎪⎭
⎪⎬
⎫−+−+ ∑
−
φj
nknk
t
t
Ltk
ecnrcr  (46) 
where Lt>0 is a delay lag and 1= −j . Problem (46) can be solved using the ARS 
algorithm described in Section 4. 
6.2 Distributed implementation of PFs 
In this section we describe how a centralized PF can be implemented in a distributed 
manner, such that each DFC updates a distinct subset of particles and generates individual 
estimates that can subsequently be combined optimally. For this approach to be formally 
sound, we require that all observations (in particular, the sequence Z0:t) be available to all 
DFCs. If this is not the case, the fusion tchnique described here can still be used, but it 
becomes an approximation and optimality cannot be claimed. 
We propose to use the resampling with non-proportional allocation (RNA) method of [Bolić 
et al., 2005, Míguez, 2007] 7 to distribute the MKF tracking algorithm over the Nc DFCs. Let 
us split the overall particle set 
tΩ  into Nc subsets, one per DFC, denoted as 
n
M
i
n
t
in
t
in
s
Nt
in
ttn Wwsr 1=
*)(),(),(
:,1
),(
:0, },,,{=Ω , cNn ,1,= … , and such that MM nn =∑ . The 
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weights in 
tn,Ω  are normalized locally, i.e., 1=),(1= intn
M
i
w∑ , and the sum of the 
unnormalized weights, 
*),(
1=
*)( = int
n
M
i
n
t wW ∑  are also kept in order to assess the relative 
value of each subset (the subsets 
tn,Ω  are not equally “good” in general). 
In the basic RNA scheme, an independent MKF algorithm (40)-(41) is run for each subset 
tn,Ω  (i.e., for each DFC). This means that resampling is carried out locally (using any 
desired method) at each DFC and estimates are also computed locally,  
 .=)(ˆ=)(ˆ ),( :,1
),(
1=
:1
),(),(
1=
in
s
Nt
in
t
n
M
i
s
N
in
t
in
t
n
M
i
t swnsandrwnr ∑∑  (47) 
Optimal fusion is performed by combining the local estimates according to the sum-weights, 
*)(n
tW , i.e., global MMSE estimates are computed as  
 ,
)(ˆ
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)(ˆ
=ˆ
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1=
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t
W
nsW
sand
W
nrW
r
∑
∑
∑
∑
  (48) 
in such a way that only the local estimates and the sum-weights need to be transmitted to 
the DFC in charge of the fusion stage. 
One limitation of this approach is that when the subset sizes, Mn, n=1,..., Nc, are not large 
enough, some particle filters may get relatively impoverished [Míguez,2007], i.e., it may 
eventually happen that, for some n, 
*)(*)( << kt
n
t WW , for all nk ≠ . In such a case, the 
corresponding n -th DFC becomes ‘useless’, since its local estimates are essentially irrelevant 
for the computation of the global estimates. A solution to this phenomenon (equivalent to 
the weight degeneracy in standard particle filters [Doucet et al., 2000]) is to periodically 
perform a local exchange (LE) of a small number of particles between pairs of DFCs. We 
propose a simple implementation of LE in which L<minn{Mn} particles from DFC n are 
transmitted to DFC n+1, for n=1,..., Nc -1 and L particles from DFC Nc are transmitted to 
DFC 1, i.e., particles are exchanged in a ring configuration. 
7. Simulations 
In order to provide illustrative numerical results, we have particularized the model of 
Section 2 to a network of power-aware sensors. Specifically, the measurement function 
),( ⋅⋅sf  has the form  
 )(,
1
log10=),(
210
dB
d
df s εηε +⎟⎠
⎞⎜⎝
⎛ +  (49) 
where 610= −η  accounts for the sensitivity of the measurement device (-60 dB). The n-th 
sensor transmits its measurement, 
tny , , only if it corresponds to a distance 50=<, ytn Sd  
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m (i.e., 33.97>, −tny  dB) and otherwise remains silent. A transmission failure can also 
occur, with probability 410= −β . The observational noise, ε , is zero mean Gaussian but, 
depending on whether the power observation is carried out at a sensor node or at a DFC 
node, its variance is assumed different. In particular (0,2), N
y
tn ∼ε , for sensors, and, for 
DFCs, z
tni ,,ε  and 0,niε  are identically distributed according to the Gaussian pdf )(0,10 2−N . 
Therefore, the likelihoods, namely,  
 ),|(=),|( )( )(
)(
),(
1=
)(
:1
)( m
l
m
ttl
t
N
l
m
s
N
m
tt srypsryp κκ∏  (50) 
 )ˆ,|(=)ˆ,,|( )( )(,,),(
,
1=1,=
:21
)(
:1 n
m
ittni
c
N
t
N
ni
c
N
m
s
Nt cszpccsp κκ∏Z  (51) 
are Gaussian with known mean and variance. 
At time zero, the sensors detect all other nodes which are closer than Su=50 m. Since 
observations are obtained from function ),( ⋅⋅sf , with the parameters already described for 
the sensors, the probability of detection is  
 ,
10
=),(
2
,
, ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −Φ − u
kn
Nu
s
knd
PP
Sdp  (52) 
where )(⋅ΦN  is the standard (zero mean, unit variance) Gaussian cumulative distribution 
function, ,0)(= ,,
s
knskn dfP , 33.97=,0)(= −usu SfP   dB and 210−  is the variance of the 
observational noise. 
The state priors are 0,5)|(=)( 00 rCNrp  and )0,10|(=)(
2
00
−
vCNvp  and the state 
equation parameters are 
2
1
=T  s and 
5
1
=2uσ . There are 4=cN  DFCs and 23=sN  
sensors in the network. We assume 0=1c , while the others have complex Gaussian priors 
with equal variance 25=2cσ  and means 3550=2 jc +−μ , 3745=3 jc −μ  and 
4536=4 j
c +μ  (where 1= −j ), respectively. This prior pdf's are used to randomly draw 
initial estimates of 
:42c  which are used as inputs to the ARS algorithm that solves (5), the 
other parameters being 2=ν , 15=maxR , 410= −minR . The ARS algorithm for problem (6) 
receives as inputs a sensor position drawn from )(CU  (where C  is the square centered at 0 
with sides of length 160 m), 200=maxR , 
410= −minr  and 2=ν . The ARS procedures are 
iterated 3000 times for (5) and 300 times for each (6). The estimates 
s
Ns :1ˆ  are then used to 
build the first proposal pdf in the PMC procedure. The corresponding variance is 
2
1
=(0)2sσ  and the subsequent proposals are computed by shrinkage, with parameter 
0.7=a . We iterate the PMC algorithm 200 times with 1600 particles. 
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Resampling, via the RNA scheme, is performed every 5 time steps of the tracking 
algorithms. The latter are run with M=1600 particles and each DFC is assigned 
400=/= cn NMM  particles (for n=1,2,3,4). We assume a local exchange of particles every 
4 resampling steps, with L=8 particles being transmitted from DFC n to DFC n+1 and from 
DFC Nc to DFC 1. 
Figure 1 shows an example of estimation of the DFC and sensor positions, 
c
Nc :2  and 
s
Ns :1 , 
respectively, using the available data at time t=0 and the ARS algorithm. It is observed that 
MAP estimation using the obervations in the initialization stage can be very accurate. 
However, the simulation results also illustrate the ambiguity in position estimation that 
arises due to the insensitivity of the available measurements to rotations. The plot shows 
that the estimation of node locations near the origin (where angle errors have little effect) is 
clearly more accurate than for nodes placed far away from the 0 point, where rotation errors 
cause an apparent shift of the estimates with respect to the true values. 
 
 
Fig. 1. Example of node MAP position estimation at the initialization stage using the ARS 
algorithm. The phenomenon of rotation ambiguity (due to the angle insensitivity of the 
available measurements) can be clearly observed for nodes located far from the 0 (origin) 
point. 
Next we turn attention to the performance of the schemes that use independent PFs at 
separate DFCs and employ the proposed angle correction method to fuse the Nc available 
estimates coherently, as described in Section 6.1. We recall that, in this scenario, the 
observations available to the PF in the n-th DFC during the tracking stage are 
ty :1  and tnz :,1 . 
The ARS algorithm that approximates the solutions (correction angles) in problem 46 is 
iterated 100 times, with initial values 0=1>nφ  and time lag Lt=20 (for t>20, and Lt=t 
otherwise). 
Figure 2 (left) shows the mean absolute target position error attained with the APF and MKF 
algorithms in this scenario. These results are the average of 500 independent simulation 
trials. The APF technique turns out to be clearly superior and outperforms the MKF method 
by ≈0.6 m of accuracy. This means that the improved importance function employed by the 
APF algorithm (which takes into account yt and zn,t  when drawing the particles at time t) 
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provides an error reduction superior to the analytical integration of the velocity process 
carried out by the MKF method. We must remark that the position errors shown in this plot 
are corrected to remove the insensitivity, inherent to the proposed model, to rotations of the 
complete system (including the target and the nodes) around point 0, where DFC 1 is 
assumed to be located. 
 
 
Fig. 2. Averaged absolute error in the estimation of the target position, measured in meters 
(m).  Left: Tracking is carried out using independent APF and DA-MKF algorithms at each 
DFC and performing fusion by coherent combination of point estimates.  Right: Tracking is 
carried out using a distributed implementation of the APF and DA-MKF algorithms over the 
Nc=4 DFCs, by means of the RNA technique. 
Figure 3 (left) depicts the mean absolute error in the estimation of the sensor positions 
attained by the schemes built around the APF and MKF algorithms. Again, these results are 
the average of 500 independent simulation trials. In this case, more accurate results are 
obtained with the MKF algorithm. This means that the density-assisted approach to the 
estimation of fixed parameters in the MKF scheme is more efficient than the adaptive kernel 
approximation employed by the APF procedure. The difference, however, is small (≈0.06 m) 
and the superior sampling efficiency of the proposal function in the APF technique 
obviously has a dominant role in the overall performance of the tracker. 
Figures 2 (right) and 3 (right) show the results, for the absolute errors in the estimation of 
the target and sensors positions, obtained when we apply the RNA algorithm described in 
Section 6.2. The curves have been obtained by averaging the results of 500 independent 
simulation trials. In this scenario, the different DFCs cooperate to share the observtions zn,t, 
n=1,...,Nc, hence the matrix Zt is available for all DFCs at time t. Again, the APF tracker turns 
out more efficient than the MKF in turns of target positioning, whereas the MKF yields 
better estimates of the sensor locations. Both plots show a clear `step' shape. The reason is 
the sudden improvement in the estimates that occurs when a local exchange of particles is 
carried out as a part of the RNA procedure. This suggests the need to increase the number of 
exchanged particles (L=8 for this set of simulations) or even the number of particles assigned 
to each DFC, which seems too small to exploit the potential of the RNA scheme. Indeed, the 
accuracy of positioning when using coherent point estimation is superior (for the APF, there 
is an advantage of ≈0.8 meters in absolute error). This fact should be attributed to the 
averaging of the angle error that is carried out when selecting the correction angles 
c
N:2φ  in 
Eq. (46). Nevertheless, our simulation results (not shown) indicate that RNA-based schemes 
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always outperform point-estimation methods when the system runs for ≈300 time steps or 
more. 
 
 
Fig. 3. Averaged absolute error in the estimation of the sensor positions, measured in 
meters/second (m).  Left: Estimation is carried out using independent APF and DA-MKF 
algorithms at each DFC and performing fusion by coherent combination of point estimates.  
Right: Estimation is carried out using a distributed implementation of the APF and DA-MKF 
algorithms over the Nc=4 DFCs, by means of the RNA technique. 
8. Summary 
We have proposed a novel scheme for joint node localization and target tracking in wireless 
sensor networks using Monte Carlo methods. The proposed approach does not require the 
aid of beacons in order to locate the network nodes. Instead, it resorts to a novel 
combination of Monte Carlo optimization and iterated sampling procedures in order to 
generate an initial population of node locations with sufficient quality. Starting from this 
population, we have described novel particle filtering algorithms that recursively track the 
target position  and sequentially generate new samples of node positions, as new data 
become available, in order to improve node positioning. For networks equipped with more 
than one data fusion center, we have also proposed two schemes that enable the 
combination of the estimates obtained by different fusion centers, possibly using different 
data. Computer simulation results have also been presented to illustrate the performance of 
the proposed techniques. 
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Data fusion is a research area that is growing rapidly due to the fact that it provides means for combining
pieces of information coming from different sources/sensors, resulting in ameliorated overall system
performance (improved decision making, increased detection capabilities, diminished number of false alarms,
improved reliability in various situations at hand) with respect to separate sensors/sources. Different data
fusion methods have been developed in order to optimize the overall system output in a variety of applications
for which data fusion might be useful: security (humanitarian, military), medical diagnosis, environmental
monitoring, remote sensing, robotics, etc.
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