Introduction
The Virasoro group Vir is a central extension of the group Diff, the orientation preserving C ∞ diffeomorphisms of the circle S 1 = R/2πZ. As a set, Vir = Diff × R; the group multiplication is given by (ϕ, θ)(ψ, ω) = (ϕ • ψ, θ + ω + B(ϕ, ψ)), where ϕ, ψ ∈ Diff, θ, ω ∈ R, and B is Bott's cocycle
see [2] . Both groups Diff and Vir are in fact Lie groups modeled on Fréchet spaces. They both play an important role in string theory: Diff as the group of reparametrizations of a string, Vir because projective representations of a group lead to central extensions. Locally (on the level of Lie algebras), Vir is the universal central extension of Diff.
In the past ten years many infinite dimensional complex manifolds have been constructed in connection with the representation theory of Vir, see [1, 3, 4, 9, 10, 11, 12, 15, 23] . In particular, if S 1 is embedded into Diff as the group of translations (= "rotations"), according to Bowick and Rajeev Diff/S 1 has a left invariant complex structure, which by Kirillov and Yuriev is biholomorphic to a space of univalent functions. It does not seem to have been noticed, however, that the group Vir itself also carries a natural complex structure.
To formulate our results, let us consider the space A 0 (∆) of smooth, i.e., C ∞ complex valued functions on the closure of the unit disc ∆ ⊂ C that are holomorphic on ∆ and vanish at 0. Let F denote the set of those f ∈ A 0 (∆) that give a differentiable embedding of ∆ into C. Then A 0 (∆) is a Fréchet space over C, and F, as an open subset of A 0 (∆), inherits a complex manifold structure.
Theorem 1.1. Vir admits a left invariant complex structure; with this structure it is biholomorphic to F. In fact, there is a family of such complex structures parametrized by non-real complex numbers.
[12] also introduces the complex manifold F (denoted there by A), but the authors very emphatically do not identify it with the Virasoro group.
[11] gets closer to Theorem 1.1. The authors construct an action of the Virasoro algebra on F, but they stop short of realizing that this action integrates to a free transitive action of the group itself-which would then identify Vir and F. As a consequence, the orbit method allows them to construct representations of the Virasoro algebra only. Using our results it will be easy to integrate those representations to group representations. However, we will not pursue this line in the present paper. The integrability of Verma modules has been known for some time now anyway, see [6, 17] .
As to the group Diff itself, we will prove that it admits an "odd dimensional" counterpart of complex structures: Theorem 1.2. Diff admits a left invariant Cauchy-Riemann structure(CR for short); with this structure it is isomorphic to a strongly pseudoconvex hypersurface F 1 ⊂ F. In fact,
(For definitions, see below.)
The CR structure in Theorem 1.2 is invariant under the right action of S 1 , and this free action is transverse to the CR structure. In such a situation the quotient Diff/S 1 inherits a natural complex, even Kähler structure. The complex manifold Diff/S 1 thus obtained will be biholomorphic to a corresponding quotient F 1 /S 1 , which can be identified with S = {f ∈ F : f (0) = 1}. In this way we recover some of the results of [9, 10] . We do not, however, claim a new proof of the results of Kirillov-Yuriev; indeed, our proof of Theorem 1.2 is but a slight modification of theirs.
Preliminaries, etc.
We will work with infinite dimensional manifolds as defined in [7] or [16] ; all our manifolds will be smooth (meaning C ∞ ) and modeled on (real) Fréchet spaces. An almost complex structure on a manifold M is given by a splitting of the complexified tangent bundle C⊗T M = T 1,0 ⊕T 0,1 into two complex subbundles, 
M} we obtain the usual complex manifold structure on M.
The Newlander-Nirenberg theorem asserts that any finite dimensional complex manifold as defined above is locally biholomorphic to a complex vector space (see [18] ). For infinite dimensional manifolds this is not true; some interesting complex manifolds not locally biholomorphic to complex vector spaces can be found in [13, 14] .
If G is a possibly infinite dimensional Lie group with Lie algebra g, a left invariant almost complex structure on G is determined by a splitting C ⊗ T e G = C⊗g = g 1,0 ⊕g 0,1 , with g 1,0 and g 0,1 = g 1,0 complex subspaces. The almost complex structure is integrable if g 1,0 is a subalgebra. This complex structure is invariant under right translation by a g ∈ G if Ad g g
Similarly, an almost CR structure on a manifold N is a splitting 
Finally, on a Lie group G with Lie algebra g a left invariant CR structure is determined by a splitting h 1,0 ⊕ h 0,1 of a codimension 1 subspace of C ⊗ g, with h 1,0 and h 0,1 = h 1,0 subalgebras. This structure is strongly pseudoconvex if [v, v] 
holds for any nonzero v ∈ h 1,0 .
A few words about the formalism of complex analysis on manifolds. Dif-ferential forms and exterior differentiation d are defined on smooth manifolds M as in the finite dimensional situation ( [7, 16, 20] ). On a complex manifold (M,
If α is a smooth (p, q)-form, dα = β + β with β , resp., β , a (p + 1, q), resp., (p, q + 1)-form. The operators ∂, ∂ are defined by ∂α = β , ∂α = β . While basic real analysis on a smooth infinite dimensional manifold is rather similar to the finite dimensional case-in particular, on a contractible manifold d-closed forms are exact-the infinite dimensional theory of the Cauchy-Riemann operator ∂ is a largely uncharted territory. Of the few results on solving the Cauchy-Riemann equations in infinite dimensions, we will find those in [21] very useful for the purpose of this paper.
Just like d, ∂ and ∂ can be defined more generally for smooth (or
Indeed, dF maps C⊗T M to C⊗T M. Restricting to T 1,0 M, resp., T 0,1 M, and composing with the projection on T 1,0 M we obtain the complex differentials
The mapping is holomorphic if ∂F = 0. Later we will need a "Leibniz rule" in this context. In addition to M, suppose a group G is also given, with left invariant almost complex structure T 1,0 G, and let α, β be smooth maps from M to G. Then
where on the right the first term means dβ followed by left translation by α, and the second means dα followed by right translation by β (translations acting on T G). In general, there is no corresponding formula for ∂. Suppose, however, that C ⊂ G is the subgroup consisting of elements g such that T 1,0 G is invariant under right translation by g, and β maps into C.
∂(αβ) = α∂β + (∂α)β.
The CR structure on Diff
The Lie algebra diff = T id Diff can be identified with vect, the space of smooth vector fields on S 1 ; if Lie bracket on diff is defined using commutators of left invariant vector fields on Diff, this Lie bracket turns out to be the negative of the bracket of vector fields on S 1 (cf. [16] ). Below we will use [ , ] to denote Lie bracket on diff, thus
is of codimension one in C ⊗ vect, whence we obtain a left invariant CR structure H 1,0 on Diff. In addition,
which is not in h 1,0 ⊕ h 1,0 unless all a n = 0. Thus (Diff, H 1,0 ) is strongly pseudoconvex. To finish off the proof of Theorem 1.2 we need to embed Diff into F.
First a word about conformal radius. Given a Jordan curve Γ ⊂ C, there is a univalent function g(ζ) = βζ + β 0 + β −1 ζ −1 + . . . that maps C \ ∆ on the exterior of Γ. This g is unique up to rotation of ζ, and the number |β| > 0 is called the conformal radius of Γ. As f ranges over F, the conformal radius of f (∂∆), denoted β(f ), depends smoothly on f ; furthermore β(γf ) = |γ|β(f ) for γ ∈ C \ {0} = C * . This implies that F 1 of Theorem 1.2 is a smooth hypersurface in F. Indeed, the mapping
is a diffeomorphism, and F 1 is the image of S × ∂∆.
Next we define a mapping p :
. be the univalent function that maps C \ ∆ on the exterior of f (∂∆). As g extends to a diffeomorphism between the boundaries, we can form
Since g depends smoothly on f (∂∆), we see that P and p are smooth on F 1 . To verify p has an inverse it must be shown that any Φ ∈ Diff ∂∆ can be uniquely represented as f −1 • g with f, g as above, which is a theorem of Pfluger, see [19] . (Pfluger treats homeomorphisms Φ of ∂∆ with very little regularity, and gets f, g that have correspondingly little boundary regularity, but the proof yields f ∈ F 1 when Φ is a diffeomorphism. Also f depends smoothly on Φ.) Hence p is a diffeomorphism between F 1 and Diff.
To verify p is a CR isomorphism, we introduce a trivialization T Diff Diff × diff as follows. A smooth curve ϕ in Diff determines a tangent vector w in ϕ 0 = ϕ ∈ Diff. The derivative ∂ϕ /∂ | =0 =φ is a smooth real function on S 1 . In the sequel w will be represented by (ϕ;φ) or (ϕ;φd/dt) ∈ Diff × diff. It is immediate to check that the left translate of
and the same formula holds for complexified tangent vectors. Here ϕ = dϕ/dt. On the other hand, if h is a smooth function on ∂∆, h (ζ) will
To understand the differentials of p, P , suppose f is a smooth curve in F 1 through f = f 0 , and let g (ζ) = ζ + β 0 ( ) + . . . be the univalent map of C \ ∆ on the exterior of f (∂∆). With Φ = P (f ) we have
Indicating ∂/∂ | =0 by a dot, and g 0 , Φ 0 by g, Φ, (3.3) implies
Hereḟ ∈ A 0 (∆) T f F with the usual identification corresponds to the tangent vector V determined by the curve f . Now suppose this tangent vector is the real part of a vector W ∈ H 
Multiply by i and add to (3.4):
On the other hand, in (3.3) put = 0 and differentiate to get
Thus the right hand side extends to a holomorphic function on C∪{∞}\∆.
, etc. Attaching subscripts to (3.1) and differentiating we finḋ
whence the Fourier series of (φ+iφ * )/ϕ contains only negative frequencies and so (φ−iφ 
This is of course the same complex structure as in [3, 4, 9, 10] .
In the remaining part of this section we will construct a family of CR mappings of Diff into an infinite dimensional Grassmannian (which factor through a holomorphic embedding of Diff/S 1 into the Grassmannian). In [11] Kirillov and Yuriev construct an analogous embedding of Diff/S 1 into a different Grassmannian; below we will try to be more explicit than [11] .
In [15] Mickelsson constructs, with a minor difference, the same mapping Diff → Gr as we will do when the parameter λ to be introduced equals one half; he does not, however investigate holomorphicity of this mapping. Actually, in his case the induced embedding Diff/S 1 → Gr is antiholomorphic.
For r ∈ Z let H r denote the Sobolev space of order r on S 
This representation of Diff on H is not continuous (in operator norm).
However, formula (3.6) makes sense on H r as well, and the mapping
is not only continuous, but continuously differentiable; its derivative along a vector (ϕ,φ) ∈ T Diff is 
are smooth. Upon composing with π ∓ from the right it follows that
are also smooth.
Proposition 3.2. The (operator) norm of the operators π
Accepting this for the moment it follows that the norm of the sum of these two operators is also less than 1, whence
is invertible on H. Also the inverse, to be denoted T ϕ , when regarded as an element of L(H, H −2 ), is a C 1 function of ϕ. Restricting to H + we see that π + T ϕ | H + is the inverse of π + U ϕ | H + , which implies that Z = U ϕ (H + ) ∈ Gr , and the local coordinate of Z discussed above is the Hilbert-Schmidt operator
By virtue of (3.10) and the smoothness of T ϕ , the left hand side of (3.11) is a C H + ) ) and the invariance of the CR structure of Diff, it suffices to check this in the point id ∈ Diff. Using (3.8) we compute the derivative of Ξ in (3.11) in the direction v = V d/dt ∈ diff: it is the operator (3.12)
The same holds for v ∈ C ⊗ diff. In particular, if v ∈ h 0,1 , then V contains only negative frequency terms. Hence, this operator is zero and (3.9) is indeed CR.
Proof of Proposition 3.2.
It will suffice to prove that D = π + U ϕ −1 π − + π − U ϕ π + has norm less than 1 on H. It is obvious that this norm is at most 1; D being compact and self-adjoint we would therefore be done if we could show that ±1 is not an eigenvalue of D. Now Dh < h unless U ϕ −1 π − h ∈ H + and U ϕ π + h ∈ H − , so that supposing D had an eigenvector h with eigenvalue ±1 we would have
and define k ± ∈ L 2 (∂∆) by k ± (e it ) = h ± (t). Furthermore, define Φ ∈ Diff ∂∆ by (3.1) and choose f ∈ F 1 and g univalent on C \ ∆ such that
or, putting ω = g(ζ), expressing Φ through f, g, and collecting like terms
for ω ∈ f (∂∆). The left hand side extends holomorphically to the exterior of f (∂∆), including ∞, and in ∞ this extension vanishes. The right hand side extends holomorphically to the interior of f (∂∆). This implies that both sides vanish identically, as do k − and h − . This is a contradiction, which proves Proposition 3.2.
The Virasoro group
The Lie algebra vir of the Virasoro group can be identified with diff × R; the Lie bracket of (v, ξ), (w, η) ∈ diff × R is given by [(v , ξ), (w, η)] = ([v, w], c(v, w) ).
The bracket on the right comes from diff, and c is the Gelfand-Fuks cocycle ( [5, 22] )
The same formulae yield the bracket on C ⊗ vir but with complex ξ, η and complexified vector fields v, w. Fix a τ ∈ C \ R, and define subalgebras (4.1)
, we obtain a left invariant complex structure T 1,0 on Vir. Composition of the projections Vir → Diff and Diff → Diff/S 1 exhibits Vir as a bundle π : Vir → Diff/S 1 . A comparison between (3.5) and (4.1) shows that π is holomorphic in the point id ∈ Vir; as π is equivariant under the left action of Vir, this implies that it is holomorphic everywhere. More is true:
Proof. The Riemann surface π −1 ([id]) = C is seen to be a commutative subgroup of Vir (in fact it is a Cartan subgroup). Let c be its Lie algebra. The complex structure of C being left, hence, right invariant, C is a complex Lie group. By inspecting its topological type we find it is isomorphic to C * , the multiplicative group of nonzero complex numbers. Next we claim that the map
It follows that for fixed h the map (4.2) is holomorphic. Since it is also holomorphic for fixed g by the left invariance of the complex structure on Vir, (4.2) is holomorphic.
Finally, the C * ∼ = C action on Vir given by (4.2) is free, and the projection Vir → Vir/C is just π (after the obvious identification Vir/C ≈ Diff/S 1 ). This then proves the Proposition.
Observe that the space F of univalent functions also admits a C * action
which exhibits F as a holomorphic principal C * bundle. The space of normalized univalent functions S being a global slice, F is in fact a holomorphically trivial principal C * bundle over S. According to [9] , Diff/S To prove this, a holomorphic section must be exhibited. An obvious smooth section is obtained by associating with the class 
denote the left translate of v by ϕ, and introduce
Thus, solving (4.3) amounts to finding a function χ :
An alternative expression for γ in the trivialization of C ⊗ T Diff 0 as in section 3 is
It is plain that s −1 ∂s, hence γ, is closed: ∂γ = 0.
First solution of (4.4).
We will make use of a general existence theorem for the ∂ equation due to Raboin, see [21] . Thus, let H be a complex Hilbert space, Q : H → H a self adjoint operator such that Q 1/3 is HilbertSchmidt, and Ω ⊂ H a pseudoconvex open set. (Pseudoconvexity means the existence of a plurisubharmonic function σ : Ω → R whose level sets {σ < a} are at positive distance to ∂Ω, a ∈ R. For the equivalence of this with other notions of pseudoconvexity, see, e.g., [8] .) Let β be a closed (0, 1)-form of class C 1 and bounded type on Ω. This latter means that β(v) (v ∈ T z Ω) remains bounded if z is restricted to a bounded subset of Ω at positive distance to ∂Ω, and v ≤ 1. Raboin's theorem asserts that under these assumptions there is a C 1 function α on Ω ∩ QH such that ∂α = β| Ω∩QH . As Ω ∩ QH is not an open subset of H, this needs some clarification. By α being C 1 we mean it is C 1 with respect to the smooth structure of Ω ∩ QH induced by Q, i.e., α
assumes β is C ∞ , but the proof needs only C 1 . Nor is the other assumption that Ω is bounded essential, as explained there.)
We will apply this result as follows. Recall that Diff 0 ≈ Diff/S 1 is biholomorphic to S = {f (ζ) = ζ + a 2 ζ 2 + · · · ∈ F} by [9] . Instead of Diff/S 1 we will work on spaces of holomorphic functions. With a given integer r ≥ 2, let A r 1 (∆) denote the set of holomorphic functions f :
If the sum of f (ζ) = ζ+f 0 (ζ) and g(ζ) = ζ+g 0 (ζ) is defined ζ+f 0 (ζ)+g 0 (ζ), and multiplication of f by µ ∈ C is defined as ζ + µf 0 , A r 1 (∆) becomes a Hilbert space. We claim that the open set
as the least upper bound of moduli of holomorphic functions, is plurisubharmonic, hence so is σ(f ) = σ 0 (f ) + f . Also, it is straightforward to check that the sets {σ < a} are at positive distance to ∂S r . Next we pull back the form γ to S, a dense subset of S r , and realize it extends to a form of class C 1 on S r , provided r ≥ 6. Indeed, given f ∈ S, the corresponding ϕ ∈ Diff 0 is obtained by considering the univalent representation g of C \ ∆ on the exterior of f (∂∆), such that f (1) = g (1) , and putting Φ = f −1 • g, Φ(e it ) = e iϕ(t) . This construction also works if f ∈ S r only, and gives a diffeomorphism ϕ of somewhat less regularity; for example ϕ ∈ Diff r−2 0 , i.e., r − 2 continuous derivatives, are easy to prove. Furthermore, this ϕ depends continuously on f .
More generally, with k a nonnegative integer, the mapping
is of class C k . Thus, if k = 2, the differential of (4.7) will be C 1 . Using this and (4.5), it is easy to check that the pullback of γ by (4.7) extends to a C 1 -form β on S r , simply because the formula that defines this pullback makes sense on S r , provided r ≥ 6. As S ⊂ S r is dense, β is a closed (0, 1)-form. is compact, and F is closed both in S r and S r−1 , we get that F is in fact compact in S r−1 . Similarly, the unit ball bundle in T S r | F is compact in T S r−1 . Since β is continuous on the latter, it is bounded on the former, i.e., β is of bounded type.
Define a Hilbert-Schmidt operator R on A r 1 (∆) by R(ζ + ∞ 1 a n ζ n ) = ζ + ∞ 1 a n ζ n /n. Then the range of Q = R 3 will contain S, so by Raboin's theorem there is a C 1 function α on S that solves ∂α = β| S . Transporting α back to Diff 0 we obtain a solution χ of (4.4).
Second solution of (4.4).
This one is more algebraic, and exhibits a rather explicit solution. Along with γ consider the one-form γ given by γ(L ϕ v) = Γ(ϕ, v) for v ∈ C ⊗ diff 0 . Thus γ is the (0, 1) component of γ. Straightforward application of Cartan's formula identifies d γ = ω as the left invariant (1,1)-form whose value at id ∈ Diff 0 is given by the Gelfand-Fuks cocycle c (more exactly, the restriction of c to the Lie algebra C ⊗ diff 0 ). Hence a solution χ of (4.4) will also solve ∂∂χ = ω. Now some solution χ 0 of this latter equation can be constructed by embedding the space Diff 0 ≈ Diff/S 1 into a Grassmannian, and explicitly solving the ∂∂ equation there in terms of infinite determinants. Kirillov and Yuriev do this in [11] with a Lagrangian Grassmannian; the embedding is obtained from a symplectic representation of Diff. Alternatively, the unitary representations considered in section 3 can also be used; below we will sketch this approach.
Thus, fix λ ∈ C, Re λ = If ψ ∈ Diff 0 , U ψ is in the restricted unitary group (see [20] ), and we can decompose it according to the polarization H = H + ⊕ H − as U ψ = p q r s .
