Abstract: Gravity Recovery and Climate Experiment (GRACE) data have become a widely used global dataset for evaluating the variability in groundwater storage for the different major aquifers. Moreover, the application of GRACE has been constrained to the local scale due to lower spatial resolution. The current study proposes Random Forest (RF), a recently developed unsupervised machine learning method, to downscale a GRACE-derived groundwater storage anomaly (GWSA) from 1 • × 1 • to 0.25 • × 0.25 • in the Northern High Plains aquifer. The RF algorithm integrated GRACE to other satellite-based geospatial and hydro-climatological variables, obtained from the Noah land surface model, to generate a high-resolution GWSA map for the period 2009 to 2016. This RF approach replicates local groundwater variability (the combined effect of climatic and human impacts) with acceptable Pearson correlation (0.58~0.84), percentage bias (−14.67~2.85), root mean square error (15.53~46.69 mm), and Nash-Sutcliffe efficiency (0.58~0.84). This developed RF model has significant potential to generate finer scale GWSA maps for managing groundwater at both local and regional scales, especially for areas with sparse groundwater monitoring wells.
Introduction
Groundwater availability assessment highly depends on groundwater monitoring [1] . Local wells are a dependable source of groundwater measurement around the world [2] . However, inadequate monitoring well networks make groundwater observation less reliable [3] . Comprehending the magnitude of groundwater pumping and seasonal variability is very complex due to limited monitoring well networks at regional or local scales. Many advanced statistical solutions have been developed to model groundwater variability, such as geo-statistical analysis of groundwater data [4, 5] groundwater modeling [6, 7] , and groundwater monitoring network design [8] . Imbalanced spatial distribution and irregular measurement of groundwater wells are among the main challenges for modeling groundwater.
Satellite remote sensing has unfolded new techniques for monitoring and modeling groundwater anomalies by overcoming the limitations of in situ groundwater monitoring wells. National Aeronautics and Space Administration (NASA)'s recently accomplished program, twin Gravity Recovery and Climate Experiment (GRACE), has become a reliable source of groundwater measurement for major aquifers, such as the North China Plain aquifer, California's Central Valley aquifer, and the High Plains
1.
Is RF capable of downscaling a GRACE-derived groundwater storage anomaly (GWSA) to a finer scale while capturing the seasonal variability in the region with low in situ groundwater data? 2.
Can satellite-derived geospatial and hydro-climatological variables be used in an RF-based GWSA downscaling approach?
With a goal to answering the aforementioned research questions, this study developed an RF model to downscale GRACE-derived GWSA from 1 • × 1 • to 0.25 • × 0.25 • . The RF model was applied for the time range 2009 to 2016 to generate time series and the spatial distribution of the GWSA in finer scale. The downscaled GWSA anomaly was compared with in situ values to assess the model performance. The study also investigated which hydro-climatological variables, namely, aspect, base flow groundwater runoff (BFGR), digital elevation model (DEM), plant canopy surface water (PCSW), evapotranspiration (ET), heat flux (HF), precipitation, root zone soil moisture (RZSM), slope, soil moisture (SM), storm surface runoff (SSR), snow water equivalent (SWE), snow precipitation (SP), temperature, and wind speed (WS), were more influential while downscaling the GWSA from the GRACE-derived product in the selected study area. The result of this study is expected to provide insights into the High Plains aquifer management plan for upcoming years, especially for the Northern part.
Study Area
The NHPA underlies around 250,000 km 2 from five distinct states: South Dakota, Wyoming, Nebraska, Kansas, and Colorado ( Figure 1 ). Heterogeneous deposition of gravel, sand, clay, and unconsolidated silt make up this unconfined aquifer. Agriculture in the NHPA is highly dependent on groundwater pumping, which plays a vital role in groundwater storage declining, both spatially and temporally. Additionally, periods of rainfall availability are out of phase with periods of water demand, which accelerates declination in the groundwater level [42] . Spatiotemporal variability in the groundwater table needs to be investigated to develop a water distribution policy to meet demand. With an average saturated thickness of approximately 77 m, groundwater tables in the NHPA have varying depths of up to thirty meters below the ground surface. With a goal to answering the aforementioned research questions, this study developed an RF model to downscale GRACE-derived GWSA from 1° × 1° to 0.25° × 0.25°. The RF model was applied for the time range 2009 to 2016 to generate time series and the spatial distribution of the GWSA in finer scale. The downscaled GWSA anomaly was compared with in situ values to assess the model performance. The study also investigated which hydro-climatological variables, namely, aspect, base flow groundwater runoff (BFGR), digital elevation model (DEM), plant canopy surface water (PCSW), evapotranspiration (ET), heat flux (HF), precipitation, root zone soil moisture (RZSM), slope, soil moisture (SM), storm surface runoff (SSR), snow water equivalent (SWE), snow precipitation (SP), temperature, and wind speed (WS), were more influential while downscaling the GWSA from the GRACE-derived product in the selected study area. The result of this study is expected to provide insights into the High Plains aquifer management plan for upcoming years, especially for the Northern part.
The NHPA underlies around 250,000 km 2 from five distinct states: South Dakota, Wyoming, Nebraska, Kansas, and Colorado ( Figure 1 ). Heterogeneous deposition of gravel, sand, clay, and unconsolidated silt make up this unconfined aquifer. Agriculture in the NHPA is highly dependent on groundwater pumping, which plays a vital role in groundwater storage declining, both spatially and temporally. Additionally, periods of rainfall availability are out of phase with periods of water demand, which accelerates declination in the groundwater level [42] . Spatiotemporal variability in the groundwater table needs to be investigated to develop a water distribution policy to meet demand. With an average saturated thickness of approximately 77 m, groundwater tables in the NHPA have varying depths of up to thirty meters below the ground surface. 
Data Acquisition

GRACE
In this study, GRACE Release 05 products were collected from three different sources, namely, the Jet Propulsion Laboratory (JPL), the Center for Space Research (CSR), and Geo Forschungs Zentrum Potsdam (GFZ), from 2009 to 2016, with a spatial resolution of 1 • × 1 • [43] . The effect of redistributing the earth's lithospheric masses due to the delayed viscoelastic response of ice age deglaciation was adjusted for by applying a glacial isostatic adjustment [44] . The oblateness of the earth's surface was addressed using a spherical harmonic of degree 2 and order 0 coefficient [45] . A destriping and 300 km wide Gaussian filter were also applied to minimize the effects of correlated errors. The scaling factor of the respective datasets was applied to minimize the uncertainties due to the filtering process. The averaging of all three terrestrial water storage (TWS) datasets was performed before further processing to reduce the bias associated with different process algorithms.
Global Land Data Assimilation System (GLDAS)
GLDAS is a space-and ground-based integrated observation system which estimates terrestrial water, energy storages, and their transformation more realistically [46] . To capture the physical process, the data from multiple ground-and space-based observations were integrated using sophisticated numerical models. Water and energy cycle processes information was used to fill gaps and minimize errors in the observations. Here, the Noah 2.1 land surface model was used, as it generates data with different spatial resolutions (1 • × 1 • , 0.25 • × 0.25 • ) with the same temporal scale [47] . In this paper, GLDAS Noah 2.1 was used to obtain BFGR, PCSW, ET, HF, precipitation, RZSM, SM, SSR, SWE, SP, temperature, and WS at both coarse 
Methodology
Groundwater Storage Changes
The terrestrial water balance approach was used to obtain groundwater storage. From terrestrial water storage change (∆TWS), anomalies of other vertical water components of the terrestrial water cycle, i.e., soil moisture (∆SM), snow water equivalent (∆SWE), and canopy water storage (∆CWS), computed from GLDAS-Noah 2.1, were removed to calculate the groundwater storage anomaly (∆GWS), as shown in Equation (1).
The anomaly (∆) for all components was calculated by maintaining the long term mean from 2009 to 2016.
In Situ Groundwater Storage
Groundwater monitoring data were obtained from the National Ground-Water Monitoring Network (https://cida.usgs.gov/ngwmn/index.jsp). Ten groundwater monitoring stations were chosen to correspond with GRACE data from 2009 to 2016. Temporal consistency in data was tested while choosing the study period and stations. At first, long-term (2009-2016) average groundwater elevation Environments 2019, 6, 63 5 of 15 was subtracted from individual groundwater level measurements to calculate the groundwater level anomaly (GWLA), as shown in Equation (2) .
Here, GWL represents the groundwater level and GWL LTM is the long-term (2009-2016) mean for the groundwater head of the same station.
Next, the GWLA was factored by specific yield to obtain the GWSA, as shown in Equation (3). The specific yield of the NHPA was obtained from [48] .
In this equation, GWSA represents the GWS anomalies (mm), GWLA = groundwater level anomalies (mm), and S y = average specific yield.
RF Model
RF is characterized as an ensemble-based nonlinear statistical bagging method. RF generates homogeneous subsets of ancillary predictors, known as regression trees, in a random manner and uses the advantages of using the average results of each combination. At first, it requires several numbers of variables from all predictor variables. The individual regression tree is generated from two-thirds of the bootstrapped sample training data. The remaining one-third of observations are known as out of bag (OOB). Every variable in the RF model generates a non-overlapping predictor space. After selecting the first predictor, the next cut point to split the predictor space was selected by maximizing the reduction in the residual sum of squares error. This process was continued up to a certain stopping criterion. The average value of all the trees, as generated by RF, was considered the model's prediction. More details on RF can be found in Breiman [29] . OOB error estimates and variable importance rankings are two important features to consider while developing the RF algorithm. A higher number of subsets reduces the confidence of the developed model. On the other hand, using fewer subsets may make it incapable of capturing the appropriate relationship between the variables and the targeted output. It is a common practice to use the square root of the number of predictor variables during classification and one third of the total variables during regression analysis as the number of subsets while developing the RF model. The OOB error is measured by calculating the mean square error difference as a result of using the first two-thirds data and OOB data to generate trees. Once the RF model was trained, it was trained up with multiple of predictor variables and single response variables at the coarse scale. Trained model output was compared with the original response variable to calculate the residual. Then, the model was run using the predictor variable at a finer resolution. The final output, a high-resolution GWSA, was obtained using disaggregated residual correction. A schematic view of applying the RF model is depicted in Figure 2 .
Results and Discussion
This section first presents the parameter sensitivity of the proposed RF model and then a spatiotemporal evaluation of the proposed RF model.
RF Result and Parameter Sensitivity
The performance of the RF model mostly depends on selecting appropriate biophysical variables that are highly correlated with GRACE. Precipitation, temperature, DEM, Natural Resources Conservation Service soil data [2, 49] , evapotranspiration [50] , and runoff [51] were used for downscaling GRACE data. In this work, different predictors, i.e., aspect, BFGR, DEM, PCSW, ET, HF, precipitation, RZSM, slope, SM, SSR, SWE, SP, temperature, and WS, were used to develop RF, as those are strongly co-related with groundwater. GRACE data have a lower spatial resolution (1 • × 1 • ). Before applying RF, Environments 2019, 6, 63 6 of 15 two hypotheses were considered, i.e., the relation of GRACE to other predictor variables is non-linear, and interactions remain consistent in each spatial direction. To check the applicability of variables, a sensitivity test was performed. The RF can calculate the relative contribution of each variable in the downscaling process. The variable importance measures predictive (VIMP) evaluates the predictive ability of the variables in the developed RF model. VIMP measures the difference in prediction error before and after permutation for each variable. A close-to-zero VIMP indicates the variable has a non-existent or small impact on the prediction. Larger values indicate a higher predictive power. Figure 3 shows the normalized variable importance of the predictors for downscaling within the NHPA. According to Figure 3 , out of fifteen variables, DEM was the most crucial predictor with regard to developing RF models. The slope was found to be the least important for predicting the groundwater. The importance calculation adopted was truly statistical and cannot describe any underlying physical processes which increase the importance of the DEM over slope and aspect. Since all the values were greater than zero or positive, all the predictors were considered skillful while estimating the groundwater storage. 
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The performance of the RF model mostly depends on selecting appropriate biophysical variables Figure 4 shows a schematic diagram of a sample tree which was generated during the training period. This tree can be used for classification using the SM variable at first. For example, if the SM value is less than 235.16 mm the model prediction is done with the left leg and so on. On the other hand, if the SM value is equal, or more than 235.16 mm, it follows that the right offshoot and predictor PCSW has been used. Either SP or PCSW, wherever it reaches, checks the value of the respective predictor from the predictor list and follows the same convention as in the previous step in SM. Every mother node is divided into two child nodes. This step continues until the end node, which gives the value of GWSA. For a set of predictors, different trees of the forest end up with a different output. The result is the simple arithmetic mean of all output resulting from every tree of the forest. Figure 4 shows a schematic diagram of a sample tree which was generated during the training period. This tree can be used for classification using the SM variable at first. For example, if the SM value is less than 235.16 mm the model prediction is done with the left leg and so on. On the other hand, if the SM value is equal, or more than 235.16 mm, it follows that the right offshoot and predictor PCSW has been used. Either SP or PCSW, wherever it reaches, checks the value of the respective predictor from the predictor list and follows the same convention as in the previous step in SM. Every mother node is divided into two child nodes. This step continues until the end node, which gives the value of GWSA. For a set of predictors, different trees of the forest end up with a different output. The result is the simple arithmetic mean of all output resulting from every tree of the forest.
Evaluation of the RF-Downscaled Data
GWSA Trends in the NHPA
The study time frame was divided according to the appearance of hydrologic extremes, i.e., the big dry, big wet, and fluctuation periods, to evaluate the model's performance spatially [52] . At first, the trend in the GWSA was extracted using the non-parametric method "seasonal and trend decomposition using Loess," which is commonly known as STL [53] . The adjacent high and trough of the GWSA trend were used to identify each of the segments of the extreme event. To locate the shift in the trend, a visual inspection was also performed. The monthly average GWSA of all grids in the NHPA from 2009 to 2016 ( Figure 5 ) suggests that the GWSA had apparent seasonal variability, with a maximum and minimum in April and August, respectively. The monthly GWSA long-term trend can be divided into three sections. For instance, it may be described as including a first wet period from January 2009 to May 2011, followed by a dry period from June 2011 to March 2013, and finally a moderately dry scenario from April 2013 to January 2016. The rest of the time displayed a somewhat steady situation and has not been considered here. The first segment represents significant groundwater replenishment of 18 mm/year. Following this, the big dry period can be characterized as having a higher decline (46.68 mm/year). The last period shows a moderate increase in groundwater at a rate of 18.54 mm/year and steady groundwater storage is observed for the rest of the period. All of the trend was calculated with 95% significance. The error bars show the deviations of the GWSA obtained from the three GRACE datasets (CSR, JPL, and GFZ). To find the missing months, the seasonal component adds after imputation the deseasonalized time series [54] . if the SM value is equal, or more than 235.16 mm, it follows that the right offshoot and predictor PCSW has been used. Either SP or PCSW, wherever it reaches, checks the value of the respective predictor from the predictor list and follows the same convention as in the previous step in SM. Every mother node is divided into two child nodes. This step continues until the end node, which gives the value of GWSA. For a set of predictors, different trees of the forest end up with a different output. The result is the simple arithmetic mean of all output resulting from every tree of the forest. 
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Spatial Distribution of the Downscaled GWSA
For every hydrologic extreme downscaled GWSA values were plotted. Figure 6 shows the highresolution GWSA within the NHPA under three different hydrologic extreme conditions. For all three cases, the overall spatial distribution of the high resolution (0.25° × 0.25°) downscaled GWSA was similar to that of the coarse scale (1° × 1°) gridded GWSA. In addition, the downscaled GWSA successfully reflects sub-grid heterogeneity, that is, the effect of local scale geospatial and hydroclimatological characteristics on GWSA. By the end of the first long wet period, the eastern part of the NHPA faced comparatively higher groundwater replenishment. At the end of the long dry period, a completely different scenario was observed; the western part experienced relatively lower depletion than the eastern region. Anomalies indicate that the eastern part of the NHPA experienced a higher variability (−121mm ~ 202mm) in groundwater storage from 2009 to 2016. The central part of the NHPA evidenced steady groundwater table elevations during the study period. 
For every hydrologic extreme downscaled GWSA values were plotted. Figure 6 shows the high-resolution GWSA within the NHPA under three different hydrologic extreme conditions. For all three cases, the overall spatial distribution of the high resolution (0.25 • × 0.25 • ) downscaled GWSA was similar to that of the coarse scale (1 • × 1 • ) gridded GWSA. In addition, the downscaled GWSA successfully reflects sub-grid heterogeneity, that is, the effect of local scale geospatial and hydro-climatological characteristics on GWSA. By the end of the first long wet period, the eastern part of the NHPA faced comparatively higher groundwater replenishment. At the end of the long dry period, a completely different scenario was observed; the western part experienced relatively lower depletion than the eastern region. Anomalies indicate that the eastern part of the NHPA experienced a higher variability (−121mm~202mm) in groundwater storage from 2009 to 2016. The central part of the NHPA evidenced steady groundwater table elevations during the study period.
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Validation of GWSA with Temporal Scale
Heterogeneity in aquifer layers results in the nonuniform distribution of the specific yield, thus making groundwater storage calculation more complicated. The temporal patterns of RF-downscaled GWSA were compared with the in situ monitoring station to assess downscaling performance.
The long-term temporal variability in GWSA was interpreted by superimposing in situ measurements onto the downscaled product. Figure 7 shows a comparison of in situ water levels and the downscaled GWSA for monthly trends and seasonality for three different observation wells (w14, w12, and w404159100494601) reflecting different regions (east, central, and west) within the NHPA. Both the observed and downscaled GWSA show a fluctuating (moderately increasing, sharply decreasing, steadily increasing) trend from January 2009 to December 2016. Wet conditions up to 2010 support the idea of moderate recharging. The sharp declination in groundwater storage is proof of combined drought and groundwater withdrawals from 2011 to 2013. The steady increasing trend matches recent research in the region which proves that the NHPA experienced groundwater recharging. The seasonal component of monthly GWSA and that observed from in situ stations show strong coherence. Both (downscaled and observed) show the highest value in January and the lowest in July, in a consistent manner.
The statistical indices of all the wells are shown in Table 1 . In general, downscaled GWSA showed good conformity with the station values. The Pearson correlation values suggest RF-downscaled GWSA has a statistically significant correlation with the monitoring wells. Out of ten, three wells exhibited very high (0.90~0.94), and the rest of them high (0.81 to 0.88), positive correlations with the downscaled product. The root mean square error (RMSE) lies between 15.53 mm to 46.69 mm. Table 1 values confirm that it is not always necessarily true that a higher correlation shows a lower RMSE and vice versa. The highest Nash-Sutcliffe efficiency (NSE) among the ten wells is 0.84, for w12. This NSE value indicates that the developed model replicates the observed scenario within a satisfactory range. Percentage bias (PBIAS) suggests the downscaled values slightly overestimate (2.85~0.09) most of the wells' measurements, although the highest bias (−14.67, for w37) is estimated as negative. Among the ten wells, the largest PBIAS was evaluated for w37. All these statistical indices indicate that satellite products have the potential to resample GRACE-derived groundwater storage to a finer scale. As the RF-downscaled GWSA replicates the in situ GWSA with a higher correlation, it can be used to enhance the performance of other hydrologic models, i.e., Water -Global Analysis and Prognosis, World Wide Water Resources Assessment, or Land Surface Models (Mosaic, CLSM, or Variable Infiltration Capacity, commonly known as VIC), at the local scale. 
Uncertainties and Comparison with Previous Studies
The time frame of the current study is short due to consistency in in situ observations; even GRACE does not have long term data with which to take into consideration long-term climate variability. Also, the in situ stations are not dense, which limits the analysis for the validation part. The predictors used for downscaling were not free from error. Additionally, interpolation of missing GRACE may introduce error to the calculation of GWSA. Although the applied method was used to impute time series, a more accurate method like Artificial Neural Network (ANN), associated with other hydrologic variables (for example, rainfall, soil moisture, and precipitation) can be used for future studies. GRACE has latencies from two to six months from the beginning of its launch in April 2002, which might hinder real-time groundwater storage assessment at the local scale.
Recently, Gemitzi and Lakshmi [49] and Miro and Famiglietti [2] have applied ANN to downscale GRACE data. Both models showed good performance with calibration. However, in the validation part, the first one accelerated the overestimation of in situ data. The second one experienced an error of nearly one meter in some places compared to gauge data in the GWSA. Although Seyoum and Milewski [55] have considered the lag effect of predicting variables, the ANN model shows poor performance in terms of its Pearson correlation and exhibits more variability than observed GWSA. On the other hand, the simple statistical approach [50, 51] showed comparatively better results. The output of the currently proposed RF model shows an error of less than 8 mm even in extreme hydrologic scenarios. Statistical indices also strengthen the model's acceptance, as they show high correlation and NSE values compared to the ANN approach. The spatial distribution of GRACE, coupled to an RF, provides an opportunity for assessing groundwater storage more accurately at the regional scale around the world.
Conclusions
This study used an RF model, a supervised machine learning approach, to generate a fine resolution GRACE-derived GWSA. The study utilized multiple remote sensing data for a better understanding of groundwater dynamics at regional scales. The downscaling performance of the developed RF model was evaluated by comparing in situ groundwater storage with spatially enhanced GWSA data. The findings of the current research may be summarized as follows.
(1) The RF model was successfully utilized to enhance a GRACE-derived GWSA from coarse (1 • × 1 • ) to finer (0.25 • × 0.25 • ) spatial resolution with acceptable errors. (2) VIMP shows that the DEM and soil moisture have a comparatively higher impact on the RF-based downscaling process. SWE showed less sensitivity to downscaling, although it is an important component of the terrestrial water cycle. (3) The RF-based downscaling approach can replicate long-term trends and seasonal variation in groundwater storage variation for individual monitoring wells. (4) The incorporation of GRACE products with other satellite datasets showed a higher potential to assess groundwater storage variability for comparatively smaller watersheds (less than 772 km 2 in equator).
Areas scarce with in situ hydrologic monitoring stations are benefited by spatially-improved GWSA data. The newly developed RF algorithm allows for a better assessment of groundwater storage variability, due to climatic and human activities, on the spatial scale. The integration of more remote sensing data, related to water dynamics, will help to develop a more robust model for setting groundwater management policies in practice at local and regional scales. RF shows its potentiality to overcome the drawbacks of GRACE products. The accuracy of the developed RF model can be justified to the next step when NASA's newly (May 2018) launched GRACE -Follow On (GRACE-FO) mission data becomes available.
