A derivation of the cyclic form factor equation from quantum field theoretical principles is given; form factors being the matrix elements of a local operator between scattering states. The scattering states are constructed from Haag-Ruelle type interpolating fields with support in a 'comoving' Rindler spacetime. The cyclic form factor equation then arises from the KMS property of the modular operators ∆ associated with the field algebras of these Rindler wedges. The derivation in particular shows that the equation holds in any massive 1 + 1 dim. relativistic QFT, regardless of its integrability.
Introduction
Form factors of a 1 + 1 dim. massive quantum field theory (QFT) and modular structures in the sense of algebraic QFT are apparently unrelated concepts. Form factors are matrix elements of some local operator between an asymptotic multi-particle state and the physical vacuum. As such they are parametrized by a set of (initially real) rapidity variables θ j in which they admit a meromorphic continuation and possibly by a set of internal quantum numbers a j , 1 ≤ j ≤ n. We shall write F an...a 1 (θ n , . . . , θ 1 ) = 0|O|θ n , a n ; . . . ; θ 1 , a 1 , where O is a bounded local operator (obtained by smearing a local, uncharged field with a test function) and each rapidity θ parametrizes an on-shell momentum in the usual way, p 0 = mchθ, p 1 = mshθ. In theories with a factorized scattering operator there exists a system of functional equations for these form factors, which entail that the Wightman functions built from them have all the required properties, and which in principle allow one to compute the former exactly. Knowing the form factors, the Wightman functions can be reconstructed through convergent series expansions, which arise from inserting a resolution of the identity in terms of scattering states. Truncating the series at a finite particle number provides a powerful solution technique that produces non-perturbative results difficult or impossible to obtain otherwise. The most innocently looking of these functional equation is the cyclic form factor equation, stating that F an...a 1 (θ n , . . . , θ 2 , θ 1 + 2πi) = η F a 1 an...a 2 (θ 1 , θ n , . . . , θ 2 ) , (1.1) where η is a phase and the shift by 2πi is understood in the sense of analytic continuation. Originally equation (1.1) was found in the context of the Sine-Gordon model [1] improving on earlier attempts to generalize Watsons equation [3] . Subsequently Smirnov promoted it to an axiom for the form factors of an integrable QFT, which together with the other equations implies locality [2] . The purpose of this paper is to give a derivation of equation (1.1) from quantum field theoretical principles. The derivation shows in particular that (1.1) holds in any massive 1+1 dim. relativistic QFT, regardless of its integrability. The crucial tools are the modular structures (in the sense of algebraic QFT) in a 'Rindler wedge' situation, where they have geometrical significance.
Modular structures in the context of von Neumann algebras are a pair of operators (J, ∆) that can be associated to any von Neumann algebra M with a cyclic and separating vector Ω. Their significance stems from the Tomita-Takesaki theorem [7] , stating that JMJ coincides with the commutant of M and D s (X) = ∆ is X∆ −is , X ∈ M defines an automorphism group of M. In algebraic QFT one deals with a net of von Neumann algebras M(K) associated to bounded regions K (double cones) of the Minkowski spacetime and (by the Reeh-Schlieder theorem) for each M(K) the vacuum provides a cyclic and separating vector. Hence the Tomita-Takesaki theory applies. The same holds when K is replaced with a Rindler wedge, in which case the modular symmetries have geometrical significance. Basically J acts as a reflection and exchanges the left and the right Rindler wedge and ln ∆ can be identified with the generator of Lorentz boosts along a direction that leaves the wedge invariant. Heuristically one can think of ∆ as an unbounded operator implementing Lorentz boosts with purely imaginary parameter and J as being related to the CPT operator. In the framework of the Wightman QFT the above result is essentially due to Bisognano and Wichmann [4] , while in the more general algebraic setting an analogous 1+1 dim. result has more recently been proved by Borchers [5] .
In this context equation (1.1) is clearly reminiscent of the "KMS property" (ΩY ∆XΩ) = (ΩXY Ω), X, Y ∈ M of the modular operator ∆. For an actual derivation of (1.1) one has to deal with three aspects of the problem. First one has to make sure that the action of the modular operator is defined on (vectors generated by) appropriate operators localized in a wedge domain and having sharp momentum transfer. Second one has to show that these operators generate the usual scattering states of a Minkowski space QFT. Third, in order to cover reasonably generic QFTs, soliton sectors should be taken into account. This is because in 1+1 dim. massive particles often have soliton properties, i.e. interpolate between inequivalent vacua, and excluding them asymptotic completeness cannot be expected to hold; see e.g. [13] . It is the combination of these aspects which renders the derivation of (1.1) technically a bit subtle. In the next section we describe the required general QFT framework in the presence of soliton sectors. In section 3 we discuss some aspects of a Haag-Ruelle type scattering theory tailored towards the use of modular structures. The derivation proper of (1.1) is given in section 4.
QFT framework
Since equation (1.1) is a statement about matrix elements of scattering states, it is clear that the proper QFT framework for its derivation must ensure that the QFT under consideration has a well-behaved scattering theory. Apart from the set-up in which a Haag-Ruelle type scattering theory is formulated in higher dimensions, in 1 + 1 dim. this requires the inclusion of soliton sectors, because otherwise asymptotic completeness cannot be expected to hold. The guideline in the framework described below was simplicity rather than minimality of the assumptions. The paragraphs containing major assumptions on the QFT considered are numbered (1) - (5) .
(1) The QFT is supposed to be described in terms of a net of local observables K → A(K) satisfying isotony and locality [10] . For simplicity we also require covariance with respect to the action of the proper 1 + 1 dim. Poincaré group P + . This means that there exists a representation of P + by automorphisms g → α g such that α g A(K) = A(gK). Elements g = g(λ, a, ǫ) ∈ P + can be parametrized by triples (λ, a, ǫ), where λ ∈ IR is a boost parameter, a ∈ IR 1,1 a translation parameter and ǫ ∈ {±1} is a sign. Our conventions are g(λ, y, 0)(x) = x(λ) + y and g(0, 0, ±1)(x) = ±x, with x 0 (λ) = x 0 chλ + x 1 shλ, x 1 (λ) = x 0 shλ + x 1 chλ. For arguments and indices referring to g ∈ P + we will use the shorthands y = g(0, y, 1), λ = g(λ, 0, 1) and r = g(0, 0, −1). The composition of α r with complex conjugation is denoted by j and identified with a CPT operation on the net. The C * -algebra associated with a double cone K of 1 + 1 dim. Minkowski space is denoted by A(K) and is assumed to be a factor. In 1 + 1 dim. each double cone K is an intersection of two translated wedges
are the left and right Rindler wedge. For an unbounded region G let A(G) denote the algebra obtained by taking the normclosure (C * -inductive limit) of K⊂G A(G); in particular A = A(IR 1,1 ) is the algebra of quasilocal observables. For any state ω over A(G) we write (H ω , π ω , Ω ω ) for the GNS triple of ω and denote by M ω (U) the von Neumann algebra π(A(U)) ′′ , where the double prime denotes the weak closure in the C * -algebra of bounded operators on H ω . The representation of the Poincaré group on H ω is denoted by g → U ω (g); for the subgroups we set U ω (x) := U ω (g(0, x, 1)), U ω (λ) := U ω (g(λ, 0, 1)), etc..
(2) Further we assume that the QFT under consideration has both massive 1-particle and massive vacuum states. These concepts are defined as follows [12] . A massive 1particle state is defined to a pure translation covariant state on A such that the spectrum Sp(U ω ) of the translation group U ω on the GNS Hilbert space H ω consists of the mass shell {p| p 2 = m 2 } and a subset of the continuum {p| p 2 = (m + µ) 2 , µ > 0}. Similarly a massive vacuum state is defined, except that Sp(U ω ) now consists of the value 0 and a subset of {p| p 2 > µ 2 }, where µ > 0 is called the mass gap. The unitary equivalence class of irreducible GNS representations associated with a given massive 1-particle states is called a massive 1-particle sector and will be denoted by a or [ω a ]. The set of massive 1-particle sectors is assumed to be finite and is denoted by I. Similarly massive vacuum sectors α or [ω α ] are defined, of which there may be infinitely many. For these vacuum sectors we shall assume that they obey wedge duality, i.e.
where as usual the prime denotes the commutant in the algebra of bounded operators on the (separable) GNS Hilbert space. One can interpret A(L + c) as a weakly dense subalgebra of M α (L + c) and similarly for the right wedges. We do not require Haagduality.
If (2.1) is replaced with Haag duality, this is roughly also the 1 + 1 dim. specialization of the set-up in which superselection sectors in d + 1 dim. in the sense of DHR and BF are discussed [11, 12, 10] . A peculiarity of 1 + 1 dim. is that non-trivial superselection sectors in this sense do not exist [16] . The massive 1-particle states can however have soliton character, i.e. interpolate between two inequivalent vacua at positive or negative spacelike infinity. This is related to a topological speciality of 1+1 dim. Minkowski space:
The spacelike complement of any double cone has two disconnected components, a left and a right component. Associated with any massive 1-particle state ω a are therefore a pair of massive vacuum states ω α L and ω α R [14] . To simplify the notation we shall use subscripts α instead of ω α and a instead of ω a when referring to concepts associated with states from some vacuum or 1-particle sector. For example we write (H α , π α , Ω α ) for the GNS triple of ω α . The subspace of H a with Sp(U a ) contained in the mass shell is called the 1-particle subspace and will be denoted by H (1) a . It is supposed to transform irreducibly with mass m a and "spin" s a ∈ 1 2 Z Z under the proper 1 + 1 dim. Poincaré group. In many situations one will be interested only in the interpolation properties of a state, not in its particle properties. This motivates to define kink states as follows: A state ω over A is called a kink state, interpolating between vacuum states ω L and ω R , if it is a translation covariant state satisfying the spectrum condition (i.e. Sp(U ω ) is contained in the closed forward lightcone) and if it has the property
where '≃' denotes unitary equivalence. Naturally a kink sector is an equivalence class [ω] of kink states. Note that massive 1-particle states are special kink states. Following Fröhlich [13] we shall assume that the interpolated vacua are related by a symmetry, in which case kink states can be constructed from vacuum states by means of so-called interpolating automorphisms whose existence is postulated.
(3) Recall that a * -automorphism χ of A is called an internal symmetry of the net A(K) if it preserves the net structure χ(A(K)) = A(K) for all double cones K, and commutes with translations, i.e. χ • α x = α x • χ. Here we assume that it also commutes with the CPT operation j. These automorphisms form a group w.r.t. composition. We shall assume that to each symmetry χ there exists an interpolating automorphism defined as follows: A * -automorphism ρ of A is called χ-interpolating (of orientation +1) if it fulfils the following two conditions: (i) There exists a bounded double cone K such that
and ρ
where K L and K R are the left and right spacelike complement of K, respectively. (ii) There exists a strongly continous map γ ρ : P + → A (a cocycle) such that
If the roles of K R and K L in (2.3) are interchanged, the automorphism is said to have orientation −1. We shall adopt the convention that the latter are always treated as CPT conjugates j(ρ) of automorphisms ρ with orientation +1 (c.f. below). The double cone K is referred to as the interpolation region of ρ. One easily verifies that γ ρ (g x ) has interpolation region α x (K), if K is the interpolation region of ρ. For simplicity we assume that ρ is determined by χ up to unitary equivalence. That is to say, if ρ 1 , ρ 2 are two χ-interpolating automorphisms then ρ 1 ρ −1 2 is an inner automorphism of A. The main use of these interpolating automorphisms lies in the following fact: ( * ) Let χ be a symmetry and let ω α be a massive vacuum state. Then, for each χ-interpolating automorphism ρ the state ω α • ρ is a kink state interpolating the vacuum sectors [ω α ] =: α and [ω α • ρ] =: α χ . Let us briefly comment on the proof of ( * ): The fact that the state ω α • ρ has the correct interpolation property is manifest. Its translation covariance follows from the translation part of the identity
Here g → U κ (g) is the representation of the Poincaré group in the representation π κ := π α • ρ, which can thus be constructed from U α and the cocycle. To complete the proof of ( * ) it remains to establish the spectrum condition, which is done in [13, 15] . As a consequence of ( * ) we can label a kink sector by a pair κ = (α, ρ), where α is a vacuum sector and ρ an interpolating automorphism. In general the kink state ω α • ρ will not be a massive 1-particle state; the special interpolating automorphisms for which this is the case will be called 1-particle automorphisms of type a, if ω α • ρ = ω a is a massive 1-particle state of type a. In this case the labeling a = κ = (α, ρ) will be used.
(4) For a translation covariant state ω satisfying the spectrum condition, the algebra M ω (c + R), c ∈ IR 1,1 is a von Neumann algebra with cyclic and separating vector Ω ω . The modular data of (M ω (c + R), Ω ω ) are denoted by (J ω , ∆ ω ). According to Borchers' theorem [5] one has
The modular data associated in this way to a massive vacuum state ω α or a kink state ω κ = ω α • ρ will be denoted by (J α , Ω α ) and (J κ , Ω κ ), respectively. We shall assume that the representations (2.6) of the Poincaré group are compatible with the ones induced from the net of local observables, i.e.
and similarly for the vacuum sectors.
To each χ-interpolating automorphism ρ one can associate an adjoint automorphism bȳ ρ := j • χ −1 • ρ • j. One easily verifies thatρ is a χ −1 -interpolating automorphism with the same interpolation region as ρ. Furtherρ and ρ have the same mass spectrum Sp(U (α,ρ) ) = Sp(U (α,ρ) ). For later use we note the following consequence of the equivalence assumption stated at the end of paragraph (3). There exist unitary operators R and R such thatρ
Besides the adjoint, there is also a CPT conjugate automorphism j(ρ) associated with a given χ-interpolating automorphism ρ. It is defined by j(ρ) := j•ρ•j and has the following features: j(ρ) is χ-interpolating with the opposite orientation as ρ and interpolation region −K, if K is the interpolation region of ρ. For the translation subgroup of P + the cocycles for ρ and j(ρ) are related by γ j(ρ) (x) = j(γ ρ (−x)), as can be seen from (2.4a). For a vacuum representation π α let U (α,ρ) be the representation (2.5) of the translation group on π α • ρ. Then
is the representation of the translation group on π α •j(ρ) where J α is the modular conjugation as above. Further ρ and j(ρ) have the same mass spectrum Sp(U (α,ρ) ) = Sp(U (α,j(ρ)) ).
(5) Finally we prepare the set-up for the discussion of scattering theory. Given the collection of 1-particle Hilbert spaces H (1) a , a ∈ I one can apply a standard second quantization procedure to them, resulting in a Fock space. In 1 + 1 dim. the statistics of the fields has no fundamental significance, so that it is convenient to work with the free ("unsymmetrized") Fock space F . Off hand the Fock space F is completely unrelated to the physical Hilbert space H. The Haag-Ruelle theory provides a constructive way to identify F with two distinguished (proper or improper) subspaces H ex , ex = in/out of H. We assume asymptotic completeness, i.e. H in = H out . Further we assume that for each particle type a in the model and each vector in the the 1-particle Hilbert space H (1) a there exists an interpolating automorphism ρ and an element Φ ∈ A(c + R) localized in a wedge domain c + R that create the vector from some vacuum Ω α in a sense specified below. Motivated by the situation in various models we also assume that these operators commute with a local observable up to a relative phase η = η(Φ, O) at spacelike distances, i.e.
for any bounded double cone K ⊂ c + L.
3. Aspects of a Haag-Ruelle Scattering theory in 1 + 1 dim.
Here we describe the aspects of a Haag-Ruelle type scattering theory in 1 + 1 dimensions required for the derivation in section 4. Compared to 3 + 1 dimensions there are two technical complications. First, the convergence for t → ±∞ of the states built from the multi-particle interpolating fields is only guaranteed for velocity ordered configurations. Second, the particle concept itself is more complicated due to the existence of solitons. As remarked before, the inclusion of soliton states is crucial for the discussion of scattering theory, because otherwise asymptotic completeness cannot be expected to hold.
The construction basically involves three steps:
1. Construction of 1-particle interpolating fields.
2. Construction of multi-particle scattering states.
3. Verification that the norms of these states factorize, yielding isometries H ex → F .
Tailored towards the use of geometric modular structures we wish to use ingredients localized in a wedge domain, which requires an approximation procedure. Before embarking on the construction proper, let us prepare some general notions for the discussion of scattering with transitions between different superselection sectors. The latter is conveniently described using the field bundle formalism; see e.g. [11, 12] . Here we shall need only a few basic features, which specialized to the present context read as follows. Pick a reference vacuum state and let (H α , π α , Ω α ) denote its GNS triple. The idea is to realize all other representations of the observable algebra A on the common reference Hilbert space H α using intertwiners built from the interpolating automorphisms. For an interpolating automorphism ρ consider the representation π α • ρ with Hilbert space
We shall use [π, ψ α ] to denote the equivalence class generated by the pair (π, ψ α ). Each equivalence class [π, ψ α ] defines a state over A by means of the assignment
The class [π α , Ω α ] plays the role of the generalized vacuum. The inner product of two states [π, ψ] and [π ′ , ψ ′ ] is defined to be (ψ, ψ ′ ) for representatives such that π = π ′ and the norm of [π, ψ] is the norm of ψ. The space of all generalized states [π, ψ α ] equipped with this inner product and norm is called the state bundle and is denoted by H.
Let now (ρ, Φ) be a pair consisting of some interpolating automorphism and a quasilocal operator Φ ∈ A. Define its action on a pair (π, ψ α ) by (ρ, Φ) • (π, ψ α ) = (π • ρ, π(Φ)ψ α ).
The associated generalized state [(ρ, Φ) • (π, ψ α )] defines a kink state over A by (3.2) . It obeys
so that there is an induced action of the intertwiners V ∈ (α|ρ) on the pairs (ρ, Φ).
In particular for a 1-particle automorphism ρ the generalized state defined by (ρ, Φ) • (π α , Ω α ) = (π α • ρ, π α (Φ)Ω α ) describes a massive 1-particle state of type a, interpolating the vacuum sectors α and α χ as defined before eq. (2.5). If in addition Φ is chosen such that the spectrum of U (α,ρ) in (2.5) is contained in the mass shell {p | p 2 = m 2 a } we call (ρ, Φ) a 1-particle operator of type a. The composition law for the pairs (ρ, Φ) is given by
and can be checked to be associative. The Poincaré group acts on the pairs (ρ, Φ) by
4)
where γ ρ is a P + -cocycle for ρ. As anticipated by the notation, the action (3.4) of P + on pairs (ρ, Φ) commutes with the composition law (3.3) due to the cocycle identity (2.4a).
Acting on a state (π α , ψ α ) one finds
Concerning the localization properties, we say that a 1-particle operator (ρ, Φ) of type a has a double cone K as its interpolation region if there exists an intertwiner V ∈ (α|ρ) such that V ρV −1 has interpolation region K and V Φ ∈ A(K). With this definition one shows that (ρ, Φ ρ (x)) has interpolation region x + K, if (ρ, Φ) has interpolation region K.
The set of 1-particle operators (ρ, Φ) of type a with interpolation region K is denoted by P a (K). We shall also need the adjoint and the CPT conjugate of a generalized operator A = (ρ, Φ). The adjoint is defined in terms of the intertwiner R in (2.8) as (ρ, Φ) † = (ρ,ρ(Φ) * R) . 
The CPT conjugate of (ρ, Φ) is defined as J(ρ, Φ)J = (j(ρ), j(Φ)). Using the properties of the CPT conjugate automorphism j(ρ) described in section 2 one finds
We now turn to the steps 1. -3. of the construction outlined.
1. Construction of the 1-particle interpolating fields: Let (ρ, Φ) ∈ P a (K) be a 1-particle operator and let Φ ρ (p) := d 2 x e −ip·x Φ ρ (x) be the Fourier transform of the translated operator Φ ρ (x). We define the 1-particle interpolating field by
8)
Here h(p) is a energy-momentum distribution with the following features: It is smooth (infinitely differentiable) with compact support in IR 1,1 and non-vanishing connected intersection with the mass hyperboloid p 2 = m 2 a . For δ > 0 we define the velocity support
where v(p) is the velocity with respect to the Lorentz frame determined by the x 0coordinate. In 1+1 dim. it is convenient to use coordinates p 0 = µ cosh θ, p 1 = µ sinh θ on the forward lightcone, in which case the velocity is parametrized by the rapidity v(p) = tanh θ. In particular v δ (h) determines some closed rapidity interval. We shall refer to the center of this rapidity interval as the "average rapidity" θ. We also find it convenient to split the information contained in h(p) into two parts: First an equivalence class of translated functions θ → h(µ cosh(θ − λ), µ sinh(θ − λ)) for some λ ∈ IR; and second the average rapidity θ of h(p), which determines a unique member of this equivalence class. In the notation A(h t | θ) adopted in (3.8), the first argument refers to the equivalence class and the second to the average rapidity. The advantage of this notation is that Lorentz boosts act on the fields (3.8) simply by shifting the average rapidity, i.e. γ ρ (λ) * α λ (A(h t |θ)) = A(h t |θ + λ) .
(3.10)
Let us now address the localization properties of the 1-particle interpolating field A(h t |θ).
In position space the expression (3.8) for A(h t |θ) becomes
A(h t |θ) = d 2 x h t (x)Φ ρ (x) , where h t (x) = d 2 p (2π) 2 h t (p) e −ip·x = d 2 yD t (x − y)h(−y) , D t (x) = d 2 p (2π) 2 e i(p 0 −ω(p 1 ))t e −ip·x .(3.
11)
Here h is the Fourier transform of h (but for notational simplicity h t is the Fourier transform of h t with sign reversed arguments). Since h has compact support in momentum space, h and h t will not have compact support in position space, but will only be of 'fast decrease'. In particular A(h t |θ) is only a quasilocal field, not an element of any algebra A(K) associated with a bounded double cone K. With hindsight to the application of modular operators in a Rindler wedge situation we wish to approximate A(h t |θ) by local fields. In preparation let us examine the decay properties of h t (x 0 , x 1 ) in more detail. A standard integration by parts argument shows that it decays faster than any power of |t − x 0 | −1 for |t − x 0 | → ∞ with x 1 fixed. Similarly, for fixed t it decays faster than any inverse power of x 1 for x 1 → ∞. Of particular interest is the limit along trajectories of the form x 0 = t, x 1 = −vt, with v ∈ v δ (h). Ruelle's lemma [9] states that h t (t, −vt) decays faster than any inverse power of t for |t| → ∞. 1 This motivates to introduce compact regions
whose spatial extension grows linearly in |t|. For a 1-particle operator (ρ, Φ) ∈ P a (K) then define
and the bounded double cone
where cone(G) denotes the smallest double cone containing the set G. One can then show: (a) A δ (h t |θ) has interpolation region K t,δ . (b) The norm of the difference of the fields (3.11) and (3.13) is bounded by some rapidly decaying function
The proof of (a) can be found in [15] ; we only add that the use of Haag duality can be avoided, consistent with our assumptions in section 2. In a slight abuse of notation we shall use (ρ, A δ (h t |θ) also to denote the representative (V t ρV t −1 , V t A δ (h t |θ)) for which the automorphism has interpolation region K t,δ and the operator is an element of A(K t,δ ). Given Ruelle's lemma in the form
the proof of (b) amounts to
2. Construction of multi-particle scattering states: Let (ρ j , Φ j ) ∈ P a j (K j ), 1 ≤ j ≤ n be a collection of 1-particle operators with interpolation regions K j to be specified later. Let A j (h t |θ) = (ρ j , A j (h t |θ)) be the associated 1-particle interpolating fields and A δ j (h t |θ) = ρ j , A δ j (h t |θ) be the approximants (3.13). Using the composition law (3.3) the product fields can be computed, for which we introduce the shorthands
for the restricted and unrestricted case, respectively. For a reference vacuum Ω α = (π α , Ω α ) consider the states X t Ω α and X t,δ Ω α . We wish to arrange the data on which these states depend such that for t → ∞ they converge in norm to states in the physical Hilbert space H. The norm of pairs (ρ, A) or (π, Ψ) here is simply defined as the norm of the second entry of the pair. The convergence can be achieved by an appropriate choice of the localization regions K j of the 1-particle operators and the velocity supports v δ (h j ) of the wave functions. The proper requirements are
Here '≺' denotes the partial ordering for double cones, i.e. K ≺ K ⇔ K − K ⊂ L. The states X t Ω α with data (3.18) are the 1+1 dim. version of Hepp-Ruelle "non-overlapping states". For the restricted fields X t,δ the condition (3.18b) guarantees that the ordering (3.18a) translates into an ordering of the bounded interpolation regions (3.14)
for large enough t > 0. Further the spatial distance between these double cones tends to infinity as t → ∞. On the other hand one has the multi-particle generalization of (3.16)
(3.20)
Combining (3.19) and (3.20) one can follow the classic arguments [9, 11] to show that
for some rapidly decreasing function d(t). A detailed account can be found in section 6.3 of [15] . Since we work exclusively with interpolating automorphisms having the orientation (2.3), or their CPT conjugates, there is unique composition law. If automorphisms with different orientations are composed some modifications are required [15] . From (3.21) one concludes that the family of vectors X t Ω α converges strongly for t → ∞ to a vector in H, which is the searched for candidate for an n-particle 'out' scattering state. It turns out to depend only on the 1-particle input data; in particular it is easily checked to be independent of the choice of the Lorentz frame used. Further, by (3.20) the restricted interpolating fields generate the same scattering states. To adhere to the rapidity notation usually employed in the context of form factors, we shall describe the limits in terms of improper momentum eigenstates as follows
. . h 1 (θ 1 ) |θ n , a n ; . . . , θ 1 , a 1 out , (3.22) where h j (θ) stands for h j (m a j cosh θ, m a j sinh θ), j = 1, . . . n, and the massive 1-particle representations π a j = π α • ρ j all have π α as their right vacuum. For simplicity we treat only 'out' scattering states here. For 'in' scattering states some of the ordering relations have to be reversed. Since we assume asymptotic completeness, it is convenient to treat them as CPT transforms of the 'out' states, as we shall do later.
3. Isometry H out → F : It remains to show that the norm of the limiting vectors (3.22) factorizes into a product of terms depending only on the 1-particle input data. As usual this follows from clustering, since the conditions (3.18) ensure that the spatial distances of the essential support regions (3.12) tend to infinity as |t| → ∞ [9, 11, 12] . Details in the case at hand can be found in [15] . This factorization entails that the limiting states (3.22) span a subspace H out of H that is isometric to a Fock space. The inner product on 1-particle states of type a, b is
As remarked before, it is convenient to work with the free Fock space built from the 1-particle Hilbert spaces, i.e. one where no relations among the creation and annihilation operators are imposed. Explicitely
In the momentum space description used before an n-particle vector is represented by a wave function h n (θ n ) . . . h 1 (θ 1 ) with ordered and separated rapidities θ n < . . . < θ 1 , together with an assignment (a n , . . . , a 1 ) to particle types. As usual the inner product on F is that inherited from the 1-particle sectors, here (3.23).
Cyclic form factor equation and modular structures
After these lengthy preparations we now turn to the derivation proper of (1.1). The idea is to use the modular operators of a family of (right) wedge domains R t = −c t + R shifted along a path t → −c t ∈ IR 1,1 , such that the restricted interpolating fields at time t have support in R t = −c t + R and the action of geometric modular operators is defined. In this way equation ( In application to the situation at hand, one first has to ensure that the n-particle interpolating fields have support either in R t or L t , and that the action of either ∆ 1/2 or ∆ −1/2 is defined on the vectors generated by them. To address this issue, let A δ j (h t j |θ j ), 1 ≤ j ≤ n be a collection of 1-particle interpolating fields with data satisfying (3.18). Let (ρ j , A δ j (h t j |θ j )) be the representatives for which ρ j has interpolation region K t,δ j and A δ j (h t j |θ j ) ∈ A(K t,δ j ). We shall be interested in the analyticity properties in λ of vectors of the form π α (γ ρ 1 ...ρn (λc t ) α λc t (X t,δ ))Ω α , with X t,δ as in (3.17) and λc t being the product of the group elements in P + parametrized by λ and c t . Writing this vector out explicitly, the kink representations π κ j := π α • ρ 1 . . . ρ j appear and we will use U κ j to denote U (α,ρ 1 ...ρ j ) in (2.5). One finds
Here c t ∈ R 1,1 is chosen such that c t + G t n ⊂ R and to simplify the notation we wrote G t j for G t,δ (h j ), 1 ≤ j ≤ n. The guideline to determine the analyticity properties of (4.3) is the following simple fact. Let g → U(g) be a strongly continous unitary representation of P + on a separable Hilbert space obeying the spectrum condition. Consider U(x(λ)) = U(λ)U(x)U(λ) −1 for x ∈ IR 1,1 with the notation x 0 (λ) = x 0 chλ + x 1 shλ, x 1 (λ) = x 0 shλ + x 1 chλ. Then
(4.4)
Further U(x(λ)) is a bounded operator in these strips. Applied to the vector (4.1) one sees that the dependence on λ is analytic in the strip 0 < Imλ < π. Indeed, since the spatial distance between the regions G t j increases with t, there exists a t 0 > 0 such that cone(G t n ) ≺ . . . ≺ cone(G t 1 ), for t ≥ t 0 , which implies y j − y j+1 ∈ R for j = 1, . . . , n − 1 with y j ∈ G t j . For the argument of U κn the condition y n + c t ∈ R holds by definition of c t . So far X t,δ
is not yet an element of A(R t ). This can be achieved by correlating the data G t,δ (h j ) for the wave functions with the interpolation regions K j of the 1-particle operators (ρ j , Φ j ). A-priori this is not a legitimate procedure, at least not if one aims at having the scattering states generated by the non-overlapping states dense in H. Though we shall not address this issue here, one expects that legitimate choices are the ones for which the interpolation region K t j is "not too far off" the essential support of the wave function G t,δ (h j ). With this in mind we choose
where t 0 is as above and j = 1, . . . , n. The implication follows directly from the definitions (3.12), (3.14) . The velocity ordering (3.18a) entails the ordering (3.19) for the regions in (4.5) as well as K t n ⊂ R t for all t ≥ t 1 with some t 1 > 0. For 1-particle interpolating fields A δ j (h t j |θ j ), 1 ≤ j ≤ n with data satisfying (3.18a) and (4.5) one therefore has A δ j (h t j |θ j ) ∈ A(K t j ) ⊂ A(R t ) for the proper representatives. It is easy to see that such localization properties are preserved under composition of generalized operators. For the multiparticle interpolating fields (3.17) one can thus choose representatives for which ρ 1 . . . ρ n has interpolation region cone(K t 1 ∪ . . . ∪ K t n ) and X(R t ) := X t,δ ρ 1 ...ρn (c t ) ∈ A(R t ). Let now (J κn , ∆ κn ) denote the modular data associated with (M κn (R t ), Ω κn ) and recall that on M κn (R t ) Lorentz boosts are implemented by Ad∆ −iλ/2π κn for real λ. If it were not for the inequivalent vacua, it would follow that the action of ∆ s κn , 0 ≤ s ≤ 1/2 is well-defined on π α (X(R t ))Ω α . To take care of the inequivalent vacua we recall the concept of relative modular operators, see e.g. [8, 10] . The latter can be thought of as arising through polar decomposition S να = J να ∆ 1/2 να of the conjugate linear operator S να π α (A)Ω α = π α (A) * Ω ν . In the application here Ω α will be the reference vacuum used throughout and Ω ν the cyclic vector for π ν := π κn = π α • ρ 1 . . . ρ n . The property
κn of the relative modular operators ensures the consistency with the before-mentioned action of Ad∆ −iλ/2π κn . We can summarize the previous discussion as parts (a), (b) of the following statement: Proposition 1 (a) Let A δ j (h t j |θ j ), 1 ≤ j ≤ n be 1-particle interpolating fields with data satisfying v δ (h n ) < . . . < v δ (h 1 ) and K j = cone G t 0 ,δ (h j ) . Then there exist wedge domains R t = −c t + R and t 1 > 0 such that the translated n-particle interpolating field
satisfies X(R t ) ∈ A(R t ) and ρ 1 . . . ρ n has bounded interpolation region in R t for all t > t 1 .
(b) Let X(R t ) ∈ A(R t ) as in (a). Let (J να , ∆ να ) be the relative modular data associated with (M ν (R t ), Ω ν ) and (M α (R t ), Ω α ), where π ν := π κn = π α • ρ 1 . . . ρ n . The action of the modular operator ∆ s να , 0 ≤ s ≤ 1/2 is well-defined on π α (X(R t ))Ω α .
(c) The generalized states X(R t )Ω α = π κn , π α (X(R t ))Ω α (4.7)
converge strongly to scattering states in H of zero total momentum for t → ∞.
We only have to comment on part (c). The convergence itself is a rephrasing of the results outlined in section 3. The fact that the additional translation by c t projects onto scattering states of zero total momentum can be seen e.g. by switching to a momentum space representation of the state (4.3) (with λ = 0) and applying a stationary phase argument.
Next we show that the CPT operation declared via (3.7) on the generalized operators induces a CPT operation on scattering states having all the required properties. The CPT conjugate of the 1-particle interpolating fields naturally is
with the complex conjugate h * of h playing the role of the charge conjugate wave function, whose average rapitity is denoted byθ. Let X(R t ) be an n-particle interpolating field as in (4.6) and consider its CPT conjugate JX(R t )J = j(ρ n ) . . . j(ρ 1 ), X(R t ) CPT =: X(R t ) CPT , (4.9)
which satisfies X(R t ) CPT ∈ A(L t ) and j(ρ 1 ) . . . j(ρ n ) has bounded interpolation region in L t for t < −t 1 . Using the tools given, one can study the analyticity properties in λ of the Lorentz boosted state U(λ) X(R t ) CPT Ω α as in (4.3). With the data for X(R t ) as in proposition 1, the dependence on λ is found to be analytic in the strip −π < Imλ < 0. If (J να , ∆ να ) are the relative modular data as in proposition 1 it follows that the action of ∆ s να , −1/2 ≤ s ≤ 0 is defined on π α (X(R t ) CPT )Ω α . On the other hand one has π α (X(R t ) CPT )Ω α = J να π α (X(R t ))Ω α . Since the action of ∆ −1/2 να is declared on these vectors, the identity J να ∆ 1/2 να = ∆ −1/2 να J να applies. From here one infers Proposition 2 (a) Let X(R t ) as in proposition 1 and JX(R t )J its CPT conjugate. The following identities hold for t > t 1 J X(R t )Ω α = π α , J να π α (X(R t ))Ω α = π α , ∆ 1/2 να π α (X(R t )) * Ω ν = π j(κn) , π α (X(R t ) CPT )Ω α = π α , V j(κn)α π α (X(R t ) CPT )Ω α , (4.10)
where π j(κn) = π α • j(ρ n ) . . . j(ρ 1 ) and V j(κn)α : H α → H j(κn) is a unitary intertwiner.
(b) Let R t be wedge domains as in proposition 1 and let (J να , ∆ να ) be the relative modular data associated with (M ν (R t ), Ω ν ) and (M α (R t ), Ω α ), where π ν := π κn = π α • ρ 1 . . . ρ n . The action of the modular operators J να and ∆ s να , 0 ≤ s ≤ 1/2 is well-defined on π α (X(R t ))Ω α . Further
(c) The state in (4.10) converges strongly to a scattering state in H of zero total momentum for t → ∞. In terms of improper scattering states (3.22) the following relation holds J|θ n , a n ; . . . ; θ 1 , a 1 out = |θ 1 ,ā 1 ; . . . ;θ n ,ā n in = |θ n , j(a n ); . . . ;θ 1 , j(a 1 ) in . Here a k ,ā k and j(a k ) refer to the massive 1-particle representations π α • ρ k , π ν •ρ k and π α • j(ρ k ), respectively. Further θ andθ are the average rapidities of a momentum space wave function h and its complex conjugate, respectively.
In the formulation of part (c) we made use of the fact that within (4.10) π κn = π α • χ 1 . . . χ n acts like a vacuum representation, so that π ν •ρ k indeed are massive 1-particle representations. From (4.12) one readily checks that J has all the familiar properties of a CPT operation on scattering states. In particular it leaves the scattering operator invariant JSJ = S −1 and the scattering operator S itself can be written as a product of J and the free CPT operator on the Fock space.
Using proposition 2 one can now also lift the action of the modular operator ∆ 1/2 να to generalized states. Since the action of J is already declared, we can take
as the defining relation. One verifies
Having all these ingredients at our disposal we can eventually transfer the computation (4.2) to the case at hand. Introduce generalized operators X(R t ), Y(R t ) by
where the data h j and K j , 1 ≤ j ≤ n are as in proposition 1 and ρ X = ρ n−k+1 . . . ρ n ,
where π κ := π κ n−k = π α •ρ 1 . . . ρ n−k and π ν := π κn = π α •ρ 1 . . . ρ n . Further V αν : H α → H ν is a unitary intertwiner. Using (4.16) one checks that all of the matrix elements in the following computation arise from well-defined inner products between generalized states. Writing momentarily X = X(R t ), Y = Y (R t ) and assuming that O ∈ A(K), c t +K ⊂ R t , the computation is
= U κ (c t )π κ (X) * Ω ν , π κ (O)U κ (c t ) * π α (Y )Ω α = (π κ (O) * π κ (X(R)) * Ω ν , π α (Y (R))Ω α ) . In the last step the auxiliary vector c t drops out, as it should. Here X(R), Y (R) are defined as in (4.15) but without the translation by c t , i.e. R t = −c t + R is replaced with R, keeping the notation consistent. The last expression in particular shows that the t → ∞ limit of these matrix elements exists and yields well-defined matrix elements between scattering states. Before taking the limit, however, we exchange the order of π κ (O) * π κ (X(R)) * in the last expression. This can be done as follows. Writing π κ (O) * = U κ (−x)π κ (α x O) * U κ (−x) −1 one can choose x ∈ IR 1,1 such that K+x ∈ L. On the other hand, evaluating the vectors U κ (x)π κ (X(R)) * Ω ν and U κ (x)π α (Y (R))Ω α in a momentum space representation, one sees that they differ from π κ (X(R)) * Ω ν and π α (Y (R))Ω α only by the insertion of phases e −ix·(pn+...+p n−k+1 ) and e ix·(p n−k +...+p 1 ) , respectively, within the momentum space integrals. This does not affect the localization properties so that π α (α x O) * can be moved to the right of the modified operator π κ (X(R)) * , at the expense of a phase factor η * = η * n−k+1 . . . η * n , where η j = η(Φ j , O) are the relative phases defined in (2.10). One can then undo the translation in π κ (α x O) * and obtains the following identity (π κ (X(R)) * Ω ν , π κ (O) π α (Y (R))Ω α ) = η (Ω ν , π κ (O) π κ (X(R)) π α (Y (R))Ω α )
= Ω κ , π κ (O)π α (Y (R))U α (c t ) * ∆ κα V αν U ν (c t )π κ (X(R))Ω κ (4.18)
Here we take the limit t → ∞ and arrive at the searched for statement for the matrix elements between scattering states. Adopting the notation from (3.22), (3.10) and (4.12) this gives in θ n−k+1 − iπ,ā n−k+1 ; . . . ;θ n − iπ,ā n | O |θ n−k , a n−k ; . . . ; θ 1 , a 1 out = η out 0| O |θ n , a n ; . . . ; θ 1 , a 1 out = out 0| O |θ n−k , a n−k ; . . . ; θ 1 , a 1 ; θ n + i2π, a n ; . . . ; θ n−k+1 + i2π, a n−k+1 out (4.19)
for ordered and separated rapidities, i.e. θ j −θ j+1 > ǫ, j = 1, . . . , n−1 with some positive constant ǫ. All massive 1-particle representations here have a common right vacuum. Both the "crossing relation" and the "cyclic form factor equation" are special cases of (4.19).
For example one has in θ n ,ā n | O |θ n−1 , a n−1 ; . . . ; θ 1 , a 1 out = η out 0| O |θ n + iπ, a n ; . . . ; θ 1 , a 1 out .
out 0| O |θ n−1 , a n−1 ; . . . ; θ 1 , a 1 ; θ n + 2πi, a n out = η out 0| O |θ n , a n ; . . . ; θ 1 , a 1 out . (4.20)
Analogues with 'in' and 'out' scattering states exchanged follow from (4.12).
The purpose of this paper was to provide a quantum field theoretical derivation of the cyclic form factor equation (1.1) or (4.19 ). The derivation given shows that it is a generic feature -not tied to integrability -of massive 1 + 1 dim. QFTs with a proper relativistic scattering theory. Keeping this in mind, we propose retaining the term "cyclic form factor equation" for it. The main technical tool in the derivation was the use of a family of Rindler spacetimes t → R t , comoving with the essential support regions of the interpolating quantum fields, to transfer the action of geometric modular structures to scattering states. We expect that a 4-dim. counterpart of the cyclic form factor equation can be derived along similar lines, to which we intend to return elsewhere.
