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Abstract—Heterogeneous cellular networks (HCNs) usually
exhibit spatial separation amongst base stations (BSs) of different
types (termed tiers in this paper). For instance, operators will usu-
ally not deploy a picocell in close proximity to a macrocell, thus
inducing separation amongst the locations of pico and macrocells.
This separation has recently been captured by modeling the
small cell locations by a Poisson Hole Process (PHP) with the
hole centers being the locations of the macrocells. Due to the
presence of exclusion zones, the analysis of the resulting model is
significantly more complex compared to the more popular Poisson
Point Process (PPP) based models. In this paper, we derive a tight
bound on the distribution of the distance of a typical user to the
closest point of a PHP. Since the exact distribution of this distance
is not known, it is often approximated in the literature. For this
model, we then provide tight characterization of the downlink
coverage probability for a typical user in a two-tier closed-access
HCN under two cases: (i) typical user is served by the closest
macrocell, and (ii) typical user is served by its closest small cell.
The proposed approach can be extended to analyze other relevant
cases of interest, e.g., coverage in a PHP-based open access HCN.
Index Terms—Stochastic geometry, interference modeling, cov-
erage probability, Poisson Hole Process.
I. INTRODUCTION
Stochastic geometry has emerged as a powerful tool for the
modeling and analysis of HCNs [1], [2]. The most popular
approach is to model the BS locations of an HCN as a super-
position of independent PPPs. While this lends tractability to
the analysis of key performance metrics, the independent PPP-
based model does not capture inherent spatial separation that
exists amongst the locations of the BSs belonging to different
tiers. In order to capture this inter-tier separation in a two-
tier HCN, [3], [4] have proposed a new model in which the
macro BS locations are modeled by a PPP and the small cell
BS locations are modeled around them using a PHP. The PHP
model essentially places an exclusion zone of a given radius
around each macro BS where small cells cannot lie.
The presence of holes in the interference field makes it
difficult to analyze PHP-based models. This has led to several
approximations, including approximating a PHP by its baseline
PPP, approximating it by a PPP with the same density as the
PHP, and approximating it by a Poisson Cluster Process [3]–
[7]. In context of the HCN analysis, this means that the
resulting approximate expressions for key metrics, such as
coverage probability, are accurate only for a limited range of
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system parameters. Furthermore, the serving distance distribu-
tion in the presence of holes is not easy to characterize. As a
result, prior works on the analysis of PHP-based HCNs either
assumed the serving distances to be fixed or used curve-fitting
to fit their distributions to a Weibull distribution [4]. More
recently, we developed new tractable tools for the shot-noise
analysis of an interference field modeled as a PHP by carefully
preserving the local-neighborhood around the receiver location
in order to maintain accuracy while approximating the far-field
to lend tractability [8]. Using the same general methodology,
we develop new tools for the analysis of PHP-based HCNs in
this paper. Key contributions are summarized next.
Contributions and outcomes. We consider a two-tier closed-
access PHP-based HCN model, where the locations of the
macro BSs are modeled by a PPP and those of small cell
BSs by a PHP. This naturally captures the inter-tier spatial
separation. To enable the downlink analysis of this model, we
first derive a bound on the distance of a typical user to the
closest point of a PHP using general approach of preserving
the local neighborhood proposed by the authors in [8]. Nu-
merical comparisons show that the bound is remarkably tight
across wide range of system parameters. This gives us the
serving distance distribution when a typical user connects to
the small cell tier. We then derive several new bounds and
approximations for the coverage probability for the closed
access case where the typical user is authorized to connect
to one of the two tiers (either macro or small cells).
II. SYSTEM MODEL
We consider a two-tier HCN consisting of macrocells and
small cells. The macro BS locations are modeled as a ho-
mogenous PPP {x1} ≡ Φ1 with density λ1 BSs per meter2.
As proposed in [3], [4], we capture the spatial separation
among the small cell and macro BSs by modeling the small
cell locations as a PHP, which can be defined formally as:
Φ2 = {x2 ∈ Ω : x2 /∈ ΞD} = Ω \ ΞD, (1)
where Ω is a baseline PPP of density λ2 and ΞD ,⋃
x1∈Φ1 b(x1, D) with b(x1, D) being a ball of radius D
centered at x1. In other words, Φ2 is generated by carving
out holes of fixed radius D centered around the points of Φ1
from Ω. This means the minimum separation between a macro
and small cell is D. This setup is illustrated in Fig. 1. Please
refer to [8] for a more detailed discussion about PHP.
For simplicity of exposition, we consider macro and small
cell users separately. We assume that each macro user is served
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Fig. 1. Illustration of the PHP-based two-tier HCN system model.
by its closest macrocell and each small cell user is served
by its closest small cell. While this case may appear to be
restrictive, its analysis entails significant complexity due to
the presence of holes in Φ2. The tools developed in this paper
to handle this complexity also provide first few concrete steps
towards the analysis of open access case, which is significantly
more complex due to the consideration of cell selection jointly
across the two tiers. The results for the open access case will
be provided in the extended journal version of this paper.
The user locations are modeled by an independent stationary
point process. The downlink analysis is performed at a typical
user located at the origin under two cases: (i) it is served
by its closest small cell, and (ii) it is served by its closest
macrocell. Denoting the distance from the typical user to its
closest BS from the kth tier by ‖x∗k‖ = Zk and transmit power
of the kth tier BSs by Pk, the received power at the typical
user is: Pr,k = Pkhx∗kZk
−α, where hx∗k ∼ exp(1) models
Rayleigh fading and α > 2 is path-loss exponent. The signal
to interference ratio (SIR) at the typical user served by a BS
of the kth tier is:
SIR(‖x∗k‖)=
Pkhx∗k‖x∗k‖
−α∑2
j=1
∑
xj∈Φj\{x∗k} Pjhx‖xj‖−α
,
where k ∈ {1, 2}. The thermal noise is assumed to be
negligible compared to the interference and is hence ignored.
III. COVERAGE PROBABILITY
This is the main technical section of the paper where we
first derive the distribution of the distance from the typical user
to its closest macro and small cell BSs (denoted by Z1 and
Z2). Using these distributions, we will derive expressions for
the coverage probability of the typical user in the two cases.
1) Distributions of serving distances Z1 and Z2: Recall
that Z1 denotes the distance of the typical user (placed at
the origin) to its closest macrocell (closest point of Φ1). The
distribution of Z1 is well-known and can be derived using the
null probability of a PPP [9]. For this case, it comes out to be
fZ1(z1) = 2piλ1z1 exp(−piλ1z12), z1 > 0. (2)
Also recall that Z2 denotes the distance of the typical user to
its closest small cell. Its distribution is much more complex
to characterize. In order to curtail the complexity, we consider
only the closest hole to the typical user in this derivation
and ignore all other holes. In other words, for the derivation
of this distance distribution, PHP Φ2 is approximated by
Ω with only one (closest) hole carved out. This approach
clearly underestimates Z2 and the resulting random variable
is denoted by Zˆ2. The distribution of distance Zˆ2 is given by
Lemma 1. The proof is provided in Appendix A.
Using these results, we now focus on the derivation of
coverage probability in the two cases: (i) typical user served
by the macro tier (Pc1), and (ii) typical user served by the
small cell tier (Pc2). Coverage probability Pck is defined as
the probability that the instantaneous SIR of a typical user
when it is served by the kth tier BS (denoted by SIR(Zk)) is
greater than a target SIR γ. It is mathematically defined as
Pck = EZk [P{SIR(zk) ≥ γ |Zk}] (5)
=
∫
zk>0
P{SIR(zk) ≥ γ}fZk(zk)dzk.
Key challenge in the derivation of Pck is the presence of holes
(exclusion zones) in the PHP Φ2. Recently, we developed new
tools to handle these exclusion zones in an ad hoc network
modeled by a PHP in [8]. We extend these tools to derive
remarkably right bounds and approximations for the coverage
probability Pck. More details are provided next.
2) Coverage probability when the typical user is served by
its closest macro cell: In this case, the set of BSs contributing
to interference are macro BSs from Φ1 \ x∗1 and small BSs
from Φ2. We first derive the coverage probability of the
typical user by considering only the closest hole to the typical
user. Thereby, the interference field of small cell BSs is
overestimated by Ω∩bc(x∗1, D). This provides a lower bound
on the coverage probability, which is derived next.
Theorem 1. Considering only the closest hole in the interfer-
ence field of small cells, the coverage probability of a typical
user when it connects to its closest macro BS is
Pc1 ≥
∫ D
0
G(1)1 (s)G(1)2 (s, z1)G(1)3 (s, z1)fZ1(z1)dz1 (6)
+
∫ ∞
D
Gˆ(1)1 (s)G(1)2 (s, z1)G(1)3 (s, z1)fZ1(z1)dz1,
where s = γz1
α
P1
, G(1)1 (s) = exp
(∫∞
D−z1
−2piλ2rdr
1+ r
α
sP2
)
,
Gˆ(1)1 (s) = exp
(
−piλ2 (sP2)
2/α
sinc(2/α)
)
, G(1)2 (s, z1) =
Lemma 1. The probability density function (PDF) of distance Zˆ2 is given by
fZˆ2|Z1≤D(zˆ2) =
{
(2piλ2zˆ2 − λ2 dAins(zˆ2,Z1)dzˆ2 ) exp(−λ2(pizˆ2
2 −Ains(zˆ2, Z1))) D − Z1 < zˆ2 ≤ Z1 +D
2piλ2zˆ2 exp(−piλ2(zˆ22 −D2)) zˆ2 > Z1 +D
(3)
and
fZˆ2|Z1>D(zˆ2) =

2piλ2zˆ2 exp(−piλ2zˆ22) zˆ2 ≤ Z1 −D
(2piλ2zˆ2 − λ2 dAins(zˆ2,Z1)dzˆ2 ) exp(−λ2(pizˆ2
2 −Ains(zˆ2, Z1))) Z1 −D < zˆ2 ≤ Z1 +D
2piλ2zˆ2 exp(−piλ2(zˆ22 −D2)) zˆ2 > Z1 +D
(4)
where zˆ2 and Z1 denote the distance from the typical user to its serving small cell BS and its distance to the closest macro
BS, respectively. Further Ains(zˆ2, Z1) = B(D, zˆ2, Z1) + B(zˆ2, D, Z1) − 0.5A(D, zˆ2, Z1) denotes the area of intersection
between two circles b(0, zˆ2) and b(Z1, D). Other functions appearing in the above expression are as follows: A(κ, ζ, η) =√
(κ2 − (η − ζ)2) ((ζ + η)2 − κ2), B(κ, ζ, η) = κ2 arccos
(
κ2−ζ2+η2
2κη
)
and C(κ, ζ, η) = κ2−ζ2+η22κ2η .
exp
(∫ z1+D
|z1−D| arccos
(
r2+z21−D2
2z1r
)
2λ2
1+ r
α
P2s
rdr
)
, G(1)3 (s, z1) =
exp
(
− 2piλ1
∫∞
z1
(
1− 11+sP1v−α
)
vdv
)
.
Proof. See Appendix B. 
The tightness of this bound will be demonstrated in the
numerical results section (see Fig. 3).
We now extend the above approach to incorporate all the
holes in the interference field. In order to maintain tractability,
we ignore the effect of overlaps among the holes such that
each hole is assumed to be carved out individually from the
baseline PPP instead of carving out the union of the holes.
Some of the points of the baseline PPP located inside the
holes may be virtually removed multiple times by using this
approach, thus leading to underestimation of the interference
power experienced by the typical user from small cell BSs.
This leads to an upper bound on the coverage probability.
Please refer to [8] for more details where we proposed this
bounding technique for the analysis of ad hoc networks.
Theorem 2. The coverage probability of a typical user which
is served by its closest macro BS is upper bounded by
Pc1 ≤
∫ D
0
G(1)1 (s)G(1)2 (s, z1)G(1)4 (s, z1)fZ1(z1)dz1
+
∫ ∞
D
Gˆ(1)1 (s)G(1)2 (s, z1)G(1)4 (s, z1)fZ1(z1)dz1 (7)
where s = γz1
α
P1
, G(1)1 (s) = exp
(∫∞
D−z1
−2piλ2rdr
1+ r
α
sP2
)
, Gˆ(1)1 (s) =
exp
(
−piλ2 (sP2)
2/α
sinc(2/α)
)
, G(1)2 (s, z1) = exp (f(s, z1)),
f(s, z1) =
∫ z1+D
|z1−D| arccos
(
r2+z21−D2
2z1r
)
2λ2
1+ r
α
P2s
rdr,
G(1)4 (s, z1) = exp
(
− 2piλ1
∫∞
z1
(
1− exp (f(s, v))ζ(s, v))vdv),
ζ(s, v) = 11+sP1v−α .
Proof. See Appendix C. 
3) Coverage probability when the typical user is served
by its closest small cell: In this case, the set of interfering
BSs constitutes macro BSs from Φ1 and small cell BSs from
Φ2 \ x∗2 where x∗2 denotes the serving small cell BS. As was
the case in Theorem 1, we again consider only the effect of
the closest hole to the typical user, thus overestimating the
interference field. For the distribution of serving distance Z2,
we use its approximation derived in Lemma 1. The resulting
approximation for the coverage probability is provided next.
Theorem 3. Considering only the closest hole in the interfer-
ence field, the coverage probability of the typical user which
connects to its closest small cell BS is approximated by
Pc2'
∫ D
0
∫ ∞
D−z1
G(2)1 (s, zˆ2)G(2)2 (s, z1, zˆ2)G(2)3 (s, z1)G(2)4 (s, z1)
fZˆ2|Z1≤D(zˆ2)fZ1(z1)dzˆ2dz1+∫ ∞
D
∫ ∞
0
G(2)1 (s, zˆ2)G(2)2 (s, z1, zˆ2)G(2)3 (s, z1)G(2)4 (s, z1)
fZˆ2|Z1>D(zˆ2)fZ1(z1)dzˆ2dz1 (8)
where s = γzˆ2
α
P2
, G(2)1 (s, zˆ2) = exp
(∫∞
zˆ2
−2piλ2rdr
1+ r
α
sP2
)
,
G(2)2 (s, z1, zˆ2) = exp (g(s, z1, zˆ2)), g(s, z1, zˆ2) =
exp
(∫max(zˆ2,z1+D)
max(zˆ2,|z1−D|)arccos
(
r2+z21−D2
2z1r
)
2λ2
1+ r
α
sP2
rdr
)
,
G(2)3 (s, z1) = ζ(s, z1) = 11+sP1z−α1 , G
(2)
4 (s, z1) =
exp
(
−2piλ1
∫∞
z1
(1− ζ(s, v)) vdv
)
.
Proof. See Appendix D. 
The tightness of this approximation will be demonstrated in
the numerical results section (see Fig. 3). On the same lines
as Theorem 2, we now provide another approximation for the
coverage probability where we underestimate the interference
power from the small cells by carving out holes in a PHP
individually without considering overlaps amongst them. The
resulting approximation is provided next.
Theorem 4. The coverage probability of a typical user which
is served by its closest small cell BS is approximated by
Pc2'
∫ D
0
∫ ∞
D−z1
G(2)1 (s, zˆ2)G(2)2 (s, z1, zˆ2)G(2)3 (s, z1)
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G(2)5 (s, z1, zˆ2)fZˆ2|Z1≤D(zˆ2)fZ1(z1)dzˆ2dz1+∫ ∞
D
∫ ∞
0
G(2)1 (s, zˆ2)G(2)2 (s, z1, zˆ2)G(2)3 (s, z1)G(2)5 (s, z1, zˆ2)
fZˆ2|Z1>D(zˆ2)fZ1(z1)dzˆ2dz1 (9)
where s = γzˆ2
α
P2
, G(2)1 (s, zˆ2) = exp
(∫∞
zˆ2
−2piλ2rdr
1+ r
α
sP2
)
,
G(2)2 (s, z1, zˆ2) = exp (g(s, z1, zˆ2)), g(s, z1, zˆ2) =
exp
(∫max(zˆ2,z1+D)
max(zˆ2,|z1−D|)arccos
(
r2+z21−D2
2z1r
)
2λ2
1+ r
α
sP2
rdr
)
,
G(2)3 (s, z1) = ζ(s, z1) = 11+sP1z−α1 , G
(2)
5 (s, z1) =
exp
(
−2piλ1
∫∞
z1
(
1− exp (g(s, v))ζ(s, v)) vdv).
Proof. See Appendix E 
4) Discussion and Numerical Results: In this section, we
validate our results by comparing them against results obtained
from Monte Carlo simulations. We consider two setups such
that in both cases, λ1 = 1 BS/km2, α = 4. In setup 1,
λ2 = 50λ1, P1 = 103P2 and D = 50 m, while in the
setup 2, λ2 = 25λ1, P1 = 102P2 and D = 200 m. As
illustrated in Fig. 2, the distribution of the distance Zˆ2 derived
in Lemma 1 which underestimated the true serving distance
Z2 is surprisingly tight for all configurations (even when the
density of small cells is low and the radius of exclusion zone
D is large). Fig. 3 presents the coverage probability of typical
user under two cases: (i) served by macrocell, and (ii) served
by small cell, as a function of the SIR threshold. Here, we plot
the four analytical results given by Theorems 1- 4 and compare
them with results obtained from simulations. We note that all
the analytical results are surprisingly tight. As expected, the
coverage probability of the users served by the small cells in
this setup is higher (due to lower serving distance).
IV. CONCLUSION
In this paper, we developed a new approach to the downlink
coverage probability analysis of a two-tier HCN modeled as a
PHP. The proposed approach is based on the tools developed
by the authors for the analysis of PHPs in [8], [10]. The
key idea is to curtail the complexity by preserving the local
neighborhood of the interference field around the typical point
while simplifying the far-field of interference. Using this
approach, we derived a new and remarkably tight bound for
the serving distance of a typical user in a PHP to its closest
small cell. We then derived coverage probability for a typical
user under two closed-access cases: (i) typical user is served
by macro tier, and (ii) typical user is served by a small cell tier.
A meaningful extension of this work is to derive the downlink
coverage probability for open-access PHP-based HCNs.
APPENDIX
A. Proof of Lemma 1
We consider only the closest hole to the typical user,
thus leading to a lower bound on the serving distance Z2
which is denoted by Zˆ2. Conditioned on the distance Z1, the
distribution of Zˆ2 is
P(Zˆ2 > zˆ2|Z1)=P(Number of points of Φ2 in the set
{b(0, zˆ2)} = 0) = exp
(−λ2 (pizˆ22 −Ains(zˆ2, Z1))) , z1 > 0.
where zˆ2 and Z1 denote the distance from the typical user to
its serving small cell and its distance to the closest macro BS.
Further, Ains(zˆ2, Z1) denotes the area of intersection between
two circles b(0, zˆ2) and b(Z1, D). The result now follows by
differentiating the above expression.
B. Proof of Theorem 1
Coverage probability conditioned on the serving distance
when Z1 ≥ D is
Pc1|Z1≥D≥ E
[
exp
(
− s
( ∑
x2∈Ω∩bc(x∗1 ,D)
P2hx2‖x2‖−α
+
∑
x1∈Φ1/x∗1
P1hx1‖x1‖−α
))]
(a)
=
EΦ1|Z1
[
exp
(
−λ2
(∫
R2
dx2
1 + ‖x2‖
α
sP2
−
∫
b(x∗1 ,D)
dx2
1 + ‖x2‖
α
sP2
))
×
∏
x1∈Φ1/x∗1
ζ(s, ‖x1‖)
]
(b)
= Gˆ(1)1 (s)× exp (f(s, z1))×
exp
(
− 2piλ1
∫ ∞
z1
(
1− ζ(s, v)
)
vdv
)
(10)
where ζ(s, v) = 11+sP1v−α . Step (a) follows from taking
expectations over channel gains hxk ∼ exp(1) and by using
the PGFL of the PPP [11], Gˆ(1)(s) = exp
(
−piλ2 (sP )
2/α
sinc(2/α)
)
, as
shown in [1, Appendix B] and the second term in (b) follows
from conditioning on the Z1 using the cosine-law (as shown
in Fig. 1): r2 + ‖x∗1‖2 − 2r‖x∗1‖ cos θ(r) = D2 along with
converting form Cartesian to polar coordinates by substituting
f(s, z1) =
∫ z1+D
|z1−D| arccos
(
r2+z21−D2
2z1r
)
2λ2
1+ r
α
P2s
rdr which is the
effective interference power “removed” by the closest hole. It
should be noted that the proof of Pc1|Z1<D is similar to the
proof of Pc1|Z1≥D except that the closest point of Φ2 is at least
a distance D−z1 away from the typical point located inside the
hole, and hence leads to G(1)1 (s) = exp
(∫∞
D−z1
−2piλ2rdr
1+ r
α
sP2
)
. The
final result follows from deconditioning over serving distance
Z1 whose distribution is given by (2).
C. Proof of Theorem 2
The coverage probability in this case conditioned on the
serving distance when Z1 ≥ D is
Pc1|Z1≥D= E
[
exp
(
− s
( ∑
x2∈Φ2
P2hx2‖x2‖−α
+
∑
x1∈Φ1/x∗1
P1hx1‖x1‖−α
))]
(a)
= EΦ1|Z1
[
exp
(
−λ2
(∫
R2
dx2
1 + ‖x2‖
α
sP2
−
∫
ΞD
dx2
1 + ‖x2‖
α
sP2
))
×
∏
x1∈Φ1/x∗1
ζ(s, ‖x1‖)
]
(b)
≤ Gˆ(1)1 (s)× EΦ1|Z1
[
exp
(
λ2
( ∑
x1∈Φ1
∫
b(x1,D)
dx2
1 + ‖x2‖
α
sP2
)) ∏
x1∈Φ1/x∗1
ζ(s, ‖x1‖)
]
(c)
= G(1)1 (s) exp (f(s, ‖x∗1‖))EΦ1|Z1
[ ∏
x1∈Φ1/x∗1
exp (f(s, ‖x1‖))
ζ(s, ‖x1‖)
]
(d)
= G(1)1 (s)× exp (f(s, z1))×
exp
(
− 2piλ1
∫ ∞
z1
(
1− exp (f(s, v))× ζ(s, v))vdv) (11)
where Φ2 = Ω\ΞD, ΞD in step (a) is ,
⋃
x1∈Φ1 b(x1, D)
as defined in (1), ζ(s, u) = 11+sP1u−α , (a) comes from
taking expectations over channel gains hxk ∼ exp(1) and
by using the PGFL of the PPP Ω given ΞD, Gˆ(1)(s) =
exp
(
−piλ2 (sP2)
2/α
sinc(2/α)
)
, (b) is obtained by ignoring the effect of
overlaps and the fact that each hole is carved out individually
from the baseline PPP Ω which leads to an upper bound
for the conditional coverage probability of the typical user
which is served by macro BS. In the second term of (c),
f(s, u) =
∫ u+D
|u−D| arccos
(
r2+u2−D2
2ur
)
2λ2
1+ r
α
P2s
rdr. Finally, the
last term in (d) follows from the PGFL of a PPP [11]
along with converting form Cartesian to polar coordinates by
substituting v = ‖x1‖ and f(s, v). The proof for the Pc1|Z1<D
follows on the same line as the proof of Pc1|Z1≥D except that
G(1)1 (s) = exp
(∫∞
D−z1
−2piλ2rdr
1+ r
α
sP2
)
because the closest point of
Φ2 is at least a distance D − z1 away from the typical user
within the hole. The final result follows from deconditioning
over serving distance Z1.
D. Proof of Theorem 3
We consider only the closest hole in the interference field.
The coverage probability of a typical user which connects to
the nearest small cell conditioned on the fixed distances Z1
and Zˆ2, is lower bounded by
Pc2|Zˆ2,Z1(s)≥E
[
exp
(
− s
( ∑
x2∈Ω∩bc(x∗1 ,D),
‖x2‖>zˆ2
P2hx2‖x2‖−α
+
∑
x1∈Φ1
P1hx1‖x1‖−α
))]
(a)
= G(2)1 (s, zˆ2)
exp
(
λ2
∫
b(x∗1 ,D),
‖x2‖>zˆ2
dx2
1 + ‖x2‖
α
sP2
)
EΦ1|Z1
[ ∏
x1∈Φ1
ζ(s, ‖x1‖)
]
(b)
= G(2)1 (s, zˆ2) exp (g (s, z1, zˆ2)) ζ(s, z1)
× exp
(
−2piλ1
∫ ∞
z1
(1− ζ(s, v)) vdv
)
(12)
where in step (a), G(2)1 (s, zˆ2) = exp
(∫∞
zˆ2
−2piλ2rdr
1+ r
α
sP2
)
,
ζ(s, u) = 11+sP1u−α , (a) follows from the fact that
the field of possible interferers involves all of the
small cell BSs outside the closest hole (except the
serving BS), the second term of (b) g(s, u, zˆ2) =
exp
(∫max(zˆ2,u+D)
max(zˆ2,|u−D|)arccos
(
r2+u2−D2
2ur
)
2λ2
1+ r
α
sP2
rdr
)
which is
due to the fact that the field of effective interferers is out of
b(0, zˆ2) that appears in the lower and upper bounds of integral
expression, max(zˆ2, |‖x1‖ −D|) and max(zˆ2, ‖x1‖+D),
and the term of ζ(s, z1) denotes the effective interference from
the closest macro BS at the typical point due to conditioning
on Z1 = ‖x∗1‖. The final result follows from deconditioning
over serving distance Zˆ2 and then over distance Z1.
E. Proof of Theorem 4
The coverage probability of a typical user when it is served
by its closest small cell (conditioned on the fixed distances Z1
and Zˆ2 is upper bounded by
Pc2|Zˆ2,Z1(s)=E
[
exp
(
− s
( ∑
x2∈Φ2,‖x2‖>zˆ2
P2hx2‖x2‖−α
+
∑
x1∈Φ1
P1hx1‖x1‖−α
))]
≤G(2)1 (s, zˆ2)
EΦ1|Z1
[
exp
(
λ2
( ∑
x1∈Φ1
∫
b(x1,D),
‖x2‖>zˆ2
dx2
1 + ‖x2‖
α
sP2
))
∏
x1∈Φ1
1
1 + sP1‖x1‖−α
]
=G(2)1 (s, zˆ2)× EΦ1|Z1
[
∏
x1∈Φ1
exp
(
2λ2
∫ max(zˆ2,‖x1‖+D)
max(zˆ2,|‖x1‖−D|)
arccos
(
r2+‖x1‖2−D2
2‖x1‖r
)
1 + r
α
sP2
rdr
)
× 1
1 + sP1‖x1‖−α
]
=G(2)1 (s, zˆ2)× exp (g (s, z1, zˆ2)) ζ(s, z1)
× exp
(
−2piλ1
∫ ∞
z1
(1− exp (g (s, v, zˆ2)) ζ(s, v)) vdv
)
(13)
where the proof follows on the same lines as Theorem 3 except
that here the field of small cell interferers contains all the holes
that are individually carved out from the baseline PPP, thus
underestimating the interference from small cells. The final
result follows from deconditioning over serving distance Zˆ2
and then over distance Z1 whose distribution is given by (2).
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