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Abstract: We consider the relation between SYK-like models and vector models by
studying a toy model where a tensor field is coupled with a vector field. By integrating
out the tensor field, the toy model reduces to the Gross-Neveu model in 1 dimension.
On the other hand, a certain perturbation can be turned on and the toy model flows
to an SYK-like model at low energy. A chaotic-nonchaotic phase transition occurs as
the sign of the perturbation is altered. We further study similar models that possess
chaos and enhanced reparameterization symmetries.
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1 Introduction
The Sachdev-Ye-Kitaev (SYK) model [1–6] is a quantum mechanical model that is solv-
able in the large-N limit. At low energy an approximate reparametrization symmetry
emerges and the dynamics of the model develops quantum chaos. These relevant fea-
tures in black holes physics [6–11] make the SYK model promising to probe quantum
gravity in AdS2 [12–14]. Various aspects of the model have been studied extensively,
such as its spectral properties and its relation with the random matrix models [6, 15–24],
its enhanced reparametrization symmetry [6, 24, 25], the dilaton gravity theory with the
same reparametrization symmetry [6, 26–30] and its applications in condensed matter
physics [31–36]. In addition, various extensions of this model have been considered, in-
cluding models with supersymmetry [37–39], models without quenched disorder [40–52],
models in higher dimensions [53–57], models with extra symmetries [58], and models
with phase transitions [59–61]. Other related works can be found in [62–70].
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The SYK model also bears some resemblance with large-N vector models. The
SYK model possesses a tower of composite operators, which is similar to the tower
of higher spin conserved currents in the O(N)/U(N) vector models. The SYK model
is strongly coupled, so the operators therein acquire O(1) anomalous dimensions in
the IR. On the contrary, the operators in the vector models acquire small anomalous
dimensions that are suppressed by 1
N
. It is widely believed that the different weakly
coupled vector models are holographically dual to higher-spin theories [71–80], which
could be regarded as suitable tensionless limits of String theory [81–85]. On the other
hand, the SYK model is believed to be dual to a stringy theory that effectively has
finite string tension [6]. As a result, it would be illuminating to understand the relation
between SYK-like models and vector models, which could shed some light on the effect
of changing the string tension in the dual theory.
In this work, we use a toy model (2.1) to probe the connection between SYK-like
models and vector models. We show that the model (2.1) is nonchaotic and reduces
to the Gross-Neveu model by integrating out the tensor field. We then turn on a
perturbation at the infrared SYK2-like fixed point of (2.1). The perturbation involves
an additional bosonic vector field. The nature of this perturbation depends on its sign.
If the sign is negative, the perturbation is marginally irrelevant and the theory remains
nonchaotic. If the sign is positive, the perturbation becomes marginally relevant and
the model flows to a different model (3.1). At low energy, this new model is chaotic and
possesses enhanced reparameterization symmetry. Therefore changing the sign of the
perturbation across zero leads to a transition between a chaotic phase and a nonchaotic
phase, which is similar to those observed in the models with quenched disorder [60, 61].
This sets up a connection between the Gross-Neveu vector model and an SYK-like
chaotic model. We further study similar models that couple tensor fields with vector
fields, whose IR dynamics are slight different from (3.1). Nevertheless, all of them are
shown to be chaotic.
2 A model with a charge-charge interaction
We start with a model with a simple coupling. This model can be regarded as a tensor
generalization of earlier toy matrix models [86, 87] that are used to explore black hole
thermalization and the information paradox from the field theory perspective.
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Figure 1. The fundamental melon that dominates all the corrections to the two point
function of the χi field. The wavy lines in the diagram represent tensor field, and the solid
lines represent the vector fermion. Direction of the arrows distinguishes a field from its
conjugation; any line with its arrow going into (out of) a vertex represents a (conjugate)
field.
2.1 The model
We consider a quantum mechanical model of a complex fermionic tensor λabc and a
complex fermionic vector χa
H0 =
J
2N3/2
(
λ¯abiλ¯
ab
jχ
iχj + λabiλabjχ¯iχ¯j
)
, J ∼ O(N0) . (2.1)
The model possesses an O(N)×O(N)×U(N) symmetry. The indices of the tensor field
are distinguished by their positions; the first two indices are vector indices of the first
two O(N) factors respectively, and the last upper (lower) index labels the fundamental
(anti-fundamental) representation of the U(N) group. The complex fermion transforms
in the fundamental representation of the U(N) factor, and is a singlet of the O(N)
factors.
We now solve this model in the large-N limit with fixed J . It is easy to check
that loop corrections to the two point function of the tensor field are all suppressed
by powers of 1/N . Therefore the λabi propagator remains classical at the leading order
of N
Gλ(τ1, τ2) =
1
2
sgn(τ12) , (2.2)
where we adopt the short-hand notation τ12 ≡ τ1 − τ2. On the other hand, the two
point function of the vector field receives corrections from the iterative insertions of the
melon depicted in figure 1. The Schwinger-Dyson equations for the 2 point function of
the vector field are
Σχ(τ1, τ2) =
J2
4
Gλ(τ1, τ2)
2Gχ(τ1, τ2) (2.3)
∂τG
χ(τ1, τ3) +
∫
dτ2G
χ(τ1, τ2)Σ
χ(τ2, τ3) = −δ(τ13) . (2.4)
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In the low energy/strong coupling regime, the kinetic term is sub-dominant and the
equations can be solved by
Gχc (τ1, τ2) =
2 sgn(τ12)
Jpi|τ12| . (2.5)
It is easy to verify that the set of equations (2.3) and (2.4) takes the same form as the
q = 2 SYK model (SYK2) once (2.2) is plugged in, so does the solution (2.5).
The similarity with the SYK2 model continues to the 4-point function. The con-
nected piece of the 〈χ¯i(τ1)χi(τ2)χ¯j(τ3)χj(τ4)〉 4-point function is dominated by the
ladder diagrams shown in figure 2. The kernel of such ladder diagrams is
K(τ1, τ2; τ3, τ4) =
J2
4
Gχ(τ1, τ4)G
χ(τ2, τ3)G
λ(τ3, τ4)
2 . (2.6)
We would like to learn if this model is chaotic, which can be diagnosed by the out-of-
time-order correlation function [6]
Tr
(
yχ¯i(t1)yχ
j(0)yχi(t2)yχ¯j(0)
)
, y = ρ(β)
1
4 , (2.7)
where ρ(β) is the thermal partition function. Equation (2.7) is closely related to the
quantity
〈y2[χ¯i(t), χj(0)]y2[χ¯i(t), χj(0)]†〉 , (2.8)
that diagnoses quantum chaos at late time [8, 10]. This quantity fixes the integration
contour and hence the way we analytically continue the kernels onto the contour with
two real time folds [4, 6].
There are two subtleties of this continuation. Firstly, whenever a vertex is inserted
on the real time fold, we need to include a factor of i. This comes from the continuation
of the vertex from Euclidean to Lorentzian signature. Secondly, depending on the form
of the interaction, each of the two fields coming out of the kernel might not be on the
same real time fold as the corresponding incoming field if we were doing the continuation
naively. The correct continuation that gives the kernel for the quantity (2.7) is to first
switch the two fields that would be on the thermal circle (this is equivalent to rotate
both of them by half of the circle) before the continuation. Notice that this might give
an extra sign if the two fields we rotated are both fermions.
We now determine the retarded kernel in our model with these two factors taken
into account. Firstly, there is a factor of i2 due to the two vertices inserted on the real
time folds. Secondly, our kernel does have the “wrong” order as discussed above. This
can be verified by the directions of the arrows on the propagators on the sides of the
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Figure 2. The ladder diagrams that dominate the 4-point correction functions of the vector
fields. The solid and wavy lines represent the vector and tensor field respectively.
ladder. A simpler way to determine this is from the fact that the kernel contains the
propagators G(τ1, τ4) and G(τ2, τ3) on the sides, rather than the ones with the correct
order, namely G(τ1, τ3) and G(τ2, τ4). So as discussed above, we have to switch the
operators on the thermal circle. This results in switching the label 3 and 4 in the
expression together with an extra minus sign. Finally, we replace the propagators on
the sides by the corresponding retarded propagators and replace the rest propagators
by the “ladder rung” propagators. This leads to the following retarded kernel
KR(τ1, τ2; τ3, τ4) =
J2
4
GχR(τ1, τ3)G
χ
R(τ2, τ4)G
λ
lr(τ3, τ4)
2 . (2.9)
We then observe that this is the same as the retarded kernel of the SYK2 model [6],
which is not chaotic [6, 58]. This is not a surprise since the very similar IOP model is
not chaotic as well [88].
Notice that the O(N) × O(N) × U(N) symmetry is not crucial for the construc-
tion: we can use an U(N) × O(N) × U(N) symmetric tensor to construct a similar
model as (2.1) but then we have to include 2 × 2 = 4 different fields, that are in the
(anti-)fundamental of the first and last U(N) factor respectively. We will consider
tensor fields with the U(N)×O(N)× U(N) symmetry for slightly different models in
section 4.
Up to now, the model does not seem very exciting. However, as we will show in
the following sections, it has close relations with both the 1-dimensional Gross-Neveu
vector model and many SYK-like solvable and chaotic models.
2.2 Relation to the Gross-Neveu model
Because the tensor field is complex, we can introduce a mass term M λ¯abiλ
abi. as long
as M  J , the discussion in section 2.1 remains valid.
On the other hand, if the tensor field is heavy enough, namely J  M , we can
integrate out the tensor field to get a vector model. In practice, this amounts to com-
pute the 1PI effective action of the vector field by summing over all tensor loops, which
generates a tower of 2k-point interactions Ok ∼ (χ¯iχi)k, where k is even. Diagrammat-
ically, this is illustrated in figure 3. For example, the quartic interaction of the vector
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Figure 3. The effective coupling of the vector model obtained by integrating out the tensor
fields. Notice that a similar 6-point effective coupling is not generated due to the form of the
interaction (2.1).
model can be obtained by integrating out the tensor fields in the 4-point function shown
in the first panel of figure 3
O2(τ) =
∫
dτ ′
J2
4N3
N2(Gλ(τ − τ ′))2χi(τ)χj(τ)χ¯j(τ ′)χ¯i(τ ′) . (2.10)
The propagator of the tensor field is
Gλ(ω) = − 1
iω +M
(2.11)
Gλ(τ, τ ′) =
1
2pi
∫
dωe−iω(τ−τ
′)Gλ(ω) = −eM(τ−τ ′)θ(τ ′ − τ) , (2.12)
where θ is the unit step function. The integration (2.10) can be carried out straight-
forwardly and gives
O2(τ) =
J2
8NM
(
χi(τ)χj(τ)χ¯j(τ)χ¯i(τ) +
1
M
χi(τ)χj(τ)χ¯j(τ)∂τ χ¯i(τ) + . . .
)
. (2.13)
To the leading order in 1
M
, we get
O2(τ) =
J2
8NM
(χ¯iχ
i)2 =
g
N
(χ¯iχ
i)2 , g =
J2
8M
∼ O(N0) , (2.14)
upto other term surpressed by 1
N
and/or 1
M
. Higher point vertices in the vector model
can be worked out similarly, in particular the N dependence of the 2k point function is
Ok ∼ N2− 32k(χ¯iχi)k. Such N dependence indicates that all other effective vertices with
k > 2 do not contribute to the correlation functions at the leading order of N ; contri-
butions with such Ok insertions are always suppressed by 1N comparing to the contribu-
tions with only O2 insertions. Therefore the resulting vector model effectively contains
only a quartic interaction (2.14) at the leading order of N and M , which is nothing
but the interaction of the Gross-Neveu model in 1 dimension.
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Figure 4. Mapping the melonic diagrams of the model (2.1) onto the bubble diagrams of the
vector model in the limit J M . Here we have assumed a (small) mass term for the vector
fermion. If this is not the case, the snail diagrams in the vector model and the corresponding
diagrams in the model (2.1) vanish.
In fact, integrating out the tensor fields in all the melonic diagrams of model (2.1)
gives the bubble diagrams, for example those in the second line of figure 4, that indeed
dominate the large-N limit of the Gross-Neveu model. This confirms our assertion that
only the 4-point vertex is relevant in the large-N , large-M limit of the corresponding
vector model. For example, starting from the 1-melon diagram of the 〈χ¯i(τ1)χi(τ2)〉
2-point function, integrating out the two tensor propagators gives the following nonva-
nishing contribution to the snail diagram of the resulting vector model
σt12 =
∫
dτdτ ′
J2
4N3
N3(Gλ(τ − τ ′))2Gχ(τ1 − τ)Gχ(τ − τ ′)Gχ(τ ′ − τ2) (2.15)
∼=
∫ ∞
−∞
dτ
J2
4
Gχ(τ1 − τ)Gχ(0)Gχ(τ − τ2) 1
2M
+O(M−2) , (2.16)
where in the last step we keep only the leading term in the limit ω  M . This can
also be verified by a simple saddle point argument. Then it is clear to see that the
prescribed dictionary is consistent: when Gχ(0) = 0, both the snail diagram in the
vector model and the corresponding diagram in the tensor model vanish.
As another consistent check, we can integrate out the tensor fields in the Schwinger-
Dyson equation (2.4) of the model (2.1). This is different from what we did in section
2.1 since we are now in a different regime M  ω. The result in this limit is
∂τ13G
χ(τ13) +
∫
dτ2G
χ(τ1, τ2)
J2
4
Gλ(τ2, τ3)
2Gχ(τ2, τ3) = −δ(τ1 − τ3) , (2.17)
where we have explicitly used the fact that Gχ(τ1, τ2) = G
c(τ12). Plugging in (2.12) and
using the saddle point analysis again, the integral localizes at τ2 = τ3, and the result is
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simply (
∂τ13 +
J2
8M
Gχ(0)
)
Gχ(τ13) = −δ(τ13) . (2.18)
On the other hand, the gap equation of the fermion bilinears σ(τ) = g
N
χ¯i(τ)χ
i(τ) in
the resulting vector model is
σ
g
=
δ
δσ
(ln det(−∂τ − σ)) , (2.19)
We observe that (2.19) can be, roughly speaking, regarded as the singular τ13 → 0 limit
of (2.18) once we carry out the variation on the functional determinant and notice that
σ =
g
N
〈χ¯i(τ)χi(τ)〉 = g Gχ(0) . (2.20)
This is compatible with our connection between the model (2.1) and the Gross-Neveu
model. It will be useful to clarify this identification of (2.19) and (2.18) with a more
careful treatment of the functional determinant and its variation.
The discussion in this subsection is generic. It applies equally well to higher di-
mensional analogues of our model (2.1), although a more sophisticated procedure of
integrating out the tensor field should be used. In addition, this discussion general-
izes straightforwardly to relations between the bosonic tensor models and the bosonic
O(N)/U(N) vector models. Moreover, the fact that the first factor of the symmetry
group being O(N) instead of U(N) is not crucial in the discussion; the result extends
trivially to similar models of uncolored tensor models with U(N) × O(N) × U(N)
symmetry.
2.3 A phase transition to a chaotic model
As discussed in many other SYK-like models, the model (2.1) could flow to other models
if we turn on some perturbations. For example, consider the following perturbed model
H ′0 =
J
2N3/2
(
λ¯abiλ¯
ab
jχ
iχj + λabiλabjχ¯iχ¯j
)
+
u
N2
λ¯abiλ
ebjφaφeχiχ¯j . (2.21)
where the coupling u is infinitesimal and of order N0. The φb is a free real vector boson
transforming in the vector representation of the first O(N) factor.
The reason to turn on this perturbation can be understood as follows. We start
with a model with a free fermionic tensor field λabi, a free fermionic vector field χi and
a free bosonic vector field φa. We can first turn on a coupling between the tensor λabi
and the fermion χi, whose simplest form is (2.1). As we have discussed in section 2.1,
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this model is nonchaotic. Since a similar minimal coupling between the tensor λabi and
the boson φa is forbidden by the Fermi statistics, the next simplest coupling involving
the tensor field is this perturbation in (2.21). There is another type of deformation
involving the self-interactions of the tensor field. This is a different type of deformation
since it will make the tensor field dominate the vector fields in a brute-force way, which
we will discuss more in section 5.
The running of the coupling u is again dominated by the melonic diagrams, but
now we do not need to sum all the contribution: the diagram with two u vertices
insertion is enough. The correction to the vertex (2.21) is
δu = 2
∫
dτ2u
2Gλ(τ1, τ2)G
φ(τ1, τ2)G
χ(τ1, τ2) . (2.22)
Plugging in the IR solution (2.5) of the model (2.1), together with the propagator of
the free boson Gφ(τ1, τ2) = 1, it becomes
δu =
2u2
Jpi
∫
dτ2
1
|τ12| =
4u2
Jpi
ln
(
L
`
)
, (2.23)
where L is a cutoff scale and ` is the renormalization scale. The RG running of the
coupling is then the running of u as a function of 1/`. The contribution from the
wavefunction renormalization is at higher order in u, we therefore have
β(u) ≡ du
d ln(1/`)
= − 4
Jpi
u2 . (2.24)
When the perturbation u < 0, it is marginally irrelavent and the SYK2 fixed point (2.5)
of the model (2.1) is stable. If the initial perturbation u > 0, it is marginally relavent
and the theory flows to another fixed point that is dominated by the interaction
H1 =
k
N2
λ¯abiλ
ebjφaφeχiχ¯j . (2.25)
This is a similar phase transition to what is observed in [60, 61]. As discussed there,
this is a phase transition like the Kosterlitz-Thouless transition [89] in the sense that
the critical exponent of the dynamical energy scale of the system diverges as the sign
of the perturbation is changed across zero.
We study the new IR fixed point of the model defined by (2.25) in the next section.
We will demonstrate that the inclusion of the “auxiliary” vector boson does modify the
IR property of the model significantly and the new fixed point is chaotic.
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3 A chaotic model with a tensor-vector coupling
As discussed in the previous section, the model (2.1) flows to a model described by the
Hamiltonian (2.25) after a phase transition. In this section we study the physics at the
low energy/strong coupling limit of the model (2.25), which is a natural fixed point of
the flow discussed in section 2.3.
3.1 The model
We study the model (2.25), which we recast here
H1 =
k
N2
λ¯abiλ
ebjφaφeχiχ¯j . (3.1)
We emphasis again that the vector boson and the vector fermion are charged under
different symmetry groups.
The corrections to the λ field are subleading in 1/N , so in the M  k, g limit the
λ field remains free
Gλ(τ1, τ2) =
1
2
sgn(τ12) . (3.2)
In the low energy limit, the large-N Schwinger-Dyson equations for the χ and the φ
fields are
Σχ(τ1, τ2) = k
2Gλ(τ1, τ2)
2Gχ(τ1, τ2) (G
φ(τ1, τ2))
2 (3.3)
Σφ(τ1, τ2) = 2k
2Gλ(τ1, τ2)
2 (Gχ(τ1, τ2))
2Gφ(τ1, τ2) (3.4)∫
dτ2G
χ(τ1, τ2)Σ
χ(τ2, τ3) = −δ(τ13) (3.5)∫
dτ2G
φ(τ1, τ2)Σ
φ(τ2, τ3) = −δ(τ13) . (3.6)
The factor of 2 in the Σφ(τ1, τ2) equation comes from the two different flows of the
arrow in the melon; both are allowed since the bosons are real. We take an ansatz
Gχ(τ1, τ2) =
bχsgn(τ12)
|τ12|2∆χ , G
φ(τ1, τ2) =
bφ
|τ12|2∆φ , (3.7)
for the vector fields and the Schwinger-Dyson equations become
1
4
k2(bφ)2(bχ)2
∫
dτ2
sgn(τ12)
|τ12|2∆χ
sgn(τ23)
|τ23|2∆χ+4∆φ = −δ(τ13) (3.8)
1
2
k2(bχ)2(bφ)2
∫
dτ2
1
|τ12|2∆φ
1
|τ23|2∆φ+4∆χ = −δ(τ13) . (3.9)
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Using the integrals∫ ∞
−∞
dx
sgn(x− a)sgn(x− b)
|x− a|2α|x− b|2β =
{
pi cos(pi(α+β−1/2))Γ(2α+2β−1)
sin(piα)Γ(2α) sin(piβ)Γ(2β)
1
|a−b|2α+2β−1 α + β 6= 1
pi2
sin(piα)Γ(2α) sin(piβ)Γ(2β)
δ(a− b) , α + β = 1
,
(3.10)
∫ ∞
−∞
dx
1
|x− a|2α|x− b|2β =
{
pi cos(pi(α+β−1/2))Γ(2α+2β−1)
cos(piα)Γ(2α) cos(piβ)Γ(2β)
1
|a−b|2α+2β−1 , α + β 6= 1
pi2
cos(piα)Γ(2α) cos(piβ)Γ(2β)
δ(a− b) , α + β = 1
,
(3.11)
the above equations have solutions when
∆χ + ∆φ = 1/2 . (3.12)
Plugging in this condition, the integrals reduce to
(pi)2 1
4
k2(bφ)2(bχ)2
sin(pi∆χ)Γ(2∆χ) sin(pi(1−∆χ))Γ(2− 2∆χ) = 1 (3.13)
pi2 1
2
k2(bχ)2(bφ)2
cos(pi(1/2−∆χ))Γ(1− 2∆χ) cos(pi(1/2 + ∆χ))Γ(1 + 2∆χ) = −1 . (3.14)
They are uniquely solved by
∆χ =
1
3
, ∆φ =
1
6
, (bφ)2(bχ)2 =
2
√
3
3pik2
. (3.15)
The 4-point function of the tensor fields is again not corrected at the leading order
in 1
N
. The 4-point function of the vector fermions 〈χ¯i(τ1)χi(τ2)χ¯j(τ3)χj(τ4)〉 mixes with
the other two correlators 〈χ¯i(τ1)χi(τ2)φa(τ3)φa(τ4)〉 and 〈φa(τ1)φa(τ2)φb(τ3)φb(τ4)〉. The
mixing is conducted by 4 different kernels
K(11) = −k2Gχ(τ1, τ3)Gχ(τ2, τ4)(Gλ(τ4, τ3))2(Gφ(τ4, τ3))2 (3.16)
K(12) = −2k2Gχ(τ1, τ3)Gχ(τ2, τ4)(Gλ(τ3, τ4))2Gφ(τ3, τ4)Gχ(τ3, τ4) (3.17)
K(21) = 4k2Gφ(τ1, τ3)G
φ(τ2, τ4)(G
λ(τ3, τ4))
2Gφ(τ3, τ4)G
χ(τ3, τ4) (3.18)
K(22) = 2k2Gφ(τ1, τ3)G
φ(τ2, τ4)(G
λ(τ3, τ4))
2(Gχ(τ3, τ4))
2 . (3.19)
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Figure 5. Schematic form of the eigen-equations associated to the kernels of the 4-point
functions in the model (3.1). The solid, dashed and wavy lines represent the vector fermions,
the vector bosons and the tensor fields respectively. The letters in the blobs of the eigenvectors
indicate whether it is the symmetric or antisymmetric eigenfunction.
Since the boson φa is real, there are 3 types of eigenvectors: the symmetric and anti-
symmetric fermionic U s/a together with a symmetric bosonic V
U s(τ1, τ2) =
1
|τ1 − τ2|2∆χ−h =
1
|τ1 − τ2| 23−h
(3.20)
Ua(τ1, τ2) =
sgn(τ1 − τ2)
|τ1 − τ2|2∆χ−h =
sgn(τ1 − τ2)
|τ1 − τ2| 23−h
(3.21)
V (τ1, τ2) =
1
|τ1 − τ2|2∆φ−h =
1
|τ1 − τ2| 13−h
. (3.22)
As a result, the kernel matrix to diagonalize is actually 3×3, as shown in figure 5. The
eigenvalues of the kernels
K(11)U s(τ3, τ4) = k
11U s(τ1, τ2) (3.23)
K(11)Ua(τ1, τ2) = k
22Ua(τ1, τ2) , K
(12)V (τ3, τ4) = k
23Ua(τ1, τ2) (3.24)
K(21)Ua(τ3, τ4) = k
32V (τ1, τ2) , K
(22)V (τ3, τ4) = k
33V (τ1, τ2) , (3.25)
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1 2 3 4 5 6 7
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2
3
Figure 6. The eigenvalues of the kernels of the 4-point functions in the model (3.1). The
yellow curves represent the diagonal eigenvalue k11, while the red curves are from diagonalizing
the matrix of k22, k23, k32 and k33.
can be evaluated to be
k11 =
2
√
3pi sin
(
1
6
(3pih+ pi)
)
sec
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.26)
k22 = −2
√
3pi cos
(
1
6
(3pih+ pi)
)
csc
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.27)
k23 = −4
√
3pi cos
(
1
6
(3pih+ pi)
)
csc
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.28)
k32 = −2
√
3pi sin
(
1
6
pi(3h+ 2)
)
sec
(
1
6
(3pih+ pi)
)
Γ
(
1
3
− h)
Γ
(−2
3
)2
Γ
(
5
3
− h) (3.29)
k33 =
√
3pi sin
(
1
6
pi(3h+ 2)
)
csc
(
1
6
pi(8− 3h))Γ (1
3
− h)
Γ
(−2
3
)2
Γ
(
5
3
− h) . (3.30)
Diagonalizing this matrix and setting the resulting eigenvalues to 1 leads to the
dimension of the operators running in the OPE channel. The eigenvalues from diago-
nalizing the matrix are plotted in figure 7. The dimension of the operators running in
the diagonal K11 is
h0m = 2m+
2
3
+ γ0m , m ∈ N ,
1
3
≥ γ0m > 0 . (3.31)
– 13 –
The dimensions of the operators running in the 2× 2 block fall into two towers
h1m = 2m+
1
3
− γ1m , m ∈ N ,
1
3
≥ γ1m > 0 , (3.32)
h2m = 2m+
5
3
+ γ2m , m ∈ N ,
1
3
≥ γ2m > 0 , (3.33)
where γ0,1,20 =
1
3
and all the γ0,1,2m approach to zero as m increases. Numerically, the
first few dimensions of each tower are
h0 = 1, 2.84, 4.79, 6.76, 8.75, 10.74, . . . (3.34)
h1 = 1(0), 2.21, 4.30, 6.32, 8.32, 10.32, . . . (3.35)
h2 = 2, 3.82, 5.78, 7.76, 9.74, 11.73, . . . . (3.36)
Both 1 and 0 appears as dimensions, we choose 1 in the above list, although only the
value 0 fits the expression (3.32). There are two dimension 1 operators that should
correspond to combinations of φaφa and ψ¯iψi. The dimension 2 operator should corre-
spond to the gravity mode.
Next we consider the chaotic behavior of the 4-point functions. To study this we
need the retarded and the “ladder rung” propagators of the vector fields in the model.
Such propagators for the fermions are derived in [6], so we can simply use the results
there. But since we will need similar propagators for the bosonic field, we (re)derive
the fermionic and the bosonic propagators, both as a comparison and as a double check
of our computation.
In the conformal limit, correlators on the thermal circle can be obtained from that
on a line by the transformation f(τ) = tan( τpi
β
), so the fermionic propagator Gχ and
the bosonic propagators Gφ at finite temperature are
Gχ(τ1, τ2) = b
χsgn(τ12)
( pi
β sin(piτ12
β
)
)2∆χ
, Gφ(τ1, τ2) = b
φ
( pi
β sin(piτ12
β
)
)2∆φ
. (3.37)
The retarded propagators are defined to be the vacuum expectation value of the
(anti-)commutators multiplied by the step function
GχR(t) ≡ 〈χ¯i(t)χi(0) + χi(0)χ¯i(t)〉θ(t) , (3.38)
GφR(t) ≡ 〈φa(t)φa(0)− φa(0)φa(t)〉θ(t) . (3.39)
Comparing to the known Feynman propagators
Gχ(t) = 〈χ¯i(t)χi(0)〉θ(t)− 〈χi(0)χ¯i(t)〉θ(−t) , (3.40)
Gφ(t) = 〈φa(t)φa(0)〉θ(t) + 〈φa(0)φa(t)〉θ(−t) , (3.41)
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we obtain the retarded propagators by analytical continuations according to the known
prescription (e.g. [6])
GχR(t) =
bχpi2∆χ(
β sin( ipit
β
)
)2∆χ + bχpi2∆χ(
β sin(− ipit
β
)
)2∆χ = 2 cos(pi∆χ)bχpi2∆χ(
β sinh(pit
β
)2∆χ θ(t) . (3.42)
GφR(t) =
bφpi2∆φ(
β sin( ipit
β
)2∆φ − bφpi2∆φ(β sin(− ipit
β
)2∆φ = −2i sin(pi∆φ)bφpi2∆φ(β sinh(piτ
β
)2∆φ θ(t) . (3.43)
The factor of i is present because the retarded propagator (3.39) satisfies
Gφ,†R (t) = 〈[φa(t)φa(0)]†〉θ(t) = 〈φa(0)φa(t)− φa(t)φa(0)〉θ(t) = −GφR(t) , (3.44)
under Hermitian conjugation. The propagators running on the ladder rung are obtained
by an analytical continuation τ → it+ β
2
from the lower half plane
G(t)lr = b
pi2∆(
β sin(piτ
β
)
)2∆ ∣∣∣∣
τ→it+β
2
= b
pi2∆(
β cosh(pit
β
)
)2∆ . (3.45)
The bosonic and the fermionic ladder rung propagators are the same since only the
τ > 0 part of the Euclidean propagator is relevant for this computation. Furthermore,
the λ field remains classical in the large-N limit so its “ladder rung” propagator is
again Gλlr(t) =
1
2
. The retarded kernel can then be computed
K11R = k
2Gχ(t1, t3)G
χ(t2, t3)(G
λ(t3, t4))
2(Gφ(t3, t4))
2 (3.46)
K12R = 2k
2Gχ(t1, t3)G
χ(t2, t4)(G
λ(t3, t4))
2Gφ(t3, t4)G
χ(t4, t3) (3.47)
K21R = −4k2Gφ(t1, t3)Gφ(t2, t4)(Gλ(t3, t4))2Gφ(t3, t4)Gχ(t4, t3) (3.48)
K22R = −2k2Gφ(t1, t3)Gφ(t2, t4)(Gλ(t3, t4))2(Gχ(t4, t3))2 . (3.49)
Notice that we have included a factor i2 to all the kernels, where each i factor comes
from the vertex insertion in Lorentzian signature.
Assuming an exponential growth ansatz
F φ(t1, t2) =
e−
pih
β
(t1+t2)
(cosh pit12
β
)
1
3
−h , F
χ(t1, t2) =
e−
pih
β
(t1+t2)
(cosh pit12
β
)
2
3
−h , (3.50)
the eigenvalues of the above kernels
K11R F
χ(t3, t4) = k
11
R F
χ(t1, t2) , K
12
R F
φ(t3, t4) = k
12
R F
χ(t1, t2) (3.51)
K21R F
χ(t3, t4) = k
21
R F
φ(t1, t2) , K
22
R F
φ(t3, t4) = k
22
R F
φ(t1, t2) , (3.52)
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can be computed using∫ t1
−∞
dt3
∫ t2
−∞
dt4
(
pi
β sinh(pit13
β
)
) 2
q
(
pi
β sinh(pit24
β
)
) 2
q
(
pi
β cosh(pit34
β
)
)2− 4
q
eh
pi
β
(t3+t4)/2
(cosh pit34
β
)2∆−h
=
Γ
(
q−2
q
)
Γ
(
q−2
q
)
Γ
(
2
q
− h
)
Γ
(
−h− 2
q
+ 2
) ehpiβ (t1+t2)(
cosh(pit12
β
)
) 2
q
−h . (3.53)
The results are
k11 =
√
3
6pi
Γ
(
1
3
)2
Γ
(
2
3
− h)
Γ
(
4
3
− h) , k12 =
√
3bχ
3pibφ
Γ
(
1
3
)2
Γ
(
2
3
− h)
Γ
(
4
3
− h) (3.54)
k21 =
2
√
3bφ
3pibχ
Γ
(
2
3
)2
Γ
(
1
3
− h)
Γ
(
5
3
− h) , k22 =
√
3
3pi
Γ
(
2
3
)2
Γ
(
1
3
− h)
Γ
(
5
3
− h) . (3.55)
The resonance of this system appears when some of the eigenvalues become 1. Diag-
onalizing this matrix, we find only one negative value h = −1 that makes one of the
eigenvalues to be 1. The corresponding eigenfunctions F φ,χ(t1, t2) =
e
2pi
β
(t1+t2)/2
(cosh
pit12
β
)
2∆φ,χ+1
grow exponentially with the maximum Lyapunov exponent λL =
2pi
β
.
3.2 A slightly different model
One could consider another model of the same set of tensor and vector fields
H ′1 =
k
2N2
(
λ¯abiλ¯
eb
jφ
aφeχiχj + λabjλebjφaφeχ¯iχ¯j
)
. (3.56)
The corrections to the λ field are again subleading in 1/N , so in the M  k limit
we have Gλ(τ1, τ2) =
1
2
sgn(τ12). In the low energy limit, the large-N Schwinger-Dyson
equations for the χ and the φ fields are the same as (3.3)-(3.6), which is solved by
Gχ(τ1, τ2) =
bχsgn(τ12)
|τ12| 23
, Gφ(τ1, τ2) =
bφ
|τ12| 13
, with (bφ)2(bχ)2 =
2
√
3
3pik2
(3.57)
The 4-point function of the tensor fields is again not corrected at the leading order
in 1
N
. The 4-point function of the vector fermions 〈χ¯i(τ1)χi(τ2)χ¯j(τ3)χj(τ4)〉 mixes with
the other two correlators 〈χ¯i(τ1)χi(τ2)φa(τ3)φa(τ4)〉 and 〈φa(τ1)φa(τ2)φb(τ3)φb(τ4)〉. The
mixing is again conducted by 4 different kernels
K(11) = k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2(Gφ(τ4, τ3))
2 (3.58)
K(12) = 2k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2Gφ(τ4, τ3)G
χ(τ3, τ4) (3.59)
K(21) = 4k2Gφ(τ1, τ4)G
φ(τ2, τ3)(G
λ(τ4, τ3))
2Gφ(τ4, τ3)G
χ(τ3, τ4) (3.60)
K(22) = 2k2Gφ(τ1, τ4)G
φ(τ2, τ3)(G
λ(τ4, τ3))
2(Gχ(τ3, τ4))
2 . (3.61)
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There are again 3 types of eigenvectors, the same as the symmetric and antisymmetric
fermionic U s/a together with a symmetric bosonic V
U s(τ1, τ2) =
1
|τ1 − τ2| 23−h
, Ua(τ1, τ2) =
sgn(τ1 − τ2)
|τ1 − τ2| 23−h
, V (τ1, τ2) =
1
|τ1 − τ2| 13−h
.
(3.62)
As a result, the kernel matrix to diagonalize is again 3 × 3, similar to that in figure 5
but with some arrows flipped. The eigenvalues of the kernels
K(11)U s(τ3, τ4) = k
11U s(τ1, τ2) (3.63)
K(11)Ua(τ1, τ2) = k
22Ua(τ1, τ2) , K
(12)V (τ3, τ4) = k
23Ua(τ1, τ2) (3.64)
K(21)Ua(τ3, τ4) = k
32V (τ1, τ2) , K
(22)V (τ3, τ4) = k
33V (τ1, τ2) , (3.65)
can be evaluated to be
k11 = −2
√
3pi sin
(
1
6
(3pih+ pi)
)
sec
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.66)
k22 = −2
√
3pi cos
(
1
6
(3pih+ pi)
)
csc
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.67)
k23 = −4
√
3pi cos
(
1
6
(3pih+ pi)
)
csc
(
1
6
pi(3h+ 2)
)
Γ
(
2
3
− h)
Γ
(−1
3
)2
Γ
(
4
3
− h) (3.68)
k32 = −2
√
3pi sin
(
1
6
pi(3h+ 2)
)
sec
(
1
6
(3pih+ pi)
)
Γ
(
1
3
− h)
Γ
(−2
3
)2
Γ
(
5
3
− h) (3.69)
k33 =
√
3pi sin
(
1
6
pi(3h+ 2)
)
csc
(
1
6
pi(8− 3h))Γ (1
3
− h)
Γ
(−2
3
)2
Γ
(
5
3
− h) . (3.70)
Diagonalizing this matrix and setting the resulting eigenvalues to 1 leads to the
dimension of the operators running in the OPE channel. The eigenvalues from diago-
nalizing the matrix are plotted in Fig 7. There is a tower of operators in the diagonal
K11 kernel with dimension
h0m = 2m+
2
3
− γ′0m , m ∈ Z+ ,
1
3
> γ′0m > 0 . (3.71)
The dimensions of the operators running in the 2× 2 block fall into two towers, whose
dimensions are
h1m = 2m+
1
3
− γ′1m , m ∈ N ,
1
3
≥ γ′1m > 0 , (3.72)
h2m = 2m+
5
3
+ γ′2m , m ∈ N ,
1
3
≥ γ′2m > 0 , (3.73)
– 17 –
1 2 3 4 5 6 7
-1
1
2
3
Figure 7. The eigenvalues of the kernels of the 4-point functions in the model (3.56). The yel-
low curves represent the diagonal k11 eigenvalues, while the red curves are from diagonalizing
the matrix of k22, k23, k32 and k33.
where γ′1,20 =
1
3
and all the γ′0,1,2m approach to zero as m increases. Numerically, the
first few dimensions of these towers are
h0 = 2.38, 4.50, 6.55, 8.57, 10.58, . . . (3.74)
h1 = 1(0), 2.21, 4.30, 6.32, 8.32, 10.32, . . . (3.75)
h2 = 2, 3.82, 5.78, 7.76, 9.74, 11.73, . . . . (3.76)
The operator with dimension 1 should correspond to φaφa. The dimension 2 operator
should correspond to the gravity mode.
Next we consider the chaotic behavior of the 4-point functions. Following similar
computation as in the model (3.1), we get the retarded kernels
K11R = k
2Gχ(t1, t3)G
χ(t2, t3)(G
λ(t3, t4))
2(Gφ(t3, t4))
2 (3.77)
K12R = −2k2Gχ(t1, t3)Gχ(t2, t4)(Gλ(t3, t4))2Gφ(t3, t4)Gχ(t4, t3) (3.78)
K21R = 4k
2Gφ(t1, t3)G
φ(t2, t4)(G
λ(t3, t4))
2Gφ(t3, t4)G
χ(t4, t3) (3.79)
K22R = −2k2Gφ(t1, t3)Gφ(t2, t4)(Gλ(t3, t4))2(Gχ(t4, t3))2 . (3.80)
Two more facts are taken into account to derive these retarded kernels. Firstly we have
included a factor of i2 to each of the kernels for the same reason as in the previous
models. We have also included a factor of −1 to each of the kernels K11R , K21R for the
reason explained in section 2.1. For the kernel K12R , K
22
R , no factor of −1 is needed since
the outgoing legs of the kernels are bosonic.
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Assuming an exponential growth ansatz
F φ(t1, t2) =
e−
pih
β
(t1+t2)
(cosh pit12
β
)
1
3
−h , F
χ(t1, t2) =
e−
pih
β
(t1+t2)
(cosh pit12
β
)
2
3
−h , (3.81)
the eigenvalues of the above kernels
K11R F
χ(t3, t4) = k
11
R F
χ(t1, t2) , K
12
R F
φ(t3, t4) = k
12
R F
χ(t1, t2) (3.82)
K21R F
χ(t3, t4) = k
21
R F
φ(t1, t2) , K
22
R F
φ(t3, t4) = k
22
R F
φ(t1, t2) , (3.83)
can be computed by direct integrations. The results are
k11 =
√
3
6pi
Γ
(
1
3
)2
Γ
(
2
3
− h)
Γ
(
4
3
− h) , k12 = −
√
3bχ
3pibφ
Γ
(
1
3
)2
Γ
(
2
3
− h)
Γ
(
4
3
− h) (3.84)
k21 = −2
√
3bφ
3pibχ
Γ
(
2
3
)2
Γ
(
1
3
− h)
Γ
(
5
3
− h) , k22 =
√
3
3pi
Γ
(
2
3
)2
Γ
(
1
3
− h)
Γ
(
5
3
− h) . (3.85)
Diagonalizing this matrix, we find only one negative value h = −1 that makes one of
the eigenvalues to be 1. The corresponding eigenfunctions F φ,χ(t1, t2) =
e
2pi
β
(t1+t2)/2
(cosh
pit12
β
)
2∆φ,χ+1
grow exponentially with the maximum Lyapunov exponent λL =
2pi
β
.
4 Models with a different global symmetry
As we have discussed at the beginning of this section, it is not crucial to consider a
tensor field with O(N)×O(N)×U(N) symmetry. In the following two subsections, we
consider models where the tensor field possesses a U(N)×O(N)× U(N) symmetry.
4.1 A model with a fermionic tensor field
Since the first factor of the symmetry group becomes U(N), we can consider a model
similar to (3.56) but with a complex boson
H2 =
k
2N2
(
λ¯p
b
iλ¯q
b
jφ
pφqχiχj + λpbiλqbjφ¯pφ¯qχ¯iχ¯j
)
. (4.1)
We will show that changing from a real boson to a comlex boson modifies the IR physics
significantly.
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Figure 8. Schematic form of the eigen-equations associated to the kernels of the 4-point
functions in the model (4.1). There is another similar equation with the symmetry properties
of the eigenfunctions exchanged.
The Schwinger-Dyson equations for the two point functions of this model in the
infrared are
Σχ(τ1, τ2) = k
2Gλ(τ1, τ2)
2Gχ(τ1, τ2) (G
φ(τ1, τ2))
2 (4.2)
Σφ(τ1, τ2) = k
2Gλ(τ1, τ2)
2 (Gχ(τ1, τ2))
2Gφ(τ1, τ2) (4.3)∫
dτ2G
χ(τ1, τ2)Σ
χ(τ2, τ3) = −δ(τ1 − τ3) (4.4)∫
dτ2G
φ(τ1, τ2)Σ
φ(τ2, τ3) = −δ(τ1 − τ3) . (4.5)
Using (3.2) and the conformal ansatz
Gχ(τ1, τ2) =
bχsgn(τ12)
|τ12|2∆χ , G
φ(τ1, τ2) =
bφ
|τ12|2∆φ , (4.6)
the Schwinger-Dyson equations are uniquely solved by
∆χ =
1
4
, ∆φ =
1
4
, (bφ)2(bχ)2 =
1
pik2
. (4.7)
The 4-point functions of the vector fields are again dominated by a set of ladder di-
agrams. We consider the 4-point function 〈ψ¯i(τ1)ψi(τ2)φ¯p(τ3)φp(τ4)〉, which mixes with
〈ψ¯i(τ1)ψi(τ2)ψ¯j(τ3)ψj(τ4)〉 and 〈φ¯p(τ1)φp(τ2)φ¯q(τ3)φq(τ4)〉 since they share the same set
of kernels. The 4 kernels are
K11 = k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2(Gφ(τ4, τ3))
2 (4.8)
K12 = 2k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2Gφ(τ4, τ3)G
χ(τ3, τ4) (4.9)
K21 = 2k2Gφ(τ1, τ4)G
φ(τ2, τ3)(G
λ(τ4, τ3))
2Gφ(τ4, τ3)G
χ(τ3, τ4) (4.10)
K22 = k2Gφ(τ1, τ4)G
φ(τ2, τ3)(G
λ(τ4, τ3))
2(Gχ(τ3, τ4))
2 . (4.11)
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There are 2× 2 = 4 types of eigenvectors, corresponding to symmetric/antisymmetric
bosnic/fermionic ones
Uχ/φ,s(τ1, τ2) =
1
|τ1 − τ2| 12−h
, Uχ/φ,a(τ1, τ2) =
sgn(τ1 − τ2)
|τ1 − τ2| 12−h
. (4.12)
The eigenvalues, defined by
K(11)Uχ,s(τ3, τ4) = k
11,aUχ,s(τ1, τ2) , K
(11)Uχ,a(τ1, τ2) = k
11,sUχ,a(τ1, τ2) (4.13)
K(12)Uφ,a(τ3, τ4) = k
12,aUχ,s(τ1, τ2) , K
(12)Uφ,s(τ3, τ4) = k
12,sUχ,a(τ1, τ2) (4.14)
K(21)Uχ,s(τ3, τ4) = k
21,aUφ,a(τ1, τ2) , K
(21)Uχ,a(τ3, τ4) = k
21,sUφ,s(τ1, τ2) (4.15)
K(22)Uφ,a(τ3, τ4) = k
22,aUφ,a(τ1, 2) , K
(22)Uφ,s(τ3, τ4) = k
22,sUφ,s(τ1, τ2) , (4.16)
can be evaluated explicitly in the conformal limit
k11,a =
1
2
C(h) , k12,a =
bχ
bφ
C(h) , k21,a = −b
φ
bχ
S(h) , k22,a = −1
2
S(h) , (4.17)
k11,s = −1
2
S(h) , k12,s = −b
χ
bφ
S(h) , k21,s =
bφ
bχ
C(h) , k22,s =
1
2
C(h) , (4.18)
where
S(h) =
2 cot
(
1
4
(2pih+ pi)
)
1− 2h , C(h) =
2 tan
(
1
4
(2pih+ pi)
)
2h− 1 . (4.19)
From these results, it is clear that the functions
(
Uχ,a, Uφ,s
)
close among themselves
under the multiplication by the kernels. Similarly, the
(
Uχ,s, Uφ,a
)
closes among them-
selves. Consequently, we only need to diagonalize a 2× 2 matrix, as shown in figure 8,
to get the eigenvalues. Interestingly, due to the special form of the kernels, the eigen-
values corrsponding to the symmetric and antisymmetric eigenfunctions degenerate. In
figure 9, we have plotted the eigenvalues from diagonalizing the 2 × 2 matrix of the(
Uχ,a, Uφ,s
)
eigenfunctions. The plot for the
(
Uχ,s, Uφ,a
)
eigenfunctions is identical.
The dimension of the operators running in the OPE channel are the values of h
where some eigenvalues of the kernel matrix is 1. These are the horizontal positions of
the intersection between the red curves and the yellow line in figure 9. The dimensions
of the operators running in the OPE channel fall into two sets, whose dimensions are
respectively
h1m = 2m+
1
2
− η1m , m ∈ N ,
1
2
≥ ηam > 0 , (4.20)
h2m = 2m+
3
2
+ η2m , m ∈ N ,
1
2
≥ η2m > 0 . (4.21)
– 21 –
2 4 6 8
-1
1
2
3
Figure 9. The red curve are the eigenvalues from diagonalizing the entries of the kab matrix
of the model (4.1). There is another identical copy where the symmetry properties of the
eigenfunctions are switched.
Both the η0,1m approach to zero as m increases. A few of the lowest dimensions are
h1m = 1(0), 2.21, 4.41, 6.45, 8.46, 10.47, . . . (4.22)
h2m = 2, 3.6, 5.57, 7.55, 9.54, 11.53, . . . . (4.23)
Notice that there is another set of antisymmetric operators that have identical
dimensions as the above set of symmetric operators. This means that there are two
states for each spin with identical dimensions but different symmetry property. Naively,
we guess that at each spin one of them is a bilinear of fermions and the other is a bilinear
of bosons, but it will be interesting to understand more details about this degeneracy.
Next we compute the retarded kernel to study the chaotic behavior. Following the
similar computations in the previous models, we get the retarded kernels
K
(11)
R = k
2GχR(t1, t3)G
χ
R(t2, t4)(G
λ
lr(t3, t4))
2(Gφlr(t3, t4))
2 (4.24)
K
(12)
R = −2k2GχR(t1, t3)GχR(t2, t4)(Gλlr(t3, t4))2Gφlr(t3, t4)Gχlr(t3, t4) (4.25)
K
(21)
R = 2k
2GφR(t1, t3)G
φ
R(t2, t4)(G
λ
lr(t3, t4))
2Gφlr(t3, t4)G
χ
lr(t3, t4) (4.26)
K
(22)
R = −k2GφR(t1, t3)GφR(t2, t4)(Gλlr(t3, t4))2(Gχlr(t3, t4))2 , (4.27)
where we have included the extra factors we discussed in the previous case. Next we
try to find eigenfunctions that grow exponentially with time. It is easy to check that
the time dependent parts in the kernels are all identical; there is only one integration
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to be done. Taking a similar ansatz as the (3.50) and using again (3.53), we find the
eigenvalues of the kernels, defined by
KxR(t1, t2; t3, t4)F (t3, t4) ≡ kxRF (t1, t2) , (4.28)
to be
k11R =
1
1− 2h , k
12
R =
−2bχ
bφ(1− 2h) , k
21
R =
−2bφ
bχ(1− 2h) , k
22
R =
1
1− 2h . (4.29)
Diagnalizing this matrix, we get two eigenvalues
kR,1 = − 1
1− 2h , kR,2 =
3
1− 2h . (4.30)
Setting kR,1 = 1 gives h = 1, which leads to a decreasing eigenfunction with no chaotic
behavior. On the other hand, setting kR,2 = 1 renders h = −1, which leads to an expo-
nentially growing eigenfunction e
2pi
β
(t1+t2)/2(cosh pit12
β
)−
3
2 , with the maximal Lyapunov
exponent λL =
2pi
β
.
4.2 A model with a bosonic tensor field
Given the above interesting models, we tempt to couple two different fermionic U(N)
models to some tensor field and check if the resulting theory is chaotic. We thus consider
a model
H3 =
k
2N2
(
Φ¯p
b
iΦ¯q
b
jξ
pξqχiχj + ΦpbiΦqbj ξ¯pξ¯qχ¯iχ¯j
)
, (4.31)
where Φpbi is a free bosonic tensor field with a propagator GΦ(τ1, τ2) = 1. As in the
previous sections, this propagator will not be corrected at leading order of 1/N . Let
us emphasis again that the two vector fermions transform under two different U(N)
groups. The diagrams that dominate the correlation functions of the vector fields are
again melonic at the leading order of 1
N
. The Schwinger-Dyson equations in the IR are
Σχ(τ1, τ2) = k
2GΦ(τ1, τ2)
2Gχ(τ1, τ2) (G
ξ(τ1, τ2))
2 (4.32)
Σξ(τ1, τ2) = k
2GΦ(τ1, τ2)
2 (Gχ(τ1, τ2))
2Gξ(τ1, τ2) (4.33)∫
dτ2G
χ(τ1, τ2)Σ
χ(τ2, τ3) = −δ(τ1 − τ3) (4.34)∫
dτ2G
φ(τ1, τ2)Σ
φ(τ2, τ3) = −δ(τ1 − τ3) . (4.35)
In the conformal limit, we consider again the ansatz
Gχ(τ1, τ2) =
bχsgn(τ12)
|τ12|2∆χ , G
ξ(τ1, τ2) =
bξsgn(τ12)
|τ12|2∆ξ . (4.36)
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The Schwinger-Dyson equations are uniquely solved by
∆χ =
1
4
, ∆ξ =
1
4
, (bξ)2(bχ)2 =
1
4pik2
. (4.37)
The 4-point function 〈ξ¯p(τ1)ξp(τ2)χ¯i(τ3)χi(τ4)〉mixes with 〈ξ¯p(τ1)ξp(τ2)ξ¯q(τ3)ξq(τ4)〉
and 〈χ¯i(τ1)χi(τ2)χ¯j(τ3)χj(τ4)〉. As in the model (4.1), there are 4 kernels involved in
these correlation functions
K(11) = k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2(Gξ(τ4, τ3))
2 (4.38)
K(12) = 2k2Gχ(τ1, τ4)G
χ(τ2, τ3)(G
λ(τ4, τ3))
2Gξ(τ3, τ4)G
χ(τ3, τ4) (4.39)
K(21) = 2k2Gξ(τ1, τ4)G
ξ(τ2, τ3)(G
λ(τ4, τ3))
2Gξ(τ3, τ4)G
χ(τ3, τ4) (4.40)
K(22) = k2Gξ(τ1, τ4)G
ξ(τ2, τ3)(G
λ(τ4, τ3))
2(Gχ(τ3, τ4))
2 . (4.41)
We consider 4 different eigenvectors, symmetric or antisymmetric in terms of ξi, χi
Uχ/ξ,s(τ1, τ2) =
1
|τ1 − τ2| 12−h
, Uχ/ξ,a(τ1, τ2) =
sgn(τ1 − τ2)
|τ1 − τ2| 12−h
. (4.42)
It is straightforward to check that the two symmetric eigenfunctions
(
Uχ,s, U ξ,s
)
close
under the action of the kernels, and similar for the antisymmetric ones. Furthermore,
the time dependent parts of the 4 kernels are identical, which is
K =
sgn(τ1 − τ4)
|τ1 − τ4| 12
sgn(τ2 − τ3)
|τ2 − τ3| 12
1
|τ3 − τ4| . (4.43)
The matrix products between this kernel and the two types of eigenfunctions are
KU s(τ3, τ4) =
4pi tan(pi(1
4
+ h
2
))
2h− 1 U
s(τ1, τ2) (4.44)
KUa(τ3, τ4) =
4pi cot(pi(1
4
+ h
2
))
2h− 1 U
a(τ1, τ2) . (4.45)
Diagonalizing the (anti-)symmetric matrix of kij amounts to simply diagonalizing the
prefactors, whose eigenvalues are { 3
4pi
,− 1
4pi
}. Consequently, the eigenvalues of the ker-
nels of the 4-point functions in this model are
ks,1 =
3 tan(pi(1
4
+ h
2
))
2h− 1 , k
s,2 =
tan(pi(1
4
+ h
2
))
1− 2h (4.46)
ka,1 =
3 cot(pi(1
4
+ h
2
))
2h− 1 , k
a,2 =
cot(pi(1
4
+ h
2
))
1− 2h . (4.47)
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Figure 10. The blue, red, magenta and yellow curves are the eigenvalues from diagonalizing
the entries of the ks,1, ks,2, ka,1 and ka,2 respectively.
These eigenvalues are plotted in figure 10. The dimensions of the operators in the OPE
channel of the above 4-point functions are
hs,1 = 2, 4.26, 6.34, 8.38, 10.40, . . . , hs,2 = 1, 2.65, 4.58, 6.55, 8.54, . . . (4.48)
ha,1 = 2, 3.77, 5.68, 7.63, 9.60, . . . , ha,2 = 1, 3.39, 5.44, 7.45, 9.46, . . . . (4.49)
Notice that there are two dimension 1, 2 operators in the OPE channels. Naively, they
should be two different sets of dimension 1, 2 operators since their symmetry property
are different. It is interesting to understand which of them correspond to the gravity
modes, and what are the two deformation operators.
The retarded kernels of the 4-point functions in this model are
K
(11)
R = k
2GχR(t1, t3)G
χ
R(t2, t4)(G
λ
lr(t3, t4))
2(Gξlr(t3, t4))
2 (4.50)
K
(12)
R = 2k
2GχR(t1, t3)G
χ
R(t2, t4)(G
λ
lr(t3, t4))
2Gξlr(t3, t4)G
χ
lr(t3, t4) (4.51)
K
(21)
R = 2k
2GξR(t1, t3)G
ξ
R(t2, t4)(G
λ
lr(t3, t4))
2Gξlr(t3, t4)G
χ
lr(t3, t4) (4.52)
K
(22)
R = k
2GξR(t1, t3)G
ξ
R(t2, t4)(G
λ
lr(t3, t4))
2(Gχlr(t3, t4))
2 . (4.53)
As we have discussed in the previous subsections, we include a factor of −i2 for each
of the kernels. Assuming again an exponential growth ansatz
F (t1, t2) =
e−
pih
β
(t1+t2)
(cosh pit12
β
)2∆−h
, (4.54)
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where we do not distinguish the χ or the ξ fields since they have the same dimension.
The eigenvalues of the above retarded kernels, defined by
KxR(t1, t2; t3, t4)F (t3, t4) ≡ kxRF (t1, t2) , (4.55)
are
k11R =
1
1− 2h , k
12
R =
2bχ
bξ (1− 2h) , k
21
R =
2bξ
bχ (1− 2h) , k
22
R =
1
1− 2h . (4.56)
Diagonalizing this matrix gives
kR,1 = − 1
1− 2h , kR,2 =
3
1− 2h . (4.57)
The resonance of this system appears when the eigenvalue becomes 1, which determines
kR,1 = 1 ⇒ h = 1 , kR,2 = 1 ⇒ h = −1 . (4.58)
Similar to the previous model, the kR,1 eigenvalue leads to a non-growth eigenfunc-
tion with no chaos. The kR,2 eigenvalue leads to an exponential growth eigenfunction
e
2pi
β
(t1+t2)/2(cosh pit12
β
)−
3
2 , with the maximum Lyapunov exponent λL =
2pi
β
.
5 A model with a self-interacting tensor field
The models discussed in the previous sections are chaotic, which originate from non-
trivial dynamics of the vector fields and in particular the tensor field is classical at the
leading order of 1/N . In this section, we try to study another chaotic model with a self
interaction of the tensor field
H4 =
J
2N3/2
(
λ¯abiλ¯
ab
jχ
iχj + λabiλabjχ¯iχ¯j
)
+
C
2N3/2
λ¯abiλ¯
eb
jλ
efiλafj . (5.1)
This is similar to the interaction studied in [43, 46], only with a slightly different sym-
metry group. The correlation functions are dominated by the set of melonic diagrams.
One can sum over all melonic diagrams to get the Schwinger-Dyson equations of the
2-point function in the low energy/strong coupling limit
−δ(τ13) =
∫
dτ2G
χ(τ1, τ2)Σ
χ(τ2, τ3) , Σ
χ(τ1, t2) = J
2Gλ(τ1, τ2)
2Gχ(τ1, τ2) , (5.2)
−δ(τ13) =
∫
dτ2G
λ(τ1, τ2)Σ
λ(τ2, τ3) , Σ
λ(τ1, τ2) = C
2Gλ(τ1, τ2)
3 . (5.3)
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Taking an ansatz
Gχ(τ) =
bχsgn(τ)
|τ |1/2 , G
λ(τ) =
bλsgn(τ)
|τ |1/2 , (5.4)
and making use of (3.10), the above equations are solved by
∆χ =
1
4
, ∆λ =
1
4
, bλ =
( 1
4piC2
)1/4
, bχ =
( C2
4piJ4
)1/4
. (5.5)
The 4-point function 〈λ¯abi(τ1)λabi(τ2)λ¯dej(τ3)λdej(τ4)〉 is dominated by a set of ladder
diagrams with the λabi fields running on the sides and the rung; the J vertex does not
contribute at the leading order of 1/N . The kernel of the ladder diagrams is
Kλ(τ1, τ2; τ3, τ4) = C
2
(
Gλ(τ14)G
λ(τ23)G
λ(τ34)
2 − 2Gλ(τ13)Gλ(τ24)Gλ(τ34)2
)
, (5.6)
which becomes
Kλ(τ1, τ2; τ3, τ4) =
1
4pi
(
sgn(τ14)
|τ14| 12
sgn(τ23)
|τ23| 12
1
|τ34| − 2
sgn(τ13)
|τ13| 12
sgn(τ24)
|τ24| 12
1
|τ34|
)
(5.7)
in the IR. There are two sets of eigenfunctions since the model is complex
U sh(τ1, τ2) =
1
|τ1 − τ2| 12−h
Uah(τ1, τ2) =
sgn(τ1 − τ2)
|τ1 − τ2| 12−h
. (5.8)
The associated eigenvalues can be evaluated directly
Kλ(τ1, τ2; τ3, τ4)U
s
h(τ3, τ4) = k
λ,s
h U
s
h(τ1, τ2) (5.9)
Kλ(τ1, τ2; τ3, τ4)U
a
h(τ3, τ4) = k
λ,a
h U
a
h(τ1, τ2) . (5.10)
where
kλ,sh = −
cot(pi(1
4
− h
2
))
2h− 1 , k
λ,a
h =
3 tan(pi(1
4
− h
2
))
2h− 1 . (5.11)
The dimensions of the set of operators running in the OPE channel are obtained by
setting these eigenvalues to one. Numerically, the dimensions are
kλ,a = 1 ⇒ hλ,a = 2, 3.77, 5.68, 7.63, 9.60, . . . (5.12)
kλ,s = 1 ⇒ hλ,s = 1, 2.65, 4.58, 6.55, 8.54, . . . . (5.13)
These dimensions are the same as the uncolored tensor model with U(N)×O(N)×U(N)
symmetry discussed in [46].
– 27 –
1 2 3 4 5 6
-2
-1
1
2
3
Figure 11. The eigenvalues of the kernels of the 4-point functions in the model (5.1). The
red and yellow curves are the eigenvalues of the symmetric and antisymmetric eigenfunctions
of the kernel of the tensor 4 point function. The blue and cyan curves correspond to the
symmetric and antisymmetric eigenvalues of the vector kernel.
The 4-point function of the vector fields 〈χ¯i(τ1)χi(τ2)χ¯j(τ3)χj(τ4)〉 can be computed
by summing over ladder diagrams again of the type shown in figure 2. The kernel of
these ladder diagrams is
Kχ(τ1, τ2; τ3, τ4) = J
2Gχ(τ14)G
χ(τ23)
(
Gλ(τ34)
)2
. (5.14)
This kernel again admits symmetric and antisymmetric eigenfunctions whose numerical
forms are identical to (5.8). The corresponding eigenvalues can be computed similarly
Kχ(τ1, τ2; τ3, τ4)U
s
h(τ3, τ4) = k
χ,sU sh(τ1, τ2) (5.15)
Kχ(τ1, τ2; τ3, τ4)U
a
h(τ3, τ4) = k
χ,aUah(τ1, τ2) , (5.16)
where
kχ,s =
cot(pi(1
4
− h
2
))
2h− 1 , k
χ,a =
tan(pi(1
4
− h
2
))
2h− 1 . (5.17)
They are related to (5.11) by
kχ,sh = −kλ,sh , kχ,ah =
kλ,ah
3
. (5.18)
The eigenvalues (5.11) and (5.18) are plotted in figure 11. The dimensions of the set of
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Figure 12. The dimensions of the operator in the vector and tensor 4-point function asymp-
tote to the same value as the dimension increases.
operators running in the OPE channel are obtained from setting the eigenvalues (5.18)
to one. Numerically, the dimensions are
kχ,a = 1 ⇒ hχ,a = 1.74 , 3.60 , 5.56 , 7.55 , 9.54 , . . . (5.19)
kχ,s = 1 ⇒ hχ,s = 2.33 , 4.42 , 6.45 , 8.46 , 10.47 , . . . . (5.20)
These are two different towers of operators comparing to (5.12) and (5.13). The di-
mensions (5.19) and (5.20) approach to the dimensions (5.12) and (5.13) respectively
as the dimension increases. This is shown in figure 12. Moreover, the operators with
dimension 1 and 2 do not run in the OPE channel of the 4-point function of the vector
fields. This could mean that the AdS2 graviton only contributes to the correlation
functions of the vector fields in the bulk at loop level, since the above result is at the
leading order of 1/N . This gives a hint of the form of the coupling between gravity
and the dual of the vector fields: the gravity fields appears at least quadratically in the
vertex. It will be interesting to have a better understanding of this result.
Next we consider the out-of-time-order 4-point functions and check if the model
(5.1) is chaotic. For this we study retarded kernels and check if it has any eigenfunction
that grows exponentially in time. We find the two retarded kernels to be
KλR(t1, t2; t3, t4) = 3C
2GλR(t13)G
λ
R(t24)G
λ
lr(t34)
2 (5.21)
KχR(t1, t2; t3, t4) = J
2GχR(t13)G
χ
R(t24)
(
Gλlr(t34)
)2
, (5.22)
where we have included appropriate factors for different terms as we has discussed in
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previous sections. An exponential growth ansatz
F x(t1, t2) =
eλL(t1+t2)/2
(cosh pit12
β
)2∆x−h
, x = {λ, χ} (5.23)
becomes an eigenfunction of the retarded kernel (5.21)
KλR(t1, t2; t3, t4)F
λ(t1, t2) = k
λ
RF
λ(t1, t2) , (5.24)
when
kλR =
3
(1− 2h) , and λL = −
2pih
β
. (5.25)
This can be verified explicitly using (3.53). The resonance of this system appears when
the eigenvalue becomes 1, which happens at h = −1. This leads to an exponentially
growing eigenfunction with the maximal Lyapunov exponent λL =
2pi
β
. On the other
hand, the eigenvalue of the 4-point function 〈χ¯i(t1)χi(t2)χ¯j(t3)χj(t4)〉 is
kχR =
1
1− 2h , and λL = −
2pih
β
. (5.26)
The eigenvalue becomes 1 at h = 0. This leads to a non-growing eigenfunction
F χ(t1, t2) = (cosh
pit12
β
)−
1
2 without quantum chaos.
As a result, the chaotic behavior only appears in the 4-point function of the tensor
fields. This is consistent with the fact that the h = 2 mode, which corresponds to the
gravity mode, only appears in the OPE channel of the 4-point function of the tensor
fields. This suggests that the holographic dual of the tensor field in this model contains
the dilaton-gravity sector on AdS2, which is propably identical to the dual of the SYK4
model.
One more comment is that the nature of this perturbation (5.1) is different from
the perturbations discussed in the previous sections. This perturbation gives nontrivial
correction to the tensor field that hasN3 degrees of freedom, which will clearly dominate
the vector fields in the large-N limit. Therefore the deformation (5.1) leads to a chaotic
behavior by changing the dominant field. This is very different from the deformations
in the previous sections, where the dominant degrees of freedom are from the vector
fields both before and after the perturbation is turned on.
6 Conclusion
In this paper we try to explore relations between SYK type solvable models and weakly
coupled vector models. The relation is demonstrated by a simple toy model (2.1) that
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couple a tensor field with a vector field. If the tensor field is heavy, we can safely
integrate it out, and the resulting theory is the 1-dimensional Gross-Neveu model. If
instead the scale of the interaction is much larger than the mass of the tensor, at low
energy the theory behaves like an SYK2 model. We can turn on a marginally relevant
deformation at this energy scale and the theory flows to a new SYK-like fix point that
is chaotic. If the sign of the perturbation is flipped, it is marginally irrelevant and the
theory returns to the unperturbed model. Therefore a phase transition is associated
to the sign flip of the perturbation. Other deformations of the model (2.1) exist with
well defined large-N limits. We study some of these deformations and the resulting
theories are all chaotic. None of the models we considered have disorder, and the
global symmetries are explicit. So one can gauge the O(N) or U(N) symmetries and
look for bulk dual of only the gauge invariant operators.
The SYK model contains a tower of operators in the low energy limit. They are
believed to be dual to the tower of states in some 2D string theory where there is only
field at each spin due to the absence of the perpendicular degrees of freedom. On the
other hand, some of the models we discussed, e.g. (3.1), (3.56) and (4.31), contain more
than one tower of operators. Thus a natural question is which, if any, tower corresponds
to the 2D string modes, and what is the interpretation of the other operators.
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