Vers plus de contrôle pour le créateur d'images de synthèse by Cozot, Rémi
Vers plus de controˆle pour le cre´ateur d’images de
synthe`se
Re´mi Cozot
To cite this version:
Re´mi Cozot. Vers plus de controˆle pour le cre´ateur d’images de synthe`se. Synthe`se d’image et
re´alite´ virtuelle [cs.GR]. Rennes 1, 2014. <tel-01141846>
HAL Id: tel-01141846
https://hal.inria.fr/tel-01141846
Submitted on 14 Apr 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
HABILITATION À DIRIGER DES RECHERCHES
présentée devant
L’Université de Rennes 1
Spécialité : informatique
par
Rémi Cozot
Vers plus de contrôle pour le créateur d’images de synthèse
soutenue le 8 septembre 2014 devant le jury composé de :
Pr. Éric Marchand - Université de Rennes 1 - Président
Pr. Touradj Ebrahimi - École Polytechnique Fédérale de Lausanne - Rapporteur
Pr. Céline Loscos - Université de Reims Champagne-Ardenne - Rapporteur
Pr. Pascal Guitton - Université de Bordeaux - Rapporteur
Pr. Patrick Le Callet - Université de Nantes
Pr. Jean-Marc Jézéquel - Université de Rennes 1

Table des matières
1 Avant Propos 5
1.1 Remerciements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Introduction 6
2.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Domaines d’application . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Enjeux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.1 Modélisation automatique de scènes 3D . . . . . . . . . . . . 12
2.4.2 Rendu des milieux participatifs en illumination globale . . . . 12
2.4.3 Modèle d’attention visuelle et ses applications . . . . . . . . . 13
2.4.4 Cohérences temporelles dans la réduction des gammes de lu-
minances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.5 Estimation du blanc de référence en illumination globale . . . 14
2.5 Structure du document . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 De la lumière à l’esthétique de l’image 16
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 La lumière : de la luminance à la colorimétrie . . . . . . . . . . . . . 17
3.2.1 Luminance et Équation de rendu . . . . . . . . . . . . . . . . 17
3.2.2 Photométrie et colorimétrie . . . . . . . . . . . . . . . . . . . 18
3.2.3 Perception et apparence . . . . . . . . . . . . . . . . . . . . . 20
3.3 Dessiner avec la lumière : une intention . . . . . . . . . . . . . . . . 23
3.3.1 Composition et cadrage . . . . . . . . . . . . . . . . . . . . . 23
3.3.2 Lumière . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.3 Couleur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.4 Netteté et profondeur de champ . . . . . . . . . . . . . . . . 28
3.4 Éléments de contrôle . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Modélisation automatique de scènes 3D 32
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Travaux précédants connexes . . . . . . . . . . . . . . . . . . . . . . 33
4.3 Environnement de création automatique de monde 3D . . . . . . . . 34
4.3.1 Vue d’ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1
4.3.2 Calcul du génotype . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3.3 Calcul du phénotype . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Conclusion et Perspectives . . . . . . . . . . . . . . . . . . . . . . . . 41
5 Rendu des milieux participatifs en illumination globale 45
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 État de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 Architecture de l’algorithme . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 Implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.4.1 Pré-traitements . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.4.2 Émission des photons dirigée selon la visibilité . . . . . . . . 49
5.4.3 Mise à jour des luminances . . . . . . . . . . . . . . . . . . . 50
5.4.4 Mise à jour de l’image . . . . . . . . . . . . . . . . . . . . . . 50
5.4.5 Mises à jours des rayons . . . . . . . . . . . . . . . . . . . . . 51
5.5 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6 Post-traitements 57
6.1 Attention visuelle et applications . . . . . . . . . . . . . . . . . . . . 58
6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.2 Modèles d’attention visuelle précédents . . . . . . . . . . . . 59
6.1.3 Notre modèle d’attention visuelle . . . . . . . . . . . . . . . . 60
6.1.4 Résultat du modèle d’attention visuelle . . . . . . . . . . . . 62
6.1.5 Algorithme de flou de profondeur avec autofocus . . . . . . . 63
6.1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Adaptation des gammes de luminances pour les séquences d’images . 65
6.2.1 Problématique de la réduction des gammes de luminances
pour les vidéos . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2.2 Travaux précédants connexes . . . . . . . . . . . . . . . . . . 68
6.2.3 Algorithmes de maintient de la cohérence temporelle . . . . . 69
6.2.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2.5 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . 76
6.3 Gestion de la couleur . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.1 Notion de couleur d’adaptation . . . . . . . . . . . . . . . . . 76
6.3.2 Estimation de la couleur d’adaptation . . . . . . . . . . . . . 77
6.3.3 Notre méthode d’estimation de la couleur d’adaptation cen-
trée sur l’oeil . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3.5 Conclusion sur l’estimation de la couleur d’adaptation . . . . 86
7 Discussion et Perspectives 88
7.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.1.1 Modélisation automatique de scène 3D . . . . . . . . . . . . . 88
7.1.2 Rendu des milieux participatifs en illumination globale . . . . 89
7.1.3 Attention visuelle dans les environnements 3D interactifs . . 90
7.1.4 Autofocus intelligent pour le flou de profondeur . . . . . . . . 90
7.1.5 Adaptation des gammes de luminance pour les séquences d’images 90
7.1.6 Détermination de la couleur d’adaptation . . . . . . . . . . . 91
7.1.7 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7.2.2 Vue d’ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7.2.3 Description et évaluation de l’esthétique . . . . . . . . . . . . 94
7.2.4 Optimisation des paramètres . . . . . . . . . . . . . . . . . . 95
7.2.5 Rendu et des post-traitements . . . . . . . . . . . . . . . . . 96
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Références 98
List of Figures 110
List of Tables 114

Chapitre 1
Avant Propos
Ce document présente un aperçu des travaux de recherche que j’ai menés et
encadrés dans les équipes Bunraku puis FRVSense de l’IRISA en tant que maître
de conférences à l’Université de Rennes 1. La période couverte dans ce document
commence à mon retour de disponibilité pour création d’entreprise en 2005. Mes
travaux qui précédent ma période de disponibilité ne sont pas traités dans ce do-
cument car ils portent sur des thématiques différentes (animation 3D par modèle
physique). Mon retour dans le domaine de la recherche académique a coïncidé avec
un changement de thèmes de recherche. Mes travaux actuels portent sur la synthèse
d’images par ordinateur.
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Chapitre 2
Introduction
2.1 Contexte
La synthèse d’images dans son acception la plus large correspond à la création
d’images numériques au moyen d’algorithmes. Nous nous intéressons ici à la syn-
thèse d’images dite 3D, c’est à dire aux algorithmes qui calculent une image à partir
d’une représentation géométrique tridimensionnelle d’une scène, appelée scène 3D.
Habituellement ces algorithmes sont classés en deux grandes catégories : synthèse
d’images photo-réaliste et synthèse non photo-réaliste. La synthèse d’images photo-
réaliste correspond aux logiciels dont le but est de calculer une image dont l’appa-
rence est proche d’une photographie. A l’opposée, la synthèse d’images non photo-
réaliste cherche à calculer une image dont l’apparence est celle d’un dessin, d’une
peinture, etc. Cette classification ne prend pas en compte l’algorithmique interne
qui calcule l’image. À cette classification nous préférons définir la notion de syn-
thèse d’images physique (physically based rendering) comme étant les algorithmes
qui calculent une image d’une scène 3D en effectuant une simulation physique des
interactions entre la scène et la lumière. Les travaux présentés ici se situent dans le
contexte de la synthèse d’images physique.
Dans le cadre de la synthèse d’images physique, les éléments clés sont (Cf. Figure
2.1) :
1. la description de la scène 3D,
2. les caractéristiques de l’algorithme de synthèse d’images,
3. les images brutes de données physiques, résultats de la simulation,
4. les post-traitements convertissant les données physiques brutes en une image
affichable,
5. l’image finale compatible avec les dispositifs de restitutions (écrans, impri-
mantes, etc.).
La description de la scène 3D comprend la définition de la géométrie des surfaces
et des volumes, la caractérisation du comportement de la surface ou du volume vis
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Figure 2.1 – Éléments clés de la synthèse d’images physique.
à vis de la lumière, le positionnement et les caractéristiques des sources de lumière
et de la caméra. Les objets solides sont habituellement modélisés par la description
de leur surface. Pour les objets gazeux, la modélisation se fait classiquement en
spécifiant leur densité volumique dans l’espace. La description du matériaux définit
leur comportement vis à vis de la lumière. Celui est généralement donné, pour les
surfaces, par une fonction appelée BRDF : Bidirectional Reflectance Distribution
Function. Elle exprime pour un ensemble de longueurs d’ondes, pour chaque direc-
tion incidente, le ratio de lumière réfléchie dans une direction donnée.
Le moteur de synthèse d’images physique se caractérise principalement par les
interactions physiques entre la lumière et la matière qu’il est capable de simuler.
D’un point de vue physique, l’éclairement d’un élément de surface provient, pre-
mièrement, de l’éclairement direct arrivant des sources de lumières, deuxièmement,
de la réflexion de la lumière sur les autres surfaces de la scène et, troisièmement,
de la lumière transmisse au travers des volumes. L’appellation illumination directe
est utilisée dans le cas où le moteur de rendu ne prend en compte que la lumière
venant directement des sources. Quand la réflexion de la lumière sur les surfaces est
prise en compte, on parle alors d’illumination globale. Les moteurs d’illumination
globale se différencient essentiellement par le nombre de réflexions de la lumière pris
en compte, par le fait qu’ils simulent les réflexions diffuse et/ou spéculaire, par le
fait qu’ils prennent en compte ou non les milieux participatifs (gaz, verre, etc.).
Le résultat de la simulation d’un moteur d’illumination globale est la luminance
(flux par unité de surface, par unité d’angle solide, exprimée en Wm−2sr−1) d’un
élément de surface visible (depuis la caméra) dans la direction de la caméra.
Le logiciel de synthèse d’image physique calcule, pour chaque pixel xi de l’image,
la luminance L réfléchie dans la direction de la caméra ωxi de l’élément de surface
visible sxi . La luminance est calculée pour un ensemble de longueur d’onde λk :
L(sxi , ωxi , λk). Les luminances calculées sont des valeurs réelles positives non bor-
nées. Elles sont qualifiées de valeurs HDR (High Dynamic Range). Elles ne sont pas
directement affichables sur les écrans standards dit LDR (Low Dynamic Range) qui
n’acceptent des valeurs de pixels codées entre 0 et 255 dans des espaces de couleurs
RGB. Ces valeurs LDR sont habituellement appelées : Luma. Dans la suite du do-
cument, nous les appelons luminances LDR. Seul les écrans HDR, encore réservés
aux laboratoires de recherche, permettent de restituer directement les images de
luminances HDR.
Comme les images de luminances HDR ne peuvent pas être directement affichées
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ou imprimées, il est nécessaire de réduire ou compresser les luminances afin de les
ramener dans un espace de couleur compatible avec les dispositifs de restitution
classiques. Cette étape est habituellement appelée tone mapping. Les couleurs de
l’image brute de luminances HDR ne correspondent pas aux couleurs perçues par
un observateur humain situé dans la scène. En effet les couleurs calculées par le
moteur d’illumination globale représentent la couleur physique. Le système visuel
humain adapte les couleurs afin d’avoir une perception constante des couleurs des
objets quelque soient les conditions d’illumination. Cette étape dite d’adaptation
chromatique peut prise en compte dans les post-traitements de l’image brute afin
de restituer des couleurs paraissant naturelles. Dans cette étape de post-traitement
il est possible de transformer l’image afin de contrôler son apparence. Par exemple,
un flou de profondeur peut être appliqué à l’image afin de prendre en compte la
profondeur de champ d’une optique ou de simuler le comportement de la vision
humaine. Le contraste, la luminosité, la saturation peuvent être également modifiés.
Le dernier élément est l’image finale habituellement codé dans un espace de
couleur RGB afin qu’elle puisse être affichée directement sur un écran ou imprimée.
L’image est un tableau 2D de pixels où chaque pixel est codé comme un triplé de
valeur entière comprise entre 0 et 255. La valeur n’est pas une valeur physique de
luminance mais une valeur relative habituellement appelée luma.
Ces différents éléments seront plus détaillés et expliqués dans les différents cha-
pitres du document. Nous préciserons les enjeux qui leur sont liés et nos contribu-
tions.
2.2 Domaines d’application
Les domaines d’applications de la synthèse d’images physique sont nombreux.
De part sa capacité à simuler physiquement les interactions entre la lumière et la
scène 3D, l’une des applications de la synthèse d’images physique est la simulation
de l’éclairage dans le domaine de l’architecture, du design ou de la conception. En
effet outre la capacité de visualiser un ensemble architectural (ou un objet) avant
sa construction, la synthèse d’images physique permet également de calculer les
valeurs d’éclairement, de calculer des images montrant fidèlement l’apparence des
objets.
Un autre domaine d’application important est celui du cinéma. La synthèse
d’images physique peut y être utilisée dans deux contextes : premièrement, pour
la création complète de films dits d’animation et, deuxièmement, pour la créations
d’effets spéciaux.
Dans le cadre de la production des films d’animation, la synthèse d’images phy-
sique offre aux créateurs la capacité de reproduire de nombreuses interactions entre
la lumière et la scène 3D comme les multiples réflexions diffuses et spéculaires,
l’absorption et la diffusion dans des nuages, des brumes ou des fumées. Il est ainsi
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possible de produire des images avec une lumière d’une grande richesse. De même,
la capacité de la synthèse d’images physique de restituer l’apparence d’une large
gamme de matériaux est un élément important.
Les effets spéciaux consistent principalement à mélanger des images issues de
prise de vues réelles et des images de synthèse, par exemple ajouter des objets vir-
tuels dans des images réelles. Il est alors crucial que l’éclairement des objets virtuels
corresponde à l’éclairage réel de la prise de vue. La capacité de la synthèse d’images
physique de simuler précisément l’éclairage est alors un élément clé.
La synthèse d’images physique est également utilisée dans le domaine des jeux
vidéo. Dans ce cadre, la principale contrainte est la capacité de calculer en temps
réel les images. La contrainte temps réel est atteinte en simplifiant les interactions
physiques prises en compte. La simulation se limite classiquement à un seul rebond
diffus.
2.3 Enjeux
Les enjeux vis à vis de la synthèse d’images physique sont nombreux. Celui sur
lequel se porte une part importante des travaux est à la réduction des temps de
calcul des images. Le temps de calcul est en effet un critère clé quant à l’utilisa-
tion effective de la synthèse d’images physique pour la production de films ou pour
son utilisation dans le domaine des jeux vidéo. Le temps de calcul est souvent à
mettre en relation avec la qualité d’image. En effet dans de nombreuses approches
algorithmiques, il est possible de fixer un temps de calcul, le critère devient alors
la qualité obtenu dans le temps de calcul donné. La qualité s’évalue habituellement
avec une mesure d’écart, PSNR : Peak Signal to Noise Ratio par exemple, entre
l’image calculée dans un temps donné et une image dite de référence. Cette dernière
est obtenue par une méthode de calcul non biaisée (convergeant vers la solution
mathématique) après un temps de simulation très long. Dans ce cadre, l’élément
discriminant devient à la vitesse de convergence de l’algorithme. Elle mesure la vi-
tesse avec laquelle l’algorithme converge vers la l’image de référence. Une grande
vitesse de convergence indique que pour un temps donné l’algorithme donne une
image proche de la solution de référence.
Dans le cadre de la production de séquences d’images, la stabilité temporelle
du moteur de rendu est également très importante. En effet, si entre deux images
successives le rendu diffère alors ces différences sont souvent très visibles et gênantes
lorsque que la vidéo est jouée. Par exemple, de très légères fluctuations dans le bruit
de l’image apparaissent comme de la neige. Tous les aspects concernant la cohérence
temporelle des images calculées sont donc un élément clés dans le cadre de la pro-
duction de séquences d’images. Ils portent sur le moteur de synthèse d’image en
tant que tel, mais ils sont également à prendre en compte dans les autres étapes de
la production. Ainsi, l’étape de post-traitement, et en particulier dans la phase de
9
réduction des gammes de luminance, est également très sensible aux problèmes de
cohérences temporelles.
Dans le cadre des effets spéciaux, où le but est de mélanger des prises de images
réelles (issues d’une caméra) avec des images « virtuelles » (calculées par synthèse
d’images physique), la précision physique est très importante. Comme le but est que
le spectateur ne voit pas de différences entre les parties réelles et les parties calculées
de l’image finale, il est nécessaire que les parties calculées soient semblables aux par-
ties réelles de l’image. Cette capacité à produire des images semblables aux images
réelles provient de différents facteurs : la précision de la modélisation des sources
de lumières réelles, la modélisation des matériaux dont le comportement doit être
proche du comportement des matériaux réels, la précision de l’algorithme de calcul
des images (algorithme non biaisé qui converge vers la solution mathématique), les
effets pris en compte dans la simulation (diffusion multiple de la lumière dans les fu-
mées par exemple), le traitement des gammes de luminances qui doit être conforme
au comportement de la caméra et la concordance entre les couleurs calculées et
celles restituées par la caméra (même adaptation chromatique par exemple). Tous
ces éléments peuvent entrainer une apparence différentes entre les images réelles et
les images calculées.
Un autre enjeu important partagé par tous les domaines d’application, concerne
la capacité offerte au créateur de contrôler simplement l’image (son apparence, son
style, son esthétique) qu’il souhaite obtenir. Cela passe par le réglage approprié de
tous les paramètres de contrôle disponibles dans tous les éléments de la production
des images : modélisation, moteur de rendu et post traitements. Dans l’étape de
modélisation, les outils de contrôle sont naturellement ceux permettant de contrôler
la création de la scène. Dans le cas de scènes complexes composées de très nom-
breux objets (modélisation de villes par exemple), la modélisation interactive via
une interface utilisateur atteint ses limites. Des méthodes de modélisation automa-
tique peuvent être utilisées. La capacité à contrôler le résultat de la modélisation est
alors un enjeu important. Dans la modélisation entre également la modélisation des
matériaux. La capacité à modéliser des apparences spécifiques peut être une tâche
délicate et souvent hors de porteur d’un créateur n’ayant pas des compétences fortes
en programmation. La modélisation inclue également la spécification des sources de
lumières. L’élément clé permettant d’obtenir l’éclairage désiré dans l’image finale
nécessite la capacité à modéliser finement la géométrie de flux de sortie de la lu-
mière, sa puissance et sa couleur. Le temps nécessaire aux réglages des paramètres
peut être grand du fait de la succession des essais (calcul d’une image avec un nouvel
ensemble de paramètres) nécessaires pour déterminer les bonnes valeurs des para-
mètres. Dans ce processus de réglage, il est capital que les changements effectués se
répercutent dans un sens qui paraisse naturel dans l’image calculée. La simulation
physique permet normalement d’assurer ce comportement. Néanmoins du fait des
limites de la simulations, des éventuels biais et des erreurs de la méthode de calcul,
une modification de la modélisation peut entrainer un changement non escompté
dans l’image finale. Cela montre également l’importance du paramétrage du moteur
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de rendu. Par exemple, limiter le nombre de réflexion/de rebond de la lumière pris en
compte dans la simulation peut entrainer un comportement qui parait peu réaliste.
En dehors du moteur de rendu, les algorithmes de post traitement ont également
des paramètres important vis à vis de contrôle de l’image finale. Chaque traitement
peut modifier l’apparence de l’image finale allant dans une direction opposée aux
changements souhaités par le créateur. Par exemple l’algorithme de réduction des
gammes de luminances se comporte généralement comme le réglage automatique de
l’exposition d’un appareil photo en essayant de trouver la meilleure exposition pour
l’image finale. Le créateur peut, par exemple, augmenter la puissance des sources de
lumière de la scène 3D afin d’obtenir une image finale plus lumineuse. Mias s’il laisse
l’algorithme réduction des gammes de luminances traiter automatiquement l’image
de luminance, alors l’image finale peut être moins lumineuse (qu’avant l’augmen-
tation de la puissances des sources). Cette exemple montre la complexité pour le
créateur de maîtriser l’image finale car elle nécessite la compréhension des différents
paramètres mis à sa disposition.
Le tableau 2.1 résume les enjeux importants par domaine d’application. Les en-
jeux sont notés : Temps de calcul, Cohérence tempor. pour cohérence temporelle,
Précision et Contrôle. Les domaines d’applications sont notés : simul. pour la
simulation d’éclairage, films d’anim. pour la production de films d’animation, SFX
pour les effets spéciaux et jeux vidéo.
simul. films d’anim. SFX jeux vidéos
Temps de calcul faible important important capital
Cohérence tempor. faible capital capital capital
Précision capital important capital faible
Contrôle important capital capital capital
Table 2.1 – Les enjeux par domaines d’applications
Les travaux présentés ici sont principalement situés dans ce cadre dans les ou-
tils pour un meilleur contrôle du créateur sur l’image finale. Ils se situent dans les
différentes étapes de la chaîne de production des images : modélisation, moteur de
rendu et post-traitements. Nous présentons une méthode de modélisation automa-
tique de scène 3D à partir de bases de données relationnelles. Cet outil permet à
un créateur de construire facilement des mondes 3D à partir d’un langage de modé-
lisation qui extrait les informations d’une base de données. Nous proposons égale-
ment une méthode de rendu efficace qui prend en compte des milieux participatifs
en illumination globale. Cette contribution en dehors des innovations algorithmes
rend accessible aux créateurs la richesse de la lumière diffusée au seing des milieux
participatifs. Cela est indispensable pour obtenir certaines atmosphère dans l’image
finale. Dans le domaine des post-traitements, nous présentons premièrement un mo-
dèle précis d’attention visuelle qui permet de calculer le point de la scène sur lequel
se fixe le regard de l’utilisateur. Un tel modèle d’attention visuelle est utile pour les
post-traitements qui nécessite de connaître le point regardé. Deuxièmement, nous
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proposons des solutions afin de régler les problèmes de cohérence spatio-temporelle
issus de la réduction des gammes de luminances. Enfin, nous proposons une estima-
tion précise et robuste de manière temporelle de la couleur d’adaptation adaptée
au contexte de l’illumination globale. Ces contributions sont replacées dans leur
contexte et précisées dans la section suivante.
2.4 Contributions
2.4.1 Modélisation automatique de scènes 3D
Dans le cadre de la thèse CIFRE avec France Telecom R&D de Noémie Esnault
[1], nous avons proposé un outil de production automatique de mondes 3D à par-
tir de données extraites d’une base de données relationnelle. La problématique de
la thèse porte sur la possibilité de construire un monde 3D à partir de données
stockées dans une base de données relationnelle (une base de données de films en
vidéo à la demande par exemple). Le monde 3D ne peut pas être statique car il doit
prendre en compte les ajouts/suppressions d’informations de la base seul la struc-
ture relationnelle de la base est considérée comme statique. Dans ce cadre il faut
proposer un outil de construction automatique de monde 3D à partir d’extractions
d’informations faites à la volée. Nous avons proposé un langage permettant, d’une
part, d’extraire et de structurer sous forme de hiérarchie les informations contenues
dans la base de données et, d’autre part, de construire à partir de la hiérarchie
un monde 3D. Les tests menés avec des infographistes ont démontré la facilité de
contrôle, la flexibilité, de l’approche proposée. Cette contribution a donné lieu à
différentes publications : une publication à destination de la communauté franco-
phone de l’informatique graphique [2], deux conférences internationales [3, 4] et une
publication dans une revue [5] qui correspond à une version détaillée et complétée
de la publication acceptée en conférence.
2.4.2 Rendu des milieux participatifs en illumination globale
Le Master 2 Recherche de Charly Collin [6] a porté sur la prise en compte des mi-
lieux participatifs (gaz, fumée, brume, verre, etc.) en illumination globale. La prise
en compte précise des milieux participatifs permet de restituer des effets complexes
de lumière provenant de sa diffusion multiple au seing du milieu. La simulation de
la lumière dans le volume contenant le milieu participatif accroît considérablement
le coût de calcul et le coût mémoire. Il est donc nécessaire de développer des mé-
thodes spécifiques, rapides et maîtrisant le coût mémoire. Dans ce contexte, nous
avons proposé une méthode progressive (succession de simulations) permettant la
maîtrise du coût mémoire et exploitant une structure accélératrice originale spé-
cifique à la gestion des volumes. Ces travaux ont été poursuivis dans le cadre des
thèses de Charly Collin (sous la direction Sumanta Pattanaik, University of Central
Florida, Orlando, USA) et d’Adrien Gruson. Cette contribution à la simulation de la
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lumière dans les milieux participatifs a été publiée sous forme de Talk SIGGRAPH
[7] et dans une revue internationale [8]. Nous avons également proposé une méthode
de simulation des milieux participatifs rapide fonctionnant sur carte graphique [9].
2.4.3 Modèle d’attention visuelle et ses applications
Dans le cadre de la thèse CIFRE avec France Telecom R&D de Sébastien Hillaire
[10], nous avons travaillé sur la création d’un modèle d’attention visuelle pour les
applications 3D interactives. Le modèle d’attention visuelle calcule automatique-
ment le point observé dans la scène par un utilisateur qui se ballade et effectue des
tâches dans un monde 3D. Nous avons donc proposé une méthode exploitant des
informations provenant de l’image tel que la détermination des régions saillantes,
les données issues des actions de l’utilisateur dans le monde et des données hauts ni-
veaux provenant du scénario d’utilisation du monde 3D. Ce modèle original mixant
des informations bas et haut niveaux a été publié dans deux conférences internatio-
nales [11, 12] et deux revues internationales [13, 14].
Afin d’améliorer la qualité d’image dans mes mondes 3D interactifs (jeux vi-
déos, réalité virtuelle, etc.), nous avons proposé d’inclure au moteur d’illumination
globale temps réel, un post-traitement permettant de restituer la profondeur de
champ d’une caméra ou de système visuel humain. Nous avons donc proposé un
algorithme de flou de profondeur temps réel et nous avons évalué son impact sur
l’utilisateur. Afin de déterminer quelle zone de l’image doit être nette, nous avons
proposé un système d’autofocus intelligent qui utilise les actions de l’utilisateur,
le scénario et des données du monde 3D. Cette contribution a donné lieu à trois
publications : une conférence nationale [15], une conférence internationale [16] et
une revue internationale [17].
2.4.4 Cohérences temporelles dans la réduction des gammes
de luminances
Nous avons commencé à travailler sur la gestion des gammes de luminances et
des couleurs dès 2007 [18]. Dans le cadre du projet FUI Nevex, du projet européen
COST HDRi et de la thèse CIFRE de Ronan Boitard avec Technicolor R&D, nous
avons focalisé nos travaux sur la réduction des gammes de luminances des vidéos
HDR. Nous avons formalisé les problématiques propres aux vidéos : le scintillement
haute fréquence et le manque de cohérence temporelle basse fréquence. Plutôt que
de travailler sur la proposition d’un nouvel algorithme de réduction des gammes de
luminances HDR, nous avons choisi de développer des algorithmes de contrôle de
la cohérence qui fonctionnent avec la majorité des solutions proposées pour réduire
les gammes de luminance. Cette approche laisse la liberté aux utilisateurs de choisir
la méthode de réduction des gammes de luminances qui donne le meilleur résultat
sur les contenus, tout en leur proposant des outils de contrôle de la cohérence. En
autre enjeu important propre aux vidéos est la compression du flux vidéo HDR afin
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de pouvoir distribuer le contenu sur les réseaux existant. Nous avons montré que
le fait d’assurer une bonne cohérence temporelle permet un gain substantiel dans
la compression du flux. Ces travaux toujours en cours ont donné lieu à des publi-
cations : deux workshops internationaux [19, 20], trois conférences internationales
[21, 22, 23] et une revue internationale [24].
2.4.5 Estimation du blanc de référence en illumination glo-
bale
En complément de la gestion des gammes de luminances, nous avons travaillé
sur la gestion de la couleur, en particulier dans le cadre des images calculées par
illumination globale. Les couleurs de images brutes calculées par le moteur d’illumi-
nation globale correspondent aux couleurs physiques et diffèrent des couleurs telles
qu’elles seraient perçues par un observateur observant la scène. Cette différence
provient de l’adaptation chromatique caractéristique du système visuel humain.
L’adaptation chromatique du système visuel humain nous permet de percevoir les
couleurs comme constante quelque soient les conditions d’illumination. Les modèles
d’adaptation chromatique nécessitent l’estimation d’une couleur appelée couleur
d’adaptation. Dans le cadre de l’illumination globale, c’est à dire dans le cas où
la scène 3D est connue, nous avons proposé une méthode originale d’estimation de
la couleur d’adaptation. Notre méthode donne une estimation précise et correcte
même dans les cas de conditions d’illumination complexes où les méthodes propo-
sées précédemment ne fonctionnent pas. En plus de son estimation précise, notre
méthode est également plus cohérente temporellement et elle peut donc être utilisée
pour l’adaptation chromatique des séquences d’images. Cette contribution a donné
lieu à une publication [25] dans une revue internationale.
Le tableau 2.2 résume les publications (revues internationales, conférences inter-
nationales, workshops internationaux et conférences nationales) relatives aux contri-
butions issues des travaux de recherche présentés dans ce document.
Références Total
revues int. [18, 17, 13, 5, 14, 8, 24, 25] 8
Conférences Internationales [16, 11, 12, 3, 4, 9, 7, 21, 22, 23] 10
Workshop Inter. [19, 20] 2
Conférences Nationales [15, 2] 2
Table 2.2 – Résumé des publications
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2.5 Structure du document
La suite du document est organisée comme suit. Le chapitre 3 fournit, dans la
partie 3.2, les notions physique et mathématiques nécessaires à la compréhension du
document. Celles ci portent sur la lumière et les grandeurs de physiques associées,
sur les espaces de couleur. La modélisation des interactions entre la lumière avec les
objets et sa formalisation sous la forme d’équation de rendu est détaillée. La partie
3.3 présente les éléments classiques qu’un créateur d’images, plus précisément un
photographe, a à sa disposition pour obtenir l’image qu’il souhaite. Les principales
esthétiques de la lumière sont détaillées. Cette analogie avec la gestion de la lumière
en photographie met en évidence le besoins d’outils permettant un contrôle précis
de l’esthétique de l’image calculée 3.4.
Les chapitres suivant présentent en détails nos contributions. Le chapitre 4 pré-
sente nos travaux sur la modélisation de scène 3D à partir d’informations issues de
bases de données relationnelles. Le chapitre 5 détaille nos algorithmes d’illumina-
tion globale incluant les milieux participatifs. Le chapitre 6 regroupe nos travaux
portant, d’une part, sur la création d’un modèle d’attention visuelle temps réel
6.1 adaptée à la visualisation des mondes 3D, d’autre part, sur la compression des
gammes de luminances des séquences d’images HDR 6.2 et sur l’estimation de la
couleur d’adaptation pour l’adaptation chromatique des images calculées en illumi-
nation globale 6.3.
Le chapitre 7 présente les perspectives ouvertes pour de futures recherches qui
prolongent les résultats déjà obtenus et explore de nouvelles problématiques. Nous
nous proposons notamment de travailler sur les problématiques portant sur la prise
en compte de l’esthétique souhaitée de l’image calculée.
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Chapitre 3
De la lumière à l’esthétique
de l’image
3.1 Introduction
La synthèse d’images physique est un outil de création d’images comparable à la
photographie ou au cinéma du fait qu’ils partagent les deux mêmes éléments clés :
premièrement, le rôle de la lumière qui dessine/modèle la scène et deuxièmement,
le rôle de la caméra qui capture une image correspondant à un point de vue et à
un rendu particulier de la scène mise en lumière. L’étymologie de mot photographie
provient du préfixe « photo » qui signifie lumière et du suffixe « graphie » qui signifie
« dessiner ». Elle montre bien l’importance de la lumière. Dessiner avec la lumière
sous-entend gérer la lumière depuis les sources jusqu’à l’image. Le but est d’obtenir
une certaine esthétique de lumière dans l’image. Cette esthétique de la lumière dans
l’image passe donc par le contrôle :
– des sources de lumières : leur position, leur puissance, leur couleur,
– des objets et de la composition de la scène : les éléments avec lesquels la
lumière interagit,
– de l’appareil qui capture cette lumière et la transforme en image.
Afin de comprendre le processus de création de l’image, il est nécessaire de com-
prendre, d’une part, la physique de la lumière, ses interactions dans la scène 3D, sa
transformation en image, et d’autre part, les familles d’esthétiques de la lumière.
Dans une première partie 3.2, nous présentons brièvement les modèles physiques
permettant de décrire la lumière, ses interactions avec les matériaux et le processus
de transformation en valeur de pixels des grandeurs physiques lumineuses. Quelques
notions clés sur la perception de la lumière et de la couleur sont également pré-
sentées. La deuxième partie 3.3 porte sur la description des solutions habituelles
permettant de gérer la lumière et son esthétique en photographie.
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3.2 La lumière : de la luminance à la colorimétrie
Dans cette partie nous rappelons brièvement les éléments (grandeurs physiques,
équation de rendu, espace de couleurs) important pour la compréhension des parties
suivantes.
3.2.1 Luminance et Équation de rendu
Quand on regarde un point x sur une surface, on perçoit le flux émis par ce
point x dans la direction d’observation ~ω. La grandeur physique correspondante est
le flux par unité de surface par unité d’angle solide (W/(m2sr) ou cd/m2) , c’est à
dire la luminance spectrale L(x, ~ω, λ).
La luminance L(x, ~ω, λ) provient de la surface elle même (si c’est une source de
lumière), terme Le(x, ~ω, λ) dans l’équation 3.1, et de la réflexion des luminances
incidentes en x provenant des autres surfaces de la scène, terme Li(x, ~ωi, λ). Seule
une partie des luminances incidentes est réfléchie dans la direction de l’observateur,
cette partie est donnée par la fonction de réflectance bidirectionnelle (BRDF). On
obtient donc l’équation de rendu[26] :
L(x, ~ω, λ) = Le(x, ~ω, λ) +
∫
Ω
fr(x, ~ω, ~ωi, λ)Li(x, ~ωi, λ)( ~ωi · ~n)dωi (3.1)
avec x le point observé selon la direction ~ω, ~n la normale en ce point, Le(x, ~ω, λ)
la luminance spectrale émisse en x dans la direction ~ω, fr la BRDF (fonction de
réflectance bidirectionnelle), Ω l’hémisphère centré en x, Li(x, ~ωi, λ) la luminance
spectrale incidence en x depuis la direction ~ωi et λ la longueur d’onde (Cf. figure 3.1).
n
w
wi
x
Figure 3.1 – Élément géométrique de l’équation 3.1.
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En présence de milieu participatif, l’équation devient [27] :
L(x, ~ω, λ) =
∫ s
0
Tr(x↔ x′)σa(x′)Le(x′, ~ω, λ)dx′
+
∫ s
0
Tr(x↔ x′)σs(x′)Li(x′, ~ω, λ)dx′
+ Tr(x↔ xs)L(xs, ~ω, λ) (3.2)
L(x, ~ω, λ) est la luminance arrivant en x selon la direction −~ω, xs est le point visible
par la demi-droite partant de x dans la direction −~ω, s est la distance traversée par
la demi-droite dans le volume, Li(x′, ~ω, λ) est la luminance arrivant en x′ et diffusée
dans la la direction ~ω, Le(x′, ~ω, λ) est la luminance émise en x′ dans la direction ~ω,
L(xs, ~ω, λ) est la luminance provenant de xs dans la direction ~ω, Tr(x↔ x′) est la
transmittance entre les points x et x′, σa est le coefficient d’absorption, et σa est le
coefficient de diffusion.
La luminance énergétique est l’intégrale des luminances spectrales :
LE(x, ~ω) =
∫ +∞
0
L(x, ~ω, λ)dλ (3.3)
3.2.2 Photométrie et colorimétrie
L’œil humain a une sensibilité différente à la luminance spectrale en fonction de
la longueur d’onde. Elle est donnée par la fonction d’efficacité lumineuse relative
spectrale V (λ) (Cf. figure 3.2, normalisée par la CIE).
Figure 3.2 – Éfficacité lumineuse relative spectrale.
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La luminance photométrique est alors définie comme :
Lp(x, ~ω) =
∫ λ=780
λ=380
V (λ)L(x, ~ω, λ)dλ (3.4)
La luminance photométrique ne donne que l’indication de puissance par unité
de surface par unité d’angle solide. Afin de conserver les informations de couleur, la
luminance physique spectrale peut être projetée dans un espace de couleur trichro-
matique comme l’espace CIE RGB [28, 29] :
R =
∫ λ=780
λ=380
r¯(λ)L(x, ~ω, λ)dλ (3.5)
G =
∫ λ=780
λ=380
g¯(λ)L(x, ~ω, λ)dλ (3.6)
B =
∫ λ=780
λ=380
b¯(λ)L(x, ~ω, λ)dλ (3.7)
avec r¯, g¯ et b¯ les fonctions de bases trichromatiques (Cf. figure 3.3).
Figure 3.3 – Fonctions r¯, g¯ et b¯ de l’espace de couleur CIE RGB.
Les valeurs de luminances (R,G,B) sont des valeurs réelles et peuvent varier de
10−3 (ciel étoilé) à 105 (Cf. table 3.1). On parle alors de grande gamme de lumi-
nance (HDR : High Dynamic Range). Le système visuel humain est sensible à cette
large gamme de luminance. Ces luminances HDR doivent être réduites entre 0 et
255 et quantifiées en valeur entière pour être affichées sur les écrans standard. Ces
luminances appelées luma ou luminances LDR (LDR : Low Dynamic Range). La
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réduction des gammes de luminances (tone mapping) a donné lieu à de nombreux
travaux [30, 31].
Condition Luminance (Cd/m2)
Nuit étoilée 10−3
Lumière de la lune 10−1
Lumière intérieure 102
Soleil 105
Table 3.1 – Ordre de grandeur des luminances
Chaque opérateur de réduction des gammes de luminances a sa propre stratégie
de réduction des gammes de luminances : de la simulation du système visuel humain
[32] à une reproduction du développement photographique [33]. Chaque opérateur
de réduction donne donc un résultats différents des autres comme le montre la figure
3.4. Les opérateurs de réduction de gamme de luminances sont généralement classés
selon deux grandes catégories : opérateurs globaux et opérateurs locaux.
Les opérateurs globaux utilisent une unique fonction ftmo de compression des
luminances pour toute l’image :
lLDR = ftmo(LHDR) (3.8)
avec LHDR la luminance et lLDR la luminance réduite.
Les opérateurs locaux utilisent quant à eux une fonction ftmo qui dépend de la
luminance LHDR(p) du pixel p mais également du voisinage du pixel V (p) :
lLDR(p) = ftmo(LHDR(p), V (p)) (3.9)
dès lors à une valeur de luminance HDR LHDR correspond plusieurs valeurs de
luminance LDR lLDR en fonction du voisinage du pixel.
3.2.3 Perception et apparence
Les espaces de couleurs permettent d’encoder les luminances HDR ou LDR.
Chaque espace de couleur a ses propres propriétés : proche du matériel pour CIE
RGB, couvrant l’ensemble des couleurs visibles CIE XYZ, perceptuellement uni-
forme CIE Lab. Mais ils ne décrivent pas la perception ou l’apparence d’un stimulus
coloré par un observateur. C’est le rôle des modèles d’apparence de couleurs [29].
Ils sont construits à partir d’observations menées dans des conditions contrôlées. Ils
prennent en compte (Cf. figure 3.5) le stimulus coloré (d’une taille correspondant à
2˚d’angle), l’arrière-plan (background, d’une taille de 8˚d’angle) et le champ envi-
ronnant (surround).
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Figure 3.4 – Résultats de la réduction des gammes de luminances avec des opéra-
teur différents (de gauche à droite et de bas en haut : [34], [35], [36], [37], [32] et
[33]).
L’apparence de la couleur est décrite selon des valeurs absolues et des valeurs
relatives : Brightness, Lightness, Chroma, Saturation, Colorfulness et Hue. Les mo-
dèles d’apparence sont capables de reproduire certains comportement du système
visuel humain et notamment l’adaptation chromatique. C’est l’une des caractéris-
tiques clés de la perception humaine des couleurs. Nous percevons comme constante
la couleur des objets quelque soient les conditions d’éclairement et en particulier
quelque soit la couleur des sources de lumières [38]. La figure 3.6 montre la diffé-
rence entre les couleurs physiques et les couleurs perçues par un observateur.
J. Von Kries [39] fut le premier à proposer un modèle pour l’adaptation chro-
matique. En 1905, il fait l’hypothèse que chaque type de photorécepteur (L,M,S)
s’adapte linéairement indépendamment les uns des autres. Des améliorations ont de-
puis été apportées au modèle de Von Kries, en particulier pour prendre en compte
le comportement non-linéaire de l’adaptation chromatique [40, 41, 42, 43] et le phé-
nomène d’adaptation incomplète dans les faibles valeurs de luminances [44, 45, 46].
L’adaptation de Von Kries s’écrit :
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Figure 3.5 – Conditions d’observation.
Figure 3.6 – Image brute : couleur physique (gauche), Image après adaptation
chromatique : couleurs perçues, comparaison entre la couleur physique et la couleur
perçue du tapis (droite).
 LaMa
Sa
 =
 1/LW 0 00 1/MW 0
0 0 1/SW
 LM
S
 (3.10)
avec L,M ,S sont les réponses initiales des cônes, La,Ma,Sa les réponses adaptées et
Lw,Mw,Sw la couleur d’adaptation.
Après avoir rappelé brièvement les éléments physiques, photométriques et per-
ceptuels de la lumière, nous décrivons dans les parties suivantes comment la lumière
est abordée dans le domaine de la création d’image, en particulier dans le domaine
de la photographie et du cinéma.
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3.3 Dessiner avec la lumière : une intention
Le photographe, l’artiste, qui conçoit une image connaît le résultat qu’il souhaite
obtenir : il a une intention, une émotion, un message qu’il veut transmettre. Son
travail a pour but de contrôler les éléments, lui permettant d’atteindre son but.
Ce dernier peut être décrit en terme de composition, de cadrage, de lumière, de
température de couleurs, d’harmonie des couleurs, de netteté, de profondeur de
champ, etc. Tous ces éléments correspondent à des choix techniques conscients fait
à partir de l’esthétique/style souhaité. En effet, l’image est construite à partir des
possibilités qu’offrent les différents éléments techniques concourant à la production
de l’image [47] :
– composition, cadrage,
– lumière,
– couleur,
– netteté et profondeur de champ.
3.3.1 Composition et cadrage
Le photographe construit la scène en fonction de la composition souhaitée de
l’image. Il choisit les objets, leur forme, leur couleur et leur apparence. Ils les placent
les uns par rapport aux autres et choisit un point de vue sur la scène ainsi constituée.
La composition de l’image est le résultat de la composition de la scène et du cadrage
choisi. Les différents types de cadrage ou plans [48] sont classés en quatre grandes
familles : plans larges, plans moyens, plans rapprochés et gros plans. Les règles tech-
niques sur la composition des images sont communes à tous les arts graphiques et
elles s’appliquent à la photographie, comme à la synthèse d’image, sans contraintes
supplémentaires particulières [48]. L’une des plus anciennes règles de composition
est la règle dite des tiers [49]. Elle préconise à placer les éléments importants sur
les droites horizontales et verticales divisant l’image en tiers (Cf. Figure 3.7).
Le photographe choisit la (distance) focale de l’objectif qu’il utilise. La focale
détermine l’angle de champ visible dans la photographie. Néanmoins, il est possible
d’obtenir le même cadrage avec différentes focales. Pour un cadrage donné, le choix
de la focale détermine les déformations perspectives entre la géométrie de la scène
réelle et sa projection sur la photographie. Par exemple, le choix d’un objectif grand
angle (faible focale) entraîne une forte déformation des objets et donner ainsi une
force dramatique forte (à des bâtiments par exemple). Au contraire, le choix d’une
focale longue écrase la perspective et peut, par exemple, faire ressortir les rythmes et
les répétitions d’une façade d’un bâtiment comme dans la photo d’Andreas Gursky,
« Paris Montparnasse », 1993. Le savoir-faire du photographe lui permet de déter-
miner quel cadrage/focale/composition choisir pour atteindre son but.
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Figure 3.7 – Composition et règle des tiers : les éléments importants de la photo
sont placés sur les droites correspondant aux tiers verticaux et horizontaux et sur
leurs intersections (Crédit photo : armor-photo.com).
3.3.2 Lumière
Le créateur détermine la configuration de l’éclairage : il choisit la position,
l’orientation et les autres caractéristiques des sources de lumières. Cette partie de la
création de l’image est l’une des plus importantes car elle détermine directement le
modelé et le contraste des objets dans l’image, mais également l’esthétique globale
de la lumière dans l’image [50]. En dehors de la position et de l’orientation de la
source de lumière, les autres caractéristiques clés sont sa puissance et la géométrie
du flux de lumière. Le créateur a à sa disposition une large gamme de dispositif
permettant de choisir la géométrie du flux de lumière sortant de la source : ré-
flecteurs, boîtes à lumière et parapluies (Cf. Figure 3.8). Plus le flux est parallèle
(« directionnel ») plus le contraste sur l’objet est important. Un flux de sortie très
diffus, donne un contraste faible.
Dans le cadre de la photographie ou de la cinématographie de studio où tout
l’éclairage est artificiel et contrôlé, des configurations types d’éclairage ont été for-
malisées. Le modèle le plus classique pour formaliser la gestion de la lumière est le
modèle à trois sources de lumière [51] : key light, fill light et back light (Cf. Figure
3.9).
La lumière principale (key light) impose l’ombrage, le modelé sur l’objet qui est
le sujet principal de la photographie. L’angle relatif entre la caméra, le sujet et la
key light est un élément déterminant, il permet de mettre plus ou moins en évidence
le volume général et les détails de la surface. Le terme éclairage Rembrant [52] est
utilisé quand la key light est positionnée à 45˚ .
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Figure 3.8 – Formes de réflecteurs différentes permettant de contrôler le flux de
sortie de la lumière (source : Elinchrom).
La seconde source (fill light), dont la puissance est moins que forte que celle de
la key light, permet de modifier les zones d’ombres provenant de la key light. Cela
permet ainsi de contrôler la valeur de contraste entre les zones claires (éclairée par
la key light) et les zones sombres éclairées quant à elles par la fill light.
Une troisième source appelée (back light) est placée derrière le sujet et l’éclaire
par l’arrière. Elle permet d’éclairer la silhouette (le contour) de l’objet. Cela permet
de détacher le sujet du fond.
Les caractéristiques des trois sources (position, puissance, forme de flux de lu-
mière sortant) permet au créateur de l’image de contrôler finement l’éclairage reçu
par les différentes zones composant de l’image. Typiquement le ratio de puissance
entre la key light et la fill light donne le contraste entre les zones claires (éclairées
par la key light) et les zones sombres (éclairées par la fill light). Alors que la back
light permet de détacher le sujet de la photographie du fond et met en valeur la
silhouette du sujet (Cf. Figure 3.10).
L’équilibre entre les différentes zones de l’image a été formalisé par Ansel Adams
dès 1949 [53, 54]. Il définit une esthétique de lumière, où toutes les parties de
l’images sont correctement exposées et équilibrées les unes par rapport aux autres.
Cette esthétique est classiquement appelé style medium key. D’autres esthétiques
de la lumière en photographie ont été proposées [55], en particulier les esthétiques
high key et low key :
– L’esthétique de lumière high key : des images globalement très lumineuses
avec un faible contraste.
– L’esthétique de lumière low key : des images globalement sombres mais avec
des forts contrastes [56].
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Figure 3.9 – Éclairage à 3 sources : key light, fill light et back light.
3.3.3 Couleur
En construisant la scène, le créateur prend en compte non seulement les formes,
mais également les couleurs des objets et leur apparence. Cela lui permet de gérer
l’harmonie des couleurs dans l’image finale. L’harmonie des couleurs est un domaine
qui a été largement étudié etformalisé. Dès 1810, Johann Wolfgang Von Goethe [57]
propose une théorie sur l’harmonie des couleurs basée sur le « cercle chromatique »
(Color Wheel). L’harmonie des couleurs a ainsi donnés lieu à de nombreuses théo-
ries : [58, 59, 60]. Ces modèles d’harmonie ont été utilisés pour proposer des algo-
rithmes permettant d’harmoniser automatiquement les photographies [61, 62], les
vidéos [63] et les mondes virtuels [64]. La figure 3.11 illustre les 6 classes d’harmonie
des couleurs de Morton [59].
En complément à l’harmonisation des couleurs, le créateur a également la pos-
sibilité de choisir la couleur des différentes sources de lumière : key light,fill light et
back light. La key light étant la source principale, c’est elle qui donne l’ambiance
générale. La couleur de la fill light contrôle directement la couleur des ombres pro-
venant de la fill light et la back light permet de contrôler la couleur du contour du
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Figure 3.10 – Éclairage à 3 sources : le ratio de puissance key light/fill light contrôle
le contraste entre les zones claires (éclairées par la key light) et les zones sombres
(éclairées par la fill light). La back light sépare le sujet de la photo du fond et
met en valeur la silhouette en créant des éclats sur les contours. (Crédit photo :
armor-photo.com)
sujet (Cf. Figure 3.12).
À l’ambiance générale de couleur de l’image est généralement associée la notion
de température de couleur. La température d’une couleur est la température d’un
corps noir idéal qui rayonne une lumière de cette la couleur. En fonction de la
température, la gamme des couleurs va du bleu à l’orange (Cf. figure 3.13).
L’ambiance de couleur d’une image correspond à la dominante de couleur de
l’image (couleur moyenne de l’image). En faisant l’hypothèse que la moyenne des
réflectances des objets de la scène est achromatique, alors l’ambiance de couleur ne
dépend que de deux éléments : la couleur de la key light et la couleur d’adaptation
de la balance des blancs. La couleur d’adaptation permet de supprimer l’effet du à
la couleur de la key light. Si la couleur d’adaptation xa est identique à la couleur
xk de la key light alors la moyenne des couleurs de l’image sera achromatique. Pour
le photographe ou l’opérateur de la caméra, c’est le ratio xk/xa qui déterminera
l’ambiance de couleur de l’image finale.
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Figure 3.11 – Harmonies des couleurs : (haut-gauche) Analogue, (haut-centre)
Complémentaire, (haut-droite) Complémentaire à 2 tons, (bas-gauche) 3 tons, (bas-
centre) Complémentaire à 4 tons, (bas-gauche) 4 tons.
3.3.4 Netteté et profondeur de champ
Le dernier élément de contrôle sur l’esthétique de l’image est la netteté et la pro-
fondeur de champ. Le créateur détermine quelle partie de l’image est nette et quelle
est l’intervalle de profondeur de la scène qui est nette sur l’image. Pour contrôler
cela, le créateur a deux paramètres, il choisit de faire la mise au point sur une partie
de la scène et il règle la profondeur de champ en réglant l’ouverture du diaphragme
de l’appareil photo ou de la caméra. Plus l’ouverture est grande, plus petite est la
profondeur de champ.
Limiter la profondeur de champ permet de focaliser l’attention de l’observateur
sur la partie nette de la photo. En effet le regard se concentre naturellement sur les
zones nettes des images. La partie nette de la photo est donc mise en valeur.
3.4 Éléments de contrôle
En tant que créateur de logiciel de synthèse d’images physique nous devons
prendre en compte les éléments de contrôle permettant au créateur/artiste d’obte-
nir l’image qu’il souhaite. Ces principaux éléments de contrôle, présentés dans les
parties précédentes, sont :
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Figure 3.12 – Influence des couleurs des sources de lumière : (à gauche) fill light
de couleur verte qui contrôle la couleur des zones non éclairées par la key light – (à
droite) back light de couleur bleue donnant un reflet bleu sur la silhouette du sujet.
(Crédit photo : armor-photo.com)
– la composition de la scène,
– le cadrage de l’image,
– la lumière,
– la couleur et
– la netteté et profondeur de champ.
Les outils proposés aux créateurs ne doivent ni imposer un style ou une es-
thétique unique, ni une méthode de travail. Les outils développés doivent en effet
pouvoir s’intégrer dans différents approches ou différents environnements de créa-
tions et/ou de production, et ils doivent également laisser la liberté aux créateurs
de produire les images avec l’esthétique/style souhaité.
Les outils interactifs de modélisation ne pose pas de problème particulier pour
créer des scènes relativement complexes et choisir le cadrage désiré. Les outils de
modélisation atteignent leur limite pour des scènes très complexes comme une forêt
ou une ville par exemple. La principale limite des outils de modélisation interactifs
concerne le paramétrage des matériaux dont les réglages peuvent être peu intuitif.
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Figure 3.13 – Des couleurs froides aux couleurs chaudes (en mireds).
Le réglage de la lumière et des couleurs s’avère beaucoup plus difficile. Le contrôle
des sources de lumière ne pose pas de problème en tant que telle. Mais du fait des
limites du moteur de rendu, du temps de calcul des images et de la phase d’adap-
tation des gammes de luminances et des couleurs, le réglage des paramètres est
une tâche peu intuitive qui nécessite de nombreux essais/erreurs. De plus comme
les paramètres peuvent être redondant rien n’assure au créateur d’atteindre l’image
qu’il souhaite sans une certaine maîtrise de l’ensemble des paramètres de la chaîne
de production de l’image. La figure 3.14 illustre la difficulté du réglage des para-
mètres. L’objectif est d’obtenir une image de style high key (image très lumineuse
avec peu de contraste) de la statue. La configuration des sources de lumières vir-
tuelles correspond à un éclairage high key (ratio key light/fill light proche entre 1, fill
light de couleur bleu). L’image obtenue avec les réglages par défaut de la chaîne de
production (paramètres du moteur et de la réduction des gammes de luminances)
produit une image trop sombre (Cf. figure 3.14 - image de gauche). L’augmentation
de la puissance des sources de lumière virtuelle ne change pas le résultat. L’image de
droite de la figure 3.14 correspond à l’image souhaitée, elle est obtenue en changeant
uniquement les paramètre de l’opérateur de réduction des gammes de luminances.
Figure 3.14 – Paramètre de rendu (à droite) image obtenue avec les paramètres par
défaut - (à gauche) image obtenue avec un changement des paramètres de l’opérateur
de réduction des gammes de luminances.
Le réglage de la profondeur de champ d’une caméra virtuelle, s’il est disponible,
peut se faire de manière interactive et donc facilement. Dans ce cas la limite vient
du contrôle de ce paramètre pour des applications interactives. Il s’agit alors de
définir, dans un environnement 3D dans lequel l’utilisateur est libre de choisir son
point de vue, sur quel objet (ou quelle partie de l’objet) le point doit être fait.
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En conclusion, une problématique importante pour la synthèse d’images phy-
sique est d’offrir aux créateurs, d’une part, une grande liberté de création et, d’autre
part, des outils lui permettant d’atteindre rapidement l’image qu’il souhaite. Si le
but n’est pas de créer une image mais une séquence d’images, la dimension tem-
porelle ajoute une complexité plus importante, il est alors nécessaire d’assurer la
cohérence spatio-temporelle des images produites. Et si le but est de créer des
applications 3D interactives (comme des jeux vidéos, des applications de visites vir-
tuelles, des applications de réalités virtuelle), la problématique devient encore plus
complexes.
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Chapitre 4
Modélisation automatique de
scènes 3D
4.1 Introduction
La description de la scène 3D est l’entrée indispensable au moteur de rendu
dont le rôle est de calculer une image de cette scène. La modélisation la plus utilisée
pour décrire une scène 3D est la modélisation surfacique. Elle consiste à spécifier les
surfaces des objets de la scène en terme de géométrie et en terme de comportement
de la surface vis à vis de la lumière. La modélisation géométrique des surfaces peut
se faire de différentes manières : numérisation, modélisation interactive, catalogues
d’objets paramétriques et modélisation procédurale. La problématique pour le créa-
teur de la scène 3D est de choisir l’outil de modélisation le mieux adapté pour créer
rapidement et simplement la scène qu’il souhaite obtenir.
Dans le contexte de la thèse CIFRE avec France Télécom R&D de Noémie Es-
nault [1], la problématique posée était la création d’une scène 3D mettant en scène
des données issues d’une base de données relationnelle ou sémantique. Le contenu de
la base de données pouvant évoluer, la scène 3D doit donc être calculée dynamique-
ment afin de prendre en compte les modifications de la base. Seule la structure de la
base de données est constante. L’exemple typique est une base de données de films
cinématographiques incluant les informations suivantes : titres, réalisateurs, styles,
acteurs, etc. Le but est alors de construire une scène 3D dans la laquelle un utili-
sateur peut se balader et découvrir les différents films présents dans la base. Cette
problématique est clairement située dans le contexte de la modélisation procédurale.
En effet, il s’agit de calculer automatiquement une scène 3D à partir d’informations
qui ne sont pas des informations représentant directement la géométrie d’un monde
3D.
En s’inspirant des architectures de créations de pages web dynamiques dont le
contenu est extrait de bases de données, puis mis en forme, nous avons proposé une
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solution de modélisation automatique de scène 3D à partir d’informations extraites
dynamiquement d’une base de données. Notre solution construit dans une première
étape une structure d’exploration hiérarchique, appelée génotype, des données. Le
génotype est calculé à partir de la base de données et de la description de la stratégie
d’exploration des données : le génome. Le génone ne dépend que de la topologie de
la base de données, alors que le génotype prend en compte les éléments présents
dans la base de données. Dans une deuxième étape, le monde 3D est calculé. La
description de la métaphore visuelle est décrite dans le phénome. Ce dernier est
appliqué sur le génotype afin de calculer le monde 3D appelé phénotype.
Les caractéristiques clés de l’approche que nous avons proposée sont :
– la compatibilité avec différents systèmes d’accès aux données : base de données
relationnelle, sémantique, résultat de moteurs de recherches.
– la possibilité d’explorer de différentes manières (génomes différents, même
phénome) des données ayant un même style de représentation 3D,
– la possibilité de de proposer des représentations différentes (phénomes diffé-
rents) tout en conservant la même structure de navigation dans les données
(même génome).
La contribution majeure de notre modèle est la séparation forte entre :
– les données,
– la structure de navigation dans les données et
– la visualisation de ces données
Notre modèle propose un cadre formel qui est indépendant de la base de données
et de sa structure : il est générique. Notre modèle favorise la réutilisabilité en permet-
tant au créateur soit de réutiliser des métaphores de structuration/navigation/exploration,
soit de réutiliser des métaphores visuelles et des styles de visualisation.
La partie 4.2 présente un bref panorama des travaux en relation avec le contexte
du travail présenté ici : visualisation 3D des bases de données, structuration des
mondes 3D et technologies Web permettant la séparation entre les données et leur
représentation. Notre modèle de construction automatique de monde 3D à partir
des éléments extraits dynamiquement d’une base de données est présenté dans la
partie 4.3. Notre solution est illustrée sur un exemple concret dans la partie 4.4.
Enfin la partie 4.5 conclut sur cette partie des contributions présentées dans ce
document.
4.2 Travaux précédants connexes
Peu de travaux portent sur la création d’un environnement générique pour la
visualisation 3D de bases de données quelconques. Les travaux proposent habituel-
lement une solution adaptée pour une base de données particulière.
Ainsi Alessio Bosca et al. [65] proposent une solution pour la visualisation des
bases de données sémantiques représentant des ontologies. Les éléments de la base
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de données sont visualisés en tirant partie des clés visuelles (couleurs) spécifiques
pour chaque classe de concept de l’ontologie. La métaphore de visualisation, sphères
interconnectées, ne peut pas être modifiée.
Dans [66], les auteurs proposent, quant à eux, une visualisation 3D des différents
parcours d’une université. Les différents éléments extraits de la base de données
sont : département, module, cours, etc. Ils sont représentés par des cubes dont la
taille et la couleur sont déterminées par les informations associées : durée du mo-
dule, nombre de crédits, etc.
Walczak et al. proposent une méthode permettant la création automatique d’ex-
positions dans des musées virtuels. Le nombre de pièces, leurs caractéristiques et les
objets présentés sont extraits d’une base de données. La méthode proposée permet
uniquement la personnalisation de la géométrie générée.
Dans [67], les auteurs proposent un environnement logiciel basé sur XML pour
naviguer l’intérieur d’un graphe de données sémantiques. L’environnement 3D est
calculé automatiquement et représente les nœuds et les liens de l’ensemble séman-
tique.
Les nouveaux standards du WEB promeuvent une forte séparation entre les
données,leur présentation et leur mise en page. Dans cette approche les données
sont structurées dans des dialectes XML. Le style graphique des éléments (textes,
graphiques2D et images) et la mise en page sont définis par des feuilles de style
CSS (Cascading Style Sheets, [68]). Les feuilles de style sont décrites en dehors des
documents contenant les données. Elles sont appliquées dynamiquement par le na-
vigateur Web sur le document contenant les données. La prochaine norme de CSS
(actuellement en phase de spécification) comprendra un ensemble limité de transfor-
mations 3D (CSS 3D Transform), permettant aux éléments 2D d’être rendus dans
un espace 3D.
Les solutions proposées ne sont adaptées que pour une base de données particu-
lière (dans les approches présentées ci-dessus : des cursus universitaires, une base de
données d’un musée). La visualisation et la navigation proposées sont spécifiques.
Pour conclure, il manque une solution générique de création automatique d’environ-
nements 3D pouvant être simplement spécifiés et personnalisés. Dans ce contexte,
nous proposons une nouvelle solution permettant de construire automatiquement
des mondes 3D à partir de données extraites dynamiquement de bases de données.
4.3 Environnement de création automatique de monde
3D
Notre objectif est de fournir un outil permettant la définition et la construction
automatique d’un environnement 3D offrant différentes métaphores de visualisation
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d’un ensemble de données. L’ensemble de données d’entrée peut être n’importe quel
type de données stockées dans une base de données ou des données sémantiques
(comme des données RDF [69] ou des cartes topiques (topic maps [70]). La seule
contrainte est de pouvoir spécifier une structure hiérarchique à partir des données.
4.3.1 Vue d’ensemble
La solution a été fortement inspirée par la philosophie des outils de création
Web. Elle est basée sur la séparation entre la structure des données et la métaphore
visuelle qui permet la visualisation des données. La séparation entre la structure
des données et la métaphore de visualisation est assurée par deux composants (en
référence à [71]) :
– le génome : définition la structuration des données,
– le phénome : définition du style visuel de la représentation des données.
La construction de la structure d’exploration est appelée construction du géno-
type. Elle consiste en la construction d’un graphe acyclique orienté, appelé génotype,
qui décrit la structure d’exploration des données extraites de la base. La construc-
tion du génotype est réalisée à partir d’une spécification de la structure hiérarchique
d’exploration appelée génome. Le génotype est le résultat de l’application du génome
sur une base de donnée :
Genome×BdD −→ Genotype (4.1)
La construction de la scène 3D, appelée construction du phénotype, organise le
génotype dans l’espace 3D et habille les données avec des modèles 3D. Ceci est fait
en utilisant des grammaires procédurales décrite dans le phénome :
Phenome×Genotype −→ Phenotype (4.2)
4.3.2 Calcul du génotype
Le module de calcul de génotype a pour objectif de sélectionner les informa-
tions pertinentes dans une base de données afin de créer la structure hiérarchique
d’exploration des données (génotype). Cette structure hiérarchique est la topolo-
gie exploratoire du monde 3D. La structure hiérarchique abstraite du génotype est
décrite par le génome. Celui-ci décrit la succession des niveaux d’exploration (mot
clés : EXPLO) et les informations (ATT ) à extraire de la base de données qui
seront associés à chaque élément appartenant à un niveau d’exploration.
La grammaire simplifiée, qui ne tient pas compte de sa mise en forme en dialecte
XML, du génome est :
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Figure 4.1 – Architecture de l’environnement de création automatique de monde
3D à partir de bases de données : séparation entre structuration des données (génome
et génotype) et visualisation (phénome et phénotype).
genome ::= GENOME racine explo
explo ::= exploDef | exploRef
exploDef ::= EXPLO idPATH chemin [attributs] [explo]
exploRef ::= EXPLO ref
racine ::= EXPLO id
attributs ::= ATT id type PATH chemin
type ::= STRING|IMAGE|...
Le génome est défini par une racine et par une hiérarchie de niveaux d’ex-
ploration. A chaque niveau d’exploration est associé un identificateur id, le chemin
permettant d’accéder aux éléments associés dans la base de données et des attributs
extraits de la base de données. Les attrbiuts sont typés, nommés et possèdent le
chemin permettant de les extraire dans la base de données.
L’exemple décrit par la figure 4.2 illustre le rôle génome. La base de données
relationnelle (partie supérieure de la figure 4.2) contient des films, des genres, des
réalisateurs, des acteurs et des dates de sortie. Cette base de données ne contient
pas de structure hiérarchique, elle relie des données. Dans cet exemple, le créateur
décide de créer un monde 3D permettant d’explorer cette base de données. Il choisit
la structure d’exploration suivante : par genres, puis par réalisateurs, puis par films.
Il associe des attributs à chaque niveau d’exploration : le nom du genre pour les
genres, le nom du réalisateur pour les réalisateurs, le titre du film et l’affiche du
film pour les films.
Le calcul du génotype s’effectue en extrayant les éléments de la base de données
correspondant aux niveaux d’exploration définis dans le génome. Les éléments ex-
traits sont organisés dans un arbre où chaque niveau de l’arbre correspond à un
niveau d’exploration (Cf. Figure 4.3). Ce processus de construction du génotype est
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Film
String: titre
Image: affiche
Movie: film
Genre
String: style
Réalisateur
String: nom
Date
Date: date
date de sortie >
a pour réalisateur > 
< est du style
Acteur
String: nom
 < a pour acteurs
Explo: Catalogue
Explo: Genre
Explo : Réalisateur
ATT: String: Genre.style
Explo : Film
ATT: String: Film.titre
ATT: Image: Film.image
ATT: String: Réalisateur.nom
Figure 4.2 – Définition de la structure hiérarchique d’exploration par le génome.
réalisé à l’aide de transformation XSLT et de requête XQuery [72, 73].
Explo: Catalogue
Comédie ... Drame
W. Allen
Alice
F. Ozon
Manhattan
... W. Allen
Explo: Genre
Explo: Réalisateur
Explo: Film
Figure 4.3 – Exemple de génotype extrait de la base de données à partir des niveaux
d’exploration définis par le génome.
Le génotype se présente sous la forme d’un fichier XML qui structure de manière
hiérarchique les éléments extraits de la base de données. La hiérarchie est conforme
aux niveaux d’exploration du génome. Le génome ne dépend que de la structure de
la base de données (chemin d’accès aux données). Il est indépendant des éléments
présents dans la base de données. Le génotype correspond à l’extraction et à la
structuration des informations (éléments) de la base de données.
4.3.3 Calcul du phénotype
Le phénotype est un monde 3D structuré sous la forme d’un graphe de scène
décrit dans un dialecte XML générique qui est traduit dans un format de monde 3D,
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comme X3D [74], WebGL [75] ou Collada [76], pour son affichage. Le dialecte XML
du phénotype comporte les fonctionnalités 3D classiques des langages de description
de mondes 3D :
– transformation géométriques : translation, rotation, mise à l’échelle,
– définition de géométrie 3D,
– textures,
– définition de matériaux,
– gestion du graphe de scène,
– gestion des interactions.
Le phénotype organise en 3D les éléments extraits de la base de données et struc-
turés (hiérarchie) par le génotype. Le style (positionnement, géométrie, aspect, ...)
des éléments et leur organisation dans l’espace sont décrits dans le phénome. Les ca-
ractéristiques du phénotype sont les suivantes : son style est conforme au phénome,
sa topologie (structure en graphe de scène) est conforme au génotype (Cf. figure 4.4).
A chaque niveau d’exploration correspond un certain nombre d’éléments. Le
phénome définit le modèle 3D associé à un élément en fonction de son niveau dans
la hiérarchie du génotype. Le modèle associé à chaque élément peut être personna-
lisé en fonction : des attributs de l’élément, des attributs de son élément père dans
la hiérarchie, des attributs de ses éléments fils et de propriétés comme le nombre de
fils. Ainsi si l’élément a un attribut image, cette dernière peut être utilisée comme
une texture dans le modèle 3D associé à l’élément.
Chaque élément a un certain nombre de fils (niveau d’exploration suivant), le
phénome décrit comment sont distribués les fils : distribution circulaire ou linéaire,
fonction mathématique, etc. Afin de permettre un contrôle fin de la distribution des
éléments fils, le langage du phénotype propose les structures de contrôle classiques :
boucle et conditionnelle.
En complément de création et de la personnalisation de modèle 3D, le phénome
permet également de spécifier des interactions. Le modèle d’interaction proposé
par le phénome est celui de VRML [77]. Les interactions sont décrites à l’aide de
trois famille de composants : les capteurs (qui évaluent les conditions d’activation),
les expressions qui permettent de faire des calculs et des animations (animations
prédéfinies représentées par des images-clés).
Un extrait de la grammaire du phénome (grammaire partielle simplifiée qui ne
prend pas en compte la syntaxe XML du langage) est :
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Explo: 0
1:0 ... 1:i
2:0.0
3:0.0.0
2:0.j
3:0.0.1
... 2:i.0
Explo: 1
Explo: 2
Explo: 3 3:0.j.0 3:0.j.k...
Explo: 0
1:0 ... 1:i
2:0.0
3:0.0.0
2:0.j
3:0.0.1
... 2:i.0
3:0.j.0 3:0.j.k...
Génotype Phénome
Phénotype
Figure 4.4 – Le phénome décrit l’aspect et l’organisation des éléments du génotype.
phenome ::= PHENOME [defs] LEV EL rules [level]
level ::= LEV EL rules [level]
rules ::= RULE exp | RULE id
defs ::= DEF id exp
exp ::= cond | iter | expT
cond ::= IF expT THEN expT [ELSE expT ]
iter ::= FOREACH expT DO expT
expT ::= ...
Cette extrait de la grammaire montre qu’un phénome est constitué de :
– d’un ensemble de définition (def) permettant la simplification de l’écriture,
– d’une hiérarchie (LEV EL) de règles (rules), les règles d’un niveau hiérar-
chique s’applique à un niveau d’exploration du génotype,
– les règles sont des expressions (exp) qui peuvent contenir des structures de
contrôle, (IF , FOREACH),
– les expressions des règles permettent de :
– gérer des modèles 3D,
– gérer des transformations géométriques
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– gérer des interactions
– accéder à des attributs et des propriétés des éléments du génotype
Un phénome est appliqué à un génotype afin de calculer un génotype. Ce dernier
est un monde 3D exprimé dans un format permettant une traduction rapide vers
les formats classiques de monde 3D comme VRML, WebGL, X3D ou Collada. Seule
la partie concernant les interactions peuvent ne pas être traduite si le langage cible
ne prend pas en compte les interactions. Dans ce cas l’utilisateur peut seulement
se balader dans le monde 3D. Le calcul du génotype est mis en œuvre comme un
ensemble de règle XSLT.
Il n’y a pas de condition forte limitant l’application d’un phénome à un génotype.
Si les profondeurs des hiérarchies (génotype et du phénome) sont différentes, le
monde 3D est créé avec la profondeur la plus petite. De même si une règle du
phénome fait appel à un attribut d’un élément du génotype qui n’existe pas, alors la
règle est ignorée. Ce système assure une grande indépendance entre la description
du style visuel (phénome) et les données du génotype.
4.4 Résultats
Dans ce document, nous ne présentons qu’un seul exemple. D’autres exemples
pourront être trouvés dans les publications relatives à ces travaux : [1, 5, 3, 4, 2].
L’exemple présenté ici correspond à l’exemple de la base de données de films (Cf.
section 4.3.2 et figure 4.2).
Il s’agit d’une base de données de films contenant : des films, des réalisateurs et
des genres (drame, comédie, etc.). Le créateur du monde 3D à choisit d’explorer la
base selon trois niveaux d’exploration :
1. les genres,
2. les réalisateurs,
3. les films.
Les éléments du génotype sont les genres, les réalisateurs et les films présents
dans la base de données.
Dans le phénome, le créateur associe un modèle 3D personnalisable à chaque
niveau de la hiérarchie. Il définit également un modèle 3D pour la racine du monde.
Le tableau 4.1 indique le modèle 3D pour chaque niveau d’exploration.
Le phénome décrit également comment sont distribués spatialement les éléments
du génotype, par exemple distribution circulaire des cinémas (éléments correspon-
dant aux différents genres dans le génotype). À partir des règles de constructions
définies dans le phénome et des éléments du génotype (éléments extraits de la base
de données en fonction de la stratégie d’exploration définie dans le génome), le
monde 3D (i.e. le phénotype) est calculé (Cf. figure 4.11).
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Niveau 0 Place associé à la racine (C. Figure 4.5)
Niveau 1 Cinéma associé à un genre (C. Figure 4.6)
Niveau 2 Salle associé à un réalisateur (C. Figure 4.7)
Niveau 3 Affiche associé à un film (C. Figure 4.7)
Table 4.1 – Association des modèles 3D en fonction de niveau d’exploration.
Figure 4.5 – La place 3D (niveau d’exploration 0).
Les différents tests menés avec des infographistes dans le cadre de la thèse ont
démontré la facilité de contrôle, la flexibilité, de l’approche proposée. A Partir d’une
même base de données, il est facilement possible de proposer des métaphores vi-
suelles très différentes : cover-flow, carrousel 3D ou monde 3D.
4.5 Conclusion et Perspectives
Dans le cadre de cette thèse, nous avons proposé une solution originale et inno-
vante pour la création automatique (procédurale) de monde 3D permettant d’ex-
plorer des données, extraites dynamiquement d’une base de données. La solution
proposée est basée sur deux caractéristiques/éléments principaux :
– le module de calcul de génotype qui permet la structuration des données
explorées,
– le module de calcul du phénotype qui permet de définir l’aspect visuel des
environnements 3D calculés
Cette séparation entre les données et leur visualisation permet une forte réutilisa-
tion des éléments créés : génome et phénome.
Notre solution a été développée dans le cadre de la visualisation 3d de base de
données. Mais elle n’est pas limitée à cette utilisation. En effet, la solution pro-
posée est un outil de création/construction de mondes 3D complexes. A ce titre,
notre solution est plus généraliste que les systèmes de créations procédurales de ville
[78, 79] mais en contrepartie est limitée à une structure topologique hiérarchique.
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Figure 4.6 – Le cinéma (niveau d’exploration 1 - les genres).
Il serait donc envisageable d’étendre le modèle de règles du phénome pour prendre
en compte des graphes acycliques orientés.
Pour le créateur, la solution que nous proposons permet de construire un monde
3D mettant en scène les éléments d’une base de données. La créationde monde 3D à
partir de base de données est fonctionnalité innovante. En ce sens, notre contribution
élargit le champ des possibles, repoussent les limites de la création.
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Figure 4.7 – La salle et les affiches de films (niveau d’exploration 2,3 - les réalisa-
teurs, les films).
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Figure 4.8 – La place avec les cinémas - un cinéma par genre.
Figure 4.9 – L’intérieur du cinéma avec les salles (accès par l’escalier) - une salle
par réalisateur.
Figure 4.10 – La salle de cinéma et les affiches des films (en bas de l’écran) - une
affiche par film.
Figure 4.11 – Le monde 3D (phénotype) construit automatiquement à partir de la
base de données de films.
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Chapitre 5
Rendu des milieux
participatifs en illumination
globale
Dans la chaine de production des images, le moteur de rendu est l’élément cen-
tral. Il conditionne en grande partie la qualité des images produites. En effet l’image
calculée diffère en fonction des propriétés physiques de la lumière prises en compte
dans la simulation. La prise en compte de la diffusion de la lumière dans les mi-
lieux participatifs (brumes, brouillard, fumée, etc.) est essentielle pour restituer
certaines atmosphères lumineuses naturelles. La figure 5.1 illustre l’apport de la
prise en compte des milieux participatifs dans l’atmosphère lumineuse qui peut être
restituée en synthèse d’images : il s’agit de la même scène (à gauche) sans milieux
participatif et (à droite) avec un milieu participatif.
Figure 5.1 – Même scène 3D avec (à droite) prise en compte dans la simulation
des milieux participatifs - (à gauche) sans milieux participatifs.
Dans ce contexte nous avons travaillé sur la prise en compte des milieux par-
ticipatifs en illumination globale. Nous avons proposé une nouvelle approche de
rendu progressif par photon mapping avec prise en compte des milieux participa-
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tifs. Notre approche utilise deux Kd-trees : un premier pour stocker les faisceaux
cylindriques qui correspondent aux chemins des rayons émis depuis la caméra et un
second pour les points visibles depuis les rayons(i.e. fin des chemins de rayons). Cela
permet de ne pas sauvegarder la carte des photons et résout ainsi le problème de
l’occupation mémoire. Notre méthode gère les scènes contenant des objets diffus,
spéculaires, transparents (avec réfraction) et les milieux participatifs homogènes
ou hétérogènes. Note méthode peut s’adapter à toutes les techniques de rendu qui
utilisent l’approche suivi de particules comme celle proposée dans [80].
5.1 Introduction
Le calcul des diffusions multiples au seing des milieux participatifs reste un défi
important. Il existe des méthodes précises non biaisées (path tracing par exemple)
mais elles sont trop gourmandes en terme de ressources de calcul et de mémoire
pour être réellement utilisées. Des méthodes moins précises mais plus rapides et
progressives comme [81] rendent réellement utilisables la prise en compte les mi-
lieux participatifs dans l’illumination globale. Elles étendent l’approche de rendu
progressif (progressive photon mapping) [82] au volume photon mapping [83].
Notre contribution consiste à proposer une nouvelle approche au progressive pho-
ton mapping pour les scènes contenant des surfaces (diffuses, spéculaires et trans-
parentes) et des volumes (milieux participatif hétérogènes ou homogènes). Les ca-
ractéristiques principales de notre approche sont :
– les photons émis ne sont pas mémorisés, ils sont détruits dès qu’ils ont contri-
bué à un faisceau ou à un point visible, en conséquence le nombre de photons
émis par passe n’est pas limité par des problèmes mémoires,
– les étapes de prétraitement (construction des Kd-trees) sont effectués toutes
les N passes, cela réduit de manière très efficace les problèmes d’aliasing,
– les chemins de lumières sont guidés par une stratégie de Metropolis en fonction
de la visibilité [84], cela nous permet de gérer des environnements 3D où les
chemins de lumières contributifs sont complexes.
La partie 5.2 dresse en bref état de l’art des différentes approches utilisant le
photon mapping dans les milieux participatifs. La partie 5.3 présente l’architecture
globale de notre algorithme, quelques détails sont décrits dans la partie 5.4. La
partie 5.5 présente des images obtenues avec notre algorithme avant de conclure sur
cette contribution en 5.6.
5.2 État de l’art
La première méthode utilisant le photon mapping pour les volumes fut le Vo-
lume Photon Mapping [83]. Cette méthode permet d’obtenir des images de bonne
qualité mais elle souffre des limitations inhérentes au photon mapping. En effet dès
que la scène devient complexe, il faut un très grand nombre de photons et donc
beaucoup de mémoire. En pratique, la mémoire disponible et le coût de calcul élevé
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limitent drastiquement l’utilisation de cette méthode. La méthode Beam Luminance
Estimate [85] réduit de manière significative le coût de calcul dans le cas de scènes
3D peu complexes. Mais son efficacité diminue dès que le rendu nécessite un grand
nombre de photons.
Les approches progressives comme Progressive Photon Mapping [82] s’attaquent
au problème du coût mémoire qui limite le nombre de photons utilisés pour le calcul
de l’image. Le calcul se fait en plusieurs passes. A chaque passe, un nombre limité
de photons sont émis et produisent une image bruitée. La carte de photons gour-
mande en mémoire est détruite entre chaque passe. Les images calculées à chaque
passe sont cumulées afin de réduire le bruit. A Probabilistic Approach [81] étend la
méthode progressive aux scènes contenant des milieux participatifs.
La méthode appelée Progressive Photon Beams [80] remplace les photons par
des faisceaux de photons émis à partir des sources de lumière. Cela diminue la mé-
moire nécessaire pour le rendu. Mais ce gain devient vite nul si le nombre de sources
augmente. De plus, dans ce cas la vitesse de convergence devient également lente.
Les méthodes précédentes produisent des images de qualité mais sont limités en
fonction de la complexité de la scène. En effet, plus la scène est complexe, plus le
coût mémoire (pour stocker les photons ou les faisceaux de photons) est important.
Il est alors nécessaire d’augmenter de manière importante le nombre de passes. La
vitesse de convergence diminue donc du fait des étapes de construction des struc-
tures de données accélératrices reconstruites à chaque passe.
Notre méthode ne stocke pas les photons. Ils sont détruits dès qu’ils ont contribué
à l’image de la passe. Le problème de mémoire est donc négligeable. De plus les
Kd-trees utilisés dans notre méthode sont conservés entre les passes. Ils ne sont
reconstruits que toutes les N que pour réduire les problèmes d’aliasing.
5.3 Architecture de l’algorithme
Dans cette partie nous présentons l’architecture de notre algorithme Algorithm
1. Notre algorithme possède une étape de pré-traitement dont le but est de construire
les deux Kd-trees associé aux chemins des rayons (beam Kd-tree) partant de la ca-
méra et aux point visibles par ses rayons (view Kd-tree).
Les rayons sont émis depuis la caméra et passent par les pixels de l’image. Quand
un rayon traverse le milieu participatif, il lui est associé un faisceau (cylindre dont
le rayon diminue à chaque passe). Le faisceau subit les réflexions/réfractions s’il
touche une surface réfléchissante (spéculaire parfait) ou transparente. Les faisceaux
sont stockés dans un Kd-tree, appelé beam Kd-tree. Quand le rayon , après d’éven-
tuelles réflexions/réfraction, touche une surface diffuse ou brillante, le point d’in-
tersection (point visible) est mémorisé avec une zone d’influence (disque), dont le
rayon diminue après chaque passe. Ces points visibles sont stockés dans un Kd-tree,
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appelé view Kd-tree.
Cette étape de pré-traitement est réalisée toutes les N passes. À chaque étape de
pré-traitement, les rayons sont légèrement perturbés (fonction Jitter-View-Rays)
afin de réduire les problèmes d’aliasing.
À chaque passe un ensemble de photos sont lancés (fonction SendPhoton). Dès
qu’un photon touche/traverse une surface/un faisceau, nous calculons l’apport du
photon (fonction UpdateCurrentLuminance). Les photons ne sont pas sauvegardés.
À la fin de cette étape de lancé de photons, l’image de la passe est calculée (fonc-
tion Render). La principale originalité de notre approche dans cette étape est de
calculer directement l’apport du photon au lieu de le stocker dans une structure
(photon map) qui utilise beaucoup de mémoire. Dès lors le nombre de photons par
passe peut être très grand.
Finalement, à l’issue de la passe, l’image globale et les rayons des faisceaux et
des disques sont mis à jour : fonctions UpdateImage et UpdateRadii.
Algorithm 1 main()
1: for i = 1 to nbPass do
2: if i%N==0 then
3: Jitter-View-Rays() ; // Perturbations des rayons primaires
4: Preprocess() ; // Toutes les N passes
5: end if
6: for j = 1 to nbPhoton do
7: SendPhoton() ;
8: UpdateCurrentLuminance() ;
9: end for
10: Render() ;
11: UpdateImage() ;
12: UpdateRadii() ;
13: end for
5.4 Implémentation
Nous ne détaillons ici que le cas où des photons sont émis depuis les sources.
Néanmoins notre méthode fonctionne également avec des faisceaux des photons
comme proposés dans [80]. Les notations utilisés dans cette partie sont résumées
dans la table 5.1.
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Table 5.1 – Définitions de notations et grendeurs utilisées
Notation Description
Φi Flux du photons i
σa Coefficient d’absorption
σs Coefficient de diffusion
σt Coefficient d’extinction
Tr(x↔ x′) Transmittance entre les points x and x′
Tr(x↔ x′) = e−
∫ ||x−x′||
0
σt(x+t~ω)dt
p(x, ~ω, ~ω′) Fonction de phase normalisée
fr(x, ~ω, ~ω′) BRDF
Ls, Lm Luminance à un point visible, respectivement, à un faisceau.
Lts, L
t
m Luminance cumulée à un point visible, respectivement,
ou à un faisceau pour l’itération en cours.
Ns, Nm Nombre de photons dans un disque (point visible)
ou dans un faisceau depuis le début du rendu
N ts , N
t
m Nombre de photons dans un disque (point visible)
ou un faisceau pour l’itération en cours.
Rs, Rm rayon associé au disque d’un point visible ou d’un faisceau .
α Paramètre utilisateur permettant de contrôler
la vitesse de convergence.
5.4.1 Pré-traitements
Cette étape consiste en l’initialisation des deux Kd-tree utilisées. À partir de la
caméra, nous lançons des rayons qui sont potentiellement réfléchis et/ou réfractés.
Le trajet complet du rayon est appelé chemin du rayon. Quand le rayon traverse
un milieu participatif lui est associé un faisceau cylindrique. Un chemin de rayon
est donc constitué de segments (en dehors des milieux participatifs) et de faisceaux
cylindriques (dans les milieux participatifs). Quand le chemin a une intersection
une surface diffuse ou brillante, on associe au point d’intersection (point visible)
une zone d’influence (disque) (Cf. figure 5.2).
Pour un chemin ne traversant aucun volume, on associe à son point visible la
luminance courante et la luminance cumulée Ls and Lts. Pour les faisceaux sont
mémorisées les informations suivantes : la transmittance Tr, sa luminance courante
et la luminance cumulée Lm and Ltm ainsi que la fin du faisceau.
Les points visibles et les faisceaux sont structurés et mémorisés dans deux Kd-
trees : view Kd-tree et beam Kd-tree. La stratégie de construction des Kd-tree utilise
la méthode de Havran et al. [86]. Elle est détaillée dans [8].
5.4.2 Émission des photons dirigée selon la visibilité
Afin de gérer des conditions éclairements complexes, nous utilisons une stratégie
de Métropolis [84] basée sur la visibilité pour guider l’émission des photons. Dans
cette approche nous utilisons une stratégie de mutation pour les surfaces et les mi-
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Figure 5.2 – Chemin de rayon : cylindre quand le rayon traverse un volume (en
vert) et point visible (view point) (en rouge) sur les surfaces diffuses et brillantes
(non spéculaires).
lieux participatifs mais avec des paramètres différents. Ces derniers sont déterminés
de manière automatique avec la technique proposée dans [84]. Nous utilisons deux
chaînes de Markov : une pour les surfaces et une pour les milieux participatifs.
5.4.3 Mise à jour des luminances
Quand un photon intersecte un faisceau, il ajoute sa contribution à la luminance
cumulée au faisceau selon :
Ltm+ = K(xi, ri)Tr(x↔ x′i)σs(x′i)p(xi, ~ω, ~ωi)Φi (5.1)
Quand un photon touche un disque associé à un point visible, de la même ma-
nière, le photon contribue à la luminance cumulé du point visible, selon l’équation :
Lts+ =
fr(xi, ~ω, ~ωi)(~n · ~ωi)Φi
piR2s
× Tr(x↔ xs) (5.2)
5.4.4 Mise à jour de l’image
Quand les photons de l’itération en cours ont été émis, l’image est mise à jour.
Cette étape consiste à mettre à jour, premièrement, les luminances des points vi-
sibles et des faisceaux : Ls et Lm et deuxièmement mettre à jour les valeurs des
rayons des disques (point visibles) et des faisceaux.
La mise à jour des luminances (associés aux faisceaux et aux point visibles)
s’effectue selon l’algorithme proposé dans Progressive Photon Mapping [82] :
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L(s|m) = (L(s|m) +
1
N t(s|m)
Lt(s|m))
Ns +N ts(1− α)
Ns
(5.3)
Pour l’image, la mise à jour se fait, en cumulant les contributions associées au
chemin du rayon :
L = TrnbBLs +
nbB∑
i=1
Tri−1Lm,i, (5.4)
avec Lm,i la luminance Lm du ième faisceau du chemin, Tri la transmittance as-
sociée à ce faisceau (Tr1 = 1, si le chemin commence depuis la caméra), nbB le
nombre de faisceaux du chemin, et TrnbB =
∏nbB
i=1 Tri. Si nbB = 0 alors L = Ls (le
chemin n’a traversé aucun milieu participatif).
5.4.5 Mises à jours des rayons
Finalement pour assurer la convergence de l’algorithme global, la valeur des
rayons (disques associés aux points visibles et cylindres des faisceaux) doit être
réduite après chaque itération/passe. Cela se fait comme indiqué dans [81] :
Rs = Rs
√
n+ α
n+ 1 , Rm = Rm
3
√
n+ α
n+ 1 , (5.5)
avec n le numéro de l’itération courante.
5.5 Résultats
Nous présentons ici les résultats obtenus avec notre méthode utilisant ou non la
stratégie de Métropolis [84] pour le guidage des photons ou des faisceaux de photons
(proposé par [80]). Nos résultats sont comparés avec ceux obtenus par la méthode
[80] (dénommé PPB) et [81] (dénommé APA). Pour les différentes variantes de notre
méthode nous utilisation les dénominations suivantes :
PPT notre approche avec des photons émis depuis les sources
PPBT notre approche avec des faisceaux photons émis depuis les sources
PPT_metro notre approche version PPT avec Métropolis
PPBT_metro notre approche version PPBT avec Metropolis
Notre méthode dans ses différentes variantes (PPT, PPBT, PPT_metro et
PPBT_metro) ainsi que PPB et APA ont été mises en œuvre avec le moteur de
rendu Mitsuba [87]. Les paramètres de rendu pour chaque scène de test sont donnés
dans la table 5.2 (α = 0.7 pour toutes les méthodes et scènes).
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Scène Breakfast hall Kitchen
polygones 1600k 250k
résolution 1080x1920 720x1280
photons volumiques 100k 100k
faisceau de photons 10k 10k
photons surfaciques 100k 500k
temps de rendu 10h 10h
Table 5.2 – Paramètre du rendu : chaque méthode utilise le même temps de rendu
(dernière ligne). photons volumiques = nombre de photons émis par passe dans
APA et PPT ; faisceaux de photons = nombre de faisceaux de photons dans PPB
et PPBT.
Les résultats sont obtenus sur la configuration matériel bi-processeur 2.4 GHz
Intel Xeon E5645 CPU (12 cœurs).
Pour chaque scène : Breakfast hall et Kitchen), nous avons calculé une image de
référence en utilisant une technique de suivi de chemins (path tracing).
Les scènes breakfast hall et kitchen (Cf. figures 5.4 et 5.5) ont des conditions
d’éclairement complexes. Dans la scène breakfast hall, la lumière provient de la lu-
mière de l’extérieur et doit traverser les fenêtres. La pièce est remplie par un milieu
participatif homogène. Cette scène est un cas défavorable pour Metropolis. C’est
pourquoi notre technique PPT sans Métropolis est la plus efficace. Elle est plus
efficace que APA et PPB (Cf. figure 5.3).
La scène de la cuisine (kitchen) est éclairée par le ciel et le soleil dont la lu-
mière passe par un double vitrage. La cuisine est remplie par un milieu participatif
hétérogène. Dans ce cas notre méthode avec Métropolis (PPT_Metro) donne les
meilleurs résultats (Cf. figure 5.3).
5.6 Conclusion
Nous avons proposé une méthode progressive (rendu en plusieurs passes) d’illu-
mination globale qui prend en compte les surfaces diffuses, brillantes, spéculaires,
réfractives et les milieux participatifs homogènes et hétérogènes. Notre méthode uti-
lise deux structures (Kd-tree) pour les points visibles et les faisceaux (émis depuis la
caméra) traversant les milieux participatifs. Ces structures nous permettent de ne
pas avoir à stocker les photons (surfaciques et volumiques). Dès lors le nombre de
photons émis par passe n’est pas limité par des contraintes de mémoire. Les résultat
montrent que notre méthode converge plus rapidement que APA [81] et PPB [80].
La prise en compte des milieux participatifs est le seul moyen pour la créateur
de restituer des ambiances où la lumière est diffusée par des milieux participatifs
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Figure 5.3 – Courbe de RMSE (entre l’image de référence et les différentes mé-
thodes) en fonction du temps pour la scène Breakfast hall.
(Cf. figure 5.6). Cette possibilité n’a de sens que si les temps de calcul restent
raisonnables pour obtenir des images de qualité et que la configuration matérielle
requise soit abordable. La méthode que nous proposons contribue directement sur
ces deux points : meilleur temps de calcul pour obtenir une qualité donnée et faible
consommation de mémoire.
La méthode que nous proposons est progressive, elle permet donc d’avoir une
image après chaque itération. Cela permet au créateur de vérifier au fur et à mesure
du rendu (10 heures dans les cas des scènes présentées dans la partie 5.5) si l’image
converge vers l’image qu’il souhaite obtenir. L’approche utilisée consiste à ne pas
émettre l’ensemble des photons, puis à ne pas stocker la carte de photons mais au
contraire de calculer pour chaque photon sa contribution. Cela permet de concevoir
un logiciel de rendu encore plus interactif. Il est en effet possible d’interrompre
le processus (même pendant une itération/passe) et demander d’afficher l’image
calculée à ce moment du calcul. Dès lors le rendu devient interactif permettant
au créateur de voir l’image se raffiner progressivement. Cela permet au créateur
d’interrompre le calcul à tout moment, soit parce que l’image en cours de calcul ne
lui convient pas, soit au contraire dès que la qualité requise est atteinte.
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Figure 5.4 – La scène Breakfast hall (avec l’autorisation de Greg Zaal). (En haut
à gauche) image de référence. (Colonne de droite) images obtenues avec les autres
méthodes 10h. Détails sur les images obtenues avec les différentes méthodes après :
30min. et 10h. Et images de différences par rapport à l’image de références.
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Figure 5.5 – La scène Kitchen (avec l’autorisation de Jay-Artist). (En haut à
gauche) image obtenue avec PPT_metro (10h). (Colonne de droite) images obte-
nues avec les autres méthodes 10h. Détails sur les images obtenues avec les diffé-
rentes méthodes après : 30min. et 10h.
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Figure 5.6 – Même scène 3D avec (en bas) prise en compte dans la simulation des
milieux participatifs - (en haut) sans milieux participatifs.
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Chapitre 6
Post-traitements
Comme déjà mentionné dans les chapitres précédents, le résultat de calcul d’un
logiciel de synthèse d’images physique est une image de luminance : pour chaque
pixel de l’image est calculé la luminance pour un ensemble de longueurs d’onde.
Cette luminance physique n’est pas directement compatible avec la représentation
des formats d’image classiques. L’image de luminance physique n’est donc pas direc-
tement affichable sur un écran. En complément de l’image de luminance physique,
le logiciel de synthèse d’image peut fournir des informations supplémentaires. Afin
de pouvoir être affichée, l’image de luminance physique doit être transformée dans
un format d’image classique. Elle doit donc subir des étapes de post-traitements :
– adaptation/réduction de la gamme de luminance (tone mapping)
– adaptation/réduction de la gamme de couleur (color mapping ou color gra-
ding)
Il est également possible d’appliquer d’autres traitements à l’image brute afin
de modifier son aspect et ainsi fournir l’image finale souhaitée par le créateur. Les
traitements appliqués peuvent demander des informations supplémentaires que peut
calculer du moteur de synthèse d’image. Par exemple, Thomas Luft et al.[88] modi-
fient le contraste de l’image en utilisant les informations de profondeur des pixels.
Dans ce contexte, nous avons travaillé sur la création d’un modèle d’attention
visuelle qui exploite les informations provenant du rendu. Ce modèle évalue le point
le plus probablement regardé par l’utilisateur immergé dans le monde 3D. La dé-
termination du point observé permet de mettre en œuvre des post-traitements sur
l’image qui nécessite cette information, l’ajout d’un flou de profondeur par exemple.
Notre modèle d’attention visuelle est présenté dans la partie 6.1.
Nous avons également travaillé sur la réduction des gammes de luminance. Nous
nous sommes focalisés les séquences d’images. Notre contribution porte sur le main-
tient de la cohérence spatiale et temporelle entre la séquence brute (luminances
physiques) et la séquence aux gammes de luminances réduites (adaptée à l’affichage
sur un écran classique). Cette contribution est détaillée dans la partie 6.2.
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Nous avons également travaillé sur l’estimation de la couleur d’adaptation dans
le contexte de l’illumination globale. L’estimation de la couleur d’adaptation permet
de modifier avec précision l’équilibre colorimétrique de l’image et de restituer les
couleurs telles quelles seraient perçues par un observateur. Ce travail est présenté
dans la partie 6.3.
6.1 Attention visuelle et applications
Le cadre général de la thèse CIFRE avec France Telecom R&D de Sébastien
Hillaire [10] était l’amélioration de la qualité visuelle des images produites en temps
réel par illumination globale (jeux vidéos, réalité virtuelle, etc.). La qualité visuelle
s’entend ici par restituer des images qui paraissent plus naturelles, qui procurent
à l’utilisateur une meilleure immersion dans le monde 3D. Les moteurs de rendu
ne tiennent généralement pas compte de la perception ni de l’attention visuelle
humaine pour calculer l’image. Ceci résulte en des images qui n’apparaissent par-
fois peu ou pas naturelles. L’inconvénient de cette apparence non naturelle est un
faible sentiment d’immersion des utilisateurs. Nous cherchons donc à déterminer
automatiquement l’attention visuelle. Ainsi, après de la phase de rendu (dans les
post-traitements), il est possible d’appliquer des effets visuels basés sur la percep-
tion humaine (comme la profondeur de champ) qui utilisent l’attention visuelle afin
d’améliorer le retour visuel.
6.1.1 Introduction
La prise en compte de la perception visuelle humaine dans la production des
images nécessite la détermination des éléments clés de cette perception. En pre-
mier lieu, du fait des aspects locaux de la perception, il est capitale de connaître le
point de focalisation de l’utilisateur. Le point de focalisation est le point d’atten-
tion visuelle de l’utilisateur. Ils existent des solutions matérielles et logicielles afin
d’estimer l’attention visuelle. Les solutions matérielles de suivi du regard peuvent
être utilisés pour cette tâche. Cependant, ces solutions sont très souvent couteuses
et intrusives, elles sont ainsi réservées pour des utilisations industrielles ou de re-
cherche.
Les solutions logicielles consistent en la détermination algorithmique de distri-
bution de l’attention visuelle humaine. Dans ce but elles simulent plusieurs compo-
santes attentionnelles et cognitives du système visuel humain. Un point de focali-
sation final est calculé en fonction de la distribution de l’attention visuelle estimée.
Cependant, ces modèles ont plusieurs limites fortes :
– manque de précision du fait du faible de composantes attentionnelles et cog-
nitives prises en compte dans la simulation,
– trop générale car elles n’exploitent pas le scénario d’utilisation du monde 3D,
– trop particulière optimisée pour un cas d’utilisation précis.
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En conséquence, nous avons travaillé sur les modèles d’attention visuelle et nous
avons proposé un modèle d’attention visuelle plus performant qui utilise à la fois
des informations bas niveaux issues de l’image (régions saillantes), des informa-
tions haut niveaux provenant du monde 3D (scénario) et des actions de l’utilisateur
[10, 13, 12, 14].
De manière complémentaire, nous avons exploité notre modèle d’attention vi-
suelle pour améliorer la qualité des images calculées. Nous avons notamment tra-
vaillé sur la profondeur de champ [15, 16, 17, 11]. Habituellement le logiciel de rendu
ne simule pas la profondeur de champ due à l’optique de la caméra. L’absence de
profondeur de champ confère aux images un aspect peu naturel et ne met pas en
valeur l’élément principal de l’image. Il est possible de simuler précisément l’effet
des optiques [89] mais cette approche n’est pas compatible avec un rendu en temps
réel. Une autre approche consiste à simuler la profondeur de champ en appliquant
un flou dépendant de la profondeur des pixels sur l’image calculée [90]. Cette tech-
nique nécessite de connaître la distance du point sur lequel se focalise le regard.
6.1.2 Modèles d’attention visuelle précédents
L’attention visuelle représente la capacité d’un être humain à se focaliser sur un
objet il est composé de trois composants [91] :
1. bottom-up : simulation des réflexes visuel humain,
2. top-down : simulation des processus cognitifs,
3. intégration des composants bottom-up & top-down.
La composante bottom-up représente les réflexes du système visuel humain. Les
caractéristiques principales de la composante bottom-up sont : un comportement
local du à champ angulaire de 2 degrés [92], sensibilité aux zones saillantes [93, 94],
aux zones scintillantes [91], à la profondeur [95] et aux mouvements [91].
La composante top-down d’attention visuelle représente les processus cognitif
qui contrôle la stratégie utilisée pour analyser la scène. Elle dépend de la tâche à
effectuer [96], de la mémoire [97], de l’accoutumance [98] et de l’habituation [98].
Même si les modèles d’attention visuelle bottom-up [93] arrivent à prédire les
zones attirant le regard humain. Sans prendre en compte le scénario (la tâche à
accomplir par l’utilisateur), ces modèles bottom-up ne sont pas efficace pour dé-
terminer le point observé [99]. Par conséquent, il est nécessaire pour un modèle
d’attention visuelle de simuler deux composantes bottom-up et top-down.
Peu de recherches ont été consacrées la prédiction du point observé en temps
réel lors de l’exploration de monde 3D. Seul le modèle d’attention visuelle de Lee et
al. [95] a été spécialement conçu pour ce but. Mais il ne renvoie pas le point focalisé
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mais uniquement l’objet ou un ensemble d’objets, qui pourraient être observés par
l’utilisateur.
6.1.3 Notre modèle d’attention visuelle
Notre objectif est de proposer un nouveau modèle d’attention visuelle complet
(incluant des composants attentionnelles bottom-up et top-down) et temps-réel ca-
pable de calculer la position du point de focalisation d’un utilisateur navigant dans
un monde 3D. Dans ce contexte, comparé à l’existant [95], notre modèle est le
premier capable de calculer une position de focalisation au lieu d’un ensemble d’ob-
jets potentiellement regardés. Nous avons également conduit des expériences afin
d’évaluer les performances de ce modèle.
L’architecture de notre modèle est constituée de trois composantes principales
(Cf. figure 6.1) :
1. la composante bottom-up (en orange sur la figure 6.1) qui utilise les données
issues du moteur de rendu afin de calculer la carte de saillance,
2. la composante top-down (en jaune sur la figure 6.1) qui utilise les informations
provenant de la scène 3D, du scénario (c’est à dire de ce que l’utilisateur
doit effectuer dans le monde 3D) et les entrées de l’utilisateur afin d’estimer
l’attention visuelle haut niveau,
3. la composante d’intégration (en rouge sur la figure 6.1) qui cumule les infor-
mations bottom-up et top-down pour calculer le point focalisé.
La composante bottom-up (rectangle orange dans la figure 6.1) simule les réflexes
du système visuel humain. Pour cela, nous calculons des cartes de caractéristiques
pour chaque pixel de l’image : l’intensité, les couleurs antagonistes, la profondeur et
le mouvement. Un opérateur de différence centre-région-contournantes est appliqué
sur ces cartes de caractéristiques afin de calculer des cartes (appelé cartes de conspi-
cuité ou cartes de perception) simulant la réponse à ces stimuli du système visuel
humain. Finalement, toutes ces cartes de conspicuité sont intégrées et normalisées
pour former la carte de saillance [93]. Plus la saillance d’un pixel est élevé, plus
celui-ci a des chances d’attirer le regard. Cette carte de saillance est intégrée avec
le résultat de la composante top-down afin de déterminer le point focalisé.
La composante top-down (rectangle jaune dans la figure 6.1) simule, quant-à-elle,
les processus cognitifs se déroulant dans le cerveau. Cette composante attentionnelle
est calculée par objet et non par pixel. Les précédents modèles utilisent une repré-
sentation liée au maillage des objets. Mais ce niveau de précision ne permet pas une
estimation précise de l’endroit observé sur l’objet. De plus, l’évaluation est trop dé-
pendante de la précision géométrique du maillage. Pour résoudre ce problème, nous
proposons une représentation des objets basée sur les éléments de surface, nommés
surfels. Par cette méthode, initialement introduite dans le domaine du rendu [100],
chaque objet est virtuellement subdivisé en plusieurs petits éléments de surfaces.
Pour chaque élément de surface, les valeurs attentionnelles suivante sont calculées :
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Figure 6.1 – Architecture de notre Modèle d’Attention Visuelle : composants
bottom-up, top-down et intégration bottom-up & textittop-down.
– l’habituation [98] : l’attention privilégie les objets nouveaux et négliges les
objets déjà connus et observés,
– le contexte spatial [95] : l’attention se porte sur les objets qui se rapprochent
de l’observateur.
La composante top-down prend également en compte, premièrement, le fait que
l’attention visuelle se porte majoritairement au centre de l’écran et, deuxièmement,
la déviation de l’attention en fonction des entrées de l’utilisateur (dépendance vis
à vis de la vitesse de rotation). Enfin la composante top-down prend également
en compte le scénario en associant un poids sémantique plus important aux objets
ayant une importance vis à vis du scénario. Ces différents éléments sont fusionnés
pour donner une attention visuelle de haut niveau.
Les résultats des composants bottom-up et textittop-down sont intégrés/combinés
(rectangle rouge dans la figure 6.1) afin de calculer le point focalisé. Ce dernier cor-
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respond au point ayant la plus grande valeur d’attention visuelle.
Nous avons mis en œuvre notre modèle d’attention visuelle sur carte graphique
en GLSL [101] afin d’atteindre des performances compatibles avec le temps-réel.
Pour optimiser les temps de calcul, les cartes de caractéristiques sont calculées
avec une résolution 256x256 pixels. Les calculs des valeurs maximales et moyennes
des cartes de caractéristiques sont calculées par sous échantillonnage récursif. Les
performances atteintes pour un environnement 3D simple (Cf. figure 6.2) sont : 170
images par seconde pour le rendu monde 3D sans modèle d’attention visuelle et
145 images par secondes avec le modèle d’attention visuelle. L’exécution du modèle
d’attention visuelle dure : 1,01 millisecondes (soit 0,6 % du temps de rendu). Ces
performances sont obtenues sur l’environnement matériel suivant : Intel Core 2
2.5Ghz, nVidia GeForce3700M et 4Gb de RAM. Notre modèle d’attention visuelle
est donc compatible avec les applications 3D temps comme les jeux vidéo ou la
réalité virtuelle.
Figure 6.2 – Monde 3D utilisé pour les tests du Modèle d’Attention Visuelle : (à
gauche) vue de l’environnement 3D - (à droite) rendu pour l’utilisateur.
6.1.4 Résultat du modèle d’attention visuelle
Nous avons conduit des expériences avec des utilisateurs afin d’évaluer les per-
formances de notre modèle d’attention visuelle. Les utilisateurs naviguaient dans
des mondes 3D, soit librement, soit avec une tâche à accomplir (ramasser des objets
particulier). Nos résultats sont comparés avec le modèle d’attention visuelle de Lee
et al. [95]. Nos résultats montrent une bonne estimation du point de focalisation :
75,6% du temps avec une précision de 8 degré d’angle visuel contre 39,7% pour le
modèle de Lee et al. Nous obtenons donc un gain de plus de 90% pour le calcul de du
point regardé par l’utilisateur à un instant donné. Nous avons aussi comparé les per-
formances des composantes bottom-up et top-down. Les résultats montrent que les
performances de chacun des composantes prises séparément sont significativement
inférieures aux performances du modèle complet (qui intègre les deux composants).
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Ces résultats montrent que la simulation de l’attention visuelle humaine est
suffisamment fiable pour de nombreuses applications. Nous avons également montré
le bénéfice de combiner les composants bottom-up et top-down.
6.1.5 Algorithme de flou de profondeur avec autofocus
En photographie ou au cinéma, le flou de profondeur est du aux optiques des ca-
méras, il est utilisé par le créateur d’images pour attirer l’attention de l’observateur
vers la zone nette (le regard fuit naturellement les zones floues). La prise en compte
du flou de profondeur permet de créer des images qui paraissent plus naturelle et
qui mettent en valeur le sujet principal [90, 102]. L’utilisation des cartes graphiques
permet l’utilisation des algorithmes de flou de profondeur en temps réel [103, 104].
Dans le cadre des applications temps réels, la détermination de la zone où faire la
mise au point est la problématique clé. Nous proposons pour cela une technique qui
simule les systèmes d’autofocus des caméras.
La problématique de la détermination de la zone où faire le net n’est pas direc-
tement celle d’un système d’attention visuelle. En effet, il ne s’agit de déterminer où
regarde l’observateur mais au contraire de diriger son regard vers la zone pertinente.
Il s’agit donc de contrôler et non de déterminer le point où regarde l’utilisateur. Le
système d’autofocus doit déterminer quelle est la zone de l’image où l’on doit diri-
ger le regard de l’observateur. Les deux problématiques sont liées, mais un modèle
d’attention visuelle ne répond pas directement à la problématique donnée.
Notre système d’autofocus intelligent reprend une partie de la composante cog-
nitive de notre modèle d’attention visuelle : la partie concernant le scénario. Une
valeur sémantique est associée aux objets en fonction de leur importance dans le
scénario. La seule valeur sémantique ne suffit pas car plusieurs objets de même im-
portance peuvent être visibles en même temps sur l’écran. Nous privilégions alors
la zone centrale de l’écran correspondant à 25% de l’écran. Cela est conforme avec
le fait que les utilisateurs de jeux vidéo ont leur regard qui se focalise très majori-
tairement (82%) sur le centre de l’écran [105].
La détermination de la distance de focalisation se fait en plusieurs étapes. Pre-
mièrement, avec le rendu de la scène nous calculons la carte de profondeurs et
également une carte contenant la valeur sémantique des objets visibles à l’écran.
La valeur sémantique représente l’importance des objets de la scène en fonction du
contexte et de la tâche courante.
Deuxièmement, à l’intérieur de la zone d’autofocus (correspondant aux 25% cen-
traux de l’image), nous calculons la moyenne des profondeurs des pixels pondérée
par la valeur sémantique des objets. Ainsi, même si un objet sémantiquement impor-
tant n’occupe que peu de pixels de la zone d’autofocus, son poids dans la moyenne
sera augmenté. La moyenne pondérée des distances est utilisée comme la distance
où faire le net (Cf. Figure 6.3).
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Figure 6.3 – Zone d’auto-focus (rectangle blanc) et influence du poids sémantique :
(à gauche) auto-focus sans prise en compte de la carte sémantique - (à droite) auto-
focus avec prise en compte de la sémantique : le net est fait sur le personnage.
Troisièmement, cette distance est filtrée par un filtre passe-bas afin de simuler
le phénomène d’accommodation du système visuel humain et pour éviter les chan-
gements brusques de distance de focalisation.
La dernière étape consiste à calculer l’image floutée. Pour cela, nous utilisons
la méthode proposée par Riguer et al. [106]. Nous avons amélioré cette méthode
en appliquant une rotation aléatoire par pixel du noyau d’échantillonnage afin de
remplacer les artefacts de bande de couleur par un bruit de haute fréquence auto-
matiquement filtré par le système visuel humain (Cf. Figure 6.4).
Figure 6.4 – Flou de profondeur : (à gauche) flou de profondeur sans rotation du
noyau d’échantillonnage - (au milieu) flou de profondeur avec rotation du noyau
d’échantillonnage - (à droite) image finale avec flou de profondeur.
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6.1.6 Conclusion
Dans le cadre de ces travaux, nous avons proposé un modèle d’attention visuelle
qui intègre des composantes bottom-up et top-down. Ce modèle inclut une nouvelle
représentation des objets visuels basée sur les éléments de surface. Cette nouvelle
représentation est plus appropriée pour le calcul de certaines composantes atten-
tionnelles telle que l’habituation. De plus, ce modèle compatible avec le temps réel
est plus précis de 90% par rapport aux modèles précédents. Avec une précision de
l’ordre de 70%, il est utilisable pour une grande gamme d’applications.
Nous avons également travaillé sur la perception visuelle dans le but d’améliorer
de contrôler la qualité des images produites en illumination globale en temps réel.
Nous avons en autre proposé un autofocus intelligent (qui exploite les connaissances
sémantiques de la scène relativement au scénario) qui permet de déterminer la dis-
tance de focalisation et permet ainsi d’introduire un flou de profondeur aux images
produites. Le flou de profondeur focalise l’attention visuelle de l’observateur sur les
objets importants de la scène.
Cette approche consistant d’une part à déterminer une caractéristique de la per-
ception des images (ici l’attention visuelle) et, d’autre part, à proposer des outils
permettant de contrôler cette même caractéristique (ici le système d’autofocus in-
telligent) est une approche clé pour le contrôle des images produites. Disposant d’un
modèle d’évaluation de l’attention visuel, il est possible de l’utiliser afin de contrôler
l’éclairage dans le but que l’éclairage mette en valeur les objets importants de la
scène 3D.
6.2 Adaptation des gammes de luminances pour
les séquences d’images
L’état de l’art propose un grand nombre d’opérateurs de réduction des gammes
de luminance afin de transformer les images HDR en images LDR compatibles avec
les dispositifs de restitution classiques : écran, projection et impression [30, 31].
Chaque opérateur de compression propose un résultat différent et cohérent en fonc-
tion de ses objectifs (Cf. figure 3.4). L’opérateur de réduction possède un certain de
paramètres, des paramètres externes permettant à l’utilisateur de contrôler le rendu
de l’image LDR finale et des paramètres internes calculés directement à partir des
caractéristiques propres de l’image HDR.
Malgré les avancés en matière de capture de vidéos HDR [107, 108], peu de tra-
vaux ont porté spécifiquement sur les séquences d’images HDR et la compression
de leur gamme de luminance pour les transformer en séquences LDR. En effet, les
séquences d’images sont généralement vues comme une simple suite d’images HDR
sur laquelle il suffit d’appliquer l’opérateur de compression de luminance sur chaque
image. Dans le cadre de la thèse CIFRE de Ronan Boitard avec Technicolor, nous
avons mis en évidence les problématiques spécifiques de la compression des gammes
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de luminance pour les séquences d’images [19, 20] et nous avons proposé des mé-
thodes pour régler ses problèmes indépendamment de l’opérateur de compression
utilisé [21, 24, 23]. Nous avons également montré le bénéfice de la cohérence spatio-
temporelle pour la compression des vidéos HDR [22].
6.2.1 Problématique de la réduction des gammes de lumi-
nances pour les vidéos
Nous proposons de classer les problèmes liés à la réduction des gammes de lu-
minances des vidéos HDR en trois grandes catégories :
– Scintillement : changement rapide de la luminance LDR apparaissant entre
des images LDR successives,
– Altération de la cohérence du contraste : la séquence LDR ne reproduit pas
les changements de conditions d’illumination de la séquence HDR,
– Altération de la cohérence des objets : au cours de la vidéo, un objet change
de luminance dans la vidéo LDR alors que sa luminance reste constante dans
la vidéo HDR.
Ces problèmes arrivent lors de l’application d’un opérateur de réduction des
gammes de luminance sur une séquence d’images. Ils proviennent de la logique de
fonctionnement des opérateurs. En effet, les opérateurs de réduction des gammes
de luminance cherchent à adapter l’intervalle des luminances HDR [Lmin, Lmax]
sur l’intervalle LDR [lmin, lmax] (classiquement [0, 255]). Or l’intervalle des lumi-
nances HDR peut changer au cours du temps : [Lmin(i), Lmax(i)] avec i le numéro
de l’image dans la séquence. Si la logique de l’opérateur est, pour simplifier, de faire
correspondre Lmin(i) avec lmin = 0 et respectivement Lmax(i) avec lmax = 255,
alors il est logique qu’à une valeur de luminance HDR donnée Lk, il correspond
des valeurs de luminances LDR différentes lk(i) dans la séquence réduite. Cela en-
traine une incohérence temporelle entre les luminances de la séquence HDR et LDR.
En résumé, l’opérateur de réduction fonctionne comme un caméscope en mode
automatique qui s’adapte en continue aux gammes de luminance de ce qui est filmé.
Néanmoins les trois types d’altération (scintillement, altération de la cohérence du
contraste et altération de la cohérence des objets) proviennent de conditions spéci-
fiques différentes.
Le scintillement est un changement soudain des luminances LDR survenant sur
une image d’une séquence alors qu’il n’y a pas de changement visible dans la sé-
quence HDR. La figure 6.5 montre trois images LDR consécutives avec un cas de
scintillement. L’image intermédiaire est plus lumineuse que l’image antérieure et
postérieure. Ce genre de problème provient du fait que l’opérateur de réduction
s’adapte en fonction de valeurs statistiques calculées sur l’image HDR. Un petit
changement dans les valeurs statistiques calculées entre deux images HDR consécu-
tives peut entraîner un changement important dans la séquence LDR.
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Figure 6.5 – Scintillement dans la séquence LDR : exemple de trois images consé-
cutives, l’image du milieu est plus lumineuse.
Les altérations de la cohérence du contraste proviennent de changements dans les
conditions d’illumination, par exemple l’allumage ou l’extinction d’une source de lu-
mière. Ces changements d’illumination se traduisent par des changements dans l’am-
plitude de l’intervalle des luminances HDR. L’algorithme de réduction des gammes
de luminance s’adaptant à l’intervalle des valeurs HDR, il ne conserve pas dans la
séquence LDR produite ces changements de luminances. Il perd ainsi la cohérence
temporelle des conditions d’illumination et par conséquence l’intention artistique
du créateur. L’image HDR la plus lumineuse peut ne pas apparaître comme la plus
lumineuse dans la séquence LDR produite. La figure 6.6 illustre ce problème : dans
la séquence HDR, les conditions d’illumination change et les valeurs de luminances
deviennent plus faibles (images plus sombres). La séquence LDR produite (l’opéra-
teur utilisé est [109]) ne reflète pas ce changement de conditions d’illumination.
Les altérations de la cohérence des objets correspondent au manque de cohérence
temporelle entre les luminances des images HDR et celles des images LDR. Cela se
traduit par le fait qu’un objet ayant une luminance constante dans la séquence HDR
a une luminance non constante dans la séquence LDR produite. Ce type de manque
de cohérence temporelle est similaire à la problématique de la stabilisation tonale
décrit dans [110]. La figure 6.7 illustre le problème des altérations de la cohérence
des objets dans les séquences LDR produites. Elle montre que la luminance des ob-
jets dans la séquence LDR produite ne semble pas cohérente avec l’évolution de leur
luminance HDR (l’opérateur utilisé dans cet exemple est [109]). La luminance de la
partie inférieure du point est constante dans la séquence HDR (ligne du haut dans
la figure 6.7) alors qu’elle apparait comme baissant dans la séquence LDR (ligne du
bas à droite dans la figure 6.7).
Les schémas 6.8 résument les trois types d’altération de la cohérence des lumi-
nosités dans les séquences LDR lors de réduction des gammes de lumimances :
– Scintillement (en haut) : des petits changements dans la séquence HDR en-
trainent des grands changements dans la séquence LDR,
– Altération de la cohérence du contraste (au milieu) : un changement de condi-
tion d’illumination dans la séquence HDR n’est pas reflété dans la séquence
LDR,
– Altération de la cohérence des objets (en bas) : les changements de la lumi-
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Figure 6.6 – Altération de la cohérence du contraste : (en haut) Les images HDR
en fausse couleur (bleu : faible valeur de luminance, rouge : grande valeur de lu-
minance), (en bas) Les images LDR correspondantes - Le changement de condition
d’illumination entraine des images HDR plus sombres, ce changement n’est pas
respecté dans les images LDR produites.
nance des objets dans la séquence HDR ne sont pas restitués dans la séquence
LDR, les luminances HDR et LDR d’un objet ne semblent pas corrélées.
6.2.2 Travaux précédants connexes
Peu de travaux de recherche se sont focalisés sur la problématique du maintient
de la cohérence temporelle lors de la réduction des gammes de luminance des sé-
quences HDR. Seul le problème du scintillement apparaissant dans les séquences
produites a été traité.
L’approche utilisée pour réduire le scintillement (changement rapide de la lumi-
nance dans les images LDR produites) consiste à proposer des stratégies de filtrage
passe bas temporel. Le filtrage peut se faire sur les différents éléments intervenant
dans la réduction des gammes de luminances :
– sur la courbe définissant la réduction des gammes de luminances [111],
– sur un paramètre de contrôle de l’opérateur de réduction (moyenne logarith-
mique de l’image HDR [112, 113]),
– sur l’image LDR produite [114, 115].
Ces techniques sont efficaces pour éliminer les problèmes de scintillement. Mais
elles ne réduisent pas les altérations temporelles de la cohérence du contraste et des
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Figure 6.7 – Altération de la cohérence des objets : (en haut) Les images HDR
en fausse couleur (bleu : faible valeur de luminance, rouge : grande valeur de lu-
minance), (en bas) Les images LDR correspondantes - la luminance de la partie
inférieure du pont évolue dans la séquence LDR alors qu’elle est constante dans la
séquence HDR.
objets.
6.2.3 Algorithmes de maintient de la cohérence temporelle
Nous avons proposé une approche innovante pour maintenir la cohérence tempo-
relle lors de la réduction des gammes de luminances des séquences HDR en séquence
LDR [116, 24]. Dans ce travail nous faisons les hypothèses suivantes. Premièrement
les séquences HDR ont été étalonnées : leur contenu et en particulier les change-
ments de luminosités sont volontaires et correspondent aux intentions des créateurs.
Ces changements doivent donc être reproduits au mieux dans la séquence LDR.
Deuxièmement, la séquence est disponible dans son entier, elle correspond à l’entité
temporelle durant laquelle la cohérence doit être maintenue. D’un point de vue tech-
nique, nous avons décidé de proposer des techniques indépendantes de l’algorithme
de réduction utilisé, notre solution peut donc s’appliquer quelque soit l’algorithme
utilisé pour réduire les gammes de luminance.
Première approche pour la conservation de la cohérence temporelle de
la luminosité
Nous avons donc fait l’hypothèse que les changements de luminosités dans la
séquence HDR doivent se retrouver dans la séquence LDR : nous voulons maintenir
la cohérence temporelle de la luminosité. La valeur clé κ (key value), la moyenne
logarithmique des luminances est un bon indicateur de la luminosité de l’image
[109] :
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Figure 6.8 – Les différents types d’altération de la cohérence temporelle - (en haut)
scintillement, (au milieu) altération de cohérence du contraste, (en bas) altération
de la cohérence temporelle des objets.
κ = exp
(
1
N
N∑
i=1
log(+ L(i))
)
(6.1)
avec L(i) la luminance HDR du pixel i, N le nombre de pixels,  une petite valeur
(10−6). Nous avons proposé d’exprimer la cohérence temporelle de la luminosité
comme :
κjLDR
κmaxLDR
= κ
j
HDR
κmaxHDR
(6.2)
avec κjHDR la valeur clé de l’image j dans la séquence HDR, respectivement κ
j
HDR
dans la séquence LDR, κmaxHDR la valeur clé de valeur maximale dans la séquence
HDR et κmaxLDR la valeur clé correspondante dans la séquence LDR.
A partir de ce ratio de valeurs clés, nous avons proposé un premier algorithme de
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maintient de la cohérence temporelle [116] qui met à l’échelle les luminances LDR
lj de j-ème image de la séquence afin quelle respectent le ratio des valeurs clés :
ljBC =
(
u+ (1− u)κ
max
LDRκ
j
HDR
κmaxHDRκ
j
LDR
)
lj (6.3)
Cette première approche donne de bon résultat en terme de cohérence tempo-
relle de la luminosité mais elle détériore le contraste des images LDR corrigées. En
gardant la même logique, nous avons amélioré l’algorithme en conservant la cohé-
rence par zones. Les zones décrivent la distribution des valeurs de luminances par
image et au cours du temps.
Conservation par zones de la cohérence temporelle de la luminosité
Les zones sont définies en deux étapes : premièrement une segmentation des
luminances par image. À chaque segment est associée sa valeur clé, deuxièmement
une segmentation en zones des valeurs clés des segments de chaque images de la
séquence. La cohérence temporelle (6.3) est alors appliquée par zones.
La segmentation des images de la séquence est effectuée dans le domaine des
luminances. La segmentation dans le domaine des luminances a pour intérêt de
fournir des segments de luminances directement corrélés avec la luminosité dont
nous voulons assurer la cohérence. L’information spatiale qui pourrait extraites
par une segmentation spatiale n’a pas d’intérêt par rapport à notre objectif. La
segmentation est réalisée comme suit :
Algorithm 2 Calcul des segments()
1: for chaque image de la séquence do
2: Calcul de l’histogramme des luminances (domaine logarithmique) ;
3: Détermination des maximums ;
4: Filtrage des maximums (suppression des maximums trop proches) ;
5: Définition des limites des segments comme les minimas entre les maximums ;
6: Calculs des valeurs clés par segment ;
7: end for
La première étape correspond au calcul de l’histogramme des luminances ex-
primées en logarithme, l’histogramme est divisé en wi intervalles. A partir de cet
histogramme, nous trouvons les maximums locaux supérieurs à un seuil : LS . Les
maximums locaux sont filtrés, seuls sont conservés les maximums dont l’écart de
luminances est supérieur à un seuil ∆LS . Le minimum entre deux maximums nous
donne la limite des segments. La valeur clés κi du i-ème segment est calculé. Nous
obtenons donc pour chaque image j de la séquence et pour chaque segment i une
valeur clé κji .
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Les valeurs clés κji pour un segment i ne sont pas continues dans le temps. En
effets, l’apparition ou la disparition d’objets dans la vidéo ainsi que des changements
de conditions d’illumination entrainent des discontinuités temporelles importantes.
Comme nous voulons des zones qui reflètent au mieux la distribution des luminances
au cours de la séquences, nous appliquons donc l’algorithme 2 aux valeurs clés κji .
Nous obtenons ainsi n zones. Chaque zone zi est défini par ses limites b(i−1,i) et
b(i,i+1) constante tout au long de la séquence et une valeur clé κfzi pour la zi pour
l’image f de la séquence. L’algorithme de maintient de la cohérence 6.3 est alors
appliqué par zone.
Chaque pixel pf , de l’image f de la séquence, appartient a une zone zi :
b(i−1,i) ≤ log(Lp
f
) ≤ b(i,i+1)
avec Lpf la luminance HDR du pixel p de l’image f , et b(i−1,i) et b(i−1,i) les frontières
de la zone zi. κfzi,HDR et κ
f
zi,LDR
sont les valeurs clés HDR et LDR de la zone zi
pour l’image f et κmaxzi,HDR et κ
max
zi,LDR
les valeurs clés HDR et LDR maximales (pour
toutes les images de la séquence) de la zone zi. La luminance LDR lp
f est mise à
l’échelle pour conserver la cohérence temporelle :
lp
f
ZBC =
(
u+ (1− u)κ
max
zi,LDR
κfzi,HDR
κmaxzi,HDRκ
f
zi,LDR
)
lp
f
(6.4)
Cette équation peut être réécrite comme :
lp
f
ZBC = s
f
i l
pf (6.5)
avec sfi , le facteur d’échelle :
sfi = u+ (1− u)
κmaxzi,LDRκ
f
zi,HDR
κmaxzi,HDRκ
f
zi,LDR
(6.6)
Pour éviter les discontinuités des pixels p (dont la luminance HDR est Lfp)
proches d’une frontière (de valeur de luminance HDR bz) entre deux zones (zm et
zn), les luminances de ces pixels sont mis à l’échelle par une pondération des deux
facteurs d’échelle sfm et sfn correspond à ceux deux zones proches. La pondération
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est donnée par :
sfm,n = sfmwm + sfnwn (6.7)
avec (6.8)
wm =
exp
(
− (log(Lp
f
)−log(bz−δ/2))2
2σ2
)
sfm + sfn
(6.9)
wn =
exp
(
− (log(Lp
f
)−log(bz+δ/2))2
2σ2
)
sfm + sfn
(6.10)
σ = δ
2
√
2 log(3)
(6.11)
δ est la largeur de la frontière, c’est un paramètre défini par l’utilisateur. La figure
6.9 montre les fonctions de pondération wm et wn.
Figure 6.9 – Fonction de pondération des facteurs d’échelle.
6.2.4 Résultats
Nous présentons dans ce document deux résultats de notre algorithme de main-
tien par zones de la cohérence temporelle de la luminosité (dénoté ZBC). D’autres
résultats sont disponibles dans [24].
La première séquence est la séquence HDR Under Bridge (Cf. figure 6.10). Ses
gammes de luminances sont réduites par l’opérateur de Li [117] qui est un opéra-
teur local. L’application de notre algorithme ZBC permet de garder une meilleure
cohérence temporelle de la luminosité dans les images LDR. Dans la figure 6.10,
la luminosité de la partie correspondant au dessous du pont reste pratiquement
constante. L’algorithme ZBC maintient également le contraste de l’image. Dans
la figure 6.10, la partie de l’image correspond aux bâtiments et au ciel reste très
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contrasté.
Figure 6.10 – La séquence HDR Under Bridge - (à gauche) des images de séquence
LDR obtenu avec l’opérateur de réduction de Li [117] - (à droite) les images LDR
avec ZBC : la cohérence temporelle de la luminosité est maintenue avec la séquence
HDR et le contraste est conservé.
La deuxième séquence est la séquence HDR du tunnel (Cf. figure 6.11). L’al-
gorithme de réduction des gammes de luminances est [109]. Dans cet exemple, les
conditions d’éclairement du véhicule change. Alors que dans la séquence LDR pro-
duite initialement par [109], la dernière image de la séquence (colonne de gauche, en
bas dans la figure 6.11) qui est la plus sombre de la séquence HDR apparait comme
plus lumineuse que les précédentes, grâce à l’utilisation de ZBC elle retrouve une
74
cohérence temporelle de luminosité par rapport aux images précédentes.
Figure 6.11 – La séquence HDR Under Bridge - (à gauche) des images de séquence
LDR obtenu avec l’opérateur de réduction [109] - (à droite) les images LDR avec
ZBC : la cohérence temporelle de la luminosité est conservée malgré le changement
de conditions d’illumination sur le véhicule principal.
Nous avons également montré que ZBC permet de conserver les fondus aux noir
et les fondus aux blancs, présents dans les séquences HDR, dans les séquences LDR
produites et corrigés par ZBC. Nous avons également des tests subjectifs qui montre
que dans la majorité des cas les vidéos LDR corrigées par ZBC sont jugées comme
ayant une meilleure qualité [24].
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6.2.5 Conclusion et perspectives
Nous avons proposé une méthode permettant d’assurer la cohérence spatiale
et temporelle de la luminosité dans les séquences LDR produites par l’application
d’un algorithme de réduction des gammes de luminance. Notre méthode conserve
également le contraste. Et elle peut s’appliquer sur des séquences HDR ayant un
montage comme des fondus au noir ou au blanc. En résumé, cette méthode, publiée
dans une revue internationale [24], a les caractétiques suivantes :
– elle est indépendante de l’opérateur de réduction des gammes de luminances
choisi,
– elle s’applique comme un post-traitement sur la séquence LDR,
– elle assure la cohérence des luminosités entre la séquence HDR et la séquence
LDR,
– elle fonctionne sur les fondu au noirs et au blanc.
La principale limite de notre approche est qu’elle nécessite la totalité de la sé-
quence sur laquelle souhaite réduire la gamme de luminance. Elle ne fonctionne pas
pour une diffusion temps réel d’un évènement filmé en HDR.
Nous travaillons sur une adaptation de cette méthode pour les mondes 3D in-
teractifs (jeux vidéo, réalité virtuelle) rendu par un moteur d’illumination globale.
Les contraintes supplémentaires de ce cadre d’application sont : (1) en fonctionne-
ment en temps réel des post-traitements (mise à l’échelle des luminances HDR par
zones), (2) les images HDR ne sont pas connues, ni disponibles (monde interactif)
mais nous faisons l’hypothèse que le monde 3D est connu.
6.3 Gestion de la couleur
La première étape de la gestion/réglage de la couleur dans la création d’image
est le réglage de la balance des couleurs. Il permet soit de restituer les couleurs telles
qu’elles seraient perçues dans un être humain regardant directement la scène, soit
volontairement modifier cette perception en donnant une colorimétrie plus froide
(déviation des teintes vers le bleu) ou plus chaudes (déviation vers le rouge). Dans
tous les deux cas, il est nécessaire d’estimer la couleur d’adaptation.
6.3.1 Notion de couleur d’adaptation
Les modèles d’adaptation chromatique prédisent la couleur perçue ou adaptée
xa, d’un échantillon de couleur x sous les conditions d’illumination xW (couleur
d’adaptation). Ces modèles peuvent se résumer à une fonction CAT de deux va-
riables x and xW :
xa = CAT (x, xW ) (6.12)
Ainsi les modèles d’adaptation chromatique procèdent en deux étapes : premiè-
rement, l’estimation de la couleur d’adaptation xW , puis deuxièmement, le calcul
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de la couleur adaptée xa (Cf. Figure 6.12). La qualité de l’adaptation dépend es-
sentiellement de la précision de l’estimation de la couleur d’adaptation.
étape 1:
estimation de la 
couleur d’
adaptation
étape 2 :
xa = CAT(x,xw)
adaptation 
chromatique
image brute image adaptée
x
xw
Figure 6.12 – Les deux étapes de l’adaptation chromatique
Dans le cas de la création d’images (photographie, cinéma, images de synthèse),
le but n’est pas forcément de restituer les couleurs perçues, il peut être de donner
une dominante de couleurs à l’image, également appelée température de couleur :
ambiance froide avec une dominante des couleurs vers le bleu ou une ambiance
chaude avec une dominante de couleur vers le rouge. Cette ambiance de couleur
est donné par la couleur de blanc de référence : [Rr, Gr, Br]. La transformation,
dans sa forme linéaire, de couleurs pour obtenir cette dominante de couleur donnée
s’exprime alors : RaGa
Ba
 =
 Rr/RW 0 00 Gr/RW 0
0 0 Br/RW
 RG
B
 (6.13)
avec [RW , GW , BW ] la couleur d’adpation, [R,G,B], la valeur initiale du pixel et
[Ra, Ga, Ba] la couleur du pixel après choix de la température de couleur.
Dans ce cas, la couleur xr = [Rr, Gr, Br] correspondant à la température de cou-
leur choisit pour l’image adaptée. C’est un paramètre supplémentaire de la fonction
CAT :
xa = CAT (x, xW , xr) (6.14)
Ce paramètre xr est une paramètre de contrôle fournit par le créateur. Dans le cas
où le but est de restituer les couleur perçues xr vaut [1, 1, 1] dans l’espcae de couleur
LMS.
6.3.2 Estimation de la couleur d’adaptation
L’estimation de de la couleur d’adaptation est une problématique commune à
différents domaines de recherche : traitements d’images, vision par ordinateur, ap-
parence des couleurs, et synthèse d’images. Cette problématique commune provient
du fait qu’un capteur d’appareil photographique (ou de caméra) ou que le mo-
teur de synthèse d’image produit comme résultat brut une mesure des luminances
physiques. Les couleurs physiques de ses luminances physiques sont le résultat des
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interactions entre la couleur de l’éclairement arrivant sur un objet et la « couleur
intrinsèque » de l’objet (réflectance). C’est à dire la couleur de l’objet sous une
lumière blanche. L’estimation de la couleur d’adaptation puis l’adaptation chroma-
tique permet donc soit de retrouver la « couleur intrinsèque » des objets, c’est à dire
de restituer les couleurs telles qu’elles seraient perçues par un observateur (humain),
soit de donner une température de couleur à une image.
De nombreuses méthodes ont été proposées, elles sont classifiées selon trois
grandes approches [118] :
1. physique (dichromatric models [119, 120, 121, 122], maxRGB [123], grey-world
[124, 125]),
2. statistique (gamut mapping [126], bayesian [127]),
3. haut niveau (high level visual information) [128, 125].
Ces diverses méthodes sont comparées dans [129].
Les méthodes statistiques et de haut niveau déterminent habituellement la cou-
leur d’adaptation à partir d’un ensemble fini de sources de lumières correspondant
à des sources artificielles (sources au tungstène, fluorescente, halogène, etc.) et à des
conditions d’éclairage naturel (soleil à midi, levé dou couché de soleil, ciel nuageux,
etc.). Cette base de données de conditions d’éclairage type n’a pas de sens dans
le domaine de l’illumination globale. En effet le créateur peut définir les sources
de lumières (dont les caractéristiques en terme de couleur) sans la contrainte de se
limiter à un ensemble de sources réelles. Cette classe d’approches statistiques et de
haut niveau ne s’applique pas dans le cadre de l’illumination globale.
Les méthodes de l’approche physique n’ont pas de conditions d’utilisation incom-
patible avec contexte de l’illumination globale. Ces méthodes ont des performances
similaires [130, 131]. Cependant elles échouent, elles ne fournissent pas une esti-
mation correcte de la couleur d’adaptation correcte, dans certains cas de tests et
notamment dans le cas appelé « monde monochromatique » (world of one reflec-
tance) [132]. Ce cas de test corrspond à deux scènes : (1) une scène complétement
grise éclairée avec des sources de lumière colorée, (2) la même scène colorée (de la
couleur des sources de la scène précédente) avec des sources de lumière blanche.
Sans adaptation chromatique, les images des deux scènes sont identiques. Mais un
observateur perçoit les couleurs intrinsèques des scènes : la scène grise est perçue
comme grise alors que la scène colorée est perçue comme colorée. Comme les ap-
proches physiques sont uniquement basées sur les statistiques des images, elles ne
font pas de distinction entre les deux images des deux scènes du cas de test « monde
monochromatique ». Elles donnent donc la même couleur d’estimation et échouent.
Les modèles d’apparence des couleurs (Color Appearance Model) [133, 134, 135]
prennent en compte l’adaptation chromatique, elles possèdent donc une étape d’es-
timation de la couleur d’adaptation. Le but des modèles d’apparence des couleurs
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est de calculer l’apparence d’un stimulus coloré (petite surface colorée) sous des
conditions d’illuminations données. Dans ce cas la couleur d’adaptation est donnée
directement par les conditions de test. Ces modèles ont été étendus pour calcu-
ler l’apparence des images. Dans ce cas une adaptation chromatique est appliquée
à chaque pixel de l’image. La couleur d’adaptation du pixel est calculée comme
la couleur du pixel après application d’un flou gaussien sur l’image [134, 135] ou
comme l’interpolation entre une couleur blanche et la couleur de la moyenne géo-
métrique du voisinage du pixel [136]. Cette estimation de la couleur d’adaptation
ne correspond pas à nos besoins. Nous cherchons la couleur d’adaptation permet-
tant de récupérer les couleurs telles qu’elles seraient perçues et non l’apparence des
pixels de l’image.
Le fait que les algorithmes d’illumination globale nécessitent une étape d’adap-
tation chromatique afin de fournir les couleurs perçues est largement connu [137],
mais peu de travaux ont porté sur l’adaptation chromatique dans le contexte de
l’illumination globale [137, 138, 139]. Pourtant la connaissance de la scène (géomé-
trie, réflectances des objets, couleurs des sources) devrait permettre une estimation
précise de la couleur d’adaptation.
Wilkie et Weidlich [139] proposent une méthode qui dépasse les limitations des
méthodes précédentes [137, 138]. Leur méthode est capable de prendre en compte
des conditions complexes d’éclairement comme de l’éclairage indirect, de l’éclai-
rage passant au travers de surfaces transparentes colorées, etc. La méthode procède
comme suit. Premièrement, elle utilise un moteur d’illumination globale pour cal-
culer et sauvegarder l’illumination incidente sur toutes les surfaces. Deuxièmement,
les BRDFs des surfaces sont remplacées par des réflectances achromatiques, puis ils
calculent une image intermédiaire en multipliant les illuminations incidentes avec la
scène achromatique. Troisièmement, un poids est associé à chaque pixel de l’image
intermédiaire en fonction de sa réflectance d’origine (plus la réflectance est achro-
matique plus le poids est fort). Enfin, la couleur d’adaptation est la moyenne pon-
dérée des couleurs des pixels de l’image intermédiaire. Cette méthode donne de bon
résultat mais elle possède néanmoins deux limitations. Premièrement, la couleur
d’adaptation est calculée à partir des pixels de l’image. Alors un petit déplacement
de la caméra peut entrainer une forte variation de la couleur d’adaptation en par-
ticulier si le petit mouvement de la caméra a pour conséquence de faire entrer ou
sortir de l’image une surface achromatique. Nous appelons ce défaut incohérence
spatio-temporelle. Deuxièmement, la stratégie de pondération surestime la couleur
de l’illumination arrivant sur les surfaces blanches au détriment de la couleur glo-
bale de l’éclairement. Par exemple un source de lumière n’éclairant le seul objet
blanc de la scène voit sa contribution surestimée par rapport à l’éclairage global de
la scène.
En résumé, les méthodes existantes sont spatio-temporellement incohérentes du
fait qu’elles limitent l’estimation de la couleur d’adaptation aux surfaces visibles
depuis la caméra. Les méthodes existantes donnent également des résultats qui ne
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paraissent pas naturels. Cela provient des deux éléments suivants : premièrement,
la stratégie de pondération de la moyenne donne une pondération trop forte aux
surfaces blanches au détriment de l’éclairage global, deuxièmement, la stratégie ne
prend pas compte de la distance des surfaces par rapport à la caméra, les surfaces
très éloignées ont le même poids que les surfaces proches qui reflètent pourtant la
couleur de l’éclairage local.
6.3.3 Notre méthode d’estimation de la couleur d’adaptation
centrée sur l’oeil
Modèle du capteur hémisphérique virtuel
L’hypothèse fondamentale de l’adaptation chromatique est qu’un objet blanc
(réflectance achromatique) est perçu blanc quelque soient les conditions d’illumina-
tions. La couleur physique d’un point d’une surface blanche diffuse est la couleur
de l’irradiance à ce point. Nous pouvons généraliser pour n’importe quelles surfacse
diffuses, alors la couleur perçue La(y) d’un point y est la couleur de la réflectance
ρ(y) à ce point. La couleur de la luminance L(y) = [LL, LM , LS ], en y d’une surface
dont la réflectance est ρ(y) = [ρL, ρM , ρS ] et dont l’irradiance est E(y), est donnée
par 6.15 :
L(y) = 1
pi
[E(y)] ρ(y) (6.15)
avec :
[E(y)] =
 EL(y) 0 00 EM (y) 0
0 0 ES(y)
 (6.16)
L’équation 3.10 peut alors être réécrite :
La(y) = ρ(y) =
1
pi
 1/LW 0 00 1/MW 0
0 0 1/SW
 [E(y)] ρ(y) (6.17)
Alors, la couleur d’adaptation xW (y) est la couleur de l’irradiance :
xW (y) =
1
pi
 EL(y)EM (y)
ES(y)
 (6.18)
Étant donné qu’une couleur d’adaptation unique est nécessaire pour toute l’image,
celle-ci est habituellement calculée comme la moyenne pondérée des irradiances [138]
ou des luminances [139] des surfaces visibles depuis la caméra. A notre avis, les
limites des méthodes existantes proviennent, d’une part, de la stratégie de pondé-
ration de la moyenne et, d’autre part, des éléments qui rentrent dans le calcul de la
moyenne (pixels de l’image).
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Les stratégies de pondération de la moyenne donnent habituellement plus de
poids aux surfaces dont la réflectance est achromatique. Cela a pour but d’assurer
que les surfaces blanches soient perçues blanches après adaptation chromatique.
Néanmoins cela surestime l’éclairage sur ces surfaces blanches au détriment de
l’éclairage global. L’équation 6.18 montre qu’il n’y pas de justification à donner
plus de poids à l’éclairage arrivant sur les surfaces blanches. La stratégie de pon-
dération des méthodes existantes ne prend pas en compte la distance des surfaces
depuis la caméra. Cela signifie que l’éclairage autour de la position de la caméra (de
l’observateur) n’est pas plus de poids que l’éclairage lointain. La distance depuis la
caméra est prise en compte uniquement par le biais de la perspective : une surface
éloignée de la caméra a une projection recouvrant moins de pixels qu’une surface
proche ayant la même aire. La méthode d’estimation de la couleur d’adaptation
doit, à notre avis, plus privilégier la couleur de l’éclairage proche de l’observateur.
Le calcul de la moyenne se limite généralement aux pixels de l’image, c’est à dire
aux surfaces visibles depuis la caméra. Cela a deux conséquences : une incohérence
spatio-temporelle et une dépendance vis à vis de l’angle de vue. Ainsi un petit mou-
vement de la caméra peut entraîner une forte variation de l’estimation de la couleur
d’adaptation. C’est le cas notamment quand du fait du déplacement de la caméra
une surface blanche rentre ou sort du champ de la caméra. Limiter l’estimation
de la couleur d’adaptation à l’image provoque une dépendance de l’estimation à
l’angle de vue. Ainsi réduire ou élargir le champ de vision peut changer la couleur
d’adaptation. Cette dépendance ne nous paraît pas naturelle.
En résumé, nous pensons qu’une méthode d’estimation de la couleur d’adapta-
tion doit avoir les propriétés suivantes :
1. indépendante des réflectances des surfaces visibles,
2. cohérente spatio-temporellement,
3. indépendante de l’angle de vue utilisée par calculée l’image.
Nous considérons que la couleur d’adaptation est la couleur de la lumière, et
pour être plus précis de l’éclairement au niveau de l’oeil. Cette hypothèse est co-
hérente avec le modèle de J. Von Kries [39] qui fait l’hypothèse que ce sont les
photorécepteurs qui effectuent l’adaptation chromatique. Elle s’accorde également
à notre expérience de tous les jours qui nous montre que lorsque nous sommes dans
une pièce et que nous regardons une autre pièce, munie d’un éclairage de couleur
différente, nous pouvons percevoir la couleur de l’éclairage de la pièce observée.
Cela montre que l’adaptation chromatique se fait plus en fonction de l’endroit où
nous sommes plutôt que de là où nous regardons. Nous rendons ainsi l’adaptation
chromatique indépendante de la réflectance des surfaces observées et seulement dé-
pendante de l’éclairement arrivant à l’œil.
Nous faisons également l’hypothèse que toutes les directions (champ de vision
de 180˚) contribuent uniformément à l’adaptation. Cela signifie que l’adaptation
chromatique ne se limite pas à l’angle de vue de la caméra, elle prend en compte
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l’éclairement venant en dehors de l’angle de vue de la caméra. Nous justifions cela
par le fait que la vision humaine a approximativement un champ de vision hémi-
sphérique. Nous rendons ainsi l’estimation de la couleur d’adaptation indépendante
de l’angle de vue de la caméra.
En résumé l’estimation de la couleur d’adaptation peut être modélisée comme un
capteur hémisphérique situé au niveau des yeux. Ce capteur est isotrope et mesure
la couleur de l’éclairement à sa surface. D’un point de vue mathématique, la couleur
d’adaptation xeyeW est la moyenne des couleurs de l’irradiance sur la surface d’une
petite hémisphère virtuelle située au niveau des yeux et orientée dans la direction
de la caméra (Fig. 6.13) :
xeyeW =
1
2pir2
∫
SΩ
E(x)dx (6.19)
avec E(x) l’irradiance en x sur la surface de l’hémisphère SΩ de rayon r.
L’irradiance E(x) est calculée comme :
E(x) =
∫
Ω
Li(x, ωi)cos(nx, ωi)dωi (6.20)
avec Li(x, ωi) la luminance incidente dans la direction ωi au point x, et nx la
normale en x.
x1
y2x2
S1
y1
S2
w1
w2
Figure 6.13 – Moyenne de la couleur de l’irradiance sur le capteur hémisphérique
comme couleur d’adaptation.
Notre nouvelle approche pour l’estimation de la couleur d’adaptation a les ca-
ractéristiques suivantes :
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1. notre couleur d’adaptation est calculée comme la moyenne des irradiances
arrivant sur le capteur virtuel situé au niveau des yeux, de ce fait une plus
grande importante est donnée à la couleur de l’éclairement au niveau des yeux,
2. notre couleur d’adaptation ne met aucune pondération particulière sur la lu-
minance des surfaces blanches visibles, elle ne surestime donc pas l’éclairage
local à ces surfaces blanches,
3. notre estimation de la couleur d’adaptation ne dépend pas de champ de vision
de la caméra utilisée, elle est donc plus robuste vis à vis des déplacements de
la caméra.
Le moteur de rendu calcule l’image brute et la moyenne des couleurs de l’irra-
diance sur l’hémisphère (Cf. Figure 6.14). Ensuite l’adaptation chromatique (CAT :
Color Adpatation Transform) est appliquée sur l’image brute afin de d’obtenir une
image adaptée dont les couleurs correspondent à celles qui serait perçues. Cette
image peut ensuite être modifiée pour avoir une température de couleur déterminée
par le créateur.
moteur de 
rendu 
physique
étape 1 : estimation de la 
couleur d’adaptation/ capteur 
virtuel hémisphérique
image brute
étape 2 :
xA = CAT(x,xW)
adaptation chromatique
image adaptéex
xW
xA
Figure 6.14 – Architecture overview of our chromatic adaptation process
Pour l’adaptation chromatique, nous utilisons la transformation linéaire de la
Commission Internationale de l’Éclairage appelée CAT02 [134].
Mise en oeuvre
La mise en œuvre de notre modèle utilise le moteur de rendu physique Mitsuba
[87] dans son mode « suivi de chemin » (path tracing). Afin de calculer la moyenne de
l’irradiance sur l’hémisphère, nous séparons la composante directe et la composante
indirecte de l’irradiance. Pour le calcul de la contribution directe, nous utilisons une
méthode d’échantillonnage classique en prenant des points de manière aléatoire sur
les sources de lumière. Pour la contribution indirecte, nous utilisons la technique
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classique du suivi de chemin stochastique (stochastic ray tracing). Le détail de cette
mise en œuvre est présenté dans [25].
Concernant la performance, l’évaluation des termes direct et indirect utilise un
nombre d’échantillon N . Dans notre utilisation, nous avons utilisé N = 0, 1% du
nombre total d’échantillons utilisés pour calculer l’image. Ce nombre est suffisant
pour une bonne estimation de la couleur d’adaptation et représente un surcoût né-
gligeable.
Nous avons proposé également une mise en œuvre de notre méthode d’estima-
tion de la couleur d’adaptation compatible avec des moteurs de synthèse d’images
physique commerciaux pour lesquels il n’est pas possible d’intervenir dans le code.
Dans ce cas nous procédons comme suit :
1. une petite hémisphère diffuse blanche est placé à la position de la caméra juste
devant le plan de l’image (front clipping plane). L’hémisphère n’est pas visible
dans l’image de la scène,
2. l’image brute de la scène est rendue. Le petit hémisphère ne perturbe pas
beaucoup l’éclairage calculé,
3. une camera orthographique est ajoutée devant l’hémisphère. Elle regarde l’hé-
misphère,
4. l’image de l’hémisphère par la caméra orthographique est calculée avec le
moteur,
5. à partir de l’image de l’hémisphère, la moyenne des luminances Lav sur l’hé-
misphère est calculée. Comme l’hémisphère est blanc et parfaitement diffuse,
nous obtenons la moyenne de l’irradiance sur l’hémisphère (piLav). La couleur
moyenne donne la couleur d’adaptation.
6. l’adaptation chromtique est effectuée sur l’image brute.
6.3.4 Résultats
Nous avons montré [25] que dans les cas de tests standards (tel qu’ils sont pro-
posés par [139] : éclairage direct, monde monochromatique [132], éclairage indirecte,
etc) notre méthode calcule la bonne couleur d’adaptation comme le méthodeWCAM
(W ilkie Color Adaptation Méthode) [139]. En effet dans ces cas de test, la couleur
de la lumière est homogène dans la scène alors prendre en compte uniquement le
champ de vision ou un champ de 180˚ne change pas le résultat .
Nous avons ajouté une autre série de cas tests plus complexes. Par complexe
nous entendons : des grandes variations de couleurs de l’irradiances dans la scène
3D dues des sources de lumière multiples avec des couleurs différentes. Dans ces
cas complexes, le résultat de l’adaptation chromatique n’est pas fourni par l’état
de l’art. Par conséquence, nous pouvons seulement apprécier l’aspect plus ou moins
naturel de l’image adaptée et mettre en évidences les artéfacts dus à l’estimation
de la couleur d’adaptation. Nous montrons également le résultat sur une séquence
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d’images correspondant à une ballade dans des pièces ayant des éclairages de cou-
leurs différentes. Dans tous les cas testés [25] nous avons des résultats plus naturels,
plus cohérents spatio-temporellement par rapport à ceux obtenue avec WCAM.
Nous ne présentons dans ce document que le cas de test complexe qui correspond
en une scène 3D faite de deux pièces (Cf. Figure 6.15). La première est éclairée avec
des sources de couleurs oranges alors que la seconde pièce est muni d’un éclairage
bleutée. Pour cette scène nous calculons trois images (Cf. Figure 6.17) :
1. la première image correspond au champ de vision rouge dans la figure 6.17,
dans cette image la seconde pièce n’est pas visible, une première statue blanche
est dans le champ de vue,
2. la deuxième image, champ de vison vert dans la figure 6.17, permet de voir
les deux pièces et les statues blanches de chaque pièce,
3. la troisième image correspond au champ de vision bleu dans la figure 6.17,
dans cette image seule le seconde pièce, éclairée en bleu, est visible alors que
la caméra se situe toujours dans la pièce éclairée avec des sources oranges.
Dans ce cas de test, WCAM calculent trois couleurs d’adaptation différentes car
elle limite le calcul de la couleur d’estimation au champ de vision de la caméra. En
revanche notre méthode calcule trois couleurs d’adaptation très proche les unes des
autres comme le montre le diagramme de chromaticité, figure 6.16. Cela résulte du
fait que notre méthode est plus sensible à la position de la caméra qu’à l’irradiance
des objets visibles depuis la caméra.
Figure 6.15 – Vue du dessus de la scène composée de deux pièces et visualisation
des trois champs de vision correspondant au trois positions et orientations de la
caméra (rouge, vert, bleue)
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Figure 6.16 – Diagramme de chromaticité dans l’espace de couleur RGB. Les
cercles de couleur (rouge, vert, bleu) correspondent à la couleur d’adaptation pour
les trois positions et orientations de la caméra (Cf. Figure 6.15). La figure de gauche
correspond à la méthode WCAM. La figure de droite montre les résulats pour notre
méthode.
Les images brutes, adaptée avec WCAM et adaptée avec notre méthode (Cf.
Figure 6.17) montrent bien la différence de rendu final obtenu entre les images adap-
tées par WCAM alors que notre méthode fournit des images spatio-temporellement
cohérente : un petit déplacement de la caméra n’influence que peu l’estimation de
la couleur d’adaptation. Les trois images adaptées avec notre méthode, du fait de
leur cohérence, nous paraissent plus naturelles.
6.3.5 Conclusion sur l’estimation de la couleur d’adaptation
Nous avons proposé une méthode simple, précise et cohérente spatio-temporellement
qui calcule automatiquement la couleur d’adaptation dans le contexte de la synthèse
d’images physique. Notre modèle assimile l’estimation de la couleur d’adaptation
à un capteur hémisphérique virtuel placé au niveau de la caméra qui mesure la
couleur moyenne de l’irradiance à sa surface. Premièrement, nous avons montré que
cette méthode surpasse les méthodes proposées dans l’état de l’art et notamment
dans le cas de conditions d’illumination complexe. Deuxièmement, du fait de sa co-
hérence spatio-temporelle, notre méthode peut être utilisée dans le cas de séquences
d’image. Troisièmement, elle peut se mettre en œuvre également avec des moteurs
d’illumination globale propriétaires. Cette contribution a été publiée dans une revue
internationale de premier plan [25].
Notre méthode d’estimation de la couleur d’adaptation permet, soit de restituer
les couleurs telles qu’elles seraient perçues par un observateur ce qui donne des cou-
leurs paraissant plus naturelles, soit de choisir la température de couleur des images
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Figure 6.17 – Cohérence spatiale et temporelle de l’estimation de la couleur d’adap-
tation dans le cas de deux pièces ayant des éclairages de couleurs différentes. Image
brute à gauche, image adaptée selon WCAM au centre, image adaptée avec notre
méthode à droite.
ce qui donne alors l’ambiance de couleur choisie par le créateur (chaude ou froide
par exemple) aux images. Le choix s’effectue lors de l’adaptation chromatique en
choisissant la couleur du blanc de référence : [Rr, Gr, Br].
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Chapitre 7
Discussion et Perspectives
La première partie 7.1 de ce chapitre dresse le bilan des contributions présentées
dans ce document. Elle les replace du point de vue du créateur et des possibili-
tés de contrôle qu’apportent nos contributions. La deuxième partie 7.2 présente les
perspectives de recherche qui se focalise sur la prise en compte de l’intention de l’uti-
lisateur. Nous proposons en effet d’aller plus loin en terme de capacité de contrôle
par le créateur sur l’image calculée. Nous proposons de permettre au créateur de
décrire l’esthétique de l’image qu’il souhaite calculer. Cette intention esthétique est
prise en compte par le pipeline de rendu afin d’obtenir plus rapidement l’image
souhaitée, c’est à dire celle qui correspond à l’intention du créateur. Enfin la partie
7.3 conclue sur nos contributions et notre projet de recherche. Nous en précisons les
enjeux et les retombés attendus.
7.1 Discussion
Notre positionnement vis à vis des nombreux enjeux de la synthèse d’image phy-
sique est de se focaliser sur les moyens de contrôles proposés au créateur afin qu’il
puisse obtenir rapidement l’image qu’il souhaite. Nos contributions portent sur dif-
férentes parties du pipeline concourant à la production des images : modélisation,
moteur de rendu et post-traitements (Cf. figure 7.1). Nous allons discuter dans les
parties suivantes de l’apport en terme de contrôle pour le créateur de nos contribu-
tions. Pour chaque contribution présentée dans ce document, nous rappelons briè-
vement la contribution et nous l’analysons du point de vue contrôle supplémentaire
pour le créateur.
7.1.1 Modélisation automatique de scène 3D
Nous avons proposé un environnement de création automatique de monde 3D
permettant de mettre en scène les données issues de bases de données. Première-
ment, les données sont extraites dynamiquement et hiérarchisées selon la stratégie
définie dans le génome. Ensuite, le monde 3D est construit, la topologie du monde
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Figure 7.1 – Chaîne de la synthèse d’images physique avec nos principales contri-
butions.
3D est conforme à la structure hiérarchique définie par le génome. Les données ex-
traites sont habillées par des modèles 3D selon les règles écrites dans le phénome.
Ces règles définissent également comment les différents modèles 3D sont positionnés
dans le monde 3D.
Pour le créateur, notre environnement de modélisation lui permet de créer au-
tomatiquement et dynamiquement des mondes 3D à partir de bases de données.
Aucun autre environnement n’offre cette fonctionnalité. Il contrôle la topologie du
monde 3D via le génome et le visuel de monde 3D via le phénome. À partir des
spécifications (génome et phénome), le monde 3D est construit automatiquement à
partir des données présentes dans la base de données. Le créateur spécifie les règles
de constructions et les modèles 3D utilisés, il n’a pas le contrôle direct sur le monde
3D construit. Mais cette limite est inhérente à l’aspect automatique et dynamique
du système que nous avons proposé.
7.1.2 Rendu des milieux participatifs en illumination globale
Nous avons proposé une nouvelle approche pour le rendu des milieux participatifs
en illumination globale. Cette fonctionnalité était déjà présente dans de nombreux
moteurs de rendu. Notre approche a trois avantages pour le créateur. Premièrement,
notre algorithme prend en charge tout type de milieu participatif (homogène, hété-
rogène) et de surfaces (diffus, brillant, spéculaire, transparent, etc.). Notre méthode
n’impose pas aux créateurs des limites sur les caractéristiques des matériaux utilisés
dans son monde 3D. Deuxièmement, notre algorithme a une consommation mémoire
qui ne dépend pas de nombres de particules (photons ou faisceaux) utilisés. Le créa-
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teur peut donc calculer des images de très haute qualité (beaucoup de particules)
sur des configurations matérielles abordables. Troisièmement, notre algorithme de
rendu est progressif. Une image montrant l’avancée du rendu est disponible à l’issue
de chaque passe. Le créateur peut donc vérifier la progression le calcul de l’image en
cours de rendu. Il peut donc arrêter le calcul s’il constate que l’image ne correspond
pas à ce qu’il souhaite avant la fin du calcul complet de l’image.
7.1.3 Attention visuelle dans les environnements 3D interac-
tifs
Nous avons proposé un modèle d’attention visuelle adapté aux environnements
3D interactifs qui combine des composantes attentionnelles bottom-up et top-down.
Notre modèle est plus précis et performant que les modèles d’attention visuelle pro-
posés antérieurement.
Pour le créateur, le modèle d’attention visuelle est un outil qui lui permet de
déterminer automatiquement où le regard de l’observateur va être focalisé. Cela lui
permet de vérifier que les éléments important de son monde 3d sont bien mis en
valeur. Le modèle d’attention visuelle peut être également utilisé comme une entrée
pour des traitements postérieurs comme le réglage de l’exposition en fonction de la
zone observée.
7.1.4 Autofocus intelligent pour le flou de profondeur
De manière duale au modèle d’attention visuelle, nous avons proposé un système
d’autofocus intelligent pour déterminer sur quelle partie de l’image faire le net. Notre
système a été créé pour les mondes 3D interactif. Pour le créateur, ce système lui
offre un outil de contrôle sur l’attention visuelle de l’observateur. Ainsi pour une
application 3D interactive il peut définir simplement (poids sémantique associé aux
objets de la scène 3D) quelle seront les objets qui attirerons l’attention visuelle de
l’utilisateur de l’application.
7.1.5 Adaptation des gammes de luminance pour les séquences
d’images
Nous avons proposé un algorithme qui permet de conserver la cohérence spa-
tiale et temporelle des luminances entre les images HDR et LDR d’une séquence
d’images. L’algorithme est compatible avec tous les opérateurs de réduction des
gammes de luminance. De plus notre algorithme conserve les propriétés de l’opéra-
teur de réduction des gammes de luminance utilisé.
Notre solution laisse la liberté au créateur de choisir l’opérateur de réduction
des gammes de luminance qui lui convient afin de transformer les images HDR en
images LDR. Le créateur est assuré que les réglages effectués sont valides sur l’en-
semble de la séquence. Le créateur gère ainsi la séquence d’image aussi simplement
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qu’une simple image. La séquence produite est cohérente, n’a pas de problème de
scintillement et respecte les lumières des images brutes HDR.
7.1.6 Détermination de la couleur d’adaptation
Nous avons proposé un nouvel algorithme de calcul de la couleur d’adaptation
dans le cadre de l’illumination globale. Notre algorithme donne de meilleurs résultats
que les solutions précédentes, il est notamment plus stable temporellement que les
autres algorithmes. Notre algorithme est, de plus, indépendant du moteur de rendu.
Pour le créateur, avoir une estimation précise de la couleur d’adaptation permet
soit de fournir une image dont les couleurs correspondent à celles qui seraient per-
çues, soit de choisir la dominante de couleur qu’il souhaite. La cohérence temporelle
de notre algorithme permet d’obtenir le même équilibre colorimétrique sur toute la
séquence d’images.
7.1.7 Analyse
Nos différentes contributions (rappelées brièvement dans les sections précédentes)
apportent plus de contrôle pour le créateur : nouvelle possibilité de création (mo-
délisation automatique de monde 3D à partir de base de données), capacité de
contrôler avant la fin de calcul l’image produite (méthode progressive pour le rendu
des milieux participatifs), outil de contrôle de l’attention visuelle et garantie de la
cohérence spatiale et temporelle dans les post-traitements (adaptation des gammes
de luminances et de couleurs). Néanmoins dans ces algorithmes l’intention de l’utili-
sateur n’est pas explicitement présente. L’intention de l’utilisateur peut se décrire en
terme d’esthétique de l’image ou de la séquence d’images produites. Par exemple,
le créateur peut définir qu’il souhaite créer une image avec l’esthétique high key.
Aujourd’hui, ni les outils de modélisation, ni les moteurs de rendu, ni les étapes de
post-traitement ne prennent en compte des informations sur le style ou l’esthétique
de l’image souhaitée par le créateur. Dès lors, le créateur ne reçoit pas d’aide de
l’environnement. Il est seul à régler, vérifier, tester les paramètres et espérer ainsi
obtenir l’image souhaitée.
La prise en compte de l’intention en terme d’esthétique dans le pipeline de
création d’images a pour but de d’obtenir plus rapidement l’image souhaitée par
le créateur en limitant drastiquement le nombre d’essais/erreurs/réglages fait par
ce dernier avant d’obtenir le bon ensemble de paramètres correspondant à l’image
avec l’esthétique désirée. Avant d’être en mesure de prendre en compte une inten-
tion esthétique dans le pipeline de rendu, il reste des verrous scientifiques à lever.
Il faut notamment une description formelle de l’esthétisme et les algorithmes per-
mettant d’évaluer la distance entre une image et une esthétique. Disposant de ces
deux éléments, il est alors possible de modifier l’architecture du pipeline de rendu
pour prendre en compte cette intention esthétique.
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Premièrement la définition d’un modèle proposant un cadre formel pour la des-
cription de l’esthétique des images calculées, deuxièmement, la mise au point d’une
métrique permettant de calculer la distance entre une image et une esthétique et,
troisièmement, la prise en compte de l’intention du créateur sous la forme de l’es-
thétique souhaitée dans le pipeline de rendu forment les trois éléments clés des
perspectives de recherche détaillés dans la partie 7.2.
7.2 Perspectives
7.2.1 Introduction
Nos perspectives de recherche se situent dans le contexte de la synthèse d’images
physique (illumination globale). Elles ont pour but de proposer aux créateurs d’images
et de séquences d’images un environnement de création dans lequel leurs intentions
esthétiques sont prise en compte afin d’obtenir rapidement les images avec l’esthé-
tique souhaitée. Dans ce projet de recherche l’élément central est la création d’un
modèle permettant de décrire et de mesurer l’esthétique d’une image. Il ne s’agit
pas ici d’évaluer la qualité esthétique d’une image. Mais il s’agit d’avoir un modèle
permettant de décrire d es esthétiques et de calculer une distance entre une image et
une esthétique. L’esthétique est ici synonyme de style. Avec ce modèle d’esthétique,
le créateur peut décrire l’esthétique qu’il souhaite pour son image, cette description
doit être considérée comme une entrée supplémentaire du pipeline de calcul des
images. Le système doit alors tenir compte de cette entrée afin d’aider le créateur.
La partie 7.2.2 propose une vue d’ensemble de ce que pourrait être un pipeline
de création prenant en compte l’intention esthétique du créateur. La partie 7.2.3
présente les premiers éléments sur lesquels nous avons travaillé afin de créer notre
modèle d’esthétique. Dans la partie 7.2.4, nous proposons les approches que nous
voulons explorer afin de régler automatiquement, c’est à dire d’optimiser, certains
paramètres du pipeline de rendu (scène 3D, moteur, post-traitements) permettant
ainsi d’atteindre l’esthétique souhaitée. La prise en compte de l’intention de l’utili-
sateur dans les phases de rendu et de post-traitement ne change pas les caractéris-
tiques fondamentales de ces éléments (rendu et post-traitement). Néanmoins, il est
important de pouvoir calculer et post-traiter rapidement une image. La partie 7.2.5
indique les axes de recherche sur lesquels nous travaillons dans le cadre du rendu et
des post-traitements.
7.2.2 Vue d’ensemble
La figure 7.2 illustre ce que pourrait être le pipeline de rendu prenant en compte
l’intention de l’utilisateur décrite sous la forme de l’esthétique souhaitée pour l’image
calculée. Les éléments nouveaux sont les boîtes rouges numérotées de un à cinq.
Le premier élément supplémentaire (boîte rouge (1) dans la figure 7.2) est la des-
cription de l’intention sous la forme d’un style ou d’une esthétique. Associée à cette
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Figure 7.2 – Chaîne de la synthèse d’images physique avec prise en compte de
l’intentien styliste/esthétique du créateur
description de l’esthétique souhaitée, l’élément d’évaluation de l’esthétique (boîte
rouge (2) dans la figure 7.2) permet de calculer la distance entre l’image calculée et
l’esthétique souhaitée. Les éléments de description et d’évaluation sont les éléments
centraux. Ils permettent, premièrement, au créateur d’exprimer son intention et,
deuxièmement, au pipeline d’évaluer l’image calculée par rapport à cette intention.
L’approche choisie pour ces deux éléments est présentée par la partie 7.2.3.
Le but est d’aider le créateur. Cela peut se faire en adjustant les réglages de
paramètres dans le pipeline. L’ajustement ou plus précisement l’optimisation de
paramètres nécessite un bloc fonctionnel d’optimisation des paramètres du pipeline.
C’est le rôle de la boite (3) dans la figure 7.2. Les paramètres optimisés peuvent
être de différentes natures :
– paramètres relatifs à la scène 3D et notemment les paramètres des sources de
lumières comme les ratios de puissances des différentes sources, leur géométrie,
etc. (boîte (4)) dans la figure 7.2),
– paramètres relatifs au moteur de rendu et/ou post-traitement, typiquement les
opérateurs de réduction de gamme de luminance ont des paramètres important
influençant l’aspect de l’image finale.
Le créateur doit pouvoir spécifier les paramètres qu’il accepte de voir modifier
automatiquement par le pipeline. Il s’agit ici de proposer des modes de contrôles
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pouvant être similaires à ceux présents dans les appareils photos et caméras : ma-
nuel, priorité vitesse, priorité ouverture, automatique, automatique portrait, etc.
Chaque mode de contrôle détermine clairement les paramètres imposés et fixés par
le créateur et ceux qu’il laisse sous le contrôle du pipeline.
7.2.3 Description et évaluation de l’esthétique
La notion d’esthétique et de style a donné lieu à deux nombreux travaux dans
deux domaines : premièrement, dans l’évaluation de la qualité esthétique des images
et, deuxièmement, dans la problématique du transfert de style ou d’esthétique. Dans
la suite, la notion d’esthétique et celle de style sont considérées comme équivalente,
nous appelons cette notion style/esthétique.
L’évaluation de la qualité esthétique [140, 141, 142, 143, 144, 145] a pour but de
calculer une note indiquant la qualité esthétique de l’image (c’est à dire de la beauté
image). Dans l’évaluation de la qualité esthétique, on retrouve les règles classiques
de composition, d’exposition, d’harmonie des couleurs, de netteté, etc. Nous avons
montré que ces méthodes ne prennent en compte qu’un style/esthétique de lumière :
l’esthétique medium key. Ces méthodes échouent pour les style/esthétique low key et
high key. Elles les évaluent comme des images sous-exposées ou sur-exposées [146].
Nous avons proposé une méthode permettant de classer les images selon ces trois
grandes classes de style/esthétique de la lumière : low key,medium key et high key
[146]. Ce premier travail sur style/esthétique montre qu’il est possible d’évaluer l’ap-
partenance d’une image à différentes classes de style/esthétique de lumière.
La problématique du transfert ou de l’amélioration du style/esthétique fonc-
tionne généralement à partir d’images servant d’exemples du style/esthétique à
transférer [147, 148, 149, 150]. Ces méthodes se concentrent sur le transfert des
styles/esthétiques de couleurs. Le style/esthétique de couleur est calculé à partir
de valeurs statistiques issues des images exemples. Ces travaux montrent qu’un
style/esthétique de couleur peut être transféré d’une image à une autre. La limite
de ces approches qui utilisent des images comme définition du style/esthétique est
l’absence de définition explicite de ce qui est effectivement transféré. L’élément de
style/esthétique transféré est implicite. Shacked et Lischinski [151] ont proposé pour
la première fois une métrique de style/esthétique calculée à partir de valeurs sta-
tistiques bas niveau d’une image. Leur métrique est limitée à une seule esthétique
de lumière. Nous avons étendu leur métrique afin de prendre en compte les esthé-
tiques low key, medium key et high key [152]. Nous avons utilisé cette métrique
de style/esthétique pour contrôler les ratios de puissances des sources de lumière
dans une scène 3D afin d’obtenir automatiquement les paramètres des sources de
lumière correspondant à des images low key, medium key et high key. La figure 7.3
illustre ce travail [152] : à partir d’une configuration initiale correspondant à l’image
de gauche, le système a optimisé les paramètres des sources de lumières (ratio de
puissance) afin d’obtenir une image (image de droite) avec un style/esthétique low
94
key. On remarquera la forte augmentation du contraste sur la statue entre les deux
images.
Figure 7.3 – Optimisation automatique des paramètres des sources de lumière pour
obtenir une esthétique low key : (à gauche) image initiale - (à droite) image après
optimisation des paramètres des sources de lumières [152]
En résumé, nous avons déjà travaillé sur l’évaluation du style/esthétique en mon-
trant qu’il est possible de déterminer la classe en terme de style/esthétique de lumière
d’une image et qu’il est possible de régler automatiquement les ratios de puissances
des sources de lumière afin d’atteindre un style/esthétique de lumière particulier.
Nous souhaitons prolonger ce travail en prenant en compte plus d’éléments dans
la caractérisation du style/esthétique notamment les aspects relatifs à la couleur et
aux corrélations entre couleur et luminance. En effet, dans un modèle d’éclairage à
trois types de sources (key light, fill light et back light), chaque source contrôle un
intervalle de luminance et une couleur.
Avec la description et l’évaluation des style/esthétique, l’autre élément primordial
du nouveau pipeline qui prend en compte l’intention de l’utilisateur est le processus
d’optimisation des paramètres. Nous précisons dans la partie suivante 7.2.4 nos axes
de recherche concernant ce processus d’optimisation.
7.2.4 Optimisation des paramètres
Les travaux sur la prise en compte du style/esthétique (évaluation, transfert)
proviennent essentiellement du domaine du traitement d’images. Ces travaux ne
prennent pas en compte le calcul de l’image par un moteur de rendu. A l’op-
posé, les quelques travaux provenant de l’informatique graphique agissent sur les
paramètres de rendu mais excluent la partie post-traitement de l’image. Dans ce
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contexte, l’originalité de notre approche est de considérer les deux éléments : rendu
et post-traitement. Il nous paraît indispensable de prendre en compte les deux élé-
ments et d’avoir une stratégie qui détermine quels paramètres de quels éléments
(rendu et post-traitement) doivent être optimisés afin d’obtenir l’esthétique cible.
Par exemple, si l’esthétique cible est une esthétique high key avec des ombres froides
(dominante bleue dans les ombres), alors il est indispensable que la configuration
des sources de lumière correspond à une image high key, que la lumière fill light soit
bleue. Mais le contrôle du niveau moyen de luminance et l’ajustement du contraste
est facilement effectué par des post-traitements. Cet exemple montre bien qu’il est
capital d’avoir une stratégie d’optimisation déterminant les paramètres de l’esthé-
tique à optimiser par le rendu et ceux qui doivent être pris en compte par les
post-traitements.
La recherche sur la stratégie d’optimisation sera la suivante. Pour une esthétique
cible donnée, quelles sont les caractéristiques (de l’esthétique) qui sont facilement
contrôlées par les post-traitements. Dès lors il est possible de déterminer les ca-
ractéristiques clés de l’image avant les post-traitements. Ces caractéristiques clés
doivent donc être atteintes par le rendu. Notre idée fondatrice est qu’aucun post-
traitement ne peut modifier les caractéristiques de l’image provenant directement
de la configuration géométrique de l’éclairage. Les post-traitements peuvent uni-
quement moduler les caractéristiques issues de la configuration de l’éclairage. En
résumé, un post-traitement ne peut pas transformer une image high key en image
low key car les configurations géométriques des sources entre ces deux esthétiques
de lumières sont différentes.
7.2.5 Rendu et des post-traitements
La prise en compte de l’intention de l’utilisateur ne nécessite pas des transforma-
tions en profondeurs des moteurs de rendu et des algorithmes de post-traitements.
Néanmoins, la qualité et la rapidité du rendu et des post-traitements restent des
points clés afin que la synthèse d’images physique (illumination globale) soit un
choix pertinent pour le créateur.
La prise en compte de l’intention de l’utilisateur en terme de style/esthétique
nécessite le calcul d’une image afin de pouvoir évaluer l’style/esthétique de l’image
calculée par rapport à l’style/esthétique souhaité. Il est donc important de pou-
voir évaluer rapidement le style/esthétique de l’image avant la fin du calcul complet
de l’image (rendu et post-traitement). En prenant en compte, les aspects statis-
tiques des termes intervenant dans le calcul du style/esthétique, nous travaillons
sur des méthodes dites d’esquisses permettant d’évaluer rapidement avec préci-
sion le style/esthétique sans nécessiter le calcul complet de l’image (rendu et post-
traitement). Cette approche permet de régler automatiquement et rapidement les
paramètres. Alors, le réglage automatique des paramètres n’induit qu’un surcoût
négligeable pour l’utilisateur.
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De notre expérience sur les algorithmes de rendu, nous avons constaté qu’une
scène 3D se caractérisent par deux grandes classes d’espaces : les espaces simples
et les espaces difficiles. Un espace simple est une partie de la scène dans laquelle
la lumière arrive simplement : la géométrie des chemins de lumière jusqu’à cet es-
pace sont simple et, dans des approches probabilistes, ces chemins de lumière sont
fréquents. Les espaces dits difficiles sont quant à eux des espaces dans lesquels la
lumière arrive difficilement (chemin de lumière complexe) et la probabilité de trou-
ver un tel chemin est rare. Les algorithmes actuels gèrent de la même manière les
deux types d’espace. En conséquence, la partie de l’image correspondant aux es-
paces simples atteint rapidement une bonne qualité alors que les parties de l’image
correspondant aux espaces difficiles convergent très lentement. Malheureusement,
à chaque nouvelle itération, la probabilité de trouver un chemin arrivant dans un
espace simple reste toujours plus importante que celle de trouver un chemin abou-
tissant dans un espace difficile. Une nouvelle passe de rendu dans un algorithme
progressif, ou un plus grand nombre de photons ou d’échantillons contribuent donc
plus à améliorer les parties de l’image qui ont déjà atteint une bonne qualité (espaces
simples) que les parties correspondant aux espaces difficiles. La stratégie de rendu
n’est pas efficace. Nous travaillons sur la segmentation automatique de la scène en
espaces simples et difficiles et nous mettons au point une stratégie de rendu qui
prend en compte de manière efficace cette segmentation.
7.3 Conclusion
Aujourd’hui quand un créateur utilise la synthèse d’image physique pour créer
une image, il connait son intention en terme de style/esthétique et il essaie d’obte-
nir l’image qu’il souhaite en réglant progressivement, suite à de nombreux essais,
les paramètres du pipeline de rendu. Ce processus d’essais-erreurs est coûteux en
terme de temps car, d’une part, il nécessite à chaque essai un calcul d’une image
et, d’autre part, car le réglage des paramètres est difficile.
Dans ce cadre il est important de proposer des outils de contrôle aux créateurs.
Nos contributions présentées dans ce document vont dans cette direction. Nous
avons proposé un système pour créer automatiquement des mondes 3D à partir de
bases de données : le créateur contrôle directement la topologie du monde 3D et
son aspect visuel. Notre nouvel algorithme de rendu des milieux participatifs en
illumination globale rend accessible la présence de tel milieu dans des scènes 3D.
La caractéristique progressive de notre algorithme permet au créateur de contrôler
l’image en cours de calcul. Il n’a pas besoin d’attendre la fin de calcul pour évaluer
la qualité de l’image. Notre modèle d’attention visuelle permet au créateur de régler
des effets en fonction de l’endroit où le regard de l’utilisateur de focalise. Il lui permet
également de vérifier la visibilité des objets importants. Notre système d’autofocus
offre au créateur la possibilité de diriger l’attention visuelle de l’utilisateur d’un
monde 3D interactif. En assurant la cohérence spatio-temporelle des algorithmes de
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réductions des gammes de luminance appliqués aux séquences d’images, nous per-
mettons au créateur de contrôler simplement cette étape de post-traitement. Les
réglages effectués seront automatiquement valides sur toute la séquence et l’esthé-
tique de lumière de la séquence HDR sera respectée sur la séquence LDR. Nous
avons également proposé un algorithme spatio-temporellement cohérent et précis
d’évaluation de la couleur d’adaptation en illumination globale. Notre algorithme
permet au créateur de contrôler simplement l’équilibre colorimétrique des séquences
produites.
Ces contributions permettent plus de contrôle pour le créateur sur l’image calcu-
lée. Nous proposons de poursuivre dans cette voie en prenant en compte directement
l’intention de du créateur en terme de style/esthétique. Cela ‘nécessite de lever plu-
sieurs verrous : (1) disposer d’un modèle et d’une métrique permettant d’évaluer
une image en fonction du style/esthétique souhaité, (2) avoir une stratégie d’optimi-
sation des paramètres du rendu permettant de converger vers des réglages (rendu
et post-traitement) correspondant au style/esthétique souhaité et (3) posséder des
algorithmes de rendus et de post-traitements rapides ou permettant d’évaluer le
style/esthétique rapidement avant la fin de calcul de l’image.
L’enjeu principal du projet présenté ici est de rendre accessible la puissance de
la synthèse d’images physique (illumination globale, imagerie à grande gamme de
luminance, gestion des couleurs) aux créateurs. L’approche retenue est de proposer
des nouvelles gammes d’outils de contrôle permettant aux créateurs de se foca-
liser sur ce qu’il souhaite obtenir et non sur le réglage de paramètres complexes
et techniques. L’une des originalités forte de l’approche est de prendre en compte
la diversité des style/esthétiques possibles et de proposer au créateur de décrire le
style/esthétiques. L’approche que nous proposons est donc ouverte et n’impose pas
un style/esthétiques unique correspondant à des valeurs optimales implicites. L’en-
jeu scientifique est donc de comprendre, de modéliser la notion de style/esthétiques.
Les retombés attendues sont donc naturellement une plus grande utilisation de
la synthèse d’images physique (illumination globale, imagerie à grande gamme de lu-
minance, gestion des couleurs) dans la création et la production d’images. Mais, les
retombées sont plus larges. Le contrôle du style/esthétiques dans les images et dans
leur modifications permet de garantir le respect du style/esthétiques lors de l’adap-
tation des images aux périphériques de restitution, lors des phases adaptations des
gammes de luminances et de couleurs par exemple. Le modèle de style/esthétiques
permet également d’améliorer les algorithmes d’évaluation de la qualité des images,
de recherches dans les bases de données d’images, etc. Le champ d’application des
travaux de recherche que nous nous proposons de mener est donc très large et
comprend tous les domaines dans lesquels la notion de style/esthétiques rendre en
compte.
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