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Abstract
Let K be a field of characteristic zero and K be an algebraic closure of K. Consider
a sequence of polynomials G = (g1, . . . , gs) in K[X1, . . . , Xn], a polynomial matrix
F = [fi,j ] ∈ K[X1, . . . , Xn]p×q, with p ≤ q, and the algebraic set Vp(F,G) of points
in K at which all polynomials in G and all p-minors of F vanish. Such polynomial
systems appear naturally in e.g. polynomial optimization, computational geometry.
We provide bounds on the number of isolated points in Vp(F,G) depending on
the maxima of the degrees in rows (resp. columns) of F . Next, we design homotopy
algorithms for computing those points. These algorithms take advantage of the deter-
minantal structure of the system defining Vp(F,G). In particular, the algorithms run
in time that is polynomial in the bound on the number of isolated points.
1 Introduction
Throughout, K is a field of characteristic zero with algebraic closure K, (X1, . . . , Xn) is a
set of n variables, and K[X1, . . . , Xn] is the multivariate polynomial ring in n variables with
coefficients in K. With this setup, let F = [fi,j] ∈ K[X1, . . . , Xn]p×q be a polynomial matrix,
with p ≤ q. The first question which will interest us in this paper is to describe the set
of points x ∈ Kn at which the evaluation of the matrix F has rank less than p. In the
particular case p = 1, this simply means finding all common solutions of f1,1, . . . , f1,q.
For any matrix F over a ring R, and for any integer r, Mr(F ) will denote the set of
r-minors of F , and Ir(F ) will denote the ideal they generate in R. For any subset I in
K[X1, . . . , Xn], V (I) will denote the zero-set of I in K
n, and for a matrix F with entries
in K[X1, . . . , Xn], we will write Vr(F ) = V (Ir(F )). In particular, for F of size p × q, with
p ≤ q, the set of points introduced in the previous paragraph is
Vp(F ) = {x ∈ Kn | rank(F (x)) < p}.
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This is an algebraic set, since it is defined by the vanishing of all maximal minors of F .
We will discuss below dimension properties of Vp(F ). Recall that any algebraic set V is
the finite union of its irreducible components : these are the maximal irreducible algebraic
sets contained in it (an algebraic set is irreducible if it is not the union of two proper algebraic
sets). The dimension of an algebraic set V is the largest integer d such that intersecting V
with d generic hyperplanes yields finitely many points; those algebraic sets with all irreducible
components of the same dimension are called equidimensional. We refer to e.g. [56, Chap. I
and II] for these notions.
For the problem above, it is natural to consider the case where n = q − p + 1. Indeed,
results due to Macaulay [42] and Eagon and Northcott [21] imply that all irreducible compo-
nents of Vp(F ) have dimension at least n− (q−p+1); furthermore, in the case n = q−p+1,
Vp(F ) has dimension zero for a generic choice of the entries of F (this is proved for instance
in [60]). Of course, even if we assume n = q− p+ 1, Vp(F ) may have components of positive
dimension; in this case, we will be interested in describing only its isolated points, that is,
the points in the irreducible components of Vp(F ) of dimension zero (this notion makes sense
for any field K; when K = R, these points are indeed isolated for the metric topology).
Studying the set Vp(F ) is a particular case of a slightly more general question. In addition
to matrix F , we may indeed take into account further equations of the form g1 = · · · = gs = 0,
for some G = (g1, . . . , gs) in K[X1, . . . , Xn]. In this setting, the natural relation between
the number n of variables, the size of F and the number s of polynomials in G is now
n = q − p+ s+ 1. Then, we define the algebraic set
Vp(F,G) = {x ∈ Kn | rank(F (x)) < p and g1(x) = · · · = gs(x) = 0};
this is thus the zero-set of the ideal Ip(F ) + 〈g1, . . . , gs〉 (here 〈g1, . . . , gs〉 denotes the ideal
generated by g1, . . . , gs). Our main problem is the following.
Problem 1. For a field K, a matrix F ∈ K[X1, . . . , Xn]p×q and polynomials G = (g1, . . . , gs)
in K[X1, . . . , Xn] such that p ≤ q and n = q−p+s+1, compute the isolated points of Vp(F,G).
This problem appears in a variety of context; prominent examples are optimization prob-
lems [31, 39, 8, 30, 46], and related questions in real algebraic geometry [4, 6, 7, 9, 10, 11,
14, 16, 32, 50, 51, 53], where F consists of the Jacobian matrix of G, together with one extra
row, corresponding to the gradient of a function that we want to optimize on V (G). Because
they show up several times in this introduction, we will refer to this particular class of inputs
as systems coming from optimization.
In several of these situations, we are only interested in the solutions of the system made
of minors Mp(F ) and G = (g1, . . . , gs) at which the associated Jacobian matrix has full rank.
This subset of solutions is finite and is always a subset of the set of isolated points of Vp(F,G)
[22, Theorem 16.19]; we call these points simple points. The set of simple points coincides
with Vp(F,G) when the system Mp(F ), G generates a radical ideal of dimension zero; this
case appears frequently in the context of algorithms in real algebraic geometry [9].
Hence, it also makes sense to look at the following slight variant of Problem (1).
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Problem 2. For a field K, a matrix F ∈ K[X1, . . . , Xn]p×q and polynomials G = (g1, . . . , gs)
in K[X1, . . . , Xn] with p ≤ q and n = q − p+ s+ 1, compute the simple points of Vp(F,G).
We will represent the output of our algorithm using univariate polynomials. Let V ⊂ Kn
be a zero-dimensional algebraic set defined over K. A zero-dimensional parametrization
R = ((w, v1, . . . , vn), λ) of V consists of polynomials (w, v1, . . . , vn) such that w ∈ K[Y ] is
monic and squarefree, all vi’s are in K[Y ] and satisfy deg(vi) < deg(w), and λ is a K-linear
form in n variables, such that
• λ(v1, . . . , vn) = Y w′ mod w with w′ = ∂w∂Y ;
• we have V = Z(R), with
Z(R) =
{(
v1(τ)
w′(τ)
, . . . ,
vn(τ)
w′(τ)
)
| w(τ) = 0
}
.
The constraint on λ then says that the root of w are the values taken by λ on V . This
representation was introduced in [40, 42], and has been used in a variety of algorithms, such
as those in [26, 28, 2, 27, 48, 29]. The reason why we use a rational parametrization, with w′
as a denominator, goes back to [2, 48, 29]: when K = Q, this allows us to control precisely
the bit-size of the coefficients, using bounds such as those in [55, 19]. The same phenomenon
holds with K = k(T ), for a field k, in which case we want to control degrees in T of the
numerators and denominators of the coefficients of R.
Our first result gives a bound on the multiplicities of the solutions of Vp(F,G). To state
it, we need the following notation. Take F = [fi,j]1≤i≤p,1≤j≤q in K[X1, . . . , Xn]p×q. We will
consider two degree measures for matrix F ; these have been used before for determinantal
ideals, see for instance [47, 44]. For i = 1, . . . , p, we will write rdeg(F, i) for the degree of the
ith row of F , that is, rdeg(F, i) = max(deg(fi,j))1≤j≤q; similarly, for j = 1, . . . , q, we write
cdeg(F, j) for the degree of the jth column of F , that is, cdeg(F, j) = max(deg(fi,j))1≤i≤p.
For k ≥ 0,
Ek(δ1, . . . , δq) =
∑
1≤i1<···<ik≤n
δi1 · · · δik
is the elementary symmetric polynomial of degree k in (δ1, . . . , δq) and
Sk(α1, . . . , αp) =
∑
i1+···+ip=k,ij≥0
αi11 · · ·αipp
is the kth complete symmetric polynomial in (α1, . . . , αp).
Finally, we recall the notion of multiplicity of a point x with respect to an ideal I in
K[X1, . . . , Xn]; this notion extends to ideals in K[X1, . . . , Xn] by considering their extension
in K[X1, . . . , Xn]. We refer to [22, Chap. 3] and [18, Chap. 4] for more details on the following
notions.
The ideal I can be written as the intersection of finitely many primary components,
that is, I = Q1 ∩ · · · ∩ Qr for some primary ideals Q1, . . . , Qr; this decomposition is said
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to be minimal when V (Qi) 6= V (Qj) for i 6= j. Take x isolated in V (I); then there exists
a unique primary component Qi, which must has dimension zero, such that x is in V (Qi);
because we take a primary decomposition over K, we actually have V (Qi) = {x}. Although
minimal primary decompositions are not unique, the fact that x is isolated implies that Qi
does not depend on the primary decomposition of I we consider; then, the multiplicity of
x is defined as the dimension of K[X1, . . . , Xn]/Qi. When x = 0 ∈ Kn, the dimension of
K[X1, . . . , Xn]/Qi is the same as that of K[[X1, . . . , Xn]]/I, where K[[X1, . . . , Xn]] denotes
the formal power series ring in X1, . . . , Xn with coefficients in K (this follows from [18,
Theorem 4.2.2]).
The following is our first result.
Theorem 1. Let F be in K[X1, . . . , Xn]
p×q and let G = (g1, . . . , gs) be in K[X1, . . . , Xn],
with p ≤ q and n = q − p + s + 1. Then, the sum of the multiplicities of the isolated points
of Ip(F ) + 〈g1, . . . , gs〉 is at most min(c, c′) with
c = deg(g1) · · · deg(gs)En−s(cdeg(F, 1), . . . , cdeg(F, q))
and
c′ = deg(g1) · · · deg(gs)Sn−s(rdeg(F, 1), . . . , rdeg(F, p)).
When rdeg(G, i) = cdeg(F, j) = d for all i, j, the two bounds given above coincide,
with common value deg(g1) · · · deg(gs)
(
q
p−1
)
dn−s; otherwise, either of the two expressions
En−s(cdeg(F, 1), . . . , cdeg(F, q)) and Sn−s(rdeg(F, 1), . . . , rdeg(F, p)) can be the minimum.
For instance, consider the case s = 0 (so there are no equations G), and where the degrees
of the entries in F are 2 1 5 72 1 5 7
2 1 5 7
 .
Here, we have p = 3, q = 4, s = 0 and n = 2. Then, the quantity c is c = E2(2, 1, 5, 7) =
2 · 1 + 2 · 5 + 2 · 7 + 1 · 5 + 1 · 7 + 5 · 7 = 73, whereas c′ = 6 · 72 = 294. On the other hand, if
we take F with degree profile 2 2 2 21 1 1 1
5 5 5 5
 ,
with the same values of p, q, s, n, we get c = 6 · 72 = 294 and c′ = S2(2, 1, 5) = 22 + 2 · 1 +
2 · 5 + 12 + 1 · 5 + 52 = 47. For systems coming from optimization, where F is a Jacobian
matrix, we are in a situation similar to the second example, where the ith row degree of F
is simply the degree of the corresponding equation, minus one.
Previous work by Miller and Sturmfels [44, Chapter 15] proved very general results on
the multi-degrees of determinantal ideals built from matrices with indeterminate entries (in
which case we have s = 0, but the assumption n = q − p + 1 does not hold); in particular,
they obtain analogues (and generalizations) of the result in Theorem 1 in that context.
Nie and Ranestad proved in [47] that the bounds in Theorem 1 are tight for two families of
polynomials (in a similar context where the polynomials are homogeneous in n+1 variables):
4
• when entries of F are generic and homogeneous, and such that deg(fi,j) = cdeg(F, j)
for all i, j, the ideal Ip(F ) has degree En(cdeg(F, 1), . . . , cdeg(F, q));
• when entries of F are generic and homogeneous, and such that deg(fi,j) = rdeg(F, i)
for all i, j, the ideal Ip(F ) has degree Sn(rdeg(F, 1), . . . , rdeg(F, p)).
From this, they deduce that the degree of the ideal Ip(F ) + 〈g1, . . . , gs〉 is at most
deg(g1) · · · deg(gs)Sn−s(rdeg(F, 1), . . . , rdeg(F, p)), for systems coming from optimization
problems, assuming that this ideal has dimension zero. In this context, Spaenlehauer gave
in [60] an explicit expression for the Hilbert function of the ideal Ip(F ) + 〈g1, . . . , gs〉, for a
generic input.
Our second result gives bounds on the cost of computing a zero-dimensional parametriza-
tion of the isolated solutions of Vp(F,G) = V (Ip(F ) + 〈g1, . . . , gs〉). Our algorithms take as
input a straight-line program (that is, a sequence of elementary operations +,−,×) that
computes the entries of F and G from the input variables X1, . . . , Xn; the length σ of the
input is the number of operations it performs. This assumption is not restrictive, since any
matrix F and polynomials G can be computed by a straight-line program (a naive solution
would consist in computing and adding all monomials in F and G).
Theorem 2. Suppose that matrix F ∈ K[X1, . . . , Xn]p×q and polynomials G = (g1, . . . , gs)
in K[X1, . . . , Xn] are given by a straight-line program of length σ. Assume that
deg(g1), . . . , deg(gs), as well as cdeg(F, 1), . . . , cdeg(F, q) and rdeg(F, 1), . . . , rdeg(F, p) are
all at least equal to 1.
Then, there exist randomized algorithms that solve Problem (1) in either
O˜
((
q
p
)
c(e+ c5)
(
σ + qδ + γ
))
operations in K, with
c = deg(g1) · · · deg(gs) En−s(cdeg(F, 1), . . . , cdeg(F, q))
e = (deg(g1) + 1) · · · (deg(gs) + 1) En−s(cdeg(F, 1) + 1, . . . , cdeg(F, q) + 1),
γ = max(deg(gi), 1 ≤ i ≤ s)
δ = max(cdeg(F, i), 1 ≤ i ≤ q)
or
O˜
((
q
p
)
c′(e′ + c′5)
(
σ + pα + γ
))
operations in K, with
c′ = deg(g1) · · · deg(gs) Sn−s(rdeg(F, 1), . . . , rdeg(F, p))
e′ = (deg(g1) + 1) · · · (deg(gs) + 1) Sn−s(rdeg(F, 1) + 1, . . . , rdeg(F, p) + 1),
γ = max(deg(gi), 1 ≤ i ≤ s)
α = max(rdeg(F, j), 1 ≤ j ≤ p).
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The assumption that all degrees are at least 1 is not a restriction. If deg(gi) = 0 for some
i, gi is a constant, so either the system is inconsistent (if gi 6= 0) or gi can be discarded.
Similarly, if say cdeg(F, i) = 0, the ith column of F consists of constants; after applying
linear combinations with coefficients in K to the rows of F , we may assume that all entries
in the ith column, except at most one, are non-zero without changing the column degrees.
The ith column of F (and the row of the non-zero entry, if there is one) can then be discarded.
Remark further that in the common situation where all degrees deg(gi), rdeg(F, i) and
cdeg(F, j) involved in the formulas above are at least equal to 2, we have the inequalities e ≤
c2, e′ ≤ c′2 and (q
p
) ≤ c, (q
p
) ≤ c′; as a result, the runtimes become polynomial in respectively
c, σ and c′, σ. This is to be compared with Theorem 1, which shows that min(c, c′) is a
natural upper bound for the output size of such algorithms.
For solving Problem (2), one obtains slightly better complexity estimates.
Theorem 3. Suppose that the matrix F ∈ K[X1, . . . , Xn]p×q and polynomials G =
(g1, . . . , gs) in K[X1, . . . , Xn] are given by a straight-line program of length σ. Assume that
deg(g1), . . . , deg(gs), as well as cdeg(F, 1), . . . , cdeg(F, q) and rdeg(F, 1), . . . , rdeg(F, p) are
all at least equal to 1.
Then, there exist randomized algorithms that solve Problem (2) in either
O˜
((
q
p
)
ce
(
σ + qδ + γ
))
or
O˜
((
q
p
)
c′e′
(
σ + pα + γ
))
operations in K, all notation being as in Theorem 3.
As above, in the common situation where all degrees involved are at least 2, the runtimes
become polynomial in c, σ and c′, σ′.
The probabilistic aspects are as follows: at several steps, the algorithms on which Theo-
rems 2 and 3 rely will draw elements from the base field at random. In all cases, there exists
an algebraic hypersurface H of the parameter space such that success is guaranteed for all
choices of parameters not in H.
As already said, our algorithms are based on a symbolic homotopy continuation. Homo-
topy continuation algorithms have become a foundational tools for numerical algorithms,
either in continuation of Shub and Smale’s early work [57], or along the lines of work by
Morgan, Sommese, Wampler (as summarized, for instance, in [13, 58]), with an emphasis
on the algebraic geometry underlying these techniques. In this context, dedicated numerical
homotopy algorithms has also been developed to take into account sparsity in polynomial
systems (see e.g. [62, 61, 1]).
By contrast, their usage in symbolic contexts is more recent. Early references are [34, 15],
which deal with systems with no particular structure; further work extended this idea
to sparse systems (in the polyhedral sense) [38, 35, 36, 37] and multihomogeneous sys-
tems [33, 52]. In [52], these techniques are used to solve Problem (2), but the complexity
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estimates obtained there depend on multi-homogeneous Be´zout bounds involving the max-
ima of rdeg(F, 1), . . . , rdeg(F, p) or cdeg(F, 1), . . . , cdeg(F, q).
Most algorithms in the previous references have in common that they solve square sys-
tems, that is, systems with as many equations as unknowns; extensions of these methods
can deal with systems of positive dimension by essentially using variants of the algorithm
for square systems. One notable exception is given in [59] where dedicated homotopy al-
gorithms are given to solve Schubert problems which consist in determining linear spaces
of prescribed dimension which meet a set of fixed linear subspaces in specified dimensions.
Observe that such problems are formulated with rank conditions on some special matrices
(see e.g. [41]). These algorithms strongly exploit and are dedicated to the structure of the
Schubert problem through the Littlewood Richardson rule and an associated combinatorial
construction. Hence, as far as we know, they cannot be used to solve determinantal systems
of equations expressing that a given matrix with polynomial entries is rank deficient.
One of the contributions in this paper is to deal with determinantal systems of equations,
which are in essence over-determined; this is made possible by the algebraic properties of
determinantal ideals.
It is well-known that Gro¨bner bases behave rather well on over-determined systems.
Starting from the determination of the Hilbert function of a determinantal ring due to
Conca and Herzog [17], complexity estimates are given in [24, 23] for computing Gro¨bner
basis of ideals generated by either Mr(F ) when r ≤ p ≤ q, or G,Mp(F ) (for inputs coming
from optimization problems), but under some genericity assumptions on the entries of F or
G, which are also assumed to all have the same degree. This series of works culminated with
the result obtained by Spaenlehauer in [60], where he removes this latter degree assumption
and provides sharp complexity statements, still under genericity assumptions.
Systems encoding rank defects in polynomial matrices have also been studied in the scope
of the so-called geometric resolution algorithm in [5], with a slight generalization in [54] com-
puting simple solutions (those isolated solutions which are not simple are not considered in
this line of work). As our algorithm here, these algorithms take as input straight-line pro-
grams but instead of using deformation techniques to build a global homotopy, determinantal
systems are solved incrementally in some chart. Hence, the complexity of these algorithms
depends here on the maximum degrees of the varieties defined by the considered intermediate
systems. Even without taking into account the dimension assumption, additional results are
needed to compare these intermediate degrees with the quantities involved in our complexity
estimates.
In the following paragraphs, we describe our results in more detail. As a preliminary, we
will need an algorithm which takes as input polynomials C = (c1, . . . , cm) and a point x in
the zero-set of C, and which decides whether x is an isolated points of V (C). This will be
used to solve Problem (1).
Without any other information, this decision problem is difficult to solve in a good
complexity. However, when a bound µ is known on the multiplicity of x as a root of C, it
becomes possible to solve this problem in time polynomial in the number of equations m,
the number of variables n, the bound µ, and the complexity of evaluation σ of C. This is
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detailed in Section 2, where we explain how to modify an algorithm by Mourrain [45] and
adapt it to our context.
In Section 3, we give an algorithm which takes as input a sequence of polynomials C
and computes a zero-dimensional parametrization of the isolated points of V (C), assuming
the existence of a suitable homotopy deformation. Explicitly, we suppose that C involves
variables X = (X1, . . . , Xn), we let T be a new variable, and we suppose that we know a
family of polynomials B in K[T,X] such that B(1,X) = C. Let then A be the polynomials
B(0,X), and suppose that V (A) is finite, and that we are able to find a zero-dimensional
parametrization of it efficiently. We will actually need a few further conditions (for instance,
at all points in V (A), the Jacobian matrix of these polynomials must have rank n).
We will see in Section 3 that when all these conditions hold, we can divise a homotopy al-
gorithm that lifts the points of V (A) (that correspond to T = 0) into a curve C parametrized
by T . The isolated points of V (C) all belong to the fiber of C above T = 1, but some points
in this fiber can actually lie in positive dimensional components of V (C); the algorithm
of Section 2 will filter out such points. The complexity we obtain depends linearly on the
complexity of evaluating C and polynomially on a bound on the sum of the multiplicites of
the isolated points of V (C) and the degree of the homotopy curve. When one only wants
to compute simple solutions, a variant of the homotopy algorithm is given: this is actually
simpler since we replace the algorithm of Section 2 with a simple criterion allowing us to
identify the simple solutions.
We will apply these results to our determinantal problems as follows. Given F ∈ K[X]p×q
and G = (g1, . . . , gs), we will build a matrix
U = (1− T ) · L+ T · F ∈ K[T,X]p×q
that connects a start matrix L to the target matrix F , together with a homotopy of the form
V = (1− T ) ·K + T ·G,
that connects a start system K = (k1, . . . , ks) to the target system G. In Section 4, we
prove that several assumptions of the algorithm of Section 3 are satisfied for such systems,
independently of the choice of L and K.
The actual construction of the system K will be rather straightforward; the difficulty lies
in the definition of a matrix L that will respect either the column-degree or the row-degree
of F (while satisyfing all assumptions for the algorithm of Section 3). The column-degree
case is treated in Section 5 in a rather straightforward way, whereas the row-degree case is
more delicate, and is treated in Sections 6 and 7. In both cases, we bound the sum of the
multiplicities of the isolated points in Vp(F,G) (thereby establishing Theorem 1), as well as
the degree of the homotopy curve.
2 A local dimension test
Let L be a field containing the field K and L be an algebraic closure of L. Let C =
(c1, . . . , cm) be polynomials in K[X], with X = (X1, . . . , Xn). Given a point x with coordi-
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nates in L that belongs to the zero-set V (C) ⊂ Ln, we discuss here how to decide whether x
is an isolated point in V (C). We make the following assumption in the rest of this section:
A. We are given as input an integer µ such that either x is isolated in V (C), with multiplicity
at most µ with respect to the ideal 〈C〉, or x belongs to a positive-dimensional component
of V (C).
Without loss of generality, we also assume that m ≥ n (otherwise, x cannot be an isolated
solution).
Proposition 4. Suppose that C is given by a straight-line program of length σ. If assumption
A is satisfied, we can decide whether x is an isolated point of V (C) using
O(n4µ4 + n2mµ3 + nσµ4) ⊂ (µσm)O(1)
operations in L.
Reference [12] gives an algorithm to compute the dimension of V (C) at x, but its com-
plexity is not known to us, as it relies on linear algebra with matrices of potentially large size
(not necessarily polynomial in µ, σ,m). Instead, we use an adaptation of a prior result by
Mourrain [45], which allows us to control the size of the matrices we handle. We only give
detailed proofs for new ingredients that are specific to our context, a key difference being
the cost analysis in the straight-line program model: Mourrain’s original result depends on
the number of monomials appearing when we expand C, which would be too high for the
applications we will make of this result. Remark that the assumption that K (and thus L)
have characteristic zero is needed for Mourrain’s algorithm.
We assume henceforth that x = 0; this is done by replacing C by the polynomials
C(X + x), which have complexity of evaluation σ′ = σ + n. The basis of our algorithm is
the following remark.
Lemma 5. Let I be the zero-dimensional ideal 〈C〉+ mµ+1, where m = 〈X1, . . . , Xn〉 is the
maximal ideal at the origin. Then, 0 is isolated in V (C) if and only if the multiplicity d of
I at the origin is at most µ.
Proof. This follows from the following result [12, Theorem A.1]. For k ≥ 1, let Ik be the
zero-dimensional ideal 〈C〉+mk, and let νk be the multiplicity of the origin with respect to
this ideal. Then, the reference above proves that the sequence (νk)k≥1 is non-decreasing, and
that 0 is isolated in V (C) if and only if there exists k ≥ 1 such that νk = νk+i for any i ≥ 0.
• If 0 is isolated in V (C), then by assumption A its multiplicity with respect to 〈C〉 is
at most µ, and its multiplicity d with respect to I cannot be larger.
• Otherwise, by the result above, νk+1 > νk holds for all k ≥ 1, so that νk ≥ k holds for
all such k (since ν1 = 1). In particular, the multiplicity d of I at the origin, which is
νµ+1, is at least µ+ 1.
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Hence, we are left with deciding whether the multiplicity d of the ideal I at the origin
is at most µ; remark that this multiplicity is equal to the dimension of L[X]/I, since I
is m-primary. We do this by following and slightly modifying Mourrain’s algorithm for the
computation of the orthogonal I⊥, that is, the set of L-linear forms L[X]→ L that vanish on
I; this is a L-vector space naturally identified with the dual of L[X]/I, so it has dimension
d, the multiplicity of I at the origin.
We do not need to give all details of the algorithm, let alone proof of correctness; we just
mention the key ingredients for the cost analysis in our setting.
The algorithm represents the elements in I⊥ by means of multiplication matrices. An
important feature of I⊥ is that it admits the structure of a L[X]-module: for k in {1, . . . , n}
and β in I⊥, the L-linear form Xk · β : f 7→ β(Xkf) is easily seen to still lie in I⊥. In
particular, if β = (β1, . . . , βd) is an L-basis of I
⊥, then for all k as above, and all i in
{1, . . . , d}, Xk · βi is a linear combination of β1, . . . , βd. Mourrain’s algorithm computes a
basis β = (β1, . . . , βd) with the following features:
• for i in {1, . . . , d} and k in {1, . . . , n}, we have Xk ·βi =
∑
0≤j<i λ
(k)
i,j βj (hence λ
(k)
i,j may
be non-zero only for j < i);
• β1 is the evaluation at 0, f 7→ f(0);
• for i in {2, . . . , d}, βi(1) = 0.
The following lemma shows that the coefficients (λ
(k)
i,j ) are sufficient to evaluate the linear
forms βi at any f in L[X]. More precisely, knowing only their values for j < i ≤ s, for any
s ≤ d, allows us to evaluate β1, . . . , βs at such an f . The following lemma follows [45] in
its description of the matrices Mk,s; the (rather straightforward) complexity analysis in the
straight-line program model is new.
Lemma 6. Let s be in 1, . . . , d, and suppose that the coefficients λ
(k)
i,j are known for i =
1, . . . , s, j = 0, . . . , i− 1 and k = 1, . . . , n. Given a straight-line program Γ of length σ that
computes h = (h1, . . . , hR), one can compute βi(hr), for all i = 1, . . . , s and r = 1, . . . , R,
using O(s3 σ) operations in L.
Proof. By definition, for h in L[X] and k = 1, . . . , n, the following equality holds:β1(Xkh)...
βs(Xkh)
 = Mk,s
β1(h)...
βs(h)
 , with Mk,s =
λ
(k)
1,1 · · · λ(k)s,1
...
...
λ
(k)
1,s · · · λ(k)s,s
 .
Remark that the matrices Mk,s all commute with each other. Indeed, for any k, k
′ in
{1, . . . , n}, and h as above, the relation above implies that
∆k,k′,s
β1(h)...
βs(h)
 =
0...
0
 ,
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where ∆k,k′,s = Mk,sMk′,s −Mk′,sMk,s. Because the linear forms β1, . . . , βs are linearly
independent, this implies that all rows of ∆k,k′,s must be zero, as claimed. We then deduce
that for any polynomial h in L[X], we have the equalityβ1(h)...
βs(h)
 = h(M1,s, . . . ,Mn,s)
β1(1)...
βs(1)
 .
On the other hand, our assumptions imply that the sequence (β1(1), . . . , βs(1)) is sim-
ply (1, 0, . . . , 0). To prove the lemma, it is then enough to note that the evaluations
h1(M1,s, . . . ,Mn,s), . . . , hR(M1,s, . . . ,Mn,s) can be computed using the straight-line pro-
gram doing O(s3 σ) operations.
Mourrain’s algorithm proceeds in an iterative manner, starting from β(1) = (β1) (and
setting e1 = 1), and computing successively β
(2) = (βe1+1, . . . , βe2), β
(3) = (βe2+1, . . . , βe3),
. . . for some integers e1 ≤ e2 ≤ e3 . . . Mourrain’s algorithm stops when e`+1 = e`, in which
case β1, . . . , βe` is an L-basis of I
⊥, and e` = d. In our case, we are not interested in computing
this multiplicity, but only in deciding whether it is less than or equal to the parameter µ.
We do it as follows: assume that we have computed β(1),β(2), . . . ,β(`), together with the
corresponding integers e1, e2, . . . , e`, with e1 < · · · < e` ≤ µ. We compute β(`+1) and e`+1,
and continue according to the following:
• if e`+1 = e`, we conclude that the multiplicity d of I at the origin is e` ≤ µ; we stop
the algorithm;
• if e`+1 > µ, we conclude that this multiplicity is greater than µ; we stop the algorithm;
• else, when e` < e`+1 ≤ µ, we do another loop.
Because the e`’s are an increasing sequence of integers, they satisfy e` ≥ `; hence, every time
we enter the loop above we have ` ≤ µ. To finish the analysis of the algorithm, it remains
to explain how to compute β(`+1) from (β(1),β(2), . . . ,β(`)) = (β1, . . . , βe`).
As per our description above, at any step of the algorithm, β1, . . . , βe` are represented
by means of the coefficients λ
(k)
i,j , for 0 ≤ j < i ≤ e` and 1 ≤ k ≤ n. At step `, Mourrain’s
algorithm solves a homogeneous linear system T` with n(n− 1)e`/2 +m′ equations and ne`
unknowns, where m′ is the number of generators of the ideal I = 〈C〉+mµ+1. Remark that
m′ is not polynomial in µ and n, so the size of T` is a priori too large to fit our cost bound;
we will explain below how to resolve this issue.
The nullspace dimension of this linear system gives us the cardinality e`+1− e` of β(`+1).
Similarly, the coordinates of the e`+1 − e` vectors in a nullspace basis are precisely the
coefficients λ
(k)
i,j for i = e` + 1, . . . , e`+1, j = 1, . . . , e` and k = 1, . . . , n (we have λ
(k)
i,j = 0
for j = e` + 1, . . . , i − 1). For all ` ≥ 2, all linear forms β in β(`) are such that for all k
in {1, . . . , n}, Xk · β belongs to the span of β(1), . . . ,β(`−1); in particular, a quick induction
shows that all linear forms in β(1), . . . ,β(`) vanish on all monomials of degree at least `.
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There remains the question of setting up the system T`. For k in {1, . . . , n} and an
L-linear form β, we denote by X−1k · β the L-linear form defined by L-linearity as follows:
• (X−1k · β)(Xkf) = β(f) for any monomial f in L[X],
• (X−1k · β)(f) = 0 if f ∈ L[X] is a monomial which does not depend on Xk.
In other words, (X−1k · β)(f) = β(δk(f)) holds for all f , where δk : L[X]→ L[X] is the kth
divided difference operator
f 7→ f(X1, . . . , Xn)− f(X1, . . . , Xk−1, 0, Xk+1, . . . , Xn)
Xk
.
One verifies that, as the notation suggests, Xk · (X−1k · β) is equal to β. This being said, we
can then describe what the entries of T` are:
• the first n(n− 1)e`/2 equations involve only the coefficients λ(k)i,j previously computed
(we refer to [45, Section 4.4] for details of how exactly these entries are distributed in
T`, as we do not need such details here).
• each of the other m′ equations has coefficient vector
vf =
(
(X−1k · β1)(f(X1, . . . , Xk, 0, . . . , 0)), . . . , (X−1k · βe`)(f(X1, . . . , Xk, 0, . . . , 0))
)
1≤k≤n,
where f is a generator of I = 〈C〉+ mµ+1.
We claim that only those equations corresponding to generators c1, . . . , cm of the input system
C are useful, as all others are identically zero.
We pointed out above that any linear form βi in β1, . . . , βe` vanishes on all monomials
of degree at least `. Since we saw that we must have ` ≤ µ, all βi as above vanish on
monomials of degree µ; this implies that X−1k · βi vanishes on all monomials of degree µ+ 1.
The generators f of mµ+1 have degree µ + 1, and for any such f , f(X1, . . . , Xk, 0, . . . , 0) is
either zero, or of degree µ + 1 as well. Hence, for any k, βi in β1, . . . , βe` and f as above,
(X−1k · βi)(f(X1, . . . , Xk, 0, . . . , 0)) vanishes. This implies that the vector vf is identically
zero for such an f , and that the corresponding equation can be discarded.
Altogether, as claimed above, we see that we have to compute the values
(X−1k · βi)(cj(X1, . . . , Xk, 0, . . . , 0)),
for k = 1, . . . , n, i = 1, . . . , e` and j = 1, . . . ,m. Fixing k, we let Ck = (cj,k)1≤j≤m, where
cj,k is the polynomial cj(X1, . . . , Xk, 0, . . . , 0); note that the system Ck can be computed
by a straight-line program of length σ′ = σ + n. Then, applying the following lemma with
s = e` ≤ µ and h = Ck, we deduce that the values (X−1k · βi)(cj(X1, . . . , Xk, 0, . . . , 0)), for k
fixed, can be computed in time O(µ3(σ + n)).
Lemma 7. Let s be in 1, . . . , d, and suppose that the coefficients λ
(k)
i,j are known for i =
1, . . . , s, j = 0, . . . , i− 1 and k = 1, . . . , n. Given a straight-line program Γ of length σ that
computes h = (h1, . . . , hR) and given k in {1, . . . , n}, one can compute (X−1k · βi)(hr), for
all i = 1, . . . , s and r = 1, . . . , R, using O(s3(σ + n)) operations in L.
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Proof. In view of the formula (X−1k ·β)(f) = β(δk(f)), and of Lemma 6, it is enough to prove
the existence of a straight-line program of length O(σ+n) that computes (δk(h1), . . . , δk(hR)).
To do this, we replace all polynomials γ−n+1, . . . , γσ computed by Γ by terms η−n+1, . . . , ησ
and ν−n+1, . . . , νσ, with η` = γ`(X1, . . . , Xk−1, 0, Xk+1, . . . , Xn) and ν` in L[X] such that
γ` = η` + Xkν` holds for all `, so that in particular ν` = δk(γ`). To compute η` and ν`,
assuming all previous η`′ and ν`′ are known, we proceed as follows:
• if γ` = Xk, we set η` = 0 and ν` = 1;
• if γ` = Xk′ , with k′ 6= k, we set η` = Xk′ and ν` = 0;
• if γ` = c`, with c` ∈ L, then we set η` = c` and ν` = 0;
• if γ` = γa`±γb` , for some indices a`, b` < `, then we set η` = ηa`±ηb` and ν` = νa`±νb` ;
• if γ` = γa`γb` , for some indices a`, b` < `, then we set η` = ηa`ηb` and
ν` = ηa`νb` + νa`ηb` +Xkνa`νb` .
One verifies that in all cases, the relation γ` = η` + Xkν` still holds. Since the previous
construction allows us to compute η` and ν` in O(1) operations from the knowledge of all
previous η`′ and ν`′ , we deduce that all η` and ν`, for ` = −n + 1, . . . , σ, can be computed
by a straight-line program of length O(σ + n).
Taking all values of k into account, we see that we can compute all entries we need to set
up the linear system T` using O(µ
3n(σ + n)) operations in L. After discarding the useless
equations described above, the numbers of equations and unknowns in the system T` are
respectively at most n2µ+m and nµ; this implies that we can find a nullspace basis of it in
time O(n4µ3 +n2mµ2). Altogether, the time spent to find β(`+1) from (β(1),β(2), . . . ,β(`)) =
(β1, . . . , βe`) is O(n
4µ3 + n2mµ2 + nσµ3).
Since we saw that we do at most µ such loops, the cumulated time is O(n4µ4 + n2mµ3 +
nσµ4), and Proposition 4 is proved.
3 Symbolic homotopies
In this section, we work over our field K, still using n variables X = (X1, . . . , Xn). Given
polynomials C = (c1, . . . , cm) in K[X]
m, we give algorithms to compute a zero-dimensional
parametrization of the isolated points (or simple points) of V (C), assuming the existence
of a suitable homotopy deformation of C. We assume m ≥ n, otherwise no isolated point
exists in V (C).
Let T be a new variable and consider polynomials B = (b1, . . . , bm) in K[T,X]; for τ
in K, we write Bτ = (bτ,1, . . . , bτ,m) = B(τ,X) ⊂ K[X] and we assume that B is such
that B1 = C. Define further the ideal J = 〈B〉 ⊂ K[T,X] and consider the folllowing
assumptions.
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B1. Any irreducible component of V (J) ⊂ Kn+1 has dimension at least one.
B2. For any maximal ideal m ⊂ K[T,X], if the localization Jm ⊂ K[T,X]m has height n,
then it is unmixed (that is, all associated primes have height n).
An obvious example where such properties hold is when m = n. Then, B1 is Krull’s theo-
rem, and B2 is Macaulay’s unmixedness theorem in the Cohen-Macaulay ring K[T,X]m [22,
Corollary 18.14]. More generally, these properties hold when B is the sequence of p-minors
of a p× q matrix with entries in K[T,X], with p ≤ q and n = q− p+ 1; we discuss this, and
a slightly more general situation, in Section 4.
For τ in K, we further denote by C(τ) the following three properties.
C1(τ). For k = 1, . . . ,m, degX(bk) = degX(bτ,k) (where degX denotes the degree in X).
C2(τ). The only common solution to b
H
τ,1(τ,X) = · · · = bHτ,m(τ,X) = 0 is (0, . . . , 0) ∈ Kn,
where for k = 1, . . . ,m, bHτ,k is the polynomial in K[X0,X] obtained by homogenizing bτ,k
using a new variable X0. In particular, V (Bτ ) ⊂ Kn is finite.
C3(τ). The ideal 〈Bτ 〉 is radical in K[X].
The first result in this section is the following.
Proposition 8. Suppose that assumptions B1 and B2 hold. Then, there exists an integer c
such that for all τ in K, the sum of the multiplicities of the isolated solutions of Bτ is at
most c, and is equal to c if C(τ) holds.
We next give our algorithms for
• computing the isolated solutions of the polynomial system C = (c1, . . . , cm);
• computing the simple solutions of the polynomial system C.
In order to control the cost of the algorithm, we introduce the following assumptions.
D1. We are given τ in K such that C(τ) holds; without loss of generality, we assume that
τ = 0. We also suppose that we know a description of V (B0) by means of a zero-dimensional
parametrizationR0 = ((w0, v0,1, . . . , v0,n), λ) with coefficients in K. The linear form λ needs
to satisfy some genericity requirements, that are described in Subsection 3.2.
D2. We know an integer e such that the union of the one-dimensional components of V (J)
in Kn+1 has degree at most e (we prove that e ≥ c in Lemma 18).
D3. We can compute B using a straight-line program of length σ.
Then, the second main result in this section is the following.
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Proposition 9. Assume that D1,D2 and D3 hold. Let c be as in Proposition 8. There exists
a randomized algorithm Homotopy which computes a zero-dimensional parametrization of the
isolated points of V (C) using
O (˜c5mn2 + c(e+ c5)n(σ + n3)) ⊂ (e σm)O(1)
operations in K.
The variant below focuses on the computation of simple points. We reuse the notations
introduced above.
Proposition 10. Under the assumptions of Proposition 9, there exists a randomized al-
gorithm Homotopy simple which computes a zero-dimensional parametrization of the simple
points of V (C) using
O (˜c2mn2 + c e n(σ + n2)) ⊂ (e σm)O(1)
operations in K.
3.1 Proof of Proposition 8
This subsection is devoted to prove Proposition 8. In the course of the proof, we will give a
precise characterization of the integer c mentioned in the proposition, although the statement
given in the proposition will actually be enough for our further purposes. In all the rest of
this subsection, we assume that B1 and B2 hold.
Consider an irredundant primary decomposition of the ideal J = 〈B〉 in K[T,X], of the
form J = Q1 ∩ · · · ∩Qr, and let P1, . . . , Pr be the associated primes, that is, the respective
radicals of Q1, . . . , Qr. We assume that P1, . . . , Ps are the minimal primes, for some s ≤ r, so
that V (P1), . . . , V (Ps) are the (absolutely) irreducible components of V (J) ⊂ Kn+1. By B1,
these irreducible components all have dimension at least one. Refining further, we assume
that t ≤ s is such that V (P1), . . . , V (Pt) are the irreducible components of V (J) of dimension
one whose image by piT : (τ, x1, . . . , xn) 7→ τ is Zariski dense in K.
Lemma 11. Let τ be in K and let x ∈ Kn be an isolated solution of the system Bτ . Then,
(τ,x) belongs to V (Pi) for at least one index i in {1, . . . , t}, and does not belong to V (Pi)
for any index i in {t+ 1, . . . , r}.
Proof. Because (τ,x) cancels B, it belongs to at least one of V (P1), . . . , V (Pr). It remains
to rule out the possibility that (τ,x) belongs to V (Pi) for some index i in {t+ 1, . . . , r}.
We first deal with indices i in {t + 1, . . . , s}. These are those primary components with
minimal associated primes Pi that either have dimension at least two, or have dimension one
but whose image by piT is a single point. In both cases, all irreducible components of the
intersection V (Pi) ∩ V (T − τ) have dimension at least one. Since x is isolated in V (Bτ ),
(τ,x) is isolated in V (B) ∩ V (T − τ), so it cannot belong to V (Pi) ∩ V (T − τ) for any i in
{t+ 1, . . . , s}.
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We conclude by proving that (τ,x) does not belong to V (Pi), for any of the embedded
primes Ps+1, . . . , Pr. We proceed by contradiction, assuming for definiteness that (τ,x)
belongs to V (Ps+1). Because Ps+1 is an embedded prime, V (Ps+1) is contained in (at
least) one of V (P1), . . . , V (Ps). In view of the previous paragraph, it cannot be one of
V (Pt+1), . . . , V (Ps). Now, all of V (P1), . . . , V (Pt) have dimension one, so V (Ps+1) has di-
mension zero (so it is the point {(τ,x)}). For the same reason, if (τ,x) belonged to another
V (Pi), for some i > s+ 1, V (Pi) would also be zero-dimensional, and thus equal to {(τ,x)};
as a result, V (Pi) would be equal to V (Ps+1), and this would contradict the irredundancy of
our decomposition.
To summarize, (τ,x) belongs to V (Ps+1), together with V (Pi) for some indices Pi in
{1, . . . , t} (say P1, . . . , Pu, up to reordering, for some u ≥ 1), and avoids all other associated
primes. Let us localize the decomposition J = Q1∩· · ·∩Qr at Ps+1. By [3, Proposition 4.9],
JPs+1 = Q1Ps+1 ∩ · · · ∩ QuPs+1 ∩ Qs+1Ps+1 is an irredundant primary decomposition of JPs+1
in K[T,X]Ps+1 ; the minimal primes are P1Ps+1 , . . . , PuPs+1 .
By Corollary 4 p.24 in [43], for any prime PiPs+1 , i = 1, . . . , u or i = s + 1, the local-
ization of K[T,X]Ps+1 at PiPs+1 is equal to K[T,X]Pi . In particular, the height of PiPs+1 in
K[T,X]Ps+1 is equal to that of Pi in K[T,X]Pi , that is, n if i = 1, . . . , u, since then V (Pi)
has dimension 1, or n + 1 if i = s + 1. Since u ≥ 1, this proves that JPs+1 has height n. As
a result, B2 implies that JPs+1 is unmixed, a contradiction.
Let us write J = J ′ ∩ J ′′, with J ′ = Q1 ∩ · · · ∩Qt and J ′′ = Qt+1 ∩ · · · ∩Qr. For τ in K,
we denote by Jτ ⊂ K[T,X] the ideal J + 〈T − τ〉, and similarly for J ′τ and J ′′τ .
Lemma 12. Let τ and x be as in Lemma 11. Then, the multiplicities of the ideals Jτ and
J ′τ at (τ,x) are the same.
Proof. Without loss of generality, assume that τ = 0 ∈ K and x = 0 ∈ Kn. We start from
the equality J = J ′ ∩ J ′′, which holds in K[T,X], and we see it in the formal power series
ring K[[T,X]]. The previous lemma implies that there exists a polynomial in J ′′ that does
not vanish at (τ,x) = 0 ∈ Kn+1. This polynomial is a unit in K[[T,X]], which implies
that the extension of J ′′ in K[[T,X]] is the trivial ideal 〈1〉, and finally that the equality of
extended ideals J = J ′ holds in K[[T,X]]. This implies the equality J + 〈T 〉 = J ′ + 〈T 〉 in
K[[T,X]], and the conclusion follows.
Our goal is now to give a bound on the sum of the multiplicites of Bτ at all its isolated
roots, for any τ in K.
To achieve this, we consider the Puiseux series field S = K〈〈T 〉〉 in T with coefficients in
K. Since K is algebraically closed and of characteristic 0, S is algebraically closed (actually,
it is an algebraic closure of K(T )) and hence a perfect field.
Next, we consider the extension J of J in S[X], and similarly J′ and J′′ denote extensions
of J ′ and J ′′ in S[X].
Lemma 13. The ideal J′ has dimension zero and V (J′) ⊂ Sn is the set of isolated solutions
of V (J) ⊂ Sn.
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Proof. From the equality J = J ′ ∩ J ′′ and Corollary 3.4 in [3], we deduce that J = J′ ∩ J′′.
The properties of J ′ (that the irreducible components of V (J ′) are precisely those irreducible
components of V (J) that have dimension one and with a dense image by piT ) imply our
claim.
Let us write c = dimS(S[X]/J
′). Because S is an algebraic closure of K(T ), one has
dimK(T )(K(T )[X]/J˜
′) = c where J˜ ′ is the extension of J ′ in K(T )[X].
The following lemma relates this quantity to the multiplicities of the solutions in any
fiber Bτ . This proves the first statement in Proposition 8.
Lemma 14. Let τ be in K. The sum of the multiplicities of the isolated solutions of Bτ is
at most equal to c.
Proof. The sum in the lemma is also the sum of the multiplicities of the ideal Jτ at all (τ,x),
for x an isolated solution of Bτ . By Lemma 12, this is also the sum of the multiplicities
of J ′τ at all (τ,x), for x an isolated solution of Bτ . We prove below that the sum of the
multiplicities of J ′τ at all (τ,x), for x such that (τ,x) cancels J
′
τ , is at most c; this will
be enough to conclude (for any isolated solution x of Bτ , (τ,x) is a root of J
′
τ , though
the converse may not be true). Remark that the latter sum is simply the dimension of
K[T,X]/J ′τ .
Let m1, . . . ,mk be monomials that form a K-basis of K[T,X]/J
′
τ ; since T − τ is in
J ′τ , these monomials can be assumed not to involve T . We will prove that they are still
K(T )-linearly independent in K(T )[X]/J˜ ′; this will imply that k ≤ c, and finish the proof.
Suppose that there exists a linear combination A1m1 + · · ·+Akmk in J˜ ′, with all Ai’s in
K(T ), not all of them zero. Thus, we have an equality a1/d1m1 + · · ·+ak/dkmk = a/d, with
a1, . . . , ak and d, d1, . . . , dk in K[T ] and a in the ideal J
′. Clearing denominators, we obtain a
relation of the form e1m1 + · · ·+ekmk ∈ J ′, with not all ei’s zero. Let (T −τ)u be the highest
power of T − τ that divides all ei’s (this is well-defined, since not all ei’s vanish) so that we
can rewrite the above as (T − τ)u(f1m1 + · · · + fkmk) ∈ J ′, with fi = ei/(T − τ)u ∈ K[T ]
for all i. In particular, our definition of ei implies that the values fi(τ) are not all zero.
Recall that the ideal J ′ has the form J ′ = Q1 ∩ · · · ∩ Qt. For i = 1, . . . , t, since Qi
is primary, the membership equality (T − τ)u(f1m1 + · · · + fkmk) ∈ J ′ implies that either
f1m1 + · · · + fkmk or some power (T − τ)uv, for some v > 0, is in Qi. Since Qi does not
contain non-zero polynomials in K[T ], f1m1 + · · ·+ fkmk belongs to all Qi’s, that is, to J ′.
We can then evaluate this relation at T = τ . We saw that the values fi(τ) do not all vanish
on the left, which is a contradiction with the independence of the monomials m1, . . . ,mk
modulo J ′τ .
We now take τ in K and we discuss the geometry of V (J) near τ ; without loss of
generality, we suppose that τ = 0. We already emphasized that the field S is an algebraic
closure of K(T ); we thus let Φ1, . . . ,Φc′ be the points of V (J
′), with coordinates taken in S.
In particular, we see that c′ ≤ c; we prove below that if C(0) holds, we actually have c′ = c
(that is, that J′ is radical).
Any non-zero series ϕ in S admits a well-defined valuation ν(ϕ), which is the smallest
exponent that appears in its expansion support; we also set ν(0) =∞. The valuation ν(Φ),
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for a vector Φ = (ϕ1, . . . , ϕs) with entries in S, is the minimum of the valuations of its
exponents. We say that Φ is bounded if it has non-negative valuation; in this case, lim0(Φ)
is defined as the vector (lim0(ϕ1), . . . , lim0(ϕs)), with lim0(ϕi) = coeff(ϕi, T
0) for all i.
Without loss of generality, we assume that Φ1, . . . ,Φκ are bounded, and Φκ+1, . . . ,Φc′
are not, for some κ in {0, . . . , c′}, and we define ϕ1, . . . , ϕκ by ϕi = lim0(Φi) ∈ Kn for
i = 1, . . . , κ.
Lemma 15. The equality V (J ′ + 〈T 〉) = {ϕi | i = 1, . . . , κ} holds.
Proof. Let (s1, . . . , sh) be generators of the ideal J
′ in K[T,X]; they also generate J′ in
K(T )[X]. Then, the polynomials s0,i = si(0,X) ∈ K[X], for i = 1, . . . , h, are such that
J ′ + 〈T 〉 = 〈T, s0,1, . . . , s0,h〉. Consider i ≤ κ, and the corresponding vector of series Φi.
We know that for j = 1, . . . , h, we have sj(Φi) = 0. Since all elements involved have non-
negative valuation, we can take the coefficient of degree 0 in T in this equality and deduce
s0,j(ϕi) = 0, as claimed. Hence, each ϕi, for i ≤ κ, is in V (J ′ + 〈T 〉).
Conversely, take indeterminates T1, . . . , Tn, and let L be the algebraic closure of the
field K(T1, . . . , Tn); let C ⊂ Ln+1 be the zero-set of the ideal J ′ · L[T,X] and consider the
projection C → L2 defined by (τ, x1, . . . , xn) 7→ (τ, T1x1 + · · · + Tnxn). The Zariski closure
S of the image of this mapping is a hypersurface, that is, a plane curve. Since the ideal J ′
is generated by polynomials with coefficients in K, one deduces that S admits a squarefree
defining equation in K(T1, . . . , Tn)[T, T0].
Consider such a polynomial, say C, and assume without loss of generality that C belongs
to K[T1, . . . , Tn][T, T0]. Because C admits no irreducible component lying above T = τ , for
any τ in K, C admits no factor in K[T ]; thus, C(0, T0) is non-zero.
Let ` ∈ K[T1, . . . , Tn, T ] be the leading coefficient of C with respect to T0. Proposition 1
in [55] proves that C/`, seen in K(T1, . . . , Tn, T )[T0] ⊂ L(T )[T0], is the minimal polynomial
of T1X1 + · · · + TnXn in L(T )[X]/
√
J ′ · L(T )[X]. The latter ideal is also the extension of√
J′ to L(T )[X], so C/` factors as
C
`
=
∏
1≤i≤c′
(T0 − T1Φi,1 − · · · − TnΦi,n)
in L′[T0] where L′ is the generalized Power series ring in T with coefficients in L. This gives
the equality
C = `
∏
1≤i≤c′
(T0 − T1Φi,1 − · · · − TnΦi,n)
over S[T1, . . . , Tn, T0].
Let us extend the valuation ν on S to S[T1, . . . , Tn, T0] in the direct manner, by setting
ν(
∑
α fαT
α0
0 · · ·Tαnn ) = minα ν(fα). The fact that C has no factor in K[T ] implies that
ν(C) = 0. Using Gauss’ Lemma, we see that the valuation of the right-hand side is ν(`) +∑
κ<i≤c µi, with µi = ν(Φi) for all i; note that µi < 0 for i > κ. Thus, we can rewrite
C =
(
T−ν(`)`
) ∏
1≤i≤κ
(T0−T1Φi,1−· · ·−TnΦi,n)
∏
κ<i≤c′
(T−µiT0−T−µiT1Φi,1−· · ·−T−µiTnΦi,n),
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where all terms appearing above have non-negative valuation. As a result, we can take the
coefficient of T 0 term-wise, and obtain
C(0, T0) = s
∏
1≤i≤κ
(T0 − T1ϕi,1 − · · · − Tnϕi,n),
where s is in K[T1, . . . , Tn]; note that s 6= 0, since C(0, T0) is non-zero. By construction of
C, for any x = (x1, . . . , xn) in V (J
′+ 〈T 〉), T1x1 + · · ·+ Tnxn cancels C(0, T0), so x must be
one of ϕ1, . . . , ϕκ.
To conclude the proof of Proposition 8, we now assume that property C(0) holds.
Lemma 16. Φ1, . . . ,Φc′ are bounded; equivalently, κ = c
′.
Proof. We want to prove that Φ1, . . . ,Φc′ are bounded. Without loss of generality, one can
assume that they are all non-zero (a zero vector is bounded).
For i = 1, . . . , c′, write Φi = 1/T ei(Ψi,1, . . . ,Ψi,n), for a vector (Ψi,1, . . . ,Ψi,n) of
generalized power series of valuation zero, that is, such that all Ψi,j are bounded and
(ψi,1, . . . , ψi,n) = lim0(Ψi,1, . . . ,Ψi,n) is non-zero. Hence, ei = −ν(Φi), and we have to prove
that ei ≤ 0. By way of contradiction, we assume that ei > 0.
The series Φi cancels b1, . . . , bm. For k = 1, . . . ,m, let b
H
k ∈ K[T ][X0,X] be the homog-
enization of bk with respect to X. From the equality b
H
k (T
ei ,Ψi,1, . . . ,Ψi,n) = T
eibk(Φi),
we deduce that bHk (T
ei ,Ψi,1, . . . ,Ψi,n) = 0 for all k. We can write bk = b0,k + T b˜k, for
some polynomial b˜k in K[T,X], and C1(0) implies that degX(b˜k) ≤ degX(b0,k). As a result,
the homogenizations (with respect to X) of bk, b0,k and b˜k satisfy a relation of the form
bHk = b
H
0,k +X
δk
0 T b˜
H
k , for some δk ≥ 0. This implies the equality
bH0,k(T
ei ,Ψi,1, . . . ,Ψi,n) + T
δkei+1b˜Hk (T
ei ,Ψi,1, . . . ,Ψi,n) = 0.
The second term has positive valuation, so that bH0,k(T
ei ,Ψi,1, . . . ,Ψi,n) has positive valuation
as well. Taking the coefficient of T 0, this means that bH0,k(0, ψi,1, . . . , ψi,n) = 0 (since ei > 0),
which implies that (ψi,1, . . . , ψi,n) = (0, . . . , 0), in view of C2(0). This however contradicts
the definition of (ψi,1, . . . , ψi,n).
Lemma 17. The ideal J′ is radical; equivalently, c′ = c.
Proof. We know that J′ has dimension zero (Lemma 13), so it is enough to prove that for
i = 1, . . . , c′, the localization of S[X]/J′ at the maximal ideal mΦi is a field, or equivalently
that the localization of S[X]/J at mΦi is a field. Recall that S is algebraically closed, hence
a perfect field. By the Jacobian criterion [22, Theorem 16.19.b], this is the case if and
only if the Jacobian matrix of B with respect to X has full rank n at Φi. We know that
ϕi = lim0(Φi) is a root of B0 (Lemma 15), and the Jacobian criterion conversely implies that
since the ideal 〈B0〉 is radical (by assumption C3(0)) and zero-dimensional (by assumption
C2(0)), the Jacobian matrix of B0(X) = B(0,X) has full rank n at ϕi. Since this matrix
is the limit at zero of the Jacobian matrix of B with respect to X, taken at Φi, the latter
must have full rank n, and our claim that J′ is radical is proved.
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To finish the proof of Proposition 8, we have to establish that V (B0) consists of exactly
c solutions. First, since V (B0) is finite, Lemma 11 implies that x is in V (B0) if and only
if (0,x) is in V (J ′ + 〈T 〉). Next, remark that the two previous lemma taken together imply
that c = κ; thus, in view of Lemma 15, to conclude, it is enough to prove that for i, i′ in
{1, . . . , c}, with i 6= i′, we have ϕi 6= ϕi′ .
Suppose to the contrary that ϕi = ϕi′ . We know that the Jacobian matrix of B0 has
full rank n at ϕi; up to reindexing, we assume that rows 1, . . . , n correspond to a maximal
non-zero minor. Let B′ = (b1, . . . , bn).
Let z = ν(Φi−Φi′); since ϕi = ϕi′ , we have z > 0; it is finite else we would have Φi = Φi′
which contradicts i 6= i′. We can thus write Φi = f + T zδi and Φi′ = f + T zδi′ , for some
vectors of bounded series f, δi, δi′ such that all terms in f have valuation less than z; in
addition, lim0(δi) 6= lim0(δi′). Write the Taylor expansion of B′ at f as
B′(Φi) = B′(f) + jacf (B
′,X)T zδi + T 2zri = 0
and
B′(Φi′) = B′(f) + jacf (B
′,X)T zδi′ + T 2zri′ = 0,
for some vectors of bounded series ri, ri′ . By subtraction and division by T
z, we obtain
jacf (B
′,X)(δi − δi′) = T zr, for some vector of bounded series r. Since jacf (B′,X) is
invertible, this further gives δi − δi′ = T zr′, where again r′ is a vector of bounded series.
However, by construction the left-hand side has valuation zero, while the right-hand side has
positive valuation (since z > 0). Hence, we derived a contradiction to our assumption that
ϕi = ϕi′ . The proof of Proposition 8 is complete. (Although we do not need it now, the
linearization used above also implies that all Φi are actually power series.)
We end this section with the proof that e ≥ c.
Lemma 18. Under the above notations and assumptions, the inequality e ≥ c holds.
Proof. By definition of the integer e given in D2, and of the ideal J
′, e is greater than or
equal to the degree of V (J ′), which is an algebraic curve.
The degree of this curve is greater than or equal to the cardinality of any fiber V (J ′τ ); in
particular, we have
]V (J ′0) ≤ deg(V (J ′)) ≤ e.
Besides, Proposition 8 establishes that the number of isolated points of V (B0) equals c
(because the ideal generated by 〈B, T 〉 is radical, multiplicities are equal to 1). By Lemma 11,
all these points lie in V (J ′0) which allows us to deduce c ≤ e.
3.2 Proofs of Propositions 9 and 10
Let R0 = ((w0, v0,1, . . . , v0,n), λ) be a zero-dimensional parametrization of V (B0) obtained
by means of assumption D1, with q0 and all v0,j in K[Y ]. Note that the degree of w0 is the
integer c.
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Decomposing R0. We start by decomposing R0 into finitely many zero-dimensional
parametrizations R0,j = ((w0,j, v0,j,1, . . . , v0,j,n), λ)1≤j≤t, all with coefficients in K, such that
for j in {1, . . . , t}, there exist ij = (ij,1, . . . , ij,n) such that the Jacobian matrix of (b0,i)i∈ij
has full rank n at x, for all x in Z(R0,j).
If w0 were irreducible, we would simply evaluate the Jacobian matrix of B0 at the point
(v0,1/w
′
0, . . . , v0,n/w
′
0), which has coordinates in the field L = K[Y ]/〈w0〉, and find a non-zero
minor of size n in this matrix. It takes O(nσ) operations in L to compute this Jacobian
matrix, and O(mn2) operations in L to find an invertible minor, e.g. using Gaussian elim-
ination. The total time, under the assumption that w0 is irreducible, is thus O(mn
2 + nσ)
operations in L, that is, O (˜c(mn2 + nσ)) operations in K.
When w0 is not irreducible, L = K[Y ]/〈w0〉 is a product of fields. We can still apply the
same process as in the irreducible case; if the algorithm goes through, we have obtained our
answer. In general, one workaround would be to factor w0, but we do not want our runtime
to depend on the cost of factoring polynomials (else our analysis would depend on the bit
size of the data when K = Q). Hence, we will use dynamic evaluation techniques, as in [20].
Indeed, the only issue that may arise is that we attempt to invert a zero-divisor. If this is the
case, it means we have found a non-trivial factor r0 of w0: we can then replaceR0 by two new
zero-dimensional parametrizations, R ′0 = ((r0, (v0,1/s0) mod r0, . . . , (v0,n/s0) mod r0), λ) and
R ′′0 = ((s0, (v0,1/r0) mod s0, . . . , (v0,n/r0) mod s0), λ), with s0 = w0/r0, that define a parti-
tion of Z(R0) into the subsets Z(R ′0) and Z(R
′′
0 ) where r0 vanishes, resp. is non-zero.
We can then start over again, from R ′0 and R
′′
0 independently. Overall, in the worst case,
this splitting process induces a extra factor O(c) in the runtime compared to the case where
w0 is irreducible, for a total of O (˜c
2(mn2 + nσ)) operations in K.
Lifting power series and rational reconstruction. For j = 1, . . . , t, we can then apply
Newton iteration to the system (bi)i∈ij to lift R0,j = ((w0,j, v0,j,1, . . . , v0,j,n), λ) into a zero-
dimensional parametrization Rj = ((wj, vj,1, . . . , vj,n), λ) with coefficients in K[[T ]]/〈T 2e〉,
for e as in D2.
As explained in [52, Section 2.2], using the algorithm of [29], this can be done using
O (˜c e(σ + n2)n) operations in K. Using the Chinese Remainder Theorem, we can combine
all Rj into a single zero-dimensional parametrization R with coefficients in K[[T ]]/〈T 2e〉,
since for j 6= j′, w0,j and w0,j′ generate the unit ideal in K[[T ]]/〈T 2e〉; this takes time
O (˜c e n).
Using the notation of the previous subsection, the zeros of R in K[[T ]]/〈T 2e〉 are the
truncations of the power series roots Φ1, . . . ,Φc of J
′. Since V (J ′) has degree at most e,
knowing R at precision 2e allows us to reconstruct a zero-dimensional parametrization S
with coefficients in K(τ) such that Z(S ) = V (J′), with all coefficients having numerator
and denominator of degree at most e [55, Theorem 1]. This is done by applying rational
function reconstruction to all coefficients of R, as in [55], and takes time O (˜c e n).
All in all, the total cost of this step is O (˜c e n(σ + n2)).
21
A finite set containing the isolated points of V (C). As we did in the previous sub-
section for T = 0, we let Φ′1, . . . ,Φ
′
c be the roots of J
′ in the field of generalized power
series in T ′ with coefficients in K at T = 1, with T ′ = T − 1. Without loss of gener-
ality, we assume that Φ′1, . . . ,Φ
′
κ′ are bounded, and Φ
′
κ′+1, . . . ,Φ
′
c are not, for some κ
′ in
{0, . . . , c}, and we define ϕ′1, . . . , ϕ′κ′ by ϕ′i = lim0(Φ′i) ∈ Kn for i = 1, . . . , κ′. By Lemma 15,
V (J ′ + 〈T − 1〉) = {ϕ′i | i = 1, . . . , κ′}.
We can now specify our requirements on the linear form λ. Following [49] and [52], we
ask that λ is a well-separating element, that is:
1. λ is separating for V (J′) = {Φ′1, . . . ,Φ′c};
2. λ is separating for V (J ′ + 〈T − 1〉) = {ϕ′1, . . . , ϕ′κ′}.
3. ν(λ(Φi)) = µi for all i = 1, . . . , c, where ν denotes the T
′-adic valuation.
Applying Lemma 14 in [52, Section 3], these conditions are satisfied for a generic choice
of λ. When this is the case, Lemma 4.4 in [49] shows how to recover a zero-dimensional
parametrization R1 = ((w1, v1,1, . . . , v1,n), λ) with coefficients in K for the limit set
V (J ′ + 〈T − 1〉) = {ϕ′i | i = 1, . . . , κ′} starting from the previously computed rational
parametrization S , in time O (˜c e n).
When the chosen form is not generic enough, the algorithm may fail, or output a
parametrization of a subset of the zero-dimensional set we aim to compute. We refer to
[52, Remark 14] for a discussion on probabilistic aspects.
Cleaning. Finally, summing all the previous costs, one performs
O (˜c2(mn2 + nσ) + c e n(σ + n2))
operations in K for the first three steps (decomposition of R0, lifting and rational recon-
struction and getting a finite set containing the isolated points of V (C)).
Let us first show how to prove Proposition 9. Lemma 11 implies that for any isolated
solution x ofC, (1,x) is in V (J ′+〈T−1〉), so in a second time, we discard from V (J ′+〈T−1〉)
those points that do not correspond to isolated points of V (C). All such points belong to
a positive-dimensional component of V (C). Hence, we can use the algorithm of Section 2.
By Proposition 8, we can take c as an upper bound on the multiplicity of isolated solutions
of C.
Using the same dynamic evaluation techniques as in the first paragraph above, we can
use the algorithm of Section 2 as if Z(R1) were an irreducible variety, with an overhead
O (˜c) to account for the cost of operations in K[Y ]/〈w1〉. Since the number of splittings is
bounded by c also, the total overhead is O (˜c2). The runtime deduced from Proposition 4 is
then
O (˜c6n4 + c5mn2 + c6nσ)
operations in K. Adding all costs seen so far, we prove Proposition 9. The resulting algo-
rithm, which we simply name Homotopy, is described hereafter.
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Algorithm 1 Homotopy(Γ,R)
Input: a straight-line program Γ of length σ that computes B ∈ K[T,X]m
Input: a zero-dimensional parametrization R of the system B0
Output: a zero-dimensional parametrization of the isolated points of V (C), with C = B1
1. decompose R0 into (R0,j)1≤j≤t
cost: O (˜c2(mn2 + nσ))
2. lift (R0,j)1≤j≤t to (Rj)1≤j≤t with coefficients in K[[T ]]/〈T 2e〉
cost: O (˜c e(σ + n2)n)
3. combine (Rj)1≤j≤t into R with coefficients in K[[T ]]/〈T 2e〉
cost: O (˜c e n)
4. compute a zero-dimensional parametrization S with coefficients in K(T ) from R
cost: O (˜c e n)
5. deduce a zero-dimensional parametrization R1 with coefficients in K from S
cost: O (˜c e n)
6. remove from Z(R1) points that are not isolated in V (C)
cost: O (˜c6n4 + c5mn2 + c6nσ)
The only difference to prove Proposition 10 is that we now need to discard from V (J ′ +
〈T − 1〉) those points at which the Jacobian matrix associated to C is not full rank. Doing
that is easier than discarding those points which are not isolated. It suffices to construct a
straight-line program evaluating that Jacobian matrix; this yields a straight-line program of
length σ′ ∈ O(nσ). Next, one evaluates this matrix modulo w1, as done previously when
we were decomposing R0, and use Gaussian elimination modulo w1 to identify divisors of
w1 that need to be removed. The overall cost is similar to that of decomposing R0, that is,
O (˜c2(mn2 +nσ)) operations in K. The final cleaning step is done using Algorithm Clean of
[29] whose cost is dominated by the previous computations.
All in all, the total cost is
O (˜c2(mn2 + nσ) + c e n(σ + n2))
operations in K. Taking into account the inequality e ≥ c (Lemma 18) this simplifies as
O (˜c2mn2 + c e n(σ + n2)),
which ends the proof of Proposition 10. In the sequel, the resulting algorithm is called
Homotopy simple. It differs from Algorithm Homotopy at Step 6 where the cleaning step we
just described replaces the one of Homotopy.
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4 Properties of determinantal ideals
The following sections will show how to apply the algorithms of the previous section to Prob-
lems (1) and (2), by applying Proposition 9 (resp. Proposition 10) to suitable deformations
of our input systems. This proposition requires several assumptions to hold: some (noted
B1 and B2; see Section 3) are related to the deformed system as a whole, while the others
(C1 to C3) involve properties at the starting point of the homotopy (T = 0). In this section,
we prove that a large variety of systems satisfy B1 and B2.
Let T and X = (X1, . . . , Xn) be variables, let J be an ideal in K[T,X], and let us recall
properties B1 and B2:
B1. Any irreducible component of V (J) ⊂ Kn+1 has dimension at least one.
B2. For any maximal ideal m ⊂ K[T,X], if the localization Jm ⊂ K[T,X]m has height n,
then it is unmixed (that is, all associated primes have height n).
We pointed out in the previous section that when J is generated by n polynomials, the
fact that these properties hold is well-known. To study the case of maximal minors of a
polynomial matrix, we will use the following results, taken from [21, Section 6]. Let R be
a Cohen-Macaulay ring and let I be the ideal generated by all p-minors of a p × q matrix
F ∈ Rp×q, with p ≤ q. Then:
• if I 6= R, then the height of I is at most q − p+ 1;
• if I has height q−p+1, then I is unmixed (all associated primes have height q−p+1).
Let then G = (g1, . . . , gs) be polynomials in K[T,X], with s ≤ n, and let F be a
polynomial matrix in K[T,X]p×q, with p ≤ q. We define J = Ip(F ) + 〈g1, . . . , gs〉, that is J
is the ideal in K[T,X] generated by all p-minors of F , together with the polynomials G.
Proposition 19. If n = q − p+ s+ 1, the ideal J satisfies B1 and B2.
The proof occupies the rest of this section. Let B = Mp(F ), the set of all p-minors of F ,
and let V1, . . . , Vs be the K-irreducible components of V (J) ⊂ Kn. We prove in the next
paragraph that dim(Vi) ≥ (n+ 1)− (q− p+ 1) holds for all i. Of course, we can assume that
V (J) 6= ∅, so that J 6= K[T,X], otherwise the proposition itself would be vacuously true.
First, remark that for a point x in V (J) ⊂ Kn+1, and writing m ⊂ K[T,X] for the
maximal ideal at x, the height of Jm in K[T,X]m is equal to (n + 1) −max{dim(Vi) | 1 ≤
i ≤ s,x ∈ Vi}. For i = 1, . . . , s, let then xi be a point in Vi that does not belong to
any other Vi′ , i
′ 6= i, and let mi be the corresponding maximal ideal; then, the previous
equality becomes height(Jmi) = (n+ 1)− dim(Vi). Applying the first item mentioned above
in K[T,X]mi (which is Cohen-Macaulay), we deduce that (n+ 1)−dim(Vi) ≤ q−p+ 1, that
is, dim(Vi) ≥ (n+ 1)− (q − p+ 1).
Notice that we can rewrite (n+1)−(q−p+1) as s+1. Since G consists of s polynomials, all
irreducible components of V (J) must have dimension at least 1, by Krull’s theorem; property
B1 follows.
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We next prove B2. Let Jm = Q1 ∩ · · · ∩Qt be an irredundant primary decomposition of
Jm in K[T,X]m, and let P1, . . . , Pt be the corresponding primes; we assume that the height
of Jm is n, and our goal is to prove that all Pi’s have height n.
Of course, we can restrict to an ideal m containing J ; m is then the maximal ideal at a
point x ∈ Kn+1 that belongs to V (J). The height of the localization Jm ⊂ K[T,X]m can
be rewritten as (n + 1) − dim(Vx), where Vx is the union of the irreducible components of
V (J) passing through x. Our assumption in B2 is that the height of Jm is n, that is, that
dim(Vx) = 1. Thus, every irreducible component of V (J) containing x has dimension 1.
LetW be an irreducible component of V (B) containing x. We claim that dim(W ) = s+1.
Indeed, we mentioned in the first paragraph that dim(W ) ≥ s+ 1. If dim(W ) > s+ 1, then
by Krull’s theorem, every irreducible component of W ∩ V (G) has dimension greater than
1; since W ∩ V (G) is a subset of V (J) and contains x, we have reached a contradiction.
Now, the fact that dim(W ) = s + 1 for any irreducible component of V (B) containing x
means that 〈B〉m has height n− s = q − p+ 1. As a result, [22, Theorem 18.18] shows that
K[T,X]m/〈B〉m is Cohen-Macaulay.
For an ideal I ⊂ K[T,X]m, we denote by I¯ its image modulo 〈B〉m. By the remarks
following [63, Theorem IV.5.9], Q¯1 ∩ · · · ∩ Q¯t is an irredundant primary decomposition of J¯m
in K[T,X]m/〈B〉m, with associated primes P¯1, . . . , P¯t. In addition, if we let P1, . . . , Pu be
the minimal primes of Jm, for some s ≤ t, P¯1, . . . , P¯u are the minimal primes of J¯m.
Our assumption says that P1, . . . , Pu have height n. Because K[T,X]m/〈B〉m is local and
Cohen-Macaulay, for any i ≤ t, we have
dim(K[T,X]m/〈B〉m) = dim((K[T,X]m/〈B〉m)/P¯i) + height(P¯i)
by [43, Theorem 17.4(i)]. The factor ring (K[T,X]m/〈B〉m)/P¯i is simply K[T,X]m/Pi, so
this can be rewritten as
s+ 1 = dim(K[T,X]m/Pi) + height(P¯i).
For i ≤ u, we have dim(K[T,X]m/Pi) = 1, so that height(P¯i) = s; for i > u, the height of
P¯i is necessarily s+ 1. Because P¯1, . . . , P¯u are the minimal primes of J¯m, the height of J¯m is
thus s as well.
The ideal J¯m is generated in K[T,X]m/〈B〉m by G = (g1, . . . , gs). Since K[T,X]m/〈B〉m
is Cohen-Macaulay, J¯m is unmixed, that is, u = t. As a result, Q1∩· · ·∩Qu is an irredundant
primary decomposition of Jm, and Jm is unmixed.
5 The column-degree homotopy
We can now prove the first half of our results, dealing with the column degree structure of
our matrices. As input, we are given a matrix F = [fi,j] ∈ K[X1, . . . , Xn]p×q and polynomials
G = (g1, . . . , gs) in K[X1, . . . , Xn], with p ≤ q and n = q − p + s + 1. We want to compute
the isolated points (or the simple points) of Vp(F,G), with
Vp(F,G) = {x ∈ Kn | rank(F (x)) < p and g1(x) = · · · = gs(x) = 0}.
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In this section, we design an algorithm for these both tasks whose cost depends on
the column degrees δ1 = cdeg(F, 1), . . . , δq = cdeg(F, q); note in particular that with this
notation, deg(fi,j) ≤ δj holds for all i, j. We will also write γ1 = deg(g1), . . . , γs = deg(gs).
We point out that (in the case where there are no polynomials G), the construction used
in this section was already in the appendix of [47], where it was used to bound the number
of solutions of determinantal systems (as we mentioned in the introduction).
Recall that for k ≥ 0, Ek(δ1, . . . , δq) denotes the elementary symmetric polynomial of
degree k in (δ1, . . . , δq).
Proposition 20. Suppose that the matrix F ∈ K[X1, . . . , Xn]p×q and the polynomials G =
(g1, . . . , gs) in K[X1, . . . , Xn] are given by a straight-line program of length σ. Then, the sum
of the multiplicities of the isolated points of Vp(F,G) are at most c = γ1 · · · γsEn−s(δ1, . . . , δq).
Assume that all γi’s and δj’s are at least equal to 1, and let e = (γ1+1) · · · (γs+1)En−s(δ1+
1, . . . , δq + 1), γ = max(γ1, . . . , γs) and δ = max(δ1, . . . , δq). Then, there exists a randomized
algorithm that computes these isolated points
O˜
((
q
p
)
c(e+ c5)(σ + γ + qδ)
)
operations in K.
The next proposition states a better complexity estimate when one only computes simple
points of Vp(F,G).
Proposition 21. Reusing the notations introduced above, there exists a randomized algo-
rithm that computes the simple points of Vp(F,G) using
O˜
((
q
p
)
c e(σ + γ + qδ))
)
operations in K.
These propositions establish the first half of Theorems 1, 2 and 3.
We use the algorithms of Section 3. To match the notation of that section, we let
C = (c1, . . . , cs, . . . , cm) be polynomials defined as follows: (c1, . . . , cs) = (g1, . . . , gs), and
(cs+1, . . . , cm) are the p-minors of F , so that m = s +
(
q
p
)
. Thus, Vp(F,G) is the zero-set
of C.
Using the degrees γ1, . . . , γs and δ1, . . . , δq, we construct a polynomial matrix L ∈
K[X]p×q, and polynomials M = (m1, . . . ,ms) in K[X], to use as a starting point for the
homotopy algorithm. For any 1 ≤ j ≤ q and 1 ≤ k ≤ δj, let us define
λj,k = λj,k,0 +
n∑
`=1
λj,k,`X`,
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where all λj,k,` are random elements in K. Then, for j = 1, . . . , q, we define
λj =
δj∏
k=1
λj,k,
and we let L be the matrix
L =

λ1 2λ2 · · · qλq
λ1 2
2λ2 · · · q2λq
...
...
...
λ1 2
pλ2 · · · qpλq
 ∈ K[X]p×q. (1)
For i = 1, . . . , s and k = 1, . . . , γi, let us further define
µi,k = µi,k,0 +
n∑
`=1
µi,k,`X`,
where all µi,k,` are random elements in K; then, we let
ai =
γi∏
k=1
µi,k.
We can thus define the system of equations A = (a1, . . . , as, . . . , am), with ai as above for
i = 1, . . . , s, and where (as+1, . . . , am) are the p-minors of L (taken in the same order as
those in the system C).
Let T be a new variable and define the matrix U = (1− T ) · L+ T · F ∈ K[T,X]p×q.
We let B be the polynomials in K[T,X] given by B = (b1, . . . , bs, . . . , bm), where
• bi = (1− T )ai + Tgi for i = 1, . . . , s
• (bs+1, . . . , bm) are the p-minors of U , taken in the same order as those in C.
We can then define J as the ideal generated by B in K[T,X]. Using the notation of
Section 3, we see that B0 = A and B1 = C. Having in mind to apply Proposition 9 (resp.
Proposition 10) to compute the isolated points (resp. simple points) of V (C) = Vp(F,G),
we now verify that all required assumptions are satisfied.
Properties B1 and B2. These follow from Proposition 19.
Property C1(0). We have to prove that for i = 1, . . . ,m, degX(bi) = degX(ai).
For i = 1, . . . , s, this amounts to proving that degX((1 − T )ai + Tgi) = degX(ai). The
latter is by construction equal to γi. The former is at most γi (since bi is the sum of two
polynomials of degree γi in X), but since evaluating T at 0 in bi gives us gi, its degree in X
must be exactly γi.
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To each index i = s+1, . . . ,m corresponds a sequence ji = (ji,1, . . . , ji,p) such that bi and
ai are the minors built with columns indexed by ji in respectively U = (1 − T ) · L + T · F
and L. In view of the shape of L, the polynomial ai is equal to ciλji,1 · · ·λji,p , with
ci =
∣∣∣∣∣∣∣∣∣
ji,1 ji,2 · · · ji,p
j2i,1 j
2
i,2 · · · j2i,p
...
...
...
jpi,1 j
p
i,2 · · · jpi,p
∣∣∣∣∣∣∣∣∣ .
Because K has characteristic zero, ci is a non-zero constant, so that ai has degree δji,1 + · · ·+
δji,p . Since the columns (ji,1, . . . , ji,p) of U have respective degrees at most (δji,1 , . . . , δji,p),
bi has degree at most δji,1 + · · · + δji,p . However, evaluating T at 0 in bi gives us back the
polynomial ai, so bi must have degree exactly δji,1 + · · ·+ δji,p .
Property C2(0). We have to prove that the homogenization of the systemA has no root at
infinity. Thus, let X0 be a new variable, and let A
H = (aH1 , . . . , a
H
m) be the homogenization
of A. For i = 1, . . . , s, we have
aHi =
γi∏
k=1
µHi,k with µ
H
i,k = (µi,k,0X0 +
n∑
`=1
µi,k,`X`),
whereas for i = s+ 1, . . . ,m,
aHi = ciλ
H
ji,1
. . . λHji,p , for ji = (ji,1, . . . , ji,p) as above,
where for j = 1, . . . , q we set λHj =
∏δj
k=1 λ
H
j,k, with
λHj,k = λj,k,0X0 +
n∑
`=1
λj,k,`X`.
To prove C2(0), we start by writing down all projective solutions of this system (this will be
of use below), before adding the constraint X0 = 0.
Since all aHi are products of linear forms, we find the solutions of A
H by setting some of
these linear forms to zero. In order to cancel aH1 , . . . , a
H
s , we choose indices u = (u1, . . . , us),
with u1 ∈ {1, . . . , γ1}, . . . , us ∈ {1, . . . , γs}, and we consider the equations
µHi,ui = 0, that is, µi,ui,0X0 +
n∑
`=1
µi,ui,`X` = 0,
for i = 1, . . . , s. In what follows, we fix such an u. Then, for a generic choice of coefficients
µi,k,`, these equations are equivalent to
Xn−s+1 = Φn−s+1,u(X0, . . . , Xn−s), . . . , Xn = Φn,u(X0, . . . , Xn−s),
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for some homogeneous linear forms Φn−s+1,u, . . . ,Φn,u. After applying this substitution, for
all j = 1, . . . , q, λHj can be rewritten as
λHj,u =
δj∏
k=1
λHj,k,u,
where
λHj,k,u = λj,k,0X0 +
n−s∑
`=1
λj,k,`X` +
n∑
`=n−s+1
λj,k,`Φ`,u(X0, . . . , Xn−s).
Then, x = (x0, . . . , xn) cancels a
H
s+1, . . . , a
H
m if and only if x
′ = (x0, . . . , xn−s) cancels the
product λHj1,u · · ·λHjp,u, for any choice of p columns j = (j1, . . . , jp).
Lemma 22. For x′ in Pn−s(K), the products λHj1,u(x
′) · · ·λHjp,u(x′) vanish for all choices
of columns j = (j1, . . . , jp) if and only if there exists {j1, . . . , jn−s} ⊂ {1, . . . , q} such that
λHj1,u(x
′) = · · · = λHjn−s,u(x′) = 0.
Proof. Take an arbitrary representative x∗ of x′ in Kn+1, and consider the polyno-
mial (1 + λH1,u(x
∗)Y1) · · · (1 + λHq,u(x∗)Yq), for new variables Y1, . . . , Yq. The products
λHj1,u(x
∗) · · ·λHjp,u(x∗) are all zero if and only if this polynomial has degree less than p, that
is, if and only if q − p+ 1 = n− s terms among λH1,u(x∗), . . . , λHq,u(x∗) vanish.
For a given u and generic coefficients λj,k,` and µi,k,`, the linear forms λ
H
j,k,u are all pairwise
distinct, so the condition of the lemma holds if and only if there exist j = {j1, . . . , jn−s} ⊂
{1, . . . , q} and v = (v1, . . . , vn−s), with vk in {1, . . . , δk} for all k, such that λHjk,vk,u(x′) = 0
for k = 1, . . . , n− s.
This implies that for a fixed u, the possible values of x′ = (x0, . . . , xn−s) ∈ Pn−s(K) are
determined as solutions of a linear system of size n−s. For a generic choice of the coefficients
λj,k,` and µi,k,`, none of these points satisfies X0 = 0, so that C2(0) holds.
Property C3(0). From C2(0), we know that the projective variety defined by A
H has no
point at infinity, so it is finite; as a result, the affine algebraic set defined byA is finite as well.
In addition, all the affine solutions to A are obtained by setting X0 = 1 in the projective
solutions of AH . In other words, they are obtained by choosing indices u = (u1, . . . , us) with
uk in {1, . . . , γk} for all k, column indices j = (j1, . . . , jn−s), and v = (v1, . . . , vn−s), with vk
in {1, . . . , δk} for all k, solving the affine linear system
λj1,v1,u(X1, . . . , Xn−s) = · · · = λjn−s,vn−s,u(X1, . . . , Xn−s) = 0
and using the expressions
Xn−s+1 = φn−s+1,u(X1, . . . , Xn−s), . . . , Xn = φn,u(X1, . . . , Xn−s),
where φk,u(X1, . . . , Xn−s) = Φn−s+1,u(1, X1, . . . , Xn−s) for all k. To prove that the ideal
generated by A is radical, we prove that at any point as described above, the Jacobian
matrix of A with respect to X1, . . . , Xn has full rank.
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Let thus u, j and v be as above, let x ∈ Kn be the corresponding point in V (A), and
consider equations (a1, . . . , as) first. Each such equation is a product of linear forms such
as ai =
∏γi
k=1 µi,k, with µi,ui(x) = 0. Since the coefficients µi,k,` are chosen generically, for
i = 1, . . . , s and k 6= ui, µi,k(x) is non-zero; as a result, in the local ring at x, the polynomials
(a1, . . . , as) are equal (up to units) to the linear forms (µ1,u1 , . . . , µs,us).
Next, we consider the p-minors of L; in what follows, we write x′ = (x1, . . . , xn−s). Our
starting point is that due to the genericity of the coefficients λj,k,`, since
λj1,v1,u = · · · = λjn−s,vn−s,u = 0
only admits x′ as a solution, none of the other linear forms λj,k,u vanishes at x′. Equivalently,
none of the other linear forms λj,k vanishes at x.
Recall that n = q− p+ s+ 1, so that n− s = q− (p− 1). Hence, there are exactly p− 1
columns of L not indexed by j = (j1, . . . , jn−s); call them j ′ = (j′1, . . . , j
′
p−1). We can then
consider the products
λj1λj′1 · · ·λj′p−1 , . . . , λjn−sλj′1 · · ·λj′p−1 ;
each of them (up to a non-zero constant) is a p-minor of L, so they appear as elements in the
sequence (as+1, . . . , am), say as (ae1 , . . . , aen−s). By the remark of the previous paragraph,
in the local ring at x, up to non-zero constants, these polynomials are respectively equal to
the linear forms λj1,v1 , . . . , λjn−s,vn−s .
To summarize, we have found that the linear equations (µ1,u1 , . . . , µs,us) and
(λj1,v1 , . . . , λjn−s,vn−s) belong to the ideal 〈A〉m, where m is the maximal ideal at x. As
a result, the Jacobian matrix of A must be invertible at x, and C3(0) holds.
At this stage, we have established all assumptions necessary to apply Proposition 8.
Since B satisfies B1,B2 and A = B0 satisfies C1,C2,C3, we deduce that the sum of the
multiplicities of the isolated solutions of C = B1 is at most c, where c is the number of
solutions of A.
Lemma 23. Under the above assumptions, c = γ1 · · · γsEn−s(δ1, . . . , δq).
Proof. To estimate c, note first that there are γ1 · · · γs choices of u. For each choice of
u, there are En−s(δ1, . . . , δq) ways to choose j and v, where En−s denotes the elementary
symmetric polynomial of degree n− s.
This proves the first part of Proposition 20. We can now inspect assumptions D1, . . . ,D4,
which are needed to apply the algorithms of Propositions 9 and 10. For the cost analysis
below, as in Theorem 2, we assume that all γi’s and δj’s are at least equal to 1.
Property D1. We know that C1(0),C2(0),C3(0) hold, so we are going to compute a zero-
dimensional parametrization of V (A). We do this by following the description of the solutions
of A given in the previous paragraph: for any choice of indices u, j and v as above, the
corresponding point x ∈ Kn in V (A) can be found by solving the linear system of size
n given by (µ1,u1 , . . . , µs,us) and (λj1,v1 , . . . , λjn−s,vn−s), so in time O(n
3). We repeat this
procedure c times, using a total of O(cn3) operations in K.
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Knowing all the points in V (A), we can construct a zero-dimensional parametrization
R0 such that Z(R0) = V (A) in time O (˜cn) by means of fast interpolation [25, Chapter 10].
(Note that for practical purposes, we may modify the algorithm of Propositions 9 and 10 to
take into account the fact that all points in V (A) are in Kn.)
Hence the total cost here is in O(cn3) operations in K..
Property D2. Next, we need to determine an upper bound e on the degree of the curve
V (J ′), where J ′ is the union of the one-dimensional irreducible components of V (B) ⊂ Kn+1
whose projection on the T -axis is dense.
Lemma 24. Under the above assumptions and notation, e is bounded above by (γ1 +
1) · · · (γs + 1)En−s(δ1 + 1, . . . , δq + 1).
Proof. Let us write V (B) = V (J ′)∪V ′∪V ′′, where V ′′ is the union of the other components
of dimension one of V (B) and V ′′ is the union of the components of higher dimension (by B1,
V (B) has no isolated point), and let H be a generic hyperplane in coordinates T,X1, . . . , Xn.
Then, (V (J ′)∪ V ′)∩ V (H) is a finite set consisting of deg(V (J ′)) + deg(V ′) points, whereas
V ′′ ∩ V (H) consists only on components of positive dimension; these two sets are disjoint.
Thus, we can take for e the number of isolated points of V (B) ∩ V (H).
The hyperplane H is defined by an equation h0 + h1X1 + · · ·+ hnXn + hn+1T = 0. This
equation allows us to rewrite T as η(X1, . . . , Xn) = −(h0 + h1X1 + · · · + hnXn)/hn+1; the
points in V (B)∩V (H) are thus in one-to-one correspondence with the solutions of the system
(β1, . . . , βs, βs+1, . . . , βm), where βi = (1−η)ai+ηgi, for i = 1, . . . , s, and βs+1, . . . , βm are the
p-minors of the matrix ν = (1−η)L+η F . Now, the polynomials (β1, . . . , βs) have respective
degrees at most (γ1 + 1), . . . , (γs + 1), and the column degrees of ν are δ1 + 1, . . . , δq + 1.
We can then apply Proposition 8, which shows we can take for e the integer (γ1 +
1) · · · (γs + 1)En−s(δ1 + 1, . . . , δq + 1).
Property D3. Finally, we need to give an estimate on the size of a straight-line program
that computes the polynomials B = (b1, . . . , bm), assuming that we are given a straight-line
program Γ of size σ that computes polynomials G = (g1, . . . , gs) and the entries of F .
First, we estimate the complexity of computing the polynomials (b1, . . . , bs). For i ≤ s,
the ith polynomial bi is equal to (1− T )ai + Tgi, where ai is a product of γi linear forms in
n variables. This polynomial can be computed in O(nγi) operations in K, hence for a total
of O(n(γ1 + · · ·+ γs)) operations for (a1, . . . , as), and O(σ+n(γ1 + · · ·+ γs)) for (b1, . . . , bs).
The polynomials (bs+1, . . . , bm) are the p-minors of U = (1−T )·L+T ·F . The polynomials
λ1, . . . , λq can be computed in O(n(δ1 + · · · + δq)) operations, so that the entries of U can
be computed in O(σ + n(δ1 + · · · + δq)) operations. From that, all p-minors of U can be
deduced in O(
(
q
p
)
n3) further steps. To summarize, all polynomials in B can be computed
by a straight-line program Γ′ of size σ′ = O(σ +
(
q
p
)
n3 + n(γ1 + · · ·+ γs + δ1 + · · ·+ δq)).
31
Completing the cost analysis. We can then apply Proposition 9, whose runtime is
O (˜c5mn2 + c(e+ c5)n(σ′+n3)) operations in K; since m ≤ n+ (q
p
)
, this can be simplified as
O˜
(
c(e+ c5)n
(
σ +
(
q
p
)
n3 + n(γ1 + · · ·+ γs + δ1 + · · ·+ δq)
))
.
Since s ≤ n, γ = max(γ1, . . . , γs) and δ = max(δ1, . . . , δq), our bound becomes
O˜
(
c(e+ c5)n(σ +
(
q
p
)
n3 + n2γ + nqδ)
)
.
This can also be rewritten as
O˜
(
c(e+ c5)(σ +
(
q
p
)
n3 + n2γ + nqδ)
)
,
since one easily checks that e ≥ 2n (because by assumption we have γi ≥ 1 and δi ≥ 1), so
that n ∈ O (˜e). A last factorization shows that the bound can be simplified to
O˜
((
q
p
)
c(e+ c5)n3(σ + γ + qδ)
)
.
Using again that n ≤ log2(e), we can omit the factor n3 from the O (˜ ), and we conclude the
proof of Proposition 20. The resulting algorithm, called ColumnDegree, is described herafter.
Finally, to prove Proposition 21, we rely on the algorithm called ColumnDegree simple,
which differs from ColumnDegree, only at the last step where Algorithm Homotopy simple
is called instead of Homotopy. Hence, one applies Proposition 10, which yields a runtime
O (˜c2mn2 + c e n(σ′ + n2)) operations in K. Using again m ≤ n + (q
p
) ≤ n(q
p
)
, σ′ =
O(σ +
(
q
p
)
n3 + n(nγ + qδ)), we obtain as a bound
O˜
((
q
p
)
c2 n3 + c e n(σ +
(
q
p
)
n3 + n2γ + nqδ)
)
,
which we simplify as
O˜
((
q
p
)
c e n4(σ + γ + qδ)
)
,
taking into account that c ≤ e. Since e ≥ 2n, the term n4 can be absorbed in the O (˜ ). This
concludes the proof of Proposition 21.
6 Preliminaries for the row-degree homotopy
In this section, we work with two families of matrices of size p × q, with p ≤ q, and with
entries that are polynomials in n = q− p+ 1 variables; we prove several properties that will
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Algorithm 2 ColumnDegree(Γ)
Input: a straight-line program Γ of length σ that computes
• F ∈ K[X1, . . . , Xn]p×q with deg(fi,j) ≤ δj for all j and p ≤ q
• polynomials G = (g1, . . . , gs) in K[X1, . . . , Xn], with n = q − p+ s+ 1
Output: a zero-dimensional parametrization of the isolated points of Vp(F,G)
1. for any sequence u = (u1, . . . , us), with uj ∈ {1, . . . , γj} for all j
(a) for any subsequence j = (j1, . . . , jn−s) of (1, . . . , q)
i. for any sequence v = (v1, . . . , vn−s), with vk in {1, . . . , δk} for all k
A. compute a zero-dimensional parametrization Ri,j,v of the solution of the
system
µ1,u1 = · · · = µs,us = λj1,v1 = · · · = λjn−s,vn−s = 0
cost: O(cn3), with c = γ1 · · · γsEn−s(δ1, . . . , δq)
2. combine all (Ru,j,v)u,j,v into a zero-dimensional parametrization R
cost: O (˜cn)
3. construct a straight-line program Γ′ that computes all polynomials B
length of Γ′ is σ′ = O(σ +
(
q
p
)
n3 + n(α1 + · · ·+ αp) + n(γ1 + · · ·+ γs))
4. return Homotopy(Γ′,R)
cost: O˜(c5mn2 + c(e+ c5)n(σ′ + n3)),
with e = (γ1 + 1) · · · (γs + 1)En−s(δ1 + 1, . . . , δq + 1)
be used in our row-degree homotopy algorithm. Let α = (α1, . . . , αp) be positive integers.
The matrices we consider are
MH =

λH1,1 λ
H
1,2 · · · λH1,q
λH2,1 λ
H
2,2 · · · λH2,q
...
...
λHp,1 λ
H
p,2 · · · λHp,q
 , (2)
and matrices of a more specialized kind of the form
NH =

λH1,1 0 · · · 0 λH1,p+1 · · · λH1,q
0 λH2,2 · · · 0 λH2,p+1 · · · λH2,q
...
...
. . .
...
...
. . .
...
0 0 · · · λHp,p λHp,p+1 · · · λHp,q
 , (3)
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where the H superscript indicates that all entries are homogenous. In both cases, for all
i, j, the entry λHi,j is a product of αi homogeneous linear forms in n+ 1 variables X0, . . . , Xn
with coefficients in K (except when λHi,j is explicitly set to zero in the second case), that is,
λHi,j =
∏αi
k=1 λ
H
i,j,k.
We are interested in describing the projective algebraic sets defined in Pn(K) by the
p-minors of NH and MH (note that these minors are all homogeous). In the rest of this
section, if AH is a matrix with polynomial entries that are homogeneous in X0, . . . , Xn, we
use the notation Vt(A
H) to denote the projective set defined by its t-minors in Pn(K), for
any t ≥ 1 (we use the same notation for affine algebraic sets in those cases when the entries
of our matrices are polynomials in X1, . . . , Xn; this should cause no confusion).
Proposition 25. For generic choices of the coefficients of the linear forms λHi,j,k, the follow-
ing holds:
• the projective algebraic sets Vp(MH) and Vp(NH) have no solution at infinity (that is,
with X0 = 0);
• the Jacobian matrices of Ip(MH) and Ip(NH) with respect to (X0, . . . , Xn) have rank
n at every point of the above sets.
The bulk of this section is devoted to prove this proposition. Our strategy is to work
all along with linear forms with indeterminate coefficients, and establish the properties we
want in this context. Explicitly, we prove below properties called J2(α, q),K2(α, q) and
J4(α, q),K4(α, q), which establish the proposition. In what follows, for any ring R and any
matrix M ∈ Rp×q, if S is a subsequence of (1, . . . , p) and T a subsequence of (1, . . . , q), MS,T
is the submatrix of M obtained by keeping rows indexed by S and columns indexed by T .
We also call this the (S, T )-submatrix of M .
Let thus A = q(n+ 1)(α1 + · · ·+ αp); this is the number of coefficients needed to define
homogeneous linear forms λHi,j,k in X0, . . . , Xn, for i = 1, . . . , p, j = 1, . . . , q and k = 1, . . . , αi.
If needed, we will write A = A(α, q) to make the dependency in α and q explicit. Let then
L be the sequence of A indeterminates L = (li,j,k,r), for i, j, k as above and r = 0, . . . , n, and
define
lHi,j,k = li,j,k,0X0 + li,j,k,1X1 + · · ·+ li,j,k,nXn,
as well as
lHi,j = l
H
i,j,1 · · · lHi,j,αi ∈ K[L][X˜],
with X˜ = (X0, X1, . . . , Xn). We can then define the matrix
MHα,q =
l
H
1,1 · · · lH1,q
...
...
lHp,1 · · · lHp,q
 ∈ K[L][X˜]p×q. (4)
Remark that for all i, j, the (i, j)-th entry of MHα,q has degree αi in X˜; this matrix is thus
the “generic” model of the matrix MH seen previously.
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Given Λ = (λi,j,k,r) ∈ KA, for any polynomial F in K(L)[X˜], we write F(Λ, X˜) for the
polynomial obtained by evaluating li,j,k,r at λi,j,k,r, for all indices i, j, k, r as above, as long
as no denominator vanishes through this evaluation; the notation extends to polynomial
matrices. More generally, for a field L containing K, and Λ in LA, the notation F(Λ, X˜) is
defined similarly.
Let next A′ = n(n+1)(α1 + · · ·+αp); as above, we will write A′ = A′(α, q) when needed.
Let L′ ⊂ L be the sequence of A′ indeterminates L′ = (li,j,k,r), for indices i, j, k, r as follows:
i is in {1, . . . , p}, j is in {i, p + 1, . . . , q}, and as previously, k is in {1, . . . , αi} and r is in
{0, . . . , n}. Remark that the polynomials lHi,j, for i, j as above, are in K[L′][X˜] ⊂ K[L][X˜],
and allow us to define
NHα,q =
l
H
1,1 0 0 l
H
1,p+1 · · · lH1,q
...
. . .
...
...
...
0 0 lHp,p l
H
p,p+1 · · · lHp,q
 ∈ K[L′][X˜]p×q. (5)
For Λ′ ∈ KA′ and F in K(L′)[X˜], the notation F(Λ′, X˜) is defined as in the case of polyno-
mials over K(L) described previously.
6.1 Setting up the recurrences
The basic idea behind the proofs below is the following: to prove that a property such as
rank-deficiency holds for a matrix MHα,q, we prove that it holds for a matrix of the form N
H
α,q,
and use an openness property. To prove that property for the latter matrices, we proceed by
induction, relying on the presence of the left-hand diagonal block. Indeed, for a matrix such
as NHα,q to be rank-deficient at x˜ ∈ Pn(K(L′)), at least one of lH1,1, . . . , lHp,p must vanish at x˜.
Suppose for instance that lH1,1(x˜) = l
H
2,2(x˜) = 0, while all other terms are non-zero.
Then, the ((1, 2), (p + 1, . . . , q))-submatrix of NHα,q(x˜) itself must be rank-deficient. The
constraints lH1,1(x˜) = l
H
2,2(x˜) = 0 give us two linear equations, which allow us to eliminate
two coordinates of x˜, say Xn−1 and Xn. We can perform the corresponding substitution in
the above submatrix, and we are left with a matrix of size 2 × (n − 1) that is of the form
MH(α1,α2),n−1(H, (X0, . . . , Xn−2)), with entries depending on X0, . . . , Xn−2, for some vector of
coefficients H obtained through the elimination of Xn−1 and Xn. We can then invoke our
induction assumption on the latter matrix.
To formalize this process, for a subsequence i = (i1, . . . , iκ) of (1, . . . , p), we call the
(i, (p+ 1, . . . , q))-submatrix of NHα,q the submatrix of N
H
α,q associated to i; it consists of the
rows of NHα,q indexed by i and columns p+ 1, . . . , q. For such an i, we let Ri be the set of all
tuples r = (r1, . . . , rκ), with r1 in {1, . . . , αi1}, . . . , rκ in {1, . . . , αiκ}; for any k in {1, . . . , κ},
rk will be the index of the factor l
H
ik,ik,rk
of lHik,ik we cancel. For given i and r, we will let
L′i,r ⊂ L′ be the indeterminates corresponding to the coefficients of lHi1,i1,r1 , . . . , lHiκ,iκ,rκ , and
of all entries lHi1,p+1, . . . , l
H
iκ,q of the submatrix associated to i in N
H
α,q.
By Gaussian elimination, we can rewrite the homogeneous linear equations lHi1,i1,r1 = · · · =
lHiκ,iκ,rκ = 0 as
Xn−κ+1 = fn−κ+1,i,r(X0, . . . , Xn−κ), . . . , Xn = fn,i,r(X0, . . . , Xn−κ), (6)
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for some homogeneous linear forms fn−κ+1,i,r, . . . , fn,i,r of (X0, . . . , Xn−κ) with coefficients in
K(L′i,r). Applying this substitution in the entries of the submatrix of N
H
α,q associated to i
gives us the κ× (n−1) matrix MHαi,n−1(Hi,r, X˜ ′), with αi = (αi1 , . . . , αiκ), whose entries are
products of homogeneous linear forms in X˜ ′ = (X0, . . . , Xn−κ), and where Hi,r is a vector of
A(αi, n− 1) elements in K(L′i,r).
The main result we will use in this section is the following lemma, which summarizes
how the above process allows us to describe the projective zero-set of t-minors of NHα,q, for
any t ≤ p. This will be the basis of several recursions.
Lemma 26. For t in {1, . . . , p}, Vt(NHα,q) ⊂ Pn(K(L′)) is the union of the sets{
(x˜′, fn−κ+1,i,r(x˜′), . . . , fn,i,r(x˜′)) | x˜′ ∈ Vκ−(p−t)(MHαi,n−1(Hi,r, X˜ ′)) ⊂ Pn−κ(K(L′))
}
, (7)
for i = (i1, . . . , iκ) of length κ ∈ {p − t + 1, . . . ,min(p, n − 1)} and r in Ri, and with
X˜ ′ = (X0, . . . , Xn−κ), together with
{(1, f1,i,r(1), . . . , fn,i,r(1))}
if t = p and n ≤ p, with i = (i1, . . . , in) and r in Ri.
We have to write a special case for t = p and n ≤ p in the last part of the lemma, since
taking i = (i1, . . . , in) of length κ = n in (7) would lead to consider points in P0(K(L′)).
Proof. A point x˜ ∈ Pn(K(L′)) belongs to Vt(NHα,q) if and only if some diagonal terms of
NHα,q vanish at x˜, say l
H
ik,ik
(x˜) = 0 for k = 1, . . . , κ (all other lHi,i(x˜) being non-zero), and if
the submatrix of NHα,q associated to i = (i1, . . . , iκ) has rank less than κ − (p − t) at x˜. In
particular, we must have κ− (p− t) > 0, that is, κ ≥ p− t+ 1.
For k = 1, . . . , κ, lHik,ik(x˜) = 0 if and only if there exists rk in {1, . . . , αik} such that
lHik,ik,rk(x˜) = 0. Thus, x˜ is in Vt(N
H
α,q) if and only if there exists a subsequence i = (i1, . . . , iκ)
of (1, . . . , p), with κ ≥ p − t + 1, and r = (r1, . . . , rκ) in Ri such that lHi1,i1,r1(x˜) = · · · =
lHiκ,iκ,rκ(x˜) = 0 and the submatrix of N
H
α,q associated to i has rank less than κ− (p− t) at x˜.
Applying (6), we deduce that the coordinates (x0, . . . , xn) of x˜ satisfy
xn−κ+1 = fn−κ+1,i,r(x˜′), . . . , xn = fn,i,r(x˜′),
with x˜′ = (x0, . . . , xn−κ). In particular, κ ≤ n, since otherwise this linear system would
have no solution (recall that the coefficients are algebraically independent indeterminates).
Remark also that x˜′ is a well-defined element of Pn−κ(K(L′)), that is, it is not identically
zero, since otherwise x˜ would vanish as well.
For i = (i1, . . . , iκ) with κ ≤ n − 1, applying the above substitution in the sub-
matrix of NHα,q associated to i (which has size κ × (n − 1)), the rank condition above
becomes that MHαi,n−1(Hi,r, X˜
′) has rank less than κ − (p − t) at x˜′, that is, x˜′ is in
Vκ−(p−t)(MHαi,n−1(Hi,r, X˜
′)). In this case, we are done.
When κ = n, that is, i = (i1, . . . , in) (this can happen only if n ≤ p), the linear equations
above determine x˜ entirely; setting x0 = 1, we obtain x1 = f1,i,r(1), . . . , xn = fn,i,r(1). In
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this case, the submatrix of NHα,q associated to i has size n× (n−1). Using the specialization
of the coefficients that sets the off-diagonal entry to 0 and the ith diagonal entries to Xαi0 ,
i = 1, . . . , n − 1, we see that its evaluation at x˜ has rank n − 1; as a result NHα,q has
rank p − 1 at x˜. Thus, we need to take κ = n into account only if t = p, that is, if we
are interested in the maximal minors; in this case, we have to take into account the point
{(1, f1,i,r(1), . . . , fn,i,r(1))}.
6.2 Solutions with higher rank defect
We discuss here the case t = p − 1. We take parameters α = (α1, . . . , αp) and q, with
2 ≤ p ≤ q, and we write A = A(α, q) and A′ = A′(α, q); we will establish the following
properties.
J1(α, q). The projective algebraic set Vp−1(MHα,q) ⊂ Pn(K(L)) is empty.
K1(α, q). The projective algebraic set Vp−1(NHα,q) ⊂ Pn(K(L′)) is empty.
The first step of the proof is to establish that for α and q as above, K1(α, q) implies J1(α, q).
Let us thus fix α and q. Assumption K1(α, q) implies that Vp−1(NHα,q(Λ
′, X˜)) is empty for
a generic Λ′ in KA
′
. We will prove that Vp−1(MHα,q(Λ, X˜)) is empty for a generic Λ in K
A,
which in turn establishes J1(α, q).
Consider the ideal Ip−1(MHα,q) in the polynomial ring K[L, X˜] in A+n+1 variables. This
ideal defines an algebraic set Zα,q in K
A × Pn(K), and we let ∆α,q ⊂ KA be its projection
on the first factor: this is the set of all Λ such that Vp−1(MHα,q(Λ, X˜)) is not empty. Because
the source is a projective space, ∆α,q is closed (so its complement is open), and we just have
to verify that it is not equal to the whole KA. This follows readily from property K1(α, q),
which proves that generic matrices of the form NHα,q(Λ
′, X˜) do not belong to ∆α,q, so J1(α, q)
holds.
We finish the proof by induction. We first take p = q and consider K1(α, q). In this case,
n = 1 and NHα,q is a diagonal matrix, whose diagonal entries are products of linear forms in
(X0, X1) with indeterminate coefficients. Hence, no pair of entries N
H
α,q have any common
solution in P1(K(L′)), so the rank of NHα,q is at least p−1 at any x˜ ∈ P1(K(L′)). As a result,
K1(α, p) holds, and so does J1(α, p), by the claim in the previous paragraph.
Consider next a pair (α, q), with α = (α1, . . . , αp) and 2 ≤ p < q, and suppose that
J1(α
′, q′) holds for all (α′, q′) with α′ = (α′1, . . . , α
′
p′), 2 ≤ p′ ≤ q′, p′ ≤ p and q′ < q; we
prove that K1(α, q) holds (as above, this will also imply J1(α, q)).
Take t = p− 1 in Lemma 26. Then, the parameters (κ− (p− t),αi, n− 1) used in each
expression (7) are of the form (κ − 1,αi, n − 1), with 2 ≤ κ ≤ min(p, n − 1). Since the
A(αi, n − 1) entries of Hi,r are algebraically independent over K, K(Hi,r) is isomorphic to
K(λu,j,k,r), for u = 1, . . . , κ, j = 1, . . . , n − 1, k = 1, . . . , αiu and r = 0, . . . , n − κ, so that
Vκ−1(MHαi,n−1(Hi,r, X˜
′)) has the same cardinality as Vκ−1(MHαi,n−1). As a result, since αi
has length κ ≥ 2, and since we also have κ ≤ n− 1, κ ≤ p and n− 1 < q, we can apply the
induction hypothesis and deduce that all Vκ−1(MHαi,n−1(Hi,r, X˜
′)) appearing in Lemma 26
are empty. This in turn implies that Vp−1(NHα,q) is empty, as claimed.
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6.3 Solutions at infinity
Next, we focus on the case t = p. We take parametersα = (α1, . . . , αp) and q, with 1 ≤ p ≤ q,
and we write A = A(α, q) and A′ = A′(α, q); then, we prove the following properties.
J2(α, q). The projective algebraic set Vp(M
H
α,q) ⊂ Pn(K(L)) has no point satisfying X0 = 0.
K2(α, q). The projective algebraic set Vp(N
H
α,q) ⊂ Pn(K(L′)) has no point satisfying X0 = 0.
In particular, this implies that these sets are finite. We will prove these properties as we
did in the previous paragraph; the first step is thus to establish that for α and q as above,
K2(α, q) implies J2(α, q).
Let us thus fix α and q, and assume that K2(α, q) holds. We prove that Vp(M
H
α,q(Λ, X˜))
has no point at infinity for a generic Λ in KA; this will imply J2(α, q). Consider the ideal
generated by Ip(M
H
α,q) and X0 in the polynomial ring K[L, X˜] in A+ n+ 1 variables. This
ideal defines an algebraic set Z ′α,q in K
A×Pn(K), and we let ∆′α,q ⊂ KA be its projection on
the first factor: this is thus the set of all Λ in KA such that Vp(MHα,q(Λ, X˜)) has a point at
infinity. Because the source is a projective space, ∆′α,q is closed (so its complement is open),
and we just have to verify that it is not equal to the whole KA. This follows from property
K2(α, q), which implies that matrices of the form N
H
α,q(Λ
′, X˜), for generic Λ′ in KA
′
, do not
belong to ∆′α,q.
Again, we finish the proof by induction. We first take p = q, and we prove that K2(α, q)
holds (J2(α, q) will follow, by the previous paragraph). In this case, n = 1 and N
H
α,q is a
diagonal matrix, whose diagonal entries are products of homogeneous linear forms in (X0, X1)
with indeterminate coefficients. Then, NHα,q has rank less than p at x˜ ∈ P1(K(L′)) if and
only if one of the linear factors of some diagonal term vanishes at x˜. None of these linear
forms has a projective root at infinity, so we are done.
Consider next a pair (α, q), with α = (α1, . . . , αp) and 1 ≤ p ≤ q and suppose that
J2(α
′, q′) holds for all (α′, q′) with α′ = (α′1, . . . , α
′
p′), 1 ≤ p′ ≤ q′, p′ ≤ p and q′ < q; we
prove that K2(α, q) holds; as above, this will imply J2(α, q).
Take t = p in Lemma 26. We first deal with the last contribution, corresponding to
i = (i1, . . . , in), and thus κ = n: by design, the corresponding point is not at infinity. For
the other contributions, the parameters (κ − (p − t),αi, n − 1) used in (7) are of the form
(κ,αi, n−1), with αi of length κ ∈ {1, . . . ,min(p, n−1)}; since all conditions 1 ≤ κ ≤ n−1,
κ ≤ p and n − 1 < q are satisfied, we can invoke the induction assumption. Since the
coefficients Hi,r are algebraically independent, we deduce that none of the projective sets
Vκ(M
H
αi,n−1(Hi,r, X˜
′)) appearing in Lemma 26 has any point with X0 = 0. As a consequence,
Vp(N
H
α,q) has no point at infinity either, as claimed.
6.4 Refining J1
The following is a strengthening of property J1 above. That property asserts that for any x˜
in Pn(K(L)), the p×q matrix MHα,q(x˜) has rank at least p−1, so that there exists a non-zero
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(p− 1)-minor in this matrix. We claim that actually, each (p− 1)× q submatrix of MHα,q(x˜)
has rank p− 1.
To rephrase this, consider α = (α1, . . . , αp) and q, with 1 ≤ p ≤ q, together with
a matrix mHα,q, built as M
H
α,q before, but using products of homogeneous linear forms in
(n− 1) + 1 = q − p+ 1 variables X0, . . . , Xn−1, instead of n+ 1 variables X0, . . . , Xn. Such
a matrix takes the form
mHα,q =
g
H
1,1 · · · gH1,q
...
...
gHp,1 · · · gHp,q
 ∈ K[G][X0, . . . , Xn−1]p×q, (8)
with
gHi,j,k = gi,j,k,0X0 + gi,j,k,1X1 + · · ·+ gi,j,k,n−1Xn−1,
and
gHi,j = g
H
i,j,1 · · · gHi,j,αi ∈ K[G][X0, . . . , Xn−1],
where G = (gi,j,k,`) are indeterminates, for i = 1, . . . , p, j = 1, . . . , q, k = 1, . . . , αi and
` = 0, . . . , n − 1; we let B = qn(α1 + · · · + αp) be the total number of coefficients gi,j,k,`
involved. In this context, the following property could be proved by induction as in the
other cases, but a direct proof is available.
J3(α, q). The projective algebraic set Vp(m
H
α,q) ⊂ Pn−1(K(G)) is empty.
To prove this property, take α = (α1, . . . , αp) and q as above. If q = p, we have n = 1, so the
(i, j) entry of mhα,q has the form gi,j,1,0 · · · gi,j,αi,0Xαi0 ; hence, the determinant of this matrix
is non-zero, and the claim follows.
We can thus suppose q > p, so that q − 1 ≥ p. Then, the ((1, . . . , p), (1, . . . , q − 1))-
submatrix of mHα,q is of the form M
H
α,q−1, with entries depending on A(α, q− 1) parameters.
Let (ci)i∈I be the p-minors of mHα,q built by taking p − 1 of the first q − 1 columns of mHα,q,
together with its last column. Any such minor can be expanded along the last column
as ci = g
H
1,qci,1 + · · · + gHp,qci,p, where gH1,q, . . . , gHp,q are the entries of the last column, and
ci,1, . . . , ci,p are (p−1)-minors from MHα,q−1. Remark that (ci,j)i∈I,1≤j≤p are all (p−1)-minors
of MHα,q−1 (if p = 1, we have I = {1} and c1 = gH1,q, with c1,1 = 1).
By J2(α, q − 1), we deduce that Vp(MHα,q−1) ⊂ Pn−1(K(G)) is finite. For all other points
x˜ in Pn−1(K(G)), MHα,q−1 has full rank p at x˜, and thus so does mHα,q. Hence, we can focus
on the points in Vp(M
H
α,q−1). Consider a point x˜ in this set; in particular, by J2(α, q − 1),
we can take its first coordinate x0 equal to 1. Using J1(α, q − 1), together with our remark
on the (p − 1)-minors of MHα,q−1, we deduce that not all minors (ci,j)i∈I,1≤j≤p vanish at x˜.
Suppose thus that ci0,j0(x˜) 6= 0; we prove that ci0(x˜) 6= 0, which is enough to conclude.
Let us split the B indeterminates G into G1 and G2, where G1 has cardinality B1 =
A(α, q − 1) and corresponds to the coefficients used in the entries gH1,1, . . . , gHp,q−1 in MHα,q,
and G2 of cardinality B2 = B − B1 stands for the coefficients of the entries gH1,q, . . . , gHp,q in
the last column of mHα,q. Let us further write
ci0(x˜) = g
H
1,q(x˜)ci0,1(x˜) + · · ·+ gHp,q(x˜)ci0,p(x˜).
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Since Vp(M
H
α,q−1) is finite, the coordinates of x˜ are algebraic over K(G1). Thus, since x0 = 1,
the polynomial gHj0,q(x˜) ∈ K(G1)[G2] admits gj0,q,1,0 · · · gj0,q,αj0 ,0 as a specialization, by setting
to zero all coefficients gj0,q,k,`, for k = 1, . . . , αj0 and ` = 1, . . . , n − 1 (remark that these
coefficients belong to G2). For j 6= j0, gHj,q(x˜) ∈ K(G1)[G2] admits 0 as a specialization, by
setting to zero all coefficients gj,q,k,`, for k = 1, . . . , αj and ` = 0, . . . , n − 1 (again, these
coefficients belong to G2).
The coefficients ci0,j(x˜) are algebraic over K(G1), so that ci0(x˜) is in K(G1)[G2]. By the
previous discussion, it admits
gj0,q,1,0 · · · gj0,q,αj0 ,0ci0,j0(x˜)
as a specialization, which is non-zero. Thus, ci0(x˜) is non-zero, as claimed.
6.5 Multiplicity of the solutions
The following is the last property we prove for matrices MHα,q and N
H
α,q. Again, we take
parameters α = (α1, . . . , αp) and q, with 1 ≤ p ≤ q, and we write A = A(α, q) and
A′ = A′(α, q); we will establish the following.
J4(α, q). The Jacobian matrix of the p-minors of M
H
α,q with respect to X˜ = (X0, . . . , Xn)
has rank n at all points in Vp(M
H
α,q).
K4(α, q). The Jacobian matrix of the p-minors of N
H
α,q with respect to X˜ = (X0, . . . , Xn)
has rank n at all points in Vp(N
H
α,q).
As for other proofs involving both MHα,q and N
H
α,q, we first show that K4(α, q) implies J4(α, q).
We fix α and q, and we assume that K4(α, q) holds. Consider the ideal of the polynomial
ring K[L, X˜] in A + n + 1 variables generated by the p-minors of MHα,q, together with the
n-minors of the Jacobian matrix of these equations with respect to (X0, . . . , Xn). This ideal
defines an algebraic set Z ′′α,q in K
A× Pn(K), and we let ∆′′α,q ⊂ KA be its projection on the
first factor. By construction, for Λ in KA −∆′′α,q, the Jacobian matrix of Mp(MHα,q(Λ, X˜))
has rank n at any x˜ in Vp(M
H
α,q(Λ, X˜)). As before, because the source is a projective space,
∆′′α,q is closed (so its complement is open), and we just have to verify that it is not equal to
the whole KA. This follows from property K4(α, q), which proves that generic matrices of
the form NHα,q do not belong to ∆
′′
α,q.
Again, we finish the proof by induction. We first take p = q, and we prove that K4(α, q)
holds (J4(α, q) will follow, by the previous paragraph). In this case, n = 1 and N
H
α,q is
a diagonal matrix, whose diagonal entries are products of homogeneous linear forms lHi,i
depending on (X0, X1) and with indeterminate coefficients. The ideal Ip(N
H
α,q) is generated
by the product of the terms lHi,i, which admits no repeated factors; the conclusion follows.
Consider next a pair (α, q), with α = (α1, . . . , αp) and 1 ≤ p ≤ q and suppose that
J4(α
′, q′) holds for all (α′, q′) with α′ = (α′1, . . . , α
′
p′), 1 ≤ p′ ≤ q′, p′ ≤ p and q′ < q; we
prove that K4(α, q) holds; this will imply J4(α, q).
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We take t = p in the formula of Lemma 26, and we first deal with the terms in (7). Thus,
we choose a subsequence i = (i1, . . . , iκ) of (1, . . . , p), with 1 ≤ κ ≤ min(p, n−1), and indices
r = (r1, . . . , rκ), with 1 ≤ rk ≤ αik for all k. We prove that the Jacobian matrix of the p-
minors of NHα,q with respect to X˜ = (X0, . . . , Xn) has rank n at all points x˜ = (x0, . . . , xn)
of Vp(N
H
α,q) such that x˜
′ = (x0, . . . , xn−κ) is in Vκ(MHαi,n−1(Hi,r, X˜
′)) ⊂ Pn−κ(K(L′)), and
such that
xn−κ+1 = fn−κ+1,i,r(x˜′), . . . , xn = fn,i,r(x˜′). (9)
By Lemma 26, taking all such x˜ into account, for all i and r, will cover all points in
Vp(N
H
α,q), up to the exception of those points obtained from κ = n, which will admit a
simpler treatment. For simplicity, we continue the proof with i = (1, . . . , κ), so that we have
αi = (α1, . . . , ακ).
We are going to exhibit some polynomials that belong to Ip(N
H
α,q), for which we can
control the rank of the Jacobian at x˜. First, we prove that for i in {1, . . . , κ} and r in
{1, . . . , αi} − {ri}, as well as i in {κ + 1, . . . , p} and r in {1, . . . , αi}, the value lHi,i,r(x˜) is
non-zero. We subdivide the indeterminates L′ into L′i,r and L
′′
i,r, where L
′
i,r corresponds to
the coefficients involved in lHi,i,ri , for i = 1, . . . , κ, and in the submatrix of N
H
α,q associated to
i, and L′′i,r are the other coordinates. By J2(αs, n− 1), Vκ(MHαi,n−1(Hi,r, X˜ ′)) is finite; as a
result, since all entries of Hi,r are in K(L
′
i,r), all coordinates of x˜ are algebraic over K(L
′
i,r).
For i, r as above, the coefficients of the equation
lHi,i,r = li,i,r,0X0 + li,i,r,1X1 + · · ·+ li,i,r,nXn
are in K(L′′i,r), thus algebraically independent over the field of definition of x˜, so that l
H
i,i,r(x˜)
is non-zero.
Remark 27. This implies in particular that the union in Lemma 26 is disjoint.
In the following two paragraphs, assume κ ≥ 2 and take i in {1, . . . , κ}. We can then
define i∗ = (1, . . . , i− 1, i + 1, . . . , κ), α∗ = (α1, . . . , αi−1, αi+1, . . . , ακ), and we call NHi the
submatrix of NHα,q associated to i
∗; this is a matrix with κ− 1 rows (indexed by i∗ in NHα,q)
and n− 1 columns (of indices p+ 1, . . . , q in NHα,q).
We prove that there exists a (κ−1)-minor ci of NHi such that ci(x˜) 6= 0. Let indeed mHi be
the matrix obtained by applying the substitution (9) in NHi . This matrix has κ−1 rows and
n− 1 columns; its entries are products of linear forms in (n− κ) + 1 variables X0, . . . , Xn−κ,
with coefficients that are algebraically independent over K. We can thus apply J3(α
∗, n− 1)
to mHi , and deduce that this matrix has full rank κ− 1 at x˜′. Thus, NHi has rank κ− 1 at
x˜, from which the existence of the minor ci follows. If κ = 1, we define c1 = 1.
We next deduce that for i in {1, . . . , κ}, there exists a polynomial of the form bilHi,i,ri in
the ideal Ip(N
H
α,q), with bi(x˜) 6= 0. Indeed, we consider the p-minor of NHα,q obtained by
taking the columns i,κ + 1, . . . , p, and all κ − 1 columns in the (κ − 1)-minor ci (if κ = 1,
there is no need to consider such columns). Using the factorization
lHi,i = βil
H
i,i,ri
, with βi = l
H
i,i,1 · · · lHi,i,ri−1lHi,i,ri+1 · · · lHi,i,αi ,
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that minor evaluates to
bil
H
i,i,ri
with bi = βil
H
κ+1,κ+1 · · · lHp,pci.
Hence, bi l
H
i,i,ri
belongs to Ip(N
H
α,q), and by the discussion of the three previous paragraphs,
bi(x˜) 6= 0, as claimed. In what follows, we write b = b1 · · · bκ, so that b(x˜) 6= 0 and b lHi,i,ri is
in Ip(N
H
α,q). This in turn implies that all polynomials
b(Xn−κ+1 − fn−κ+1,i,r(X˜ ′)), . . . , b(Xn − fn,i,r(X˜ ′))
are in Ip(N
H
α,q) as well.
Similarly, for every κ-minor η of the submatrix of NHα,q associated to i, the polynomial
lHκ+1,κ+1 · · · lHp,p η belongs to Ip(NHα,q). Thus, b η is in Ip(NHα,q) as well.
As a result, the polynomial b η(X˜ ′, fn−κ+1,i,r(X˜ ′), . . . , fn,i,r(X˜ ′)) belongs to Ip(NHα,q).
Now, γ = η(X˜ ′, fn−κ+1,i,r(X˜ ′), . . . , fn,i,r(X˜ ′)) is one of the κ-minors of MHαi,n−1(Hi,r, X˜
′),
and all κ-minors of this matrix are obtained this way. To summarize, we have proved that
b lH1,1,r1 , . . . , b l
H
κ,κ,rκ and b γ, for all κ-minors γ of M
H
αi,n−1(Hi,r, X˜
′)
are in Ip(N
H
α,q), with b(x˜) 6= 0. The Jacobian matrix of these polynomials at x˜ is, up
to the non-zero constant b(x˜), equal to that of lH1,1,r1 , . . . , l
H
κ,κ,rκ (which is simply a matrix
of constants), and of all κ-minors γ. Using our induction assumption, we know that the
Jacobian matrix of the ideal of κ-minors γ with respect to X˜ ′ has rank n − κ at x˜′. As a
result, the larger Jacobian matrix of all equations above has rank n at x˜, as claimed.
It remains to deal with the case κ = n, for n ≤ p; as above, we may simplify the discussion
by assuming that i = (1, . . . , n). In this case, the discussion is simpler: proceeding as above,
but dealing only with the polynomials lH1,1, . . . , l
H
n,n, we obtain the fact that equations of the
form b lH1,1,r1 , . . . , b l
H
n,n,rn belong to Ip(N
H
α,q), with b(x˜) 6= 0. The conclusion follows directly.
6.6 An algorithm
We conclude this section with an algorithm RowDegreeDiagonal, that applies the decom-
position in Lemma 26, in the case t = p, to non-homogeneous matrices. Indeed, while
homogeneity is used at several steps in the proof (and will be needed again when we apply
this result), our main algorithm deals with matrices without a homogeneous structure. Thus
we will consider a matrix N as in (3), but with X0 = 1. Explicitly, we have
N =

λ1,1 0 · · · 0 λ1,p+1 · · · λ1,q
0 λ2,2 · · · 0 λ2,p+1 · · · λ2,q
...
...
. . .
...
...
. . .
...
0 0 · · · λp,p λp,p+1 · · · λp,q
 , (10)
where for all i, j, λi,j is the product of αi linear forms (λi,j,k)1≤k≤αi with coefficients in K,
in variables X1, . . . , Xn. By Proposition 25, we deduce that for a generic choice of the
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coefficients of these linear forms, Vp(N) ⊂ Kn is a finite set, whose structure is given by
Lemma 26. Besides, oberve that all points of Vp(N) are simple and isolated (this is an
immediate consequence of the second assertion of Proposition 25).
Algorithm RowDegreeDiagonal below takes as input the linear forms (λi,j,k) and computes
a zero-dimensional parametrization of Vp(N). In the algorithm, we assume the existence
of a subroutine RowDegree simple(Γ) which takes as input a straight-line program Γ that
computes a polynomial matrix F and a system of equations G, and solves Problem (2) for
this input using a row-degree homotopy. We give such an algorithm in the next section. We
denote by Trow(σ,γ,α, q) the time spent by RowDegree simple(Γ) on input a straight-line
program of length σ that computes F with row degrees α = (α1, . . . , αp) and q columns, and
G = (g1, . . . , gs) of degrees γ = (γ1, . . . , γs).
We will be use here the particular case of subroutine RowDegree simple where the input
matrix has the form
M =

λ1,1 λ1,2 · · · λ1,q
λ2,1 λ2,2 · · · λ2,q
...
...
λp,1 λp,2 · · · λp,q
 , (11)
where for all i, j, λi,j is the product of αi (non necessarily homogeneous) linear forms
(λi,j,k)1≤k≤αi in n variables X1, . . . , Xn. In this case, each entry λi,j can be computed in
O(nαi) operations in K, so that the whole matrix M can be computed by a straight-line
program of length O(nq(α1 + · · ·+αp)). In this case there are no additional equations G, so
we denote the cost of Algorithm RowDegree simple for such input by
TM,row(α, q) = Trow(nq(α1 + · · ·+ αp), (),α, q). (12)
We conclude this section with the cost analysis of Algorithm RowDegreeDiagonal.
Lemma 28. Let Sn(α1, . . . , αp) be the degree n complete symmetric function of (α1, . . . , αp).
The total cost of RowDegreeDiagonal((λi,j,k)i,j,k) is∑
i=(i1,...,iκ)
κ≤min(n−1,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), n− 1) +O˜
(
n3(c′ + Sn(α1, . . . , αp))
)
,
where c′ is the cardinality of Vp(N).
Proof. The cost reported at each step in the pseudo-code is the total amount of time spent
there, over all iterations (the sums in the first loop are for κ ≤ min(n − 1, p), the ones in
the second loop for κ = n if n ≤ p). Several steps are straightforward to analyze; we briefly
comment on a few others.
Step 1(a)ii uses the linear forms (fj,i,r)n−κ+1≤j≤n to construct a straight-line program Γi,r
that computes the entries of Mi,r. This is done by computing the coefficients of the linear
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Algorithm 3 RowDegreeDiagonal((λi,j,k)i,j,k)
Input: linear forms (λi,j,k)i,j,k making up the entries of N ∈ K[X1, . . . , Xn]p×q as in (10),
with p ≤ q and n = q − p+ 1
Output: a zero-dimensional parametrization R of Vp(N)
1. for any subsequence i = (i1, . . . , iκ) of (1, . . . , p) with 1 ≤ κ ≤ min(n− 1, p)
(a) for any sequence r = (r1, . . . , rκ), with rk in {1, . . . , αk} for all k
i. apply Gaussian elimination to the system λi1,i1,r1 = · · · = λiκ,iκ,rκ = 0 to
rewrite (Xn−κ+1, . . . , Xn) as linear forms (fj,i,r)n−κ+1≤j≤n in (X1, . . . , Xn−κ).
cost: O(
∑
i,r n
3)
ii. construct a straight-line program Γi,r that computes the matrix Mi,r ∈
K[X1, . . . , Xn−κ]κ×(n−1) obtained by substituting (fj,i,r)n−κ+1≤j≤n into
Ni,(p+1,...,q). The length of Γi,r is O(κn(αi1 + · · ·+ αiκ)).
cost: O(
∑
i,r(αi1 + · · ·+ αiκ)n3)
iii. R ′i,r ← RowDegree simple(Γi,r) (points have coordinates (X1, . . . , Xn−κ))
cost:
∑
i,r TM,row((αi1 , . . . , αiκ), n− 1)
iv. deduce Ri,r from R ′i,r by adding the expressions for (Xn−κ+1, . . . , Xn)
cost: O(
∑
i,r c
′
i,rn
2)
2. if n ≤ p, for any subsequence i = (i1, . . . , in) of (1, . . . , p)
(a) for any sequence r = (r1, . . . , rn), with rk ∈ {1, . . . , αk} for all k
i. let xi,r be the solution of the system λi1,i1,r1 = · · · = λin,in,rn = 0
cost: O(
∑
i,r n
3)
ii. create a zero-dimensional parametrization Ri,r such that Z(Ri,r) = {xi,r}
cost: O(
∑
i,r n)
3. combine all (Ri,r)i,r into the output R
cost: O (˜
∑
i,r c
′
i,rn)
forms in (X1, . . . , Xn−κ) obtained after substitution. Each linear form requires a matrix-
vector product with a matrix of size (n − κ) × n, for O(n2) operations, whence a total of
O((αi1 + · · ·+ αiκ)n3) for all entries.
Step 1(a)iv consists in adding κ coordinates (Xn−κ+1, . . . , Xn) to a zero-dimensional
parametrization in variables X1, . . . , Xn−κ, where (Xn−κ+1, . . . , Xn) are known as linear
forms (fj,i,r)n−κ+1≤j≤n in (X1, . . . , Xn−κ): this is done by means of a matrix product in
size (κ×n−κ) by (n−κ×c′i,r), where c′i,r is the cardinality of Vκ(Mi,r), for i = (i1, . . . , iκ).
The cost is thus O(c′i,rn2); the sum of these costs is thus O(c′n2), since the sum of all c′i,r
is equal to c′ by Remark 27.
The combination in the last step is done by fast Chinese Remaindering, in quasi-linear
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time O (˜
∑
i,r c
′
i,rn), which is O (˜c
′n). Thus, the total runtime is∑
i=(i1,...,iκ)
r=(r1,...,rκ)
κ≤min(n−1,p)
TM,row((αi1 , . . . , αiκ), n− 1)
+O˜
c′n2 +
∑
i=(i1,...,iκ)
r=(r1,...,rκ)
κ≤min(n−1,p)
(αi1 + · · ·+ αiκ)n3 +
∑
i=(i1,...,in)
r=(r1,...,rn)
n3
 .
The costs reported in the sums do not depend on r, so that this can be rewritten as∑
i=(i1,...,iκ)
κ≤min(n−1,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), n− 1)
+O˜
c′n2 + ∑
i=(i1,...,iκ)
κ≤min(n−1,p)
αi1 · · ·αiκ(αi1 + · · ·+ αiκ)n3 +
∑
i=(i1,...,in)
αi1 · · ·αinn3
 .
The final simplification comes from noting that
∑
i αi1 · · ·αiκ(αi1 + · · ·+ αiκ), for i a subse-
quence of (1, . . . , p) of length κ ≤ min(n − 1, p), is bounded from above by Sn(α1, . . . , αp).
The same holds for the second sum (which is empty if n > p).
7 The row-degree homotopy
We now give algorithms to solve Problems (1) and (2) whose runtime will depend on the
row-degrees of the input matrix F . These algorithms are more complex than the ones in
Section 5, due to their recursive nature. This boils down to the fact that the start system we
use for the homotopy must itself be solved by means of several homotopies of smaller size,
along the lines of the discussion in the previous section.
Again, we are given a matrix F = [fi,j] ∈ K[X1, . . . , Xn]p×q and polynomials G =
(g1, . . . , gs) in K[X1, . . . , Xn], with p ≤ q and n = q− p+ s+ 1, and we want to compute the
isolated points (or the simple points) of Vp(F,G), with
Vp(F,G) = {x ∈ Kn | rank(F (x)) < p and g1(x) = · · · = gs(x) = 0}.
We are now interested in designing algorithms for computing the isolated points or the
simple points of Vp(F,G) whose cost depends on the row degrees α1 = rdeg(F, 1), . . . , αp =
rdeg(F, p); with this notation, deg(fi,j) ≤ αi holds for all i, j. As in Section 5, we write
γ1 = deg(g1), . . . , γs = deg(gs) and we let α = max(α1, . . . , αp) and γ = max(γ1, . . . , γs). We
start by stating our first result on computing the isolated points of Vp(F,G). Recall in what
follows that where Sn−s is the complete homogeneous symmetric function of degree n− s.
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Proposition 29. Suppose that the matrix F ∈ K[X1, . . . , Xn]p×q and the polynomials G =
(g1, . . . , gs) in K[X1, . . . , Xn] are given by a straight-line program of length σ. Then, the
multiplicities of the isolated points of Vp(F,G) are at most c
′ = γ1 · · · γsSn−s(α1, . . . , αp).
Assume that all γi’s and αj’s are at least equal to 1, and let e
′ = (γ1 + 1) · · · (γs +
1)Sn−s(α1 + 1, . . . , αp+ 1), α = max(α1, . . . , αp) and γ = max(γ1, . . . , γs). Then, there exists
a randomized algorithm that computes the isolated points of Vp(F,G) using
O˜
((
q
p
)
c′(e′ + c′5)(σ + γ + pα)
)
operations in K.
We state now the complexity result for computing the simple points of Vp(F,G).
Proposition 30. Reusing the notations introduced above, there exists a randomized algo-
rithm that computes the simple points of Vp(F,G) using
O˜
((
q
p
)
c′e′(σ + γ + pα)
)
operations in K.
These propositions complete the proofs of Theorems 1, 2 and 3.
7.1 Setting up the homotopy
We are again going to rely on the algorithm of Section 3. As in Section 5, we let
C = (c1, . . . , cs, cs+1 . . . , cm) be such that (c1, . . . , cs) = (g1, . . . , gs) and (cs+1, . . . , cm)
are the p-minors of F . Our main concern is to design a sequence of polynomials B =
(b1, . . . , bs, . . . , bm) in K[T,X] such that C = B1, such that we can solve efficiently the
system A = B0, and such that B has the same degree profile as our target system C.
The polynomials (b1, . . . , bs) are defined as in Section 5, letting ai be a product of γi
linear forms µi,k with randomly chosen coefficients, of the form
ai =
γi∏
k=1
µi,k, with µi,k = µi,k,0 +
n∑
`=1
µi,k,`X` (13)
and writing bi = (1− T )ai + Tgi for i = 1, . . . , s. The difference will lie in the construction
of the start matrix used in the homotopy. The construction presented in Section 5 does not
carry over if we want to take row degrees into account. Instead, we use a deformation that
cancels out many off-diagonal terms; following the construction in the previous section, we
define N as in (10), that is
N =

λ1,1 0 · · · 0 λ1,p+1 · · · λ1,q
0 λ2,2 · · · 0 λ2,p+1 · · · λ2,q
...
...
. . .
...
...
. . .
...
0 0 · · · λp,p λp,p+1 · · · λp,q
 ,
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where for all i, j, λi,j is a product of αi linear forms with random coefficients in K, of the
form
λi,j =
αi∏
k=1
λi,j,k, with λi,j,k = λi,j,k,0 +
n∑
`=1
λi,j,k,`X`.
Then, we define (bs+1, . . . , bm) as the p-minors of U = (1−T )·N+T ·F , andB = (b1, . . . , bm).
The polynomials (as+1, . . . , am) are defined as the p-minors of N , so that A = B0; on the
other hand, we also have C = B1. Our next step is to prove that all assumptions of
Propositions 8 9 and 10 are satisfied for B and A = B0, as long as the coefficients of
a1, . . . , as and N are chosen generically.
Properties B1 and B2 These follow from Proposition 19.
Property C1(0). We have to prove that for i = 1, . . . ,m, degX(bi) = degX(ai). We already
established it in Section 5 for indices i = 1, . . . , s. For i = s + 1, . . . ,m, we can readily see
that the degree of bi in X is at most α1 + · · ·+ αp, so it suffices to prove that the degree of
all p-minors (as+1, . . . , am) of N is α1 + · · ·+ αp.
Indeed, any p-minor of N is of the form λi1,i1 · · ·λiκ,iκζ, for some sequence i =
(i1, . . . , iκ) ⊂ (1, . . . , p) of length κ ∈ {0, . . . , p} and some (p − κ)-minor ζ of Ni,(p+1,...,q).
Since the entries of Ni,(p+1,...,q) are products of linear form with randomly chosen coefficients
(λi,j,k,`), for a generic choice of these coefficients, the determinant ζ has degree
∑
i′ /∈i αi′ . As
a result, the corresponding p-minor of N has degree α1 + · · ·+ αp, as claimed.
Property C2(0). Next, we prove that the system A = B0 has no solution at infinity.
As in Section 5, we introduce a homogenization variable X0, and we consider the system
AH = (aH1 , . . . , a
H
s , . . . , a
H
m) obtained by homogenizing all equations in A. Thus we have
aHi =
γi∏
k=1
µHi,k with µ
H
i,k = µi,k,0X0 +
n∑
`=1
µi,k,`X`
for i = 1, . . . , s, whereas aHs+1, . . . , a
H
m are the p-minors of the matrix
NH =

λH1,1 0 · · · 0 λH1,p+1 · · · λH1,q
0 λH2,2 · · · 0 λH2,p+1 · · · λH2,q
...
...
. . .
...
...
. . .
...
0 0 · · · λHp,p λHp,p+1 · · · λHp,q
 ,
where λHi,k is the homogenization of λi,j. (This latter property requires genericity of the
coefficients of the linear forms λHi,k; it is enough that each p-minor of N have degree α1 +
· · ·+ αp.)
The solutions of AH in Pn(K) are found by first solving the equations (aH1 , . . . , aHs ). As
in Section 5, all aHi are products of linear forms, so any solution of (a
H
1 , . . . , a
H
s ) is obtained
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by setting some of these linear forms to zero (at least one for each i = 1, . . . , s). We choose
indices u = (u1, . . . , us), with u1 ∈ {1, . . . , γ1}, . . . , us ∈ {1, . . . , γs}, and we solve
µHi,ui = 0, that is, µi,ui,0X0 +
n∑
`=1
µi,ui,`X` = 0,
for i = 1, . . . , s. In what follows, we fix such an u. Then, for a generic choice of coefficients
µi,k,`, these equations are equivalent to
Xn−s+1 = Φn−s+1,u(X0, . . . , Xn−s), . . . , Xn = Φn,u(X0, . . . , Xn−s),
for some homogeneous linear forms Φn−s+1,u, . . . ,Φn,u. After applying this substitution, for
all i, j, NH can be rewritten as
NHu =

λH1,1,u 0 · · · 0 λH1,p+1,u · · · λH1,q,u
0 λH2,2,u · · · 0 λH2,p+1,u · · · λH2,q,u
...
...
. . .
...
...
. . .
...
0 0 · · · λHp,p,u λHp,p+1,u · · · λHp,q,u
 ,
with
λHi,j,u =
αi∏
k=1
λHi,j,k,u, and λ
H
i,j,k,u =
n−s∑
`=0
λi,j,k,`X` +
n∑
`=n−s+1
λi,j,k,`Φ`,u(X0, . . . , Xn−s).
Remark that the entries of NHu are products of homogeneous linear forms in (n− s) + 1
variables (X0, . . . , Xn−s), so that this matrix has the form seen in (3). As a result, for a
generic choice of the coefficients µi,k,` and λi,j,k,`, the first item in Lemma 25 implies that
there is no projective solution to Ip(N
H
u ) satisfying X0 = 0. Taking into account all possible
choices of u, we deduce that there is no projective solution to AH satisfying X0 = 0, and
C2(0) is proved.
Property C3(0). Finally, we have to prove that the Jacobian matrix of A has full rank
n at any point in V (A) ⊂ Kn. Let thus x = (x1, . . . , xn) be in V (A); in particular,
x˜ = (1, x1, . . . , xn) is a projective solution of A
H . Thus, there exists u = (u1, . . . , us) as
above such that
xn−s+1 = φn−s+1,u(x1 . . . , xn−s), . . . , xn = φn,u(x1, . . . , xn−s),
where φk,u(X1, . . . , Xn−s) = Φk,u(1, X1, . . . , Xn−s) for all k, and such that and NHu has
rank less than p at x˜′ = (1, x1, . . . , xn−s). The second item of Lemma 25 shows that the
Jacobian matrix of Mp(N
H
u ) with respect to X0, . . . , Xn−s has rank n − s at x˜′. Since the
first coordinate of x˜′ is non-zero, and all generating polynomials of Ip(NHu ) are homogeneous,
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Euler’s relation implies that the Jacobian matrix of Mp(Nu) with respect to X1, . . . , Xn−s
has full rank n− s at x′ = (x1, . . . , xn−s), where
Nu =

λ1,1,u 0 · · · 0 λ1,p+1,u · · · λ1,q,u
0 λ2,2,u · · · 0 λ2,p+1,u · · · λ2,q,u
...
...
. . .
...
...
. . .
...
0 0 · · · λp,p,u λp,p+1,u · · · λp,q,u
 , (14)
with
λi,j,u =
αi∏
k=1
λi,j,k,u, and λi,j,k,u = λi,j,k,0 +
n−s∑
`=1
λi,j,k,`X` +
n∑
`=n−s+1
λi,j,k,`φ`,u(X1, . . . , Xn−s).
We now prove that the Jacobian matrix of A with respect to X1, . . . , Xn has full rank at x.
The first step is similar to what we did in Section 5. For i = 1, . . . , s, ai is a product of
linear forms of the form ai =
∏γi
k=1 µi,k, with µi,ui(x) = 0. Since the coefficients µi,k,` are
chosen generically, for i = 1, . . . , s and k 6= ui, µi,k(x) is non-zero; as a result, in the local ring
at x, the polynomials (a1, . . . , as) are equal (up to units) to the linear forms (µ1,u1 , . . . , µs,us).
This further implies that
Xn−s+1 − φn−s+1,u(X1, . . . , Xn−s), . . . , Xn − φn,u(X1, . . . , Xn−s) (15)
belong to the ideal generated by (a1, . . . , as) in the local ring at x.
Next, we consider the p-minors (as+1, . . . , am) of N . Let ζ ∈ K[X1, . . . , Xn] be a p-
minor of N , and let ζu ∈ K[X1, . . . , Xn−s] be the polynomial obtained after applying the
substitution in (15) in N . Since ζ and all polynomials in (15) are in the ideal 〈A〉 · Ox,
the polynomial ζu is in this ideal as well. Now, note that ζu is a p-minor of Nu as defined
in (14), and that all its p-minors are obtained this way. We pointed out above that the
Jacobian matrix of these equations with respect to X1, . . . , Xn−s has full rank n − s at x′.
As a result, taking all ζu into account, together with the equations in (15), we obtain a family
of polynomials in 〈A〉 · Ox whose Jacobian matrix has rank n at x, and C3(0) is proved.
In view of the previous paragraphs, we can then apply Proposition 8. Since B satisfies
B1,B2 and A = B0 satisfies C1,C2,C3, we deduce that the sum of the multiplicities of the
isolated solutions of C = B1 is at most c
′, where c′ is the number of solutions of A. Our
next step is to establish the value of c′. This is done in Corollary 32 below, which proves
the first claim in Proposition 29. Recall below that St is the degree t complete symmetric
function, for t ≥ 0.
Lemma 31. Let α = (α1, . . . , αp) be positive integers. and let St(α1, . . . , αp) be the complete
symmetric function of degree t in α1, . . . , αp. For generic p × q matrices N as in (10) or
M as in (11), with entries in t = q − p + 1 variables, Vp(N) and Vp(M) have cardinality
St(α1, . . . , αp).
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Proof. First, let us show that if the claim holds for N in size p × q, it holds for M as
well. To this effect, we set up a homotopy between N and M , by considering the matrix
(1−T )·N+T ·M . The discussion in the previous paragraphs shows that (for generic choices of
the coefficients) this matrix satisfies Properties B1 and B2, together with C1(0),C2(0),C3(0).
We claim that C1(1),C2(1),C3(1) hold as well: the degree property in C1(1) is proved as we
did for C1(0), and C2(1),C3(1) are restatements of Lemma 25. As a result, we can apply
Proposition 8 to the specializations of (1−T ) ·N +T ·M at T = 0 and T = 1, and conclude
that Vp(N) and Vp(M) have the same cardinality, for generic choices of the coefficients
of N and M .
We finish the proof by induction. If p = q, then t = 1, N is diagonal, and its determinant
has degree α1+· · ·+αp = S1(α1, . . . , αp), so our claim holds for N (and thus for M). Suppose
now that the claim is true for all p′ ≤ p and all q′ < q with p′ ≤ q′ and for all choices of degrees
(α1, . . . , αp′). Following Algorithm RowDegreeDiagonal (which is essentially a restatement of
Lemma 26) and Remark 27 (which states that the corresponding union is disjoint), we obtain
|Vp(N)| =
∑
i=(i1,...,iκ)
r=(r1,...,rκ)
|Vκ(Mi,r)|,
for all subsequences i = (i1, . . . , iκ) of length κ ∈ {1, . . . ,min(t− 1, p)} and r = (r1, . . . , rκ),
with rk ∈ {1, . . . , αk} for all k, and where matrix Mi,r has κ ≤ p rows and t−1 < q columns,
with row degrees (αi1 , . . . , αip); in particular, we can apply our induction assumption to
such matrices. In addition, if t ≤ p, we should take into account one extra point for each
subsequence (i1, . . . , it) of (1, . . . , p). Altogether, we obtain
|Vp(N)| =
∑
i=(i1,...,iκ),
r=(r1,...,rκ)
St−κ(αi1 , . . . , αiκ),
for κ ∈ {1, . . . ,min(t, p)}, since S0 = 1. For any given i = (i1, . . . , iκ), there are αi1 · · ·αiκ
choices of indices r, so that we have
|Vp(N)| =
∑
i=(i1,...,iκ)
αi1 · · ·αiκSt−κ(αi1 , . . . , αiκ),
for i = (i1, . . . , iκ) subsequence of (1, . . . , p) with κ ∈ {1, . . . ,min(t, p)}. The latter sum is
precisely St(α1, . . . , αp), so we are done.
Corollary 32. For a generic choice of coefficients µi,k,` and λi,j,k,`, the cardinality c
′ of the
algebraic set V (A) is γ1 · · · γsSn−s(α1, . . . , αp).
Proof. For a sequence u = (u1, . . . , us) as above, let Vu be the subset of V (A) consisting
of all those points x such that µi,ui(x) = 0 for all i. Remark first that the sets Vu are
(generically) pairwise disjoint: we pointed out above that for x in Vu, any index i and any
k 6= ui, µi,k(x) is non-zero.
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Let us thus fix u = (u1, . . . , us). The cardinality of Vu is equal to the number of points in
Vp(Nu); this is a polynomial matrix of size p×q, with entries that are products of linear forms
in n−s = q−p+1 variables and with row degrees α1, . . . , αp. The previous lemma then shows
that for any u, for generic choices of the coefficients, Vu has cardinality Sn−s(α1, . . . , αp);
the conclusion follows.
7.2 Towards the homotopy algorithms
Since B1, B2, C1(0), C2(0) and C3(0) hold, we are going to apply Proposition 10 to first
compute the simple points in Vp(F,G). Indeed, the resulting algorithm RowDegree simple is
used by the RowDegreeDiagonal of the previous section, which itself will be used to compute
the isolated points of Vp(F,G), by means of Proposition 9.
In the following paragraphs, we discuss the required properties D1,D2,D3 in this context.
In what follows, we assume that we are given a straight-line program Γ of length σ that
computes the input matrix F and the input equations G. Besides, we also assume that all
γi’s and αj’s are at least equal to 1.
Property D1. To perform the homotopy, we need a zero-dimensional parametrization
of V (A). We now describe how to obtain it; the process is based on Algorithm RowDe-
greeDiagonal given in the previous section, and makes up the first two steps in Algorithm
RowDegree simple.
As a preliminary, we construct a straight-line program ∆ that computes the entries of N :
for all i, j, ∆ computes and multiplies the values of the αi linear forms involved in λi,j
using O(nαi) step. Its total length is σN = O(n
2(α1 + · · · + αp)), which is O(n2pα), with
α = max(α1, . . . , αp).
Then, for any sequence u = (u1, . . . , us), with uj in {1, . . . , γj} for all j, we start by
solving the equations µ1,u1 = · · · = µs,us = 0, to express (Xn−s+1, . . . , Xn) as linear forms
(φn−s+1,u, . . . , φn,u) in (X1, . . . , Xn−s); this takes a total of O(γ1 · · · γsn3) operations in K.
From this, we deduce a straight-line program ∆u that computes the entries of matrix
Nu from (14): it simply consists in ∆, to which we add O(n
2) operations that evaluate
(φn−s+1,u, . . . , φn,u). Given ∆u, we can then apply Algorithm RowDegreeDiagonal to compute
a zero-dimensional parametrization R ′u of Vp(Nu). The number of points c
′ in the output is
Sn−s(α1, . . . , αp) (Corollary 32), so by Lemma 28, Algorithm RowDegreeDiagonal takes time
T =
∑
i=(i1,...,iκ)
κ≤min(n−s−1,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), n− s− 1) +O (˜Sn−s(α1, . . . , αp)n3). (16)
Since there are γ1 · · · γs choices of u, the total cost is γ1 · · · γsT .
The next stage consists in adding to each R ′u, which involves only variables
(X1, . . . , Xn−s), the expressions of (Xn−s+1, . . . , Xn) obtained from (φn−s+1,u, . . . , φn,u).
As in the analysis of Algorithm RowDegreeDiagonal, the total runtime is
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O(γ1 · · · γsSn−s(α1, . . . , αp)n2) = O(c′n2). Finally, we combine the resulting parametriza-
tions (Ru)u into a single parametrization R using Chinese Remaindering, in time
O (˜γ1 · · · γsSn−s(α1, . . . , αp)n) = O (˜c′n).
Altogether, the overall time spent in computing the zero-dimensional parametrization R
of V (A) is
γ1 · · · γsT +O (˜c′n3)
= γ1 · · · γs
∑
i=(i1,...,iκ)
κ≤min(n−s−1,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), n− s− 1) +O (˜c′n3). (17)
Property D2. Next, we need to determine an upper bound e
′ on the degree of the curve
V (J ′), where J ′ is the union of the one-dimensional irreducible components of V (B) ⊂ Kn+1
whose projection on the T -axis is dense. Proceeding as in Lemma 24 of Section 5, we can
take for e′ the integer (γ1 + 1) · · · (γs + 1)Sn−s(α1 + 1, . . . , αp + 1).
Property D3. Finally, we need to give an estimate on the size of a straight-line program
that computes the polynomials B = (b1, . . . , bm), assuming that we are given a straight-line
program Γ of size σ that computes polynomials G = (g1, . . . , gs) and the entries of F . We
already defined a straight-line program ∆ of size σN that computes all entries of N ; for
an extra O(
(
q
p
)
n3) operations, we can compute all entries of U = (1 − T ) · N + T · F and
all p-minors (bs+1, . . . , bm) of this matrix. Adding an extra O(n(γ1 + · · · + γs)) ∈ O(n2γ)
operations (with γ = max(γ1, . . . , γs)), we can also compute all polynomials (a1, . . . , as), and
thus (b1, . . . , bs).
Altogether, we have obtained a straight-line program Γ′ that computes B = (b1, . . . , bm)
using σ′ = σ + σN +O(
(
q
p
)
n3 + n2γ) = σ +O(
(
q
p
)
n3 + n2pα + n2γ) operations.
7.3 Algorithm RowDegree simple
Algorithm RowDegree simple that we deduce from the above discussion is given hereafter.
We indicate in the pseudo-code the arithmetic costs for intermediate steps.
All cost estimates were given in the previous subsection and are summarized in (17),
save for that of the last step. To estimate its complexity, we apply Proposition 10, which
gives a runtime of O (˜c′2mn2 + c′e′n(σ′ + n2)) operations in K for the cost of calling the
homotopy subroutine at the last step of Algorithm RowDegree simple. Now, we write σ′+n2 =
σ + O(
(
q
p
)
n3 + n2pα + n2γ), for which we use the upper bound
(
q
p
)
n3(σ + pα + γ) (recall
α = max(α1, . . . , αp) and γ = max(γ1, . . . , γs)). This gives the upper bound
O˜
(
c′2mn2 + c′e′n
(
q
p
)
n3(σ + pα + γ)
)
.
Using the inequalities c′ ≤ e′ and m ≤ n + (q
p
) ≤ n(q
p
)
, we see that the second term in the
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Algorithm 4 RowDegree simple(Γ)
Input: a straight-line program Γ of length σ that computes F ∈ K[X1, . . . , Xn]p×q with
deg(fi,j) ≤ αi and G = (g1, . . . , gs) in K[X1, . . . , Xn] with p ≤ q, n = q − p+ s+ 1
Output: a zero-dimensional parametrization of the isolated points of Vp(F,G)
1. construct a straight-line program ∆ that computes N ∈ K[X1, . . . , Xn]p×q as in (10)
length of ∆ is O(n2pα)
2. for any sequence u = (u1, . . . , us), with uj ∈ {1, . . . , γj} for all j
(a) apply Gaussian elimination to the system of linear forms µ1,u1 = · · · = µs,us =
0 given at (13) to rewrite (Xn−s+1, . . . , Xn) as linear forms (φk,u)n−s+1≤k≤n in
(X1, . . . , Xn−s)
cost: O(γ1 · · · γsn3)
(b) construct a straight-line program ∆u that computes the matrix Nu ∈
K[X1, . . . , Xn−s]p×q obtained by substituting (φk,u)n−s+1≤k≤n into N
length of ∆u is O(n
2pα)
(c) R ′u ← RowDegreeDiagonal(Γu) (points have coordinates (X1, . . . , Xn−s)
cost: γ1 · · · γsT , for T as in (16)
(d) deduce Ru from R ′u by adding the expressions for (Xn−s+1, . . . , Xn)
cost: O(c′n2), with c′ = γ1 · · · γsSn−s(α1, . . . , αp)
3. combine all Ru into R
cost: O (˜c′n)
4. construct a straight-line program Γ′ that computes all polynomials B
length of Γ′ is σ′ = O(σ +
(
q
p
)
n3 + n2pα + n2γ)
5. return Homotopy simple(Γ′,R)
cost: O (˜c′2mn2 + c′e′n(σ′+ n2)), with e′ = (γ1 + 1) · · · (γs + 1)Sn−s(α1 + 1, . . . , αp + 1)
sum is dominant. Thus, the bound for the cost of Algorithm Homotopy simple becomes
O˜
(
c′e′
(
q
p
)
n4(σ + pα + γ)
)
.
Hence, the total cost of the algorithm is
Trow(σ,γ,α, q) = γ1 · · · γsT +O˜
((
q
p
)
n4c′e′(σ + pα + γ)
)
,
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with T as in (16). Since e′ ≥ 2n (because αi ≥ 1 and γi ≥ 1 by assumption), this becomes
Trow(σ,γ,α, q) = γ1 · · · γsT +O˜
((
q
p
)
c′e′(σ + pα + γ)
)
. (18)
This will now allow us to give an estimate on TM,row by solving a few recurrence relations.
Recall that TM,row describes the case where s = 0, so that γ1 · · · γs = 1, and M is a p×q input
matrix as in (11). In this case, we can take σ = O((q− p)q(α1 + · · ·+αp)) ∈ O((q− p)pqα);
following our convention in the previous section, the runtime Trow(σ, (), (α1, . . . , αp), q) is
then written TM,row((α1, . . . , αp), q).
Lemma 33. One can take
TM,row((α1, . . . , αp), q) = O˜
((
q
p
)
Sq−p+1(α1, . . . , αp)Sq−p+1(α1 + 1, . . . , αp + 1)pqα
)
,
with α = max(α1, . . . , αp).
Proof. Taking into account that γ = 1, Equation (18), combined with the definition of T
in (16), gives the recursion
TM,row((α1, . . . , αp), q) =
∑
i=(i1,...,iκ)
κ≤min(q−p,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), q − p)
+O˜
((q
p
)
Sq−p+1(α1, . . . , αp)Sq−p+1(α1 + 1, . . . , αp + 1)pqα)
)
; (19)
notice that a factor (q − p) disappeared from the last term, since it can be ab-
sorbed in the logarithmic factors in the O (˜ ). Let us rewrite the second summand as
Sq−p+1(α1, . . . , αp)C((α1, . . . , αp), q), with
C((α1, . . . , αp), q) = O˜
((q
p
)
Sq−p+1(α1 + 1, . . . , αp + 1)pqα
)
.
This term is at its maximum at the root of the recursion tree. Thus, we can find an upper
bound on TM,row by finding a solution to the recurrence
TM,row((α1, . . . , αp), q) =
∑
i=(i1,...,iκ)
κ≤min(q−p,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), q − p) (20)
+ Sq−p+1(α1, . . . , αp)K, (21)
for some constant K, and replacing K by O˜
((
q
p
)
Sq−p+1(α1 + 1, . . . , αp + 1)pqα
)
. Now, a
quick induction shows that the solution of (20) satisfies
TM,row ≤ (q − p+ 1)Sq−p+1(α1, . . . , αp)K,
and the conclusion follows.
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We can then take the expression given in this lemma, and combine it with the definition
of T given in (16). Using the fact that n− s− 1 = q − p, we have
T =
∑
i=(i1,...,iκ)
κ≤min(q−p,p)
αi1 · · ·αiκTM,row((αi1 , . . . , αiκ), q − p) +O (˜Sq−p+1(α1, . . . , αp)n3).
Using the previous lemma, we obtain that a term such as TM,row((αi1 , . . . , αiκ), q − p) is
O˜
((
q − p
κ
)
Sq−p+1−κ(αi1 , . . . , αiκ)Sq−p+1−κ(αi1 + 1, . . . , αiκ + 1)κ(q − p)α
)
.
As in the proof of the previous lemma, we rewrite this expression by factoring out the first
complete function, as Sq−p+1−κ(αi1 , . . . , αiκ)D(αi1 , . . . , αiκ , p, q), with
D(αi1 , . . . , αiκ , p, q) = O˜
((
q − p
κ
)
Sq−p+1−κ(αi1 + 1, . . . , αiκ + 1)κ(q − p)α
)
.
Now, we use the fact that (for the values of κ that show up in the sum), we have(
q − p
κ
)
≤
(
q
p
)
Sq−p+1−κ(αi1 + 1, . . . , αiκ + 1) ≤ Sq−p+1(α1 + 1, . . . , αp + 1).
Thus,
D(αi1 , . . . , αiκ , p, q) = O˜
((
q
p
)
Sq−p+1(α1 + 1, . . . , αp + 1)p(q − p)α
)
,
independently of the choice of αi1 , . . . , αiκ . The sum in the definition of T becomes ∑
i=(i1,...,iκ)
κ≤min(q−p,p)
αi1 · · ·αiκSq−p+1−κ(αi1 , . . . , αiκ)
O˜((qp
)
Sq−p+1(α1 + 1, . . . , αp + 1)p(q − p)α
)
,
or equivalently
O˜
((
q
p
)
Sq−p+1(α1, . . . , αp)Sq−p+1(α1 + 1, . . . , αp + 1)p(q − p)α
)
.
The value of T we infer from this is
O˜
((
q
p
)
Sq−p+1(α1, . . . , αp)Sq−p+1(α1 + 1, . . . , αp + 1)p(q − p)α + Sq−p+1(α1, . . . , αp)n3
)
.
We inject this value in the runtime analysis (18). Terms such as (q − p) or n3 are polylog-
arithmic in e′; removing them, the first-hand term γ1 · · · γsT in (18) is then bounded above
by the second one, so that the runtime is simply
Trow(σ,γ,α, q) = O˜
((
q
p
)
c′e′(σ + pα + γ)
)
. (22)
This establishes Proposition 30.
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7.4 Algorithm RowDegree
Algorithm RowDegree is similar to RowDegree simple: the only difference consists in calling
Algorithm Homotopy from Proposition 9 at the last step (5), instead of Homotopy simple.
The cost of Algorithm Homotopy is O (˜c′5mn2 + c′(e′ + c′5)n(σ′ + n3)). Using the facts
that σ′ = σ+O(
(
q
p
)
n3 +n2pα+n2γ), and that n is in O (˜e′), we rewrite this as O (˜c′5mn2 +
c′(e′ + c′5)
(
q
p
)
(σ + pα + γ)). Then, we use the inequality m ≤ (q
p
)
n, which gives c′5mn2 ≤
(e′ + c′5)
(
q
p
)
n3; hence the first term can be neglected, and the runtime of Homotopy is thus
O˜
(
c′(e′ + c′5)
(
q
p
)
(σ + pα + γ)
)
.
The costs of all other steps are the same as those in RowDegree simple, and the analysis in
the previous section shows that can be neglected. As a result, the bound given above holds
for the whole algorithm, and Proposition 29 is proved.
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