Abstract. In this paper, we will consider the generalized Forchheimer flows for slightly compressible fluids. Using Muskat's and Ward's general form of Forchheimer equations, we describe the fluid dynamics by a nonlinear degenerate parabolic equation for density. The long time numerical approximation of the nonlinear degenerate parabolic equation with time dependent boundary conditions is studied. The stability for all positive time is established in both a continuous time scheme and a discrete backward Euler scheme. A Gronwall's inequalitytype is used to study the asymptotic behavior of the solution. Error estimates for the solution are derived for both continuous and discrete time procedures. Numerical experiments confirm the theoretical analysis regarding convergence rates.
Introduction . The most common equation to describe fluid flows in porous media is the Darcy law
where p, v, µ, κ are, respectively (resp.), the pressure, velocity, absolute viscosity and permeability.
When the Reynolds number is large, Darcy's law becomes invalid, see [30, 3] . A nonlinear relationship between the velocity and gradient of pressure is introduced by adding the higher order terms of velocity to Darcy's law. Forchheimer established this in [14] the following three nonlinear empirical models: These equations are analyzed numerically in [9, 31, 26] , theoretically in [2, 16, 17, 22, 18, 19] for single phase flows, and also in [20, 21] for two-phase flows.
In order to take into account the presence of density in the generalized Forchheimer equation, we modify (1.3) using the dimensional analysis by Muskat [30] and Ward [35] . In particular, when α = 1, 2, Ward [35] established from experimental data that 6) where N ≥ 1, α 0 = 0 < α 1 < . . . < α N are real numbers, the coefficients a 0 , . . . , a N are positive. Here, the viscosity and permeability are considered constant, and we do not specify the dependence of a i 's on them.
Multiplying both sides of the previous equation to ρ, we obtain g (|ρv|)ρv = −ρ∇p, (1.7) where the function g is a generalized polynomial with non-negative coefficients. More precisely, the function g : R + → R + is of the form 8) where N ≥ 1, α 0 = 0 < α 1 < . . . < α N are fixed real numbers, the coefficients a 0 , . . . , a N are non-negative numbers with a 0 > 0 and a N > 0. For slightly compressible fluids, the state equation is Solving for ρv from (1.11) gives ρv = −κK (|κ∇ρ|)∇ρ, (1.12) where the function K : R + → R + is defined for ξ ≥ 0 by
, with s = s(ξ) being the unique non-negative solution of sg (s) = ξ. (1.13)
The continuity equation is 14) where the constant φ ∈ (0, 1) is the porosity, f is the external mass flow rate . Combining (1.12) and (1.14), we obtain φρ t − κ∇ · (K (|κ∇ρ|)∇ρ) = f . (1.15) Then by scaling the time variable in (1.15), we can assume that the multiple factor is 1. Hence (1.15) becomes ρ t − ∇ · (K (|∇ρ|)∇ρ) = f . (1.16) This equation is a nonlinear degenerate parabolic equation as the density gradient goes to infinity. For the existence and regularity theory of degenerate parabolic equations, see e.g. [8, 27, 17] . The numerical analysis of the degenerate parabolic equation arising in flow in porous media using mixed finite element approximations was first studied in [1] . Shortly thereafter, Woodward and Dawson in [36] studied the expanded mixed finite element methods for a nonlinear parabolic equation modeling flow into variably saturated porous media. Recently, Galerkin finite element method for a coupled nonlinear degenerate system of advection-diffusion equations were studied in [10, 11, 12, 13] . In their analysis, the Kirchhoff transformation is used to move the nonlinearity from coefficient K to the gradient and thus simplifies the analysis of the equations. This transformation does not applicable for the equation (1.16) .
In this paper, we focus on the case of Degree Condition, see (2. 3) in the next section, for the following reasons. First, it already covers the most commonly used Forchheimer equations in practice, namely, the two-term, three-term and power laws. Second, it takes advantage of the well-known Poincaré-Sobolev embeddings in our work. Third, it makes clear our ideas and techniques without involving much more complicated technical details in case that the Degree Condition is not met (see [17, 26] ). For our degenerate equations, we combine the techniques in [15, 16, 17, 18, 19, 22, 25, 34] and utilize the special structures of the equations to obtain the long-time stability and error estimates for the approximate solution in several norms of interest. Though the error estimates are not optimal order due to the lack of regularity of the solution, these results are obtained with the minimum regularity assumptions.
The paper is organized as follows. In section §2, we introduce notations and some of relevant results. In section §3, we consider the semidiscrete finite element Galerkin approximation and the implicit backward difference time discretization to the initial boundary value problem (3.1). In section §4, we establish many estimates of the energy type norms for the approximate solutionρ h . In Theorems 4.1, 4.4, 4.2, the bounds for approximate solution, its time derivative and gradient vector are established for all time and time t → ∞. The uniformly large time estimates, asymptotic estimates are in Theorems 4.3,4.5.
In section §5, we analyze two versions of the Galerkin finite element approximations: the continuous Galerkin method and the discrete Galerkin method. Using the monotonicity properties of Forchheimer equation and the boundedness of the solution, the priori error estimates for all time, long time, are derived for the solution in L 2 , L ∞ and for the gradient vector in L 2−a . The main results are stated and proved in Theorems 5.1-5.3. In section §6, the results of a few numerical experiments using the Lagrange elements of order 1 in the two-dimensions are reported. These results support our theoretical analysis regarding convergence rates. 
Notations and auxiliary results. Suppose that
For 1 ≤ q ≤ +∞ and m any nonnegative integer, let
denote a Sobolev space endowed with the norm 2 (Ω) with the norm · m = · m,2 . Throughout this paper, we use short hand notations,
Our calculations frequently use the following exponents
The letters C ,C 0 ,C 1 ,C 2 . . . represent for the positive generic constants. Their values depend on exponents, coefficients of polynomial g , the spatial dimension d and domain Ω, independent of the initial and boundary data, size of mesh and time step. These constants may be different from place to place.
Degree Condition: All of the following are equivalent conditions: 
5)
In particular, when n = 2, δ = 1 6) v. Relation with its derivative
where c 1 , c 2 , c 3 are positive constants depending on Ω and g .
We define
The function H (ξ) is compared with ξ and K (ξ) by
For the monotonicity and continuity of the differential operator in ( 
The following Poincaré-Sobolev inequality with weight is used in our estimate later. 
We state several Gronwall-type inequalities which are useful in our estimates analysis. LEMMA 2.6 (cf. [17] , Lemma 2.7). Let θ > 0 and let
3. The Galerkin finite element method. We consider the initial boundary value problem associated with (1.16) ,
where ρ 0 (x) and ψ(x, t ) are given initial and boundary data, respectively.
To deal with the non-homogeneous boundary condition, we extend the Dirichlet boundary data from boundary Γ to the whole domain Ω, see [15, 23, 29] . Let φ(x, t ) be such an extension.
2)
The variational formulation of (3.1) is defined as the follows: Findρ :
Let {T h } h be a family of globally quasiuniform triangulations of Ω with h being the maximum diameter of the element. Let W h be the space of discontinuous piecewise polynomials of degree r ≥ 0 over T h . It is frequently valuable to decompose the analysis of the convergence of finite element methods by passing through a projection of the solution of the differential problem into the finite element space.
We use the standard L 2 -projection operator, see [7] , π :
This projection has well-known approximation properties, see [6, 24, 4] . i. For all w ∈ H s (Ω), s ∈ {0, 1}, there is a positive constant C 0 such that
ii. There exists a positive constant C 1 such that
The semidiscrete formulation of (3.3) can read as follows:
with initial dataρ
We use backward Euler for time-difference discretization.
be the uniform partition of R + with t i = i ∆t , for time step ∆t > 0. We define ϕ n = ϕ(·, t n ).
The discrete time Galerkin finite element approximation to (3.3) is defined as follows:
The initial data is chosen byρ
A priori estimate for solutions.
We study the equations (3.3), and (3.6) for the density with fixed functions g (s) in (1.7) and (1.8). Therefore, the exponents α i and coefficients a i are all fixed, and so are the functions K (ξ), H (ξ) in (1.13), (2.8) .
With the properties (2.4), (2.5), (2.7), the monotonicity (2.10), and by classical theory of monotone operators [28, 32, 37] , the authors in [17] proved the global existence and uniqueness of the weak solution of the equation (3.3). For the priori estimates, we assume that the weak solution is a sufficient regularity in both x and t variables. Hereafter, we only consider solutionsρ(
THEOREM 4.1. Letρ h be a solution of the problem (3.6). Then, there exists a positive constant C such that for all t > 0,
where
Furthermore,
Proof. Selecting w h =ρ h in (3.6), we obtain 1 2
By Cauchy's inequality and the upper boundedness of K (·), we have
Using Hölder's inequality and (2.14) give
Thanks to triangle inequality,
, ∀a, b ≥ 0, and Young's inequality we find that
This and Young's inequality applying for f ∇πφ γ+1 with the exponents λ,
Combining (4.7), (4.8) and (4.6) gives
We have from (2.5) that
In virtue of the inequality (a
Combining the two above inequalities gives
Under the condition on the degree of the polynomial g , i.e under (DC), using the Poincaré-Sobolev inequality, we obtain
It follows from (4.9), (4.10) and (4.11) that
According to the Gronwall's inequality in Lemma 2.6 with δ = 1, we find that
This and the stability of L 2 -projection (3.4) show that (4.1) holds true.
Due to
Therefore, if we choose δ = 1 in the previous inequality then we obtain (4.3). Under assume (4.4) then
Letting δ → 0, we obtain
The proof is complete. Since the equation (3.6) can be interpreted as the finite system of ordinary differential equations in the coefficients of ρ h with respect to basis of W h . The stability estimate (4.1) suffices to establish the local existence of ρ h (t ) for all t ∈ R + . The uniqueness of the approximation solution comes from the monotonicity of operator, see [15] . Now we derive an estimate for the gradient of approximated solution. THEOREM 4.2. Assumeρ h a solution to the problem (3.6). Then, there exists a positive constant C such that for all t ≥ 0,
Proof. Choosing w h =ρ h,t in (3.6) leads to
Adding the two equations (4.19) and (4.6) gives
Using Cauchy's inequality gives
which implies
Now using (2.9), we find that
This and (4.20) show that
, again using Cauchy's inequality leads to
Hence,
This gives
Dropping the nonnegative term on the left hand side in (4.23), using (4.1), we obtain
The last inequality is obtained by using the Young's inequality then absorbing f λ and
β . It is followed by applying Gronwall's inequality to (4.24) that
Due to (2.9) and (2.5),
This proves (4.14). Dropping the nonnegative term on the left hand side of (4.23) and using (2.16) to (4.23), we find that
From (2.5) and (2.9) we have 
We complete the proof. The result (4.14) in Theorem 4.2 provides an estimate for the gradient of density at the given time t = T , which includes information on boundary data for all time t ≤ T. When T is large, it needs to be expressed mainly in terms of the boundary data on the interval [T − 1, T ], uniformly for all T . THEOREM 4.3. Assumeρ h a solution to the problem (3.6). The following inequalities hold uniformly i. For all t ≥ 1,
ii. For all t ≥ 1,
iii. For all t ≥ 1,
Proof. Integrating (4.9) in time from t − 1 to t , we obtain
Neglecting nonnegative term on the left hand side of (4.31) shows that
Using (2.6) and Young's inequality, we obtain (4.28).
Following by applying Cauchy's inequality to (4.19) that
In virtue of (2.9), we find that
Integrating (4.33) in τ from s to t where s ∈ [t − 1, t ], we have
Then integrating (4.34) in s from t − 1 to t gives
(4.35) We bound the right hand side in (4.35) using (2.9), (4.28) and Young's inequality to obtain Proof. Differentiating (3.6) with respect t yields that
Then choosing w h =ρ h,t , we obtain
The Cauchy inequality and the upper boundedness of K (·) give
Following from (2.7) that
Combining (2.7), Cauchy's inequality and the upper boundedness of K (·) gives
(4.43) Using Cauchy's inequality,
Above estimates lead to
Combining (4.45) and (4.22), we obtain
Using (4.1), we obtain
For any t ≥ t 0 ≥ t ′ > 0, integrating (4.47) from t ′ to t , we find that
Integrating in t ′ from 0 to t 0 gives
Integrating (4.23) from 0 to t 0 we obtain
Therefore,
Then the inequality (4.38) follows from (4.50),(4.1), (2.6) and (2.9). Now applying Gronwall's inequality in (2.16) for (4.47) yields
The last inequality is followed by using (4.3). Then the proof is complete. Next, we derive a uniformly bound forρ h,t . THEOREM 4.5. Supposeρ h solves the semidiscrete problem (3.6). Then, there exists a positive constant C such that for all t ≥ 1, 
We use (4.1) to estimate the first term on the right hand side of (4.54). Then (4.51) follows.
The proof of the following stability results applied to the problem (3.3) is similar to the proofs in Theorem 4.1-4.5. We omit for brevity. THEOREM 4.6. Letρ be a solution of the problem (3.3) . Then, there exists a positive constant C such that i. For all t > 0,
ii. For all t > 0,
iii. Let 0 < t 0 < 1, for all t ≥ t 0 ,
iv. For all t ≥ 1,
Error estimates.
In this section, we will establish the error estimates between analytical solution and approximation solution in several norms. Let
and
According to Theorem 4.2, 4.3 and Theorem 4.6 Λ(t ) ≤ C F (t ), and limsup 
(5.5)
Error estimate for continuous Galerkin method.
We will find the error bounds in the semidiscrete method by comparing the computed solution to the projections of the exact solutions. To do this, we restrict the test functions in (3.3) to the finite dimensional spaces. Let
Then, there exists a constant positive constant C independent of h such that for all t > 0,
where F (t ) is defined as (5.1), and
Proof. From (3.3) and (3.6), we find the error equation
Taking w h = θ h , we obtain
We rewrite the equation (5.11) as form
Thanks to (2.11),
Using (2.3), Hölder's and Young's inequality, we have
(5.14)
Combining (5.12),(5.13) and (5.14) gives
Here we have used the inequality (a − b)
, we find that
(5.16) Observing from (4.14) that ω(t ) ≤ 1. Following from (4.14) and (4.58),
Thus,
Applying Gronwall's inequality and using the fact that θ h (0) = 0, we obtain Applying Lemma 2.6 for (5.16), we obtain
which shows (5.9). The proof is complete. The L 2 -error estimate and the inverse estimate enable us to have the L ∞ -error estimate as the following COROLLARY 5.2. Let 1 ≤ k ≤ r + 1,ρ,ρ h be solutions to (3.3) and (3.6) respectively. As-
there exists a constant positive constant C independent of h such that
where F (t ), H (t ) are defined in (5.1) and (5.8) respectively. Proof. Recall that in the quasi-uniform of T h we have the inverse estimate (see in [5, 33] )
This and triangle inequality imply that
The inequality (5.21) follows directly from(5.20). Now we give an error estimate for the gradient vector.
. Letρ,ρ h be solutions to (3.3) and (3.6) respectively. There exists a positive constants C independent of h such that for any t ≥ t 0 > 0,
where F (t ), G (t ), H (t ) are defined in (4.15), (5.4), (5.8) respectively.
Furthermore, if
Proof. We rewrite equation (5.11) as the following
According to (2.11),
Using Hölder's inequality and (5.13), we find that
Combining (5.24) -(5.26), and (5.17) yields
(5.27)
Due to (5.5), (5.20) and the fact that ∇ϑ 0,β ≤ C h k−1 ρ k,β , the left hand side of (5.27) is bounded by
The inequality (5.22) follows from (5.27) and (5.28). Take limit superior both sides of (5.27), we find that
Therefore, we obtain (5.23).
Error analysis for fully discrete Galerkin method.
In analyzing this method, proceed in a similar fashion as for the semidiscrete method. We derive an error estimate for the fully discrete time Galerkin approximation of the differential equation. First, we give some uniform stability results that are crucial in getting the convergence results. 
.
Proof. Choosing w h = 2∆tρ
n h in (3.7) and using identity
we obtain
Using Young's inequality and (4.7) then
According to the inequality (4.8),
According to (4.10),
From the two above inequalities, we obtain
Applying the discrete Gronwall's version in Lemma 2.8, we find that
which implies (5.29). Now summing up (5.31) with n from i to m and dropping some nonnegative terms, we find that
The proof is complete. As in the semidiscrete case, we
be evaluating χ, ϑ, θ h at the discrete time levels. We also define
solve the fully discrete finite element approximation (3.7) for each time step n, n ≥ 1.
Then, there exists a positive constant C (ρ) independent of h and ∆t such that if the ∆t is sufficiently small then
Proof. Evaluating equation (3. 3) at t = t n gives
Subtracting (3.7) from (5.33), we obtain
We rewrite (5.34) as the form
We will evaluate (5.36) term by term.
For the first term, we use the identity
According to discrete Gronwall's inequality in Lemma 2.8,
(5.41) The inequality (5.32) follows from combining (5.41) and the inequality
The proof is complete. THEOREM 5.6. Under assumption of Theorem 5.5. There exists a positive constant C (ρ, φ) independent of h and ∆t such that if the ∆t is sufficiently small then
Proof. We rewrite (5.34) with w h = θ h as
). Due to (5.38), (5.39) and (5.40), we have
Using (5.38), we find that
in previous inequality gives
Then using (5.17), we have (
This proves (5.43). The proof is complete.
Numerical results.
In this section, we give simple numerical experiments using Galerkin finite element method in the two dimensional region to illustrate the convergent theory. We test the convergence of our method with the Forchheimer two-term law g (s) = 1 + s. Equation ( 
