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8 9. PROOFS OF NEW RESULTS 
Because it is fundamental in deriving Theorem 3.1 of this paper, we state for 
completeness the following result of Saff and Varga [15]. (Note that y&z; a) of 
this present article (cf. (2.1)) corresponds to YtW2)( -2) of [15].) 
THEOREM 9.1. Let {pk(z))~=o be a sequence of polynomials of respective 
degrees k which satisfy the three-term recurrence relation 
(9.1) Pk(z)= (2 i- l)Pk-l(Z)- -$pk-2(z) (k= 1,2,...,n), 
where the bk’S and Ck’S are positive real numbers for all k, 1 I k 5 n, and where 
p- l(z): = 0, PO(Z): =po # 0. Set 
(9.2) a:= min {bk(l-bk-lci’): k=l,2 ,..., n}, bo:=O. 
Then, if a! > 0, the parabolic region 
(9.3) %:={z=x+iyEC:~I4a(x+a),x> -a} 
contains no zeros of pl(z),p2(z), . . ..p”(z). 
To give the reader more insight in the connection between the GBP and 
Theorem 9.1, it first can be verified from the definition of &(z; a) in (2.4) that, 






satisfies the recurrence relation (9.1) with 
bk=n+a-2+k, k= 1,2 ,..., n; c1=1, 
ck= 
(n+a-2+k)(n+a-3+k), k=2 3 n 
k-l 
, , *-*, * 
Thus, it follows in this case from (9.2) that a = n + a - 1 >0, so that the poly- 
nomials in (9.4) have no zeros in 9 ,, +(I- 1. With the transformation 2-+2/z, we 
see from (2.4) that all zeros of the GBP y&; a) lie inside the cardioidal region 
(3.1), as proved in [15]. 
Before proceeding to the proofs of our new results, we first establish a slight 
generalization of a lemma in [ 141. 
LEMMA 9.2 Let the sequence {pk(z)}~=,~ be as in Theorem 9.1 with PO= 1, 
and let the real numbers AI: = 1, Al, AZ, , . ., A,, satisfy 
(9.5) O<Lk<l fork=l,2 ,..., n-l; OIAn<l. 
Then, p,,(z) is different from zero at any point z which satisfies the n inequa- 
lities 
(9.6) - IZI + ‘;:; 
bk(hAk-1 -bk-i) bkbk - 1 
2Cklk-l(l -Ak) 2CkAk- l(1 - nk) 
, k-l,2 ,..., n. 
PROOF. This follows by imitating the argument in the proof of Lemma 3.1 
of [l4] which uses special values of bk, ck (viz., those for certain PadC approxi- 
mants to eZ). In the proof, one needs the fact that pn(z) and pn-I(Z) have no 
zeros in common, which follows, on assuming the contrary, from using the 
recurrence relation backwards to establish the contradiction that PO(Z) = 0. q 
We now apply Lemma 9.2 to the polynomials given in (9.4) to reach the inter- 
mediate results of 
COROLLARY 9.3. The polynomial f&(2/2; a) has, for n + a - 1 > 0, no non- 





1 l-case * 
PROOF. Putting A,& = (1 + cos 8)/2 for k= 1,2, . . . . n, then the inequalities 
(9.6) show that any non-real point z=reieE C satisfying (9.7) is not a zero of 
&(z/2; a). 0 
With the preceding result, we then come to the 
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PROOF OF THEOREM 4.1(i). As the sector S(n, a) of (4.1) is invariant under 
the transformation 2+2/z, it suffices to prove the assertion for the polynomial 
8&z/2; a), instead of for the polynomial yn(z; a). First, consider the following 
set of points 
Gl:= 
One easily verifies from (9.7) that Gr c 9, which establishes that B&/2; a) is 
zero-free in Gi. From (9.4) and Theorem 9.1, it follows that 19&/2; a) is also 
zero-free in 9% +a- I. Rewriting %+0- 1, we obtain that 
%+a-l>Gz:= r12n+a-2,Os 1191 Ic~s-~ 
(2nz2)]. 
Combining these results, we see that &(z/2; a) is zero-free in GI UGZ, or, 
equivalently, all zeros of B&/2; a) lie in C\(Gi U Gz) = S(n, a). 
The second assertion of Theorem 4.1(i) follows from the fact that (4.2) 
implies (1 - a)/( 1 + a) 1 ( - a)/(2n + a - 2), and hence, S(n, a) c S, for those 
values of n and a which satisfy (4.2), as well as n + a - 1 > 0 and n r 2. 0 
The proof of the sharpness result in Theorem 4.l(ii), along with the proof of 
Theorem 3.3, will be given after the other theorems of Section 4 have been 
established. Now, we give the 
PROOF OF THEOREM 4.3. As the open left half-plane is itself a sector, 
namely the sector Sl from (4.3) we shall prove the result for &(z/2; a), since, 
after the transformation z-+2/z, this will imply the assertion for m(z; a). 
As in [14, p. 91, we apply Lemma 9.2 to the polynomials of (9.4). For the 
choice&=+,k=1,2 ,..., n - 1, A,, = 0, the inequalities (9.6) imply that, for n ~3, 
the polynomial B&/2; a) is zero-free on 
l%:={z~C: RezrO, IzI >2(n-2)). 
Again invoking the result of Theorem 9.1, we also find that &(z/2; a) is zero- 
free on 
&:={zEC: RezrO, IzI 12(n+a--1)). 
Thus, for a? - 1, we find that all the zeros of f&(2/2; a) belong to 
C\(B1UB2)=S1. 
For IZ = 2, one directly verifies that y2(z; a) has all its zeros in the open left 
half-plane iff a L - 1. (It should be remarked that the case a = - 1 is degenerate, 
with y2(z; - 1) = 1.) For a< - 1, one similarly verifies that y2(z; a) has a zero in 
the right half-plane. 0 
By yet another choice for the &‘s in Lemma 9.2 and by treating particular 
cases by the Wall criterion for stability, we can give the 
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PROOF OF THEOREM 4.4. For n 17, ar -2, we use a method of proof, 
similar to that of [14, p. lo], by choosing, in Lemma 9.2, 
&=+, k=l,2 ,..., n-2; 
This time, Lemma 9.2 implies that the &(2/2; a) are zero-free in the closed right 
half-plane, outside a disk with radius 2(n - 3). Using a 1 - 2 in combination 
with the zero-free parabolic region, we find that B&/2; a) is zero-free in the 
closed right half-plane for n 17. Next, for n = 6, we use the following values of 
Ak in Lemma 9.2: 
and the proof proceeds as above, with the radius of the disk from (9.6) now 
being 6. 
The remaining cases, n = 3,4, and 5, then follow, together with the sharpness 
result, by applying the Wall criterion [20] and checking degenerate cases sepa- 
rately. 0 
PROOF OF THEOREM 4.5. To prove the Grosswald conjecture [5, p. 162, 
number 61, concerning the stability of the yn(z; a) for arbitrary (but fixed) a and 
sufficiently large n, it suffices, in view of Theorem 4.4, to restrict ourselves to 
the case a< -2. 
This time, Lemma 9.2 will be applied using 
(9.8) A,-j=(2j--1)/(2j+l-l),j=O,l,..., n-l. 
With the well-known inequalities 
2n+2>n, 2”+5zn2 for all n= 1,2, . . . . 
one can easily show that the coefficient of Re z//z] in (9.6) is nonnegative for 
nz23-a and k=l 2 , , . . ., n. Lemma 9.2 then leads to a zero-free region in the 
closed right half-plane, outside the disk of radius R given by 
R:=max k-l 
2Ak- l(1 - Ak) 
: k=2, . . ..n . 
1 
Inserting the values of Ak from (9.8), we find that 
R=max ((2-2-j-1)(n-j-1):j=0,1,...,n-2}. 
Now, for nz32, it is easy to show that the maximum of the function 
on [O, n - 21 occurs at a point 2 with n - 2 >z?> log2 n - 3, and, furthermore, 
thatf(f)<2(n -.%!-- 1). Hence, &(z/Z; a) is zero-free in {ZE 6: IzI z2(n -Z-- l), 
Re z 2 0} . Combining this result with the zero-free parabolic region, one finds 
that all the zeros of &(z/2; a) lie in the open left half-plane if logzn + a - 3 I 0, 
from which the bound no(a), given in Theorem 4.5, follows. 0 
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We now return to the sharpness results that have been left unproven up to 
now. 
PROOF OF THEOREMS 3.3 AND 4.l(ii). The proof follows by imitating the 
argument given in Saff and Varga [16] for establishing Theorems 2.2 and 2.3 of 
[16]. It depends heavily upon the existence of zeros of a certain form for yn(z; a) 
which can be proved by adapting the proof of Theorem 2.1 from [16] by re- 
placing the parameter vj appearing there by n + an - 2. Specifically, let {a,)?= 1 
be a sequence of real numbers satisfying 
n+an-210(n~N), liman =a-1 (~~(400)). 
n+m n 
Then, yn(z; a,,) has zeros of the form 
2 
(2n+an- 1) 
exp [*i,os-i (2n~~~~l)]+8((2n+a~-l)~5~3)asn-m. 
The proof then continues as in [16]. Cl 
For the proof of the main result of Section 5, we can again refer to a 
technique developed for the study of the zeros of Pade approximants to the 
exponential function eZ. 
PROOF OF THEOREM 5.1. As previously stated in Section 5, the upper bound 
of (5.1) is a known result. To establish the lower bound of (5.1), it suffices to 
imitate the method of proof in [17, Theorems 2.1 and 2.21, using now the poly- 
nomials I’(n + a - 1)2%(z/2; a)/Q2n + a - 1). To this end, one has to replace 
the parameter v in [17] by n +a- 2. q 
PROOF OFTHEOREM 6.1. Apart from the upper bound for { in (6.2), the 
only part of this theorem that does not follow from the preceding sections on 
taking a = 2, is the lower bound for the modulus of the zeros appearing in the 
set AZ, defined by 
(9.9) ie: 2 nz,e, zcos- 3 * 
To establish this lower bound, we recall from (2.6) of Theorem 2.2 that 
m(z)=m(z; 2)=e”ZW0,n++ 5 
0 
, 
which leads to the fact that the function 
w&): = e-(z'2)yn + 
0 




n(n + 1) 
Z2 I 
w(z). 
Using a path of integration wholly within C\(O), one can easily show that 
any solution of this differential equation satisfies 
Now, let t= Q&Q’, with n/2 c a, < R, be any zero of wn(z) and consider the path 
of integration given by the half-line 
r-(1 +e- “‘2x), OIX<W, 
which is the same path of integration as employed in [17, Theorem 2.21. 
Because of the restriction on p,, it is easy to prove that the integrals in (9.10) 
converge. Also, since (dw/dz)~ 1 T = 0, we find that 
(9.11) i r2e-@ ++ 
I 




where W(x) is given by 
m(x): = wn(t(l +e-‘9’2x)), 05x< 00. 
Taking imaginary parts in (9.1 l), we deduce, using rZ: = n(n + l), that 
(9.12) $ Iw(x)/2dx=0. 
As the limit as x-+00 of the expression in braces in (9.12) is positive 
(7c/2 c p c rr), the minimum of this function on the real axis must be negative. 
Making the restriction 2n/3 > a, > n/2, this leads to the fact that the integrand 
must be negative for x= 0, i.e., 
2 




This shows that the zeros of yn(z) with 2n/3 1 101 > n/2 must satisfy 
- <qQ, 
I:, 
which gives the desired lower bound for r in (9.9). 
To complete the proof of Theorem 6.1, it remains to establish the upper 
bound for < in (6.2). However, this upper bound for r is a simple consequence 
of the first part of this theorem when n r 3. For the remaining case n = 2, this 
upper bound follows by direct computation. 0 
Finally, we sketch the proofs of the theorems in Section 7. 
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PROOF OF THEOREM 7.1. First, one can directly verify from (2.1) and (2.4) 
that the following integral representation is valid: 
(9.13) I(n+a-1)2”&(2/2; a)= &+z)V+a-Ut, @+a--l>O), 
0 
the path of integration being the nonnegative real axis. Similarly, it is known 
(cf. 118, eq. (4.7)]) that the Pad6 numerator Pn,&) of the (n, v)-th Padt rational 
approximation to ez of (2.9), has the integral representation 
(9.14) (n + v)! Pn,&) = 7 e-‘(t+z)“t”dt. 
0 
Because of this, the asymptotic methods of [ 181, based on steepest descent 
methods applied to the integral of (9.14), can be analogously applied to the 
integral representation of (9.13) for any fixed real a. More precisely, with 
(9.15) vn:=n+a-2, 
then 
lim v,,/n = 1 for any fixed real a. 
n-+m 
Thus, we deduce, as similarly in the special case cr = 1 of [ 18, Theorem 2.21, that 
z^ is a limit point of the zeros of the normalized polynomials 
&((2n + a - 2)2/2; a) 
iff 
ZeP 
l+iK? I = 1, 1~111, and Re zs0 . 
For any fixed real a, it then follows, by means of the inversion z+ l/z that z is a 
limit point of zeros of the normalized GPB yn(2z/(2n + a - 2); a) iff z E f, where 
r is defined in (7.1) and (7.2). This establishes the first part of Theorem 7.1. 
The second part of Theorem 7.1 similarly follows as in the special case Q = 1 of 
[18, Theorem 2.31. 0 
PROOF OF THEOREM 7.2. To establish Theorem 7.2, we again apply the 
asymptotic results of [ 181, and, for convenience, we use the same notations and 
definitions as in [ 181. We further set 
(9.16) jlr:= e for any O<tcco. 
As shown in [18, eq. (4.2)], for any r with O<r<oo, 
zd(z) (9.17) - 
w& 1 
=gr(z): =/iX?ZZ, for all ZE C\ .%, 
20 
from which, after some calculations, it follows that for any fixed z with 
o< IZJ cl, 
(9.18) 
2 
-$ln/w,(z)l = - 
(1 + T)2 
lnl(+~I where c:= * 
j/i-q’ 
Setting t = [+ m, so that <= +(t - (l/t)), it can be verified that any c with 
Re [<O has its image in the t-plane in the open unit disk. Consequently, from 
(9.18), 
(9.19) ~lnjw,(z)~cOforanyfixedzwithO<~zI<l,andRezci,. 
This can be applied as follows. If 
(9.20) D,:={z~C:l~~(z)l =l, IzI sl, and Rezll,}, O~rcoo, 
it is known from [18] that Ds is a Jordan arc which lies interior to the unit disk, 
except for the points z: : = exp { + i cos- 1 A,}. Thus, (9.19) establishes that Dr, 









Fig. 6. r’>r>l. 
Using the notation of [ 181, define 
(9.21) N*(z): = ( ;:;E;; >‘“, 
which is analytic and single-valued on C\( .CtTU { 0}) for 0 I r< m. 
21 
It can be verified from (9.21) and the definitions of 1181 that 




- -$$ bZEC\(%U{O}). 
T 
Because (cf. [18], eq. (4.1)) Re g,(z)>0 on C\%, it follows from (9.23) that 
1 Ndz) 1 is strictly decreasing, for any fixed 8, on the ray {z = re’? 0 <r< co} in 
C\( 6%U{O}). Furthermore, as Im gr(z)<O along the (open) arc of the unit 
circle from z = z: to z = - 1, it also follows from (9.23) that l&(z) 1 is strictly 
increasing along this arc. (Similarly, 1 &(z) ) is strictly decreasing along the arc 
of the unit circle from z = - 1 to z = z, .) These observations will be useful 
below. 
Considering now any zero Zk,n of &((2n +a-2)z/2; a), we must show that, 
for all n sufficiently large, Zk,n lies to the left of Dr of (9.20). Since Dr is a 
Jordan arc in IzJ 5 1, we may assume, without loss of generality, that Izk,nl 5 1. 
Next, from [18, eq. (4.30)], 
(9.24) 1 %(n)(Zk, n) In+ “’ = 1 &(&k, n) ) 
where (cf. (9.15)) 
(9.25) a(n): = vdn = (n + a - 2)/n, for all n sufficiently large, 
and where the term @(l/(n + v,)) in (9.24) holds uniformly on any compact 
subset of C\( 91 U (0)). On the other hand, it follows from Theorem 4.1 that 
this zero Zk,n satisfies I Arg Zk,n I > cos-r (-a/(&I + Q - 2)). Thus, it follows 
from previous observations from (9.23) that, with an: = cos- ’ ( - d(2n + a - 2)) 
and ,W = exp (ion), 
(9.26) min (J&&z)I:IzJ~l and [Argzl ~a,}= I&cn,&)I. 
Furthermore, direct calculations with the right side of (9.26), using (9.22), show 
that there exists a positive constant c such that 
(9.27) I&cn,bd I = 
Thus, (9.26) and (9.27) together imply, with (9.24), that there exists a constant 
c’>O such that 
(9.28) 1 %(&k,n) 1 n+~s(l+ --jL)[l+O(+-)]zl+ -$-, asn-+a, 
22 





n n ’ 
then a(n) strictly decreases to unity as n +oo, for any fixed a> 2. I-fence, from 
our previous discussion, each zero Zk, n of &((2n + a- 2)2/2; a) must lie, for 
each n sufficiently large, to the left of Dr. Performing the inversion z+ l/z, this 
implies that each zero z of yn(2z/(2n + a - 2); a) for n sufficiently large, must 
satisfy (cf. (7.1) and (7.2)) 
Iw(z)I >l and Rez<O, 
which establishes Theorem 7.2. 0 
PROOF OF THEOREM 7.3. For n a positive odd integer, let z,,(a) denote the 
negative real zero of 8,((2n + a - 2)2/2; a) so that (cf. (9.24)) 
(9.29) I wdz&)) I n + “n = 1 No&n(a)) 1 1 + d 
where v,, and a(n) are given respectively by (9.15) and (9.25). Then, let &(a) be 
defined as the unique negative real number such that 
(9.30) I w,cn)(R(a)) I”+ “n = IA&p&(a)) 1 ,
for each n ~1. That .%(a) is uniquely defined for each n 2 1 follows from the 
fact that 1 fir(z) I is, from (9.23), strictly decreasing on the ray {z= -r, 
O<r<o>}, while Iw,(z)I is, from (9.17), strictly increasing (from zero to 
infinity) on this same ray. Next, by means of Taylor series expansions and 
identities involving W,(~)(Z) and &c&z) (which we omit for reasons of brevity), 
it can be verified that 
(9.31) zn(a)=%(a)+ @( (n:vnji), as n+m. 
Thus, if we can express &(a) as 
(9.32) “(‘) &(a) = F+ (n + vn) 
where P is defined in (7.5) and y](a) is independent of n, then a consequence of 
(9.31) is that 
(9.33) 
I *  v1(a) zn(a) = r+ (n + v,) + o( (njVn)2), as n-+=. 
To establish (9.32), we have from (9.30) that 
(9.34) ) wo(n)(X(a)) I = 1 &&da)) 1 *‘(n+ “n). 
23 
Assuming the form (9.32), it follows from (9.17) that 
(9.35) w7(n,(&(a)) = w,(n)(f) 1 + 
t 
Ylmu(n)v) 
(n + vn)P + Q( (n:vn)2)]p asn+oo. 
Now, from (9.18), it can be verified that 
1 Wu(n,(P) 1 = 1 WV) I + 
(a-2)1wr(P)I.ln(P+ l+P ’ 
2n 
+d J- ,asn+ol. 
( > n2 
But as I WI(?) I = 1 from [18, eq. (4.40)], the above reduces to 
(9.36) 1 t++,(n)(P) 1= 1 + (‘- 2, In rn+ W, ,n-+m. 
Similarly, using the definition of gT(z) in (9.17), it can be shown that 
(g 37)  1 + rlmu(d~) 
(n + v,)P 
+n((n:v,P)=l+~+B(~),n~~. 
Thus, combining (9.35)-(9.37) yields 
! 
I +%cn,(W)) I = (a-2) In (P+j/W) 
(9.38) 
Next, using (9.23), it can be verified that 
(9.39) 1 i%(n)(Zn@)) I I’@ + vn) = I+ E+@ -!- zn ( > n2 
,asn+oo. 
Thus, on combining (9.38) and (9.39) in (9.34), we deduce that 
(9.40) p(a) = P 
I 
fl +PZ+(2-a) In (P+m) 
I JiiTF * 
Now, as n + vn =2n + a- 2, it follows that the negative real zero of 
&((2n + a - 2)2/2; a), for n odd, is given by 
Yl G-4 (9.41) z&7)=?+ (2n+a-2) +@ ( 
1 
(2n+a-2)2 ’ as nhm’ > 
Recalling (2.4), then (9.41) implies that the negative real zero m(a) of the non- 
normalized GBP y&z; a), for n odd, satisfies the desired result (7.4) of Theorem 
7.3. 0 
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