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Abstract
Inverse monoid actions on ordered forests are studied to generalize the Bass–Serre theory to
a certain class of inverse monoids. We introduce the concepts of graphs of inverse monoids and
their fundamental inverse monoids and discuss their basic properties. Using these concepts, we
characterize the inverse monoids acting on ordered forests satisfying some conditions as the groups
acting on trees without inversion are characterized as the fundamental groups of graphs of groups.
We also investigate the local action of a maximal subgroup of the fundamental inverse monoid on a
connected component of the universal cover and obtain a presentation of the maximal subgroup.
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1. Introduction
The study of presentations by generators and relations and the study of partial actions
are two important areas in inverse semigroup theory. Inverse semigroup presentations have
been studied from the algebraic and algorithmic standpoints. Graphs are employed to study
inverse semigroup presentations. On the other hand, the partial action is closely related to
the structure of mathematical objects such as foliations, manifolds, and operator algebras.
For example, inverse semigroup theory is applied to investigate a certain embedding
theorem in group theory in [24]. The general theory of inverse semigroup actions on
partially ordered sets is studied in [9,10], however, no theory has been developed for
inverse semigroups acting on partially ordered sets having an algebraic, combinatorial,
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not been examined in detail so far.
The study of groups acting on trees initiated by Bass and Serre sheds light on the
structure of groups and yields numerous results in group theory. The Bass–Serre theory
is also employed in semigroup theory. It is applied to obtain a group presentation of a
maximal subgroup of several classes of amalgamated free products and HNN extensions
of inverse semigroups [1,3,4,7,23]; one constructs a tree using the structure of the inverse
semigroup, shows that a maximal subgroup acts on the tree and then employs the Bass–
Serre theory to obtain a presentation. We here note that if an inverse monoid is presented
as a full amalgamated free product or a full HNN extension, the set of trees constructed
in [4,23] forms a forest. Besides, the forest naturally inherits the order structure from the
inverse monoid. This observation motivates us to synthesize the local actions of maximal
subgroups on the trees into the global inverse monoid action on the ordered forest and to
study the relationship between the structure of inverse monoids and their actions on ordered
forests.
The paper is outlined as follows. In Section 2, we review basic concepts in the
theory of inverse semigroups and introduce ordered graphs (ordered 1-complexes). Inverse
monoid actions on ordered forests are introduced in Section 3. In Sections 4 through 6,
we introduce basic concepts in our study on inverse monoid actions: graphs of inverse
monoids, fundamental inverse monoids, universal covers, and fundamental domains. We
obtain essential properties of the fundamental inverse monoids and the universal covers for
graphs of inverse monoids. In addition, it is shown that the fundamental inverse monoid
acts on the universal cover and the universal cover has a fundamental domain.
Our main result, Theorem 7.8, is obtained in Section 7. First, a certain graph of inverse
monoids is induced from an inverse monoid action on an ordered graph with a fundamental
domain. Second, it is shown that the inverse monoid is isomorphic to the fundamental
inverse monoid of the induced graph of inverse monoids if and only if the ordered graph
is a forest, and the ordered graph is a forest if and only if the graph is isomorphic to the
universal cover. Therefore, the class of fundamental inverse monoids of graphs of inverse
monoids coincides with the class of inverse monoids acting on ordered forests with a
fundamental domain. This can be considered as a generalization of the Bass–Serre theory.
In Section 8, we study the local action of a maximal subgroup of a fundamental inverse
monoid on a connected component of the universal cover and obtain a presentation of the
maximal subgroup using the Bass–Serre theory. This generalizes the results in [4,23].
2. Preliminaries
A semigroup S is called regular if for each s in S there exists an element s′ in S such that
ss′s = s and s′ss′ = s′. Such an element s′ is called an inverse of s. An inverse semigroup
is a regular semigroup in which every element s has the unique inverse element s−1.
A semigroup S is called a band if every element is an idempotent, that is, s2 = s for
every s in S. A commutative band is called a semilattice.
The set of all idempotents of an inverse semigroup forms a semilattice. Hereafter, E(S)
denotes the semilattice of all idempotents in an inverse semigroup S. The natural partial
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following way. We define s2  s1 for s1, s2 in S, if there exists an idempotent e in S
such that s2 = es1. An inverse subsemigroup T of an inverse semigroup S is called full
if E(T ) = E(S). If an inverse semigroup has an identity element, it is called an inverse
monoid. In this paper, the Green’s relations are denoted by H, R, L, D, J , respectively.
We refer the reader to [10] for more details on the theory of inverse semigroups.
An inverse semigroup has a presentation Inv(X | R) if it is the freest inverse semigroup
generated by the alphabet X subject to the set of relations R. Suppose inverse semigroups
S1 and S2 are presented by Inv(X1 | R1) and Inv(X2 | R2), respectively, where the alphabets
X1 and X2 are disjoint. The inverse semigroup presented by
Inv(X1 ∪ X2 | R1 ∪ R2)
is called the free product of S1 and S2 and denoted by S1 ∗ S2.
Furthermore, we suppose that C1 and C2 are isomorphic inverse subsemigroups of S1
and S2, respectively, and µ is an isomorphism of C1 onto C2. The inverse semigroup
presented by
Inv
(
S1, S2
∣∣ c = µ(c) for all c ∈ C1)= Inv(X1 ∪ X2 ∣∣ R1 ∪ R2, c = µ(c) for all c ∈ C1)
is called the free product of S1 and S2 amalgamating C1 and C2. If C1 and C2 are full in
S1 and S2, respectively, then the amalgamated free product is called full.
Let S be an inverse semigroup and let A and B be isomorphic inverse subsemigroups
of S. Let µ be an isomorphism of A onto B . Suppose that e ∈ A ⊂ eSe and f ∈ B ⊂ f Sf
for some idempotents e, f of S. Then the inverse semigroup S∗ presented by
Inv
(
S, t
∣∣ t−1at = µ(a) for all a ∈ A, t−1t = f, tt−1 = e)
is called the HNN extension of S associated with µ :A → B with a stable letter t . If M is
a monoid and A and B are full in M , that is, E(A) = E(M) = E(B), then M∗ is called a
full HNN extension of M . In this case M∗ is presented by
Inv
(
M, t
∣∣ t−1at = µ(a) for all a ∈ A, t−1t = 1 = t t−1).
Full amalgamated free products and full HNN extensions of inverse monoids enjoy many
desirable properties as amalgamated free products and HNN extensions of groups do.
Among others, every element in each of these constructions has the normal form, that is,
every element can be written uniquely in a certain fashion. Using the normal form [15,23],
we can easily obtain the following results.
Proposition 2.1. Let S1 ∗C S2 be a full amalgamated free product of the inverse monoids
S1 and S2 amalgamating C. Suppose that the sequence a0, a1, a2, . . . , an (n 1) satisfies
the following:
(1) ai is an element of either S1 or S2 for every i = 0,1, . . . , n.
18 A. Yamamura / Journal of Algebra 281 (2004) 15–67(2) If ai−1 belongs to S1, then ai belongs to S2 and vice versa.
(3) a−1i−1ai−1 = aia−1i for every i = 1,2, . . . , n.
(4) ai does not belong to C (of S1 or S2 accordingly) for every i = 1,2, . . . , n.
Then the element a0a1a2 · · ·an is not an idempotent in S1 ∗C S2.
Proposition 2.2. Let M∗ be a full HNN extension of the inverse monoid M associated with
µ :A → B with the stable letter t . Suppose that the sequence r0, tε1 , r1, . . . , tεn, rn satisfies
the following:
(1) ri is an element of M for every i = 0,1, . . . , n.
(2) εi = ±1 for every i = 1,2, . . . , n.
(3) µεi (r−1i−1ri−1) = rir−1i for every i = 1,2, . . . , n.
(4) There is no subsequence of the form t−ε, r, tε , where r belongs to Dom(µε).
Then the element r0tε1r1 · · · tεn rn is not an idempotent in M∗.
In both cases the proof is based on the Artin–van der Waerden method. The condition
(3) in each of the propositions above represents that the sequence is a trace product of the
groupoid structure of the corresponding inverse monoid [11,16]. The groupoid approach
is employed in [3,4,14], whereas we do not touch on it in this paper. The following
propositions are immediate consequences of Propositions 2.1 and 2.2 (see [23]).
Proposition 2.3. Let S1 ∗C S2 be a full amalgamated free product of the inverse monoids
S1 and S2 amalgamating C. Suppose that the sequence a0, a1, a2, . . . , an (n 1) satisfies
the following:
(1) ai is an element of either S1 or S2 for every i = 0,1, . . . , n.
(2) If ai−1 belongs to S1, then ai belongs to S2 and vice versa.
(3) a−1i−1ai−1 = aia−1i for every i = 1,2, . . . , n.
(4) ai does not belong to C (of S1 or S2 accordingly) for every i = 1,2, . . . , n.
Then the element a0a1a2 · · ·an does not belong to S1 or S2.
Proposition 2.4. Let M∗ be a full HNN extension of the inverse monoid M associated with
µ :A → B with the stable letter t . Suppose that the sequence r0, tε1 , r1, . . . , tεn, rn satisfies
the following:
(1) ri is an element of M for every i = 0,1, . . . , n.
(2) εi = ±1 for every i = 1,2, . . . , n.
(3) µεi (r−1i−1ri−1) = rir−1i for every i = 1,2, . . . , n.
(4) There is no subsequence of the form t−ε, r, tε , where r belongs to Dom(µε).
Then the element r0tε1r1 · · · tεn rn does not belong to M .
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property [5] and the strong HNN property [20]. One of the reasons for studying
amalgamated free products and HNN extensions is to apply them to structural and
algorithmic problems on inverse semigroups. In group theory, there are numerous
applications of amalgamated free products and HNN extensions (see [2]). In [6], several
applications of amalgamated free products are presented. In [20,22], amalgamated free
products and HNN extensions are applied to algorithmic problems on finitely presented
inverse semigroups.
Graphs (or 1-complexes) play a crucial role in the study of presentations of groups and
semigroups as Cayley graphs provide substantial information on the structure of groups.
Munn [13] initiated the study of free inverse semigroups in terms of graphs, Jones [8]
used graphs to study free products of inverse semigroups, and Stephen [19] introduced
Schützenberger graphs to study presentations of inverse semigroups. In this paper, we
define a partial order on graphs, as it is introduced in [12], and then we consider its
relationship with inverse semigroup presentations.
A graph X consists of non-empty sets Vert(X) and Edge(X). An element v in Vert(X)
is called a vertex of X and an element y in Edge(X) is called an edge of X. Each edge y
is associated with the initial vertex α(y) and the terminal vertex ω(y) in Vert(X) and the
inverse edge y in Edge(X) satisfying the following:
(GR1) y = y.
(GR2) y = y.
(GR3) α(y) = ω(y).
The initial and terminal vertices of an edge are called extremes of the edge. An
orientation of a graph X is a subset O of Edge(X) such that Edge(X) is a disjoint union
of O and O, where O denotes the set consisting of the edges y (y ∈ O). An orientation
is denoted by Edge+(X) and an edge in Edge+(X) is called positively oriented. The edge
that does not belong to Edge+(X) is called negatively oriented and the set of negatively
oriented edges is denoted by Edge−(X). A path in X is a sequence of edges y1, y2, . . . , yn
satisfying ω(yi−1) = α(yi ) for every i = 2,3, . . . , n. If v1 = α(y1) and v2 = ω(yn), then
we say that y1, y2, . . . , yn is a path from v1 to v2 or a path connecting v1 and v2. The length
of a path is the number of edges in the path.
Two vertices v1 and v2 are said to be connected if there exists a path from v1 to v2.
A graph is said to be connected if every pair of two vertices is connected. A maximal
connected subgraph is called a connected component. A pair of edges yi and yi+1 in a
path y1, y2, . . . , yn is called a backtracking if yi+1 = yi . A path y1, y2, . . . , yn without a
backtracking is called a circuit if α(y1) = ω(yn) and for each vertex v there exist exactly
one edge entering it among y1, y2, . . . , yn. A graph consisting of a circuit of length one is
called a loop (Fig. 1). A graph without a circuit is called a forest. A connected forest is
called a tree. A segment is a graph consisting of a pair of an edge and its inverse and two
distinct vertices. A geodesic in a tree is a path without a backtracking. For every pair of
vertices v1 and v2 in a tree there exists a unique geodesic from v1 to v2.
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A graph morphism λ of a graph X into a graph Y maps Vert(X) into Vert(Y) and Edge(X)
into Edge(Y), respectively, and preserves the graph structure
α
(
λ(y)
)= λ(α(y)), ω(λ(y))= λ(ω(y)), λ(y) = λ(y)
for every edge y of X. A graph morphism λ : X1 → X2 is called locally injective if
α(y1) = α(y2) and λ(y1) = λ(y2) implies y1 = y2 for edges y1, y2 of X1.
We now introduce a partial order relation (reflexive, anti-symmetric, and transitive) on
a graph by a semilattice. Let X be a non-empty graph, and let E be a semilattice. Suppose
every idempotent e in E corresponds uniquely to a connected component Xe of X, and X
is a disjoint union of Xe (e ∈ E), that is, X = ⋃e∈E Xe. Furthermore, there exists a graph
morphism ρef of Xe into Xf for each pair of e and f in E with f  e satisfying the
following:
(OR1) ρee is the identity mapping idXe on Xe for all idempotent e in E.
(OR2) ρdf = ρef ◦ ρde for all idempotents f , e, d in E such that f  e d .
Each graph morphism ρef (f  e) is called the order mapping. For vertices v1, v2 in X,
we denote v2  v1 if there exist e and f in E such that f  e, v1 belongs to Vert(Xe),
v2 belongs to Vert(Xf ), and v2 is equal to ρef (v1). Analogously, for edges y1, y2 in X,
we define y2  y1 if there exist e and f in E such that f  e, y1 belongs to Edge(Xe),
y2 belongs to Edge(Xf ), and y2 is equal to ρef (y1). It is easy to see that X is partially
ordered. We say that X is a graph (or 1-complex) ordered by the semilattice E [12].
We make a convention that an orientation of an ordered graph is preserved by order
mappings, that is, we consider only an orientation satisfying ρef (Edge+(Xe)) ⊂ Edge+(Xf )
and ρe (Edge−(Xe)) ⊂ Edge−(Xf ) for all idempotents e, f in E with f  e, wheref
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e∈E Edge+(Xe). For a vertex v1 and an edge y1 in X, the order ideal
generated by v1 and y1 are defined by
[v1] =
{
v ∈ Vert(X) ∣∣ v v1}, [y1] = {y ∈ Edge(X) ∣∣ y y1}.
Similarly, for a subgraph K of X, the order ideal [K] is defined to be the graph consisting
of the vertices and edges below K, namely, [K] consists of the set Vert([K]) of vertices and
the set Edge([K]) of edges, where
Vert
([K])= {v ∈ Vert(X) ∣∣ v v1, v1 ∈ Vert(K)},
Edge
([K])= {y ∈ Edge(X) ∣∣ y y1, y1 ∈ Edge(K)}.
A graph morphism λ of an ordered graph X into an ordered graph Y is defined to be a
graph morphism that preserves the order, that is, if v2  v1 in Vert(X), then λ(v2) λ(v1)
in Vert(Y), and if y2  y1 in Edge(X), then λ(y2) λ(y1) in Edge(Y).
Example (Cayley graph). Let G be a group and X a set of generators of G such that
X ∩ X−1 = ∅. Then the Cayley graph Γ = Γ (G,X) of G with respect to X is given by
Vert(Γ ) = {g | g ∈ G},
Edge+(Γ ) =
{
(g1, x, g2)
∣∣ g2 = g1x, g1, g2 ∈ G, x ∈ X},
Edge−(Γ ) =
{(
g1, x
−1, g2
) ∣∣ g2 = g1x−1, g1, g2 ∈ G, x ∈ X}.
For (g1, x, g2) in Edge(Γ ), the initial and terminal vertex and the inverse edge are given
by
α(g1, x, g2) = g1, ω(g1, x, g2) = g2, (g1, x, g2) =
(
g2, x
−1, g1
)
.
Clearly, Γ (G,X) is ordered by the trivial semilattice.
Example (Schützenberger graph [19]). Let S be an inverse semigroup and X the set of
generators of S such that X ∩ X−1 = ∅. The Schützenberger graph SΓ (S,X) is given by
Vert(SΓ (S,X)) = {s | s ∈ S},
Edge+(SΓ (S,X)) =
{
(s1, x, s2)
∣∣ s1x = s2, s1 R s2, s1, s2 ∈ S, x ∈ X},
Edge−(SΓ (S,X)) =
{
(s2, x
−1, s1)
∣∣ s1x = s2, s1 R s2, s1, s2 ∈ S, x ∈ X}.
The initial and terminal vertex and the inverse edge are given by
α(s1, x, s2) = s1, ω(s1, x, s2) = s2, (s1, x, s2) =
(
s2, x
−1, s1
)
.
The order is given as follows. Let SΓ (S,X, e) be the set {s ∈ S | s R e, e ∈ E}. Clearly,
SΓ (S,X) is the disjoint union of SΓ (S,X, e) (e ∈ E), and SΓ (S,X, e) is a connected
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if and only if s1  s2 in S for the vertices s1 and s2 of SΓ (S,X), and (s1, x, s2) (s3, y, s4)
if and only if s1  s3, s2  s4 and x = y for the edges (s1, x, s2) and (s3, y, s4) of SΓ (S,X).
Clearly, SΓ (S,X) is ordered by the semilattice E(S).
Example (Munn forest [13]). Let F be a free inverse semigroup on a set X. The Munn
forest Munn(F ) is the disjoint union of the Munn trees, that is, given by
Vert
(
Munn(F )
)= {s | s ∈ F },
Edge+
(
Munn(F )
)= {(s1, x, s2) ∣∣ s1x = s2, s1 R s2, s1, s2 ∈ F, x ∈ X},
Edge−
(
Munn(F )
)= {(s2, x−1, s1) ∣∣ s1x = s2, s1 R s2, s1, s2 ∈ F, x ∈ X}.
In fact, the Cayley graph and the Munn forest are a Schützenberger graph of a group
and a free inverse semigroup, respectively. The contracted Schützenberger graph (in [21])
also forms an ordered graph in the similar way.
3. Inverse monoid actions on ordered graphs
A group action can be formalized as a representation of a group into the group of
transformations of a mathematical object. Similarly, an inverse monoid action is defined to
be a representation of an inverse monoid into the inverse monoid of partial transformations
of a mathematical object. A general theory on inverse semigroup actions on partially
ordered sets is developed in [9,10].
Let M be an inverse monoid, and let X be a graph ordered by the semilattice E = E(M).
The inverse monoid TX of partial automorphisms consists of all partial graph isomorphisms
of order ideals of X. Recall that morphisms of ordered graphs preserve the order structures.
Let T(e,f ) be the set of graph isomorphisms of [Xe] onto [Xf ] for idempotents e, f in E,
and let TX be the union of T(e,f ) (e, f ∈ E), that is, TX =⋃e,f∈E T(e,f ). The multiplication
is given naturally on TX as an inverse subsemigroup of the symmetric inverse semigroup of
all partial graph isomorphisms. We note that an idempotent of TX is the identity mapping
of [Xe] for some idempotent e.
If each connected component of X consists of only one vertex and no edge, then TX
is isomorphic to the Munn semigroup TE (see [10]). Thus, the Munn semigroup can be
considered as the inverse monoid TX of partial automorphisms for the trivial graph X
ordered by E. Suppose θ is a homomorphism of M into TX. Let us denote the image
of m in M under θ by θm. For an element m of M , a vertex v and an edge y of X, we often
denote θm(v) and θm(y) by mv and my, respectively, in the rest of the paper. For a subgraph
K of X and an element m of M , the graph mK consists of the sets{
mv
∣∣ v ∈ Vert(K)∩ Dom(θm)} and {my ∣∣ y ∈ Edge(K)∩ Dom(θm)}.
We note that for each edge y in Dom(θm) we have
m
(
α(y)
)= α(my), m(ω(y))= ω(my), my = my, (1)
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monoid action of M on X =⋃e∈E Xe if the following axioms are satisfied.
Left action axiom. For every element m of M , the domain of θm is [Xm−1m] and the range
is [Xmm−1], that is,
θm : [Xm−1m] → [Xmm−1].
Moreover, mXe = Xmem−1 for every em−1m.
Compatible axiom. Suppose f  e. For an element m of M satisfying e m−1m and a
vertex v and an edge y of Xe, we have
mρef (v) = ρmem
−1
mfm−1(mv), mρ
e
f (y) = ρmem
−1
mfm−1(my).
No inversion axiom. Suppose y is an edge of Xe. For every element m of M satisfying
m−1m e, we have
mρe
m−1m(y) /∈ [y].
No inversion axiom guarantees that there exists an orientation preserved by the action of
elements of M .
Example (Schützenberger graph). The Schützenberger graph forms an ordered graph. Let
us see how an inverse monoid M acts on the Schützenberger graph SΓ (M). An inverse
semigroup action θ of M into TSΓ (M) is defined as follows. For an element m of M ,
Dom(θm) is defined to be [SΓ (M,X,m−1m)]. If m1m−11 m−1m, then m1 Rm1m−11 and
so m1 ∈ SΓ (M,X,m1m−11 ) ⊂ [SΓ (M,X,m−1m)], θm(m1) = mm1 and θm(m1, x,m2) =
(mm1, x,mm2) for a vertex m1 and an edge (m1, x,m2) of SΓ (M). It is easy to see that θ
satisfies three axioms above.
This example gives us a motivation for research in inverse semigroup actions on ordered
graphs. Graph methods are very useful to study algorithmic problems on finitely presented
inverse semigroups. For instance, Munn trees are employed to solve the word problem of
free inverse semigroups. However, in most of the researches on algorithmic problems, one
focuses on a fixed connected component of a graph. We shall see that the global structure
of an ordered graph reflects the global structure of an inverse semigroup.
We note that if a mapping  of an ordered graph X into E(M) is defined by (v) = e for v
in Vert(Xe) and (y) = e for y in Edge(Xe), then the pair (θ, ) is an ordered representation
of M in the sense of [9].
Let G be a group, and X be a connected graph. Then the action of G on X is a
representation θ of G into Aut(X), where Aut(X) is the group of graph automorphisms
of X. We say that G acts on X without inversion if gy = y for any element g of G and any
edge y of X.
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of M . Suppose that e belongs to G, where e is an idempotent of M . We define a group
action θG of G into Aut(Xe) by θGg = θg|Xe for an element g in G, that is, θGg is a restriction
of θg to Xe . Then θGg is a graph automorphism of Xe.
Proposition 3.1. The group G acts on Xe without inversion via θG.
Proof. Clearly, no inversion axiom implies that G acts on Xe without inversion. 
We now consider the quotient graph. Let M be an inverse monoid acting on a graph X
ordered by the semilattice E = E(M). Suppose that v1 and v2 are vertices of Xe1 and Xf1 ,
respectively. We define a relation v1 ∼ v2, if there exist idempotents e2, f2 in E satisfying
e2  e1, f2  f1 and an element m in M satisfying ρe1e2 (v1) = mρf1f2 (v2), f2 = m−1m, and
e2 = mm−1. Suppose that y1 and y2 are edges of Xe1 and Xf1 , respectively. We define a
relation y1 ∼ y2, if there exist idempotents e2, f2 in E satisfying e2  e1, f2  f1 and an
element m in M satisfying ρe1e2 (y1) = mρf1f2 (y2), f2 = m−1m, and e2 = mm−1.
Lemma 3.2. The relation ∼ given above is an equivalence relation on vertices and edges
of X.
Proof. The action of an idempotent is trivial since an idempotent in TX is the identity
mapping of an order ideal. Hence, it is easy to check the reflective and the symmetric
laws. We prove the transitive laws. Suppose that v1 ∼ v2 and v2 ∼ v3, where v1, v2,
and v3 are vertices of Xd1 , Xe1 , and Xf1 , respectively. Then there exist idempotents
d2, e2, e′2, f2 in E satisfying d2  d1, e2  e1, e′2  e1, f2  f1 and elements m1,m2 in M
satisfying d2 = m1m−11 , e2 = m−11 m1, e′2 = m2m−12 , f2 = m−12 m2, ρd1d2 (v1) = m1ρ
e1
e2 (v2),
and ρe1
e′2
(v2) = m2ρf1f2 (v3). Let e3 = e2e′2 and d3 = m1e′2m−11 and c1 = m1e′2. Note that
c−11 c1 = (m1e′2)−1(m1e′2) = e′2m−11 m1e′2 = e′2e2e′2 = e3 and c1c−11 = (m1e′2)(m1e′2)−1 =
m1e
′
2m
−1
1 = d3. Then we have
c1ρ
e1
e3 (v2) = m1e′2ρe1e′2e2(v2) = m1ρ
e1
e′2e2
(v2) = m1ρe2e′2e2
(
ρe1e2 (v2)
)
= ρm1e2m
−1
1
m1e
′
2e2m
−1
1
(
m1ρ
e1
e2 (v2)
)= ρm1e2m−11
m1e
′
2m
−1
1
(
ρ
d1
d2
(v1)
)
= ρd2
m1e
′
2m
−1
1
(
ρ
d1
d2
(v1)
)= ρd1
m1e
′
2m
−1
1
(v1) = ρd1d3 (v1).
Similarly, we can find an idempotent f3 in E and an element c2 in M satisfying c−12 c2 = f3,
c2c
−1
2 = e3, c2ρf1f3 (v3) = ρ
e1
e3 (v2). We have ρ
d1
d3
(v1) = c1ρe1e3 (v2) = c1(c2ρf1f3 (v3)) =
(c1c2)ρ
f1
f3
(v2). Moreover,
(c1c2)(c1c2)
−1 = c1c2c−12 c−11 = c1e3c−11 = m1e′2e3e′2m−11 = m1e2e′2m−11
= m1e′2m−1 = d3,1
A. Yamamura / Journal of Algebra 281 (2004) 15–67 25and (c1c2)−1(c1c2) = c−12 c−11 c1c2 = c−12 e3c2 = c−12 c2c−12 c2 = f3. It follows that v1 ∼ v3.
Analogously, we can show that ∼ gives an equivalence relation of the set of edges. 
The ∼ equivalence class containing v and y are denoted by v˜ and y˜, respectively, where
v and y are a vertex and an edge of X. The quotient graph X˜ consists of vertices and edges
defined by
Vert(˜X) = {v˜ | v ∈ Vert(X)}, Edge(˜X) = {y˜ | y ∈ Edge(X)}.
We define three mappings α(y˜), ω(y˜), and y˜ on Edge(˜X) as follows. For every edge y in X,
α(y˜) = α˜(y), ω(y˜) = ω˜(y), y˜ = y˜.
It is easy to verify that these mappings are well-defined.
Lemma 3.3. X˜ is a well-defined connected graph.
Proof. We show (GR1), (GR2), and (GR3). For an edge y˜ of X˜, we have
y˜ = y˜ = y˜ = y˜ and α(y˜) = α˜(y) = ω˜(y) = ω(y˜)= ω(y˜).
Hence, (GR1) and (GR3) hold. We now show that y˜ = y˜. Suppose y˜ = y˜ for an edge y
of Xe . Note that y is also an edge of Xe. There are idempotents f,d in E and m in M
satisfying f  e, d  e, mm−1 = f , m−1m = d , and mρed(y) = ρef (y). This implies that
mρed(y) belongs to [y]. This contradicts no inversion axiom. Therefore, (GR2) holds and so
X˜ is a well-defined graph. Furthermore, since any distinct connected components Xe and
Xf are mapped into the connected component Xef , Xe and Xf are mapped into a connected
component of X˜. It follows that X˜ is connected. 
The quotient graph X˜ is denoted by M  X in the rest of the paper. The natural graph
morphism ϕ of X onto M  X is defined by
ϕ(v) = v˜, ϕ(y) = y˜ (2)
for a vertex v and an edge y of X, respectively.
4. Graphs of inverse monoids and fundamental inverse monoids
The concept of a graph of inverse monoids and its fundamental inverse monoid
are introduced following [12]. Fundamental inverse monoids can be regarded as a
generalization of a full amalgamated free product and a full HNN extension. We give two
definitions and show these are isomorphic each other.
A graph of inverse monoids X consists of a nonempty connected graph Y, and a family
M of inverse monoids, where M consists of an inverse monoid Mv associated to each
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Fig. 2. Examples of graphs of inverse monoids.
vertex v of Y and an inverse monoid My associated to each edge y of Y, together with
monomorphisms σy of My into Mα(y) and τy of My into Mω(y) for each edge y of Y
satisfying the following conditions:
(GM1) For every edge y in Y, we have
My = My.
(GM2) For every edge y in Y, we have
σy = τy.
(GM3) For every edge y in Y, σy(My) and τy(My) are full inverse submonoids of Mα(y)
and Mω(y), respectively.
See examples in Fig. 2. We note that E(Mv1) is isomorphic to E(Mv2) for all vertices
v1 and v2 by (GM3). We denote X by (M,Y). A graph of groups in the Bass–Serre theory
is a graph of inverse monoids, where every vertex and edge monoid are groups.
For a graph of inverse monoids X = (M,Y), we define F(X) to be the inverse monoid
presented by
Inv
(
Mv
(
v ∈ Vert(Y)), ty (y ∈ Edge(Y))∣∣ t−1y σy(a)ty = τy(a) for all a ∈ My, all y ∈ Edge(Y),
1Mv = tyty = tyty for all v ∈ Vert(Y), all y ∈ Edge(Y)
)
, (3)
where 1Mv is the identity element of Mv. It is easy to see from (3) that 1Mv1 = 1Mv2 =
ty1 ty1 = ty2 ty2 for all vertices v1, v2 of Y and for all edges y1, y2 of Y. Hence, 1Mv is the
identity element of F(X) for every vertex v of Y. We also note that ty = t−1y in F(X) and
ty belongs to the group of units of F(X) for every edge y of Y.
The inverse monoid F(X) is generated by Mv (v ∈ Vert(Y)) and letters ty (y ∈ Edge(Y)).
We consider particular words on these generators. We consider the conditions on a
sequence of the form
r0, ty1 , r1, ty2 , r2, . . . , tyn , rn. (4)
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(SQ2) r0 belongs to Mα(y1) and ri belongs to Mω(yi ) for every i = 1,2, . . . , n.
(SQ3) σ−1yi+1(r−1i ri ) = τ−1yi+1(ri+1r−1i+1) in Myi+1 for every i = 0,1,2, . . . , n− 1.(SQ4) Either n = 0 and r0 is not an idempotent, or n > 0 and there exists no subsequence
of the form ty, r, ty, where r belongs to σy(My) (or equivalently ty, r, ty, where r
belongs to τy(My)).
If a sequence (4) (n 0) satisfies (SQ1) and (SQ2), then it is called a sequence in X,
and the element
r0ty1r1ty2r2 · · · tynrn (5)
in F(X) is called the word associated with the sequence (4). A sequence in X is called
irreducible if it satisfies (SQ3) and (SQ4). A sequence in X is said to be reducible if
it satisfies (SQ3) but not (SQ4). A word (5) is called irreducible and reducible if the
corresponding sequence (4) is irreducible and reducible, respectively.
Fundamental inverse monoid at a vertex
Choose a vertex v0 of Y and fix it. Then we define π1(X, v0) to be the set of words (5) in
F(X) that are associated with the sequence (4) satisfying α(y1) = ω(yn) = v0. It is easy to
verify that π1(X, v0) is an inverse submonoid of F(X). We call π1(X, v0) the fundamental
inverse monoid of X at v0.
Fundamental inverse monoid at a maximal subtree
Choose a maximal subtree (spanning tree) T of Y. The existence of a maximal subtree
can be shown using Zorn’s lemma. The fundamental inverse monoid π1(X,T) of X at T is
defined to be the inverse monoid presented by
Inv
(
Mv
(
v ∈ Vert(Y)), ty (y ∈ Edge(Y))∣∣ t−1y σy(a)ty = τy(a) for all a ∈ My, all y ∈ Edge(Y),
1Mv = tyty = tyty for all v ∈ Vert(Y), all y ∈ Edge(Y),
ty = t2y for all y ∈ Edge(T)
)
, (6)
or equivalently,
Inv
(
F(X)
∣∣ ty = t2y for all y ∈ Edge(T)).
Note that ty is the identity element in π1(X,T) for every edge y in T. Clearly, π1(X,T)
is the homomorphic image of F(X). We denote the canonical projection of F(X) onto
π1(X,T) by p.
Lemma 4.1. Every element in π1(X,T) is written as an image under p of either an element
r0 in Mv for some vertex v in Y or a word r0ty1r1ty2 · · · tynrn associated with an irreducible
sequence r0, ty1, r1, ty2 , . . . , tyn , rn in X.
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every element in π1(X,T) can be written as r0ty1r1ty2 · · · tynrn, where ri belongs to Mvi .
For any distinct vertices v1 and v2 of Y, there exists a geodesic z1, z2, . . . , zl from v1 to v2
in T. We denote the word
1Mα(z1) tz1 1Mα(z2) tz2 1Mα(z3) · · · tzl 1Mω(zl )
by s(v1,v2) if v1 = v2. For any vertex v, we set s(v,v) = 1Mv . Then we have
r0ty1r1ty2 · · · tynrn = r0s(v0,α(y1))ty1s(ω(y1),v1)r1s(v1,α(y2))ty2 · · · tyns(ω(yn),vn)rn.
Therefore, we may assume that every element in π1(X,T) can be written as a word
associated with a sequence satisfying (SQ1) and (SQ2).
We now show that every word associated with a sequence r0, ty1 , r1, ty2 , . . . , tyn , rn
satisfying (SQ1) and (SQ2) can be rewritten as a word associated with a sequence r ′0, ty1,
r ′1, ty2 , . . . , tyn , r ′n satisfying (SQ1)–(SQ3) using induction on n. Suppose that the claim
is true for nonnegative integers less than n + 1 and that m = r0ty1r1ty2 · · · tynrntyn+1rn+1,
where the sequence r0, ty1, r1, ty2 , . . . , tyn , rn, tyn+1 , rn+1 satisfies (SQ1) and (SQ2). We set
e = σyn+1
(
τ−1yn+1
(
rn+1r−1n+1
))
.
Then rne belongs to Mω(yn) and the word r0ty1r1ty2 · · · tyn (rne) can be rewritten as
r ′0ty1r ′1ty2 · · · tynr ′n, which satisfies (SQ1)–(SQ3) by the inductive hypothesis. We set
r ′n+1 = τyn+1
(
σ−1yn+1(f )
)
rn+1,
where f = (r ′0ty1r ′1ty2 · · · tynr ′n)−1(r ′0ty1r ′1ty2 · · · tynr ′n). Then it is easy to see that
m = r ′0ty1r ′1ty2 · · · tynr ′ntyn+1r ′n+1
and the sequence r ′0, ty1, r ′1, ty2 , . . . , tyn , r ′n, tyn+1 , r ′n+1 satisfies (SQ1)–(SQ3).
If the resulting sequence fails to satisfy the condition (SQ4), we use the relation
t−1y σy(a)ty = τy(a) (a ∈ My) in (6) to get a shorter word. Then the new word is associated
with a sequence satisfying (SQ1)–(SQ3) and the length is shorter. Repeating this process
until no subsequence of the form ty, r, ty, where r belongs to My, appears, we can rewrite
the given word to a word associated with a sequence satisfying (SQ1)–(SQ4). 
Theorem 4.2. Let X = (M,Y) be a graph of inverse monoids. Choose an arbitrary vertex
v0 of Y and an arbitrary maximal subtree T of Y. Then the canonical projection p of
F(X) onto π1(X,T) induces an isomorphism of π1(X, v0) onto π1(X,T) by restricting
the domain to π1(X, v0).
Proof. We define a mapping η of π1(X,T) into π1(X, v0) as follows. Note that π1(X,T)
is generated by generators of Mv (v ∈ Vert(Y)) and ty (y ∈ Edge(Y)). We first define η on
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are preserved under η.
Take an arbitrary vertex v of Y distinct from v0. Since T is a maximal subtree of Y, there
exists the geodesic y1, y2, . . . , yn from v to v0 in T. We then define δv to be the element
ty1 ty2 · · · tyn for v (v = v0), and δv0 to be the identity element 1Mv0 . For any element m
in Mv, where v is a vertex of Y, we define
η(m) = δ−1v mδv.
It is easy to see that η(m) belongs to π1(X, v0). For any edge y of Y, we define
η(ty) = δ−1α(y)tyδω(y).
It is also easy to see that η(ty) belongs to π1(X, v0).
We next show that η preserves the defining relations in (6). Clearly, we have
η(ty)η(ty) = η(ty)η(ty) = 1 = η(1Mv) for every vertex v and every edge y of Y. Moreover,
using the relations in (3), we have
η
(
t−1y
)
η
(
σy(a)
)
η(ty) = η(ty)η
(
σy(a)
)
η(ty) = δ−1α(y)tyδω(y)δ−1α(y)σy(a)δα(y)δ−1α(y)tyδω(y)
= δ−1ω(y)t−1y δα(y)δ−1α(y)σy(a)δα(y)δ−1α(y)tyδω(y)
= δ−1ω(y)t−1y σy(a)tyδω(y) = δ−1ω(y)τy(a)δω(y)
= η(τy(a))
for every edge y in Y and every element a in My. It is similarly shown that
η(ty) =
(
η(ty)
)2
for every edge y in T. Thus, η preserves the defining relations in (6), and hence, η can be
extended to a homomorphism of π1(X,T) into π1(X, v0).
Since ty = 1 in π1(X,T) for every edge y of T, we have p(δv) = 1 for every vertex
v of Y. Hence, for every vertex v of Y and every element m in Mv, we have p(η(m)) =
p(δ−1v mδv) = p(m) = m. We also have p(η(ty)) = p(δ−1α(y)tyδω(y)) = p(ty) = ty for every
edge y in Y. Therefore, p ◦ η is the identity mapping of π1(X,T).
On the other hand, take any element r0ty1r1ty2 · · · tynrn in π1(X, v0), where r0, ty1 , r1, ty2,
. . . , tyn , rn is a sequence in X satisfying α(y1) = v0 = ω(yn). Then we have
η
(
p(r0ty1r1ty2 · · · tynrn)
)= η(r0ty1r1ty2 · · · tynrn) = η(r0)η(ty1)η(r1)η(ty2) · · ·η(tyn )η(rn)
= (δ−1α(y1)r0δα(y1))(δ−1α(y1)ty1δω(y1)) · · · (δ−1α(yn)tynδω(yn))
× (δ−1ω(yn)rnδω(yn))
= δ−1 r0ty1 · · · tynrnδω(yn) = r0ty1r1ty2 · · · tynrnα(y1)
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mapping of π1(X, v0). Consequently, the restriction of p to π1(X, v0) is an isomorphism of
π1(X, v0) onto π1(X,T). 
Theorem 4.2 implies that the structure of π1(X, v) or π1(X,T) does not depend on the
choice of a vertex v or a maximal subtree T, that is, π1(X, v1) is isomorphic to π1(X, v2) for
all vertices v1 and v2 and π1(X,T1) is isomorphic to π1(X,T2) for all maximal subtrees
T1 and T2. We call π1(X,T) (or equivalently π1(X, v)) the fundamental inverse monoid
of X and denote it by π1(X). We should note that the terminology “fundamental inverse
semigroup” has a different meaning in the traditional literature of inverse semigroup theory.
We also note that if X is a graph of groups, then π1(X) coincides with the fundamental
group of X in the sense of the Bass–Serre theory.
Example (Segment of inverse monoids). Let (M,Y) be a segment of inverse monoids, that
is, Y is a segment. In this case the maximal subtree T is itself. The fundamental inverse
monoid π1(M,Y) has the presentation
Inv
(
Mv1,Mv2 , ty
∣∣ 1Mv1 = tyty = tyty = 1Mv2 , ty = t2y ,
t−1y σy(a)ty = τy(a) for all a ∈ My
)
.
This presentation is equivalent to the following
Inv
(
Mv1 ,Mv2
∣∣ σy(a) = τy(a) for all a ∈ My).
Hence, π1(M,Y) is isomorphic to the full amalgamated free product of Mv1 and Mv2
(Fig. 3).
Example (Loop of inverse monoids). Let (M,Y) be a loop of inverse monoids, that is, Y is
a loop. In this case the maximal subtree T consists of only one vertex. The fundamental
inverse monoid π1(M,Y) has the presentation
Inv
(
Mv, ty
∣∣ 1Mv = tyty = tyty, t−1y σy(a)ty = τy(a) for all a ∈ My).
Hence, π1(M,Y) is isomorphic to the full HNN extension of Mv (Fig. 4).
Therefore, a fundamental inverse monoid of a graph of inverse monoids is regarded as
a generalization of a full amalgamated free product and a full HNN extension.
Fig. 3. A segment of inverse monoids.
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Theorem 4.3. Let X = (M,Y) be a graph of inverse monoids. Let r0, ty1 , r1, ty2 , . . . , tyn , rn
be an irreducible sequence in X satisfying α(y1) = ω(yn). Then the word r0ty1r1 · · · tynrn
associated with it is not an idempotent in π1(X) = π1(X,T) for every maximal subtree T.
Proof. We denote the image p(r0ty1r1 · · · tynrn) by r0ty1r1 · · · tynrn for brevity. Suppose
r0ty1r1 · · · tynrn = e for some idempotent e in π1(X). Then we have a finite number of
the defining relations among the generators in Mv (v ∈ Vert(Y)) and ty (y ∈ Edge(Y))
transforming the word r0ty1r1 · · · tynrn to e. We can find a finite connected subgraph Y1
of Y so that all the letters occurring in the defining relations above belong to the generators
for π1(X1). Here, X1 is the restriction of X to Y1, that is, X1 consists of the graph Y1
and the vertex monoids Mv and the edge monoids My, where v and y are a vertex and
an edge of Y1. Then e is equal to r0ty1r1 · · · tynrn in π1(X1), since all the relations for
π1(X) applied to rewrite r0ty1r1 · · · tynrn to e are contained in the defining relations for
π1(X1). Therefore, it suffices to prove that if the word r0ty1r1 · · · tynrn is associated with an
irreducible sequence in a graph of inverse monoids X = (M,Y), where Y is a finite graph,
then it is not an idempotent in π1(X).
Suppose Y is a finite graph and prove the claim using induction on n = |Edge(Y)|/2. If
n = 0, then Y consists of a single vertex v0 and no edge. In this case, π1(X) is generated by
Mv0 without any extra generators and relations. Hence, π1(X) is isomorphic to Mv0 itself.
Then the claim is trivially true. Suppose next that the claim holds for any non-negative
integer less than n = |Edge(Y)|/2. Take any irreducible word r0ty1r1 · · · tynrn in F(X) such
that α(y1) = ω(yn). There are two possible cases:
(Case 1) the pair {yi , yi} forms a segment, that is, α(yi ) = ω(yi ) for some i , and
(Case 2) the pair {yi , yi} forms a loop, that is, α(yi ) = ω(yi ) for all i = 1,2, . . . , n.
Case 1. Suppose that the pair {yi , yi} forms a segment. We will denote yi by simply y for
brevity. Let T be a maximal subtree containing y, and Y′ be the segment consisting of y
and y. We define a graph of inverse monoids X1 = (N,Y1) as follows. The graph Y1 is
the contraction of Y relative to Y′, that is, Edge(Y1) = Edge(Y) \ {y, y} and Vert(Y1) =
(Vert(Y) \ {α(y),ω(y)}) ∪ {vy}, where vy is a newly introduced vertex. For any edge
z1 of Y1, if α(z1) = α(y) or ω(y) in Y, then we set α(z1) = vy in Y1. Similarly, for
any edge z1 of Y1 if ω(z1) = α(y) or ω(y), then we set ω(z1) = vy in Y1. Let T1 be
the contraction of T relative to Y′. Then T1 is a maximal tree of Y1. For each v in
Vert(Y) \ {α(y),ω(y)}, we set Nv = Mv. For each z in Edge(Y1), we set Nz = Mz. We
define Nvy to be the fundamental inverse monoid π1(Xy), where Xy = (M,Y′) is the
graph of inverse monoid consisting of the graph Y′, the vertex monoids Mα(y),Mω(y)
and the edge monoid My. Since Y′ is a segment, Nvy = π1(Xy) is a free product of
Mα(y) and Mω(y) amalgamating My. Therefore, Mα(y) and Mω(y) are embedded into
Nvy because the class of inverse semigroup has the strong amalgamation property. For
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monomorphism τz1 : Mz1 → Mω(z1) in X. If ω(z1) = vy, then τz1 for X1 is defined
to be the composition of the monomorphism τz1 : Mz1 → Mω(z1) in X and the natural
inclusion mapping of Mω(z1) into Nvy . The monomorphisms σz1 : Mz1 → Mα(z1) are
defined accordingly. Note that Mω(z1) is either Mα(y) or Mω(y) and so that τz1(Nz1) is
full in Nvy . We have defined the graph of inverse monoids X1 = (N,Y1). It is easy to see
that π1(X,T) and π1(X1,T1) have the same generators and the same defining relations,
and hence, π1(X) and π1(X1) are isomorphic under the natural correspondence between
the generators.
We now describe the natural isomorphism of π1(X) (= π1(X,T)) onto π1(X1)
(= π1(X1,T1)). Let s0, tz1 , s1, . . . , tzm, sm be a sequence in X. We replace every maximal
subsequence sp, tzp , . . . , tzp+q−1 , sp+q that is a sequence in Xy by the element s′ =
sptzp · · · tzp+q−1sp+q in π1(Xy) (= Nvy ). Suppose that we obtain a sequence u0, tw1 , u1, . . . ,
twl , ul in X1 as the result of replacing. It is clear that the natural isomorphism of π1(X)
onto π1(X1) maps the word s0tz1 · · · tzmsm to u0tw1 · · · twl ul . We now show that if the
sequence s0, tz1 , . . . , tzm, sm is irreducible in X then u0, tw1, . . . , twl , ul is also irreducible
in X1.
If l = 0, then s0, tz1, . . . , tzm, sm is a sequence in Xy or the original sequence consists of
only s0, which is not an idempotent. By Proposition 2.1, u0 = s0tz1 · · · tzmsm is not an idem-
potent in Nvy (= π1(Xy)) because Nvy is the full amalgamated free product. This implies
that the word u0 is irreducible in X1.
Suppose, for the contradiction, that l > 0 and the sequence u0, tw1, . . . , twl , ul is
reducible in X1. There is a subsequence twi , ui , twi+1 satisfying wi+1 = wi and ui ∈
σwi+1(Nwi+1). Since s0, tz1, . . . , tzm, sm is irreducible in X, it cannot happen that wi+1 = wi ,
ui ∈ σwi+1(Mwi+1), and α(wi+1) = vy. It follows that α(wi+1) = vy and ui ∈ σwi+1(Nwi+1)
(= σwi+1(Mwi+1)) ⊂ Nvy . By the definition of σwi+1 , we have σwi+1(Mwi+1) ⊂ Mα(y) or
Mω(y), and so ui belongs to Mα(y) or Mω(y). On the other hand, ui is an element of π1(X1).
Hence, ui = sptzp · · · tzp+q−1sp+q (q > 0) for some sequence sp, tzp , . . . , tzp+q−1 , sp+q
in Xy. The sequence sp, tzp , . . . , tzp+q−1 , sp+q is irreducible since it is a subsequence
of an irreducible sequence. Then by Proposition 2.3, ui belongs to neither Mα(y)
nor Mω(y), which is a contradiction. Consequently, u0, tw1, u1, . . . , twl , ul is irreducible
in X1.
Since we are assuming the sequence r0, ty1 , r1, . . . , tyn , rn is irreducible in X, the cor-
responding sequence u0, tw1, . . . , twl , ul is irreducible in X1. Note that α(w1) = ω(wl )
as α(y1) = ω(yn). Since Y1 is a contraction of Y relative to the segment Y′, we have
|Edge(Y1)|/2 = |Edge(Y)|/2 − 1. By our inductive hypothesis, the element u0tw1 · · · twl ul
is not an idempotent in π(X1). Since u0tw1 · · · twl ul is not an idempotent and u0tw1 · · · twl ul
is the image of r0ty1r1 · · · tynrn under the natural isomorphism, r0ty1r1 · · · tynrn must not be
an idempotent in π1(X).
Case 2. Suppose that none of y1, y2, . . . , yn is a segment. In this case, we choose an edge
y from y1, y2, . . . , yn. Let Y′ be the subgraph of Y consisting of y and y. We define a new
graph of inverse monoids X1 = (N,Y1), where Y1 is the contraction of Y relative to Y′.
Then π1(X) is isomorphic to π1(X1). We can similarly show the result holds using Propo-
sitions 2.2 and 2.4. 
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(1) For every vertex v of Y, the vertex monoid Mv is embedded into π1(X) under the
natural mapping and full in π1(X), that is, E(Mv) = E(π1(X)) if Mv is identified with
its image under the natural embedding.
(2) For every edge y of Y, the edge monoid My is embedded into π1(X) under the natural
mapping and full in π1(X), that is, E(My) = E(π1(X)) if My is identified with its
image under the natural embedding.
Proof. Like the argument in the proof of Theorem 4.3, it suffices to show that each vertex
and edge monoid is embedded in π1(X), where X is a finite graph of inverse monoids.
We should note that every vertex and edge monoid is embedded in the fundamental inverse
monoid of a segment or a loop of inverse monoids because a class of inverse semigroup has
the strong amalgamation property and the strong HNN property [5,20]. Using induction,
we can show that each vertex and edge monoid is embedded in π1(X).
By the definition of the fundamental inverse monoid (6), the semilattice of the
idempotents of Mv1 and the semilattice of the idempotents of Mv2 can be identified for all
vertices v1, v2 of Y in π1(X). Therefore, we denote this common semilattice by E. Then
E is included in E(π1(X)). We show the converse inclusion. Take any idempotent e from
π1(X). Then e can be written as a word r0ty1r1 · · · rn−1tynrn associated with a sequence
r0, ty1 , r1, . . . , rn−1, tyn , rn in X satisfying (SQ1) and (SQ2) by the proof of Lemma 4.1.
We show that r0ty1r1 · · · rn−1tynrn is equal to an idempotent in E. Since e is an idempotent,
we have
e = e−1e = r−1n t−1yn r−1n−1 · · · r−11 t−1y1 r−10 r0ty1r1 · · · rn−1tynrn.
We now show that if the sequence r0, ty1, r1, . . . , rn−1, tyn , rn satisfies (SQ1) and (SQ2),
then the element written in the form
e = r−1n t−1yn r−1n−1 · · · r−11 t−1y1 r−10 r0ty1r1 · · · rn−1tynrn
belongs to E using induction on n. If n = 0, then r−10 r0 belongs to E(Mv) (= E) since
r0 is an element of Mv. Suppose the claim is true for any nonnegative integer less than n.
Then we put
e0 = r−1n−1 · · · r−11 t−1y1 r−10 r0ty1r1 · · · tyn−1rn−1.
By the inductive hypothesis, e0 belongs to E. Then we have
e = r−1n t−1yn e0tynrn = r−1n τyn
(
σ−1yn (e0)
)
rn ∈ r−1n Ern ⊂ E,
by the relation in (6). Hence, e belongs to E. Consequently, E coincides with E(π1(X)).
Since My is full in Mα(y), it is also full in π1(X). 
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By Theorem 4.4, we have E(Mv) = E(My) = E for every vertex v and every edge y of Y.
We consider Mv (v ∈ Vert(Y)) to be a submonoid of π1(X) under the natural embedding
hereafter.
5. Universal covers
Given a graph of inverse monoids X, we construct an ordered graph U(X), which is a
forest, using a method similar to that in [4,23]. Further, we shall show that the fundamental
inverse monoid of X acts on it.
Let X (= (M,Y)) be a graph of inverse monoids, and let T be a maximal subtree
of Y. The structure of the fundamental inverse monoid does not depend on the choice of a
maximal tree by Theorem 4.2. Hence, we may assume π1(X) is given as the fundamental
inverse monoid π1(X,T). We consider each Mv (v ∈ Vert(Y)) to be a submonoid of π1(X).
We define a relation on π1(X) × Vert(Y) as follows. Suppose m1 and m2 are elements of
π1(X) and v1 and v2 are vertices of Y. If v1 is equal to v2 and there exists an element r
in Mv1 satisfying m1 = m2r and m−12 m2 = rr−1, we define (m1, v1) ∼ (m2, v2). It is easy
to verify that ∼ is an equivalence relation on π1(X)× Vert(Y). We denote the equivalence
class containing (m, v) by 〈m, v〉.
We also define an equivalence relation on π1(X) × Edge(Y) as follows. Let Edge+(Y)
be an orientation of Y. Recall that the edges in Edge+(Y) are called positively oriented,
and the other edges are called negatively oriented. If y1 is equal to y2, y1 is positively
oriented, and there exists r in σy1(My1) satisfying m1 = m2r and m−12 m2 = rr−1, then we
define (m1, y1) ∼ (m2, y2). If y1 is equal to y2, y1 is negatively oriented, and there exists r
in τy1(My1) satisfying m1 = m2r and m−12 m2 = rr−1, then we define (m1, y1) ∼ (m2, y2).
It is easy to verify that ∼ is an equivalence relation on π1(X) × Edge(Y). We denote the
equivalence class containing (m, y) by 〈m, y〉. The universal cover U(X) of X is defined to
be a graph given below.
Vertices
Vert
(
U(X)
)= {〈m, v〉 ∣∣m ∈ π1(X), v ∈ Vert(Y)}. (7)
Edges
Edge
(
U(X)
)= {〈m, y〉 ∣∣m ∈ π1(X), y ∈ Edge(Y)}. (8)
Inverse edges
〈m, y〉 = 〈m, y〉 for 〈m, y〉 in Edge(U(X)). (9)
Initial and terminal vertex
If y is positively oriented in Y, we define
α
(〈m, y〉)= 〈m,α(y)〉, ω(〈m, y〉)= 〈mty,ω(y)〉. (10)
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Fig. 5. Initial and terminal vertex.
If y is negatively oriented in Y, we define
α
(〈m, y〉)= 〈mt−1y , α(y)〉, ω(〈m, y〉)= 〈m,ω(y)〉. (11)
Here, ty is the stable letter given in (6). We note that ty = 1 in π1(X) if y belongs to T
and ty = t−1y for every y in Edge(Y) (Fig. 5).
To show that U(X) is a well-defined graph, we need to show that if (m1, y1) ∼
(m2, y2) and y1 is positively oriented, then (m1ty1,ω(y1)) ∼ (m2ty2 ,ω(y2)) and so forth.
If (m1, y1) ∼ (m2, y2) and y1 is positively oriented, then y1 = y2 and there exists r in
σy1(My1) such that m1 = m2r and m−12 m2 = rr−1. We have (m2ty1)(t−1y1 rty1) = m1ty1
and (m2ty1)−1(m2ty1) = t−1y1 m−12 m2ty1 = t−1y1 rr−1ty1 = (t−1y1 rty1)(t−1y1 rty1)−1. Moreover,
t−1y1 rty1 belongs to τy1(My1) because of the defining relation t
−1
y σy(a)ty = τy(a) in (3).
Hence, t−1y1 rty1 ∈ Mω(y1). It follows that (m1ty1 ,ω(y1)) ∼ (m2ty2 ,ω(y2)). It is routine to
verify the other statements. We note that U(X) is not necessarily connected.
Lemma 5.1. Let X be a graph of inverse monoids.
(1) For elements m1,m2 in π1(X) and vertices v1, v2 of Y, 〈m1, v1〉 is equal to 〈m2, v2〉 if
and only if v1 = v2, m−12 m1 belongs to Mv1 and m1 and m2 are R-related in π1(X).
(2) For elements m1,m2 in π1(X) and positively oriented edges y1, y2 of Y, 〈m1, y1〉 is
equal to 〈m2, y2〉 if and only if y1 = y2, m−12 m1 belongs to σy1(My1) and m1 and m2
are R-related in π1(X).
(3) For elements m1,m2 in π1(X) and negatively oriented edges y1, y2 of Y, 〈m1, y1〉 is
equal to 〈m2, y2〉 if and only if y1 = y2, m−12 m1 belongs to τy1(My1) and m1 and m2
are R-related in π1(X).
Proof. We shall prove (1). The other statements can be similarly proved. Suppose
〈m1, v1〉 = 〈m2, v2〉. By the definition, v1 = v2 and there exists c in Mv1 satisfying m1 =
m2c and m−12 m2 = cc−1. Then m−12 m1 = m−12 m2c = cc−1c = c and so m−12 m1 belongs
to Mv1 . The elements m1 and m2 are R-related in π1(X), since m1m−11 = m2cc−1m−12 =
m2m
−1
2 m2m
−1
2 = m2m−12 . Conversely, suppose that v1 = v2, m−12 m1 belongs to Mv1 and
m1 and m2 are R-related in π1(X). Let c = m−12 m1. Then we have m2c = m2m−12 m1 =
m1m
−1
1 m1 = m1 and cc−1 = (m−12 m1)(m−12 m1)−1 = m−12 m1m−11 m2 = m−12 m2m−12 m2 =
m−12 m2. It follows that 〈m1, v1〉 is equal to 〈m2, v2〉. 
Theorem 5.2. The universal cover U(X) is a forest for any graph of inverse monoids X.
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Proof. We show that there exists no circuit in U(X). Suppose, for the contradiction, that
〈m1, y1〉, 〈m2, y2〉, . . . , 〈mn, yn〉 (n 1) (12)
is a circuit in U(X) (see Fig. 6).
We put
ai =
{
mityi if yi is positively oriented,
mi if yi is negatively oriented.
(13)
By (10) and (11), we have α(〈mi, yi〉) = 〈ait−1yi , α(yi )〉 and ω(〈mi, yi〉) = 〈ai,ω(yi )〉
whether yi is positively or negatively oriented. Since ω(〈mi, yi〉) = α(〈mi+1, yi+1〉),
we have 〈ai,ω(yi )〉 = 〈ai+1t−1yi+1 , α(yi+1)〉 for every i = 1,2, . . ., n − 1. Thus, we have
ω(yi ) = α(yi+1) and there exists ki+1 in Mω(yi ) (= Mα(yi+1)) satisfying
ai = ai+1t−1yi+1ki+1 and
(
ai+1t−1yi+1
)−1(
ai+1t−1yi+1
)= ki+1k−1i+1 (14)
for every i = 1,2, . . . , n − 1. Note that ai L ki+1 for every i = 1,2, . . . , n − 1. We also
have 〈
a1t
−1
y1 , α(y1)
〉= α(〈m1, y1〉)= ω(〈mn, yn〉)= 〈an,ω(yn)〉.
Thus, we have α(y1) = ω(yn), and there exists k1 in Mω(yn) (= Mα(y1)) satisfying
an = a1t−1y1 k1 and
(
a1t
−1
y1
)−1(
a1t
−1
y1
)= k1k−11 . (15)
By (14) and (15), we have
an = a1t−1y1 k1 = a2t−1y2 k2t−1y1 k1 = a3t−1y3 k3t−1y2 k2t−1y1 k1 = · · ·
= ant−1yn knt−1yn−1kn−1 · · · t−1y3 k3t−1y2 k2t−1y1 k1.
Therefore, we have
a−1n an = a−1n ant−1y knt−1y kn−1t−1y kn−2 · · · t−1y k2t−1y k1.n n−1 n−2 2 1
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−1(ait−1yi ) = kik−1i and ai L ki+1 for every i = 1,2, . . . , n − 1. For every
i = 1,2, . . . , n− 1, we have
kik
−1
i =
(
ait
−1
yi
)−1(
ait
−1
yi
)= (aityi )−1(aityi ) = t−1yi a−1i ai tyi = t−1yi k−1i+1ki+1tyi
= t−1yi σyi
(
σ−1yi
(
k−1i+1ki+1
))
tyi = τyi
(
σ−1yi
(
k−1i+1ki+1
))
.
Hence, we have σ−1yi (k
−1
i+1ki+1) = τ−1yi (kik−1i ) for every i = 1,2, . . . , n − 1. Similarly, we
can show that σ−1yi (a
−1
n an) = τ−1yi (knk−1n ). The sequence
a−1n an, tyn , kn, tyn−1 , kn−1, tyn−2 , kn−2, . . . , ty2 , k2, ty1 , k1
satisfies the conditions (SQ3). It is easy to see (SQ1) and (SQ2) are satisfied as well.
Moreover, we have α(yn) = ω(yn) = α(y1) = ω(y1). By Theorem 4.3, it must be reducible
since the word associated is the idempotent a−1n an in π1(X). Therefore, yi is equal to yi+1
and ki+1 belongs to σyi+1(Myi+1) for some i = 1,2,3, . . . , n − 1. There are two possible
cases:
(Case 1) yi is positively oriented, and
(Case 2) yi is negatively oriented.
Case 1. Suppose yi is a positively oriented edge of Y. Then yi+1 (= yi ) is a negatively
oriented edge of Y. We have ai = mityi , ai+1 = mi+1 by (13), and ai = ai+1t−1yi+1ki+1 and
(ai+1t−1yi+1)
−1(ai+1t−1yi+1) = ki+1k−1i+1 by (14). Then
ait
−1
yi = ai+1t−1yi+1ki+1t−1yi = ai+1t−1yi+1ki+1tyi+1
as t−1yi = tyi = tyi+1 , and so
mi = mityi t−1yi = ait−1yi = ai+1t−1yi+1ki+1tyi+1 = mi+1t−1yi+1ki+1tyi+1 .
We set r = t−1yi+1ki+1tyi+1 . Then mi = mi+1r . Moreover, we have
rr−1 = t−1yi+1ki+1tyi+1 t−1yi+1k−1i+1tyi+1 = t−1yi+1ki+1k−1i+1tyi+1 .
On the other hand, we have
ki+1k−1i+1 =
(
ai+1t−1yi+1
)−1(
ai+1t−1yi+1
)= tyi+1a−1i+1ai+1t−1yi+1 .
Hence, we have
rr−1 = t−1y
(
tyi+1a
−1 ai+1t−1y
)
tyi+1 = a−1 ai+1 = m−1 mi+1.i+1 i+1 i+1 i+1 i+1
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(σ−1yi+1(ki+1)). Therefore, we have
r = t−1yi+1ki+1tyi+1 = t−1yi+1σyi+1
(
σ−1yi+1(ki+1)
)
tyi+1 = τyi+1
(
σ−1yi+1(ki+1)
) ∈ τyi+1(Myi+1)
by the defining relation in (6). We have seen that mi = mi+1r , m−1i+1mi+1 = rr−1, and r
belongs to τyi+1(Myi+1). Since yi+1 is a negatively oriented edge of Y, we have
〈mi, yi〉 = 〈mi, yi〉 = 〈mi, yi+1〉 = 〈mi+1, yi+1〉.
Case 2. Suppose yi is a negatively oriented edge of Y. Then yi+1 (= yi ) is a positively
oriented. We have ai = mi , ai+1 = mi+1tyi+1 by (13), and ai = ai+1t−1yi+1ki+1 and
(ai+1t−1yi+1)
−1(ai+1t−1yi+1) = ki+1k−1i+1 by (14). Hence,
mi = ai = ai+1t−1yi+1ki+1 = mi+1tyi+1 t−1yi+1ki+1 = mi+1ki+1.
We have that m−1i+1mi+1 = (ai+1t−1yi+1)−1(ai+1t−1yi+1) = ki+1k−1i+1 and ki+1 belongs to
σyi+1(Myi+1). It follows that
〈mi, yi〉 = 〈mi, yi〉 = 〈mi, yi+1〉 = 〈mi+1, yi+1〉.
Consequently, in both cases the path (12) has a backtracking, which contradicts to that
it is a circuit. It follows that U(X) has no circuit, and hence, U(X) is a forest. 
We consider the condition for vertices and edges to be included in a connected
component of U(X). Let e be an idempotent of π1(X). Choose a vertex v0 of Y and fix it.
We denote the connected component of U(X) containing the vertex 〈e, v0〉 by U(X)〈e,v0〉.
Lemma 5.3. Suppose m is an element of π1(X). For every vertex v of Y, 〈m, v〉 belongs
to U(X)〈e,v0〉 if and only if mm−1 = e. Similarly, for every edge y of Y, 〈m, y〉 belongs to
U(X)〈e,v0〉 if and only if mm−1 = e.
Proof. Recall that we are assuming π1(X) = π1(X,T) for some maximal subtree T. Take
an element m of π1(X) and vertices v1 and v2 of Y. Let y0, y1, . . . , yn be the geodesic from
v1 to v2 in T. Then it is easy to see that the sequence 〈m, y0〉, 〈m, y1〉, . . . , 〈m, yn〉 is the
geodesic from 〈m, v1〉 to 〈m, v2〉 in U(X). Hence, 〈m, v1〉 and 〈m, v2〉 belong to the same
connected component for any element m in π1(X) and any vertices v1, v2 of Y.
We now show that if mm−1 = e, then the vertices 〈m, v〉 and 〈e, v0〉 are connected for
any vertex v. By Lemma 4.1, we may assume that m can be written either as r0 (r0 ∈ Mv1 )
for some vertex v1 of Y or as r0ty1r1ty2r2ty3 · · · rn−1tynrn, where r0, ty1 , r1, ty2, r2, ty3 , . . . ,
rn−1, tyn, rn is an irreducible sequence in X. If m is equal to r0, then 〈e, v0〉 is connected
to 〈e, v1〉, 〈m, v〉 is connected to 〈m, v1〉 and we have 〈e, v1〉 = 〈m, v1〉. Hence, 〈e, v0〉 is
connected to 〈m, v〉.
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connected using induction on i . Note that
ri−1tyi ri r−1i t
−1
yi r
−1
i−1 = ri−1tyi τyi
(
τ−1yi
(
rir
−1
i
))
t−1yi r
−1
i−1 = ri−1tyi τyi
(
σ−1yi
(
r−1i−1ri−1
))
t−1yi r
−1
i−1
= ri−1σyi
(
σ−1yi
(
r−1i−1ri−1
))
r−1i−1 = ri−1r−1i−1ri−1r−1i−1 = ri−1r−1i−1
by (SQ3) and the defining relation (6). Then we have
e = mm−1 = (r0ty1r1ty2r2ty3 · · · rn−1tynrn)(r0ty1r1ty2r2ty3 · · · rn−1tynrn)−1 = r0r−10 .
If y1 is a positively oriented edge of Y, then the edge 〈r0, y1〉 has the property that
α
(〈r0, y1〉)= 〈r0, α(y1)〉= 〈r0r−10 , α(y1)〉= 〈e,α(y1)〉,
ω
(〈r0, y1〉)= 〈r0ty1 ,ω(y1)〉.
If y is a negatively oriented edge of Y, then the edge 〈r0ty1 , y1〉 has the property that
α
(〈r0ty1, y1〉)= 〈r0ty1 t−1y1 , α(y1)〉= 〈r0, α(y1)〉= 〈e,α(y1)〉,
ω
(〈r0ty1, y1〉)= 〈r0ty1,ω(y1)〉.
In either case, the vertices 〈e,α(y1)〉 and 〈r0ty1 ,ω(y1)〉 are connected, and so we have
proved the claim for i = 1.
We now assume that the claim holds for positive integer less than i + 1. Then the
vertices 〈r0ty1r1ty2r2ty3 · · · ri−1tyi , ω(yi )〉 and 〈e,α(y1)〉 are connected. It can be eas-
ily shown that the vertex 〈r0ty1r1ty2r2ty3 · · · ri−1tyi , ω(yi )〉 is connected to the vertex
〈r0ty1r1ty2r2ty3 · · · ri−1tyi ri tyi+1 ,ω(yi+1)〉 by the similar argument above since ω(yi ) =
α(yi+1). Hence, the vertices 〈e,α(y1)〉 and 〈r0ty1r1ty2r2ty3 · · · ri−1tyi ri tyi+1 ,ω(yi+1)〉 are
connected. This completes induction, and hence, the vertices 〈e,α(y1)〉 and 〈r0ty1r1ty2r2ty3
· · · rn−1tyn ,ω(yn)〉 are connected in U(X). It is easy to see that 〈r0ty1r1ty2r2ty3 · · · rn−1tyn ,
ω(yn)〉 is equal to 〈r0ty1r1ty2r2ty3 · · · rn−1tynrn,ω(yn)〉 (= 〈m,ω(yn)〉) by (SQ3). More-
over, the vertices 〈e, v0〉 and 〈e,α(y1)〉 are connected, and the vertices 〈m,ω(yn)〉 and
〈m, v〉 are connected. Consequently, 〈e, v0〉 and 〈m, v〉 are connected. It follows that the
vertex 〈m, v〉 satisfying mm−1 = e belongs to U(X)〈e,v0〉.
We next note that if y is a positively oriented edge of Y, then the edge 〈m, y〉 has the
initial edge 〈m,α(y)〉 and the terminal edge 〈mty,ω(y)〉. We set m1 = m and m2 = mty.
Then m1m−11 = mm−1 = mtyt−1y m−1 = m2m−12 . Similarly, it is easy to see that if y is a
negatively oriented edge of Y, then the edge 〈m, y〉 has the initial edge 〈m1, α(y)〉 and
the terminal edge 〈m2,ω(y)〉 satisfying m1m−11 = m2m−12 . This implies that if the vertex
〈m, v〉 belongs to U(X)〈e,v0〉, then mm−1 = e. Consequently, 〈m, v〉 belongs to U(X)〈e,v0〉
if and only if mm−1 = e. Similarly, we can show that 〈m, y〉 belongs to U(X)〈e,v0〉 if and
only if mm−1 = e. 
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E (= E(π1(X))) and the set of the connected components of U(X). Each idempotent e
corresponds to the connected component consisting of the vertices 〈m, v〉 and the edges
〈m, y〉 satisfying mm−1 = e. The connected component containing the vertex of the form
〈e, v〉 is denoted by U(X)e for every idempotent e in E in the rest of the paper.
Theorem 5.4. The universal cover U(X) is ordered by the semilattice E (= E(π1(X))) as
follows. For idempotents e and f in E with f  e, an order mapping ρef of U(X)e into
U(X)f is defined by ρef (〈m, v〉) = 〈fm, v〉 and ρef (〈m, y〉) = 〈fm, y〉, where 〈m, v〉 and〈m, y〉 are a vertex and an edge of U(X)e, respectively.
Proof. We note that mm−1 = e if 〈m, v〉 or 〈m, y〉 belongs to U(X)e by Lemma 5.3. Since
we have fm(fm)−1 = fmm−1f = f ef = f , ρef maps U(X)e into U(X)f . Clearly, ρef is
a graph morphism. It is also easy to see that (OR1) and (OR2) are satisfied. 
We introduce an orientation of U(X) by{〈m, y〉 ∣∣m ∈ π1(X), y ∈ Edge+(Y)}.
It is easy to see that the orientation is preserved by the order mappings ρef .
Theorem 5.5. The fundamental inverse monoid π1(X) acts on U(X) under the rule that
m〈w, v〉 = 〈mw, v〉 and m〈w, y〉 = 〈mw, y〉 for a vertex 〈w, v〉 and an edge 〈w, y〉 of U(X)e
with em−1m, respectively.
Proof. Suppose the vertex 〈w,v〉 belongs to [U(X)m−1m]. Then ww−1 m−1m. We have
m〈w,v〉 = 〈mw,v〉 and (mw)(mw)−1 = mww−1m−1 mm−1. Hence, m〈w,v〉 belongs
to [U(X)mm−1]. Similarly, if the edge 〈w,y〉 belongs to [U(X)m−1m], then m〈w,y〉 belongs
to [U(X)mm−1]. It is easy to see that the rule defines a homomorphism of π1(X) into TU(X)
and that mU(X)e = U(X)mem−1 . Hence, the left action axiom holds. Next suppose f  e
and em−1m. Then we have mρef (〈w,v〉) = m〈fw,v〉 = 〈mfw,v〉. On the other hand,
ρmem
−1
mfm−1
(
m〈w,v〉) = ρmem−1
mfm−1
(〈mw,v〉) = 〈mfm−1mw,v〉= 〈mfw,v〉.
It follows that mρef (〈w,v〉) = 〈mfw,v〉 and the compatible axiom holds. Obviously, the
no inversion axiom holds. 
It is easy to see that the quotient graph π1(X) U(X) is isomorphic to Y.
6. Fundamental domains
In studying structures and presentations of groups, fundamental domains play a
significant role in the theory. We introduce a similar concept for the inverse monoid actions,
and show that any universal cover of a graph of inverse monoids has a fundamental domain.
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(= E(M)), where Xe is the connected component for each idempotent e in E. The natural
graph morphism of X onto M X is denoted by ϕ (see (2)). A connected subgraph W of X1,
where X1 is the connected component corresponding to 1, is called a fundamental domain
of X with respect to the action of M if it satisfies the following:
(FD1) M[W] = X.
(FD2) If ϕ(y1) = ϕ(y2) for edges y1 and y2 in W, then we have y1 = y2.
(FD3) If ϕ(v1) = ϕ(v2) for vertices v1 and v2 in W, then there exists an element m in M
satisfying mv1 = v2.
We note that the element m in the condition (FD3) belongs to M1, where M1 is the group
H class of M containing the identity element 1. Since θm maps [Xm−1m] onto [Xmm−1]
and v1 and v2 in (FD3) belong to W ⊂ X1, we have 1m−1m and 1mm−1. Therefore,
m belongs to M1.
Theorem 6.1. The universal cover U(X) of a graph of inverse monoids X has a fundamen-
tal domain with respect to the action of π1(X).
Proof. Let X (= (M,Y)) be a graph of inverse monoids. We construct a subgraph W of the
universal cover U(X) as follows. We assume that π1(X) = π1(X,T), where T is a maximal
subtree of Y. The set Edge(W) of edges consists of 〈1, y〉, where y is an edge of Y. We
set Vert(W) to be the set of the initial and terminal vertices of the edges in Edge(W). If
y belongs to T, then ty = 1, where ty is the stable letter given in (6), and so the initial
and terminal vertex of 〈1, y〉 are 〈1, α(y)〉 and 〈1,ω(y)〉 by (10) and (11), respectively.
If y belongs to Edge+(Y) \ T, then the initial and terminal vertex of 〈1, y〉 are 〈1, α(y)〉
and 〈ty,ω(y)〉, respectively. The extremes of 〈1, y〉, where y belongs to Edge−(Y) \ T, are
〈ty,ω(y)〉 and 〈1, α(y)〉.
If two distinct vertices of W have the same image under ϕ, then one of them must be of
the form 〈1,ω(y)〉 and the other must be of the form 〈ty,ω(y)〉 for some y in Edge+(Y)\T.
Since ty〈1,ω(y)〉 = 〈ty,ω(y)〉 and ty belongs to π1(X,T), the condition (FD3) is satisfied.
It is easy to see that the edges of the form 〈1, y〉, where y is an edge in T, and their
extremes form a subgraph of W. Let us denote it by T̂. Clearly, T̂ is graph isomorphic to T.
We note that every vertex of the form 〈1, v〉 (v ∈ Vert(Y)) belongs to T̂. Furthermore, W
is obtained from T̂ by adjoining edges 〈1, y〉, where y does not belong to T. Such edge
has either initial or terminal vertex of the form 〈1, v〉 (v ∈ Vert(Y)). It follows that W is
connected.
The conditions (FD1) and (FD2) are obviously satisfied, and hence, W is a fundamental
domain of U(X). 
It follows from Theorems 5.2, 5.4, 5.5, and 6.1 that for every graph of inverse
monoids X, the fundamental inverse monoid π1(X) acts on the universal cover U(X), which
has a fundamental domain. In Theorem 6.1, we have seen that a particular maximal tree
of Y can be lifted to a fundamental domain. In fact, any maximal tree can be lifted to a
fundamental domain.
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Suppose X has a fundamental domain W0 with respect to the action of M . For every
maximal subtree T of M  X (= Y), X has a fundamental domain WT and a graph
morphism j : T → WT such that ϕ ◦ j is the identity mapping on T, where ϕ is the
natural graph morphism of X onto Y. Furthermore, j can be extended to a mapping
j : Edge(Y) → Edge(X1) so that ϕ ◦ j is the identity mapping on Edge(Y), α(j (y)) belongs
to j (T) for every positively oriented edge y of Y and WT consists of j (y) (y ∈ Edge(Y))
and their extremes.
Proof. First, we show that a maximal tree T of Y can be lifted to M1W0. We note
M1W0 ⊂ X1. Let Ω be the set of subtrees of M1W0 that are mapped injectively into T
under ϕ. Clearly, Ω is directed by the set inclusion. There exists a maximal element T̂
of Ω by Zorn’s lemma. We show that ϕ(̂T) = T. Suppose T0 = ϕ(̂T) = T. There exists
y0 in Edge(T \ T0) such that α(y0) belongs to Vert(T0) since T is connected. By (FD1),
there exists z0 in Edge(W0) such that ϕ(z0) = y0. Since α(y0) belongs to Vert(T0), there
exists v̂0 in Vert(̂T) such that ϕ(v̂0) = α(y0). We note that α(z0) ∼ v̂0 because we have
ϕ(α(z0)) = α(ϕ(z0)) = α(y0) = ϕ(v̂0). We also note that α(z0) belongs to Vert(W0) and
v̂0 belongs to Vert(̂T). Since T̂ ⊂ M1W0, there exists m in M1 such that mα(z0) = v̂0
by (FD3). Then we set ŷ0 = mz0. Clearly, ϕ(ŷ0) = y0. The graph T̂1 = {ŷ0, ŷ0} ∪ T̂ is a
subtree of M1W0, which is mapped injectively into T, and T̂1 properly includes T̂. This
contradicts the assumption that T̂ is maximal in Ω . It follows that if T̂ is maximal in Ω ,
then ϕ(̂T) = T. We define j : T → T̂ to be the inverse of the restriction of ϕ to T̂.
Second, we extend j to a mapping of Edge(Y) into Edge(X1). Take an edge y1 in
Edge+(Y) \ T. There exists ẑ1 in Edge(W0) such that ϕ(ẑ1) = y1. Note that j (α(y1))
belongs to Vert(j (T)) ⊂ Vert(M1W0). By (FD3), there exists m in M1 such that mα(ẑ1) =
j (α(y1)). We set ŷ1 = mẑ1. We define j (y1) to be ŷ1. Then we have ϕ(j (y1)) = ϕ(ŷ1) =
ϕ(mẑ1) = ϕ(ẑ1) = y1. We note that α(j (y1)) = α(ŷ1) = α(mẑ1) = mα(ẑ1) = j (α(y1)) ∈
Vert(j (T)). For y2 in Edge−(Y) \ T, we define j (y2) to be j (y2). We have defined a
mapping j of Edge(Y) into Edge(X1) so that α(j (y)) belongs to Vert(j (T)) for every y
in Edge+(Y). Clearly, ϕ ◦ j is the identity on Edge(Y).
Third, we define WT to be the graph formed by j (T) and the edges j (y), where y
belongs to Y \ T, and their extremes. Then it is easy to see that WT is a connected subgraph
of X1 satisfying (FD2). We note that WT ⊂ M1W0. It is easy to see that W0 ⊂ M1WT
as well. Therefore, (FD1) is satisfied. Suppose that v1 and v2 belong to Vert(WT) and
ϕ(v1) = ϕ(v2). Since WT ⊂ M1W0 and W0 is a fundamental domain, there exists an
element m in M1 satisfying mv1 = v2. Hence, WT satisfies (FD3), and therefore, WT is
a fundamental domain. 
The tree T̂ = j (T) in Lemma 6.2 is called a tree of representatives, and the mapping
j : Y → X1 is called a section. Note that j : T → T̂ is a graph isomorphism and its inverse
is the restriction ϕ : T̂ → T, whereas a section j : Y → X1 is not necessarily a graph
morphism.
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In this section, we obtain the structure theorem on an inverse monoid acting on an
ordered forest with a fundamental domain. Given an inverse monoid M acting on an
ordered graph X with a fundamental domain, we induce a graph of inverse monoids. If
X is not a forest, then X and the universal cover of the induced graph of inverse monoids
must not be isomorphic because any universal cover is a forest. On the other hand, we
shall show that if X is a forest, X is isomorphic to the universal cover. Furthermore, in such
a case, M can be presented as the fundamental inverse monoid of the induced graph of
inverse monoids. This can be considered as a generalization of the structure theorem of the
Bass–Serre theory.
We also exemplify an inverse monoid action on an ordered forest without a fundamental
domain, where the inverse monoid cannot be presented as a fundamental inverse monoid.
The reader interested in the Bass–Serre theory is referred to [2,17]. A succinct introduction
to the Bass–Serre theory for semigroup theorists is given in [12].
We suppose that an inverse monoid M acts on a graph X ordered by E = E(M) with
a fundamental domain, T is a maximal subtree in Y = M  X, and W is a fundamental
domain in X throughout this section. We note that Y is connected by Lemma 3.3. Because
of Lemma 6.2, we may assume without loss of generality that j : Y → X1 is a section such
that j (T) ⊂ W, α(j (y)) belongs to Vert(j (T)) for every positively oriented edge y of Y and
W consists of j (y) (y ∈ Edge(Y)) and their extremes.
7.1. Graphs of inverse monoids induced from actions
We induce a graph of inverse monoids from the given inverse monoid action. To specify
vertex and edge monoids, we define the stabilizers relative to vertices and edges of X.
For a vertex v of X, the stabilizer relative to v is defined by
Stab(v) = {m ∈ M ∣∣m[v] ⊂ [v]}. (16)
Similarly, for an edge y of X, the stabilizer relative to y is defined by
Stab(y) = {m ∈ M ∣∣m[y] ⊂ [y]}. (17)
Here, we mean
m[v] = {mv1 ∣∣ v1 ∈ Vert(Xe) ∩ [v], em−1m},
m[y] = {my1 ∣∣ y1 ∈ Edge(Xe)∩ [y], em−1m}.
Thus, Stab(v) and Stab(y) stabilize the order ideal generated by v and y, respectively. We
should note that Stab(j (y)) ⊂ Stab(j (α(y))) and Stab(j (y)) ⊂ Stab(j (ω(y))) for every
edge y of T, and Stab(j (y)) = Stab(j (y)) for every edge y in Y.
Lemma 7.1. Suppose that m is an element of M satisfying m−1m = e and mm−1 = f .
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Stab(j (v)) if and only if mve = vf .
(2) Suppose y is an edge of Y, ye = ρ1e (j (y)), and yf = ρ1f (j (y)). Then m belongs to
Stab(j (y)) if and only if mye = yf .
Proof. We shall prove only (1). If m belongs to Stab(j (v)), then mve ∈ [j (v)] ∩ Xf .
Therefore, mve = vf . Suppose mve = vf . Take an idempotent d in E satisfying d 
m−1m = e. Let vd = ρ1d(j (v)). We have to show that mvd belongs to [j (v)]. Note that
ρed(ve) = ρed ◦ ρ1e (j (v)) = ρ1d (j (v)) = vd . By Compatible axiom we have
mvd = mρed(ve) = ρmem
−1
mdm−1(mve) = ρ
f
mdm−1(vf ) = ρ
f
mdm−1 ◦ ρ1f
(
j (v)
)
= ρ1
mdm−1
(
j (v)
) ∈ [j (v)].
It follows that m is an element of Stab(j (v)). 
Lemma 7.2. For any vertex v and any edge y of Y, Stab(j (v)) and Stab(j (y)) are full
inverse submonoids of M .
Proof. Clearly, Stab(j (v)) and Stab(j (y)) are submonoids of M . Since every idempotent
in TX is the identity mapping on [Xe], the idempotents belong to the stabilizers. We show
that if m belongs to Stab(j (v)), then m−1 belongs to Stab(j (v)). Take an element m
from Stab(j (v)). Suppose that ve = ρ1e (j (v)) and vf = ρ1f (j (v)), where e = m−1m and
f = mm−1. By Lemma 7.1, mve = vf . Then m−1vf = m−1mve = eve = ve . Hence, m−1
belongs to Stab(j (v)) by Lemma 7.1. Similarly, we can show that Stab(j (y)) is a full
inverse submonoid of M . 
We next choose elements γy in M for the purpose of specifying the monomorphisms of
the edge monoids into the vertex monoids. For an edge y in T, we set
γy = 1. (18)
For a positively oriented edge y of Y \ T, we can find an element γy in M1 satisfying
γyj
(
ω(y)
)= ω(j (y)) (19)
by (FD3). We should note that α(j (y)) belongs to j (T) and ω(j (y)) does not belong to
j (T) in this case. We choose such an element γy in M1 and fix it for each positively oriented
edge y of Y \ T.
For a negatively oriented edge y of Y \ T, we set
γy = γ−1y . (20)
Here y is positively oriented and γy satisfies (19). We should note that ω(j (y)) belongs to
j (T) and α(j (y)) does not belong to j (T) in this case.
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X as follows.
Graph
The underlying graph of G(M,X) is the quotient graph, that is,
Y = ϕ(X)= M  X, (21)
where ϕ : X → M  X is the natural graph morphism.
Vertex and edge inverse monoid
For a vertex v of Y, the vertex inverse monoid Mv is defined by
Mv = Stab
(
j (v)
)
. (22)
For an edge y of Y, the edge inverse monoid My is defined by
My = Stab
(
j (y)
)
. (23)
Recall that the stabilizers are defined in (16) and (17).
Monomorphism
For an edge y of T, the monomorphisms σy and τy are defined by
σy(c) = c and τy(c) = c for c in My. (24)
For a positively oriented edge y of Y \ T, the monomorphisms σy and τy are defined by
σy(c) = c and τy(c) = γ−1y cγy for c in My. (25)
For a negatively oriented edge y of Y \ T, the monomorphisms σy and τy are defined by
σy(c) = γ−1y cγy and τy(c) = c for c in My. (26)
The elements γy are defined by (18)–(20). It can be easily verified that σy and τy map
Stab(j (y)) into Stab(j (α(y))) and Stab(j (ω(y))), respectively. We note that σy(My) and
τy(My) are full in Mα(y) and in Mω(y), respectively, by Lemma 7.2. Then it is easy to see
that G(M,X) satisfies (GM1)–(GM3). The next result will be used later.
Theorem 7.3. The inverse submonoids Stab(j (v)) (v ∈ Vert(Y)) and the elements γy
(y ∈ Edge(Y)), where γy is given in (18)–(20), generate M .
Proof. Let H be the inverse submonoid of M generated by Stab(j (v)) (v ∈ Vert(Y)) and γy
(y ∈ Edge(Y)). We note that E(H) = E(M) as E(M) ⊂ Stab(j (v)) ⊂ H for every vertex
v in Y. We prove that H [W] = X. It suffices to show that if y1 is an edge in Xe such that
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connected component Xe (e ∈ E).
Suppose y1 is an edge of Xe such that α(y1) belongs to H [W]. By multiplying an
element of H if necessary, we may assume α(y1) is a vertex of [W]. If α(y1) belongs
to Vert([W \ j (T)]), then α(y1)  v for some vertex v in W \ j (T). Since v belongs to
Vert(W \ j (T)), there exists y in Edge+(Y \ T) such that α(j (y)) belongs to Vert(j (T)) and
ω(j (y)) = v. Then γyj (ω(y)) = ω(j (y)) = v by (19). Hence, γ−1y v = j (ω(y)) and γ−1y v
belongs to j (T). Since the action preserves the order by the compatible axiom, we have
γ−1y α(y1)  γ−1y v and so γ−1y α(y1) belongs to [j (T)]. Therefore, we may assume that
α(y1) belongs to [j (T)] by multiplying an element in H if necessary.
Since M[W] = X, there exists m in M such that my1 belongs to [W] and m−1m = e. We
shall show that m belongs to H . There are two cases to be considered:
(Case 1) α(my1) belongs to [j (T)], and
(Case 2) α(my1) does not belong to [j (T)].
Case 1. Suppose α(my1) belongs to [j (T)]. Since we have mα(y1) = α(my1), mα(y1)
belongs to [j (T)] ∩ Xmm−1 . We note that mem−1 = mm−1. On the other hand, α(y1)
belongs to [j (T)] ∩ Xe. Thus, there exist vertices v1, v2 in j (T) such that α(y1) = ρ1e (v1)
and mα(y1) = ρ1mm−1(v2). Then v1 = j (v˜1) and v2 = j (v˜2) for vertices v˜1 and v˜2 in T.
Then we have ϕ(v1) = ϕ(ρ1e (v1)) = ϕ(α(y1)) = ϕ(mα(y1)) = ϕ(ρ1mm−1(v2)) = ϕ(v2) and
so v˜1 = ϕ(j (v˜1)) = ϕ(v1) = ϕ(v2) = ϕ(j (v˜2)) = v˜2. It follows that v1 = v2. Hence, we
have α(y1) = ρ1e (v1) and so mρ1m−1m(v1) = mα(y1) = ρ1mm−1(v1). By Lemma 7.1, m is an
element of Stab(j (v˜1)). Since Stab(j (v˜1)) is included in H , m is an element of H .
Case 2. Suppose α(my1) does not belong to [j (T)]. There exists an edge y2 in W such that
my1 = ρ1mm−1(y2). Since α(my1) does not belong to [j (T)], α(y2) does not belong to j (T).
Then ω(y2) belongs to j (T) and we have ω(my1) = ω(ρ1mm−1(y2)) = ρ1mm−1(ω(y2)). It
follows that ω(my1) belongs to [j (T)]. We note that y2 = j (ϕ(y2)) because W consists
of j (y) (y ∈ Edge(Y)) and their extremes. Since α(y2) belongs to j (T) and ω(y2)
does not belong to j (T), we have ω(y2) = ω(j (ϕ(y2))) = γϕ(y2)j (ω(ϕ(y2))) by (19).
Hence, we have α(y2) = γ−1ϕ(y2)j (α(ϕ(y2))) by (20), and so, α(γϕ(y2)y2) = γϕ(y2)α(y2) =
j (α(ϕ(y2))) ∈ j (T). We note that
γϕ(y2)my1 = γϕ(y2)ρ1mm−1(y2) = ρ
γϕ(y2)1γ
−1
ϕ(y2)
γϕ(y2)mm
−1γ−1ϕ(y2)
(γϕ(y2)y2) = ρ1γϕ(y2)mm−1γ−1ϕ(y2)
(γϕ(y2)y2).
Hence,
γϕ(y2)mα(y1) = α(γϕ(y2)my1) = α
(
ρ1
γϕ(y2)mm
−1γ−1ϕ(y2)
(γϕ(y2)y2)
)
= ρ1
γϕ(y )mm−1γ−1
(
α(γϕ(y2)y2)
) ∈ [j (T)].
2 ϕ(y2)
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ϕ
(
γϕ(y2)mα(y1)
)= ϕ(α(y1)) and γϕ(y2)mα(y1) = ρ1γϕ(y2)mm−1γ−1ϕ(y2)
(
j
(
α
(
ϕ(y2)
)))
,
we have α(y1) = ρ1e (j (α(ϕ(y2)))). By Lemma 7.1, γϕ(y2)m belongs to Stab(j (α(ϕ(y2)))).
Hence, we have
m = γ−1ϕ(y2)γϕ(y2)m ∈ γ−1ϕ(y2) Stab
(
j
(
ϕ
(
α(y1)
)))⊂ H.
We have shown that m belongs to H in both cases. Since my1 belongs to [W], y1 belongs
to H [W]. Consequently, H [W] coincides with X.
We now prove H = M . Take an arbitrary element m from M . Suppose e = m−1m.
Let y0 be an edge in j (T). Set ye = ρ1e (y0). Then ye belongs to Edge([j (T)] ∩ Xm−1m)
and mye belongs to Edge(Xmm−1). Since X = H [W], we can find an element h in H
and an edge y3 in [W] satisfying mye = hy3, where mm−1 = hh−1 and y3 is an edge in
Xh−1h. Then y3 = h−1mye. Since y3 belongs to Edge([W]), there exists y4 in Edge(W)
satisfying y3  y4. Then y0 and y4 belong to Edge(W) and ϕ(y0) = ϕ(y4), and hence,
y0 = y4 by (FD2). We have ye = ρ1e (y0), y3 = ρ1h−1h(y0) and y3 = h−1mye. It follows that
h−1m belongs to Stab(j (ϕ(y0))) by Lemma 7.1, m = mm−1m = hh−1m and hh−1m ∈
hStab(j (ϕ(y0))) ⊂ H . Consequently, H coincides with M . 
7.2. Structure theorem
We now show that if X is a forest, then X is isomorphic to the universal cover and M
is isomorphic to the fundamental inverse monoid of the induced graph of inverse monoids
from the action. We define a homomorphism φ of π1(G(M,X),T) into M and a graph
morphism ψ of U(G(M,X)) into X.
Homomorphism φ
We define a mapping φ on the generators and then extend it naturally to a mapping of
π1(G(M,X),T) into M . We recall that π1(G(M,X),T) is generated by Mv (v ∈ Vert(Y))
and ty (y ∈ Edge(Y)). We also note that each vertex monoid Mv is a submonoid of M . The
mapping φ on the generators is defined by{
φ(m) = m for m in Mv
(
v ∈ Vert(Y)),
φ(ty) = γy for an edge y of Y, (27)
where γy is the element of M given by (18)–(20).
Lemma 7.4. The mapping φ can be extended to a homomorphism of the inverse monoid
π1(G(M,X),T) onto M .
Proof. Since π1(G(M,X),T) is presented by (6), it suffices to verify that M satisfies
the relations γyγ−1y = γ−1y γy = 1, γ−1y σy(c)γy = τy(c) for any c in My and any edge
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γyγ
−1
y = γ−1y γy = 1 and γ 2y = γy for any edge y in T. Suppose y is an edge in T. By
(18) and (24), we have γ−1y σy(c)γy = c = τy(c). Suppose y is an edge in Y \ T. By (25), we
have γ−1y σy(c)γy = γ−1y cγy = τy(c) for all c in My if y is positively oriented. By (26),
γ−1y σy(c)γy = γyγ−1y cγyγ−1y = c = τy(c) if y is negatively oriented. Therefore, φ can
be extended to a homomorphism into M . Since M is generated by Mv (= Stab(j (v)))
(v ∈ Vert(Y)) and γy (y ∈ Edge(Y)) by Theorem 7.3, φ is surjective. 
Graph morphism ψ
We define a graph morphism ψ of U(G(M,X)) into X as follows:
ψ
(〈m, v〉)= φ(m)ρ1
m−1m
(
j (v)
)
for a vertex 〈m, v〉 in U(G(M,X)), (28)
ψ
(〈m, y〉)= φ(m)ρ1
m−1m
(
j (y)
)
for an edge 〈m, y〉 in U(G(M,X)), (29)
where φ is the homomorphism of π1(G(M,X),T) onto M defined in Lemma 7.4.
Lemma 7.5. ψ is a well-defined morphism of ordered graphs. Furthermore, ψ maps the
connected component U(G(M,X))e into Xe for every idempotent e in E.
Proof. First, we shall show that if (m1, v1) ∼ (m2, v2), then we have
φ(m1)ρ
1
m−11 m1
(
j (v1)
)= φ(m2)ρ1
m−12 m2
(
j (v2)
)
for elements m1 and m2 in π1(G(M,X)) and vertices v1 and v2 of Y. By Lemma 5.1, we
have v1 = v2, m−12 m1 belongs to Mv1 , and m1m−11 = m2m−12 . Let r = m−12 m1. Then we
have m−11 m1 = m−11 m1m−11 m1 = m−11 m2m−12 m1 = r−1r and m−12 m2 = m−12 m2m−12 m2 =
m−12 m1m
−1
1 m2 = rr−1. By (27), we have φ(r) = r as r belongs to Mv1 . Since r belongs
to Mv1 = Stab(j (v1)), Lemma 7.1 implies rρ1r−1r (j (v1)) = ρ1rr−1(j (v2)). Then we have
φ
(
m−12 m1
)
ρ1
m−11 m1
(
j (v1)
)= rρ1
m−11 m1
(
j (v1)
)= rρ1
r−1r
(
j (v1)
)
= ρ1
rr−1
(
j (v2)
)= ρ1
m−12 m2
(
j (v2)
)
.
It follows that φ(m1)ρ1
m−11 m1
(j (v1)) = φ(m2)ρ1
m−12 m2
(j (v2)). Similarly, we can show that
if (m1, y1) ∼ (m2, y2), then we have
φ(m1)ρ
1
m−11 m1
(
j (y1)
)= φ(m2)ρ1
m−12 m2
(
j (y2)
)
for elements m1 and m2 in π1(G(M,X)) and edges y1 and y2 of Y. It follows that ψ is
well-defined.
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U(G(M,X)). We prove this in the case that y is a positively oriented edge of Y. The other
case can be similarly shown. Since ω(〈m, y〉) = 〈mty,ω(y)〉 by (10), we have
ψ
(
ω
(〈m, y〉))= ψ(〈mty,ω(y)〉)= φ(mty)ρ1(mty)−1(mty)(j(ω(y)))
= φ(mty)ρ1
t−1y m−1mty
(
j
(
ω(y)
))= φ(m)φ(ty)ρ1
t−1y m−1mty
(
j
(
ω(y)
))
.
Case 1. Suppose y is an edge in T. In this case we have ty = 1 by (6). We also have
ω(j (y)) = j (ω(y)) since j : T → j (T) is a graph isomorphism. It follows that
ψ
(
ω
(〈m, y〉))= φ(m)ρ1
m−1m
(
j
(
ω(y)
))= φ(m)ρ1
m−1m
(
ω
(
j (y)
))
= ω(φ(m)ρ1
m−1m
(
j (y)
))= ω(ψ(〈m, y〉)).
Case 2. Suppose y is an edge in Y \ T. Since y is positively oriented, α(j (y)) belongs to
j (T). In this case, ω(j (y)) does not belong to j (T), while j (ω(y)) belongs to j (T). By
(19), we have γyj (ω(y)) = ω(j (y)). Then we have
ψ
(
ω
(〈m, y〉))= φ(m)φ(ty)ρ1
t−1y m−1mty
(
j
(
ω(y)
))= φ(m)γyρ1
t−1y m−1mty
(
j
(
ω(y)
))
= φ(m)ργy1γ
−1
y
γyt
−1
y m−1mtyγ−1y
(
γyj
(
ω(y)
))= φ(m)ρ1
γyt
−1
y m−1mtyγ−1y
(
ω
(
j (y)
))
.
On the other hand, we have
γyt
−1
y m
−1mtyγ−1y = γyt−1y σy
(
σ−1y
(
m−1m
))
tyγ
−1
y
= γyτy
(
σ−1y
(
m−1m
))
γ−1y
(
by (6))
= γyγ−1y σ−1y
(
m−1m
)
γyγ
−1
y
(
by (25))
= σ−1y
(
m−1m
)
= m−1m (by (25)).
Therefore, we have
ψ
(
ω
(〈m, y〉))= φ(m)ρ1
m−1m
(
ω
(
j (y)
))= φ(m)ω(ρ1
m−1m
(
j (y)
))
= ω(φ(m)ρ1
m−1m
(
j (y)
)) (
by (1))
= ω(ψ(〈m, y〉)).
Similarly, we can prove ψ(α(〈m, y〉)) = α(ψ(〈m, y〉)) and ψ(〈m, y〉) = ψ〈m, y〉 for every
edge 〈m, y〉 in U(G(M,X)). Evidently, ψ preserves the order as well.
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Lemma 7.6. The morphism ψ is locally injective.
Proof.
Case 1. Suppose α(〈m1, y1〉) = α(〈m2, y2〉), ψ(〈m1, y1〉) = ψ(〈m2, y2〉), and y1 is a
positively oriented edge of Y. Note that α(〈m1, y1〉) = 〈m1, α(y1)〉 and α(〈m2, y2〉) =
〈m2, α(y2)〉 by (10). Then α(y1) = α(y2) and m1 and m2 are R-related in π1(G(M,X))
by Lemma 5.1. We also have
φ(m1)ρ
1
m−11 m1
(
j (y1)
)= φ(m2)ρ1
m−12 m2
(
j (y2)
)
,
ψ
(〈m1, y1〉)= φ(m1)ρ1
m−11 m1
(
j (y1)
) ∈ X
φ(m1m
−1
1 )
= X
m1m
−1
1
,
ψ
(〈m2, y2〉)= φ(m2)ρ1
m−12 m2
(
j (y2)
) ∈ X
φ(m2m
−1
2 )
= X
m2m
−1
2
.
Since φ(m1)ρ1
m−11 m1
(j (y1)) = φ(m2)ρ1
m−12 m2
(j (y2)), we have ϕ(j (y1)) = ϕ(j (y2)). Hence,
y1 = y2 because ϕ ◦ j is the identity mapping on Edge(Y) by Lemma 6.2. Furthermore, we
have
φ
(
m−12 m1
)
ρ1
m−11 m1
(
j (y1)
)= ρ1
m−12 m2
(
j (y2)
)= ρ1
m−12 m2
(
j (y1)
)
.
Note that
φ
(
m−12 m1
)
φ
(
m−12 m1
)−1 = φ(m−12 m1m−11 m2)= φ(m−12 m2m−12 m2)= m−12 m2,
φ
(
m−12 m1
)−1
φ
(
m−12 m1
)= φ(m−11 m2m−12 m1)= φ(m−11 m1m−11 m1)= m−11 m1.
By Lemma 7.1, φ(m−12 m1) belongs to My1(= Stab(j (y1))). On the other hand, since y1 is
a positively oriented edge of Y and we have〈
m1, α(y1)
〉= α(〈m1, y1〉)= α(〈m2, y2〉)= 〈m2, α(y2)〉,
m−12 m1 belongs to Mα(y1) by Lemma 5.1. Since φ is the inclusion mapping of Mα(y1) into
M by (27), we have φ(m−12 m1) = m−12 m1. We have My1 = σy1(My1) by (25), because
y1 is a positively oriented edge of Y. Hence, m−12 m1 = φ(m−12 m1), φ(m−12 m1) ∈ My1
and My1 = σy1(My1). Therefore, m−12 m1 belongs to σy1(My1). By Lemma 5.1, we have〈m1, y1〉 = 〈m2, y2〉.
Case 2. Suppose α(〈m1, y1〉) = α(〈m2, y2〉), ψ(〈m1, y1〉) = ψ(〈m2, y2〉), and y1 is a
positively oriented edge of Y. Since ψ(〈m1, y1〉) = ψ(〈m2, y2〉), we have
φ
(
m−12 m1
)
ρ1 −1
(
j (y1)
)= ρ1 −1 (j (y2)).m1 m1 m2 m2
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in Case 1. Since φ is the inclusion mapping of Mα(y1) (⊃ σy1(My1) = My1 ), φ(c) = c
for all c in My1 . We set b = φ(m−12 m1). Then φ(b) = b. On the other hand, we
have α(〈m1, y1〉) = 〈m1t−1y1 , α(y1)〉 = 〈m1t−1y1 ,ω(y1)〉 by (11). Similarly, α(〈m2, y2〉) =
〈m2t−1y2 ,ω(y2)〉. Hence, we have 〈m1t−1y1 ,ω(y1)〉 = 〈m2t−1y2 ,ω(y2)〉. By Lemma 5.1,
(m2t
−1
y2 )
−1m1t−1y1 belongs to Mω(y1), and m1t
−1
y1 and m2t
−1
y2 are R-related. We note that
m1m
−1
1 = m1t−1y1 ty1m−11 = m1t−1y1
(
m1t
−1
y1
)−1 = m2t−1y2 (m2t−1y2 )−1
= m2t−1y2 ty2m−12 = m2m−12 .
Hence, m1 and m2 are R-related. Since (m2t−1y2 )−1m1t
−1
y1 belongs to Mω(y1) and ty2 =
ty1 = t−1y1 , m−12 m1 belongs to ty1Mω(y1)t−1y1 . We now show that My1 ⊂ ty1Mω(y1)t−1y1 . Since
τy1(My1) ⊂ Mω(y1), we have ty1τy1(My1)t−1y1 ⊂ ty1Mω(y1)t−1y1 . By the relation in (6), we
have ty1τy1(My1)t−1y1 = σy1(My1). We note that σy1(My1) = My1 by (24) and (25) because
y1 is a positively oriented edge of Y. Therefore, b belongs to My1 = ty1τy1(My1)t−1y1 ⊂
ty1Mω(y1)t
−1
y1 . Then both m
−1
2 m1 and b belong to ty1Mω(y1)t−1y1 and φ(m
−1
2 m1) = b = φ(b).
Since φ is injective on ty1Mω(y1)t−1y1 , we have m−12 m1 = b and b belongs to My1(=
σy1(My1)). Note that m1 and m2 are R-related. By Lemma 5.1, 〈m1, y1〉 = 〈m2, y2〉. It
follows that 〈m1, y1〉 = 〈m2, y2〉. Consequently, ψ is locally injective. 
Lemma 7.7. The morphism ψ is surjective.
Proof. Recall that we are assuming W consists of the edges j (y) (y ∈ Edge(Y))
and their extremes. Let W(U(G(M,X))) be the fundamental domain of the universal
cover U(G(M,X)) constructed in the proof of Theorem 6.1. Then W(U(G(M,X)))
consists of the edges 〈1, y〉 (y ∈ Edge(Y)) and their extremes. It is easy to see
that W = ψ(W(U(G(M,X)))) and [W] = ψ([W(U(G(M,X)))]). On the other hand,
φ(π1(G(M,X)))= M by Lemma 7.4. It follows that
ψ
(
U
(
G(M,X)
))= ψ(π1(G(M,X))[W(U(G(M,X)))])
= φ(π1(G(M,X)))ψ([W(U(G(M,X)))])
= M[W] = X.
Hence, ψ maps U(G(M,X)) onto X. 
Theorem 7.8. Let M be an inverse monoid acting on a graph X ordered by E = E(M)
with a fundamental domain. Then the following are equivalent:
(1) X is a forest.
(2) ψ is a graph isomorphism of U(G(M,X)) onto X.
(3) φ is an isomorphism of π1(G(M,X)) onto M .
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in E, ψ maps the connected component U(G(M,X))e into a connected component Xe
by Lemma 7.5. Note that each connected component of a forest is a tree. It is known that a
locally injective graph morphism of a connected graph into a tree is injective (see [2,17]).
Therefore, ψ is injective and so ψ is a graph isomorphism of U(G(M,X))e into Xe. On the
other hand, ψ is surjective by Lemma 7.7, and so, ψ is a graph isomorphism of U(G(M,X))
onto X.
(2) implies (1). Since U(G(M,X)) is a forest by Theorem 5.2 and ψ is an isomorphism,
X is a forest.
(3) implies (2). Suppose φ is an isomorphism. We know that ψ is locally injective and
surjective by Lemmas 7.6 and 7.7. Therefore, it is enough to show that ψ is injective on
Vert(U(G(M,X))). Suppose that ψ(〈m1, v1〉) = ψ(〈m2, v2〉). By Lemma 7.5, there exists
an idempotent e in E such that both 〈m1, v1〉 and 〈m2, v2〉 belong to Vert(U(G(M,X))e).
Since 〈m1, v1〉 and 〈m2, v2〉 belong to U(G(M,X))e, m1 and m2 are R-related in
π1(G(M,X)) by Lemma 5.3. On the other hand, we have
φ(m1)ρ
1
m−11 m1
(
j (v1)
)= φ(m2)ρ1
m−12 m2
(
j (v2)
)
.
It follows that ϕ(j (v1)) = ϕ(j (v2)) and so v1 = v2. Then we have
φ
(
m−12 m1
)
ρ1
m−11 m1
(
j (v1)
)= ρ1
m−12 m2
(
j (v2)
)= ρ1
m−12 m2
(
j (v1)
)
.
Hence, φ(m−12 m1) belongs to Mv1 (= Stab(j (v1))) by Lemma 7.1. We have that
φ(φ(m−12 m1)) = φ(m−12 m1) by (27). Since we are assuming φ is an isomorphism, we
have φ(m−12 m1) = m−12 m1. Hence, m−12 m1 (= φ(m−12 m1)) belongs to Mv1 . This implies
that 〈m1, v1〉 = 〈m2, v2〉 by Lemma 5.1 as m1 and m2 are R-related and v1 = v2.
(2) implies (3). Suppose that ψ is a graph isomorphism. Note that φ fixes idempotents
by (27), and hence, φ is injective on the semilattice of idempotents. By Lemma 7.4, φ is
surjective. It is enough to show that φ is injective on each group H class of π1(G(M,X)).
Let g be a group element of π1(G(M,X)). Suppose gg−1 = g−1g = e. We show that if
φ(g) = e then g = e. Take an arbitrary vertex v1 of Y. Then we have
ψ
(〈g, v1〉)= φ(g)ρ1g−1g(j (v1))= eρ1e (j (v1))= ψ(〈e, v1〉).
By our assumption that ψ is an isomorphism, we have 〈e, v1〉 = 〈g, v1〉. Hence, g =
e−1g belongs to Mv1 by Lemma 5.1. Thus, g belongs to Mv1 . On the other hand, φ is
injective on Mv1 by (27). Hence, φ(g) = e = φ(e) implies g = e. Consequently, φ is an
isomorphism. 
The following is an immediate consequence of the theorem.
Corollary 7.9. Suppose an inverse monoid M acts on a forest X ordered by E(M) with a
fundamental domain.
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(2) If M  X is a loop, then M can be presented as a full HNN extension.
The structure theorem of the Bass–Serre theory is obtained immediately because the
graph acted by a group always has a fundamental domain.
Corollary 7.10 [17]. Let G be a group acting on a connected graph X. Then the following
are equivalent:
(1) X is a tree.
(2) ψ : U(G(G,X))→ X is a graph isomorphism.
(3) φ :π1(G(G,X))→ G is an isomorphism.
7.3. Action on an ordered forest without a fundamental domain
We exemplify an inverse monoid acting on an ordered forest without a fundamental
domain. This example shows that a fundamental domain does not necessarily exist for
inverse monoid actions on ordered forests.
Let E = {. . . , e−2, e−1, e0, e1, e2, . . .} be the chain with the order ei < ej for i, j in
Z with i < j . Here, Z denotes the ring of natural integers. Let F be the free group on
a nonempty set X. We define S to be the direct product F × E. We set M = S ∪ {1},
where 1 denotes the extra identity element of M . Clearly, M is a Clifford monoid. We
set Fei = F × {ei} for every ei in E. Since F is a free group on X, the Cayley graph Γ
of F with respect to X is a tree. For each ei in E, let Γei be the Cayley graph of Fei
with respect to the generator X × {ei}. For the identity 1, let Γ1 be the graph consisting
of only one vertex v1 without any edge. We define a forest F to be the disjoint union
(
⋃
ei∈E Γei )∪Γ1. We introduce the natural order in F . Clearly, M acts on F . We note that
the quotient graph Y = M  F is the bouquet and its unique vertex is ϕ(v1). Clearly, we
have Stab(j (ϕ(v1))) = E ∪ {1}.
On the other hand, it is easy to see that there is no fundamental domain in F . Therefore,
it is impossible to construct a graph of inverse monoids from the action according to the
method in Subsection 7.1. In fact, M cannot be presented as a fundamental inverse monoid
of a non-trivial graph of inverse monoids. This example indicates that every E-unitary
inverse monoid whose maximum group image acts on a tree acts on a forest in the trivial
way, but it is not necessarily presented as a fundamental inverse monoid of a graph of
inverse monoids unless the forest has a fundamental domain.
8. Local actions of maximal subgroups
In this section, we consider the local actions of a fundamental inverse monoid of a
graph of inverse monoids and give a group presentation of a maximal subgroups of the
fundamental inverse monoid. A fundamental inverse monoid acts on the universal cover
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of a maximal subgroup on the corresponding connected component of the universal cover,
and thus, the maximal subgroup can be presented as the fundamental group of the graph of
groups induced from the action. We shall construct a graph of groups from the semigroup
structure of the fundamental inverse monoid and show that it is conjugate isomorphic to
the graph of groups induced from the action on the universal cover as in [1,3,4,7,23].
We suppose X is a graph of inverse monoids (M,Y) throughout this section. The H and
D classes of an inverse monoid M containing m are denoted by HM(m) and DM(m),
respectively.
8.1. Orbits and stabilizers
We saw that π1(X) acts on U(X) in Section 5. The restriction θHπ1(X)(e) of an inverse
monoid action θ is a representation of Hπ1(X)(e) into the group of graph automorphisms
of U(X)e, where U(X)e is the connected component of U(X), by Proposition 3.1. Hence,
Hπ1(X)(e) acts on U(X)e without inversion. We investigate the orbits and the stabilizers of
the group action.
The orbit of a vertex v0 and an edge y0 for an action of a group G on a connected graph
X are defined by
{
v ∈ Vert(X) | v = gv0 for some g ∈ G
}
,
{
y ∈ Edge(X) | y = gy0 for some g ∈ G
}
and denoted by OrbG(v0) and OrbG(y0), respectively.
The stabilizer of a vertex v0 and an edge y0 are defined by
{g ∈ G | gv0 = v0}, {g ∈ G | gy0 = y0}
and denoted by StabG(v0) and StabG(y0), respectively. These stabilizers are identical with
the stabilizers defined in (16) and (17) if M is a group.
We describe the stabilizers and the orbits of the local action on the universal cover.
Recall that the universal cover consists of (7) and (8).
Lemma 8.1. Let U(X) be the universal cover of X.
(1) If 〈m1, v〉 = 〈m2, v〉 for a vertex v of Y, then m1m−11 = m2m−12 and the elements
m−11 m1 and m
−1
2 m2 are D-related in Mv.
(2) If 〈m1, y〉 = 〈m2, y〉 for a positively oriented edge y of Y, then m1m−11 = m2m−12 and
the elements m−11 m1 and m
−1
2 m2 are D-related in σy(My).
(3) If 〈m1, y〉 = 〈m2, y〉 for a negatively oriented edge y of Y, then m1m−11 = m2m−12 and
the elements m−11 m1 and m
−1
2 m2 are D-related in τy(My).
Proof. We shall show only (1). Suppose 〈m1, v〉 = 〈m2, v〉, where v is a vertex of Y. By
Lemma 5.1, m1m−1 = m2m−1 and m−1m1 in Mv. Then (m−1m1)−1(m−1m1) = m−1m11 2 2 2 2 1
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−1
2 m1)
−1 = m−12 m2. Hence, m−11 m1 L m−12 m1 and m−12 m1 R m−12 m2,
and so m−11 m1 and m
−1
2 m2 are D-related in Mv. 
Lemma 8.2. Let m be an element in π1(X) satisfying mm−1 = e.
(1) For a vertex v of Y, we have
OrbHπ1(X)(e)
(〈m, v〉)= {〈a, v〉 ∣∣ a ∈ π1(X), aa−1 = e, a−1a DMv m−1m}.
(2) For a positively oriented edge y of Y, we have
OrbHπ1(X)(e)
(〈m, y〉)= {〈a, y〉 ∣∣ a ∈ π1(X), aa−1 = e, a−1a Dσy(My) m−1m}.
(3) For a negatively oriented edge y of Y, we have
OrbHπ1(X)(e)
(〈m, y〉)= {〈a, y〉 ∣∣ a ∈ π1(X), aa−1 = e, a−1a Dτy(My) m−1m}.
Proof. We shall show only (1). Suppose 〈a, v〉 belongs to OrbHπ1(X)(e)(〈m, v〉). There
exists r in Hπ1(X)(e) such that 〈a, v〉 = r〈m, v〉 = 〈rm, v〉. By Lemma 8.1, we have
(rm)(rm)−1 = aa−1 and the elements (rm)−1(rm) and a−1a areD-related in Mv. Since r
belongs to Hπ1(X)(e), we have rr−1 = r−1r = e. Hence, aa−1 = rmm−1r−1 = r−1er = e.
Since we have
(rm)−1(rm) = m−1r−1rm = m−1em= m−1mm−1m = m−1m,
m−1m and a−1a are D-related in Mv.
Conversely, assume that aa−1 = e and the elements a−1a and m−1m are D-related
in Mv. There exists r in Mv such that a−1a and r are L-related and r and m−1m are
R-related in Mv. Set c = mra−1. Then c belongs to Hπ1(X)(e), because we have
c−1c = ar−1m−1mra−1 = ar−1rr−1ra−1 = ar−1ra−1 = aa−1aa−1 = aa−1 = e
and
cc−1 = mra−1ar−1m−1 = mrr−1rr−1m−1 = mrr−1m−1 = mm−1mm−1 = mm−1 = e.
Furthermore, c〈a, v〉 = 〈ca, v〉 = 〈mra−1a, v〉 = 〈mr, v〉. The elements mr and m are R-
related in π1(X), m−1mr = r , and r belongs to Mv. Thus, 〈mr, v〉 = 〈m, v〉 by Lemma 5.1.
It follows that 〈a, v〉 belongs to OrbHπ1(X)(e)(〈m, v〉). 
Lemma 8.3. Let m be an element of π1(X) satisfying mm−1 = e.
(1) For a vertex v of Y, we have
StabHπ1(X)(e)
(〈m, v〉)= mHMv(m−1m)m−1.
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StabHπ1(X)(e)
(〈m, y〉)= mHσy(My)(m−1m)m−1.
(3) For a negatively oriented edge y of Y, we have
StabHπ1(X)(e)
(〈m, y〉)= mHτy(My)(m−1m)m−1.
Proof. We shall show only (1). Take an arbitrary element s from HMv(m−1m). Clearly
msm−1 belongs to Hπ1(X)(e). Since ms and m are R-related and m−1ms belongs to
Mv, we have msm−1〈m, v〉 = 〈msm−1m, v〉 = 〈ms, v〉 = 〈m, v〉 by Lemma 5.1. Thus,
mHMv(m
−1m)m−1 ⊂ StabHπ1(X)(e)(〈m, v〉).
Conversely, take an arbitrary element c from StabHπ1(X)(e)(〈m, v〉). Then we have
cc−1 = c−1c = e = mm−1. Since 〈cm, v〉 = c〈m, v〉 = 〈m, v〉, cm and m are R-related
in π1(X) and m−1cm belongs to Mv by Lemma 5.1. Set a = m−1cm. It is easy to
see that aa−1 = a−1a = m−1m. It follows that a belongs to HMv(m−1m). Then c =
mm−1cmm−1 = mam−1 and so c belongs to mHMv(m−1m)m−1. 
8.2. Graphs of groups induced from the group actions
Adjusting the construction in Section 7.1 to the group action, we induce the graph
of groups G(Hπ1(X)(e),U(X)e) from the action of Hπ1(X)(e) on U(X)e. We denote
G(Hπ1(X)(e),U(X)e) by (K,Ve) throughout this section.
Graph Ve
Let Ve be the quotient graph Hπ1(X)(e)  U(X)e. Then we can describe the sets of
vertices and edges of Ve as follows:
Vert(Ve) =
{
Orb
(〈m, v〉) ∣∣ v ∈ Vert(Y) and mm−1 = e},
Edge+(Ve) =
{
Orb
(〈m, y〉) ∣∣ y ∈ Edge+(Y) and mm−1 = e},
Edge−(Ve) =
{
Orb
(〈m, y〉) ∣∣ y ∈ Edge−(Y〉 and mm−1 = e}. (30)
The initial and terminal vertices and the inverse edge are given in accordance with (9)–(11).
If y is positively oriented in Y, we have
α
(
Orb
(〈m, y〉))= Orb(〈m,α(y)〉), ω(Orb(〈m, y〉))= Orb(〈mty,ω(y)〉). (31)
If y is negatively oriented in Y, we have
α
(
Orb
(〈m, y〉))= Orb(〈mt−1y , α(y)〉), ω(Orb(〈m, y〉))= Orb(〈m,ω(y)〉). (32)
For every edge Orb(〈m, y〉) of Ve , we have
Orb
(〈m, y〉)= Orb(〈m, y〉). (33)
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Let T be a maximal subtree of Ve and let j : T → U(X)e be a section. Then we define
the groups KOrb(〈m,v〉) and KOrb(〈m,y〉) for a vertex Orb(〈m, v〉) and an edge Orb(〈m, y〉),
respectively, as follows:
KOrb(〈m,v〉) = StabHπ1(X)(e)
(
j
(
Orb
(〈m, v〉))),
KOrb(〈m,y〉) = StabHπ1(X)(e)
(
j
(
Orb
(〈m, y〉))). (34)
Monomorphisms
For the edge Orb(〈m, y〉), we define the monomorphism τOrb(〈m,y〉) of KOrb(〈m,y〉) into
KOrb(〈m,ω(y)〉) according to (24)–(26).
If y is negatively oriented or Orb(〈m, y〉) belongs to T, the monomorphism τOrb(〈m,y〉) of
KOrb(〈m,y〉) into KOrb(〈m,ω(y)〉) is the inclusion, that is,
τOrb(〈m,y〉)(g) = g (35)
for every g in KOrb(〈m,y〉).
If y positively oriented and Orb(〈m, y〉) does not belong to T, the monomorphism
τOrb(〈m,y〉) is defined to be the conjugation by an element in Hπ1(X)(e), that is,
τOrb(〈m,y〉)(g) = γ−1Orb(〈m,y〉)gγOrb(〈m,y〉) (36)
for every g in KOrb(〈m,y〉), where γOrb(〈m,y〉) is an element of Hπ1(X)(e) satisfying
γOrb(〈m,y〉)j
(
ω
(
Orb
(〈m, y〉)))= ω(j(Orb(〈m, y〉))). (37)
See (19) for the definition of γOrb(〈m,y〉).
The monomorphism σOrb(〈m,y〉) of KOrb(〈m,y〉) into KOrb(〈m,α(y)〉) is defined as follows:
σOrb(〈m,y〉) = τOrb(〈m,y〉) (38)
for every edge Orb(〈m, y〉) (see (24)–(26)).
8.3. Graphs of groups induced from the semigroup structures
Recall that we are assuming X = (M,Y) is a graph of inverse monoids. For every
idempotent e in π1(X), we construct a graph of groups (G,Ze) using theD-class structures
of the inverse monoids Mv (v ∈ Vert(Y)) and My (y ∈ Edge(Y)).
Graph Ze
We denote the set of all D-classes of Mv (v ∈ Vert(Y)) by D(Mv) and the set of all
D-classes of My (y ∈ Edge(Y)) by D(My), respectively. Then we define the sets of vertices
and the edges of Z as follows:
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Vert(Z) = {(D, v) ∣∣D ∈D(Mv), v ∈ Vert(Y)},
Edge+(Z) =
{
(D, y)
∣∣D ∈D(My), y ∈ Edge+(Y)},
Edge−(Z) =
{
(D, y)
∣∣D ∈D(My), y ∈ Edge−(Y)}.
The graph Z consists of Vert(Z) and Edge(Z). For every edge (D, y) of Z, the initial and
terminal vertex and the inverse edge are defined by
α(D, y) = (D1, α(y)), ω(D, y) = (D2,ω(y)), (D, y) = (D, y), (39)
where D1 is theD-class of Mα(y) including σy(D) and D2 is theD-class of Mω(y) including
τy(D), respectively.
It is easy to verify that Z is a well-defined graph. Take and fix a vertex v0 of Y. We denote
the connected component of Z containing the vertex (DMv0 (e), v0) by Ze. We should note
that Ze1 and Ze2 may be identical even though e1 = e2. We shall provide a characterization
of Ze shortly. The relation among DMy , DMα(y) , DMω(y) is illustrated in Fig. 7.
Groups G
The vertex group G(D,v) and the edge group G(D,y) are defined as follows. Take a vertex
(D, v). Then D is aD-class of Mv. We choose and fix a groupH-class of Mv included in D.
Let us denote it by G(D,v). Similarly, take an edge (D, y) of Ze, where y is a positively
oriented edge of Y. Then D is a D-class of My. We choose and fix a groupH-class of My
included in D. Let us denote it by G(D,y). For an edge (D, y) of Ze, where y is a negatively
oriented edge of Y, we set G(D,y) = G(D,y).
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Monomorphisms σ(D,y) and τ(D,y)
First, we define the group monomorphism τ(D,y) of G(D,y) into Gω(D,y). Take an edge
(D, y). Suppose D1 is the D-class of Mω(y) including τy(D). Let K be the group H-class
of Mω(y) including τy(G(D,y)). Both K and Gω(D,y) are group H-classes of Mω(y) and
located in D1. By Green’s lemma, there exists an element q in D1 satisfying
q−1Kq = Gω(D,y), qq−1 ∈ K, q−1q ∈ Gω(D,y). (40)
Then τ(D,y) is defined by
τ(D,y)(g) = q−1τy(g)q (41)
for every g in G(D,y) (Fig. 8). Clearly, τ(D,y) is a group isomorphism.
Second, we define the group monomorphism σ(D,y) of G(D,y) into Gα(D,y) by
σ(D,y) = τ(D,y). (42)
Lemma 8.4. Let Ze be the connected component of Z containing the vertex (DMv0 (e), v0),
where v0 is the fixed vertex of Y.
(1) Vert(Ze) is {(D, v) | D ∈D(Mv), v ∈ Vert(Y), D ⊂ Dπ1(X)(e)}.
(2) Edge+(Ze) is {(D, y) | D ∈D(My), y ∈ Edge+(Y), σy(D) ⊂ Dπ1(X)(e)}.
(3) Edge−(Ze) is {(D, y) | D ∈D(My), y ∈ Edge−(Y), τy(D) ⊂ Dπ1(X)(e)}.
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D ⊂ Dπ1(X)(e)} by Q. First, we show that Vert(Ze) coincides with Q. We show that
(DMv1
(e), v1) is connected to (DMv2 (e), v2) for any vertices v1, v2 in Y. Since T is a
spanning tree of Y, there exists a geodesic z1, z2, . . . , zk in T satisfying α(z1) = v1 and
ω(zk) = v2. Let Dzi (e) be the D-class of Mzi containing e. Then it is easy to see that
(Dz1(e), z1), (Dz2(e), z2), . . ., (Dzn (e), zk) is a path from (DMv1 (e), v1) to (DMv2 (e), v2)
since σy and τy are the identity mapping by (24).
Second, we show that (DMα(y1) (r0r
−1
0 ), α(y1)) and (DMω(yn) (r
−1
n rn),ω(yn)) are con-
nected for every sequence r0, y1, r1, y2, r2, y3, . . . , yn, rn in X. We should note that
τyi σ
−1
yi (r
−1
i−1ri−1) = rir−1i for every i = 1,2, . . . , n by (SQ3). Then it is easy to verify
that
α
(
DMyi
(
σ−1yi
(
r−1i−1ri−1
))
, yi
)= (DMα(yi )(r−1i−1ri−1), α(yi )),
ω
(
DMyi
(
σ−1yi
(
r−1i−1ri−1
))
, yi
)= (DMω(yi )(rir−1i ),ω(yi )).
Since ri belongs to Mω(yi ), rir
−1
i and r
−1
i ri are D-related in Mω(yi ). We also note that
ω(yi ) = α(yi+1). Therefore, we have(
DMω(yi )
(
rir
−1
i
)
,ω(yi )
)= (DMα(yi+1)(r−1i ri), α(yi+1)).
It follows that the path(
DMy1
(
σ−1y1
(
r−10 r0
))
, y1
)
,
(
DMy2
(
σ−1y2
(
r−11 r1
))
, y2
)
, . . . ,
(
DMyn
(
σ−1yn
(
r−1n−1rn−1
))
, yn
)
connects the vertices (DMα(y1) (r0r
−1
0 ), α(y1)) and (DMω(yn) (r
−1
n rn),ω(yn)).
Third, we show that Q is included in Vert(Ze). Let (DMv1 (e1), v1) be an element in Q,
where e1 and e are D-related in π1(X). There exists x in π1(X) satisfying xx−1 = e1
and x−1x = e. By Lemma 4.1, x can be written as x = r0ty1r1ty2r2 · · · tynrn, where
r0, ty1 , r1, ty2, r2, . . . , tyn , rn is a sequence in X. Then (DMv1 (e1), v1) is connected to
(DMα(y1)
(e1), α(y1)) and (DMα(y1) (r0r
−1
0 ), α(y1)) is connected to (DMω(yn) (r
−1
n rn),ω(yn))
by the argument above. We note that e1 = r0r−10 and e = r−1n rn. On the other hand,
(DMω(yn) (e),ω(yn))) is connected to (DMv0 (e), v0)). Therefore, (DMv1 (e1), v1) belongs
to Ze.
Lastly, we show that if (D, v) is connected to (DMv0 (e), v0), then (D, v) belongs to Q.
Note that DMv0 (e) ⊂ Dπ1(X)(e). It now suffices to show that if for the edge (DMy , y) the
vertex α(DMy , y) = (DMα(y) , α(y)) satisfies the property that DMα(y) ⊂ Dπ1(X)(e), then the
terminal vertex ω(DMy , y) = (DMω(y) ,ω(y)) satisfies the property that DMω(y) ⊂ Dπ1(X)(e).
Suppose that DMα(y) is included in Dπ1(X)(e). Then σy(DMy) is included in Dπ1(X)(e). Take
any idempotent f in σy(DMy). Then it is easy to see that t−1y f ty = t−1y σy(σ−1y (f ))ty =
τy(σ
−1
y (f )) is included in τy(DMy). On the other hand, e and f are D-related in π1(X),
and f and τy(σ−1y (f )) are D-related in π1(X). Thus, e and τy(σ−1y (f )) are D-related in
π1(X). Since τy(σ−1y (f )) belongs to τy(DMy), DMω(y) is included in Dπ1(X)(e). 
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Proof. Since Ze is a connected component, it is connected. The conditions (GM1)–(GM3)
are clearly satisfied by the definition although every monoid is in fact a group in our case.
8.4. Group presentations of maximal subgroups
We now show the graph of groups (K,Ve) is conjugate isomorphic to (G,Ze). Note
that the maximal subgroup of the fundamental inverse monoid of π1(X) is isomorphic to
the fundamental group of (K,Ve) by the Bass–Serre theory. It then follows that the group
presentation of Hπ1(X)(e) is given as the fundamental group of (G,Ze).
First of all, we recall conjugate isomorphisms of graphs of groups. We refer the reader
to [2] for more details. Let (L,U) and (N,K) be graphs of groups. An isomorphism of
(L,U) onto (N,K) consists of a graph isomorphism ζ of U onto K, a group isomorphism
ζv of Lv onto Nζ(v) for every vertex v of U, and a group isomorphism ζy of Ly onto Nζ(y)
for every edge y of U such that ζy is equal to ζy and the diagram
Ly
τy
ζy
Lω(y)
ζω(y)
Nζ(y)
τζ(y)
Nζ(ω(y))
is commutative.
A graph of groups (L,U) is conjugate to a graph of groups (N,K) if they share
the same graph, the same vertex groups and the same edge groups, and moreover, the
monomorphism τNy of Ny into Nω(y) is the composition of the monomorphism τLy followed
by a conjugation of a certain element of Nω(y), that is, for every a in Ly (= Ny), we have
τNy (a) = b−1τLy (a)b,
where b is a certain element in Lω(y) (= Nω(y)). If a graph of groups (N,K) is isomorphic
to a conjugate of a graph of groups (L,U), we say that (N,K) is conjugate isomorphic to
(L,U). It is known that the fundamental groups of conjugate isomorphic graphs of groups
are isomorphic (see [2]).
Let us now define a conjugate isomorphism ν of (K,Ve) to (G,Ze).
Graph morphism ν
A mapping ν of Ve to Ze is defined by
ν
(
Orb
(〈m, v〉))= (DMv(m−1m), v) for v in Vert(Y),
ν
(
Orb
(〈m, y〉))= (DMy(σ−1y (m−1m)), y) for y in Edge+(Y),
ν
(
Orb
(〈m, y〉))= (DMy(τ−1y (m−1m)), y) for y in Edge−(Y), (43)
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where mm−1 = e. Figure 9 illustrates how ν maps a positively oriented edge and its
extremes.
Lemma 8.6. ν is a graph isomorphism of Ve onto Ze.
Proof. It is routine to see that ν is a graph morphism. It is easy to see that ν is injective
using Lemma 8.2. We next show that ν is surjective. Take an arbitrary edge (D, y)
of Ze, where D ∈ D(My), y ∈ Edge+(Y) and σy(D) ⊂ Dπ1(X)(e). Take an idempotent f
from σy(D). There exists m1 ∈ π1(X) such that m1m−11 = e and m−11 m1 = f because
e and f are D-related in π1(X). Then Orb(〈m1, y〉) is an edge of Ve, and we have
ν(Orb(〈m1, y〉)) = (DMy(σ−1y (m−11 m1)), y) = (DMy(σ−1y (f )), y) = (D, y) since D and
DMy(σ
−1
y (f )) are D-classes of My containing σ−1y (f ). Likewise, we can show that
there exists an inverse image for every vertex and negatively edge of Ze. Therefore, ν
is surjective. 
Group homomorphisms ν
We shall define a mapping ν of KOrb(〈m,v〉) to Gν(Orb(〈m,v〉)) and a mapping ν of
KOrb(〈m,y〉) to Gν(Orb(〈m,y〉)). Take a vertex Orb(〈m, v〉) of Ve. We may assume that
j (Orb(〈m, v〉)) = 〈m, v〉. By Lemma 8.3, we have
KOrb(〈m,v〉) = Stab
(〈m, v〉)= mHMv(m−1m)m−1.
Recall that Gν(Orb(〈m,v〉)) is a group H-class of Mv included in DMv(m−1m). There exists
an element u in Mv satisfying
uHMv
(
m−1m
)
u−1 = Gν(Orb(〈m,v〉)), uu−1 ∈ Gν(Orb(〈m,v〉)), u−1u ∈ HMv
(
m−1m
) (44)
since HMv(m−1m) and Gν(Orb(〈m,v〉)) are groupH-classes of Mv included in DMv (m−1m).
The homomorphism ν of KOrb(〈m,v〉) to Gν(Orb(〈m,v〉)) is given by
ν(g) = um−1gmu−1 (45)
for KOrb(〈m,v〉). Clearly, ν is a group isomorphism of KOrb(〈m,v〉) onto Gν(Orb(〈m,v〉)).
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edge of Ve. We may assume that j (Orb(〈m, y〉)) = 〈m, y〉 and y is a positively oriented
edge of Y. Then we have
KOrb(〈m,y〉) = Stab
(〈m, y〉)= mHσy(My)(m−1m)m−1.
Recall that Gν(Orb(〈m,y〉)) is a group H-class of My included in DMy(σ−1y (m−1m)). There
exists s in σy(My) such that
sHσy(My)
(
m−1m
)
s−1 = σy(Gν(Orb(〈m,y〉))),
ss−1 ∈ σy(Gν(Orb(〈m,y〉))), s−1s ∈ Hσy(My)
(
m−1m
)
, (46)
since Hσy(My)(m−1m) and σy(Gν(Orb(〈m,y〉))) are group H-classes of σy(My) included in
Dσy(My)(m
−1m). The homomorphism ν of KOrb(〈m,y〉) to Gν(Orb(〈m,y〉)) is given by
ν(g) = σ−1y
(
sm−1gms−1
) (47)
for KOrb(〈m,y〉). Clearly, ν is a group isomorphism.
Lemma 8.7. ν is a conjugate isomorphism of (K,Ve) onto (G,Ze).
Proof. We shall show that for each edge Orb(〈m, y〉) of Ve, the diagram
KOrb(〈m,y〉)
τ1
ν1
Kω(Orb(〈m,y〉))
ν2
Gν(Orb(〈m,y〉))
τ2
Gω(ν(Orb(〈m,y〉)))
is commutative up to conjugation by an element of Gω(ν(Orb(〈m,y〉))), where τ1 = τOrb(〈m,y〉),
τ2 = τν(Orb(〈m,y〉)) and ν1 and ν2 are the isomorphisms defined in (45) and (47), respectively.
Note that mm−1 = e by (30). There are three cases to be considered:
(Case 1) y is positively oriented and Orb(〈m, y〉) belongs to T,
(Case 2) y is positively oriented and Orb(〈m, y〉) does not belong to T,
(Case 3) y is negatively oriented.
We consider only Case 2, and so we suppose that y is positively oriented and Orb(〈m, y〉)
does not belong to T. The other cases can be similarly proved.
First of all, we should note
ν(Orb(〈m, y〉)) = (DMy(σ−1y (m−1m)), y), ω(Orb(〈m, y〉))= Orb(〈mty,ω(y)〉),
ν
(
ω
(
Orb
(〈m, y〉)))= ω(ν(Orb(〈m, y〉)))= (DMω(y)(t−1y m−1mty),ω(y))
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of Hπ1(X)(e) satisfying (37). Then we have
j
(
ω
(
Orb
(〈m, y〉)))= γ−1ω(j(Orb(〈m, y〉)))= γ−1ω(〈m, y〉)
= γ−1〈mty,ω(y)〉= 〈γ−1mty,ω(y)〉.
It follows from Lemma 8.3 and (34) that
Kω(Orb(〈m,y〉)) = KOrb(〈mty,ω(y)〉) = Stab
(
j
(
ω
(
Orb
(〈m, y〉))))= Stab(〈γ−1mty,ω(y)〉)
= γ−1mtyHMω(y)
((
γ−1mty
)−1(
γ−1mty
))(
γ−1mty
)−1
= γ−1mtyHMω(y)
(
t−1y m−1γ γ−1mty
)
t−1y m−1γ
= γ−1mtyHMω(y)
(
t−1y m−1mty
)
t−1y m−1γ.
The isomorphism τ1 is defined to be the conjugation by γ , that is, we have
τ1(g) = γ−1gγ, (48)
for every g in KOrb(〈m,y〉) by (36). The isomorphism ν1 is given by
ν1(g) = σ−1y
(
sm−1gms−1
) (49)
for every g in KOrb(〈m,y〉) by (47), where s is an element of σy(My) satisfying (46). The
isomorphism ν2 is given by
ν2(g) = u
(
γ−1mty
)−1
g
(
γ−1mty
)
u−1 (50)
for every g in Kω(Orb(〈m,y〉)) by (45), where u is an element of Mω(y) satisfying
uHMω(y)
((
γ−1mty
)−1(
γ−1mty
))
u−1 = Gν(ω(Orb(〈m,y〉))),
uu−1 ∈ Gν(ω(Orb(〈m,y〉))),
u−1u ∈ HMω(y)
((
γ−1mty
)−1(
γ−1mty
))= HMω(y)(t−1y m−1mty)
according to (44).
Let K be the groupH-class of Mω(y) including τy(Gν(Orb(〈m,y〉))). Note that
τy(Gν(Orb(〈m,y〉))) = τy
(
G
(DMy (σ
−1
y (m−1m)),y)
)
.
There exists an element q in Mω(y) satisfying
A. Yamamura / Journal of Algebra 281 (2004) 15–67 65q−1Kq = G
ω(DMy (σ
−1
y (m−1m),y)),
qq−1 ∈ K, q−1q ∈ G
ω(DMy (σ
−1
y (m−1m),y)) = G(DMω(y) (t−1y m−1mty),ω(y)))
according to (40). Then τ2 is given by
τ2(g) = q−1τy(g)q (51)
for every g in Gν(Orb(〈m,y〉)) by (41).
We observe that
ν2(τ1(g)) = u
(
γ−1mty
)−1(
γ−1gγ
)(
γ−1mty
)
u−1
= ut−1y m−1γ γ−1gγ γ−1mtyu−1 = ut−1y m−1egemtyu−1
= ut−1y m−1gmtyu−1 = u
(
τy
(
σ−1y
(
m−1gm
)))
u−1
for every g in mHσy(My)(m−1m)m−1 (= KOrb(〈m,y〉)) by (48) and (50). The last equation
follows from the defining relation, t−1y σ(a)ty = τy(a), in (6). Note that m−1gm belongs to
Hσy(My)(m
−1m). On the other hand, we have
τ2
(
ν1(g)
)= q−1(τy(σ−1y (sm−1gms−1)))q
= q−1τy
(
σ−1y (s)
)(
τy
(
σ−1y
(
m−1gm
)))(
τy
(
σ−1y
(
s−1
)))
q
for every g in mHσy(My)(m−1m)m−1 (= KOrb(〈m,y〉)) by (49) and (51). It follows that
τ2(ν1(g)) is the conjugation of ν2(τ1(g)) by the element q−1τy(σ−1y (s))u−1.
We next show that q−1τy(σ−1y (s))u−1 is an element in Gω(ν(Orb(〈m,y〉))). Since ss−1
belongs to σy(Gν(Orb(〈m,y〉))), τy(σ−1y (ss−1)) belongs to τy(Gν(Orb(〈m,y〉))). Since K is the
groupH-class of Mω(y) including τy(Gν(Orb(〈m,y〉))), τy(σ−1y (ss−1)) belongs to K . On the
other hand, τy(σ−1y (ss−1)) = qq−1 since qq−1 belongs to K . We also note that
u−1u = t−1y m−1mty = τyσ−1y
(
m−1m
)= τyσ−1y (s−1s)
because u−1u and s−1s belong to HMω(y)(t−1y m−1mty) and Hσy(My)(m−1m), respectively.
It follows that
(
q−1τyσ−1y (s)u−1
)(
q−1τyσ−1y (s)u−1
)−1
= q−1τyσ−1y (s)u−1uτyσ−1y
(
s−1
)
q = q−1τyσ−1y (s)τyσ−1y
(
s−1s
)
τyσ
−1
y
(
s−1
)
q
= q−1τyσ−1y
(
ss−1ss−1
)
q = q−1τyσ−1y
(
ss−1
)
q = q−1qq−1q = q−1q,(
q−1τyσ−1y (s)u−1
)−1(
q−1τyσ−1y (s)u−1
)
= uτyσ−1y
(
s−1
)
qq−1τyσ−1y (s)u−1 = uτyσ−1y
(
s−1
)
τy
(
σ−1y
(
ss−1
))
τyσ
−1
y (s)u
−1
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(
s−1ss−1s
)
u−1 = uτyσ−1y
(
s−1s
)
u−1 = uu−1uu−1 = uu−1 = q−1q.
Therefore, q−1τyσ−1y (s)u−1 L u−1 and q−1τyσ−1y (s)u−1 R q−1. We note that q , τyσ−1y (s)
and u−1 belong to Mω(y). Hence, q−1τyσ−1y (s)u−1 belongs to Mω(y) and it is H-related
to q−1q in Mω(y). Since H-class of Mω(y) containing q−1q is G(DMω(y) (t−1y m−1mty),ω(y))),
q−1τyσ−1y (s)u−1 belongs to G(DMω(y) (t−1y m−1mty),ω(y))) = Gω(ν(Orb(〈m,y〉))). 
Theorem 8.8. Let X be a graph of inverse monoids. A presentation of Hπ1(X)(e) is obtained
as the fundamental group π1(G,Ze).
Proof. We know that the maximal subgroup Hπ1(X)(e) is presented as the fundamental
group π1(K,Ve) by the Bass–Serre theory. By Lemma 8.7, (K,Ve) is conjugate
isomorphic to (G,Ze). Hence, π1(K,Ve) and π1(G,Ze) are isomorphic because conjugate
isomorphic graphs of groups have the isomorphic fundamental group (see [2]). 
Since a full amalgamated free product and a full HNN extension of inverse monoid
are fundamental inverse monoids of a segment and a loop of inverse monoids, respectively,
their maximal subgroups can be presented as fundamental groups of some graph of groups.
We remark that ordered 2-complexes have been introduced recently to discuss a
presentation of a maximal subgroup of a certain amalgamated free product of inverse
semigroups in [18].
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