The problem of fault detection for stochastic Markovian jump system is considered. The system under consideration involves discrete and distributed time-varying delays, Itô-type stochastic disturbance, and different system and delay modes. The aim of this paper is to design a fault detection filter such that the fault detection system is stochastically stable and satisfies a prescribed H ∞ disturbance attenuation level. By using a novel Lyapunov functional, a mix-mode-dependent sufficient condition is formulated in terms of linear matrix inequalities. A numerical example is given to illustrate the effectiveness of the proposed main results.
Introduction
Fault detection received considerable attention over the past decades because of the increasing demand for higher performance, safety, and reliability standards. In recently, many effective methods have been developed for fault detection. To the best of the authors' knowledge, the published results can be categorized into three approaches. The first category is the filter-or observer-based approaches, where filters are used to generate residual signals to detect and estimate the fault, for example, 1-9 . In the fault detection scheme based on filter or observer, a fault cannot only be detected but also be approximated, and the Notation. Throughout this paper, R n denotes the n dimensional Euclidean space. λ max Q and λ min Q denote, respectively, the maximal and minimal eigenvalue of matrix Q. E{·} refers to the expectation operator with respect to some probability measure P. We use diag{·, ·, ·} as a block-diagonal matrix. A > 0 < 0 means that A is a symmetric positive negative definite matrix, A −1 denotes the inverse of matrix A. A T denotes the transpose of matrix A, and I is the identity matrix with compatible dimension.
System Description and Definitions

Consider the following stochastic MJS with mode-dependent time-varying delays: dx t A r t x t A 1 r t x t − τ t, s t A 2 r t t t−τ t,s t x s ds B 0 r t u t B 1 r t ν t B 2 r t f t dt G 1 r t x t dω t , dy t C r t x t C 1 r t x t − τ t, s t C 2 r t t t−τ t,s t x s ds D 1 r t ν t D 2 r t f t dt G 2 r t x t dω t , x t φ t , t ∈ −τ, 0 ,
2.1 where x t ∈ R n is the state vector; u t is the exogenous disturbance input which belongs to L 2 0 ∞ ; ν t the unknown input; f t is the fault to be detected; y t ∈ R p is the measured output; ω t is a zero-mean one-dimensional Wiener process satisfying E{ω t } 0 and E{ω 2 t } t; φ t is a compatible vector-valued initial function defined on −τ, 0 ; A r t , A 1 r t , A 2 r t , B 0 r t , B 1 r t , B 2 r t , G 1 r t , C r t , C 1 r t , C 2 r t , D 1 r t , D 2 r t , and G 2 r t are real constant matrices with appropriate dimensions. τ t, s t is the mode-dependent timevarying delay. {r t , t 0} and {s t , t 0} are continuous-time Markovian processes with right continuous trajectories and taking values in finite sets S 1 {1, 2, . . . , N}, S 2 {1, 2, . . . , M} with the transition probability matrices Π π il , i, l ∈ S 1 and Λ λ jk , j, k ∈ S 2 , respectively, given by where τ max{τ j }.
Remark 2.1. In this work, we have assumed that the delay mode is different from the system mode. This is more powerful and desirable in modeling of real systems, because the reason for jump in delay value may not be the same as that for jump in other system parameters.
Remark 2.2. The generalized stochastic system 2.1 is quite general since it considers noise perturbations, discrete, and distributed time-varying delays and Markovian jump processes with different modes. To the best of our knowledge, the generalized stochastic system 2.1 has never been considered in the previous literature.
Remark 2.3.
A fault detection system consists of a residual generator and an evaluation stage, including an evaluation function and a threshold. Therefore, the fault detection problem to be addressed in this paper can be stated as the following two steps. The first step is to design a suitable filter to reduce the effect of disturbances on residual signals and to enhance the influence of faults. The second step is to determine the residual evaluation function and an appropriate threshold.
In this study, the following full-order fault detection filter is considered: 
2.7
For simplicity, let
2.8
Now, the problem of fault detection is transformed into an H ∞ filtering problem for system 2.1 , which is described as follows: given a prescribed level of disturbance attenuation γ, determine a series of filter matrices A f ij , B f ij , and C f ij i ∈ S 1 , j ∈ S 2 such that the augmented system 2.6 is stochastically stable.
After designing a fault detection filter, the remaining important task is to evaluate the generated residual. One of widely adopted methods is to choose a residual evaluation function and a threshold. In this paper, residual evaluation function f r and a threshold Jth are selected as
where t 0 , t 0 T is the finite-time window, T denotes the limited length, and t 0 denotes the initial evaluation time. The occurrence of fault can be detected by comparing f r and Jth, according to the following logic:
f r > Jth ⇒ Faults ⇒ Alarm, f r < Jth ⇒ No Faults.
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The following lemma and definitions are introduced, which will be used in the proof of the main results.
Lemma 2.4 see 42 .
For any matrix M > 0, scalar γ > 0, vector function ω : 0, γ → R n such that the integrations concerned are well defined, the following inequality holds:
Definition 2.5. The filtering error system 2.6 with w t 0 is said to be stochastically stable, if, for every system mode r t , every time-delay mode s t and all finite initial state φ t , the following relation holds:
Definition 2.6. Given a scalar γ > 0, the filtering error system 2.6 is said to be stochastically stable with an H ∞ performance γ, if, for every system mode r t and every time-delay mode s t , the filtering error system 2.6 with w t 0 is stochastically stable, and, under zero initial condition, it satisfies r e 2 γ w 2 for any nonzero w t ∈ L 2 0, ∞ .
It should be pointed out that the joint process ξ t , r t , s t is not Markovian. In order to cast our model into the frame work for a Markovion system, let us define a new Markovion process: ξ t s ξ t s , −τ s 0, and then { ξ t , r t , s t , t 0} is Markovian process with the initial state φ · , r 0 , s 0 .
Let C R n ×R n ×R ×S 1 ×S 2 denote the family of all nonnegative functions V ξ, ξ t , t, i, j on R n × R n × R × S 1 × S 2 , which are continuously twice differentiable in ξ and differentiable 
3.2
By Itô's formula, we obtain the stochastic differential as
where L is the weak infinitesimal generator of the random process {ξ t , r t , s t } along the system 2.6 . Using the operator 2.12 , we have 
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The derivative of the first term in V 2 ξ, ξ t , t, i, j is given as follows:
Following a similar method of 3.5 , it is easy to obtain 
3.8
We define
3.9
The following equations are true for any matrices L, M, N, and Y with appropriate dimensions: 
3.12
Considering 3.4 -3.11 , we obtain that 
3.14 Therefore, we have the following result for the H ∞ performance analysis. 
where
3.18
Proof. Using Schur complement formula to 3.15 , it can be seen that 3.15 is equivalent to
Now, we show that the filtering error system 2.6 with w t 0 is stochastically stable. If w t 0, from 3.13 and 3.16 -3.17 , we can obtain
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where α 1 min i∈S 1 ,j∈S 2 {λ min −Σ ij } > 0. Therefore, for any T > 0, by Dynkin's formula, we have
which means that lim t → ∞ E{|ξ t | 2 } 0. Thus, the filtering error system 2.6 with w t 0 is stochastically stable by Definition 2.5.
In the sequel, we will deal with the H ∞ performance of the filtering error system 2.6 . Using 3.19 and H ∞ performance, we have
3.23
Noting that the zero initial condition, then it follows from 3.23 that
3.24
Hence, if 3.15 -3.17 hold, J H < 0 can be guaranteed. That is, r e 2 γ w 2 for all nonzero w t . Therefore, the filtering error system 2.6 is stochastically stable with the H ∞ performance γ by Definition 2.6. This completes the proof.
Remark 3.2. Theorem 3.1 presents a new stochastic stability criterion by employing a novel mixed mode-dependent Lyapunov functional. The Lyapunov functional in this paper uses all information about r t , s t , and τ t, s t . Also, the Lyapunov matrices P r t , s t , Q 1 r t , s t , Q 2 r t , s t , and R 1 r t , s t depend on both the system mode r t and the delay mode s t . Hence, the Lyapunov functional in this paper is more general, and the condition on stability is more applicable. In the most published papers about Markovian jump systems with mixed time delays, the authors choose the mode-independent Lyapunov matrices which may lead to some conservativeness, such as 15, 17, 23, 31, 33, 37-39 , to name a few among many important results in the literature. But, the selected mode-dependent Lyapunov matrices in this paper can reduce some conservativeness because they allow more freedom in choosing feasible solutions of LMIs. Based on Theorem 3.1, the fault detection filter synthesis problem can be developed in terms of LMIs for the system 2.1 with different system and delay modes. 
Proof. For each r t i ∈ S 1 , s t j ∈ S 2 , we define a matrix P ij > 0 by P ij diag V ij W ij U ij . Then, with the parameters in 3.28 , it can be verified that, for each i ∈ S 1 , j ∈ S 2 , the LMI 3.26 can be rewritten as 3.15 . Then, we can obtain the results in Theorem 3.1. This completes the proof.
Remark 3.5. Noting that the first diagonal element Σ 11 in 3.15 includes P ij , P lj , and P ik . Owing to the restrictions on the authors' knowledge and the technique difficulties, P ij is assumed to be diagonal matrices to obtain the parameters of the fault detection filter. Although this assumption may cause some conservativeness, considering complete P ij results in bilinear matrix inequalities and not LMIs which are more conservative.
A Numerical Example
In this section, a numerical example will be presented to show the validity of the main results derived above.
Example 4.1. Let us consider the stochastic system 2.1 with the following system of matrices: 
4.1
The transition probability matrix is considered as r T t r t dt 0.1492 > Jth. Thus, the appeared fault can be detected after 0.9 s. The simulation results demonstrate that the designed fault detection filter is feasible and effective.
Remark 4.2. In this study, the fault signal f t is assumed to be a square wave signal that occurred from the 10 s to 20 s. Figure 4 shows that the generated residual signal is sensitive to the fault and possesses robustness to exogenous disturbance. Furthermore, if no less than one fault appears in the systems, the designed filter is also effective to estimate fault. 
Conclusion
The problem of fault detection for a class of stochastic MJS is investigated in this paper. Different system mode and delay mode are considered in the model. By using the Lyapunov functional, a mixed mode-dependent sufficient condition is developed to design the stable filter. A numerical example demonstrates the effectiveness of the given method.
