Abstract
Introduction
Automatic motion planning methods can be applied in areas such as robotics, virtual reality systems, and computer-aided design. Although many different motion planning methods have been proposed, most are not used in practice since they are computationally infeasible except for some restricted cases, e.g., when the robot has very few degrees of freedom (dof) [13, 23] . Indeed, there is strong evidence that any complete planner (one that is guaranteed to find a solution or determine that none exists) requires time exponential in the number of dof of the robot [29] .
For this reason, attention has focussed on randomized or probabilistic motion planning methods. Notable among the randomized potential field methods is RPP [4] , which uses random walks to attempt to escape local minima. In general, these methods can be quite effective when the configuration space (C-space) is relatively uncluttered, but there exist simple situations in which they can fail [6, 18] .
Recently, a new class of randomized motion planning methods has gained much attention [1, 3, 12, 18, 20, 27] .
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These methods, known as probabilistic roadmap methods (PRMs), use randomization during preprocessing to construct a graph in C-space (a roadmap). Roadmap nodes correspond to collision-free configurations of the robot. Two nodes are connected by an edge if a path between the two corresponding configurations can be found by a 'local' planning method. Motion planning queries are processed by connecting the initial and goal configurations to the roadmap, and then finding a path in the roadmap between these two connection points.
PRMS: PROBABILISTIC ROADMAP METHODS I. PREPROCESSING: ROADMAP CONSTRUCTION 1. NODE GENERATION (find collision-free configurations) 2. CONNECTION (connect nodes to form roadmap) -distance metric selects candidate node pairs -'dumb' local planner checks connection 3. ROADMAP ENHANCEMENT (connectivity/quality) -e.g., generate more nodes, use 'smart' local planner II. QUERY PROCESSING 1. CONNECT START AND GOAL TO ROADMAP -distance metric selects roadmap nodes -'dumb' and then 'smart' local planner
FIND PATH IN ROADMAP BETWEEN CONNECTION NODES
PRMs have been shown to perform well in practice. In particular, after the roadmap is constructed during preprocessing, many difficult planning queries can be answered very quickly (in fractions of seconds) [3, 20] . Although PRMs are particularly suitable when multiple queries must be performed in the same static environment, the general PRM strategy can be used to solve single queries by only constructing 'useful' portions of the roadmap [12, 27] .
PRMs can differ according to the high-level strategy decisions used during roadmap construction, that is, how nodes are generated and connected, and how the initial roadmaps are improved. The first PRM methods [20] generate nodes by uniformly sampling C-space (retaining collision-free configurations); roadmaps are enhanced by further sampling in 'difficult' regions. Some methods use information about the environment to guide node generation. For example, the obstacle-based PRM, or OBPRM [2, 3] , samples points near C-obstacle surfaces, the method in [11] employs random reflections at C-obstacle surfaces, and a technique called geometric node adding is used in [27] to generate robot configurations near obstacle boundaries.
Although PRMs can vary in terms of high-level strategy, they all share several important primitive operations. In addition to collision detection, which is perhaps the most important primitive operation in any motion planner, all PRMs make heavy use of distance computations and socalled local planners.
Local planners are used to make connections between roadmap nodes when building the roadmap, and also between the start and goal configurations and the roadmap when processing queries. There is a trade-off between the ability of a local planner to make connections and its running time. The general strategy of PRMs is to use a "dumb" local planner during initial roadmap construction, that is, a planner that is fast, perhaps not very powerful, and deterministic. The reason for this is that the faster the planner, the more connections can be attempted -and most connection attempts fail when environments are crowded. The planner should be deterministic so that paths don't have to be saved (they can be re-generated when needed). A full PRM will also need a "smart" local planner, that is, a planner that is slower, but is more likely to make connections. Smart local planners might be used during enhancement to connect different connected components of the roadmap, or during query processing to connect the start and goal to the roadmap; these planners could be randomized since they will be invoked fewer times and their paths can be saved.
Distance metrics play a less obvious, but still very crucial role in PRMs. As it would be infeasible to attempt to connect all possible pairs of nodes, distance metrics are used to determine which pairs one should try to connect when building the roadmap. Similarly, to obtain fast query times, it is necessary to limit the number of connection attempts from the start and goal to the roadmap. Thus, the connectivity/quality of the roadmap and the success of queries depends intimately on the distance metric. Therefore, in the context of PRMs, a good distance metric should indicate the relative probability that two configurations can be connected (which is clearly highly dependent upon the local planner being used to attempt that connection).
Our Study
As discussed above, the choice of local planner and distance metric can crucially impact the success and efficiency of a PRM. Unfortunately, due to the high complexity and sometimes counter-intuitive nature of C-space, it is not always clear which are the most appropriate methods to use in a given situation.
The purpose of this paper is to provide guidance for selecting good (combinations of) distance metrics and local planners for PRMs. In particular, we present a comparative evaluation of distance metrics and local planners. We consider both C-space and Workspace distance metrics and local planners. Our study concentrates on cluttered three-dimensional Workspaces typical, e.g., of mechanical designs [7] . The moving objects (robots) are rigid, nonarticulated objects yielding six-dimensional C-spaces.
The results of our study include recommendations for selecting appropriate combinations of distance metrics and local planners for use in PRMs. Among our findings is that each of the local planners makes some connections than none of the others do -which indicates that better connected roadmaps will be constructed using multiple local planners. We also propose a new local planning method, called rotate-at-s, that outperforms the common straightline in C-space method in the environments we studied.
Although our study is motivated by our interest in PRMs, we believe our conclusions will be useful for other motion planning approaches as well -particularly those employing 'local planners' (e.g., [5, 24, 31] ).
We remark that the goal of our study is to provide empirical evidence that certain combinations of distance metrics and local planners perform well for PRMs for certain types of problems. We seek empirical evidence due to the randomized nature of PRMs, which makes them difficult to analyze. Recently, a number of attempts have been made to theoretically explain the success of PRMs (see, e.g., [12, 17, 19] ). However, most of these analyzes make simplifying assumptions regarding the nature of the C-space and/or the PRM components (e.g., local planner), and therefore are not applicable to all PRMs (e.g., they cannot be applied to OBPRM [2, 3] .)
Distance Metrics
Distance metrics are used in PRMs to determine which nodes one should attempt to connect using a local planner. Thus, they play a crucial role in both the efficiency and success of the PRM. That is, a good metric will limit the number of calls to the local planner and will produce a well-connected roadmap. Note that it must also be fast to compute, since distance calculations are one of the most numerous operations in a PRM.
Intuitively, a good measure of the distance between two configurations is a measure of the workspace region swept by the robot as it moves between them (the swept volume [32] ). Unfortunately, the computation of such a metric would be prohibitively expensive for a PRM (and would also rely explicitly on the local planner).
Perhaps the simplest, and also most common, approach has been to consider C-space as a Cartesian space, and to use Euclidean distance in this space (see, e.g., [3, 12, 17] ). Slightly more sophisticated approaches use weighted Euclidean distances (see, e.g., [9, 22] ). The metric used in [12] is an upperbound on the maximum distance traveled by any point on the robot as it moves along a straight-line path between the two configurations. In [1] , a distance is computed based on the differences between unit vectors on the object's local reference frame in the two configurations.
Many metrics have been defined that have not (yet) been used with PRMs (see, e.g., [23, 28, 33] growth distance defined for convex polyhedra in [26] which is the amount objects must be grown from their internal seed points until their surfaces touch.
Distance metrics evaluated. The moving objects (robots) considered in our study are rigid objects in threespace. Configurations are six-tuples (x; y; z; ; ; ), where the first three coordinates define the position and the last three the orientation. The orientation coordinates are the degrees in radians, i.e., values in 0 ? 1).
Our study considered seven metrics (see Table 1 ), five that are directly applied to 6-dimensional C-space configurations, and two that operate on points in the 3-dimensional Workspace. The Workspace metrics first transform the C-space configurations to Workspace coordinates before computing a distance.
For the C-space metrics, in order to not bias our conclusions by the ranges of the positional coordinates (which can vary by environment), we normalized the orientation coordinates to be of the same magnitude as the position coordinates. Roughly, we multiplied the orientation coordinates by the maximum x, y, or z range of the Workspace bounding box.
C-space metrics. The regular Euclidean distance in IR 6 gives both position and orientation the same importance. The Scaled Euclidean distance changes the relative importance of the position and orientation components through the scale parameter s. The Minkowski distance is the generalized form of the Euclidean distance which uses a parameter r in place of the 2; as with Euclidean, both position and orientation are given the same importance. The Modified Minkowski distinguishes between the position and orientation coordinates using the parameters r 1 (position) and r 2 (orientation). The Manhatten metric is the usual Manhattan distance in IR 6 . Workspace metrics. The Workspace metrics we chose to study are all simple metrics based on Euclidean distances in the Workspace. Although there are many more sophisticated metrics, we did not select them because they require expensive computations and thus are not suitable for PRMs. The first Workspace metric we studied is the Euclidean distance between the center of mass of the robot in the two configurations. The second Workspace metric makes use of the bounding box of the robot, and finds the maximum of the Euclidean distances between any vertex of the bounding box in one configuration and its corresponding vertex in the other configuration.
Local Planners
Local planners are used in PRMs to make connections between nodes when building the roadmap, and also between the start and goal and the roadmap when processing queries. Our study concentrates on the so-called "dumb" local planners, which are fast (so many connections can be attempted), perhaps not very powerful (a trade-off, since they must be fast), and deterministic (so paths don't have to be saved).
We mention here just a few of the many methods that could potentially be used as (dumb) local planners in PRMs (see, e.g., [23] ). Perhaps the most used local planner is the straight-line in C-space which tests configurations (at a sufficient resolution) along that line for collision (see, e.g., [12, 17, 30] ). Another approach is to move on Manhattan paths (one dof at a time) in C-space and to test for collision after moving each dof. Rebound methods reverse the direction of the current dof when a collision is found (e.g., [1, 10, 11, 24] ).
Many planners have been based on the A search strategy (see, e.g., [15, 21, 25] ). These methods are not always suitable for use as dumb planners since they may have large running times. One class of A planners, the so-called local search with slide methods (see, e.g., [8, 9, 14, 16, 31] ).
iteratively tries to move between two configurations c 1 and c 2 by first moving to a neighbor c 0 of c 1 that is one 'step' (in one dimension) closer to c 2 and has maximum clearance from obstacles. Next, the slide step considers each dimension in turn, and replaces c 0 with its neighbor c 00 (one step away in that direction) if c 00 is closer to c 2 than c 1 (under the L 1 -norm), and has a larger clearance.
Local planners evaluated. Our study considered several common planning methods and some new variants on them. All of them can be used with any of the distance metrics described in Section 2. We denote the start and goal configurations of the robot by c 1 = (x 1 ; y 1 ; z 1 ; 1 ; 1 ; 1 ) and c 2 = (x 2 ; y 2 ; z 2 ; 2 ; 2 ; 2 ), respectively.
The paths tested by all our local planners consist of a sequence of configurations that differ (in each coordinate) from their predecessors and successors by at most some fixed resolution. The resolution values differed for position and orientation coordinates, and also varied according to the environment. Generally, given a pair of start and goal configurations (c 1 ; c 2 ), and a resolution for each coordinate, our planners first determine a (minimum) number nsteps of intermediate configurations to test (the maximum coordinate-wise difference divided by that coordinate's resolution), and then calculate an increment value for each coordinate (the coordinate-wise difference divided by nsteps) (see Figure 1(a) ). This increment vector I is used to determine neighboring configurations tested by the planners.
Straight-line in C-space. The common straight-line in C-space method interpolates without bias along a sixdimensional straight line from configuration c 1 to c 2 , and checks all points at some fixed resolution on that line for collision (see Figure 1(a) ). Orientational distance calculations and movements are in the shortest direction.
Rotate-at-s. We call our second (parameterized) family (see Figure 1(b).) .
A planners. The basic A -strategy is to compute a set of neighbors of c 1 , select the most promising neighbor c 0 , and iterate with c 0 . The process terminates either when c 2 is reached or when no further movement is possible. Since A -methods can have unbounded running times, planning is often halted after some set maximum number of iterations (see Figure 1(c) ).
Most A -like planning methods are 'stand-alone' planners that are too slow to be used as a dumb local planner in a PRM (see, e.g., [15, 21, 25] ). However, they can be made faster by decreasing the number of neighbors checked and/or the maximum number of steps in the search. Our A -like methods do both. We set the maximum number of steps to be some small constant (e.g., 6) times the number of steps taken by the straight-line planner, and consider just three neighbors -the configurations where (i) both the position and orientation, (ii) only the position, and (iii) only the orientation, coordinates are incremented towards the goal. Both our A -like methods move to neighbor (i) if it is collision-free. They differ, however, in their evaluation functions for selecting between neighbors (ii) and (iii). A -clearance selects the neighbor with maximum clearance from the workspace obstacles, where clearance is defined as the minimum distance between the robot's center of mass at c and any obstacle's center of mass. Adistance selects the neighbor that has minimum distance to the goal configuration.
Evaluating the Planners and Metrics
The most important criteria for selecting distance metrics and local planners for PRMs are effectiveness and running time. A good distance metric (for a given local planner) will yield small distances between configurations that can be connected by the local planner. A good local planner/distance metric combination will make many connections between nodes selected by that metric. The experiments described below were designed to evaluate the metrics and planners in terms of these requirements in cluttered Workspaces. All programs were written in C, and run on SGI machines. 
Environments.
Our study considers two basic environments representative of cluttered 3-dimensional Workspaces (see Figure 2) .
6-cube environment. The first set of environments consisted of seven cubes of unit size; six cubes were obstacles and one was the moving object. Each cube consisted of 12 triangles. The obstacle cubes were placed with their centers on three parallel planes, one each on the front and back planes, and four in the middle plane. They were arranged so that the six cubes surrounded a cubical region centered on the middle plane. The hardness of the problem was controlled by varying the distance between the front, middle, and back planes. These distances were 1:25 (hard), 2 (moderate), and 3 (easy).
Alpha-puzzle environment. The second set of environments contained two tubes, each twisted into an shape (1008 triangles per tube). The objective is to separate the intertwined tubes by a sequence of rotations and translations. The puzzle can be made easier by scaling the obstacle tube in one dimension, which has the effect of shrinking or widening the gap between the two prongs of the and simultaneously transforming the tube's cross-section from a circle to an increasingly thinner and longer ellipsoid. The three scaling factors we used were 2 (hard), 2:5 (moderate), and 3 (easy).
Test design. Our objective is to determine which local planners and distance metrics are most effective in cluttered environments. Thus, we are most interested in evaluating the planners and metrics in situations in which at least one of the two configurations being connected is near a constraint surface. We ran the following test suite for each of the six environments studied. First, we generated 600 free configurations (RdmpCfgs) near C-object surfaces (as in [2, 3] ), and 100 free configurations (TestCfgs), 50 near C-object surfaces (as in [2, 3] ) and 50 at random (as in [20] ). For the 6-cube environments, we generated 100 RdmpCfgs near each cube, and the cubes for the 50 surface TestCfgs were selected at random. For the alpha-puzzle environments, the two tubes were intertwined in roughly half the RdmpCfgs and were separated in the other half, and similarly for the 50 surface TestCfgs. Then, for each local planner, we tried to connect each configuration in TestCfgs to every configuration in RdmpCfgs. To rate a metric (for a given local planner), we computed the distances using that metric between each node in TestCfgs and every node in RdmpCfgs, sorted these distances, and analyzed those connections made to the closest 100 nodes (since a PRM typically only attempts a small number of connections for each node).
Experimental Results
Since PRMs perform a huge number of distance computations and local planning queries, the computation times of these operations are important factors to consider when choosing among them. Times for evaluating the distance metrics are shown in Table 1 ; values shown are averages of 10,000 computations. Since the local planner's computation times vary according to the problem instance, it is difficult to compare them. However, a general idea of their relative costs can be inferred from the algorithms. For example, the straight-line planner should be the fastest, then the rotate-at-s planners, and then the A planners.
Selecting metric parameters. Three of our metrics require parameters: scaled Euclidean (s), Minkowski (r), and modified Minkowski (r 1 ; r 2 ; and r 3 ). To determine good values for these parameters, we tested several and selected the best for further evaluation (see Table 1 ). A general observation was that the relative importance of the translational (rotational) distance between the two configurations increased (decreased) as the environments became harder. Similarly, it was often true that the optimal parameter value depended on whether both tested configurations were near the constraint surfaces (rotational distance was more important closer to the surface). It was also interesting to observe that the hard 6-cube environments displayed similar characteristics to the easy alpha-puzzle environments -indicating that the alpha-puzzle environments can be considered more difficult than the 6-cube environments.
Selecting metrics for local planners. After selecting parameter values for the various metrics, we were left with a total of 12 different distance metrics. Each planner was evaluated with these 12 metrics for each of the six environments. A summary of the results and metric recommendations for each local planner are shown in Table 2 . Generally, the best metrics placed more importance on the translational distance than on the rotational distance. Our recommendations take both efficiency and effectiveness into account. In particular, when the best metric is computationally expensive, we suggest a more efficient alternative. Table 2 : Matching distance metrics with local planners. The numbers associated with the distance metrics are the same as shown, e.g.,
in Figures 3 ; the number in bold is the metric that was best for that local planner in our tests. Generally, the metrics performed comparably in the two environments. An exception, however, was the boundingbox metric that did not do as well in the alpha-puzzle environments as it did in the 6-cube environments -likely because the bounding-box is not a very good approximation of the -shape, whereas it is exact for the cubes. A better metric would likely be to use extreme vertices of the object instead of bounding-box vertices.
Detailed results are shown in Figure 3 for the straightline planner in both environments. For each environment, there is one graph for each local planner, and each set of bars corresponds to one of the three versions of the environment. The bottom black portion of each bar shows the average number of surface TestCfgs that were connected to RdmpCfgs by that local planner which that distance metric placed among the closest 100 nodes. The top white portion of the bar shows the same for the free TestCfgs.
In many cases fewer connections are shown for the easy versions of an environment than in the moderate or hard versions, and that usually the differences are due to fewer connections for surface TestCfgs. The explanation for this is different in the two environments. In the easy 6-cube environment, the reason is we generated 100 RdmpCfgs near each cube, and we only consider connections from each TestCfg to the 100 closest nodes (determined by that metric). Thus, since the cubes are far apart in the easy environment, all surface to surface connections reported were between configurations on or near the same cube -which are harder to connect. In the easy alpha-puzzle environment, there are fewer connections from surface TestCfgs because the moving tube (not scaled) has a harder time moving between configurations in which the tubes are intertwined (about half the surface points in TestCfgs) since the cross-section of obstacle tube is thinner and longer in the easy version than in the moderate and hard ones. Another factor is that the obstacle tube is larger in the 'easy' version, and so the moving tube is more likely to collide with it during planning. Selecting local planners. After determining which distance metrics were best suited for each local planner in each type of environment, we then compared the local planner and distance metric combinations (see Figure 4) .
In general, the best local planner was found to be rotateat- 1 2 . Indeed, it outperforms the common straight-line planner in all cases except for the easy version of the alphapuzzle. This can be explained by the fact that the swept volume of the rotate-at-1 2 planner is generally considerably less than for the straight-line planner. The two A planners do quite well, and in fact are better than the straight-line and rotate-at- 1 2 planners for surface test configurations (and this would only improve if their maximum number of iterations is increased). The dramatic difference between the seemingly symmetrical rotate-at-0 and rotate-at-1 can be explained by the fact that the goal configuration is al- ways near a constraint surface. Thus, rotations at the goal (s = 1) will likely involve collision, but rotations at the start (s = 0) are less likely to cause collisions for free test configurations. This reasoning explains also why we do in fact see similar behavior for s = 0 and s = 1 when the test configurations are near constraint surfaces -rotations at the start or goal are both likely to cause collision.
An interesting observation is that the A -planners make more connections between nodes near the surface than do the other planners for the easy alpha-puzzle. This is related to the fact that the cross-section of the obstacle tube is longer and thinner in this environment -and the Aplanners are able to 'feel' their way along when the two tubes are intertwined and there is little room to maneuver.
Using multiple local planners. Our results indicate that if only one local planner is to be used, then probably the best choice is either the straight-line planner or rotate-at-1 2 -rotate-at- 1 2 is slightly more effective at making connections and the straight-line is slightly faster.
However, a PRM could easily utilize more than one local planner. Would this be useful? That is, do different local planners make different connections? Our results indicate the answer is yes. For example, the pie charts shown in Figure 5 show that each of the three planners made connections that the others did not. Indeed, our empirical evidence indicates that this is even more important as the environments become more cluttered.
Recommendations
The main goal of our study was to determine good combinations of distance metrics and local planners for use in PRMs for cluttered environments.
Our results, as reported in Table 2 , include recommendations for selecting distance metrics for various local planners in different types of environments. Generally, a good choice is the Scaled Euclidean metric, in which more weight is placed on the position coordinates as the environment becomes more cluttered. Although it was not always the absolute best metric, its performance was comparable and it is quite efficient to compute.
The best over-all local planner was rotate-at-1 2 which outperformed the commonly used straight-line planner. However, we also found that each of the tested local planners made some connections that the others did not. Thus, roadmap connectivity will be enhanced if the PRM uses multiple local planners. However, to reduce the number of failed connection attempts, the local planners that usually make the most connections should be used first. Based on our experience, we would recommend the following order. First, the rotate-at-1 2 and straight-line planners. Next, the rotate-at-0 and rotate-at-1 planners (recall they perform comparably when both configurations are near constraint surfaces). And finally, the A planners.
