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Let L = dz/dx2 - q(x) be a Sturm-Liouville operator acting on functions 
defined on R. The authors have recently shown how to construct commutative 
associative algebras of distributions of compact support for which L is a 
centralizer (in the sense thatl(f * g) = (Lf) * g for distributions f, g of compact 
support) when q is locally bounded. Here, it is assumed either that q is bounded 
and x ---f (1 + 1 x 1) q(x) is integrable, or that q is of bounded variation. A func- 
tion 4 is then found such that A+, = {p : p is a measure on R and I p I($) < co} 
becomes a Banach algebra containing the algebra of measures of compact 
support. The representation theory of Jb is discussed and conditions for its 
semisimplicity are obtained. 
In [4], Povzner constructed an analog of the .9-algebra of the 
real line R starting from a Sturm-Liouville operator L = D2 - q 
(where D denotes differentiation and Q is some function). The general 
idea is to define for each function f a function Tf to be the unique 
solution u of the system 
u(x, 0) = 44, (w~Y)(x, 0) = WC4 
(where I is the identity operator and A, B are two given “boundary” 
operators) and to define the convolution p c Y of suitable measures 
CL, v bY 
P * 4f) = CL 0 VW)* 
Of course, this procedure yields a Banach algebra only under strong 
restrictions. Povzner, and after him Leblanc [3], considered only 
functions on the half-line [0, co[. These authors assumed various 
conditions on q including a condition requiring q to be in some 
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sense small at infinity, and this condition usually implied at least that 
x-(1 + 4Q( x was absolutely integrable on [0, co[. Their measures ) 
p were then absolutely continuous and such that x ++ 1 + x was 
p-integrable, and in their boundary conditions A and B were multiples 
of the identity. 
In [2] we began an alternative approach to the problem. By con- 
sidering the integral equation associated with the above system, we 
constructed commutative, associative multiplications in the space of 
measures of compact support on R under certain conditions, the 
most important of which were that (? was measurable and locally 
bounded and that L, A and B commuted. However, the measures 
of compact support do not form a Banach space, and in the present 
paper we shall consider ways of constructing Banach algebras of 
measures. We shall assume from the outset that the multiplication 
in the algebra of measures of compact support is commutative and 
associative. As establishing conditions for this was the main aim of 
[2], dependance on that paper is minimal. 
We shall extend the previous work in two directions. First we 
shall assume that Q is bounded and that x ++ (1 + 1 x 1) q(x) is 
integrable on the whole real line, and then under appropriate condi- 
tions on the boundary operators A and B, we shall show how a 
Banach algebra which is an analog of the usual Z%algebra may be 
constructed. The algebra norm we use here is the same as the one 
used by Povzner and Leblanc. Leblanc suggested that some restriction 
on the growth of q at infinity is necessary to obtain a result of this 
kind and our second aim was to find other conditions which yield 
similar results. We shall show that if q is even and of bounded 
variation, we can find an appropriate norm on our algebra of functions 
to make it a Banach algebra. In each case, we obtain an analogue JY~ 
of the usual measure algebra of the line, and the function algebra 
appears as an ideal. 
The construction of &,,, is an easy matter (Section 4) once certain 
basic inequalities concerning the operator T are established. The 
methods we use here are to replace the differential system by an 
integral equation and to use simple comparison theorems to derive 
the inequalities. However, the two cases require different treatments, 
and we consider the first in Section 2, the second in Section 3. This 
approach appears to be more direct than that of Leblanc [3] as he 
uses the spectral theory of L. 
Other inequalities obtained in Sections 2 and 3 allow us in Section 4 
to represent &$ as an algebra of operators on 59(R) for any 
n(1 < n 6 CO). Conditions are given for this representation to be 
70 HUTSON AND PYM 
faithful. By considering the case n = 2, we are able in Section 5 
to prove that J&‘* is semisimple, Finally, in Section 6, we give a brief 
application of our results to show that L has “enough” eigenvectors. 
1. PRELIMINARIES 
We use the symbol R to denote the real line, and we work with 
complex-valued functions on R. When n is a positive integer, L-P(R) 
and 2P(R”) are the usual Banach spaces of functions whose n-th 
powers are integrable with respect to Lebesgue measure, and these 
symbols bear their usual interpretation when n = co. We consider 
elements of 3” as functions rather than equivalence classes when 
convenient. We use .9?~0C for the space of functions locally in 9. 
The space 6” consists of those functions n times continuously 
differentiable, and 9% is the subspace of 8” consisting of functions 
of compact support; Q = nz==, Gn and 9 = fizz0 gn. These spaces 
bear their usual locally convex topologies. 
If $ is a function defined on R which is measurable, locally 
essentially bounded and vanishes at only a finite number of points, 
we write YJR) for the space of measurable functions j on R for 
which ll[flllm = ess SUP,eR 1 f(x)/+(x) 1 is finite. With the usual con- 
vention about identifying functions equal almost everywhere, \i[*]llco is 
a norm on Y-‘, , and YE is a Banach space. We define Ym(R2) in a 
similar way using # @ $J (where $J @ $(x, y) = $J(x) $(y)). The space 
d!$(R) of measures on R for which 11 p jj4 = JR ] $J / dp < co is again 
a Banach space. The subspace !P(R) consisting of the absolutely 
continuous measures in AZ’& has Ya(R) as its dual. 
For a function u of two variables, we shall use the notation u(*, y) 
for the function x ++ U(X, y). 
We shall always take Q to be a real-valued function in Z~,(R). 
If A(x, y) is the triangle with vertices (X - y, 0), (X + y, 0), (x, y) 
and u E Z&(P), we define H : 5?e,(R2) --f 2&(R2) by 
and Hu(x, y) = Hu(y, X) for (x, y) E R2. (In fact, the definition in [2] 
is different, though the two coincide when ( y 1 < j x / and in certain 
other cases [2, Lemma 5.11.) If E : 2&(R) + S&(R2) we write for 
f E -%0(R) 
Tf = Ef + HTf, 
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an equation which has the formal solution 
Tf = (I - H)-l Ef = f H”Ef, 
7+0 
and indeed the series converges in 9i’&(R2) [2]. The mapping 
T : Z&(R) ---f 2&.(R2) is called a generalized translation operator. 
If Ef is given by 
Ef(x,y)=Af(x+y)+Af(x-Y)+ jI;:@f (lyIGlxl) 
and Ef(x, y) = Ef(y, 4, th en the integral equation is equivalent to 
the system described at the beginning of this paper. We shall often 
consider situations in which for f E b(R), 
where B, , B, : b(R) -+ b(R). 
We shall continue to use the symbols T, A, B, etc. for the restric- 
tions of these operators to any of the spaces 3, 9, &, b”, etc. As 9 
is dense in LP if n < 00, if T (resp. A resp. B etc.) is continuous 
in the 9” norm on 9, it will have a unique extension to .Z?“, and 
we shall use T (resp. A resp. B etc.) for this extension too. With 
the properties we have demanded of #, !Pm is a subset of L?& , and 
so T is already defined on ‘i/, . 
If V is a locally convex vector space, V’ will denote its dual. 
In particular, (go)’ is the space of measures of compact support, and 
93’ the space of distributions. The space (59) for 1 < n < co will 
usually be Pm, i.e., n and m will be taken to be conjugate indices. 
The Hermitian form determining a duality will normally be written 
(*, e), though if f E V and p E V’ we shall sometimes write p(f) = 
(p, f >. The convolution product p * v of p, v E &O(R)’ is defined by 
P * v(f) = P 0 4Tf) (f E go(W). 
When Y is a space of functions and 9’“’ a space of measures, 
then usually (CL, f > = Jf dp. W e can often identify a space V of 
functions with a space of measures by taking g 6 V to correspond 
to the measure f + Jfg, where th e ar b d enotes complex conjugation, 
In particular, by identifying 9 with a space of measures we can say 
that 9 is weak* dense in 9, (EO)’ etc. 
The adjoint of an operator U will be denoted by u’. If the domain 
and codomain of U contain 9(R) as a dense subset then we call U 
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symmetric if (Uf, g) = (f, Ug) for f, g E 9. In particular, L is 
symmetric because q is real. 
We now give a lemma we shall need on a few occasions. 
LEMMA 1.1. Let z E R. Let f E Zp”(R), g E Zm(R) and let m and n 
be conjugate indices. Then 
Proof. We treat the case x > 0 only. Write xS for the characteristic 
function of the set S. Then 
Xb!-z.z+zl(~) = X[-z.*l@ - 4 = XL-z.& - 4. 
Therefore if o denotes the usual convolution on R, 
as the 9-norm of x[-~,~I is just 22. 
2. CONTINUITY OF THE TRANSLATION T (i) 
We consider here continuity properties of the generalized transla- 
tion T. The results appear to have greater generality than those of 
Povzner and Leblanc [3, 41. This is in part because we consider 
the whole real line instead of the half-line [0, co[ and use general 
boundary operators A and B, but the main aim is to provide a method 
for the relaxation of their conditions on q. 
The results we shall establish are contained in the following two 
theorems. 
THEOREM 2.1. Let q E 2?(R) and suppose in addition that x t+ 
(1 + 1 x I) q(x) belongs to 2F(R). Let $(x) = 1 + 1 x 1. Then, if 
E : Ym(R) -+ Y,JR2) is continuous and Ef is symmetric for each 
f E Ym(R), T : Y,(R) --+ YJR2) and is continuous. 
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THEOREM 2.2. Suppose that for some constant a and all f E .Yn(R) 
II ~?f(*,Y>ll, d 4 + I Y I) Ilfll~ (Y E RI- 
Then there is a constant b such that 
II Tf(.,~)lIn G 41 + I Y I) llfll, (Y E 4. 
Theorem 2.2 asserts the continuity of T from P to a space with 
a “mixed” norm-9% in the first variable and ‘iu, in the second. 
The proofs of these two theorems are rather similar. Each is the 
conclusion of a series of lemmas, and we shall present the corre- 
sponding lemmas together for easy comparison. However, we begin 
with a general result which will be used repeatedly. 
LEMMA 2.3. Let F,, E Y&(R), let K E L?‘pl”oC(R2). Suppose that, 
almost everywhere, I fo( y)l < F,,(y) ( y E R) and I k( Y, t> I < K( y, t) 
((Y? 4 6 R2)* 
(i) The integral equation 
F(Y) = F,(Y) + J!,l, K(YY t)W) dt 
has exactly one solution F in A?~,(R). This solution is positive, increasing 
on [0, co[ and decreasing on ] - 00, 01. 
(ii) Suppose that for n > 1, 
Ifn(Y)I G I;,;, I WY9 t>l Ifn-I(f)I d4 
almost everywhere. Then the series C f, converges in ZE4;“,,  and if f is 
its sum, then If(y) 1 < F(y) almost everywhere. 
(iii) Suppose f0 > 0, k 3 0 and f > 0 satisjies 
f(Y) G h(Y) + II,;, WY? t>fW dt. 
Then, if f is jkite almost everywhere, f(y) < F(y) almost everywhere. 
Results corresponding to the above also hold for y 2 0 ;f J!,~, is 
replaced by fl, . 
Proof. These results are standard and we shall only sketch the 
proofs. Let I? be the operator defined by 
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Tken the unique solution F of the Volterra equation in (i) is 
Cn=o K”Fo > where the series converges in 2~~ . The other properties 
of F are easy. Under the conditions in (ii) it follows immediately 
that If,] <I?nIfOI <l?“‘;o f or each n, and the results of (ii) are 
a consequence. Finally, if R is defined analogously, the equation 
f < f. + Af gives 
when all the functions are positive and f is finite almost everywhere. 
LEMMA 2.4. Let 4” E $Pg,(R). Let A be an operator de$ned by 
f%,,y) = B /,,, y) 4”(t) u(s, t> ds dt (I Y I d I x I) 
and flu(y, x) = Bu(x, y), for u E Zg,(R2). 
(i) If u is symmetric and u(-, y) E Y,(R) for each y E R, 
(ii) If u is symmetric and u(*, y) E gfi(R) for each y E R, 
II gu(*, r)lln G 4 I Y I ,1”,;, I P(t)1 I/ 4.7 t)ll, dt. 
Proof. We consider only the case when y > 0. Similar proofs 
will treaty < 0. 
(i) Since flu is symmetric, 
IIVW*, y)llL = maxIeE:;;p(l + I 2 1-l I Q+, y)l, 
ess sup(l + I 3 I>-’ I fNy, 41, -Y<ZfY 
ess sup(l + I x I)-’ I fi~(~,y)O. Y<l: 
The estimates for each of these terms are obtained by similar methods 
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and WC give details only for the third. We have for y > 0 and x > y, 
(1 + x>-’ I f@x, Y>l 
= (1 + 4-l $ s” I !@>I Il[u(*, t)lllm (1 + x) 2(y - t) dt, 
0 
which easily yields the desired result. 
(ii) We take g E Pm(R) ( w h ere m is the conjugate index to n) 
and estimate / JRg(x) I?u(x, y) dx I. We split the range of integration 
into four parts. First, 
* II s llm 2(y - t) II 4.5 t)ll, dt 
(using Lemma 1.1) 
I @)I II UC., t)lln dt. G II&r j; 
Secondly, 
Is 
Y 
g(x) Z&(x, y) dx = ’ 
0 I IS 
o d4 B4YY 4 dx / 
G j: I g(x)1 4 jAcy,Dj I Q(t)1 I ~6, t)l ds dt 
G j: I &)I 8 I,,, y) I PW I 6 t)l ds dt 
(since if 0 < x < y, d(y, x) C d(x, y)) 
< II gm IIY jy p”l WI II 4.9 t>lln 4 
0 
since the proof can now proceed exactly as in the first calculation. 
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Thirdly, 
=I/ 
Y 
g( 4) I?u( y, -x) dx 
0 
G I/g, il y J‘” I WI II UC, Oil, & 
0 
for the second calculation can be used together with the fact that 
the Ym-norm of x ++ g( -x) is just /I g \lm .
Finally, 
simply by replacing x by --x and using the first calculation. 
Putting these four results together and taking suprema over 
/I!? Ilm d 1 gives 
II fw, Y>lln d 4Y sy I !w)l II 4.Y t)lln at* 
0 
We now give a similar result for the operator H. 
LEMMA 2.5. (i) If u is symmetric and u(*, y) E Y,,,(R) for each y, 
then 
lI[W*, y)llIm < 2 I Y I Srn I dt)l II UC-, t>llm at- --m 
(ii) If u is symmetric and u(*, y) E 29(R) for each y, then 
II W*, r>lln G 8 I Y I Jrn I dt)l II UC., t)lln & --m 
Proof. Let Hlu, H,u be the symmetric functions defined for 
IyI<l~lby 
Then HU = H,u - HZu, and for any norm, (1 Hu j\ < /I H,u )\ + (( H,u 11. 
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(i) If 0 < y and x > y, we find 
< (1 + g-1 * + 2/ 
ss 
s+y--t 
I d4l I 4s, t)l ds dt - 
0 Z-Y+t 
< (1 + x)-l 8 jy jm I q(s)1 (sup I(1 + q-l @, Ol>(l + f) ds dt 
0 -cc t 
= (1 + 4-l Q jm m I q(s)1 Il[@, *>lllm jy (1 + t) dt ds 0 
= (1 + 4-l + jm -co I q(s)1 IIW, ~)lllrn~ (1 +$) ds 
< 4~ jm I&)I IIM., s)lllm & -m 
since u is symmetric, and y/2 < y < x. Similar calculations give the 
same inequality for other values of x and y. Lemma 2.4(i) immediately 
yields the same estimate for HI , and the result follows. 
(ii) Here, we use the same method as in Lemma 2.4(ii) to 
estimate 11 H,u(-, y)/, . If g E gm(A), we find 
<9 j"", 1 g(x)1 j"'" I q(s)l j: I es, 41 dt ds dx 
E-Y 
6i jm --m I d4l j”‘” I d4l yl”” II +, -)I, ds dx Z-Y 
(Hiilder’s inequality) 
= ~yllm jm -cc I &)I II +, ->llra js+' I &9l dx ds 8-Y 
< 4~“~ j I &)I II u(s, -IIn (2~)~‘~ Jig Ilm ds --co 
(Halder’s inequality) 
< II g ILY J I &)I II d’, az A -cc 
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as l/n < 1, l/m + l/n = 1, and u is symmetric. Inequalities for 
the other ranges of the variables are obtained by methods parallel 
to those used in Lemma 2.4(ii), and this Lemma itself gives an 
estimate for jj H,u(-, J~)II,~ . The result follows. 
We want to prove that the functions y M \l[Tf(-,~)]l[~ and 
Y ++ II Tf(*, YNn are dominated by y i-t 1 + 1 y I. We first show that 
they are dominated by some monotone function. 
LEMMA 2.6. Let q E 3?(R). 
(i) If E : Ym(R) + Y/,(R2) is continuous, there is a continuous 
even function F increasing on [0, oo[ such that, for y E R and f E Y’,(R), 
llKW> Y)IIL G F(Y) ll[flllm - 
(ii) Suppose th a t f OY some constant a, for ally E R and f E .Zp”(R), 
II Ef(.,~)lln d 41 + I Y I) llf Iln . Then there is a continuous even 
function F increasing on [0, co[ such that for y E R and f 6 J?%(R), 
II Tf(.> y>IIn G F(Y) llf lln .
Proof. The continuity of E : Y&R) -+ Ym(R2) states precisely 
that there is a constant a such that for y E R and f e Y&R), 
ll[Ef(~,y)lllm < 41 + IY I)ll[f l/L. The proofs of the two parts of 
this lemma are now identical, and we shall only prove (ii). 
Since 4 E g”(R), there is a constant M such that / q(t)1 < M for 
almost all t. We write a(t) = 2M for all t, and then with g defined 
as in Lemma 2.4, we find when j y / < 1 x 1, 
so that j HU j < l? 1 u 1 everywhere. Lemma 2.4(ii) gives for Y 3 1, 
(when u = H’lEf) 
II ff’W(., YN, < I Y I s”;;, 2~4’11 ff’-W(*> W dt. 
Also, by hypothesis, 
II fwf(., Y)lln G 41 + I Y I) Il[fllln .
Lemma 2.3 shows that if F is the solution of 
F(y) = a(1 + I y I) + ,y;, 8M I Y 1 w & 
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(so that F is roughly exponential on [0, co[), then 
II Tf(*,Y)ll?a < f II ~W(*,Y)lln d F(Y) llflln - 
F-=0 
The remaining properties of F are easy to check. 
We introduce some more notation for the next lemma. If r is an 
integer we write S, for the square with vertices (Y, 0), (0, Y), (--r, 0) 
and (0, --I). If u is any function on R2, (u)r denotes its restriction 
to ST. 
LEMMA 2.7. Let q E 9”(R) and suppose that x t-t (1 + 1 x I) p(x) 
belongs to Zl(R). 
(i) If E : Y,(R) + Y,(R2) is continuous, there is a constant b such 
that for Y E R and f E Y@), IIKTf k Y)IIL G W + I Y I) Il[f IL 
for every Y. 
(ii) If the hypothesis of Lemma 2.6(ii) holds, there is a constant b 
such that for Y E R and f E =W% IUf Lh Y)L G bV + I Y I> Ilf IIn 
for every r. 
Proof. Since if (x, y) E S, then d(x, y) C S, , we see that (Hu)r = 
(H(U)& for each U. Therefore 
and hence 
The proofs of the two parts are again identical, and we choose 
to prove (ii). Lemma 2.5 gives for y E R and f E Z?(R), 
ll(j% (*, r>lln < II Wt., r)ll, + 8 I Y I lrn I q(t)1 ll(Tf)r (*, Q/l, dt. -02 
We now estimate the terms on the right hand side. By hypothesis, 
II w(*,Y)ll?a G 4 + I Y I) Ilflh . 
Since x t+ (1 + I x I) q( x is integrable, we can choose 01 such that ) 
s Itl>a (1 + I t I) I dt)l dt G zii 
580/12/1-6 
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Then, with F as in Lemma 2.6(ii) we write 
We use [(Z’f)r 1 < 1 Tf 1 and Lemma 2.6 to obtain 
Therefore 
llCCf)r C.7 r)ll, G 41 + I Y I) llflln + 8 I Y I Cc + 4) llfll, 
G (a + 8~ + 84)U + I Y I) Ilflln - 
Multiply this inequality by ( p(y)\, and integrate over ( y 1 > 01 to get 
which gives 84 < a + 8c. If we substitute for d, in the last inequality 
for (rf)? , we find 
II( (~3 ~)lln d %a + WV + I Y I) liflln > 
which is the required result. 
Theorems 2.1 and 2.2 now follow immediately, for the convergence 
of j(u), ( to [ u 1 is monotone for any function 24. 
3. CONTINUITY OF THE TRANSLATION T (ii) 
The theorems of Section 2 give conditions on 4 under which the 
generalized translation T has certain continuity properties when E 
also does. However, as Leblanc pointed out [3], the condition that 
x ++ (1 + 1 x I) g(x) belongs to P(R) is very restrictive and is not 
satisfied when, for example, p(x) = (1 + x2)-l, and indeed the 
conclusions of Theorems 2.1 and 2.2 are false in this case. It is 
therefore clear that to obtain a theory applicable to functions Q of 
this type it is necessary to redefine the function + and so also the 
space Y, . A clue to the choice of 1,4 is given by considering the 
integral equation 
$44 = cf. + B I x I + 1 ,I (I x I - I t I> Im w> dt 1 (% P > 0). 
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(This is the kind of equation which arises from integrating a 
Sturm-Liouville equation). It is well known [I, p. 15681 that if 
x F-+ (1 + [ x 1) Q(X) is integrable, the solution of this equation 
behaves like y + 6x with 8 > 0 as x -+ co with similar behavour for 
x -+ -co. Theorem 2.1 will remain true if the function 1 + 1 x 1 is 
replaced by this solution as the corresponding norms are equivalent. 
It is therefore reasonable to hope that the theory of the previous 
section will hold for more general functions CJ if z,J is taken to be the 
solution of an equation of the above kind. We shall show that we 
can indeed treat a large class of functions in this way, though the 
methods we shall use (which are similar in spirit to the approaches 
of Walter [7] and Protter and Weinberger [5]) do not seem to apply 
naturally to the material of Section 2. 
We first see that the choice of constants 01, j3 is almost irrelevant. 
PROPOSITION 3.1. Let 4 E 9,“,,(R), 4 > 0 and let CII, 8, y, 8 > 0. 
Let #, C$ be even functions which satisfy for x > 0, 
lf there is a constant k > 0 such that Q + /lx < k(y + 8x) for all 
x > 0, then $J < kq5. In particular, if a, B, y, 6 > 0, there are k, , k, > 0 
such that k,$ < 4 < k,$. 
Proof. This follows immediately from Lemma 2.3 parts (i) and (iii). 
We see from this proposition that if cy, /3, y, 6 > 0, the norms 
f I--t sup% ]f(x)/#(x)l, f E+ supx j f (x)/4(x)1 are equivalent. As we 
would like to retain the possibilities a = 0 or ,B = 0, we shall work 
with general constants 01, /3. The case (Y = 0 and p = 0 gives Z/J = 0, 
and so is of no interest. 
The next step is to find a suitable function 4. The aim is to ensure 
that the operator A, defined for u E Zl”,,(R”) and 1 y ( < 1 x 1 by 
JM%Y) = 3 Jd& ~~ (g(t) - d(s)) u(s, t) ds dt 
and &(y, x) = &(x, y) f or 
jHul <l?[ul. Th’ 
all x, y, dominates H in the sense that 
IS can be done if q has bounded variation and 
is even. 
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PROPOSITION 3.2. Let q be of bounded variation and even on R. 
Then there is an even positive function 4 which is decreasing on [0, CQ[ and 
which vanishes at irzjkity such that j q(y) - q(x)1 < d(y) - g(x) a.e. 
forlyi <\ixj. Moreover,ifuEY&(R2), IHul <K?\uj. 
Proof. Let VI denote the total variation of q on the interval I. 
Take 4 to be the even function defined for x 2 0 by d(x) = v[x, a[. 
Then if 0 < y < X, and q is continuous on the left at x 
4?(Y) - B(x) = v[y, m[ - v[x, co[ = v[y, x[ 
3 I q(Y) - 4(x)1. 
Since the set of points at which q is discontinuous is countable and 
so of measure zero, the inequality holds almost everywhere. The 
inequality for other values of x and y follows as both q and 4 are 
even. The other properties of 4 are obvious. Also, 
Our next result is the analogue of Theorem 2.1. 
THEOREM 3.3. Let q be even and of bounded variation on R. Choose 
4 according to Proposition 3.2. Let # be the even function which satisfies 
when y > 0, 
$(Y) = O1 + PY + j: (Y - 9 B(t) Y&) dt. 
Put for y > 0, 
U(x, y) = ; (#(x + Y) + $0 - YN + ; j:y: * 
and u(x, -y) = u(x, y), and suppose that, for f E Y/,(R), for some 
constant a, 
I Wx, r)l < au+, Y) Il[fllL a.e. 
Then T : YI,(R) A Y,(R2) is continuous. 
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Proof. For each f, Tf = Ef + HTf. Therefore, 
If we can show that (I - J?)-i U = I$ Q #, the theorem will follow. 
It follows from the information in Section 1 that V = (I - Z?)-l U 
is twice differentiable almost everywhere and satisfies 
U(W~~2) - (Wa~71 + MY) - 4(41) WG y> = 0 a4 
and since I’ = U + AL’, we see also that (with ajay a one-sided 
derivative) 
Y(x, 0) = U(x, 0) = qqx), 
(avaY)(% 0) = WPY)(~, 0) = BY%4 (x E R). 
The definition of # shows that z+Y’ - g# = 0 a.e. so that 
W2Px2) - (a2Py2!l + MY> - B(41>(~ 0 vWy> = 0 a.e. 
Also, 
* 0 N% 0) = $44 $40) = 464, 
WY)(# 0 v%% 0) = 3(4 f(O) = P&4 @ E 4. 
The result follows from the standard uniqueness theorem for the 
solution of the differential equation. 
We now present an analogue of Theorem 2.2. 
THEOREM 3.4. Let q be even and of bounded variation on R. 
Suppose that Ef is symmetric for each f E P(R), and that for f E L?“(R) 
there is a constant a such that 
for y E R. Then there is a constant b such that for y E R, 
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Proof. We shall use the notation of the last theorem when 
convenient, and in particular the function 4 and the operator I?. 
We first define a mapping e by writing for f E 2Zn(R), 
for x, y E R. Then i?f is symmetric, ~?f >, 0 for all f, 8f( -x, y) = 
@(~,y)forx,y E R I Efl < ~?f, andll@(*~~N, d 4a(a + P IY I> lIflln 
for y E R, f E 2’“(R). 
We recall from Theorem 5.2 of [2] that if u is symmetric and 
u(--x, y) = U(X, y) for x, y E R, the relation 
defines E?u on the whole of R2 (and not just for I y I < j x I). If in 
addition u > 0, then 2% > 0 (since QU > 0 if I y j < I x 1) and as 
also 4 > 0, we have for all x, y, 
wxt Y) = i I,,, v) g(t) u(s, t) ds dt - $ j,,, y) 4(s) u(s, t) ds dt 
<ii j A(x.‘d 
g(t) u(s, t) ds dt. 
Now if g E S?(R) we have for y > 0, 
IS 
R g(x) B+, Y) dx 1 < j= --oo I RWI * 4 Jots 2/) 4(t) 6 t) ds dt dx 
=$ ,: 4(t) j", I d4l j:':;: 6 9 ds dx dt 
so that 
<$ J -’ B(t) 2~ - t) II 4.9 t>ll, + II g llm dt 0 
(Lemma 1.1) 
!I fi4*, r>lln < jy (Y - 4 (f(t) II UC-, t>lln dt. 
0 
We now turn to consider T. We define rff by pf = ef f I?pf, 
so that pf = (I - A)-1 ,!?f = CzzO fin@. Then 
It is therefore enough to prove that 11 Tf(*, y)ll, < b#( y) IIf\\, . 
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To obtain this inequality we adopt the method used in Lemma 2.7, 
and we shall give a brief account of the proof. Let S, be the square 
with vertices (r, 0), (0, r), (-r, 0), (0, -r), and let (u),. be the restric- 
tion of u to S, . Then 
so that for y > 0, 
d 4a(a + PY> Ilflln + 1” (Y - t> B(t) llCS,T (., Ol, 4 
0 
since pj (and so also (pj)J ’ IS s y 
tf<G Y> (x2 Y E w 
mmetric and satisfies pf(-x, y) = 
using Theorem 5.2 of [2] again. Now (pf), has 
compact support and so I/(pf),.(*, y)ll, is finite for each y 3 0, and 
so we may conclude from Lemma 2.3 that for some constant b, 
The convergence of (!@)r to pf is monotone, and so the inequality 
holds for pf too. To obtain the result for y < 0 we use the facts 
that ?'f (x, -y) = Iff (x, y) (Theorem 5.2 of [2]) and that # is even. 
This completes the proof of the theorem. 
Theorems 3.3 and 3.4 make demands on the operator E. In the 
most important cases, E is given by boundary operators A and B: 
Ef (x, y) = Af (x + Y) + .4f (x - Y> + j”” Bf 
z--Y 
for suitable f. We now give conditions on A and B for the hypotheses 
of 3.3 and 3.4 to hold. 
THEOREM 3.5. Suppose that A : b+ d and that there are maps 
B, , B, : b-t &such that Bf = B,f + (BJ )‘. 
(i) If A, Bl , B, are continuous in the yl,-norm (on the subspace 
of 8 for which it is jinite), then there are constants m, /3 such that the 
conditions of Theorem 3.3 on E are satisfied. 
(ii) If A, B, , B, are continuous in the LP-norm and 01, fl > 0, 
then the conditions of Theorem 3.4 are satisjied. 
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Proof. (i) We have, for y > 0, 
and the continuity of the operators gives the result. 
(ii) We prove as in (i) that for some constants y, 6 
II WC-, Y>lln d (Y + 6 I Y I) Ilfll, 9 
and we can then find a as 01, /3 > 0. 
4. BANACH ALGEBRAS 
In [2] we showed how the adjoint T’ of the translation T made the 
space (8”)’ of measures of compact support on R into an algebra; 
specifically for p, v E (go)‘, the convolution product p * v is defined 
by p * v(f) = p @ V( Tf) (f E go). We shall now show how to obtain 
Banach algebras from (8”)‘. 
Theorems 2.1 and 3.3 give conditions under which T : Y&R) -+ 
Ym(R2) is continuous. By replacing # by a constant multiple of 
itself if necessary, we may assume that IIITf][jm < l[lf]lim. 
The function $ is positive, continuous and increasing on [0, co[. 
The seminorm I[ * I(& on (go)’ defined by /( p I(& = ( p I($) is continuous 
when (go)’ has its strong topology. Note also that 
We denote by Mti the separated completion of ((&“)‘, /I . [IQ). The 
Banach space A,,, is just the quotient of the space of all measures 
for which # is integrable by the subspace N consisting of those 
measures p for which ( p I(#) = /j p (I4 = 0. In fact, since # dominates 
xt-t~+PIxI ( see 2.1 or 3.3) and either 01 > 0 or p > 0, N is 
either (0} or consists of the point masses at 0 E R, and the latter 
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happens exactly when 01 = 0. We can therefore identify &Zti with a 
set of measures on R; if (II # 0, with all measures for which # is 
integrable, and if 01 = 0, with measures p for which # is integrable 
and ~((0)) = 0. M oreover, L&“$ is the closure (in J&‘$) of (go)’ n && . 
THEOREM 4.1. Suppose that T : IY,(R) + Ym(R2) has I[ T Jj < 1. 
Then if p, v E (go)‘, Ij p * v lliL < /) ,u I/$ )I v /I$ , and A& is a Banach 
algebra. 
Proof. The dual of the subspace b” n !Pm of ‘i/, contains J&‘~ as 
its dual. The adjoint T’ of T on b” n Y, again has norm not 
exceeding 1, and so if p, v E (go”>’ n J&‘$ then both p * v E (go”)’ and 
As we are assuming throughout this paper that (&O)’ is a commutative 
associative algebra and since (go)’ n &!$ is dense in Ati , the theorem 
folIows. 
We denote by Y1 the space of absolutely continuous measures on 
R for which # is integrable. Since each p E Y1 has p({O}) = 0, we 
can take Yr to be a subspace of dti . The space 9” of absolutely 
continuous measures of compact support is a subset of Yr and of 
(go)‘, and in fact the closure of .9x1 in Y1 is just Yl. Since (go”> n ~2’~ 
is dense in JIG , we have the following corollary. 
COROLLARY 4.2. If .LZ”,l is an ideal in (&?“)‘, then Y1 is an ideal 
in&$. 
Conditions under which the hypothesis of this corollary is satisfied 
are given in Theorem 2.5 and Proposition 2.7 of [2], and we shall 
give some further sufficient conditions below (4.3). 
We now turn to the question of representing JH* as an algebra of 
operators on the space 9”(R) (for n an integer or co). We recall 
from Section 1 that we are identifying a measurable function g with 
the absolutely continuous measure f---f Jfg, so that if, for example, 
g E 9 and p E Y1 then p *g will be the element of JX$ defined by 
LEMMA 4.3. Let m, n be conjugate indices. Suppose that there is a 
conmnt a such that for fE 2m(% II &'f(*, YN, d a+(y) Ilfll, for 
y E R. 
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(i) Let n # 1, m # 03. Then ;f p E (&“)‘, g E 9, we have 
p cg&P(R) d an moreover for some constant b, 
il P *g !I% G b I! P 114 II g lln - 
In addition, 5Zx1 is an ideal in (go)‘. 
(ii) Let n = 1, m = 03. Suppose also that 9x’ is an ideal in 
(go)‘. Then the conclusions of (i) hold. 
Proof. (i) First, observe from Theorems 2.2 and 3.4 that there 
is a constant b such that for f E Afm(R), y E R, 
II UC-, r)llm G WY) llfllm - 
Since (8”) is an algebra, we know p * g E (go)‘. Therefore, if f E LB, 
we have, using the commutativity of convolution, 
1 j,fM dcL *g(x) 1 = 1 j, j, Tf(x, ~>&4 dx 449 j 
= / j, j, T.6, Y)/$(Y) *%4 dx #(Y) 449 j 
II I*- 111 
The linear functional f F-+ p * g(f) is therefore continuous in the 
&?m-norm on 9, and as m # co, this implies p *g E 29(R). We 
alSo conclude that II P *g IIn G b II g IIn II P Ill . 
Now p * g is given by a measurable function and also is a measure of 
compact support, for it belongs to (~9~)‘. Therefore, ~1 *g E -Yxl. 
Since 9 is dense in Pxl in the strong topology of (go)‘, it follows 
that -Exl is an ideal in (&O)‘. 
(ii) When m = co, the argument in (i) shows that f ++ p * g(f) 
is continuous on 9 in the 5?@‘-norm. The additional hypothesis that 
Zxl is an ideal in (~9)’ shows that TV *g is given by a measurable 
function, and we can conclude that p +g E 2P(R). The norm 
inequality follows as in (i). 
Let p E (80)‘. We denote by T, the operator defined forf e 2’&(R) 
bY 
Tu.f(x) = j, Tf@, Y> 44y). 
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Then T,, : &O(R) + &O(R) an d is continuous. The adjoint T,’ : (6’““)’ --f 
(to) is just convolution by EL. : T, 'V = p * v. The lemma we have just 
proved gives conditions under which T,,’ : B -+ gn is continuous in 
the 9” norms. If n # co, then 23 is dense in =?Yn, and (6”)’ r\ &* 
is dense in &‘$ . We may therefore use the continuity conditions 
given by the lemma to obtain the theorem which follows. 
THEOREM 4.4. Under the conditions of Lemma 4.3, zjc n # co, the 
map p ct T,’ extends to a unique continuous homomorphism of &?* into 
the algebra 28(dtp”) of bounded linear operators on _Epn. 
We next look for conditions under which the representation 
p I+ T,’ is faithful (i.e., injective). As in Section 1, we shall suppose 
the operator E is determined by boundary operators A and B, where 
A : 8-t &‘, and there are operators B, , B, : 8-t d such that Bf = 
B,f + (B,f)’ for f E 8. We shall need the following lemma. 
LEMMA 4.5. Suppose that A, B, and B, map 9 into 9 and are 
continuous. Then if I’, J are any two compact subsets of R there is 
a third K = K(r, J) with the property that if f E 9 and the support, 
supp f, off is contained in I’, then for ally E J, Tf (x, y) = 0 if x $ K. 
Proof. It is enough to consider the case in which r and J are 
compact, symmetric intervals. Since A, B, , B, : 22 + 9 are con- 
tinuous, there is a compact symmetric interval K, such that if 
supp f C r, then supp Af, supp B,f, supp B2f C Kl . It is now easy 
to see that there is a compact symmetric interval K2 such that the 
function Ef vanishes on (R\K,) x J. It then follows that if y E J, 
Tf(X,Y) = 0 P rovided d(x, y) does not meet K2 x J. Therefore 
there is a compact interval K such that if (x, y) E (R\K) x J, 
Tf (x, y) = 0. The lemma is proved. 
LEMMA 4.6. Let q E &(R) and let the hypotheses of Lemma 4.5 hold. 
Then if f E 9 and p is any measure on R, the function TUf = 
JR *f (x7 *> dcL( x is well-dejined and belongs to 6’(R). > 
Proof. Take a compact set r with supp f C r, and let J be any 
compact interval. Take K = K(I’, J) after Lemma 4.5, and let pK be 
the restriction of p to K. Then, if y E J from Lemma 4.5, 
T"f(Y) = j, Tf(x, Y) 444 = j, Tfc%Y) 4-44 = j, Tf(% Y> 444 
= TL,f(Y). 
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Thus, TUf is well-defined and coincides with T,,f on J. Now 
pK E a(R)‘, and so the map u t--t JR U(X, a) dpK(x) is continuous from 
B(R2) to C”(R). w e conclude that T,f is infinitely differentiable on J, 
and as J is arbitrary, we conclude that TJE g(R). 
THEOREM 4.7. Let q E b(R). Let A, B, , B, be as in Lemma 4.5, 
and suppose that A9 + B9 is dense in &O(R). Suppose that the 
hypotheses of Lemma 4.3 hold. Then TV ++ T,’ is faithful. 
Proof. For p E J&!* and f,g E 9 we have (T,‘g, f > = (g, T&f >. 
Lemma 4.6 shows that T,f E 8. We choose a sequence (g,) in 9 such 
that g, -+ 6, in 8’ (where S,(f) =f(O) for f E a), to find 
We choose a second sequence (g,) in 9 such that g, -+ 8,’ in & 
(where S,‘(f) = f’(0) for f E &), and find 
<T,‘gn , f> - (TJW) = s, s (x, 0) 444 
= PPf). 
Thus, if T,’ = 0, we have p(Af) = p(Bf) = 0 for all f~ 9, and 
by hypothesis this implies that p = 0. 
We shall next give conditions under which T,’ actually maps 53 
into $3. Recall that the adjoint L’ = L of L is a centralizer for the 
convolution * in 8’ if L’(p * v) = (L’p) * v = p * (L’v) for I*, v E b’. 
(Centralizers were discussed in Section 4 of [2].) 
LEMMA 4.8. Suppose that q E &(R), that L is a centralizer, and that 
2”l is an ideal in (&‘O)‘, Then if p E (go)‘, T,‘9 _C B. 
Proof. Let g E 9. Since both p and g have compact support, 
T,‘g = p *g has compact support (for (go)’ is an algebra). We 
consider T,‘g as a distribution in b’, and then 
WT,‘g)=W+d(1**g) =cc*(Q+q*tL*g. 
Since q E d and g E 9, Lg E 9. As YZX1 is an ideal in (&O)‘, p * (Lg) 
can be regarded as a function in PX1. In a similar way, q * p *f is a 
function in 8 X1. The second derivative of T,‘g = p *g is therefore 
a measure, and so T,,‘g is a continuous function. But this holds for 
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any g E 9, and so we see that both ,u * Lg and q - E.L * g are continuous; 
thus T,‘g is twice continuously differentiable. In this way we see that 
T,‘g E 9. 
We would like to be able to assert in addition that Tp’: 9 -+ 53 
is continuous. However, we have only been able to prove the following 
result (which is sufficient for our purposes). In its proof, we shall 
use the seminorms p, which define the topology of &O(R); for each 
compact set K C R, pKcf) = sup{/ f(x)/ : x E K} for f E Q”. 
LEMMA 4.9. Suppose that q E B(R), that L is a centralizer, that for 
SOme constant a, llEf(~,y)lll < a+(r)llf IL for fg ~YR>, Y ER and 
that A, B, , B, map 23 into 53 continuously. Let E.L E (&“)‘. Then T,’ 
is a continuous map of 53 into 53 when 9 has the topology induced by b”, 
and extends in a unique way to a continuous map of b” into do. 
Proof. Lemmas 4.3 and 4.8 show that T,,’ maps .9 into 9. Also, 
by Theorems 2.2 and 3.4 there is a constant b such that for f E F(R), 
II Tf t.9 Y)lll d b+(Y) llf IL * 
Let Y be any compact set in R. Denote the (compact) support of p 
by S, , and put K = K(r, S,) after Lemma 4.5. Then if f E 9 has 
support in l-‘, we have for g E 9, 
j j,rw dP * &> / = /j, j, T.f(X> Y)iM dx MY) / 
G II P II * SUP 
ws, 
1 I, w% Y) m dx j 
(where the norm is the usual norm of the measure II, i.e., 1 1-1 J(1)) 
(using Lemma 4.5) 
If we take suprema over {f E 9: ljflll < 1 and suppf -C r} we obtain 
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and since # is bounded on the compact set S, this shows that T,’ 
is continuous when 9 has the topology induced by b”. As $3 is dense 
in go in this topology, the lemma follows. 
5. SEMISIMPLICITY 
This section is devoted to proving the semisimplicity of the algebra 
&‘& (and consequently also of Y”) under certain conditions. The 
method is to use the results of Section 4 to faithfully represent J%‘~ 
as a (commutative) algebra of operators on g2(R) and to prove that 
this algebra is semisimple by showing it is contained in a commutative 
self-adjoint subalgebra of 9?(Z2). B ecause of the continuity of the 
operations involved, we need only show that the image under the 
representation p -+ T,’ of the algebra (go)’ is contained in a com- 
mutative self-adjoint algebra, for J&‘,,, is the (separated) completion 
of (8’“)‘. Since (8”)’ is itself commutative, all we need do is show that 
if p, v E (go)‘, then T,’ commutes with the adjoint of TV’. 
The word “adjoint” in the last paragraph is used in the sense 
“adjoint of an operator on the Hilbert space dp2.” Now g is dense 
in Y2, and so if we denote the adjoint of T,,’ by Tc , what we have to 
prove is that for f, g E 9, (T,‘Tig, f) = <TiT,‘g, f >. Under appro- 
priate conditions, if g E $3, then also T,‘g E $3, and so our requirement 
becomes that (T,‘T,g, f > = (T,T,‘g, f) for T,” is just T,, on 9. 
LEMMA 5.1. Let q E 6. Let A, B, , B, map g into 9 and be con- 
tinuous. Let U: &O(R) ---f &O(R) be continuous, and suppose that U9 C 8. 
Then 
(i) TU = (I @ U)T on b” if and only if U commutes with 
L, A and B; 
(ii) U’ commutes with T,’ (as operators on do(R)) for all p E: (~8~)’ 
ajc and only if U commutes with L, A and B. 
Proof. (i) The formal steps of the proof are exactly those of 
Theorem 4.2 of [2] and so we shall omit it. We remark only that 
the continuity of U is needed so that (I @ U)T is properly defined, 
and US2 C 9 or 776’ C Ep so that TU is defined on a dense set of 
sufficiently differentiable functions. 
(ii) Let p E (go)‘. For f, g E 9 we have 
<uT,‘g,f) = <Iz’,‘g> uf> = <CL *g> uf> 
= (1-10 g> Wf >, 
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and 
C”u’U’g,f) = <P * U’g,f) = (P 0 ug, Tf> 
= (P 0 g, (I 0 u> Tf >. 
Since 9 is weak*-dense in (go)’ we see that UT*’ = TU’lJ’ for all 
p E (go)’ if and only if TU = (I @ U)T (on 3 and so also on go), 
and we can then apply (i) to get the result. 
For the next theorem, we recall from Section 1 that U is symmetric 
if (U&f > = (f, Ug> for f, g E 9. 
THEOREM 5.2. Let q E .$. Suppose that L, A and B commute, that 
A, B, are symmetric, that A, B, , B, are continuous maps of 9 into 9, 
that A9 + B9 is dense in go(R) and that for f E .JP(R), j] Ef (*, y)/l, < 
a$( y) 1) f Ilrn for some constant a and all y E R for m = 1 and m = 2. 
Then && is semisimple. 
Proof. From the remarks at the beginning of this section, all we 
need do is show that for p, v E (go)‘, T,’ commutes with TV on &O(R). 
(Observe that we know T,’ is a continuous map of &O(R) into itself 
from Lemma 4.9, and TV is the composite of T and the continuous 
map u I+ JR U(X, *) dv(x) of E”(R2) + C?(R).) Now TV’ does commute 
with T,’ on b”, for if g belongs to the dense subset 9 of go, 
= T,,‘T,,‘g. 
Therefore, by Lemma 5.1, since TV9 C &’ by Lemma 4.5, T “corn- 
mutes with L, A and B. But L, A and B are symmetric, and therefore 
TV’ commutes with L, A and B. By Lemma 4.8 (and the fact that L is a 
centralizer from Corollary 4.3 of [2]), TV’9 _C 9 C &‘. Lemma 5.1 then 
shows that TV = T,” commutes with T,‘. This completes the proof. 
6. THE COMPLEX HOMOMORPHISMS 
We shall assume in this section that Y1 is a semisimple algebra 
and we shall find a relationship between the eigenvectors of L, A 
and B and the complex homomorphisms of Y/l. 
THEOREM 6.1. Let q E C”(R). Suppose that L, A, B commute, that 
A, B are symmetric, that A, B, , B,: 9 + 9 and are continuous, that 
A9 + B9 is dense in &O(R), and that there is a constant a such that 
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for f E z”(R), II WC-, Y)II,, < a+(y) llfll,, for Y E R for m = 1 and 
m = 2. Then the set of common eigenvectors of L, A and B which lie 
in Y* span a weak * dense subspace of Ym and moreover each such 
eigenvector belongs to Q. 
Proof. The complex homomorphisms of Yr all lie in (!?I)’ = u/, 
and as Y1 is semisimple (Theorem 5.2) they span a weak* dense 
subspace of Ym . Thus all we need do is show that each complex 
homomorphism is an eigenvector of L, A and B and is given by a 
function in Q. 
Let qb be a nonzero complex homomorphism. By Lemma 4.8, .9 
is a subalgebra of Yl, and as 9 is dense in Y/l, + is not zero on 9~. 
Moreover, by Corollary 4.3 of [2], L’ ’ IS a centralizer (on b’ and hence 
also on 9). Thus, for any p, v E &@‘, 
G’P) w = ML’!4 * 4 = W’(P * 4 
= 5% * W’v)) = h-4 G’4 
By taking v so that 4(v) # 0, we see that for some constant X, 
W’P) = MCL) (CL E% 
Now the map 9 -+ Yr (obtained by identifying a function in 9 with 
the absolutely continuous measure corresponding to it) is continuous, 
and so we may consider 4 as an element of 9, i.e., a distribution. 
We then find that for all p E $9, (L”+ - h+)(p) = 0, and hence 
L”+ = X4. Thus, D24 = q+ + X4, and as + E Ya , we see that the 
second derivative of the distribution # is a measurable function. 
Therefore #I is a differentiable function. But then D”+ = q$ + X+ 
shows that 4 is three-times differentiable, and so on. So 4 E 6. 
Now on b, L” = L, so Lc$ = h$, and 4 is an eigenvector of L. Also, 
for II, v E 9, we have as + is a complex homomorphism and 4 E d, 
so that T+ = 4 @ + [6]. Th ere f ore, + @ + satisfies (L @ I) 4 @ + = 
(I @L) $ @#I (which yields again the fact that #I is an eigenvector 
of L) and also 
A# = TN., 0) = 9(O)+, B# = (aTWy)(-, 0) = +‘(W, 
so that $ is an eigenvector of both A and B. 
The proof of Theorem 6.4 says roughly that complex homomor- 
phisms are eigenvectors. The converse is also true. 
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THEOREM 6.2. Let q E b(R). Let 4 E b(R) be a common eigenvector 
of L, A and B. Then.for some constant k, k# is a complex homomorphism 
of (CC?“)‘, and if $ E Ya , k$ is a complex homomorphism of Yn. Moreover, 
for any scalars h, p, u, @ = {c$ E 8: L$ = h4, A+ = p+ and B4 = ~$1 
is one-dimensional. 
Proof. We first show that we can find k so that Tkq5 = k# @ k& 
We know that for some constants A, p, u, 
L4 = @, 4 = PA B# = 4 
and because convolution is commutative [2, Theorem 3.91, 
Now for any k, kq3 @ k4 satisfies 
(L 0 O(W 0 4 = ww 0 $ = k2W 0 4) 
= k24 0 (Ld) = (1 W)(W 0 W); 
(4 0 W(x, 0) = hw) hw (xER); 
G@Yw 0 wx, 0) = W(O) Wx) lx E w 
Thus, we can conclude that Tk$ = k$ Q krj provided 
A& = 4(O) 44 Bk$ = k#(O) KI#J ; 
in other words, if we can find k such that k$(O) = p and k+‘(O) = 0. 
But this is possible because of the relationship p+‘(O) = o+(O). 
We now find for p, v E (go)‘, 
so that k+ does indeed give rise to a homomorphism of (go)‘. Since 
the image of (&‘O)’ is dense in A& , if k$ E U, , k+ extends to a complex 
homomorphism of -%e, and a fortiori of ?P. 
Now let q$, d2 E Cp. By what we have just proved, there are 
constants K, , k, such that k,$, , k,#, are homomorphisms. Since 
k,+, + k&, E CD, there is k, such that k,(k,~, + k&,) is a homomor- 
phism. However, a linear combination of nonzero homomorphisms 
cannot be a homomorphism unless it is degenerate (i.e., one of 
k, , k, , k, vanishes or q$ is a multiple of &). Therefore, @ is one- 
dimensional. 
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COROLLARY 6.3. With the hypotheses of Theorem 6.2, if p E (&‘o)’ 
and 4 is a complex homomorphism, p * C$ is a multiple of $. 
Proof. By Lemma 5.1, T,,’ commutes with L, A, B. Therefore, 
L(,u * (6) = LT,‘cJ = T,‘L$ = XT,‘+ = A/.L * 4, 
with similar results for A and B. Thus p * #I E @, which is just 
what we required. 
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