We consider the calculus of Communicating Sequential Processes (CSP) 8] extended with action-guarded probabilistic choice and provide it with an operational semantics in terms of a suitable extension of Larsen and Skou's 14] reactive probabilistic transition systems. We show that a testing equivalence which identi es two processes if they pass all tests with the same probability is a congruence for a subcalculus of CSP including external and internal choice and the synchronous parallel. Using the methodology of de Bakker and Zucker 3] introduced for classical process calculi, we derive a metric-space semantic model for the calculus and show it is fully abstract.
Introduction
When specifying concurrent probabilistic systems, for example fault-tolerant systems, probabilistic protocols and randomized algorithms, it is convenient to use a process calculus which allows compositional speci cations: components of the system are speci ed rst, and then combined into larger speci cations by means of process operators such as the parallel composition or non-deterministic choice. An important issue that arises when deriving such a calculus is which process equivalence to choose, and, having chosen an equivalence, which process operators are preserved under all contexts, or, in other words, is the chosen equivalence a congruence for the process operators? The choice of the equivalence depends on the power of discriminating between computations that is necessary for the applications at hand, and can be lineartime, branching-time, or a suitable variant. The congruence property allows to`collapse' all equivalent processes into a single object, which can prove useful when e.g. constructing data structures for automatic veri cation (as in e.g. the model checker fdr2 21] ). It is also a prerequisite when constructing a denotational model for the calculus which is fully abstract, i.e. the denotac 1998 Published by Elsevier Science B. V. tions of two processes are equal precisely when their operational meanings are equivalent.
Many probabilistic extensions of process calculi have been proposed to date, based on CCS 17], CSP 5] and ACP 4] and including amongst others 6, 7, 16, 19, 23] . Likewise, several probabilistic equivalences have been introduced, for example: probabilistic bisimulation, de ned by Larsen and Skou 14] for reactive systems and extended with non-determinism by Hansson 7] ; probabilistic equivalences of Jou Lowe 16] and Seidel 23] . The above equivalences di er in their discriminating power, and also in how they interact with process operators 11]. Generally, if one works with a ne (or strong) equivalence such as probabilistic bisimulation then almost all CCS or CSP operators can be adapted to the probabilistic setting. For example, van Glabbeek et al . 6] show that probabilistic bisimulation is a congruence over their calculus PCCS (which contains all the usual SCCS operators) and Baier and Kwiatkowska 2] show congruence properties of full CCS extended with action-guarded probabilistic choice. However, there are cases when probabilistic bisimulation is too ne, as it discriminates between processes that cannot be distinguished under a realistic testing scenario.
One alternative is to work with a weaker (or coarser) equivalence, for example extensions of the traces and failures CSP equivalences 5], which are essentially testing equivalences, and hence will only distinguish processes that can be distinguished under a realistic testing scenario. The di culty with this approach is that only a subset of operators can be considered if we wish to ensure our equivalence is a congruence; the latter is an important property, since without it any resulting denotational model will not be compositional. Examples of such di culties include Jou and Smolka 11] , where even restriction forces both trace and failure equivalence to fail to be congruences, and 23] and 16], where hiding cannot be de ned.
A further complication is that in some process calculi, such as those that derive from CSP, there is a distinction between a process (the software behind the black box) and an environment (the user that interacts with the black box by means of pressing buttons that cause it to perform actions), which is re ected in the presence of two choice operators: internal (determined by the process) and external (determined by the environment). Each choice operator satis es a set of intuitive axioms which must be preserved when enriching CSP with probabilistic choice. We stress that it would be inappropriate to replace non-deterministic choice with probabilistic choice, as both arise naturally in, and are therefore needed to model, randomized distributed systems: probabilistic choice is made internally according to a probability distribution, whereas non-deterministic choice is made by a scheduler (or a demon) that decides which independently acting component of a distributed system should make a move next.
The aim of this paper is to derive an appropriate process equivalence for the CSP calculus extended with action-guarded probabilistic choice which is a congruence for a large subset of the CSP process operators. The probabilistic choice we consider is internal, i.e. made neither by the environment nor by the process but according to a given probability distribution. As a result, our equivalence is applicable when the outcome of a probability distribution is not a ected by actions or environment choices, as e.g. in the example of scratch cards 19] , but would have to be extended to handle external probabilistic choices. The choice of CSP means that we have to reject fully branching-type equivalences such as probabilistic bisimulation, and instead derive an equivalence based on testing. We use Larsen and Skou's reactive transition systems suitably generalised to take account of the three kinds of choice: non-deterministic, deterministic and probabilistic. Milner's button pushing experiments scenario is extended with random experiments, and the testing equivalence de ned so that two processes are identi ed precisely if they agree on the outcome of all the experiments.
We show that thus de ned equivalence is a congruence for most of the CSP operators (we are not able to deal with hiding and asynchronous parallel). We then formulate a metric-space denotational semantics based on the constructions of de Bakker and Zucker 3] and show it is fully abstract, in the sense that it maps equivalent processes on to the same denotation. In 13, 20] the equivalence considered here is endowed with a logical characterization in terms of the quantitative variant of the Hennessy-Milner Logic introduced in 9]. This completes the work started in 9] by characterizing the equivalence induced by (a variant of) the quantitative HML.
Related research concerning probabilistic extensions of CSP includes the work of Seidel 23] , where the di erence from the standard CSP is that an internal probabilistic choice operator replaces the internal (non-deterministic) choice operator, and so the model constructed is fully deterministic. Similarly, in Lowe 15] non-deterministic choice is replaced by internal probabilistic choice, and external choice by prioritised choice. The result is a rather complex semantic model in which all forms of choice are probabilistic in nature. Lowe 16] has since considered a model which includes internal probabilistic choice, external choice and internal choice, but unfortunately the equivalences considered fail to be congruences. Similarly to 16], Morgan et al. 19] add probabilistic choice to CSP by adding an extra operator, and therefore the original external and internal choice remain part of their model. They give denotational semantics to this calculus by applying the probabilistic powerdomain construction of Jones and Plotkin 10] (which is possible over any directed complete partial order) to an extended failures model for CSP. Intuitively, they consider probabilistic processes as probability distributions over the non-probabilistic processes of CSP, where, for any probabilistic process E, the value corresponding to any process P of CSP is the probability that E is the process P. There are, however, problems with the behaviour of certain operators in their model, for example internal choice fails to be idempotent. Solutions to these problems have been investigated in 18] .
As far as metric-space denotational models are concerned, we should mention the metric model of 12] where a deterministic subcalculus of CCS extended with action-guarded probabilistic choice was considered, and that of Baier and Kwiatkowska 2] for full CCS extended with action-guarded probabilistic choice.
The Model and Testing Equivalence
In this section we overview the de nitions necessary for the technical development included in the remainder of this paper; for detailed justi cation of the constructions see 13, 20] . First, we recall the de nition of our model, called reactive probabilistic transition systems, which extend Larsen and Skou's probabilistic labelled transition systems 14] by allowing processes of the system to exhibit three types of choice: (internal action-guarded) probabilistic, external (deterministic) and internal (non-deterministic). Next we de ne the testing equivalence 13,20] over reactive probabilistic transition systems which will distinguish two processes only if they can be di erentiated by means of experiments.
A (discrete) probability distribution on a set D is a function : D ?! 0; 1] such that P d2D (d) = 1. We use (D) to denote the set of discrete probability distributions on D. A subset X of the cartesian product A S of sets A and S is said to satisfy the reactiveness condition if, for any distinct (a 1 ; s 1 ); (a 2 ; s 2 ) 2 X: a 1 6 = a 2 . We let P fr ( ) denote the powerset operator restricted to only nite reactive subsets of cartesian products satisfying the reactiveness condition.
De nition 2. 1 13,20] A Reactive Probabilistic Transition System is a tuple (R; Act; !), where R is a set of states, Act is a nite set of actions and ! a transition relation ! R P fr (Act (R)) satisfying: for all E 2 R there exists S 2 P fr (Act (R)) such that (E; S) 2!. We write E ! S instead of (E; S) 2 !. The elements E 2 R of a reactive probabilistic transition system exhibit: nondeterministic choice between reactive sets associated with E via the transition relation !, with each such set S = f(a 1 ; 1 ); : : : ; (a m ; m )g modelling a process, deterministic on its rst step, that o ers a menu a 1 ; : : : ; a m of actions to the environment; deterministic choice between the actions of the menu made by the environment; and action-guarded probabilistic choice made according to the unique distribution i following a selection of action a i from the menu. The models of 14] correspond to the class of deterministic reactive probabilistic transition systems. 4 We now de ne the testing preorder and equivalence for reactive probabilistic transition systems as introduced in 13, 20] . We extend Milner's button pushing experiments 17] for transition systems with random experiments, that is, tests which have as outcome the probability of the process passing the given test 1 . Two experiments are said to be independent if they are associated with pressing di erent buttons in the rst step. To capture the three types of choice exhibited by processes of a reactive probabilistic transition system, we introduce the following three respective experiments:
(i) a:t, where a 2 Act: push the a-button and then, if the button goes down, perform the experiment t.
(ii) (t 1 ; : : : ; t m ), where for all 1 i 6 = j m the experiments t i and t j are independent: make m copies of the process being tested and then perform the experiment t i on one of the copies for all 1 i m. (iii) (jtj ): make su ciently many copies of the process being tested, so that any non-deterministic choice the process can make will occur on at least one of the copies made, and then perform the experiment t on each of the copies. Intuitively, the success or failure of a process passing an experiment corresponds to the success or failure of one run (or execution) of the process being experimented on, under di erent conditions: (t 1 ; : : : ; t m ) corresponds to the changes in the environment (e.g. users selecting actions from menus), whereas (jtj ) corresponds to the changes the demons introduce to in uence the nondeterministic choices that the processes make.
Formally, the testing language T ! is given as follows, where we use t; : : : ; t] to distinguish the di erent types of tests and apply the same restriction to this construct as to (t; : : : ; t). Let T and T ! , with elements t and T respectively, be the testing languages de ned inductively by: r ::= ! j a:T; : : : ; a:T] t ::= (jrj ) T ::= (t; : : : ; t) where a 2 Act.
The outcome of a random experiment is captured by a pair of maps R glb and R lub from R and T ! to the unit interval which, for any process E 2 R and test (jrj ) 2 T, yield the greatest lower bound and the least upper bound on the probability of E passing the test r respectively. This is because in the presence of non-determinism we are unable to calculate the exact probability of processes passing the tests, and instead choose to estimate the worst case and the best case outcome, which in turn yields an interval of probabilities. This is the only realistic option since we cannot establish the frequency of non-deterministic choices, and thus there is no way of calculating any meaningful average. We mention that intervals were also used in 24].
De nition 2. With the help of the above maps, we are now in a position to de ne our operational order and subsequent equivalence on all reactive probabilistic transition systems. We simply require that the process higher up the order must pass all tests with probability at least as high as those below. It turns out that we need only consider the tests T, as opposed to the (larger) set of tests T ! .
De nition 2. 3 13,20] 
The Process Calculus
In this section, we present the process calculus for reactive probabilistic processes RP, based on CSP 5, 8, 21] , in which pre xing is replaced with actionguarded probabilistic choice. We begin by introducing the notation necessary to derive our calculus and investigate its properties.
De nition 3.1 (Process Calculus Notation)
Act is a ( nite) set of actions (or labels) that processes can perform (ranged over by a; b : : :) and B is any subset of Act.
f i j i 2 Ig is any countable indexed subset of (0; 1] such that P i2I i = 1. 6 X is the set of process variables (ranged over by x; y : : :).
is a relabelling function, that is, a function from Act to Act; we also require that is bijective. 
Observe that pre xing is a special case of probabilistic choice: a ! F and a:F (pre xing in CSP and CCS notation respectively) are equivalent to a:1:F, meaning after a is performed the process becomes F with probability 1.
As is customary, since the above syntax allows variables to occur freely in expressions, we will only consider guarded and closed expressions as terms of our calculus, denoting the set of guarded expressions of RP by G and the set of processes (expressions without free or unguarded variables) by Pr.
Operational Semantics
We give operational semantics for the calculus RP in terms of reactive probabilistic transition systems, where the states are the processes of RP and ! Pr P fr (Act (Pr)) is the smallest relation satisfying the following conditions:
(ii) O a: P i2I i : With the help of the above de nition, all results for the set of processes of RP will also hold for the guarded terms of RP, and hence for the remainder of this section we will only prove results with respect to processes. Furthermore, to ease notation, let R denote either R glb or R lub and for any E 2 Pr and t 2 T we will denote R (O E] ])(t) by R (E)(t).
Lemma 3.5 For all E 1 ; E 2 ; E 2 Pr, t 2 T, B Act and relabelling function :
0 if a 2 t for any a 2 Act n B R (E)(t) otherwise:
Proof. The proofs of (a) and (b) follow by De nition 2.2 and the transition rules, and the remaining cases follow by induction on (jrj ) 2 T. We only consider the case for R glb and k, the other cases follow similarly. If r = !, then by de nition of R glb for any E 1 ; E 2 2 Pr: 
( 1) by induction and the de nition of R glb . Next consider any S 2 P fr (Act (Pr (ii) (a; E 0 ) 2 S E 0 for some E 0 2 (Pr), then by De nition 2.2 and (8) ) R (EfE 0 =xg)((jrj )) R (F fF 0 =xg)((jrj )) by (5) ) R (E 0 )((jrj )) R (F 0 )((jrj ))
by the transition rules and hence (6) holds by induction as required.
3.3 Equational Laws
In this section, we investigate equational laws for RP. We rst de ne the following \equality" and \order" relations co-inductively over the set of processes of RP. where for any S 0 ; S 00 2 P fr (Act (RP)), S 0 v e S 00 if (a; 0 ) 2 S 0 implies (a; 00 ) 2 S 00 such that for any G 0 2 RP there exists G 00 2 RP with G 0 v e G 00 and 0 (G 0 ) = 00 (G 00 ). Now, following the standard techniques we introduce the maximum such \equivalence" and \order" relations as our equality and order over RP. 15 De nition 3.12 Let and v be the maximum \equality" relation and \or-der" relation respectively.
We now list some of the equational laws of RP in Figure 1 below, where we assume a; b 2 Act are distinct. We see that many of the laws coincide with those for non-probabilistic process calculi. For example, u is idempotent, symmetric and associative, and both t u and k are associative, symmetric and distribute through u . Also, we see that t u degenerates to u when processes can perform the same action. Other equational laws for RP include those for restriction and relabelling, which distribute over u , t u and k.
However, certain laws fail to extend from the non-probabilistic setting, for example t u is not idempotent. To illustrate this consider the process E = (a:1:0) u (b:1:0); then by de nition of the transition rules we can represent E and E t u E graphically as given in Figure 2 below. By de nition of , it is clear that E t u E 6 E.
Another standard CSP law that fails is that u no longer distributes through t u . To illustrate this, suppose E is the process given above, F = b:1:0 and G = b:1:0. Then it is straightforward to show that: E u (F t u G) E and (E u F) t u (E u G) E t u E, and therefore since E 6 E t u E: E u (F t u G) 6 (E u F) t u (E u G).
Denotational Semantics
In this section we present denotational semantics for our probabilistic calculus RP, based on de Bakker and Zucker's metric-space construction of denotational semantics for non-probabilistic process calculi 3]. The reader should note though that through the addition of probabilistic behaviour our setting becomes more complex, and as a result several of the techniques of de Bakker and Zucker and the more general metric constructions of America and Rutten 1] could not be used. For example, we were unable to inductively de ne a metric and use the categorical techniques of 1] to derive a domain equation for reactive probabilistic processes. Instead, we use a metric simultaneously based on both the tree-like \paths" that processes can perform and truncations, and construct a complete metric space of reactive probabilistic processes via the standard completion of the nite processes. For a more detailed account of our construction and the problems encountered see 20].
We proceed by applying the techniques of 3] to derive an inductively de ned collection of carrier sets (R n ) n2N , where the elements of the spaces model nite reactive probabilistic processes. Intuitively, for any n 2 N, R n models the reactive probabilistic processes capable of performing transitions up to the depth n. First, however, we require the following de nition.
De nition 4.1 For any sets A and R, let A * R denote the set of partial maps from A to R. Furthermore, for any f 2 A * S, let dom(f) denote the subset of A on which f is de ned, and let ?2 A * R be the totally unde ned function, that is, ? is the partial map such that dom(?) = ;. Formally, we de ne the carrier sets (R n ) n2N as follows, where P fn ( ) denotes the powerset operator restricted to nite nonempty subsets.
De nition 4.2 (Finite reactive probabilistic processes) Let R n , n 2 N, be a collection of carrier sets de ned inductively by: R 0 = f?g and R n+1 = P fn (A * (R n )):
Furthermore, let R ! = n R n denote the set of reactive probabilistic processes of bounded depth.
As mentioned above, the metric we introduce is based on the tree-like \paths" that processes can perform and truncations, which we now introduce. First, the set of \paths" that processes can perform, A r , is de ned as follows, where P fnr ( ) denotes the powerset operator restricted to nite nonempty subsets of cartesian products satisfying the reactiveness condition.
De nition 4.3 Let A n r , n 2 N, be the sets inductively de ned as follows. Next we introduce the map V which calculates the probability of processes performing \paths" in A r . As already stated earlier, since processes can perform non-deterministic choices we will be unable to calculate the exact probabilities. To overcome this we let V take values in the set of closed intervals (subsets) of 0; 1], denoted by the set I, which we endow with a distance d I . Therefore, before we introduce the map V, we formally de ne I and introduce the operators on I required in the de nition of V, and also the de nitions pertaining to I that we will require later on in this section. De nition 4.4 (Intervals) Let Using the map V and metric d I de ned above we can introduce a metric on processes in R ! given below. For a pair of processes p; q we rst calculate, for each \path" V , the interval of probabilities of p performing V , and q performing V respectively, and then take the max norm over the \paths" V of the distance d I between thus computed intervals. Thus, the closer the intervals of probabilities, the closer the processes are. Summation could not be used in place of max since it is unbounded. Intuitively, the metric d V over R ! gives us the correct notion of convergence of Cauchy sequences. If we consider the sequence of processes hE n i n of RP where E n = a:(2 ?n ):b:1:0 + a:(1 ? 2 ?n ):0 then, as n ! 1, the probability of E n performing the trace ab becomes more and more insigni cant, that is, the operational behaviour of E n converges to the process a:1:0, and hence we would expect the sequence hE n i n to be Cauchy. Now, for any n 2 N the distance between the denotations of E n and E n+1 with respect to the metric d V would be 2 ?(n+1) , and thus hE n i n is Cauchy as required. In contrast, with respect to the classically derived ultra-metric of 2], the distance between E n and E n+1 would be 1 2 , and so this convergence property would be lost. Unfortunately, the pseudo-metric d V does not give us the Cauchy sequences we would expect to model recursive reactive probabilistic processes. For example, we would expect the sequence hF n i n where F n = n times z }| { a:1: : : : a:1: 0 for all n 2 N to be Cauchy so that the limit can then be used to model the recursive process x x :a:1:x. However, the distance between F n and F m for any n 6 = m with respect to the metric d V is 1, and thus hF n i n is not a Cauchy sequence with respect to d V . To solve this problem we introduce truncations of processes to the nite depth k 2 N as follows. De nition 4.14 (Truncations) Let f 2 A * (R ! ). For k 2 N de ne the kth truncation of f, f k] 2 A * (R ! ) by induction on k 2 N by putting:
f 0] = ? and for any k 2 N, dom(f k
where for any q 2 R ! and k 2 N: q k] = fg k] j g 2 qg.
The truncations of processes satisfy the properties given below, useful in the proofs included in the remainder of this section. Proof. The proof follows by induction on k 2 N.
and for any Cauchy sequences hp n i n2N and hq n i n2N the metric d is given by: d(hp n i n2N ; hq n i n2N ) = lim n!1 d ! (p n ; q n ): Categorical techniques of 1] have not been used to derive a domain equation for reactive probabilistic processes as it is unclear how to de ne a functor to represent this construction; this is due to the fact that our pseudo-metric d ! is not de ned inductively in correspondence with the inductively de ned metric spaces.
We now introduce some useful lemmas concerning the Cauchy sequences of R ! .
Lemma 4.20 For all p 2 R ! , hp n]i n is a Cauchy sequence. Lemma 4.21 If hp n i n2N is a sequence in R ! such that p n+1 n] = p n n] for all n 2 N, then hp n i n2N is Cauchy and p m n] = p n n] for all m n 2 N. Furthermore, if hq n i n2N is a sequence in P ! such that q n+1 n] = q n n] for all n 2 N and hp n i n2N hq n i n2N , then d ! (p n n]; q n n]) = 0 for all n 2 N.
Modelling Semantic Operators of RP
Having obtained the complete metric space (R; d) (assuming A = Act), we can now give denotational semantics for our language RP. The rst step is the introduction of the semantic operators: union (for non-deterministic choice), deterministic choice, synchronous parallel, restriction and relabelling. We have to verify that each operator is well-de ned and continuous. To complete the proof we show p q 2 R ! for all p; q 2 R ! which follows by de nition of R ! . 2
De nition 4.25 (External Choice Operator) For any p; q 2 R ! , let p t u q = fh j h 2 f t u g; f 2 p and g 2 qg 22 where f t u g is the subset of A * (R !
otherwise. 
Putting (10) and (11) 
Proof. The 
5 Conclusions
We have considered a process calculus based on CSP 5, 8, 21] extended with internal action-guarded probabilistic choice. A testing equivalence, coarser than probabilistic bisimulation 14], has been de ned for this calculus and shown to be a congruence for the main CSP process operators, including external (deterministic) and internal (non-deterministic) choice and synchronous parallel. A logical characterization of the equivalence can be found in 13, 20] . We 30 were unable to model the hiding and asynchronous parallel operators which is related to our model containing action-guarded probabilistic choice. If we were to add the hiding operator, for example, then there will exist probabilistic transitions which are hidden, and it would be problematic to establish the probability of such hidden moves through testing. The inability to model hiding is unfortunate since the model checker fdr2 21] uses it in an essential way. Asynchronous parallel is not so crucial for veri cation, but is needed for compositional speci cation of e.g. distributed probabilistic protocols. It would be worthwhile to formulate a testing equivalence which is a congruence for the full calculus of CSP, including hiding, extended with internal probabilistic choice; a preliminary proposal for how this might be achieved has been made in 20]. Using de Bakker and Zucker's construction for classical process calculi 3], we have derived a denotational model for our process calculus which we have shown is fully abstract with respect to our operational model. The denotational semantics we have constructed is \smooth", as opposed to the \dis-crete" fully abstract model constructed by Baier and Kwiatkowska 2] for a CCS-based calculus, in the following sense. Consider the space of probability distributions over a two point set. With the metric presented here it is isomorphic to the Euclidean metric over 0,1], whereas the ultra-metric of 2] gives rise to the discrete topology on 0,1]. The Euclidean metric is intuitively desirable in the continuous setting of probabilities, but this comes at a cost: we only have a pseudo-metric, whereas the metric de ned in 2] is an ultra-metric. Also, our metric is not inductive, and as a result we cannot use America and Rutten's general framework for metric semantics 1] applicable in the case of the inductive metric of 2].
The above raises important issues that would be worth studying. What should the notion of a probabilistic process be? We have found the transition systems modelling paradigm limiting and in some cases misleading. Could Banach spaces be used instead? What is the correct categorical approach to use here? In particular, can one de ne an inductive metric satisfying the intuitive properties of our metric?
