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Abstract
This thesis is devoted to the spectral theory, in
particular, Fredholm theory of commuting tuples
of bounded linear operators on Banach and Hilbert
spaces. It is divided into four chapters dealing with
different properties of the considered tuples.
The first chapter treats the growth of cohomology
groups of powers of commuting Fredholm tuples.
In detail, we prove an upper polynomial bound for
the growth and improve a known estimate for the
leading coefficient of a lower polynomial bound.
Chapter two considers several aspects of Arveson’s
conjecture about the essential normality of homo-
geneous submodules and quotient modules of the
Drury-Arveson space on the unit ball. We show
that results of Guo and Wang, Douglas and Sarkar,
Eschmeier, and others, can be extended to the case
of general graded Hilbert modules, and we prove
that the Arveson-Douglas essential normality con-
jectures are equivalent within a wide range of ana-
lytic functional Hilbert spaces.
In Chapter three, we prove an essential von Neu-
mann (in-)equality for essential spherical isome-
tries.
The last chapter is embedded in the framework of
Cowen-Douglas theory. We give a characterization
of Cowen-Douglas tuples over suitable open sets
and study their duality theory. We end with a
result about strong irreducibility of dual Cowen-
Douglas tuples.

Zusammenfassung
In dieser Arbeit beschäftigen wir uns mit der Spek-
traltheorie, insbesondere Fredholmtheorie von ver-
tauschenden Tupeln stetig linearer Operatoren auf
Banach- bzw. Hilberträumen. Sie besteht aus vier
Teilen, in denen wir unterschiedliche Eigenschaften
dieser Tupel untersuchen.
Im ersten Kapitel befassen wir uns mit dem Wachs-
tum von Kohomologiegruppen von Potenzen ver-
tauschender Fredholmtupel. Genauer gesagt be-
weisen wir die Existenz einer oberen polynomiellen
Schranke für deren Wachstum und verbessern eine
Abschätzung für den Leitkoeffizienten einer unte-
ren polynomiellen Abschätzung.
Gegenstand des zweiten Kapitels ist Arvesons Ver-
mutung über die wesentliche Normalität von ho-
mogenen Untermoduln und Quotientenmoduln des
Drury-Arveson Raums über der Einheitskugel. Wir
zeigen, dass Resultate von Guo und Wang, Douglas
und Sarkar, Eschmeier und anderen richtig bleiben
im allgemeineren Rahmen von graduierten Hilbert-
moduln.
Im dritten Kapitel beweisen wir eine wesentliche
von Neumannsche (Un-)Gleichung für wesentlich
sphärische Isometrien.
Im letzten Kapitel geben wir eine Charakterisie-
rung von Cowen-Douglas Tupeln über geeigneten
offenen Mengen an und beschäftigen uns mit Fra-
gen ihrer Dualitätstheorie. Schließlich untersuchen
wir die starke Irreduzibilität von dualen Cowen-
Douglas Tupeln.
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Introduction
The main topic of this thesis is the study of commuting tuples of bounded
linear operators on Banach and Hilbert spaces. It is divided into four chapters
dealing with different questions of spectral theory. In detail, the first chapter
treats the growth of cohomology groups of powers of commuting Fredholm
tuples and Chapter 2 considers several aspects of Arveson’s (and Douglas’)
conjecture concerning the essential normality of submodules and quotient
modules of the Drury-Arveson space H(B) on the unit ball B = B1(0) ⊂ Cd.
In the third chapter we prove an essential von Neumann (in-)equality for
essentially spherical isometries, while the last chapter deals with Cowen-
Douglas tuples on Banach spaces. In the following we briefly sketch the
content of each chapter. It is worth mentioning that every chapter can be
read and understood separately.
Chapter 1
In Chapter 1 we deduce estimates for the growth of the cohomology groups
of powers of a commuting Fredholm tuple T = (T1, . . . , Td) ∈ L(X)d on
a Banach space X. More precisely, under the hypothesis that the associ-
ated Koszul complex K•(T,X) is exact in degree j = p + 1, . . . , d, we in-
vestigate the growth of the p-th cohomology groups (Hp(T k, X))k∈N, where
T k = (T k1 , . . . , T
k
d ) for k ∈ N. The underlying framework for this research is
given by [Esc07b], [Esc08a] as well as [Faa08]. Some basic ideas are settled
in [DY93] and [Esc07a], [Esc08b], [Esc09]. More interesting aspects of this
field of research can be found e.g. in [Fan04], [Fan05], [Fan06], [Fan08] and
[CF11].
Section 1.1 collects several well-known basic concepts from sheaf theory.
Among other things, we show that exactness of a sequence of coherent ana-
lytic sheaves is preserved when forming the tensor product with the identity
on a Banach space (Lemma 1.5).
In Section 1.2 we deduce an upper estimate for the dimension of the p-th
1
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cohomology groups (Hp(T k, X))k∈N of powers of T and thus complete results
from [Esc08a], where a lower estimate of the same type is given under more
restrictive conditions.
Theorem (Theorem 1.17).
Let T = (T1, . . . , Td) ∈ L(X)d be a commuting Fredholm tuple on a Banach
space X such that Hj(T,X) = {0} for j = p+ 1, . . . , d and Hp(T,X) 6= {0}.
Then there is a polynomial q of degree d˜ = dim0(σpF (T )) such that
dimHp(T k, X) ≤ q(k)
for all sufficiently large k ∈ N.
The degree of the polynomial herein is given by the analytic dimension (see
Definition 1.13) of the p-th Fredholm spectrum
σpF (T ) = {w ∈ D; Hp(w − T,X) 6= {0}}
in 0, where D = ρe(T ) is the essential resolvent set of the tuple T .
In [Esc08a, Theorem 2.4] we find a lower estimate for the growth of the same
coholomogy groups under the additional hypothesis that 0 is a regular point
of the analytic set σpF (T ). The polynomial occurring in [Esc08a] is of the
same degree d˜. Moreover, Eschmeier was able to give a lower estimate for its
leading coefficient. More precisely, he proved that
d˜! lim inf
k→∞
dimHp(T k, X)
kd˜
≥ cA(T ),
where cA(T ) = min
z∈V
dimHp(z − T,X) is the stabilized dimension of the p-th
cohomology groups Hp(z− T,X) in an arbitrary connected open neighbour-
hood V of 0 in σpF (T ). In Section 1.3 we improve this result by dropping
the smoothness condition on σpF (T ) in 0 (Theorem 1.22 and Corollary 1.23).
Unfortunately, such an analysis of the leading coefficient of the polynomial
appearing in the upper estimate was not possible so far.
Chapter 2
In the second chapter we study the Arveson-Douglas essential normality prob-
lem in the framework of graded Hilbert modules. In particular, we extend
some of the results obtained in the literature for the Drury-Arveson space
H(B) on the unit ball B ⊂ Cd, or closely related analytic functional Hilbert
spaces, to this more general setting.
2
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While it is known that there are non-homogeneous quotients of the Drury-
Arveson space which are not essentially normal (see [GRS05]), it is still an
open problem whether every quotient of Mz ∈ L(H(B))d modulo a homoge-
neous invariant subspace is essentially normal (or even q-essentially normal
for every q > d). Partial results were obtained by Arveson [Arv05, Arv07],
Douglas [Dou06a, Dou06b], Guo and Wang [GW08], Shalit [Sha11], Esch-
meier [Esc11], Kennedy [Ken13], Kennedy and Shalit [KS13] and Engliš and
Eschmeier [EE13], to cite only a few results in this direction.
Starting point for us is the paper [Esc11], where, for the case that S = T/M
is a quotient of the multiplication tuple T = Mz ∈ L(H(B))d on the Drury-
Arveson space modulo a homogeneous invariant subspace M , the decompo-
sition
[S∗j , Si]⊕ 0M = PM⊥ [T ∗j , Ti]PM⊥ − [T ∗j , PM ][T ∗i , PM ]∗
of the cross-commutators [S∗j , Si] is used to deduce that suitable factorizations
of the commutators [T ∗j , PM ] involving the number operator can be used to
prove the Arveson-Douglas conjecture. In Theorem 2.19 and Theorem 2.21
we describe various conditions that are equivalent to the solvability of the
above factorization problem for the commutators [T ∗j , PM ] in the setting of
arbitrary graded Hilbert modules.
Let T ∈ L(H)d be an essentially normal graded tuple such that
d∑
i=1
TiT
∗
i and
d∑
i=1
T ∗i Ti
are functions of the number operator associated with the graded structure
H = ©⊥∞n=0 Hn. Extending results of Guo and Wang, we show that ev-
ery homogeneous quotient T/M of T with the property that its inessential
right spectrum has complex dimension at most one is essentially normal again
(Theorem 2.17) and that in dimension d = 2 all homogeneous quotients T/M
of T are essentially normal (Theorem 2.18). By the polynomial spectral map-
ping theorem the spectrum of T/M is contained in the zero variety of the
annihilator ideal of H/M . Hence, in the first case, it suffices that the latter
set has complex dimension at most one. In the case of dimension d = 3, we
give a sufficient condition to obtain the essential normality of all quotients
T/M of T , where M ⊂ H is a (finitely generated) homogeneous submodule,
improving Theorem 3.2 in [GW08] (Corollary 2.26). Similar results are ob-
tained for stably generated submodules (Theorem 2.29, cf. [Sha11]) and
monomial submodules (Theorem 2.30, cf. [Arv05]).
In Section 2.2 we observe that all previously obtained results apply in partic-
ular to every analytic functional Hilbert spaces Hfd with reproducing kernel
3
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Kf (z, w) = f(〈z, w〉) given by a suitable one-variable power series
f(z) =
∞∑
n=0
anz
n.
In particular, we give a complete proof of Guo and Wang’s result [GW08] on
the essential normality of principal homogeneous submodules in this case
and show that the cross-commutators [S∗j , Si] of a quotient S = Mz/M
modulo a principal homogeneous ideal M admit factorizations of the form
[S∗j , Si] = (N + 1)
−1Aij, where N is the number operator of Hfd (Theorem
2.34 and Theorem 2.21).
In Section 2.3 we show that the solvability of the Arveson-Douglas essential
normality conjecture for homogeneous quotients is equivalent within a large
scale of analytic functional Hilbert spaces on the unit ball. More precisely,
if Hfd and H
g
d are analytic functional Hilbert spaces given by power series
f(z) =
∞∑
n=0
anz
n and g(z) =
∞∑
n=0
bnz
n and if
lim
n→∞
(√
an−1
an
−
√
bn−1
bn
)
= 0,
then the validity of the Arveson conjecture on the essential normality of all
homogeneous quotients is equivalent for Mz on Hfd and Mz on H
g
d . If even
sup
n∈N
n
∣∣∣∣∣
√
an−1
an
−
√
bn−1
bn
∣∣∣∣∣ <∞,
then the same is true for Douglas’ refinement of these conjectures concerning
the q-essential normality of such quotients (Corollary 2.49).
In Section 2.4 we use these observations to show that the validity of the
Arveson-Douglas conjecture is equivalent to its validity in any of the analytic
Sobolev-Besov spaces A2α (α ∈ R) considered in [ZZ08]. We conclude Chapter
2 with the observation that also a class of radial Bergman spaces on the unit
ball considered by Trieu Le in [Le09] fits into this scheme.
Chapter 3
The results of Chapter 3 are inspired by a recent article of Kennedy and
Shalit [KS13]. In an attempt to improve the essential von Neumann inequal-
ity given in Theorem 6.1 of [KS13] for row contractions of finite rank satis-
fying additional polynomial relations, we discover interesting results on the
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peripheral points of the left and right (essential) spectra of a given operator
tuple (Corollary 3.5 and Corollary 3.6). For essentially spherical isometries
or co-isometries, the essential von Neumann inequality is in fact an equal-
ity (cf. also Theorem 3.3 and Corollary 5.2 in [KS13]). More precisely, the
following theorem about essentially spherical (co-)isometries holds.
Theorem (Corollary 3.21).
Let T ∈ L(H)d be an essentially spherical isometry or co-isometry. Then
‖p(T )‖e = ‖p‖∞,σe(T )∩∂B
for all matrix-polynomials p ∈MN(C[z1, . . . , zd]).
As a consequence we prove an essential von Neumann inequality for arbitrary
essentially spherical isometries or co-isometries satisfying essential polyno-
mial relations (Corollary 3.22).
Chapter 4
The last chapter treats several properties of Cowen-Douglas tuples and dual
Cowen-Douglas tuples. In [CD78] Cowen and Douglas studied single bounded
operators T on a Hilbert space H such that
(i) Ω ⊂ σ(T ),
(ii) Im (T − w) = H for all w ∈ Ω,
(iii)
∨
w∈Ω
Ker (T − w) = H,
(iv) dimKer (T − w) = n
for some connected open set Ω ⊂ C and a positive integer n. Their concept
and many of their results were generalized in [CD83] and [CS84] to commut-
ing tuples of bounded operators on Hilbert spaces. But this was just the
starting point for a prolific field of research.
Let Ω ⊂ Cd be a connected open set and let n be a positive integer. In
Chapter 4 we show that, for every commuting tuple T ∈ L(X)d on a Banach
space X with
dimX/
d∑
i=1
(zi − Ti)X = n
5
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for every z ∈ Ω and
∞⋂
k=0
∑
|α|=k
(z − T )αX = {0}
for one (or equivalently, every) point z ∈ Ω, the set
ET =
⋃
z∈Ω
X/
d∑
i=1
(zi − Ti)X
is in a canonical way a holomorphic vector bundle such that the map
ρ : X → Γhol(Ω, ET ), ρ(x)(z) =
(
z, x+
d∑
i=1
(zi − Ti)X
)
is well-defined linear and injective (Corollary 4.14 and Remark 4.15). Thus
we answer Question 1 posed by Douglas in [Dou09] for commuting Hilbert-
space tuples and Ω = B, improving Theorem 2.2 in [DM05]. In the above
setting we call T a dual Cowen-Douglas tuple of rank n over Ω.
In Section 4.1 we define (dual) Cowen-Douglas tuples and introduce the asso-
ciated holomorphic vector bundles. In Section 4.2 we answer the above men-
tioned question of Douglas. Section 4.3 contains duality results for Cowen-
Douglas tuples and dual Cowen-Douglas tuples as well as their associated
holomorphic vector bundles. In Section 4.4 we show that, up to (isometric)
similarity, dual Cowen-Douglas tuples T ∈ L(X)d of rank n over suitable
domains Ω ⊂ Cd are precisely the multiplication tuplesMz = (Mz1 , . . . ,Mzd)
on divisible Cn-valued functional Banach spaces (Corollary 4.39). Thus we
extend corresponding results of Cowen and Douglas [CD78], Curto and Sali-
nas [CS84] and Carlsson [Car08]. We also observe that dual Cowen-Douglas
tuples of rank n over admissible domains of holomorphy Ω ⊂ Cd can always
be realized as multiplication tuples Mz = (Mz1 , . . . ,Mzd) on scalar-valued
functional Banach spaces (Theorem 4.46). This generalizes a recent result of
Eschmeier and Schmitt [ES14] (cf. [Zhu00]) to the Banach-space case.
It is well known that rank-one Cowen-Douglas tuples on Hilbert spaces are
irreducible. In Question 3 in [Dou09] Douglas asks whether the restrictions
of a dual rank-one Cowen-Douglas tuple on B to its invariant subspaces are
irreducible again. In the final Section 4.5 we give a partial answer to this
question.
Theorem (Theorem 4.51).
Let T ∈ L(X)d be a dual Cowen-Douglas tuple on a Banach space X of rank 1
on some open set Ω ⊂ Cd. IfM ∈ Lat(T ) such that dimM/
d∑
i=1
(zi−Ti)M = 1
for some point z ∈ Ω, then T |M is strongly irreducible.
6
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We conclude by giving some classes of examples in which the extra hypothesis
on the existence of points z ∈ Ω with dimM/
d∑
i=1
(zi− Ti)M = 1 is automati-
cally satisfied, but we also observe that it does not hold in some very natural,
even one-dimensional, examples.
7

Chapter 1
Growth of cohomology groups
In this chapter we give estimates for the growth of the cohomology groups
(Hp(T k, X))k∈N for a commuting Fredholm tuple T = (T1, . . . , Td) ∈ L(X)d
on a Banach space X such that Hj(T,X) = {0} for j = p + 1, . . . , d and
Hp(T,X) 6= {0}. We show that the dimensions of the cohomology spaces
Hp(T k, X) grow at most like a polynomial q of degree d˜ ≤ d, where d˜ is the
dimension of the analytic set
σpF (T ) = {w ∈ ρe(T ); Hp(w − T,X) 6= {0}}
in 0. It is known that there is a lower polynomial estimate of the same
degree for the growth of these dimensions. We improve a result of Eschmeier
describing the leading coefficient of this polynomial by dropping a smoothness
assumption for the set σpF (T ).
1.1 Basics from sheaf theory
We begin with the introduction of some basic notations.
Definition 1.1.
Let D ⊂ Cd be an open subset and let X be a Banach space. The sheaf OXD
of holomorphic functions on D with values in X is given by
OXD =
⋃
w∈D
OXw ,
where
OXw = {(f,Df )w; Df ∈ U(w) open and f ∈ O(Df , X)}
is a stalk of this sheaf for any w ∈ D. Here (f,Df )w denotes the equivalence
class of a holomorphic function f : Df → X with respect to the equivalence
9
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relation given by
(f,Df )w ∼ (g,Dg)w ⇔ ∃U ∈ U(w) such that U ⊂ Df ∩Dg with f |U ≡ g|U .
If X = C, we use the abbreviations OD = OCD and Ow = OCw for all w ∈ D.
There is a natural topology on the section spaces of a coherent OD-sheaf.
The following remark will show that this topology is a nuclear Fréchet space
topology, which is an important basic fact for us.
Remark 1.2.
Let F be a coherent OD-sheaf on an open set D ⊂ Cd.
(i) Due to [Kul70, Satz 35.8] and its proof, there is a basis B of the topology
on D such that F(U) is a nuclear Fréchet space for all U ∈ B and such
that the restriction maps rU,V : F(U) → F(V ) are continuous for all
U, V ∈ B with V ⊂ U . Let (Un)n∈N be an open cover of D with Un ∈ B
for all n ∈ N. Then
0 −→ F(D) α↪−→
∏
n∈N
F(Un) β−→
∏
(n,m)∈N2
Un∩Um 6=∅
F(Un ∩ Um)
with α(ϕ) = (rD,Un(ϕ))n∈N and
β((ϕn)n∈N) = (rUn,Un∩Um(ϕn)− rUm,Un∩Um(ϕm))(n,m)∈N2 ,
defines an exact sequence of vector spaces. The map β is a continuous
linear map between Fréchet spaces. Hence the identification
F(D) ∼= Ker(β)
turns F(D) into a nuclear Fréchet space. One can show that the topol-
ogy on F(D) is independent of all choices.
(ii) In the same way all section spaces F(U) (U ⊂ D open) become nuclear
Fréchet spaces, and one can show that all restriction mappings
rU,V : F(U)→ F(V ) (V ⊂ U ⊂ D open)
and all multiplication operators
F(U) Mg−→ F(U) (U ⊂ D open, g ∈ O(U))
are continuous. Furthermore, for each morphism α : F → G between
coherent OD-sheaves, the induced maps F(U) α−→ G(U) (U ⊂ D open)
between section spaces are continuous.
10
1.1 Basics from sheaf theory
Definition 1.3.
Let X be a Banach space and F be a coherent OD-sheaf on an open set
D ⊂ Cd. The tensor product F ⊗X is the sheaf given by the presheaf
(F(U)⊗X, rXU,V ),
where
rXU,V = rU,V ⊗ id : F(U)⊗X → F(V )⊗X (V ⊂ U ⊂ D open)
are the canonical restriction maps. Here ⊗ denotes the completed pi-tensor
product, which coincides with the -tensor product in this situation, since
F(D) is nuclear according to Remark 1.2. If α : F → G is a morphism
between coherent OD-sheaves, then the maps
F(U)⊗X α⊗id−→ G(U)⊗X (U ⊂ D open)
define morphisms between the presheaves defining FX and GX . We denote
by αX : FX → GX the induced morphism between tensorized sheaves.
Remark 1.4.
Let D ⊂ Cd be an open set and p ∈ N∗. For all U ⊂ D open, the map
O(U,Cp)→ OCpD (U), f 7→ (U → OC
p
D , z 7→ (f, U)z)
is an isomorphism of complex vector spaces. If we provide the section spaces
of OCpD with their canonical topology introduced in Remark 1.2, this map
becomes a homeomorphism. Since, in addition, O(U,X) ∼= O(U) ⊗ X for
every Banach space X, this identification leads to the abbreviatory notation
FX for the tensor product F ⊗X of an arbitrary OD-sheaf F and a Banach
space X in the sense of Definition 1.3.
We need some basic techniques from sheaf theory to prove well known iden-
tifications of the sheaves we are dealing with.
Lemma 1.5.
Let D ⊂ Cd open and let G α−→ F β−→ H be an exact sequence of coherent
OD-sheaves and let X be a Banach space. Then GXz
αXz−→ FXz
βXz−→ HXz is an
exact sequence of stalks of the tensorized spaces for all z ∈ D.
Proof. Recall that kernels and images of sheaf homomorphisms between co-
herent sheaves as well as quotients of coherent sheaves remain coherent
11
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sheaves. Note that the two vertical lines and the diagonal in the commu-
tative diagram
0
0
Ker α
G
Im α
0
	
F
	
0
F/Ker β
H
H/Im βˆ
0
0
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
..
.......................................
...
.......................................
...
i
.......................................
...
α
.......................................
...
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
.....
....
..
i
........................................................................
.α ..
......
......
......
......
......
......
......
......
......
......
.......
..
q
........................................................................
.
β
.......................................
...
.......................................
...
βˆ
.......................................
...
q
.......................................
...
......
......
......
......
......
......
......
......
......
......
.........
..
form short exact sequences of coherent sheaves. Let U ⊂ D be a Stein
open subset. Restrictions of coherent sheaves remain coherent [Kul70, Satz
27.7]. Hence the restrictions of all sheaves in the above diagram to U are
acyclic [Kul70, Satz 35.3]. According to [Kul70, Satz 18.3 and Satz 18.4]
the exactness of a short exact sequence of acyclic sheaves is preserved when
passing to the induced sequence of section spaces over U . But then diagram
chasing yields the exactness of the sequence
G(U) α−→ F(U) β−→ H(U)
of nuclear Fréchet spaces. Hence the tensorized sequence
G(U)⊗X α⊗id−→ F(U)⊗X β⊗id−→ H(U)⊗X
remains exact [EP96, Theorem A1.6]. Since the Stein open subsets of D form
a neighbourhood base of every point z ∈ D, the induced sequence of sheaves
GX αX−→ FX βX−→ HX
remains exact. Obviously this exactness is inherited by the induced sequences
of stalks
GXz
αXz−→ FXz
βXz−→ HXz .
for all z ∈ D.
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One can show that the presheaf used to define the tensorized sheaves satisfies
the sheaf axioms, or equivalently, that the canonical maps
F(U)⊗X → FX(U)
are isomorphisms for all U ⊂ D open (see for instance [Bre97, Chapter I.1]).
Lemma 1.6.
Let F be a coherent OD-sheaf on an open set D ⊂ Cd and let X be a Banach
space. The presheaf defined in Definition 1.3 satisfies the sheaf axioms. In
particular the canonical maps
F(U)⊗X → FX(U), ϕ 7→ (U → FX , z 7→ (ϕ,U)z)
are isomorphisms of O(U)-modules for all open sets U ⊂ D.
Proof. Let U =
⋃
i∈I
Ui be an open cover of an open subset U ⊂ D. Consider
the exact sequence
0 −→ F(U) α↪−→
∏
i∈I
F(Ui) β−→
∏
(i,j)∈I2
F(Ui ∩ Uj)
of Fréchet spaces, where α(ϕ) = (rU,Ui(ϕ))i∈I and
β((ϕi)i∈I) = (rUi,Ui∩Uj(ϕi)− rUj ,Ui∩Uj(ϕj))(i,j)∈I2 .
By [EP96, Theorem A1.6] this sequence remains exact when forming the
tensor product with the identity operator onX. Since for arbitrary Hausdorff
locally convex spaces (Eα)α∈A, F the unique continuous linear map
ρ :
(∏
α∈A
Eα
)
⊗˜piF →
∏
α∈A
(Eα⊗˜piF )
with ρ((xα)α∈A ⊗ y) = (xα ⊗ y)α∈A for all (xα)α∈A ∈
∏
α∈A
Eα, y ∈ F is a
topological isomorphism (see [Köt82, §41.6(5)]), also the sequence
0 −→ F(U)⊗X α
X
↪−→
∏
i∈I
F(Ui)⊗X β
X−→
∏
(i,j)∈I2
F(Ui ∩ Uj)⊗X
remains exact, where αX(ϕ) = (rXU,Ui(ϕ))i∈I and
βX((ϕi)i∈I) = (rXUi,Ui∩Uj(ϕi)− rXUj ,Ui∩Uj(ϕj))(i,j)∈I2 .
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The exactness of the last sequence means precisely that the presheaf defining
the tensor sheaf FX = F ⊗X satisfies the sheaf axioms [Bre97, Chapter I.1].
In particular the canonical maps
F(U)⊗X → FX(U), ϕ 7→ (U → FX , z 7→ (ϕ,U)z)
are isomorphisms of O(U)-modules for all open sets U ⊂ D.
For an O0-module E and ν ∈ Nd, we denote by
(zν)E =
d∑
j=1
z
νj
j E
the submodule of E generated by zν = (zν11 , . . . , z
νd
d ). For k ∈ N, let (zk)E
denote (zν)E with νj = k for j = 1, . . . , d. Furthermore, let Λp(E) denote
the homogeneous elements of degree p in the alternating algebra of the free
O0-module Od0.
In the following proposition we gather some canonical identifications that we
shall use in the sequel.
Proposition 1.7.
Let X be a Banach space.
(i) There is a natural identification (Od)X ∼= (OX)d of sheaves of O-
modules.
(ii) For ν ∈ Nd, let
zν : Od → O
denote the sheaf homomorphism induced by the presheaf mappings
O(U)d → O(U), (f1, . . . , fd) 7→
d∑
i=1
zνii fi (U ⊂ Cd open).
Then there is a canonical identification of O0-modules
(O/zνOd)X0 ∼= OX0 /zν(OX)d0.
Proof. (i) The unique continuous linear maps
ρU : O(U)d ⊗X → (O(U)⊗X)d (U ⊂ Cd open)
with
ρU((fi)
d
i=1 ⊗ x) = (fi ⊗ x)di=1
14
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for (fi)di=1 ∈ O(U)d and x ∈ X are topological isomorphisms of O(U)-
modules that are compatible with restriction mappings. But then the
family (ρU)U induces an isomorphism
ρ : (Od)X → (OX)d
of the associated analytic sheaves.
(ii) Let ν ∈ Nd and let zν denote the sheaf homomorphism defined as above.
Then
0 −→ zνOd i↪−→ O q−→ O/zνOd −→ 0
is an exact sequence of coherent analytic sheaves. By Lemma 1.5 the
resulting sequence of stalks
0 −→ (zνOd)X0
iX0
↪−→ OX0
qX0−→ (O/zνOd)X0 −→ 0
remains exact for every Banach space X. Hence
(O/zνOd)X0 ∼= OX0 /Im iX0 .
Again by Lemma 1.5 the surjectivity of the sheaf homomorphism
Od zν−→ zνOd
implies the surjectivity of the induced mapping (Od)X0
(zν)X0−→ (zνOd)X0
between the stalks. Consider the following commutative diagramm
(Od)X0 (zνOd)X0
(OX)d0 OX0
	
...........................................................................
....
.
(zν)X0
.......................................
...
ρ ∼
.......................................
...
iX0
..........................................................................................
.
zν
,
where ρ is the map from part (i) and the lower horizontal map zν is
defined exactly as in the case X = C. Therefore we obtain
Im
(
(zνOd)X0
iX0−→ OX0
)
= zν(OX)d0
and hence the desired identification
(O/zνOd)X0 ∼= OX0 /Im iX0 = OX0 /zν(OX)d0.
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1.2 Growth estimates
In this section let T = (T1, . . . , Td) ∈ L(X)d be a commuting Fredholm tuple
on a Banach space X. The tuple T ∈ L(X)d induces a commuting tuple
z − T = (z1 − T1, . . . , zd − Td) of sheaf homomorphisms on OX . In the
following we use the standard notations from multivariable spectral theory,
e.g. let
K•(z − T,X) : 0 −→ Λ0X δ
0(z)−→ Λ1X −→ . . . −→ ΛdX −→ 0
denote the cochain Koszul complex induced by T , where ΛjX ∼= X(dj) denotes
the space of j-forms in d indeterminates s1, . . . , sd with coefficients in X and,
for j = 0, . . . , d, the coboundary operators act as
δj(z)
∑
|I|=j
xIsI =
d∑
i=1
∑
|I|=j
(zi − Ti)xIsi ∧ sI .
For j = 0, . . . , d, let Hj(z − T,X) = Ker δj(z)/Im δj−1(z) denote the coho-
mology groups of this complex. For more details see [EP96].
By [Esc07b, Corollary 1.3] there are vector space isomorphisms between the
cohomology groups
Hj(T ν , X) ∼= Hj(z − T,OX0 /(zν)OX0 ) (∗)
for all tuples ν = (ν1, . . . , νd) of positive integers and j = 0, . . . , d, where
T ν = (T ν11 , . . . , T
νd
d ) and z
ν is defined correspondingly.
Let D = ρe(T ) be the essential resolvent set of T . For j = 0, . . . , d, we use
the canonical identification ΛjOXD ∼= OΛjXD and write δj for the holomorphic
map
δj : D → L(ΛjX,Λj+1X), z 7→ δj(z).
Let δˆj be the induced sheaf homomorphisms
δˆj : OΛjXD → OΛ
j+1X
D .
These sheaf homomorphisms induce Oz-module homomorphisms
δˆjz :
(
OΛjXD
)
z
→
(
OΛj+1XD
)
z
between the stalks for all z ∈ D. Consider the analytically parametrized
complex of sheaves
M • : 0 −→ OΛ0XD δˆ
0−→ OΛ1XD δˆ
1−→ · · · δˆd−1−→ OΛdXD −→ 0.
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Since 0 ∈ ρe(T ) = D, Remark 9.4.6 in [EP96] yields an analytically para-
metrized complex
L• : 0 −→ L0 u
0(z)−→ L1 u
1(z)−→ · · · u
d−1(z)−→ Ld −→ 0 (z ∈ U)
of finite-dimensional vector spaces Lj (j = 0, . . . , d) on an open neighbour-
hood U ⊂ D of 0 and a morphism
h = (hj)j=0,...,d : OL•U →M •|U
such that hj ∈ O(U,L(Lj,ΛjX)) are analytic and induce isomorphisms
Hj(u•,OL•U ) h
j−→ Hj(z − T,OXU ) = Hj(z − T,OXD )|U
and
Hj(u•(z), L•)
hj(z)−→ Hj(z − T,X) (z ∈ U)
of sheaves and vector spaces, respectively, for j = 0, . . . , d. Let E• = OL•0 .
Then Lemma 2.1 in [Esc07b] yields isomorphisms
Hj(z − T,OX0 /(zν)OX0 ) ∼= Hj(u•, E•/(zν)E•) (∗∗)
for all tuples ν = (ν1, . . . , νd) of positive integers and j = 0, . . . , d. Define
Hj = Hj(z − T,OXD ).
Then Hj0 ∼= Hj(u•,OL•U )0 ∼= Hj(u•, E•) for j = 0, . . . , d as O0-modules.
Combining the isomorphisms in (∗) and (∗∗), we obtain the following descrip-
tion of the cohomology dimensions of the powers T k = (T k1 , . . . , T kd ) (k ≥ 1)
of the Fredholm tuple T ∈ L(X)d.
Proposition 1.8.
For k ≥ 1 and j = 0, . . . , d, we have
dimHj(T k, X) = dimHj(u•, E•/(zk)E•).
It follows from Lemma 9.4.7 in [EP96] that the sets
σjF (T ) = {w ∈ D; Hj(w − T,X) 6= {0}} ⊂ D (j = 0, . . . , d)
are analytic subsets of the essential resolvent set D = ρe(T ) of T . Since
coherence is a local property, and since locally we have isomorphisms
Hj|U ∼= Hj(u•,OL•U ) (j = 0, . . . , d)
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as explained above, the cohomology sheavesHj = Hj(z−T,OXD ) are coherent
and hence their supports
supp(Hj) = {z ∈ D; Hjz 6= {0z}} ⊂ D
are analytic subsets (see [GR84, Chapter 4.1.1]) for j = 0, . . . , d. In particu-
lar, the stalks Hj0 are finitely generated O0-modules for j = 0, . . . , d.
Lemma 1.9.
Let D = ρe(T ) be the essential resolvent set of the Fredholm tuple T ∈ L(X)d.
For j = 0, . . . , d, the inclusions supp(Hj) ⊂ σjF (T ) hold. If
Hp(T,X) 6= {0} = Hj(T,X)
for j = p + 1, . . . , d, then there is an open neighbourhood W ⊂ D of 0 such
that
supp(Hp) ∩W = σpF (T ) ∩W.
Proof. Fix j ∈ {0, . . . , d}. Let w ∈ D with Hj(w − T,X) = {0} and let
(f,Df )w ∈ Ker(δˆjw). By [EP96, Lemma 2.1.5] there is a neighbourhood
U ⊂ Df of w and a map g ∈ O(U,Λj−1X) such that f(z) = δj−1(z)g(z) for all
z ∈ U . Hence (f,Df )w = (δj−1g, U)w ∈ Im(δˆj−1w ) and we have w /∈ supp(Hj).
Conversely, suppose that Hp(T,X) 6= {0} = Hj(T,X) for j = p + 1, . . . , d.
By Lemma 2.1.3 in [EP96] there is an open neighbourhood W ⊂ D of 0 such
that Hj(w − T,X) = {0} for w ∈ W and j = p + 1, . . . , d. Let w ∈ W be a
point such that w /∈ supp(Hp) and let x ∈ Ker(δp(w)). By Lemma 2.1.5 in
[EP96], and the remark following it, there are an open neighbourhood U of w
and a holomorphic map f ∈ O(U,ΛpX) with f(w) = x and δp(z)f(z) = 0 for
z ∈ U . Hence (f, U)w ∈ Ker(δˆpw) = Im(δˆp−1w ). This implies the existence of a
neighbourhood Dg ⊂ U of w and a holomorphic function g ∈ O(Dg,Λp−1X)
with
(f, U)w = (δ
p−1g,Dg)w.
Thus x = f(w) = δp−1(w)g(w) ∈ Im(δp−1(w)) and we obtain that
Hp(w − T,X) = {0}.
For µ ≥ ν, the maps
Ej/(zµ)Ej → Ej/(zν)Ej, f + (zµ)Ej 7→ f + (zν)Ej (j = 0, . . . , d)
induce O0-module maps
piµ,ν : H
p(u•, E•/(zµ)E•)→ Hp(u•, E•/(zν)E•).
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In this way we obtain inverse systemsHp(u•, E•/(zµ)E•), piµ,ν) ofO0-modules
for p = 0, . . . , d.
As before, let T ∈ L(X)d be a commuting Fredholm tuple on a Banach space
X. From now on, we suppose in addition that p ∈ {0, . . . , d} is an integer
such that Hp(T,X) 6= {0} and Hj(T,X) = {0} for j = p+ 1, . . . , d.
Lemma 1.10.
For ν ∈ N, the connecting maps
piν+1,ν : H
p(u•, E•/(zν+1)E•)→ Hp(u•, E•/(zν)E•)
of the inverse limit lim←−
ν
Hp(u•, E•/(zν)E•) are onto.
Proof. Let ν ∈ N and define G = O/zν+1Od and H = O/zνOd with the
notations from Proposition 1.7. Since zν+1Od ⊂ zνOd, there is a canonical
epimorphism
ϕ : G → H
of coherent analytic sheaves. Since the diagram
GX HX
GX HX
	
.....................................................................................................
.
ϕX
.......................................
...
zi − Ti
.......................................
...
zi − Ti
.....................................................................................................
.
ϕX
commutes, ϕ induces a cochain map ϕX between the Koszul complexes
K•(z − T,GX0 ) and K•(z − T,HX0 ). Since
Hj(T,X) = 0
for j = p+ 1, . . . , d, an application of Lemma 1.9 shows
Hj(z − T,OX0 ) = 0
for j = p+ 1, . . . , d. Due to [Esc08a, Proposition 1.1] the induced map
ϕX : Hp(z − T,GX0 )→ Hp(z − T,HX0 )
is onto. Since the isomorphismOX0 /(zν)OX0 → HX0 ofO0-modules introduced
in Proposition 1.7 intertwines the Koszul complexes K•(z − T,OX0 /(zν)OX0 )
and K•(z − T,HX0 ), there are induced isomorphisms of cohomology
Hj(z − T,OX0 /(zν)OX0 ) ∼= Hj(z − T,HX0 )
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for j = 0, . . . , d. Let us denote by
piXν+1,ν : H
j(z − T,OX0 /(zν+1)OX0 )→ Hj(z − T,OX0 /(zν)OX0 )
the O0-module maps induced by the maps
OX0 /(zν+1)OX0 → OX0 /(zν)OX0 , (f, U)0 + (zν+1)OX0 7→ (f, U)0 + (zν)OX0 .
Then the following diagrams commute
Hj(z − T,OX0 /(zν+1)OX0 ) Hj(z − T,GX0 )
Hj(z − T,OX0 /(zν)OX0 ) Hj(z − T,HX0 )
	
.........................................................
.∼
.......................................
...
piXν+1,ν
.......................................
...
ϕX
.............................................................
.∼
for j = 0, . . . , d and hence the map
piXν+1,ν : H
p(z − T,OX0 /(zν+1)OX0 )→ Hp(z − T,OX0 /(zν)OX0 )
is onto. Using the isomorphisms explained in [Esc07b, Lemma 2.1], one
obtains the surjectivity of the corresponding map
piν+1,ν : H
p(u•, E•/(zν+1)E•)→ Hp(u•, E•/(zν)E•).
We are now in a position to give a first estimate for the dimension of
Hp(u•, E•/(zk)E•) ∼= Hp(T k, X).
Lemma 1.11.
Let m = (z1, . . . , zd) ⊂ O0 be the maximal ideal of the local ring O0. For all
k ≥ 1, we have
dimHp(u•, E•/(zk)E•) ≤ dimHp(u•, E•)/mdkHp(u•, E•).
Proof. By [Esc09, Theorem 1.2] (see also the beginning of Section 2 in
[Esc09]) there is an isomorphism
(qν)ν∈N : lim←−
ν
Hp(u•, E•)/(zν)Hp(u•, E•)→ lim←−
ν
Hp(u•, E•/(zν)E•)
of O0-modules (and hence of complex vector spaces). Obviously, the con-
necting maps
ρν+1,ν : H
p(u•, E•)/(zν+1)Hp(u•, E•) → Hp(u•, E•)/(zν)Hp(u•, E•),
x+ (zν+1)Hp(u•, E•) 7→ x+ (zν)Hp(u•, E•)
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of the inverse limit lim←−
ν
Hp(u•, E•)/(zν)Hp(u•, E•) are onto for all ν ∈ N.
The connecting maps piν+1,ν of the inverse limit lim←−
ν
Hp(u•, E•/(zν)E•) are
onto by Lemma 1.10 for all ν ∈ N. But then also the projections
ρk : lim←−
ν
Hp(u•, E•)/(zν)Hp(u•, E•)→ Hp(u•, E•)/(zk)Hp(u•, E•)
and
pik : lim←−
ν
Hp(u•, E•/(zν)E•)→ Hp(u•, E•/(zk)E•)
are surjective for all k ∈ N. In view of the following commutative diagram
lim←−
ν
Hp(u•, E•)/(zν)Hp(u•, E•) lim←−
ν
Hp(u•, E•/(zν)E•)
Hp(u•, E•)/(zk)Hp(u•, E•) Hp(u•, E•/(zk)E•)
	
...............................................................................
.
(qν)ν∈N
.............................
...
ρk
.............................
...
pik
......................................................................................................
.
qk
this implies that the maps qk are surjective and hence that
dimHp(u•, E•/(zk)E•) ≤ dimHp(u•, E•)/(zk)Hp(u•, E•)
for all k ∈ N. It is well known and elementary to check that
mdk =
∑
α∈Nd
|α|=dk
zαO0.
Hence mdk ⊂ (zk) = (zk1 , . . . , zkd) and the assertion follows by using the
surjectivity of the canonical maps
Hp(u•, E•)/mdkHp(u•, E•) → Hp(u•, E•)/(zk)Hp(u•, E•),
x+ mdkHp(u•, E•) 7→ x+ (zk)Hp(u•, E•).
To see that the dimensions in Lemma 1.11 grow at most like a polynomial in
k, we have to recall some notions from dimension theory.
Definition 1.12.
Let R be a unital commutative ring and let M be a finitely generated R-
module.
(i) The annihilator ideal of M in R is defined by
AnnRM = {r ∈ R; r ·m = 0 for all m ∈M} ⊂ R.
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(ii) The Krull dimension dimKrull(R) of R is the maximal length k of chains
of prime ideals
p0 ( p1 ( p2 ( . . . ( pk
in R.
(iii) The dimension of M is defined by
dimRM = dim
Krull(R/AnnRM).
(iv) Let R be a local ring with maximal ideal m. The Chevalley dimension
dimChev(R) of R is the least number of generators of an m-primary ideal
in R.
Furthermore we need the notion of analytic dimension from the theory of
complex spaces.
Definition 1.13.
Let (X,OX) be a complex space. The (analytic) dimension dimx(X,OX) of
X in x is the minimal number k such that there exist a neighbourhood U ⊂ X
of x and functions f1, . . . , fk ∈ O(U) such that
N(f1, . . . , fk) = {y ∈ U ; fi(y) = 0 for all i = 1, . . . , k} = {x}.
Let A be an analytic set in X. Consider the ideal sheaf
i(A) =
⋃
x∈X
{(f, U)x; U ∈ U(x), f ∈ O(U) and f |U∩A = 0} ⊂ OX .
Then i(A) is a coherent OX-sheaf with
supp(OX/i(A)) = A.
If we provide A with the restricted quotient sheaf OA = (OX/i(A)) |A, we
obtain a reduced complex space (A,OA) [GR84, Chapter 4]. The dimension
of A in x is then defined by
dimx(A) = dimx(A,OA) (x ∈ A).
Remark 1.14.
The dimension of an analytic set A ⊂ X is independent of the special choice
of the complex structure on A. More precisely, if I ⊂ OX is a coherent ideal
sheaf with
supp(OX/I ) = A,
then (A, (OX/I ) |A) is a complex space and
dimx(A) = dimx (A, (OX/I )|A) (x ∈ A)
[GR84, Chapter 1.2.1 and Chapter 5.1.3].
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Notice that the coherence of Hj as an OD-sheaf implies that AnnODHj ⊂ OD
is a coherent ideal sheaf [GR84, Annex 4.5]. We continue with a brief analysis
of the support of the quotient sheaf OD/AnnODHj and its analytic dimension
in 0.
Lemma 1.15.
Let D = ρe(T ) be the essential resolvent set of T and let j ∈ {0, . . . , d}.
(i) The set
supp
(OD/AnnODHj) = supp(Hj)
is an analytic subset of D.
(ii) If 0 ∈ supp(Hj), then we have
dimO0Hj0 = dim0(supp(Hj)).
Proof. Let j ∈ {0, . . . , d} be arbitrary.
(i) Obviously, we have
supp(OD/AnnODHj)
= {w ∈ D; Ow/AnnOwHjw 6= {0w}}
= {w ∈ D; Hjw 6= {0w}} = supp(Hj).
(ii) Let Aj = supp(Hj). By part (i) we have Aj = supp(OD/AnnODHj)
and hence dim0(σjF (T )) is equal to the dimension of the complex space
(Aj,OAj) in 0 with the sheaf OAj = (OD/AnnODHj) |Aj by Remark
1.14. Using the dimension formulas in [GR84, Chapter 5.1.2] and
[GP08, Theorem 5.6.2] we obtain that
dim0(A
j) = dim0(A
j,OAj)
= dimChev(OAj ,0)
= dimKrull(OAj ,0)
= dimKrull
(OD/AnnODHj)0
= dimKrull
(O0/AnnO0Hj0)
= dimO0Hj0
with the notions of Definition 1.12.
We need another well known result from commutative algebra, namely the
existence of a Hilbert polynomial describing the dimension of Hj0/mkHj0 for
sufficiently large k ∈ N.
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Lemma 1.16.
For j = 0, . . . , d, there is a polynomial qj of degree dj = dim0(σjF (T )) with
qj(k) = dimC
(Hj0/mkHj0)
for all sufficiently large k ∈ N.
Proof. Since Hj0 is a finitely generated O0-module and O0 is a local Noethe-
rian ring with maximal ideal m ([GP08, Lemma 1.4.3] and [GR84, Chapter
2.2.1]), Lemma 5.5.1 in [GP08] yields the existence of a polynomial qj of
degree dj ≤ d such that
qj(k) = dimC
(Hp0/mkHp0)
for all sufficiently large k ∈ N. For the degree dj of q, we have
dj = dimO0Hj0 = dim0(σjF (T )),
by use of [GP08, Corollary 5.6.6] and Lemma 1.15.
By combining these preparations we obtain the main result of this section.
Theorem 1.17.
Let T = (T1, . . . , Td) ∈ L(X)d be a commuting Fredholm tuple on a Banach
space X such that Hj(T,X) = {0} for j = p+ 1, . . . , d and Hp(T,X) 6= {0}.
Then there is a polynomial q of degree d˜ = dim0(σpF (T )) such that
dimHp(T k, X) ≤ q(k)
for all sufficiently large k ∈ N.
Proof. It follows from Lemma 1.9 that dim0(σpF (T )) = dim0(supp(Hp)). By
Proposition 1.8, Lemma 1.11 and Lemma 1.16, there is a polynomial q˜ of
dimension d˜ = dim0(σpF (T )) such that
dimHp(T k, X) = dimHp(u•, E•/(zk)E•)
≤ dimHp(z•, E•)/mdkHp(u•, E•)
= dimHp0/mdkHp0 = q˜(dk)
for sufficiently large k. Thus the assertion holds with q(k) = q˜(dk).
In [Esc08a, Theorem 2.4] a lower estimate with a polynomial q of the same
degree is obtained under the additional condition that 0 is a smooth point
of the analytic set σpF (T ).
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1.3 Inverse growth estimates
Again, let T = (T1, . . . , Td) ∈ L(X)d be a commuting Fredholm tuple on
a Banach space X such that Hj(T,X) = {0} for j = p + 1, . . . , d and
Hp(T,X) 6= {0}. As before we define D = ρe(T ). Then
0 ∈ A = σpF (T ) = {w ∈ D; Hp(w − T,X) 6= {0}}.
Furthermore let d˜ = dim0(A) be the dimension of the reduced complex space
(A,OA). As mentioned above, in [Esc08a, Theorem 2.4] a lower estimate for
dimHp(T,X) is given. Under the hypothesis that 0 is a regular point of A,
it is shown that dimHp(T k, X) grows at least like a polynomial q of degree
d˜. More precisely, it is shown that
d˜! lim inf
k→∞
dimHp(T k, X)
kd˜
≥ cA(T ),
where
cA(T ) = min
z∈V
dimHp(z − T,X) > 0
is the stabilized dimension of Hp(z − T,X) in an arbitrary connected open
neighbourhood V of 0 in A such that V ⊂ Cd is a submanifold (note that
the proof includes that cA(T ) is independent of the choice of V ). For the
case p = d, the corresponding estimate is already contained in [Faa08]. We
are going to generalize these results by dropping the assumption that 0 is a
smooth point of A.
Theorem 1.18.
Let T ∈ L(X)d be a commuting Fredholm tuple and let M be a connected
complex manifold of dimension d˜ with
M ⊂ σpF (T ) = {z ∈ ρe(T ); Hp(z − T,X) 6= {0}}.
Let w ∈M be a point such that
{0} = Hp+1(w − T,X) = . . . = Hd(w − T,X).
Define
cM(T ) = min
z∈M
dimHp(z − T,X).
Then
d˜! lim inf
k→∞
dimHp((w − T )k, X)
kd˜
≥ cM(T ) > 0.
To improve the readability we split the proof into two parts.
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Proof (Part 1.) Since M ⊂ σpF (T ) it is clear that cM(T ) > 0. By assumption
M is a complex manifold of dimension d˜. Hence there is a connected open
neighbourhood M ⊂ M of w and a biholomorphic map ϕ : M → N onto a
suitable connected open neighbourhood N ⊂ Cd˜ of 0 such that ϕ(w) = 0.
Let
S = {z ∈M; dimHp(z − T,X) > cM(T )}.
Corollary 9.4.7 in [EP96] (see also Remark 9.4.6 (a)) yields that the map
M→ N, z 7→ dimHp(z − T,X)
is upper semicontinuous and that S ⊂ M is a proper analytic, and hence
nowhere dense, subset. Using the biholomorphic map ϕ, we obtain
cM(T ) = min
z∈M
dimHp(z − T,X) = min
z∈N
dimHp(ϕ−1(z)− T,X).
Similar to the first part of Section 1.2 consider the analytically parametrized
complex
K•(ϕ−1 − T,OXN ) : 0 −→ OΛ
0X
N
ϕ−1−T−→ · · · ϕ−1−T−→ OΛdXN −→ 0.
After shrinking M and N if necessary, Remark 9.4.6 in [EP96] yields an
analytically parametrized complex
L• : 0 −→ L0 u
0(z)−→ L1 u
1(z)−→ · · · u
d−1(z)−→ Ld −→ 0 (z ∈ N)
with dimLj <∞ for j = 0, . . . , d and a morphism
h = (hj)j=0,...,d : OL•N → K•(ϕ−1 − T,OXN )
such that hj ∈ O(N,L(Lj,ΛjX)) are analytic and induce isomorphisms
Hj(u•,OL•N ) h
j−→ Hj(ϕ−1 − T,OXN )
and
Hj(u•(z), L•)
hj(z)−→ Hj(ϕ−1(z)− T,X) (z ∈ N)
of sheaves and vector spaces, respectively, for j = 0, . . . , d. Let E• = OL•N,0
and Hj = Hj(ϕ−1 − T,OXN ) for j = 0, . . . , d. By construction E• is quasi-
isomorphic to K•(ϕ−1 − T,OXN,0) and Hj0 ∼= Hj(u•, E•) as O0-modules, for
j = 0, . . . , d.
For the sake of clarity, we suspend the proof at this point and outsource the
next steps.
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We denote the maximal ideal in ON,0 by mN,0 and follow the arguments in
[Esc08a] to obtain a version of [Esc07b, Theorem 2.2].
Theorem 1.19.
For j = 0, . . . , d, we have
lim
k→∞
dimHj(u•, E•)/mkN,0H
j(u•, E•)
kd˜
= lim
k→∞
dimHj(u•, E•/mkN,0E
•)
kd˜
.
Proof. To simplify the notations we write m for mN,0 and omit the maps u•
when possible. For j = 0, . . . , d and k ∈ N, let
cj,k = dimH
j(E•)/mkHj(E•) and bj,k = dimHj(E•/mkE•).
Since the spaces Hj(u•, E•) are finitely generated modules over the local
Noetherian ring ON,0, the limit formula of Samuel ([Nor68, Theorem 7.13])
implies that the limit lim
k→∞
cjk
kd˜
exists and calculates, up to the factor d˜!, the
Samuel multiplicity of the module Hj(u•, E•). Hence we have to show that
cj,k − bj,k
kd˜
k→∞−→ 0
for j = 0, . . . , d. Using the short exact sequences
0 −→ mkE• −→ E• −→ E•/mkE• −→ 0
of complexes for k ∈ N, we obtain long exact sequences
0 −→ H0(mkE•) i0,k−→ H0(E•) q0,k−→ H0(E•/mkE•)
δ1,k−→ H1(mkE•) i1,k−→ H1(E•) q1,k−→ H1(E•/mkE•)
δ2,k−→ . . .
δd,k−→ Hd(mkE•) id,k−→ Hd(E•) qd,k−→ Hd(E•/mkE•) −→ 0
of the corresponding cohomology spaces. Let us define
Zj = Ker(uj) ⊂ Ej and Bj = Im(uj−1) ⊂ Ej
for j = 0, . . . , d. By use of the exactness of the long sequence above we obtain
Im(ij,k) = Ker(qj,k) = (Zj ∩ (Bj + mkEj))/Bj = (Bj + (mkEj ∩ Zj))/Bj
as well as
Ker(ij,k) = (mkEj ∩ Bj)/mkBj.
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Using the inclusions
mkHj(E•)=mk(Zj/Bj)⊂(Bj+(mkEj∩Zj))/Bj = Im(ij,k)⊂Zj/Bj =Hj(E•)
and the above exact cohomology sequence, we obtain that
cj,k = dimH
j(E•)/Im(ij,k) + dim Im(ij,k)/mkHj(E•)
= dimHj(E•)/Ker(qj,k) + dim Im(ij,k)/mkHj(E•)
= dim Im(qj,k) + dim Im(ij,k)/mkHj(E•)
= dimKer(δj+1,k) + dim Im(ij,k)/mkHj(E•)
= dimHj(E•/mkE•)− dim Im(δj+1,k) + dim Im(ij,k)/mkHj(E•)
= bj,k − dimKer(ij+1,k) + dim Im(ij,k)/mkHj(E•).
We consider the last two summands separately. Note first that there are
canonical short exact sequences
0 −→ Bj/mkEj ∩ Bj −→ Ej/mkEj −→ (Ej/Bj)/mk(Ej/Bj) −→ 0.
Since the Samuel-multiplicity of finitely generated modules over local Noethe-
rian rings is additive with respect to short exact sequences [GP08, Remark
5.5.3] (in this case c(Ej) = c(Bj) + c(Ej/Bj), where c(M) is the Samuel-
multiplicity of a module M), we obtain
lim
k→∞
dimBj/mkEj ∩ Bj
kd˜
= lim
k→∞
dimEj/mkEj
kd˜
− lim
k→∞
dim(Ej/Bj)/mk(Ej/Bj)
kd˜
= c(Ej)− c(Ej/Bj) = c(Bj) = lim
k→∞
dimBj/mkBj
kd˜
.
This equality yields
lim
k→∞
dimKer(ij,k)
kd˜
= lim
k→∞
dim(mkEj ∩ Bj)/mkBj
kd˜
= lim
k→∞
dimBj/mkBj
kd˜
− lim
k→∞
dimBj/mkEj ∩ Bj
kd˜
= 0.
Hence the first term is uncritical. We will show that the second term behaves
in the same way. Using the above description of Im(ij,k) one easily sees that
there are canonical short exact sequences
0 −→ Bj/mkEj ∩ Bj −→ Zj/mkEj ∩ Zj −→ Hj(E•)/Im(ij,k) −→ 0.
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Replacing Bj by Zj in the arguments given above, one can show that
lim
k→∞
dimZj/mkEj ∩ Zj
kd˜
= c(Zj).
Hence the first two terms in the last short exact sequences can be used to
calculate the Samuel-multiplicities of Bj and Zj, respectively. The additivity
of the Samuel-multiplicity for short exact sequences gives
lim
k→∞
dimHj(E•)/Im(ij,k)
kd˜
= lim
k→∞
dimZj/mkEj ∩ Zj
kd˜
− lim
k→∞
dimBj/mkEj ∩ Bj
kd˜
= c(Zj)− c(Bj) = c(Zj/Bj) = c(Hj(E•))
= lim
k→∞
dimHj(E•)/mkHj(E•)
kd˜
.
The last equality yields
lim
k→∞
dim Im(ij,k)/mkHj(E•)
kd˜
= lim
k→∞
dimHj(E•)/mkHj(E•)
kd˜
− lim
k→∞
dimHj(E•)/Im(ij,k)
kd˜
= 0
and the proof is complete.
This theorem allows us to give another representation of cM(T ) which will
be needed later on for the desired estimates.
Lemma 1.20.
With the notations from above we have
cM(T ) = d˜! lim
k→∞
dimHp
(
ϕ−1 − T,OXN,0/mkN,0OXN,0
)
kd˜
.
Proof. We already know that cM(T ) = min
z∈N
dimHp(ϕ−1(z) − T,X). Using
[Esc08a, Lemma 1.2] we obtain that
min
z∈N
dimHp(ϕ−1(z)− T,X) = rk0(Hp),
where rk0(Hp) is the rank of the coherent sheaf Hp at z = 0. In [Esc07b,
Page 32] it is shown that rk0(Hp) is equal to the Samuel-multiplicity
c(Hp0) = d˜! lim
k→∞
dim
(Hp0/mkN,0Hp0)
kd˜
,
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of the finitely generated ON,0-module Hp0. Since Hp0 ∼= Hp(u•, E•) as ON,0-
modules, an appplication of Theorem 1.19 yields
cM(T ) = d˜! lim
k→∞
dim
(
Hp(u•, E•)/mkN,0H
p(u•, E•)
)
kd˜
= d˜! lim
k→∞
dimHp(u•, E•/mkN,0E
•)
kd˜
.
Since [Esc08a, Lemma 2.1] provides isomorphisms
Hp(u•, E•/mkN,0E
•) ∼= Hp(ϕ−1 − T,OXN,0/mkN,0OXN,0)
for k ∈ N, we obtain the desired result.
Note that the isomorphism of local rings
OM,w → ON,0, (f, U)w 7→ (f ◦ ϕ−1, ϕ(U))0
induces isomorphisms of cohomology
Hj
(
z − T,OXM,w/mkM,wOXM,w
)→ Hj (ϕ−1 − T,OXN,0/mkN,0OXN,0)
for j = 0, . . . , d and k ∈ N. Reproducing the proofs of [Esc08a, Lemma 2.2
and Lemma 2.3] we obtain the next step in our estimates. For the sake of
convenience, we indicate the proof of the next lemma.
Lemma 1.21.
With the notations from above we have
cM(T ) ≤ d˜! lim inf
k→∞
dimHp
(
z − T,OXCd,w/((w − z)k)OXCd,w
)
kd˜
.
Proof. Since, by hypothesis, Hj(w − T,X) = 0 for j = p + 1, . . . , d, Lemma
2.1.5 in [EP96], applied to the complex K•(ϕ−1(z)− T,X), yields that
Hj(z − T,OXM,w) = 0
for j = p + 1, . . . , d. Hence [Esc08a, Proposition 1.1] shows that, for each
epimorphism q : G → H of coherent OM -sheaves, the induced map
q : Hp(z − T,GXw )→ Hp(z − T,HXw )
is surjective, too. Our next aim is to use this result to show that
dimHp
(
z − T,OXM,w/mkM,wOXM,w
)
≤ dimHp (z − T,OXM,w/((w − z)k)OXM,w)
≤ dimHp (z − T,OXCd,w/((w − z)k)OXCd,w)
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for k ∈ N. Fix an arbitrary k ∈ N and define coherent sheaves by
G = OM/((w − z)k)OM ,
H = OM/((ϕα)|α|=k)OM .
Note that the maximal ideal mM,w ⊂ OM,w is generated by (the germs of)
the functions ϕ1, . . . , ϕd˜ and therefore m
k
M,w is generated by (ϕα)α∈Nd˜, |α|=k.
Furthermore (wi − zi)k ∈ mkM,w for i = 1, . . . , d. Hence the map
q : G → H, [(g)z] 7→ [(g)z]
is a well-defined epimorphism between coherent OM -sheaves and a first ap-
plication of the result stated above yields
dimHp(z − T,HXw ) ≤ dimHp(z − T,GXw ).
Exactly as in the proof of Proposition 1.7 (ii) one can show that
GXw ∼= OXM,w/((w − z)k)OXM,w and HXw ∼= OXM,w/mkM,wOXM,w
are isomorphic as OM,w-modules. Hence we obtain the first estimate.
To prove the second one, choose an open neighbourhood U of w in Cd with
M = M ∩ U . Since M ⊂ U is an analytic subset, the ideal sheaf i(M) is a
coherent OU -sheaf (see Definition 1.13 (ii)). Hence the sheaves
G = OU/((w − z)k)OU ,
H = (OU/i(M))/((w − z)k)(OU/i(M))
are coherent and the quotient map OU → OU/i(M) induces an epimorphism
q : G → H of coherent OU -sheaves. We infer that
dimHp(z − T,HXw ) ≤ dimHp(z − T,GXw )
due to [Esc08a, Proposition 1.1]. It remains to be shown that
GXw ∼= OXCd,w/((w − z)k)OXCd,w and HXw ∼= OXM,w/((w − z)k)OXM,w.
The first isomorphism follows as in Proposition 1.7 (ii). The second one
results from the following observations. For each a ∈ (OU/i(M))w, there is
an analytic function ga ∈ O(V ) on an open neighbourhood V of w in U such
that a = (ga)w + i(M)w, and the map
(OU/i(M))w → OM,w, a 7→ (ga|V ∩M)w
is a well-defined isomorphism of local rings. The assertion follows from
Lemma 1.20 and the subsequent remarks.
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Using these preparations, we can finish the proof of Theorem 1.18.
Proof (Part 2.) As an application of [Esc07b, Corollary 1.3] we obtain the
isomorphisms
Hp((w − T )k, X) ∼= Hp (z − T,OXCd,w/((w − z)k)OXCd,w) .
Using Lemma 1.21 we infer that
cM(T ) ≤ d˜! lim inf
k→∞
dimHp
(
z − T,OXCd,w/((w − z)k)OXCd,w
)
kd˜
= d˜! lim inf
k→∞
dimHp((w − T )k, X)
kd˜
.
Our final aim in this section is to extend Theorem 1.18 to the case of non-
smooth points in σpF (T ). The idea is to apply Theorem 1.18 to smooth points
in suitably chosen irreducible components of the analytic set σpF (T ). Accord-
ing to Theorem 9.2.2 in [GR84] there is a unique decomposition {Bi; i ∈ I}
of A into irreducible components, i.e., A =
⋃
i∈I
Bi is the union of irreducible
analytic subsets Bi ⊂ A such that (Bi)i∈I is a locally finite cover of A and
Bi * Bj for i, j ∈ I with i 6= j. Since 0 ∈ A, there exist a neighbourhood U
of 0 in A and i1, . . . , in ∈ I such that
U =
n⋃
ν=1
(U ∩Biν )
and
U ∩Bi = ∅ (i ∈ I \ {i1, . . . , in}).
By shrinking the neighbourhood U if necessary, we can achieve that 0 ∈ Biν
for ν = 1, . . . , n. Since U ∩Biν ⊂ U are analytic subsets for ν = 1, . . . , n, the
union formula [GR84, Chapter 5.3.1] yields
dim0(A) = dim0(U) = max
ν=1,...,n
dim0 (U ∩Biν ) = max
ν=1,...,n
dim0 (Biν ) .
Hence there is at least one irreducible analytic subset B ⊂ A such that
d˜ = dim0(A) = dim0(B).
The irreducibility of B ensures its pure dimensionality [GR84, Proposition
9.1.3], i.e.,
d˜ = dimp(B) (p ∈ B).
32
1.3 Inverse growth estimates
Let S(B) be the set of singular points of B. Then S(B) is a nowhere dense
analytic subset of B [GR84, Chapter 6.2.2] and B \ S(B) is a connected
complex manifold [GR84, Theorem 9.1.2] of dimension d˜. For k ∈ N, define
ck = min
z∈B
dimHp((z − T )k, X)
and
Sk = {z ∈ B \ S(B); dimHp((z − T )k, X) > ck}.
Since the maps
D → N, z 7→ dimHp((z − T )k, X)
are upper semicontinuous [EP96, Remark 9.4.6] and since S(B) ⊂ B is a
nowhere dense set, we have
ck = min
z∈B\S(B)
dimHp((z − T )k, X)
for all k ∈ N. Corollary 9.4.7 in [EP96] (see also Remark 9.4.6) yields that
the sets Sk are proper analytic subsets of B \ S(B) for all k ∈ N. By [FG02,
Proposition IV.1.6] Sk ⊂ B \ S(B) is nowhere dense or, equivalently, has no
interior points in B \ S(B) for k ∈ N. Hence Sck ⊂ B \ S(B) is open and
dense (where Sck is the complement of Sk in B \S(B)). B \S(B) is a complex
manifold, and therefore a Baire space as a locally compact Hausdorff space
[Kel75, Theorem 5.17 and Theorem 6.34]. Consequently
⋂
k∈N
Sck is dense and
S˜ =
⋃
k∈N
Sk has no interior points in B \ S(B). Thus we obtain
ck = min
z∈B\S(B)
dimHp((z − T )k, X) = min
z∈V
dimHp((z − T )k, X)
for all k ∈ N and an arbitrary non-empty open subset V ⊂ B. By Lemma
2.1.3 in [EP96] there is an open neighbourhood W ⊂ Cd such that
Hj(z − T,X) = {0}
for j = p+ 1, . . . , d and z ∈ W .
Let S = S(B) ∪ S˜ and fix w ∈ (B \ S) ∩W . By construction we have
0 < dimHp((w − T )k, X) = ck ≤ dimHp(T k, X)
for all k ∈ N. Note that
c1 = min
z∈B\S(B)
dimHp(z − T,X).
Combining these preliminaries, we can present the main result of this section.
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Theorem 1.22.
Let T ∈ L(X)d be a commuting Fredholm tuple on a Banach space X such
that Hj(T,X) = {0} for j = p+ 1, . . . , d and Hp(T,X) 6= {0}. Let
d˜ = dim0(σ
p
F (T ))
and let B be an irreducible component of σpF (T ) with 0 ∈ B and maximal
dimension d˜. Define
cB(T ) = min
z∈B
dimHp(z − T,X)
Then the following estimate holds
d˜! lim inf
k→∞
dimHp(T k, X)
kd˜
≥ cB(T ) > 0.
Proof. Fix B as stated in the theorem. As seen in our preparations, the set
M = B \ S(B) is a connected complex manifold of dimension d˜. Choose w
as in the paragraph leading to the theorem. Using Theorem 1.18 we obtain
(note the definitions of ck (k ∈ N) and the choice of w above)
d˜! lim inf
k→∞
dimHp(T k, X)
kd˜
≥ d˜! lim inf
k→∞
ck
kd˜
= d˜! lim inf
k→∞
dimHp((w − T )k, X)
kd˜
≥ cM(T ) = cB(T ) > 0.
Obviously, this result generalizes Theorem 2.4 in [Esc08a] to the case that
0 ∈ σpF (T ) is a non-smooth point. In particular, we have the following
corollary.
Corollary 1.23.
Let T ∈ L(X)d be a commuting Fredholm tuple on a Banach space X such
that Hj(T,X) = {0} for j = p+ 1, . . . , d and Hp(T,X) 6= {0} and let
d˜ = dim0(σ
p
F (T )).
Then
d˜! lim inf
k→∞
dimHp(T k, X)
kd˜
≥ cA(T ),
where A = σpF (T ) and
cA(T ) = min
z∈A
dimHp(z − T,X).
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Chapter 2
On Arveson’s conjecture
In this chapter we study several aspects of (q-)essential normality. It is well
known that the Drury-Arveson space H(B) on the unit ball B = B1(0) ⊂ Cd
is (q-)essentially normal for q > d and that certain classes of homogeneous
submodules inherit this property. While Gleason, Richter and Sundberg
proved in [GRS05] that not every submodule is essentially normal, Arveson
conjectured that at least every homogeneous submodule should be of that
kind. Using an idea of Guo and Wang [GW08], Eschmeier developed a new
technique to check the (q-)essential normality of quotient modules of H(B)
[Esc11]. As it turns out, this concept is useful to cover results on (q-)essential
normality in a widespread class of Hilbert spaces. The first two paragraphs
present such generalizations to graded Hilbert spaces and suitable functional
Hilbert spaces. Afterwards we show that the essential normality of quotient
modules is equivalent for a wide range of graded Hilbert spaces or functional
Hilbert spaces, respectively, before we present some examples in the last
paragraph.
2.1 Graded tuples and (q-)essential normality
To formulate our results on (q-)essential normality we recall the notions of
graded Hilbert spaces and homogeneous subspaces. Throughout this chapter
H denotes a complex Hilbert space.
Lemma 2.1.
Let H = ©⊥∞n=0 Hn be a decomposition of H into pairwise orthogonal closed
linear subspaces and let M ⊂ H be a closed linear subspace. Then the fol-
lowing conditions are equivalent:
(i) M =
∞∨
n=0
M ∩Hn,
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(ii) PM = SOT-
∞∑
n=0
PM∩Hn,
(iii) PMHk = M ∩Hk for all k ∈ N,
(iv) PMPHk = PHkPM for all k ∈ N,
(v) PMHk ⊂ Hk for all k ∈ N,
(vi) PHkM ⊂M for all k ∈ N.
Proof. Define Mn = M ∩Hn for n ∈ N.
(i)⇒(ii): The subspaces Mn are pairwise orthogonal. Hence we have, for
x ∈ H and N ∈ N,
N∑
n=0
‖PMnx‖2 =
∥∥∥∥∥
N∑
n=0
PMnx
∥∥∥∥∥
2
=
∥∥∥∥∥
(
N∑
n=0
PMn
)
x
∥∥∥∥∥
2
≤ ‖x‖2
and thus the SOT-limes Q=SOT-
∞∑
n=0
PMn ∈ L(H) exists. SinceM=
∞∨
n=0
Mn,
we have M⊥ ⊂ Ker Q. Each x ∈ M has the form x =
∞∑
k=0
xk with xk ∈ Mk
for k ∈ N. Then
N∑
n=0
PMnx =
N∑
n=0
∞∑
k=0
PMnxk =
N∑
n=0
xn
N→∞−→ x
and we infer that Q = PM .
(ii)⇒(iii): Let k ∈ N and let x ∈ Hk. Then
PMx =
∞∑
n=0
PMnx = PMkx ∈M ∩Hk.
On the other hand, for x ∈M ∩Hk, we have x = PMx ∈ PMHk.
(iii)⇒(iv): Let x =
∞∑
n=0
xn ∈ H with xn ∈ Hn for all n ∈ N. Since by
hypothesis the equality PMHn = M ∩Hn holds for all n ∈ N, we have
PHkPMx = PHk
∞∑
n=0
PMxn = PHk
∞∑
n=0
PHnPMxn = PMxk = PMPHkx.
(iv)⇒(v): This implication obviously holds.
36
2.1 Graded tuples and (q-)essential normality
(v)⇒(i): Let x ∈M . Then there is a representation x =
∞∑
n=0
xn with xn ∈ Hn
for all n ∈ N. Hence
x = PMx =
∞∑
n=0
PMxn ∈
∞∨
n=0
M ∩Hn.
(i)⇒(vi): Let x =
∞∑
n=0
xn ∈M with xn ∈Mn for all n ∈ N. Then
PHkx =
∞∑
n=0
PHkxn = xk ∈Mk ⊂M
for all k ∈ N.
(vi)⇒(i): Let x =
∞∑
n=0
xn ∈M with xn ∈ Hn for all n ∈ N. Then
PHkx = xk ∈M ∩Hk = Mk
for all k ∈ N and
x = SOT-
∞∑
n=0
PHnx ∈
∞∨
n=0
Mn.
Definition 2.2.
Let H = ©⊥∞n=0 Hn be a decomposition of H into pairwise orthogonal closed
linear subspaces. A closed linear subspaceM ⊂ H is called homogeneous with
respect to this decomposition if one of the equivalent conditions of Lemma 2.1
is satisfied.
IfM ⊂ H is a homogeneous subspace as in the preceding definition, then also
M⊥ = H 	M ⊂ H is a homogeneous subspace by condition (v) of Lemma
2.1 and
M⊥ =
∞∨
n=0
M⊥ ∩Hn =©⊥∞n=0 Hn 	 (M ∩Hn).
In the following we consider graded tuples as defined in [Esc09]. For the sake
of completeness, we include the definition.
Definition 2.3.
A commuting tuple T = (T1, . . . , Td) ∈ L(H)d of bounded linear operators on
H is called graded if H = ©⊥∞n=0 Hn is the orthogonal sum of closed linear
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subspaces Hn ⊂ H such that dimH0 = D <∞ and
(i) TjHn ⊂ Hn+1 for all n ∈ N and j = 1, . . . , d,
(ii)
d∑
j=1
TjH ⊂ H is closed,
(iii)
∨
α∈Nd
TαH0 = H.
A tuple T ∈ L(H)N is said to have degree k ∈ Z (relative to the decompo-
sition H = ©⊥∞n=0 Hn) if TjHn ⊂ Hn+k for j = 1, . . . , N and every n ∈ N
(where Hn+k = {0} for n+ k < 0). Hence graded tuples are tuples of degree
1 by definition.
Remark 2.4.
Note that in the situation of the foregoing definition Hn =
∑
|α|=n
TαH0 is
finite dimensional for n ∈ N by [Esc09, Lemma 2.4]. To be more precise,
since ]{β ∈ Nd; |β| = n} = (n+d−1)!
n!(d−1)! , the estimate
dimHn ≤ D (n+ d− 1)!
n!(d− 1)!
holds for all n ∈ N. If (h0k)k=1,...,D is an orthogonal basis of H0 such that
(T βh0k)β∈Nd;k=1,...,D are again pairwise orthogonal non-zero vectors, then even
the identity
dimHn = D
(n+ d− 1)!
n!(d− 1)!
holds for every n ∈ N. Furthermore, the range of the row operator Hd T−→ H
is given by
d∑
j=1
TjH =©⊥∞n=1 Hn = H⊥0
by [Esc09, Lemma 2.4] and hence finite codimensional.
We give two examples of graded tuples of different kind.
Example 2.5.
(i) Let H = H(B), where
H(B) =
{
f =
∑
α∈Nd
fαz
α ∈ O(B); ‖f‖2 =
∑
α∈Nd
|fα|2 α!|α|! <∞
}
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is the Drury-Arveson space on the unit ball B = B1(0) ⊂ Cd. Then H
admits the orthogonal decomposition H =©⊥∞n=0 Hn, where Hn denotes
the space of all homogeneous polynomials of degree n. The multiplica-
tion tuple T = (Mz1 , . . . ,Mzd) ∈ L(H)d with the coordinate functions
satisfies TjHn ⊂ Hn+1 for j = 1, . . . , d and all n ∈ N. Since
H =
∨
α∈Nd
{zα} =
∨
α∈Nd
TαH0
and
d∑
i=1
TiT
∗
i = idH−PH0 by [Arv98, Lemma 2.8], the range of Hd T−→ H
has finite codimension and hence it is closed. Thus T is graded.
(ii) Let H = L2a(Ω) be the (unweighted) Bergman space on a bounded pseu-
doconvex domain Ω ⊂ Cd. By Theorem 8.1.1 and Corollary 8.1.2 in
[EP96], or Theorem 1.3 in [SSU89],
σ(Mz, L
2
a(Ω)) = Ω,
σe(Mz, L
2
a(Ω)) ⊂ ∂Ω
with equality in the second line if Ω = Int(Ω). For λ ∈ Ω,
dimHp(λ−Mz, L2a(Ω)) =
{
0 ; p 6= d
1 ; p = d
.
The condition Ω = Int(Ω) is satisfied, for instance, if Ω has a smooth
boundary.
Therefore, if 0 ∈ Ω and if the monomoials (zα)α∈Nd form an orthogonal
basis of L2a(Ω), then Mz ∈ L(L2a(Ω))d is a graded tuple with respect to
the decomposition L2a(Ω) = ©⊥∞n=0 Hn. As an application one obtains
that Mz ∈ L(L2a(Ω))d is a graded tuple of this type on every bounded
pseudoconvex Reinhardt domain Ω ⊂ Cd (see [CS85]). Typical examples
considered in the literature are the ellipsoidal domains
Ω =
{
z ∈ Cd;
d∑
i=1
|zi|2pi < 1
}
for 0 < p1, . . . , pd <∞ (see [CR81] or [CS85]).
As the following lemma shows, the grading is inherited by quotients of ho-
mogeneous invariant subspaces.
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Lemma 2.6.
Let T ∈ L(H)d be a commuting tuple that is graded with respect to the de-
composition H =©⊥∞n=0 Hn and let M ∈ Lat(T ) be a homogeneous invariant
subspace. Then the compression S = PM⊥T |M⊥ ∼= T/M is graded with respect
to the decomposition M⊥ =©⊥∞n=0 (M⊥ ∩Hn).
Proof. Let L = M⊥ and let Ln = M⊥ ∩Hn for n ∈ N. Then
dimLn ≤ dimHn <∞ for all n ∈ N.
By applying Lemma 2.1 to the homogeneous subspace L = M⊥, we find that
SjLn = PM⊥Tj(M
⊥ ∩Hn) ⊂ PM⊥Hn+1 = M⊥ ∩Hn+1 = Ln+1
for j = 1, . . . , d and all n ∈ N. Since
d∑
j=1
TjH is finite codimensional by
Remark 2.4 and since the map
H/
d∑
j=1
TjH → (H/M)/
(
d∑
j=1
(Tj/M)H/M
)
, [x] 7→ [[x]]
is onto, the space
d∑
j=1
SjL ⊂ L is finite codimensional and hence closed. With
the decomposition H0 = M0 ⊕ L0 we have
M⊥ = PM⊥H = PM⊥
∨
α∈Nd
TαH0
=
∨
α∈Nd
PM⊥T
α(M0 ⊕ L0)
=
∨
α∈Nd
PM⊥T
αL0 =
∨
α∈Nd
SαL0
and the assertion follows.
Let T ∈ L(H)d be a graded tuple and let M ∈ Lat(T ) be a closed invariant
subspace. We say M is generated by a tuple p = (p1, . . . , pr) ∈ C[z]r of
polynomials if M = Im δp(T ), where
δp(T ) : H
r → H, (hi)ri=1 7→
r∑
i=1
pi(T )hi.
Let (h0k)k=1,...,D be a basis of H0, then
M =
∨
{pi(T )Tαh0k; α ∈ Nd, i = 1, . . . , r, k = 1, . . . , D}.
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If p1, . . . , pr are homogeneous with deg(pi) = mi for i = 1, . . . , r, then
PHnpi(T )T
αh0k =
{
0 ; n 6= mi + |α|
pi(T )T
αh0k ; n = mi + |α|
for α ∈ Nd, i = 1, . . . , r and k = 1, . . . , D and hence PHnM ⊂ M for
n ∈ N. Thus M ∈ Lat(T ) is a (closed) homogeneous subspace of H and
S = PM⊥T |M⊥ is graded by the foregoing Lemma.
For every graded tuple T ∈ L(H)d there is a close relation between its inessen-
tial right spectrum σrf (T ) and the growth of the dimensions of the orthogonal
subspaces Hn of the Hilbert space H.
Remark 2.7.
Let T ∈ L(H)d be a graded tuple with respect to H =©⊥∞n=0 Hn and let
σrf (T ) =
{
λ ∈ Cd; 0 < dim
(
H/
d∑
i=1
(λi − Ti)H
)
<∞
}
denote the inessential right spectrum of T . Then H/
d∑
j=1
TjH ∼= H0 as seen
in Remark 2.4 and hence 0 ∈ σrf (T ). Corollary 2.5 in [Esc09] shows that
σrf (T ) is an analytic subset of the essential right resolvent set
ρre(T ) =
{
λ ∈ Cd; dim
(
H/
d∑
i=1
(λi − Ti)H
)
<∞
}
of T and that there is a polynomial rT ∈ Q[x] with deg(rT ) = dim0(σrf (T ))−1
such that
dim(Hn) = rT (n)
for all sufficiently large n ∈ N. Here dim0(σrf (T )) denotes the dimension of
the analytic set σrf (T ) in 0 (see Definition 1.13).
For any commuting tuple T ∈ L(H)d, the space H can be viewed as a
module over the ring of polynomials C[z] = C[z1, . . . , zd], with the module
action given by
ph = p(T )h = p(T1, . . . , Td)h
for p ∈ C[z] and h ∈ H. During the whole section we will use the language
of modules if it seems appropriate.
The main aim of this section is to find conditions under which a graded
Hilbert space or a quotient modulo a homogeneous invariant subspace is
(q-)essentially normal in the sense of the following definition.
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Definition 2.8.
Let T = (T1, . . . , Td) ∈ L(H)d be a commuting tuple. Then T is called (q-)
essentially normal if the cross-commutators [T ∗j , Ti] belong to K(H) (or to
the Schatten-q-class Lq(H), respectively) for i, j = 1, . . . , d. In this case
we also call the Hilbert module H (with the module structure induced by T )
(q-)essentially normal.
To check the (q-)essential normality of a graded tuple, we introduce the
number operator N on H, i.e., N is the (unbounded) self-adjoint operator
on H such that Nhn = nhn for all hn ∈ Hn and n ∈ N. Let g : N → C be
a function and write D(g) for the linear subspace D(g) ⊂ H of all elements
h =
∞∑
n=0
hn ∈ H (hn ∈ Hn) such that
∞∑
n=0
g(n)hn is an element of H again.
Then
g(N) : D(g)→ H, h 7→
∞∑
n=0
g(n)hn
defines a closed operator, whose dense domain contains at least the algebraic
direct sum
∞⊕
n=0
Hn.
Remark 2.9.
Let H = ©⊥∞n=0 Hn be a decomposition of H into pairwise orthogonal finite-
dimensional subspaces. Let T = (T1, . . . , Td) ∈ L(H)d be a commuting tuple
of degree 1 with
H =
∨
α∈Nd
TαH0.
Suppose further that there are a bounded function α : N→ C and a compact
operator K such that
d∑
i=1
TiT
∗
i = α(N) +K.
By definition T is graded if and only if the row operator Hd T−→ H has
closed range. It is well known that this is the case if and only if 0 is not in
the essential spectrum of the operator
TT ∗ =
d∑
i=1
TiT
∗
i
(see [Arv07, Remark 5.3]). Since
σe
(
d∑
i=1
TiT
∗
i
)
= σe(α(N) +K) = σe(α(N)),
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T is graded if and only if 0 /∈ σe(α(N)).
We want to present some neccessary and sufficient conditions for the essential
normality of a class of graded operator tuples. To prepare these results, we
need a technical observation.
Proposition 2.10.
Let K ∈ L(H) be an operator of degree 0 relative to H =©⊥∞n=0 Hn. Then K
is compact if and only if ‖K|Hn‖ n→∞−→ 0.
Proof. Let K be compact. Since idH = SOT-
∞∑
n=0
PHn , it follows that∥∥∥∥∥
N∑
n=0
PHnK
∗ −K∗
∥∥∥∥∥ N→∞−→ 0.
Hence
∥∥∥∥ N∑
n=0
KPHn −K
∥∥∥∥ N→∞−→ 0 and therefore
‖K|Hn‖ = ‖KPHn‖ n→∞−→ 0.
Conversely, suppose that ‖K|Hn‖ n→∞−→ 0. Then∥∥∥∥∥K −
N∑
n=0
KPHn
∥∥∥∥∥
2
= sup
(xn)∈BH
∥∥∥∥∥K
(
idH −
N∑
n=0
PHn
)
(xn)
∥∥∥∥∥
2
= sup
(xn)∈BH
∥∥∥∥∥
∞∑
n=N+1
Kxn
∥∥∥∥∥
2
≤ sup
(xn)∈BH
∞∑
n=N+1
‖K|Hn‖2‖xn‖2
≤ sup
n>N
‖K|Hn‖2 N→∞−→ 0,
where BH denotes the closed unit ball of H.
Lemma 2.11.
Let T ∈ L(H)d be a graded tuple on H = ©⊥∞n=0 Hn and suppose there are
bounded functions α, β : N → C and compact operators K, K˜ ∈ K(H) such
that
d∑
i=1
TiT
∗
i = α(N) +K and
d∑
i=1
T ∗i Ti = β(N) + K˜.
43
2. On Arveson’s conjecture
(i) Let T be essentially normal. Then α(n)− β(n) n→∞−→ 0.
(ii) If α(n) − β(n) n→∞−→ 0 and [T ∗j , Tj] ≥ 0 for j = 1, . . . , d, then T is
essentially normal.
(iii) If a = lim
n→∞
α(n) ∈ (0,∞) and b = lim
n→∞
β(n) ∈ (0,∞) exist, then T is
essentially normal, a = b and
σe(T ) ⊂ {z ∈ Cd; |z| =
√
a}.
Proof. (i) If T is essentially normal, then
d∑
i=1
[T ∗i , Ti] =
d∑
i=1
T ∗i Ti −
d∑
i=1
TiT
∗
i = β(N)− α(N) + K˜ −K
is compact. The foregoing proposition shows that α(n)− β(n) n→∞−→ 0.
(ii) Proposition 2.10 shows that the operator α(N) − β(N) is compact,
hence also
d∑
i=1
[T ∗i , Ti] is compact. It is well known (see e.g. Lemma 3.4
in [Wer08]) that the positivity of the commutators [T ∗j , Tj] then implies
their compactness. By the Fuglede-Putnam theorem T is essentially
normal.
(iii) Let pi : L(H) → C(H), S 7→ [S] denote the canonical projection onto
the Calkin algebra and let [T ] = ([T1], . . . , [Td]). Then the representa-
tions
d∑
i=1
(
Ti√
a
)(
Ti√
a
)∗
= idH +
(
K
a
+
(
α− a
a
)
(N)
)
,
d∑
i=1
(
Ti√
b
)∗(
Ti√
b
)
= idH +
(
K˜
b
+
(
β − b
b
)
(N)
)
show that the tuples
(
[T ]√
a
)∗
and [T ]√
b
are spherical isometries. Hence, for
any faithful representation of the Calkin algebra
ϕ : C(H)→ L(K),
the tuples
(
ϕ([T ])√
a
)∗
and ϕ([T ])√
b
are spherical isometries on K and thus
subnormal by [Ath90, Proposition 2]. But then ϕ([T ]) and ϕ([T ])∗, and
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in particular ϕ([Ti]) and ϕ([Ti])∗ are subnormal for i = 1, . . . , d and
hence normal by [RR71, Corollary 1]. Thus ϕ([T ]), and hence also [T ],
is normal and we have shown that T is essentially normal. Again by
Proposition 2 in [Ath90], we have
σ
(
ϕ([T ])√
a
)
⊂ ∂B,
σ
(
ϕ([T ])√
b
)
⊂ ∂B.
Hence a = b and σe(T ) ⊂ {z ∈ Cd; |z| =
√
a}.
Example 2.12.
(i) Let H = H(B) be the Drury-Arveson space as in the first part of Ex-
ample 2.5 and let T = (Mz1 , . . . ,Mzd) denote the tuple of multiplication
operators with the coordinate functions. Then
d∑
i=1
TiT
∗
i = idH − PH0 and
d∑
i=1
T ∗i Ti = (N + d)(N + 1)
−1
by Lemma 2.8 and Proposition 5.3 in [Arv98], respectively. It is well
known and also follows directly from part (iii) of Lemma 2.11 that T is
essentially normal.
(ii) Let H = L2a(Ω) be the unweighted Bergman space on the pseudoconvex
domain
Ω =
{
z ∈ Cd;
d∑
i=1
|zi|2pi < 1
}
for 0 < p1, . . . , pd < ∞ and let T = (Mz1 , . . . ,Mzd) ∈ L(H)d be the
multiplication tuple with the coordinate functions. Then Theorem 5.3
(and Remark 5.4) in [CS85] show that T is essentially normal.
Our strategy of proving q-essential normality results will be based on the
following elementary observation.
Proposition 2.13.
Let T ∈ L(H)d be a graded tuple and let N be the number operator on H.
Then (N + 1)−1 ∈ Lq(H) for every real number q > dim0(σrf (T )).
Proof. Let d˜ = dim0(σrf (T )). By Remark 2.7 there is a polynomial rT ∈ Q[x]
of degree d˜ − 1 such that dimHn = rT (n) for all sufficiently large n ∈ N.
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Choose a constant C > 0 such that rT (n) ≤ Cnd˜−1 for all n ≥ 1. Since
tr((N + 1)−q) =
∞∑
n=0
dim(Hn)
(n+1)q
and
dimHn
(n+ 1)q
=
rT (n)
(n+ 1)q
≤ C
nq−d˜+1
for sufficiently large n, the assertion follows.
Example 2.14.
Let H = H(B) the Drury-Arveson space as in the first part of Example 2.5
and let T = (Mz1 , . . . ,Mzd) ∈ L(H)d be the multiplication tuple with the
coordinate functions. In [Arv98, Proposition 5.3], Arveson observed that the
cross-commutators of T admit factorizations of the form
[T ∗j , Ti] = (N + 1)
−1(δij − TiT ∗j )
for i, j = 1, . . . , d. Since rT (n) = dimHn = (n+d−1)!n!(d−1)! is a polynomial function
in n of degree d − 1, it follows from Proposition 2.13 that (N + 1)−1, and
hence also T , is q-essentially normal for every q > d. A conjecture of Arveson
refined by Douglas says that the quotient S = PM⊥T |M⊥ ∼= T/M of T modulo
any invariant subspace
M = (p1, . . . , pr)
generated by finitely many homogeneous polynomials p1, . . . , pr should be q-
essentially normal for every q > dim0 Z(p), where
Z(p) = {z ∈ Cd; pi(z) = 0 for i = 1, . . . , r}
is the zero set of p = (p1, . . . , pr). Since pi(S) = 0 for i = 1, . . . , r, the
polynomial spectral mapping theorem for the Taylor spectrum (e.g. Theorem
2.5.10 in [EP96]) implies that
pi(σ(S)) = σ(pi(S)) = {0} for i = 1, . . . , r
and hence that σ(S) ⊂ Z(p). Since M ⊂ H is a homogeneous subspace,
the compression S = PM⊥T |M⊥ is a graded tuple by Lemma 2.6. By ap-
plying Proposition 2.13 to the graded tuple S, one sees that to prove the
Arveson-Douglas conjecture, it would be enough to show that also the cross-
commutators of S admit factorizations of the form
[S∗j , Si] ∈ (N + 1)−1L(M⊥)
for i, j = 1, . . . , d, where N is the number operator on M⊥.
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In the following we shall exhibit some cases of quotient modules of different
generality where the above strategy is successful. For S and T as in Example
2.14, we will make use of the decompositions
[S∗j , Si]⊕ 0M = PM⊥ [T ∗j , Ti]PM⊥ − [T ∗j , PM ][T ∗i , PM ]∗
for i, j = 1, . . . , d (see the proof of Theorem 2.3 in [Esc11]) and try to show
that the commutators [T ∗j , PM ] are compact to prove the essential normality
of S (if T is essentially normal the compactness of [T ∗j , PM ] is even equivalent
to the essential normality of S, see [Arv07, Proposition 4.2]). To obtain q-
essential normality, we try to find factorizations
[T ∗j , PM ] = PM⊥T
∗
j PM = (N + 1)
− 1
2Aj
with suitable bounded operators Aj ∈ L(H) for j = 1, . . . , d.
Theorem 2.15.
Let T ∈ L(H)d be a graded tuple and let M ∈ Lat(T ) be a homogeneous
subspace. For j = 1, . . . , d, the commutator [T ∗j , PM ] is compact if and only
if
‖PMnTjPM⊥T ∗j PMn‖ n→∞−→ 0.
If [T ∗j , PM ] is compact for j = 1, . . . , d and if additionally T is essentially
normal, then S is essentially normal.
Proof. Let L = M⊥ and Mn = M ∩ Hn, Ln = L ∩ Hn for n ∈ N. The
operator [T ∗j , PM ] is compact if and only if the operator
[T ∗j , PM ]
∗[T ∗j , PM ] = PMTjPM⊥T
∗
j PM ∈ L(H)
is compact. For x ∈Mn, we have
PMTjPM⊥T
∗
j PMx = PMTjPM⊥PHn−1T
∗
j x = PMTjPLn−1T
∗
j x
= PMPHnTjPLn−1T
∗
j x = PMnTjPLn−1T
∗
j x ∈Mn.
Hence PMTjPM⊥T ∗j PM is an operator of degree 0 and the assertion follows
from Proposition 2.10. The additional assertion is obvious due to the decom-
position
[S∗j , Si]⊕ 0M = PM⊥ [T ∗j , Ti]PM⊥ − [T ∗j , PM ][T ∗i , PM ]∗.
To present an application of the foregoing theorem we consider a tuple as in
Lemma 2.11. As we will need this structure again, we fix the notation in the
next definition.
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Definition 2.16.
Let T ∈ L(H)d be a graded tuple on H =©⊥∞n=0 Hn.
(i) T is of Σ-type if there are bounded functions α, β : N→ C such that
d∑
i=1
TiT
∗
i = α(N) and
d∑
i=1
T ∗i Ti = β(N).
(ii) T is of essential Σ-type if there are bounded functions α, β : N → C
and compact operators K, K˜ ∈ K(H) such that
d∑
i=1
TiT
∗
i = α(N) +K and
d∑
i=1
T ∗i Ti = β(N) + K˜.
As seen in Example 2.5 and Example 2.12, the tuple of multiplication op-
erators with the coordinate functions Mz ∈ L(H(B))d is a graded tuple of
Σ-type on the Drury-Arveson space H(B).
Theorem 2.17.
Let T ∈ L(H)d be of essential Σ-type and let M ∈ Lat(T ) be a homoge-
neous submodule with dim0(σrf (PM⊥T |M⊥)) ≤ 1. Then [T ∗j , PM ] ∈ K(H)
for every j = 1, . . . , d. In particular, if T is essentially normal, then also
S = PM⊥T |M⊥ is essentially normal.
Proof. Let L = M⊥ and S = PLT |L. For j = 1, . . . , d and n ∈ N, we have
‖PMnTjPM⊥T ∗j PMn‖
≤ tr(PMnTjPM⊥T ∗j PMn)
≤ tr
(
PMn
d∑
i=1
(TiT
∗
i − TiPMn−1T ∗i )PMn
)
= tr
(
PMn
(
d∑
i=1
TiT
∗
i
)
PMn
)
− tr
(
PMn−1
(
d∑
i=1
T ∗i Ti
)
PMn−1
)
.
Using PMn = PHn − PLn , tr(PHnAPLn) = tr(APLn) and
tr(PLnAPMn) = tr(APMnPLn) = 0
for all n ∈ N and every bounded operator A ∈ L(H), we can rewrite the last
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difference as
tr
[
PHn
(
d∑
i=1
TiT
∗
i
)
PHn − PHn−1
(
d∑
i=1
T ∗i Ti
)
PHn−1
−
(
d∑
i=1
TiT
∗
i
)
PLn +
(
d∑
i=1
T ∗i Ti
)
PLn−1
]
.
Repeating these arguments with H and Hn instead of M and Mn we have
0 = tr
(
d∑
i=1
PHnTiPH⊥T
∗
i PHn
)
= tr
[
PHn
(
d∑
i=1
TiT
∗
i
)
PHn − PHn−1
(
d∑
i=1
T ∗i Ti
)
PHn−1
]
(†)
= α(n) dimHn + tr(KPHn)− β(n− 1) dimHn−1 − tr(K˜PHn−1),
with α, β,K, K˜ as in Definition 2.16. The second equality of (†) yields that
‖PMnTjPM⊥T ∗j PMn‖ ≤ tr
[
−
(
d∑
i=1
TiT
∗
i
)
PLn +
(
d∑
i=1
T ∗i Ti
)
PLn−1
]
.
We use Definition 2.16, and replace α(n) using the last equality in (†), to
infer that
‖PMnTjPM⊥T ∗j PMn‖
≤ β(n− 1) dimLn−1 − α(n) dimLn + tr(K˜PLn−1 −KPLn)
= β(n− 1)
(
dimLn−1 − dimHn−1
dimHn
dimLn
)
+tr(K˜PLn−1)−
dimLn
dimHn
tr(K˜PHn−1)− tr(KPLn) +
dimLn
dimHn
tr(KPHn).
By Remark 2.7 there are polynomials rT , rS ∈ Q[x] with deg(rS) ≤ 0 and
deg(rT ) = dim0(σrf (T ))− 1 such that
dimHn = rT (n) and dimLn = rS(n) ≡ c
for some constant c ≥ 0 and all n ≥ n0 with a suitable n0 ∈ N. Let
∆rT (x) = rT (x+ 1)− rT (x) for x ∈ R. Then we obtain for n > n0
‖PMnTjPM⊥T ∗j PMn‖ ≤
∣∣∣∣β(n− 1)c∆rT (n− 1)rT (n)
∣∣∣∣+ c‖K˜|Hn−1‖
+c‖K˜|Hn−1‖
rT (n− 1)
rT (n)
+ c‖K|Hn‖+ c‖K|Hn‖,
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where the right side converges to 0 as n → ∞ by Proposition 2.10 and the
observation that ∆rT is a polynomial of degree deg(∆rT ) = deg(rT ) − 1
(polynomials of negative degree should be read as 0). Now the assertion
follows from Theorem 2.15.
The foregoing theorem generalizes a result of Douglas and Sarkar [DS11,
Theorem 5.3], where H is supposed to be a Hilbert module completion of
C[z]⊗ Cr and α(N) = β(N) = idH .
Let T ∈ L(H)2 be a graded pair. By Remark 2.7 there is a polynomial
rT (x) = aTx+bT ∈ Q[x] of degree dim0(σrf (T )−1) such that dimHn = rT (n)
for sufficiently large n. By Corollary 3.6 in [Esc08b] (see also the section
leading to Corollary 2.5 in [Esc09]), the coefficient aT is the stabilized range
codimension of T at 0, that is, for each connected open neighbourhood U of
0 in ρre(T ), there is a proper analytic set S ⊂ U such that
aT = min
w∈U
dim
(
H/
2∑
i=1
(wi − Ti)H
)
= dim
(
H/
2∑
i=1
(zi − Ti)H
)
for z ∈ U \ S.
Theorem 2.18.
Let T = (T1, T2) ∈ L(H)2 be a graded pair and let S = PM⊥T |M⊥ ∼= T/M be
the quotient of T modulo a homogeneous space M ∈ Lat(T ).
(i) If T is of Σ-type, then [T ∗j , PM ] is compact for j = 1, 2.
(ii) If T is of essential Σ-type and if the stabilized range codimensions of T
and S coincide, then [T ∗j , PM ] is compact for j = 1, 2.
In particular, if in any of these two cases T is essentially normal, then also
S is essentially normal.
Proof. We may suppose that rT 6= 0, since otherwise H is finite dimensional.
(i) The proof of Theorem 2.17 (with K = 0 = K˜) shows that
‖PMnTjPM⊥T ∗j PMn‖ ≤ β(n− 1)
(
dimLn−1 − dimHn−1
dimHn
dimLn
)
.
For sufficiently large n ∈ N, we have
‖PMnTjPM⊥T ∗j PMn‖
≤ β(n− 1)
(
aS(n− 1) + bS − aT (n− 1) + bT
aTn+ bT
(aSn+ bS)
)
= β(n− 1)aT bS − aSbT
aTn+ bT
n→∞−→ 0.
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Note that aT = 0 implies that dimHn is constant for large n. In this
case also aS = 0. Hence part (i) follows from Theorem 2.15.
(ii) The proof of Theorem 2.17 shows that for sufficiently large n ∈ N we
have
‖PMnTjPM⊥T ∗j PMn‖
≤ β(n− 1)
(
dimLn−1 − dimHn−1
dimHn
dimLn
)
+ tr(K˜PLn−1)
− dimLn
dimHn
tr(K˜PHn−1)− tr(KPLn) +
dimLn
dimHn
tr(KPHn)
= β(n− 1)aT bS − aSbT
aTn+ bT
+ tr(K˜PLn−1)
−aSn+ bS
aTn+ bT
tr(K˜PHn−1)− tr(KPLn) +
aSn+ bS
aTn+ bT
tr(KPHn)
= β(n− 1)aT bS − aSbT
aTn+ bT
+ tr(K˜PLn−1)−
(
1 +
bS − bT
aTn+ bT
)
tr(K˜PHn−1)
−tr(KPLn) +
(
1 +
bS − bT
aTn+ bT
)
tr(KPHn).
By use of PHn = PHn	Ln + PLn , we can rewrite the last term as
β(n− 1)aT bS − aSbT
aTn+ bT
− tr(K˜PHn−1	Ln−1)
− bS − bT
aTn+ bT
tr(K˜PHn−1) + tr(KPHn	Ln) +
bS − bT
aTn+ bT
tr(KPHn).
Since aT = aS, we have
dimMn = dimHn 	 Ln = dimHn − dimLn = bT − bS
for sufficiently large n ∈ N. Hence
‖PMnTjPM⊥T ∗j PMn‖
≤ β(n− 1)aT bS − aSbT
aTn+ bT
+ ‖K˜|Hn−1‖(bT − bS)
+
bT − bS
aTn+ bT
‖K˜|Hn−1‖(aT (n− 1) + bT )
+‖K|Hn‖(bT − bS) +
bT − bS
aTn+ bT
‖K|Hn‖(aTn+ bT ).
By Proposition 2.10, the right side converges to 0 as n → ∞. The
assertion (and the addendum) follows from Theorem 2.15.
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Note that the proof of (ii) shows that it also suffices that T is of essen-
tial Σ-type if K and K˜ are of trace class. In this case one can show that
tr(K˜PHn−1	Ln−1) and tr(K˜PHn−1) converge to 0 as n→∞.
Let T ∈ L(H)2 be a graded pair and let S = PM⊥T |M⊥ ∼= T/M be a quotient
of T modulo a homogeneous subspace M ∈ Lat(T ). If dimH0 = 1, then the
remark preceding Theorem 2.18 shows that (see also Remark 2.4)
aT ≤ dim
(
H/
2∑
i=1
TiH
)
= dimH0 = 1.
Since the maps
H/
2∑
i=1
(zi − Ti)H −→ (H/M)/
(
2∑
i=1
[(zi − Ti)/M ]H/M
)
, [x] 7→ [[x]]
are onto for everyz ∈ C2, it follows that also aS ≤ 1. If aS = 0, then
dim0 σrf (S) ≤ 1 and Theorem 2.17 is applicable. If aS = 1, then aT = aS = 1
and Theorem 2.18 applies. It follows that in any case, the commutators
[T ∗j , PM ] (j = 1, 2) are compact and that the essential normality of T implies
the essential normality of S. Thus Theorem 2.18 yields an extension of The-
orem 4.1 in [DS11], where H is supposed to be a Hilbert module completion
of C[z1, z2] and α(N) = β(N) = idH .
Next we try to find sufficient conditions for the q-essential normality of S.
Theorem 2.19.
Let H = ©⊥∞n=0 Hn be an orthogonal sum of closed linear subspaces and let
T ∈ L(H)d be a commuting tuple of degree 1 with respect to this decompo-
sition. Let M ∈ Lat(T ) be a homogeneous subspace and define L = M⊥,
Mn = M ∩ Hn, Ln = L ∩ Hn (n ∈ N). For j = 1, . . . , d, the following
conditions are equivalent:
(i) PM⊥T ∗jM ⊂ D
(
(N + 1)
1
2
)
.
(ii) ∃Aj ∈ L(H) such that [T ∗j , PM ] = (N + 1)−
1
2Aj.
(iii) The sequence of operators
Cjn : Mn → Ln−1, h 7→ (N + 1) 12PM⊥T ∗j h (n ∈ N)
is norm-bounded.
(iv) ‖PMnTjPM⊥T ∗j PMn‖ = O
(
1
n
)
as n→∞.
Proof. Fix j ∈ {1, . . . , d}.
(i)⇒(ii)+(iii): Define a bounded operator Aj by
Aj = (N + 1)
1
2PM⊥T
∗
j |M ⊕ 0M⊥ ∈ L(H).
52
2.1 Graded tuples and (q-)essential normality
Then Aj satisfies condition (ii)
(N + 1)−
1
2Aj = PM⊥T
∗
j PM = T
∗
j PM − PMT ∗j PM = [T ∗j , PM ]
and, since
‖(N + 1) 12PM⊥T ∗j |Mn‖ ≤ ‖Aj‖
for all n ∈ N, also condition (iii) holds.
(ii)⇒(i): It is obvious that PM⊥T ∗jM = [T ∗j , PM ]M ⊂ D
(
(N + 1)
1
2
)
, if
condition (ii) holds.
(iii)⇒(i): Under the assumption of condition (iii), the sequence (Cjn)n∈N
leads to a bounded operator
Cj : M =©⊥∞n=0 Mn → L =©⊥∞n=0 Ln,
∞∑
n=0
hn 7→
∞∑
n=0
Cjnhn.
For all h =
∞∑
n=0
hn ∈M , we have
(N + 1)
1
2PM⊥T
∗
j
(
m∑
n=0
hn
)
m→∞−→ Cjh.
Since (N + 1)
1
2 is a closed operator, PM⊥T ∗j h ∈ D
(
(N + 1)
1
2
)
follows.
(iii)⇔(iv): By a simple calculation we obtain the identity
C∗jnCjn = n(PMnTjT
∗
j − TjPMT ∗j )|Mn ,
for all n ∈ N which shows the equivalence of conditions (iii) und (iv).
It is elementary to check that any operator Aj in a given factorization
[T ∗j , PM ] = (N+1)
− 1
2Aj is necessarily of degree −1. Thus if one of the condi-
tions of Theorem 2.19 holds for some fixed j ∈ {1, . . . , d}, then AjA∗j ∈ L(H)
is of degree 0 and hence commutes with (N + 1)−
1
2 . Since
(N + 1)−1AjA∗j = (N + 1)
− 1
2AjA
∗
j(N + 1)
− 1
2 = [T ∗j , PM ][T
∗
j , PM ]
∗
leaves M⊥ invariant, the same is true for AjA∗j . Hence the operator
Bj = (AjA
∗
j)|M⊥ ∈ L(M⊥)
with
[S∗j , Sj] = PM⊥ [T
∗
j , Tj]|M⊥ − (N + 1)−1Bj.
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If the conditions of Theorem 2.19 hold for all j = 1, . . . , d, then the same
arguments show that
[S∗j , Si] = PM⊥ [T
∗
j , Ti]|M⊥ − (N + 1)−1Bij
with suitable operators Bij ∈ L(M⊥). Hence, if the operators [T ∗j , Ti] factor-
ize continuously through (N + 1)−1, then the same is true for the commu-
tators [S∗j , Si]. The proof of Theorem 2.18 (i) shows that, under the same
hypothesis, even condition (iv) of Theorem 2.19 is fulfilled. Hence, in the
situation of Theorem 2.18 (i), [T ∗j , Ti] ∈ (N + 1)−1L(H) for i, j = 1, 2 suffices
to prove [S∗j , Si] ∈ (N + 1)−1L(H) for i, j = 1, 2. Thus we have an extension
of Theorem 3.1 in [GW08], where a corresponding result is proved for the
vector-valued Drury-Arveson space.
To continue our studies of decomposability of the commutators [S∗j , Si], we
need a simple technical result.
Lemma 2.20.
Let A ∈ L(H) be an operator of degree −1 such that
AA∗ ∈ (N + 1)−1L(H).
Then A ∈ (N + 1)− 12L(H).
Proof. Let X ∈ L(H) with AA∗ = (N + 1)−1X. Then AA∗ and X are of
degree 0 and for every h ∈ Hn we have
(n+ 1)−1〈Xh, h〉 = 〈(N + 1)−1Xh, h〉 = ‖A∗h‖2 ≥ 0.
Hence X is a positive operator that commutes with (N + 1)−1. Since X
1
2
and (N + 1)−
1
2 also commute, the polar decomposition of A∗ is of the form
A∗ = W
√
AA∗ = WX
1
2 (N + 1)−
1
2
with a partial isometry W ∈ L(H). Therefore A = (N + 1)− 12 (X 12W ∗).
With the foregoing lemma we obtain another equivalent condition to the ones
in Theorem 2.19.
Theorem 2.21.
Let M ⊂ H be a homogeneous submodule.
(i) Suppose that [T ∗j , Tj] ∈ (N + 1)−1L(H) for some fixed j ∈ {1, . . . , d}.
Then the conditions in Theorem 2.19 are equivalent to the condition
(v) [S∗j , Sj] ∈ (N + 1)−1L(M⊥).
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(ii) Suppose that [T ∗j , Ti] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d. Then
(vi) [S∗j , Si] ∈ (N + 1)−1L(M⊥) for i, j = 1, . . . , d
if and only if the equivalent conditions (i)-(v) are true for j = 1, . . . , d.
In this case S is q-essentially normal for all q > dim0(σrf (S)).
Proof. (i) Let [T ∗j , Tj] = (N + 1)−1Dj. If one of the conditions of Theorem
2.19 holds, then the remarks following Theorem 2.19 show that
[S∗j , Sj] = (N + 1)
−1PM⊥Dj|M⊥ − (N + 1)−1Bj
with a suitable operator Bj ∈ L(M⊥). Conversely, suppose that condi-
tion (v) holds. From the identity
[S∗j , Sj]⊕ 0M = PM⊥ [T ∗j , Tj]PM⊥ − [T ∗j , PM ][T ∗j , PM ]∗,
we obtain that [T ∗j , PM ][T ∗j , PM ]∗ ∈ (N+1)−1L(H). Hence Lemma 2.20
shows that [T ∗j , PM ] ∈ (N + 1)−
1
2L(H).
(ii) One direction is obvious and the other one follows directly from the
decomposition
[S∗j , Si]⊕ 0M = PM⊥ [T ∗j , Ti]PM⊥ − [T ∗j , PM ][T ∗i , PM ]∗.
The additional assertion follows by Proposition 2.13.
Now we want to present further cases that ensure the existence of appropriate
decompositions of [T ∗j , PM ] for j = 1, . . . , d. The following result should be
compared with Proposition 4.1 in [GW08] and Theorem 2.17.
Theorem 2.22.
Let T ∈ L(H)d be of Σ-type and letM ∈ Lat(T ) be a homogeneous submodule
with dim0(σrf (PM⊥T |M⊥)) ≤ 1. Then
‖PMnTjPM⊥T ∗j PMn‖ = O
(
1
n
)
as n→∞
for every j = 1, . . . , d. In particular, if [T ∗j , Ti] ∈ (N + 1)−1L(H) for all
i, j = 1, . . . , d, then also [S∗j , Si] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d and
S is q-essentially normal for all q > 1.
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Proof. Just as in the proof of Theorem 2.17 we have
‖PMnTjPM⊥T ∗j PMn‖ ≤
∣∣∣∣β(n− 1)c∆rT (n− 1)rT (n)
∣∣∣∣
for all sufficiently large n ∈ N, with β as in Definition 2.16, some constant
c ≥ 0 and polynomials rT and ∆rT of degree deg(rT ) = dim0(σrf (T )) − 1
and deg(∆rT ) = deg(rT )− 1. Hence there is a constant K > 0 such that
‖PMnTjPM⊥T ∗j PMn‖ ≤ K
ndeg(rT )−1
ndeg(rT )
= K
1
n
for sufficiently large n ∈ N. The addendum follows from Theorem 2.21 and
Proposition 2.13.
An inspection of the proof of Theorem 2.17 shows that Theorem 2.22 remains
true under the weaker hypothesis that
d∑
i=1
TiT
∗
i = α(N) +K and
d∑
i=1
T ∗i Ti = β(N) + K˜
with bounded functions α, β : N → C and compact operators K, K˜ such
that ‖K|Hn‖, ‖K˜|Hn‖ = O
(
1
n
)
. Furthermore, Theorem 2.18 shows that in
the case d = 2, the additional condition
dim0(σrf (PM⊥T |M⊥)) ≤ 1
is needless in the foregoing case. If, in the setting of Theorem 2.22, p ∈ C[z]
is a polynomial with p(S) = 0, then by the polynomial spectral mapping
theorem
p(σ(S)) = σ(p(S)) = {0}.
Thus the condition that dim0 σrf (S) ≤ 1 is satisfied whenever the complex
dimension of the annihilator ideal of H/M is ≤ 1. This is the hypothesis used
in [GW08, Proposition 4.1] in the particular case of homogeneous quotients
of Cr-valued Drury-Arveson spaces.
Our next result will be of a similar kind. Let p = (p1, . . . , pr) be a tuple of
homogeneous polynomials. Let p0 ∈ Hm be the greatest common divisor of
p1, . . . , pr and let
p′ = (p′1, . . . , p
′
r) with p
′
i =
pi
p0
.
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Then M =
r∑
i=1
pi(T )H, Z = p0(T )H ∈ Lat(T ) are homogeneous subspaces
with M ⊂ Z. It is elementary to check that
Z 	M =©⊥∞n=0 (Zn 	Mn) and Zn 	Mn = Hn ∩ (Z 	M)
and that M,Z 	M ⊂ Z are homogeneous subspaces of Z relative to the
decomposition
Z =©⊥∞n=0 Zn, Zn = Z ∩Hn.
Define R = {h ∈ H; p0(T )h ∈ M}. For h =
∞∑
n=0
hn ∈ R (hn ∈ Hn), we have
p0(T )Tjh = Tjp0(T )h ∈M for j = 1, . . . , d and
p0(T )hn = p0(T )PHnh = PHn+mp0(T )h ∈M
for n ∈ N. Hence R is a homogeneous invariant subspace for T . Furthermore,
p′i(T )H ⊂ R for i = 1, . . . , d by definition. In particular, it follows that
σ(T/R) ⊂ Z(p′).
Hence, under the hypothesis that dim0(Z(p′)) ≤ 1, it follows by Remark 2.7
that there is a constant c ≥ 0 with
dim(Hn/Rn) = c
for sufficiently large n. Using the definition of R, it is elementary to check
that the mappings
Hn/Rn → Zn+m/Mn+m, [h] 7→ [p0(T )h] (n ∈ N)
are well-defined vector space isomorphisms. To justify the surjectivity, ob-
serve that
dim(Zn+m/Mn+m) ≤ dimZn+m ≤ dimHn+m <∞
and that finite dimensional spaces are closed. Hence also
dimZn 	Mn = c
for sufficiently large n. According to [GW08] the representationM = p0(T )R
is called Beurling form of M .
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Definition 2.23.
A graded tuple T ∈ L(H) has property (P ) if
[T ∗j , PM ] ∈ (N + 1)−
1
2L(H) (j = 1, . . . , d)
for j = 1, . . . , d and every homogeneous principal submodule, i.e., every sub-
module M = p(T )H with p ∈ Hn for some n ∈ N. In this case we shall also
say that the module H has property (P ).
We will see later that the Drury-Arveson space (and many other natural
examples) have property (P ).
Lemma 2.24.
Let T ∈ L(H)d be a tuple of Σ-type with property (P ). Let p = (p1, . . . , pr)
be a tuple of homogeneous polynomials with greatest common divisor p0 such
that dim0
(
Z
(
p1
p0
, . . . , pr
p0
))
≤ 1. Then
M =
r∑
i=1
pi(T )H ⊂ Z = p0(T )H
are homogeneous invariant subspaces for T and, for j = 1, . . . , d, the sequence
of operators defined by
Cjn : Mn → Zn−1 	Mn−1, h 7→ (N + 1) 12QZ	M(Tj|Z)∗h,
where QZ	M is the orthogonal projection from Z onto Z 	 M , is norm-
bounded.
Proof. It is clear that M ⊂ Z are homogeneous invariant subspaces for T .
Let Mn = M ∩ Hn, Zn = Z ∩ Hn (n ∈ N) as usual. Since Tj|Z ∈ L(Z) is
an opeartor of degree 1 and Mn ⊂ Z, we have (Tj|Z)∗Mn ⊂ Z ∩ Hn−1 for
j = 1, . . . , d and n ∈ N. Thus Cjn are well-defined linear operators on Mn
with
‖Cjnh‖ =
√
n‖QZ	M(Tj|Z)∗h‖ ≤
√
n‖(Tj|Z)∗‖‖h‖
for h ∈ Mn and hence continuous. Let Pn denote the orthogonal projection
from H onto Zn 	Mn (n ∈ N) and let
d∑
i=1
TiT
∗
i = α(N) and
d∑
i=1
T ∗i Ti = β(N)
with bounded functions α, β : N→ C. As seen in the section leading to the
theorem, we have dimZn 	Mn = c for a constant c ≥ 0 and n sufficiently
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large. Remark that the identity
Pn
(
d∑
i=1
1
n+ 1
Ci,n+1C
∗
i,n+1
)
Pn
= Pn
d∑
i=1
1
n+ 1
(N + 1)
1
2QZ	MPZT ∗i QMTiQZ	M(N + 1)
1
2Pn
= Pn
d∑
i=1
T ∗i TiPn − Pn
d∑
i=1
T ∗i QZ	MTiPn
= Pnβ(n)− Pn
d∑
i=1
T ∗i Pn+1TiPn
holds. Therefore, for sufficiently large n ∈ N and j = 1, . . . , d we obtain the
estimates∥∥∥∥ 1n+ 1Cj,n+1C∗j,n+1
∥∥∥∥ ≤ tr( 1n+ 1Cj,n+1C∗j,n+1
)
≤ tr
(
d∑
i=1
1
n+ 1
Ci,n+1C
∗
i,n+1
)
= β(n)c− tr
(
Pn
d∑
i=1
(T ∗i Pn+1Ti)Pn
)
= β(n)c− tr
(
d∑
i=1
Pn+1TiPnT
∗
i Pn+1
)
= (β(n)− α(n+ 1))c+ tr
(
d∑
i=1
Pn+1TiPZ⊥n T
∗
i Pn+1
)
.
Since T has property (P ), there are bounded linear operators Ai ∈ L(H)
with [T ∗i , PZ ] = (N + 1)−
1
2Ai for i = 1, . . . , d. Thus, we obtain
Pn+1TiPZ⊥n T
∗
i Pn+1 = Pn+1TiPZ⊥T
∗
i Pn+1
= Pn+1[T
∗
i , PZ ]
∗[T ∗i , PZ ]Pn+1
= Pn+1A
∗
i (N + 1)
−1AiPn+1
=
1
n+ 1
Pn+1A
∗
iAiPn+1.
Exactly as in the proof of Theorem 2.17, we find polynomials ∆rT , rT ∈ Q[x]
with deg(rT ) = dim0(σrf (T )) and deg(∆rT ) = deg(rT ) − 1 such that the
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equation
β(n)− α(n+ 1) = β(n) ∆rT (n)
rT (n+ 1)
holds for sufficiently large n ∈ N. Hence there is a constant K > 0 such that
β(n)− α(n+ 1) ≤ K (n+ 1)
deg(rT )−1
(n+ 1)deg(rT )
= K
1
n+ 1
for n large enough. Thus we finally obtain the estimate∥∥∥∥ 1n+ 1Cj,n+1C∗j,n+1
∥∥∥∥
≤ cK 1
n+ 1
+
d∑
i=1
1
n+ 1
tr (Pn+1 (A∗iAi)Pn+1)
≤ cK 1
n+ 1
+
d∑
i=1
1
n+ 1
‖A∗iAi‖c = O
(
1
n+ 1
)
for j = 1, . . . , d.
With this technical observation at hand, we can give a short proof of our
next result (cf. Proposition 4.3 in [GW08]).
Theorem 2.25.
Let T ∈ L(H)d be a tuple of Σ-type with property (P ). Let p = (p1, . . . , pr)
be a tuple of homogeneous polynomials with greatest common divisor p0 and
let
M =
r∑
i=1
pi(T )H.
If dim0
(
Z
(
p1
p0
, . . . , pr
p0
))
≤ 1, then, for j = 1, . . . , d, there are factorizations
[T ∗j , PM ] = (N + 1)
− 1
2Aj
with bounded operators Aj ∈ L(H). In particular, if [T ∗j , Ti] ∈ (N+1)−1L(H)
for all i, j = 1, . . . , d, then also [S∗j , Si] ∈ (N+1)−1L(H) for all i, j = 1, . . . , d.
Proof. Let j ∈ {1, . . . , d} be arbitrary. Let Z = p0(T )H be the submodule
generated by p0 and let Zn = Z ∩Hn (n ∈ N). We use the equation
[T ∗j , PM ] = PZ [T
∗
j , PM ] + [T
∗
j , PZ ]PM
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and give a factorization of the terms on the right-hand side. Since T has
property (P ), there is a bounded operator Bj ∈ L(H) with
[T ∗j , PZ ]PM = (N + 1)
− 1
2BjPM
and hence we have a factorization of the second term. According to Lemma
2.24, the sequence of operators given by
Cjn : Mn → Zn−1 	Mn−1, h 7→ (N + 1) 12QZ	M(Tj|Z)∗h (n ∈ N)
is norm-bounded, where QZ	M is the projection from Z onto Z 	M . Ap-
plying Theorem 2.19 on T |Z , we obtain the existence of bounded operators
Dj ∈ L(Z) with [(Tj|Z)∗, QM ] = (N + 1)− 12Dj for j = 1, . . . , d, where QM
is the projection from Z onto M . By noting that PZ [T ∗j , PM ] ∈ L(H) is
the trivial extension of [(Tj|Z)∗, QM ] ∈ L(Z), we find the desired decompo-
sition of PZ [T ∗j , PM ]. Hence we can conclude that the claimed factorizations
of [T ∗j , PM ] exist for j = 1, . . . , d. The addendum follows from Theorem
2.21.
Since the condition dim0(Z(p′)) ≤ 1 is always satisfied if d ≤ 3 [GW08,
p.917], we obtain this case as a corollary of Theorem 2.25.
Corollary 2.26.
Let d ≤ 3 and let T ∈ L(H)d be a tuple of Σ-type with property (P ). Let
M =
r∑
i=1
pi(T )H.
Then there are factorizations [T ∗j , PM ] = (N+1)−
1
2Aj with bounded operators
Aj ∈ L(H) for j = 1, . . . , d. In particular, if [T ∗j , Ti] ∈ (N + 1)−1L(H) for
all i, j = 1, . . . , d, then also [S∗j , Si] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d.
This corollary generalizes Proposition 4.2 in [GW08], where a version of this
result is proved for the Drury-Arveson space. Before we consider further
special cases of submodules we introduce another property for graded tuples.
Definition 2.27.
Let T ∈ L(H)d be a graded tuple. T has property (M) if there are a function
B : N→ C and constants c0, c1 > 0 with 0 < c0 ≤ |B(n)| ≤ c1 for all n ∈ N
such that, for every homogeneous submodule M ⊂ H, the equality
PM⊥T
∗
j p(T ) = (N + 1)
−1B(N)PM⊥∂jp(T )
holds for j = 1, . . . , d and every homogeneous polynomial p ∈ C[z] with
p(T )H ⊂ M . In this case we shall also say that the module H has property
(M).
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Property (M) has its origin in the papers of Guo andWang [GW08] and Esch-
meier [Esc11] which were based on the observation that the Drury-Arveson
space H(B) satisfies property (M). Note that, in the setting of the preceding
definition, the operator B(N) is bounded and invertible with ‖B(N)‖ ≤ c1
and ‖B(N)−1‖ ≤ 1
c0
. Furthermore, we have
PM⊥T
∗
j δp(T ) = (N + 1)
−1B(N)PM⊥δ∂jp(T )
for every homogeneous submodule M ⊂ H that is generated by a tuple
p = (p1, . . . , pr) ∈ C[z]r of homogeneous polynomials. Hence property (M)
allows us to add another equivalent condition to the ones found in Theorem
2.19.
Theorem 2.28.
Let T ∈ L(H)d be a graded tuple with property (M). Let M ⊂ H be a
submodule generated by a tuple p = (p1, . . . , pr) of homogeneous polynomials.
For j = 1, . . . , d, the conditions (i)-(iv) of Theorem 2.19 are equivalent to
(vii) ∃Cj > 0 such that δ∗∂jp(T )(N + 1)−1PM⊥δ∂jp(T ) ≤ Cjδ∗p(T )δp(T ).
Proof. Condition (vii) is equivalent to the existence of a constant Cj > 0
such that
‖(N + 1)− 12PM⊥δ∂jp(T )h‖2 ≤ Cj‖δp(T )h‖2
holds for all h ∈ Hr. This in turn is equivalent to the existence of a bounded
operator Aj ∈ L(H) with Aj|M⊥ = 0 and
Ajδp(T ) = (N + 1)
− 1
2PM⊥δ∂jp(T ).
The calculation
[T ∗j , PM ]δp(T ) = PM⊥T
∗
j δp(T )
= (N + 1)−
1
2B(N)
(
(N + 1)−
1
2PM⊥δ∂jp(T )
)
= (N + 1)−
1
2B(N)Ajδp(T )
leads to condition (ii) in Theorem 2.19. On the other hand, if there is an
operator Aj ∈ L(H) with [T ∗j , PM ] = (N + 1)−
1
2Aj, then we obtain the
inequality
‖(N + 1)− 12PM⊥δ∂jp(T )h‖2 = ‖B(N)−1(N + 1)
1
2PM⊥T
∗
j δp(T )h‖2
= ‖B(N)−1Ajδp(T )h‖2
≤ 1
c20
‖Aj‖2‖δp(T )h‖2
for all h ∈ Hr, leading to condition (vii).
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Let T ∈ L(H)d be a graded tuple and let M =
r∑
i=1
pi(T )H be a homogeneous
submodule that is generated by a tuple p = (p1, . . . , pr) of homogeneous
polynomials with deg(pi) = mi ≥ 1. Then condition (vii) in Theorem 2.28
holds if and only if
‖(N + 1)− 12PM⊥δ∂jp(T )h‖2 ≤ Cj‖δp(T )h‖2
for each tuple h = (h1, . . . , hr) ∈ Hr with the property that there is an
integer n ≥ 1 with hi ∈ Hn−mi for i = 1, . . . , r. Here we use the convention
that
Hj = {0} for j < 0.
Indeed, if these inequalitites hold and if h = (h1, . . . , hr) ∈ Hr is arbitrary,
then using the homogeneous expansions hi =
∞∑
n=0
hi,n, one obtains that
‖(N + 1)− 12PM⊥δ∂jp(T )h‖2 =
∞∑
n=0
∥∥∥∥∥(N + 1)− 12PM⊥
r∑
i=1
(∂jpi)(T )hi,n−mi+1
∥∥∥∥∥
2
≤
∞∑
n=0
Cj
∥∥∥∥∥
r∑
i=1
pi(T )hi,n−mi+1
∥∥∥∥∥
2
= Cj
∞∑
n=0
‖PHn+1(δp(T )h)‖2 ≤ Cj‖δp(T )h‖2.
Furthermore, the algebraic direct sums Malg =
∞⊕
n=0
Mn and Halg =
∞⊕
n=0
Hn
satisfy
Malg =
r∑
i=1
pi(T )Halg.
To see this, let h ∈ Mn and choose sequences (hi,k)k∈N in H for i = 1, . . . , r
with
r∑
i=1
pi(T )hi,k
k→∞−→ h. Using the homogeneous expansions hi,k =
∞∑
j=0
(hi,k)j
for i = 1, . . . , r and k ∈ N, we have∥∥∥∥∥
r∑
i=1
pi(T )hi,k − h
∥∥∥∥∥
2
=
∞∑
j=0
∥∥∥∥∥
r∑
i=1
pi(T )(hi,k)j−mi− h
∥∥∥∥∥
2
=
∑
j∈N
j 6=n
∥∥∥∥∥
r∑
i=1
pi(T )(hi,k)j−mi
∥∥∥∥∥
2
+
∥∥∥∥∥
r∑
i=1
pi(T )(hi,k)n−mi− h
∥∥∥∥∥
2
≥
∥∥∥∥∥
r∑
i=1
pi(T )(hi,k)n−mi− h
∥∥∥∥∥
2
.
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Hence it is possible to choose hi,k ∈ Hn−mi for i = 1, . . . , r and all k ∈ N.
Thus
h ∈
r∑
i=1
pi(T )Hn−mi =
r∑
i=1
pi(T )Hn−mi ⊂
r∑
i=1
pi(T )Halg.
Additionally, let T satisfy property (M). Then, for elements g, h ∈ Hr with
δp(T )g = δp(T )h,
one can conclude that
PM⊥δ∂jp(T )g = PM⊥δ∂jp(T )h
for j = 1, . . . , d. We shall use these remarks in the proof of the next theorem.
Theorem 2.29.
Let T ∈ L(H)d be graded with property (M) and let M ⊂ H be a closed
submodule such that
M = M (1) + . . .+M (W )
with closed submodules M (w) = Im δp(w)(T ) ⊂ H (w = 1, . . . ,W ) which are
generated by tuples p(w) = (p(w)1 , . . . , p
(w)
rw ) (w = 1, . . . ,W ) of homogeneous
polynomials and admit factorizations
[T ∗j , PM(w) ] ∈ (N + 1)−
1
2L(H)
for j = 1, . . . , d and w = 1, . . . ,W . Then, for j = 1, . . . , d, there are factor-
izations
[T ∗j , PM ] ∈ (N + 1)−
1
2L(H).
In particular, if [T ∗j , Ti] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d, then also
[S∗j , Si] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d.
Proof. Letm(w)i = deg p
(w)
i ≥ 1 for w = 1, . . . ,W and i = 1, . . . , rw (otherwise
we have M (w) = H = M). Fix an integer n ≥ 1 and j ∈ {1, . . . , d}. For
w = 1, . . . ,W , let h(w) = (h(w)1 , . . . , h
(w)
r ) be a tuple of vectors h(w)i ∈ Hn−m(w)i .
Since M (1) + . . .+M (W ) = M ⊂ H is closed, there is a constant C > 0 such
that each element m ∈M has the form
m = m(1) + . . .+m(W )
with
W∑
w=1
∥∥m(w)∥∥2 ≤ C‖m‖2.
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Let us choose such a decomposition for m =
W∑
w=1
δp(w)(T )h
(w) ∈ Mn ⊂ M .
Then
m = PHnm =
W∑
w=1
PHnm
(w).
Since PHnm(w) ∈M (w)alg , there are tuples g(w) ∈ Hrw with
PHnm
(w) = δp(w)(T )g
(w)
for w = 1, . . . ,W . It follows that
W∑
w=1
∥∥δp(w)(T )g(w)∥∥2 = W∑
w=1
∥∥PHnm(w)∥∥2
≤ C
∥∥∥∥∥
W∑
w=1
δp(w)(T )h
(w)
∥∥∥∥∥
2
.
By applying Theorem 2.28 to the submodules M (w), one obtains constants
C
(w)
j > 0 for w = 1, . . . ,W such that
‖(N + 1)− 12PM(w)⊥δ∂jp(w)(T )x‖2 ≤ C(w)j ‖δp(w)(T )x‖2
for all x ∈ Hrw . The observation that∥∥∥∥∥(N + 1)− 12PM⊥
W∑
w=1
δ∂jp(w)(T )h
(w)
∥∥∥∥∥
2
=
∥∥∥∥∥(N + 1)− 12PM⊥
W∑
w=1
δ∂jp(w)(T )g
(w)
∥∥∥∥∥
2
≤ W
W∑
w=1
‖(N + 1)− 12PM(w)⊥δ∂jp(w)(T )g(w)‖2
≤ W
W∑
w=1
C
(w)
j ‖δp(w)(T )g(w)‖2
≤ WC max
w=1,...,W
C
(w)
j
∥∥∥∥∥
W∑
w=1
δp(w)(T )h
(w)
∥∥∥∥∥
2
,
in combination with Theorem 2.28 and Theorem 2.21, completes the proof.
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If p = (p1, . . . , pr) is a stable generator of a submodule M ⊂ H(B) of the
Drury-Arveson space in the sense of [Sha11], then
M = p1(Mz)H(B) + . . .+ pr(Mz)H(B)
and Theorem 2.29 is applicable. Note that Theorem 2.29 is also a general-
ization of [Ken13, Theorem 3.3] (cf. [Arv07]).
If (h0k)k=1,...,D is an orthogonal basis of H0 and T is a graded tuple such that
(T βh0k)β∈Nd;k=1,...,D are pairwise orthogonal non-zero vectors, then property
(M) suffices to show that every monomial submodule, i.e., every submodule
M = Im δp(T ) generated by a tuple p = (zα1 , . . . , zαr) (αi ∈ Nd; i = 1, . . . , r)
of monomials, admits the desired facorization. This is a generalization of
[Arv05, Theorem 2.1], where a corresponding result is proved for the vector-
valued Drury-Arveson space.
Theorem 2.30.
Let T ∈ L(H)d be graded with property (M) and let (h0k)k=1,...,D be an or-
thogonal basis of H0 such that (T βh0k)β∈Nd;k=1,...,D are orthogonal non-zero
vectors. Let M = Im δp(T ) be a monomial submodule. Then there are fac-
torizations [T ∗j , PM ] = (N + 1)−
1
2Aj with bounded operators Aj ∈ L(H) for
j = 1, . . . , d. In particular, if [T ∗j , Ti] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d,
then also [S∗j , Si] ∈ (N + 1)−1L(H) for all i, j = 1, . . . , d.
Proof. Let j ∈ {1, . . . , d} be arbitrary and let pi = zαi for i = 1, . . . , r. Note
that
M =
∨{
Tαi+βh0k; k = 1, . . . , D, i = 1, . . . , r, β ∈ Nd
}
and
TjM =
∨{
Tαi+β+ejh0k; k = 1, . . . , D, i = 1, . . . , r, β ∈ Nd
}
,
and hence
M 	 TjM =
∨{
T βh0k; k = 1, . . . , D, β ∈ Nd with β ≥ αi0 for some
i0 ∈ {1, . . . , r} and βj = (αi)j for all i with β ≥ αi
}
.
In particular
M 	 TjM ⊂
∨{
T βh0k; k = 1, . . . , D, β ∈ Nd with β 6= 0 and βj ≤ qj
}
,
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where qj is the maximum of the j-th coefficients of the multi-indices αi, and
the calculation
PM⊥T
∗
j T
αi+β+ejh0k = PM⊥T
∗
j pi(T )T
β+ejh0k
= PM⊥(N + 1)
−1B(N)(∂jpi)(T )T β+ejh0k
= PM⊥(N + 1)
−1B(N)(αi)jpi(T )T βh0k
= PM⊥(N + 1)
−1B(N)(αi)jTαi+βh0k = 0
for k = 1, . . . , D, i = 1, . . . , r and every β ∈ Nd shows PM⊥T ∗j |TjM = 0.
Furthermore, for all T βh0k ∈ M 	 TjM , the above remarks show that
T β−ejh0k ∈ M⊥ and that there is an i0 ∈ {1, . . . , r} with β − αi0 ≥ 0 and
(β − αi0)j = 0 yielding
PM⊥T
∗
j T
βh0k =
[
PM⊥T
∗
j z
αi0 (T )
]
T β−αi0h0k
=
[
PM⊥(N + 1)
−1B(N)(∂jzαi0 )(T )
]
T β−αi0h0k
= βjPM⊥(N + 1)
−1B(N)T β−ejh0k
=
βjB(|β| − 1)
|β| T
β−ejh0k.
In addition, we can calculate the norm
‖T βh0k‖2 = 〈T ∗j T βh0k, T β−ejh0k〉
= 〈PM⊥T ∗j T βh0k, T β−ejh0k〉 (?)
=
βjB(|β| − 1)
|β| ‖T
β−ejh0k‖2,
whenever T βh0k ∈M 	 TjM . Hence for an arbitrary element
g =
∑
β∈Nd
D∑
k=1
gkβT
βh0k ∈M 	 TjM,
we have gkβ = 0 for every k = 1, . . . , D and β ∈ Nd with βj > qj and
T βh0k ∈M 	 TjM whenever gkβ 6= 0. Hence we obtain
PM⊥T
∗
j g =
∑
β∈Nd
D∑
k=1
PM⊥T
∗
j gkβT
βh0k
=
∑
β∈Nd
D∑
k=1
gkβ
βjB(|β| − 1)
|β| T
β−ejh0k
=
∞∑
n=0
D∑
k=1
∑
|β|=n
gk(β+ej)
(βj + 1)B(n)
n+ 1
T βh0k.
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Combining these preliminaries, we infer that
∞∑
n=0
(n+ 1)‖(PM⊥T ∗j g)n‖2
=
∞∑
n=0
D∑
k=1
∑
|β|=n
|gk(β+ej)|2
1
n+ 1
(βj + 1)
2(B(n))2‖T βh0k‖2
(?)
=
∞∑
n=0
D∑
k=1
∑
|β|=n
|gk(β+ej)|2(βj + 1)B(n)‖T β+ejh0k‖2
≤ c1qj‖g‖2,
where the last inequality is due to gkβ = 0 for all β ∈ Nd with βj > qj. Thus
we have shown that PM⊥T ∗jM ⊂ D
(
(N + 1)
1
2
)
and hence condition (i) of
Theorem 2.19 is satisfied. The addendum follows from Theorem 2.21.
2.2 (q-)essential normality in Hfd
While we considered a rather general situation in the preceding paragraph,
we focus on a more concrete situation now. In this section we study the
tuple Mz = (Mz1 , . . . ,Mzd) of multiplication operators with the coordinate
functions on appropriate analytic functional Hilbert spaces of maximum sym-
metry in the sense of [Arv07], i.e. that the inner product of the Hilbert space
is invariant under the action of the unitary group of Cd. We will show that
all additional requirements asked for graded tuples in Section 2.1 are satisfied
automatically in this case. For our purpose a more technical definition is ap-
propriate. The equivalence of both definitions is shown in [Arv07, Appendix
A].
Definition 2.31.
(i) Let f(z) =
∞∑
n=0
anz
n be a one-variable power series with positive radius
of convergence Rf = r2f > 0, a0 = 1 and an > 0 for all n ∈ N∗. The
functional Hilbert space with reproducing kernel
Kf : Brf (0)×Brf (0)→ C, Kf (z, w) = f(〈z, w〉) =
∞∑
n=0
an〈z, w〉n
will be denoted with Hfd .
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(ii) A power series f(z) =
∞∑
n=0
anz
n is said to be regular if
(1) 0 < c0 = inf
n∈N
an
an+1
≤ sup
n∈N
an
an+1
= c1 <∞,
(2) lim
n→∞
(
an
an+1
− an−1
an
)
= 0.
It is said to be strongly regular if condition (1) holds and
(2)′ c2 = sup
n∈N
(n+ 1)
∣∣∣∣ anan+1 − an−1an
∣∣∣∣ <∞.
Suppose that the functional Hilbert space Hfd is given by a power series
f which satisfies condition (1) of the preceding definition. Let Hn denote
the space of all homogeneous polynomials of degree n in d variables. Then
Hfd = ©⊥∞n=0 Hn is an orthogonal sum of closed subspaces with dimH0 = 1.
More precisely, the monomials
(
a|α|
|α|!
α!
) 1
2
zα (α ∈ Nd) form an orthonormal
basis of Hfd . Condition (1) implies that the tuple Mz = (Mz1 , . . . ,Mzd) of
multiplication operators with the coordinate functions is a commuting tuple
of bounded linear operators on Hfd . Obviously MzjHn ⊂ Hn+1 for all n ∈ N
and j = 1, . . . , d. Moreover, the subspace
d∑
j=1
MzjH
f
d ⊂ Hfd is closed and
Hfd =
∨
α∈Nd
Mαz H0 under this condition (see [Arv07], [GHX04] or [Wer08]).
Thus Mz ∈ L(Hfd )d is a graded tuple with respect to the decomposition
Hfd =©⊥∞n=0 Hn.
Remark 2.32.
Let f(z) =
∞∑
n=0
anz
n be a power series satisfying condition (1) of Definition
2.31. Then
B : N→ R, B(n) = an
an+1
.
defines a bounded function such that the operator B(N) is invertible with
‖B(N)‖ ≤ c1,
‖B(N)−1‖ ≤ 1
c0
.
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In addition, Proposition 4.3 in [GHX04] (see also Lemma 2.4 in [Wer08])
shows that
d∑
i=1
MziM
∗
zi
= B(N − 1),
d∑
i=1
M∗ziMzi = B(N)(N + d)(N + 1)
−1,
where B(−1) = 0. HenceMz ∈ L(Hfd )d is of Σ-type in the sense of Definition
2.16.
A simple calculation shows that condition (1) of Definition 2.31 is sufficient
to show that Mz ∈ L(Hfd )d has property (M).
Lemma 2.33.
Let f(z) =
∞∑
n=0
anz
n be a power series satisfying condition (1) of Definition
2.31. Then Mz ∈ L(Hfd )d has property (M).
Proof. An elementary calculation (see Proposition 4.3 in [GHX04] or Lemma
2.4 in [Wer08]) shows that on Hn the identity
M∗zj =
an−1
an
1
n
∂j (= 0 if n = 0)
holds, where ∂j is the j-th partial derivative. Let M ∈ Lat(Mz) be a homo-
geneous invariant subspace and let p ∈ M ∩ Hm, q ∈ Hn be homogeneous
polynomials. Then pC[z] ⊂M and
PM⊥M
∗
zj
Mp(q) = PM⊥
am+n−1
an+m
1
m+ n
∂j(pq)
= PM⊥
am+n−1
am+n
1
m+ n
((∂jp)q + p(∂jq))
= PM⊥
am+n−1
am+n
1
m+ n
(∂jp)q
= PM⊥B(N)(N + 1)
−1M∂jp(q).
Since all occurring operators are continuous, we obtain that
PM⊥M
∗
zj
p(Mz) = (N + 1)
−1B(N)PM⊥(∂jp)(Mz).
Thus Mz has property (M).
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We adapt an idea of [GW08] to show that Mz ∈ L(Hfd ) fulfills property (P ).
For this purpose we define for m ∈ N the function Fm : N→ R by
Fm(n) =
an+m
an
(n+m)!
n!
.
For an arbitrary polynomial p =
∑
|α|≤r
pαz
α, we use the notation p =
∑
|α|≤r
pαz
α.
The next theorem should be compared with [GW08, Theorem 2.2].
Theorem 2.34.
Let f(z) =
∞∑
n=0
anz
n be a power series satisfying condition (1) of Definition
2.31. Then Mz ∈ L(Hfd )d has property (P ).
Proof. Let p =
∑
|α|=m
pαz
α ∈ Hm be a homogeneous polynomial. Denote by
∂ = (∂1, . . . , ∂d) the tuple of differential operators ∂j = ∂∂zj acting on C[z].
Then for n ≥ m, we obtain
p(∂)PHn =
∑
|α|=m
pα∂
αPHn
=
∑
|α|=m
an
an−1
an−1
an−2
· · · an−m+1
an−m
n(n− 1) · · · (n−m+ 1)pαM∗zαPHn
=
∑
|α|=m
an
an−m
n!
(n−m)!pαM
∗
zαPHn =
an
an−m
n!
(n−m)!M
∗
pPHn .
Using the function Fm defined above, we infer that the identity
p(∂) = Fm(N)M
∗
p
holds on C[z]. For α, β ∈ Nd,
∂α(zβ) =
β!
(β − α)!z
β−α (= 0 if αi > βi for some i ∈ {1, . . . , d}).
Hence for p as above and q ∈ C[z] arbitrary, we have
(∂αp)(∂)(q) =
∑
|β|=m
β≥α
pβ
β!
(β − α)!(∂
β−αq),
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which yields
Fm(N)M
∗
pMp(q) = p(∂)(pq) =
∑
|β|=m
pβ∂
β(pq) =
∑
|β|=m
pβ
∑
α≤β
(
β
α
)
(∂αp)(∂β−αq)
=
∑
|α|≤m
1
α!
(∂αp)
∑
|β|=m
β≥α
pβ
β!
(β − α)!(∂
β−αq)
=
∑
|α|≤m
1
α!
M∂αp(∂
αp)(∂)(q).
Thus on C[z] we obtain the identities
M∗pMp =
1
Fm
(N)
∑
|α|≤m
1
α!
M∂αp(∂αp)(∂)
=
1
Fm
(N)
∑
|α|≤m
1
α!
M∂αpFm−|α|(N)M∗∂αp
=
∑
|α|≤m
Gm,α(N)
α!
M∂αpM
∗
∂αp,
where Gm,α(n) =
Fm−|α|(n−m+|α|)
Fm(n)
= (n!)
2
(n+m)!(n−m+|α|)!
a2n
an+man−m+|α|
(= 0 for all
n < m− |α|). Since the estimates
an
an+m
=
an
an+1
· · · an+m−1
an+m
≤ cm1 ,
an
an−m+|α|
=
an
an−1
· · · an−(m−|α|)+1
an−(m−|α|)
≤
(
1
c0
)m−|α|
,
(n!)2
(n+m)!(n−m+ |α|)! =
(n− (m− |α|) + 1) · · ·n
(n+ 1) · · · (n+m) ≤ 1
hold for all n,m ∈ N and every multiindex α ∈ Nd with |α| ≤ m and
n ≥ m− |α|, all the operators occurring in the identity
M∗pMp =
∑
|α|≤m
Gm,α(N)
α!
M∂αpM
∗
∂αp
are bounded. Hence this identity holds on all of Hfd . For |α| ≤ m − 1 and
j = 1, . . . , d, we have
Gm−1,α(n) =
n+m
B(n+m− 1)Gm,α+ej(n)
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for all n ≥ 0. Let M = Im δp(Mz) be the homogeneous submodule generated
by p. Then we obtain
M∗∂jp(N + 1)
−1PM⊥M∂jp ≤ (N +m)−1M∗∂jpM∂jp
= (N +m)−1
∑
|α|≤m−1
Gm−1,α(N)
α!
M∂α+ej pM
∗
∂α+ej p
=
∑
|α|≤m−1
(αj + 1)B(N +m− 1)−1
Gm,α+ej(N)
(α + ej)!
M∂α+ej pM
∗
∂α+ej p
=
∑
|α|≤m
αjB(N +m− 1)−1Gm,α(N)
α!
M∂αpM
∗
∂αp
≤ m
c0
M∗pMp.
Therefore Theorem 2.28 shows that Mz ∈ L(Hfd )d satisfies property (P ).
By Theorem 2.21 we know that to prove the q-essential normality of quotients
S = PM⊥Mz|M⊥ ∼= Mz/M modulo a homogeneous subspace M ∈ Lat(Mz)
for q > dim0(σrf (S)), it suffices to show that [M∗zj , PM ] factorizes contin-
uously through (N + 1)−
1
2 and that the commutators [M∗zj ,Mzi ] factorize
continuously through (N + 1)−1 for all i and j. It is well known that a
functional Hilbert space Hfd given by a regular power series f is essentially
normal (see [Arv07], [GHX04] or [Wer08]). If f is strongly regular, then
Hfd is q-essentially normal for all q > d: Under the assumption of condition
(1), the convergence of the series
∞∑
n=0
nd−1
∣∣∣ anan+1 − an−1an ∣∣∣q is equivalent to the
q-essential normality (see [Arv07] or [Wer08]) and the convergence of this
series is guaranteed by condition (2)′. Thus strong regularity of the power
series f seems to be the appropriate requirement to study this question.
Let the function C : N→ R be defined by
C(n) = (n+ 1)
[
an
an+1
− an−1
an
] (
=
a0
a1
for n = 0
)
.
If f is strongly regular, then C(N) is a bounded operator with
‖C(N)‖ ≤ c2.
Theorem 2.35.
Let f(z) =
∞∑
n=0
anz
n be a strongly regular power series. Then
[M∗zj ,Mzi ] ∈ (N + 1)−1L(Hfd )
for i, j = 1, . . . , d.
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Proof. For α ∈ Nd, the identity
(M∗zjMzi −MziM∗zj)zα
=
1
|α|+ 1
[
αj
(
a|α|
a|α|+1
− a|α|−1
a|α|
)
− αj|α|
a|α|−1
a|α|
+
a|α|
a|α|+1
δij
]
zα+ei−ej
= (N + 1)−1
[
Cij −MziM∗zj +B(N)δij
]
zα
holds, with the linear operator Cij : C[z]→ Hfd , given by
Cijz
α = αj(N + 1)
−1C(N)zα+ei−ej for α ∈ Nd.
Since (zα+ei−ej)α∈Nd is an orthogonal system and since we have, for α ∈ Nd
with αj 6= 0,
‖Cijzα‖2 =
(
αj
|α|
)2 ∣∣∣∣|α|( a|α|a|α|+1 − a|α|−1a|α|
)∣∣∣∣2 (α + ei − ej)!|α + ei − ej|!a|α+ei−ej |
=
(
αj
|α|
)2 ∣∣∣∣|α|( a|α|a|α|+1 − a|α|−1a|α|
)∣∣∣∣2 α!|α|!a|α| αi + 1αj
=
αj
|α|
αi + 1
|α|
∣∣∣∣|α|( a|α|a|α|+1 − a|α|−1a|α|
)∣∣∣∣2 ‖zα‖2
≤ 2c22‖zα‖2
for i 6= j (for i = j even ‖Cijzα‖2 ≤ c22‖zα‖2), the operator Cij is bounded.
Hence there are bounded linear operators Dij ∈ L(Hfd ) such that the commu-
tators [M∗zj ,Mzi ] have the desired factorizations [M
∗
zj
,Mzi ] = (N + 1)
−1Dij
for i, j = 1, . . . , d.
2.3 Equivalence of (q-)essential normality
In this section we show that the solvability of the Arveson-Douglas essential
normality conjecture for homogeneous quotients is equivalent within a large
scale of analytic functional Hilbert spaces on the unit ball. We begin with
the general situation of graded Hilbert spaces in the sense of Section 2.1. We
need a technical result to compare the (q-) essential normality of two graded
Hilbert spaces H and K.
Lemma 2.36.
Let H,K be Hilbert spaces, T ∈ L(H)d, S ∈ L(K)d and U : H → K unitary.
Furthermore, let Ri = UTi − SiU ∈ L(H,K) for i = 1, . . . , d. Then we have
U∗[S∗j , Si]U − U∗SiUR∗jU − U∗RiT ∗j + U∗S∗jRi +R∗jUTi = [T ∗j , Ti]
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for i, j = 1, . . . , d.
Proof. We calculate
U∗[S∗j , Si]U − U∗SiUR∗jU − U∗RiT ∗j + U∗S∗jRi +R∗jUTi
= U∗S∗jSiU − U∗SiS∗jU − U∗SiUT ∗j U∗U + U∗SiUU∗S∗jU − U∗UTiT ∗j
+ U∗SiUT ∗j + U
∗S∗jUTi − U∗S∗jSiU + T ∗j U∗UTi − U∗S∗jUTi
= T ∗j Ti − TiT ∗j = [T ∗j , Ti].
The lemma motivates the following definition.
Definition 2.37.
Let H,K be Hilbert spaces, T ∈ L(H)d, S ∈ L(K)d. Then S and T are called
(q-)essentially unitary equivalent if there is a unitary map U : H → K such
that Ri = UTi − SiU ∈ L(H,K) satisfies Ri ∈ K(H,K) (or Ri ∈ Lq(H,K),
respectively) for i = 1, . . . , d.
Lemma 2.36 shows that for all (q-)essentially unitary equivalent tuples
T ∈ L(H)d and S ∈ L(K)d the cross-commutators [T ∗j , Ti] (1 ≤ i, j ≤ d)
are compact or belong to Lq(H) if and only if the cross-commutators [S∗j , Si]
have the same property. To check the (q-)essential unitary equivalence of T
and S , the following criteria are useful.
Lemma 2.38.
Let H,K be arbitrary Hilbert spaces and let R = (R1, . . . , Rd) ∈ L(Hd, K) be
a row operator. Then
(i) Ri ∈ K(H,K) for i = 1, . . . , d iff |R∗| =
√
d∑
i=1
RiR∗i ∈ K(K) and
(ii) Ri ∈ Lq(H,K) for i = 1, . . . , d iff |R∗| =
√
d∑
i=1
RiR∗i ∈ Lq(K).
Proof. It is easy to see that Ri ∈ K(H,K) (Lq(H,K)) for i = 1, . . . , d if
and only if R = (R1, . . . , Rd) ∈ K(Hd, K) (Lq(Hd, K)). Note that K(Hd, K)
(Lq(Hd, K)) is selfadjoint in the sense of
R ∈ K(Hd, K) (Lq(Hd, K)) iff R∗ ∈ K(K,Hd) (Lq(K,Hd))
(e.g. [MV92, Lemma 16.7] for Lq(Hd, K)).
(i) It is well known that R∗ ∈ L(K,Hd) is compact iff √RR∗ ∈ K(K).
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(ii) R∗ ∈ Lq(K,Hd) is by definition equivalent to
|R∗| =
√√√√ d∑
i=1
RiR∗i ∈ Lq(K).
Let T = (T1, . . . , Td) ∈ L(H)d, S = (S1, . . . , Sd) ∈ L(K)d be graded tuples
on graded Hilbert spaces H =©⊥∞n=0 Hn and K =©⊥∞n=0 Kn with
dimH0 = D = dimK0.
Suppose that (h0l)l=1,...,D, (k0l)l=1,...,D are orthogonal basis of H0 and K0
such that the families (T βh0l)β∈Nd,l=1,...,D and (Sβk0l)β∈Nd,l=1,...,D consist of
pairwise orthogonal non-zero vectors. Let ‖ · ‖H and ‖ · ‖K denote the norm
on H and K, respectively.
Remark 2.39.
In this situation there is a unique unitary operator U : H → K with
U
(
Tαh0l
‖Tαh0l‖H
)
=
Sαk0l
‖Sαk0l‖K (α ∈ N
d, l = 1, . . . , D)
(cf. Remark 2.4).
With the unitary map U from Remark 2.39 let Ri = UTi−SiU for i = 1, . . . , d
and let R = (R1, . . . , Rd) ∈ L(H,K)d. To characterize when T and S are
(q-)essentially unitary equivalent via the map U , we need a technical lemma
describing the action of the operators Ri (i = 1, . . . , d).
Lemma 2.40.
Let U ∈ L(H,K) denote the unitary map from Remark 2.39 and define
operators Ri = UTi − SiU ∈ L(H,K) for i = 1, . . . , d. Then we have for
α ∈ Nd, i = 1, . . . , d and l = 1, . . . , D,
(i) RiT
αh0l =
(‖Tα+eih0l‖H
‖Sα+eik0l‖K −
‖Tαh0l‖H
‖Sαk0l‖K
)
Sα+eik0l,
(ii) R∗iS
αk0l =
(‖Tαh0l‖H‖Sαk0l‖K
‖Tα−eih0l‖2H
− ‖S
αk0l‖2K
‖Sα−eik0l‖K‖Tα−eih0l‖H
)
Tα−eih0l,
(iii) RiR
∗
iS
αk0l =
( ‖Tαh0l‖H
‖Tα−eih0l‖H −
‖Sαk0l‖K
‖Sα−eik0l‖K
)2
Sαk0l,
(iv) R∗iRiT
αh0l =
(‖Tα+eih0l‖H
‖Tαh0l‖H −
‖Sα+eik0l‖K
‖Sαk0l‖K
)2
Tαh0l.
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If αi = 0 the right-hand side of (ii) and (iii) is understood to be 0.
Proof. The only non-trivial observation is the second one. The others follow
directly by definition using part (ii). To prove part (ii) we calculate the
coefficients of the expansion of the left side in terms of T βh0m (β ∈ Nd,
m = 1, . . . , D). A first glance at these coefficients yields that they are trivial
except for β = α − ei and m = l. In particular R∗iSαk0l = 0 if αi = 0. The
coefficient of Tα−eih0l can be calculated by
〈R∗iSαk0l, Tα−eih0l〉
= 〈Sαk0l, RiTα−eih0l〉
= 〈Sαk0l, ‖T
αh0l‖H
‖Sαk0l‖K S
αk0l〉 − 〈Sαk0l, ‖T
α−eih0l‖H
‖Sα−eik0l‖K S
αk0l〉
= ‖Sαk0l‖K‖Tαh0l‖H − ‖Sαk0l‖2K
‖Tα−eih0l‖H
‖Sα−eik0l‖K .
Dividing by ‖Tα−eih0l‖2H gives the desired result.
With these properties at hand, we obtain a result for the equivalence of the
(q-)essential normality in two graded Hilbert spaces.
Theorem 2.41.
Let T ∈ L(H)d, S ∈ L(K)d, R ∈ L(H,K)d be graded tuples as in Remark
2.39.
(i) If (
d∑
i=1
( ‖Tαh0l‖H
‖Tα−eih0l‖H −
‖Sαk0l‖K
‖Sα−eik0l‖K
)2)
α∈Nd,l=1,...,D
−→ 0
for some (or equivalently every) enumeration of Nd × {1, . . . , D}, then
T and S are essentially unitary equivalent. In this case T is essentially
normal iff S is essentially normal.
(ii) If
∑
α∈Nd
l=1,...,D
(
d∑
i=1
( ‖Tαh0l‖H
‖Tα−eih0l‖H −
‖Sαk0l‖K
‖Sα−eik0l‖K
)2) q2
<∞,
then T and S are q-essentially unitary equivalent. In this case T is
q-essentially normal iff S is q-essentially normal.
Proof. Define U as in Remark 2.39 and set R = (R1, . . . , Rd) ∈ L(Hd, K)
with Ri = UTi − SiU for i = 1, . . . , d.
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(i) Lemma 2.40 shows that |R∗|2 =
d∑
i=1
RiR
∗
i and hence |R∗| is compact.
Lemma 2.38 and Lemma 2.36 give the desired result.
(ii) Lemma 2.40 shows that |R∗| is a diagonal operator and that the series in
(ii) calculates the trace tr|R∗|q. Lemma 2.38 and Lemma 2.36 complete
the proof of the second statement.
We are mainly interested in the equivalence of (q-)essential normality for
quotient modules H/MH ∼= M⊥H and K/MK ∼= M⊥K , when the submod-
ules MH ⊂ H and MK ⊂ K are given by the same tuple of homoge-
neous polynomials p = (p1, . . . , pr) in the sense of Section 2.1. The strat-
egy will be (just like above) to show the (q-)essential unitary equivalence of
T/MH ∼= PM⊥HT |M⊥H and S/MK ∼= PM⊥KS|M⊥K .
Remark 2.42.
Let U : H → K be a unitary map with UMH = MK. Then UM⊥H = M⊥K and
therefore U induces a unitary operator
U˜ : M⊥H →M⊥K .
Thus we can define
R˜i : M
⊥
H →M⊥K , R˜i = U˜
(
PM⊥HTi|M⊥H
)
−
(
PM⊥KSi|M⊥K
)
U˜
for i = 1, . . . , d and R˜ = (R˜1, . . . , R˜d) ∈ L(M⊥H ,M⊥K)d. With U˜PM⊥H = PM⊥KU
we obtain
R˜i = U˜PM⊥HTi|M⊥H − PM⊥KSi|M⊥K U˜
= PM⊥KUTi|M⊥H − PM⊥KSiU |M⊥H = PM⊥KRi|M⊥H .
Since MH ∈ Lat(T ) and MK ∈ Lat(S) it is obvious that RiMH ⊂ MK and
hence that R∗iM⊥K ⊂M⊥H . This results in
R˜iR˜
∗
i = PM⊥KRi|M⊥HPM⊥HR
∗
i |M⊥K = PM⊥KRiR
∗
i |M⊥K .
By this remark we can give sufficient conditions for the (q-)essential unitary
equivalence of T/MH and S/MK similar to Theorem 2.41.
Theorem 2.43.
Let T ∈ L(H)d, S ∈ L(K)d be graded tuples as in Remark 2.39 and let MH
and MK be as above.
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(i) If (
d∑
i=1
( ‖Tαh0l‖H
‖Tα−eih0l‖H −
‖Sαk0l‖K
‖Sα−eik0l‖K
)2)
α∈Nd,l=1,...,D
−→ 0
for some (or equivalently every) enumeration of Nd × {1, . . . , D}, then
PM⊥HT |M⊥H and PM⊥KS|M⊥K are essentially unitary equivalent. In this case
T/MH is essentially normal iff S/MK is essentially normal.
(ii) If
√
d∑
i=1
PM⊥KRiR
∗
iPM⊥K ∈ Lq(K), then PM⊥HT |M⊥H and PM⊥KS|M⊥K are q-
essentially unitary equivalent. In this case T/MH is q-essentially nor-
mal iff S/MK is q-essentially normal.
Proof. (i) For i = 1, . . . , d the proof of Theorem 2.41 shows that the oper-
ator Ri = UTi − SiU is compact. But then R˜iR˜∗i = PM⊥KRiR∗i |M⊥K and
consequently R˜i is compact. Hence the assertion follows from Lemma
2.36.
(ii) According to Lemma 2.38 and Lemma 2.36 it is sufficient to show that
the trace of |R˜∗|q is finite. By Remark 2.42 this condition is equivalent
to the hypothesis of part (ii).
During the rest of this section we restrict our attention to a more concrete
case. Just as in Section 2.2, we consider functional Hilbert spaces Hfd and
Hgd whose reproducing kernels are given by power series f(z) =
∞∑
n=0
anz
n and
g(z) =
∞∑
n=0
bnz
n, respectively. We suppose that the coefficients of f and g
satisfy
0 < If = inf
n∈N
an
an+1
≤ sup
n∈N
an
an+1
= Sf <∞,
0 < Ig = inf
n∈N
bn
bn+1
≤ sup
n∈N
bn
bn+1
= Sg <∞.
Then the multiplication operators M fzi ∈ L(Hfd ), M gzi ∈ L(Hgd ) with the
coordinate functions are well defined and M fz = (M fz1 , . . . ,M
f
zd
) ∈ L(Hfd )d,
M gz = (M
g
z1
, . . . ,M gzd) ∈ L(Hgd )d are graded tuples. We shall denote by ‖ · ‖f
and ‖ · ‖g the norms on Hfd and Hgd .
The unitary map in Remark 2.39 is in this situation given by
U : Hfd → Hgd ,
∑
α∈Nd
hαz
α 7→
∑
α∈Nd
√
b|α|
a|α|
hαz
α.
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Specializing to this setting we obtain the following sufficient conditions for
the (q-)essential unitary equivalence of M fz and M gz .
Theorem 2.44.
(i) If
(√
an−1
an
−
√
bn−1
bn
)
n→∞−→ 0, then M fz and M gz are essentially unitary
equivalent.
(ii) If sup
n∈N
[
n
∣∣∣√an−1an −√ bn−1bn ∣∣∣] < ∞, then M fz and M gz are q-essentially
unitary equivalent for q > d.
Proof. (i) According to Theorem 2.41 a sufficient condition for the essential
unitary equivalence of M fz and M gz is given by(
d∑
i=1
( ‖zα‖f
‖zα−ei‖f −
‖zα‖g
‖zα−ei‖g
)2)
α∈Nd
−→ 0
for some enumeration of Nd. Since(
d∑
i=1
( ‖zα‖f
‖zα−ei‖f −
‖zα‖g
‖zα−ei‖g
)2)
=
(√
a|α|−1
a|α|
−
√
b|α|−1
b|α|
)2
|α|→∞−→ 0,
the assertion holds.
(ii) Now let sup
n∈N
[
n
∣∣∣√an−1an −√ bn−1bn ∣∣∣] < ∞. By Theorem 2.41 a sufficient
condition for the q-essential unitary equivalence of M fz and M gz is the
finiteness of
tr |R∗|q =
∑
α∈Nd
(
d∑
i=1
( ‖zα‖f
‖zα−ei‖f −
‖zα‖g
‖zα−ei‖g
)2) q2
.
For q > d, we obtain
tr |R∗|q =
∑
α∈Nd
∣∣∣∣∣
√
a|α|−1
a|α|
−
√
b|α|−1
b|α|
∣∣∣∣∣
q
=
∞∑
n=0
∣∣∣∣∣
√
an−1
an
−
√
bn−1
bn
∣∣∣∣∣
q
dimHn

∞∑
n=0
(
1
n
)q−d+1(
n
∣∣∣∣∣
√
an−1
an
−
√
bn−1
bn
∣∣∣∣∣
)q
<∞,
where ”” means that one series converges if and only if the other one
converges.
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Since the Drury-Arveson space H(B) is q-essentially normal for q > d (and in
particular essentially normal), Theorem 2.44 gives some simple condition to
check the (q-)essential normality of a functional Hilbert space Hfd (for q > d).
This motivates the definition of a certain class of analytic functional Hilbert
spaces.
Definition 2.45.
Let f(z) =
∞∑
n=0
anz
n be a power series with a0 = 1, an > 0 for all n ∈ N∗ and
radius of convergence Rf = r2f > 0.
(i) f is called e-regular if
(√
an−1
an
− rf
)
n→∞−→ 0.
(ii) f is called strongly e-regular if
sup
n∈N
[
n
∣∣∣∣√an−1an − rf
∣∣∣∣] <∞.
By definition a power series f =
∞∑
n=0
anz
n is e-regular if and only if the limit
R = lim
n→∞
an
an+1
∈ R>0
exists. In this case R = Rf is the radius of convergence of the power series
f . Hence it is clear that e-regularity implies regularity and that strong e-
regularity implies e-regularity of a given power series.
Remark 2.46.
Every strongly e-regular power series f =
∞∑
n=0
anz
n is strongly regular. Indeed,
if f is strongly e-regular, then there is a constant C > 0 such that
(n+ 1)
∣∣∣∣ anan+1 − an−1an
∣∣∣∣
≤ (n+ 1)
(∣∣∣∣ anan+1 −Rf
∣∣∣∣+ ∣∣∣∣Rf − an−1an
∣∣∣∣)
≤ C(n+ 1)
∣∣∣∣√ anan+1 − rf
∣∣∣∣+ Cn ∣∣∣∣√an−1an − rf
∣∣∣∣
for all n ≥ 1. Hence the strong regularity of f follows.
There are simple examples which show that any other implication between
regularity classes of power series fails to be true. The details are left to the
reader.
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Now we consider two quotient modulesHfd /Mf andH
g
d/Mg of closed submod-
ules Mf ⊂ Hfd and Mg ⊂ Hgd generated by the same tuple p = (p1, . . . , pr)
of homogeneous polynomials. To compare the q-essential normality of these
quotient modules, we need a unitary map U˜ : M⊥f → M⊥g such that the
operators
T = PM⊥f M
f
z |M⊥f and S = PM⊥g M
g
z |M⊥g
are unitarily equivalent modulo U˜ up to Schatten class Lq. As we have seen
in Remark 2.42, it suffices to find a unitary map U : Hfd → Hgd such that
M fz ∈ L(Hfd )d and M gz ∈ L(Hgd )d are q-essentially unitary equivalent via U
and such that UMf = Mg. Then U induces a q-essential unitary equivalence
U˜ : M⊥f →M⊥g between T and S.
Lemma 2.47.
Let Mf ⊂ Hfd and Mg ⊂ Hgd be closed submodules generated by the same
tuple p = (p1, . . . , pr) of homogeneous polynomials and let U : Hfd → Hgd be
the unitary map from Remark 2.39. Then U(pizα) ∈ piHgd for all α ∈ Nd
and i = 1, . . . , r, in particular UMf = Mg.
Proof. Let i ∈ {1, . . . , r} and let pi =
∑
|β|=mi
pi,βz
β ∈ Hmi . For α ∈ Nd, we
have
U(piz
α) = U
 ∑
|β|=mi
pi,βz
α+β
 = √ b|α|+mi
a|α|+mi
∑
|β|=mi
pi,βz
α+β
=
√
b|α|+mi
a|α|+mi
piz
α = pi
√
b|α|+mi
a|α|+mi
zα ∈ piHgd .
This shows U
(
r∑
i=1
piH
f
d
)
⊂
r∑
i=1
piH
g
d = Mg and hence UMf ⊂Mg. A similar
argument shows U−1Mg ⊂Mf and the proof is complete.
We will now prove our main theorem about the (q-)essential unitary equiv-
alence of two quotient modules given by the same tuple p = (p1, . . . , pr) of
homogeneous polynomials.
Theorem 2.48.
With the notations from above the following statements hold.
(i) If
(√
an−1
an
−
√
bn−1
bn
)
n→∞−→ 0, then T =PM⊥f M fz |M⊥f and S=PM⊥g M gz |M⊥g
are essentially unitary equivalent.
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(ii) If sup
n∈N
[
n
∣∣∣√an−1an −√ bn−1bn ∣∣∣] < ∞, then T and S are q-essentially uni-
tary equivalent for q > d˜, with
d˜ = dim0(σrf (T )) = dim0(σrf (S)).
Proof. (i) The assertion is a direct application of Theorem 2.43 (i).
(ii) We want to use our result from Theorem 2.43 (ii). Therefore we have
to prove √√√√ d∑
i=1
PM⊥g RiR
∗
iPM⊥g ∈ Lq(Hgd )
for all q > d˜ = dim0(σrf (T )). By Lemma 2.47 we have UMf = Mg
and since U is a unitary map UM⊥f = M⊥g . Moreover, it is clear by
the definition of U that UHn = Hn for all n ∈ N. Together we have
U(M⊥f ∩Hn) = M⊥g ∩Hn for all n ∈ N and hence
dim(M⊥f ∩Hn) = dim(M⊥g ∩Hn)
for all n ∈ N. By Remark 2.7 there is a polynomial uf ∈ Q[x] of
degree deg uf = d˜ − 1 with dim(M⊥f ∩ Hn) = uf (n) for n sufficiently
large. The same argument gives a polynomial ug ∈ Q[x] of degree
deg ug = dim0(σrf (S))−1 with dim(M⊥g ∩Hn) = ug(n) for n sufficiently
large. Hence we have
uf (n) = dim(M
⊥
f ∩Hn) = dim(M⊥g ∩Hn) = ug(n)
for sufficiently large n ∈ N. We infer that
d˜ = dim0(σrf (T )) = dim0(σrf (S)).
Since Mg =
∨
n∈N
Mg ∩ Hn is homogeneous, so is M⊥g =
∨
n∈N
M⊥g ∩ Hn.
This implies
PM⊥g = SOT-
∞∑
n=0
PM⊥g ∩Hn
and hence
d∑
i=1
PM⊥g RiR
∗
iPM⊥g = SOT-
∞∑
n=0
(√
an−1
an
−
√
bn−1
bn
)2
PM⊥g ∩Hn
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is a diagonal operator on M⊥g . Since sup
n∈N
[
n
∣∣∣√an−1an −√ bn−1bn ∣∣∣] < ∞,
we obtain that
tr

√√√√ d∑
i=1
PM⊥g RiR
∗
iPM⊥g
q
=
∞∑
n=0
∣∣∣∣∣
√
an−1
an
−
√
bn−1
bn
∣∣∣∣∣
q
dim(M⊥g ∩Hn)

∞∑
n=0
(
1
n
)q−d˜+1(
n
∣∣∣∣∣
√
an−1
an
−
√
bn−1
bn
∣∣∣∣∣
)q
<∞
for q > d˜. Hence by Theorem 2.43 (ii) the tuples T and S are q-
essentially unitary equivalent for q > d˜.
The foregoing theorem implies that to prove the Arveson conjecture (Arveson-
Douglas conjecture) in the Drury-Arveson space H(B), it suffices, and is even
equivalent, to prove this conjecture in any functional Hilbert space Hfd given
by an e-regular (strongly e-regular) power series f with radius of convergence
Rf = 1.
Corollary 2.49.
(i) Let
(√
an−1
an
−
√
bn−1
bn
)
n→∞−→ 0. Then Arveson’s conjecture (Mz/M is
essentially normal for any homogeneous closed submodule M) holds in
Hfd if and only if it holds in H
g
d .
(ii) Let sup
n∈N
[
n
∣∣∣√an−1an −√ bn−1bn ∣∣∣] <∞. Then Douglas’ refinement of Arve-
son’s conjecture (Mz/M is q-essentially normal for any closed homoge-
neous submodule M and for all q > dim0(σrf (Mz/M))) holds in Hfd if
and only if it holds in Hgd .
We end this section with an observation about the spectrum and the inessen-
tial right spectrum of the quotient tuplesM fz /Mf andM gz /Mg in the situation
of Theorem 2.44 (i) and Theorem 2.48 (i) under the condition that f is a
regular power series. Note that in this situation g is also regular by Corollary
4.4 in [GHX04] (see also Satz 2.6 in [Wer08]). Recall the definition of the
right spectrum
σr(T ) =
{
λ ∈ Cd;
d∑
i=1
(λi − Ti)H 6= H
}
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and the essential right spectrum
σre(T ) =
{
λ ∈ Cd; dim
(
H/
d∑
i=1
(λi − Ti)H
)
=∞
}
of a commuting tuple T ∈ L(H)d.
Lemma 2.50.
Let f =
∞∑
n=0
anz
n, g =
∞∑
n=0
bnz
n be regular power series with
(√
an−1
an
−
√
bn−1
bn
)
n→∞−→ 0
and let Mf and Mg be as above. Then the following equalities hold
(i) σ
(
M fz /Mf
)
= σ (M gz /Mg) ,
(ii) σrf
(
M fz /Mf
)
= σrf (M
g
z /Mg) .
Proof. The assumption for the coefficients of f and g implies
sf = lim inf
n→∞
√
an−1
an
= lim inf
n→∞
√
bn−1
bn
= sg,
tf = lim sup
n→∞
√
an−1
an
= lim sup
n→∞
√
bn−1
bn
= tg.
Let s = sf = sg and t = tf = tg. Theorem 4.5 in [GHX04] (cf. Theorem 2.22
in [Wer08]) implies
σ(M fz ) = σ(M
g
z ) = {z ∈ Cd; |z| ≤ t} = Bt(0),
σe(M
f
z ) = σe(M
g
z ) = {z ∈ Cd; s ≤ |z| ≤ t} = Bd[s, t].
Let I ⊂ C[z1, . . . , zd] be the ideal generated by the tuple p = (p1, . . . , pr).
Then the proof of [Wer08, Theorem 4.6] shows that
σ
(
M fz /Mf
)
= σr
(
M fz /Mf
)
= Z(I) ∩Bt(0) = σr (M gz /Mg) = σ (M gz /Mg) ,
σre
(
M fz /Mf
)
= Z(I) ∩ Bd[s, t] = σre (M gz /Mg)
and hence that
σrf
(
M fz /Mf
)
= σr
(
M fz /Mf
)\σre (M fz /Mf) = Z(I)∩Bs(0) = σrf (M gz /Mg) .
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2.4 Examples of e-regular power series
In the preceding section the notion of (strongly) e-regular power series arose
(see Definition 2.45). It was shown that quotients modulo homogeneous
submodules of analytic functional Hilbert spaces given by a (strongly) e-
regular power series with radius of convergence R = 1 are (q-)essentially
normal iff the corresponding quotient modules in the Drury-Arveson space
possess this property. In this section we give examples of such functional
Hilbert spaces. We begin our observations with the weighted Bergman spaces
A2α (α ∈ R) on the unit ball B = B1(0) ⊂ Cd.
Definition 2.51.
Let v be the normalized Lebesgue measure on B. For α > −1, let vα be the
normalized positive Borel measure on B given by
vα = cα(1− |z|2)αv
with normalization constant
cα =
Γ(d+ 1 + α)
d!Γ(α + 1)
.
Furthermore, let R be the radial derivative on O(B), i.e., the operator
R : O(B)→ O(B), f =
∞∑
k=0
fk 7→
∞∑
k=1
kfk
where f =
∞∑
k=0
fk is the homogeneous expansion of f . For α ∈ R, the weighted
Bergman space A2α is defined by
A2α = {f ∈ O(B); Rkf ∈ L2(B, vα+2k) for all k ∈ N with α + 2k > −1}.
For α > −1 this definition is consistent with the definition of the classic
weighted Bergman spaces
A2α = L
2
a(B, vα) = O(B) ∩ L2(B, vα).
For a detailed study of these spaces, see [ZZ08]. We will show that all of
these spaces are given by strongly e-regular power series fα =
∞∑
n=0
aα,nz
n with
radius of convergence 1. In the following we shall usually omit the index α
for the coefficients aα,n of the corresponding power series.
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Example 2.52 (α > −(d+ 1)).
For α > −(d+ 1), the reproducing kernel of A2α is given by [ZZ08, Theorem
41]
Kα : B× B→ C, Kα(z, w) =
(
1
1− 〈z, w〉
)d+α+1
.
This kernel can be written as Kα(z, w) = fα(〈z, w〉), where fα(z) =
∞∑
n=0
anz
n
is the power series with coefficients
an =
1
n!
Γ(d+ α + n+ 1)
Γ(d+ α + 1)
.
Simple calculations show that for all n ∈ N
an
an+1
=
Γ(d+ α + n+ 1)(n+ 1)
Γ(d+ α + n+ 2)
=
n+ 1
d+ α + n+ 1
n→∞−→ 1
as well as for n ≥ 1
n
∣∣∣∣√an−1an − 1
∣∣∣∣ = n ∣∣∣∣√n−√d+ α + n√d+ α + n
∣∣∣∣ = n|d+ α|√n√d+ α + n+ d+ α + n
=
|d+ α|√
d+α
n
+ 1 + d+α
n
+ 1
n→∞−→ |d+ α|
2
.
Hence in the case α > −(d + 1) the reproducing kernel of A2α is given by
a strongly e-regular power series. This example includes some well known
cases. For α = 0, A2α is the classic Bergman space, for α = −1, it is the
Hardy space, for α = −d, it is the Drury-Arveson space.
Example 2.53 (α = −(d+ 1)).
For α = −(d+ 1), the reproducing kernel of A2α is given by [ZZ08, Theorem
42]
Kα : B× B→ C,
Kα(z, w) = 1 + log
1
1− 〈z, w〉 = 1 +
∞∑
n=1
1
n
〈z, w〉n.
A glance at the coefficients an of the underlying power series shows that
n
∣∣∣∣√an−1an − 1
∣∣∣∣ = n ∣∣∣∣√ nn− 1 − 1
∣∣∣∣ = n√n√n− 1 + n− 1 ≤ 1
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for all n ≥ 2. Hence in the case α = −(d + 1) the reproducing kernel of A2α
is given by a strongly e-regular power series. This case corresponds to the
Dirichlet space.
Example 2.54 (−N < d+ α + 1 < −N + 1 for N ∈ N∗).
Fix N ∈ N∗ and a real number α ∈ R with −N < d + α + 1 < −N + 1.
Let Q(z, w) =
∑
|m|≤N
qmz
mwm be a polynomial in z and w with arbitrary real
coefficients satisfying
qm > (−1)N+1 Γ(d+ α + 1 + |m|)
m!Γ(d+ α + 1)
for all |m| ≤ N . It is shown in [ZZ08, Theorem 43] that there is a scalar
product on A2α which turns A2α into a functional Hilbert space on B with
reproducint kernel
Kα : B× B→ C, Kα(z, w) = Q(z, w) + (−1)
N
(1− 〈z, w〉)d+α+1 .
We are looking for coefficients qm as above such that
Kα(z, w) = f(〈z, w〉) (z, w ∈ B),
for some strongly e-regular power series f(z) =
∞∑
n=0
anz
n with radius of con-
vergence Rf = 1. For this purpose, let us define
γn =
Γ(d+ α + 1 + n)
n!Γ(d+ α + 1)
for all n ∈ N.
Then, for all z, w ∈ B,
1
(1− 〈z, w〉)d+α+1 =
∞∑
n=0
γn〈z, w〉n =
∑
m∈Nd
γ|m|
|m|!
m!
zmwm.
Choose real numbers
cn > (−1)N+1γn for n = 1, . . . , N
and define q0 = 1 + (−1)N+1, qm = |m|!m! c|m| for m ∈ Nd with 1 ≤ |m| ≤ N .
Set a0 = 1,
an = cn + (−1)Nγn for n = 1, . . . , N
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and
an = (−1)Nγn = (−1)
N
n!
(d+ α + n) · · · (d+ α +N) · · · (d+ α + 1)
for n > N . By definition a0 = 1, an > 0 for all n ∈ N and, for n ≥ N + 1,
n
∣∣∣∣√an−1an − 1
∣∣∣∣ = n ∣∣∣∣√ nd+ α + n − 1
∣∣∣∣
≤ n
∣∣∣∣ nd+ α + n − 1
∣∣∣∣ = n|d+ α|d+ α + n n→∞−→ |d+ α|.
Hence f(z) =
∞∑
n=0
anz
n is a strongly e-regular power series with radius of
convergence Rf = 1. By construction we have
f(〈z, w〉) =
∑
m∈Nd
a|m|
|m|!
m!
zmwm
=
∑
|m|≤N
qmz
mwm + (−1)N
∑
m∈Nd
γ|m|
|m|!
m!
zmwm
= Q(z, w) +
(−1)N
(1− 〈z, w〉)d+α+1
with a polynomial Q(z, w) of the desired type.
Example 2.55 (d+ α + 1 = −N for N ∈ N∗).
Fix N ∈ N∗ and α = −N − d− 1. Consider the Taylor expansion
(z − 1)N log 1
1− z =
∞∑
n=0
Anz
n (z ∈ D).
Let Q(z, w) =
∑
|m|≤N
qmz
mwm be a polynomial in z and w with arbitrary real
coefficients satisfying
qm > −|m|!
m!
A|m|
for all |m| ≤ N . It is shown in [ZZ08, Theorem 44] that there is a scalar
product on A2α which turns A2α into a functional Hilbert space with reproducing
kernel
Kα : B× B→ C, Kα(z, w) = Q(z, w) + (〈z, w〉 − 1)N log 1
1− 〈z, w〉 .
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Choose real numbers
cn > −An for n = 1, . . . , N
and define q0 = 1, qm = |m|!m! c|m| for m ∈ Nd with 1 ≤ |m| ≤ N . Set a0 = 1,
an = cn + An for n = 1, . . . , N
and
an = An
for n > N . We show that An > 0 for n > N . Note that the analytic functions
gk : D→ C, gk(z) = −(z − 1)k log(1− z) (k ∈ N)
satisfy the recursion formula
g′k(z) = kgk−1(z)− (z − 1)k−1 (k ≥ 1).
It follows that
g
(k)
k (z) = −k! log(1− z)− (k − 1)!
for k ≥ 1 and hence that
An =
1
n!
g
(n)
N (0) =
1
n!
N !(n−N − 1)! > 0
for n ≥ N + 1. Since, for n ≥ N + 2,
n
∣∣∣∣√an−1an − 1
∣∣∣∣ = n ∣∣∣∣√ nn−N − 1 − 1
∣∣∣∣ ≤ n(N + 1)n−N − 1 n→∞−→ N + 1,
it follows that f(z) =
∞∑
n=0
anz
n is a strongly e-regular power series with radius
of convergence Rf = 1. By construction we have
f(〈z, w〉) =
∑
m∈Nd
a|m|
|m|!
m!
zmwm
=
∑
|m|≤N
qmz
mwm +
∑
m∈Nd
A|m|
|m|!
m!
zmwm
= Q(z, w) + (〈z, w〉 − 1)N log 1
1− 〈z, w〉
for z, w ∈ B with a polynomial Q(z, w) of the required type.
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The next class of examples we want to consider occurs in [CC˘99] and [Le09].
Definition 2.56.
Let σ denote the normalized rotation-invariant positive Borel measure on
∂B ⊂ Cd. Let µ be a positive regular Borel measure on the closed interval
[0, 1] with µ([0, 1]) = 1 and 1 ∈ supp(µ) and let M denote the set of all
such measures. For µ ∈ M, let ν = νµ be the unique positive regular Borel
measure on B with ∫
[0,1]×∂B
f(rξ)d(µ× σ)(r, ξ) =
∫
B
fdν
for all f ∈ C(B). Let Lν = L2a(B, dν) denote the closure of the space of all
holomorphic polynomials in L2(B, dν).
The definition of Lν includes some of the Bergman spaces A2α as special cases,
e.g., if
dµ(r) =
2Γ(d+ α + 1)
Γ(d)Γ(α + 1)
r2d−1(1− r2)αdr
for some α > −1, we find that Lν = A2α is the weighted Bergman space
considered before and, if µ is the point mass measure at 1, then Lν = A2−1
is the Hardy space. Unfortunately, we can not decide whether all Lν are
given by strongly e-regular power series or give sufficient conditions for the
measure µ, but we will show that the corresponding power series is always
e-regular at least.
Example 2.57.
Let µ ∈M and let ν be the corresponding measure on B. For n ∈ N, define
cn =
∫
[0,1]
r2ndµ(r) > 0.
According to Lemma 12 in [CC˘99], Lν is a functional Hilbert space on B and
an orthonormal basis is given by
em(z) =
(
(d+ |m| − 1)!
(d− 1)!m!c|m|
) 1
2
zm (m ∈ Nd)
[Le09]. Let f =
∞∑
n=0
anz
n be the power series with coefficients
an =
(d+ n− 1)!
(d− 1)!n!cn
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for n ∈ N. Note that a0 = 1c0 = 1µ([0,1]) = 1 and an > 0 for all n ∈ N. Since
µ ∈M, it is obvious that we have
1∫

rndµ(r) ≥ ˜nµ([˜, 1]) > 0
for every 0 ≤  < 1, where ˜ = max (1
2
, 
)
. Moreover, at least one of the
following statements holds
(1) µ([, 1)) > 0 for all 0 ≤  < 1,
(2) µ({1}) > 0,
since 1 ∈ supp(µ). Obviously, for n ∈ N, we have
an
an+1
=
n+ 1
n+ d
cn+1
cn
=
n+ 1
n+ d
∫ 1
0
r2n+2dµ(r)∫ 1
0
r2ndµ(r)
.
Hence, in the first case, Lemma 2 and Lemma 3 in [NY00] guarantee that
lim
n→∞
an
an+1
= 1. In the second case, note that∫ 
0
rndµ(r)∫ 1

rndµ(r)
≤
∫ 
0
rndµ(r)
µ({1}) ≤ 
nµ([0, ])
µ({1})
n→∞−→ 0
for all 0 ≤  < 1. The proof of [NY00, Lemma 3] shows that lim
n→∞
an
an+1
= 1
also in this case. Thus, in both cases, f is an e-regular power series with
radius of convergence Rf = 1 and the reproducing kernel Kν : B× B→ C of
Lν is given by
Kν(z, w) =
∑
m∈Nd
em(z)em(w) =
∑
m∈Nd
(d+ |m| − 1)!
(d− 1)!m!c|m| z
mwm
=
∞∑
n=0
an〈z, w〉n = f(〈z, w〉)
for z, w ∈ B.
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Chapter 3
An essential von Neumann
(in-)equality
Inspired by recent work of Kennedy and Shalit [KS13], the main result of
this chapter is an essential von Neumann inequality, or better equality, for
essentially spherical isometries and co-isometries. We begin with a detailed
examination of the peripheral boundary points of their left and right essential
spectra. Since our arguments hold in a much more general situation, we
start with an arbitrary commuting tuple T on a Banach or Hilbert space
and specialize to an essentially spherical (co-)isometry on a Hilbert space in
Section 3.2.
3.1 Spectral boundary points
Let X be a Banach space and let T ∈ L(X)d be a commuting tuple on X.
Then
σl(T ) =
{
λ ∈ Cd; dim
(
d⋂
i=1
Ker (λi − Ti)
)
> 0 or
the range of X λ−T−→ Xd is not closed
}
and
σle(T ) =
{
λ ∈ Cd; dim
(
d⋂
i=1
Ker (λi − Ti)
)
=∞ or
the range of X λ−T−→ Xd is not closed
}
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denote the left spectrum and left essential spectrum of T . Let the right
spectrum σr(T ) and right essential spectrum σre(T ) of T be defined as in
Section 2.3 (see the remarks) leading to Lemma 2.50). We want to describe
the correlation of
σ(T ) ∩ ∂D, σl(T ) ∩ ∂D and σr(T ) ∩ ∂D
for every strictly pseudoconvex set D ⊂ Cd with σ(T ) ⊂ D. More precisely,
we will show that these sets are identical. Furthermore we will show that
even σ(Mz/M) ∩ ∂D and σre(Mz/M) ∩ ∂D = σle(Mz/M) ∩ ∂D coincide for
every invariant subspace M ∈ Lat(Mz) of an analytic Hilbert module over a
strictly pseudoconvex set D with σ(Mz) ⊂ D if D is polynomially convex.
To preprare these results, we consider isolated and non-isolated points of
σ(T ) ∩ ∂D seperately. To study the non-isolated points we make use of the
concept of peak points for compact sets.
Definition 3.1.
Let K ⊂ Cd be a compact set. We call a point λ ∈ K a peak point for K if
there is an analytic function f : U → C on an open neighbourhood U of K
such that
f(λ) = 1 > |f(z)| for all z ∈ K \ {λ}.
Define P(K) = {λ ∈ K; λ is a peak point for K}.
Let ∂A(K) denote the Shilov boundary of the function algebra
A(K) = {f ∈ C(K); f |Int(K) is holomorphic}.
Then
P(K) ⊂ ∂A(K) ⊂ ∂K
by definition of the Shilov boundary and use of the maximum principle.
The next lemma shows that every peak point for the spectrum σ(T ) of a
commuting tuple T ∈ L(X)d of bounded linear operators on a Banach space
X that is not isolated in σ(T ) is already contained in σle(T ) ∩ σre(T ).
Lemma 3.2.
Let T ∈ L(X)d be a commuting tuple of bounded linear operators on a Banach
space X. Then
{λ ∈P(σ(T )); λ is not isolated in σ(T )} ⊂ σle(T ) ∩ σre(T ).
Proof. Let λ ∈P(σ(T )) be a non-isolated point of σ(T ). Choose an analytic
function f : U → C on an open neighbourhood U ⊃ σ(T ) with
f(λ) = 1 > |f(z)| for all z ∈ σ(T ) \ {λ}.
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Since f is analytic and λ is not isolated in σ(T ), also 1 is not isolated
in f(σ(T )) = σ(f(T )) [EP96, Theorem 2.5.10]. With [DAJ+03, Corollary
28.2.11] we obtain
1 ∈ σle(f(T )) ∩ σre(f(T )).
Corollary 2.6.9 in [EP96] yields that
σle(f(T )) ∩ σre(f(T )) = f(σle(T )) ∩ f(σre(T )).
Since (f |σ(T ))−1({1}) = {λ}, we have
λ ∈ σle(T ) ∩ σre(T ).
We apply this result to an operator tuple T ∈ L(X)d with σ(T ) ⊂ D for a
strictly pseudoconvex domain D ⊂ Cd.
Corollary 3.3.
Let D ⊂ Cd be a strictly pseudoconvex domain. Let T ∈ L(X)d be a commut-
ing tuple of bounded linear operators on a Banach space X with σ(T ) ⊂ D.
Then
{λ ∈ σ(T ) ∩ ∂D; λ is not isolated in σ(T )} ⊂ σle(T ) ∩ σre(T ).
Proof. By Lemma 3.2, it suffices to observe that every point λ ∈ σ(T ) ∩ ∂D
is a peak point for D (and hence for σ(T )) by Remark 2.4 in [Noe08].
To investigate the isolated points of the spectrum, we recall the notion of the
point spectrum
σp(T ) =
{
λ ∈ Cd;
d⋂
i=1
Ker (λi − Ti) 6= {0}
}
of a commuting tuple T ∈ L(X)d of bounded linear operators on a Banach
space X.
Lemma 3.4.
Let T ∈ L(X)d be a commuting tuple of bounded linear operators on a Banach
space X and let λ ∈ σ(T ) be an isolated point in σ(T ). If λ /∈ σp(T )∩σp(T ′),
then λ ∈ σle(T ) ∩ σre(T ).
Proof. First suppose that λ /∈ σp(T ). Since λ is isolated in σ(T ), Theorem 4.9
in [Tay70] yields the existence of invariant subspaces X1, X2 ∈ Lat(T ) such
that X = X1 ⊕X2 and such that σ(T |X1) = {λ} and σ(T |X2) = σ(T ) \ {λ}.
The proof of [EP96, Theorem 6.1.13] shows that T |X1 is decomposable and
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hence essentially decomposable by [EP96, Theorem 6.3.2]. Since λ /∈ σp(T ),
we have
d⋂
i=1
Ker (λi − Ti|X1) ⊂
d⋂
i=1
Ker (λi − Ti) = {0}.
Therefore λ ∈ σe(T |X1) by [EP96, Theorem 6.3.6] and Corollary 6.3.5 in
[EP96] yields that λ ∈ σle(T |X1) ∩ σre(T |X1). Since the left (right) essential
spectrum of T is the union of the left (right) essential spectra of T |X1 and
T |X2 , it follows that λ ∈ σle(T )∩ σre(T ). If λ /∈ σp(T ′), then by applying the
same arguments to T ′ instead of T , we obtain that
λ ∈ σle(T ′) ∩ σre(T ′) = σre(T ) ∩ σle(T )
and the proof is complete.
Combining the foregoing results, we obtain a description of all points in
σ(T ) ∩ ∂D for a commuting tuple T ∈ L(X)d of bounded linear operators
on a Banach space X with σ(T ) ⊂ D for a strictly pseudoconvex domain
D ⊂ Cd. For a given set M ⊂ Cd, let M∗ = {λ; λ ∈M}.
Corollary 3.5.
Let D ⊂ Cd be a strictly pseudoconvex domain.
(i) Let T ∈ L(X)d be a commuting tuple of bounded linear operators on a
Banach space X with σ(T ) ⊂ D. Then
σ(T ) ∩ ∂D = [(σle(T ) ∩ σre(T )) ∪ (σp(T ) ∩ σp(T ′))] ∩ ∂D.
(ii) Let T ∈ L(H)d be a commuting tuple of bounded linear operators on a
Hilbert space H with σ(T ) ⊂ D. Then
σ(T ) ∩ ∂D = [(σle(T ) ∩ σre(T )) ∪ (σp(T ) ∩ σp(T ∗)∗)] ∩ ∂D.
In particular, we have
σ(T ) ∩ ∂D = σl(T ) ∩ ∂D = σr(T ) ∩ ∂D.
Proof. By Corollary 3.3 and Lemma 3.4, only the additional equalities need
verification. This is true since σp(T ) ⊂ σl(T ) and σp(T ′) ⊂ σl(T ′) = σr(T )
(or σp(T ∗)∗ ⊂ σl(T ∗)∗ = σr(T ) in the Hilbert space case).
Corollary 3.6.
Let D ⊂ Cd be a strictly pseudoconvex domain. Let T ∈ L(X)d be a commut-
ing tuple of bounded linear operators on a Banach space X with σe(T ) ⊂ D.
Then
σe(T ) ∩ ∂D = σle(T ) ∩ ∂D = σre(T ) ∩ ∂D.
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Proof. Let Xq = `∞(X)/pc(X) be the quotient of the Banach space `∞(X)
of all bounded sequences in X equipped with the supremum norm modulo
the closed subspace pc(X) of all precompact sequences in X. Then (see the
proof of Corollary 2.6.9 in [EP96])
σe(T ) = σ(T
q), σle(T ) = σl(T
q) and σre(T ) = σr(T q).
Hence Corollary 3.5 yields the assertion.
We apply the above result to an analytic Hilbert module defined as in [CG03,
p.23].
Definition 3.7.
A Hilbert space H of holomorphic functions on a bounded non-empty open set
Ω ⊂ Cd is called an analytic Hilbert module on Ω if the following conditions
hold:
(1) C[z] is dense in H,
(2) the point evaluations eλ : H → C, eλ(x) = x(λ), are continuous for all
λ ∈ Ω,
(3) the multiplication operators Mp : H → H, f 7→ pf , are well defined and
bounded for all p ∈ C[z],
(4) vp(H) = Ω,
where
vp(H) = {λ ∈ Cd; C[z]→ C, p 7→ p(λ) extends to
a bounded linear functional on H}
denotes the set of all virtual points of H.
Theorem 3.8.
Let H be an analytic Hilbert module on a strictly pseudoconvex domain
D ⊂ Cd such that σ(Mz) ⊂ D. If D is polynomially convex, then for ev-
ery invariant subspace M ∈ Lat(Mz), we have
σ(Mz/M) ∩ ∂D = σle(Mz/M) ∩ ∂D = σre(Mz/M) ∩ ∂D.
Proof. Define S = Mz/M . Then it suffices to show that
σ(S) ∩ ∂D ⊂ σle(S) ∩ σre(S).
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Since D ⊂ Cd is polynomially convex, it follows
σ(S) ⊂ σ(Mz) ∪ σ(Mz|M) ⊂ D
(see e.g. Theorem 2.11 and Satz 4.3 in [Wer08]). If the assertion were wrong,
Corollary 3.5 would show the existence of a point λ ∈ ∂D ∩ σp(S∗)∗. Since
S∗ is unitarily equivalent to M∗z |M⊥ , we have
λ ∈ ∂D ∩ σp(M∗z |M⊥)∗ ⊂ ∂D ∩ σp(M∗z )∗.
Hence there is some 0 6= x ∈ H such that
0 = 〈(M∗zi − λi)x, y〉 = 〈x, (Mzi − λi)y〉
for i = 1, . . . , d and all y ∈ H and hence
d∑
i=1
(zi − λi)C[z] ⊂
d∑
i=1
(Mzi − λi)H ⊂ H
is not dense. This is a contradiction to the assumption of H being an analytic
Hilbert module on D (see [CG03, Remark 2.2.2]).
Let M(H) denote the multiplier algebra of H, i.e., the set of all functions
f : D → C such that
Mf : H → H, h 7→ fh
is a well-defined continuous linear map. If M ∈ Lat(Mz) is multiplier invari-
ant in the sense that MfM ⊂ M for every f ∈ M(H), one does not need
the polynomially convexity of D.
Corollary 3.9.
Let H be an analytic Hilbert module on a strictly pseudoconvex domain
D ⊂ Cd such that σ(Mz) ⊂ D. Then for every multiplier invariant sub-
space M ∈ Lat(Mz), we have
σ(Mz/M) ∩ ∂D = σle(Mz/M) ∩ ∂D = σre(Mz/M) ∩ ∂D.
Proof. The proof of the foregoing theorem shows that only the inclusion
σ(Mz/M) ⊂ D needs verification. Since D is strictly pseudoconvex, D is
a Stein compactum [Did04, Proposition 2.1.6]. Hence for λ /∈ D, there are
analytic functions f1, . . . , fd : U → C on an open neighbourhood U ⊃ D
with
1 =
d∑
i=1
(λi − zi)f(zi) for all z ∈ U.
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Since σ(Mz) ⊂ D, a standard argumens shows that f1, . . . , fd ∈ M(H) and
fi(Mz) = Mfi . Hence
idH =
d∑
i=1
(λi −Mzi)Mfi
and the multiplier invariance of M shows
idH/M =
d∑
i=1
(λi −Mzi/M)Mfi/M.
Then Lemma 2.2.4 in [EP96] yields that λ /∈ σ(Mz/M) and hence the asser-
tion.
Theorem 4.5 in [GHX04] (see also Theorem 2.22 in [Wer08]) shows that
σ(Mz) = Bt(0) for the analytic functional Hilbert space Hfd on Br(0) given
by a regular power series f(z) =
∞∑
n=0
anz
n with radius of convergence r2 > 0
in the sense of Definition 2.31. Here t2 = lim sup
n→∞
an
an+1
. Since Br(0) is polyno-
mially convex and e-regularity of a power series implies that t = r, it follows
that Theorem 3.8 applies to a large class of analytic functional Hilbert spaces
Hfd given by e-regular power series (see Definition 2.45). More precisely, we
have the following result.
Proposition 3.10.
Let f(z) =
∞∑
n=0
anz
n be an e-regular power series with radius of convergence
R = r2 > 0 which diverges in z = R. Then the associated functional Hilbert
space Hfd is an analytic Hilbert module on Br(0).
Proof. Since Hfd is a functional Hilbert space on Br(0) with polynomial ba-
sis and Mz ∈ L(Hfd )d, it suffices to check that vp
(
Hfd
)
⊂ Br(0). By the
arguments given in Remark 2.2.2 in [CG03], we have
vp
(
Hfd
)∗
⊂ σp(M∗z ) ⊂ σ(M∗z ) = σ(Mz)∗ = Br(0).
Let K = Kf denote the reproducing kernel of Hfd . For 0 6= λ ∈ Br(0),
the Taylor series of K(·, λ) ∈ O
(
B r2
|λ|
(0)
)
converges uniformly on com-
pact subsets of B r2
|λ|
(0) ⊃ σ(Mz), in particular it converges pointwise. Let
K(·, λ) = ∑
α∈Nd
kα(λ)z
α denote this Taylor series. Using the continuity of the
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analytic functional calculus of Mz, we have
K(·, λ)(Mz) =
∑
α∈Nd
kα(λ)(Mz)
α,
where the sum on the right-hand side converges in L(Hfd ). Hence
K(·, λ)(Mz)1 =
∑
α∈Nd
kα(λ)z
α
in Hfd and the Taylor series K(·, λ) =
∑
α∈Nd
kα(λ)z
α converges in Hfd . For
µ ∈ vp
(
Hfd
)
, let eµ ∈ (Hfd )′ denote the continuous linear extension of
C[z]→ C, p 7→ p(µ).
Then
eµ(K(·, λ)) = eµ
(∑
α∈Nd
kα(λ)z
α
)
=
∑
α∈Nd
kα(λ)eµ(z
α)
=
∑
α∈Nd
kα(λ)µ
α = K(µ, λ).
Hence we have
|K(µ, λ)|2 ≤ ‖eµ‖2‖K(·, λ)‖2 = ‖eµ‖2K(λ, λ)
for 0 6= λ ∈ Br(0). For |µ| = r and every λ = tµ (0 < t < 1), we have
∞∑
n=0
ant
nRn ≤
∣∣∣∣ ∞∑
n=0
ant
nRn
∣∣∣∣2
∞∑
n=0
ant2nRn
=
|f(tR)|2
f(t2R)
=
|K(µ, tµ)|2
K(tµ, tµ)
≤ ‖eµ‖2,
in contradiction to the assumption that f diverges in z = R.
The divergence of a power series f =
∞∑
n=0
anz
n with radius of convergence
R = r2 > 0 in z = R is equivalent to lim
z↑R
∞∑
n=0
anz
n = ∞, which in turn is
equivalent to lim
|z|↑r
Kf (z, z) =∞. This observation allows us to present several
examples to which the foregoing proposition applies.
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Example 3.11.
The reproducing kernel of the weighted Bergman space A2α (α > −(d+ 1)) is
given by
Kα : B× B→ C, Kα(z, w) =
(
1
1− 〈z, w〉
)d+α+1
(see Example 2.52). Obviously, we have lim
|z|↑1
Kα(z, z) =∞. Furthermore, the
reproducing kernel
Kα : B× B→ C, Kα(z, w) = 1 + log 1
1− 〈z, w〉
of A2α for α = −(d + 1) (see Example 2.53) satisfies lim|z|↑1Kα(z, z) = ∞.
In particular, since all underlying power series are e-regular, Theorem 3.8
applies to all invariant subspaces M ∈ Lat(Mz) of the Drury-Arveson space,
the classic Bergman space, the Hardy space and the Dirichlet space on the
unit ball B ⊂ Cd.
3.2 On essentially spherical isometries
The final section is inspired by recent work of M. Kennedy and O. Shalit, in
particular, by their essential von Neumann inequality [KS13, Theorem 6.1].
We are going to prove a similar result in a more general setting. During
this section H denotes a Hilbert space and C(H) = L(H)/K(H) denotes the
Calkin algebra. Furthermore, let pi : L(H)→ C(H), T 7→ T +K(H), be the
quotient map. We write [T ] instead of T +K(H) = pi(T ) and
‖T‖e = ‖[T ]‖C(H)
for the essential norm of T ∈ L(H).
Remark 3.12.
Let T ∈ L(H) be a bounded linear operator on a Hilbert space H and let
S ∈ L(Hˆ) be a bounded linear operator on a larger Hilbert space Hˆ ⊃ H with
T = PHS|H . Since PHK(Hˆ)|H = K(H), we have
‖[S]‖C(Hˆ) = inf
Kˆ∈K(Hˆ)
‖S + Kˆ‖ ≥ inf
Kˆ∈K(Hˆ)
‖PH(S + Kˆ)|H‖
= inf
K∈K(H)
‖T +K‖ = ‖[T ]‖C(H).
Definition 3.13.
Let x = (x1, . . . , xd) ∈ Ad be a commuting tuple in a unital C∗-algebra A
101
3. An essential von Neumann (in-)equality
and let T = (T1, . . . , Td) ∈ L(H)d be a commuting tuple of bounded linear
operators on a Hilbert space H. Then
(i) x is called a spherical isometry if
d∑
i=1
x∗ixi = 1,
(ii) x is called a spherical unitary if x is a spherical isometry and x1, . . . , xd
are normal,
(iii) T is called an essentially spherical isometry (essentially spherical uni-
tary) if [T ] = ([T1], . . . , [Td]) is a spherical isometry (spherical unitary)
in the Calkin algebra C(H),
(iv) T is called an (essentially) spherical co-isometry if T ∗ is an (essentially)
spherical isometry.
Example 3.14.
Let f(z) =
∞∑
n=0
anz
n be an e-regular power series with radius of convergence 1
and let Hfd be the associated functional Hilbert space. Let M ∈ Lat(Mz) be a
homogeneous invariant subspace (see Definition 2.2) and let S = PM⊥Mz|M⊥.
For n ∈ N, let PHn denote the orthogonal projection Hfd → Hn onto the
space of homogeneous polynomials of degree n and define a−1 = 0. Since
lim
n→∞
an−1
an
= 1 by definition of e-regularity, we obtain that the operator
idM⊥ −
d∑
i=1
SiS
∗
i = idM⊥ − PM⊥
(
d∑
i=1
MziM
∗
zi
)∣∣∣∣∣
M⊥
= PM⊥
(
idHfd −
∞∑
n=0
an−1
an
PHn
)∣∣∣∣∣
M⊥
= PM⊥
( ∞∑
n=0
(
1− an−1
an
)
PHn
)∣∣∣∣∣
M⊥
is a compact operator on M⊥. Hence S∗ is an essentially spherical isometry
and S is an essentially spherical co-isometry.
If T ∈ L(H)d is a spherical isometry and (xn)n∈N is a sequence of unit vectors
in H such that ((λi − Ti)xn) n→∞−→ 0 for i = 1, . . . , d, then
||λi| − ‖Tixn‖| ≤ ‖(λi − Ti)xn‖ n→∞−→ 0
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for i = 1, . . . , d. Hence
d∑
i=1
|λi|2 = lim
n→∞
d∑
i=1
‖Tixn‖2 = 1
and σl(T ) ⊂ ∂B [Sal83, Lemma 2.4]. If T is a spherical co-isometry, the
same argument shows σr(T ) ⊂ ∂B. If T ∈ L(H)d is an essentially spherical
isometry, then by definition
K = idH −
d∑
i=1
T ∗i Ti ∈ K(H)
is a compact operator. Let λ ∈ σle(T ) be arbitrary. It is well known, and
follows for instance from Lemma 6.5.2 in [EP96], that there is an orthonormal
sequence (xn)n∈N in H such that ((λi − Ti)xn) n→∞−→ 0 for i = 1, . . . , d. But
then
lim
n→∞
(
1−
d∑
i=1
‖Tixn‖2
)
= lim
n→∞
〈Kxn, xn〉 = 0
and exactly as above it follows that λ ∈ ∂B. The same argument shows
σre(T ) ⊂ ∂B for an essentially spherical co-isometry T ∈ L(H)d.
Our aim is to prove an essential von Neumann inequality, or better equality,
for an essentially spherical isometry T ∈ L(H)d on a Hilbert space H. First,
it turns out that spherical isometries are subnormal [Ath90, Proposition 2]
and that essentially spherical isometries are essentially subnormal [Réo04,
Korollar 3.6.8]. For the sake of completeness, we recall the definitions. In
the following definition, for a given tuple a ∈ Ad in a C∗-algebra A and
α ∈ Nd, we use the notation ‖a‖α =
d∏
i=1
ai 6=0
‖ai‖αi .
Definition 3.15.
(i) A commuting tuple T ∈ L(H)d of bounded operators on a Hilbert space
H is called subnormal if there is a larger Hilbert space Hˆ ⊃ H and a
commuting tuple N ∈ L(Hˆ)d of normal operators such that NiH ⊂ H
and Ti = Ni|H for i = 1, . . . , d, or equivalenty, if∑
α∈Nd
α≤k
(−1)|α|
‖T‖2α
(
k
α
)
(T ∗)αTα ≥ 0
for all k ∈ Nd (for the equivalence see [Ath87, Theorem 4.1]).
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(ii) A minimal normal extension of a subnormal tuple T ∈ L(H)d is a
normal extension N ∈ L(Hˆ)d such that there is no reducing subspace
K for N with H ⊂ K ( Hˆ.
(iii) A commuting tuple x = (x1, . . . , xd) ∈ Ad in a C∗-algebra A is called
subnormal if ∑
α∈Nd
α≤k
(−1)|α|
‖x‖2α
(
k
α
)
(x∗)αxα ≥ 0
for all k ∈ Nd.
(iv) A tuple T ∈ L(H)d of bounded linear operators on a Hilbert space H
is called essentially subnormal if [T ] is a subnormal tuple in the Calkin
algebra C(H).
Remark 3.16.
(i) The minimal normal extension N ∈ L(Hˆ)d of every subnormal tuple
T ∈ L(H)d is unique up to unitary equivalence [Itô58]. Hence the
normal spectrum
σn(T ) = σ(N)
is well-defined.
(ii) Let ϕ : C(H) → L(K) be a unital faithful representation of the Calkin
algebra and let [T ] ∈ C(H)d be a subnormal tuple. Then ϕ([T ]) is a
subnormal tuple and the normal spectrum
σn([T ]) = σn(ϕ([T ]))
of [T ] is independent of the choice of ϕ by [Réo04, Korollar 3.6.5].
(iii) Every subnormal tuple T ∈ L(H)d with σn(T ) ⊂ ∂B is a spherical isom-
etry by [Ath90, Proposition 2]. Thus every normal tuple N ∈ L(H)d
with σ(N) ⊂ ∂B is a spherical unitary.
By use of a peak function argument it is possible to determine the normal
spectrum σn(T ) of a spherical isometry T ∈ L(H)d as well as the normal
spectrum σn([T ]) of [T ] for an essentially spherical isometry T ∈ L(H)d.
Theorem 3.17.
(i) Let T ∈ L(H)d be a spherical isometry. Then
σn(T ) = σ(T ) ∩ ∂B = σr(T ) ∩ ∂B = σl(T ).
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(ii) Let T ∈ L(H)d be an essentially spherical isometry. Then
σn([T ]) = σe(T ) ∩ ∂B = σre(T ) ∩ ∂B = σle(T ).
Proof. (i) Let N ∈ L(Hˆ)d be a minimal normal extension of the subnormal
tuple T . By [Ath90, Proposition 2] we have σ(N) ⊂ ∂B. Hence
σ(T ) ⊂ p.c.h.(σ(N)) ⊂ B
by [Cur81, Theorem 2], where p.c.h(A) denotes the polynomially convex
hull of a set A ⊂ Cd. In [Put84] it is shown that σ(N) ⊂ σr(T ). Hence
σn(T ) = σ(N) ⊂ σr(T ) ∩ ∂B ⊂ σ(T ) ∩ ∂B.
To close this chain of inclusions, let λ ∈ σ(T )∩∂B. Then there exists a
function f ∈ O(B) analytic in some neighbourhood of B with f(λ) = 1
and |f(z)| < 1 for all z ∈ B\{λ}. Using the analytic functional calculus
of T , we obtain
fk(λ) ∈ fk(σ(T )) = σ(fk(T ))
for all k ∈ N and hence ‖fk(T )‖ ≥ r(fk(T )) ≥ |fk(λ)| = 1, where
r(fk(T )) denotes the spectral radius of fk(T ). Assume that λ /∈ σ(N).
Then ‖f‖∞,σ(N) < 1 and fk|σ(N) k→∞−→ 0 uniformly. Using the continuous
functional calculus ΦN of the normal tuple N , we obtain
‖fk(N)‖ = ‖ΦN(fk)‖ k→∞−→ 0.
Here the equality fk(N) = ΦN(fk) follows for instance, since fk can
be uniformly approximated by polynomials on a neighbourhood of B.
Since σ(N) ∪ σ(T ) ⊂ B and fk ∈ O(B), Lemma 2.5.8 in [EP96] yields
fk(N)|H = fk(T ) and hence
‖fk(N)‖ ≥ ‖fk(T )‖ ≥ 1
for all k ∈ N. This in contradiction shows that λ ∈ σ(N) = σn(T ). The
remaining equality follows from Corollary 3.5 and the remarks following
Example 3.14.
(ii) Let ϕ : C(H)→ L(Kˆ) be a unital faithful representation of the Calkin
algebra, then ϕ([T ]) = (ϕ([T1]), . . . , ϕ([Td])) is a spherical isometry.
Using (i) and Remark 3.16, we obtain
σn([T ]) = σn(ϕ([T ])) = σ(ϕ([T ])) ∩ ∂B.
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Since ϕ is faithful and ϕ(C(H)) ⊂ L(Kˆ) is a unital C∗-subalgebra,
an application of Corollary 2.6.11 and Lemma 2.6.13 in [EP96] and of
Theorem 1 in [Cur82] yields
σ(ϕ([T ])) = σ(Lϕ([T ]), L(Kˆ)) = σ(Lϕ([T ]), ϕ(C(H)))
= σ(L[T ], C(H)) = σe(T ).
Since σ(ϕ([T ])) ⊂ B as seen in part (i), Corollary 3.6 and the remarks
following Example 3.14 yield the assertion.
Note that the proof of the preceding theorem shows in particular σ(T ) ⊂ B for
every spherical (co-)isometry T ∈ L(H)d and σe(T ) ⊂ B for every essentially
spherical (co)-isometry T ∈ L(H)d. To prove the main theorem, we shall use
the following elementary observation.
Lemma 3.18.
Let T ∈ L(H)d be a commuting tuple on a Hilbert space H and let U ∈ L(Hˆ)d
be a commuting tuple on a Hilbert space Hˆ ⊃ H. If K ∈ K(Hˆ)d is an
arbitrary tuple of compact operators such that T = (U + K)|H (in the sense
that Ti = (Ui + Ki)|H for i = 1, . . . , d), then for p ∈ C[z1, . . . , zd], there is a
compact operator Cp ∈ K(Hˆ) such that
p(T ) = (p(U) + Cp)|H .
Proof. It clearly suffices to consider the case d = 2 and the polynomials
p1(z1, z2) = z1 + z2 and p2(z1, z2) = z1z2. In this case we have
p1(T ) = T1 + T2 = (U1 +K1)|H + (U2 +K2)|H
= (U1 + U2 + (K1 +K2))|H = (p1(U) + (K1 +K2))|H
and
p2(T ) = T1T2 = (U1 +K1)(U2 +K2)|H
= (U1U2 + (U1K2 +K1U2 +K1K2))|H
= (p2(U) + (U1K2 +K1U2 +K1K2))|H
with K1 +K2, U1K2 +K1U2 +K1K2 ∈ K(Hˆ).
With these preparations, we are in a position to prove our version of an
essential von Neumann (in-)equality.
Theorem 3.19.
Let T ∈ L(H)d be an essentially spherical isometry. Then
‖p(T )‖e = ‖p‖∞,σe(T )∩∂B
for all polynomials p ∈ C[z1, . . . , zd].
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Proof. Since T ∈ L(H)d is an essentially spherical isometry, T is essentially
subnormal by [Réo04, Korollar 3.6.8] with σn([T ]) ⊂ ∂B. Hence by [Réo04,
Korollar 3.6.7] there are a Hilbert space Hˆ ⊃ H, a normal tuple U ∈ L(Hˆ)d
and a tuple K ∈ K(Hˆ)d of compact operators such that T = (U +K)|H and
such that the normal spectrum σn([T ]) coincides with σ(U) and σe(U). In
particular, U is subnormal and
σn(U) = σ(U) = σn([T ]) ⊂ ∂B.
Hence [Ath90, Proposition 2] yields that U is a spherical isometry (and nor-
mal) and thus U is a spherical unitary. By Lemma 3.18 there is a compact
operator Cp ∈ K(Hˆ) such that p(T ) = (p(U) + Cp)|H . Hence Remark 3.12
yields
‖p(T )‖e = ‖[p(T )]‖C(H) ≤ ‖[p(U) + Cp]‖C(Hˆ) = ‖[p(U)]‖C(Hˆ).
Since U is a commuting tuple of normal operators, [p(U)] is normal by the
Fuglede-Putnam-Rosenblum theorem (see e.g. [Ros58]) and its norm is equal
to its spectral radius r([p(U)]). By use of the spectral mapping theorem
[EP96, Corollary 2.6.9], we obtain
‖[p(U)]‖C(Hˆ) = r([p(U)]) = sup
λ∈σ([p(U)])
|λ| = sup
λ∈σe(p(U))
|λ|
= sup
λ∈σe(U)
|p(λ)| = ‖p‖∞,σe(U) = ‖p‖∞,σn([T ]).
Since
σn([T ]) = σe(T ) ∩ ∂B
by Theorem 3.17, we have the inequality
‖p(T )‖e ≤ ‖p‖∞,σn([T ]) = ‖p‖∞,σe(T )∩∂B.
The observation that
‖p(T )‖e = ‖[p(T )]‖C(H) ≥ r([p(T )])
= sup
λ∈σ([p(T )])
|λ|
= sup
λ∈σe(p(T ))
|λ| = ‖p‖∞,σe(T )
completes the proof.
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Let p = (pij)ij ∈ MN(C[z1, . . . , zd]) be a matrix-valued polynomial and let
T ∈ L(H)d be a commuting tuple of bounded operators. Then the operator
matrix
p(T ) = (pij(T ))ij ∈MN(L(H)) ∼= L(HN)
defines an operator on HN via matrix multiplication. If one equips L(HN)
andMN(C) ∼= L(CN) with their operator norms, one obtains a matrix version
of Theorem 3.19, as in [KS13].
Theorem 3.20.
Let T ∈ L(H)d be an essentially spherical isometry. Then
‖p(T )‖e = ‖p‖∞,σe(T )∩∂B
for all matrix-valued polynomials p ∈MN(C[z1, . . . , zd]).
Proof. Let p ∈MN(C[z1, . . . , zd]). As in the proof of Theorem 3.19 we choose
a spherical unitary U ∈ L(Hˆ)d on a Hilbert space Hˆ ⊃ H and compact
operators Cij ∈ K(Hˆ) with pij(T ) = (pij(U) + Cij)|H for i, j = 1, . . . , N .
Then σ(U) = σe(T ) ∩ ∂B and
‖p(T )‖e = inf{‖p(T )− (Kij)ij‖; Kij ∈ K(H) for all i, j}
= inf{‖p(T )− (PHKˆij|H)ij‖; Kˆij ∈ K(Hˆ) for all i, j}
= inf{‖(PH(pij(U) + Cij + Kˆij)|H)ij‖; Kˆij ∈ K(Hˆ) for all i, j}
= inf{‖PHN (pij(U) + Cij + Kˆij)ij|HN‖; Kˆij ∈ K(Hˆ) for all i, j}
≤ inf{‖(pij(U))ij + (Cij)ij + (Kˆij)ij‖; Kˆij ∈ K(Hˆ) for all i, j}
= ‖p(U)‖e ≤ ‖p(U)‖ ≤ sup
λ∈σ(U)
‖p(λ)‖ = sup
λ∈σe(T )∩∂B
‖p(λ)‖.
To justify the last inequality, note that p(U) = Ψ(p), where
Ψ : C(σ(U),MN(C)) ∼= C(σ(U))⊗ˆMN(C)→ L(H ⊗ CN) ∼= L(HN)
denotes the unique ∗-homomorphism with Ψ(f ⊗ A) = ΨU(f) ⊗ A for a
continuous function f ∈ C(σ(U)) and A ∈ MN(C) ∼= L(CN) (see [Sak98,
Proposition 1.22.9]). Here ΨU : C(σ(U)) → L(H) denotes the continuous
functional calculus of the normal tuple U .
To prove the reverse estimate, denote by A = alg([T1], . . . , [Td]) ⊂ C(H) the
norm-closed subalgebra generated by [T1], . . . , [Td]. Let ∆A denote the set of
multiplicative linear forms on A. Then the map
∆A → σA([T ]), ρ 7→ ρ([T ]),
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where σA([T ]) is the joint spectrum of [T ] = ([T1], . . . , [Td]) in the commu-
tative Banach algebra A, is a homeomorphism. By Corollary 2.6.11 and
Lemma 2.2.4 in [EP96], we have
σe(T ) = σ(L[T ], C(H)) ⊂ σA([T ]).
Fix an arbitrary element λ ∈ σA([T ]). Then there is a character ρ ∈ ∆A with
λ = ρ([T ]). Since ρ : A → C is completely contractive [Pau02, Proposition
3.8], it follows that
‖(pij(λ))ij‖MN (C) = ‖(ρ(pij([T ])))ij‖MN (C)
≤ ‖(pij([T ]))ij‖MN (A)
= ‖[p(T )]‖C(HN ).
Thus we have shown that even the estimates
sup
λ∈σe(T )
‖p(λ)‖ ≤ sup
λ∈σA([T ])
‖p(λ)‖ ≤ ‖p(T )‖e
hold.
Corollary 3.21.
Let T ∈ L(H)d be an essentially spherical isometry or co-isometry. Then
‖p(T )‖e = ‖p‖∞,σ
for every matrix-valued polynomial p ∈MN(C[z1, . . . , zd]), where
σ = σe(T ) ∩ ∂B = σle(T ) ∩ ∂B = σre(T ) ∩ ∂B.
Proof. Since σe(T ) ⊂ B, we have
σ = σe(T ) ∩ ∂B = σle(T ) ∩ ∂B = σre(T ) ∩ ∂B.
by Corollary 3.6. Since Theorem 3.20 covers the case of essentially spher-
ical isometries, only the case of essentially spherical co-isometries needs
verification. Hence let T be an essentially spherical co-isometry and let
p ∈MN(C[z1, . . . , zd]) be arbitrary. Then
‖p(T ∗)‖e = ‖[(pij(T ∗))ij]‖ = ‖[(pij(T )∗)ij]‖
= ‖[(pij(T )∗)∗ij]‖ = ‖[(pji(T ))ij]‖ = ‖
(
pji(T )
)
ij
‖e
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and Theorem 3.20 shows that
‖p(T ∗)‖e = sup
λ∈σe(T ∗)∩∂B
‖(pij(λ))ij‖
= sup
λ∈σe(T )∩∂B
‖(pij(λ))ij‖
= sup
λ∈σe(T )∩∂B
‖(pij(λ))∗ij‖
= sup
λ∈σe(T )∩∂B
‖(pji(λ))ij‖.
Since p was arbitrary, the assertion follows.
In particular, by Example 3.14, the foregoing theorem applies to every quo-
tient tuple S = Mz/M , where M ∈ Lat(Mz) is a homogeneous invariant
subspace of a functional Hilbert space Hfd given by an e-regular power se-
ries f with radius of convergence 1. In this case I = M ∩ C[z] ⊂ C[z] is a
homogeneous ideal with M = I and
σe(S) ∩ ∂B = σre(S) = Z(I) ∩ ∂B = Z(M) ∩ ∂B
(see Bemerkung 4.7 in [Wer08]). Thus Corollary 3.21 applies in particular
to all quotients S = Mz/M ∈ L(A2α/M)d of a weighted Bergman space
A2α (α ≥ −(d+1)) modulo a homogeneous invariant subspaceM ∈ Lat(Mz).
A corresponding result for the case α ≥ −d is obtained in [KS13, Corollary
5.2].
As an application we obtain an essential von Neumann inequality improving
Theorem 6.1 in [KS13].
Corollary 3.22.
Let T ∈ L(H)d be a commuting tuple with
idH −
d∑
i=1
TiT
∗
i ∈ K(H) or idH −
d∑
i=1
T ∗i Ti ∈ K(H).
Let I ⊂ C[z] be an ideal such that
q(T ) ∈ K(H) for every q ∈ I.
Then, for every matrix-valued polynomial p ∈MN(C[z1, . . . , zd]), we have
‖p(T )‖e ≤ ‖p‖∞,Z(I)∩∂B.
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Proof. It suffices to observe that
q(σe(T )) = σe(q(T )) = {0}
for every q ∈ I and that as a consequence
σe(T ) ∩ ∂B ⊂ Z(I) ∩ ∂B.
Hence the assertion follows as an application of Corollary 3.21.
We end this section with a characterization of the left (right) essential spec-
trum of an essentially spherical (co-)isometry as a space of characters ∆A
of a suitable C∗-subalgebra A ⊂ L(H). This result generalizes Proposition
2.1 in [KS13] (see also Proposition 5.1 in [KS13]) to the case of essentially
hyponormal commuting tuples T ∈ L(H)d.
Theorem 3.23.
Let T ∈ L(H)d be a commuting tuple such that
T ∗i Ti − TiT ∗i ∈ L(H)+ +K(H) for i = 1, . . . , d,
where L(H)+ denotes the set of positive elements in L(H). Then the map
∆C∗(T )+K(H) → σle(T ), λ 7→ (λ(Ti))di=1
is a homeomorphism.
Proof. Let pi : L(H) → C(H), T 7→ [T ], denote the quotient map into the
Calkin algebra and choose a faithful representation ϕ : C(H) → L(K) of
C(H). The hypothesis is equivalent to the condition that
Ti = ϕ([Ti]) ∈ L(K)
is hyponormal for i = 1, . . . , d. Let T = (T1, . . . , Td) ∈ L(K)d. Note that
C∗(T ) +K(H) =−1pi (pi(C∗(T ))) ⊂ L(H)
is a C∗-subalgebra and that
pi(C∗(T )) = (C∗(T ) +K(H))/K(H) = C∗([T ]),
C∗(T ) = ϕ ◦ pi(C∗(T )).
For λ ∈ ∆C∗(T )+K(H), the kernel Ker λ|K(H) is a norm-closed ideal in K(H)
and hence λ|K(H) ≡ 0. Thus the mappings
∆C∗(T )+K(H) → ∆pi(C∗(T )), λ 7→ [λ],
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where [λ]([x]) = λ(x), and
∆pi(C∗(T )) → ∆C∗(T ), λ 7→ λ ◦ ϕ−1
are well-defined homeomorphisms. Since the operators Ti (i = 1, . . . , d) are
hyponormal, it follows (see Proposition 3.2.4 in [Réo04]) that
∆C∗(T ) → σl(T ), λ 7→ (λ(Ti))di=1
is a homeomorphism. The composition of the last three maps defines a
homeomorphism
∆C∗(T )+K(H) → σl(T )
which acts as
λ 7→ (λ(Ti))di=1.
Using Corollary 2.6.11 in [EP96] and Theorem 1 in [Cur82], we find that
σl(T ) = σr(T ∗)∗ = σr(LT ∗ , L(K))∗ = σr(LT ∗ , C∗(T ))∗
= σr(L[T ∗], C
∗([T ]))∗ = σr(L[T ∗], C(H))∗ = σre(T ∗)∗ = σle(T ).
We obtain the announced result as a corollary.
Corollary 3.24.
(i) Let T ∈ L(H)d be an essentially spherical isometry. Then
∆C∗(T )+K(H) → σle(T ) = σe(T ) ∩ ∂B = σre(T ) ∩ ∂B, λ 7→ (λ(Ti))di=1
is a homeomorphism.
(ii) Let T ∈ L(H)d be an essentially spherical co-isometry. Then
∆C∗(T )+K(H) → σre(T ) = σe(T ) ∩ ∂B = σle(T ) ∩ ∂B, λ 7→ (λ(Ti))di=1
is a homeomorphism.
Proof. (i) Choose a faithful representation ϕ : C(H)→ L(K) of the Calkin
algebra C(H). Since T is an essentially spherical isometry, the tuple
ϕ([T ]) = (ϕ([T1]), . . . , ϕ([Td])) ∈ L(K)d is subnormal. In particular
ϕ([Ti]) is subnormal for i = 1, . . . , d and hence hyponormal by Propo-
sition 4.2 in [Con91]. A direct application of Theorem 3.23 yields the
assertion.
(ii) Applying part (i) to T ∗ and using that C∗(T ∗)+K(H) = C∗(T )+K(H)
and that σre(T ) = σle(T ∗)∗ yields the assertion.
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As explained in the remarks following Corollary 3.21, we have
σe(S) ∩ ∂B = Z(I) ∩ ∂B
for the essentially spherical co-isometry S = Mz/M , where M ∈ Lat(Mz)
is a homogeneous invariant subspace of the Drury-Arveson space H(B) and
I = M∩C[z]. Since K(H(B)) ⊂ C∗(S) by [Arv98, Theorem 5.7], Proposition
2.1 in [KS13] is a direct application of Corollary 3.24.
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Chapter 4
Cowen-Douglas theory
In this chapter we study Cowen-Douglas tuples on Banach spaces and their
duality theory. We give a characterization of dual Cowen-Douglas tuples and
thus answer a corresponding question posed by R.G. Douglas in [Dou09] in
the affirmative. We show that on suitable domains Ω ⊂ Cd dual Cowen-
Douglas tuples T ∈ L(X)d are up to (isometric) similarity precisely the
multiplication tuplesMz = (Mz1 , . . . ,Mzd) with the independent variables on
suitable holomorphic model spaces. In the final part we indicate some partial
results on a question of Douglas concerning the irreducibility of submodules
of Hilbert modules given by dual Cowen-Douglas tuples of rank one.
4.1 Bn(Ω) and associated vector bundles
Let Ω ⊂ Cd be an open set and let T ∈ L(X)d be an arbitrary tuple of
bounded linear operators on a Banach space X. For z ∈ Ω, we consider the
induced row operator
Tz : X
d → X, (xi)di=1 7→
d∑
i=1
(zi − Ti)xi.
The following definition of dual Cowen-Douglas tuples is a translation of
Douglas’ concept of quasi free Hilbert modules in our terminology. As we
will show later, it is dual to the definition of Cowen-Douglas tuples given in
[CD78] and [CD83]. More precisely, under certain assumptions the adjoint
tuple T ′ ∈ L(X ′)d is a dual Cowen-Douglas tuple in this sense if and only if
T ∈ L(X)d is a Cowen-Douglas tuple in the sense of [CD78] or [CD83]. We
will investigate the original definition and compare both concepts in Section
4.3.
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Definition 4.1.
A tuple T ∈ L(X)d of bounded linear operators on a Banach space X is a
weak dual Cowen-Douglas tuple of rank n ∈ N∗ on an open set Ω ⊂ Cd if
(1) dimX/Im Tz = n for all z ∈ Ω.
Let nB(Ω) denote the class of all weak dual Cowen-Douglas tuples of rank n
on Ω. T is a dual Cowen-Douglas tuple of rank n on Ω if T is a commuting
weak dual Cowen-Douglas tuple on Ω and if in addition the condition
(2) Mz−T =
∞⋂
k=0
∑
α∈Nd
|α|=k
(z − T )αX = {0} for all z ∈ Ω
holds. Let Bn(Ω) denote the class of all dual Cowen-Douglas tuples of rank
n on Ω.
By definition it is clear that any (weak) dual Cowen-Douglas tuple on an
open set Ω ⊂ Cd is even a (weak) dual Cowen-Douglas tuple on each open
subset Ω0 ⊂ Ω. Furthermore, it is well known that the definition of a weak
Cowen-Douglas tuple T ∈ L(X)d ensures that all ranges Im Tz ⊂ X (z ∈ Ω)
are closed and complemented. Indeed, this property is sufficient to give
ET =
⋃
z∈Ω
{z} × X/Im Tz the structure of a Hermitian holomorphic vector
bundle in the following sense. Throughout this chapter let P1 : Cd×Cn → Cd
and P2 : Cd × Cn → Cn denote the projection onto the first d and last n
variables, respectively.
Definition 4.2.
(i) Let n ∈ N∗ and let pi : E → Ω be a continuous map from a topological
space E into an open set Ω ⊂ Cd. The map pi : E → Ω (abbreviatory
(E, pi) or E) is called a (topological) vector bundle of rank n over Ω if
the following conditions hold:
(1) Ez = pi−1({z}) is an n-dimensional vector space for all z ∈ Ω.
(2) For every z0 ∈ Ω, there exist an open neighbourhood U ∈ U(z0)
and a homeomorphism h : EU = pi−1(U)→ U × Cn (equipped with
the product topology) such that P1 ◦ h = pi and such that for every
z ∈ U , the map h|Ez is a vector space isomorphism from Ez to
{z} × Cn ∼= Cn. The map h is called a linear chart of E over U ,
its inverse h−1 is called a trivialization of E over U and E is called
trivial over U .
116
4.1 Bn(Ω) and associated vector bundles
If (Ui)i∈I is a family of open sets covering Ω with associated linear
charts hi : EUi → Ui ×Cn, then (hi)i∈I is called an atlas of E. The set
Ω is called the base space of the vector bundle.
(ii) E is called globally trivial if E is trivial over Ω.
(iii) An atlas (hi)i∈I of the vector bundle E is holomorphic if, for all i, j ∈ I
with Ui ∩ Uj 6= ∅, the transition functions gij : Ui ∩ Uj → GL(n,C)
given by
(hi ◦ h−1j )(z, α) = (z, gij(z)α) for all z ∈ Ui ∩ Uj, α ∈ Cn
are holomorphic.
(iv) Two holomorphic atlases A,A′ of a vector bundle E are holomorphically
equivalent if A∪A′ is a holomorphic atlas of E again. The equivalence
class of a holomorphic atlas is called a linear holomorphic structure
of E. A vector bundle with a holomorphic linear structure is called a
holomorphic vector bundle. Every map h : EU → U × Cn contained
in a representing holomorphic atlas is called a chart of the holomorphic
vector bundle E and every inverse of such a map is called a trivialization
of the holomorphic vector bundle E.
(v) A holomorphic vector bundle pi : E → Ω with representing atlas (hi)i∈I
is called a Hermitian holomorphic vector bundle if each fibre Ez (z ∈ Ω)
is equipped with a scalar product (·, ·)Ez such that the unique matrix-
valued functions mi : Ui →M(n× n,C) with
(h−1i (z, α), h
−1
i (z, β))Ez = 〈mi(z)α, β〉Cn for all z ∈ Ui, α, β ∈ Cn
are C∞- functions for all i ∈ I.
Remark 4.3.
In the setting of condition (iii) of the preceding definition the condition that
the transition function gij is holomorphic is equivalent to the condition that
the mapping
hi ◦ h−1j : (Ui ∩ Uj)× Cn → (Ui ∩ Uj)× Cn
is holomorphic. It follows that every holomorphic atlas (hi)i∈I of a given
topological vector bundle E of rank n over an open set Ω ⊂ Cd is at the same
time an (n+d)-dimensional complex atlas on E (see Chapter IV.1 in [FG02]).
The equivalence class of (hi)i∈I within the set of all (n + d)-dimensional
complex atlases on E turns E into an (n+d)-dimensional complex manifold.
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Any pair of equivalent holomorphic linear atlases on E determines the same
complex structure on E. In this sense every holomorphic vector bundle E
of rank n over an open set Ω ⊂ Cd is also an (n + d)-dimensional complex
manifold.
Now we can show that ET becomes a Hermitian holomorphic vector bundle
for each T ∈ L(X)d of class nB(Ω).
Theorem 4.4.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class nB(Ω) for some n ∈ N∗.
Then ET =
⋃
z∈Ω
{z} × X/Im Tz can be given the structure of a holomorphic
vector bundle in a canonical way.
Proof. (i) Consider
ET =
⋃
z∈Ω
{z} ×X/Im Tz
with the quotient topology induced by the surjective map
q : Ω×X → ET , (z, x) 7→ (z, x+ Im Tz).
Note that this topology is Hausdorff. We first show that (ET , pi) is a
topological vector bundle, where pi is the canonical projection
pi : ET → Ω, (z, x+ Im Tz) 7→ z.
Since pi ◦ q : Ω × X → Ω is the projection onto the first variable, the
map pi is continuous. For the construction of an atlas on ET , we need
the following preliminary observations. Fix an arbitrary point z0 ∈ Ω.
As mentioned above Im Tz0 is complemented. Let N ⊂ X be a closed
subspace with
X = Im Tz0 ⊕N.
Lemma 2.1.5 in [EP96] applied to the analytic maps
α : Ω→ L(Xd ⊕N,X), α(z) ((xi)di=1, n) = d∑
i=1
(zi − Ti)xi + n
and β : Ω → L(X), β(z) ≡ 0, yields the existence of an open neigh-
bourhood U ∈ U(z0) of z0 such that the map
O(U,Xd ⊕N)→ O(U,X), ((fi)di=1, g) 7→ d∑
i=1
(zi − Ti)fi + g
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is surjective. In particular we have
X = Im Tz +N for all z ∈ U.
Since dimX/Im Tz ≡ n for all z ∈ Ω this ensures that
X = Im Tz ⊕N for all z ∈ U.
For z ∈ U , let PU(z) : X → N denote the projection onto N with kernel
Im Tz given by the decomposition X = Im Tz ⊕ N and let PU denote
the induced operator-valued function PU : U → L(X), z 7→ PU(z), on
U .
Fix a basis (e1, . . . , en) of N and let EU = (ET )U = pi−1(U). A linear
chart hU of ET over U can then be defined as follows
hU : EU → U ×Cn, (z, x+ Im Tz) 7→ (z, (αi)ni=1) , if PU(z)x =
n∑
i=1
αiei,
that is, hU is the composition hU = ΦU ◦ h˜U of
h˜U : EU → U ×N, (z, x+ Im Tz) 7→ (z, PU(z)x)
and the induced homeomorphism
ΦU : U ×N → U × Cn, (z, x) 7→ (z, Φ˜Ux)
given by the topological isomorphism
Φ˜U : N → Cn,
n∑
i=1
αiei 7→ (αi)ni=1.
Furthermore, let
gU : U × Cn → EU , (z, (αi)ni=1) 7→
(
z,
(
n∑
i=1
αiei
)
+ Im Tz
)
.
Hence gU can be written as a composition gU = g˜U ◦ Φ−1U , where
g˜U : U ×N → EU , (z, x) 7→ (z, x+ Im Tz).
Obviously g˜U and h˜U are inverse to each other and the restrictions h˜U |Ez
on the fibres Ez = pi−1({z}) are linear for all z ∈ U . Hence gU and hU
have the same properties. Since g˜U = q|U×N , the map gU is continuous
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by the definition of the topology on ET and the continuity of Φ−1U . It
remains to be shown that
h˜U ◦ q : U ×X → U ×N, (z, x) 7→ (z, PU(z)x)
is continuous to establish the vector bundle structure on ET (with re-
spect to the atlas given by the maps hU). It is sufficient to show that PU
defined above is continuous. Indeed we will show that PU is even ana-
lytic, which will be needed in the next step of the proof anyway. It is well
known that PU is analytic if and only if the map U → N, z 7→ PU(z)x,
is analytic for every x ∈ X [Mül03, Theorem A.2.9]. Hence fix x ∈ X.
By the choice of U there are analytic functions fx1 , . . . , fxd ∈ O(U,X)
and gx ∈ O(U,N) with
x =
d∑
i=1
(zi − Ti)fxi (z) + gx(z)
for z ∈ U . Since gx(z) ∈ N and
x− gx(z) =
d∑
i=1
(zi − Ti)fxi (z) ∈ Im Tz
for all z ∈ U , we have
gx(z) = PU(z)x for all z ∈ U
and hence the desired analyticity.
(ii) Consider the atlas given by the open sets U and the linear charts hU
defined in (i) together with the associated maps PU ,ΦU , Φ˜U , h˜U . For
two such open sets U, V with U ∩ V 6= ∅, the map
(U ∩ V )× Cn → (U ∩ V )× Cn, (z, (αi)ni=1) 7→
(
hV ◦ h−1U
)
(z, (αi)
n
i=1)
acts as(
hV ◦ h−1U
)
(z, (αi)
n
i=1) =
(
ΦV ◦ h˜V ◦ h˜−1U ◦ Φ−1U
)
(z, (αi)
n
i=1)
=
(
ΦV ◦ h˜V ◦ h˜−1U
)(
z, Φ˜−1U (αi)
n
i=1
)
=
(
ΦV ◦ h˜V
)(
z, Φ˜−1U (αi)
n
i=1 + Im Tz
)
= ΦV
(
z,
(
PV (z) ◦ Φ˜−1U
)
(αi)
n
i=1
)
=
(
z,
(
Φ˜V ◦ PV (z) ◦ Φ˜−1U
)
(αi)
n
i=1
)
.
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Since the transition function Φ˜V ◦ PV (·) ◦ Φ˜−1U is an analytic function
on U ∩ V , the atlas is holomorphic. The corresponding holomorphic
linear structure (i.e., the equivalence class of the atlas with respect
to holomorphic equivalence) turns (ET , pi) into a holomorphic vector
bundle.
Remark 4.5.
It suffices to find maps h˜i : EUi → Ui × Mi with the required properties
for arbitrary vector spaces Mi of dimension n in Definition 4.2 to define a
(holomorphic) vector bundle structure. As seen in the proof of the foregoing
theorem, one can then easily define maps hi : EUi → Ui × Cn with the same
properties.
It is known to the experts (for the idea see for instance [Mil57, Theorem
V.5]) that every holomorphic vector bundle can be turned into a Hermitian
holomorphic vector bundle. For the sake of completeness, we include a proof.
Theorem 4.6.
Let n ∈ N∗ and let pi : E → Ω be a holomorphic vector bundle of rank n over
an open set Ω ⊂ Cd. Then there are scalar products on the fibres Ez (z ∈ Ω)
which turn E into a Hermitian holomorphic vector bundle.
Proof. Fix an open cover (Ui)i∈I such that there is a representing atlas (hi)i∈I
of linear charts hi : EUi → Ui×Cn. Denote the associated transition functions
by gij : Ui ∩ Uj → GL(n,C). Let (pi)i∈I be a C∞-partition of unity relative
to the open cover (Ui)i∈I (for the existence see for instance [FG02, Theorem
IV.1.10]). For every z ∈ Ω, the map (·, ·)Ez : Ez × Ez → C with
(e1, e2)Ez =
∑
i∈I
pi(z)〈P2 ◦ hi(e1), P2 ◦ hi(e2)〉Cn
defines a scalar product on the fibre Ez, where the sum is formed over all
i ∈ I with z ∈ supp(pi). With these definitions we obtain(
h−1j (z, α), h
−1
j (z, β)
)
Ez
=
∑
i∈I
pi(z)〈P2 ◦ hi ◦ h−1j (z, α), P2 ◦ hi ◦ h−1j (z, β)〉Cn
=
∑
i∈I
pi(z)〈gij(z)α, gij(z)β〉Cn
=
〈(∑
i∈I
pi(z)(gij(z))
′gij(z)
)
α, β
〉
Cn
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for all z ∈ Uj, α, β ∈ Cn. Thus
mj : Uj →M(n× n,C), z 7→
∑
i∈I
pi(z)(gij(z))
′gij(z),
is a C∞-function for all i ∈ I and E is a Hermitian holomorphic vector
bundle.
Although the foregoing theorem yields the existence of a Hermitian structure
for every holomorphic vector bundle on Ω, the result of this construction is
somewhat artificial. In Remark 4.23 we will describe a more natural choice
of a Hermitian structure on ET in the case where X = H is a Hilbert space.
4.2 On a question of Douglas
In [Dou09] (see Question 1) Douglas suggested, at least in the Hilbert space
setting, that for every dual Cowen-Douglas tuple T ∈ L(X)d over the open
unit ball B = B1(0) ⊂ Cd, the set ET =
⋃
z∈B
X/Im Tz should carry the struc-
ture of a Hermitian holomorphic vector bundle such that, for each element
x ∈ X, the map xˆ : B → ET , z 7→ (z, x + Im Tz), is a holomorphic section
and such that the mapping X → Γhol(Ω, ET ), x 7→ xˆ, is injective. This
would improve a former result of Douglas and Misra [DM05, Theorem 2.2]
(cf. Section 1.3 in [Dou09]). In the previous section we constructed a holo-
morphic vector bundle structure on ET for weak dual Cowen-Douglas tuples
on Banach spaces on arbitrary open sets in Cd. In this section we show
that, for dual Cowen-Douglas tuples, this holomorphic vector bundle has the
properties conjectured by Douglas.
Definition 4.7.
Let pi : E → Ω be a vector bundle of rank n ∈ N∗ over an open set Ω ⊂ Cd,
let U ⊂ Ω be open and let (hi)i∈I be an atlas of E.
(i) A continuous function f : U → E with pi ◦ f = idU is called a section
in E over U . For each i ∈ I with U ∩ Ui 6= ∅, the map
fi : U ∩ Ui → Cn, fi = P2 ◦ hi ◦ f |U∩Ui
is called the representation of f in the chart hi.
(ii) Let pi : E → Ω be a holomorphic vector bundle and suppose that the
atlas (hi)i∈I represents the holomorphic linear structure of E. A section
f : U → E is called holomorphic if its representations fi : U ∩Ui → Cn
in the charts hi are holomorphic for all i ∈ I with U ∩ Ui 6= ∅. Let
Γhol(U,E) denote the set of all holomoprhic sections in E over U .
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It is well known that there is an identity theorem for holomorphic sections
in holomorphic vector bundles. For the sake of completeness, we give the
details.
Lemma 4.8.
Let pi : E → Ω be a holomorphic vector bundle of rank n ∈ N∗ over a
connected open set Ω ⊂ Cd and let γ ∈ Γhol(Ω, E). If there is an open set
∅ 6= U ⊂ Ω with γ|U = 0, then γ ≡ 0.
Proof. Consider
A = {w ∈ Ω; ∃W ∈ U(w) : W ⊂ Ω open and γ|W ≡ 0} ⊂ Ω.
The set A is not empty by assumption and obviously open in Ω. Since Ω is
connected, it is sufficient to check that A ⊂ Ω is closed. Hence let (zk)k∈N
be a sequence in A such that lim
k→∞
zk = z ∈ Ω. Choose V ⊂ Ω open and
connected with z ∈ V and a trivialization h : V × Cn → EV . Fix k ∈ N
with zk ∈ V and choose Wk ∈ U(zk) open with Wk ⊂ V and γ|Wk ≡ 0. Since
P2 ◦ h−1 ◦ γ|V : V → Cn is holomorphic with (P2 ◦ h−1 ◦ γ|V )|Wk ≡ 0, the
identity theorem for holomorphic functions yields P2 ◦ h−1 ◦ γ|V ≡ 0. Hence
h−1 ◦ γ|V ≡ 0 and therefore γ|V ≡ 0. This means z ∈ A and A ⊂ Ω is
closed.
To answer the second part of the above cited question of Douglas we need
the following application of Lemma 4.8.
Lemma 4.9.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class nB(Ω) for some n ∈ N∗.
Then the map
ρ : X → Γhol(Ω, ET ), x 7→ xˆ,
where xˆ(z) = (z, x+ Im Tz) for z ∈ Ω, is well-defined and linear with
Ker ρ =
⋂
z∈Ω
Im Tz.
If Ω is connected, then we have⋂
z∈Ω
Im Tz =
⋂
z∈U
Im Tz
for every open set ∅ 6= U ⊂ Ω.
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Proof. Let x ∈ X be arbitrary, then xˆ is the composition of q : Ω×X → ET
and the continuous map Ω→ Ω×X, z 7→ (z, x). Hence xˆ is continuous with
pi ◦ xˆ = idΩ and therefore a section in ET over Ω. Consider the linear charts
hU and the maps Φ˜U defined in the proof of Theorem 4.4. Then we obtain
P2 ◦ hU ◦ xˆ = Φ˜U ◦ PU(·)x
for the representation of xˆ in the chart hU , which is analytic by the proof
of Theorem 4.4. Hence xˆ is a holomorphic section in ET over Ω and ρ is
well-defined. The linearity of ρ is obvious since
̂(αx+ y)(z) = (z, (αx+ y) + Im Tz)
= α(z, x+ Im Tz) + (z, y + Im Tz) = αxˆ(z) + yˆ(z)
for all α ∈ C, x, y ∈ X and z ∈ Ω. Note that x ∈ Ker ρ if and only if
x ∈ Im Tz for all z ∈ Ω. Thus the first equality follows. Now let Ω be
connected and let ∅ 6= U ⊂ Ω be an arbitrary open subset. If x ∈ ⋂
z∈U
Im Tz,
then xˆ|U = 0ˆ and a direct application of Lemma 4.8 shows that xˆ = 0ˆ on
Ω.
To characterize the injectivity of the map ρ : X → Γhol(Ω, ET ), x 7→ xˆ, we
recall the notion of a spectral subspace for a given tuple T ∈ L(X)d.
Definition 4.10.
Let T ∈ L(X)d be an arbitrary tuple of bounded linear operators on a Banach
space X and let A ⊂ Cd. The spectral subspace XT (A) of T over A is the
set of all x ∈ X such that for every point w ∈ Cd \ A there are an open
neighbourhood U ∈ U(w) and analytic functions g1, . . . , gd : U → X such
that
d∑
i=1
(zi − Ti)gi(z) = x for all z ∈ U.
We need an elementary observation on the behaviour of the spectral sub-
spaces with respect to translations.
Remark 4.11.
Let T ∈ L(X)d be an arbitrary tuple of bounded linear operators on a Banach
space X. Then the identity
XT (Cd \ {z0}) = Xz0−T (Cd \ {0})
holds for all z0 ∈ Cd.
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Proof. By definition x ∈ XT (Cd \ {z0}) if and only if there exist an open
neighbourhood U ∈ U(z0) and analytic functions g1, . . . , gd : U → X such
that
d∑
i=1
(zi − Ti)gi(z) = x for all z ∈ U.
Then
x =
d∑
i=1
(zi − (z0,i − Ti))(g˜i(z))
for z ∈ z0 − U , where g˜i : z0 − U → X, g˜i(z) = −gi(z0 − z), are analytic
functions on the open zero-neighbourhood z0 − U for i = 1, . . . , d. A similar
argument yields the remaining inclusion.
The following result will allow us to answer the above mentioned question of
Douglas.
Theorem 4.12.
Let Ω ⊂ Cd be a connected open set and let T ∈ L(X)d be a commuting tuple
of class nB(Ω) for some n ∈ N∗. Then we have
⋂
z∈Ω
Im Tz =
∞⋂
k=0
∑
α∈Nd
|α|=k
(z0 − T )αX for all z0 ∈ Ω.
Proof. As in Definition 4.1 we denote the intersection on the right-hand side
of the claimed equality by Mz0−T .
Let x ∈ ⋂
z∈Ω
Im Tz and let z0 ∈ Ω be arbitrary. Choose U ∈ U(z0) open as
in the proof of Theorem 4.4. By Theorem Theorem II.11.4 in [Mül03] the
analytic map
T˜ |U : U → L(Xd, X), T˜ (z) = Tz
is regular in U (see [Mül03, Definition II.10.20]). Hence [Mül03, Theorem
II.11.9] ensures the existence of an open neighbourhood V ∈ U(z0) with
V ⊂ U and of g1, . . . , gd : V → X analytic with
d∑
i=1
(zi − Ti)gi(z) = x for all z ∈ V.
It follows that x ∈ XT (Cd \ {z0}). By Remark 4.11 we have
XT (Cd \ {z0}) = Xz0−T (Cd \ {0}),
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which in turn is equal to Mz0−T by [Faa08, Satz 4.3] (or [EF10, Theorem
2.1]).
Conversely, let x ∈ Mz0−T for an arbitrary z0 ∈ Ω. Theorem 2.1 in [EF10]
yields the existence of an open set V ∈ U(z0) such that there are analytic
functions g1, . . . , gd : V → X with
d∑
i=1
(zi − Ti)gi(z) = x for all z ∈ V.
But this ensures x ∈ ⋂
z∈V
Im Tz and hence x ∈
⋂
z∈Ω
Im Tz by Lemma 4.9.
The statement of Theorem 4.12 shows that, for a commuting weak dual
Cowen-Douglas tuple T ∈ L(X)d on a connected open set Ω ⊂ Cd, condition
(2) in Definition 4.1 is already satisfied if Mz0−T = {0} for an arbitrary
z0 ∈ Ω.
Remark 4.13.
The proof of the foregoing theorem shows that, for not necessarily connected
open sets Ω ⊂ Cd, we have
Mz0−T =
⋂
z∈C(z0)
Im Tz
for every point z0 ∈ Ω, provided the remaining assumptions of Theorem 4.12
hold. Here C(z0) denotes the connected component of Ω containing z0.
We gather the previous results in a corollary to give an affirmative answer to
the above cited question of Douglas in our more general situation, improving
Theorem 2.2 in [DM05].
Corollary 4.14.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class Bn(Ω) for some n ∈ N∗.
Then the set ET =
⋃
z∈Ω
{z}×X/Im Tz can be equipped with the structure of a
Hermitian holomorphic vector bundle such that the map
ρ : X → Γhol(Ω, ET ), x 7→ xˆ,
where xˆ(z) = (z, x+ Im Tz) for z ∈ Ω, is well-defined, linear and one-to-one.
Proof. The first assertion is just the statement of Theorem 4.4 and Theorem
4.6. By Lemma 4.9 ρ is well-defined and linear with
Ker ρ =
⋂
z∈Ω
Im Tz.
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Since T is of class Bn(Ω) we have
Mz−T =
∞⋂
k=0
∑
α∈Nd
|α|=k
(z − T )αX = {0} for all z ∈ Ω
and Remark 4.13 yields Ker ρ = {0}.
Remark 4.15.
Note that the proof of the foregoing corollary shows that it is sufficient to have
a commuting weak dual Cowen-Douglas tuple T ∈ L(X)d and Mz0−T = {0}
for an arbitrary point z0 ∈ Ω to prove the injectivity of ρ. Then
Ker ρ =
⋂
z∈Ω
Im Tz ⊂
⋂
z∈C(z0)
Im Tz = Mz0−T = {0}
by Lemma 4.9 and Remark 4.13. If Ω is connected, then the injectivity of ρ is
even equivalent to Mz0−T = {0} for an arbitrary point z0 ∈ Ω (or equivalently
for every point z0 ∈ Ω).
4.3 Bn(Ω) and dual bundles
In this section we study duality problems for Cowen-Douglas tuples and the
associated vector bundles. Let T ∈ L(X)d be an arbitrary tuple of bounded
linear operators on a Banach space X and let Ω ⊂ Cd be open. For z ∈ Ω,
consider the induced column operator
Tˆz : X → Xd, x 7→ ((zi − Ti)x)di=1.
Definition 4.16.
A tuple T ∈ L(X)d of bounded linear operators on a Banach space X is a
weak Cowen-Douglas tuple on an open set Ω ⊂ Cd of rank n ∈ N∗ if the
following two conditions hold:
(1) Im Tˆz is closed for all z ∈ Ω,
(2) dimKer Tˆz = n for all z ∈ Ω.
Let nB(Ω) denote the class of all weak Cowen-Douglas tuples of rank n. T
is a Cowen-Douglas tuple of rank n if T is a weak Cowen-Douglas tuple and
if in addition the condition
(3)
∨
z∈Ω
Ker Tˆz = X
holds. Let Bn(Ω) denote the class of all Cowen-Douglas tuples of rank n.
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It is clear that condition (3) in the foregoing definition ensures the commu-
tativity of Cowen-Douglas tuples. Furthermore, it is known to the experts
that there is an associated holomorphic vector bundle for every weak Cowen-
Douglas tuple T ∈ L(X)d on an open set Ω ⊂ Cd. As we shall need the
explicit constructions in the following, we give the details.
Proposition 4.17.
Let Ω ⊂ Cd open and let T ∈ L(X)d be of class nB(Ω) for some n ∈ N∗.
Then
FT =
⋃
z∈Ω
{z} ×Ker Tˆz, pi : FT → Ω, (z, x) 7→ z
is a holomorphic vector bundles of rank n in a natural way.
Proof. Equip FT ⊂ Ω×X with the relative topology of the product topology.
Note that this topology is Hausdorff. For the construction of the atlas of
F = FT we use the following observation. Fix an arbitrary point z0 ∈ Ω.
Since Ker Tˆz0 is complemented as a finite dimensional subspace, there is a
closed subspace N ⊂ X with
X = Ker Tˆz0 ⊕N.
By [Mül03, Example II.10.23 (ii)] there are an open neighbourhood U of z0
and a constant c > 0 such that
‖Tˆzy‖ ≥ c‖y‖
for all z ∈ U, y ∈ N . Hence
X = Ker Tˆz ⊕N
for all z ∈ U . We want to show that T˜ : U → L(X,Xd), z 7→ Tˆz, is regular
at z0. By [Mül03, Theorem II.10.21] it suffices to show that
inf
z∈U
inf{‖Tˆzx‖; x ∈ X with dist(x,Ker Tˆz) = 1} > 0.
Let z ∈ U and x ∈ X with dist(x,Ker Tˆz) = 1. There are y ∈ N and
kz ∈ Ker Tˆz with x = y + kz. Since
‖y‖ ≥ ‖y + Ker Tˆz‖ = ‖(y + kz) + Ker Tˆz‖ = ‖x+ Ker Tˆz‖ = 1,
we have
‖Tˆzx‖ = ‖Tˆzy‖ ≥ c‖y‖ ≥ c.
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Fix a basis e1, . . . , en of Ker Tˆz0 and γ′1, . . . , γ′n ∈ X ′ with
〈ei, γ′j〉 = δij,
where 〈x, x′〉 = x′(x) for all x ∈ X, x′ ∈ X ′. By shrinking U and applying
Theorem II.11.9 in [Mül03] we obtain functions f1, . . . , fn ∈ O(U,X) with
fi(z0) = ei, fi(z) ∈ Ker Tˆz for all z ∈ U, i = 1, . . . , n and such that the
matrices
AU(z) = (〈fk(z), γ′j〉)nj,k=1
are invertible for all z ∈ U . Hence (f1(z), . . . , fn(z)) is a basis for Ker Tˆz for
each z ∈ U . Define
hU : FU = pi
−1(U)→ U × Cn, (z, x) 7→ (z, (αk)nk=1),
where x =
n∑
k=1
αkfk(z) and
gU : U × Cn → FU , (z, (αk)nk=1) 7→
(
z,
n∑
k=1
αkfk(z)
)
.
It is obvious that gU and hU are inverse to each other and that gU is continu-
ous since the functions fk are holomorphic. Moreover, the restrictions hU |Fz
on the fibres Fz = pi−1({z}) are vector space isomorphisms for all z ∈ U . We
want to verify the continuity of hU . Let x =
n∑
k=1
αkfk(z) ∈ Ker Tˆz. Then
n∑
k=1
αk〈fk(z), γ′j〉 = 〈x, γ′j〉 for j = 1, . . . , n
and hence
(αk)
n
k=1 = (AU(z))
−1(〈x, γ′j〉)nj=1
depends continuously on (z, x). Thus pi : F → Ω with the atlas defined above
is a topological vector bundle of rank n. We want to show that this bundle
structure is even holomorphic.
Let (Ui)i∈I be an open cover of Ω consisting of open sets Ui ⊂ Ω that are
chosen as explained above. Fix indices i, j ∈ I with Ui ∩ Uj 6= ∅. Consider
the associated linear charts hUi and hUj . Let γi′k , γ
j′
k denote the corresponding
elements of X ′ and let f ik, f
j
k denote the corresponding holomorphic functions
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for k = 1, . . . , n. For z ∈ Ui ∩ Uj and (αk)nk=1 ∈ Cn, we have(
hUi ◦ h−1Uj
)
(z, (αk)
n
k=1) = hUi
(
z,
n∑
k=1
αkf
j
k(z)
)
=
(
z, (AUi(z))
−1
(〈
n∑
k=1
αkf
j
k(z), γ
i′
ν
〉)n
ν=1
)
=
(
z, (AUi(z))
−1Bij(z)(αk)nk=1
)
with the analytic function Bij : Ui ∩ Uj → GL(n,C), z 7→
(〈f jk(z), γi′ν 〉)nν,k=1.
Since (AUi(z))−1 is also analytic in z, the atlas is holomorphic. The cor-
responding linear structure (i.e., the equivalence class of the atlas with re-
spect to holomorphic equivalence) turns (F, pi) into a holomorphic vector
bundle.
Remark 4.18.
Let T ∈ L(X)d be a weak Cowen-Douglas tuple over an open set Ω ⊂ Cd and
let FT be the holomorphic vector bundle constructed in the proof of Proposi-
tion 4.17. It is well known that, for U ⊂ Ω open, a map f : U → X with
f(z) ∈ Ker Tˆz for all z ∈ U induces a holomorphic section
f˜ : U → FT , z 7→ (z, f(z))
in FT over U if and only if f is holomorphic. The proof is the same as in
the Hilbert space case, see for instance [Sch12, Lemma 4.7].
As a next step we want to present the correlation between T ∈ L(X)d of
(weak) (dual) Cowen-Douglas class on an open set Ω ⊂ Cd and its adjoint
T ′ ∈ L(X ′)d. Note that with the notations from above we have (T ′)z = (Tˆz)′
and (Tˆ ′)z = (Tz)′ for all z ∈ Ω. These observations permit us to state the
next theorem.
Theorem 4.19.
Let T ∈ L(X)d be a tuple on a Banach space X and let Ω ⊂ Cd be open.
(i) T is of class nB(Ω) ⇔ T ′ is of class nB(Ω).
(ii) T is of class nB(Ω) ⇔ T ′ is of class nB(Ω).
(iii) T is of class Bn(Ω) ⇐ T ′ is of class Bn(Ω).
If Ω is connected the following implications hold as well.
(iv) T is of class Bn(Ω) ⇒ T ′ is of class Bn(Ω).
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(v) T is of class Bn(Ω) ⇐ T ′ is of class Bn(Ω).
If X is reflexive and Ω not necessarily connected, we additionally have
(vi) T is of class Bn(Ω) ⇒ T ′ is of class Bn(Ω).
Proof. (i) The set Im Tz is closed if and only if Im (Tz)′ = Im (Tˆ ′)z is
closed and
dimKer (Tˆ ′)z = dimKer (Tz)′ = dim(Im Tz)⊥
= dim(X/Im Tz)′ = dimX/Im Tz
if Im Tz is closed for all z ∈ Ω.
(ii) The set Im Tˆz is closed if and only if Im (Tˆz)′ = Im (T ′)z is closed and
dimKer Tˆz = dim(Ker Tˆz)′ = dimX ′/(Ker Tˆz)⊥
= dimX ′/Im (Tˆz)′ = dimX ′/Im (T ′)z
if Im Tˆz is closed for all z ∈ Ω.
(iii) By (ii) it suffices to compare the second condition of Definition 4.1 for
T ′ with the third condition of Definition 4.16 for T . By (ii) the set
Im Tˆz is closed and we obtain
∨
z∈Ω
Ker Tˆz = ⊥
(LH(⋃
z∈Ω
Ker Tˆz
))⊥
= ⊥
(⋂
z∈Ω
(Ker Tˆz)⊥
)
= ⊥
(⋂
z∈Ω
Im (Tˆz)′
)
= ⊥
(⋂
z∈Ω
Im (T ′)z
)
.
Since T ′ is of class Bn(Ω), we have Mz0−T ′ = {0} for all z0 ∈ Ω and
hence
⋂
z∈Ω
Im (T ′)z ⊂
⋂
z∈C(z0)
Im (T ′)z = Mz0−T ′ = {0} by Remark 4.13
(where C(z0) denotes the connected component of z0). Thus∨
z∈Ω
Ker Tˆz = ⊥
(⋂
z∈Ω
Im (T ′)z
)
= ⊥({0}) = X.
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(iv) If Ω is connected and T is of class Bn(Ω), then T ′ is of class nB(Ω) by
(ii) and by the proof of (iii) and Theorem 4.12 we have
Mz0−T ′ =
⋂
z∈Ω
Im (T ′)z =
(
⊥
(⋂
z∈Ω
Im (T ′)z
))⊥
=
(∨
z∈Ω
Ker Tˆz
)⊥
= X⊥ = {0}
for all z0 ∈ Ω. Since T (and hence T ′) is commuting, we obtain that T ′
is of class Bn(Ω).
(v) Since T is a commuting tuple if and only if T ′ is a commuting tuple, it
suffices to compare the validity of the third condition of Definition 4.16
for T ′ with the validity of the second condition of Definition 4.1 for T .
By (i) the set Im Tz is closed and we obtain∨
z∈Ω
Ker (Tˆ ′)z =
∨
z∈Ω
Ker (Tz)′ =
∨
z∈Ω
(Im Tz)⊥
⊂
(
⊥
(
LH
(⋃
z∈Ω
(Im Tz)⊥
)))⊥
=
(⋂
z∈Ω
⊥((Im Tz)⊥)
)⊥
=
(⋂
z∈Ω
Im Tz
)⊥
.
Since Ω is connected and T ′ is of class Bn(Ω), Theorem 4.12 yields that
Mz0−T =
⋂
z∈Ω
Im Tz = ⊥
(⋂
z∈Ω
Im Tz
)⊥
⊂ ⊥
(∨
z∈Ω
Ker (Tˆ ′)z
)
= ⊥(X ′) = {0}
for all z0 ∈ Ω and T is of class Bn(Ω).
(vi) Since in the reflexive case T = (T ′)′, the implication in (vi) follows
directly from (iii).
Since tuples of Cowen-Douglas class are commuting, the proof of the foregoing
Theorem shows that tuples of bounded linear opeators on reflexive Banach
spaces satisfying condition (1) and (2) of Definition 4.1 are also commuting
automatically. Moreover, we have the following properties of inheritance.
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Corollary 4.20.
Let Ω ⊂ Cd be open and connected. If T ∈ L(X)d is of class Bn(Ω), then T
is of class Bn(Ω0) for all open subsets Ω0 ⊂ Ω.
Proof. Theorem 4.19 (iv) yields that T ′ is of class Bn(Ω). By the remarks
following Definition 4.1 it is clear that T ′ is of class Bn(Ω0) for all open
subsets Ω0 ⊂ Ω. Hence T is of class Bn(Ω0) by Theorem 4.19 (iii).
If X is not reflexive, we only have
LHw
∗
(⋃
z∈Ω
Ker (Tˆ ′)z
)
=
(⋂
z∈Ω
Im Tz
)⊥
= ({0})⊥ = X ′
in the situation of implication (vi) in Theorem 4.19, where LHw
∗
(A) denotes
the w∗-span of a given subset A ⊂ X ′. We will use the following result to
show that indeed implication (vi) is not valid for non-reflexive Banach spaces.
Since the assertion is interesting in itself, we state it as a theorem.
Theorem 4.21.
Let Ω ⊂ Cd be a connected open set and let T ∈ L(X)d be an arbitrary tuple
on a non-reflexive Banach space X. Then T ′′ ∈ L(X ′′)d is not of Cowen-
Douglas class.
Proof. Let j : X → X ′′ denote the canonical embedding into its bi-dual.
Then j(Ker S) ⊂ Ker S ′′ for every linear operator S : X → Y into a Banach
space Y . Hence
j(Ker Tˆz) ⊂ Ker (Tˆz)′′ = Ker ((T ′)z)′ = Ker (Tˆ ′′)z
for all z ∈ Ω. Assume that T ′′ is of class Bn(Ω). Then Theorem 4.19 (v) and
(iii) yield that T is of class Bn(Ω). Then dimKer Tˆz = n = dimKer (Tˆ ′′)z
and hence
j(Ker Tˆz) = Ker (Tˆ ′′)z
for all z ∈ Ω. Thus we have∨
z∈Ω
Ker (Tˆ ′′)z = j
(∨
z∈Ω
Ker Tˆz
)
= jX ( X ′′
in contradiction to the assumption.
To show that the implication in part (vi) of Theorem 4.19 does not hold in
general, it suffices to present a Cowen-Douglas tuple over a connected open
set Ω on a non-reflexive Banach space.
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Example 4.22.
Let X = c0 denote the space of all zero sequences with the supremum norm
‖ · ‖∞ and let
T : c0 → c0, (x0, x1, x2, . . . , ) 7→ (x1, x2, . . .)
denote the backward shift operator on c0. For z ∈ D and x = (xn)n∈N we
have
Tˆz(x0, x1, . . .) = (zx0 − x1, zx1 − x2, . . .).
Hence Ker Tˆz = LH{(1, z, z2, . . .)} has dimension 1. Let y = (yn)n∈N ∈ `1(N)
be such that
〈x, y〉 =
∞∑
n=0
xnyn = 0
for all x ∈ ∨
z∈D
Ker Tˆz. Then we have
∞∑
n=0
ynz
n = 0
for all z ∈ D and hence y = 0. Thus we obtain ∨
z∈D
Ker Tˆz = X. Let
S : `1(N)→ `1(N), (x0, x1, x2, . . . , ) 7→ (x1, x2, . . .)
denote the backward shift operator on `1(N). Since T ′ : `1(N)→ `1(N) is the
shift operator on `1(N), we have T ′S = id`1(N) − P0 and
(Tˆz)
′
∞∑
n=0
Sn+1zn = (z − T ′)
∞∑
n=0
Sn+1zn
=
∞∑
n=0
Sn+1zn+1 − (id`1(N) − P0)
∞∑
n=0
Snzn
= −id`1(N) + P0
∞∑
n=0
Snzn,
where P0 : `1(N) → `1(N) denotes the projection on the 0-th component.
Hence Im (Tˆz)′ has codimension 1. Thus Im (Tˆz)′ and Im Tˆz are closed.
By Definition 4.16 the operator T is of class B1(D) and Theorem 4.19 (iv)
yields that T ′ is of class B1(D). Since c0 is not reflexive, the backward shift
T ′′ : `∞(N) → `∞(N) is not of Cowen-Douglas class by Theorem 4.21 and
implication (vi) fails to be true in non-reflexive Banach spaces.
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Before we continue with the main topic of this section, we briefly indicate
how Theorem 4.19 can be used to define another Hermitian structure for the
holomorphic vector bundle ET associated with a weak dual Cowen-Douglas
tuple T ∈ L(H)d in the Hilbert space case, which is more natural than the
one defined in Theorem 4.6.
Remark 4.23.
Let H be a Hilbert space and let T ∈ L(H)d be a weak dual Cowen-Douglas
tuple of rank n ∈ N∗ over some open set Ω ⊂ Cd. For z ∈ Ω, define a scalar
product on Ez via the isometric isomorphism
H/Im Tz → (Im Tz)⊥(⊂ H), x+ Im Tz 7→ P(Im Tz)⊥x.
Choose the open sets Uj ⊂ Ω (j ∈ J) and the linear charts hj : EUj → Uj×Cn
as in the proof of Theorem 4.4. Then we have, for all z ∈ Uj, α, β ∈ Cn, the
identity
(h−1j (z, α), h
−1
j (z, β))Ez
=
((
z,
n∑
i=1
αiei + Im Tz
)
,
(
z,
n∑
k=1
βkek + Im Tz
))
Ez
=
〈
P(Im Tz)⊥
n∑
i=1
αiei, P(Im Tz)⊥
n∑
k=1
βkek
〉
H
=
n∑
k=1
(
n∑
i=1
〈P(Im Tz)⊥ei, ek〉Hαi
)
βk
= 〈mj(z)α, β〉Cn ,
where
mj : Uj →M(n× n,C), z 7→
(〈P(Im Tz)⊥ei, ek〉H)k,i=1,...,n .
Let S = T ∗ = (T ∗1 , . . . , T ∗d ) ∈ L(H)d denote the adjoint tuple. Then S
is a weak Cowen-Douglas tuple of rank n over Ω∗ = {z∗; z ∈ Ω} by the
proof of Theorem 4.19 (i). As seen in the proof of Proposition 4.17, for
each point z0 of Ω, there are an open neighbourhood U ⊂ Ω and analytic
functions f1, . . . , fn ∈ O(U∗, H) such that (f1(z), . . . , fn(z)) is a basis of
Ker Sˆz for every z ∈ U∗. By applying the Gram-Schmidt orthonormal-
ization process pointwise to the functions f1, . . . , fn, one obtains functions
g1, . . . , gn ∈ C∞(U∗, H) such that (g1(z), . . . , gn(z)) is an orthonormal basis
of Ker Sˆz for every z ∈ U∗. Then the identity
P(Im Tz)⊥ =
n∑
j=1
〈·, gj(z)〉gj(z) for z ∈ U
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shows that
P : Ω→ L(H), z 7→ P(Im Tz)⊥
is a C∞-function. Thus mj is a C∞-function for j ∈ J and the above defined
scalar products turn ET into a Hermitian holomorphic vector bundle.
In the next step we investigate the connection between the associated vector
bundles ET and FT ′ of a given tuple T ∈ L(X)d in nB(Ω) and its dual tuple
T ′ ∈ L(X ′)d (note that T ′ is of class nB(Ω) by Theorem 4.19 (i)). We show
that FT ′ is the dual of the holomorphic vector bundle ET up to a canonical
isomorphism.
Definition 4.24.
Let Ω ⊂ Cd be open.
(i) Let pii : Ei → Ω (i = 1, 2) be two topological vector bundles over Ω. A
vector bundle morphism from E1 to E2 is a continuous map f : E1 → E2
such that
(1) pi1 = pi2 ◦ f,
(2) f |pi−11 ({z}) : pi
−1
1 ({z})→ pi−12 ({z}) is linear for all z ∈ Ω.
A mapping f : E1 → E2 is an isomorphism of topological vector bundles
if f is bijective and f and f−1 are vector bundle morphisms.
(ii) Let pii : Ei → Ω be holomorphic vector bundles over Ω of rank ni ∈ N∗
for i = 1, 2. A holomorphic bundle map from E1 to E2 is a vector
bundle morphism f : E1 → E2 such that the maps
h2 ◦ f ◦ h−11 : (U1 ∩ U2)× Cn1 → (U1 ∩ U2)× Cn2
are holomorphic for all linear charts hi : pi−1i (Ui)→ Ui×Cni contained
in atlases representing the holomorphic linear structure of Ei for i = 1, 2
with U1 ∩ U2 6= ∅.
A mapping f : E1 → E2 is an isomorphism of holomorphic vector
bundles if f is bijective and f and f−1 are holomorphic bundle maps.
Remark 4.25.
(i) It is well known that (see e.g. [Ati94, p.5]) a vector bundle morphism
f : E1 → E2 is an isomorphism of topological vector bundles (E1, pi1)
and (E2, pi2) if and only if it is bijective, or equivalenty, if
f |pi−11 ({z}) : pi
−1
1 ({z})→ pi−12 ({z})
is an isomorphism of vector spaces for every z ∈ Ω.
136
4.3 Bn(Ω) and dual bundles
(ii) In the setting of condition (ii) of the preceding definition the holomor-
phic vector bundles Ei (i = 1, 2) are in a canonical way (ni + d)-
dimensional complex manifolds (see Remark 4.3). A map f : E1 → E2
is a holomorphic bundle map if and only if f is holomorphic as a map
between the complex manifolds E1, E2 (see Chapter IV.1 in [FG02]) and
induces linear maps f : (E1)z → (E2)z between all fibres.
(iii) If the linear holomorphic structures of E1 and E2 are given by two
holomorphic linear atlases
(h1i : (E1)Ui → Ui × Cn1)i∈I and (h2i : (E2)Ui → Ui × Cn2)i∈I ,
then a fibrewise linear map f : E1 → E2 is a holomorphic bundle map
if and only if the mappings
h2i ◦ f ◦ (h1i )−1 : Ui × Cn1 → Ui × Cn2
are holomorphic for all i ∈ I. This follows from the condition that all
coordinate changes associated with the atlases (h1i )i∈I of E1 and (h2i )i∈I
of E2 are holomorphic (or from part (ii)).
(iv) Since bijective holomorphic mappings φ : U → V between open sets
U, V ⊂ CN are automatically biholomorphic [Gun90, Corollary E.10],
part (i) implies that a holomorphic bundle map f : E1 → E2 is an
isomorphism of holomorphic vector bundles if and only if it is bijective.
(v) Obviously the composition of isomorphisms of topological (holomorphic)
vector bundles is an isomorphism of topological (holomorphic) vector
bundles again.
Before we answer the question in which way ET and FT ′ depend on each
other, we need to introduce the general concept of a dual bundle as mentioned
in [Ati94, Chapter 1.2]. The next lemma summarizes the construction. In
particular, it is shown that the dual bundle of a holomorphic bundle is again
holomorphic.
Lemma 4.26.
Let pi : E → Ω be a topological vector bundle of rank n over Ω ⊂ Cd open.
(i) Then
E ′ =
⋃
z∈Ω
{z} × (Ez)′, pi′ : E ′ → Ω, (z, x′) 7→ z
becomes a topological vector bundle in a canonical way (called the dual
bundle of E).
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(ii) If E is a holomorphic bundle, then also the dual bundle E ′ is holomor-
phic.
Proof. (i) For z ∈ Ω, equip {z} × (Ez)′ with the vector space structure
given by (Ez)′. We construct the topology on E ′ in two steps.
For the first step, suppose that there is an isomorphism of topological
vector bundles h : Ω ×M → E with a finite-dimensional vector space
M . For z ∈ Ω, define h˜(z) : M → Ez by
h˜(z)m = h(z,m).
Then the map
h′ : Ω×M ′ → E ′, (z,m′) 7→ (z,m′ ◦ h˜(z)−1)
is bijective and linear between the fibres (E ′)z ∼= (Ez)′ for all z ∈ Ω.
We turn (E ′, pi′) into a topological vector bundle by choosing the unique
topology on E ′ such that h′ is a homeomorphism. We show that this
topology is independent of the chosen isomorphism h. For that purpose,
let k : Ω×N → E be another isomorphism of topological vector bundles.
Denote the resulting topologies on E ′ by τh and τk. Then the map
Ω×N k−→ E h−1−→ Ω×M,
(z, n) 7→ (z, (h˜(z))−1 ◦ k˜(z)n)
is continuous and hence
Ω×M ′ → C, (z, x′) 7→ x′ ◦ h˜(z)−1 ◦ k˜(z)n
is continuous for each fixed n ∈ N as the composition of the continuous
maps
Ω×M ′ →M ′ ×M, (z, x′) 7→ (x′, h˜(z)−1 ◦ k˜(z)n),
M ′ ×M → C, (x′,m) 7→ x′(m).
This ensures the continuity of the left vertical map in the commuting
diagram
Ω×M ′ (E ′, τh)
Ω×N ′ (E ′, τk)

............................................
.h′
.........................................................
....
.........................................................
....
id
..............................................
(k′)−1
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and thus the topologies τh and τk coincide.
For the second step, let E be an arbitrary topological vector bundle
over Ω. Define
U = {U ⊂ Ω open; there is a trivialization hU : U ×MU → EU}.
For each U ∈ U, let τU be the topology on (E ′)U = (pi′)−1(U) defined
as in the first step. Then E ′ =
⋃
U∈U
(E ′)U and
τ = {V ⊂ E ′; V ∩ (E ′)U ∈ τU for all U ∈ U}
defines a topology on E ′. Let U, V ∈ U be two sets such that their
intersection U ∩ V is not empty and let τU , τV and hU , hV denote the
corresponding topologies and trivializations. Since
(h′U)
−1((E ′)U∩V ) = (U ∩ V )×M ′U ⊂ U ×M ′U
is open, the set (E ′)U ∩ (E ′)V = (E ′)U∩V ⊂ (E ′)U is τU -open. Further-
more, the relative topologies of τU and τV on (E ′)U∩V are the unique
topologies turning the maps
(U ∩ V )×M ′U
h′U−→ (E ′)U∩V
and
(U ∩ V )×M ′V
h′V−→ (E ′)U∩V
into homeomorphisms. By the first step these topologies are the same.
Hence τ is the unique topology on E ′ such that (E ′)U ∈ τ and such
that the restrictions τ |(E′)U of τ on (E ′)U coincide with τU for all U ∈ U
[Dug78, Statement 8.2]. Since pi′|(E′)U is continuous for each set U ∈ U,
the projection pi : E ′ → Ω is continuous. To prove that the topology τ
on E ′ is Hausdorff, fix two points ξ 6= η in E ′. If pi′(ξ) 6= pi′(η), then the
inverse images of two disjoint open neighbourhoods of pi′(ξ) and pi′(η)
under pi′ will be open sets in E ′ that separate ξ and η. Hence we may
suppose that ξ and η belong to the fibre (E ′)z of the same point z ∈ Ω.
Choose an open set U ∈ U with z ∈ U . Then it is easy to see that, for
any trivialization hU : U ×MU → EU , the associated homeomorphism
h′U : U ×M ′U → (E ′)U can be used to separate ξ and η by sets that are
open in (E ′)U and hence in E ′. This construction turns (E ′, pi′) into a
topological vector bundle.
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(ii) Now let (E, pi) be a holomorphic vector bundle over an open set Ω ⊂ Cd
with representing holomorphic atlas (gi : EUi → Ui ×Mi)i∈I . Define
hi = g
−1
i for i ∈ I. Then the transition maps gij : Ui ∩Uj → L(Mj,Mi)
defined by
(h−1i ◦ hj)(z,m) = (z, gij(z)m) for all z ∈ Ui ∩ Uj,m ∈Mj
for Ui ∩ Uj 6= ∅ are holomorphic. By definition of h˜i and h˜j as above
we obtain
(z, gij(z)m) = h
−1
i (h˜j(z)m) for all z ∈ Ui ∩ Uj,m ∈Mj
and hence
h˜i(z) ◦ gij(z) = h˜j(z) for all z ∈ Ui ∩ Uj,
or equivalenty,
gij(z) = (h˜i(z))
−1 ◦ h˜j(z) for all z ∈ Ui ∩ Uj.
The mappings (or better their inverses)
h′i : Ω×M ′i → (E ′)Ui , (z,m′) 7→ (z,m′ ◦ h˜i(z)−1)
form an atlas of the dual bundle E ′ of E. Since(
(h′i)
−1 ◦ h′j
)
(z,m′) = (h′i)
−1(z,m′ ◦ h˜j(z)−1)
= (z,m′ ◦ (h˜j(z))−1 ◦ h˜i(z))
=
(
z,
(
(h˜j(z))
−1 ◦ h˜i(z)
)′
m′
)
= (z, (gji(z))
′m′)
for all z ∈ Ui ∩ Uj and m′ ∈M ′j, we obtain
(g′)ij(·) = (gji(·))′
for the transition functions (g′)ij : Ui ∩ Uj → L(M ′j,M ′i) of the dual
bundle defined by(
(h′i)
−1 ◦ h′j
)
(z,m′) = (z, (g′)ij(z)m′) for z ∈ Ui ∩ Uj,m′ ∈M ′j.
Thus the atlas (h′i)i∈I is holomorphic and (E ′, pi′) becomes a holomor-
phic vector bundle.
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Let us return to the bundles ET and FT ′ defined above for a given tuple
T ∈ L(X)d of class nB(Ω). For each z ∈ Ω, the fibres ((ET )′)z and (FT ′)z of
the associated vector bundles are isomorphic via
ρz : (FT ′)z → ((ET )′)z, (z, x′) 7→ (z, λ−1z (x′))
with the bijective map λz : (X/Im Tz)′ → (Im Tz)⊥ defined by
[λz(x
′)](x) = x′(x+ Im Tz) for all x′ ∈ (X/Im Tz)′, x ∈ X.
Theorem 4.27 will show that (ET )′ and FT ′ are isomorphic as holomorphic
vector bundles via the corresponding map ρ in the sense of Definition 4.24.
Theorem 4.27.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class nB(Ω). The map
ρ : FT ′ → (ET )′, (z, x′) 7→ (z, λ−1z (x′))
is an isomorphism of holomorphic vector bundles.
Proof. By Theorem 4.4 and Lemma 4.26 (ET )′ =
⋃
z∈Ω
{z}×(X/Im Tz)′ carries
the structure of a holomorphic vector bundle. By Theorem 4.19 (i) and
Proposition 4.17 (FT ′ , pˆi) is a holomorphic vector bundle. It is clear that ρ
is bijective and that properties (1) and (2) of Definition 4.24 are satisfied.
We show that ρ is continuous. Then Remark 4.25 (i) implies that ρ is an
isomorphism of topological vector bundles. We consider open subsets Ui ⊂ Ω
(i ∈ I) chosen as in Theorem 4.4 and the associated n-dimensional vector
spaces Ni. By the proof of Theorem 4.4 there are trivializations
gUi : Ui ×Ni → (ET )Ui , (z, n) 7→ (z, n+ Im Tz)
for all i ∈ I. For z ∈ Ω, define g˜Ui(z) : Ni →
⋃
z∈Ω
(X/Im Tz) by
g˜Ui(z)n = (P2 ◦ gUi)(z, n) = n+ Im Tz.
By definition of the topology on (ET )′ it suffices to show that
γUi = (g
′
Ui
)−1 ◦ ρ|(FT ′ )Ui : (FT ′)Ui → Ui ×N ′i
is continuous for all i ∈ I. By construction, the maps (g′Ui)−1 act as
(g′Ui)
−1 : ((ET )′)Ui → Ui ×N ′i , (z, x′) 7→ (z, x′ ◦ g˜Ui(z)).
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But then the maps γUi act as
γUi : (FT ′)Ui → Ui ×N ′i , (z, x′) 7→ (z, x′|Ni).
Since the relative topology of (FT ′)Ui as a subset of FT ′ conincides with the
relative topology of (FT ′)Ui as a subset of Ui ×X ′, the continuity of ρ|(FT ′ )Ui
follows.
By Remark 4.25 (iv) it remains to show that ρ is a holomorphic bundle map.
Denote the open subsets chosen in Proposition 4.17 by Uˆj (j ∈ J) and the
trivializations by gˆUˆj : Uˆj × Cn → (FT ′)Uˆj . With the holomorphic maps
f j1 , . . . , f
j
n ∈ O(Uˆj, X ′) chosen as in the proof of Proposition 4.17 we have to
show that
(Ui ∩ Uˆj)× Cn
gˆUˆj−→ (FT ′)Ui∩Uˆj
ρ−→ ((ET )′)Ui∩Uˆj
(g′Ui )
−1
−→ (Ui ∩ Uˆj)×N ′i
(z, (αk)
n
k=1) 7→
(
z, λ−1z
(
n∑
k=1
αkf
j
k(z)
)
◦ g˜Ui(z)
)
is holomorphic for all i ∈ I, j ∈ J . Since the functions f jk : Uˆj → X ′ are
holomorphic for k = 1, . . . , n, also the map
Ui ∩ Uˆj → N ′i , z 7→
(
λ−1z
(
n∑
k=1
αkf
j
k(z)
)
◦ α˜i(z)
)
=
(
n∑
k=1
αkf
j
k(z)
)∣∣∣∣∣
Ni
is analytic. This observation completes the proof.
It is quite natural to ask whether ET and the dual bundle (FT ′)′ of FT ′ are
isomorphic in the same sense. The next lemma treats this aspect in a more
general situation.
Lemma 4.28.
Let (E, pi), (F, pˆi) be topological vector bundles over Ω ⊂ Cd open.
(i) The map j : E → (E ′)′, x 7→ (z, jz(x)), where z = pi(x) and
jz : Ez → ((E ′)z)′, [jz(x)](z, x′) = x′(x)
are the canonical isomorphisms of Ez onto its bi-dual (Ez)′′ for z ∈ Ω,
is an isomorphism of topological vector bundles. If E is a holomorphic
vector bundle, then E ′′ is a holomorphic vector bundle and j is an
isomorphism of holomorphic vector bundles.
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(ii) Let ρ : E → F be a morphism of topological vector bundles and, for
z ∈ Ω, let
ρz : Ez → Fz
be the induced linear map between fibres. Then the map
ρ′ : F ′ → E ′, (z, x′) 7→ (z, ρ′z(x′))
is a morphism of topological vector bundles. If E and F are holomorphic
vector bundles and if ρ is a morphism of holomorphic vector bundles,
then ρ′ is a morphism of holomorphic vector bundles. If ρ : E → F is
an isomorphism of topological (holomorphic) vector bundles, then the
same is true for ρ′.
Proof. (i) Let h : U×M → EU be a trivialization of the topological vector
bundle E. For z ∈ U , define h˜(z) : M → Ez by h˜(z)m = h(z,m). By
the construction of dual bundles explained in the proof of Lemma 4.26,
the map
h˜′ : U ×M ′ → (E ′)U , (z,m′) 7→ (z, (h˜(z)′)−1m′)
is a trivialization of the topological vector bundle E ′. For z ∈ U , define
g(z) = h˜′(z) : M ′ → (E ′)z by g(z)m′ = h′(z,m′). By repeating the first
step we obtain that
h′′ : U ×M ′′ → (E ′′)U , (z,m′′) 7→ (z, (g(z)′)−1m′′)
is a trivialization of the topological vector bundle E ′′. To show that
j : E → E ′′ is continuous, it suffices to show that the composition
(h′′)−1 ◦ (j|EU ) ◦ h : U ×M → U ×M ′′
is continuous. Let jM : M → M ′′ denote the canonical isomorphism
between M and M ′′. Then obviously the map
idU × jM : U ×M → U ×M ′′, (z,m) 7→ (z, jM(m))
is continuous. But an elementary calculation shows that
(j|EU ) ◦ h = h′′ ◦ (idM × jM).
Hence it follows that j : E → E ′′ is a morphism of topological vector
bundles. Since j is bijective, it is automatically an isomorphism of
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topological vector bundles by Remark 4.25 (i). If E is a holomorphic
vector bundle, then the same arguments show that the mapping
(h′′)−1 ◦ (j|EU ) ◦ h
is holomorphic. By Remark 4.25 (iii), the mapping j : E → E ′′ is a
holomorphic bundle map. Since it is bijective, it is an isomorphism of
holomorphic vector bundles by Remark 4.25 (iv).
(ii) We first consider the case where E and F are topological vector bundles.
It is well known that, for z ∈ Ω, the linear map ρz is bijective if and
only if ρ′z is bijective. Since it is clear that properties (1) and (2) of
Definition 4.24 are satisfied, it suffices to show that ρ′ is continuous.
Therefore let (kj : Uˆj × Mˆj → FUˆj)j∈J and (hi : Ui ×Mi → EUi)i∈I
denote atlases of F and E, respectively. By definition of the topologies
on E ′ and F ′ we need to show that (h′i)−1 ◦ ρ′ ◦ k′j : Uˆj × Mˆ ′j → Ui×M ′i
is continuous for every i ∈ I and j ∈ J with Ui ∩ Uˆj 6= ∅. For that
purpose, let i, j be as mentioned above and let z ∈ Ui ∩ Uˆj, m′ ∈ Mˆ ′j.
We have
((h′i)
−1 ◦ ρ′ ◦ k′j)(z,m′) = ((h′i)−1 ◦ ρ′)(z,m′ ◦ (k˜j(z))−1)
= (h′i)
−1(z, ρ′z(m
′ ◦ (k˜j(z))−1))
= (z, ρ′z(m
′ ◦ (k˜j(z))−1) ◦ h˜i(z))
= (z,m′ ◦ (k˜j(z))−1 ◦ ρz ◦ h˜i(z)).
It suffices to show that (m′ ◦ (k˜j(z))−1 ◦ ρz ◦ h˜i(z))m is continuous in
(z,m′) for each fixed m ∈Mi. Similar to the proof of Lemma 4.26 this
map is the composition of the continuous maps
(Ui ∩ Uˆj)× Mˆ ′j → Mˆ ′j × Mˆj, (z,m′) 7→ (m′, ((k˜j(z))−1 ◦ ρz ◦ h˜i(z))m),
Mˆ ′j × Mˆj → C, (m′,m) 7→ m′(m),
where the first map is continuous since
(Ui ∩ Uˆj)×Mi hi−→ EUi∩Uˆj
ρ−→ FUi∩Uˆj
k−1j−→ (Ui ∩ Uˆj)×Mj,
(z,m) 7→ (z, (k˜j(z))−1(ρz(h˜i(z)m)))
is continuous by assumption. This settles the case of topological vector
bundles. If E and F are holomorphic vector bundles and if ρ is an iso-
morphism of holomorphic vector bundles, the same arguments already
ensure that ρ′ is an isomorphism of holomorphic vector bundles, if we
replace ”continuous” by ”holomorphic”.
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In particular this result, in combination with Theorem 4.27, ensures the
existence of a canonical isomorphism between ET and (FT ′)′.
Corollary 4.29.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class nB(Ω). There is a canonical
isomorphism Φ : ET → (FT ′)′ of holormophic vector bundles.
Proof. Let j : ET → (ET )′′ = (E ′T )′ denote the isomorphism of holomorphic
vector bundles from Lemma 4.28 (i) and let ρ : FT ′ → (ET )′ denote the
isomorphism of holomorphic vector bundles from Theorem 4.27. Then the
map Φ = ρ′ ◦ j : ET → (FT ′)′ is an isomorphism of holomorphic vector
bundles by Lemma 4.28 (ii) and Remark 4.25.
At the end of this section about dual bundles we consider the ”dual situation”,
i.e., how do FT and ET ′ behave if T ∈ L(X)d is of class nB(Ω). We will show
that similar relations hold. By construction, it is quite obvious that FT and
FT ′′ are isomorphic as holomorphic vector bundles, a fact that we will use to
construct the remaining isomorphisms.
Lemma 4.30.
Let Ω ⊂ Cd open and let T ∈ L(X)d be of weak Cowen-Douglas class over
Ω. Let jX : X → X ′′ denote the canonical isometric embedding of X into its
bi-dual. Then the map
jˆ : FT → FT ′′ , (z, x) 7→ (z, jX(x))
defines an isomorphism of holomorphic vector bundles.
Proof. Since T is of weak Cowen-Douglas class, T ′ is a weak dual Cowen-
Douglas tuple and T ′′ is of weak Cowen-Douglas class by Theorem 4.19. As
seen in the proof of Theorem 4.21, we have
jX(Ker Tˆz) = Ker (Tˆ ′′)z for z ∈ Ω.
Choose a holomorphic atlas (hUi)i∈I = (g
−1
Ui
)i∈I as in the proof of Proposition
4.17. Then, for each i ∈ I, the functions jXf iν : Ui → X ′′ (ν = 1, . . . , n) are
analytic and the functionals jX′γi′ν ∈ X ′′′ (ν = 1, . . . , n) satisfy(〈jXf ik(z), jX′γi′ν 〉)k,ν=1,...,n = (〈f ik(z), γi′ν 〉)k,ν=1,...,n ∈ GL(n,C).
Hence the inverses of the maps
g˜Ui : Ui × Cn → (FT ′′)Ui , (z, α) 7→
(
z,
n∑
k=1
αkjX(f
i
k(z))
)
(i ∈ I)
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form a holomorphic atlas for the canonical vector bundle associated to T ′′.
By construction the compositions
g˜−1Ui ◦ jˆ ◦ gUi : Ui × Cn → Ui × Cn
are the identity maps. In particular they are holomorphic. By Remark 4.25
(iv) the map jˆ is a holomorphic bundle map. Since it is bijective, it is even
an isomorphism of holomorphic vector bundles.
We conclude that FT ∼= (ET ′)′ and (FT )′ ∼= ET ′ as holomorphic vector bun-
dles.
Corollary 4.31.
Let Ω ⊂ Cd be open and let T ∈ L(X)d be of class nB(Ω). Then there are
canonical isomorpisms
(i) Ψ : FT → (ET ′)′,
(ii) Υ : ET ′ → (FT )′
of holomorphic vector bundles.
Proof. (i) Let ρ : FT ′′ → (ET ′)′ be defined as in Theorem 4.27 and let
jˆ : FT → FT ′′ be the isomorphism of holomorphic vector bundles from
4.30. Then Ψ : FT → (ET ′)′ with Ψ = ρ ◦ jˆ is an isomorphism of
holomorphic vector bundles by Theorem 4.27, Lemma 4.30 and Remark
4.25 (v).
(ii) Let the map Φ : ET ′ → (FT ′′)′ be defined as in Corollary 4.29 and let
jˆ : FT → FT ′′ be as above. Then Υ : ET ′ → (FT )′ with Υ = jˆ′ ◦Φ is an
isomorphism of holomorphic vector bundles by Corollary 4.29, Lemma
4.30, Lemma 4.28 (ii) and Remark 4.25 (v).
4.4 Isometric isomorphisms
There are several results in the literature relating Cowen-Douglas operators
on Hilbert spaces to multiplication operators on functional Hilbert spaces,
see e.g. [CD78] for the one-dimensional case or [CS84] for the multi-variable
case. In [Car08, Theorem 1.1] the one-dimensional case was generalized to the
setting of Cowen-Douglas operators on Banach spaces. It is shown that every
dual Cowen-Douglas operator on an open set Ω ⊂ C can be (isometrically)
identified with the operator of multiplication with the variable on a suitable
functional Banach space.
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Definition 4.32.
Let Ω ⊂ Cd be open. A Cn-valued holomorphic model space on Ω is a Banach
space Xˆ of Cn-valued analytic functions on Ω such that
(1) Mz ∈ L(Xˆ)d,
(2) for all λ ∈ Ω, the point evaluation eλ : Xˆ → Cn, xˆ 7→ xˆ(λ), is continuous
and surjective.
A holomorphic model space on Ω is called divisible if additionally the following
condition holds.
(3) If xˆ ∈ Xˆ with xˆ(λ) = 0 for some λ ∈ Ω, then there are yˆ1, . . . , yˆd ∈ Xˆ
with
xˆ =
d∑
i=1
(λi −Mzi)yˆi.
We are going to generalize Carlsson’s result to dual Cowen-Douglas tuples
T ∈ L(X)d over suitable open subsets Ω ⊂ Cd.
Definition 4.33.
Let Ω ⊂ Cd be open with connected components (Ωi)i∈I and let n ∈ N∗.
(i) Ω is called admissible if every holomorphic vector bundle E over Ω is
trivial over Ωi for all i ∈ I.
(ii) Let pi : E → Ω be a (holomorphic) vector bundle of rank n ∈ N∗.
Then (holomorphic) sections γ1, . . . , γn : Ω → E are called a global
(holomorphic) frame for E if
pi−1({z}) = LH{γ1(z), . . . , γn(z)}
for all z ∈ Ω.
Note that every open set Ω ⊂ C and every contractible domain of holomorphy
Ω ⊂ Cd is admissible in this sense by [Gra58, Satz 6 and Satz 7]. We first
observe that every holomorphic vector bundle over an admissible set possesses
a global holomorphic frame.
Proposition 4.34.
Let Ω ⊂ Cd be admissible and let pi : E → Ω be a holomorphic vector bundle
of rank n ∈ N∗. Then E possesses a global holomorphic frame.
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Proof. It suffices to find holomorphic sections γi1, . . . , γin : Ωi → E with
pi−1({z}) = LH{γi1(z), . . . , γin(z)}
for all z ∈ Ωi and every i ∈ I. Fix i ∈ I. By hypothesis there is an
isomorphism hi : Ωi × Cn → EΩi of holomorphic vector bundles. Then the
single chart h−1i : EΩi → Ωi × Cn forms a holomorphic atlas that represents
the holomorphic linear structure of EΩi . Let e1, . . . , en denote the standard
basis of Cn and let
γiν : Ωi → EΩi , z 7→ hi(z, eν)
for ν = 1, . . . , n. Since the representation of γiν in the chart h
−1
i is just
the constant function eν , γiν is a holomorphic section in E over Ωi. More-
over, hi(z, ·) : Cn → pi−1({z}) is an isomorphism of vector spaces and hence
γi1(z), . . . , γ
i
n(z) form a basis of pi−1({z}) for each z ∈ Ωi.
Next we prove the announced generalization of [Car08, Theorem 1.1].
Theorem 4.35.
Let X be a Banach space and let Ω ⊂ Cd be admissible.
(i) If T ∈ L(X)d is of dual Cowen-Douglas class Bn(Ω), then there is a
Cn-valued divisible holomorphic model space Xˆ on Ω and an isometric
isomorphism U : X → Xˆ such that
UTi = MziU for i = 1, . . . , d.
(ii) If T ∈ L(X)d is of Cowen-Douglas class Bn(Ω), then there is a Cn-
valued divisible holomorphic model space Xˆ on Ω and an isometric iso-
morphism U : X ′ → Xˆ such that
UT ′i = MziU for i = 1, . . . , d.
Proof. (i) By Theorem 4.19 (i) and Proposition 4.17 there is a holomor-
phic vector bundle FT ′ associated with T ′. Proposition 4.34 yields the
existence of a global holomorphic frame for FT ′ . By Remark 4.18 there
are holomorphic functions γ1, . . . , γn : Ω→ X ′ with
LH{γ1(z), . . . , γn(z)} = Ker (Tˆ ′)z
for all z ∈ Ω. For x ∈ X, define
xˆ : Ω→ Cn, z 7→ (〈x, γj(z)〉)nj=1 .
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Then xˆ is a Cn-valued analytic function. Let Xˆ = {xˆ; x ∈ X}. Then
U : X → Xˆ, x 7→ xˆ, defines a linear map. Note that Ux = 0 implies
that
x ∈
⋂
z∈Ω
⊥ (Ker (Tz)′) =
⋂
z∈Ω
Im Tz = {0}.
Thus U is an isomorphism of vector spaces. With respect to the norm
‖ · ‖ : Xˆ → R, ‖xˆ‖ = ‖x‖
the linear map U becomes an isometric isomorphism of Banach spaces.
Define Si = UTiU−1 ∈ L(Xˆ) for i = 1, . . . , d. Then
(Sixˆ)(λ) = (SiUx)(λ) = (UTix)(λ) = (T̂ix)(λ)
= (〈Tix, γj(λ)〉)nj=1 = (〈x, T ′iγj(λ)〉)nj=1
= (〈x, λiγj(λ)〉)nj=1 = λi(〈x, γj(λ)〉)nj=1
= (λixˆ)(λ)
for all λ ∈ Ω and i = 1, . . . , d. Thus Mz = S ∈ L(Xˆ)d and UTi = MziU
for i = 1, . . . , d. We need to show that Xˆ is a holomorphic model space.
For λ ∈ Ω and x ∈ X, we have
xˆ(λ) = (〈x, γj(λ)〉)nj=1 =
(
(γj(λ))
n
j=1 ◦ U−1
)
(xˆ).
Hence the point evaluations eλ : Xˆ → Cn, xˆ → xˆ(λ), are continuous.
Choose e1, . . . , en ∈ X with 〈ei, γj(λ)〉 = δij. For α ∈ Cn, define
x =
n∑
i=1
αiei. Then
eλ(xˆ) = xˆ(λ) = (〈x, γj(λ)〉)nj=1 =
(
n∑
i=1
αi〈ei, γj(λ)〉
)n
j=1
=
(
n∑
i=1
αiδij
)n
j=1
= (αj)
n
j=1 = α.
Thus eλ is surjective. It remains to show that Xˆ is divisible. Let xˆ ∈ Xˆ
be given with xˆ(λ) = 0 for some λ ∈ Ω. Then 〈x, γj(λ)〉 = 0 for
j = 1, . . . , n and hence
x ∈ ⊥(Ker (Tλ)′) = Im Tλ.
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Thus there are y1, . . . , yd ∈ X such that x =
d∑
i=1
(λi − Ti)yi. Since
xˆ = Ux = U
(
d∑
i=1
(λi − Ti)yi
)
=
d∑
i=1
(λi − Si)Uyi =
d∑
i=1
(λi −Mzi)yˆi,
the proof of part (i) is complete.
(ii) If Ω is connected, Theorem 4.19 (iv) yields that T ′ is of class Bn(Ω)
and part (i) gives the desired result. Otherwise we have to adapt the
proof of the first part to the new situation as follows. Since T is of class
Bn(Ω), the tuple T ′′ is of class nB(Ω) by Theorem 4.19 (i) and (ii). But
then T ′′ possesses a canonical holomorphic vector bundle FT ′′ over Ω.
By Proposition 4.34 there is a global holomorphic frame for FT ′′ . Hence
there are holomorphic functions γ1, . . . , γn : Ω→ X ′′ with
LH{γ1(z), . . . , γn(z)} = Ker (Tˆ ′′)z for all z ∈ Ω.
Then for u ∈ X ′, one can define a holomorphic function
uˆ : Ω→ Cn, uˆ(λ) = (〈u, γj(λ)〉)nj=1 .
Since uˆ ≡ 0 if and only if
u ∈
⋂
z∈Ω
⊥(Ker (Tˆ ′′)z) =
⋂
z∈Ω
Im (T ′)z
=
⋂
z∈Ω
(Ker Tˆz)⊥ =
(∨
z∈Ω
Ker Tˆz
)⊥
= {0},
it follows that the map X ′ → Xˆ, u 7→ uˆ, is injective. Now the proof of
(ii) can be completed exactly as the corresponding part of (i).
By using Theorem 4.19 we deduce a similar result for arbitrary open sets
Ω ⊂ Cd and thus generalize a corresponding result from [CS84].
Corollary 4.36.
Let X be a Banach space and let Ω ⊂ Cd be open.
(i) Let T ∈ L(X)d be of class Bn(Ω) and let Ω0 ⊂ Ω be admissible. Then
there is a Cn-valued divisible holomorphic model space Xˆ on Ω0 and an
isometric isomorphism U : X → Xˆ such that
UTi = MziU for i = 1, . . . , d.
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(ii) Let Ω be connected. Let T ∈ L(X)d be of class Bn(Ω) and let Ω0 ⊂ Ω
be admissible. Then there is a Cn-valued divisible holomorphic model
space Xˆ on Ω0 and an isometric isomorphism U : X ′ → Xˆ such that
UT ′i = MziU for i = 1, . . . , d.
Proof. The statement of the corollary follows directly from Theorem 4.35 and
the remarks following Definition 4.1 and Corollary 4.20, respectively.
Our next aim is to show that the results stated in Theorem 4.35 yield a
complete characterization of Cowen-Douglas tuples and dual Cowen-Douglas
tuples over connected admissible sets.
Theorem 4.37.
Let Ω ⊂ Cd be a connected open set and let X be a Cn-valued divisible holo-
morphic model space on Ω. ThenMz ∈ L(X)d is a dual Cowen-Douglas tuple
of rank n.
Proof. Let T = Mz ∈ L(X)d. Note that condition (3) of Definition 4.32
can be rewritten as Ker eλ = Im Tλ for all λ ∈ Ω. Fix λ ∈ Ω. Since eλ is
surjective, we obtain an induced isomorphism of vector spaces
eˆλ : X/Im Tλ → Cn, x+ Im Tλ 7→ eλ(x).
Hence dimX/Im Tλ = n. It remains to show condition (2) of Definition 4.1.
For that purpose let x ∈ ⋂
λ∈Ω
Im Tλ. Then x(λ) = 0 for all λ ∈ Ω and hence
x = 0. Theorem 4.12 yields Mz0−T =
⋂
λ∈Ω
Im Tλ = {0} for all z0 ∈ Ω.
To see that Theorem 4.35 and Theorem 4.37 characterize (dual) Cowen-
Douglas tuples, one still has to check that these notions are invariant under
similarities given by isometric isomorphisms. Indeed, even topological iso-
morphisms preserve the desired properties.
Lemma 4.38.
Let Ω ⊂ Cd be open and let T ∈ L(X)d and S ∈ L(Y )d be commuting tuples
on Banach spaces. Furthermore, let U : X → Y be a topological isomorphism
such that UTi = SiU holds for i = 1, . . . , d.
(i) If T is a (weak) dual Cowen-Douglas tuple, then S is a (weak) dual
Cowen-Douglas tuple.
(ii) If T is a (weak) Cowen-Douglas tuple, then S is a (weak) Cowen-
Douglas tuple.
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Proof. (i) Because of UIm Tz = Im Sz for all z ∈ Ω, the map U induces
isomorphisms
X/Im Tz
Uˆ−→ Y/Im Sz for z ∈ Ω
and the equality U
⋂
z∈C
Im Tz =
⋂
z∈C
Im Sz holds for each connected com-
ponent C of Ω. In view of the definition of the (weak) dual Cowen-
Douglas class and Remark 4.13, it is clear that T is of (weak) dual
Cowen-Douglas class if and only if S is.
(ii) To prove the same result for the (weak) Cowen-Douglas class, it suffices
to observe that
UKer Tˆz = Ker Sˆz
and that (
d⊕
i=1
U
)
Im Tˆz = Im Sˆz
holds for every z ∈ Ω.
We gather the above results in a corollary.
Corollary 4.39.
Let Ω ⊂ Cd be connected and admissible and let T ∈ L(X)d be a tuple of
bounded linear operators on a Banach space X.
(i) T is of class Bn(Ω) if and only if there is a Cn-valued divisible holomor-
phic model space Xˆ on Ω and an isometric isomorphism U : X → Xˆ
such that
UTi = MziU for i = 1, . . . , d.
(ii) T is of class Bn(Ω) if and only if there is a Cn-valued divisible holomor-
phic model space Xˆ on Ω and an isometric isomorphism U : X ′ → Xˆ
such that
UT ′i = MziU for i = 1, . . . , d.
In a recent paper of J. Eschmeier and J. Schmitt [ES14], inspired by a corre-
sponding one-dimensional result of K. Zhu [Zhu00], it was shown that in the
Hilbert space case every tuple T ∈ L(H)d of class Bn(Ω) over an admissible
domain of holomorphy Ω ⊂ Cd is even unitarily equivalent to M∗z on a suit-
able scalar-valued functional Hilbert space. In the following we extend this
result to the Banach space case. We start with some definitions.
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Definition 4.40.
Let X be a linear space of complex-valued functions on an open set Ω ⊂ Cd
and let A ⊂ Ω be a subset.
(i) The set A is called dominating for X if
‖f‖∞,A = ‖f‖∞,Ω
for every function f ∈ X.
(ii) The set A is said to be a uniqueness set for X if the function f ≡ 0 is
the only function in X with f |A ≡ 0.
It is clear that every dominating set is a uniqueness set. We need the follow-
ing technical result concerning the existence of discrete dominating sets. It
follows directly from a corresponding result in [ES14].
Lemma 4.41.
Let Ω ⊂ Cd be open and let γ : Ω → X be a holomorphic function into a
Banach space X. Consider X˜γ = {x˜′; x′ ∈ X ′}, where x˜′ : Ω→ C is defined
by
x˜′(z) = 〈γ(z), x′〉
for x′ ∈ X ′ and z ∈ Ω. Then there exists a discrete dominating set for X˜γ.
Proof. It suffices to apply [ES14, Proposition 2.1] to the holomorphic function
j ◦ γ : Ω→ X ′′ = (X ′)′, z 7→ 〈γ(z), ·〉.
We will use this result to show that there is a spanning holomorphic cross-
section in FT for every T ∈ L(X)d of class Bn(Ω) on an admissible domain
of holomorphy Ω ⊂ Cd in the following sense.
Definition 4.42.
Let Ω ⊂ Cd be open.
(i) A set of functions γ1, . . . , γn : Ω→ X is said to span X if∨
z∈Ω
{γ1(z), . . . , γn(z)} = X.
(ii) A set of functions γ1, . . . , γn : Ω→ X ′ is said to w∗-span X ′ if
LHw
∗
(⋃
z∈Ω
{γ1(z), . . . , γn(z)}
)
= X ′.
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(iii) Let T ∈ L(X)d be a Cowen-Douglas tuple over Ω. A spanning holomor-
phic cross-section in FT is a holomorphic function γ : Ω→ X spanning
X with γ(z) ∈ Ker Tˆz for all z ∈ Ω.
(iv) Let T ∈ L(X)d be a dual Cowen-Douglas tuple over Ω. A w∗-spanning
holomorphic cross-section in FT ′ is a holomorphic function γ : Ω→ X ′
w∗-spanning X ′ with γ(z) ∈ Ker (Tˆ ′)z for all z ∈ Ω.
As in [ES14] we start by reducing the number of spanning holomorphic func-
tions from two to one, even simultaneously for finitely many Banach spaces.
Lemma 4.43.
Let Ω ⊂ Cd be a domain of holomorphy. Let X1, . . . , Xm be Banach spaces.
(i) If γi1, γi2 : Ω → Xi are two holomorphic functions spanning Xi for
i = 1 . . . ,m, then there exists a holomorphic function φ ∈ O(Ω) such
that the functions γi = φγi1 + γi2 also span Xi for i = 1, . . . ,m.
(ii) If γi1, γi2 : Ω → X ′i are two holomorphic functions w∗-spanning X ′i for
i = 1 . . . ,m, then there exists a holomorphic function φ ∈ O(Ω) such
that the functions γi = φγi1 + γi2 also w∗-span X ′i for i = 1, . . . ,m.
Proof. (i) Let i ∈ {1, . . . ,m} be arbitrary. If γi2 = 0, define φi = 1 and
Ai = ∅ ⊂ Ω. If γi2 6= 0, consider the space
X˜i = {x˜′i; x′i ∈ X ′i},
where x˜′i : Ω → C, z 7→ 〈γi2(z), x′i〉 for x′i ∈ X ′i. By Lemma 4.41 there
exists a discrete uniqueness set Ai ⊂ Ω for X˜i. By [ES14, Lemma 2.4]
there is a holomorphic function φi ∈ O(Ω) such that φi vanishes on Ai
and φi|C is not identically zero for every connected component C of Ω.
Let φ =
m∏
i=1
φi. We show that γi = φγi1 + γi2 spans Xi for i = 1, . . . ,m.
For that purpose, assume that there is an x ∈ Xi with
x /∈
∨
z∈Ω
{γi(z)} = Mi.
By the Hahn-Banach theorem there is a functional x′ ∈ X ′i such that
x′|Mi ≡ 0 and x′(x) 6= 0. Then
〈φ(z)γi1(z) + γi2(z), x′〉 = 0
for every z ∈ Ω. If γi2 = 0, then 〈γi2(z), x′〉 = 0 for all z ∈ Ω. Otherwise,
for z0 ∈ Ai, we have φ(z0) = 0 and hence 〈γi2(z0), x′〉 = 0. Since Ai was
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a uniqueness set for X˜i, we obtain 〈γi2(z), x′〉 = 0 for all z ∈ Ω. In both
cases we have φ(z)〈γi1(z), x′〉 = 0 for all z ∈ Ω. This implies that the
function h ∈ O(Ω) defined by h(z) = 〈γi1(z), x′〉 vanishes on Ω \ Z(φ),
where Z(φ) denotes the zero set of φ. Since Ω \ Z(φ) is dense in Ω by
the identity theorem, we have h(z) = 0 for all z ∈ Ω. Thus we conclude
that 〈γij(z), x′〉 = 0 for j = 1, 2 and all z ∈ Ω. Since γi1, γi2 span Xi, we
get x′ ≡ 0 in contradiction to the assumption.
(ii) Fix i ∈ {1, . . . ,m}. If γi2 = 0, define φi = 1 and Ai = ∅ ⊂ Ω. If γi2 6= 0,
consider the space
X˜i = {x˜i; xi ∈ Xi},
where x˜i : Ω → C, z 7→ 〈xi, γi2(z)〉 for xi ∈ Xi. By [ES14, Proposition
2.1] there exists a discrete uniqueness set Ai ⊂ Ω for X˜i. By [ES14,
Lemma 2.4] there is a holomorphic function φi ∈ O(Ω) such that φi
vanishes on Ai and φi|C is not identically zero for every connected com-
ponent C of Ω. Let φ =
m∏
i=1
φi. We show that γi = φγi1 + γi2 w∗-spans
X ′i for i = 1, . . . ,m. For that purpose, assume that
Mi = LH
w∗
(⋃
z∈Ω
{γi(z)}
)
6= X ′i.
Then ⊥Mi 6= {0}. Hence there exists a vector 0 6= x ∈ ⊥Mi. Hence
〈x, φ(z)γi1(z) + γi2(z)〉 = 0
for every z ∈ Ω. As in (i) we obtain 〈x, γij(z)〉 = 0 for j = 1, 2 and all
z ∈ Ω. Since γi1, γi2 w∗-span Xi, we obtain that x = 0 in contradiction
to the assumption.
An inductive argument permits us to prove a similar statement for an ar-
bitrary finite number of holomorphic functions spanning Banach spaces Xi
(i = 1, . . . ,m).
Lemma 4.44.
Let Ω ⊂ Cd be a domain of holomorphy and let X1, . . . , Xm be Banach spaces.
(i) Let γi1, . . . , γin : Ω → Xi be holomorphic functions on Ω spanning Xi
for i = 1 . . . ,m. Then there exist scalar-valued holomorphic functions
φ1, . . . , φn−1 on Ω such that the functions γi = φ1γi1+. . .+φn−1γin−1+γin
also span Xi for i = 1, . . . ,m. If γi1(z), . . . , γin(z) are linear independent
for some z ∈ Ω, then γi(z) 6= 0.
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(ii) Let γi1, . . . , γin : Ω → X ′i be holomorphic functions w∗-spanning X ′i
for i = 1 . . . ,m. Then there exist scalar-valued holomorphic functions
φ1, . . . , φn−1 on Ω such that the functions γi = φ1γi1+. . .+φn−1γin−1+γin
also w∗-span X ′i for i = 1, . . . ,m. If γi1(z), . . . , γin(z) are linear inde-
pendent for some z ∈ Ω, then γi(z) 6= 0.
Proof. We give the proof of (i), part (ii) follows with the same arguments.
The case n = 2 follows from Lemma 4.43. Let the assertion be proved for
some integer n ≥ 2 and suppose that γi1, . . . , γin+1 : Ω → Xi are spanning
holomorphic functions for i = 1, . . . ,m. Define
X˜i =
∨
z∈Ω
{γin(z), γin+1(z)}
for i = 1, . . . ,m. By Lemma 4.43 there is a function φn ∈ O(Ω) such that
φnγ
i
n + γ
i
n+1 spans X˜i for i = 1, . . . ,m. Fix i ∈ {1, . . . ,m}. Then Xi is
spanned by γi1, . . . , γin−1, φnγin + γin+1 and by induction hypothesis there are
holomorphic functions φ1, . . . , φn−1 ∈ O(Ω) such that
γi = φ1γ
i
1 + . . .+ φn−1γ
i
n−1 + φnγ
i
n + γ
i
n+1
also spans Xi. The addendum about linear independency is clear.
This lemma ensures the existence of a spanning holormophic cross-section
in FT for every Cowen-Douglas tuple T ∈ L(X)d and the existence of a
w∗-spanning holomorphic cross-section in FT ′ for every dual Cowen-Douglas
tuple T ∈ L(X)d over an admissible domain of holomorphy Ω ⊂ Cd.
Corollary 4.45.
Let Ω ⊂ Cd be an admissible domain of holomorphy.
(i) Let T ∈ L(X)d be a Cowen-Douglas tuple. Then there exists a spanning
holormophic cross-section γ in FT with γ(z) 6= 0 for all z ∈ Ω.
(ii) Let T ∈ L(X)d be a dual Cowen-Douglas tuple. Then there exists a
w∗-spanning holomorphic cross-section γ in FT ′ with γ(z) 6= 0 for all
z ∈ Ω.
Proof. (i) Since Ω is admissible, there is a global holomorphic frame for FT .
Hence there are holomorphic functions γ1, . . . , γn : Ω → X spanning
X such that γ1(z), . . . , γn(z) form a basis of Ker Tˆz for z ∈ Ω. But
then Lemma 4.44 (i) ensures the existence of a holomorphic function
γ : Ω→ X spanning X with 0 6= γ(z) ∈ Ker Tˆz for all z ∈ Ω.
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(ii) Since T is of dual Cowen-Douglas class, the tuple T ′ ∈ L(X ′)d is of
weak Cowen-Douglas class by Theorem 4.19 (i) and
LHw
∗
(⋃
z∈Ω
Ker (Tˆ ′)z
)
= X ′
as observed in the section following Corollary 4.20. Since Ω is admis-
sible, there is a global holomorphic frame for FT ′ . Hence there are
holomorphic functions γ1, . . . , γn : Ω → X ′ w∗-spanning X ′ such that
γ1(z), . . . , γn(z) form a basis of Ker (Tˆ ′)z for z ∈ Ω. But then Lemma
4.44 (ii) ensures the existence of a holomorphic function γ : Ω → X ′
w∗-spanning X ′ with 0 6= γ(z) ∈ Ker (Tˆ ′)z for all z ∈ Ω.
The existence of a (w∗-)spanning holomorphic cross-section for every (dual)
Cowen-Douglas tuple T ∈ L(X)d in turn, allows us to prove the Banach-space
version of Theorem 3.5 from [ES14].
Theorem 4.46.
Let T ∈ L(X)d be an arbitrary tuple on a Banach space X and let Ω ⊂ Cd
be an admissible domain of holomorphy.
(i) If T is of class Bn(Ω), then there is a scalar-valued holomorphic model
space Xˆ on Ω and an isometric isomorphism U : X → Xˆ such that
UTi = MziU for i = 1, . . . , d.
(ii) If T is of class Bn(Ω), then there is a scalar-valued holomorphic model
space Xˆ on Ω and an isometric isomorphism U : X ′ → Xˆ such that
UT ′i = MziU for i = 1, . . . , d.
Proof. (i) If T ∈ L(X)d is of dual Cowen-Douglas class, then T ′ is of weak
Cowen-Douglas class by Theorem 4.19 (i) and Corollary 4.45 (ii) yields
the existence of a w∗-spanning holomorphic cross-section γ : Ω → X ′
in FT ′ with γ(z) 6= 0 for all z ∈ Ω. For x ∈ X, define
xˆ : Ω→ C, z 7→ 〈x, γ(z)〉.
Then xˆ is a C-valued analytic function. Let Xˆ = {xˆ; x ∈ X} and let
U : X → Xˆ, x 7→ xˆ. If Ux = 0, then
x ∈⊥
(
LHw
∗
(γ(Ω))
)
= ⊥(X ′) = {0}.
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Thus U is an isomorphism of vector spaces. With respect to the norm
‖ · ‖ : Xˆ → R, ‖xˆ‖ = ‖x‖
on Xˆ, the map U becomes an isometric isomorphism between Banach
spaces. Let Si = UTiU−1 ∈ L(Xˆ) for i = 1, . . . , d. Since, for i = 1, . . . , d
and λ ∈ Ω, we have
(Sixˆ)(λ) = (SiUx)(λ) = (UTix)(λ) = (T̂ix)(λ)
= 〈Tix, γ(λ)〉 = 〈x, T ′iγ(λ)〉
= 〈x, λiγ(λ)〉 = λi〈x, γ(λ)〉
= (λixˆ)(λ),
it follows that Mz = S ∈ L(Xˆ)d and UTi = MziU for i = 1, . . . , d. We
need to show that Xˆ is a holomorphic model space. For λ ∈ Ω, we have
eλ : Xˆ → C with
eλ(xˆ) = xˆ(λ) = 〈x, γ(λ)〉 = (γ(λ) ◦ U−1)(xˆ).
Hence eλ is continuous. Since γ(λ) 6= 0, there is an x ∈ X with
〈x, γ(λ)〉 6= 0 and eλ is surjective.
(ii) If Ω is connected, then T ′ is of class Bn(Ω) by Theorem 4.19 (iv) and
part (i) yields the assertion. Otherwise Corollary 4.45 (i) yields the
existence of a spanning holomorphic cross-section γ : Ω → X in FT
with γ(z) 6= 0 for all z ∈ Ω. For x′ ∈ X ′, define
xˆ′ : Ω→ C, z 7→ 〈γ(z), x′〉.
Then xˆ′ is a C-valued analytic function. Let Xˆ = {xˆ′; x′ ∈ X ′} and let
U : X ′ → Xˆ, x′ 7→ xˆ′. If Ux′ = 0, then x′ ∈
( ∨
z∈Ω
γ(z)
)⊥
= X⊥ = {0}.
Thus U is an isomorphism of vector spaces. With respect to the norm
‖ · ‖ : Xˆ → R, ‖xˆ′‖ = ‖x′‖
on Xˆ, the map U becomes an isometric isomorphism between Banach
spaces. Let Si = UT ′iU−1 ∈ L(Xˆ) for i = 1, . . . , d. Since for i = 1, . . . , d
and λ ∈ Ω we have
(Sixˆ′)(λ) = (SiUx′)(λ) = (UT ′ix
′)(λ) = (T̂ ′ix′)(λ)
= 〈γ(λ), T ′ix′〉 = 〈Tiγ(λ), x′〉
= 〈λiγ(λ), x′〉 = λi〈γ(λ), x′〉
= (λixˆ′)(λ),
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it follows that Mz = S ∈ L(Xˆ)d and UT ′i = MziU for i = 1, . . . , d. We
need to show that Xˆ is a holomorphic model space. For λ ∈ Ω, we have
eλ : Xˆ → C with
eλ(xˆ′) = xˆ′(λ) = 〈γ(λ), x′〉 = (j(γ(λ)) ◦ U−1)(xˆ′),
where j : X → X ′′ is the canonical isometry. Hence eλ is continuous.
Since γ(λ) 6= 0, there is an x′ ∈ X ′ with 〈γ(λ), x′〉 6= 0 and eλ is
surjective.
Just as in the situation of Theorem 4.35 and Corollary 4.36, we obtain a
similar result for arbitrary open sets Ω ⊂ Cd.
Corollary 4.47.
Let T ∈ L(X)d be an arbitrary tuple on a Banach space X and let Ω ⊂ Cd
be open.
(i) Let T be of class Bn(Ω) and let Ω0 ⊂ Ω be an admissible domain of
holomorphy. Then there is a scalar-valued holomorphic model space Xˆ
on Ω0 and an isometric isomorphism U : X → Xˆ such that
UTi = MziU for i = 1, . . . , d.
(ii) Let Ω be connected. Let T be of class Bn(Ω) and let Ω0 ⊂ Ω be an admis-
sible domain of holomorphy. Then there is a scalar-valued holomorphic
model space Xˆ on Ω0 and an isometric isomorphism U : X ′ → Xˆ such
that
UT ′i = MziU for i = 1, . . . , d.
Remark 4.48.
Due to Corollary 4.39 it is clear that in Theorem 4.46 one can not achieve
that the scalar-valued holomorphic model space Xˆ is divisible if Ω is con-
nected.
4.5 Strong irreducibility
It is well known that Hilbert modules H generated by a Cowen-Douglas tuple
of rank one are irreducible. In [Dou09] R.G. Douglas asks whether the same
is true for all (finitely generated) submodules M ⊂ H. In the following we
describe some partial results in this direction. Since we continue to work in
a Banach space setting, we need a suitable notion of irreducibility.
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Definition 4.49.
Let T ∈ L(X)d be a tuple of bounded linear operators on a Banach space
X. T is called strongly irreducible if, for every P ∈ L(X) with P = P 2 and
PTi = TiP for i = 1, . . . , d, we have P = 0 or P = 1.
If M,N ∈ Lat(T ) are closed invariant subspaces with X = M ⊕ N , then
the projection P ∈ L(X) of X onto M with kernel N commutes with the
components of T . Conversely, for any such projection P ∈ L(X), both spaces
in the direct sum X = Im P ⊕Ker P are invariant for T . Hence T ∈ L(X)d
is strongly irreducible if and only if there is no decomposition X = M ⊕ N
with non-trivial closed invariant subspaces M,N for T .
It is not difficult to prove that every dual Cowen-Douglas tuple of rank 1
is strongly irreducible. For irreducibility in the Hilbert space case, see e.g.
Section 1.5 in [Dou09].
Lemma 4.50.
Let T ∈ L(X)d be a dual Cowen-Douglas tuple on a Banach space X of rank
1 over some open set Ω ⊂ Cd. Then T is strongly irreducible.
Proof. Let M,N ∈ Lat(T ) with X = M ⊕ N and let PM , PN denote the
projection onto M with Ker PM = N and the projection onto N with
Ker PN = M . For z ∈ Ω, consider the mapping
jzM : M/TzM
d → X/TzXd, m+ TzMd 7→ m+ TzXd.
If m ∈M such that m =
d∑
i=1
(zi − Ti)xi with x1, . . . , xd ∈ X, then
m = PMm = PM
d∑
i=1
(zi − Ti)xi =
d∑
i=1
(zi − Ti)PMxi ∈ TzMd.
Hence jzM is injective. For z ∈ Ω, define jzN analogously. If there are m ∈M
and n ∈ N with
jzM(m) = j
z
N(n),
then there exist x1, . . . , xd ∈ X such that
m− n =
d∑
i=1
(zi − Ti)xi.
Hence
m = PM(m− n) =
d∑
i=1
(zi − Ti)PMxi ∈ TzMd
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and n ∈ TzNd. Hence Im jzM ∩ Im jzN = {0} for all z ∈ Ω. Suppose there is
some z0 ∈ Ω with M = Tz0Md. Then the set
U = {z ∈ Ω; dimM/TzMd = 0}
is not empty and open. Let CU(z0) denote the connected component of z0 in
U and let C(z0) denote the connected component of z0 in Ω. Then Lemma
4.9 and Remark 4.13 yield
M =
⋂
z∈CU (z0)
TzM
d ⊂
⋂
z∈CU (z0)
Im Tz =
⋂
z∈C(z0)
Im Tz = Mz0−T = {0}.
If there is no such point z0 ∈ Ω, then, for z ∈ Ω arbitrary, the injectivity of
jzM yields
dim Im jzM = dimM/TzM
d > 0.
Since T is a dual Cowen-Douglas tuple of rank 1 we obtain
Im jzM = X/TzX
d
and hence Im jzN = {0}. Using the injectivity of jzN we find that
dimN/TzN
d = 0.
Exactly as above it follows that N = {0} in this case. Thus T is strongly
irreducible.
This result can be used to give a partial answer to Question 3 in [Dou09].
Theorem 4.51.
Let T ∈ L(X)d be a dual Cowen-Douglas tuple on a Banach space X of rank
1 on some open set Ω ⊂ Cd. If M ∈ Lat(T ) such that dimM/Tz0Md = 1 for
some z0 ∈ Ω, then T |M is strongly irreducible.
Proof. As seen in the proof of Lemma 4.50, we have M = {0} if the set
U = {z ∈ Ω; M = TzMd} is not empty. Hence U = ∅. Then the set
V = {z ∈ Ω; dimM/TzMd = 1} = {z ∈ Ω; dimM/TzMd ≤ 1}
is not empty by assumption and open by the proof of Proposition 9.4.5 in
[EP96]. Let CV (z0) be the connected component of z0 in V . Let C(z0) denote
the connected component of z0 in Ω and let Mz0−T and Mz0−T |M be defined
as in Definition 4.1. Then Theorem 4.12 and Lemma 4.9 show
Mz0−T |M =
⋂
z∈CV (z0)
Im (T |M)z =
⋂
z∈CV (z0)
TzM
d
⊂
⋂
z∈CV (z0)
Im Tz =
⋂
z∈C(z0)
Im Tz = Mz0−T = {0}.
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Hence T |M ∈ L(M)d is a dual Cowen-Douglas tuple over CV (z0) of rank 1
and therefore strongly irredicible by Lemma 4.50.
As outlined in the introduction of [GRS05], Fredholm theory shows that for
a single dual Cowen-Douglas operator T ∈ L(X) on a Banach space X over
some connected open set Ω ⊂ C and M ∈ Lat(T ), we have
dimM/TzM ≡ k for all z ∈ Ω
with some k ∈ N∪{∞}. Then the additional condition in the above theorem
implies that
dimM/TzM = 1 for all z ∈ Ω.
Hence T |M is a dual Cowen-Douglas operator of rank 1 over Ω. For d > 1,
this need not be true. But following [GRS05], we can give a class of examples
fulfilling the hypotheses of the foregoing theorem.
Theorem 4.52.
Let X be a C-valued divisible holomorphic model space over Ω ⊂ Cd and let
T = Mz ∈ L(X)d denote the tuple of the multiplication operators on X with
the coordinate functions. LetM(X) be the multiplier algebra of X, i.e., the
set of functions ϕ : Ω→ C such that ϕX ⊂ X. Suppose thatM(X) ⊂ X is
dense and divisible analogously to Definition 4.32 (3). If M ∈ Lat(T ) is a
multiplier-invariant subspace and M ∩M(X) 6= {0}, then there exists λ ∈ Ω
such that
dimM/TλM
d = 1.
Proof. Choose 0 6= ϕ ∈ M ∩M(X) such that there is a point λ ∈ Ω with
ϕ(λ) = 1. Then, for every f ∈M , we have
f = f(λ)ϕ+ ϕ(f − f(λ))− (ϕ− 1)f.
Since X and M(X) are divisible, there are f1, . . . , fd ∈ X and multipliers
ϕ1, . . . , ϕd ∈M(X) with
f − f(λ) =
d∑
i=1
(λi − zi)fi and ϕ− 1 =
d∑
i=1
(λi − zi)ϕi.
Hence
f − f(λ)ϕ =
d∑
i=1
(λi − zi)(ϕfi − ϕif) ∈ TλMd,
since M(X) ⊂ X is dense and M is multiplier-invariant.
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By [GRS05, Corollary 4.2], the Drury-Arveson space H(B) over the unit
ball B ⊂ Cd is an example of a space satisfying the assumptions of this
theorem. Since every M ∈ Lat(Mz) in H(B) is multiplier-invariant [GRS02,
Lemma 4.1] and contains a multiplier [MT00, Page 229], we have the following
example.
Example 4.53.
Let X = H(B) be the Drury-Arveson space over the unit ball B ⊂ Cd and let
T = Mz ∈ L(X)d. If {0} 6= M ∈ Lat(T ), then there exists λ ∈ B such that
dimM/TλM
d = 1.
Hence Mz|M is strongly irreducible by Theorem 4.51.
Unfortunately, the additional condition of Theorem 4.51 on invariant sub-
spacesM ∈ Lat(T ) fails to be true in general. It is well known that there are
large classes of divisible holomorphic model spaces with invariant subspaces
without this property, even for d = 1.
Remark 4.54.
For every weighted Bergman space Lpa(D, vα) (−1 < α, 0 < p < ∞) (with
weights vα as in Definition 2.51) and every weigthed Bergman space Lpa(D, w)
(0 < p < ∞) (with an additional growth condition for the radial weight w)
over the unit disc D ⊂ C and every k ∈ N ∪ {∞}, there is an invariant
subspace M ∈ Lat(Mz) such that
dimM/(λ−Mz)M ≡ k for all λ ∈ D.
For k < ∞, these subspaces are even finitely generated, see [HKZ00, Corol-
lary 6.5], [HRS96, Theorem 6.1] and [BHV04, Theorem 9.2]. The spaces
Lpa(D, vα) (−1 < α, 1 ≤ p < ∞) and Lpa(D, w) (1 ≤ p < ∞) are scalar-
valued divisible holomorphic model spaces on D by [Ric87, Example 2.8] and
hence Mz is a dual Cowen-Douglas operator of rank 1 by Theorem 4.37.
Even if the foregoing remark yields no definite answer to Question 3 in
[Dou09], it seems hardly possible to prove it in full generality without addi-
tional conditions.
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