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The  analysis of agricultural decision-making is  characterized by
many problems.  One  of the major problems  is  the  ability or  inability
to account  for producer preferences  towards risk, given the stochastic
nature  of agricultural production and prices.  Agricultural economists
have spent much time  attempting to solve this problem.  Stochastic
dominance techniques  are one  set of tools  that have become common in
agricultural decision analysis under risk.
Stochastic dominance criteria are members  of the  family of
efficiency criteria.  Efficiency criteria provide a partial ordering of
risky alternatives, given certain assumptions concerning decision-maker
utility.  Efficiency criteria utilize pair-wise comparisons  to  divide
the  set  of risky action choices  into an efficient set and an
inefficient set.  The efficient set,  unfortunately, may contain more
than one alternative  and thus not provide a unique answer to the
question of which action choice maximizes expected utility.
The concept of stochastic dominance  first appears  in papers by
Fishburn, Hadar and Russell, Hanoch and Levy, and Whitmore,  all written
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draft of this paper.in  the  1960's.  These efficiency criteria place  restrictions upon the
derivatives  of agents'  utility functions.  The implementation of
first-degree  (FSD),  second-degree  (SSD),  and third-degree  (TSD)
stochastic dominance criteria and the  restrictions imposed by the
criteria are explained fully elsewhere  (e.g. Anderson, Dillon and
Hardaker,  Cochran) and are not dealt with here.  A 1977  article by
Meyer develops  the concept of generalized stochastic dominance.
Generalized stochastic dominance  allows the researcher to  determine  the
efficient set of risky action choices when an upper and lower bound on
the risk-aversion function is known.  Meyer also demonstrates  that  FSD
and SSD are special  cases  of generalized stochastic dominance.
Stochastic dominance  analysis began to  appear in  the agricultural
economics literature  in the mid to  late 1970's.  Studies  involving  such
diverse  topics  as participation in commodity programs  (Kramer and
Pope),  selection of an optimal machinery complement  (Danok, McCarl and
White),  and selection of risk-efficient rent strategies  (Pederson) have
been examined using stochastic dominance, usually generalized
stochastic dominance.  These studies  tend to  involve single-period
models utilizing income as  the performance  indicator being measured.  A
more complete bibliography of stochastic dominance applications  can be
found  in papers by Cochran (agricultural applications)  and Bawa
(economics and finance applications).
Many agricultural problems  involve optimizing over multiple
periods.  Firm growth issues,  for example, require a multi-period
model.  As well,  single period studies may involve examining
alternatives that influence more than one performance measure.
2Participation in commodity programs  may affect after-tax net  income,
after-tax equity, and the probability of survival for  the  firm.  Can
the  stochastic dominance  techniques  that have been used for single
period univariate models be extended for use  in research  areas  such as
those  mentioned above?  This  is  the question addressed by the rest of
the  paper.  A review of the stochastic  dominance literature dealing
with multi-period and multivariate utility is presented.  The
implications  of these  results for empirical research are  then
discussed.  In particular, the  question of whether  stochastic dominance
is  appropriate  for multi-period situations is  examined.  Finally, an
example is  used to  illustrate  the potential problems resulting from
inappropriate  use of stochastic dominance criteria in a multi-period
setting.
It  is useful  at this point to  introduce some  terminology that will
be used throughout  the remainder  of the paper.  F(xl,x2 ,...,xn) and
Fi(xi) are defined as  the n-period joint and one-period marginal
cumulative distribution  functions  (CDF's),  respectively, for
alternative F where xi is  the  return in period i.  Similarly,
f(xl,x2,...,xn)  and fi(xi)  are defined to be  the n-period joint and
one-period marginal probability density functions, respectively.
Filj(xilx j) is  the cumulative distribution function for returns  in
period i conditional on the level  of returns  in period j.  The  concept
of statistical independence  is  used frequently in the  theorems given
later  in the paper.  Period-by-period  returns  are assumed to  be
statistically independent  over time if:
F(xl,x2,...,xn) - Fl(xl)F2(x2)...Fn(xn).
3The  terms weak dominance and strong dominance are  also used in  the
theorems  outlining the multi-period stochastic dominance criteria.  A
CDF F(x) weakly dominates another CDF G(x) for  a class  of utility
functions U  if the  expected utility of  F is  greater than or equal to
the expected utility of G for all u(x) belonging to U.  F(x) strongly
dominates G(x) for  the class of utility functions V if F is  weakly
dominant over G for all u(x) belonging to V  and the  expected utility of
F is  strictly greater than the expected utility of G for  some u(x)
belonging to V.
2. UTILITY DEFINED ON OVERALL WEALTH
Consider a researcher or decision-maker  faced with the problem of
choosing a risk-efficient  firm growth strategy from a set of
alternative plans.  One way in which this may be approached is  to
stochastically  simulate the  firm's  operation under different
alternatives and compare the  distributions  of after-tax net present
value for each using stochastic dominance1 . It can be  shown, however,
that analysis using overall distributions will provide a true  efficient
set only  if the utility function for  the agent is  defined on overall
wealth and not  in terms of gains  or losses  for  a fixed  level of wealth.
This  is  equivalent to saying that  the decision-maker  does not care what
the  temporal rate of accumulation of wealth is  as  long as  the overall
level  is  the  same.  As discussed by Levy and Paroush  (1974b),  the time
horizon for each alternative strategy must  also be equal  for this
criterion to be  applied.
4Let us  assume, at  least initially,  that utility is  defined in terms
of overall wealth.  The assumption concerning the  time horizon can then
be  addressed.  If two  strategies have differing time horizons,  it  is
inappropriate to  compare  the overall distributions using stochastic
dominance techniques.  For example, an agent may wish to  compare two
alternative  investment strategies where  one generates  returns  over the
next five years while the  other generates  returns over the next  ten
years.  In this  case, it  is necessary to determine  if the
period-by-period returns are statistically independent  over time.  In
the case where returns  are statistically  independent,  it can be  shown
that period by period dominance  is  sufficient for one strategy to
stochastically dominate  another strategy (e.g. strategy 1 represented
by CDF F dominate strategy 2 represented by CDF G).  This  can be
formally  stated as:
Theorem 2.1:  Given a) all decision-makers have non-decreasing
multi-period utility  functions u(xl,x 2,...,xn) - u(w) where w  is  the
overall level of wealth and, b) two risky action choices  represented
by n-period joint CDF's  F()  and G()  where returns are statistically
independent  over time,  then:
Fi(xi)  weakly dominates Gi(xi)  for all  i=1,2,...,n and F(xj)
strongly dominates Gj(xj)  for some j implies  that F(xl,x2,...,xn)
will be preferred to  G(xl,x2,...,xn) by all relevant decision-makers
(Levy 1973, Huang, Vertinsky and Ziemba).
This  result is  shown by Huang, Vertinsky and Ziemba  to hold for FSD,
SSD, and TSD.
5If statistical  independence of returns cannot be  assumed, the
sufficient conditions  for dominance  of one  strategy over another become
more complex.  Indeed, period-by-period dominance  is  no  longer
sufficient.  Levy and Paroush  (1974b) derive sufficient conditions  for
a two-period CDF F(xl,x 2)  to dominate another two-period CDF G(xl,x2)
by first-degree stochastic dominance.  These are stated in the
following theorem:
Theorem 2.2:  Given that all  agents have multi-period utility  functions
as  defined in Theorem 2.1,  where u'(w) > 0, and two  risky action
choices represented by two-period joint  CDF's F()  and G()  where
returns may exhibit statistical interdependence, then:
i) Gl(xl) >  Fl(xl)  for  all xl,
ii)  G2 1. 1(x2 1xl)  2  F2 11(x21X 1 ) for  all xl and x2,  and
iii)  F2 11(x2 1xl)  is  a non-increasing function of xl,
imply F(xl,x 2)  is  preferred to G(xl,x2) by all relevant agents.
There have been no similar results derived  for n-period returns,  or for
higher degrees of stochastic dominance  than FSD.
There may be cases when it  is  inappropriate  to assume  that utility
is  defined in  terms  of the  overall measure.  In these  instances,  the
use of stochastic dominance criteria in evaluating distributions  of the
overall measure will, in general, result  in an incorrect efficient set.
This  is  true  regardless of whether or not the  time horizons for  all
alternatives are  equal.  It  is  necessary, then, to  consider stochastic
dominance criteria for  true multi-period  (i.e. multivariate) utility
functions.  Within this  general class  of utility functions,  there are
6two sub-classes which are dealt with  in the multi-period stochastic
dominance literature.  They are  a) additive  functions  (i.e.
u(x1 ,x 2 ,..  .,n)  = E  ui(xi)),  and b) non-additive functions.
3. ADDITIVE MULTIVARIATE UTILITY
The case  of additive utility has been dealt with in articles by
Huang, Vertinsky and Ziemba, and Levy and Paroush, 1974b.  It  is  shown
in these papers  that period-by-period dominance  is  necessary and
sufficient  for overall dominance  of one  distribution over another.
This result holds for  FSD, SSD, and TSD regardless of whether or not
returns are  statistically independent.  Formally, this  can be  stated
as:
Theorem 3.1:  Given that  all decision-makers  have multi-period utility
functions defined to  be additive, and are confronted by two risky
action choices  represented by n-period joint CDF's F()  and G()  where
returns xi may be statistically interdependent,  then:
F(xl,x2 ,...,xn) will be preferred to  G(xl,x 2,...,xn)  by all  decision-
makers  if and only  if Fi(xi)  weakly dominates Gi(xi)  for all
i=1,2 ,...,n  and Fj(xj)  strongly dominates Gj(xj)  for  some j (Huang,
Vertinsky and Ziemba).
It should be noted that the utility functions  ui(xi) need not be  of the
same  functional  form for  all periods, nor even be members  of the same
class  (e.g. ui(xi) may be concave while uj(xj)  may be  convex).
4. NON-ADDITIVE MULTIVARIATE UTILITY
If additive utility is  judged to be an overly restrictive
assumption to make,  then a non-additive multi-period utility function
must be considered.  In determining  the proper criterion for one
7distribution to stochastically  dominate another,  the issue of whether
returns are  statistically independent over time must be addressed.
Suppose  that the xi's  are  statistically independent.  It can be  shown
that, once again, period-by-period dominance  is necessary and
sufficient for overall dominance of one distribution over another.
This  is  stated in  the following theorem:
Theorem 4.1:  Assume that decision-makers have multi-period utility
functions defined as u(xl,x2,...,xn),  and are faced with two  risky
action choices represented by n-period joint CDF's F()  and G()  where
returns xi are statistically independent over time,  then:
F(xl,X2,...,xn) will be preferred  to G(xl,x2 ,...,xn)  by all decision-
makers if and only  if Fi(xi)  weakly dominates  Gi(xi) by stochastic
dominance for all i-1,2,...,n  (Huang, Kira and Vertinsky).
Huang, Kira and Vertinsky demonstrate that Theorem 4.1 holds  for FSD,
SSD,  and TSD.
Period-by-period dominance  is  neither necessary nor sufficient for
dominance  of one alternative over another if the  assumption of
statistical  independence of returns over time  is  inappropriate.
Several papers provide proofs of stochastic dominance criteria for
cases where returns may be statistically interdependent  (Huang, Kira
and Vertinsky, Levhari et al.,  Levy  1976, Levy and Paroush 1974a,
Russell and Seo).  Most of the papers  derive FSD conditions only.  As
well,  some proofs  require restrictions on the utility function beyond
positive marginal utility in all  time periods.  In general  these
stochastic dominance criteria  involve comparison of conditional
8distributions.  For example, Levy derives  the following sufficient
conditions  for the  three period case:
Theorem 4.2:  Assume that agents have utility  functions u(xl,x2,x3 )
that are non-decreasing  in all xi. These agents are  faced with two
risky action choices  represented by three-period joint CDF's F()  and
G()  where  returns xi may be statistically interdependent,  then:
gl,2(xlX  2)'G31,  22(X31Xlx2)  - fl, 2(xl,X2)'F 3 11 , 2 (x3 lxlx 2 ) 2 0 for
all  xl, x2, x3 (with at least one  strong inequality)  implies  that
F(xl,x2 ,x3)  will be preferred to  G(xl,x 2,x 3)  by all agents  (Levy,
1976).
Here  gl,2  and fl, 2 are two-period marginal density functions  for G and
F respectively, while F3 1 1,2 and G3 1 1, 2 are conditional distributions
as  defined earlier.  This theorem states that  if  the probability of
getting particular levels of xl and x2 and at  least x3 in period 3 is
greater with F than with G for all  levels  of xl,  x2 and x3,  then F
dominates G by FSD.  The theorem can be re-stated  in a similar form
using conditional distributions F1 12,3 and G1 1 2,3 or F2 1 1,3 and G211, 3 .
Levy goes  on in the same paper to extend this  theorem to the n-period
case.
The most general multivariate case considered in  the literature  is
the  situation where utility is non-additive  and returns are
statistically interdependent.  It  is  demonstrated by Huang, Kira and
Vertinsky that  the assumptions  of additivity, statistical independence,
or utility defined on overall wealth are special cases of this more
general scenario.
95. IMPLICATIONS  FOR EMPIRICAL RESEARCH
Where does the  current state of development  leave us when
considering empirical research?  It  is  desirable, when analyzing
decision-making under uncertainty, to use  techniques that  do not make
restrictive assumptions  that may be  inappropriate.  It  is  for  this very
reason that stochastic dominance criteria have become popular in
empirical work.  It  is  appropriate  for multi-period problems,  then, to
utilize criteria that require the most general  assumptions.  From the
literature reviewed, this corresponds  to  the assumption of multivariate
utility where returns may be statistically interdependent.  When
considering the criteria outlined in the literature, however, several
obstacles  immediately arise.  The first of these concerns  the
sufficient conditions themselves.  As pointed out earlier,  these
conditions generally involve  the comparison of conditional
distributions.  In empirical  analysis, it  is  often very difficult to
estimate conditional distributions.  In addition, these criteria are
generally derived only  for FSD, which does  not tend to  be a very
discriminating criterion.
If the conditions  for  the most general case cannot be  implemented,
then it  is  necessary to make  further assumptions  on either  the utility
function or the  statistical nature  of the  returns.  One possibility is
to assume  that the decision-maker has an additive multi-period utility
function.  In this  case period-by-period dominance  is necessary and
sufficient for overall dominance, as  shown in Theorem 3.1.  A question
can be raised, however, concerning the appropriateness  of the additive
utility assumption.  It  is  demonstrated by Keeney and Raiffa  (p.295)
10that multi-period utility is  additive if and only if  the additive
independence condition holds  for xl, x2,...,x n where xi is  the return
in period i.  For  the  two-period case, xl  and x2 are additive
independent if preferences  for lotteries defined by joint probability
distributions  on xl and x2 depend only on the marginal probability
distributions.  An equivalent condition for xl and x2 to be additive
independent is  that decision-makers are indifferent between lotteries
Ll((xl',x2'),(xl*,X 2*);0.5)  and L2((xl',X 2*),(xl*  x2');0.5) for  all
values of xl' and x2',  given values  for xl*  and x2* (Keeney and Raiffa,
p.230)2
To  address the  realism of this assumption, consider the following
example.  Using the above notation, suppose  that xl' - x2 '  - $5000
while xl*  - x2* - $10000.  If xl and x2 are additive independent,  then
the lotteries L1 {(5000,5000),(10000,10000);0.5}  and
L2((5000,10000),(10000,  5000);0.5)  are equally preferable.  It  is
probable, however, that many risk averse agents would prefer L2 over
L1 . Therefore the  assumptions of additive independence and additive
utility, while appealing theoretically, are  likely to be inappropriate
in many cases.
Another alternative is  to  assume that utility is  multivariate and
non-additive.  If returns are  statistically independent  over time,
period by period dominance  is  necessary and sufficient  for overall
dominance by  FSD,  SSD, and TSD  (Theorem 4.1).  The question is,  then,
how appropriate are  these assumptions?
11A firm growth example can be used to address  the  issue of whether
statistical independence  is  an appropriate assumption.  If one  assumes
statistical independence  of returns over time,  then a comparison
involving marginal distributions  of returns  (e.g. annual after-tax net
farm income) can be undertaken.  Single-period stochastic dominance
criteria (FSD, SSD and TSD) may be utilized to  determine  the efficient
set of growth strategies.  However, after-tax income  for any given
period will depend on financial performance  in past periods.  For
example,  the amount of interest paid in year i depends upon the amount
of debt accumulated by the  operation in years  1,2,...,i-1.  Also, any
assets  liquidated in period i to pay off debts will affect the  income
generating ability of the operation in any future periods.  A more
basic illustration can be found in the area of commodity prices.  The
price a farmer receives for a bushel of corn at any particular point in
time will depend on the size  and quality of the corn crop that year.
It also depends, however, on the  size of stocks left from last year as
well as  the expectations  about next year's crop.  It  is  therefore easy
to  see  that statistical  independence of returns  over time  is  often an
improper assumption  in empirical agricultural research.
The other possible analysis, as  discussed in  section 2, involves
the comparison of overall distributions.  This analysis  assumes that
the decision-maker's utility function is  defined on an overall measure
such as  net present value of the  farm operation.  It also requires  that
the  action choices facing the  agent are evaluated over an identical
planning horizon.  These  assumptions essentially reduce  the multi-
period problem to  one  of comparing distributions of single-valued
12outcomes.  As  such it  is  the easiest of the criteria to  implement
empirically  and can be used to  apply all  forms  of stochastic dominance
analysis,  including Meyer's criterion.
Another advantage  of this  criterion is  its  ability to  address  the
issue  of long run risk.  As  defined by McCarl and Musser,  long run risk
is  the variability of the net present value of wealth.  Short run risk
is  defined to be the variability of annual income.  If marginal
distributions  of annual  income are  evaluated by the  stochastic
dominance criteria discussed in Sections  3 and 4, the  analysis is
essentially short run.  By evaluating distributions of an overall
measure, as  illustrated in Section 2, the  effects of various strategies
on long run risk are not  ignored.
These advantages  are attained at a cost, however.  The comparison
of overall distributions  ignores  the decision-maker's utility  of
present consumption.  With the use  of an overall measure,  the  analysis
uses a performance indicator other than income.  Empirically estimated
risk preferences are generally measured with respect to an  income
measure.  Preferences  for risky levels  of an overall measure may be
different from those for income.  For example,  the use of a net present
value measure often results  in values  that are of a much larger
magnitude  than found when using annual  income.  This  is  especially
important when using generalized stochastic dominance where  upper and
lower bounds on the level of risk aversion are required.  This problem
may be  alleviated to  a certain extent by amortizing the  overall measure
to an annual value, thus  reducing the magnitude of the measure.
13The approach involving overall  distributions has been used in
several empirical  studies.  Two examples of the use of this approach
can be  found in articles by Bailey and Richardson, and Lemieux et  al.
Both papers use a multi-period simulation model  to estimate
distributions of net present value  for Texas cotton farms.  The  first
of these  papers compares  alternative marketing strategies while the
second compares  federal crop insurance with ASCS  disaster assistance.
The distributions  of net present values  are  then ranked using
generalized stochastic dominance.  As noted earlier, by using a net
present value measure as  the performance  indicator, these studies
assume  that producer preferences  are defined solely  in  terms of this
measure.
6. EXAMPLE
The following example will  illustrate some  problems  that may arise
if inappropriate  stochastic  dominance criteria  are used to evaluate
alternative risky action choices.  Assume that decision-makers  are
faced with three different ways  in which they may invest a given amount
of money.  These three  alternatives  or strategies  are designated by F,
G, and H respectively.  Regardless  of which alternative is  chosen,
returns  or income will be generated over a three year period.  Returns
in period 1, xl, may be $8000, $5000, or  $3000.  Similarly, returns  in
period 2 (x2) and period 3 (x 3 ) may be $11000, $10000 or  $7000, and
$3000,  $1000 or  $550,  respectively.  The difference between the
different strategies  rests  in the probabilities associated with the
various combinations  of xl, x2,  and x3.
14It  is  assumed that enough information is known to calculate both
marginal and joint probabilities.  The probabilities associated with
all possible combinations  of  income for  each alternative  are given in
Tables 1 and 2.  In Table 1, the marginal density functions  for
alternatives F, G, and H are  designated by fi(),  gi(),  and hi().
Similarly, the  three-period joint density functions are given in Table
2 by f(),  g(),  and h(),  respectively.  How do  the decision-makers
compare  these alternatives and determine  the  efficient  set, given their
preferences?
6.1 Comparison of Overall Distributions
As noted earlier in Section 2, it may be assumed that decision-
makers have utility functions defined solely on overall wealth.  In
this  case, univariate distributions  of overall wealth can be calculated
and compared.  One way in which this may be done  is by calculating the
present value of the returns generated by each strategy.  The resulting
distributions can then be amortized and compared using stochastic
dominance analysis to determine  the  efficient set.
If  the discount rate  is  assumed to be 8%,  and all alternatives have
the same  initial investment, then the present value for each  income
stream can be calculated as:
PV - E  xi/(1.08)i
The discount rate here  is  assumed to be  calculated by using the  rate  of
return on a riskless  asset, such as  government bonds.  With the
discount rate defined in such a manner, only time preferences  are
accounted for.  Table 3 contains  the CDF's of present values for  each
of the alternative choices  (F, G, and H).  Amortized values of the
15TABLE 1  -MARGINAL  PROBABILITY DENSITY FUNCTIONS FOR ALTERNATIVE
INVESTMENT STRATEGIES
Period 1
X1 fl(x 1 )  gl(Xl)  hl(xl)
8000  .50  .10  .45
5000  .25  .60  .30
3000  .25  .30  .25
Period 2
X2 f2(x2)  g2(x2)  h2(x2)
11000  .30  .34  .25
10000  .40  .33  .35
7000  .30  .33  .40
Period 3
x3  f3(x 3)  g3(X3)  h3(x3)
3000  .45  .30  .40
1000  .05  .37  .10
550  .50  .33  .50
16TABLE 2  - JOINT PROBABILITY DENSITY FUNCTIONS  FOR ALTERNATIVE
INVESTMENT STRATEGIES
(Xl,X2 ,X3)  f(xl,x 2 ,x3)  g(xl,x2,x3)  h(xl,x 2 ,x3)
(8000,11000,3000)  .20  0  0
(8000,11000,1000)  0  0  .05
(8000,11000, 550)  .05  0  0
(8000,10000,3000)  .05  0  .10
(8000,10000,1000)  0  .03  0
(8000,10000, 550)  .10  0  .10
(8000, 7000,3000)  .05  0  .10
(8000, 7000,1000)  0  .03  .05
(8000, 7000,  550)  .05  .04  .05
(5000,11000,3000)  0  .11  .10
(5000,11000,1000)  0  .05  0
(5000,11000,  550)  .05  .04  .05
(5000,10000,3000)  0  ,09  .05
(5000,10000,1000)  0  .10  0
(5000,10000, 550)  .05  .01  .05
(5000, 7000,3000)  .05  .05  0
(5000, 7000,1000)  0  .06  0
(5000, 7000,  550)  .10  .09  .05
(3000,11000,3000)  0  .05  0
(3000,11000,1000)  0  .05  0
(3000,11000, 550)  0  .04  .05
(3000,10000,3000)  .10  0  .05
(3000,10000,1000)  0  .05  0
(3000,10000, 550)  .10  .05  0
(3000,  7000,3000)  0  0  0
(3000, 7000,1000)  .05  0  0
(3000, 7000,  550)  0  .06  .15
17TABLE 3  - CUMULATIVE DISTRIBUTIONS FOR PRESENT VALUE OF
INCOME STREAMS RESULTING FROM EACH ALTERNATIVE INVESTMENT STRATEGY3
PRESENT VALUE  ANNUALIZED
(Xl,X2 ,X 3)  OF RETURNS  PRESENT VALUE  F(PV)  G(PV)  H(PV)
(8000,11000,3000)  19220  7457  1.00  1.00  1.00
(8000,10000,3000)  18362  7124  .80  1.00  1.00
(8000,11000,1000)  17632  6841  .75  1.00  .90
(8000,11000, 550)  17275  6703  .75  1.00  .85
(8000,10000,1000)  16775  6509  .70  1.00  .85
(5000,11000,3000)  16442  6379  .70  .97  .85
(8000,10000, 550)  16417  6370  .70  .86  .75
(8000, 7000,3000)  15790  6127  .60  .86  .65
(5000,10000,3000)  15585  6047  .55  .86  .55
(5000,11000,1000)  14854  5763  .55  .77  .50
(3000,11000,3000)  14590  5661  .55  .72  .50
(5000,11000,  550)  14497  5625  .55  .67  .50
(8000,  7000,1000)  14203  5511  .50  .63  .45
(5000,10000,1000)  13997  5431  .50  .60  .40
(8000, 7000,  550)  13845  5372  .50  .50  .40
(3000,10000,3000)  13733  5328  .45  .46  .35
(5000,10000, 550)  13640  5292  .35  .46  .30
(5000, 7000,3000)  13013  5049  .30  .45  .25
(3000,11000,1000)  13002  5045  .25  .40  .25
(3000,11000, 550)  12645  4906  .25  .35  .25
(3000,10000,1000)  12145  4712  .25  .31  .20
(3000,10000, 550)  11788  4574  .25  .26  .20
(5000,  7000,1000)  11425  4433  .15  .21  .20
(3000,  7000,3000)  11161  4330  .15  .15  .20
(5000, 7000,  550)  11068  4294  .15  .15  .20
(3000,  7000,1000)  9573  3714  .05  .06  .15
(3000, 7000,  550)  9216  3576  0  .06  .15
MEAN  14944  13520  14426
STANDARD DEVIATION  3111  2031  2900
18present value measure are also provided.  These annualized values are
calculated using a rate of  return of 8%.  It can be  seen from this
table that the FSD efficient set  contains F and H.  While not obvious
from the table,  it can be shown that  the SSD efficient set contains
only F.
6.2 Comparison of Marginal Distributions
If  it  is  concluded that assuming utility defined on overall wealth
is  inappropriate then the previous analysis  is,  in general,  invalid.
In particular the previous  analysis will result  in an incorrect
efficient set for  this  example, as  will now be  illustrated.  In this
case,  it may be decided that assuming a) additive utility  (Section 3)
or b) non-additive multivariate utility and statistical independence
(Section 4) is  appropriate.  As  shown  in Theorems  3.1 and 4.1,
period-by-period dominance of marginal distributions  is  then necessary
and sufficient for one alternative to be preferred over another by all
decision-makers.  From the  information given in Table 1, the marginal
CDF's for  each period (Fi(xi),  Gi(xi),  Hi(xi),  i-1,2,3)  can be
calculated.
For one strategy to  dominate another by the  criteria in Theorems
3.1  and 4.1,  it must dominate  in each period.  The FSD and SSD
efficient sets  for each of  the three periods are given in Table 4.  The
overall FSD and SSD efficient sets  for  this criterion are given in
Table  5.  As can be  seen, only H is  eliminated from the FSD and SSD
efficient sets using period-by period analysis.  It  should be noted
that G was eliminated when comparing overall  distributions, whereas  it
is now contained in the efficient  set.
19TABLE 4  - FSD AND SSD EFFICIENT  SETS FOR EACH PERIOD
COMPARING MARGINAL DISTRIBUTIONS
Period 1  Period 2  Period 3
Efficiency
Criteria
FSD  F  F,G  F,G
SSD  F  F  F,G
TABLE 5  - A LISTING OF FSD AND SSD EFFICIENT SETS  FOR
THE VARIOUS STOCHASTIC DOMINANCE ANALYSES PERFORMED
TYPE OF ANALYSIS
OVERALL  MARGINAL  CONDITIONAL
DISTRIBUTIONS  DISTRIBUTIONS  DISTRIBUTIONS
EFFICIENCY
CRITERIA
FSD  F,H  F,G  F,G,H
SSD  F  F,G  NOT APPLICABLE
206.3  Comparison of Conditional Distributions
As noted in Section 5, it  is  often inappropriate  to  assume  that
utility is  additive.  As well,  an examination of the joint and marginal
probability density functions for F, G, and H  (Table 1 and 2,
respectively)  indicates that returns are not statistically independent
over  time.  In this  case, it  is unlikely that period-by-period
dominance  is  the proper criterion to  use in evaluating these
alternatives.  As discussed in Section 4, the most general  case
considered in the  literature assumes non-additive multivariate utility
and statistically interdependent  returns.  Given these  assumptions,  the
alternative multi-period  investment strategies may be  evaluated through
the use of the criterion outlined in Theorem 4.2.  This theorem
provides sufficient conditions  for one distribution to  dominate  another
by FSD.  In this  example,  there  is  enough information available to
calculate conditional  CDF's  for x3, given values of xl and x2. If this
criterion  is  applied to  the distributions in this example,  none of the
three alternatives  are  eliminated from the  FSD efficient set.  Since
the  conditions are  only sufficient, one  of the distributions may indeed
be preferred over  the others, but it  cannot be  detected given the
available  data and tools.
Although  this example  is  simplistic and has little empirical
significance,  it illustrates  the potential difficulties  in using
stochastic  dominance in a multi-period setting.  Three unique efficient
sets  are obtained by using  three different  FSD criteria  (Table 5).
Also,  the use of two different  SSD criteria results  in two  different
efficient sets.  It  is  obvious, therefore,  that making the correct
21assumptions  concerning the nature  of a) the  agents' utility functions
and b) the statistical nature  of returns is important in obtaining the
correct efficient set.
7. CONCLUSION
Agricultural economists must be careful when attempting to apply
stochastic dominance criteria to multi-period or multivariate problems.
Alternative assumptions may result in different stochastic dominance
efficiency criteria and different efficient  sets, as  illustrated by the
investment example  in  the previous  section.  While  this discussion
deals primarily with multi-period scenarios, the  results shown also
apply to  single period problems with several performance or outcome
measures.
Stochastic dominance criteria involving conditional distributions
are,  in general, difficult  to  apply empirically.  As well,  these
criteria are generally limited to  FSD efficiency only.  Comparison of
period-by-period marginal distributions is appropriate  in cases where
additive utility or  statistical independence of returns can be assumed.
As  stated earlier, there  are many instances when these assumptions'are
inappropriate.  This  is  not to  say that  stochastic  dominance analysis
utilizing  marginal distributions  should not be done.  There may be
cases when the  assumptions of additive utility or  statistical
independence  are reasonable and result  in efficient  sets  that are  close
approximations  to  the true set.  Stochastic dominance analysis
recognizes  the stochastic nature  of agricultural production and prices.
This is more  than many previous methods of analyzing multi-period
problems, such as  multi-period LP, account for.
22A more likely candidate  for  empirical application to multi-period
problems  is  the  comparison of  overall distributions.  While not  free of
weaknesses,  this analysis  is  probably more appropriate  than the other
stochastic dominance criteria discussed in this paper.  Important
advantages of this  approach are  the abilities  to  a) apply generalized
stochastic dominance criteria with these  assumptions, especially  if the
overall measure  is  converted to an annual value, and b) address  the
issue of long run risk, as discussed earlier.
This paper does  not answer the questions  and concerns  raised  in the
previous discussion.  A number of multivariate  scenarios have been
outlined.  The resulting stochastic dominance criteria and  the
implications of utilizing them are discussed.  This  discussion
underscores  the  importance of considering the  assumptions  implicitly
made by using stochastic dominance for multi-period analysis.
Agricultural economists  should also be attempting to find efficiency
criteria that are  a) consistent with the assumptions  that they are
willing to  make, and b) able to  be used in empirical research.
23FOOTNOTES
1. In studies  involving stochastic  streams  of returns where present
value measures are utilized, the  discount rate  is  often assumed to
incorporate producer risk preferences.  It  is  assumed in this paper
that,  as much as possible, the discount rate would be calculated in
such a way that it would take  account of only time  preferences.
2. Here L{(A,B),(C,D);p)  is defined to be  a lottery such  that the
probability of receiving A and then B is p, while  the probability of
receiving C and then D is  (l-p).
3. The present value calculations are done assuming that the discount
rate  is  equal to  8%.  The annualized present values  are calculated by
multiplying the present value of the  income stream by amortization
factor of 0.388.
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