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Abstract
In this paper we generalize the martingale of Kella and Whitt to the
setting of Le´vy-type processes and show that the (local) martingales
obtained are in fact square integrable martingales which upon dividing
by the time index converge to zero a.s. and in L2. The reflected
Le´vy-type process is considered as an example.
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1 Introduction
In [10] a certain (local) martingale associated with Le´vy processes and
its various applications is discussed (see also Section IX.3 of [2] and
Section 4.4 of [12]). This has become a standard tool for studying var-
ious storage systems with Le´vy inputs and other problems associated
with Le´vy process modeling. In [3] a generalization to a multidimen-
sional (local) martingale associated with Markov additive processes
with finite state space Markov modulation is considered, and in [4] a
special case of the martingale of [10] for a reflected and a nonreflected
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Le´vy process with no negative jumps and applications to certain hitting
times associated with these processes. A generalization to martingales
associated with more general functions (than exponential) is given in
[14]. The focus is on reflected and nonreflected processes but the main
results seem to hold for the more general structure considered in [10].
There are many papers which apply this and related martingales. As
these particular applications are not the scope of this study, we will
not attempt to list them here.
The first goal of this paper is to extend the local martingale results
of [10] to the case where the driving process is a Le´vy-type process.
That is, it is a sum of stochastic integrals of some bounded left contin-
uous right limit process with respect to coordinate processes associated
with some multidimensional Le´vy process. Such processes with an even
more general (predictable) integrand are discussed in [1]. The second
goal is to extend the original results to show that without any further
conditions the resulting local martingales are in fact square integrable
martingales which upon division by the time parameter t, converge to
zero almost surely and in L2 as t → ∞. Therefore, certain conditions
originally made in [10] to ensure that the local martingales established
there are martingales turn out to be unnecessary as Theorem 2 here
in particular applies to the special case (Le´vy, rather than Le´vy-type)
treated there.
This article is organized as follows. In Section 2 we develop the
main local martingale. In Section 3 we show that it is in fact a square
integrable martingale and that its rate (defined appropriately) is zero
almost surely and in L2. In Section 4 we give a small demonstration of
the results with a reflected Le´vy-type process and a strong law for Le´vy-
type processes which is established under some suitable assumption.
Although following the derivations requires some knowledge, we
believe that the final results (in particular Theorem 2 together with
Theorem 1 and to a large extent also Corollary 3 and Theorem 3)
are quite easy to use also by those who are not Le´vy process experts
nor familiar with the theory of stochastic integration. One particular
application that motivated this study is to establish decomposition re-
sults for Le´vy-driven polling systems (e.g., [5] and references therein),
or more generally, on/off storage systems with Le´vy inputs, where the
on/off structure could be quite general: during off times the process be-
haves like a subordinator and during on times it behaves like a (possibly
unrelated) reflected Le´vy process. These results will be discussed in a
separate paper which generalizes [8, 9], where the results established
here are essentially needed and simplify the analysis considerably.
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2 A more general local martingale
For what follows given a ca`dla`g (right continuous left limit) function
g : R+ → R we denote g(t−) = lim
s↑t
g(s), ∆g(t) = g(t)− g(t−) with the
convention that ∆g(0) = g(0) and if g is VF (finite variation on finite
intervals), then gd(t) =
∑
0≤s≤t∆g(s) and g
c(t) = g(t) − gd(t). Also,
R+ = [0,∞), R = (−∞,∞) and a.s. abbreviates almost surely.
Let X = (X1, . . . , XK) be a ca`dla`g K-dimensional Le´vy process
with respect to some standard filtration {Ft| t ≥ 0} with exponent
ψ(α) = icTα− α
TΣα
2
+
∫
RK
(
eiα
T x − 1− iαTx1{‖x‖≤1}
)
ν(dx) (1)
where T denotes transposition, Σ is positive semidefinite and ‖x‖ =√
xTx. When X1, . . . , XK have no negative jumps, then for any vector
α ≥ 0 the Laplace-Stieltjes exponent is
ϕ(α) = logEe−α
TX(1) = ψ(iα) (2)
= −cTα+ α
TΣα
2
+
∫
R
K
+
(
e−α
Tx − 1 + αTx1{‖x‖≤1}
)
ν(dx) .
It is well known that in this case ϕ(α) is finite for each α ≥ 0, that
it is convex (thus continuous) with ϕ(0) = 0, is infinitely differen-
tiable in the interior of R+ and that for every α ≥ 0 for which αTX
is not a subordinator (not nondecreasing), ϕ(tα) → ∞ as t → ∞.
Furthermore, EXk(t) = −t ∂ϕ∂αk (0+) (finite or +∞, but can never be−∞) and when the first two right derivatives at zero are finite, then
Cov(Xk(t), Xℓ(t)) = t
∂2ϕ
∂αk∂αℓ
ϕ(0+).
Lemma 1 Let I = (I1, . . . , IK) be a bounded K-dimensional adapted
ca`dla`g process. Then
ei
∑
K
k=1
∫
(0,t]
Ik(s−)dXk(s)−
∫
t
0
ψ(I(s))ds (3)
is a (complex valued) martingale. When in addition Xk have no neg-
ative jumps and Ik are nonnegative then
e
−
∑K
k=1
∫
(0,t]
Ik(s−)dXk(s)−
∫
t
0
ϕ(I(s))ds
(4)
is a real valued martingale.
Proof: Follows, for example, by applying a multidimensional general-
ization of Corollary 5.2.2 and Theorem 5.2.4 on pages 253-254 of [1] to
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the process
dY (t) =
(
K∑
k=1
ckIk(s)− ϕ(I(s))
)
dt
+
K∑
k=1
(
Ik(t)dBk(t) + Ik(t−)xN˜k(dt, dx) (5)
+Ik(t−)xNk(dt, dx)
)
where Y , Bk, Nk and N˜k are the notations from [1] with the obvious
additional index k. Since we will not use these notations in this paper
we only mention them briefly here. Moreover, Y will soon be used for
something else, in line with [10] and [3].
Setting Z(t) =
∑K
k=1
∫
(0,t] Ik(s−)dXk(s) + Y (t), the exact same
proof from [10] can be employed to prove the following, where a ∧ b =
min(a, b). We recall here that in [10] the driving process was some one-
dimensional Le´vy process X rather than
∑K
k=1
∫
(0,t]
Ik(s−)dXk(s).
Theorem 1 Let X = (X1, . . . , XK) be a Le´vy process with exponent
ψ and, when it has no negative jumps, Laplace-Stieltjes exponent ϕ.
Let I = (I1, . . . , IK) be bounded ca`dla`g and adapted. Assume that Y is
ca`dla`g, VF (a.s.) and adapted. Then
M(t) =
∫ t
0
ψ(I(s))eiZ(s)ds+ eiZ(0) − eiZ(t) + i
∫ t
0
eiZ(s)dY c(s)
(6)
+
∑
0<s≤t
eiZ(s)
(
1− e−i∆Y (s)
)
is a local martingale.
When Z is bounded below, Xk have no negative jumps and Ik are non-
negative, then
M(t) =
∫ t
0
ϕ(I(s))e−Z(s)ds+ e−Z(0) − e−Z(t) −
∫ t
0
e−Z(s)dY c(s)
(7)
+
∑
0<s≤t
e−Z(s)
(
1− e∆Y (s)
)
is a local martingale.
We note that in [10] it was assumed that the expected number of
jumps of Y on finite intervals is finite in order for the local martingale
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to be a martingale. It is easy to show with the same proof that the
weaker condition
E
∑
0<s≤t
|∆Y (s)| ∧ 1 <∞ ,
is sufficient. For example, if Y is a subordinator (a nondecreasing
Le´vy process) then it satisfies this condition. Nevertheless, as we will
later show that these local martingales are in fact square integrable
martingales, even this condition seems unnecessary. We also remark
that the condition that Z is bounded below is not really necessary for
(7) to be a local martingale, but we will need it later to show that
it is a square integrable martingale with rate zero, which is the more
important result that we are aiming at.
It may seem more general to consider the multidimensional process
defined via Zℓ(t) =
∑K
k=1
∫
(0,t]
Iℓk(s−)dXk(s)+Yℓ, but we immediately
see that the one-dimensional process
L∑
ℓ=1
αℓZℓ(t) =
K∑
k=1
∫
(0,t]
L∑
ℓ=1
αℓIℓk(s−)dXk(s) +
K∑
ℓ=1
αℓYℓ(t) (8)
has the same structure, resulting in the following (local) martingales
M(t) =
∫ t
0
ψ(αT I(s))eiα
TZ(s)ds+ eiα
TZ(0) − eiαTZ(t)
(9)
+i
L∑
ℓ=1
αℓ
∫ t
0
eiα
TZ(s)dY cℓ (s) +
∑
0<s≤t
eiα
TZ(s)
(
1− e−iαT∆Y (s)
)
and
M(t) =
∫ t
0
ϕ(αT I(s))e−α
TZ(s)ds+ e−α
TZ(0) − e−αTZ(t)
(10)
−
L∑
ℓ=1
αℓ
∫ t
0
e−α
TZ(s)dY cℓ (s) +
∑
0<s≤t
e−α
TZ(s)
(
1− eαT∆Y (s)
)
where I is an L×K-matrix valued function.
We note that when J is a (right continuous) continuous time Markov
chain with states 1, . . . ,K, then with Ik(t) = 1{J(t)=k} one has that∑K
k=1
∫
(0,t]
Ik(s−)dXk(s) is a Markov additive process. Adding addi-
tional jumps at state change epochs can be modeled by the process
Y , which is obviously VF. For the case where Y is continuous, this
kind of a process and associated martingales were considered in [3].
The one-dimensional martingales considered here are not the same as
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the multidimensional ones considered there. However, the sum of the
components of the latter does agree with the former.
We conclude this section with the following observation. Assume
that J is a ca`dla`g adapted process taking values in some finite set
1, . . . ,K (not necessarily Markovian). Let Ik(t) = αk1{J(t)=k}. Then
ψ(I(t)) =
K∑
k=1
ψk(αk)1{J(t)=k} , (11)
where ψk(αk) = ψ(0, ...0, αk, 0, . . . , 0) with αk in the kth coordinate,
is defined in the previous remark (and similarly with ϕ when there are
no negative jumps). Thus, in this case
∫ t
0
ψ(I(s))eiZ(s)ds =
K∑
k=1
ψk(αk)
∫ t
0
eiZ(s)1{J(s)=k}ds . (12)
If in addition we replace Y by βY for some β ≥ 0 and denote X˜k(t) =∫
(0,t]
1{J(s)=k}dXk(s) then
Z(t) = αT X˜(t) + βY (t) (13)
and the (local) martingale becomes
M(t) =
K∑
k=1
ψk(αk)
∫ t
0
eiZ(s)1{J(s)=k}ds+ e
iZ(0) − eiZ(t)
(14)
+iβ
∫ t
0
eiZ(s)dY c(s) +
∑
0<s≤t
eiZ(s)
(
1− e−iβ∆Y (s)
)
and similarly
M(t) =
K∑
k=1
ϕk(αk)
∫ t
0
e−Z(s)1{J(s)=k}ds+ e
−Z(0) − e−Z(t)
(15)
−β
∫ t
0
e−Z(s)dY c(s) +
∑
0<s≤t
e−Z(s)
(
1− eβ∆Y (s)
)
when there are no negative jumps.
It seems that the joint structure of X is not important here. This is
partly true in the sense that the evolution of the Le´vy part of the pro-
cess during times when J is at a given state is that of a one-dimensional
Le´vy process. However, both J and Y may also depend on the joint
structure.
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3 M is a square integrable martingale with
M(t)/t→ 0 a.s. and in L2
In this section we will show that M is a square integrable martingale
with M(t)/t → 0 a.s. and in L2 as t → ∞. This is something that
was overlooked in [10]. To keep the discussion shorter, we will restrict
it to the case of (7) where Z is nonnegative, Xk have no negative
jumps and Ik are nonnegative. The proofs for the general (complex
valued) case are basically identical (but see Remark 1). Assuming
the seemingly more general condition that Z is bounded below rather
than nonnegative is of no consequence to the proofs. We begin with
the following.
Lemma 2 Let X be a semimartingale and f ∈ C2 (twice continuously
differentiable). Denote by [·, ·] the quadratic variation process associ-
ated with a semimartingale. Then f(X) is also a semimartingale with
the following quadratic variation:
[f(X), f(X)](t) =
∫ t
0
(f ′(X(s)))
2
d[X,X ]c(s)
+
∑
0≤s≤t
(∆f(X(s)))
2
. (16)
Proof: Although this should have been a standard result in a book
(such as [15]) we did not find a direct reference. For its proof we apply
the extended Itoˆ’s Lemma (Thm. 32 on p. 78 of [15]) to conclude that
f(X(t)) = f(X(0)) +
∫
(0,t]
f ′(X(s−))dX(s)
(17)
+continuous VF part + discrete VF part.
As in the displayed equation following the definition of [X,X ]c on p.
70 of [15] we have that
[f(X), f(X)](t) = [f(X), f(X)]c(t) +
∑
0≤s≤t
(∆f(X(s)))
2
. (18)
Finally we note that the only term that can contribute to the con-
tinuous part of the quadratic variation associated with f(X) is the
stochastic integral part. Thus with the notation f(X−) · X(t) =∫
(0,t]
f(X(s−))dX(s) we now have via Thm. 29 on p. 75 of [15] that
[f(X), f(X)]c = [f(X−) ·X, f(X−) ·X ]c =
(
(f ′(X−))
2 · [X,X ]
)c
(19)
= ((f ′(X−))
2 · [X,X ]c
7
and the proof is complete.
Corollary 1 Assume that X is a semimartingale, Y is VF, adapted
and Z = X + Y . Then
[e−Z , e−Z ](t) =
∫ t
0
e−2Z(s)d[X,X ]c(s)
+
∑
0≤s≤t
e−2Z(s−)
(
1− e−∆Z(s)
)2
. (20)
Proof: Follows from [Z,Z]c = [X,X ]c (as Y is VF), substitution and
some obvious manipulations.
Remark 1 Given the above, it is now an easy exercise to show that
in fact for X a semimartingale and f, g ∈ C2 we have that
[f(X), g(X)](t) =
∫ t
0
f ′(X(s))g′(X(s))d[X,X ]c(s)
+
∑
0≤s≤t
∆f(X(s))∆g(X(s)) (21)
and to conclude from this that, under the assumptions of Corollary 1,
[eiZ , eiZ ](t) =
∫ t
0
ei2Z(s)d[X,X ]c(s) +
∑
0≤s≤t
ei2Z(s−)
(
1− ei∆X(s)
)2
(22)
by treating the real and imaginary parts separately. This is needed for
the general case which, as mentioned, is omitted from the discussion
here.
Recall M from (7) in Theorem 1 and that we are assuming that X
has no negative jumps and I is nonnegative.
Corollary 2
[M,M ](t) =
∫ t
0
e−2Z(s)d[X˜, X˜]c(s)
+
∑
0<s≤t
e−2Z(s−)
(
1− e−∆X˜(s)
)2
(23)
Proof: The only part of M that can contribute to the quadratic vari-
ation is ∑
0<s≤t
e−Z(s)(1− e∆Y (s)) + e−Z(0) − e−Z(t) (24)
as the rest are continuous and VF. Clearly, only e−Z(t) contributes to
the continuous part of this quadratic variation and, from Corollary 1, is
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given by
∫ t
0 e
−2Z(s)d[X˜, X˜]c(s). Since e−Z(0)−e−Z(s) = 0 for s = 0 the
‘jump’ at zero is excluded. Now, as Z(s) = Z(s−) + ∆X˜(s) + ∆Y (s),
∆

 ∑
0<s≤t
e−Z(s)(1− e∆Y ) + e−Z(0) − e−Z(t)

 (t)
= e−Z(t)
(
1− e∆Y (t)
)
+ e−Z(t−) − e−Z(t)
= e−Z(t−)
(
e−∆Y (t) − 1
)
e−∆X˜(t) (25)
+ e−Z(t−)
(
1− e−∆Y (t)e−∆X˜(t)
)
= −e−Z(t−)
(
1− e−∆X˜(t)
)
.
As the discrete part of the quadratic variation is just the sum of squares
of these jumps, we are done.
Lemma 3
[M,M ](t) =
∫ t
0
e−2Z(s)A(s)ds+ M˜(t) (26)
where
A(s) = ϕ(2I(s))− 2ϕ(I(s)), (27)
is nonnegative and bounded and M˜ is a martingale having bounded
jumps.
Proof: Recalling X˜(t) =
∑K
k=1
∫
(0,t] Ik(s−)dXk(s) we have from Thm.
29 on p. 75 of [15] that
[X˜, X˜] =
K∑
k=1
K∑
ℓ=1
[Ik ·Xk, Iℓ ·Xℓ] =
K∑
k=1
K∑
ℓ=1
IkIℓ · [Xk, Xℓ] (28)
and thus also that
[X˜, X˜]c =
K∑
k=1
K∑
ℓ=1
IkIℓ · [Xk, Xℓ]c . (29)
Now since we can write X = B + C, where B is a Brownian motion
and C is a quadratic pure jump Le´vy process (e.g. see top of p. 71 of
[15]), then [Xk, Xℓ]
c(t) = [Bk, Bℓ](t) = σkℓt which implies that
[X˜, X˜]c(t) =
∫ t
0
I(s)TΣI(s)ds (30)
=
∫ t
0
[
(2I(s)T )Σ(2I(s))
2
− 2I(s)
TΣI(s)
2
]
ds.
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Next, from ∆X˜(s) =
∑K
k=1 I(s−)∆Xk(s), we observe that∑
0<s≤t
e−2Z(s−)
(
1− e−∆X˜(s)
)
(31)
=
∫
(0,t]×(0,∞)K
e−2Z(s−)
(
1− e−IT (s−)x
)
N(ds, dx),
where N is the usual Poisson random measure with intensity measure
ds⊗ν(dx) associated with the jumps ofX . Therefore, with N˜(ds, dx) =
N(ds, dx) − ds ⊗ ν(dx), recalling that ∫
RK
(‖x‖2 ∧ 1)ν(dx) < ∞ and
noting that e−Z(s−)(1 − e−I(s−)x) ≤ (B‖x‖) ∧ 1, where B is an upper
bound for ‖I(t)‖ and thus ∫ t
0
∫
RK
Ee−2Z(s−)(1 − e−I(s−)x)2ν(dx)ds <
∞, we have (e.g., Proposition 4.10 in [16]) that
M˜(t) =
∫
(0,t]×(0,∞)K
e−2Z(s−)
(
1− e−IT (s−)x
)2
N˜(ds, dx),
is a martingale, necessarily having bounded jumps, and so
∑
0<s≤t
e−2Z(s−)
(
1− e−∆X˜(s)
)2
(32)
=
∫ t
0
∫
(0,∞)K
e−2Z(s−)
(
1− e−IT (s−)x
)2
ν(dx)ds + M˜(t) .
Finally we observe that for any a, x ∈ RK+(
1− e−aT x
)2
=
(
e−(2a)
Tx − 1 + (2a)Tx1{‖x‖≤1}
)
(33)
−2
(
e−a
Tx − 1 + aTx1{‖x‖≤1}
)
and upon replacing a by I(s−) and integrating with respect to ν(dx),
then together with (30) and (32), the result is obtained.
Theorem 2 M is a square integrable martingale with M(t)/t→ 0 as
t→∞ a.s. and in L2.
Proof: Since I is bounded and ϕ is continuous, then so is ϕ(I). There-
fore there exists a constant C such that ϕ(2I(s)) − 2ϕ(I(s)) ≤ C and
thus also e−2Z(s)(ϕ(2I(s)) − 2ϕ(I(s))) ≤ C. As M˜ is a zero mean
martingale, Lemma 3 implies that
E[M,M ](t) =
∫ t
0
e−2Z(s)(ϕ(2I(s))− 2ϕ(I(s)))ds ≤ Ct <∞ (34)
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and thus, by Cor. 3 on p. 73 of [15],M is a square integrable martingale
with EM2(t) = E[M,M ](t). Similarly, as
∫
(0,t]
(1+s)−2dM˜(s) is a zero
mean martingale then
E
∫ t
0
(1 + s)−2d[M,M ](s) ≤ C
∫ t
0
(1 + s)−2ds = C
(
1− 1
1 + t
)
≤ C.
(35)
Letting t → ∞ and applying monotone convergence on the left hand
side (again with Cor. 3 on p. 73 of [15]) implies that
∫ t
0
(1+s)−1dM(s)
is a square integrable martingale with second moment given by the left
side of (35), that
∫∞
0
(1 + s)−1dM(s) converges a.s. and thus, Ex. 14
on p. 95 of [15] implies that M(t)/(1 + t)→ 0, hence also M(t)/t→ 0
a.s.
4 A consequence for the reflected Le´vy-
type process
Reflected processes are widely used as models for various storage pro-
cesses. With
L(t) = − inf
0≤s≤t
(Y (0) + X˜(s))− (36)
it is well known that Z(t) = X˜(t) + L(t) = 0 at any point of (right)
increase of L (e.g., [7]). In the case where X has no negative jumps L
is continuous. Thus in the general case M becomes
M(t) =
∫ t
0
ψ(I(s))eiZ(s)ds+ eiZ(0) − eiZ(t) + iLc(t)
(37)
+
∑
0<s≤t
(
1− e−i∆L(s)
)
=
∫ t
0
ψ(I(s))eiZ(s)ds+ eiZ(0) − eiZ(t) + iL(t)
(38)
−
∑
0<s≤t
(
e−i∆L(s) − 1 + i∆L(s)
)
and when Xk have no negative jumps and Ik are nonnegative, then
∆L(s) = 0 and
M(t) =
∫ t
0
ϕ(I(s))e−Z(s)ds+ e−Z(0) − e−Z(t) − L(t) . (39)
By Theorem 2 we therefore have for this case that
1
t
∫ t
0
ϕ(I(s))e−Z(s)ds− 1
t
L(t)→ 0 (40)
11
a.s. and in L2.
Also, we recall from the arguments of Theorem 1 of [11] that (path-
wise) X˜(t)/t→ ξ if and only if(
Z(t)
t
,
L(t)
t
)
→ (ξ+,−ξ−) (41)
where a+ = max(a, 0) and a− = min(a, 0). This is true for any ca`dla`g
X˜, not necessarily having the special structure we consider here.
Thus, when Xk have no negative jumps and Ik are nonnegative it
now follows that
1
t
∫ t
0
ϕ(I(s))e−Z(s)ds→ −ξ−. (42)
To figure out what ξ is in this case, use the following result which is
related to Theorem 2 and holds regardless of whether there are negative
jumps or not.
Lemma 4 Let X be a one-dimensional Le´vy process with Le´vy mea-
sure ν satisfying ∫
|x|>1
|x|ν(dx) <∞
(equivalently E|X(1)| < ∞). Then for any bounded ca`dla`g adapted
process A, ∫
(0,t]
A(s−)dX(s)− EX(1) ∫ t
0
A(s)ds
t
→ 0 (43)
a.s.
Proof: Assume that |A(t)| ≤ B <∞. Set, for M > 0,
XM (t) =
∑
0<s≤t
∆X(s)1{∆X(s)>M},
X−M (t) =
∑
0<s≤t
∆X(s)1{∆X(s)<−M}, (44)
X0(t) = X(t)−XM (t)−X−M (t).
Also, denote ξi = EXi(1) for i = M,−M, 0. Then XM , X−M , X0
are independent Le´vy processes. XM is nondecreasing and X−M is
nonincreasing. Now,∣∣∣∣∣1t
∫
(0,t]
A(s−)dXM (s)
∣∣∣∣∣ ≤ BXM (t)t , (45)
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and by the strong law of large numbers for Le´vy processes we have
that a.s.
lim sup
t→∞
∣∣∣∣∣1t
∫
(0,t]
A(s−)dXM (s)
∣∣∣∣∣ ≤ BξM = B
∫
(M,∞)
xν(dx). (46)
Clearly, we also have that∣∣∣∣1t
∫ t
0
A(s)ds
∣∣∣∣ ≤ B (47)
and thus
lim sup
t→∞
∣∣∣∣∣
∫
(0,t]A(s−)dXM (s)− ξM
∫ t
0 A(s)ds
t
∣∣∣∣∣ ≤ 2B
∫
(M,∞)
xν(dx) .
(48)
Similarly
lim sup
t→∞
∣∣∣∣∣
∫
(0,t]A(s−)dX−M (s)− ξ−M
∫ t
0 A(s)ds
t
∣∣∣∣∣ ≤ 2B
∫
(−∞,−M)
|x|ν(dx) .
(49)
Next, we observe that the martingale M0(t) = X0(t) − ξ0t is a
Le´vy process with bounded jumps and thus its quadratic variation
is a nondecreasing Le´vy process with bounded jumps which can also
be compensated by a linear function to create a martingale (as in
Lemma 3). Thus, like in the proof of Theorem 2, this implies that
∫
(0,t]A(s−)dX0(s)− ξ0
∫ t
0 A(s)ds
t
→ 0 (50)
a.s. (and also in L2, but this is not needed here). To conclude, denoting
ξ = ξ0 + ξM + ξ−M = EX(1), we now clearly have that, a.s.,
lim sup
t→∞
∣∣∣∣∣
∫
(0,t]A(s−)dX(s)− ξ
∫ t
0 A(s)ds
t
∣∣∣∣∣ ≤ 2B
∫
(−∞,−M)∪(M,∞)
|x|ν(dx)
(51)
and letting M → ∞, recalling that ∫
|x|>1
|x|ν(dx) < ∞, the proof is
complete.
Remark 2 (relation with PASTA) We note that if E|X(1)| <∞ and
EX(1) 6= 0 then since X(t)/t→ EX(1) a.s., (43) is equivalent to
1
X(t)
∫
(0,t]
A(s−)dX(s)− 1
t
∫ t
0
A(s)ds→ 0, (52)
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and thus 1
X(t)
∫
(0,t]A(s−)dX(s) converges a.s. if and only if 1t
∫ t
0 A(s)ds
does, and the limits coincide. When X is a Poisson process, this is no
less than an equivalent statement of the famous and often cited PASTA
(Poisson Arrivals See Time Averages) property. See [13] for a martin-
gale approach in a (nonexplosive) point process setting.
An immediate corollary of Lemma 4 is the following, where νk is the
(marginal) Le´vy measure associated with Xk.
Corollary 3 (strong law for X˜) Assume that
∫
|x|>1 |x|νk(dx) < ∞
(equivalently, E|Xk(1)| <∞), for each k, and that
1
t
∫ t
0
Ik(s)ds→ βk (53)
a.s., as t→∞. Then, a.s.,
ξ = lim
t→∞
X˜(t)
t
=
K∑
k=1
βkEXk(1). (54)
Thus, we can summarize with the following.
Theorem 3 Assume that, for each k, Xk have no negative jumps,∫
x>1
xνk(dx) < ∞ (equivalently EXk(1) < ∞) and that Ik are non-
negative with
1
t
∫ t
0
Ik(s)ds→ βk (55)
a.s., as t→∞. Then, a.s.,
1
t
∫ t
0
ϕ(I(s))e−Z(s)ds→ −
(
K∑
k=1
βkEXk(1)
)−
. (56)
Note that when K = 1 and I1(t) = α for all t, we have that β1 = α and
that ξ = EX1(1) = −ϕ′(0). This immediately implies that if ϕ′(0) > 0
then
1
t
∫ t
0
e−Z(s)ds→ αϕ
′(0)
ϕ(α)
, as t→∞ . (57)
When ϕ′(0) < 0 or ϕ′(0) = 0 but X1 is not identically zero (so that
ϕ(α) > 0 for each α > 0), then the limit is zero. When ϕ′(0) > 0,
this limit is the well known generalized Pollaczek-Khinchine formula.
We also observe that ϕ′(0) < 0 is the transient case and ϕ′(0) = 0 but
X1 is not identically zero is the null recurrent case, so that neither is
really a big surprise, but it is nice to see that it also follows directly
from the above.
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