The classical Riccati equation for the prediction error covariance arises in linear estimation and is derived by the discrete time Kalman filter equations. New Riccati equations for the estimation error covariance as well as for the smoothing error covariance are presented. These equations have the same structure as the classical Riccati equation. The three equations are computationally equivalent. It is pointed out that the new equations can be solved via the solution algorithms for the classical Riccati equation using other well-defined parameters instead of the original Kalman filter parameters.
Introduction
The classical Riccati equation arises in linear filtering and is associated with time invariant systems described by the following state space equations: 
for ≥ 0, where ( ) is the -dimensional state vector at time , ( ) is the -dimensional measurement vector at time , is the × system transition matrix, is the × output matrix, ( ) is the plant noise at time , and V( ) is the measurement noise at time . Also, { ( )} and {V( )} are Gaussian zero-mean white random processes with covariance matrices and , respectively.
Filtering is to use measurements in order to recover information about the state vector. Filtering plays an important role in many fields of science: applications to aerospace industry, chemical process, communication systems design, control, civil engineering, filtering noise from 2-dimensional images, pollution prediction, and power systems are mentioned in [1] .
We distinguish three kinds of filtering as follows.
Prediction. The aim is to obtain at time information about the state vector at time + for some > 0 using measurements up till time ; it is clear that prediction is related to the forecasting side of information processing.
Estimation. The aim is to recover at time information about the state vector at time using measurements up till time .
Smoothing. The aim is to obtain at time information about the state vector at time − for some > 0 using measurements up till time ; it is clear that smoothing requires delay in producing information about the state vector compared to the estimation case.
The discrete time Kalman filter [1] is the most wellknown algorithm that solves the filtering problem. Kalman filter uses the measurements up till time in order to produce the (one step) prediction of the state vector and the corresponding prediction error covariance matrix ( +1/ ), as well as to produce the estimation of the state vector and the corresponding estimation error covariance matrix ( / ). The Kalman filter equations, needed for the computation of the prediction and estimation error covariance matrices, are given as follows:
for ≥ 0, with initial condition (0/ − 1) = 0 for the time instant where there are no measurements given. Here and hereafter, consider that 0 is a nonsingular matrix; thus, all error covariance matrices derived by (3)-(4) are positive definite and hence the prediction and estimation error covariance matrices are nonsingular. Note that ( ) is the Kalman filter gain.
Also, the fixed-point or fixed-lag smoothing algorithms [1] emanating from Kalman filter use the measurements up till time in order to produce the (one step) smoothing of the state vector and the corresponding smoothing error covariance matrix ( / + 1).
The relation between the smoothing error covariance matrix and the prediction and estimation error covariance matrices can be calculated from fixed-point or fixed-lag smoothing algorithms [1] emanating from Kalman filter equations:
The Riccati equation for the prediction error covariance ( / − 1) is derived by (2)- (4) as
for ≥ 0, with initial condition (0/ − 1) = 0 . The discrete time Riccati equation has attracted recent attention (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and the references therein). In view of the importance of the Riccati equation, there exists considerable literature on its algebraic solutions [1, [10] [11] [12] or iterative solutions [1] [2] [3] [4] [5] [6] [7] [8] [9] concerning per step or doubling algorithms.
In this paper, new Riccati equations for the estimation and smoothing error covariance matrices are presented. The paper is organized as follows: In Section 2, the (classical) Riccati equation for the prediction error covariance is discussed, and the new Riccati equations for the estimation and smoothing error covariance matrices are presented (Sections 2.2 and 2.3). In Section 2.4, the associated algorithms are proposed and an example verifies the results. Finally, Section 3 summarizes the conclusions.
Riccati Equations for the Error Covariance Matrices

Riccati Equation for the Prediction Error Covariance.
In the general case where and 0 are positive definite matrices, using in (6) the matrix inversion lemma
the classical Riccati equation for the prediction error covariance is derived as follows.
Theorem 1. The Riccati equation for the prediction error covariance is given by
where
The Riccati equation emanating from Kalman filter is a nonlinear iterative equation with respect to the prediction error covariance. For time invariant systems, it is well known [1] that if the signal process model is asymptotically stable, then there exist steady state values of the prediction error covariance matrix. In fact, the prediction error covariance tends to the steady state prediction error covariance.
The steady state prediction error covariance satisfies the classical steady state Riccati equation for the prediction error covariance:
where , ℎ , , and are given by (9) . From (2), it becomes obvious that the gain tends to a constant value , the steady state gain,which is calculated as a function of the steady state prediction error covariance, as follows:
Then, from (3) it becomes obvious that the estimation error covariance tends to a constant value , the steady state estimation error covariance which is calculated as a function of the steady state prediction error covariance, as follows:
Also, from (5) it becomes obvious that the smoothing error covariance tends to a constant value , the steady state smoothing error covariance which is calculated as a function of the steady state prediction error covariance and the steady state estimation error covariance, as follows:
It is obvious that the steady state prediction covariance matrix can be calculated off-line by solving the corresponding discrete time Riccati equation. Then, the steady state estimation covariance matrix can be computed using (12) and the steady state smoothing covariance matrix can be computed using (13).
Riccati Equation for the Estimation Error Covariance.
In the general case where and are positive definite matrices, we are able to derive from the Kalman filter equations a new discrete time Riccati equation for the estimation error covariance.
Theorem 2. The Riccati equation for the estimation error covariance is given by
Proof. Applying in (4) the matrix inversion lemma as in (7) and considering the nonsingularity of the covariance , ( / ), the following equation is derived:
Moreover, using (2) and (7), (3) can be written as
Substituting in the last equality the matrix [ ( + 1/ )] −1 by (19), setting
, and using the matrix inversion lemma, the following equation is derived:
Notice that = [
is a positive definite matrix, since is a sum of positive definite matrices as the matrices −1 , −1 . Thus, is a nonsingular and symmetric matrix.
Moreover, using some algebra and the lemma in (7) we have
where ℎ and are given by (16) and (18), respectively. Setting = −1 and using (22) in (21), the proof of (14) is completed. 
where , ℎ , , are given by (15)-(18).
It is also obvious that the new steady state Riccati equation (23) has the same structure as the classical steady state Riccati equation (10) for the prediction error covariance.
(3) It is evident that the steady state estimation covariance matrix can be calculated off-line by solving the corresponding new Riccati equation, using iterative algorithms or algebraic algorithms, analogous to the algorithms for the classical Riccati equation. Of course we are able to use the same algebraic algorithms [1, 10, 12] or iterative algorithms [1] [2] [3] [4] [5] [6] [7] [8] [9] that solve the classical Riccati equation, using the parameters , ℎ , , in (15)-(18) instead of the original ones , ℎ , , in (9) . Thus, it is evident that the classical and the new Riccati equations are computationally equivalent.
(4) Having computed the steady state estimation covariance matrix and using (4), the steady state prediction covariance matrix can be computed by the equation
Then, the steady state smoothing error covariance can be computed using (13). Also, using the steady state prediction covariance matrix by (24), the steady state gain can be computed using (11).
Riccati Equation for the Smoothing Error Covariance.
In the general case where and are positive definite matrices, using the Kalman filter equations (2)- (5) we are able to derive a new discrete time Riccati equation for the smoothing error covariance.
Theorem 4. The Riccati equation for the smoothing error covariance is given by
Proof. Substituting the matrices ( + 1/ + 1), ( + 1), ( + 1/ ) from (3), (2) , and (4), respectively in (5), it is derived that 
Applying in the last equation the matrix inversion lemma as in (7), the following equation is derived:
Using the matrices ℎ , by (16), (18), respectively, (28) yields
From (29), (14), and the matrix inversion lemma, it is derived that
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and applying the matrix inversion lemma, (31) is written as
Notice that is a positive definite matrix, using (16)- (18), is formulated as
Thus, is a sum of positive definite matrices as the matrices −1 , −1 . Similarly, −1 is a positive definite matrix. Also, from (17) it is evident that is a positive definite matrix; hence, −1 is a symmetric matrix. Thus, we can write
Moreover, using the matrix inversion lemma and some algebra we have
Using the above remarks and setting in (33) the following relations:
where , ℎ , , are given by (15)-(18), the proof of (25) is completed. It is clear that by substituting the parameters , ℎ , , by (15)- (18) in (36), we are able to express the parameters , ℎ , , with respect to the Kalman filter parameters , , , , getting (26).
Remark 5.
(1) It is obvious that the new Riccati equation (25) has the same structure as the classical Riccati equation (8) for the prediction error covariance.
(2) The steady state smoothing error covariance satisfies the new steady state Riccati equation for the smoothing error covariance:
where , ℎ , , are given by (26). It is also obvious that the new steady state Riccati equation (37) has the same structure as the classical steady state Riccati equation (10) for the prediction error covariance.
(3) It is evident that the steady state smoothing covariance matrix can be calculated off-line by solving the corresponding new Riccati equation, using iterative algorithms or algebraic algorithms, analogous to the algorithms for the classical Riccati equation. Of course we are able to use the same algebraic algorithms [1, 10, 12] or iterative algorithms [1] [2] [3] [4] [5] [6] [7] [8] [9] that solve the classical Riccati equation, using the parameters , ℎ , , in (26) instead of the original ones , ℎ , , in (9) . Thus, it is evident that the classical and the new Riccati equations are computationally equivalent.
(4) The equations in (36) describe the relations between the parameters concerning the steady state smoothing covariance matrix and the parameters , ℎ , , concerning the steady state estimation covariance matrix.
(5) Having computed the steady state smoothing covariance matrix, the steady state estimation covariance matrix can be computed using (29) by the equation
Then, having computed the steady state estimation covariance matrix, the steady state prediction covariance matrix can be computed by (24). Also, using the steady state prediction covariance matrix, the steady state gain can be computed using (11). 
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Riccati equation Parameters Prediction
= + [ −1 + ℎ −1 ℎ ] −1 = ℎ = = = Estimation = + [ −1 + ℎ −1 ℎ ] −1 = −1 ℎ = = [ −1 + −1 ] −1 = + Smoothing = + [ −1 + ℎ −1 ℎ ] −1 = −1 ℎ = [ −1 + −1 ] −1 −1 = [ −1 + −1 + [ + ] −1 ] −1 = + + [ −1 + −1 ] −1
Algorithms and Example.
The new Riccati equations have the same structure as the classical Riccati equation as shown in Table 1 . Hence, the three equations are computationally equivalent. The new Riccati equations can be solved via the solution algorithms for the classical Riccati equation using other well-defined parameters instead of the original Kalman filter parameters, as shown in Table 1 . 
Moreover, using the matlab function dare with the parameters , ℎ , , in (15)-(18) instead of the original ones , ℎ , , :
we computed of the steady state estimation error covariance as
Also, using the matlab function dare with the parameters , ℎ , , in (26) instead of the original ones , ℎ , , : h = H * F * inv (inv (Q) + H * inv (R) * H) * inv (Q) * F; q = inv (inv (Q) + H * inv (R) * H + F * H * inv (R + H * Q * H ) * H * F); r = R + H * Q * H + H * F * inv (inv (Q) + H * inv (R) * H) * F * H ; f = q * inv (Q) * F;
[ps] = dare (f , h , q, r);
we computed as the steady state smoothing error covariance 
