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013.06.0Abstract Advanced engineering systems, like aircraft, are deﬁned by tens or even hundreds of
design variables. Building an accurate surrogate model for use in such high-dimensional optimiza-
tion problems is a difﬁcult task owing to the curse of dimensionality. This paper presents a new
algorithm to reduce the size of a design space to a smaller region of interest allowing a more accu-
rate surrogate model to be generated. The framework requires a set of models of different physical
or numerical ﬁdelities. The low-ﬁdelity (LF) model provides physics-based approximation of the
high-ﬁdelity (HF) model at a fraction of the computational cost. It is also instrumental in identify-
ing the small region of interest in the design space that encloses the high-ﬁdelity optimum. A sur-
rogate model is then constructed to match the low-ﬁdelity model to the high-ﬁdelity model in the
identiﬁed region of interest. The optimization process is managed by an update strategy to prevent
convergence to false optima. The algorithm is applied on mathematical problems and a two-dimen-
sional aerodynamic shape optimization problem in a variable-ﬁdelity context. Results obtained are
in excellent agreement with high-ﬁdelity results, even with lower-ﬁdelity ﬂow solvers, while showing
up to 39% time savings.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
With advances in computational ﬂuid dynamics (CFD) and
computer hardware, CFD has now become an integral part
of the aircraft design process. The high-ﬁdelity (HF) aerody-
namic data it provides has contributed to cutting aerodynamic
design cost and time scales by reducing the number of required88495971.
m (M.K. Zahir), zgao@nwpu.
orial Committee of CJA.
g by Elsevier
ng by Elsevier Ltd. on behalf of C
02wind tunnel tests.1 However, major beneﬁts can be achieved if
CFD is included in the conceptual design phase, where as
many as tens of thousands of analyses must be performed,
and global optimization can play a key role. Given the high
cost of CFD and optimization, a prominent area of research
today is to ﬁnd ways to reduce the computational time while
retaining the high ﬁdelity of the analysis. In the area of aero-
dynamic optimization, the variable-ﬁdelity (VF) (also called
multi-ﬁdelity) method has quickly grown in popularity.2–22
Variable-ﬁdelity and other model management methods
have been developed to solve optimization problems that in-
volve simulations with high computational expense.9,11 In
many engineering design problems, differing levels of ﬁdelity
can model the system of interest. Higher-ﬁdelity models typi-
cally incorporate more detailed physics and are computation-
ally expensive to evaluate than lower-ﬁdelity (LF) models.
Lower-ﬁdelity models are typically much cheaper to evaluate,SAA & BUAA. Open access under CC BY-NC-ND license.
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physical effects included in more expensive higher-ﬁdelity
models. In aircraft design, the Navier–Stokes and Euler equa-
tions are examples of two computational models with different
ﬁdelities, where the latter is obtained by removing the viscosity
terms from the Navier–Stokes equations.
Variable-ﬁdelity optimization (VFO) has emerged as an
attractive method of performing both high-speed and high-
ﬁdelity optimization and the past three decades have seen
rapid increase in its development and usage.2–23 These algo-
rithms attempt to leverage information from computationally
inexpensive low-ﬁdelity models to reduce the time required
to converge to the optimum of high-ﬁdelity functions. This is
usually accomplished by using a low-ﬁdelity solver plus a cor-
rection term – the difference between high-ﬁdelity and low-
ﬁdelity solvers – modeled by a surrogate model calibrated at
selected sample points in the design space.16 A variety of meth-
ods have been used for generating these surrogate models
including Kriging, 4,7–9,11,14,15,18,24–30 radial basis functions
(RBFs),28,31 neural networks,4,9,15,31,32 and support vector
regression (SVR).33,34 Insightful reviews of surrogate models
and variable-ﬁdelity methods have appeared in the
literature.11,19,23,24,35
Advanced engineering systems, like aircraft, are deﬁned by
tens or even hundreds of design variables. Building an accurate
surrogate model for use in such high-dimensional optimization
problems is a difﬁcult task. In essence, a surrogate model is a
data-ﬁt and is only accurate in the region where it is adequately
trained. Intelligent techniques of generating sampling plans
(also called design of experiments or DoE) – a sparse set of
points where the surrogate will be trained – exist to achieve
uniform coverage of the design space. However, if the problem
being dealt with has many dimensions, the number of training
points required for reasonable uniform coverage of the design
space rises exponentially – the so-called curse of dimensional-
ity.23,36 A surrogate-based optimizer may converge to a local
optimum, or worse a false optimum, due to inaccuracies of
the surrogate model.25,37
While it is easy to control the range of validity of the surro-
gate model in gradient-based optimization algorithms by using
ad hoc move limits or a trust-region framework, it is not
straightforward in global optimization schemes like genetic
algorithms (GAs).38 This issue has been addressed by other
researchers in the past. Ratle39 uses a heuristic convergence cri-
terion to determine when the approximate model must be up-
dated. The basic idea is that the convergence of the search
process should be stable and therefore, the change of the best
solution should not be larger than a user-deﬁned value. This,
however, relies on the assumption that the ﬁrst sets of data
points are weakly correlated with the global optimum of the
original problem, which is not necessarily true for high-
dimensional systems. Others perform on-line learning of the
approximate model based on a prescribed generation delay.2,40
Another concept of evolution control is applied by Jin et al.37
where the surrogate model and the original ﬁtness function are
both used in tandem during the evolutionary process based on
a ﬁxed32 or adaptive17,37,41 criterion.
One way to solve this problem is to limit the range of design
variables so that the shape being modeled is sufﬁciently simple
to be approximated from very sparse data.36 This begs the
question: what should these limits be? This paper presents a
technique of intelligently narrowing down a search space toa smaller region of interest using low-ﬁdelity methods. The sur-
rogate model developed in this small region is found to be very
accurate. It is then combined with several update strategies
and used in a variable-ﬁdelity optimization context to predict
the global optimum in a larger design space. The method is
demonstrated on a two-dimensional (2D) aerodynamic design
optimization problem with good accuracy.
The remainder of the paper is organized as follows.
Section 2 describes the design space reduction (DSR) technique.
Update strategies for the surrogate model are discussed in Sec-
tion 3. Optimization of mathematical functions is performed
in Section 4, and a more complex 2D aerodynamic optimization
problem is introduced in Section 5 along with the analytical
methods and tools used. Airfoil optimization results are pre-
sented in Section 6 followed by conclusions in Section 7.2. Design space reduction
For a surrogate model to be useful in an optimization context,
it is important that the surrogate model is accurate at the se-
quence of iterates generated by the search algorithm as it con-
verges towards the true optimum. How the model performs at
other points in the parameter space is of no concern in this spe-
ciﬁc context.38 This observation provides the pretext for devel-
opment of the design space reduction technique. In previous
research, the authors have pointed out the importance of
selecting a low-ﬁdelity solver capable of predicting the aerody-
namic behavior that is consistent with the high-ﬁdelity
solver.2,42 It is reasoned that such a low-ﬁdelity solver will con-
verge towards the region of the high-ﬁdelity optimum – the
desired region of interest. This region can be determined by
examining the search trajectory of the low-ﬁdelity solver. An
accurate surrogate can be created in this small region of inter-
est and thereafter be used for variable-ﬁdelity optimization.
The design space reduction algorithm proceeds as follows:
(1) the optimization is initially performed using a genetic algo-
rithm (GA) coupled to a low-ﬁdelity solver in a large design
space; (2) the search trajectory is analyzed to identify the re-
duced design space; (3) this is followed by another optimiza-
tion using the low-ﬁdelity solver and the surrogate model in
a variable-ﬁdelity context. The ﬂowchart of the complete var-
iable-ﬁdelity framework with design space reduction (DSR–
VFO) is shown in Fig. 1.
Fig. 2 shows a sample design space from a low-ﬁdelity opti-
mization run on a 10-variable problem. Since a GA progres-
sively converges towards the optimum, only the population
members for the last ﬁve generations are analyzed. Three
methods are considered for selecting a small region for gener-
ating the surrogate model:
(1) The extreme minimum and maximum values of each
design variable.
(2) A normal distribution ﬁt to the design variables with
95% conﬁdence levels as the bounds.
(3) A 5% region around the low-ﬁdelity optimum point.
The upper and lower bounds are deﬁned by a region that
forms a 5% locus around this point.
Fig. 2 shows the design space produced by the above meth-
ods. The location of the high-ﬁdelity optimum is also shown
for reference. All methods produce regions smaller than the
Fig. 1 Flowchart of the complete variable-ﬁdelity framework
with design space reduction (DSR–VFO).
Fig. 2 Reduced design spaces obtained from a low-ﬁdelity
solver. The location of the high-ﬁdelity optimum is also shown.
Variable-ﬁdelity optimization with design space reduction 843original design space. Methods 2 and 3 produce very similar
regions, while Method 1 produces a larger region. It is also
clear that the true (high-ﬁdelity) optimum may not completely
fall within the regions deﬁned by Methods 2 and 3 but may fallin the larger region deﬁned by Method 1. The high-ﬁdelity
optimum may still lie outside this region in one–two dimen-
sions as will be seen later. Positive results are obtained even
in this scenario.
The design space reduction technique uses the narrow re-
gion deﬁned by Method 3 for creation of the surrogate model
and the larger region deﬁned by Method 1 for performing the
optimization. It is reasoned that the very narrow region of the
design space chosen to generate the surrogate model is small
enough to yield an accurate surrogate model representation
of the actual function. However, using a smaller design space
for the surrogate model and a larger one for the optimization
is non-intuitive and, principally, incorrect in a variable-ﬁdelity
context. The surrogate model cannot be expected to provide
correct predications outside the training space. Several surro-
gate update strategies are devised to rectify this problem.
These are discussed next.
3. Design space reduction surrogate model update strategies
Three update strategies are considered for updating the design
space reduction surrogate model during the course of the opti-
mization: (1) update after a ﬁxed generation interval – a legacy
method from previous research2,42; (2) training of all points
outside the surrogate creation space at every generation; (3)
a combination of the above methods.
3.1. Update strategy 1
This is a very simple method. The variable-ﬁdelity and high-
ﬁdelity predictions of the optimum point are checked after a
ﬁxed generation interval. If they are within a user-deﬁned tol-
erance, the optimization is continued; otherwise, the surrogate
model is updated by performing high-ﬁdelity evaluations on
the GA population and reﬁtting the surrogate before contin-
uing the optimization. It is possible that points outside the ori-
ginal training space would be trained during the update step.
However, if the optimum point lies within the surrogate space
and is within the tolerance, any erroneous prediction outside
the surrogate creation space would not be updated and the
Table 1 Parameters used for the artiﬁcial error.
Hartman a A x
3 [4,4,4] 0.5 10
6 [4,4,4,4,4,4] 0.5 25
844 M.K. Zahir, Z. Gaooptimization may easily yield a false optimum. Moreover, this
method involves use of the surrogate model outside its creation
space (at least until it is updated) and any positive results ob-
tained can only be regarded as fortuitous. It is clear that a
more consistent method is required.
3.2. Update strategy 2
In this method, all points outside the surrogate creation space
are trained at every generation. However, to keep the number
of high-ﬁdelity evaluations to a minimum, the surrogate space
is expanded as soon as a particular point is trained, so any
point that is outside the original creation space but within
the updated space is not trained.
This method circumvents the dubious use of the surrogate
model outside its training (creation) space. However, updating
the surrogate space using the ﬁrst occurrence of an outside
point assumes that the surrogate is capable of making accurate
predictions in that ‘‘expanded-outside space’’. This may not al-
ways be true. This leads directly to the deﬁnition of a third
strategy.
3.3. Update strategy 3
Update Method 3 is a combination of Methods 1 and 2. All
points outside the surrogate creation space are trained at every
generation and the surrogate space is expanded as soon as a
particular point is trained. The variable-ﬁdelity and high-ﬁdel-
ity predictions of the optimum point are checked after a ﬁxed
generation interval. If they are within a user-deﬁned tolerance,
the optimization is continued; otherwise, the surrogate model
is updated by performing high-ﬁdelity evaluations on the GA
population and reﬁtting the surrogate before continuing the
optimization.
In case the GA population is trained, it implies that the sur-
rogate needs further training at points where the tolerance lim-
its have been violated. The surrogate space is, therefore,
shrunk to a restricted state so that it only encloses the training
points (including points trained in this generation). Any new
point xmin < x < xmax will be trained at the next generation.
Here xmin and xmax are deﬁned by:
xmin ¼ maxðLB;maxðcurrent populationÞÞ
xmax ¼ minðUB;minðcurrent populationÞÞ:

ð1Þ
where LB and UB are the current lower and upper bounds of
the surrogate creation space.
This method circumvents the dubious use of the surrogate
model outside its training (creation) space and also allows sub-
sequent updates. It is the chosen update strategy for the DSR–
VFO framework.
4. Mathematical optimization problems
The DSR–VFO framework is applied on a few mathematical
test problems to test its abilities. The test problems chosen
are the three- and six-dimensional Hartman problems de-
scribed by Dixon and Szego¨.43 These test problems are smooth
and computationally cheap to evaluate, and are merely used
for testing the new framework.Low-ﬁdelity models of these functions are artiﬁcially con-
structed by adding a simple analytical error function to
them20:
FLFðxÞ ¼ FðxÞ þ A sin x
Xn
i¼1
ðxi  aÞ2
 !
ð2Þ
This corresponds to an undulating error radially symmetric
about the point a, with amplitude A and frequency x. The
parameters a, A and x used for both Hartman functions are
shown in Table 1.
Fig. 3 shows the reduced design spaces for the Hartman
problems. The high-ﬁdelity optimum, obtained from running
a GA search with a population size of 30 and a maximum of
100 generations, is also shown. The high-ﬁdelity optimum lies
completely within the reduced optimization space (Method 1)
for the Hartman-6 function, but lies outside the ﬁrst dimension
(i= 1) for the Hartman-3 function.
Kriging surrogates36,44 trained in the reduced design space
obtained from Method 3 are used in the DSR–VFO frame-
work to yield the optimization results shown in Table 2. The
variable-ﬁdelity optimum of the Hartman-3 function is better
than that obtained by the high-ﬁdelity optimization directly,
and the variable-ﬁdelity optimum of the Hartman-6 function
is within 1% of the high-ﬁdelity value. The DSR–VFO tech-
nique is applied to a more complex engineering problem in
the next section.
5. Aerodynamic optimization problem
The DSR–VFO framework is used to ﬁnd the optimum of a
2D aerodynamic shape optimization problem at a transonic
Mach number of 0.729 and a fully turbulent Reynolds number
of 6.5 · 106. The objective is to minimize the drag coefﬁcient,
CD at a constant lift, CL = 0.6 ± 0.01, subject to thickness
and pitching moment constraints. The RAE2822 is used as
the initial airfoil to start the optimization. The optimization
problem is stated as follows:
Minimize:
CDðxÞ
subject to : xl 6 x 6 xu
0:59 6 CL 6 0:61
Cm P 0:122
ðt=cÞmax P 12:11%
ð3Þ
The constant lift constraint is maintained by varying the
angle of attack, a, of the airfoil as described in a previous work
[2]. Other constraints are imposed by adding penalty terms to
the ﬁtness function:
fðxÞ ¼ CDjCL¼const þmax 0; ðt=cÞ
  ðt=cÞmax
 þmax 0;Cmmin  Cm 
ð4Þ
Fig. 3 Reduced design spaces of the Hartman 3 and Hartman 6
functions. HF optima are also shown.
Table 2 Comparison of DSR–VFO and high-ﬁdelity optimi-
zation results of the Hartman functions.
Hartman FHF(x) FVF(x)
3 3.8432 3.8546
6 3.3202 3.2984
Variable-ﬁdelity optimization with design space reduction 845where ðt=cÞ is the minimum allowable thickness of 12.11%
(the (t/c)max of the initial airfoil) and Cmmin is 0.122, the mo-
ment coefﬁcient obtained from high-ﬁdelity optimization in
previous studies.2
The class-function/shape-function (CST) scheme42,45 is
used for geometric parameterization. This is a recently devel-
oped geometric transformation technique capable of represent-
ing round-nose/sharp-aft-end airfoil geometries as well as
other classes of geometries exactly by analytic well behaved
and simple mathematical functions having easily observed
physical features.45,46 The method is capable of representing
a large class of geometries – including two-dimensional
airfoils, axisymmetric bodies or nacelles, as well as ratherarbitrary three-dimensional geometries – encompassing a very
large design space with a relatively few scalar parameters. In
fact, it captures the entire design space of smooth airfoils, axi-
symmetric bodies, and nacelles, and is capable of producing
the round nose and sharp trailing edge required of airfoils.
The CST representation is thoroughly described in Ref.45
and only the ﬁnal equations are mentioned here. Deﬁning nor-
malized coordinates w= x/c, f= z/c, and c as the chord
length, the upper and lower surfaces of the airfoil, fupper and
flower, are deﬁned as:
fupperðwÞ ¼
ﬃﬃﬃ
w
p ð1 wÞSuðwÞ þ w zuTEc
SuðwÞ ¼
Xn
i¼1
xui SiðwÞ
flowerðwÞ ¼
ﬃﬃﬃ
w
p ð1 wÞSlðwÞ þ w zlTEc
SlðwÞ ¼
Xn
i¼1
xli SiðwÞ
8>>>>><
>>>>>:
ð5Þ
where zuTE and zlTE are the upper and lower surface ordinates at
the trailing edge (TE) of the airfoil; Si is the term of a Bernstein
polynomial of order n, yielding n+ 1 terms of the form:
SiðwÞ ¼ Kiwið1 wÞni; i ¼ 0; 1; . . . ; n
Ki 
n
i
 
¼ n!
i!ðn iÞ!
8><
>: ð6Þ
The coefﬁcients xui and xli in Eq. (5) are the 2n+ 2 design
variables. Ten CST variables (ﬁve for each surface of the air-
foil) are used in this study. The upper and lower bounds for
low-ﬁdelity optimization are:
RAE2822 0:1 6 xi 6 RAE2822þ 0:2 ð7Þ
where RAE2822 is the vector of CST parameter values for the
initial RAE2822 airfoil and x is the combined vector of design
variables [xu,xl].
An indigenously developed CFD code capable of being run
in Reynolds averaged Navier–Stokes (RANS) and Euler
modes – using the LU-SGS time stepping scheme, the Roe up-
wind scheme, and multi-grid acceleration – is used to perform
all computations. A dense grid (216 · 44) RANS solver is used
for high-ﬁdelity evaluations; the grid size is selected after
obtaining good agreement in the surface pressure distribution
and aerodynamic coefﬁcients at transonic conditions.47 Euler
and RANS solvers with several grid sizes are used to produce
a suite of LF solvers.
All solvers use an automatically generated C-type mesh
extending 20 chord lengths downstream from the trailing edge.
The ﬁrst grid line is 2 · 106 units from the airfoil surface for
the RANS solvers and 0.01 units for the Euler solvers. The
k–x turbulence model is used for turbulence modeling in the
RANS solutions.
A Kriging surrogate36,44 trained at points obtained from
a Sobol sequence48 is used to provide the correction between
the high-ﬁdelity and low-ﬁdelity solvers as described in the
authors’ previous work.47 Surrogate accuracy is checked by
calculating the RMSE (Root Mean Square Error) and R2
for a validation dataset generated using a uniform Latin
hypercube sample consisting of ntest = nvar · 10 points.47
The number of sample points used to create the variable-
ﬁdelity surrogate are such that the R2 > 0.9. For brevity,
Fig. 5 State of the design space for the DSR–VFO solvers with
update Method 3 at the end of the optimization. All trained and
untrained points are shown along with the locations of the high-
ﬁdelity and variable-ﬁdelity optimum points.
Fig. 4 Reduced design spaces obtained from the low-ﬁdelity
solvers. The location of the high-ﬁdelity optimum is also shown.
846 M.K. Zahir, Z. Gaothe Kriging equations are not mentioned here. Forrester el
al.36 describe more detail about Kriging. The Kriging model
in this study uses a constant regression term and a Gaussian
correlation model. The p term is 2 for all dimensions and h
is optimized in the range 102 6 hi 6 200, i= 1,2, . . .,nvar.
Variable-ﬁdelity optimization with design space reduction 847The surrogate model is created using the surrogate toolbox49
for MATLAB.
Optimization is performed using MATLAB’s GA imple-
mentation in the global optimization toolbox. A population
size of 30 and a uniform crossover probability of 0.8 are
used. The maximum number of generations is set to 100.
All simulations are performed in parallel on a cluster of 14
nodes.
The variable-ﬁdelity and high-ﬁdelity lift coefﬁcient (CL),
drag coefﬁcient (CD), and pitching moment coefﬁcient (Cm)
are required to agree within 0.01 for CL and Cm and 0.0001
for CD every 10 generations, or else the entire GA population
is evaluated with the high-ﬁdelity solver, and the surrogate
model reﬁtted, before continuing the optimization. Optimiza-
tion is terminated once the cumulative change in the ﬁtness
function value over 50 generations is less than or equal to
106, or when 100 GA generations are completed (whichever
comes sooner).
6. Results and discussion
Three low-ﬁdelity solvers are used in this study – Euler
60 · 20, Euler 160 · 24, and RANS 160 · 24 (the numbers
indicate the grid size). The reduced design spaces, obtained
by analyzing the last ﬁve generations of the low-ﬁdelity opti-
mization runs, are shown in Fig. 4. The high-ﬁdelity optimum
is also shown. It is observed that the high-ﬁdelity optimumTable 3 The DSR–VFO results using surrogate update strategy 3.
Conﬁguration VF optimum
result
HF evaluation at VF
optimum point
CL CD CL CD Cm k
VF, Euler
60 · 20,
156 samples
0.60 0.0059 0.60 0.0059 0.121 100.96
VF, Euler
160 · 24,
156 samples
0.60 0.0058 0.60 0.0058 0.119 102.87
VF, RANS
160 · 24,
100 samples
0.60 0.0059 0.60 0.0059 0.121 101.16
HF (direct
optimization)
0.60 0.0058 0.121 103.39
Table 4 Comparison of low-ﬁdelity, high-ﬁdelity and variable-ﬁdel
Solver conﬁguration Lift-to-drag ratio, k, evaluated by th
solver at the VF/LF optimum
LF VF old42 DS
(U
VF-Euler 60 · 20 156 samples 93.764 86.6 10
VF-Euler 160 · 24 156 samples 99.234 83.632 10
VF-RANS 160 · 24 100 samples 96.05 100.54 10
HF, RANS 216 · 44
(direct optimization)
103.39lies completely within the reduced optimization space
(Method 1) for the RANS-160 · 24 solver, and is outside
the reduced optimization space for the other low-ﬁdelity
solvers in one or two dimensions (the low-ﬁdelity optimum
is outside in dimensions 5 and 10 in Fig. 4(a); and outside
in dimension 5 in Fig. 4(b)).
Fig. 5 shows all design points that are or are not trained at
the time of convergence of the optimization using update strat-
egy 3. The variable-ﬁdelity and high-ﬁdelity optimum points
are also shown for reference. The optimization results are
shown in Table 3 and compared to the low-ﬁdelity, high-
ﬁdelity, and variable-ﬁdelity (without DSR)42 optimization
results in Table 4.
All variable-ﬁdelity solvers produce optimums close to the
high-ﬁdelity optimum with 17%–39% time savings. This is in
stark contrast to previous work where the variable-ﬁdelity
Euler 60 · 20 and variable-ﬁdelity Euler 160 · 24 solvers failed
to even converge within the allotted number of generations.42
This clearly shows that the DSR surrogate method allows
use of lower-ﬁdelity low-ﬁdelity solvers to produce accurate re-
sults in less time.
It may appear to be surprising that the aerodynamic coefﬁ-
cients obtained using the variable-ﬁdelity and high-ﬁdelity
solvers (shown in Table 3) are the same. This is a direct result
of the update strategy that requires the variable-ﬁdelity and
high-ﬁdelity results to agree within a given tolerance (0.01
for CL and Cm and 0.0001 for CD).The HF optimization results are also shown for reference.
ðtcÞmax
(%)
Surrogate
creation time
(Sims +
ﬁtting) (h)
Optimization
time (including
Surrogate
update) (h)
Total
time (h)
Hours saved
(compared
to direct
optimization)
12.12 0.357 0.811 1.454 1.359
12.11 0.396 0.811 1.705 1.108
12.11 0.305 1.219 2.332 0.481
12.11 2.813
ity (without DSR), and DSR–VFO optimization results.
e high-ﬁdelity Optimization time (h)
R–VFO
pdate strategy 3)
LF VF old42 DSR–VFO
(Update strategy 3)
0.96 0.286 2.057 1.454
2.87 0.497 2.273 1.705
1.16 0.808 1.709 2.332
2.81
Fig. 6 Comparison of optimum geometries obtained with high-
ﬁdelity and the DSR–VFO solver with update Method 3. The
original RAE-2822 airfoil is also shown for reference.
Fig. 7 Comparison of surface pressure coefﬁcient distributions
on the optimum airfoils obtained using high-ﬁdelity and the DSR–
VFO solvers with update Method 3.
848 M.K. Zahir, Z. GaoThe DSR–VFO optimized geometries are shown in Fig. 6
and the corresponding surface pressure coefﬁcient Cp distribu-
tions are shown in Fig. 7. All VF optimized geometries resem-
ble the high-ﬁdelity results especially the VF-NS 160 · 24
solver geometry which, almost, exactly matches the · optimum.
The pressure distributions also show a shock-free ﬂow on the
upper surface of the airfoils.
7. Conclusions
(1) Well-selected low-ﬁdelity solvers can be used to deter-
mine a reduced design space for developing a more accu-
rate surrogate model and performing optimization.
(2) The DSR surrogate model developed is accurate and
does not lead the optimization towards incorrect and
false optimums.
(3) Variable-ﬁdelity optimization with a surrogate model
created in a reduced design space (DSR–VFO) yields
an optimum close to the high-ﬁdelity optimum with lesscomputation time, and with lower-ﬁdelity low-ﬁdelity
solvers which indicates that the method is very practical
for engineering applications.
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