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Spatial encoding in MRI is conventionally achieved by the
application of switchable linear encoding fields. The general
concept of the recently introduced PatLoc (Parallel Imaging
Technique using Localized Gradients) encoding is to use non-
linear fields to achieve spatial encoding. Relaxing the require-
ment that the encoding fields must be linear may lead to
improved gradient performance or reduced peripheral nerve
stimulation. In this work, a custom-built insert coil capable of
generating two independent quadratic encoding fields was
driven with high-performance amplifiers within a clinical MR
system. In combination with the three linear encoding fields,
the combined hardware is capable of independently manipu-
lating five spatial encoding fields. With the linear z-gradient
used for slice-selection, there remain four separate channels
to encode a 2D-image. To compare trajectories of such multi-
dimensional encoding, the concept of a local k-space is
developed. Through simulations, reconstructions using six
gradient-encoding strategies were compared, including Carte-
sian encoding separately or simultaneously on both PatLoc
and linear gradients as well as two versions of a radial-based
in/out trajectory. Corresponding experiments confirmed that
such multidimensional encoding is practically achievable and
demonstrated that the new radial-based trajectory offers the
PatLoc property of variable spatial resolution while maintain-
ing finite resolution across the entire field-of-view. Magn
Reson Med 65:702–714, 2011. VC 2010 Wiley-Liss, Inc.
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INTRODUCTION
Spatial encoding in MRI is conventionally achieved by
the application of linear field gradients, aligned with the
principal Cartesian axes of the magnet, which can be
switched rapidly and independently. Physiological limi-
tations in the switching rate of such fields have led to
the development of alternative geometries for creating
linear encoding fields (1), with the aim of reducing the
maximal dB/dt by making the gradient fields more local.
The general concept of PatLoc (Parallel Imaging Tech-
nique using Localized Gradients) (2,3) is to relax the
requirement that the spatial encoding magnetic fields
(SEMs) must vary linearly across the field-of-view (FoV)
by introducing SEMs exhibiting spatial variation of
higher order than standard linear gradients. Parallel
imaging technology enables MR imaging with spatially
ambiguous encoding fields and, once understood, this
additional degree of spatial encoding freedom may lead
to improved gradient performance or reduced peripheral
nerve stimulation.
Low amplitude nonlinear SEMs in the form of a para-
boloid of revolution (4) (or ‘‘bowl-shape’’) and a hyper-
bolic paraboloid (5) (or ‘‘saddle-shape’’) have previously
been used to introduce a small additional nonlinear
phase distribution to the object. The additional phase
imparts a spatially dependent dispersion of the k-space
signal, thereby reducing the dynamic range required of
the analog-to-digital converter. In these cases, the nonlin-
ear SEM was deliberately weak compared with the linear
SEMs to minimize distortion during Fourier
reconstruction.
In principle, encoding can be achieved with arbitrary
combinations of linear and nonlinear SEMs. However,
typical MRI hardware is capable of driving up to three
spatially dependent magnetic field gradients simultane-
ously. Using a custom-built ultra-low field (0.0192 T)
system, a nonlinear SEM has been used directly in con-
junction with linear SEMs to produce Fresnel encoding
as an alternative to Fourier encoding (6). A preliminary
result demonstrating experimental data collected with
nonlinear SEMs in simultaneous combination with con-
ventional linear SEMs using a commercially available
MR system is presented in (7). In that study, an SEM in
the form of a paraboloid of revolution was manipulated
using hardware designed for real-time shimming, concur-
rent to the conventional gradients. Real-time shimming
amplifiers are typically designed to a much lower speci-
fication than gradient amplifiers with respect to power
and rise-time performance.
In this work, we present data collected on a modified
clinical MRI system which has been fitted with a dupli-
cate set of gradient amplifiers, thereby being capable of
driving up to six independent SEMs with high power
and fast switching rates. Using a custom-built gradient
insert coil (8,9) to generate two hyperbolic paraboloid
fields, we were able to acquire data with simultaneous
manipulation of the linear and curvilinear SEMs.
A further consideration when using simultaneous lin-
ear and curvilinear encoding is how to design the ‘‘tra-
jectory’’ along which to drive the increased number of
encoding channels. For this study, we considered the
case of 2D imaging (using the z-gradient for slice selec-
tion), with four encoding fields (linear x, linear y, curvi-
linear a, and curvilinear b) which can be manipulated
independently to provide the in-plane spatial encoding.
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We investigate how such four-dimensional trajectories
can be compared and optimized.
THEORY
It has been shown previously that, neglecting relaxation
effects, the signal s from RF receive channel a can be
generalized to include encoding fields beyond simple
linear gradients (3):
saðkÞ ¼
Z
V
mðxÞcaðxÞeik
TcðxÞdx ½1
where m(x) is the magnetization at position x, ca(x) is
the sensitivity of coil a at position x, and w(x) is a multi-
dimensional function representing all the gradient
encoding fields. k is a vector of the same length as the
number of gradient encoding fields, describing the net
gradient moment of each field. To match our available
hardware, within this manuscript, we consider encoding
with four fields—the conventional linear x and y gra-
dients, along with two additional curvilinear fields,
SEMa and SEMb. Both curvilinear SEMs have the form of
a hyperbolic paraboloid, and they are rotated by 45
with respect to each other to be orthogonal. These fields
are depicted in Fig. 1, but it should be noted that the
theory presented here is valid for arbitrary SEMs.
To perform a measurement, we necessarily order the
samples of k with respect to time, t, so for the four
encoding fields considered in our experiment we can
rewrite the phase term in Eq. 1 as:
kTðtÞwðxÞ ¼ kxðtÞx þ kyðtÞy þ kaðtÞcaðxÞ þ kbðtÞcbðxÞ ½2
where kx(t) and ky(t) are equivalent to the familiar
k-space coordinates in 2D (i.e., kxðtÞ ¼ g
R t
0 Gxðt0Þdt0,
where c is the gyromagnetic ratio) and ka(t) and kb(t) are
new k-space coordinates describing the amount of phase
encoding due to the fields SEMa and SEMb at time t.
wa(x) and wb(x) are appropriately scaled versions of the
fields SEMa and SEMb. We can then define
kaðtÞ ¼ b
R t
0 Iaðt0Þdt0, where Ia is the current running
through the windings of the coil which generates SEMa
and b is a scaling constant. The variables kb(t) and wb(x)
are defined in the equivalent manner for SEMb.
The Concept of ‘‘Local k-Space’’
In conventional MRI, with linear gradients, the coverage of
the k-space formed by the components kx and ky (and kz
for 3D acquisitions) for a particular readout trajectory car-
ries information regarding the properties of the images pro-
duced from the trajectory. For a full Cartesian coverage of
k-space: Dk corresponds to the inverse of the FoV of the
acquisition, and the maximum k values correspond to the
resolution of the acquisition. The image resolution is con-
stant across the object because the linear gradients result in
the spatial derivative of the accumulated phase being inde-
pendent of location. The FoV is also a spatially independ-
ent property for the same reason. When encoding with cur-
vilinear SEMs in addition to the linear gradients, however,
the image resolution and FoV are no longer spatially inde-
pendent. Here, we introduce a local k-space, a concept that
allows some interpretation of the imaging properties of a
particular trajectory with higher-order spatial encoding.
For encoding with linear gradients only, the accumu-
lated phase, f, at location x and time t can be written as
a function of the gradient history:
fðx; tÞ ¼ g
Z t
0
x Gðt0Þdt0 ½3
where G(t) is the vector describing the applied linear gra-
dient field at time t. This can lead to an alternative
expression for k(t) (10):
kðtÞ ¼ rfðx; tÞ: ½4
This shows that an alternative way to conceptualize k-
space is that it reflects the local spatial derivative of the
accumulated phase at location x. When using linear
encoding, k-space is spatially independent because the
first derivative of the phase is independent of x (so x
does not appear on the left side of Eq. 4). However,
when encoding with nonlinear fields, the local spatial
derivative of the phase becomes location dependent, and
we can no longer remove the spatial dependence from k.
We, therefore, define a local k-vector field, kloc(x,t) as:
klocðx; tÞ ¼ rfðx; tÞ: ½5
This definition of a local k-space is consistent with
how the term has previously been used to describe local
FIG. 1. The two curvilinear Pat-
Loc encoding fields, SEMa and
SEMb, used here in addition to
the standard linear encoding.
Both fields are close approxima-
tions to an ideal hyperbolic para-
boloid, and are rotated 45 to
each other. All axes are shown
in normalized units.
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changes in the effective trajectory for conventional imag-
ing in the presence of B0 inhomogeneities (11–13).
Whereas the conventional k-space representation for
a 2D acquisition with linear gradients can easily be
visualized on a single 2D graph, the spatial variation of
local k-space means that a 2D acquisition is represented
fully by a unique version of such a 2D graph for every
location x. If we can assume that our SEMs are slowly
varying with x, we can instead choose a subset of loca-
tions to plot local 2D graphs for, allowing the observer to
infer the behavior of the graphs in the regions in
between. Figure 2 demonstrates this method of visualiz-
ing the local k-space. A simulated object is shown in
Fig. 2a,b is overlaid with a 7  7 grid of local k-space
plots for a Cartesian trajectory of the PatLoc quadratic
encoding fields (ka,kb) with no use of linear gradients
(kx,ky). The same grid is shown without the underlay of
the phantom in Fig. 2c, and the zoomed plot in Fig. 2d
shows that each individual local k-space plot indicates
the values of klocx and klocy for a single position in the
object. The number of points in the trajectory has been
restricted to 16  16 (as for all local k-space plots in this
article) to allow easier visualization.
MATERIALS AND METHODS
Encoding Trajectories
In this work, we compare six encoding trajectories,
which make different use of the linear and quadratic
encoding fields. Diagrams of the linear (kx,ky)-space and
the quadratic (ka,kb)-space for each of the trajectories are
shown on the left-most side of Figs. 3 and 4, where the
color of the circles indicates the order of the samples
during each readout line (see legend), and the size of the
circles indicates the order in which the readout lines are
acquired (largest to smallest).
• Trajectory 1: Pure Linear Cartesian. The simplest
trajectory we considered in this work is the ‘‘con-
ventional’’ approach of following a line-by-line Car-
tesian trajectory using only the linear gradients.
• Trajectory 2: Pure PatLoc Cartesian. The next trajec-
tory we considered was to encode using a line-by-
line trajectory using only the quadratic PatLoc
encoding fields (i.e., Cartesian in (ka,kb)-space
instead of (kx,ky)-space).
• Trajectory 3: Dual Cartesian. The simplest combined
trajectory we considered (i.e., encoding using both
FIG. 2. Interpreting local k-space grids. a: The digital phantom used for simulations. b: A 7  7 grid of local k-space diagrams for the
Pure PatLoc Cartesian trajectory, overlaid on the each corresponding location across the phantom. c: The same local k-space grid with-
out the underlay. d: A zoom of one of the local k-space plots, indicating how each individual plot on the local k-space grid shows the x
and y components of kloc for the trajectory at a particular location in space.
FIG. 3. Pulse sequence diagrams for (a) Pure Linear Cartesian, (b) Pure Patloc Cartesian, (c) Dual Cartesian, (d) Dual Swapped Carte-
sian (PatLoc channels a and b are swapped compared to (c)) and (e) 4D-RIO trajectories. The striped regions in (a–d) represent phase
encoding. In (e) there is no phase encoding and the striped regions indicate the rotation of the radial-based trajectory.
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the linear and PatLoc gradients simultaneously) was
to use a Cartesian line-by-line trajectory in both the
linear (kx,ky)-space and the quadratic (ka,kb)-space.
• Trajectory 4: Dual Swapped Cartesian. Identical to
the Dual Cartesian trajectory, but with the role of
the two quadratic encoding fields swapped (i.e.,
SEMa used for phase-encoding instead of SEMb).
• Trajectory 5: 4D-RIO. A radial-based trajectory
where both the linear encoding and the quadratic
PatLoc encoding follow separate radial trajectories
with the same angle of advance between spokes
(i.e., DyLin ¼ DyPat). However, the timing is staggered
such that when the center of the linear (kx,ky)-space
is being traversed, the edge of the quadratic (ka,kb)-
space is reached, and vice versa. We refer to this tra-
jectory as 4-Dimensional Radial In/Out (4D-RIO).
• Trajectory 6: 4D-RIO2. Identical to the 4D-RIO trajec-
tory, but with different angles of advance for the
FIG. 4. Trajectory diagrams, 7 
7 grid local k-space diagrams
and reconstructed simulated
data for (a) Pure Linear Carte-
sian, (b) Pure PatLoc Cartesian,
(c) Dual Cartesian, and (d) Dual
Swapped Cartesian trajectories.
For trajectories, the color of
each circle represents the nor-
malized time per readout line
and the size of each circle repre-
sents the order of the acquisition of
the readout lines (largest to small-
est). [Color figure can be viewed in
the online issue, which is available
at wileyonlinelibrary.com.]
Simultaneous Linear and Nonlinear Spatial Encoding in MRI 705
linear encoding compared to the quadratic encoding:
DyLin ¼ 2DyPat
Software Simulation
To approximate the RF coil sensitivity profiles of an
eight-channel receive coil (to match our available hard-
ware), the Biot-Savart Law was used to calculate the
expected field surrounding a set of eight current loops
arranged in a circle. For easier interpretation of simula-
tions, we chose to define ca(x) ¼ x2  y2 and cb(x) ¼ 2xy,
although our physical coils are rotated by 22.5 from
the main axis. This does not affect the validity of the sim-
ulations, however, as any effective rotation can be
achieved by linear combinations of the encoding fields.
All simulations and image reconstruction were per-
formed using Matlab (The Mathworks, Natick, MA) run-
ning on a desktop computer (2.66 GHz dual-core proces-
sor). The digital phantom (a checkerboard multiplied by
a circular mask) was generated on a 256  256 Cartesian
grid and Fourier filtered using a 2D Hamming window
to remove the very high spatial frequency components.
Simulated data were then generated for each trajectory
using a total of 64  64 sampling points for eight RF
coils (the profiles of which were simulated using the
Biot-Savart Law). Normally distributed complex noise
was added with a standard deviation of 5% of the mean
absolute signal. These data were then reconstructed onto
a 128  128 Cartesian grid, stopping after 50 CG itera-
tions as described in the following section. Each CG iter-
ation took 30 sec for each trajectory.
Image Reconstruction
With the 4D k-vector as defined in Eq. 2 being used to
encode a 2D object (or a 2D slice through a 3D object),
we can, in general, no longer use the Fourier transform
directly to reconstruct the data. Instead we rewrite Eq. 1
in matrix form:
s ¼ Em ½6
where s is column vector of data samples with NcNk
rows (¼ no. of RF coils  no. of data samples), m is the
column vector of magnetization values which represents
the image of our object (i.e., what we wish to recon-
struct) with Nr rows and E is the NcNk  Nr encoding
matrix, which incorporates both the phase terms result-
ing from the k-vector and the RF coil sensitivity values
represented in Eq. 1 by ca(x). A conjugate gradient (CG)
technique was then be used to iterate toward Eys (where
Ey represents the pseudoinverse of E), in a similar manner
to that described in (14) (although it should be noted that
in our case the Fourier transform can still not be directly
incorporated to speed up reconstruction time). Using the
CG method avoids the need to explicitly calculate the
pseudoinverse of E, a process which can be very time con-
suming due to its large size. A further advantage of using
such an iterative method is the ‘‘built-in’’ regularization
(15). Direct use of the explicit calculation of Eys is likely
to result in overamplification of noise terms, whereas with
the CG method, regularization can be introduced by stop-
ping the process after a certain number of iterations.
Choosing the appropriate number of iterations to use is,
therefore, a compromise between bias (not enough itera-
tions) and noise amplification (too many iterations).
Depending on the number of data points acquired and
the desired resolution of the reconstructed image, the
matrix E may quickly become too large to store in work-
ing memory on a typical desktop PC (e.g., for 128  128
data points, eight RF coils, reconstructed onto a grid of
128  128 voxels, E would require >17 Gb of memory to
be stored as complex values at single precision). In such
cases, the matrix E can be processed row-by-row for each
iteration. This makes the reconstruction considerably
slower, but massively reduces the memory requirements.
Hardware
All experiments were conducted on a 3T clinical imag-
ing system (MAGNETOM Trio Tim, Siemens Healthcare,
Erlangen, Germany) fitted with a custom-built gradient
insert-coil designed to generate two encoding fields. The
geometry of fields closely approximates a hyperbolic par-
aboloid (or second order), and orthogonality was
achieved by rotating one of the fields by 45 with respect
to the other (see Fig. 1). We refer to these two PatLoc
curvilinear encoding fields as SEMa and SEMb. A PatLoc
arrangement of this kind has been previously described
in (8,9). The coil windings for each of the curvilinear
fields can be driven with currents up to 80 A and can be
ramped to this field inside 200 ms (8,9). The additional
gradient coils were driven using a custom setup, which
utilizes an array of Advanced Measurement Control
(AMC) processors present in the Siemens architecture for
parallel RF transmit applications. Each of the eight AMC
processors has a separate parallel RF transmit channel.
Additionally, each AMC processor contains the digital
signal processors to drive a set of three gradient chan-
nels, which when set up for parallel RF transmit are not
normally utilized (16). Our present arrangement uses a
‘‘Master’’ host computer to control the linear gradient
channels and the RF transmit and receive as normal,
with a networked ‘‘Slave’’ computer driving the two
additional curvilinear encoding fields using an addi-
tional set of high-performance gradient amplifiers (capa-
ble of 625 A and 2 kV per channel). Using this setup, it
is possible to compose pulse sequences which synchro-
nously drive the five available gradients simultaneously
and independently. An integrated RF head coil (Sie-
mens) was fitted inside the gradient insert coil and con-
sisted of a single-channel transmit/receive RF coil sur-
rounding an eight-channel receive-only RF coil.
Experiments
Experiments were performed using each of the six trajec-
tories described above. All Cartesian trajectories could be
acquired using a standard gradient-recalled echo (GRE)
sequence. The 4D-RIO trajectory, however, includes a dis-
continuity in the middle of each read-out line, where the
(kx,ky) component of the k-vector needs to jump from one
side of the (kx,ky)-space to the opposite side. To achieve
this experimentally, we decided to split the readout into
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two halves, allowing time for the linear gradients to
sweep from one side of the (kx,ky)-space to the other.
Meanwhile, the PatLoc encoding fields need only a small
lobe to counteract the moment accrued during the addi-
tional ramps. We appreciate that such drastic splitting of
the readout may lead to complications in calculating the
expected image contrast, but decided to treat this experi-
ment as a ‘‘proof-of-principle’’ that the 4D encoding is
experimentally feasible. A pulse sequence diagram for
each of the six trajectories is shown in Fig. 3 (although a
separate plot is not shown for the 4D-RIO2 trajectory as
the diagram would be identical to the 4D-RIO trajectory—
they differ only in the relative angle of advance between
the spokes).
All acquisitions were matched to 128  128 samples,
slice thickness of 5 mm (slice selection always per-
formed using linear z-gradient), and a FoV of 252 mm.
For the PatLoc encoding fields, the FoV was matched by
scaling the field such that one step in ka or kb resulted
in a phase accrual of p radians at 126 mm from the iso-
center. The TR was 500 msec for all measurements, lead-
ing to a scan-time of 64 sec for each acquisition. The
same phantom was used for all measurements—a 190-
mm-diameter cylinder containing many Plexiglas tubes
parallel to the long-axis of the cylinder to provide struc-
ture, filled with water doped with nickel sulfate and so-
dium chloride.
The reconstruction of the 4D-RIO data requires sensi-
tivity maps for each of the eight channels of the RF
receive coil. These were generated from a separate 256 
256 GRE, 5 mm thickness, 220 mm FoV, acquisition
using only the linear gradients, where the sensitivity
maps were estimated using the adaptive method
described in (17). Maps of each of the PatLoc encoding
fields were obtained by using a custom multiecho GRE
sequence (128  128 GRE, 5 mm thickness, 220 mm
FoV) which blips the PatLoc fields before each of the
last 4 echoes of an 8 echo acquisition, using multiple
echoes to increase SNR. The phase accrual due to a
known gradient area for each of the PatLoc fields was
then approximated by a fitted quadratic surface to allow
smooth extrapolation beyond the object boundaries.
Reconstruction of the data was performed using the
CG method described above onto a 160  160 Cartesian
grid. As the encoding matrix, E, was too large to fit in
the computer’s working memory, the slower line-by-line
implementation was used. Fifteen iterations were per-
formed, each taking 3 min, to reconstruct the data from
each trajectory.
Preliminary experiments had indicated a strong sensi-
tivity of the reconstruction of the 4D-RIO data to the pre-
cise knowledge of the alignment of the PatLoc fields
with respect to the linear gradients. To calibrate for
small errors in the estimation of the fields, the 4D-RIO
sequence was repeated twice further, once playing only
the linear gradients and once playing only the PatLoc
encoding fields. Each of these datasets alone is sufficient
to reconstruct an image of the object, but the PatLoc
encoded data will lead to differing spatial resolution
across the object. By reconstructing only a subset of the
acquired data (64  32 datapoints instead of 128  128
acquired, four RF coils instead of eight acquired) onto a
smaller grid (100  100 instead of 160  160), the recon-
struction time was reduced to 2.5 min in total. This was
sufficiently short to allow an optimization of the align-
ment of the linear-encoded image and the PatLoc-encoded
image. An eight parameter optimization was performed,
varying the magnitude, rotation angle, and saddle center
offset (in x and y) for both PatLoc fields. The least-squares
difference between the magnitude of the two images
within a mask containing just the object was used as the
cost function in the optimization procedure, which was
performed using a trust-region-reflective algorithm (as
implemented by the Matlab function ‘‘lsqcurvefit’’).
RESULTS
Simulations and Local k-Space
Pure Linear Cartesian
The most trivial example of the local k-space representa-
tion is the Pure Linear Cartesian trajectory. Whenever
there is only linear encoding present, the local k-space
will be identical to the conventional k-space at all loca-
tions x. This is shown in Fig. 4a, along with the recon-
structed image. As would be expected, the apparent reso-
lution is uniform across the entire object.
Pure PatLoc Cartesian
The local k-space grid and reconstructed image for the
Pure PatLoc Cartesian trajectory are shown in Fig. 4b.
This trajectory corresponds to the experiments described
in Schultz et al., where it was shown that the resulting
image resolution is higher at the edges than in the center
of the FoV (3). Figure 4b shows a large coverage of the
local k-space in the plots at the edge of the FoV, corre-
sponding to the observed high resolution at the edges of
the reconstructed image. Toward the center of the FoV,
the coverage of the local k-space gets smaller and smaller,
collapsing to a single point at the very center. At this very
central point—the saddle-point of the quadratic SEMs—
there is effectively no spatial encoding as, locally, the
spins are all in phase throughout the readout. The corre-
sponding reduction of resolution toward the center of the
FoV is clearly visible in the reconstructed image.
Dual Cartesian
The local k-space grid for the Dual Cartesian trajectory
shown in Fig. 4c is similar in appearance to that of the
Pure PatLoc Cartesian trajectory in Fig. 4b but appears to
have been shifted to the left of the FoV. This is con-
firmed by the reconstructed image, where the lower-reso-
lution region has also been shifted to the left. A simple
explanation for the origin of this shift can be found by
considering the shape of the net encoding field. From
the Appendix, we can see that the net field produced by
the linear and quadratic encoding fields will always
maintain the shape of a hyperbolic paraboloid, but the
saddle point can be shifted in the x or y directions (with
a global offset). The Appendix shows that the normal-
ized coordinates of the center of the saddle (xc,xc) can be
written as an expression of the four components of the
k-vector:
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xc ¼ kakx  kbky
2ðk2a þ k2bÞ
½7
yc ¼ kaky  kbkx
2ðk2a þ k2bÞ
½8
When both the linear and the PatLoc encoding fields
are following the same trajectory (i.e., kx ¼ ka, ky ¼ kb),
then we can see from Eqs. 7 and 8 that the coordinates
of the saddle point of the net phase encoding will be
fixed at (xc,yc) ¼ (0.5,0), independent of the actual tra-
jectory chosen. This means that the effect of the encod-
ing using the Dual Cartesian trajectory is identical to that
of using the Pure PatLoc Cartesian trajectory—but with
the center of the PatLoc fields shifted to the new coordi-
nates (0.5,0). It should be noted that, besides this spa-
tial offset, the actual phase encoding will not be identi-
cal due to the constant offset term (the constant C in Eq.
A2). However, because this extra phase offset term is
identical at all spatial positions x, it will not alter the
properties of the inversion of Eq. 3.
Toward the right of the object, where from the local k-
space we would expect the resolution to be high, it is
also noticeable that some image degradation occurs. This
appears to be caused by an insufficient number of itera-
tions used in the CG reconstruction to accurately resolve
this region. This artifact can be resolved by increasing
the number of CG iterations used from 50 to 100 (see
Discussion and Fig. 9).
Dual Swapped Cartesian
The local k-space grid for the Dual Swapped Cartesian
trajectory shown in Fig. 4d is markedly different to those
of the previously considered trajectories, demonstrating
individual plots which are strongly asymmetric. The
asymmetries of the local k-space also correspond to visi-
bly asymmetric resolution in the reconstructed image.
The origin of these strikingly different properties can
again be identified by considering the path followed by
the saddle point of the net encoding field during the
readout. If we set kx ¼ kb and ky ¼ ka in Eqs. 7 and 8,
we find that the radius of the saddle center coordinates
is now a constant,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2c þ y2c
p ¼ 0:5, regardless of the
actual trajectories followed. Figure 6a,b shows the loca-
tion of the saddle center during the Dual Cartesian and
the Dual Swapped Cartesian trajectories. In Fig. 6a, we
see the fixed saddle center coordinates of (0.5,0)
throughout the entire readout, and in Fig. 6b, we see that
the saddle center is constrained to a circle at a fixed ra-
dius of 0.5 from the FoV center.
4D-RIO
As can be seen from Fig. 5a, the 4D-RIO trajectory results
in a local k-space distribution which shares the basic
property of the Pure PatLoc Cartesian trajectory—higher
coverage at the edges than at the center of the FoV. How-
ever, the 4D-RIO trajectory retains a finite level of cover-
age across the entire FoV, never collapsing to a single
point as in the case of the Pure PatLoc Cartesian or Dual
Cartesian trajectories. The reconstructed image demon-
strates that the resolution is sufficient across the FoV to
be able to resolve the checkerboard pattern on the digital
phantom. The path followed by the saddle center of the
net encoding field during the readout is shown in Fig.
6c, where it can be seen to follow a star-like pattern.
4D-RIO2
The modified version of 4D-RIO with DyLin ¼ 2DyPat
results in quite a different local k-space pattern to the 4D-
RIO trajectory, as shown in Fig. 5b. Overall the extent of
the coverage is very similar, but the local k-space plots for
the top half of the FoV do not cover the local k-space cen-
ter. Correspondingly, the reconstructed image shows very
little signal in the top half of the FoV where it appears
that only the higher spatial frequencies are reconstructed.
This broken symmetry with respect to the completeness of
the local k-space coverage arises because during the entire
readout the saddle center of the net encoding sweeps only
through the bottom half of the FoV, as shown in Fig. 6d.
Experimental Results
Figure 7a–f shows the reconstruction of the experimental
data for each of the six trajectories examined in this arti-
cle. The images from the experiments are in very good
agreement with the simulations (Figs. 4 and 5), with the
main visual differences (i.e., the noticeable differences in
symmetry for the Dual Cartesian and the 4D-RIO2 trajec-
tories) explainable by the fact that the experimental Pat-
Loc insert coil generates fields rotated by 22.5 from
those used in simulation. The quadratic fields were cho-
sen to be aligned with the axes for the simulations to
keep the descriptions clearer and the algebra shown in
the Appendix easier to follow—but it can be extended to
the more general case of arbitrarily rotated encoding fields.
To demonstrate the effectiveness of the calibration of the
alignment of the linear and the quadratic fields (as
described in the section Methods: Experiment), Fig. 8a
shows the reconstruction of the same 4D-RIO data as Fig.
8b but without the offsets included. A large difference in
the quality of the reconstructed image is observable, de-
spite the small magnitude of the offsets, which were found
to be no larger than 0.5% for the magnitude, 1.6 mm for
the spatial offset and 0.15 for the angle of rotation.
DISCUSSION
We have successfully demonstrated that spatial encoding
in MRI can be taken far beyond the ‘‘traditional’’
approach of only using linear gradients, and of using
only two encoding fields to encode a two-dimensional
image. We introduced the concept of a local k-space
which allows some of our established intuition for proper-
ties of an encoding trajectory to be extended into this new
encoding environment. Through simulations in conjunc-
tion with the local k-space, we were able to develop a
novel 4D encoding trajectory we refer to as 4D-RIO which
results in the variable spatial resolution across the object,
as with pure quadratic PatLoc encoding, but retains useful
resolution at the isocenter where pure quadratic encoding
cannot. We implemented a custom hardware setup capa-
ble of driving, simultaneously to the linear x,y, and z
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gradients, the two additional quadratic encoding fields
offered by a custom-built gradient insert coil, also with
high performance amplifiers. We were then able to dem-
onstrate the 4D-RIO sequence experimentally, obtaining
images in good agreement with the simulations.
Designing New Trajectories
It is not immediately clear what 4D encoding trajectory
should be chosen for reconstructing a 2D image, i.e.,
how the linear and PatLoc encoding fields should be
combined to optimally encode the image. The linear gra-
dients are orthogonal to each other, and the two quadratic
PatLoc encoding fields used here are also orthogonal to
each other. However, the linear encoding fields are not or-
thogonal to the quadratic encoding fields, meaning that
care needs to be taken in designing combined 4D trajecto-
ries to ensure that good encoding is achieved where it is
desired. We found that the concept of a local k-space was
useful for comparing candidate encoding trajectories,
allowing insight to help both understand the results from
simulations and experiments as well as predicting the
behavior of new trajectories prior to their implementation.
The 4D-RIO trajectory presented here is a first example
of a novel trajectory which results in a good coverage of
the local k-space across the entire FoV. The trajectory
was developed following the observation from simula-
tions of a 1D object (data not shown) that good recon-
structions were achieved using trajectories which never
allow the whole FoV to be refocused simultaneously (i.e.,
the condition |kLin| ¼ |kPat| ¼ 0 is never reached). Tra-
jectories designed in this way have the unusual property
that in order for a particular region to be refocused (i.e.,
to acquire the center of the local k-space) then the center
of the saddle of the net encoding field needs to pass
through that region at some point during the readout. As
shown by the 4D-RIO2 trajectory, if one region is avoided
by the saddle center, then the image cannot be recon-
structed in that region. Trajectories can easily be designed
which make the saddle center follow arbitrary paths
FIG. 5. Trajectory diagrams, 7  7 grid local k-space diagrams and reconstructed simulated data for (a) 4D-RIO trajectory (with DyLin ¼
DyPat) and (b) 4D-RIO
2 trajectory (with DyLin ¼ 2DyPat). Size and colors of circles in trajectory diagrams follow Fig. 4. It should be noted that
to implement these trajectories experimentally, it was necessary to split the readout into two to achieve the large jump in the kx,ky-space.
[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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through the object. This effect allows a kind of inner-vol-
ume imaging—where instead of selecting the area of inter-
est by selective excitation (eg. using 2D RF pulses (18) or
nonlinear fields as slice-select gradients (19)) the selection
of signal is performed by selective refocusing. This may
be an interesting line of investigation for future work.
An observation which may be of use for the design of
new trajectories is that at the center of the FoV the quad-
ratic encoding fields have no effect, so the local k-space
at the FoV center is necessarily identical to the trajectory
followed by the linear gradients in (kx,ky)-space. This is
easily confirmed by comparing the trajectory in (kx,ky)-
space with the center tile of the local k-space grid for
each of the trajectories shown in Figs. 4 and 5.
Number of CG Iterations
Whenever an iterative approach such as CG is used, it is
necessary to choose an appropriate number of iterations.
In the case of the reconstruction method presented here,
it is important to not set this number too high, as the in-
herent regularization of the CG method is exploited
through keeping the number low. In the case of the Dual
Cartesian trajectory, the simulated data showed image
degradation toward the right of the FoV after 50 itera-
tions (Fig. 4c), which can be resolved by increasing the
number of iterations to 100 (Fig. 9a,b). Clearly, some tra-
jectories require more iterations than others to reach the
optimal reconstruction, so care should be taken when
comparing reconstructed images that a suitable choice
has been made.
It should be noted that although increasing the number
of iterations does also slightly increase the amount of
signal in the top half of the FoV using the 4D-RIO2 tra-
jectory, the low-frequency information is clearly still not
recovered due to the lack of coverage of the center of the
local k-space in this region (Fig. 9c,d).
Sensitivity to Calibration
The demonstration that the reconstructed image is so sen-
sitive to such minor offsets in the PatLoc field used for
reconstruction might be a cause for concern. However,
even with pure linear encoding, radial acquisition trajec-
tories are known to be highly sensitive to B0 inhomogene-
ity, gradient delays, and gradient nonlinearities (20,21).
As the delays and nonlinearities are highly reproducible
on a particular system, a detailed calibration should only
FIG. 6. When using simultane-
ous linear and quadratic spatial
encoding the center of the sad-
dle of the quadratic field is spa-
tially displaced by the linear
fields. This figure shows the (x,y)
coordinates (normalized from 1
to þ1 across the FoV) for the
position of the saddle center dur-
ing (a) Dual Cartesian, (b) Dual
Swapped Cartesian, (c) 4D-RIO,
and (d) 4D-RIO2 trajectories.
Size and colors of circles follow
Fig. 4. For (b–d), the saddle cen-
ter moves during each readout
line, as well as between readout
lines. [Color figure can be viewed
in the online issue, which is
available at
wileyonlinelibrary.com.]
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need to be performed once. It should be noted that these
calibrations were of the encoding fields themselves, rather
than the trajectory (although the way the correction was
performed it may also be able to correct some trajectory
errors) and so, in principle, single-shot acquisitions with
4D-RIO-like trajectories should also be achievable.
If desired, the B0 inhomogeneities can be included in the
iterative method of image reconstruction, as a separate B0
map along with the timing of the readout can be incorpo-
rated into the encoding matrix. For the cylindrical phantom
used here, the shimming was found to be good enough to
see no appreciable benefit when this was included.
FIG. 7. Reconstructed images from experimental data acquired using (a) Pure Linear Cartesian, (b) Pure PatLoc Cartesian, (c) Dual Car-
tesian, (d) Dual Swapped Cartesian, (e) 4D-RIO, and (f) 4D-RIO2 trajectories. All images are reconstructed to a 160  160 grid.
FIG. 8. The effect of the calibra-
tion of the alignment of the Pat-
Loc and linear encoding fields as
described in the text. a: 4D-RIO
reconstruction before calibration,
(b) reconstruction of the same
data following calibration. All
images are reconstructed to a
160  160 grid.
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Image Contrast
The 4D-RIO trajectory presented here may exhibit un-
usual image contrast—there is no single time when all
spins are refocused (as in conventional imaging when
acquiring the center of k-space) so there is no time
which can be considered the unique ‘‘effective TE’’ for
the whole slice. The long delay used here between the
two halves of each readout line will further emphasize
this difference in effective TE. The phantom used was
homogeneous in terms of T1 and T2, so contrast varia-
tions were not observed. Further investigation into the
true contrast properties of such 4D trajectories will be
the focus of future work.
Generalized Encoding
In this work, we have focused on quadratic fields as
these match the hardware we currently have available.
However, the ideas introduced here can be applied to
reduce trajectories using an arbitrary number of arbitrary
encoding fields down to a set of local k-space plots
which can be interpreted similarly to conventional k-
space diagrams. This may be of particular relevance
when attempting to find optimal encoding strategies
using novel technologies such as an array of individually
controllable encoding coils (22). It has been suggested
that nonlinear encoding fields may deliberately be
designed to complement RF coil sensitivity profiles to
optimize parallel imaging acceleration (23). How best to
formulate this optimization, however, remains an open
question. If RF coil profiles are included in the local k-
space representation, then a separate set of local k-space
plots would be required for each RF coil. Each individ-
ual local k-space plot will be offset in the (kx,ky)-plane
according to the local spatial derivative of the phase of
the RF coil profile at the corresponding spatial location.
It may be possible to use this property to help with the
design of nonlinear encoding fields which might favor-
ably combine with the RF coil profiles. However, this
would only make use of the phase information of the RF
coil profiles. It is difficult to envisage how the magni-
tude of the RF coil profiles might also be incorporated.
Ultimately, one might expect that the optimal multidi-
mensional encoding trajectory is the one where the
inversion of the encoding matrix is as well conditioned
as possible for a given readout duration (the familiar
concept of ‘‘undersampling’’ becomes difficult to define
as there is no longer a clear definition of ‘‘fully
sampled’’). However, in general, this requires simultane-
ous optimization of the encoding fields and the trajectory
along which they would be driven.
Future work
Although the local k-space plots suggest that the 4D-RIO
sequence should have resolution which is at least as
good as the Pure Linear Cartesian trajectory across the
FIG. 9. Comparing the effect of
the number of CG iterations on
the reconstruction of simulated
data. Dual Cartesian data are
shown reconstructed using (a)
50 and (b) 100 iterations. After
100 iterations, the image degra-
dation toward the right of the
FoV in (a) is no longer observed.
For the 4D-RIO2 trajectory,
increasing the number of CG
iterations from (c) 50 to (d) 100
results in only a small increase in
the resolved signal in the top
half of the FoV.
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entire FoV, the 4D-RIO image has some loss of image
quality towards the center (Fig. 7a vs Fig 7e). However,
we expect that more careful calibration of our hardware
(for example, the eddy-current compensation has not yet
been adjusted for the PatLoc coils) and the trajectories
should improve these minor residual artifacts. An
obvious disadvantage of these methods is the longer
reconstruction time compared to Fourier imaging. We
expect future work to be able to overcome this as the
reconstruction is well suited to computational paralleli-
zation using either multi-processor CPUs or graphics
cards. We are also now in the process of testing these
methods in vivo, having recently obtained internal
review board approval for human imaging.
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APPENDIX
Algebraic Representation of the Addition of 2D
Linear and Quadratic Fields
If wa (x) x
2 y2 and wb (x) 2xy, we can create a net phase
distribution, (x), in combination with the linear gra-
dients:
fðxÞ ¼ kxx þ kyy þ kaðx2  y2Þ þ kbð2xyÞ ½A1
where kx,ky,ka and kb are the normalized components of
the 4D k-vector and x and y are normalized from 1 to
þ1 across the FoV.
By introducing new variables, we can also choose to
write f(x) in the form:
fðxÞ ¼ ka ðx  xcÞ2ðy  ycÞ2
 þ kb 2ðx  xcÞðy  ycÞð Þþ C
½A2
where xc and yc are the coordinates of the new center (or
saddle point) of the saddle and C is a constant.
Multiplying out and term-matching gives:
fðxÞ ¼ xð2kaxc  2kbycÞ þ yð2kayc  2kbxcÞþ
kaðx2  y2Þ þ kbð2xyÞ þ kaðx2c  y2c Þ þ 2kbxcyc ½A3
Therefore, by comparing (A1) and (A3):
kx ¼ 2kaxc  2kbyc ½A4
ky ¼ 2kayc  2kbxc ½A5
C ¼ kaðx2c  y2c Þ  2kbxcyc ½A6
These equations can then be rearranged to give xc and
yc in terms of the components of the k-vector:
From (A5):
yc ¼
2kaxc þ ky
2ka
½A7
(A7)! (A5):
kx ¼ 2kaxc 
2kb 2kbxc þ ky
 
2ka
½A8
kakx ¼ 2k2axc  2k2bxc  kbky ½A9
xc ¼ kakx  kbky
2ðk2a þ k2bÞ
½A10
Analogously for yc
yc ¼ kaky  kbkx
2ðk2a þ k2bÞ
½A11
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