Quantum algorithms have the potential to be very powerful. However, to exploit quantum parallelism, some quantum algorithms require an embedding of large classical data into quantum states. This embedding can cost a lot of resources, for instance by implementing quantum random-access memory (QRAM). An important instance of this is in quantum-enhanced machine learning algorithms. We propose a new way of circumventing this requirement by using a classical-quantum hybrid architecture where the input data can remain classical, which differs from other hybrid models. We apply this to a fundamental computational problem called Boolean oracle identification, which offers a useful primitive for quantum machine learning algorithms. Its aim is to identify an unknown oracle amongst a list of candidates while minimising the number of queries to the oracle. In our scheme, we replace the classical oracle with our hybrid oracle. We demonstrate both theoretically and numerically that the success rates of the oracle query can be improved in the presence of noise and also enables us to explore a larger search space. This also makes the model suitable for realisation in the current era of noisy intermediate-scale quantum (NISQ) devices. Furthermore, we can show our scheme can lead to a reduction in the learning sample complexity. This means that for certain sizes of learning samples, our classical-quantum hybrid learner can complete the learning task faithfully whereas a classical learner cannot. Introduction.-Quantum computation promises quantum speed-ups with many well-studied quantum algorithms [1][2][3]. However, many of these appear difficult to achieve in near-term quantum devices in the "noisy intermediate-scale quantum (NISQ)" era, which run on only a few hundred noisy qubits [4]. Apart from computational resources, some of these algorithms also demand very high costs in initializing 'big' classical data into quantum states [5]. An important instance of this is the use of quantum random-access memory (QRAM) [6, 7] . Herein, we touch on an important question: if it is possible to achieve a NISQ era quantum advantage in computation by also avoiding large resource costs in preparation of input quantum states that embed classical data.
Introduction.-Quantum computation promises quantum speed-ups with many well-studied quantum algorithms [1] [2] [3] . However, many of these appear difficult to achieve in near-term quantum devices in the "noisy intermediate-scale quantum (NISQ)" era, which run on only a few hundred noisy qubits [4] . Apart from computational resources, some of these algorithms also demand very high costs in initializing 'big' classical data into quantum states [5] . An important instance of this is the use of quantum random-access memory (QRAM) [6, 7] . Herein, we touch on an important question: if it is possible to achieve a NISQ era quantum advantage in computation by also avoiding large resource costs in preparation of input quantum states that embed classical data.
One approach is to introduce a classical-quantum hybrid strategy. Studies exploring the useful interplay between "classical" and "quantum" have recently received increasing attention, offering the possibility for near-term quantum realization [8] [9] [10] [11] [12] [13] . Consistent with this trend, we also consider a classical-quantum hybrid architecture, in which (i) the large input data remains classical and (ii) achieving the quantum advantage is enabled by smallscale quantum devices, which is realizable in NISQ era without, or by minimizing, the use of QRAM [14] [15] [16] .
We apply our framework to the "Boolean oracle identification" problem, which aims to identify the correct oracle amongst a list of candidates [17] . To solve this problem, we employ a classical-quantum hybrid oracle design satisfying (i) and (ii). Here, we assume that this hybrid oracle generates incorrect outputs with errors arising from noisy (internal) quantum devices. This is often casted in realistic models, referred to as noisy query model [16, 18, 19] . In this setting, we demonstrate, both analytically and numerically, that our hybrid oracle can exhibit higher success rates of query if the amount and variance in the errors are not too large. It thus enhances our ability to explore a much larger candidate-solution space and enables us to deal with larger problems.
The oracle identification problem also offers a useful primitive for quantum machine learning (QML) studies [20, 21] , Here we also establish the link to a quantum advantage in QML. More specifically, the quantum advantage in Boolean oracle identification leads to a reduction in the sample complexity bound in the "probablyapproximately-correct (PAC)" learning model [22, 23] . This result is also applicable to other related problems, e.g., learning-with-error (LWE) [24] . x n−2
FIG. 1: (a)
A schematic picture of our hybrid oracle. The oracle consists of two different "input/output (I/O)" channel types: input classical data x = x1x2 · · · xn (xj ∈ {0, 1} ∀j = 1, . . . , n), where n can be very large, and a single ancilla qubit to produce the query-output states |h ⋆ (x) ∈ {0, 1}. (b) Circuit realization of oracle. This oracle applies 2 n unitary gatesâ k ∈ {σz, iσy} (k = 0, 1, . . . , 2 n − 1) onto the ancilla qubit, conditioned on the values of the classical bits xj in x. In a fully classical case, these gates are either the identity or logical-not.
while minimizing the number of queries to the oracle. In classical computation, the input data x is classical. The query complexity of the problem is O(|H|), where H is the set of candidate h ⋆ and |H| ≤ 2 2 n . On the other hand, the corresponding quantum algorithm usually begins by changing these classical inputs to corresponding form of quantum states, e.g., x → |x , in order to exploit superpositions in the quantum state. Thus, a (fully-)quantum oracle maps |x, α to |x, α ⊕ h ⋆ (x) for α ∈ {0, 1}. In the absence of noise, the computation power of the classical query carries over to the quantum cases [26] [27] [28] .
A classical-quantum hybrid oracle.-In our scheme, we consider a hybrid oracle O x , with n-bit classical "input/output (I/O)" channels. We allow 2 n classical data signals and a single qubit [See Fig. 1(a) ]. Then the oracle operation implements (x, |α ) Ox − − → (x, |ψ out (x) ). Here, the query-output state |ψ out (x) is defined, without loss of generality, as
where P (x) is the probability of getting the correct query output [16, 19] . A measurement is performed on |ψ out (x) to identify the oracle's answer. Note here that the classical input x remains unaltered during and after the oracle operation. This oracle can be realized by a circuit illustrated in Fig. 1(b) . The circuit contains 2 n gates acting on the ancilla qubit: the single-qubit gateâ 0 and 2 n − 1 of gateŝ a k (k = 1, 2, . . . , 2 n−1 ) conditioned on the classical bit values x 1 , x 2 , . . . , x n in x. Here the gatesâ k arê
whereσ x ,σ y , andσ z are the Pauli operators. This circuit realization of the oracle is inspired by the binaryclassification formula [29] 
where a k ∈ {0, 1} (k = 0, 1, . . . , 2 n − 1) are known as the Reed-Muller coefficients. Each a k has a corresponding gate operationâ k , where a k = 0 means thatâ k leaves the bit-signal unchanged (identity) and a k = 1 means thatâ k flips the bit-signal (logical-not) [30] . Thus, the oracle is characterized by a fixed set ofâ k operators for a given h ⋆ . The circuit in Fig. 1(b) is universal since the form of Eq. (3) realizes all possible 2 2 n Boolean functions. Note that since the oracle is treated as a black-box, the gatesâ k are predetermined [35] . Now we can consider systematic error that can occur in the circuit, which arises from errors in theâ k gates and no errors are present for the classical signal x. These errors inâ k gates can eventually cause the failure of the query with probability 1 − P (x)-which is often referred to as "classification error model" [24] . In a fully-classical model, these errors are usually modeled in the following way: the bit-signal is flipped (i.e., 0 ⇋ 1) with a certain probability η k ≥ 1 2 before or after applying k-th gateâ k . Then the corresponding quantum error can be described
, where |ψ k (x) is the state passing through the gateâ k . Hereǫ k is a bit-flip operation defined byǫ k = √ 1 − η k1 1 ± i √ η kσx . Such an error model is realistic, for instance, in ion-trap and super-conducting qubits, where the above systematic errors are caused by imperfect control pulses on primitive gates likeσ z , iσ y [31] .
Analysis.-We now analyze the query-success probability P C,Q , defined in Eq. (1). Here, the subscripts "Q" and "C" refer to when the ancilla state in our oracle is respectively quantum or classical. First, let us define a set Ω x = {0, l 1 , l 2 , . . . , l κ−1 } whose elements are taken to be the indices of the gatesâ k which are 'activated' (i.e., when the corresponding classical control bit x k = 1). The number of these activating gates is given by κ = 2 ω(x) , where the factor ω(x) denotes the Hamming-weight of x = x 1 x 2 · · · x n , i.e., the number of x j 's satisfying x j = 1 for j ∈ [1, n]. Then, P C,Q can be written in terms of ω. When the ancilla state is classical, P C (ω) can be estimated as
where η is defined as the average error probability; i.e., η = k∈Ωx η k . The variance of the error probability ∆ 2 η = k∈Ωx η 2 k − η, is assumed to be small. Here the factor c, which we call the "characteristic constant", is defined as
where it is assumed that O(η 2 ) → 0. From Eq. (4), the interpretation of the characteristic constant c is the characteristic number of steps of the gate operations, i.e., κ here, allowed before the oracle gives completely random outputs.
When the ancilla state is quantum however, the corresponding success probability P Q (ω) is
Using
we can show that P Q (ω) becomes unity in the limit of ∆ η → 0. Thus, so long as the gate errors are regular [19] , our hybrid oracle makes no mistakes. We can see that our gatesâ k in Eq. (2) clearly satisfies the anti-commutation relation in Eq. (7). This anticommutation relation enables the amplitudes associated with gate errors to be 'canceled out' by destructive interference. For the detailed analysis, see Sec. S1 of the Supplementary Information. However, it is impractical to achieve such a perfect errorlessness, since in a realistic situation ∆ η > 0. Furthermore, we should also consider another type of quantum error, phase-flip. This is also crucial to study in generating a successful query output since the amplitudes changed by the errors would interfere in a disorderely way due to the phase-flip [36] . Consequently, P Q (ω) has a form analogous to that in Eq. (4). Here the characteristic constant c is replaced with an 'effective' characteristic constant c eff ≃ (2η eff ) −1 where again O(η 2 ) → 0. Here η eff is defined in terms of an effective average error that a k 's experience. η eff is much smaller than η, because η eff comes from remaining errors only after destructive interference. Interesting, this feature
does not depends on η, but rather on the variance ∆ η . From this feature we can show a quantum advantage with our scheme. We begin with the average Hamming weight ω = n 2 for a given number n of input-bit strings. Then, on average, our hybrid oracle is useful up to the length n = 2 log 2 c eff of input-bit strings, whereas n = 2 log 2 c is the upper limit in the purely classical case. So if c eff ≥ c our hybrid oracle can be useful for larger bit-string inputs. It also implies expansion of the search space which can be explored by the given noisy oracle, approximately from O(e
, where the factor γ = c eff c ≥ 1. In addition to our theoretical analysis, we include accompanying numerical simulations, in which P C,Q (ω) are evaluated by counting a large number (≃ 10 5 ) of queries for each given number of ω(x) and they are averaged over the trials (≃ 10
3 ) again. To simulate a more realistic scenario, it is assumed that η k 's are drawn from a normal distribution N (η, ∆ η ). We assume further that the ancilla qubit also suffers from the phase-flip on each gateâ k with probability χ k ≤ 1 2 , drawn from N (χ, ∆ χ ). Indeed, the obtained simulation results confirm our theoretical analysis, allowing us to identify c eff and γ for a given noise level. For example, when η = 10 −3 with ∆ η = 5% of η, our hybrid oracle would be applicable up to n ≃ 27.23 even in the presence of χ = 10 −2 of phase-flip, whereas n ≃ 17.93 would be the limit of the purely classical case. Equivalently, the hybrid oracle can cover up to size ≃ e
1.09×10
8 of the candidate space, which is much larger than ≃ e Table S3 . For details on the methods and results of the numerical analysis see Sec. S2 in the Supplementary Information.
A quantum machine learning advantage.-The quantum advantage described above can also be applied to quantum machine learning. It leads to a reduction in the sample complexity bound in the probablyapproximately-correct (PAC) learning model [22, 23] . To see this, consider a learning algorithm with access to our hybrid oracle. Then the bound of the learning sample complexity can be found as follows. First, let us sample a sequence of the training data
denotes an outcome of the measurement performed on |ψ out (x i ) . Here, if the sampling is carried out with
we can define a legitimate learner-a so-called (ǫ, δ)-PAC learner-that finds h ⋆ in the hypothesis space H. Here ǫ and δ are defined as the inaccuracy and learning-failure probability, respectively. Here, it is nontrivial to evaluate A Q , particularly when the oracle is erroneous. By comparison to previous studies [32] , A Q can be found in our case where
Here P Q (n) is the average query-success probability, given by P Q (n) = 1 2 n n ω=0 n ω P Q (ω). Using a purely classical oracle on the other hand, the classical counterpart to A Q is A C , which has the same form as A Q except it is defined using P C (n) = 1 2 n n ω=0 n ω P C (ω) instead of P Q (n). Since A C is characterized by c instead of γc = c eff , we can show the reduction of the sample complexity A Q ≤ A C where we previously derived c eff ≥ c. We can rewrite A Q to a more useful form
From this, we see in the regime of small n, there is only a small increment of the sample complexity bound. For large enough n however, this increases abruptly. Therefore, for large n our hybrid oracle allows to define a (ǫ, δ)-PAC learner, whereas one cannot be defined with a fully-classical oracle. However, it should be noted that if n is too large (roughly, when n ≫ 2 log 2 γc), it is also impractical to define a legitimate PAC learner even with the quantum learning advantage. This result is comparable with the recent QML study in Ref. [19, 33] . However, what is more remarkable in our case is that the quantum learning advantage is achieved with classical input data directly without need of embedding the classical data into quantum states at all. This differs from most other quantum-enhanced machine learning algorithms. To see this feature clearly, numerical simulations are carried out, where P C,Q (n) are evaluated by repeating trials for randomly sampled inputs [37]. Here we look at the range of n = 8 to n = 35. In these simulations, we assume η = 10 −3 with ∆ η = 0.05η and χ = 10 −2 with ∆ χ = 0.1χ. In Fig. 2 , we plot the dependence of P C,Q and A C,Q on n. This agrees well with our theoretical predictions. See Sec. S3 of the Supplementary Information for more detailed method and analysis.
Summary.-We have studied how a quantum advantage might be achieved on devices in the NISQ era by employing a classical-quantum hybrid architecture. For solving the Boolean oracle identification problem, the key feature in our proposal is that the input data can remain completely classical and does not need to be embedded into a quantum state before quantum processing. In fact, our protocol can be achieved with only a single qubit. We show that not only can this new hybrid framework reduce the query complexity of the problem, exploring much larger search space, but it also effective in the presence of realistic noise. Furthermore, we can establish a link to the speed-up of QML, where we generalize the quantum advantage in oracle identification to a reduction of the learning sample complexity in a quantum learning problem. These results can also be applied to several other tasks. For example, our result are highly suggestive of a possible connection with post-quantum cryptography, exhibiting a similar conclusion to Ref. [33] , particularly with classical samples. The quantum advantage presented here is also believed to be possible experimentally [15] . Our new classical-quantum hybrid framework is therefore both timely and significant, facilitating present-day and near-future quantum technologies .
FIG. S3
: 3D graphs of PC (left) and PQ (right) with respect to η0 and η l 1 for ω = 1. The advantage defined in Eq. (S15) is observed; PQ is always larger than PC . Here, the most remarkable feature is that our hybrid oracle always yields correct results when PQ = 1 provided that η0 = η l 1 .
S1. DETAILED CALCULATIONS OF PQ(ω)
Here, we present the procedure to calculate P Q (ω) in Eq. (6) of the main manuscript. We start by analyzing the simple case, i.e., of ω = 1. In particular, we consider an input x = x 1 x 2 · · · x n satisfying x l1 = 1 for arbitrary l 1 ∈ [1, n] and x j = 0 for all j = l 1 . Subsequently, only two gatesâ 0 andâ l1 are activated with Ω x = {0, l 1 }. In a purely classical query, P C (ω = 1) is given as
where η k is the probability that a bit-flip error will occur atâ k (k ∈ {0, l 1 }). Meanwhile, P Q (ω = 1) is calculated as below:
is the error operation, defined in the main manuscript. Using the properties in Eq. (7) of the main manuscript, i.e.,σ xâk = −â kσx and h ⋆ (x)|â l1â0 |α = 1, we can evaluate the following:
Subsequently, using Eq. (S14), we can obtain
where
This factor Γ 0,l1 is from quantum superposition and clearly indicates the enhancement of the success probability with the condition Γ 0,l1 ≥ 0. In Fig. S3 , we depict the graphs of P C,Q with respect to η 0 and η l1 . It is noteworthy that our hybrid oracle always yields correct results, i.e., P Q = 1, provided that η l1 = η 0 , even though η l1 and η 0 are large. This is the most remarkable feature in our classical-quantum hybrid query. Subsequently, we consider the case of ω = 2, where a set of four gates,â 0 ,â l1 ,â l2 , andâ l3 , are to be activated with Ω x = {0, l 1 , l 2 , l 3 }. We subsequently calculate P Q (ω = 2) as follows:
To proceed with the calculation, we introduce an identity1 1 β,β ⊥ = |β β| + β ⊥ β ⊥ , where the state |β (β ∈ {0, 1}) is defined with the following properties:
Using a mathematical method of substituting the identity1 1 β,β ⊥ betweenǫ l3âl3ǫl2âl2 andǫ l1âl1ǫ0â0 in Eq. (S17), we can obtain
Furthermore, after some algebraic simplifications, we can arrive at
to Eq. (S16). Subsequently, using Eq. (S19) and Eq. (S20), we demonstrate that the quantum advantage can be achieved with the positive factors Γ a,b [5] . Consistent with the case of ω = 1, we observed that P Q (ω = 2) becomes unity when η l3 = η l2 = η l1 = η 0 .
By observing the two cases above, we can infer that the same method, i.e., of introducing the identities, can be used to calculate P Q (ω) for arbitrary higher Hamming-weight inputs. The most remarkable construction, i.e., having unity query-success probability with equal error probabilities, can be generalized as well. Therefore, it can be sufficiently concluded that the enhancement in the query-success probability can be achieved for an arbitrary Hamming-weight in our hybrid query.
S2. NUMERICAL ANALYSES WITH REALISTIC CONDITIONS
As mentioned in the main manuscript, in a more realistic situation, the amplitudes related to the errors are not completely canceled out owing to a nonzero ∆ η , and P Q (ω) exhibits an analogous form to P C (ω) in Eq. (4) of the main manuscript, with an effective" characteristic constant c eff ≃ (2η eff ) −1 . Here, the effective average error η eff is expected to be much smaller than c. This feature results in the quantum advantage that does not depend on the degree of η but only on ∆ η , i.e., how varying" they are.
To corroborate and extend our theoretical predictions, we perform a numerical analysis. It starts with an input
x of ω(x). We subsequently evaluate P C,Q (x) by counting the number of "h ⋆ (x)" (e.g.,, "success") and "h ⋆ (x) ⊕ 1" (e.g.,, "failure"), such that P C,Q (x) = N S / (N S + N F ), where N S and N F denote the numbers of success and failure, respectively, and N S + N F = 10
5 . Here, we use the Monte-Carlo approach to mimic quantum measurement statistics. with increasing ω, indicating good agreement with Eq. (4) of our main manuscript (see red, blue, and green solid lines). Meanwhile, PQ remains unity for all the cases of η, as predicted. (b) Next, we consider the realistic situation, assuming a normal distribution N (η, ∆η). Here, we set η = 10 −3 with ∆η = 1%, 5%, and 10% of η. The data of PC,Q are shown to decay, but PQ is much slower. In such cases, the data PQ are well fitted by Eq. (4) of the main manuscript with c eff , indicating that the data agrees well with our theoretical predictions. simulations. The data fitted well to Eq. (4) in the main manuscript, together with the parameter c eff . The result shows that the quantum advantage becomes less pronounced as χ is increased; however, it is still highly durable. It is noteworthy that the data obtained for ∆χ = 1% of χ (filled square, circle, and triangle points) and ∆χ = 10% of χ (empty square, circle, and triangle points) are almost identical (up to the order of 10 −2 ); namely, PQ is not affected significantly by ∆χ. The identified η eff and c eff are listed in Tab. S2. This simulation is repeated for different values of η k (for k ∈ Ω x ) satisfying c = (2η) −1 [6] . First, as an extreme but illustrative example, we consider the case of ∆ η = 0, i.e., by assuming η k = η for all possible k = 1, 2, . . . , 2 n . As results, we present the graphs of P C,Q versus ω as dots in Fig. S4(a) for η = 10 −4 , 10 −3 , and 10 −2 , where each data point of P C,Q is obtained by averaging over ≃ 10 3 trials. Here, it is observed that P C decays fast to 1 2 , indicating good agreement with Eq. (4) of the main manuscript. The data of P Q are, meanwhile, shown to be unity without depending on the degree of η, as predicted. Next, we consider a realistic situation, assuming that η k is drawn from a normal distribution N (η, ∆ η ) for all k = 1, 2, . . . , 2 n (and hence for k ∈ Ω x ). Here, we set η = 10 −3 with ∆ η = 1%, 5%, and 10% of η. The simulation results are shown in Fig. S4(b) . For all cases of ∆ η , both P C and P Q decay to 1 2 ; however, P Q is much slower. It is also observed that the data of P Q matched well with Eq. (4) of the main manuscript, thus allowing us to identify the effective characteristic constant c eff . The identified values of c eff and η eff are listed in Tab. S2; they manifest the predicted condition in Eq. (8) of the main manuscript.
For a more realistic condition, we consider another type of error, i.e., phase-flip in the assistant qubit that would be crucial for maintaining a higher success rate of the query. In particular, we assume that the phase-flip errors primarily occur when the qubit travels betweenâ k andâ k+1 with a certain probability χ k ≤ 1 2 . First, when ∆ η = 0 (or equivalently, η k = η) for all k, the phase-flip errors do not affect the query process and P Q becomes unity. In the realistic case, namely of ∆ η = 0, however, it is predicted that the amplitudes of the bit-flip errors would interfere disorderly owing to the phase-flip, and eventually the quantum advantage becomes smaller, as described in our main manuscript. Thus, we perform the simulations and present the data of P Q in Fig. S5 . Here, χ k is assumed to be drawn from N (χ, ∆ χ ) for all k = 1, 2, . . . , 2 n . The simulation data are generated for χ = 10 −4 , 10 −3 and 10 −2 . Here, we set η = 10 −3 with ∆ η = 5% of η. The data are well fitted by Eq. (4) of our main manuscript, and c eff are well estimated from the data (see Tab. S3). As expected, the quantum advantage becomes less pronounced as χ is increased; however, it can still exhibit a higher success rate of the query. It is noteworthy that the data obtained for both ∆ χ = 1% and 10% of χ are almost identical (up to the second digit of a decimal).
S3. REDUCTION IN LEARNING SAMPLE COMPLEXITY IN THE FRAMEWORK OF PROBABLY-APPROXIMATELY-CORRECT (PAC) LEARNING
In a probably-approximately-correct (PAC) learning model [1] , a learner (or equivalently, a learning algorithm) samples a finite set of training data {(x i , h ⋆ (x i ))} (i = 1, 2, . . . , M ) by accessing an oracle, aiming at obtaining the best hypothesis h close to h ⋆ for a given set, e.g., H, of the hypothesis h. Here, x i is typically assumed to be drawn uniformly. Subsequently, a learning algorithm is a (ǫ, δ)-PAC learner (under uniform distribution), if the algorithm obtains an ǫ-approximated correct h with probability 1 − δ; more specifically, satisfying
where E(h, h ⋆ ) denotes the error. Here, if h identified by the algorithm agrees with
of samples constructed from the oracle, then Eq. (S22) holds. Here, |H| ≤ 2 2 n denotes the cardinality of H. Eq. (S23) is known as the bound of the sample complexity [1, 2] , i.e., it yields the minimum number of training samples to successfully learn h ∈ H satisfying Eq. (S22). Such a sample complexity bound derived from the previous studies can directly be carried over to our scenario; in our classical-quantum hybrid query scheme, the same sample complexity bound exists, because x i and h ⋆ (x i ) identified by the measurement on |ψ out (x i ) are classical. However, in the case where the oracle is not perfect, the bound of sample complexity in Eq. (S23) is modified as follows: First, we draw a sequence of the training data {(x 1 , m 1 ), (x 2 , m 2 ), . . . , (x M , m M )} sampled from our classical-quantum hybrid oracle, where m i ∈ {h ⋆ (x i ), h ⋆ (x i ) ⊕ 1} denotes the outcome of the measurement performed on |ψ out (x i ) . Subsequently, if the sampling is performed with
we can verify that Eq. (S22) holds for the algorithm that obtains h maximizing P Q . In fact, it has been proven that the additional factor A Q is given as [3] A Q = 1
It is noteworthy that in the purely classical case, the corresponding factor, e.g., A C , is given with P C instead of P Q . Thus, we can derive the reduction in the sample complexity with the condition A Q ≤ A C from P Q ≥ P C . To view this explicitly, we rewrite A Q in Eq. (S25) to a more useful form:
n ω e This implies that a small increment in the sample complexity bound when n is small increases abruptly from near n ≃ 2 log 2 γc. As A C is characterized by c without γ, we can interpret γ as a quantum learning advantage in the PAC learning framework; i.e., for any large n, we can define a (ǫ, δ)-PAC learner with our hybrid oracle, unlike with a fully classical one. It is noteworthy that if n is excessively large, i.e., when n ≫ 2 log 2 γc, it is impractical to define a legitimate PAC learner even with our hybrid oracle. This result is consistent with the recent theoretical study in Ref. [4] ; however, in our case, such a quantum learning advantage is achieved with classical data. To corroborate and extend our analysis, numerical simulations are performed: For a given n, we prepare a set of inputs {x 1 , x 2 , . . . , x M } that is sampled randomly. For the given ω(x i ) (i = 1, 2, . . . , M ), we evaluate P C,Q (ω) by counting 10 5 queries and identify their average value, i.e., i=1 P C,Q (ω(x i )). This process is repeated ≃ 10 3 times for different input sets to analyze P C,Q (n) statistically. The data are generated from n = 8 to n = 35, assuming that η k and χ k (∀k) are drawn from N (η, ∆ η ) and N (χ, ∆ χ ), respectively. Here, we consider η = 10 −3 with ∆ η = 0.05η and χ = 10 −2 with ∆ χ = 0.1χ. In each simulation, M is fixed to 100. The obtained data agree well with our theoretical predictions (see Figs. 2(a) and 2(b) in the main manuscript).
