Abstract. A precise estimation of the computational complexity in Shor's factoring algorithm under the condition that the large integer we want to factorize is composed by the product of two prime numbers, is derived by the results related to number theory. Compared with Shor's original estimation, our estimation shows that one can obtain the solution under such a condition, by less computational complexity.
Introduction
P.W.Shor proposed the algorithm to solve the factorization into prime factors within polynomial time by using the quantum computer [1, 2] . In his paper, the number of the computational steps was estimated. Through this paper, we consider the case that we factorize n into two prime numbers p and q. We derive the precise estimation of the number of the computational steps, and then we show our estimation is more precise than Shor's original one. Shor showed it is required at least N times to be performed truly factorization algorithm with the probability 1 − ε or higher than it for any ε > 0, as follows
where α, β are independent constant numbers with respect to n. In this paper, we improve the Shor's estimation of N for the case of n = pq, (p, q : prime numbers) such as N ≥ 2 log(1/ε)
where p − 1 = 2 τp σ p , q − 1 = 2 τq σ q and τ ′ = min(τ p , τ q ), (σ p and σ q are odd numbers satisfying τ p , τ q ≥ 1). This paper is organaized as follows: In section 2, we will review the estimation by Shor to compare with ours. In section 3, we show some results derived from number theory. In section 4, we show new estimation of the computational complexity in Shor's factoring algorithm in the case that arbitrary integer n is factorized into two prime numbers p and q, applying the results obtained in the previous section.
Original estimation by Shor
As mentioned in the above, we review the original estimation by Shor in the case that arbitrary integer n is factorized into two prime numbers p and q. In a such case, as well known, Shor's factoring algorithm is constructed in the following manner.
1
• Choose a number a from the set {1, . . . , n − 1}.
2
• Calculate gcd(a, n).
3
• If gcd(a, n) = 1, then go to the next step. Otherwise, go to the step 8
• .
4
• Calculate the order r of a with respect to mod n. (This calculations depend on the quantum computations.)
5
• If r is even number, then go to the next step. Otherwise, go to the step 8
6
• Calculate p ′ = gcd(a r/2 + 1, n) and q ′ = gcd(a r/2 − 1, n).
7
• If either p ′ or q ′ is equal to n, then the next step. Otherwise, these number p ′ and q ′ are the prime number we seek.
8
• Go to the step 1 • , and choose another a.
We denote the probability which succeeds in the factorization at the first try through the above algorithm by P S . We need at least N times to find the prime number under the condition that P S ≥ 1 − ε :
In order to evaluate the probability P S , we consider the following events:
• A a : The event which can be obtained a satisfying a < n and gcd(a, n) = 1.
• A r : The event which can be obtained the true order r by quantum computations.
• A e : The event which the order r becomes even number.
• A f : The event which p ′ and q ′ become prime numbers p and q we seek.
By using the above notations, the probability P S can be represented by
Therefore we evaluate three probability P (A r ), P (A a ) and P (A e ∩ A f | A a ∩ A r ). The event A r is equivalent to the event which obtains d satisfying d < r and gcd(d, r) = 1 so that we have P (A r ) = ϕ(r)/r by the use of Euler's function ϕ. Since it is known that for
we then have for sufficient large r,
where α is independent constant number with respect to n. Since P (A a ) = ϕ(n)/(n − 1), we similarly have
where β is independent constant number with respect to n. Also it is known [3] that
Applying Eq.(6),Eq. (7) and Eq. (8) to Eq. (3) and Eq.(4), we have
Thus we have
Some results in number theory
For the prime number p, we denote the field Z/pZ which all elements are invertible, by (Z/pZ) × . It is well known [4] that the following relation holds
where d | p − 1 and r p represents the order of a with respect to mod p. Then we have the following two lemmas.
Lemma 3.1 For the number of the elements of (Z/pZ) × , we may write p − 1 = 2 τ σ for odd number σ and τ ≥ 1. Then we have
where t is a fixed number (t = 1, 2, · · · , τ ).
(Proof) For r p = 2 t s (t ≥ 0, s : odd), the following equivalent relation holds
Since r p | p − 1 = 2 t s | 2 τ σ, we have t ≤ τ, s | σ, and then t = 0 by the fact that r 
In the case of r p = 2 t s, it holds the following equivalent relation
Indeed, by assumption 1
Lemma 3.2 For n = pq, (p, q: prime number), we may write p − 1 = 2 τp σ p and q − 1 = 2 τq σ q for odd numbers σ p , σ q and τ p ≥ 1, τ q ≥ 1. We denote the order of a for mod n, mod p and mod q by r, r p = 2 tp s p and r q = 2 tq s q , respectively. Then we have
where l is a fixed number (l = 1, 2, · · · , min(τ p , τ q )).
(Proof) From Chinese Remainder Theorem, we have (Z/nZ)
Thus we have {a ∈ (Z/nZ) × ; r : odd} = {a ∈ (Z/nZ) × ; r p , r q : odd}
Moreover, for a fixed l, we have
Thanks to the above two lemmas, we have the following theorem.
and |{a ∈ (Z/nZ)
(Proof) Applying Eq.(16) and Eq.(17), we have 
the inequality part in Eq. (20) is shown.
4 A precise estimation of the comutational complexity Lemma 4.1 We suppose n = pq, (p, q : prime number). For sufficient large n, we have
(Proof) Firstly we consider the case: n = pq. By Euler function, we have
By the similar way for q, we have
Since we take the limit such as n → ∞ ⇐⇒ (p → ∞ or q → ∞), we then have for any ε and sufficient large n,
Secondly we consider the case n = 2q, then we have,
Taking q → ∞, we have
Therefore we have for any positive number ε,
Thus we have lim inf n→∞ ϕ(n) n = 1 2 which implies Eq.(21) for sufficient large n. Lemma 4.2 We suppose n = pq, (p, q : prime number). Also we set p−1 = 2 τp σ p , q−1 = 2 τq σ q and τ ′ = min(τ p , τ q ), where σ p and σ q are odd numbers such that τ p , τ q ≥ 1. Then we have
(Proof) Taking account of the step 6
• and the step 7
• in the algorithm given in section 2, we have
since {a r/2 = 1 (mod n)} = φ. We suppose that r p and r q represent the order a with respect to mod p and mod q, respectively. Also we set r = 2 t s, r p = 2 tp s p and r q = 2 tq s q , where s, s p and s q are odd numbers such that t, t p , t q ≥ 0. Then the probability P (A e ∩ A f | A a ∩ A r ) can be calculated by
= 1 − P ({r : odd} ∪ ({a r/2 = −1 (mod p)} ∩ {a r/2 = −1 (mod q)}) | A a ∩ A r ) = 1 − P ({t p = t q = 0} ∪ ({t p = t} ∩ {t q = t}) | A a ∩ A r ) = 1 − P (t p = t q | A a ∩ A r ).
Thus applying Eq.(20), we then have Eq.(22).
Note that in the case of τ p = τ q = 1, we recover P S = 1/2 which corresponds to Shor's estimation. Theorem 4.3 We suppose n = pq, (p, q : prime number). Also we set p − 1 = 2 τp σ p , q − 1 = 2 τq σ q and τ ′ = min(τ p , τ q ), where σ p and σ q are odd numbers such that τ p , τ q ≥ 1. Then we have
Also we have N ≥ 2 log(1/ε) 
