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1. Introduction. - Recently, considerable advances have been made in our understanding of semi-dilute polymer solutions. This has been brought about through neutron scattering experiments [1] and their interpretation by means of scaling ideas [2, 3, 4] . In particular, Daoud and Jannink [4] have attempted to delineate all possible regions in the temperatureconcentration diagram of polymer solutions using a scaling analysis based on the analogy with tricritical behaviour [5] . They find five regions, in each of which quantities like the mean-square end-to-end distance of each polymer, the osmotic pressure and screening length, etc., have distinctive asymptotic behaviour as functions of molecular weight or concentration. Such scaling analyses, while very useful, only give qualitative information. In this paper, we shall study in detail two of the regions described by Daoud and Jannink [4] -the semi-dilute good solvent region and the semi-dilute poor (theta) solvent region (regions II and III in their notation).
The semi-dilute poor solvent region was studied by Edwards [6] who obtained an expression for the screening length as a function of the concentration of polymer segments, which at first sight completely differs from that derived by Daoud and Jannink [4] by means of scaling arguments. We shall find that the expression given by Edwards is valid when the ternary cluster integral (or third virial coefficient at the 0-point) vanishes or is very small, otherwise the expression given by Daoud and Jannink is appropriate.
To discuss the matter further, we must first introduce some terminology. Let v be the excluded volume parameter as used by Edwards [6] and let P be the ternary cluster integral. Near [1] .) In the poor solvent, the form of the overall density-density correlation function was first given by Edwards [6] and in section 2 we shall obtain his result and the leading corrections to it. The study of the density correlation functions in the good solvent region looks a difficult problem, although a promising start has been made by Schafer and Witten [10] .
2. The semi-dilute poor solvent region. - [2] . From (2.10), it follows that the mean-square end-toend distance is which shows that the interactions between the segments cancels to leading order in the poor solvent semi-dilute region. The interpretation of the longitudinal correlation function is that it is the correlation function between the ends of all the chains. It could be studied experimentally by attaching at both ends of each chain atoms or groups which strongly scatter neutrons. Notice that according to (2.9) this correlation function will decay exponentially at large spatial separations of the ends with a correlation length given by (1.3) in the semi-dilute region (when the IIN term is negligible compared to the other two terms). However, the behaviour of this correlation function is completely modified when one goes beyorid mean-field approximation and includes the effects of the transverse modes [1] . Discussion is given by the first term on the right-hand side of (2.14). Defining the Fourier transform the leading term in S(q) (see (2.9)) is then
The cross-over concentration between dilute and semi-dilute behaviour in poor solvents is usually defined as occurring at [4] in three dimensions.
We shall find it instead more useful to define the cross-over as that concentration c* at which for then, when c &#x3E;&#x3E; c*, it is possible to neglect the 1/N term in (2. 16 [13] . We shall then compare our result with the result Edwards [6] obtained by a functional integral calculation and also with the sum-rule (2.20).
From ref. [13] the one-loop corrections to the effective potential are readily calculated. In the limit n -0, the effective potential then becomes (We shall again work in the limit p = 0.) The propagators needed for this calculation are just the correlation functions (2.9) and (2. 10). The parameters t and M can be eliminated in favour of polymer variables by the usual relations and (2.2), which gives Substituting t and M into (2. 26) for r and using (2. 3) , the osmotic pressure is in the limit when 2 vc » IIN For s = 1 (three dimensions), (2.29) becomes
The correction to the mean-field expression is just twice that given by Edwards [6] . I believe that the discrepancy is entirely due to a trivial error in his paper on going from his eq. (3 .16) to (3 .17 16, . it seems unlikely that the conditions for the validity of perturbation theory (v cl') and the neglect of the ternary cluster integral (v &#x3E; pc) will be simultaneously realized, unless fl is anomalously small.
An alternative way of expressing the condition on the utility of perturbation theory is the Ginzburg criterion that [8] It might be thought that a further condition for the validity of perturbation theory would be where in this case rT = I IN. In fact. this is the condition for the validity of Fixman perturbation expansions in dilute solution [14] . For certain quantities (e.g. osmotic pressure, the overall density-density correlation function) in the semi-dilute region the effects of the transverse modes (i.e. those involving rT) are negligible and so no condition of validity other than (2.31) is required. However, in other quantities (such as the overall end-to-end correlation function (2.10)) the influence of the transverse modes is profound and modifies completely the mean-field expressions as given in (2.10).
3. The semi-dilute good solvent region. -In this section we shall obtain an expression. correct to order s= (4 -d [9] , but in an s expansion framework as used by Nelson and Rudnick [8] . (The precise number adopted on the right-hand side of (3.6) is immaterial to order s) [8] . The improved value of the effective potential is then just [8] To order e-1 (N.B. M2 itself is of this order). (3.5) . taking e6',* & # x 3 E ; & # x 3 E ; 1.
which implies which agrees to lowest order in g with (2.29).
In the opposite limit, the good solvent region, Q is large. For the semi-dilute solutions. (3. 9) implies (3. 6) can be re-expressed as which becomes, on substituting for t using the previous equation and for M2 using (3. 8) . just Using the definition of Q(i*) in (3. 5) one can now solve for e't* in the limit when it is large and so get the following result :
(1 /v = 2 -cA. v is the exponent which describes the dependence of the mean-square end-to-end distance on segment number N, viz. ( R 2 &#x3E; -N 2,). (3 ,12) can be substituted into (3.10) 
