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We present the first numerical simulations of gravitational waves (GWs) passing through a potential well
generated by a compact object in 3-D space, with a realistic source waveform derived from numerical relativity
for the merger of two black holes. Unlike the previous work, our analyses focus on the time-domain, in which
the propagation of GWs is a well-posed "initial-value" problem for the hyperbolic equations with rigorous
rooting in mathematics and physics. Based on these simulations, we investigate for the first time in realistic
3-D space how the wave nature of GWs affects the speed and waveform of GWs in a potential well. We find
that GWs travel faster than the prediction of the Shapiro time-delay in the geometric limit due to the effects of
diffraction and wavefront geometry. As the wave speed of GWs is closely related to the locality and wavefront
geometry of GWs, which are inherently difficult to be addressed in the frequency-domain, our analyses in the
time-domain, therefore, provide the first robust analyses to date on this issue based on solid physics. Moreover,
we also investigate, for the first time, the interference between the incident and the scattered waves (the "echoes"
of the incident waves). We find that such interference makes the total lensed waveforms dramatically different
from those of the original incident ones not only in the amplitude but also in the phase and pattern, especially
for signals near the merger of the two back holes.
Introduction. If GWs are far away from the source, GW
signals hµν(~x, t) can be treated by linear theory. The equa-
tions governing GWs are analogous to those of Maxwell’s
equations in the vacuum. GWs hµν(~x, t), therefore, exhibit
wave effects, resembling those of the electromagnetic fields.
One prominent property of the traveling waves is that they are
retarded signals (see e.g. Ref. [1])
hµν(~x, t) =
4G
c4
∫
d3x′
Sµν(~x
′, t− |~x− ~x′|/c)
|~x− ~x′| , (1)
where Sµν(~x′, t) is the energy-momentum tensor of the
source. The retarded signals suggest that GWs travel with
a finite speed. This finiteness leads to a fundamental property
of GWs that the effects of GWs are local: they only affect
regions that have causal connections.
In addition to the locality, another less noticed but impor-
tant property of GWs is that in 3-D space (or odd dimensions)
they obey the strong Huygen’s principle. Unlike in the 2-D
case (or even dimensions), 3-D waves have clear wavefronts
and the signals are "Sharp". A perturbation at a point ~x is vis-
ible at another point ~x′ exactly at the time t = |~x − ~x′|/c but
not later (see Eq. (1)). If GWs are time-finite, the sharpness of
wavefronts means that there will be clear leading and trailing
wavefronts for wave-zones (2-D waves do not have a "Sharp"
trailing wavefront). Huygen’s principle also states that every
point on the wavefront can be considered as the source of sec-
ondary wavelets and the next wavefront is determined by the
envelope of those secondary wavelets. Since the wave speeds
of those secondary wavelets are finite, the propagation of GWs
is local, which is not affected by remote boundaries that do not
have causal connections.
Despite the importance of locality and Huygen’s prin-
ciple of GWs, they have not been properly addressed in
the literature, as most of the previous works focus on the
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frequency-domain [2–22]. Contrary to the common intuition
that the time-domain and frequency-domain are equivalent,
the frequency-domain, indeed, has fundamental limitations to
address some time-domain issues, especially for the locality
of GWs. This is because the Fourier transform assumes infi-
nite spacetime, which requires global information, while the
propagation of GWs is local, which is only valid in part of
the spacetime. Moreover, after the Fourier transforms, the
wave equations in the frequency-domain become elliptic (e.g.
Helmholtz equations), which are specific to the "boundary-
value" problems [23]. The wave functions, in this case, are no
longer determined by initial conditions but by boundary con-
ditions. So to get equivalent results, the boundary conditions
in the frequency-domain have to be consistent with those in
the time-domain, which, indeed, only works for a few limited
cases. If the wave functions in the time-domain themselves
are for "boundary-value" problems, such as steady-state (e.g.
Ref. [24]) or stationary waves (e.g. Ref. [10]), the boundaries
in the frequency-domain can be consistently set. However, if
the wave functions in the time-domain are for "Cauchy" prob-
lems, such as the propagation of GWs, we have to know the
evolution of the wave functions in the first place. For simple
cases, such as finite wavelets traveling in free space, the future
behaviors of the wavelets at infinity can be obtained using the
Green’s functions. The boundaries in the frequency-domain,
in this case, can be consistently set as the radiation boundaries,
like those in the Kirchoff’s diffraction theory for waves in free
space [25]. However, if for a more complicated problem, such
as waves traveling in a potential well, the wave-zones may
have complex geometry in 3-D space (may not even contin-
uous) due to the locality of waves, it is difficult to obtain the
evolution of the wave functions in the first place and, hence,
difficult to set consistent boundaries in the frequency-domain.
In these cases, GWs should be studied in the time-domain di-
rectly.
Besides, the propagation of GWs in the time-domain, itself,
is a well-posed "initial-value" ("Cauchy") problem for hyper-
bolic equations with rigorous rooting in mathematics (see e.g.
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2Ref. [26]). The wave functions in the time-domain are also ex-
plicitly related to local physical laws, such as the conservation
of energy-momentum. Although it is usually difficult to get
analytical solutions in the time-domain due to the complexity
of the wave equations, because of the locality, the propagation
of GWs can be effectively studied using numerical simula-
tions even with a limited simulation domain.
Here, we report the first time-domain simulations of GWs
passing through a compact object using the modern state-of-
the-art numerical technique. Based on our simulations, we
present a robust analysis of how the wave effects, such as
wavefront, interference, diffraction, and locality, affect the
speed as well as the waveforms of GWs when they travel in a
potential well.
Simulation setups and the input waveform. The details
of the numerical method used in this work are presented in our
companion paper [27]. Readers are referred to this paper for
details. A notable feature of our numerical method is that we
numerically solve the wave equations for the scattered waves
δh := h− h˜, instead of the total wave function h
c2∇2δh− ∂
2
∂t2
δh = −4c2ψ ∂
2
∂t2
h˜ , (2)
where c2 = 1/(1−4ψ) is the effective wave speed in the pres-
ence of potential well ψ and h˜ is the original incident waves
travelling in free space from the source, which satisfies
∇2h˜− ∂
2
∂t2
h˜ = 0 . (3)
The above equation has a very simple analytical solution
h˜(x, t) =

Q(t− rc )
4pir
t ≥ r/c
0 t < r/c
, (4)
where r is the radial distance of the wavefront relative to the
source as illustrated in Fig. 1. Q(t − r/c) is the waveform
function. The term t − r/c indicates that the waves are a re-
tarded signals with a wave speed of c.
In this work, the waveform Q(t) is taken as GW radia-
tion from equal-mass non-spin black hole binaries with a total
redshifted mass of M = 105M. The waveform is derived
from numerical relativity [28] and then matched smoothly to
Post-Newtonian inspiral data with 3.5 PN-accurate in phase
and 2.5 PN-accurate in amplitude (see Ref. [29] for a review).
The source is located 100 Mpc away from the scatterer/lens.
For simplicity, we assume that the binary plane is edge-on.
The inclination is 90 degrees. As such, only h+ mode is non-
vanishing. Figure 2 shows the strains at the position of scat-
terer/lense as a function of time (black solid lines in the upper
panel). The zero-point of the time axis is chosen at the epoch
when the two black holes start to merge.
Moreover, since the source term −4c2ψ ∂2∂t2 h˜ in Eq. (2) is
related to the second derivative of the waveforms ∂
2
∂t2 h˜ rather
than the waveforms directly, to accurately get the second
derivative, we first fit the waveform by Chebyshev polyno-
mials up to 200 orders (red dashed lines in the upper panel of
A B
observer
scatterer
FIG. 1. The schematic of GWs scattered/lensed by a compact ob-
ject. The scattered GWs signals are significant only in a short period
near the merger of black hole binaries. If viewed in the Universe,
these signals are geometrically confined in a thin-shell between the
wavefronts A and B. The wave-zone of the signals in 3-D space,
therefore, has a complex geometry relative to the scatterer/lens.
Fig. 2) and then obtain the second derivative from the deriva-
tive of the Chebyshev polynomials (black solid lines in the
lower panel of Fig. 2). Compared with the original wave-
forms, the second derivative waveforms are significant only
near the merger of black hole binaries. Even for massive black
hole binaries as investigated in this work, the signals only last
for ∼ 40 secs. If viewed in the Universe, these signals are
geometrically confined in a thin-shell. The wave-zone of the
signals in 3-D space, therefore, has a complex geometry rela-
tive to the scatterer/lens.
As for the scatterer/lense, we choose the potential ψ of
scatterer/lense as generated by a homogeneous sphere with
a total mass of M = 105M and a Schwarzschild radius as
Rs = 2M . The scatterer/lens is put at the center of the simu-
lation domain. The box size of the simulation domain in this
work is taken as 50 sec along one side. The observer is put at
a distance of r = 43 sec to the left side surface of the simula-
tion box long the direction of the incident waves as illustrated
in Fig. 1. In our simulation, we also choose the leading wave-
front at 65 sec before the merger of the black holes.
Energy conservation. As already noted in the introduc-
tion, unlike in the frequency-domain, the propagation of GWs
in the time-domain is a "Cauchy" problem, which is inherently
local and determined by local physical laws. So it is impor-
tant to check whether waves in our simulations obey the laws
of physics. One important test is the conservation of energy.
A prominent feature of our simulations is that the scheme of
integration for the time evolution is symplectic [27], which
is called the Crank-Nicolson Scheme (also known as the im-
plicit midpoint rule) with second-order accuracy. Although
the scheme is implicit and time-consuming, it is inherently
energy-preserving.
Figure 3 shows the total energy of the scatted waves δh
measured in the simulation box (blue solid lines) versus the
energy generated from the source plus the energy passing
through the surfaces of the simulation box. These two curves
agree very well, meaning that the waves follow the law of the
conservation of energy. The left vertical dashed line indicates
the epoch when the leading wavefront of the incident wave
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FIG. 2. The strains of GWs at the scatterer/lense as a function of
time (black solid lines in the upper panel). The source is assumed
to be generated by GW radiation from equal-mass non-spin black
hole binaries located 100 Mpc away from the scatterer/lense. The
waveforms are derived from numerical relativity and then matched
smoothly to Post-Newtonian inspiral data with 3.5 PN-accurate in
phase and 2.5 PN-accurate in amplitude. The zero-point of the time
axis is chosen at the epoch when the two black holes start to merge.
As the source term in Eq. (2) is related to the second derivative of
the incident waveform, the waveform is first fitted by the Cheby-
shev polynomials up to 200 orders (red dashed lines in the upper
panel) and then the second derivative waveforms are obtained from
the derivative of the Chebyshev polynomials (black solid lines in the
lower panel).
enters the simulation box, for which we set as zero, while
the right one indicates the epoch when the leading wavefront
leaves the simulation box.
Diffraction and the wave speed of the scattered waves.
From Eq. (2), it can be known that the scattered waves travel
slower than those in the free space due to the presence of the
potential well (see the wave speed c2 = 1/(1 − 4ψ)). This
phenomenon is known as the Shapiro time-delay [30]. From
Eq. (2), it can also be known that the Shapiro time-delay does
not explicitly depend on the frequency of the incident waves,
as the wave speed of the scattered waves is solely determined
by the potential c2 = 1/(1 − 4ψ). If the scattered waves are
planar and ψ is a constant, the results on the speed of waves
are consistent with those from the geometric limit. However,
if ψ is not a constant and the wavefront has a complex ge-
ometry relative to the scatterer/lens, a great complexity comes
in because waves far away from the center of the scatterer
travel faster than those in close proximity to the center. In
the geometric limit, these rays do not affect each other. How-
ever, due to Huygen’s principle, every point on the wavefront
can be considered as the source of secondary wavelets. These
secondary wavelets can spread out in the forward direction.
Thus, waves along faster rays may spread out to the slower
ones, which, in turn, can boost the wave speed along with the
slower rays. Moreover, because of the Shapiro time-delay and
the geometry of the wavefront relative to the potential well,
the secondary wavelets have different wave speeds along dif-
ferent directions. As a result, unlike in the free space (no grav-
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FIG. 3. Energy conservation for the scattered wave δh. The blue
lines represent the total energy of the scatted waves δh measured in
the simulation box. The red lines are the total energy generated by the
source plus the energy passing through the surfaces of the simulation
box. The dotted vertical lines indicate the epochs that the leading
wavefront of the incident waves enters (left one) and leaves (right)
the simulation box.
itational potential), a "sharp" wavefront may no longer keep
"sharp" but, instead, spread into complicated wave zones.
Figure 4 compares the scattered waveforms δh (red solid
line) and the original incident waveforms h˜ (black solid line)
at the position of the observer. As the observer is collimated,
in this case, the only possible physical mechanism to delay
the scattered waves is the Shapiro time-delay (no geomet-
ric delay). Next, we shall demonstrate that the change in
the wave speed is due to diffraction. To do this, we show
the incident waveforms shifted by the Shapiro time-delay
∆tShapiro = 2
∫ ro
ri
ψdr as the black dashed line in Fig. 4,
where ri is the position of the surface of the simulation box
and ro is the position of the observer. Note that the Shapiro
time-delay is fortime-delay the geometric limits. The black
dashed line in Fig. 4, therefore, gives the maximum possi-
ble of the time-delay. Clearly, due to the effect of diffrac-
tion, which boosts wave speed, the time-delay in the scat-
tered waveforms δh is always less than the amounts due to the
Shapiro time-delay (comparing the red curve with the dashed
one). The difference is larger for the low-frequency signals,
which means that the low-frequency signals travel faster than
those of the geometric limit due to the stronger diffraction ef-
fect. However, the difference is smaller for the high-frequency
signals near the merger of the black holes. The red curve in
this case almost coincides with the dashed one, which means
that the delay in the high-frequency signals is near the geo-
metric limit due to the smaller diffraction effect.
Interference between the incident and the scattered
waves. As already noted, a "sharp" wavefront may no longer
be "sharp" in a potential well. An equivalent way to un-
derstand this is that the incident wave can be considered as
a source (see. Eq. (2)), which triggers a series of scattered
waves when passing through a potential well. Just like sound,
these scattered waves can be considered as the "echoes" of the
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FIG. 4. The effect of diffraction on the speed of GWs. Red and
black solid lines are for the scattered waveforms δh (red) and the
original incident waveforms h˜ (black) at the position of the observer.
The black dashed line shows the incident waveforms shifted by an
amount of Shapiro time-delay ∆tShapiro (see the text for details).
The Shapiro time-delay are for the geometric limit, which gives the
maximum possible time-delay. The difference is larger for the low-
frequency signals (red and black dashes lines), which means that
the low-frequency signals travel faster than those of the geometric
limit due to the stronger diffraction effect. However, the difference
is smaller for the high-frequency signals near the merger of black
holes. The red curve in this case almost coincides with the dashed
one, meaning that the time-delay in the high-frequency regimes is
near the geometric limit due to the smaller diffraction effect.
incident wave. Due to the interference, these "echoes" can
blur the original signal, making it no longer "sharp".
Figure 5 shows the total lensed waves h = δh + h˜ at the
observer as a function of time (solid line). Compared with
the unlensed original incident waves (dashed line), the wave-
forms of the total lensed waves change dramatically not only
in the amplitude but also in the phase and pattern. In the low-
frequency regime, the amplitude of the total lensed waveform
is similar to those of the incident waves. In the high-frequency
regime, due to the lensing effect, the amplitude is much higher
than those of the incident waves and the phase-shift is stronger
as well due to the Shapiro time-delay.
Conclusions. We present the first numerical simulations of
GWs passing through a potential well generated by a mas-
sive compact object. Unlike the previous analyses in the
frequency-domain, which implicitly involve assumptions on
the future behaviors of GWs at infinity, our simulations are in
the time-domain. An advantage of the time-domain is that the
propagation of GWs is local and is a well-posed "initial-value"
problem for the hyperbolic equations with rigorous rooting in
mathematics. Moreover, the wave equations are explicitly re-
lated to the well established physical laws, such as the con-
servation of energy-momentum. Our simulations, therefore,
do not involve implicit unphysical assumptions and are solely
based on first-principles calculations. Moreover, on the tech-
nical side, our simulations adopt the finite element method,
which has a rigorous theory for numerical error control. Our
simulations also adopt a symplectic scheme for the time evo-
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FIG. 5. The total lensed waves h = δh + h˜ at the observer as a
function of time (solid line). Compared with the unlensed original
incident waves (dashed line), the waveforms of the total lensed waves
change dramatically not only in the amplitude but also in the phase
and pattern, especially near the merger of two black holes.
lution, which is inherently energy-preserving. Our numerical
results, therefore, are robust (see our companion paper [27]
for details).
Based on these simulations, we investigate, for the first
time, the impact of the locality and wavefront geometry on
the waveforms of GWs in 3-D space when they travel in a po-
tential well. We find that, contrary to the claim in Ref. [31],
diffraction and the geometry of wavefront have dramatic ef-
fects on the speed of waves. The stronger the diffraction, the
more easily the scattered waves along a faster ray can spread
over the slower ones, which boosts the speed of the slower
rays. The amounts of boost strongly depend on the wave-
length. We find that in low-frequency regimes, the boost of
wave speed is significant, and the shift on the phase is smaller.
However, in the high-frequency regimes, the boost is less sig-
nificant and the phase-shift is close to the maximum delay pre-
dicted by the Shapiro time-delay in the geometric limit. In
addition to the wave speed, we also investigated the interfer-
ence between the incident and the scattered waves. Unlike the
previous analyses (e.g. Ref. [32]) that only consider the scat-
tered waves (see the explanations in Ref. [27]), we find that
such interference makes the total lensed waveforms dramati-
cally different from those of the original incident waveforms
(see Fig. 5) not only in the amplitude but also in the phase
and pattern, especially near the merger of the two back-holes.
This unique feature makes it much easier to be identified in
future observations, such as eLISA [33], DECIGO [34], and
Pulsar Timing Arrays (PTA) [35].
ACKNOWLEDGEMENT
J.H.H. acknowledges support of Nanjing University and
part of this work used the DiRAC@Durham facility man-
aged by the Institute for Computational Cosmology on be-
half of the STFC DiRAC HPC Facility (www.dirac.ac.uk).
5The equipment was funded by BEIS capital funding via STFC
capital grants ST/K00042X/1, ST/P002293/1, ST/R002371/1
and ST/S002502/1, Durham University and STFC operations
grant ST/R000832/1. DiRAC is part of the National e-
Infrastructure.
[1] S. Weinberg, Gravitation and cosmology: principles and appli-
cations of the general theory of relativity (John Wilry and Sons,
Inc., 1972).
[2] S. Deguchi and W. D. Watson, Phys. Rev. D 34, 1708 (1986).
[3] A. K. Meena and J. S. Bagla, (2019), arXiv:1903.11809 [astro-
ph.CO].
[4] S. Deguchi and W. D. Watson, Astrophys. J. 307, 30 (1986).
[5] P. Schneider, J. Ehlers, and E. E. Falco, Gravitational Lenses
(Springer, 1992).
[6] A. A. Ruffa, The Astrophysical Journal 517, L31 (1999).
[7] F. De Paolis, G. Ingrosso, A. A. Nucita, and A. Qadir, Confer-
ence on Astronomical Telescopes and InstrumenationWaikoloa,
Hawaii, August 22-28, 2002, Astron. Astrophys. 394, 749
(2002), arXiv:astro-ph/0209149 [astro-ph].
[8] R. Takahashi and T. Nakamura, Astrophys. J. 595, 1039 (2003),
arXiv:astro-ph/0305055 [astro-ph].
[9] T. T. Nakamura and S. Deguchi, Progress of Theoretical Physics
Supplement 133, 137 (1999).
[10] T. Suyama, R. Takahashi, and S. Michikoshi, Phys. Rev. D72,
043001 (2005), arXiv:astro-ph/0505023 [astro-ph].
[11] P. Christian, S. Vitale, and A. Loeb, Phys. Rev. D98, 103022
(2018), arXiv:1802.02586 [astro-ph.HE].
[12] D. J. D’Orazio and R. Di Stefano, (2019), arXiv:1906.11149
[astro-ph.HE].
[13] A. F. Zakharov and Y. V. Baryshev, Classical and Quantum
Gravity 19, 1361 (2002).
[14] L. Dai and T. Venumadhav, (2017), arXiv:1702.04724 [gr-qc].
[15] K. Liao, M. Biesiada, and X.-L. Fan, Astrophys. J. 875, 139
(2019), arXiv:1903.06612 [gr-qc].
[16] D. L. Jow, S. Foreman, U.-L. Pen, and W. Zhu, (2020),
arXiv:2002.01570 [astro-ph.HE].
[17] J.-P. Macquart, Astron. Astrophys. 422, 761 (2004),
arXiv:astro-ph/0402661.
[18] T. T. Nakamura, Phys. Rev. Lett. 80, 1138 (1998).
[19] L. Dai, S.-S. Li, B. Zackay, S. Mao, and Y. Lu, Phys. Rev. D
98, 104029 (2018), arXiv:1810.00003 [gr-qc].
[20] Z. Cao, L.-F. Li, and Y. Wang, Phys. Rev. D 90, 062003 (2014).
[21] C.-M. Yoo, T. Harada, and N. Tsukamoto, Phys. Rev. D 87,
084045 (2013), arXiv:1302.7170 [gr-qc].
[22] Y. Nambu, S. Noda, and Y. Sakai, Phys. Rev. D 100, 064037
(2019), arXiv:1905.01793 [gr-qc].
[23] P. Grisvard, Elliptic problems in nonsmooth domains (Pitman
Advanced Pub. Program Boston, 1985).
[24] P. C. Peters, Phys. Rev. D 9, 2207 (1974).
[25] R. Barrar and E. Copson, The mathematical theory of Huygens’
principle 2d ed (Oxford, 1950).
[26] C. Grossmann, H.-G. Roos, and M. Stynes, Numerical treat-
ment of partial differential equations, Vol. 154 (Springer, 2007).
[27] J.-h. He, (2019), arXiv:1912.00325 [gr-qc].
[28] J. G. Baker, M. Campanelli, F. Pretorius, and Y. Zlochower,
Class. Quant. Grav. 24, S25 (2007), arXiv:gr-qc/0701016.
[29] L. Blanchet, Living Rev. Rel. 17, 2 (2014), arXiv:1310.1528
[gr-qc].
[30] I. I. Shapiro, Phys. Rev. Lett. 13, 789 (1964).
[31] T. Suyama, (2020), arXiv:2003.11748 [gr-qc].
[32] R. Takahashi, The Astrophysical Journal 835, 103 (2017).
[33] P. A. Seoane et al. (eLISA), (2013), arXiv:1305.5720 [astro-
ph.CO].
[34] S. Sato et al., Journal of Physics: Conference Series 154,
012040 (2009).
[35] G. Hobbs, A. Archibald, Z. Arzoumanian, D. Backer,
M. Bailes, N. D. R. Bhat, M. Burgay, S. Burke-Spolaor,
D. Champion, I. Cognard, W. Coles, J. Cordes, P. Demorest,
G. Desvignes, R. D. Ferdman, L. Finn, P. Freire, M. Gon-
zalez, J. Hessels, A. Hotan, G. Janssen, F. Jenet, A. Jess-
ner, C. Jordan, V. Kaspi, M. Kramer, V. Kondratiev, J. Lazio,
K. Lazaridis, K. J. Lee, Y. Levin, A. Lommen, D. Lorimer,
R. Lynch, A. Lyne, R. Manchester, M. McLaughlin, D. Nice,
S. Oslowski, M. Pilia, A. Possenti, M. Purver, S. Ransom,
J. Reynolds, S. Sanidas, J. Sarkissian, A. Sesana, R. Shannon,
X. Siemens, I. Stairs, B. Stappers, D. Stinebring, G. Theureau,
R. van Haasteren, W. van Straten, J. P. W. Verbiest, D. R. B.
Yardley, and X. P. You, Classical and Quantum Gravity 27,
084013 (2010), arXiv:0911.5206 [astro-ph.SR].
