The modes' reconstruction into the stochastic and deterministic components is proposed for forecasting the crude oil prices with the concept of ''divide and conquer'' and modes reconstruction. It is to reduce the complexity in the computation and to enhance the forecasting accuracy of the decomposition ensemble technique. Under the framework of ''divide and conquer'', the decomposition and ensemble methodologies of forecasting power successfully improves with the proposed model based on the modes' reconstruction. The corresponding reconstruction is using average mutual information (AMI). The proposed procedure is based on four layers i.e. complex data decomposition, reconstruction of modes into components, the prediction of each individual component and assembling the final prediction. In the proposed procedure, the modes of the stochastic component are analyzed thoroughly as it influences the prediction results significantly. For verification and illustration purposes, the case study of Brent and West Texas Intermediate (WTI) daily crude oil prices data are used, and the empirical study confirms that the outcomes outperform all the considered benchmark models, including auto-regressive integrated moving average (ARIMA) model, generalized autoregressive conditional heteroscedasticity (GARCH) model, NAÏVE model, ARIMA Kalman Filter model. This outcome is achieved, with the reconstruction decomposition ensemble (RDE) model along stochastic and deterministic components. Hence, it is concluded that the proposed model achieved higher forecasting accuracy and takes less computational time with the modes' reconstruction as opposed to using all the decompose modes.
I. INTRODUCTION
Nowadays, the important role of crude oil price forecasting in the global energy and economic system has become an appealing issue within data analysis and forecasting. Yu et al. [1] fully proven that the crude oil price forecasting has become increasingly challenging. Crude oil prices varied greatly, like other commodities due to market factors such as demand and supply. On another side, crude oil is treated as a special energy resource, so its prices are highly influenced by some other exogenous variables, e.g. irregular or random events [2] , speculation activities [3] , global economic activities [4] , social and political behaviours [5] There, The associate editor coordinating the review of this manuscript and approving it for publication was Halil Ersin Soken . the effect of these variables, are difficult to quantify in the crude oil market environment. Therefore, this paper focuses on forecasting crude oil prices with high accuracy by reducing the stochastic uncertainty.
In the last two decades, typical statistical tools and econometric methods have been used for forecasting crude oil prices [6] , such as the generalized autoregressive conditional heteroscedasticity (GARCH) models, autoregressive moving average (ARIMA) models, linear regression, naïve random walk, error correction model (ECM), and vector autoregressive (VAR) models. Apart from that, computational approaches such as artificial neural networks (ANN), decomposition-ensemble techniques of wavelet decomposition, empirical mode decomposition (EMD) and ensemble empirical mode decomposition (EEMD) have also been used.
Xiang and Zhang used ARIMA and predicted the Brent monthly crude oil price and proved that ARIMA (1, 1, 1) attained the best results [7] . ARIMA model has been widely used as a time series method and considered a benchmark for forecasting models for crude oil prices [8] - [11] . Another widely used method is GARCH. GARCH model was employed [12] for Brent crude oil price volatility and a semiparametric based design model on the bootstrap approach to forecast the crude oil price. With structural breaks, the conditional volatility of crude oil prices was forecasted [13] .
It is also proven that hybrid models enhanced forecasting accuracy. Zhang and Zhang [14] introduced a hybrid method for crude oil price volatility forecasting and it is well performed especially in a longer time horizon. The hybrid model is consisted of hidden Markov, least squares support vector machine (LSSVM) and GARCH. Besides these, the hybrid models for crude oil market volatility were also tested using the regime-switching GARCH models [15] . However, the findings have proven that single regime GARCH models are the best as opposed to regime switching GARCH models. Nowadays decomposition procedures are popular in the financial markets because these techniques are more flexible and generate a high level of accuracy. Recently, modified decomposition ensemble technique is used for forecasting crude oil prices such as [16] which suggested EEMD based technique to enhance forecasting accuracy, reduce complexity in computation and time consumption. Similarly, complementary ensemble empirical mode decomposition (CEEMD) and extended extreme learning machine (EELM), a novel technique proposed by [17] . With the Brent and WTI crude oil spot prices as sample data, the empirical results reveal that the novel CEEMDbased EELM ensemble model statistically outperforms all listed benchmark models including the ARIMA and ANN. Furthermore, [18] also proposed an interval decomposition ensemble learning paradigm (IDELP) to predict the intervalvalued crude oil price by assimilating bivariate-EMD, interval multilayer perceptron (MLP) and interval exponential smoothing method. The empirical result reveals superiority of the proposed IDELP approach. Aamir, et al. [19] also used the decomposition ensemble model for prediction of the crude oil prices and assured their superiority with reconstructing the IMFs into components using the ARIMA model. Furthermore, to see the impact of investor sentiment on crude oil market risks wavelet decomposition ensemble model was used by [20] . Similarly, for forecasting crude oil prices mixed data sampling (MIDAS) models were also incorporated and checked that the high-frequency stock market data may be helpful [21] . The analysis has proved that the MIDAS model using the high frequency data outperformed the ordinary model. From all the above studies, it is concluded that the decomposition and ensemble strategies can work well for prediction of crude oil prices which enhances the model performance.
The models based on the decomposition and ensemble strategy are well modeled by the crude oil price complex data as compared to the single models. However, due to the decomposition process, another issue arises due to the model complexity, computational time, and cost because the time series is decomposed into more than one independent modes. To handle all the decomposed modes, it is a time-consuming job and may provide poor prediction results. To solve this issue, the reconstruction of modes has been introduced as an additional phase before applying the model to the individual mode. In the reconstruction phase, the decomposed modes are grouped for further analysis. Currently, few researchers have highlighted this issue and they have modified the decomposition ensemble models. The modified models have successfully shown good results, reducing computational cost and enhancing the forecasting accuracy. Shu-ping, et al. [22] integrated a novel technique of reconstructing decomposed mode obtained from EMD by implementing the run-length judgment procedure. They divided the modes into different frequency components (i.e. high, medium, low and trend) which leads to a promising approach and outperformed the model which was applied to individual components. Based on the above studies, modes reconstruction is an important topic and it is strongly recommended to develop such technique which reconstruct the decomposed modes into a meaningful component to capture some more hidden data dynamics.
The aim of this paper is to improve the performance of the existing decomposition ensemble techniques especially by reconstructing the decomposed modes into stochastic and deterministic components. The concept of modes' reconstruction into stochastic and deterministic components was introduced by.Rios and De Mello [23] . They reconstructed the decomposed modes of EMD into two components by using the recurrence plot and mutual information. The concept of reconstructing the modes into two components confirmed the improvements in the time series modeling. Recently,.Aamir and Shabri [24] also reconstruct the decomposed modes based on ARIMA model into two components and concluded that the reconstructed modes produced smaller prediction errors as compared to use all modes. In this paper for decomposition purpose the EEMD technique is used, the most popular among its variants [25] . For the ensemble, several pieces of research [9] , [17] , [19] , [26] have shown that the addition operation can achieve satisfactory results for time series forecasting. The proposed model in this study enhances forecasting accuracy of the decomposition-ensemble models by reconstructing their modes. Generally, the proposed methodology involved four steps including data decomposition, reconstruction of modes based on AMI into two components (stochastic and deterministic), prediction of each individual component and assembling for the final prediction of the original series. Next, at the stage of individual mode prediction, the hybrid ARIMA Kalman Filter (KF) model was employed to all stochastic modes and one deterministic mode. The model ARIMA-KF model recently used by [27] for forecasting crude oil prices and outperforms the individual ARIMA and ARIMA-GARCH models. In the last ensemble step, all the individual predicted values are summed to obtain the forecasting results. As a case study, for verification and illustration purposes the Brent and WTI daily crude oil prices data are used. For comparison purposes, the most popular ARIMA model, GARCH model, NAÏVE model, hybrid ARIMA-KF model, without the RDE model, and with RDE model (only stochastic and deterministic components) are used as the benchmark models.
To further improve the forecasting efficiency and effectiveness, in this paper, we aim at proposing a novel method of the use of decomposed modes obtained from EEMD. The main contributions of this paper are as follows: (1) A new forecasting approach for crude oil prices of utilizing the reconstructed modes was proposed, following the wellknown ''decomposition and ensemble'' framework. To the best of our knowledge, this is the first time that modes are reconstructed in this format and used for times series forecasting. (2) On publicly accessible Brent and WTI crude oil prices extensive experiments were conducted on crude oil prices, and it was shown that the proposed approach outperformed several state-of-the-art methods for forecasting crude oil prices (3) We further analyzed the characteristics of the stochastic component which needs more attention which can help in significantly improving the forecasting accuracy of the crude oil prices.
The rest of the work in this paper is organized as mentioned in section II. The section contains the material used in this study, the description of methods, and the analysis of the empirical results. The discussion on the results is presented in section III while section IV concludes the finding of the paper and suggestion for future research works.
II. FRAMEWORK AND MATERIAL A. FRAMEWORK OF THE STUDY
The framework or steps used in the study are as follows:
1) The original time series is decomposed into IMFs using the EEMD technique.
2) The IMFs are divided into two components according to their influences i.e. stochastic and Deterministic based on AMI.
3) The best ARIMA model is chosen for each stochastic IMF and deterministic component using Box-Jenkins methodology and obtain the parameter estimates which is used as an input for the KF model. 4) The output of the KF model of each stochastic IMF and deterministic component is simply added to obtain the forecasted values. Lastly, the premeditated methods are compared to check which model provides more accurate forecasts. The framework of the study is demonstrated in Figure 1 .
B. METHODS
The list of the methods used in this study are outlined as follows:
1) ENSEMBLE EMD (EEMD)
Wu and Huang [28] introduce a new version of the famous decomposition technique namely the EMD which was initially developed by [29] by adding some noise to the frequency-modulated parameters. The EMD is basically an adaptive technique that divides the original non-stationary and non-linear signal into different components without the prior information of the original signal. The numbers of extracted components from the data are called intrinsic mode functions (IMFs). The IMFs are the signals having zero mean and well-acted of slow and fast oscillation demarcated by two conditions [28] , [29] :
1) Over the complete length of each extracted signal, the number of zero crossings and the number of extrema must not differ more than 1.
2) The mean value of the signal at any point which is defined by the lower and upper envelope will always be equal to zero. Withholding these two restrictions, meaningful IMFs can be extracted from the original signal. The original time series Y t can be easily obtained from the decomposed components by simply adding all the IMFs as follows:
For more detailed work on EMD as well as on the stopping criterion see [29] , [30] . Wu and Huang [28] mentioned that the EMD still has the problem of mode mixing and to overcome this problem they have introduced the EEMD technique. Using the properties of the EMD technique, the EEMD procedure can be described as follows: 1) A white noise series is added to the targeted data.
2) The IMFs from the added white noise data is obtained.
3) With a different white noise series, the steps (1) and (2) are repeated for each time. 4) Thus, the ensemble corresponding IMFs of the decomposed series is obtained.
2) ARIMA MODEL
From the last fifty years, the Box-Jenkins procedure is a common methodology for the analysis of time series applications [31] , [32] , which was initially presented by Box and Jenkins [33] . An expression of the ARIMA model is shown in equation (2).
where α i , β i representing the parameters of the ARIMA model, t is the white noise process with zero mean and variance, σ 2 . t−i represents the previous error terms while p and q are the order of the respective terms. A comprehensive detailed description and theoretical background of the ARIMA model can be found in [32] .
3) EEMD-ARIMA MODEL WITHOUT RECONSTRUCTION
The EEMD-ARIMA model uses all the IMFs obtained from EEMD. This model is also called without the reconstruction decomposition ensemble (RDE) model. In this technique, all IMFs are modelled and used for forecasting purposes. The EEMD-ARIMA procedure can be summarized in the following three steps [34] . 1) Decomposed the original time series Y t (t = 1, 2, · · · T ) into n components (IMFs) IMF j (t)(j = 1, 2, · · · , n).
2) The best ARIMA model is chosen for all the extracted IMFs and model the respective series accordingly and make the prediction of every series. 3) Lastly, the forecasted results of all IMFs are summed, and the output of the targeted time series are obtained. The purpose of decomposition is to simplify the job of forecasting while the purpose of the ensemble is to reformulate the decomposed component into one series for forecasting the original data. The flow chart of the without RDE models (i.e. EEMD-ARIMA and EEMD-ARIMA-KF) are shown in Figure 2 .
4) EEMD-ARIMA MODEL WITH RECONSTRUCTION
The aim of this study is to detach the decomposed IMFs of EEMD into stochastic and deterministic components to forecast the model observations with high accuracy. Hence, a method or approach is required which permits the influence of deterministic and stochastic components separately. VOLUME 7, 2019 The cut-off points of the series are analyzed from two components i.e. stochastic and deterministic varies from series to series. Hence, to estimate it automatically, there are generally two approaches used which are the Recurrence Plot (RP) [35] , [36] and the Mutual Information (MI) [37] , [38] . In this study, the second approach MI is used for obtaining the stochastic and deterministic components because of the simplicity and non-parametric behavior.
MI criterion was proposed by Shannon [38] , [39] . The MI between two variables X 1 and X 2 presented in equation 3, where f X 1 ,X 2 (x, x 2 ) is the joint density function of X 1 and X 2 , and their marginal density functions are denoted by f X 1 (x 1 ) and f X 2 (x 2 ) respectively [39] .
After applying the equation (3),
Formally, these two components are defined by the following equations.
To reobtain the original series, the stochastic and deterministic components are simply added. i.e. Y t = SC (t) + DC(t).
The model EEMD(S+D)-ARIMA will be fitted for both crude oil prices and investigated if these two components provide enough evidence for better forecasting. Finally, AMI is a very promising approach for dividing the decomposed IMFs into stochastic and deterministic components because of its non-parametric structure.
5) ARIMA KALMAN FILTER MODEL
To be more accurate in time series forecasting, applications of Kalman Filter model [40] was used to handle the stochastic uncertainty. Nowadays in many applications, the KF model is used such as in the metrological applications for forecasting the wind speed data [41] and crude oil prices [27] . The AR-KF model is used to maintain simplicity instead of the hybrid model of ARIMA-KF when the parameters equal zero of the MA and integration terms [41] - [43] . In this study, a hybrid model of ARIMA-KF was initiated through KF and ARIMA (p, d, q). ARIMA model can be re-written in the state-space required for KF works in two equations. One is called the state equation (SE) and another observation equation (OE) and presented as follows:
where S t is the r-dimensional state vectors. The input variables used for the ARIMA model and the state vector elements are the same, which is used in equation (2) irrespective of the parameters on the right side of the equation.
In equation (7),
T is the observation vectors and the same as the output series presented in the lefthand side of equation (2) and w t is the white noise process and normally distributed with zero mean and W variance. i.e.
and r = max(p, q + 1), where α r = 0 for r > p and β r = 0 for r > q + 1. After initializing the above matrix, the method is practically very simple for both models i.e. ARIMA-KF, and EEMD-ARIMA-KF. The equation (6) & (7) was used for forecasting the crude oil price when it is fully initialized using the KF recursion, for more detailed see [41, 44] . By observing the state equation in (6), the state-vector combined both linear and non-linear components of the ARIMA model. Due to this combination of linear and non-linear components, the accuracy of the crude oil price forecasting increased by reducing the uncertainty. The OE represents the fitted time series or more specifically the forecasting values. The forecasting error will be computed for the KF model using the observation equation and will be used at the forecasts evaluation stage 
C. CRITERION FOR FORECAST EVALUATION
The forecasting capacity of the proposed model EEMD(SD)-ARIMA-KF in this study should be measured by using the six different criterions and defined as follows:
3) MEAN ABSOLUTE PERCENTAGE ERROR (MAPE)
where n represents the total number of predictions,Ŷ t is used for the forecasted value and Y t used for the original value at a given time. The mentioned three methods are more common for forecasting accuracy, but these methods only measure the level of prediction, not the prediction direction. The directional predictions are more suitable for business purpose because the investors are more interested in the trend of the market. Directional statistic (DS) is used for the directional forecasting accuracy of the competing models [9, 45] , defined as follows:
where
and n represent the total number of predictions. Obviously, the lower the RMSE, MAE, and MAPE values, the higher the prediction accuracy is. In contrast, the higher the DS and NADF values, the more accurate the direction prediction of the model. Next, we utilized the Diebold-Mariano (DM) statistic to compare the prediction errors of the two models.
the predicted values obtained by the first model, whereas f 2,t obtained by the second model. The only assumption of DM statistic is that the two models have an equal number of predictions. Figure 3 . From Figure 3 it is observed that there is no seasonal effect on either of the data sets except the trend and random effect, both data sets are observed daily and exhibited yearly on the graphs.
III. RESULTS AND DISCUSSIONS

B. EEMD MODEL
EEMD depends on the two parameters which directly affect the performance of this procedure and should be fixed before using EEMD. The two parameters are the number of ensembles and the magnitude of the white noise. The statistical rule which is already established among them are the ensemble size m, added white noise µ and the error term e m and presented in equation (14) [28] . EEMD procedure was employed in this work with the added white noise amplitude equals 0.20 times of the sample standard deviation and the ensemble number was equal to 100.
EEMD technique is employed in this work by using the above description and decomposed the two crude oil series in different IMFs accordingly. The R package ''Rlibeemd'' is used IMF has the highest frequency, maximum amplitude, and the lowest wavelength. The 2 nd IMF has a smaller frequency and amplitude and larger wavelength as compared to the 1 st IMF and the same procedure follows till the last IMF in which the frequency and amplitude become smaller and the corresponding wavelength increases. The last IMF varying slowly around the long-term average. Hence, EEMD provides the physically meaningful decomposition, all the decompositions are independent and have a different scale for every instant and all neighboring instants are physically consistent [47] . From IMF 1 st to 5 th strong variability around the mean in both figures but have no indication of seasonality and cyclical variations. After the 5 th IMF, the rest of the IMFs have low variability and slowly varying around the mean. The last residue term indicates the overall trend of both crude oil price series. Thus, these decomposition results will help to improve the forecasting accuracy of the crude oil prices.
C. SINGLE MODELS
In this section, the single models will be computed. As a benchmark, the best ARIMA models for Brent and WTI crude oil prices are computed. The best-chosen model for Brent series was ARIMA (5,2,0) and for WTI ARIMA (3,1,2) , the R package forecast is used for ARIMA model selection and computations [48] . Next is the selection of the GARCH model based on AIC values for both data sets. For Brent crude oil price, the best model was GARCH (1,1) and for WTI GARCH (0,1). For GARCH modelling the data converted to the log returns. The formula for the log-returns is Z t = ln Y t Y t−1 and for the final forecasting the data converted again to the original units. Next is the NAÏVE model in which the current value is used as forecast for the next observation. i.e.ŷ t+1 = y t . The p-values of Table 1 justified that all parameters of the ARIMA and GARCH model are statistically significant at 1% level of significance for both Brent and WTI crude oil prices series. For comparison purposes, the forecasting accuracies are placed in Table 5 of both Brent and WTI crude oil price series.
D. AVERAGE MUTUAL INFORMATION
The EEMD produced IMFs in a pattern that the first IMF has a maximum frequency as compared to the next IMF and vice versa. Thus, the EEMD works as a frequency filter, by removing the components from a high to low frequencies. So, the next IMF produced by EEMD has a less stochastic and more deterministic influence, which permits us to make two components stochastic and deterministic as it is necessary for this study. See appendix A for details on AMI.
The plots of AMI are presented in Figures 6 and 7 respectively for all IMFs. From the visual inspection of Figures 6 and 7 , it is noted that the plot of the AMI follows the same pattern after 5 th IMF to the last IMF and reveals the deterministic structure of the IMFs per the definition of AMI that the future observations depend on the past observations. The IMFs from 1 st to 5 th follows a stochastic pattern because all these 5 IMFs follows a different pattern and reveals that there are no dependencies of the future observations on the past observations. Thus, from Figures 6 and 7 , the IMFs can be divided into two components i.e. stochastic and deterministic. The stochastic component consisting of the first five IMFs, while the deterministic component of the last seven IMFs for both data sets. Next, for stochastic component combined all stochastic IMFs while for deterministic summed all deterministic IMFs. The two components are shown in Figures 8 and  9 for both Brent and WTI data sets. 
E. ARIMA-KF MODEL
ARIMA-KF model can be created once the ARIMA modeling performed for the time series under study. Box-Jenkins Methodology was applied to time series when the stationarity of the data is achieved. To handle the stochastic variability and to get more accurate forecasts for the crude oil price KF model was used. Initially, KF needs the starting values for recursions purpose so the estimated values of ARIMA parameters shown in Table 1 are used. The KF model equations which are SE in (6) & OE in (7) can be expressed in appendix B for the Brent crude oil price using the formulations discussed in the previous subsection. For KF the R software package ''dlm'' is used [51] .
Once the SE and OE of the Brent and WTI crude oil prices are initialized, KF recursion is used for crude oil price forecasting as mentioned by [44] . The SE of the KF recursion combined the linear and non-linear components of the ARIMA model. Due to the combination of the linear and non-linear components helps in improvement of the crude oil prices forecasting accuracy and capable of handling the stochastic uncertainty among the crude oil prices data. The OE represents the fitted series and it is also used for the measurement of forecasting error.
F. EEMD(S+D)-ARIMA-KF MODEL
In this study, the proposed method for forecasting the crude oil price is EEMD based on the stochastic and deterministic components with Kalman Filter. Initially, the time series decomposed into IMFs by EEMD, the next AMI method is used to divide the IMFs into stochastic and deterministic components. Our focus on the stochastic component because it contributes more variation as compared to deterministic. From Table 2 it is observed that RMSE of stochastic component for Brent is 0.684 while for deterministic it is 0.006 of training data. For WTI the RMSE of stochastic component is 0.981 while for deterministic it is 0.165. The RMSE of stochastic component for Brent is 1.452 while for deterministic it is 0.015 of testing data. For WTI the RMSE of stochastic component is 1.358 while for deterministic it is 0.250. So, the stochastic component has more variability as compared to the deterministic component. Which grabs our attention to work with stochastic component because it contributed more than 85% of the total variability among crude oil prices. Table 2 shown the fitted and forecasting accuracy measurement for both Brent and WTI crude oil prices for stochastic and deterministic components. Table 3 shown the order of ARIMA models of all IMFs obtained from EEMD of both crude oil prices. For the EEMD-ARIMA model, these orders of the ARIMA model were used. The model EEMD-ARIMA also called without the RDE model.
G. EEMD(SD)-ARIMA-KF MODEL
To reduce the stochasticity in the stochastic component of reconstructed IMFs we modelled separately every IMF being part of the stochastic components. It is expected that individually modelling the stochastic IMFs will provide more accurate forecasts as compared to handle all stochastic IMFs as a single component. In both data sets the stochastic component consisting of the first five IMFs. The ARIMA model is used to set the starting values for KF recursion, Table 3 presented the order of ARIMA model of each stochastic IMF, deterministic component (DC) and stochastic component (SC) with their parameters' estimates of the AR and MA terms of both Brent and WTI crude oil price series. After initializing the KF model for each IMF of the training set the same procedure is used for forecasting the individual IMF discussed above. To get the forecasts for the original data, all KF model output of each individual IMF and the output of the deterministic component are added. The last output column vector of the model EEMD(SD)-ARIMA-KF is subtracted from the original series to get the forecast error. Table 5 shown the forecasting accuracy measures of all models. The EEMD(SD)-ARIMA-KF model also called the with RDE model with stochastic and deterministic components.
H. RESULTS DISCUSSION
To evaluate the performance of the proposed model EEMD(SD)-ARIMA-KF six quantitative performance evaluation measures are employed consisting of RMSE, MAE, MAPE, DS, NADF, and DM test. The results of all models with these measures are shown in Table 5 for both Brent and WTI crude oil prices.
The RMSE for all models on Brent and WTI crude oil prices are shown in Table 5 and for more clearer picture plotted in Figure 10 . In all the models, EEMD(SD)-ARIMA-KF achieved the lowest values (the best) among both markets. While on the other hand, the models ARIMA, GARCH, NAÏVE, and ARIMA-KF achieved almost the same values but high, EEMD(S+D)-ARIMA, EEMD(S+D)-ARIMA-KF and EEMD(SD)-ARIMA models attained the lowest values but high than the EEMD(SD)-ARIMA-KF. The models EEMD-ARIMA and EEMD-ARIMA-KF attained the highest values (the worst) among all models. Thus, the RMSE confirmed the usefulness of the proposed model EEMD(SD)-ARIMA-KF.
The MAE is another measure of forecast evaluation criterion computed for all the models on Brent and WTI crude oil prices are shown in Table 5 and plotted in Figure 10 . The conclusion drawn from MAE is not different then RMSE. The model EEMD(SD)-ARIMA-KF achieved the lowest values for both markets and outperformed all the other benchmark models.
As another level performance of forecasting, the MAPE values on both Brent and WTI crude oil prices of all models are shown in Table 5 and plotted in Figure 10 . From  Table 5 the model EEMD(SD)-ARIMA-KF got the lowest values for both markets. The models ARIMA and ARIMA-KF got almost the same values while the other five models GARCH, NAÏVE, EEMD(S+D)-ARIMA, EEMD(S+D)-ARIMA-KF and EEMD(SD)-ARIMA achieved almost the same values but high. The models EEMD-ARIMA and EEMD-ARIMA-KF attained the highest values among all models. Thus, the MAPE confirmed the usefulness of the proposed model EEMD(SD)-ARIMA-KF. The MAPE values of the Model EEMD(SD)-ARIMA-KF were 0.695% and 0.686% for Brent and WTI crude oil prices respectively which fall under the category of highly accurate forecasts [52] . The MAPE values of the Model EEMD(SD)-ARIMA were 1.068% and 1.094% for Brent and WTI crude oil prices respectively which fall under the category of good accurate forecasts. The MAPE values of the models ARIMA, GARCH, NAÏVE, ARIMA-KF, EEMD(S+D)-ARIMA, EEMD(S+D)-ARIMA-KF were in the range of 1.397% to 1.671% of both crude oil prices and considered in the category of good forecasts. The MAPE values of the VOLUME 7, 2019 EEMD-ARIMA were 11.311% and 15.887% for WTI and Brent crude oil prices respectively, and these results attained the category of the reasonable forecast. Thus, from the MAPE perspective, the best model among all is the EEMD(SD)-ARIMA-KF for obtaining highly accurate forecasts.
The directional forecasts are more important because the investors and policymakers always look for the trend in which the market prices are going up or down. Regarding the directional forecasting, the DS values of the single models ARIMA and GARCH shown in Table 5 and plotted in Figure 11 were in the range of 51.14 -53.13 for both crude oil prices which were very close to the random guess. Thus, for single models, it was hard to attain the directional forecasting at a satisfactory level, and the anticipated cause is the complex nature of the crude oil prices (i.e. nonstationarity and nonlinearity). Next is the forecasting performance of the hybrid and decomposition and ensemble models, the DS values of the hybrid and ensemble models were in the range of 54.07-85. 34 . These values are higher than a random guess and showed that hybrid and ensemble models had a higher capability of directional forecasting compared with single models. The model EEMD(SD)-ARIMA-KF achieved the highest percentage of directional forecast which was 82.67% and 85.34% for Brent and WTI crude oil prices respectively and outperformed other models such as ARIMA, GARCH, hybrid model ARIMA-KF, and ensemble models i.e. EEMD-ARIMA, EEMD-ARIMA-KF, EEMD(S+D)-ARIMA, EEMD(S+D)-ARIMA-KF and EEMD(SD)-ARIMA. Thus, the model EEMD(SD)-ARIMA-KF achieved the highest percentage in directional forecasting while the singles models ARIMA and GARCH achieved the lowest values for the directional forecast.
The next measure is the number of accurate directional forecasts (NADF). The NADF of the model EEMD(SD)-ARIMA-KF were 1817/2200 and 1385/1623 of Brent and WTI crude oil prices respectively, shown in Table 5 and plotted in Figure 12 . Which was the highest NADF among all other models. The NADF forecasts of ARIMA, GARCH, NAÏVE, EEMD-ARIMA, and EEMD-ARIMA-KF models were in the range of 1124-1289/2200 and 843-959/1623 of Brent and WTI crude oil prices respectively and are very close to the random guess. So, these five models did not provide good directional forecasts. The NADF of the models EEMD(S+D)-ARIMA and EEMD(S+D)-ARIMA-KF were in the range of 1353-1445/2200 and 1012-1044/1623 of Brent and WTI crude oil prices. The NADF of the models ARIMA-KF and EEMD(SD)-ARIMA were in the range of 1679-1703/2200 and 1219-1272/1623 for Brent and WTI crude oil prices respectively. Thus, the models ARIMA-KF and EEMD(SD)-ARIMA achieved a high number of NADF but still did not beat the EEMD(SD)-ARIMA-KF model. So, from NADF analysis we reached a conclusion that the model EEMD(SD)-ARIMA-KF outperformed all other models included in this study.
To validate the superiority of the EEMD(SD)-ARIMA-KF model this study also used the DM test. The DM test statistic values and their corresponding p-values (in parenthesis) are shown in Table 6 of Brent crude oil prices while WTI crude oil prices in Table 7 . The DM test results statistically confirmed the above conclusion. First, the model EEMD(SD)-ARIMA-KF statistically outperformed EEMD(SD)-ARIMA, EEMD(S+D)-ARIMA-KF, EEMD(S+D)-ARIMA, EEMD-ARIMA-KF, EEMD-ARIMA, ARIMA-KF, NAÏVE, GARCH, and ARIMA models and their respective p-values were far below 0.01 for both markets. Second, the model EEMD(SD)-ARIMA chooses as a benchmark model, and the corresponding p-values of EEMD(S+D)-ARIMA-KF, GARCH, and NAÏVE model were not statistically significant for Brent while for WTI below 0.01 for all models which shows the superiority of the EEMD(SD)-ARIMA model. The third is the EEMD(S+D)-ARIMA-KF model which outperformed EEMD(S+D)-ARIMA, EEMD-ARIMA-KF, EEMD-ARIMA, ARIMA-KF, NAÏVE, GARCH and ARIMA models and their respective p-values were far below 0.01 for both markets. Fourth is the EEMD(S+D)-ARIMA model which outperformed EEMD-ARIMA-KF, EEMD-ARIMA, ARIMA-KF, NAÏVE, GARCH, and ARIMA models and their respective p-values were far below 0.01 for both markets except for Brent the models ARIMA-KF and ARIMA performed well but statistically, the result was not significant. The fifth is the EEMD-ARIMA-KF model which underperformed EEMD-ARIMA, ARIMA-KF, NAÏVE, GARCH and ARIMA models and their respective p-values were far below 0.01 for both markets. The sixth is the EEMD-ARIMA model which underperformed ARIMA-KF, NAÏVE, GARCH and ARIMA models and their respective p-values were far below 0.01. The seventh is the ARIMA-KF model which underperformed over the NAÏVE and GARCH model for Brent while for ARIMA model the results were not statistically different. For WTI all the three models NAÏVE, GARCH and ARIMA models results were statistically insignificant. The eighth is the NAÏVE model which outperformed the ARIMA model for Brent data while the results were statistically insignificant for GARCH and ARIMA models for WTI. The last is the GARCH model which outperformed the ARIMA model for Brent data while for WTI the result was not significant. Finally, the model EEMD(SD)-ARIMA-KF performed better than the other models included in this paper.
The proposed model EEMD(SD)-ARIMA-KF forecasted values of the testing set were plotted against the original values of Brent and WTI crude oil prices. The ARIMA, ARIMA-KF, and EEMD(SD)-ARIMA models forecasted values are also plotted and presented in Figure 13 of both Brent and WTI daily crude oil prices. From Figure 13 , it was noticed that the forecasted values are more closely related to the original values and followed the movement of ups and downs of the original series.
From the above results and analyses, we can draw the following conclusion:
1) The single statistical models ARIMA, GARCH and NAÏVE could not achieve satisfactory results on raw crude oil prices because of the nonlinearity and nonstationarity, although Kalman Filter based hybrid models outperform statistical models. 2) The KF-based ensemble models with reconstructed modes significantly improved the forecasting accuracy when compared with single and without RDE models, owing to the strategy of reconstruction of modes into relatively simple components. i.e. stochastic and deterministic.
3) The proposed EEMD(SD)-ARIMA-KF outperformed the compared models in terms of RMSE, MAE, MAPE, DS, DM test and NADF. 4) The experimental results demonstrated that the modes reconstruction into stochastic and deterministic components was a very powerful approach for forecasting crude oil prices in ensemble models.
IV. CONCLUSION AND FUTURE WORK
A hybrid EEMD(SD)-ARIMA-KF approach was proposed to improve the forecasting accuracy of the crude oil prices. To demonstrate the performance of the proposed model, we compared it with state-of-the-art methods on crude oil prices from the popular markets of WTI and Brent. The experimental results indicated that all approaches; ARIMA, GARCH, NAÏVE, ARIMA-KF, EEMD-ARIMA, EEMD-ARIMA-KF, EEMD(S+D)-ARIMA, EEMD(S+D)-ARIMA-KF, EEMD(SD)-ARIMA and EEMD(SD)-ARIMA-KF were effective. However, all forecasting accuracy measures RMSE, MAE, MAPE, DS, NADF, and DM test indicated that the hybrid model EEMD(SD)-ARIMA-KF approach was the most effective procedure for the forecasting of world crude oil prices with high accuracy. The advantages of new hybrid model approach were the results of handling the stochastics intrinsic mode functions individually in which the linear and non-linear parts of the ARIMA model were combined by the Kalman Filter to handle the stochastic uncertainty. Some conclusion can be drawn from the experimental results: (1) The models used the proposed reconstructed components outperforms other models in forecasting crude oil prices, indicating its power for forecasting time series (2) the KF-based with reconstructed modes ensemble approaches are superior to their counterpart single and without RDE models highlighting that the reconstructed decomposed component has the capability of better representing the insight characteristics of crude oil prices (3) the model EEMD(SD)-ARIMA-KF outperforms any other competitive models with respect to evaluation criteria, which indicated its capacity for forecasting crude oil prices. Hence, this study reveals that the decomposition ensemble methodology with the reconstruction of modes is an effective technique for forecasting crude oil prices which reduces the computational time and enhances the forecasting accuracy. Furthermore, it is also noted that all stochastic IMFs are modelled individually which will improve the forecasting accuracy of the model as compared to the single component. Besides the crude oil prices, it is also recommended that the proposed methodology should be applied to more complex tasks of forecasting to check its robustness and generalizations. In the future, more work is required to handle these stochastic IMFs with high accuracy.
APPENDIX APPENDIX A
The AMI is considered as a non-linear version of the autocorrelation function, which helps in determining the independence between future and past observations [49] , [50] . AMI defined in equation (14) , in which p (y(t)) is the marginal probability distribution function of y(t) and the joint probability distribution function of y(t) and y (t + l) which is represented by p (y (t) , y(t + l)), where l is the time lag. In both crude oil prices, the time lag is equal to the twenty and sixteen bins were used to discretize the IMFs components and the probabilities are estimated. where Y t and w t are the observations and error term transpose vectors. The KF model equations (6) and (7) for WTI crude oil price can be written as: where Y t and w t are the transpose vectors of the observations and error terms.
AMI (l) =
