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A de Finetti-type theorem for
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Abstract
We provide a characterization of continuous semimartingales whose law is invariant with
respect to predictable random rotations. In particular we prove that all such semimartingales
are obtained by integrating a predictable process with respect to an independent n dimensional
Brownian motion.
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1 Introduction
The problem of characterizing random objects invariant with respect to some group of (determin-
istic or random) transformations was faced for the first time by de Finetti for describing the form
of a sequence of infinite random variables invariant with respect to finite permutations (see [5]).
This result has been generalized in many ways, for example considering different settings (con-
tinuous time processes, non-commutative probability etc.) or new types of transformations (time
translations, rotatability predictable transformations for processes etc.) so that this topic is now
a classical research field in probability (see, e.g., [2, 13] for some reviews on the subject).
In this paper we characterize the continuous semimartingales invariant with respect to predictable
random rotations. Denoting by FZt the natural filtration generated by the semimartingale Z and
by O(n) the group of n × n orthogonal matrices and using Einstein notation, we introduce the
following definition.
Definition 1 Let Z be a semimartingale taking values in Rn. We say that Z is invariant with
respect to (predictable) random rotations if, for any process B predictable with respect to FZt and
taking values in O(n), we have that the Rn semimartingale Z ′, given by
Z ′it =
∫ t
0
Bij,sdZ
j
s ,
has the same law of Z.
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The prototype of a semimartingale invariant with respect to random rotations is the n dimensional
Brownian motion. Indeed this kind of invariance is an easy consequence of Le´vy characterization
of Brownian motion (see [7]). Nevertheless this property is not peculiar of Brownian motion but is
shared by many other semimartingales, such as homogeneous α-stable Le´vy processes, Hermetian
random matrices and other Markovian and non-Markovian semimartingales (see [1]).
This invariance property is useful for explaining the relationship between Brownian motion and
Riemannian geometry (for example the well-known relationship between Rn Brownian motion
and the stochastic development of Brownian motion on a Riemannian manifold, see [10, 8, 9])
or more generally for studying Le´vy processes taking values in Riemannian manifolds (see [3]).
Furthermore the above invariance with respect to random rotations is a particular case of gauge
symmetry introduced in [1] for extending the Lie symmetry analysis from the deterministic to the
general stochastic setting (see also [6, 7, 11] for the particular case of Brownian motion).
Although the invariance property stated in Definition 1 has many similarities with the invariance
with respect to rotations already studied in the literature, there is a fundamental difference. Indeed,
in the traditional theorems of rotatability of stochastic processes, the rotations usually act both
on the space variables of Rn processes and on the time variable t (see, e.g., [13]). For example, a
classical result of this form is that, if a real processX is such that for any h > 0 the infinite sequence
of random variables {Xnh}n∈N is invariant with respect to finite deterministic rotations, then there
exists a random variable σ and an independent Brownian motion Wt such that Xt = σWt. In
Definition 1 the action of the rotations group is only on the space variable and the previous result
does not hold. Nevertheless we are able to prove a generalization of this result for continuous
semimartingales, which is a de Finetti type representation theorem.
Theorem 2 Under suitable hypotheses on the continuous semimartingale Z taking values in Rn
(more precisely hypotheses A, A1 and B below) if Z is invariant with respect to random rotations
(according to Definition 1) then there exists an n dimensional Brownian motion W and a pre-
dictable process ft, independent ofW , and both adapted with respect to F
Z
t , such that
∫ t
0
f2s ds < +∞
almost surely and
Zit =
∫ t
0
fsdW
i
s .
In order to describe more precisely the hypotheses of Theorem 2 we start by recalling the notion
of characteristics of a Rn semimartingale (see [12]): the two continuous predictable processes of
bounded variation bt ∈ R
n and At ∈ Mat(n, n) are the characteristics of the continuous semi-
martingale Z with respect to its natural filtration FZt if Z
i
t − bt is a local (F
Z
t ) martingale and
A
ij
t = [Z
i, Zj]t. It is clear that At is a symmetric semidefinite positive matrix increasing with
respect to t, i.e. At −As is semidefinite positive whenever t ≥ s.
We introduce the following hypothesis on Z
• hypothesisA: At is almost surely absolutely continuous, i.e. there exists a predictable process
A˜t taking value in the set of symmetric semidefinite positive matrices almost surely finite
with respect the measure P⊗ dt such that
A
ij
t =
∫ t
0
A˜ijs ds;
• hypothesis A1: the process A˜ijt of the hypothesis A is such that A˜
ij
t is a symmetric definite
positive (and not only semidefinite positive) matrix almost surely with respect to P⊗ dt;
• hypothesis B: bt is almost surely absolutely continuous, i.e. there exists a predictable process
b˜t such that b
i
t = b0 +
∫ t
0
b˜isds.
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We briefly discuss the relationship between the hypotheses of Theorem 2, namely the invariance
of Z with respect to random rotations, the request that Z is a continuous semimartingale and the
above hypotheses A, A1 and B.
Obviously, when the thesis of Theorem 2 holds, Z is a continuous semimartingale and hypotheses
A and B are satisfied. It is well known (see [1]) that there are non-continuous semimartingales
which are invariant with respect to random rotations, so the continuity of Z is a necessary hy-
pothesis. Indeed there is a deeper reason for the continuity hypothesis: since the discontinuous
processes have not the martingales representation property if we use only Itoˆ integration of the
form
∫ t
0 HsdZs, we think that a trivial equivalent of Theorem 2, replacing the integral with respect
to Brownian motion with some integral with respect to some Le´vy process, does not hold in the
discontinuous case. Finally the continuity of the process Z, and so of the Brownian motion, is a
key ingredient in proving Lemma 5 below.
We remark that Hypothesis A1 is not necessary if we change the thesis, not requesting that the
Brownian motion W is measurable with respect to the natural filtration FZt of Z. Furthermore if
we require an invariance property with respect to random rotations stronger than Definition 1 we
are able to modify the proof of Theorem 2 without using hypothesis A1 and suitably enlarging the
probability space where Z is defined. This stronger invariance needs the law of Z to be invariant
with respect to any random rotation predictable with respect to any filtration Ft generated by F
Z
t
and by an other filtration Gt independent of F
Z
t . Until now, all the semimartingales for which we
are able to prove the invariance according to Definition 1 satisfy this stronger notion of invariance.
For this reason Theorem 2 might hold without hypothesis A1 and requesting (only) the invariance
with respect to Definition 1.
Finally under suitable hypotheses on the process ft it is possible to prove that, if Z satisfies the
thesis of Theorem 2, then Z is also invariant with respect to random rotations. For example if ft
is measurable with respect to a filtration FHt generated by a R
h semimartingale H whose law is
uniquely characterized by its characteristics and independent of W , we are able to use Theorem
3.18 of [1] proving that
∫ t
0 ftdWt is invariant with respect to random rotations.
The paper is organized into two sections. In Section 2 we introduce some notations, concepts and
results useful in the proof of Theorem 2. Section 3 contains some lemmas and the proof of our
main result.
2 Notations and preliminaries
In this section in order to fix the setting, we provide some notations and results about the random
rotations invariance of semimartingales.
We consider the probability space Ω given by the Fre´chet space C0(R+,R
n) with the usual σ-
algebra F˜ of the Borel sets. In order to have a filtration on Ω we fix a probability measure P such
that the coordinate process ω(t) = Zt, where ω ∈ Ω, is a semimartingale. In the following when
we consider σ-algebra generated by some random variables or some processes we always mean the
usual completed σ-algebra generated by these random variables or by these processes.
Let Bt be a predictable process with respect to the filtration F
Z
t taking values in O(n) and define
the process
Z ′it =
∫ t
0
Bij,sdZ
j
s . (1)
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The process Z ′t defines a measurable map Λ
B : Ω→ Ω′ (where Ω′ = C0(R+,R
n)) in the following
way
ΛB(ω)(t) = Z ′t(ω).
We denote by P′ = ΛB
∗
(P) the pushforward of the measure P with respect to ΛB. The canonical
process ω′(t) (where ω′ ∈ Ω′) with respect to the probability measure P′ has exactly the same law
of Z ′t. For this reason, in the following, with a slight abuse of notation, we identify the canonical
process ω′(t) with the process Z ′t.
If Z is invariant with respect to random rotations, for any B as above we have P′ = P. We say
that ΛB is almost surely invertible if there exists a predictable measurable map Λ′B : Ω′ → Ω,
such that ΛB ◦Λ′B = idΩ′ almost surely with respect to P
′ and Λ′B ◦ΛB = idΩ almost surely with
respect to P.
Using the notion of characteristics of a semimartingale introduced in Section 1 we state the following
theorem.
Theorem 3 Let (bt, At) be the characteristics of a continuous semimartingale Z. If Z is invariant
with respect to random rotations (according to Definition 1) then
bit(ω) =
∫ t
0
Bik,s(Λ
′B(ω))dbks (Λ
′B(ω)), (2)
A
ij
t (ω) =
∫ t
0
Bik,s(Λ
′B(ω))Bjℓ,s(Λ
′B(ω))dAkℓs (Λ
′B(ω)), (3)
almost surely with respect to the measure P.
Proof. This is a special case of Theorem 3.8 in [1].
In the following if ΛB is almost surely invertible and K(ω) is a random variable defined on Ω
we define
ΛB
∗
(K)(ω′) = K(Λ′B(ω′)).
A random variable K is said to be invariant with respect to the action of ΛB if ΛB
∗
(K) = K almost
surely with respect to P.
If Z is a local martingale, under the hypothesis A1 it is simple to construct the Brownian
motion whose existence is stated in Theorem 2. Indeed, consider the square root
√
A˜t of the
matrix A˜t. Since the matrix A˜t is almost surely invertible with respect to the measure P⊗ dt, the
matrix C = (
√
A˜)−1 is defined almost surely with respect to the measure P⊗ dt. Furthermore C
is integrable with respect to Z and the integral
W it =
∫ t
0
Cik,sdZ
k
s
is a Brownian motion. Indeed W i are local martingales and
[
W i,W j
]
t
=
∫ t
0
Cik,sC
j
ℓ,sA˜
kℓ
s ds = δ
ijt,
thus, by Le´vy characterization, W is an n dimensional Brownian motion. If B is a predictable
process such that ΛB is invertible it is simple to study the action of ΛB on W i. In particular if
W ′ is the Brownian motion obtained with the previous procedure from Z ′ we have that
ΛB
∗
(W it ) =
∫ t
0
ΛB
∗
(B−1,ij,s )dW
′j
s .
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3 Proof of the main theorem
We start by proving the following two lemmas.
Lemma 4 Under the hypothesis A and B, if a continuous semimartingale Z with characteristics
(b, A) is invariant with respect to random rotations then bt = 0 almost surely and there exists a
predictable process Ft such that
A
ij
t = Ftδ
ij .
Proof. Under the hypothesis A for any ǫ > 0 the matrix A˜ij + ǫIn is almost surely (with respect
to the measure P ⊗ dt) a symmetric strictly positive definite matrix. Using Proposition 1.8 of
[4], there exists a predictable process Bt taking values in O(n) such that Bt · (A˜t + ǫIn) · B
T
t is a
diagonal matrix for any t and almost surely. Thus Bt · A˜t · B
T
t is a diagonal matrix for any t and
almost surely. By exploiting (1) this means that
A
′ij
t = [Z
′i, Z ′j ]t =
∫ t
0
Bik,sB
j
ℓ,sdA
kℓ
s =
∫ t
0
Bik,sB
j
ℓ,sA˜
kℓ
s ds,
is diagonal. Since Z is invariant with respect to random rotations, the semimartingale Z has the
same law of Z ′ given by (1). In particular the quadratic variation matrix A of Z has the same law
of the quadratic variation A′ of Z ′. This means that Aijt = 0 = A
′ij whenever i 6= j, i.e. Aijt is
diagonal.
On the other hand if we choose a constant process B and Aiit are not all almost surely equals we
have that A′ijt =
∫ t
0 B
i
kB
j
kA˜
kk
s ds is not almost surely identically equal to zero when i 6= j. This
means that A′ has not the same law of A and so Z ′ has not the same law of Z. Thus Aijt = Ftδ
ij
for some increasing, positive and absolutely continuous process F .
Suppose that bit is not almost surely zero: this means that Z
i
t is not a local martingale with respect
to the natural filtration FZt . Under the hypothesis B there exists a predictable random process Bt
such that (Bt · b˜t)
i = 0 almost surely. Since the characteristics of Z ′ under the filtration FZt (and
not, in general, under the natural filtration FZ
′
t of Z
′) are given by bˆt =
∫ t
0 Bs · b˜sds, this means
that Z ′i is a local martingale with respect to the filtration FZt . On the other hand since Z
′ is FZ
′
t
adapted, and since the filtration FZt contains the filtration F
Z′
t , Z
′i is a local martingale also with
respect to FZ
′
t . This means that the characteristic b
′
t of Z
′ with respect to FZ
′
t is such that b
′i
t = 0
almost surely and Z ′ cannot have the same law of Z. Thus we must have bt = 0 almost surely.
Lemma 5 Under the hypotheses A, A1 and B let K be a random variable defined on Ω invariant
with respect to the action ΛB, for any B such that ΛB is almost surely invertible. Then K is
independent of the Brownian motion W constructed in Section 2.
Proof. If Z is invariant with respect to random rotations and hypotheses A and B hold, by
Lemma 4 Z must be a local martingale with respect to the filtration FZt , and so the process W
defined in Section 2 is a well defined Brownian motion.
We define a sequence of stopping times τhk depending on the real parameter h > 0. Setting τ
h
0 = 0,
τh1 is defined as follows
τh1 = inf{t| ‖Wt‖ ≥ h},
where ‖·‖ is the Euclidian norm of Rn, while the stopping times τhk (k ≥ 2) are defined by recursion
as
τhk = τ
h
k−1 + inf{t| ‖Wτh
k−1
+t −Wτh
k−1
‖ > h}.
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Let B = (B1, B2, ...) ∈ O(n)
∞ be a sequence of (deterministic) rotations in O(n) and define
B
B,h
t =
∑
k∈N
BkI(τh
k−1
,τh
k
](t).
Since τhk are predictable stopping times, the process B
B,h
t is predictable, and Λ
B,h := ΛB
B,h
is
invertible with inverse ΛB
−1,h defined by the random rotation
B˜
B,h
t =
∑
k∈N
B−1k I(τ ′hk−1,τ
′h
k
](t)
where τ ′hk are the stopping times defined on Ω
′ with the same definition of τhk but using the
transformed Brownian motion W ′ instead of W .
In order to prove that ΛB
−1,h, defined above, is actually the inverse of ΛB,h we exploit the fact
that the map ΛB
′
, defined by the random rotation B′, is the inverse of the map ΛB,h if and only if(∫ t
0
B′ij,sdZ
′j
s
)
◦ ΛB,h = Zit (4)
P almost surely. In particular ΛB
−1,h is the inverse of ΛB,h if and only if the relation (4) holds
with B′s = B˜
B,h
t . If we are able to prove that τ
′h
k ◦ Λ
B,h = τhk , using the fact that
Z ′t ◦ Λ
B,h =
∫ t
0
BB,hs · dZs
=
∑
k∈N
Bk · (Zτ i
k
∧t − Zτ i
k−1
∧t),
we obtain (∫ t
0
B˜B,hs · dZ
′
s
)
◦ ΛB,h =
∑
k∈N
B−1k · (Z
′
(τ ′h
k
◦ΛB,h)∧t − Z
′
(τ ′h
k−1
◦ΛB,h)∧t)
=
∑
k∈N
B−1k · Bk · (Zτhk∧t − Zτhk−1∧t) = Zt,
proving in this way that equation (4) holds and thus that ΛB
−1,h is the inverse of ΛB,h.
We now prove that τ ′hk ◦ Λ
B,h = τhk . Using the fact that
W ′t ◦ Λ
B,h =
∫ t
0
BB,hs · dWs =
∑
k∈N
Bk · (Wτh
k
∧t −Wτh
k−1
∧t),
we have that τ ′h1 ◦ Λ
B,h ≤ τh1 since
‖(W ′ ◦ ΛB,h)τh
1
‖ = ‖B1 ·Wτh
1
‖ = ‖Wτh
1
‖ = h.
Using this result we have
τ ′h1 ◦Λ
B,h = inf{t ≤ τ1h | ‖W
′
t◦Λ
B,h‖ ≥ h} = inf{t ≤ τh1 | ‖B1·Wt‖ ≥ h} = inf{t ≤ τ
1
h | ‖Wt‖ ≥ h} = τ
h
1 ,
and, with analogous reasoning we can prove that τ ′hk ◦ Λ
B,h = τhk . Therefore Λ
B
−1,h is the inverse
of ΛB,h and the stopping times τhk are invariant with respect to Λ
B,h for any B ∈ O(n)∞.
In order to prove the lemma we introduce a σ-algebra Gh ⊂ FZ generated by
Gh =
∨
k∈N
σ
(
Wτh
k
)
=
∨
k∈N
σ
(
Wτh
k
−Wτh
k−1
)
.
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Using the explicit expression of BB,h and the invariance properties of τhk we have
ΛB,h
∗
(W iτk −W
i
τk−1
) = B−1,ik,j (W
j
τ ′h
k
−W j
τ ′h
k−1
).
Since Bi are invertible matrices we have that Λ
B,h(Gh) = G′h where G′h =
∨
k∈N σ
(
W ′
τ ′h
k
)
.
Given a bounded continuous function f : R→ R, we define
Kf,h = E[f(K)|Gh] = Kf,h(∆hW1,∆
hW2, ...)
where K : R∞ → R is a measurable map and ∆hWi =Wτh
i
−Wτh
i−1
. By the explicit expression of
the inverse of ΛB,h and the invariance property of τhk we have that
ΛB,h(Kf,h) = Kf,h(B−11 ·∆
hW ′1, B
−1
2 ·∆
hW ′2, ...).
On the other hand
ΛB,h
∗
(Kf,h) = ΛB,h
∗
(EP[f(K)|G
h])
= EΛB,h∗ (P)[Λ
B,h
∗
(f(K))|ΛB,h(Gh)].
If Z is invariant with respect to random rotations and thus ΛB,h(P) = P, and K satisfies the
hypotheses of the lemma we have
ΛB,h
∗
(Kf,h) = EP[f(K)|G
′h] = Kf,h(∆hW ′1,∆
hW ′2, ...).
This means that, for any B ∈ O(n)∞,
K
f,h(∆hW ′1,∆
hW ′2, ...) = K
f,h(B−11 ·∆
hW ′1, B
−1
2 ·∆
hW ′2, ...).
Since the previous equality holds for any B ∈ O(n)∞ the random variable Kf,h depends only on
the random variables ‖∆hW ′k‖. On the other hand, by definition of τ
′h
k we have ‖∆
hW ′k‖ = h, and
thus the random variable Kf,h depends only on the deterministic parameter h, i.e. it is a constant.
Therefore the random variable f(K) is independent in mean of the σ-algebra Gh, but since f is
any continuous function we have that K is independent of Gh.
The last step is to prove that we can approximate the Brownian motion W using Gh measurable
random variables with respect to almost surely convergence. This is sufficient for proving the
lemma. Indeed, suppose that g : Rk → R is a continuous bounded function, and let f be as above;
if Whnr is a suitable sequence of G
hn measurable random variables such that Whnr → Wtr almost
surely, then
E[f(K)g(Wt1 , ...,Wtr )] = E[ lim
n→+∞
f(K)g(Whn1 , ...,W
hn
r )]
= lim
n→+∞
E[f(K)g(Whn1 , ...,W
hn
r )] = E[f(K)] lim
n→+∞
E[g(Whn1 , ...,W
hn
r )]
= E[f(K)]E[ lim
n→+∞
g(Whn1 , ...,W
hn
r )] = E[f(K)]E[g(Wt1 , ...,Wtr )],
and this ensures that K is independent of the Brownian motion W .
In the following we prove that W1 can be approximated by G
h measurable random variables. The
general case is a simple extension. First of all we note that τhk −τ
h
k−1 form a sequence of independent
identically distributed random variables, since they depend all in the same way on the increments
Wτh
k−1
+t−Wτh
k−1
which are independent and identically distributed. Furthermore by the rescaling
property of Brownian motion, we have that the law of τhk − τ
h
k−1 coincides with the law of h
2τ11 .
7
On the other hand (see [14]) τ11 is an L
2 random variable with mean µn = E[τ11 ] =
1
n
and variance
σn = var(τ11 ) =
2
n2(n+2) . Let k
h =
⌊
1
µnh2
⌋
∈ N be the maximum integer less then 1
µnh2
. Thus we
have
E[τhkh ] =
kh∑
i=1
E[τhi − τ
h
i−1] = µ
nh2
⌊
1
µnh2
⌋
h→0
−→ 1
var(τhkh ) =
kh∑
i=1
var(τhi − τ
h
i−1) = σ
nh4
⌊
1
µnh2
⌋
h→0
−→ 0.
Since τh
kh
converges in probability to 1 as h→ 0, choosing a suitable subsequence hk → 0 we have
that τh
kh
converges to 1 almost surely. Since the Brownian motion is almost surely continuous we
have that W
τ
hn
khn
→W1 almost surely. So W1 can be approximated by an almost surely convergent
sequence of Gh random variables and the thesis is proved.
Proof of Theorem 2. By Lemma 4 the matrix A of quadratic covariation of Z is of the form
A
ij
t = Ftδ
ij , where Ft =
∫ t
0
f2s ds for some predictable random process ft. If Bt is any predictable
process taking values in O(n) and such that ΛB is invertible, the quadratic variation matrix A′ of
Z ′ is
A
′ij
t =
∫ t
0
ΛB
∗
(Bik,sB
j
ℓ,sδ
kℓf2s )ds = Λ
B
∗
(Ft)δ
ij .
By Theorem 3 we have
Ft(ω
′) = ΛB
∗
(Ft)(ω
′),
therefore the random process F is invariant with respect to the action of ΛB for B as above. If
we fix some times t1, ..., tk and a continuous function g : R
k → R, we can apply Lemma 5 to the
random variable g(Ft1 , ..., Ftk) proving that it is independent of the Brownian motion W . Since
k ∈ N, ti ∈ R+ and the continuous function g are arbitrary we have proved that the process F
is independent of the Brownian motion W . This implies that the process f is independent of the
Brownian motion W . Since, by the construction of W , Zit =
∫ t
0 fsdW
i
s , the theorem is proved.
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