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1 Introduction et notations
Soit F un corps fini a` q e´le´ments et de caracte´ristisque p. On note A
l’anneau F [T ] des polynoˆmes a` une variable sur le corps F , M l’ensemble
des polynoˆmes unitaires de F [T ] et I l’ensemble des polynoˆmes irre´ductibles
unitaires de F [T ].
Si X et Y sont des polynoˆmes non nuls, on note τ(X) le nombre de
diviseurs unitaires de X et (X, Y ) le plus grand commun diviseur unitaire de
X et Y .
Si Q ∈ A un polynoˆme de degre´ strictement positif, on note
CQ = {X ∈ A| degX < degQ}
l’ensemble des restes de la division euclidienne par Q ou` l’on convient que
deg 0 = −∞. Tout polynoˆmeX ∈ A admet une unique repre´sentation comme
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somme
(1.1) X =
∞∑
n=0
XnQ
n,
ou` Xn ∈ CQ pour tout n ∈ N, appele´e repre´sentation de X en base Q. La
suite (Xn)n∈N dont tous les termes sont nuls a` partir d’un certain rang est la
suite des chiffres de X en base Q.
La valeur absolue d’un polynoˆme X ∈ A est de´finie par
(1.2) 〈X〉 =
{
qdegX si X 6= 0,
0 si X = 0.
Enfin, on notera |X | le nombre d’e´le´ments de tout ensemble fini X .
De´finition Une application f de A dans un groupe additif B est dite
comple`tement Q-additive si pour tout Y ∈ A et tout R ∈ CQ, on a
f(Y Q+R) = f(Y ) + f(R).
Observons qu’une fonction comple`tement Q-additive f a` valeurs dans
un anneau B est de´termine´e par les valeurs prises par f sur l’ensemble des
chiffres CQ. En effet, si (1.1) est la repre´sentation de X en base Q, alors
X =
∞∑
n=0
f(Xn).
Drmota et Gutenbrunner ont e´tudie´ dans [6] la distribution des fonctions
Q-additives sur A et montre´ des re´sultats analogues a` ceux obtenus par
Bassily-Ka´tai, Kim et Drmota dans le cas des nombres entiers (voir [1], [9]
et [5]). Madritsch et Thuswaldner ont e´tudie´ dans [10] le cas plus ge´ne´ral des
sommes de Weyl polynomiales associe´es aux fonctions Q-additives. Lorque
B est e´gal a` l’anneau A = F[T ], la fonction ”somme des chiffres en base
Q” de´finie pour tout X ∈ A e´crit sous la forme (1.1) par s(X) = ∑
n≥0
Xn,
constitue un exemple typique de fonction Q-additive sur A. Dans [4] nous
avons e´tudie´ son comportement sur les puissances k-ie`mes des e´le´ments de
A. Dans cet article nous nous inte´ressons au cas plus difficile des fonctions
Q-additives a` valeurs re´elles.
Un exemple simple de fonctions comple`tementQ-additives a` valeurs re´elles
est fourni par les fonctions de poids Q-adique w
(`)
Q , ` e´tant un parame`tre re´el,
de´finies par
(1.3) w
(`)
Q (X) =
∞∑
n=0
〈Xn〉`
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pour tout X ∈ A dont la repre´sentation en base Q est donne´e par (1.1). En
particulier, w
(0)
Q (X) est le nombre de chiffres de X diffe´rents de 0.
Drmota et Gutenbrunner ont montre´ dans [6] l’existence d’un the´ore`me
central limite pour les fonctions Q-additives a` valeurs re´elles sur les puis-
sances k-ie`mes des e´le´ments de A :
The´ore`me Pour toute fonction Q-additive f : A→ R et pour tout nombre
entier k > 0, on a pour y nombre re´el et n nombre entier tendant vers +∞,
1
qn
|{X ∈ A| degX < n, f(Xk) ≤ kn
degQ
µf + y
√
nk
degQ
σf}| = Φ(y) + o(1),
avec µf = q
− degQ ∑
x∈CQ
f(X), σ2f = q
− degQ ∑
x∈CQ
f(X)2 et Φ(y) = 1√
2pi
∫ y
−∞ e
−t2/2dt,
la loi de distribution normale.
Dans ce qui suit, on suppose que q est un nombre entier impair, f une fonc-
tion comple`tement Q-additive a` valeurs re´elles de´finie sur A et on s’inte´resse
a` la re´partition des valeurs prises par f(X2), X de´crivant l’anneau A. Le but
de cet article est de montrer que la me´thode introduite par Mauduit et Rivat
dans [12] (voir e´galement [7] et [14]) peut eˆtre adapte´e a` A afin d’e´tudier
le comportement de f(Xk) lorsque k = 2. Notons que le cas ge´ne´ral k ≥ 3
semble hors d’atteinte par les techniques connues a` ce jour.
La situation est rendue plus complexe que dans le cas des nombres en-
tiers par l’existence d’obstructions de nature arithme´tique propres a` A et
qui n’apparaissaient pas dans le cas des nombres entiers. Plus pre´cise´ment,
nous allons identifier une classe de fonctions comple`tement Q-additives pour
lesquelles pour tout nombre entier k > 0, la suites (k
p
f(X2))X∈A a un com-
portement pathologique.
Par exemple, dans le cas ou` A = F3[T ], Q = T et f est l’application de
A dans R de´finie par f(0) = 0, f(1) = 1, f(2) = 2, on a
|{X ∈ F3[T ]| degX < n, f(X2) ≡ a (mod 3)}| =

3n−1 si a = 0,
2× 3n−1 si a = 1,
0 si a = 2.
et f n’est donc pas e´quidistribue´e sur les carre´s.
A toute forme line´aire λ : F d 7→ F , on associe l’application λ? de CQ dans
Fp de´finie par
λ?(
d−1∑
i=0
xiY
i) = tr(λ(x0, . . . , xd−1)),
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ou` tr de´signe la trace de F sur Fp.
De´finition On dira qu’une application w de CQ dans Z est dans la classe L
s’il existe une forme line´aire λ : F d 7→ F telle que pour tout X ∈ CQ, λ?(X)
soit la classe de w(X) modulo p. Les fonctions Q-additives f pour lesquelles
f|CQ de´crit L seront dites de´ge´ne´re´es. Notons D l’ensemble de ces fonctions
pour lesquelles nous de´montrerons :
The´ore`me 1.1 Soit f une fonction comple`tement Q-additive a` valeurs entie`res
de´ge´ne´re´e. Alors il existe une constante γ(q,Q, f) > 0 ne de´pendant que de
q,Q, f telle que pour tout nombre entier k et tout nombre entier N > degQ,
on ait
|
∑
X∈A
degX<N
exp(2pii
k
p
f(X2))| ≥ γ(q,Q, f)qN .
Le principal the´ore`me e´tabli dans cet article est le suivant :
The´ore`me 1.2 Soit f une fonction comple`tement Q-additive a` valeurs entie`res
non de´ge´ne´re´e. Alors, pour tout nombre re´el α non entier, il existe un nombre
re´el 0 < a(q,Q, f, α) < 1 et un nombre entier N(q,Q, f, α) ne de´pendant que
de q,Q, f et α tel que pour tout nombre entier N ≥ N(Q, f, α) on ait
|
∑
X∈A
degX<N
exp(2piiαf(X2))| ≤ b(q,Q)N ω(Q)+14 qN(1−a(q,Q,f,α)),
ω(Q) de´signant le nombres de polynoˆmes irre´ductibles distincts divisant Q et
b(q,Q) > 0 e´tant une constante ne de´pendant que de q et de Q.
On de´duira de ce the´ore`me le corollaire ci dessous :
Corollaire 1.3 Soit f une fonction comple`tement Q-additive a` valeurs entie`res
non de´ge´ne´re´e. Alors, pour tout nombre entier m > 0, il existe un nombre
re´el 0 < h(q,Q, f,m) < 1, tel que pour tout nombre entier rationnel a, on
ait
|{X ∈ A| degX < n, f(X2) ≡ a (mod m)}| = q
n
m
+O(qn(1−h(q,Q,f,m))),
les constantes implique´es par le symbole O ne de´pendant que de q,Q, f et m.
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La preuve du The´ore`me 1.1 sera donne´e a` la section 3. Pour obtenir la
majoration du The´ore`me 1.2 prouve´e a` la section 6, nous majorerons les
sommes
Σf (N) =
∑
X ∈ A
ν degQ ≤ degX < N
e(αf(X2)),
ν = ν(N) e´tant le nombre entier de´termine´ par la condition ν degQ < N ≤
(ν+1) degQ. Ceci sera fait a` la section 5. Les outils ne´cessaires a` ces preuves
seront e´tablis aux sections 2 et 4. Ce sont essentiellement des majorations de
sommes de caracte`res faisant intervenir le caracte`re E de´fini a` la section 2.1.
Pour α ∈ R, on pose e(α) = exp(2piiα) et on note ‖α‖ la distance de α
au nombre entier le plus proche. Pour alle´ger l’e´criture, d’une part, dans les
estimations de sommes de caracte`res, un e´le´ment x de Fp sera identifie´ a` son
image j(x) ∈ {0, . . . , p− 1} et d’autre part, la de´pendance des constantes a`
q ne sera pas pre´cise´e.
2 Rappels et lemmes techniques concernant
le caracte`re exponentiel E
2.1 Le caracte`re E
On note K le corps F (T ). La valuation a` l’infini sur le corps K est l’ap-
plication v∞ de K dans Z ∪ {∞} de´finie par v∞(0) = ∞ et v∞(G/H) =
degH − degG, si G et H sont des polynoˆmes non nuls. Le comple´te´ de K
pour la valuation v∞ est le corps K∞ = F ((T−1)) des se´ries de Laurent
formelles
y =
+∞∑
n=−∞
ynT
n, yn ∈ F,
les coefficients yn e´tant tous nuls pour n assez grand. On prolonge v∞ a` K∞
en posant pour y 6= 0,
v∞(y) = − sup{n ∈ Z | yn 6= 0}.
Soit P l’ide´al de valuation de K∞. Tout y ∈ K∞ s’e´crit de fac¸on unique
comme somme
y = [y] + {y}, [y] ∈ A, {y} ∈ P ,
ou` [y] et {y} peuvent eˆtre vus commes les parties entie`re et fractionnaire de
y. Soit ψ : F 7→ C le caracte`re non trivial du groupe additif de F de´fini par
ψ(x) = exp(2pii
j(tr(x))
p
),
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j e´tant la bijection naturelle de Fp sur {0, 1, . . . , p − 1}. On associe a` ψ un
caracte`re additif non trivial de K∞ en posant pour tout y =
+∞∑
n=−∞
ynT
n ∈
K∞,
E(y) = ψ(Res(y)),
ou`
Res(y) = y−1.
Ce caracte`re est trivial sur l’anneau A. Dans la suite de ce travail nous
utiliserons souvent une conse´quence imme´diate de cette proprie´te´ a` savoir,
l’implication : Si A,B,H sont dans A avec H 6= 0
A ≡ B (mod H)⇒ E(A
H
) = E(
B
H
).
2.2 Sommes associe´es au caracte`re E
Tout d’abord rappelons sans de´monstration le re´sultat fondamental sui-
vant (voir [8]).
Proposition 2.1 Soit, pour y ∈ K∞ et N un nombre entier naturel
(2.1) S(y,N) =
∑
X ∈ A
degX < N
E(yX).
Alors,
(2.2) S(y,N) =
{
qN si v∞({y}) > N,
0 sinon.
d’ou` l’on de´duit le corollaire
Corollaire 2.2 Soit H ∈ A un polynoˆme non nul et soit G ∈ A. Alors,
(2.3)
∑
X∈CH
E(
GX
H
) =

〈H〉 si G ≡ 0 (mod H),
0 sinon.
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Proposition 2.3 Pour tout H ∈ A non nul, on de´signe par vQ(H) le plus
grand nombre entier m tel que Qm divise H. Soient m,n et ` des nombres
entiers tels que 0 ≤ m ≤ n ≤ ` et soit θ ∈ R. Alors,
(2.4)
∑
D ∈M
D|Q`
m ≤ vQ(D) ≤ n
〈D〉1/2〈Q〉θvQ(D)
≤ (n−m+ 1)τ(Q`−m)
(〈Q〉
q
)`/2
max
(
(〈Q〉θq1/2)m, (〈Q〉θq1/2)n) .
Preuve. Analogue a` celle du lemme 19 de [12]

Lemme 2.4 Pour tout u ∈ R, on a
(2.5) |1 + e(u)| ≤ 2− 4‖u‖2,
Preuve. On a |1 + e(u)|2 = 4(1− sin(piu)2) ≤ 4(1− 4‖u‖2), d’ou` |1 + e(u)| ≤
2(1− 2‖u‖2).

Proposition 2.5 Soit w une application de CQ dans Z n’appartenant pas a`
la classe L. Pour α ∈ R, H ∈ CQ, soit
(2.6) φ = φ1(Q,w, α,H) =
∑
X∈CQ
e(αw(X))E(−HX
Q
).
Alors, pour tout nombre re´el α /∈ Z, il existe une constante 0 < cQ,w,α < 1
telle que pour tout H ∈ CQ, on ait
(2.7) |φ1(Q,w, α,H)| ≤ 〈Q〉 − cQ,w,α.
Preuve. Posons d = degQ. Dans le corps K∞, HQ se de´veloppe en se´rie de
Laurent
H
Q
=
∑
i≤−1
ai
T i
.
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Pour tout X =
d−1∑
j=0
xjT
j appartenant a` CQ, on a
E(−HX
Q
) = ψ(−(a−1x0 + a−2x1 + · · ·+ a−dxd−1))
= e(
tr(−(a−1x0 + a−2x1 + · · ·+ a−dxd−1))
p
),
d’ou`
e(αw(X))E(−HX
Q
) = e(αw(X)− tr(a−1x0 + a−2x1 + · · ·+ a−dxd−1)
p
).
Notons LH(X) = a−1x0 + a−2x1 + · · ·+ a−dxd−1. Soit α un nombre re´el non
entier. Si α n’est pas un nombre rationnel de la forme `/p, ` premier a` p
alors, pour tout chiffre X ∈ CQ non nul, on a (αw(X) − tr(LH(X))p ) /∈ Z. Si
α = `/p, ` e´tant premier a` p, comme w /∈ L, il existe X ∈ CQ non nul tel que
(w(X)−tr(LH(X))) /∈ Zp et donc tel que (αw(X)− tr(LH(X))p ) /∈ Z. Dans l’un
ou l’autre cas on peut choisir XH ∈ CQ−{0} maximisant ‖αw(X)− tr(LH(X)p ‖.
On pose ∆w,α,H = ‖αw(XH)− tr(LH(XH)p ‖ et δw,α = minH∈CQ ∆w,α,H (on note que
δw,α > 0). La somme φ = φ1(Q,w, α,H) s’e´crit
φ = 1 + e(αw(XH))− tr(LH(XH))
p
) +
∑
X ∈ CQ
X /∈ {0, XH}
e(αw(X)E(−HX
Q
),
d’ou`
|φ| ≤ |1 + e(αw(XH))− tr(LH(XH))
p
)|+ 〈Q〉 − 2.
Avec (2.5), il vient
|φ| ≤ 〈Q〉 − 4‖αw(XH)− tr(LH(XH))
p
)‖2
= 〈Q〉 − 4∆w,α,H ≤ 〈Q〉 − 4δ2w,α.

Pour des commodite´s d’e´criture, posons cw,α = 0 dans le cas ou` α ∈ Z.
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Proposition 2.6 Soit w une application de CQ dans Z n’appartenant pas a`
la classe L. Soient α ∈ R, (Q,H) ∈ A2 avec degQ > 0. Pour tout nombre
entier j > 0, soit
(2.8) φj = φj(Q,w, α,H) =
∑
R∈CQ
e(αw(R))E(−HR
Qj
).
Alors on a
(2.9) φj ≤ 〈Q〉 − cQ,w,α.
Preuve. Soit
H =
m∑
k=0
HkQ
k, Hk ∈ CQ
le de´veloppement de H en base Q. Le caracte`re E e´tant trivial sur A, on a
E(
HR
Qj
) = E(
min(m,j−1)∑
k=0
HkR
Qj−k
) =
min(m,j−1)∏
k=0
E(
HkR
Qj−k
)).
Pour 0 ≤ k ≤ j − 2, on a v∞( HkRQj−k ) ≥ 2, d’ou` E( HkQj−k ) = 1. Par suite,
φj =
∑
R∈CQ
e(αw(R))E(−HjR
Q
) = φ1(w, α,Q,Hj).
La proposition pre´ce´dente nous donne
φj ≤ 〈Q〉 − cQ,w,α.

2.3 Sommes de Gauss quadratiques associe´es au ca-
racte`re E
Pour H ∈ A non nul et (A,B) ∈ A2, soit
(2.10) Γ(H;A,B) =
∑
X∈CH
E(
AX2 +BX
H
).
Proposition 2.7 Soient H ∈ A, A ∈ A et B ∈ A avec H 6= 0. Alors, on a
(1) Γ(H;A,B) = 〈(A,H)〉Γ( H
(A,H)
, A
(A,H)
, B
(A,H)
) si (A,H) divise B ;
(2) Γ(H;A,B) = 0 si (A,H) ne divise pas B.
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Preuve. On pose H = H1(A,H), A = A1(A,H). Tout X ∈ CH s’e´crivant de
fac¸on unique X = Y + ZH1 avec Y ∈ CH1 et Z ∈ C(A,H), on a
Γ(H;A,B) =
∑
Y ∈CH1
∑
Z∈C(A,H)
E
(
A1(Y + ZH1)
2
H1
+
B(Y + ZH1)
H1(A,H)
)
=
∑
Y ∈CH1
E
(
A1Y
2
H1
+
BY
H1(A,H)
) ∑
Z∈C(A,H)
E(
BZ
(A,H)
).
Le corollaire 2.2 nous donne alors
Γ(H;A,B) =
 ∑
Y ∈CH1
E
(
A1Y
2
H1
+
BY
H1(A,H)
)×{ 〈(A,H)〉 si (A,H)|B,
0 sinon.
ce qui prouve (2). Si (A,H) divise B, on pose B = B1(A,H). On a alors
Γ(H;A,B) = 〈(A,H)〉
∑
Y ∈CH1
E
(
A1Y
2
H1
+
B1Y
H1
)
= 〈(A,H)〉Γ(H1;A1, B1).

Proposition 2.8 Soient H ∈ A, A ∈ A et B ∈ A avec H 6= 0. Alors, on a
(2.11) |Γ(H;A,B)| ≤ 〈(A,H)〉1/2〈H〉1/2.
Preuve. Si (A,H) ne divise pas B, la relation (2.11) est triviale. On sup-
pose que (A,H) divise B. Comme ci-dessus, on pose H = H1(A,H), A =
A1(A,H), B = B1(A,H). Les polynoˆmes A1 et H1 e´tant premiers entre eux,
il existe C1 ∈ CH1 tel que B1 ≡ 2A1C1 (mod H1). Par suite,
Γ(H1;A1, B1) =
∑
Y ∈CH1
E
(
A1(Y
2 + 2C1Y )
H1
)
=
∑
Y ∈CH1
E(
A1(Y + C1)
2
H1
)E(−C
2
1
H1
).
L’application Y → Y + C1 e´tant une permutation de l’ensemble CH1 , on a
Γ(H1;A1, B1) = E(−C
2
1
H1
)Γ(H1;A1, 0), d’ou` |Γ(H1;A1, B1)| = |Γ(H1;A1, 0)|.
Les propositions III.2 et III.3 de [2] nous donnent |Γ(H1;A1, 0)| = 〈H1〉1/2
d’ou`,
|Γ(H1;A1, B1)| = 〈(A,H)〉〈H1〉1/2 = 〈(A,H)〉1/2〈H〉1/2.

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3 De´monstration du The´ore`me 1.1
Soit λ une application line´aire non nulle de F d dans F , λ? l’application
de CQ dans Fp de´finie par
λ?(
d−1∑
i=0
xiT
i) = tr(λ(x0, x1, . . . , xd−1))
et f ? la fonction comple`tement Q-additive a` valeurs dans Fp prolongeant λ?
a` l’anneau A.
Proposition 3.1 Les applications λ? et f ? sont line´aires et
Kerf ? = Kerλ? + (Q− 1),
(Q− 1) de´signant l’ide´al de A engendre´ par le polynoˆme Q− 1.
Preuve. La line´arite´ de λ? est e´vidente et on ve´rifie facilement celle de f ?.
L’inclusion Kerλ? ⊂ Kerf ? est e´galement e´vidente et pour montrer l’inclusion
(Q − 1) ⊂ Kerf ?, on remarque que si X =
∞∑
m=0
XmQ
m est la repre´sentation
en base Q de X ∈ A, alors
X(Q− 1) = −X0 +
∞∑
m=0
(Xm −Xm+1)Q
et par suite
f ?(X(Q− 1)) = λ?(−X0) +
∞∑
m=0
λ?(Xm −Xm+1)
= −λ?(X0) +
∞∑
m=0
(λ?(Xm)− λ?(Xm+1)) = 0.
Montrons maintenant l’inclusion inverse. Soit Y ∈ Kerf . On fait la division
euclidienne de Y par Q− 1 :
Y = R +X(Q− 1), R ∈ CQ−1, X ∈ A.
On a vu que X(Q− 1) ∈ Kerf ?. Il s’en suit que R ∈ Kerf ?. Comme degR <
deg(Q− 1) = degQ, on a f(R) = w(R), c’est a` dire R ∈ Kerλ?.

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On pose pour tout nombre entier N strictement positif et tout a ∈ Fp,
(3.1) UN(a) = |{X ∈ A ; degX < N et f ?(X2) = a}|.
Proposition 3.2 Soient (u1, . . . , ud) l’e´le´ment non nul de F
d tel que pour
(x0, . . . , xd−1) ∈ F d,
λ(x0, . . . , xd−1) = u1x0 + · · ·+ udxd−1
et (z−m)m≥1 la suite d’e´le´ments de F de´finie par
Yλ
Q− 1 =
∞∑
m=1
z−mT−m,
ou`
Yλ = [(Q− 1)(u1T−1 + u2T−2 + · · ·+ udT−d)].
Soit ϕ la forme quadratique a` d variables de´finie sur F d par
ϕ(x0, . . . , xd−1) =
2d−2∑
k=0
z−k−1(
∑
i+j=k
xixj).
Alors,
(i) la forme ϕ n’est pas nulle ;
(ii) pour tout a ∈ Fp et tout nombre entier N > d, on a
UN(a) = q
N−d|{(x0, . . . , xd−1) ∈ F d ; tr(ϕ(x0, . . . , xd−1)) = a}|.
Preuve. Posons D = Q − 1. La forme line´aire λ n’e´tant pas nulle, elle est
surjective. La trace l’e´tant aussi, λ? est surjective et il existe R ∈ CQ tel que
λ?(R) = a. Soit X ∈ A tel que degX < N . Comme
Kerf ? = Kerλ? + (Q− 1) = Kerλ? + (D),
on en de´duit
UN(a) =
∑
A∈Kerλ?
|{X ∈ A ; degX < N et X2 ≡ R + A (mod D)}|.
Supposons N > d. La division euclidienne par D nous donne l’e´galite´
|{X ∈ A ; degX < N et X2 ≡ R + A (mod D)}| = qN−dv(R,A),
ou`
v(R,A) = |{X ∈ CD; X2 ≡ R + A (mod D)}|.
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Si A ∈ Kerλ?, on a par orthogonalite´,
v(R,A) =
∑
X∈CD
1
〈D〉
∑
Y ∈CD
E(
(X2 −R− A)Y
D
),
d’ou` avec (3.1)
(3.2) q2d−NUN(a) =
∑
Y ∈CD
E(−RY
D
)
∑
X∈CD
E(
X2Y
D
)σY ,
ou`
σY =
∑
A∈Kerλ?
E(−AY
D
).
Pour tout Y ∈ CD, l’application A → E(−AYD ) est un caracte`re du groupe
additif Kerλ? et la somme σY vaut donc 0 ou |Kerλ?| = qd/p. D’autre part,∑
Y ∈CD
∑
A∈Kerλ?
E(−AY
D
) =
∑
A∈Kerλ?
∑
Y ∈CD
E(−AY
D
) = qd
et donc, il y a exactement qd/|Kerλ?| = p polynoˆmes Y ∈ CD pour lesquels
la somme σY est non nulle. De´terminons ces polynoˆmes.
Comme Yλ = [D(u1T
−1 + u2T−2 + · · ·+ udT−d], on a v∞(YλD − (u1T−1 +
u2T
−2 + · · · + udT−d)) > d. Donc, pour tout A ∈ CD et tout b ∈ Fp on a
v∞(b(YλD −(u1T−1+u2T−2+· · ·+udT−d))A) > 1 d’ou` E(bYλAD ) = E(b(u1T−1+
u2T
−2 + · · ·+ udT−d)A). Si A =
d−1∑
i=0
aiT
i, alors
E(b
YλA
D
) = e(
tr(b(u1a0 + · · ·+ udad−1))
p
) = e(
btr(u1a0 + · · ·+ udad−1)
p
).
En particulier, E( bYλA
D
) = 1 pour tout b ∈ Fp et tout A ∈ Kerλ?. Par suite,
pour tout b ∈ Fp, la somme σbYλ est non nulle. Les p polynoˆmes Y ∈ CD pour
lesquels σY 6= 0 sont donc les polynoˆmes bYλ, b de´crivant Fp. Avec (3.2) il
vient
(3.3) pqd−NUN(a) =
∑
b∈Fp
E(−bRYλ
D
)
∑
X∈CD
E(
bX2Yλ
D
) =
∑
X∈CD
ΘX ,
ou`
(3.4) ΘX =
∑
b∈Fp
E(b(
Yλ(X
2 −R)
D
)).
13
Les sommes ΘX valent 0 ou p. Posons
R = ρ0 + ρ1T + · · ·+ ρ2d−2T 2d−2 avec ρd = ρd+1 = · · · = ρ2d−2 = 0.
Pour X =
d−1∑
i=0
xiT
i appartenant a` CD,
E(bYλ(X
2 −R)/D)) = e(tr(
2d−2∑
k=0
z−k−1(
∑
i+j=k
xixj − ρk))/p).
D’apre`s (3.4), on a
ΘX = p⇔ tr(
2d−2∑
k=0
z−k−1(
∑
i+j=k
xixj − ρk)) = 0,
soit en posant
ϕ(x0, . . . , xd−1) =
2d−2∑
k=0
z−k−1(
∑
i+j=k
xixj) et b(a) =
d−1∑
k=0
z−k−1ρk,
ΘX = p⇔ tr(ϕ(x0, . . . , xd−1)− b(a)) = 0.
Observons que dans l’e´criture
Yλ
D
=
∞∑
m=1
z−mT−m
on a z−m = um pour m = 1, . . . , d. Cela montre d’une part que la forme ϕ
n’est pas nulle et que d’autre part
b(a) =
d−1∑
k=0
u−k−1ρk = λ(ρ0, . . . , ρd−1).
On a donc tr(b(a)) = a, d’ou`, avec (3.3),
qd−NUN(a) = |{(x0, . . . , xd−1) ∈ F d tr(ϕ(x0, . . . , xd−1) = a}|,
ce qui est le re´sultat annonce´.

On s’inte´resse maintenant aux fonctions Q-additives a` valeurs entie`res.
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Proposition 3.3 Soit f ∈ D. Alors, pour tout nombre entier k, on a
|
∑
X∈A
degX<N
e(
k
p
f(X2))| >> qN ,
la constante implique´e par le symbole >> ne de´pendant que de q,Q et f .
Preuve. Posons
Sk(N) =
∑
X∈A
degX<N
e(
k
p
f(X2)).
La fonction f e´tant a` valeurs entie`res, on peut supposer 0 ≤ k < p. Si k = 0,
alors Sk(N) = q
N . Il reste a` prouver la proposition dans le cas ou` 0 < k < p,
ce que l’on supposera maintenant. Comme f ∈ D, on a w = f|CQ ∈ L. Il
existe λ, application line´aire non nulle de F d dans F telle que pour tout
X ∈ CQ, λ?(X) soit la classe de w(X) modulo p. Par Q-additivite´, pour tout
X ∈ A, la classe de f(X) modulo p est f ?(X). Donc,
Sk(N) =
∑
X∈A
degX<N
e(
k
p
(f(X2)) =
∑
X∈A
degX<N
e(
k
p
f ?(X2)) =
∑
a∈Fp
e(
ak
p
)UN(a).
Si l’on suppose N > d, il s’en suit que
Sk(N) = q
N−d∑
a∈Fp
e(
ak
p
)u(a).
La forme ϕλ n’est pas nulle. Soit r ∈ [1, d] son rang et δ son discriminant. Elle
est e´quivalente a` une forme diagonale φ(y1, . . . , yd) = y
2
1 + · · · + y2r−1 + ary2r
ou` ar est un e´le´ment non nul de F . Par suite, pour tout a ∈ Fp, on a
u(a) = qd−rν(a),
ou`
ν(a) = |{(y1, . . . , yr ∈ F r tr(θ(y1, . . . , yr)(θ(y1, . . . , yr)) = a}|
et
θ(y1, . . . , yr) = y
2
1 + · · ·+ y2r−1 + ary2r .
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On a donc
ν(a) =
∑
x∈F
tr(x)=a
nθ(x),
ou`
nθ(x) = |{(y1, . . . , yr ∈ F r θ(y1, . . . , yr) = x}|.
Les propositions 6.26 et 6.27 de [11] nous donnent les valeurs des nombres
nθ(x). Pour cela, notons η le caracte`re quadratique du corps F et remarquons
que |Ker(tr)| = q/p. .
Supposons d’abord r pair. La proposition 6.26 de [11] nous donne
nθ(x) = q
r−1 + v(x)q(r−2)/2)η((−1)r/2δ) avec v(x) =
{ −1 si x 6= 0,
q − 1 si x = 0.
Si a 6= 0, les x ∈ F intervenant dans la somme ν(a) sont non nuls. Si a = 0,
0 intervient dans la somme ν(a) et il y a exactement q
p
− 1 e´le´ments x non
nuls intervenant dans ν(a). D’ou`,
Sk(N) = q
N−r(
q
p
(qr−1 − q(r−2)/2η((−1)r/2δ))
∑
a∈Fp
a6=0
e(
ak
p
)
+(
q
p
− 1)(qr−1 − q(r−2)/2η((−1)r/2δ)) + qr−1 + (q − 1)q(r−2)/2η((−1)r/2δ))
= qN−r(
q
p
(qr−1 − q(r−2)/2)η((−1)r/2δ))
∑
a∈Fp
e(
ak
p
) + qr/2η((−1)r/2δ))
= qN−r/2η((−1)r/2δ)),
ce qui donne le re´sultat annonce´ lorsque r est pair.
Supposons maintenant r impair. La proposition 6.27 de [11] nous donne
nθ(x) = q
r−1 + q(r−1)/2)η((−1)(r−1)/2xδ),
d’ou`
Sk(N) = q
N−r ∑
a∈Fp
e(
ak
p
)(
qr
p
+ q(r−1)/2)η((−1)(r−1)/2δ)
∑
x∈F
tr(x)=a
η(x),
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= qN−(r+1)/2)η((−1)(r−1)/2δ)
∑
a∈Fp
e(
ak
p
)
∑
x∈F
tr(x)=a
η(x).
Posons
σ =
∑
a∈Fp
e(
ak
p
)
∑
x∈F
tr(x)=a
η(x).
On a
σ =
q
p
∑
a∈Fp
e(
ak
p
) +
∑
a∈Fp
e(
ak
p
)
∑
x∈F
tr(x)=a
η(x)
=
∑
a∈Fp
e(
ak
p
)
∑
x∈F
tr(x)=a
(1 + η(x)) =
∑
x∈F
tr(x)=a
e(
tr(x)k
p
)(1 + η(x))
=
∑
x∈F
tr(x)=a
e(
tr(x)k
p
)|{y ∈ F ; y2 = x}| =
∑
y∈F
e(
tr(y2)k
p
) =
∑
y∈F
ψ(ky2),
ψ e´tant le caracte`re additif de F de´fini dans l’introduction. On a |σ| = q1/2
(voir par exemple [11, The´ore`me 5.15]) et il s’en suit que
|Sk(N)| = qN−r/2,
ce qui donne le re´sultat annonce´ lorsque r est impair.

4 Transforme´es de Fourier des fonctions Q-
additives tronque´es
Dans ce paragraphe ainsi que dans les paragraphes suivants w est une
application de CQ dans Z n’appartenant pas a` l’ensemble L. On note encore
w la fonction Q-additive non de´ge´ne´re´e prolongeant w a` A. On introduit les
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fonctions tronque´es. Soient λ et µ des nombres entiers tels que 0 ≤ µ ≤ λ.
Pour tout X ∈ A dont le de´veloppement en base Q est
X =
∞∑
i=0
XiQ
i,
on de´finit wλ(X) et wµ,λ(X) par
(4.1) wλ(X) =
λ−1∑
n=0
w(Xn), wµ,λ(X) =
λ−1∑
n=µ
w(Xn).
Soit α ∈ R, fixe´. On pose pour tout H ∈ A,
(4.2) Fλ(H) = F
(w)
λ (α,H) = 〈Q〉−λ
∑
X∈C
Qλ
e(αwλ(X))E(−HX
Qλ
),
(4.3) Fµ,λ(H) = F
(w)
µ,λ (α,H) = 〈Q〉−λ
∑
X∈C
Qλ
e(αwµ,λ(X))E(−HX
Qλ
).
Bien qu’e´le´mentaire la proposition suivante sera tre`s utilise´e dans la suite
de ce travail.
Proposition 4.1 Soit un nombre entier λ ≥ 0.
(i) Si X ∈ CQλ, alors wλ(X) = w(X).
(ii) Si X ∈ CQλ et Y ∈ CQ, alors wλ+1(QX + Y ) = wλ(X) + w(Y ) =
w(X) + w(Y ).
(iii) Si X ∈ CQλ et Y ∈ A, alors wλ(X + Y Qλ) = w(X) = wλ(X).
(iv) Si µ est un nombre entier tel que µ < λ, si Y ∈ CQλ−µ et si Z ∈ CQµ,
alors wµ,λ(Y Q
µ + Z) = w(Y ) = wλ−µ(Y ).
(v) Si X ∈ CQλ et Y ∈ A, alors Fλ(X + Y Qλ) = Fλ(X).
(vi) Si X ∈ A et Y ∈ A sont congrus modulo Qλ, alors, Fλ(X) = Fλ(Y ).
(vii) Si µ est un nombre entier tel que µ < λ, si Y ∈ CQλ−µ et si Z ∈ CQµ,
alors Fµ,λ(Y Q
µ + Z) = Fλ−µ(Y ).
Preuve. Les points (i), (iii), et (iv) sont e´vidents ; (v) et (vii) de´coulent de
(4.2), (iii) et de la de´finition du caracte`re E ; (vi) est une conse´quence de
(v). Pour de´montrer (ii), il suffit de ve´rifier que pour X ∈ CQλ et Y ∈ CQ
on a wλ+1(QX + Y ) = w(QX + Y ) = w(X) + w(Y ) = w(X) + w(Y ) =
wλ(X) + w(Y ).
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Proposition 4.2 On a
F0(H) = 1,
et pour tout nombre entier λ ≥ 1, on a
〈Q〉λFλ(H) =
λ∏
j=1
φj(Q,w, α,H),
les fonctions φj e´tant de´finies par (2.8).
Preuve. Utilisant la proposition 4.1-(ii), la preuve est analogue a` celle de la
relation (17) de [12].

Proposition 4.3 Soient un nombre entier λ > 0 et H ∈ A. Alors,
(4.4) |Fλ(H)| ≤ 〈Q〉−C(Q,w,α)λ,
avec
(4.5) C(Q,w, α) =
cQ,w,α
〈Q〉 degQ log q ,
ou` cQ,w,α est de´fini dans la Proposition 2.5.
Preuve. La proposition pre´ce´dente donne le re´sultat quand λ = 0. Lorsque
λ > 0, la proposition 4.2 jointe a` la majoration (2.9) donne
|Fλ(H)| = 〈Q〉−λ
λ∏
j=1
|φj(Q,w, α,H)| ≤ (1− cQ,w,α〈Q〉 )
λ.
Soit C = CQ,w,α = cQ,w,α/〈Q〉 log〈Q〉. Alors, C log〈Q〉 ≤ log
(
1
1−cQ,w,α/〈Q〉
)
,
d’ou` 1− cQ,w,α/〈Q〉 ≤ 〈Q〉−C .

Proposition 4.4 Soient A ∈ A et δ et λ des nombres entiers tels que 0 ≤
δ ≤ λ. Alors, ∑
X∈C
Qλ
X≡A(modQδ)
|Fλ(X)|2 = |Fδ(A)|2.
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Preuve. Utilisant la proposition 4.1-(ii), la preuve est analogue a` celle du
lemme 19 de [13].

Proposition 4.5 Soient λ et µ des nombres entiers tels que 0 ≤ µ < λ.
Alors, pour tout H ∈ A, on a
〈Q〉µFµ,λ(H) = Fλ−µ(H)S( H
Qλ
, µ degQ).
Preuve. Utilisant la proposition 4.1-(iv), la preuve est analogue a` celle a` celle
du lemme 10 de [12].

Proposition 4.6 Soient λ et µ des nombres entiers tel que 0 ≤ µ < λ.
Alors, ∑
X∈C
Qλ
|Fµ,λ(X)| =
∑
R∈C
Qλ−µ
|Fλ−µ(R)| ≤ 〈Q〉λ−µ.
Preuve. Ici on fait la division euclidienne par Qλ−µ des polynoˆmes X ∈ CQλ ,
Avec la proposition pre´ce´dente, il vient
〈Q〉µ
∑
X∈C
Qλ
|Fµ,λ(X)| =
∑
R∈C
Qλ−µ
L∈CQµ
|Fλ−µ(R+LQλ−µ)||S(R + LQ
λ−µ
Qλ
, µ degQ)| =
∑
R∈C
Qλ−µ
L∈CQµ
|Fλ−µ(R + LQλ−µ)|S(R + LQ
λ−µ
Qλ
, µ degQ)
puisque d’apre`s la proposition 2.1, les sommes S(R+LQ
λ−µ
Qλ
, µ degQ) sont po-
sitives ou nulles. La partie (v) de la proposition 4.1 nous donne ensuite
〈Q〉µ
∑
H∈C
Qλ
|Fµ,λ(H)| =
∑
R∈C
Qλ−µ
|Fλ−µ(R)|
∑
L∈CQµ
S(
R + LQλ−µ
Qλ
, µ degQ).
Or, ∑
L∈CQµ
S(
R + LQλ−µ
Qλ
, µ degQ) =
∑
L∈CQµ
∑
X∈CQµ
E((
R
Qλ
+
L
Qµ
)X)
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=
∑
X∈CQµ
E(
RX
Qλ
)
∑
L∈CQµ
E(
LX
Qµ
) = 〈Q〉µ
d’apre`s le corollaire 2.2. En reportant cette e´galite´ dans la somme pre´ce´dente,
on obtient ∑
H∈C
Qλ
|Fµ,λ(H)| =
∑
R∈C
Qλ−µ
|Fλ−µ(R)|
et on majore trivialement |Fλ−µ(R)| par 1.

Proposition 4.7 Soient λ, δ et µ des nombres entiers tels que 1 ≤ µ <
λ, λ− µ ≤ δ ≤ λ. Si A ∈ A, alors∑
X∈C
Qλ
X≡A (mod Qδ)
|Fµ,λ(X)| =
{ |Fλ−µ(A)| si v∞({A/Qδ}) > (µ+ δ − λ) degQ,
0 sinon.
Preuve. Soit R ∈ CQδ congru a` A modulo Qδ. Alors A et R sont congrus
modulo Qλ−µ. Les polynoˆmes X ∈ CQλ congrus a` A modulo Qδ sont de la
forme X = R + LQδ avec L ∈ CQλ−δ ; ils sont congrus a` R modulo Qλ−µ et
ve´rifient, d’apre`s la proposition 4.5, la relation
〈Q〉µFµ,λ(X) = Fλ−µ(R)S(R + LQ
δ
Qλ
, µ degQ).
La positivite´ des sommes S(R+LQ
δ
Qλ
, µ degQ) jointe a` la proposition 4.1-(vi)
permet d’e´crire
〈Q〉µ
∑
X∈C
Qλ
X≡A(modQδ)
|Fµ,λ(X)| = |Fλ−µ(A)|
∑
L∈C
Qλ−δ
S(
R
Qλ
+
L
Qλ−δ
, µ degQ).
Par ailleurs,∑
L∈C
Qλ−δ
S(
R
Qλ
+
L
Qλ−δ
, µ degQ) =
∑
L∈C
Qλ−δ
∑
X∈CQµ
E((
R
Qλ
+
L
Qλ−δ
)X)
=
∑
X∈CQµ
E(
RX
Qλ
)
∑
L∈C
Qλ−δ
E(
LX
Qλ−δ
) = 〈Q〉λ−δ
∑
X∈CQµ
X≡0(modQλ−δ)
E(
RX
Qλ
).
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D’apre`s le corollaire 2.2, la proposition 2.1 donne alors∑
L∈C
Qλ−δ
S(
R
Qλ
+
L
Qλ−δ
, µ degQ)
= 〈Q〉λ−δ ×
{ 〈Q〉µ+δ−λ si v∞(R/Qδ) > (µ+ δ − λ) degQ,
0 sinon.
On a donc∑
H∈C
Qλ
H≡A(modQδ)
|Fµ,λ(H)| = |Fλ−µ(A)|×
{
1 si v∞(R/Qδ) > (µ+ δ − λ) degQ,
0 sinon
et on conclut en observant que v∞(R/Qδ) = v∞({A/Qδ}).

Proposition 4.8 Soient λ, δ et µ des nombres entiers tels que 1 ≤ µ < λ et
δ ≤ λ− µ. Si (A,L) ∈ A2, alors∑
X∈C
Qλ
X≡A(modQδ)
|Fµ,λ(X)Fλ−µ(X + L)| ≤ |Fδ(A)||Fδ(A+ L)|.
Preuve. Notons B la somme a` majorer et R ∈ CQδ le reste de A modulo
Qδ. Les polynoˆmes X ∈ CQλ congrus a` R modulo Qδ sont de la forme X =
Y + ZQλ−µ avec Y ∈ CQλ−µ , Y ≡ R (mod Qδ) et Z ∈ CQµ . D’apre`s les
propositions 4.5 et 4.1-(v), on obtient comme ci-dessus
〈Q〉µB =
∑
Y ∈C
Qλ−µ
Y≡R(modQµ)
|Fλ−µ(Y )||Fλ−µ(L+ Y )|
∑
Z∈CQµ
S(
Y
Qλ
+
Z
Qµ
), µ degQ).
Mais, pour tout Y ∈ CQλ−µ , on a∑
Z∈CQµ
S(
Y
Qλ
+
Z
Qµ
), µ degQ) =
∑
Z∈CQµ
∑
W∈CQµ
E((
Y
Qλ
+
Z
Qµ
)W )
=
∑
W∈CQµ
E(
YW
Qλ
)
∑
Z∈CQµ
E(
ZW
Qµ
) = 〈Q〉µ
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d’apre`s le corollaire 2.2. On a donc,
B =
∑
Y ∈C
Qλ−µ
Y≡R(modQµ)
|Fλ−µ(Y )||Fλ−µ(L+ Y )|
L’ine´galite´ de Cauchy-Schwarz donne
B2 ≤ (
∑
Y ∈C
Qλ−µ
Y≡R(modQδ)
|Fλ−µ(Y )|2)(
∑
Y ∈C
Qλ−µ
Y≡R(modQδ)
|Fλ−µ(L+ Y )|2).
Notons V le reste de L modulo Qλ−µ. Pour tout Y ∈ CQλ−µ , on a avec la
proposition 4.1-(vi) Fλ−µ(L+ Y ) = Fλ−µ(V + Y ), d’ou`∑
Y ∈C
Qλ−µ
Y≡R(modQδ)
|Fλ−µ(L+ Y )|2 =
∑
Y ∈C
Qλ−µ
Y≡R(modQδ)
|Fλ−µ(V + Y )|2
=
∑
Z∈C
Qλ−µ
Z≡V+R(modQδ)
|Fλ−µ(Z)|2.
La proposition 4.4 donne alors
B2 ≤ |Fδ(R)|2|Fδ(V +R)|2
On conclut en remarquant que puisque R ≡ A (mod Qδ) et V + R ≡
L+ A (mod Qδ), on a Fδ(R) = Fδ(A), Fδ(R + V ) = Fδ(A+ L).

Proposition 4.9 Soient λ, δ et µ des nombres entiers tels que 1 ≤ µ <
λ, λ− µ ≤ δ ≤ λ. Si A ∈ A, alors∑
X,Y ∈C
Qλ
X−Y≡A(modQδ)
|Fµ,λ(X)Fµ,λ(Y )| ≤
{
1 si v∞({A/Qδ}) > (µ+ δ − λ) degQ,
0 sinon.
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Preuve. Posons
B′ =
∑
X,Y ∈C
Qλ
X−Y≡A(modQδ)
|Fµ,λ(X)Fµ,λ(Y )|.
Alors avec les proposition 4.5 et 2.1, il vient
B′ =
∑
Y ∈C
Qλ
X≡A+Y (modQδ)
v∞(R(Y )
Qλ
)>µdegQ
|Fµ,λ(Y )||Fλ−µ(R(Y ))|.
Comme δ ≥ λ− µ, la proposition 4.1-(vi) nous donne
B′ =
∑
Y ∈C
Qλ
X≡A+Y (modQδ)
v∞(R(Y )
Qλ
)>µdegQ
|Fµ,λ(Y )||Fλ−µ(A+ Y ))|. (?)
Soit A′ ∈ CQδ congru a` A modulo Qδ. Pour Y ∈ CQλ on a
v∞({R(Y )
Qλ
}) > µ degQ⇔ v∞({A+ Y
Qδ
}) > (µ+ δ − λ) degQ.
Un tel Y s’e´crit Y = R + ZQδ avec R ∈ CQδ et Z ∈ CQλ−δ , ce qui donne
{A+Y
Qδ
} = A′+V
Qδ
. On a alors
v∞({R(y)
Qλ
}) > µ degQ⇔ deg(A′ + V ) < (λ− µ) degQ.
La relation (?) devient
B′ =
∑
Z∈C
Qλ−δ
∑
V ∈C
Qδ
A′+V ∈C
Qλ−µ
|Fµ,λ(V + ZQδ)Fλ−µ(A′ + V + ZQδ)|.
Comme λ− µ ≤ δ, en posant S = A′ + V , on obtient
B′ =
∑
Z∈C
Qλ−δ
∑
S∈C
Qλ−µ
|Fµ,λ(S − A′ + ZQδ)Fλ−µ(S + ZQδ)|.
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D’apre`s la proposition 4.1-(vi), pour S ∈ CQλ−µ , on a Fλ−µ(S + ZQδ) =
Fλ−µ(S), d’ou`,
B′ =
∑
Z∈C
Qλ−δ
∑
S∈C
Qλ−µ
|Fµ,λ(S − A′ + ZQδ)Fλ−µ(S)|
=
∑
S∈C
Qλ−µ
|Fλ−µ(S)|
∑
Z∈C
Qλ−δ
|Fµ,λ(S − A′ + ZQδ)|.
Lorsque Z de´crit l’ensemble CQλ−δ , le polynoˆme S−A′+ZQδ de´crit l’ensemble
des polynoˆmes X ∈ CQλ congrus a` S − A′ modulo Qδ. Par suite,
B′ =
∑
S∈C
Qλ−µ
|Fλ−µ(S)|
∑
X∈C
Qλ
X≡S−A′(modQδ)
|Fµ,λ(X)|.
La proposition 4.7 nous donne pour S ∈ CQλ−µ fixe´,∑
X∈C
Qλ
X≡S−A′(modQδ)
|Fµ,λ(X)| =
{ |Fλ−µ(S − A′)| si v∞({S−A′Qδ }) > (µ+ δ − λ) degQ,
0 sinon.
Par ailleurs on a
v∞({S − A
′
Qδ
}) > (µ+ δ − λ) degQ⇔ deg(S − A′) < (λ− µ) degQ
⇔ deg(A′) < (λ− µ) degQ.
Donc, si degA′ ≥ (λ − µ) degQ, alors B′ = 0 et si degA′ < (λ − µ) degQ,
alors
B′ =
∑
S∈C
Qλ−µ
|Fλ−µ(S)||Fλ−µ(S − A′)|
et la proposition 4.8 donne B′ ≤ |F0(0)||F0(−A′)| = 1.

5 Majoration de la somme Σ(N)
Le nombre re´el α e´tant toujours fixe´. Soient un nombre entier N > 0 et
X = X (N) l’ensemble des polynoˆmes X ∈ A tels que
(5.1) ν degQ ≤ degX < N,
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ou` ν = ν(N) est le nombre entier de´termine´ par la condition
(5.2) ν degQ < N ≤ (ν + 1) degQ.
Observons que l’ensemble X a au plus qN e´le´ments. Posons
(5.3) Σ = Σ(N) =
∑
X∈X
e(αw(X2)).
Nous supposerons N assez grand pour que ν(N) ≥ 30 degQ. Soient des
nombres entiers r et m tels que
(5.4)

1 < r ≤ ν−3
5 degQ−1 (i)
m < ν − r, (ii)
m < ν + r + 3− 2r degQ, (iii)
2m > ν + r(1 + degQ). (iv)
Observons qu’a` l’exception du cas degQ = 1, la condition (iii) implique la
condition (ii). Observons aussi que la condition (i) assure la compatibilite´
des conditions (ii) et (iv) et celle des conditions (iii) et (iv). On pose
(5.5) ` = ν + r + 1
5.1 Utilisation des fonctions de poids tronque´es
La proposition suivante est un analogue polynomial de l’ine´galite´ de Van
der Corput (Voir [6, Lemme 3.2]).
Proposition 5.1 On a
(5.6) |Σ(N)|2 ≤ qN max
R∈CQr
|
∑
X∈X
e
(
α(w((X +R)2))− w(X2))) |
Preuve. Soit R ∈ CQr . Puisque r < ν, l’application X → X + R est une
permutation de l’ensemble X . On a donc∑
X∈X
e(αw(X2)) =
∑
X∈X
e(αw((X +R)2)).
Par suite,
〈Q〉rΣ = 〈Q〉r
∑
X∈X
e(αw(X2)) =
∑
R∈CQr
∑
X∈X
e(αw((X +R)2))
26
=
∑
X∈X
∑
R∈CQr
e(αw((X +R)2)).
L’ine´galite´ de Cauchy-Schwarz donne
〈Q〉2r|Σ|2 ≤ |X |
∑
X∈X
|
∑
R∈CQr
e(αw((X +R)2))|2
≤ qN
∑
X∈X
∑
R1∈CQr
R2∈CQr
e
(
α(w((X +R1)
2)− w((X +R2)2))
)
= qN
∑
R1∈CQr
R2∈CQr
∑
X∈X
e
(
α(w((X +R1)
2)− w((X +R2)2))
)
.
L’application X → Y = X + R2 est une permutation de X et l’application
R1 → R = R1 −R2 est une permutation de CQr ; donc,
〈Q〉2r|Σ|2 ≤ qN
∑
R2∈CQr
R∈CQr
∑
Y ∈X
e
(
α(w((Y +R)2)− w(Y 2))) ,
d’ou`,
〈Q〉r|Σ|2 ≤ qN
∑
R∈CQr
∑
Y ∈X
e
(
α(w((Y +R)2)− w(Y 2)))
≤ qN〈Q〉r max
R∈CQr
|
∑
Y ∈X
e
(
α(w((Y +R)2)− w(Y 2))).

On en de´duit
Proposition 5.2 On a
(5.7) |Σ(N)|2 ≤ qN max
R∈CQr
(|T (N, r,R)|),
ou`
(5.8) T = T (N, r,R) =
∑
X∈X
e
(
α(w`((X +R)
2))− w`(X2))
)
,
w` e´tant la fonction tronque´e introduite a` la section 4.
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Preuve. Soient X ∈ X et R ∈ CQr . On a degX < N ≤ (ν + 1) degQ, d’ou`
deg(XR) ≤ (ν + r + 1) degQ − 2 = ` degQ − 2. On a aussi deg(R2) ≤
2r degQ− 2 ≤ ` degQ− 2. Par suite, deg ((X +R)2 −X2) ≤ ` degQ− 2. Si
X2 =
∞∑
n=0
YnQ
n et (X + R)2 =
∞∑
n=0
ZnQ
n sont les repre´sentations respectives
de X2 et (X + R)2 en base Q, on a Yj = Zj pour tout nombre entier j ≥ `,
d’ou`, avec (4.1), w((X +R)2)− w`((X +R)2) = w(X2)− w`(X2) ou encore
w((X +R)2)− w(X2) = w`((X +R)2)− w`(X2). On conclut avec (5.6).

En appliquant une deuxie`me fois l’ine´galite´ de Van der Corput, on obtient
Proposition 5.3 Soit R ∈ CQr . Alors
(5.9) T 2(N, r,R) ≤ qN max
S∈CQr
U(N, r,m,R, S),
ou`
(5.10) U(N, r,m,R, S) =
|
∑
X∈X
e
(
α(wm,`((X +R + SQ
m)2)− wm,`((X +R)2)− wm,`((X + SQm)2) + wm,`(X2))
) |.
Preuve. Soit S ∈ CQr . Alors, avec (5.4-(ii)), deg(SQm) < (m + r) degQ <
ν degQ. L’application X → X+SQm est donc une permutation de l’ensemble
X . De ce fait,
T =
∑
X∈X
e(α(w`((X +R + SQ
m)2)− w`((X + SQm)2))).
Par suite, on a
〈Q〉rT =
∑
S∈CQr
∑
X∈X
e(α(w`((X +R + SQ
m)2)− w`((X + SQm)2)))
=
∑
X∈X
∑
S∈CQr
e(α(w`((X +R + SQ
m)2)− w`((X + SQm)2)))
et l’ine´galite´ de Cauchy-Schwarz donne
〈Q〉2r|T |2 ≤ qN
∑
X∈X
|
∑
S∈CQr
e(α(w`((X +R + SQ
m)2)− w`((X + SQm)2)))|2
28
= qN
∑
X∈X
∑
S1∈CQr
S2∈CQr
e (θX(S1)− θX(S2)) ,
ou` pour S ∈ CQr , θX(S) = α(w`((X +R + SQm)2)− w`((X + SQm)2)). En
inversant l’ordre des sommations on obtient
〈Q〉2r|T |2 ≤ qN
∑
S1∈CQr
S2∈CQr
∑
X∈X
e (θX(S1)− θX(S2)) .
Les applications X → Y = X + S2Qm et S1 → S = S1 − S2 sont des
permutations de X et CQr respectivement. Donc,
〈Q〉2r|T |2 ≤ qN
∑
S2∈CQr
S∈CQr
∑
Y ∈X
e (θY−S2Qm(S2 + S)− θY−S2Qm(S2)) ,
d’ou`
〈Q〉2r|T |2 ≤ qN
∑
S2∈CQr
∑
S∈CQr
∑
Y ∈X
e
(
α(w`((Y +R + SQ
m)2)− w`((Y + SQm)2)
−w`((Y +R)2) + w`(Y 2))
)
,
ce qui nous donne
|T |2 ≤ qN max
S∈CQr
U(N, r,m,R, S),
avec
U = U(N, r,m,R, S) = |
∑
Y ∈X
e
(
α(w`((Y +R + SQ
m)2)− w`((Y + SQm)2)
−w`((Y +R)2) + w`(Y 2))
) |.
Montrons que U ve´rifie l’e´galite´ (5.10). Soient Z ∈ X et S ∈ CQr . Si Z2 =
∞∑
n=0
VnQ
n et (Z + SQm)2 =
∞∑
n=0
WnQ
n sont les repre´sentations respectives de
Z2 et (Z + SQm)2 en base Q, alors Vj = Wj pour tout nombre entier j < m,
d’ou` wm((Z+SQ
m)2) = wm(Z
2). D’autre part, w`(Z
2) = wm(Z
2)+wm,`(Z
2)
et w`((Z + SQ
m)2) = wm((Z + SQ
m)2) +wm,`((Z + SQ
m)2). Il s’en suit que
w`((Z + SQ
m)2)− w`(Z2) = wm,`((Z + SQm)2))− wm,`(Z2).
On reporte cette e´galite´ dans la formule de´finissant U en prenant Z e´gal a`
Y +R puis a` Y et on obtient (5.10).

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5.2 Fonction caracte´ristique des carre´s
Proposition 5.4 Pour R et S dans CQr , on a
(5.11) 〈Q〉`U(N, r,m,R, S)
= |
∑
L∈CQm
∑
X∈X
E(−LX
Q`
)
∑
(A,B,G,H)∈(C
Q`
)4
Fm,`(A)Fm,`(−B)Fm,`(−G)Fm,`(H)Λ(L)|,
ou`
(5.12) Λ(L) = Λ(N, r,R, S, L,A,B,G,H) =∑
M∈C
Q`
E
(
(M +R + SQm)2A+ (M +R)2B + (M + SQm)2G+M2H + LM
Q`
)
.
Preuve. On pose U = U(N, r,m,R, S) et pourX ∈ X , Y ∈ CQ` , ρ ∈ {0, 1}etσ ∈
{0, 1},
Θ = Θ(X, Y, ρ, σ) =
∑
Z∈C
Q`
E
(
((X + ρR + σSQm)2 − Y )Z
Q`
)
.
D’apre`s le corollaire 2.2, on a
Θ =

〈Q〉` si Y ≡ (X + ρR + σSQm)2 (mod Q`),
0 sinon,
d’ou` Θ = Θ et
〈Q〉−`e(αwm,`(Y ))Θ =

e(αwm,`(Y )) si Y ≡ (X + ρR + σSQm)2 (mod Q`),
0 sinon.
D’autre part, d’apre`s la proposition 4.1-(iv), si Y ≡ (X+ρR+σSQm)2 (modQ`),
alors wm,`(Y ) = wm,`((X + ρR + σSQ
m)2). Par suite, pour X ∈ X et
(ρ, σ) ∈ {0, 1}2, on a
e(αwm,`((X + ρR + σSQ
m)2)) =
∑
Y ∈C
Q`
〈Q〉−`e(αwm,`(Y ))Θ(X, Y, ρ, σ).
On porte cette relation dans l’e´galite´ (5.10). Il vient
〈Q〉4`U = |
∑
X∈X
∑
(Y,Z,V,W )∈(C
Q`
)4
e(αwm,`(Y ))Θ(X, Y, 1, 1)e(−αwm,`(Z))Θ(X,Z, 1, 0)
30
×e(−αwm,`(V ))Θ(X, V, 0, 1)e(αwm,`(W ))Θ(X,W, 0, 0)|
On inverse l’ordre des sommations apre`s avoir remplace´ les Θ(X, ., ρ, σ) par
leurs valeurs et on obtient :
〈Q〉4`U = |
∑
Y,A∈C
Q`
e(αwm,`(Y ))E(
−Y A
Q`
)
∑
Z,B∈C
Q`
e(−αwm,`(Z))E(−ZB
Q`
)
×
∑
V,G∈C
Q`
e(−αwm,`(V ))E(−V G
Q`
)
∑
W,H∈C
Q`
e(αwm,`(W ))E(
−WH
Q`
)×Ψ|,
ou`
Ψ = Ψ(A,B,G,H) =∑
X∈X
E
(
(X +R + SQm)2A+ (X +R)2B + (X + SQm)2G+X2H
Q`
)
.
Avec (4.3), on a
U = |
∑
A∈C
Q`
Fm,`(A)
∑
B∈C
Q`
Fm,`(−B)
∑
G∈C
Q`
Fm,`(−G)
∑
H∈C
Q`
Fm,`(H)Ψ| (?)
Il nous reste a` transformer la somme Ψ(A,B,G,H). Pour cela, on re´partit
les X ∈ X dans les diffe´rentes classes modulo Q`. On a
Ψ(A,B,G,H) =∑
M∈C
Q`
∑
X∈X
X≡M(modQ`)
E
(
(X +R + SQm)2A+ (X +R)2B + (X + SQm)2G+X2H
Q`
)
=
∑
M∈C
Q`
∑
X∈X
X≡M(modQ`)
E
(
(M +R + SQm)2A+ (M +R)2B + (M + SQm)2G+M2H
Q`
)
.
Le corollaire 2.2 nous donne alors
〈Q〉`Ψ(A,B,G,H) =
∑
M∈C
Q`
∑
X∈X
∑
L∈C
Q`
E
(
L(M −X)
Q`
)
×E
(
(M +R + SQm)2A+ (M +R)2B + (M + SQm)2G+M2H
Q`
)
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= 〈Q〉`Ψ(A,B,G,H) =
∑
L∈C
Q`
∑
X∈X
E(−LX
Q`
)
×
∑
M∈C
Q`
E
(
(M +R + SQm)2A+ (M +R)2B + (M + SQm)2G+M2H + LM
Q`
)
.
En reportant cette valeur dans (?) on obtient (5.11), ce qui ache`ve la preuve
de la proposition 5.4.

Lemme 5.5 On a
(5.13)
∑
L∈C
Q`
|
∑
X∈X
E(−LX
Q`
)| ≤ 2(1− 1
q
)〈Q〉`.
Preuve. Posons pour tout L ∈ CQ` , σL =
∑
X∈X
E(−LX
Q`
). On a
σL =
∑
X∈A
ν degQ≤degX<N
E(
LX
Q`
) =
∑
X∈A
degX<N
E(
LX
Q`
)−
∑
X∈A
degX<ν degQ
E(
LX
Q`
).
La proposition 2.1 donne la valeur de σL en fonction de v∞(L/Q`) = ` degQ−
degL :
σL =

qN − qν degQ si degL < ` degQ−N,
−qν degQ si ` degQ−N ≤ degL < (`− ν) degQ,
0 si degL ≥ (`− ν) degQ.
Par suite,∑
L∈C
Q`
|
∑
X∈X
E(−LX
Q`
)| =
∑
L∈A
degL<`degQ−N
(qN−〈Q〉ν)+
∑
L∈A
` degQ−N≤degL<(`−ν) degQ
〈Q〉ν
= 〈Q〉`q−N(qN−〈Q〉ν)+(〈Q〉`−ν−〈Q〉`q−N)〈Q〉ν = 2〈Q〉`(1−〈Q〉νq−N) ≤ 2(1−1
q
)〈Q〉`.

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Proposition 5.6 Pour tout (R, S) ∈ (CQr)2 on a
(5.14) U(N, r,m,R, S) ≤ 2(1− 1
q
)〈Q〉`/2 max
L∈C
Q−`
(
∑
D∈M
D|Q`
|D|1/2W (L,D)),
avec
(5.15) W (L,D) =
∑
(A,B,G,H)∈G(L,D)
|Fm,`(A)Fm,`(−B)Fm,`(−G)Fm,`(H)|,
G(L,D) de´signant l’ensemble des (A,B,G,H) ∈ (CQ`)4 ve´rifiant les condi-
tions
(5.16)
{
(A+B +G+H,Q`) = D (i),
L+ 2R(A+B) + 2SQm(A+G) ≡ 0 (mod D) (ii).
Preuve. Si (R, S) ∈ (CQr)2, on pose U = U(N, r,m,R, S) et pour L ∈ CQ`
u(L) =
∑
(A,B,G,H)∈(C
Q`
)4
Fm,`(A)Fm,`(−B)Fm,`(−G)Fm,`(H)Λ(L).
Alors, avec (5.11),
〈Q〉`U = |
∑
L∈CQm
∑
X∈X
E(−LX
Q`
)u(L)| ≤
∑
L∈CQm
|u(L)||
∑
X∈X
E(−LX
Q`
|
≤ max
L∈CQm
|u(L)|
∑
L∈CQm
|
∑
X∈X
E(−LX
Q`
|,
d’ou`, avec (5.13),
U ≤ 2(1− 1
q
) max
L∈CQm
|u(L)|.
Avec (5.12) et (2.10), on a
|u(L)| ≤
∑
(A,B,G,H)∈(C
Q`
)4
|Fm,`(A)Fm,`(−B)Fm,`(−G)Fm,`(H)|
×|Γ(Q`, A+B +G+H,L+ 2R(A+B) + 2SQm(A+G))|.
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On divise la somme ci-dessus en sommes partielles, suivant les valeurs de
D = (A + B + G + H,Q`). La Proposition 2.7 jointe a` la majoration (2.11)
nous donnent alors
|u(L)| ≤
∑
D∈M
D|Q`
∑
(A,B,G,H)∈(C
Q`
)4
(A+B+G+H,Q`)=D
D|(L+2R(A+B)+2SQm(A+G))
|Fm,`(A)Fm,`(−B)Fm,`(−G)Fm,`(H)|〈D〉1/2〈Q〉`/2,
ce qui donne le re´sultat annonce´.

Soit, pour R ∈ CQr , S ∈ CQr et L ∈ CQ` ,
(5.17) V = V (R, S, L) =
∑
D∈M
D|Q`
〈D〉1/2W (L,D).
On pose
(5.18) ρ = ρ(Q) = r degQ− 1
et
(5.19) ∆ = `−m+ ρ(Q).
La condition (5.4-(ii)) jointe a` (5.5) entraˆıne ∆ > 0. La condition (5.4-(iv))
entraˆıne r degQ− 1 < 2m− ν − r − 1, d’ou` ρ(Q) < 2m− ν − r − 1 et, avec
(5.19) et (5.5), ∆ < m. On divise V en trois sommes partielles suivant les
valeurs de vQ(D) : V = V1 + V2 + V3, avec
(5.20) V1 = V1(R, S, L) =
∑
D∈M
D|Q`
vQ(D)<∆
〈D〉1/2W (L,D).
(5.21) V2 = V2(R, S, L) =
∑
D∈M
D|Q`
∆≤vQ(D)<m
〈D〉1/2W (L,D).
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(5.22) V3 = V3(R, S, L) =
∑
D∈M
D|Q`
vQ(D)≥m
〈D〉1/2W (L,D).
On fixe momentane´ment les polynoˆmes R, S et L et on majore ces trois
sommes. La majoration de V1 est facile.
Proposition 5.7 Pour tout (R, S) ∈ (CQr)2 et L ∈ CQ` on a
(5.23) V1(R, S, L) ≤ ∆τ(Q`)〈Q〉4(`−m)
(〈Q〉
q
)`/2
q(∆−1)/2.
Preuve. On majore les sommes W (L,D) intervenant dans V1 en remplac¸ant la
condition (A,B,G,H) ∈ G(L,D) par la condition moins restrictive (A,B,G,H) ∈
(CQ`)4. Cela donne
V1 ≤
∑
D∈M
D|Q`
ωQ(D)<∆
〈D〉1/2
∑
(A,B,G,H)∈(C
Q`
)4
|Fm,`(A)Fm,`(B)Fm,`(G)Fm,`(H)|,
d’ou`, avec la proposition 4.6,
V1 ≤ 〈Q〉4(`−m)
∑
D∈M
D|Q`
ωQ(D)<∆
〈D〉1/2.
On applique alors la proposition 2.3 avec m = θ = 0 et n = ∆− 1 et il vient
∑
D∈M
D|Q`
ωQ(D)<∆
〈D〉1/2 ≤ ∆τ(Q`)
(〈Q〉
q
)`/2
max(1, q(∆−1)/2).

Les majorations de V2 et V3 demandent quelques notations supple´mentaires.
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D’apre`s (5.15), siD est un polynoˆme unitaire divisantQ` tel que G(L,D) =
∅, W (L,D) = 0 et n’intervient pas dans les sommes Vi. On n’a donc a`
conside´rer que les polynoˆmes D pour lesquels G(L,D) 6= ∅. Pour tout po-
lynoˆme unitaire D divisant Q`, on pose
(5.24) D˜ = (D,R).
Les facteurs irre´ductibles de D˜ sont facteurs irre´ductibles de Q. Soit P
l’un de ces facteurs. Alors P vP (D˜) divise (D,R), donc divise R. On a donc
vP (D˜) degP ≤ degR < r degQ, ou encore avec (5.18), vP (D˜) ≤ ρ. Par suite,
(5.25) D˜ =
∏
P∈I
P |D
P vP (D˜) |
∏
P∈I
P |Q
P ρ | Qρ.
Avec (5.4-(ii)) et (5.4-(iv)) on a ρ < m, d’ou` D˜|Qm. D’apre`s (5.16), si
(A,B,G,H) ∈ G(L,D), alors D|Q` et L + 2R(A + B) + 2SQm(A + G) ≡
0 (mod D), d’ou`, avec (5.24), L+ 2SQm(A+G) ≡ 0 (mod D˜), ce qui
implique que D˜ divise L. Les polynoˆmes D tels que G(L,D) 6= ∅ sont tels
que D˜ divise L. Quand cette condition est re´alise´e, on pose
(5.26) 2R = R′D˜, 2SQρ = S ′D˜, L = L′D˜, D = D′D˜.
La deuxie`me des conditions (5.16) s’e´crit alors
L′D˜ +R′D˜(A+B) + S ′Qm−ρD˜(A+G) ≡ 0 (mod D′D˜),
d’ou`
(5.16− (iii)) L′ +R′(A+B) + S ′Qm−ρ(A+G) ≡ 0 (mod D′).
Les polynoˆmes R′ et D′ sont premiers entre eux. Soit R” ∈ CD′ , inverse de
R′ modulo D′. Posons
(5.27) L” = R”L′, S” = R”S ′ =
2R”SQρ
(D,R)
.
La condition (5.16-(iii)) devient
(5.16− (iv)) L” + A+B + S”Qm−ρ(A+G) ≡ 0 (mod D′).
On peut maintenant majorer V2 et V3 :
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Proposition 5.8 Pour tout (R, S) ∈ (CQr)2 et L ∈ CQ`, on a
(5.28) V2(R, S, L) ≤ (m−∆)τ(Q`−∆)
(〈Q〉
q
)`/2
q(m−1)/2.
Preuve. Soit D ∈M divisant Q` et tel que ∆ ≤ vQ(D) < m. Nous suppose-
rons que D˜ divise L. Soit δ = vQ(D). D’apre`s (5.19), on a
vQ(D
′D˜) = vQ(D) ≥ ∆ = `−m+ ρ,
et d’apre`s (5.25), vQ(D˜) ≤ ρ. Donc vQ(D′) ≥ δ − ρ ≥ ` −m. On majore la
somme W (L,D) en remplac¸ant les conditions (5.16) par les conditions moins
restrictives
A+B +G+H ≡ 0 (mod Qδ−ρ); L” + A+B ≡ 0 (mod Qδ−ρ)
implique´es par (5.16-(i)) et (5.16-(iv)). On obtient avec (5.21) et (5.15)
V2 ≤
∑
D∈M
D|Q`
∆≤vQ(D)<m
〈D〉1/2
×
∑
(A,B,G,H)∈(C
Q`
)4
A+B+G+H≡0 (mod Qδ−ρ)
A+B≡−L”(modQδ−ρ)
|Fm,`(A)Fm,`(−B)Fm,` − (G)Fm,`(H)|,
d’ou`
V2 ≤
∑
D∈M
D|Q`
∆≤vQ(D)<m
〈D〉1/2{
∑
(A,B)∈(C
Q`
)2
A+B≡−L”(modQδ−ρ)
|Fm,`(A)Fm,`(−B)|}
×{
∑
(G,H)∈(C
Q`
)2
G+H≡L”(modQδ−ρ)
|Fm,`(−G)Fm,`(H)|}.
Comme `−m ≤ δ−ρ, on peut appliquer la proposition 4.9 aux deux dernie`res
sommes. On obtient
V2 ≤
∑
D∈M
D|Q`
∆≤vQ(D)<m
〈D〉1/2,
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d’ou`, avec la proposition 2.3,
V2 ≤ (m−∆)τ(Q`−∆)
(〈Q〉
q
)`/2
max(q∆/2, q(m−1)/2).

Pour majorer V3, on majore d’abord les W (L,D) intervenant dans V3.
Proposition 5.9 Soit D un diviseur unitaire de Q` tel que D˜ divise L et tel
que δ = vQ(D) ≥ m. Alors,
(5.29) W (L,D) ≤
{ 〈Q〉−2C(Q,w,α)(δ−m−2ρ(Q)) si δ −m− 2ρ(Q) > 0,
1 sinon.
Preuve. Soit (A,B,G,H) ∈ G(L,D). Avec (5.16-(iv)) on a
L” + A+B + S”Qm−ρ(A+G) ≡ 0 (mod D′)
et avec (5.16-(i)) on a
A+B +G+H ≡ 0 (mod D)
On a vQ(D
′) ≥ δ − ρ, d’ou`{
L” + A+B + S”Qm−ρ(A+G) ≡ 0 (mod Qδ−ρ)
A+B +G+H ≡ 0 (mod Qδ−ρ),
syste`me e´quivalent au syste`me (E) suivant{
L” + A+B + S”Qm−ρ(A+G) ≡ 0 (mod Qδ−ρ)
G+H − S”Qm−ρ(A+G)− L” ≡ 0 (mod Qδ−ρ).
On majore W = W (L,D) en remplac¸ant la condition (A,B,G,H) ∈ G(L,D)
par la condition moins restrictive (A,B,G,H) ∈ (CQ`)4 et ve´rifie (E). On
obtient
W ≤
∑
(A,G)∈(C
Q`
)2
|Fm,`(A)Fm,`(−G)|
∑
B∈C
Q`
−B≡L”+A+S”Qm−ρ(A+G)(modQδ−ρ)
|Fm,`(−B)|
×
∑
H∈C
Q`
H≡L”−G+S”Qm−ρ(A+G)(mod Qδ−ρ)
|Fm,`(H)|).
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Avec (5.4-(iv)), (5.5) et (5.18), on a δ − ρ ≥ m− ρ ≥ `−m. En appliquant
la proposition 4.7 aux deux dernie`res sommes on obtient que la somme∑
B∈C
Q`
−B≡L”+A+S”Qm−ρ(A+G)(mod Qδ−ρ
|Fm,`(−B)|
vaut |F`−m(L” + A + S”Qm−ρ(A + G))| si v∞({L”+A+S”Qm−ρ(A+G)Qδ−ρ }) > (m +
δ − ρ− `) degQ et 0 sinon ainsi que la majoration∑
H∈C
Q`
H≡L”−G+S”Qm−ρ(A+G)(modQδ−ρ)
|Fm,`(H)| ≤ |F`−m(L”−G+S”Qm−ρ(A+G))|
On de´finit le sous ensemble H de (CQ`)2 par la condition
(A,G) ∈ H ⇔ ν({L” + A+ S”Q
m−ρ(A+G)
Qδ−ρ
}) > (m+ δ − ρ− `) degQ.
Alors,
W ≤
∑
(A,G)∈H
|Fm,`(A)Fm,`(−G)|
×|F`−m(L” + A+ S”Qm−ρ(A+G))||F`−m(L”−G+ S”Qm−ρ(A+G))|.
Fixons A ∈ CQ` et montrons que les G ∈ CQ` tels que (A,G) ∈ H sont dans
une meˆme classe de congruence modulo Qδ−m−2ρ. En effet, supposons que
(A,G) ∈ H et (A,G′) ∈ H. Alors on a
v∞({S”(G−G
′)
Qδ−m
}) > (m+ δ − ρ− `) degQ.
Avec (5.4-(iv)) on a 2m > r(degQ + 1) + ν, d’ou` m + δ − ρ − ` > δ − m.
Par suite S”(G − G′) ≡ 0 (mod Qδ−m) d’ou`, avec (5.27), R”SQρ
(D,R)
(G − G′) ≡
0 (mod Qδ−m). Le polynoˆme R” e´tant l’inverse de R′ modulo D′, il est donc
premier a` tout diviseur de D′. En particulier, il est premier a` Q et donc
inversible modulo Qδ−m, d’ou` SQρ(G−G′) ≡ 0 (mod Qδ−m). Par ailleurs, si
P est un facteur irre´ductible de (S,Q), on vP (S) degP ≤ degS < r degQ,
d’ou` avec (5.18), vP (S) ≤ ρ. On a donc∏
P∈I
P |(S,Q)
P vP (S) | Qρ,
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d’ou`
Q2ρ(G−G′) ≡ 0 (mod Qδ−m) et G′ ≡ G (mod Qδ−m−2ρ).
Pour tout A ∈ CQ` , notons G0(A) l’e´le´ment de CQδ−m−2ρ tel que pour tout
G ∈ CQ` on ait
(A,G) ∈ H ⇒ G ≡ G0(A) (mod Qδ−m−2ρ).
On majore W = W (L,D) en remplac¸ant la condition (A,H) ∈ H par la
condition G ≡ G0(A) (mod Qδ−m−2ρ). On obtient
W ≤
∑
A∈C
Q`
∑
G∈C
Q`
G≡G0(A)(modQδ−m−2ρ)
|Fm,`(A)|
×|F`−m(L”+A+S”Qm−ρ(A+G))||Fm,`(−G)|F`−m(L”−G)+S”Qm−ρ(A+G))|
Avec (5.4-(iv)) on a m− ρ > `−m et la proposition 4.1-(vi) nous donne
W ≤
∑
A∈C
Q`
∑
G∈C
Q`
G≡G0(A)(modQδ−m−2ρ)
|Fm,`(A)F`−m(L”+A)||Fm,`(−G)|F`−m(L”−G)|,
soit
W ≤
∑
A∈C
Q`
|Fm,`(A)F`−m(L” + A)|
×
∑
G∈C
Q`
G≡G0(A)(modQδ−m−2ρ)
|Fm,`(−G)F`−m(L”−G)|.
(I) Supposons d’abord que γ = δ − m − 2ρ > 0. On a alors γ < ` − m et
m < `. On applique la proposition 4.8 a` la somme inte´rieure et on obtient
W ≤
∑
A∈C
Q`
|Fm,`(A)F`−m(L” + A)||Fγ(−G0(A))Fγ(L”−G0(A))|.
La proposition 4.3 donne alors
W ≤ 〈Q〉−2Cγ
∑
A∈C
Q`
|Fm,`(A)F`−m(L” + A)|
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ou` C = C(Q,w, α) et les propositions 4.8 et 4.2 nous donnent
W ≤ 〈Q〉−2Cγ|F0(0)F0(L”)| = 〈Q〉−2Cγ.
(II) Supposons maintenant que γ = δ−m−2ρ ≤ 0. Dans ce cas, la condition
de congruence dans la somme majorant W n’apportant aucune restriction,
on majore W trivialement et on obtient
W ≤
∑
A∈C
Q`
|Fm,`(A)F`−m(L” + A)|
∑
G∈C
Q`
|Fm,`(−G)F`−m(L”−G)|
et la proposition 4.8 nous donne W ≤ 1.

Proposition 5.10 Pour tout (R, S) ∈ (CQr)2 et L ∈ CQ`, on a
(5.30) V3(R, S, L) ≤ (`−m+ 1)τ(Q`−m)〈Q〉`/2〈Q〉−C′(Q,w,α)(`−m−2ρ(Q)),
avec
(5.31) C ′(Q,w, α) = min(2C(Q,w, α),
1
2 degQ
).
Preuve. Observons d’abord que la condition (5.4-(iii)) entraˆıne la relation
m+ 2ρ < `. Avec (5.22) et (5.29), on a
V3 ≤
∑
D∈M
D|Q`
m≤vQ(D)≤m+2ρ
〈D〉1/2 +
∑
D∈M
D|Q`
m+2ρ<vQ(D)
〈D〉1/2〈Q〉2(m+2ρ−vQ(D))C ,
ou` l’on a pose´ C = C(Q,w, α). Comme τ(Q`−m−2ρ−1) ≤ τ(Q`−m), la propo-
sition 2.3 donne
V3 ≤ τ(Q`−m)
(〈Q〉
q
)`/2 (
(2ρ+ 1)qρ+m/2 + (`−m− 2ρ)〈Q〉2(m+2ρ)C
×max
(
(〈Q〉−2C‖α‖2q1/2)m+2ρ+1, (〈Q〉−2C‖α‖2q1/2)`
)
.
Si 〈Q〉−2Cq1/2 < 1, on a
V3 ≤ τ(Q`−m)
(〈Q〉
q
)`/2 (
(2ρ+ 1)qρ+m/2 + (`−m− 2ρ)q(m+1+2ρ)/2〈Q〉−2C) ,
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d’ou`
V3 ≤ τ(Q`−m)〈Q〉`/2(`−m+ 1)qρ+m/2−`/2.
Si 〈Q〉−2Cq1/2 ≥ 1, on a
V3 ≤ τ(Q`−m)
(〈Q〉
q
)`/2 (
(2ρ+ 1)qρ+m/2 + (`−m− 2ρ)q`/2〈Q〉2(m+2ρ−`)C) ,
≤ τ(Q`−m)〈Q〉`/2
(
(2ρ+ 1)qρ+
m−`
2 + (`−m− 2ρ)〈Q〉−2C(`−m−2ρ))
)
.
Si on pose C ′ = C ′(Q,w, α), on a
V3 ≤ τ(Q`−m)〈Q〉`/2(`−m+ 1)〈Q〉−C′(`−m−2ρ).

Proposition 5.11 On a
V (R, S, L) ≤ mτ(Q`)〈Q〉`/2 (q−1〈Q〉4ν+9r/2−(4+1/2 degQ)m+4
(5.32) +q−1−r/2〈Q〉−(ν−m)/2 degQ + 〈Q〉−C′(Q,w,α)(`−m−2ρ)
)
.
Preuve. La proposition 5.7 nous donne
V1 ≤ ∆τ(Q`)〈Q〉4(`−m)
(〈Q〉
q
)`/2
q(∆−1)/2,
d’ou`, avec (5.19), (5.18), (5.4) et (5.5),
V1 ≤ mτ(Q`)〈Q〉`/2〈Q〉4(ν+r+1−m)+r/2q−1−m/2,
≤ m
q
τ(Q`)〈Q〉`/2〈Q〉4ν+9r/2−m(4+1/2 degQ)+4.
La proposition 5.8 nous donne
V2 ≤ mτ(Q`−∆)
(〈Q〉
q
)`/2
q(m−1)/2,
d’ou`, avec (5.5),
V2 ≤ m
q
τ(Q`)〈Q〉`/2q−r/2〈Q〉−(ν−m)/2 degQ.
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D’apre`s la proposition 5.10, on a
V3 ≤ (`−m+ 1)τ(Q`−m)〈Q〉`/2〈Q〉−C′(Q,w,α)(`−m−2ρ),
d’ou`, avec (5.18), (5.4) et (5.5),
V3 ≤ mτ(Q`)〈Q〉`/2〈Q〉−C′(Q,w,α)(`−m−2ρ).
Les majorations de V1, V2, V3 jointes aux relations (5.17), (5.20), (5.21),
(5.22), nous donnent
V ≤ mτ(Q`)〈Q〉`/2 (q−1〈Q〉4ν+9r/2−m(4+1/2 degQ)+4
+q−1−r/2〈Q〉−(ν−m)/2 degQ + 〈Q〉−C′(Q,w,α)(`−m−2ρ
)
.

5.3 Fin de la Majoration
On est en mesure de de´montrer la proposition suivante :
Proposition 5.12 On suppose α non entier. Soient
(5.33) η(Q) =
(
4q99/100 exp( 1
48 degQ
)(1− 1
q
)(1 + 2
q
)τ(Q)〈Q〉5
(degQ)ω(Q)+1
)1/4
et
(5.34) ξ(Q,w, α) =
11
15
min(
1
48(degQ)2 + 11 degQ− 1 ,
1
16(degQ)2 + 7 degQ+ 1+8 degQ
C(Q,w,α)
− 1),
ou` C(Q,w, α) est de´finie par (4.5). Alors, pour ν(N) > 100/ξ(Q,w, α), on a
(5.35) |Σ(N)| ≤ η(Q)N ω(Q)+14 qN(1− 99400 ξ(Q,w,α)).
Preuve. On pose C ′ = C ′(Q,w, α) de´fini par (5.31). On va imposer des condi-
tions supple´mentaires aux parame`tres r et m afin que les conditions suivantes
soient re´alise´es :
(5.36)

(4ν + 13r/2)−m(4 + 1/2 degQ) ≤ 0,
(m− ν − r)/2 degQ+ 2r − 4 ≤ 0,
C ′(m− ν − r − 3) + 2r(1 + C ′ degQ)− 4 ≤ 0.
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Ces conditions re´alise´es, on de´duit des relations (5.14), (5.17) et (5.32) que
pour R ∈ CQ et S ∈ CQr ,
U = U(N, r,m,R, S) ≤ 2(1− 1
q
)mτ(Q`)〈Q〉` (q−1〈Q〉4ν+9r/2−(4+1/2 degQ)m+4
+q−1−r/2〈Q〉−(ν−m)/2 degQ + 〈Q〉−C′(`−m−2ρ)
)
,
d’ou`, avec (5.5), (5.18) et (5.36),
(5.37) U ≤ 2(1− 1
q
)(
2
q
+ 1)mτ(Q`)〈Q〉ν−r+5.
Compte tenu de (5.31), les conditions (5.36) sont re´alise´es de`s que les condi-
tions
(5.38)
{
(8ν + 13r) degQ ≤ m(8 degQ+ 1),
m ≤ ν + r − 2r
C′ − 2r degQ+ 8 degQ.
le sont.
On se donne un parame`tre ξ ∈]0, 1] et on impose
(5.39) 1 < r ≤ ξν.
Les conditions (5.38) sont satisfaites si
ν
(
1 + 13ξ
8
1 + 1
8 degQ
)
≤ m ≤ ν(1 + ξ − 2ξ
C ′
− 2ξ degQ).
On exigera donc que ξ ve´rifie la condition
(5.40)
1 + 13ξ
8
1 + 1
8 degQ
≤ 1 + ξ − 2ξ degQ− 2ξ
C ′
et que l’intervalle
Jξ,ν = [ν
1 + 13ξ
8
1 + 1
8 degQ
, ν(1 + ξ − 2ξ degQ− 2ξ
C ′
)]
contienne des nombres entiers m tels que r ≤ ξν et m ve´rifient les conditions
(5.4). On prend
(5.41) ξ = ξ(Q,w, α) =
11
15
16(degQ)2 + 7 degQ+ 2+16 degQ
C′ − 1
.
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et la condition (5.40) est ve´rifie´e. Observons que, C ′ = C ′(Q,w, α) e´tant
de´fini par (5.31), ξ(Q,w, α) ve´rifie (5.34). On suppose que N est assez grand
pour que ν = ν(N) > 100/ξ. Alors on a ν > 30 degQ et
(5.42) ν ≥ 1
1 + ξ − 2ξ degQ− 2ξ
C′ −
1+ 13ξ
8
1+ 1
8 degQ
.
L’intervalle Jξ,ν contient alors des nombres nombres entiers. Si r ≤ ξν, alors
1−3/ν
5 degQ−1 >
1−1/10 degQ
5 degQ−1 > ξ, d’ou` r ≤ ξν < ν−35 degQ−1 , ce qui est la relation
(5.4-(i)). Soit un nombre entier m ∈ Jξ,ν . Alors
m ≤ ν(1 + ξ − 2ξ degQ− 2ξ/C ′) ≤ ν(1 + ξ − 6ξ degQ),
d’ou`, d’une part m ≤ ν(1− 5ξ) < ν − r et d’autre part,
m ≤ ν(1 + ξ(1− 2 degQ)) ≤ ν + r(1− 2 degQ) < ν + r(1− 2 degQ)) + 3.
Les relations (5.4-(ii)) et (5.4-(iii)) sont ve´rifie´es. Avec (5.41), on a
ξ <
1− 1/8 degQ
(1 + degQ)(1 + 1/8 degQ)
,
d’ou`
2m > ν(1 + ξ(1 + degQ)) ≥ ν + r(1 + degQ)
et (5.4)-(iv) est ve´rifie´e. Par suite, (5.37) est ve´rifie´e. Majorons τ(Q`). On a
τ(Q`) =
∏
P∈I
P |Q
(`vP (Q) + 1) ≤
∏
P∈I
P |Q
(`vP (Q) + `) = `
ω(Q)τ(Q).
Avec (5.5) puis (5.39), on a
`ω(Q) = (ν + r + 1)ω(Q) ≤ νω(Q)(1 + ξ + 1
ν
)ω(Q).
Comme ν = ν(N) ≥ 100/ξ, on a
`ω(Q) ≤ νω(Q)(1+2ξ)ω(Q) = νω(Q) exp(ω(Q) log(1+101
100
ξ) ≤ νω(Q) exp(101
100
ξ degQ).
Avec (5.41) et (5.31),
`ω(Q) ≤ νω(Q) exp( 1
48 degQ
),
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d’ou`
(5.43) τ(Q`) ≤ exp( 1
48 degQ
)τ(Q)νω(Q).
Avec (5.4) on a a m ≤ ν + r − 6r degQ + 8 degQ ≤ ν + r < 2ν, d’ou`, avec
(5.37), (5.42) et (5.43),
U ≤ κ(Q)τ(Q)νω(Q)+1〈Q〉ν−r+5,
ou`
κ(Q) = 4 exp(
1
48 degQ
)(1− 1
q
)(1 +
2
q
).
La proposition 5.3 nous donne
T (N,R, S)2 ≤ κ(Q)τ(Q)qNνω(Q)+1〈Q〉ν−r+5,
puis, la proposition 5.2 nous donne
|Σ(N)|4 ≤ κ(Q)τ(Q)q3Nνω(Q)+1〈Q〉ν−r+5,
d’ou`, en majorant ν par N/ degQ,
|Σ(N)| ≤ (κ(Q)τ(Q)〈Q〉5)1/4( N
degQ
)ω(Q)+1
4
qN〈Q〉−r/4.
L’intervalle [ 99
100
ξν, ξν] contient des nombres entiers. On prend r dans cet
intervalle et on obtient la majoration
|Σ(N)| ≤ (κ(Q)τ(Q)〈Q〉5)1/4( N
degQ
)ω(Q)+1
4
qN(1−
99
400
ξ)+ 99
400 .

6 De´monstration du the´ore`me 1.2
Proposition 6.1 Soit N un nombre entier, N > 100 degQ/ξ(Q,w, α). Alors
|
∑
X∈A
degX<N
e(αw(X2))| ≤ η(Q)
(
1 +
〈Q〉1−99ξ/400
〈Q〉1−99ξ/400 − 1
)
N
ω(Q)+1
4 qN(1−99ξ/400)
+〈Q〉[100/ξ] − η(Q)N ω(Q)+14 〈Q〉
([100/ξ]+1)(1−99ξ/400)
〈Q〉1−99ξ/400 − 1 ,
ou` ξ = ξ(Q,w, α).
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Preuve. Posons
S(N) =
∑
X∈A
degX<N
e(αw(X2)).
Avec (5.1), (5.2) et (5.3), on a
S(N) = 1 +
ν(N)∑
j=1
Σ(j degQ) + Σ(N).
La proposition 5.12 nous donne
|S(N)| ≤ 1 +
[100/ξ]∑
j=1
|Σ(j degQ)|+
η(Q)
 ν(N)∑
j=1+[100/ξ]
(j degQ)
ω(Q)+1
4 qj degQ(1−99ξ/400) +N
ω(Q)+1
4 qN(1−99ξ/400)
 .
On majore la premie`re somme en majorant trivialement |Σ(j degQ)| par
qj degQ − q(j−1) degQ et la deuxie`me somme en majorant (j degQ)ω(Q)+14 par
N
ω(Q)+1
4 . On obtient
|S(N)| ≤ 〈Q〉[100/ξ]+η(Q)N ω(Q)+14
 ν(N)∑
j=1+[100/ξ]
〈Q〉j(1−99ξ/400) + qN(1−99ξ/400)
 ,
d’ou`,
|S(N)| ≤ 〈Q〉[100/ξ]+
η(Q)N
ω(Q)+1
4
(〈Q〉(ν(N)+1)(1−99ξ/400) − 〈Q〉(1+[100/ξ])(1−99ξ/400)
〈Q〉(1−99ξ/400) − 1 + q
N(1−99ξ/400)
)
.
Avec (5.2), on obtient
|S(N)| ≤ 〈Q〉[100/ξ] + η(Q)
(
1 +
〈Q〉1−99ξ/400
〈Q〉1−99ξ/400 − 1
)
N
ω(Q)+1
4 qN(1−99ξ/400)
−η(Q)N ω(Q)+14 〈Q〉
([100/ξ]+1)(1−99ξ/400)
〈Q〉1−99ξ/400 − 1 .

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Corollaire 6.2 Soit α un nombre re´el non entier. Alors il existe un nombre
entier N(Q,w, α) tel que pour tout nombre entier N ≥ N(Q,w, α) on ait
|
∑
X∈A
degX<N
e(αw(X2))| ≤ β(Q,w, α)N ω(Q)+14 qN(1−99ξ/400),
ou` ξ = ξ(Q,w, α) et
(6.1) β(Q,w, α) = η(Q)
(
1 +
〈Q〉1−99ξ/400
〈Q〉1−99ξ/400 − 1
)
.
Preuve. Pour N ≥ n(Q, ξ) = n(Q, ξ(Q,w, α)), on a
η(Q)N
ω(Q)+1
4
〈Q〉([100/ξ]+1)(1−99ξ/400)
〈Q〉1−99ξ/400 − 1 > 〈Q〉
[100/ξ].
On prend N(Q,w, α) = max(n(Q, ξ(Q,w, α)), 1 + 100 degQ/ξ(Q,w, α)).

Nous pouvons maintenant de´montrer le The´ore`me 1.2 avec
(6.2) a(Q,w, α) =
363
2000
min(
1
48(degQ)2 + 11 degQ− 1 ,
C(Q,w, α)
C(Q,w, α)(16(degQ)2 + 7 degQ− 1) + 1 + 8 degQ)
et
(6.3) b = b(Q) = η(Q)
(
1 +
〈Q〉1−363/2000(48(degQ)2+11 degQ−1)
〈Q〉1−99/400(48(degQ)2+11 degQ−1) − 1
)
.
Posons a = a(Q,w, α) et minorons d’abord ξ = C(Q,w, α). On a
1
48(degQ)2 + 11 degQ− 1 ≥
2000
363
a
ainsi que
1
16(degQ)2 + 7 degQ+ 1+8 degQ
C(Q,w,α)−1
≥ 2000
363
a.
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D’apre`s (5.34)
ξ(Q,w, α) ≥ 2000
363
a,
d’ou`
1− 99ξ/400 ≤ 1− a.
D’autre part, la fonction t → 〈Q〉t〈Q〉t−1 e´tant de´croissante sur l’ensemble des
nombres re´els, on a avec (5.34)
〈Q〉1−99ξ/400
〈Q〉1−99ξ/400 − 1 ≤
〈Q〉1−363/2000(48(degQ)2+11 degQ−1)
〈Q〉1−363/2000(48(degQ)2+11 degQ−1) − 1 ,
d’ou`, avec (6.1)
β(Q,w, α) ≤ η(Q)
(
1 +
〈Q〉1−363/2000(48(degQ)2+7 degQ−1)
〈Q〉1−363/2000(48(degQ)2+7 degQ−1) − 1
)
,
soit
β(Q,w, α) ≤ b(Q).
D’apre`s le corollaire 6.2, pour tout nombre entier N ≥ N(Q,w, α), on a
|
∑
X∈A
degX<N
e(αw(X2))| ≤ b(Q)N ω(Q)+14 qN(1−a).

Terminons cette section par la preuve du corollaire 1.3. Soient m un
nombre entier strictement positif et a ∈ {0, 1, . . .m− 1}. Poson
z(m, a,N) = Card{X ∈ A| degX < n, f(X2) ≡ a (mod m)}.
On a
z(m, a,N) =
∑
X∈A
degX<N
1
m
m−1∑
h=0
e(
h(f(X2)− a)
m
).
En inversant l’ordre des sommations on obtient
mz(m, a,N) =
m−1∑
h=0
e(
−ha
m
)
∑
X∈A
degX<N
e(
hf(X2)
m
)
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= qN +
m−1∑
h=1
e(
−ha
m
)
∑
X∈A
degX<N
e(
h
m
f(X2)).
Le the´ore`me 1.2 nous donne alors
|mz(m, a,N)− qN | ≤
m−1∑
h=1
b(q,Q)N
ω(Q)+1
4 qN(1−a(q,Q,f,h/m))
≤ (m− 1)b(q,Q)N ω(Q)+14 qN(1−η(q,Q,f,m)),
avec η(q,Q, f,m) = min1≤h≤m−1{a(q,Q, f, h/m)}, d’ou` le re´sultat annonce´.

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