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We calculate the exact many-body time dynamics of polaritonic states supported by an optical
cavity filled with organic molecules. Optical, vibrational and radiative processes are treated on an
equal footing employing the Time-Dependent Variational Matrix Product States algorithm. We
demonstrate signatures of non-Markovian vibronic dynamics and its fingerprints in the far-field
photon emission spectrum at arbitrary light-matter interaction scales, ranging from the weak to the
strong coupling regimes. We analyze both the single and many-molecule cases, showing the crucial
role played by the collective motion of molecular nuclei and dark states in determining the polariton
dynamics and the subsequent photon emission.
Organic polaritons, formed upon hybridization of op-
tical electromagnetic (EM) modes and Frenkel excitons
of organic molecules [1–5], exist as a threefold mixture of
photonic, electronic and phononic excitations. As a result,
modified nuclear effects in polaritons leads to tailored ma-
terial [6–8] and chemical [9–13] properties. In this regard,
experiments have underlined the impact of vibronic states
in the polariton time evolution, with examples in ther-
malization and cooling of room T condensates [14–16],
thresholds in organic lasers [17, 18] and lifetimes [19–21].
First studies on the impact of vibrations on organic po-
lariton dynamics relied on the Fermi’s golden rule within
a Markovian approach [22, 23], which neglects correla-
tions and interplay between electronic and vibrational
excitations. More recently, the influence of vibronic states
in the spectroscopic properties of these systems [24, 25]
has been analyzed using the Holstein-Tavis-Cummings
(HTC) model, in which the complex spectral density of
the vibronic modes in organic molecules is modelled by a
single phonon mode.
In this Letter we simulate the temporal dynamics of
the polaritons supported by an optical microcavity filled
with an ensemble of prototypical organic molecules (Rho-
damine 800), as sketched in Fig. 1a. In our approach,
nuclear, electronic and photonic processes are treated fully
and on equal footing by employing the Time-Dependent
Variational Matrix Product States algorithm (TDVMPS),
which can provide quasi-exact solutions of open quantum
system dynamics by truncating the maximum entangle-
ment between different system components [26–30]. Our
fundamental study reveals a variety of regimes for the time
evolution of the polariton populations, which experience
vibration-assisted dynamics that translate into distinct
far-field emission fingerprints. We observe clear signatures
of non-Markovian behavior in the whole range of light-
matter coupling, both for single and multiple molecules
coupled to an EM cavity mode. We find that the full
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FIG. 1. (a) Sketch of a molecular ensemble interacting with
a confined EM resonance (dashed region) and with the host
environment (grey circles). (b) Vibrational spectral density for
Rhodamine 800 molecule. (c) Scheme illustrating the mapping
of the vibrational modes yielding the multi-chain Hamiltonian
used in the simulations.
vibrational structure of the molecules has to be treated
for a complete understanding of the interplay between
excitons, phonons, and photons.
Our model includes a collection of N identical molecules
with two electronic states (frequency ωe and ladder op-
erators σˆ(i)± , i ∈ [1, . . . , N ]), placed within the volume of
a nano- or microcavity supporting a single dispersionless
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2EM mode (frequency ωO = ωe = 2.5 eV), with annihila-
tion operator aˆ. The total Hamiltonian contains three
different parts, as schematically depicted in Fig. 1c. First,
the “bare” system S accounts for the excitons within the
molecules, the cavity EM mode, and their coupling, mea-
sured by the collective Rabi frequency ΩR and treated
within the rotating wave approximation (setting ~ = 1),
HˆS = ωOaˆ†aˆ+
N∑
i=1
ωeσˆ
(i)
+ σˆ
(i)
− +
ΩR
2
√
N
N∑
i=1
(aˆ†σˆ(i)− + σˆ
(i)
+ aˆ).
(1)
Direct dipole-dipole interactions at typical intermolecu-
lar distances in strong-coupling experiments only provide
small corrections [31–33] and are thus neglected here
for simplicity and generality. In the single-excitation
subspace, HˆS is exactly solvable, with two types of
eigenstates: (i) upper (UP) and lower (LP) polaritons
|±〉 = (aˆ†|G〉±|B〉)/√2 with frequencies ω± = ωO±ΩR/2,
which result from the hybridization of the collective ex-
citonic bright state |B〉 = (∑Ni=1 σˆ(i)+ |G〉)/√N with the
cavity EM mode (with |G〉 the global vacuum state). (ii)
N−1 purely excitonic dark states (DS), |d〉 ∈ D, orthogo-
nal to |B〉, with frequency ωe.
The second part of the Hamiltonian describes the vibra-
tional subspace E(i)v containing Mv vibrational modes for
each molecule, and their elastic coupling to the excitons.
The kth vibrational mode is approximated by a harmonic
oscillator of frequency ωk (valid close to the equilibrium
position) with annihilation operator bˆ(i)k and k-dependent
exciton-phonon coupling strength λ(i)k ,
Hˆv =
N∑
i=1
Mv∑
k=1
ωk bˆ
†(i)
k bˆ
(i)
k +
N∑
i=1
Mv∑
k=1
λ
(i)
k (bˆ
(i)
k + bˆ
†(i)
k )σˆ
(i)
+ σˆ
(i)
− .
(2)
The properties of these modes, {ωk, λ(i)k }, are encoded
in the spectral density, assumed to be identical for all
molecules, J (i)v (ω) = Jv(ω) = pi
∑Mv
k=1 λ
2
kδ(ω − ωk). For
Rhodamine 800 this density is extracted from the spectro-
scopic measurements in Ref. [34], as displayed in Fig. 1b,
with vibrational frequencies located in the range [0, 0.3] eV,
and reorganization energy ∆ =
∫∞
0
Jv(ω)
piω dω ≈ 35.6 meV.
While no interactions between vibrational modes are in-
cluded in the model, internal vibrational decay due to
interactions with the host medium is partially represented
through the non-zero width of the peaks in Jv(ω). Further-
more, we have checked that the results presented below
do not depend sensitively on the properties of Jv(ω).
The third part of the Hamiltonian describes radiative
far-field photon modes fˆl and their coupling to the cavity
EM mode, Hˆr =
∑
l ωlfˆ
†
l fˆl + ηl(aˆ
†fˆl + fˆ
†
l aˆ) [35]. In
a way similar to vibrational modes, we introduce here
the spectral density for the photonic subspace, Er, as
Jr(ω) = pi
∑
l η
2
l δ(ω− ωl) = κω3/(2ω3O). We set the bare-
cavity decay rate κ = 2Jr(ωO) to 50 meV, typical for
plasmonic/dielectric cavities.
For typical molecules, the large number of vibrational
modes, Mv ∼ 102, makes direct diagonalization of the
total Hamiltonian infeasible. We resolve this by applying
the TDVMPS approach. We first perform an orthogonal
chain mapping of the modes in the N vibrational (green)
and the free-space photon (blue) environments (E(i)v and
Er), sketched in Fig. 1c and detailed in [36], regrouping
them in chains with length L = Mv with nearest-neighbor
hopping, with only the first chain mode coupled to the
exciton-photon subspace S (red-blue) [37]. The wave
function |ψ(t)〉 is represented by a tensor network [38] with
maximum bond dimensions D with a structure mimicking
the transformed Hamiltonian. If a single root tensor
stores the system S, its size scales exponentially with
N , leading to a severe memory bottleneck. This scaling
can be efficiently reduced while maintaining precision
by decomposing |ψ(t)〉 into a tree tensor network, with
a structure determined to minimize the entanglement
between nodes [39, 40], and each final branch coupled
to a single chain (see [36] for details). This allows for
the treatment of N = 16 molecules coupled to N + 1
environments with L = 350 modes each, i.e., a system
for which the full Hilbert space has a dimension of ≈
50(N+1)L (allowing 50 basis states per phonon mode),
with (N + 1)L = 5950, through a wavefunction described
by ≈ 108 parameters. To further ameliorate memory
issues for large chain mode occupations, we employ an
optimal boson basis for the chain tensors, determined on
the fly [41]. A more detailed description of the theoretical
approach can be found in [42, 43]. We here focus on the
time evolution after excitation, but note that the same
approach also allows efficient calculation of the “lower
polaron-polariton” [11, 25, 44, 45], as shown in [43].
We first explore single-molecule strong coupling (N = 1,
for which there are no dark states), recently realized in
plasmonic nanocavities [46, 47]. We set the initial state
(t = 0) to the bare (vibrationally undressed) UP, |+〉, as
would be produced by an on-resonance laser pulse short
enough to ensure that nuclear motion can be neglected
during its action. This allows to restrict the simula-
tion to only the zero- and single-excitation subspaces of
HˆS . Fig. 2 shows the time evolution of the populations
{ρGG, ρ±±}, extracted from the system density matrix
ρˆS(t) = TrEv,Er{|ψ(t)〉〈ψ(t)|}. Details of the numerical
parameters and convergence behavior can be found in
the supplemental material [36]. When ΩR (= 1 eV in
Fig. 2a) is much larger than the vibrational frequencies
(ωcutv = 0.3 eV), the bare UP (ρ++) shows rapid expo-
nential decay to the ground state (ρGG) through photon
emission, with a negligible population increase of the
LP. This is exactly what an approach treating Ev and
Er as Markovian (memory-less) baths would predict, as
there are no available phonon modes that could induce
transitions between UP and LP. However, already for
the case ΩR = 0.5 eV, our results show a new decay
pathway for the UP, which can relax through phonon
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FIG. 2. Dynamics of reduced density matrix populations for
a single molecule as a function of the Rabi frequency ΩR,
including (a) vacuum and upper polariton states and (b) the
lower polariton. The inset in (b) shows the occupation of the
collective reaction coordinate in the vibrational environment.
emission to the LP. A closer look reveals that the emis-
sion of photons, ρ++ → ρGG, is superimposed to a co-
herent exchange of population between UP and LP (see
Fig. 2b). Moreover, this dynamics is accompanied by
a collective excitation of the vibrational modes, as dis-
played by the time evolution of the reaction coordinate
population, bˆRC =
∑
k λk bˆk/
√∑
k λ
2
k (inset of Fig. 2b).
Neither of these effects could be reproduced by a Marko-
vian approximation, which would lead to single-phonon
transitions between polaritons at rates Γvif = 2Jv(ωif ),
where ωif = ωi − ωf is the transition frequency. As the
Rabi splitting is larger than the largest vibrational fre-
quency available, decay into the LP is forbidden within
the Markovian limit [48]. The amplitude of these os-
cillations is enhanced for lower Rabi frequencies, where
vibronic and photonic couplings become comparable (see
cases ΩR = 0.3 eV and ΩR = 0.1 eV in Fig. 2b). Here the
onset of non-exponential behavior in both ρ++ and ρGG
is noticed, resulting in delayed photon emission. In partic-
ular, while the UP starts emitting photons immediately,
the LP population is maximized after approximately one
cycle of coherent oscillation of the reaction coordinate
before radiative decay starts to dominate.
We next proceed to discuss the many-molecule case,
in which dark states have a severe impact on the dy-
namics [49]. In this section we compare our results with
those emerging from a standard master equation derived
using the Markovian Bloch-Redfield-Wangsness (BRW)
approach [50, 51], which considers solely the value of Jv(ω)
at the transition frequency within the so-called secular ap-
proximation and is restricted to single-phonon transitions.
We note that while it is possible to derive more advanced
Markovian and non-Markovian master equations [52–54],
BRW theory already goes significantly beyond the widely
employed Lindblad master equation approach, and allows
clear identification of non-Markovian and multi-phonon
processes in the TDVMPS simulations.
For very large ΩR (see Fig. 3a), the UP decays mostly
by photon emission. While vibrational decay to the LP
is negligible, some population does reach the DS (with
ρDD =
∑
d ρdd). Remarkably, while the photonic decay
can be accurately determined by BRW theory, the pre-
diction for the DS pathway disagrees with the TDVMPS
calculation. BRW theory predicts ρDD = ρ−− = 0 as
there are no phonon modes at the required transition
frequencies, while TDVMPS shows that the DS reservoir
is indeed populated. This demonstrates that vibration-
driven decay from polaritonic states [22, 55–57] can occur
efficiently even when no vibrational modes are resonant
with the transition frequency, and that the decoupling
from vibrational modes that is found for the LP under
collective strong coupling [10, 11, 25, 43, 58] does not
prevent decay of the UP.
For smaller values of the Rabi splitting, the UP-DS
and DS-LP transition frequencies lie within the range
of Jv(ω). Fig. 3b shows that for ΩR = 0.5 eV, coherent
population transfer to the DS competes with the fast
photonic decay of the UP, inducing threefold oscillations
ρ++ ↔ ρDD ↔ ρ−− that persist over more than 50 fs.
For a larger number of molecules, population is “trapped”
more efficiently in D and subsequently decays to the LP
over several hundred fs before being emitted (see [36] for
a comparison with the case N = 4). While the intrinsic
lifetimes of the LP and UP are similar due to efficient
photon leakage out of the cavity, as seen in simulations
initialized in the LP (not shown), the refilling from the
DS leads to its population persisting over much longer
timescales. This observation agrees with the long-time
tails observed in strongly coupled J-aggregates [19, 59].
As the UP-DS-LP transition frequencies are not resonant
with any vibration in the system (cf. Fig. 1b) the DS and
LP remain unpopulated within BRW theory. In contrast,
TDVMPS can represent both multi-phonon relaxation and
the broadening of the polaritons due to decay, reducing
the stringency of vibrational resonance conditions.
Similarly to the single-molecule case, vibrationally-
driven oscillations take longer to relax for smaller Rabi
frequencies. Interestingly, the numerical agreement be-
tween Markovian and non-Markovian approaches is im-
proved in the particular case of ΩR = 0.3 eV (Fig. 3c),
where the UP-DS transition is quasi-resonant with a vi-
brational resonance (cf. Fig. 1c). In this case, while the
long-time behavior is reasonably well approximated by
BRW theory, the rapid short-time oscillatory dynamics is
averaged out. For even smaller Rabi frequencies, we do
not observe a monotonic increase of the LP population, as
opposed to the case N = 1. In particular, Fig. 3d displays
the case ΩR = 0.1 eV, where the UP population is only
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FIG. 3. Population dynamics for N = 16 at different Rabi frequencies (shown in titles). The occupations ρGG, ρ++ are displayed
in the upper panels, while ρ−−, ρDD is shown in the lower ones, with distinctive line styles. Different colours depict the full
numerical TDVMPS result and the Markovian limit calculated as described in the text.
slightly more efficiently transferred to DS and LP than for
ΩR = 0.5 eV (Fig. 3b). Here the large phonon coupling
leads to a rapid destruction of polariton coherence, i.e.,
loss of strong coupling [4].
In the supplemental material [36], we additionally com-
pare TDVMPS with the single-mode HTC model, which
has been successfully used to predict non-Markovian dy-
namics and energy transfer between exciton-polaritons
and DS [11, 24, 44, 60, 61]. While it reproduces the
dynamics in the first few fs (dominated by the reaction
coordinate response) reasonably well, it consistently over-
estimates the coherent oscillations observed for t & 10 fs.
In particular, it fails to correctly predict the excitation
trapping in D and instead leads to enduring oscillations.
In typical organic polariton experiments, the collected
far-field photons are the main source of available infor-
mation. Specifically, short-time energy redistribution be-
tween polaritons could be traced by ultrafast pump-probe
experiments [19, 62–64]. The final part of this work is thus
devoted to the fingerprints displayed in the time-resolved
emission spectrum arising from the different dynamics
regimes that have been analyzed above. Thanks to the full
access to the reservoir degrees of freedom provided by TD-
VMPS [30], emission can be retrieved from the occupation
of the far-field modes 〈nˆr(ωl, t)〉 = 〈ψ(t)|fˆ†l fˆl|ψ(t)〉.
For very large Rabi splittings (ΩR = 1 eV), Fig. 4a
shows dominant photonic emission from the UP, with
a series of side lobes converging to the main emission
line due to the coherent buildup of population in the
free-space mode [65]. At timescales comparable to the
reaction coordinate dynamics (τRC = 2pi/ωRC ' 23 fs),
population transfer through the DS reservoir reaches the
LP and its emission is observed as well, as clearly seen in
cuts at the bare polariton frequencies ω± (lower panel of
Fig. 4a) that display the buildup of far-field occupation.
The asymptotic growth of the photons emitted by the LP
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FIG. 4. Far-field photonic population as a function of frequency
and time, for the same Rabi splittings as in Fig. 3 and N =
4. The black and white arrows in panel (a-c) point to the
approximate location of the bare UP and LP. Each panel
includes in the lower parts cuts at ω±.
continues after the UP is practically depopulated, due to
the continued refilling from the dark states. In addition
to the vibration-free polaritons |±〉, emission bands at
intermediate energies are visible in the spectrum. This is
interpreted as due to small cavity admixtures to (vibra-
tionally relaxed) dark states, in line with experimental
observations [59, 66].
As the Rabi frequency is diminished, more efficient
coupling from UP to DS increases population transfer and
induces brighter emission from the LP and its vibronic
sidebands. For ΩR = 0.3 eV, depicted in Fig. 4c, the
5UP-DS and DS-LP transitions are close to resonant with
a vibrational mode, and splitting of the emission from the
UP is observed, consistent with the coherent oscillations
in Fig. 3c. This is reminiscent of the splitting between
vibrationally dressed and undressed polaritonic states
found in the HTC model [24, 60, 61]. Finally, for ΩR =
0.1 eV (Fig. 4d), no Rabi splitting is observed, suggesting
that the system is in the weak-coupling regime where no
polaritons are formed.
To conclude, we have unveiled the temporal dynamics
of organic polaritons. We have employed a powerful quasi-
exact tree tensor network algorithm, which has enabled
us to treat a highly structured reservoir of molecular vi-
brations and free-space emission of the cavity without
additional approximations. The simulations reveal coher-
ent vibration-driven oscillations between polaritons and
dark states that are only weakly dependent on resonance
conditions due to the strong exciton-phonon coupling.
This demonstrates the importance of multi-phonon pro-
cesses and non-Markovian dynamics in the system, which
are easily underestimated or overestimated in simplified
frameworks such as the Bloch-Redfield-Wangsness ap-
proximation or the Holstein-Tavis-Cummings model. In
addition, the time-resolved emission spectra show fast
energy relaxation to the lower polariton, on the scale
of tens of femtoseconds. In contrast to Kasha’s rule for
bare molecules, the radiative and vibrational decays of
the upper polariton are similarly fast, and its emission is
clearly observed.
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1Supplemental Material
FIG. 1. Chain mapping of the multi-environment Hamiltonian
in the main text to a star-structure that includes excitonic
and photonic degrees of freedom in the root operator.
CHAIN MAPPING
We here give a short overview of the chain mapping
that converts an environment of multiple bosonic modes
with linear coupling to a system into a chain of bosonic
modes with nearest-neighbor hopping, with only the first
chain site coupled to the system [1]. Such an environment
is described by the general Hamiltonian
HˆE =
M∑
k=1
[
ωk bˆ
†
k bˆk + (λkOˆ
†
S bˆk + H.c.)
]
, (A.1)
where OˆS is an arbitrary system operator, and bˆk the
bath oscillator annihilation operators. The environ-
ment is fully characterized through the spectral den-
sity J(ω) = pi
∑
k λ
2
kδ(ω − ωk). Rewriting HˆE = βˆ
†Cβˆ,
where βˆ = (OˆS , bˆ1, · · · bˆM )T , the chain mapping is ob-
tained by tridiagonalization (e.g., with the Lanczos al-
gorithm [2]) of the coefficient matrix C = ( 0 λ
λ† ω¯
)
, where
λ = (λ1, · · · , λM ) and ω¯ = diag(ω1, · · · , ωM ). This gives
HˆE = βˆ
′†Cβˆ′, with βˆ′ = (OˆS , cˆ1, · · · cˆM )T , and
C ′ = U†CU =

0 η 0
η ω˜1 t1
0 t1 ω˜2
. . .
. . . . . . tM−1
tM−1 ω˜M
 , (A.2)
i.e., the desired chain Hamiltonian,
HˆE =
M∑
k=1
ω˜k cˆ
†
k cˆk + η
(
OˆS cˆ
†
1 + Oˆ
†
S cˆ1
)
+
M−1∑
k=1
tk
(
cˆ†k cˆk+1 + cˆ
†
k+1cˆk
)
, (A.3)
where the reaction coordinate that interacts with the
system is given by cˆ1 =
∑
k λk bˆk/η, with coupling η =√∑
k |λk|2 and frequency ω˜1 =
∑
k ωk|λk|2/η2.
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FIG. 2. Representation as a tree-like tensor network by fur-
ther singular-value decompositions of the root node in the
star-tensor-network that mimicks Fig. 1 (left). This requires
to introduce auxiliary non-physical sites, where the acting
Hamiltonian (right) presents empty operators (grey circles).
TREE TENSOR NETWORK
For the system treated in the main text (a collection of
Rh800 molecules coupled to a cavity mode), the phononic
bath E(i)v on molecule i interacts with the molecular ex-
citon through the operator OˆS = σ
(i)
+ σ
(i)
− , while the free-
space photon modes Er interact with the cavity photon
via OˆS = a (in the rotating-wave approximation). For the
photons, the spectral density Jr(ω) ∝ ω3 is of the Leggett
form (∝ ωs, s > 0) [3], which enables closed expressions
for all {ω˜k, tk} [1, 4].
The application of the chain mapping to all environ-
ments yields the “star” Hamiltonian sketched in Fig. 1.
This Hamiltonian only contains nearest-neighbor coupling
terms and thus can be efficiently implemented in tensor-
network descriptions that share the same network topol-
ogy [5, 6]. Since the chain mapping is linear and invertible,
physical environment observables in the original basis can
be obtained by applying the inverse transformation on
the chain basis used in the numerical implementation. In
this section, we discuss how a tree tensor network struc-
ture provides significant memory savings compared to the
“naive” star network topology discussed above. In the star
network, the “system” (S) is represented by a tensor with
N + 2 dimensions (one physical index representing the
coupled exciton-photon state, as well as N + 1 internal in-
dices representing the coupling to the environments, with
maximum bond dimension D). This leads to a severe
memory bottleneck for large N as the root tensor size
scales exponentially with N , O(DN+1).
In order to circumvent this exponential scaling while
maintaining precision, we decompose the system into a
tree tensor network state [7, 8], where each final branch
is coupled only to a single chain (see Fig. 2). This in-
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FIG. 3. Population dynamics for N = 4 (red) and N = 16 (blue) molecules for different Rabi frequencies (shown in titles). The
occupations ρGG, ρ++ are displayed in the upper panels, while ρ−−, ρDD is shown in the lower ones, with distinctive line styles.
troduces additional auxiliary tensors with no physical
indexes, called “entanglement renormalization tensors” [9]
which take in the complete chain states and pass on a
reduced number (joint states) to the system. In general,
developing an efficient tree model requires an explicit anal-
ysis of the entanglement topology of the state, in essence
analyzing possible regroupings and decompositions of
bond legs over the star-tensor-network. The condition for
this compression to be effective is that there are correla-
tions between the chains, i.e., the sum of the reduced state
entropy of each chain is greater than the joint entropy of
the chains. This idea has recently been implemented to
allow the simulation of multi-environment linear vibronic
models constructed from ab initio parametrizations of
small molecules [5]. However, in our specific case, permu-
tation symmetry between the (identical) molecules holds.
An efficient tensor network is thus given by a structure
with no privileged distribution of phononic chains, i.e., the
perfect binary tree in Fig. 2 with ζ levels for 2ζ molecules.
For simplicity, the environment Er is introduced as a ten-
sor chain connected directly to the root node, as the
additional leg does not increase memory storage critically.
Once the quantum wavefunction and the global Hamil-
tonian are represented in tree-form, the time-dependent
variational principle algorithm [10] can be implemented,
generalizing the single-chain algorithm [11] by recursively
optimizing each of the child tensors of a given node in
the tree-tensor network, and environmental chains once
the leaves of the tree are reached. More details on this
approach can be found in [5, 12].
ENSEMBLE SIZE EFFECTS
In this section, we discuss the effect of changing the
number of molecules in the time evolution. To this effect,
the system populations initialized in the vibration-free
upper polariton |+〉 for N = 4 and N = 16 molecules
are shown in Fig. 3. In all cases, the increased num-
ber of dark states when increasing N leads to more ef-
ficient population transfer, both when driven through
off-resonant and multi-phonon processes (for ΩR = 1 eV,
Fig. 3a), and when a vibrational transition is (close to)
resonant with transitions between polaritons and dark
states (ΩR = 0.5 eV and ΩR = 0.3 eV, Fig. 3b-c). An
analytical calculation of the rates in the Markovian limit
(the Bloch-Redfield-Wangness approach in the secular ap-
proximation) predicts that, for a Rabi frequency below
the vibrational cutoff (ΩR < ωc), the global rate for a
transition from the upper polariton into the dark-state
subspace D scales as (N − 1)/N , while the rate for the
transitions ρ++ → ρ−− and ρDD → ρ−− is suppressed as
∼ 1/N [13]. However, our results in Fig. 3b,c indicate
that dark-state decay happens at comparable rates for
N = 4 and N = 16. Additionally, the time-dependent
oscillation pattern is quite similar for N = 4 and N = 16,
with the threefold oscillation ρ++ ↔ ρDD ↔ ρ−− deter-
mined by the phononic reaction coordinate dynamics, but
largely independent of ensemble size. For ΩR = 0.1 eV,
shown in Fig. 3d, the “universality” in the early-time os-
cillation frequency is preserved, but in contrast to the
larger Rabi splittings, the rate at which dark states decay
into the lower polariton again decreases with N . We
interpret this as due to the breakdown of strong coupling,
which leads to the initial state |+〉 having contributions
from strongly vibrationally-dressed dark states which only
decay inefficiently.
COMPARISON WITH
HOLSTEIN–TAVIS–CUMMINGS MODEL
In this section we first check the reliability of the nu-
merical method by comparing the time evolution of the
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FIG. 4. Comparison of the cavity population dynamics under
the single-phonon mode description of N = 2 molecules (HTC)
between exact time propagation and a TDVMPS calculation.
For this test, ∆ = 0.112 eV and ω˜1 = 0.154 eV.
loss-less Holstein-Tavis-Cummings (HTC) model, which
only includes a single vibrational mode per molecule,
via TDVMPS algorithm, with the result arising from
an exact computation of the time propagation, retrieved
via the open source library QuTiP [14]. The param-
eters of the HTC model are chosen to reproduce the
reaction coordinate frequency of the Rh800 molecule
(ωHTC = ω˜1 = 0.181 eV) and total reorganization energy
λHTC =
√
ωHTC∆, with ∆ =
∑
k λ
2
k/ωk = 0.0356 eV.
This mapping has been found to reproduce the most
accurate lower phonon-polariton state [15].
As displayed by the reduced population ρ11 in Fig. 4,
the TDVMPS time evolution almost exactly (to within
the linewidth of the plot) reproduces the oscillatory fea-
tures arising from the light-matter coupling and vibronic-
induced effects in the exact calculation. This motivates
the extension of the approach to the exact multi-mode
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FIG. 5. Comparison of population dynamics for N = 16 between the full model (blue) and a single-phonon-mode description of
the molecules (HTC, red). Parameters as in Fig. 3.
dynamics discussed in the main text, a regime where
exact time propagation becomes unfeasible in practice.
We address in the following the question of whether the
full many-mode time dynamics of the system can be ac-
counted for by means of the simplistic HTC model with
parameters described above. As seen in Fig. 5a, while
the HTC model reproduces the initial dynamics in the
first few fs reasonably well (where the reaction coordinate
could be assumed to dominate the collective response),
it consistently overestimates the coherent oscillations ob-
served for times larger than about 10 fs. In particular, it
fails to correctly predict the excitation trapping in the
dark state subspace and in contrast leads to enduring os-
cillations that are not dissipated into D but only lost into
photons. We have checked that choosing different param-
eters (e.g., λHTC = η) does not improve the agreement
significantly (not shown).
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FIG. 6. Comparison of population dynamics for N = 4 be-
tween the full model with vaying bond dimension D. Other
parameters as in Fig. 3.
CONVERGENCE TESTS
Here we provide convergence checks of the tree-tensor
network simulations, using the reduced population for the
excited cavity (ρ11) and vacuum states (ρGG) as bench-
mark observables. The relevant parameters in this anal-
ysis are i) the maximum bond dimension of the tensor
network D, ii) the length of the chains for environments
Ev, Er, denoted L (and set equal to the number of pho-
tonic/phononic modes L = Mv = Mr), iii) the time-
step ∆t of time evolution, and finally iv) the smallest
singular value kept along the calculation, denoted as
svtol. For reference, the values chosen in the main text
are D = 20, L = 350, ∆t = 0.1 eV−1 (0.066 fs) and
svtol = 10−4. In the following analysis, we will sweep
each of these parameters separately, leaving the rest at
these given values. In addition, it will be convenient
to define the maximum relative error between the two
solutions ρsol1GG , ρ
sol2
GG where a single parameter is varied,
 = maxt |ρsol1GG (t)− ρsol2GG (t)|/ρsol2GG (t).
In particular, D corresponds to the number of ‘auxil-
iary’ states that encode the quantum correlations between
neighboring degrees of freedom, thus setting a cutoff for
the maximum entanglement entropy allowed in a given
bond between two physical or entanglement renormal-
ization nodes (Smax ∼ logD [6]). In Fig. 6, we find
acceptable results for D > 15 for all Rabi frequencies
ΩR. Convergence of populations is remarkably more de-
manding in terms of D for the cases ΩR = 0.5 and 0.1 eV,
where precisely Markovian (Bloch-Redfield-Wangsness)
and non-Markovian time dynamics present stronger rela-
tive deviations (see main text). This observation estab-
lishes a direct link between the large amount of system-
environment correlations and non-Markovianity in the
time evolution. Moreover, analysis of the relative errors
between the case (D = 20), analyzed in the main text,
and the best-converged case (D = 25) shows a maximum
deviation of  < 1% during the first 200 fs.
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FIG. 7. Comparison of population dynamics for N = 4 for
different chain lengths L for environments Ev, Er. Other pa-
rameters as in Fig. 3.
Maximum dimensions DOBB are also set for the bonds
between chain tensors (for environments E(i)v , Er) and
the matrices mapping the optimal boson basis (OBB)
into physical bosonic states [16]. In practice, a value
of DOBB = 50 is sufficient to converge the dynamics in
the main text, while total phonon populations in the
output of the calculation (sum over chain occupations)
stay typically below 1 for all cases analyzed in the main
text.
Similar results of the time dynamics as a function of
the chain length L in Fig. 7 show artifacts in the density
matrix ρˆS at a time that can be estimated empirically to
be ∼ L fs, with a weak dependence on the Rabi frequency.
These are caused by the arrival of the (unphysically)
reflected waves at the end boundaries of photonic and
phononic finite chains, which is reminiscent of TDVMPS
simulations of the spin-boson model [17]. In particular,
inspection of the chain populations for different environ-
ments reveals that the limiting factor is the faster velocity
group (steeper dispersion curve in chain wavevector space)
of photonic wavepackets. In contrast with time evolution
of system observables, environmental dynamics is pro-
foundly sensitive to the finite boundaries (e.g. reflection
of a photonic excitation implies an artificial breakdown
of irreversible emission dynamics after the inverse chain
mapping), demanding of the order of twice this chain
length to calculate populations properly. In particular, to
retrieve the emission spectrum dynamics up to t > 100
fs in the main text, we employ a large value L = 350,
preventing finite-size effects in the simulations.
During the simulation, the many-body state is con-
structed after each time-step ∆t after application of the
full time evolution operator. The error accrued in this
propagation is discussed in detail in Ref. [11] and its
references, which show that the error arises only from
the numerical method employed to integrate the TDVP
equations (O(∆t3) for a left-right sweep along a single
chain) [10, 17]. In addition, it has recently been pointed
out that TDVMPS is accurate for local degrees of freedom
50.0
0.5
1.0
P
op
ul
at
io
n
 eV
 [eV ]
 eV
0 50 100 150 200
 [fs]
0.0
0.5
1.0
P
op
ul
at
io
n
 eV
0 50 100 150 200
 [fs]
 eV
FIG. 8. Comparison of population dynamics for N = 4 for
decreasing time step ∆t. Other parameters as in Fig. 6.
at very long times even with reduced D, as the projection
technique (leading to the TDVP approach) yields an ef-
fective Hamiltonian that respects underlying conservation
laws in the system [18]. In order to provide a quantifica-
tion of the error accrued during a global update of the
tensor network by ∆t, convergence plots as a function of
the time-step are shown in Fig. 8. Here ρGG quickly ap-
proaches the asymptotically converged value for ∆t < 0.4
eV−1 (0.33 fs) (see Fig. 8), with relative errors that can
be lowered below  = 0.1% for ∆t = 0.1 eV−1 (value in
main text), for times shorter than 200 fs.
In the algorithm implementation, bond dimensions
are truncated or expanded adaptively, according to
the criteria that singular values {νl}, which measure
the entanglement between either physical or entangle-
ment renormalization nodes (entanglement entropy S =
−∑l |νl|2 log(|νl|2) ≤ Smax), are truncated below a value
svtol, such that only the dominant configurations required
to reproduce the entangled many-body wave function are
kept during the calculation. The truncation scheme above
is employed similarly to the bonds between optimal boson
basis matrices and the chain tensors. Fig. 9 reveals con-
verged populations for any value below svtol = 10−4 (value
for main text calculations), and relative error analysis
shows relative maximum deviations of the state popula-
tions on the order of  ∼ 1% in comparison with the most
compute-intensive case, where svtol = 10−7, for times
shorter than 200 fs.
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