We consider the problem of learning multiscale graphical models. Given a collection of variables along with covariance specifications for these variables, we introduce hidden variables and learn a sparse graphical model approximation on the entire set of variables (original and hidden). Our method for learning such models is based on maximizing entropy over an exponential family of graphical models, subject to divergence constraints on small subsets of variables. We demonstrate the advantages of our approach compared to methods that do not use hidden variables (which do not capture long-range behavior) and methods that use tree-structure approximations (which result in blocky artifacts).
INTRODUCTION
Multiscale priors have been widely used in large-scale signal processing applications to model statistical dependencies among variables [1] . Multiscale representations can lead to efficient algorithms, and are useful when the phenomenon of interest, the available data, or the estimation objectives involve behavior at multiple scales. In this paper, we view multiscale models as graphical models [2] in which the nodes of the graph represent random variables and the edge structure specifies the conditional independence (Markov) properties among the variables.
Multiscale models defined on trees lead to efficient linearcomplexity estimation and inference algorithms [1] . However, tree-structured models possess limited modeling capabilities; for example, tree-structured Gaussian models often lead to blocky artifacts in the resulting covariance approximations [1] . In order to model a richer class of statistical
The research described in this paper was supported in part by Shell International Exploration and Production, Inc. and in part by the Army Research Office under Grant W911NF-05-0-0207. Myung Jin Choi is supported in part by Samsung Scholarship. dependencies among variables, one often requires graphical models containing cycles. As a result, significant effort has been, and still is being, devoted to tractable approximate estimation algorithms for loopy graphical models. Motivated by the development of such algorithms, we consider the problem of learning multiscale graphical models containing cycles. Specifically, given a collection of variables x and a desired covariance structure among these variables η x , we construct additional coarse-scale hidden variables z and build a multiscale graphical model on the entire collection {x, z} with two objectives. First, we attempt to find a global multiscale model on {x, z} so that the marginal statistics on variables x are close to the specified η x . Second, we seek a global structure that is a sparse graphical model on {x, z}, which would permit tractable approximate estimation and inference algorithms. Our approach for finding such models is based on maximizing entropy subject to divergence constraints on small subsets of variables [3] . When appropriately viewed in the context of exponential families, this formulation reduces to a convex optimization program that can be efficiently solved using a primal-dual interior-point algorithm.
In Section 2, we provide a brief background on graphical models and exponential families. We discuss our approach for learning multiscale graphical models in Section 3. We also provide simulation results that demonstrate the advantages of the multiscale framework in terms of modeling and estimation performance. Our discussion is focused on Gaussian models, with results for discrete models deferred to a longer paper. Finally, we conclude with a brief discussion in Section 4.
BACKGROUND

Graphical models and Exponential families
A graphical model [2] is a collection of random variables indexed by the vertices of a graph G = (V, E); each vertex v ∈ V corresponds to a random variable x v , and where for any A ⊂ V , x A = {x v |v ∈ A}. The set E is some subset of V 2 , the set of all pairs of edges. 1 A distribution p(x) is Markov with respect to a graph G = (V, E) if for any subsets A, B ⊂ V that are separated by some S ⊂ V (each path from a node in A to a node in B passes through a node in S), the subset of variables x A is conditionally independent of x B given x S , i.e. p(
A distribution being Markov with respect to a graph implies that it can be decomposed into local functions in a very particular way [2] . We elaborate on this connection for exponential family distributions [4] . Let X be either a continuous or discrete sample space. We consider parametric families of probability distributions with support X |V | defined by
where φ : X |V | → R d are the sufficient statistics, θ are the exponential parameters, and Φ(θ) = log exp(θ T φ(x))dx is the log-partition function. 2 The family is defined by the set
A class of graphical models is obtained by defining the collection of statistics φ to be local functions over small subsets of
} define a collection of node and pairwise statistics, where each
is only a function of the variables x E (or variable x v ). Specializing the Hammersley-Clifford theorem [2] to such exponential family distributions, we have that if p θ is Markov with respect to G = (V, E), then θ is sparse according to G, i.e. θ E = 0 for E / ∈ E. By taking expectations of the statistics φ with respect to p θ (x), we obtain the moment parameters η = E p θ {φ(x)}. Let M denote the set of realizable moment parameters that can be obtained under expectations with respect to some θ ∈ Θ. The above expectation defines a bijective map Λ : Θ → M; thus, an exponential family distribution has an alternate moment parameterization given by
Entropy and Divergence: The entropy H(η) H(p η (x)) of an exponential family distribution parameterized by moments η is the negative of the convex conjugate of the log-partition function; thus, H(η) is concave as a function of η.
is the Bregman distance induced by the entropy function. As a result, D(η ν) is convex with respect to the moment parameters η, keeping the moments ν fixed. We refer the reader to [4] for more background.
Gaussian models as an exponential family: Consider a zero-mean 3 Gaussian graphical model with a symmetric positive-definite covariance matrix P [2] . A natural parameterization for such a model that provides a connection to exponential families is in terms of the information matrix
if and only if the edge {v, u} / ∈ E for every pair of ver-
, we obtain θ parameters as θ = − 1 2 J vv , ∀v ∪ {−J vu , ∀{v, u}} and η parameters as η = {P vv , ∀v} ∪ {P vu , ∀{v, u}}. A key point here is that the marginal density for a subset of variables is determined by the corresponding subset of the moment parameters (a principle submatrix of P ).
Maximum entropy modeling
The maximum-entropy principle states that subject to linear constraints on a set of statistics, the entropy-maximizing distribution among all distributions lies in the exponential family based on those statistics used to define the constraints. Consider the following restricted maximum-entropy problem within the framework of exponential family distributions [4] . Let η be the moment parameters of an exponential family, and let η V and η E represent the subset of moments corresponding to the set of all vertices V and a set of edges E respectively. We constrain these moments to be equal to some η * V and η * E :
Based on the maximum-entropy principle, we can conclude that the optimal distribution (if it exists) of this ME problem over the entire exponential family {p Λ −1 (η) : η ∈ M} = {p θ : θ ∈ Θ} is Markov with respect to the graph (V, E). This suggests that entropy, when used as a maximizing objective function, favors sparse graphical models.
Motivated by the maximum-entropy principle, consider the following relaxed maximum-entropy formulation [3] :
Here, D E and D v are the marginal divergences on E ∈ E and v ∈ V respectively, the edge set E serves to specify the constraint set, and δ = {δ E , E ∈ E}∪{δ v , v ∈ V } are a specified set of tolerances on marginal divergences. The moments ηĒ specify the moments of the marginal distribution of variables
and η * v denote the specified statistics on edge E and vertex v respectively. We have that MER is a convex program due to the convexity properties of H and D(· ·), and the convexity of the set M [3] . The MER solution is Markov with respect to the graph G = (V, E). Further, it is also Markov with respect to the graph specified by just the set of active edge constraints, i.e. the subset of edge constraints in E that are satisfied with equality by the MER solution. One expects that MER identifies a sparse Markov model within the constraint set, with the degree of sparsity obtained in the solution being controlled by the tolerances δ. When the specified statistics η * E and η * v are empirical moments computed from samples, using the relaxed constraints with δ avoids parameter overfitting. 
LEARNING MULTISCALE GRAPHICAL MODELS
Multiscale Modeling
An important goal in constructing a graphical model to approximate a specified set of statistics on a collection of variables is to later use the model for estimation. Algorithms for (approximate) estimation are typically more tractable for sparser graphical models than for densely connected ones. However, when the specified statistics correspond to processes that have long-range correlations (variables at distant spatial locations having high correlation), the resulting graphical model approximations tend to be very densely connected. In order to model such processes, one approach is to introduce additional hidden variables at coarser scales that capture the long-range statistics, leaving the original variables at the finest scale to capture short-range statistics. Tree-structured multiscale models (for example, see Figure 1(a) ) have been widely studied to provide tractable approximations to processes with long-range correlations [1] . However, the principal limitation with such models is that they lead to blocky covariance approximations [1] . Other multiscale modeling methods include designing fixed structures that have connected graphs at each scale [5] .
We propose a method to learn a multiscale graphical model using the MER approach for jointly Gaussian random variables. We define coarse-scale variables that are aggregates of the variables at child nodes as follows:
where C(x p ) is the set of child nodes of x p , and v is zero-mean white Gaussian noise with variance σ 2 . Our focus here is on collections of variables that are spatially located on a grid. For example, coarse-scale variables correspond to variables at the non-leaf nodes of the quad-tree in Figure 1(a) . The set C(x p ) for each non-leaf node p are the four immediate children of p.
Given a desired set of covariances on the original collection of variables (at the finest scale), one can compute the covariances between all pairs of nodes (original and newlydefined hidden variables) based on (2) . We supply these covariances as input to MER in order to learn a graphical model approximation on the entire collection of original and hidden variables. We note here that while the coarse-scale variables are defined according to parent-child relationships on a quadtree, the MER solution can in general contain edges that are not present in the quad-tree.
In order to solve MER in a tractable manner [3] , we restrict the Markovianity of the MER solution based on the parent-child relationships that define the aggregate computation in (2) . We constrain the edge set E in the MER problem to allow arbitrary edges within each scale but only edges that belong to the quad-tree to connect variables across scales. Thus, the MER solution is Markov on a subgraph of a graph that consists of a quad-tree and fully connected components at each scale (as a result, the MER solution can contain edges within each scale that are not present in the quad-tree).
Simulation results
We provide experimental results comparing the performance of MER with and without the addition of coarse-scale hidden variables. For more details on primal-dual interior-point methods to solve MER, see [3] . We consider a collection of 256 Gaussian random variables arranged spatially on a 16×16 grid. The variance of each variable is given by η xs = 1.5 and the covariance between each pair of variables is given by η xs,xt = d(s, t) where d(s, t) is the distance between nodes s and t. Polynomial decay in covariance is typically found in models with long-range correlations (as opposed to exponential decay in processes with short-range correlation).
We solve the MER problem directly with these covariance specifications (i.e. with no hidden variables) using δ v = γ and δ E = 3γ, with γ = 0.015 (see [3] for more details on choosing these tolerance parameters). The resulting singlescale MER solution is shown in Figure 1(c) . Note that this model is densely-connected, and also has several edges connecting variables that are far away spatially. Next, we introduce coarse-scale hidden variables by aggregating variables according to the quad-tree structure of Figure 1(a) , and by using noise v with a variance of σ 2 = 0.1 in (2). The resulting MER solution (using δ v = γ and δ E = 3γ, with γ = 0.01) consists of a quad-tree that connects variables across scales and additional edges at the finest scale as shown in Figure 1(b) (the only extra edges in addition to the quad-tree are at the finest scale). The interesting aspect about most of these finest scale edges is that they appear to connect variables that do not have the same immediate common parent in the quadtree. Further, this multiscale model appears to be sparser than the single-scale MER solution of Figure 1(c) . We note here that the divergence between the single-scale MER solution and the original distribution is approximately 14.1, and the divergence between the multiscale MER solution marginalized to the finest scale and the original distribution is approximtely 14.6. Figure 2 describes the covariance behavior of the multiscale and single-scale models learned by MER, and of a simple multiscale quad-tree-structured model that doesn't have any loops as in Figure 1(a) . 4 The plot shows the covariance of a "row" of variables. Both the multiscale model computed by MER, and the multiscale tree-structured model capture the long-range correlation behavior in the original model, while the single-scale model learned by MER is poor in terms of capturing such long-range behavior. As discussed previously, the multiscale tree-structured model provides a covariance approximation that is blocky. Further, the conditional covariance of the variables at the finest scale of the multiscale MER solution, conditioned on coarser scales, decays very rapidly. Thus, the coarse-scale variables capture longrange behavior, while the variables at the finest scale capture short-range statistics. We conclude that using MER to learn multiscale graphical models provides good modeling capabilities for processes with long-range correlation. 4 The divergence between this model and the true distribution is 34.2. Finally, in Figure 3 we present a comparison of the estimation performance of the multiscale and single-scale models learned by MER. We generate a sample y = Cx + n, where x is generated according to the true underlying distribution, and n is zero-mean white Gaussian noise with variance 1. Here, C is a "selection" matrix that randomly selects only 50% of the entries of x. Such a scenario with sparse, noisy measurements is commonly encountered in many applications [5] . We compute estimates of x using a tractable estimation algorithm called the embedded trees iteration [5] . The plot shows the residual error vs. the number of iterations (each iteration has comparable complexity) for the two models. The multiscale approach provides a 10% gain in convergence rate.
CONCLUSION
We describe a multiscale modeling approach based on maximum entropy relaxation that learns multiscale graphical model structure. Our method provides good modeling performance especially for processes that exhibit long-range covariance behavior. We focus on Gaussian models, and defer a similar study of discrete models to a longer paper.
