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In a classical complex analysis one of the fundamental results is the inte-
gral representation of analytic functions from the upper to the lower complex
half-plane. Those functions, say H , admit unique canonical form
H(z) = a+
∫
R
1 + zx
z − x
ρ(dx) = a−
∫
R
[ 1
x− z
−
x
1 + x2
]
(1 + x2)ρ(dx), (⋆)
where a ∈ R is a constant, ρ is a finite (Borel) measure on a real line R; (in
a literature H are coined as Pick functions and a representation (⋆) is called
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Nevalinna Theorem.) One simply notes that a constant a = ℜH(i) (a real
part), and a total mass ρ(R) = −ℑ(H(i). Finally, for a measure ρ we have
an inversion formula
ρ([c, d]) = lim
ǫ→0+
1
π
∫ d
c
ℑH(x+ iǫ)dx, whenever ρ({c, d}) = 0; (⋆⋆)
cf.Akhiezer(1965), p.125, or Lang(1975), p.380, or Bondensson(1992), p.21.
However, what can be said about a measure ρ if we only have valuesH(it),
for t 6= 0, and we don’t know if it is a restriction of an analytic function to
the imaginary axis ? Note that in (⋆⋆) we need to know H in some strips of
the complex plane to retrieve a measure ρ. Never the less, in Jankowski and
Jurek (2012), Theorem 1, there is an inversion procedure that allows us to
identify a measure ρ or more precisely its characteristic function ρˆ.
In a couple of last decades representation of the form (⋆) appeared in
so-called free-probability as a free-analog of the classical Lévy-Khintchine
formula for infinite divisible characteristic functions (Fourier transforms).
In this note we show applications of the inversion formula from Jankowski
and Jurek (2012) for C˜, S˜, T˜ free-analogs of the classical hyperbolic functions
C, S and T . Recall that C, S and T are defined by their characteristic func-
tions as follows
φC(t) :=
1
cosh(t)
, φS(t) :=
sinh(t)
t
, φT (t) :=
tanh(t)
t
, t ∈ R.
In free-probability variables C˜, S˜, T˜ are given by their Voiculescu transforms
VC˜(z), VS˜(z) and VT˜ (z), z ∈ C
+, although in our approach to free-probability
theory we consequently use only purely imaginary z = it, t 6= 0; cf. Jurek
(2019), Corollaries 3 ,4 and 5, respectively.
Let us recall that hyperbolic characteristic functions, from an infinite di-
visibility point of view, were studied in Pitman and Yor (2003) and from a
selfdecomposability point of view in Jurek (1997) (as infinite series of inde-
pendent exponentially distributed variables), and in Jurek-Yor (2004) (from
stochastic representations of their background driving processes). The last
description can be done as all hyperbolic characteristic functions are self-
decomposable ones and therefore they admit a representation by random
integrals; cf. Jurek and Mason (1993), Chapter 3, Theorem 3.6.8 or Jurek
and Vervaat (1983), Theorem 3.2.
1. Introduction.
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Let us for an index X (where X can be a random variable or a measure or
a characteristic function) define a function VX on the imaginary axis i(R\{0})
as follows
VX(it) := aX +
∫
R
1 + itx
it− x
mX(dx), t 6= 0, (1)
where aX ∈ R and mX is a non-negative, finite Borel measure. Then note
that VX(i) = aX − imX(R) and hence we get
aX = ℜVX(i) ∈ R, mX(R) = −ℑVX(i) ∈ [0,∞). (2)
Furthermore, if mˆX(s) :=
∫
R
eisxmX(dx) denotes a characteristic function
of a measure mX then its Laplace transform L[mˆX ;w], for w > 0, satisfies
equality
L[mˆX ;w] =
∫ ∞
0
mˆX(x)e
−wxdx =
iVX(−iw)− iℜVX(i)− wℑVX(i)
w2 − 1
; (3)
cf. Theorem 1 in Jankowski and Jurek (2012). Equivalently,
L[mˆX(s) + iaX sinh(s)−mX(R) cosh(s);w] =
iVX(−iw)
w2 − 1
, because
L
[
sinh x;w] =
1
w2 − 1
, and L[cosh x;w] =
w
w2 − 1
, for w > 1. (4)
In propositions below our aim is to show that functions w → iVX(−iw)
w2−1
,
(on the right hand side in (4)), are indeed Laplace’s transform of some func-
tions or measures. This , in principle, enables us to identify a representing
measure mX in the canonical form (1).
2. Results. In order to present our results we will need some spe-
cial functions.. Therefore before each proposition we recall their definitions
and/or characterizations. Many of those functions are derived from Euler’s
Γ gamma function: Γ(z) :=
∫∞
0
xz−1e−xdx; ℜz > 0 and digamma function
ψ(z) := d/dz log Γ(z). For more facts and formulas we refer to the Appendix
at the end of this article.
In the first proposition we need β beta function which admits a represen-
tation β(z) =
∫∞
0
(1+ e−x)−1 e−zxdx, ℜz > 0, and originally was defined via
digamma function ψ; cf. Appendix (A).
Proposition 1. For a free-infinitely divisible Voiculescu transform
VC˜(it) = i[1− tβ(t/2)], t 6= 0,
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we have that in its representation (1) a real parameter aC˜ = 0 and a measure
mC˜ is such that a total mass mC˜(R) = π/2− 1 ≈ 0.57079 and its character-
istic function mˆC˜ is equal to
mˆC˜(s) = 2 sinh(s) tan
−1(e−s) +
π
2
e−s − 1
=
∫ ∞
0
cos(sx)
|x|
1 + x2
1
sinh(π|x|/2)
dx (5)
(C˜ indicates a free-probability analogue of a classical hyperbolic cosine char-
acteristic function φC(t) = 1/ cosh(t).)
To formulate next proposition we need two special functions. Namely,
a digamma function ψ , which is defined as ψ(z) := d
dz
log Γ(z), and an
exponential integral function Ei(x) := −
∫∞
−x
e−t
t
dt, for x < 0; for more see
Appendix (B).
Proposition 2. . For a free-infinitely divisible Voiculescu transform
VS˜(it) = i[tψ(t/2)− t log(t/2) + 1], t 6= 0,
we have that in its representation (1) a parameter aS˜ = 0 and a measure
mS˜ is a such that mS˜(R) = γ + log 2 − 1 ≈ 0.270362 and its characteristic
function mˆS˜ is of a form
mˆS˜(s) = −1+ cosh(s)
(
log(1+ e−s)− log(1− e−s)
)
+
e−s
2
Ei(s)+
es
2
Ei(−s)
= 2
∫ ∞
0
cos(sx)
x
1 + x2
1
eπx − 1
dx, s > 0, (6)
and Ei(x) is an exponential integral function.
(S˜ indicates a free-probability counter part of the hyperbolic sine charac-
teristic function φS(t) = t/ sinh(t).)
In next statements appear special functions from two previous proposi-
tions because of the elementary relation: φC(t) = φS(t) · φT (t).
Proposition 3. For a free-infinitely divisible Voiculescu transform
VT˜ (it) = VC˜(it)− VS˜(it) = it [ log(t/2)− β(t/2)− ψ(t/2) ], t 6= 0,
we have that in its a representation (1) a parameter aT˜ = 0 and for a measure
mT˜ we have that mT˜ (R) = π/2− γ − log 2 (≈ 0.3004), and its characteristic
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function mˆT˜ has a form
mˆT˜ (s) =
π
2
e−s + 2 sinh(s) tan−1(e−s)− cosh s log(1 + e−s)
−
e−s
2
(
Ei(s)− log(1− e−s)
)
−
es
2
(
Ei(−s)− log(1− e−s)
)
=
∫ ∞
0
cos(sx)
|x|
1 + x2
e−π|x|/4
cosh(π|x|/4)
dx, s > 0. (7)
(T indicates a hyperbolic tangent characteristic function φT (t) = tanh(t)/t.)
All three Voiculescu transforms from Propositions 1, 2 and 3 are free-
probability analogs of selfdecomposable characteristic functions. Therefore
they have so called background driving terms from corresponding random
integral representations. In particular, these are background driving charac-
teristic functions ψC˜ , ψS˜ and ψT˜ , and Lévy (spectral) measures NC , NS and
NT ; cf. Jurek (2019), Section 2.1 or Jurek-Yor (2004).
As in previous propositions we have similar results for them as well, al-
though we computed it only for a background driving characteristic function
ψC˜ , only; cf. Proposition 4 below.
For a following proposition, we need another two special functions. Namely,
Riemann’s zeta function, ζ , and polylogarithm functions Lin(z) (in Wolfra-
malpha.com language written as PolyLog[n, z]); cf. Appendix (C).
Proposition 4. For a free-infinitely divisible Voiculescu transform
Vψ
C˜
(it) = i [
t2
2
ζ(2, t/2)−
t2
4
ζ(2, t/4) + 1]
we have that in its representation (1) a parameter aψ
C˜
= 0, a total mass
mψ
C˜
(R) = 2C− 1 (≈ 0.83193) and for a measure mψ
C˜
we have its character-
istic function
mˆψ
C˜
(t) = −1− t tanh(t)− cosh(t)
(
i(Li2(ie
t)−Li2(−ie
t)) + 2t arctan(et)
)
=
π
2
∫ ∞
0
cos(tx)
x2
1 + x2
cosh(πx/2)
sinh2(πx/2)
dx.
In particular, we have:
i(Li2(ie
t)− Li2(−ie
t)) = 2
∞∑
k=1
(−1)k
e(2k−1)t
(2k − 1)2
; i(Li2(i)− Li2(−i)) = −2C.
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As a by-product of our Proposions 1 and 4, we have
Corollary 1. For a hyperbolic cosine function φC(t) = 1/ cosh t we have
mˆψ
C˜
(t) + mˆC˜(t) = 2
∫ ∞
0
cos(tx)
x3
1 + x2
(
kC(x)
)′
dx
where a function kC(x) := (2x sinh(πx/2))
−1 is a denstity of Lévy measure
of a hyperbolic cosine function. φC.
3. PROOFS
All boldface numbers appearing below refer to the corresponding fromulae
in Gradstheyn-Ryzhik (1994).
Proof of Proposition 1.
First, note that VC˜(i) = i(1 − β(1/2)) = −i(π/2 − 1) and therefore
mC˜(R) = π/2− 1. Second, since by (8),
β(s) =
∫ ∞
0
1
1 + e−x
e−sxdx = L[(1 + e−x)−1; s], ℜs > 0, 8.371(2)
consequently
iVC˜(−iw)
w2 − 1
=
1− wβ(w/2)
w2 − 1
= L[sinh x;w]− L[cosh x;w]L[2/(1 + e−2x);w]
= L[sinh x;w]− L[ (cosh(s) ∗ (2/(1 + e−2s)))(x);w], (8)
where ∗ denotes a convolution of functions on positive half-line.
Third, one checks by a differentiation (or by WolframAlpha or Mathe-
matica) that for x > 0 we have
(
cosh(s) ∗ (2/(1 + e−2s))
)
(x) :=
∫ x
0
cosh(x− s)
2
1 + e−2(x−s)
ds
= 2 sinh(x) arctan(es−x)− e−s + constant|s=xs=0
= 2 sinh(x) arctan(ex−x)− e−x −
(
2 sinh(x) arctan(e−x)− 1
)
= 2 sinh(x)(π/4− arctan(e−x))− e−x + 1,
and inserting it into (9) we get
iVC˜(−iw)
w2 − 1
= L[sinh x− 2 sinh x(π/4− arctan(e−x)) + e−x − 1;w] (9)
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Finally, since mC(R) = π/2− 1 and taking into account (4) we have
mˆC(x) = (π/2− 1) coshx+ sinh x− 2 sinh x(π/4− arctan(e
−x) + e−x − 1
= 2 sinh x arctan(e−x) + π/2e−x − 1,
which gives a first equality in (5).
On the other hand, from Jurek (2019), Example 1 we know that VC˜(it)
is a free-probability analog of a classical hyperbolic characteristic function
1/ cosh(t) whose (finite) Khintchine measuremC has a density
1
2
|x|
1+x2
1
sinh(π|x|/2)
,
for x ∈ R. Thus
mˆC(t) =
∫
R
eitx
1
2
|x|
1 + x2
1
sinh(π|x|/2)
dx =
∫ ∞
0
cos(tx)
|x|
1 + x2
1
sinh(π|x|/2)
dx,
which completes proof of Proposition 1.
Remark 1. From a formula in Proposition 1, we have an identity
∫ ∞
0
cos(sx)
|x|
1 + x2
1
sinh(π|x|/2)
dx = −1+
π
2
e−s+2 sinh(s) tan−1(e−s), s > 0;
which is confirmed by 4.113(8).
Proof of Proposition 2.
Since ψ(1/2) = −γ − 2 log 2, (8.366(2)) then VS(i) = −i(γ + log 2 − 1).
Hence a parameter aS˜ = 0 and a finite measure mS˜ in (1) has a finite mass
mS˜(R) = γ + log 2− 1. Finally, using an integral formula for ψ function,
ψ(z) = log z +
∫ ∞
0
(1
s
−
1
1− e−s
)
e−zsds, ℜz > 0; 8.361(8),
we have
iVS(−iw)
w2 − 1
=
1 + w(ψ(w/2)− log(w/2))
w2 − 1
= L[sinh x;w] + L[cosh x;w]L[
1
x
−
2
1− e−2x
;w]
= L[sinh x+
(
cosh s ∗ (
1
s
−
2
1− e−2s
)
)
(x);w], (10)
where ” ∗ ” denotes a convolution of functions.
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By a direct differentiation using properties quoted before a proof of this
proposition (or using www.Wolframalpha.com) one checks that:
∫
cosh(x− s)
[1
s
−
2
1− e−2s
]
ds
=
e−x
2
Ei(s) +
ex
2
Ei(−s)− es−x + cosh(x) log
1 + e−s
1− e−s
+ constant.
Thus for x > 0 we have
(
cosh s ∗ (
1
s
−
2
1− e−2s
)
)
(x) =
∫ x
0
cosh(x− s)
[1
s
−
2
1− e−2s
]
ds
=
[e−x
2
Ei(s) +
ex
2
Ei(−s)− es−x + cosh(x) log
1 + e−s
1− e−s
]∣∣∣s=x
s=0+
=
e−x
2
Ei(x) +
ex
2
Ei(−x)− ex−x + cosh(x) log
1 + e−x
1− e−x
− lim
s→0+
[e−x
2
(Ei(s)− log(1− e−s)) +
ex
2
(Ei(−s)− log(1− e−s))
− es−x + cosh x log(1 + e−s)
]
=
e−x
2
Ei(x) +
ex
2
Ei(−x)− 1
+ cosh(x) log
1 + e−x
1− e−x
− γ cosh x+ e−x − cosh x log 2
=
e−x
2
Ei(x) +
ex
2
Ei(−x)− 1 + e−x + cosh(x)
(
log
1 + e−x
1− e−x
− γ − log 2
)
.
Inserting above line into (11) and using (4) with mS(R) = γ + log 2 − 1 we
get
mˆS(x) = (γ + log 2− 1) cosh(x) + sinh(x)
+
e−x
2
Ei(x) +
ex
2
Ei(−x)− 1 + e−x + cosh(x)
(
log
1 + e−x
1− e−x
− (γ + log 2)
)
= − cosh(x)+sinh(x)+
e−x
2
Ei(x)+
ex
2
Ei(−x)−1+e−x+cosh(x) log
1 + e−x
1− e−x
=
e−x
2
Ei(x) +
ex
2
Ei(−x)− 1 + cosh(x)(log(1 + e−x)− log(1− e−x)), (11)
which proves first equality in Proposition 2.
Since from Jurek (2019), Corollary 4, we know that VφS is a free-analog
of a classical hyperbolic sine characteristic function φS(t) = t/ sinh(t) whose
(finite) Khintchine measure is equal to
mS(dx) =
1
2
|x|
1 + x2
e−π|x|/2
sinh(π|x|/2)
dx =
|x|
1 + x2
1
eπ|x| − 1
dx, on R,
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we get second equality in Proposition 2.
Remark 2. From Proposition 2 we get an integral identity
2
∫ ∞
0
cos(sx)
x
1 + x2
1
eπx − 1
dx
= −1+ cosh(s)
(
log(1+ es)− log(1− e−s)
)
+
e−s
2
Ei(s)+
es
2
Ei(−s) s > 0,
that might be of some interest and it seems to be new?
Since for hyperbolic characteristic functions φC , φS and φT we have that
φC(t) = φS(t) ·φT (t) therefore for their Khintchine measures mC , mS, mT we
have mC(dx) = mS(dx) +mT (dx).
Proof of Proposition 3.
Taking into account a discussion above and the fact that free-infinitely
divisible transforms VC˜ , VS˜, VT˜ , in Jurek (2019) were defined via one - to -
one correspondence with classical infinite divisibility we get that VC˜(it) =
VS˜(it) + VT˜ (it), t 6= 0. Consequently, proof of Proposition 3 follows from
proofs of Propositions 1 and 2.
Proof of Proposition 4.
Since Vψ˜C (i) = −i(2C−1) ≈ −i0, 83193, ( C is Catalan constant ≈ 0.9159),
then in (1), aψC = 0, and for a measure mψC we have mψC (R) = 2C − 1.
Using (4) and the integral representation for ζ(2, s) function in Appendix
(C), we have
L[mˆψC (x)− (2C − 1) cosh(x); t] =
t2/2(ζ(2, t/2)− 1/2ζ(2, t/4)) + 1
t2 − 1
=
1
t2 − 1
+
1
2
t2
t2 − 1
[
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∫ ∞
0
w
1− e−2w
e−twdw − 16
∫ ∞
0
w
1− e−4x
e−twdw
]
= L[sinh x; t] + 2(1 +
1
t2 − 1
)
∫ ∞
0
w
e−2w − 1
1− e−4w
e−twdw =
L[sinh x; t] + (1 +
1
t2 − 1
)
∫ ∞
0
w
1− e2w
sinh(2w)
e−twdw
= L[sinh x+ x
1− e2x
sinh(2x)
; t] + L[sinh x; t]L[x
1− e2x
sinh(2x)
]
= L[sinh x+ x
1− e2x
sinh(2x)
+ hψˆC (x); t].
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where
hψˆC (x) := (sinh u ∗ u
1− e2u
sinh(2u)
)(x) =
∫ x
0
sinh(x− u)u
1− e2u
sinh(2u)
du. (12)
Consequently from the above calculation we get
mˆψC (x) = (2C − 1) cosh x+ sinh x+
x(1− e2x)
sinh(2x)
+ hψˆC (x), for x ≥ 0. (13)
Using website www.Wolframalpha.com or just by elementary computations,
knowing that d/dxLi2(±ix) = −x
−1 log(1 ± ix), (cf. Appendix (C)), one
checks that
∫
sinh(x− s)s
1− e2s
sinh(2s)
ds = e−x(s− 1)es
− i cosh(x)
(
−Li2(−ie
s)+Li2(ie
s)+ s log(1− ies)− s log(1+ ies)
)
+ const.
Since limx→0+(Ei(±x)− log x) = γ (Euler constant), from (13), for x > 0,
hψˆC (x) = e
−x(s− 1)es
− i cosh(x)
(
− Li2(−ie
s) + Li2(ie
s) + s log(1− ies)− s log(1 + ies)
)
|s=xs=0
= e−x(x− 1)ex − i cosh(x)
(
− Li2(−ie
x) + Li2(ie
x) + x log(1− iex)
− x log(1 + iex)
)
− [e−x(−1)− i cosh(x)
(
− Li2(−i) + Li2(i)]
= (x−1)−i cosh(x)
(
−Li2(−ie
x)+Li2(ie
x)+x log
1− iex
1 + iex
)
+e−x−2C cosh(x)
= −1+x+e−x−2C cosh x−i cosh(x)
(
−Li2(−ie
x)+Li2(ie
x)−2ix arctan(ex)
)
,
where in the last line we use log(1− iex)− log(1 + iex) = −2i arctan(ex); cf.
Appendix C. And finally from (14) we arrive at
mˆψC (x) = (2C − 1) cosh x+ sinh x+
x(1 − e2x)
sinh(2x)
− 1 + x+ e−x − 2C cosh x
− i cosh(x)
(
− Li2(−ie
x) + Li2(ie
x)− 2ix arctan(ex)
)
= −1+x+
x(1− e2x)
sinh(2x)
−i cosh(x)
(
−Li2(−ie
x)+Li2(ie
x)−2ix arctan(ex)
)
and since (1+(1−e2x)/ sinh(2x)) = − tanh(x) therfore this completes a first
part of Proposition 4.
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For the second one, let us recall that from Jurek and Yor (2004), Corollary
1 and a formula (7) on p. 186, that Khintchine (finite) measure corresponding
to BDCF ψC is given by
mψC (dx) =
π
4
x2
1 + x2
cosh(πx/2)
sinh2(πx/2)
dx, on R.
Hence we get that
mˆψ
C˜
(t) =
π
2
∫ ∞
0
cos(tx)
x2
1 + x2
cosh(πx/2)
sinh2(πx/2)
dx = −1 + t +
t(1− e2t)
sinh(2t)
− i cosh(t)
(
− Li2(−ie
t) + Li2(ie
t) + t log
1− iet
1 + iet
)
, for t ≥ 0.
which completes a proof of Proposition 4.
Remark 3. As a consequence of Proposition 4 we have a formula
π
2
∫ ∞
0
cos(tx)
x2
1 + x2
cosh(πx/2)
sinh2(πx/2)
dx = −1 + t+
t(1− e2t)
sinh(2t)
− i cosh(t)
(
− Li2(−ie
t) + Li2(ie
t)− 2it arctan(et)
)
, for t ∈ R,
that might be of some interest as well.
Proof of Corollary 1.
In general, if M(dx) = h(x)dx, h(x) > 0, is a spectral measure of a
selfdecomposable characteristic function, say φ, then N(dx) := −(xh(x)′dx
is a spectral measure of a characteristic function ψ(t) := exp[t
(
logφ(t)
)′
]; so
called background driving characteristic function; cf. Jurek (1997), Corollary
1.1., p.97 or Jurek and Yor (2004), p. 183, formulae (d) and (e).
Consequently, on the level of Khintichine (finite) measures have;
n(dx) :=
x2
1 + x2
N(dx)
= −
x2
1 + x2
(h(x) + xh′(x))dx = −m(dx)−
x2
1 + x2
xh′(x)dx,
which gives a proof of Corollary 1, when applied to h(x) := kC(x).
Remark 4. Since a hyperbolic sine and a hyperbolic tangent are selfdecop-
mosable as well we may have statements about S˜ and T˜ analogous to the
one in Corollary 1, a for hyperbolic cosine function.
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5. Appendix.
For a convenience of reading we collect here some useful facts. Boldface
numbers refer to formulae from Gradshteyn and Ryzhik (1994).
(A) β(x) := 1
2
[ ψ(x+1
2
)− ψ(x
2
) ], β(x) =
∑∞
k=0
(−1)k
x+k
, −x /∈ N, 8.732(1).
(B) For the exponential integral function Ei we have :
Ei(x) = −
∫ ∞
−x
e−t
t
dt, for x < 0; 8.211(1);
Ei(x) = − lim
ǫ→0
[ ∫ −ǫ
−x
e−t
t
dt+
∫ ∞
ǫ
e−t
t
dt, for x > 0; 8.211(2)
Ei(x) = γ+log x+
∞∑
k=1
xk
k · k!
, for x > 0; 8.214(2); (γ is Euler constant)
From above we get: d
dx
Ei(±x) = e
±x
x
and limx→0+ Ei(±x) − log x) = γ.
(C) For Riemann ζ functions we have:
ζ(s, a) :=
∞∑
k=0
1
(k + a)s
, ℜs > 1, −a 6∈ N; 9.521(1)
In particular, for s = 2, we have ζ function as a Laplace transform:
ζ(2, a) =
∫ ∞
0
x
1− e−x
e−axdx, for ℜa > 0;
because
∞∑
k=0
xe−kx =
x
1− e−x
; and L[xe−kx, w] =
1
(w + k)2
.
Polylogarithmic functions Lin(z), (n is a fixed parameter) are defined via
series
Lin(z) :=
∞∑
k=1
zk
kn
≡ zΦ(z, n, 1) z ∈ C; (Lerch function), 9.550
In particular, d
dz
Li2(z) = −z
−1 log(1− z); Li2(i)−Li2(−i) = 2iC, where C
stands for a Catalan constant.
(D) For the equality, i log 1−ie
x
1+iex
= 2 arctan(ex), x ∈ R, firstly, note that
for x = 0, indeed we have i log 1−i
1+i
= π/2, and secondly, note equality of
derivatives d
dx
(i log 1−ie
x
1+iex
) = d
dx
(2 arctan(ex)).
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