This paper establishes a blowup criterion for the three-dimensional viscous, compressible, and heat conducting magnetohydrodynamic (MHD) flows. It is essentially shown that for the Cauchy problem and the initial-boundary-value one of the three-dimensional compressible MHD flows with initial density allowed to vanish, the strong or smooth solution exists globally if the density is bounded from above and the velocity satisfies the Serrin's condition. Therefore, if the Serrin norm of the velocity remains bounded, it is not possible for other kinds of singularities (such as vacuum states vanish or vacuum appears in the non-vacuum region or even milder singularities) to form before the density becomes unbounded. This criterion is analogous to the well-known Serrin's blowup criterion for the threedimensional incompressible Navier-Stokes equations, in particular, it is independent of the temperature and magnetic field and is just the same as that of the barotropic compressible Navier-Stokes equations. As a direct application, it is shown that the same result also holds for the strong or smooth solutions to the three-dimensional full compressible Navier-Stokes system describing the motion of a viscous, compressible, and heat conducting fluid.
Introduction
In this paper, we consider the system of partial differential equations for the threedimensional viscous, compressible, and heat conducting magnetohydrodynamic (MHD) flows in the Eulerian coordinates [21]            ρ t + div(ρu) = 0, (ρu) t + div(ρu ⊗ u) − µ∆u − (µ + λ)∇divu + ∇P = (curl H) × H, c v [(ρθ) t + div(ρuθ)] − κ∆θ + P divu = 2µ|D(u)| 2 + λ(divu) 2 + ν|curl H| 2 , H t − curl (u × H) = ν△H, divH = 0, (1.1) where t ≥ 0 is time, x ∈ Ω ⊂ R 3 is the spatial coordinate, and ρ, u = (u 1 , u 2 , u 3 ) tr , θ, P = Rρθ (R > 0), and H = (H 1 , H 2 , H 3 ) tr , represent respectively the fluid density, velocity, absolute temperature, pressure, and magnetic field; D(u) is the deformation tensor given by D(u) = 1 2 (∇u + (∇u) tr ).
The constant viscosity coefficients µ and λ satisfy the physical restrictions
Positive constants c v , κ, and ν are respectively the heat capacity, the ratio of the heat conductivity coefficient over the heat capacity, and the magnetic diffusivity acting as a magnetic diffusion coefficient of the magnetic field.
The equations (1.1) will be studied with initial condition:
(ρ, u, θ, H)(x, 0) = (ρ 0 , u 0 , θ 0 , H 0 )(x), x ∈ Ω, (1 where n = (n 1 , n 2 , n 3 ) is the unit outward normal to ∂Ω. The compressible MHD system (1.1) is a combination of the compressible NavierStokes equations of fluid dynamics and Maxwells equations of electromagnetism. Indeed, the equations (1.1) 1 , (1.1) 2 , and (1.1) 3 describe, respectively, the conservation of mass, momentum, and energy. In addition, it is well-known that the electromagnetic fields are governed by Maxwells equations. In magnetohydrodynamics, the displacement current can be neglected ( [21] ). As a consequence, the equation (1.1) 4 is called the induction equation, and the electric field can be written in terms of the magnetic field H and the velocity u, E = ν∇ × H − u × H.
Although the electric field E does not appear in the compressible MHD system (1.1), it is indeed induced according to the above relation by the moving conductive flow in the magnetic field. In particular, when there is no electro-magnetic effect, that is, H ≡ 0, the compressible MHD system (1.1) reduces to the following full compressible NavierStokes system describing the motion of a viscous, compressible, and heat conducting fluid:      ρ t + div(ρu) = 0, (ρu) t + div(ρu ⊗ u) − µ∆u − (µ + λ)∇divu + ∇P = 0, c v [(ρθ) t + div(ρuθ)] − κ∆θ + P divu = 2µ|D(u)| 2 + λ(divu) 2 .
(1.6)
There is a considerable body of literature on the multi-dimensional full compressible Navier-Stokes system (1.6) and compressible MHD one (1.1) by physicists and mathematicians because of their physical importance, complexity, rich phenomena, and mathematical challenges; see [4, 5, 7, 8, 10 , 11, 15, 21, 22, 24, 25, 27, 28, 36, 37] and the references cited therein. However, many physically important and mathematically fundamental problems are still open due to the lack of smoothing mechanism and the strong nonlinearity. For example, although the local strong solutions to the compressible MHD system (1.1) with large initial data were respectively obtained by [36] and [7] in the cases that the initial density is strictly positive and that the density is allowed to vanish initially, whether the unique local strong solution can exist globally is an outstanding challenging open problem.
Therefore, it is important to study the mechanism of blowup and structure of possible singularities of strong (or smooth) solutions to the compressible MHD system (1.1) and to the full compressible Navier-Stokes one (1.6). The pioneering work can be traced to Serrin's criterion [29] on the Leray-Hopf weak solutions to the three-dimensional incompressible Navier-Stokes equations, which can be stated that if a weak solution u satisfies
then it is regular. Later, He-Xin [9] showed that the Serrin's criterion (1.7) still holds even for the strong solution to the incompressible MHD equations.
Recently, Huang-Li-Xin [17] extended the Serrin's criterion (1.7) to the barotropic compressible Navier-Stokes equations and showed that if T * < ∞ is the maximal time of existence of a strong (or classical) solution (ρ, u), then 8) and lim
with r and s as in (1.7). For more information on the blowup criteria of barotropic compressible flow, we refer to [12, 13, 17, 18, 20, 34] and the references therein. Later Xu-Zhang [38] extended the results of [17] to the isentropic compressible MHD system and obtained that the same blow-up criterion (1.9) holds.
When it comes to the full compressible Navier-Stokes system (1.6), the problem is much more complicated. Let T * < ∞ be the maximal time of existence of a strong (or classical) solution (ρ, u, θ) to the system (1.6). Besides (1.2), under the condition that 7µ > λ, (1.10)
Fan-Jiang-Ou [6] obtained that
Recently, under just the physical restrictions (1.2), Huang-Li [14] and Huang-Li-Xin [18] established the following blowup criterion:
where D(u) is the deformation tensor. Later, in the absence of vacuum, Sun-WangZhang [35] showed that For the compressible MHD system (1.1), let T * < ∞ be the maximal time of existence of a strong (or classical) solution (ρ, u, θ, H). Lu et al [23] obtained that
while Chen-Liu [3] showed that
The aim of this paper is to improve all the previous blowup criterion results on both the compressible MHD system (1.1) and the full compressible Navier-Stokes one (1.6) by allowing initial vacuum states, and by describing the blowup mechanism just in terms of the Serrin-type criterion, (1.9). Before stating our main result, we first explain the notations and conventions used throughout this paper. We denote
For 1 ≤ p ≤ ∞ and integer k ≥ 0, the standard homogeneous and inhomogeneous Sobolev spaces are denoted by:
Then, the strong solutions to the initial-boundary-value problem (1.1)-(1.3) together with (1.4) or (1.5) are defined as follows.
and (ρ, u, θ, H) satisfies both (1.1) almost everywhere in Ω × (0, T ) and (1.3) almost everywhere in Ω.
Our main result can be stated as follows: 11) and the compatibility conditions 
If H ≡ H 0 ≡ 0, Theorem 1.1 directly yields the following Serrin-type blowup criterion for the three-dimensional full compressible Navier-Stokes system (1.6).
and the compatibility conditions
Let (ρ, u, θ) be the strong solution to the full compressible NavierStokes system (1.6) together with 15) and either for 16) or for a bounded smooth domain Ω ⊂ R 3 , 
for r, s as in ( 1.7). It follows from the continuity equation
where y(s; x, t) is the characteristic curve defined by
The combination of (1.19) with (1.21) implies that there may hold for the density:
1) The density remains bounded, that is,
2) The density may concentrate, that is,
3) Vacuum states may vanish: There exists some x 1 ∈ Ω and x 1 (t) satisfying ρ 0 (x 1 ) = 0 and y(0; x 1 (t), t) = x 1 such that
4) Vacuum states may appear in the non-vacuum region:
There exists some x 2 ∈ Ω and x 2 (t) satisfying ρ 0 (x 2 ) > 0 and y(0; x 2 (t), t) = x 2 such that
( We now comment on the analysis of this paper.
Let (ρ, u, θ, H) be a strong solution described in Theorem 1.1. Suppose that (1.14) were false, that is,
We want to show that
Since the methods in all previous works [3, 6, 16, 23, 35, 35] 
-norm of the divergence of the velocity divu, some new ideas are needed to recover all the a priori estimates just under the assumption (1.26) without any a priori bounds on the temperature, the magnetic field, and the divergence of the velocity. In fact, we prove (see Lemma 3. 3) that a control of the Serrin norm of the velocity and L ∞ t L ∞ x -norm of the density implies a control on the L ∞ t L 2 x norm of ∇u. In order to obtain this control, the key observation is that, instead of the temperature θ, we treat the total energy E = c v θ + 1 2 |u| 2 , which in turn greatly reduces the difficulties arising from the high nonlinearities of the temperature equation, (1.1) 3 . Indeed, multiplying the equation of the conservative form of the total energy E (see (3.5) ) by E yields that to bound the L 2 t L 2 x -norm of ∇E (see (3.4)), it is enough to control that of |u||∇u|, which in fact can be reduced to the estimate of the L 2 t L 6 x -norm of ∇u (see (3.30) ). Then, to overcome the difficulty caused by the boundary when Ω is bounded, motivated by [12, 34] , we decompose the velocity into two parts (see (3.14) and (3.18)) which together with the L p -estimate for the Lamé system yield the desired bound on the L 2 t L 6 x -norm of ∇u (see (3.31) ). Finally, the a priori estimates on both the L ∞ t L p x -norm of the density gradient and the L 1 t L ∞ x -norm of the velocity gradient can be obtained simultaneously by solving a logarithm Gronwall inequality based on a logarithm estimate for the Lamé system (see Lemma 2.3) and the a priori estimates we have just derived.
The rest of the paper is organized as follows: In the next section, we collect some elementary facts and inequalities that will be needed later. The main result, Theorem 1.1, is proved in Section 3.
Preliminaries
In this section, we recall some known facts and elementary inequalities that will be used later.
First, the following existence and uniqueness of local strong solutions when the initial density may not be positive and may vanish in an open set can be proved in a similar way as in [4] (cf. [7] ). Next, the following well-known Sobolev inequality will be used later frequently (see [26] ). Lemma 2.2. For p ∈ (1, ∞) and q ∈ (3, ∞), there exists a generic constant C > 0, which depends only on p, q such that for
Finally, we consider the following Lamé system
2)
, and µ, λ satisfy (1.2). The system (2.2) is imposed on one of the following boundary conditions: 1) Cauchy problem: Ω = R 3 , and
2) Dirichlet problem: Ω is a bounded smooth domain in R 3 , and
The following logarithm estimate for the Lamé system (2.2) will be used to estimate ∇u L ∞ and ∇ρ L 2 ∩L q .
, and there exists a generic positive constant C depending only on µ, λ, q, and r (besides Ω when Ω is bounded) such that
is the unique solution to the Cauchy problem (2.2) (2.3) and satisfies (2.5). Then, if Ω is a bounded smooth domain of R 3 , it follows from [33] that the Dirichlet problem (2.2) (2.4) is of Petrovsky type. In Petrovsky's systems, roughly speaking, different equations and unknowns have the same "differentiability order", see [32, p.126] . We also recall that Petrovsky's systems are an important subclass of Agmon-DouglisNirenberg (ADN) elliptic systems( 
by means of the Green function
∈ Ω × Ω|x = y} which satisfies that for every multi-indexes α = (α 1 , α 2 , α 3 ) and β = (β 1 , β 2 , β 3 ) there is a constant C α,β such that for all (x, y) ∈ Ω×Ω\D, and i, j = 1, · · · , 3, 
where in the second equality we have used integrations by parts due to the fact that G ij (x, y)| ∂Ω = 0 for each x ∈ Ω. Hence, we have
Each term on the right-hand side of (2.9) can be estimated by (2.8) as follows:
and
(2.12)
It follows from (2.9)-(2.12) that
. Then (2.13) becomes (2.6). We finish the proof of Lemma 2.3. Proof. Similar to [38] , multiplying (1.1) 4 by q|H| q−2 H and integrating the resulting equation over Ω yield that
Proof of
Choosing δ suitably small in (3.2), we obtain (3.1) directly after using Gronwall's inequality and (1.26). We thus finish the proof of Lemma 3.1.
Then, we derive the following key estimate on the specific energy E defined by
Lemma 3.2. Under the condition (1.26), it holds that
Proof. First, it follows from (1.1) that E satisfies
Next, applying standard maximum principle to (1.1) 3 together with θ 0 ≥ 0 (c.f. [6, 8] ) shows inf
Multiplying (3.5) by c v E and integrating the resulting equality over Ω, we obtain after integration by parts and using (1.1) 1 that
We estimate each term on the right-hand side of (3.6) as follows: First, Holder's inequality gives
Next, if Ω = R 3 , Sobolev's inequality gives that there exists a universal constant C such that
If Ω is a bounded smooth domain in R 3 , the Poincaré-type inequality ( [8, Lemma 3.2]) shows there exists a generic positive constant C which also depends on Ω such that
which combined with (3.8) implies
It thus follows from Holder's inequality, (3.9), (3.1), and (2.1) that
(3.10)
Finally, integration by parts together with (3.9) yields
Putting (3.7), (3.10), and (3.11) into (3.6), we obtain (3.4) after choosing η suitably small. The proof of Lemma 3.2 is completed.
Then, we derive the following crucial estimate on the L ∞ (0, T ; L 2 )-norm of ∇u. Lemma 3.3. Under the condition (1.26), it holds that for 0 ≤ T < T * ,
(3.12)
Proof. First, multiplying (1.1) 2 by u t and integrating the resulting equation over Ω show that Then, we will estimate the last two terms on the right-hand side of (3.13).
On the one hand, to overcome the difficulty caused by the boundary, motivated by [12, 34] , we decompose the velocity into two parts. It follows from Lemma 2.3 that for any t ∈ [0, T ], there exists a unique v(t, ·) ∈ D 1 0 ∩ D 2,2 ∩ D 2,q satisfying µ△v + (µ + λ)∇divv = ∇P, (3.14)
which together with (2.5) yields that 15) and that which together with the standard L 2 -estimate for elliptic system gives 19) due to (3.1). It follows from (3.3) and (3.5) that
Cauchy's and Sobolev's inequalities together with (3.1) yield that
Similar to (3.11), integration by parts leads to
where in the last inequality we have used (3.1).
Integration by parts also gives
On the other hand, direct calculations show
(3.24)
Substituting (3.16) and (3.20)-(3.24) into (3.13), we obtain after using (3.19) and choosing η suitably small that
Next, it follows from (1.1) that for r, s as in (1.7)
Noticing that the standard L 2 -estimate of elliptic system gives
after choosing ε suitably small, we deduce from (3.27) that for any η ∈ (0, 1),
(3.28)
Then, adding (3.4) multiplied by C 5 C 3 c −1 v + (C 2 + 2)κ −1 and (3.28) by C 6 (1 + C 4 ν −2 )(C 2 + C 1 C 5 + 2) to (3.25), we obtain that
Holder's inequality together with (3.15) yields that 30) where in the last inequality we have used (3.9). It follows from (3.17), (3.15), (3.19) , and (3.9) that
(3.31)
Putting this and (3.30) into (3.29), and choosing η suitably small, we obtain after using Gronwall's inequality, (3.26), (3.1), and (1.26) that
Finally, (1.1) 1 implies that
Multiplying (3.33) by ρ −ρ and integrating the resulting equation over Ω, we obtain after using (1.26) that
which together with (3.32) and the following simple fact that
directly gives (3.12). The proof of Lemma 3.3 is completed. Finally, the following Lemma 3.4 will deal with the higher order estimates of the solutions which are needed to guarantee the extension of local strong solution to be a global one under the conditions (1.11)-(1.13) and (1.26).
Lemma 3.4. Under the condition (1.26), it holds that for
Proof. First, it follows from (3.31), (3.12), and (3.1) that
which implies
Then, it follows from the standard L 2 -estimate of (1.1) 4 , (3.12), and (3.1) that
which together with (3.12) and (3.1) implies
Holder's inequality, along with (3.35) and (3.12), gives
which combined with (3.36) and (3.35) shows
Then, similar to (3.9), we have
which together with the standard L 2 -estimate of (1.1) 3 and (3.12) gives
Combining this with (3.36) shows
Next, we claim that we have the following estimates on bothu andθ, (3.41) and (3.42), whose proofs are similar to those in [15, 38] and can be found in Appendix A:
Then, the combination of (3.38)-(3.42) with (3.37) leads to
,q satisfying (3.14), it follows from Lemma 2.3 and (3.43) that
, applying the standard L p -estimate to (3.18) , along with (3.43), gives
which together with (3.19), (3.43), and (3.41) shows
The combination of this with (3.45) gives
Applying the standard L p -estimate to (1.1) 2 leads to 
where
It thus follows from (3.48), (3.41), and Gronwall's inequality that 
This combined with (3.49), (3.51), (3.43), and (3.12) finishes the proof of Lemma 3.4.
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Suppose that (1.14) were false, that is, (1.26) holds. Note that the generic constant C in Lemma 3.4 remains uniformly bounded for all T < T * , so the functions (ρ, u, θ, H)(x, T * ) lim t→T * (ρ, u, θ, H)(x, t) satisfy the conditions imposed on the initial data (1.11) at the time t = T * . Furthermore, standard arguments yield that ρu, ρθ ∈ C([0, T ]; L 2 ), which implies (ρu, ρθ)(x, T * ) = lim
Hence,
satisfying g 1 , g 2 ∈ L 2 due to (3.41), (3.42), and (3.34). Thus, (ρ, u, θ, H)(x, T * ) also satisfies (1.12) and (1.13). Therefore, one can take (ρ, u, θ, H)(x, T * ) as the initial data and apply Lemma 2.1 to extend the local strong solution beyond T * . This contradicts the assumption on T * . We thus finish the proof of Theorem 1.1.
Appendix A Proofs of (3.41) and (3.42).
The proofs of (3.41) and (3.42) are a direct combination of those of Lemma 4.1 and (4.28) in [15] with that of (3.24) in [38] . We sketch them here for completeness.
First, it follows from (3.12) and (3.38) that
and integrating the resulting equality over Ω give
We get after integration by parts and using the equation (1.1) 1 that
where in the last inequality we have used (3.39). Integration by parts leads to
Similarly, we have
Integration by parts together with (3.12) and (3.1) shows
Similarly, we also have
Substituting (A.3)-(A.7) into (A.2), we obtain after choosing ε suitably small that
Next, multiplying (1.1) 3 byθ and integrating the resulting equality over Ω yield that
We estimate each I i (i = 1, · · · , 5) as follows:
First, it follows from (3.40) and (3.12) that
Next, integration by parts yields that, for any η ∈ (0, 1],
where in the last inequality we have used (3.39).
Then, similar to (A.11), we have that, for any η ∈ (0, 1],
Next, it follows from (3.12) and (3.39) that 13) and that
(A.14)
Substituting (A.10)-(A.14) into (A.9), we obtain after choosing δ suitably small that, for any η ∈ (0, 1], Next, differentiating (1.1) 4 with respect to t and multiplying the resulting equations by H t , we obtain after integration by parts and using (3.1) and (3.12) that 1 2
which implies 
Similar to (3.9), we have
Next, applying the operator ∂ t + div(u·) to (1.1) 3 leads to ≤ C |∇u| |∇ 2 θ||θ| + |∇θ||∇θ| dx + C |∇u| 2 |θ| (|∇u| + θ) dx + C ρ|θ| 2 |∇u|dx + C ρθ|∇u||θ|dx + C |∇u||∇u||θ|dx
which combined with Gronwall's inequality, (1.13), (A.19), and (3.41) directly gives (3.42).
