Due to various uncontrollable factors (such as random faulty acquisition equipment and data distortion), urban traffic flow data inevitably suffers from some form of data loss. Finding an effective filling method to estimate the missing data is of great help to the study of transportation networks. Traffic flow during a day are likely to have its regular peak period and off-peak period. For most regions of the urban road network, normally there is a certain trend in the traffic flow data. In this paper, we propose a data imputation method that employs a tensor decomposition approach, which fully considers the characteristics of the traffic flow in both time and space. The proposed method is based on high order singular value decomposition with soft thresholding core. In this method, traffic data are divided into its main trend part and the residual part, which is called detrending. And tensor decomposition is performed on these two parts separately. For each part, dynamic rank method is used to adjust the rank of tensor decomposition. With the actual 214 anonymous road segments with
I. INTRODUCTION
With the rapid development of modern cities and the rising travel needs of humans, the problem of road traffic congestion has become increasingly serious. However, due to economic and environmental constraints, it is unable to alleviate urban road traffic congestion simply by building new urban roads and infrastructure. As a result, more and more researchers are working to optimize the urban transportation networks to mitigate existing traffic pressures.
Traffic speed data and traffic flow data are the most important indicators to measure the traffic conditions. Today, traffic data acquisition methods include Loop-based Speedmeasuring Meter, Microwave detectors, Video sensors and GPS data etc. Unfortunately, because of the high cost of construction and maintenance, the induction coils and the sensors are difficult to cover the entire transportation network. GPS data also has transmission distortion. The loss of traffic The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu . data in acquisition is inevitable. Although researches on missing data imputation have been extensively carried out in the past decades, how to filling data with high precision is still a hot topic. A good imputation method for traffic data missing is of great significance to the study of road transportation networks, e.g. traffic management, urban planning and route navigation. Finding an effective way to impute the missing traffic data is our concern in this paper. Hereafter we use data filling and data imputation interchangeably to represent the estimation of the data entry when data loss happened in the original data acquisition.
A. RELATED WORKS
A considerable amount of research has been conducted on traffic data imputation which aims to fill the missing data with the estimated data. Many estimation methods have been proposed. From the perspective of model building, these methods can be divided into three categories: predictionbased methods, interpolation-based methods, and statistical learning-based methods.
The prediction-based methods predict and populate missing entries using historical traffic flow data. M. Zhong et al. applied the time series model (ARIMA) to the filling of sparse traffic flow data, regarding the observed traffic flow data as a time series [1] . M. G. Karlaftis et al. proposed the application of feed forward neural networks to the prediction of traffic flow data [2] . F. Schimbinschi proposed machine learning method to forecast the traffic in complex urban networks [3] . Meanwhile, new prediction-based filling models have emerged in recent years to improve the computing efficiency and filling accuracy. R. Fu had been using a gated loop unit network (GRU) for traffic flow data prediction [4] . J. Qu also significantly reduced the prediction error rate by establishing a long short-term memory network training model (LSTM) [5] .
The interpolation-based method estimates the value of the missing data based on the average or weighted average of known data adjacent to the missing data. K. Ding et al. gave a general mathematical model and estimation method for travel time and average speed of urban road segments [6] . In addition, there were methods such as Kriging method [7] , [8] , which was originally applied to geological exploration. Spatiotemporal cokriging adopted by Yang et al. [9] demonstrated that the Kriging model was portable.
Statistical learning methods usually perform systematic learning through observed data. Markov Chain Monte Carlo Model (MCMC) [10] and Probabilistic Principal Component Analysis (PPCA) [11] were two commonly used statistical learning-based filling methods. In recent years kernel probability principal component analysis (KPPCA) [12] and Bayesian principal component analysis method (BPCA) [13] have also been applied to predictive filling of traffic flow data. The functional principal component analysis (FPCA) [14] proposed by J. Chiou et al. had achieved better results in a variety of missing modes.
There are also some improved methods derived from the above three basic methods, which have also been widely studied. Q. Shang proposed a model based on particle swarm optimization for fuzzy clustering and support vector regression [15] . X. Chen proposed graph regularization model [16] . These models can achieve better results than time series models, KNN methods, etc. but they do not take time cost into account.
The method of tensor decomposition is also one of the improvement methods of the three basic methods which is very suitable for missing data imputation. It could be classified as one of the interpolation-based methods. H. Tan first introduced the method of tensor decomposition into the traffic flow data filling problem [17] . The tensor decomposition method treats the traffic flow data as a multi-dimensional tensor. This method fully considers the various characteristics of the traffic flow in time and space. But in case of high data missing rate, the tensor decomposition method could not achieve high data filling accuracy. X. Chen et al. used the method of truncating singular values to reduce the dimension of each dimension matrix developed by the data tensor [18] .
B. Du et al. applied the method of low rank tensor decomposition to the recovery of image data [19] . High accuracy low rank tensor completion (HALRTC) and the fast low rank tensor completion were proposed by J. Liu et al who applied this method to image recovery and achieved good results [20] . M. Goulart's optimization method [21] based on soft threshold kernel tensor, which directly optimized the core tensor, adjusted the degree of core tensor optimization at each step by setting a soft threshold and introduced a feedback mechanism. There were also other papers [22] , [23] treating traffic data from different time periods as dynamic tensors. They introduced dynamic tensor decomposition into the predicted dynamic tensor decomposition method of traffic flow. Y. Wu et al, Q. Zhao et al also proposed a method for incomplete tensors [25] , [26] to reduce distortion images, which was also suitable for traffic data filling.
Although missing data imputation methods is actively researched, the existing models still have some limitations:
(1) Prediction-based methods tend to focus more on the historical traffic data for missing data filling rather than using data from the entire time series. Traditional interpolation-based methods require that the data adjacent to the missing values be known. As a result, the interpolation method cannot deal with the continuous data missing or the random data missing with high missing rates. For statistical learning methods, the data with strong regularity would have good performance. But when the data correlation is weak, the result would not be so good as expected. (2) Most existing tensor decomposition methods tend to treat traffic data as a whole to decompose it, which ignores the internal trend that traffic data always inherently has. (3) Currently most tensor decomposition methods have to pre-specify the rank of the core tensor based on the original data. Actually it is quite difficult to find the exact rank in advance. The rank changes with different datasets.
Practically urban traffic data always demonstrates its strong spatio-temporal characteristics. Inherently it always has its own pattern with periodicity. For example, traffic flow during a day are likely to have its regular peak period and off-peak period. For most regions of the urban road network, normally there is a certain trend in the traffic flow data. When using the tensor decomposition method to fill missing entries based on existing data, the filling accuracy depends on the degree of correlation between the observed data. Therefore we divided the data tensor into its main trend part and the residual part, the principal component tensor is extracted by singular values to remove some mutated data points, which is more regular than the original data tensor. The residual tensor also can reflect a certain regularity in the road dimension of the tensor. The tensor decomposition is performed on the main component part and the residual part respectively, which will make further use of the spatio-temporal characteristics of the traffic flow data, thereby improving the accuracy of data imputation.
B. CONTRIBUTIONS
In this paper we choose traffic speed data and traffic flow data as the indicators of traffic data. With the observations that we mentioned above, an improved tensor decomposition method is proposed to fill the missing traffic data. The contributions of this paper as follows:
(1) Tensor decomposition method is employed to fill the traffic flow data, which makes full use of all available observed data to fill the missing data, hoping to avoid the weakness that the prediction-based method may rise because of considering historical data only. Unlike the statistical learning methods, the proposed method doesn't require the data have a very strong relevance. (2) We analyze the correlation of traffic flow data, and divide the traffic flow tensor into the main trend tensor part and the residual tensor part by singular value decomposition instead of just considering it as a whole, which may lead to improved accuracy of data filling. (3) We use a dynamic rank-based strategy to adjust the rank of the core tensor in the tensor decomposition instead of pre-specifying the tensor rank, which helps to improve the speed of the tensor decomposition calculation. Furthermore we used different data sets (Guangzhou dataset, Madrid dataset and PeMS dataset) to verify the filling accuracy of the proposed method with different time intervals. Our method can achieve good results in the case of random missing with missing rate under 70% to 80% and also in the case of continuous missing with missing rates under 50% to 60% (depending on the data sampling interval). The rest paper is organized as follows: the proposed model and method are presented in Section II. Empirical study and result analysis are conducted in Section III. And the conclusion is made in Section IV.
II. MODEL AND METHOD
In this section, we propose a method which combines detrending and tensor decomposition to deal with the traffic data imputation. The overall framework of this method is shown in Fig.1 . The notations in this paper are provided in Table 1 .
Firstly, we put the traffic data with the missing entries in the form of tensor which represents the road segment information, time period information, and date information in different dimensions. The tensor is then pre-filled. Secondly, with the temporal and spatial characteristics of traffic data, we divide the complete tensor into two parts, the main trend tensor and the residual tensor, which respectively represent the main trends of traffic flow, and the difference between major trends and original traffic data. After that, we recover the main trend tensor and the residual tensor by tensor decomposition respectively. Finally, we can make the traffic data tensor totally filled. 
A. CONSTRUCTING TRAFFIC DATA TENSOR AND PRE-FILLING
The traffic flow data generally comes from the road segment sensor or the vehicles' GPS data. Due to the fluctuation of the network or the damage of the sensor, data loss always happens. Our objective is to fill the missing data with the help of the observed data.
Usually, traffic flow data is expressed in the form of a matrix (for example, two dimensions of road segments and time periods). However considering its spatio-temporal characteristics, it is insufficient to represent it from only those two dimensions. In this paper, we represent the traffic flow data as a third-order tensor, X ∈ R n 1 * n 2 * n 3 , where n 1 represents the number of segments in the road network, n 2 represents the date, and n 3 represents the time period of a day. For example, X r,d,t represents the average traffic flow of the road segment r during the t-th time period on day d. We assume that the observed data belongs to O and the unobserved data as u . So the tensor we build is shown as (1):
Through the tensor method, we can also represent traffic data from more dimensions.
Since zero entries have a huge impact on the final result of tensor decomposition, before extracting the main trend and tensor decomposition, preprocessing of the unobserved entries is needed. The traffic flow data tensor is unfolded along the road segment dimension, so as to get a matrix A ∈ R n 1 * (n 2 n 3 ) . To pre-fill the unobserved entries in the matrix, we use the method of proximity interpolation in the situation of random missing as shown in (2).
This proximity interpolation can fill the missing data using the proximity data rather than the history average data. In this way we hope to pre-fill the data more accurately while still retaining the trend of the traffic data. After pre-filling we are able to get a complete traffic flow data tensor.
For the case of continuous missing, we cannot follow the pre-filling method as in random missing. Therefore, for the missing entries in the situation of continuous missing, the pre-filling method is to select the average value of all observed entries under the current road segment for the same time period. The pre-filling method in continuous missing is shown in (3).
where D O represent the number of the observed entries, x r,d,k is the observed entry of the different day in current road segment.
B. DETRENDING
Because traffic flow data has certain spatio-temporal characteristics, such as working days and weekends, morning and evening rush hours, etc. It is reasonable to detrend the urban traffic flow data into its main trends and the residuals. The process of main trend extraction is based on an improved method of singular value decomposition. First, the traffic flow data tensor is expanded along the dimensions of the road segment. After that, the road matrices of A 1∼n ∈ R n 2 * n 3 can be obtained where n represents the number of segments in the road network. Singular value decompositions were separately performed for these matrices. Singular value decomposition (SVD) is a general matrix dimension reduction method, in which a matrix can be decomposed into a form as matrix, S i ∈ R n 2 * n 3 is the singular value matrix, and V i ∈ R n 3 * n 3 is the right singular matrix. The non-zero elements of the matrix S are arranged on the diagonal from the largest to the smallest, and the numerical value indicates the importance of the feature. We can preset a singular value truncation ratio ρ to take the first k largest singular values to reduce the S matrix to S i ∈ R k * k . Similarly, we can get the dimensionally reduced U i ∈ R n 2 * n 2 to U i ∈ R n 2 * k and V i ∈ R n 3 * n 3 to V i ∈ R k * n3 . In this way we can extract the main trend matrix as A
of a certain road segment. Finally, the results of the n matrix decompositions are merged into the main trend matrix, and the residual matrix X resi is obtained according to the difference between the original data matrix and the main trend matrix as X resi = X − X main . This process of detrending is depicted in Algorithm 1. Fig.2 illustrates the result of detrending the speed data on a randomly selected road segment in Guangzhou. 
When we obtained the main trend matrix and residual matrix of each road segment, we built the main trend tensor and residual tensor of the traffic flow data and also separately decompose the tensor data. When the traffic flow data itself has certain regularity, this would help to improve the accuracy of data imputation.
C. IMPROVED TUCKER DECOMPOSITION WITH SOFT THRESHOLDING CORE AND DYNAMIC RANKS
Tucker decomposition is a traditional tensor decomposition method [24] . A tensor can be represented as
Where tensor G is the core tensor of tucker decomposition, and U, V, W are the unfolding of three dimensions. The optimization of Tucker decomposition can generally be optimized from two directions, optimizing its core tensor or optimizing its expansion. In this section we optimize the Tucker decomposition in the following three aspects:
(1)The core tensor is the most important part of the Tucker decomposition, which can be thought of as a set of eigenvalues for the entire tensor. According to the theory proposed by Goulart [18] , the traffic flow data often has a strong correlation between the various dimensions. Therefore, only a small number of eigenvalues of the core tensor have a strong representativeness, and most of the eigenvalues are very small. In the optimization process, we can pre-establish a threshold τ to retain those entries x k in the core tensor. The calculation method can be written as (4)
We can extract the most important features of the data at the beginning of the decomposition. As the iteration progresses, the threshold ρ will decrease by a certain ratio such that ρ = τρ. In this paper we set ρ = 0.85 in advance. As the tensor decomposition proceeds, the values in the core tensor entries become smaller. Therefore we need to lower ρ to ensure that we can retain enough entries in the core tensor. Adding a soft threshold speeds up the convergence of tensor decomposition and increases data imputation accuracy while preserving the main features of the tensor.
(2)Meanwhile a feedback mechanism is used in the process of Tucker decomposition. For the observed data, we add the difference between the last step feedback tensor and the result tensor to the original tensor rather than directly use the value of original tensor as shown in (5) . Introducing the feedback mechanism would be expected to help reducing the filling error of the entire model.
where Z k represent the tensor with feedback after k steps, X represent the original tensor, X k represent the result tensor after k steps, λ represent the weight ratio of feedback.
(3)Finally, we make the rank of the decomposition tensor dynamically change when the high order singular value decomposition (HOSVD) is performed. Normally in HOSVD decomposition [24] , rank is often specified in advance. The pre-specified rank approach does not take the changes in the core tensor into account as the tensor decomposition proceeds. Furthermore, it is very difficult to pre-specify a rank due to different data size. We use truncating singular values dynamically to adjust the tensor rank in the HOSVD decomposition. The benefits of dynamically adjusting the rank of the decomposition are obvious. First, the most important feature of the data can be retained so that the decomposition is not affected by noise characteristics. Second, we can get a smaller core tensor by dynamic dimensionality reduction which can improve the efficiency of data imputation. The process of dynamic rank change is shown in the Algorithm 2. The whole data imputation process is shown in the Algorithm 3.
Algorithm 2 Dynamically Rank
Input: tensor X ∈ R n 1 * n 2 * n 3 , truncation rate ρ d Output: rank list r = [r1, r2, r3] 1. set rank list r = [1, 1, 1] 2. get the mode-i unfolding matrix A i of the tensor X 3. while i<= n(in this case n = 3) do(step 4-5)
compute singular value decomposition of matrix
In Algorithm 2, we unfold each dimension of the tensor and find the appropriate rank based on the results of its singular value decomposition.
Algorithm 3 Tucker Decomposition With Soft Thresholding Core and Dynamic Ranks
Input: traffic flow data tensor after pre-filling X ∈R n 1 * n 2 * n 3 , parameters τ, ρ, λ Output: X result 1. Initial Z −1 and X 0 as null tensor, and set step number k = 0 2. While k < k max or not reach the stopping criterion do(3-9)
where Z i,j,k ∈ u 4. get the rank list r = [r1,r2,r3] from Algorithm 2 5. compute HOSVD Z k = S k × 1 U× 2 V × 3 W 6. optimize the core tensor S k − > S k using (3)
In Algorithm 3, we obtain the result tensor X result from the pre-filled original tensor X according to the improved Tucker decomposition method. We perform tensor decomposition separately on the main trend part and the residual part of the original tensor. And we get the final result X final−result = X main−trend−result + X residual−result .
III. EMPIRICAL STUDY AND DISCUSSION
In this section, with the real data of the road traffic network, we compare the performance of models of data imputation in the case of random and continuous data missing.
A. TEST DATA DESCRIPTIO
We chose traffic speed and traffic flow in our data imputation tests. Three different raw data sets are used in the tests.
The first data set was released by the Communications Commission of Guangzhou Municipality (available at http://www.openits.cn/openData2/792.jhtml). This traffic speed data set is comprised of 214 anonymous road segments (mainly consist of urban expressways and arterials) from Aug. 1, 2016 to Sep. 30, 2016 at 10-minute interval in Guangzhou, China. This data are constructed into a tensor X ∈ R 214 * 61 * 144 . For the original data, we first perform pre-processing, and remove the segment data with the missing rate above 10%. And we can get the new data tensor X ∈ R 209 * 61 * 144 , and the missing rate is 0.04%.
The second data set is the sampling data of the Madrid M30 highway (available at https://datos.madrid.es/portal/site/ egob/. From January 2018 to April 2018, a total of 120 days is sampled at intervals of 15 minutes. For the original data, there are a total of 413 road segments, from which we select the road segment with the missing rate less than 5% for the tests. After selection, a total of 331 road segments were selected, and the overall missing ratio was 1%. Therefore, we get the original data as X ∈ R 331 * 120 * 96 .
The third data set is the traffic flow data from PeMS (available at http://pems.dot.ca.gov/?dnode=Freeway& content= elv& tab=detectors& fwy=405& dir=N). We choose 9 detectors from the north-bound I405 highway. The VDS ids of the detectors are 716663, 716670, 717742, 717744, 717752, 717755, 717758, 717763, 717769. Each detector has 4 lines. The time period in this experiment is from April 01, 2014 to May 20, 2014 with 5-min time interval. The original data can represent as X ∈ R 9 * 49 * 288 .
In the tests, we manually remove a certain amount of raw data, and then fill these data with the proposed method. We get the accuracy of the data imputation method by comparing the result of the data imputation with the ground truth data. Here we assume that there are two patterns of data missing. One is random missing and the other is continuous missing. Random missing refers to randomly selecting a portion of the original tensor and setting it to zero. Continuous missing is that data is continuously setting to zero in units of one day. The range of data missing rate in these two missing modes is set between 10% and 80% (in units of 10%).
Two indicators are used to measure the performance of the data imputation method, RMSE (root mean square error) and MAPE (mean absolute percentage errorr). They are expressed as (6) and (7) . where x i,j,k represent the result tensor after data imputation, x i,j,k represent the original data tensor and represent the observed entries in the original tensor.
B. DATA CORRELATION ANALYSIS
The relevance of data is a very important indicator in data filling, only if there is a certain relationship within the data, we can find the internal rules and estimate the missing data more accurately. Before filling the data, we first define the road segment correlation. The road segment correlation represents the closeness of the traffic data between the two road segments at the same time period. The greater the road segment correlation, the closer the traffic data of the two road segments in the same time period, and vice versa. The road segments in the road network will show a certain upstream and downstream mode or a dependent mode. The correlation between the road segments can be expressed as (8) .
where n represents the total number of time periods, x i,t represents the average speed observed by the road segment i during the t time period.x i represents the average speed of the segment i.x j,t andx J are similarly defined for road segment j. For the data set used in this paper, the road correlation in Guangzhou dataset is shown in Fig 3(a) and Madrid dataset is shown in Fig 3(b) . We use the Guangzhou dataset as an example. As we can see in Fig 3(a) , a very small portion of the road segments have a weak correlation (R<0.5), which only accounts for 1.2% of the road segment relationship. However, most of the road sections have a very strong correlation (R>0.7), which accounts for 49.6% of the entire road section relationship. The more relevant the data, the easier it is for us to explore the features. The traffic data has a very strong spatio-temporal correlation, which makes it possible to fill the missing data based on the existing observed data.
C. IMPUTATION RESULT ON GUANGZHOU DATASET
Five data imputation methods are compared with the proposed method. These methods are depicted as in Table 2 . The results of random missing experiments with 10-min time interval are shown in Tables 3. The two rows of data entries for every model in the tables is MAPE and RMSE respectively. With different time intervals (10 minutes, 20 minutes and 30 minutes) the results are shown in Fig.4 .
As in Table 3 , at the 10-minute interval, the stable traffic data has a very strong time correlation and the amount of data is sufficient. Therefore, in the case of low missing rate, simple interpolation filling can achieve very good results, even better than the tensor decomposition methods. However, as the missing rate increases, the accuracy of direct interpolation decreases sharply, and the proposed method can achieve better filling results than other tensor decomposition methods.
In Fig.4 , it can be seen that in the case of the time interval of 20 minutes, due to the widening of the interval, the performance of direct interpolation becomes significantly worse when the missing rate is more than 50%. But the proposed method can cope with this situation. Even in the extremely high missing rate (80%), it still can achieve better results than other tensor decomposition methods.
In the case of the time interval of 30-minute, the observed data is sparse. In the low missing rate situations, the direct interpolation method cannot achieve good accuracy results, and the proposed method can achieve the best results when the missing rate is below 60%. However, in the case of extremely high missing rate (e.g. 70%, 80%), since the amount of the observed data is reduced due to the increase of the time interval, the main trend tensor cannot be accurately extracted, the filling accuracy of the method is degraded. Thus, in the case of long time interval with high missing rate, our method is not as accurate as IFHST-SVD.
As for continuous missing, data is assumed to be continuously missing in days. The road segment missing rate is R, which means that for each road segment R * N days is missing(N is the total number of days, which is equal to 61 here). Intuitively, in the case of continuous missing, direct interpolation cannot follow the method as in random missing, because we can't get the result by simply averaging the data of the previous day and the data of the next day. In this case, the strategy we adopted was to fill the missing area with the average of the current time period of the current road segment in all days. The results of continuous missing with 10-min time interval ( In Table 4 , with the time interval of 10 minutes, we find that the direct interpolation method on continuous data missing is not as good as in the case of random missing. In this scenario, the proposed method obtains the most accurate filling result with the missing rate below 70%.
In Fig.5 , with the time interval of 20 minutes, as the observed data in the original tensor is very sparse, the tensor decomposition method which extracts the main trend can achieve better results than the direct decomposition only at a lower missing rate. The method of extracting the main trend can achieve better results with missing rate less than 50%.
With time interval of 30 minutes, the results with detrending and without detrending are very close when the missing rate is less than 30%. When the missing rate is greater than 30%, the tensor decomposition method without detrending can achieve better results. One possible reason is that the high missing rate and the 30-min interval make the data much sparser, which makes it hard to extract accurate main trends.
In summary, in the case of random missing, the proposed method can get the best result in short time-interval (10 minutes interval) and long time-interval (20 minutes interval and 30 minutes interval) with the missing rate lower than 70%. In the case of continuous missing, the proposed method can get good result in short time-intervals (10 minutes interval) under 60% of missing rate or long time-intervals with missing rate under 50%.
D. INFLUENCE OF PARAMETERS ON THE IMPUTATION RESULT
Like other data imputation methods, the method we use also needs to pre-set some parameters, e.g. the main trend extraction ratio ρ, core tensor threshold τ . In this part, we will show the result with different values of each parameter with the random missing data of 30%, 50%,70%. Here in the test we make one parameter stable and change the other parameter. The default values for the two parameters are 0.4 and 600.
ρ determines the proportion of the main trend extraction. For this parameter, its value ranges from 0.4 to 0.9. If the value of ρ is too small, the main components of any number of days in the main trend extraction process will be very similar. This is on the contrary to the original intention that we want to extract the main trend from the different time period. But if the value of ρ is too big, it will also affect the construction of the residual tensor. There will be many noise points in the main trend tensor, and the residual tensor will be very irregular, which will make the filling of the residual tensor very difficult. The results of different ρ values are shown in Fig.6 .
In the case of random missing, the value of ρ is better to set in the range of 0.4 to 0.6. As the value of ρ increasing, the accuracy of the filling is decreased. Since excessive main trend extraction ratio makes it difficult to construct an accurate residual tensor, it is unable to get the precise result tensor from the tensor decomposition. However, in the case of continuous missing, ρ is reasonable to set between 0.4 and 0.5 and it is worth mentioning that the filling result is also accurate when ρ is close to 1. This is because the main trend in the original data is not obvious in the case of continuous missing, especially in the case of high missing rates.
τ is the threshold for the core tensor in the tensor decomposition. This parameter directly indicates how much eigenvalue we will retain and ignore those small eigenvalues. It's not difficult to find that if the τ is too large, the core tensor in the tensor decomposition process will be very sparse which will undoubtedly make the data filling more difficult, and if the τ is too small, the core tensors will retain many unimportant entries which will not only affect the efficiency of tensor decomposition but also reduce the accuracy of data filling. The results of different value of τ are shown in Fig.7 .
In the case of random missing, the value of the parameter τ is not very important. When the value of τ is in the range of 200 to 800, the final filling result does not change significantly. Traffic data with randomly missing data still retain some original characteristics of the data even in the case of high missing rate. However, the situation of continuous data missing is different from the case of random missing. In the case of continuous missing, when τ is too small, the VOLUME 8, 2020 introduction of many unnecessary features will deteriorate the performance of the final filling. The tests show that τ value within the range from 400 to 600 can get an accurate result in this dataset.
E. TESTS ON MADRID DATASET
In this section we use the Madrid data set to verify the validity of our approach from both random missing and continuous missing. The time interval in this dataset is 15-min. In Section 3.1 we have a more detailed description of the Madrid dataset. The measurement of data filling accuracy is still based on the MAPE and RMSE. In this test we set main trend extraction ratio ρ = 0.4, θ = 0.85, λ = 0.5, ρ d = 0.9, for the random missing we set τ = 1e3, and the continuous missing we set τ = 2e3.
The random missing data filling results with a missing rate between 10% and 80% are shown in Fig. 8 .
We can find that the proposed method on the Madrid dataset does not have the same good filling effect in the case of extreme high missing rate (i.e. 70%, 80%) than that of on the Guangzhou dataset. It is also worth mentioning that although direct interpolation have very good performance on the Guangzhou dataset, its performance on the dataset in Madrid is not consistently well. This is because the historical average filling is dependent on the data values around the missing values. Missing values on different data sets are not stable. The other days are working days, and their speed changes have obvious peaks and valleys. Most road segments in Madrid data sets showed this trend. Fig.10 shows the speed data imputation result in random missing with different missing rates. The missing data is filled by the proposed method and is marked in red. In Fig.10(a) it can be seen that in the case of random missing with a lower missing rate, the proposed method can give a filling value that is very close to the true value, except for some rapid changes in the true value. As the missing rate increases, the effect of filling will become worse as in Fig.10(b) and Fig.10(c) . When the real data fluctuates greatly, it cannot give an accurate filling effect.
The results of speed data imputation result in continuous missing are shown in Fig.11 , where the gray portion is the missing part. Similar to the random missing, we can get more accurate results at lower missing rates. With the increase of the missing rate, the performance result is to appear in Fig.11(b) , and in Fig.11(c) , the situation of continuous missing for many days. When consecutively missing for many days, our method can only give a roughly reasonable result. This is because the number of continuous missing days is pre-filled according to the average speed of each segment of the road, which will be hard to extract the main trend and residual part of the traffic effectively.
F. TESTS ON TRAFFIC FLOW DATA FROM PeMS
In this section we choose the traffic flow data from PeMS to test the proposed method. Traffic flow is also one of the most important parameters in the study of transportation network. It has a wider range of changes than traffic speed data and it is more difficult to fill. In Section 3.1 we have a detailed description of this dataset. The measurement of data filling accuracy is based on the MAPE and MAE (mean absolute error). We care about the errors and the percentage errors on the number of vehicles.
Three models are selected for the comparative experiments, which are the HALRTC, the FCP [25] and the proposed method. For the former two methods, we split the date dimension of the original tensor into the day dimension and the week dimension so as to get a fourway tensor X ∈ R 9 * 7 * 7 * 288 . For the HALRTC, we set α = [1/4, 1/4, 1/4, 1/4], ρ = 5e-4. For FCP we set λ2 = [0.15, 0.15, 0.15, 0.15], λ1 = [0.08, 0.08, 0.08, 0.08], β2 = [10, 10, 10, 10], and β1 = [8, 1, 5, 50] . For the proposed method, we set τ = 1e4, main trend extraction ratio ρ = 0.4, θ = 0.85, λ = 0.5, ρ d = 0.9. The random missing data filling results with a missing rate between 10% and 80% are shown in Fig. 11 .
The traffic flow data change interval is much larger than the speed data. From Figure 12 , we can see that our method can achieve better filling results when dealing with the random missing of traffic flow data, even in the case of extreme high missing rate.
IV. CONCLUSION
In this paper, we proposed an improved soft threshold tensor decomposition method to fill traffic data. The original data tensor is divided into two different components according to the interception of the singular value. The two parts are separately subjected to tensor decomposition. Furthermore the core tensor is dynamically ranked in the process of tensor decomposition to improve the accuracy of the filling. Through the data filling experiments on the real traffic data, we found that our method can achieve more accurate filling results than many other tensor decomposition methods in the case of random missing with different missing rates and continuous missing with low missing rate. The accuracy of our method still needs to be improved in the case of continuous missing with long time interval and high missing rates.
