Abstract. We consider the well-posedness and numerical approximation of a Hamilton-Jacobi equation on an evolving hypersurface in R 3 . Definitions of viscosity sub-and supersolutions are extended in a natural way to evolving hypersurfaces and provide uniqueness by comparison. An explicit in time monotone numerical approximation is derived on evolving interpolating triangulated surfaces. The scheme relies on a finite volume discretisation which does not require acute triangles. The scheme is shown to be stable and consistent leading to an existence proof via the proof of convergence. Finally an error bound is proved of the same order as in the flat stationary case.
Introduction
It is natural to study the development of a theory of viscosity solutions and their numerical approximation to first order equations on evolving surfaces which may be useful in the modelling of transport on moving surfaces, for example in material science and cell biology. In this paper we are concerned with the existence, uniqueness and numerical approximation of Hamilton-Jacobi equations on moving hypersurfaces. Let Γ(t), t ∈ [0, T ] be a family of smooth, closed, connected and oriented hypersurfaces in R 3 and S T := t∈(0,T ) Γ(t) × {t}. We consider the following Hamilton-Jacobi equation on the evolving surfaces Γ(t) (1.1)
In the above, ∂ • u = u t + v Γ · ∇u denotes the material derivative, v Γ denotes the velocity of a parametrisation of Γ, and ∇ Γ u = (I 3 − ν ⊗ ν)∇u the tangential gradient of u, where ν is a unit normal field of Γ(t) respectively. The precise definitions and assumptions on H : S T × R 3 → R will be given in Sections 2 and 3. The well-posedness theory is developed using the concept of viscosity solutions extended to evolving curved hypersurfaces. Having defined the concept of viscosity solution, uniqueness is proved using comparison and existence is achieved through proving convergence of explicit in time finite volume discretisations on evolving triangulations. We prove an error bound which is of the same order as that proved in the seminal work of Crandall and Lions, [9] , concerning finite difference approximations on flat domains. In particular we allow for non-acute triangulations of surfaces because in practical computations initially acute evolving triangulations may lose acuteness.
1.1. Background. Partial differential equations on time evolving hypersurfaces arise in many applications in biology, fluids and materials science, for example see [6, 7, 13, 14, 17] and the references cited therein. The theory of parabolic equations has been considered in [2, 3, 10, 28] . Existence and uniqueness of first order scalar conservation laws on moving hypersurfaces and Riemannian manifolds has been proved in [12, 21] . Viscosity solutions of Hamilton-Jacobi equations on Riemannian manifolds are considered in [25] . See [8] and [24] for level set approaches to the motion of curves on a stationary surface. Numerical transport on evolving surfaces by level set methods was considered in [1, 29] . The numerical analysis of advection diffusion equations on evolving surfaces via the evolving surface finite element method began in [10] , see also [11, 20] . Finite volume schemes for diffusion and conservation laws on moving surfaces have been considered, respectively, in [22] and [15] . Other approaches involve diffuse interfaces, see [27] , or trace finite elements, [26] .
An example.
One motivation for considering Hamilton-Jacobi equations of the form (1.1) is to consider the motion of curves on an evolving surface. Consider the motion of a closed curve γ(t) ⊂ Γ(t) according to the evolution law (1.2) V µ (x, t) = F (x, t) + β(x, t) · µ(x, t), x ∈ γ(t),
where V µ denotes the velocity of γ(t) in the direction of the conormal µ and F : S T → R, and β : S T → R 3 are a given function and vector field. Let us assume that γ(t) = {(x, t) ∈ S T | u(x, t) = r} for some r ∈ R with a function u : N T → R satisfying ∇ Γ u(·, t) = 0 on γ(t), where N T is an open neighbourhood of S T . Choosing parametrizations ϕ(·, t) : S 1 → R 3 of γ(t) we have that u(ϕ(s, t), t) = r for s ∈ S 1 , t ∈ (0, T ). If we differentiate both sides with respect to t we obtain u t (ϕ(s, t), t) + ϕ t (s, t) · ∇u(ϕ(s, t), t) = 0, or equivalently 0 = ∂ • u(ϕ(s, t), t) + ϕ t (s, t) − v Γ (ϕ t (s, t), t) · ∇u(ϕ(s, t), t)
= ∂ • u(ϕ(s, t), t) + ϕ t (s, t) − v Γ (ϕ t (s, t), t) · ∇ Γ u(ϕ(s, t), t), since ϕ(s, t) ∈ Γ(t) implies that (ϕ t (s, t) − v Γ (ϕ(s, t), t)) · ν(ϕ(s, t), t) = 0. Using that µ = ∇Γu |∇Γu| we obtain from (1.2) that at x = ϕ(s, t)
F (x, t) + β(x, t) · µ(x, t) = V µ (x, t) = ϕ t (s, t) · ∇ Γ u(x, t)
Formally the above calculations then show that the level sets of a solution u of (1.1) with (1.3) H(x, t, p) = F (x, t) |p| + β(x, t) · p − v Γ (x, t) · p evolve according to the evolution law (1.2) . Model examples of curve evolution on a given moving surface are presented in Section 7.
1.3. Outline. The paper is organized as follows. We begin in Section 2 by establishing some notation and concepts relating to moving surfaces. In Section 3 we generalise the classical definition of viscosity solution (see e.g. [4, 5, 16] ) to moving curved domains using surface derivative operators instead of the usual derivatives.
In this setting we show that a comparison principle holds which yields uniqueness of a viscosity solution. As in the work [9] we approach existence via a discretisation in space and time. To do so, we approximate the moving surfaces by triangulated surfaces so that we need to formulate our numerical scheme on unstructured meshes. Numerical schemes for Hamilton-Jacobi equations on unstructured meshes on flat domains have been proposed in [19] and [23] . In order to guarantee monotonicity of their schemes the authors in [19] , [23] have to assume that the underlying triangulation is acute, which is a rather strong requirement and difficult to realise in the case of moving surfaces where the triangulation will vary from time step to time step. In order to address this issue we construct in Section 4 a finite volume scheme by adapting an idea introduced by Kim and Li in [18] to the case of evolving hypersurfaces. With this construction which allows non-acute triangles we are able to prove monotonicity and consistency assuming only regularity of the triangulation. In Section 5 we prove that the sequence of discrete solutions obtained via our scheme converges to a viscosity solution if the discretization parameters tend to zero. At the same time this gives an existence result for the Hamilton-Jacobi equation. We prove in Section 6 an O( √ h) error bound between the viscosity solution and the numerical solution extending well-known error estimates for the flat case to the case of moving hypersurfaces. Finally in Section 7 we present some model numerical examples and discuss numerical issues.
Preliminaries
2.1. Tangential derivatives of functions on fixed surfaces. Let Γ be a smooth, closed (i.e. compact without boundary) and orientable hypersurface in R 3 with outward unit normal field ν. For a differentiable function f on Γ we define the tangential gradient by
wheref is a smooth extension of f to an open neighbourhood N of Γ satisfyingf = f on N ∩ Γ and P Γ (x) := I 3 − ν(x) ⊗ ν(x) is the orthogonal projection onto the tangent plane of Γ at x. Here I 3 is the (3 × 3) identity matrix and ν ⊗ ν = (ν i ν j ) i,j where ⊗ denotes the tensor product. It is well-known that ∇ Γ f (x) is independent of the particular extensionf . Furthermore, we define by ∆ Γ f := ∇ Γ ·∇ Γ f the Laplace-Beltrami operator of f . We denote by d the signed distance function to Γ oriented in such a way that it increases in the direction of ν. There exists an open neighbourhood U of Γ such that d is smooth in U and such that for every x ∈ U there exists a unique π(x) ∈ Γ with (2.2)
For a given function f : Γ → R we can define f c : U → R via f c (x) := f (π(x)), which extends f constantly in the normal direction to Γ. It is not difficult to verify that
provided that the derivatives of f exist. Here, f B(D) := sup x∈D |f (x)|.
Time dependent surfaces.
Let us next turn to the case of time dependent surfaces and assume that Γ 0 is a closed, connected, oriented and smooth hypersurface in R 3 . We consider a family {Γ(t)} t∈[0,T ] , T > 0 of evolving hypersurfaces given via a smooth flow map Φ :
for all X ∈ Γ 0 , t ∈ (0, T ). Here we say that v Γ is the velocity field of Γ(t). Let d(·, t) be the signed distance function to Γ(t) increasing in the direction of ν(·, t), where ν(·, t) is the unit outward normal of Γ(t). For each t ∈ [0, T ] there exists a bounded open subset N (t) ⊂ R 3 such that d is smooth in N T := t∈(0,T ) (N (t) × {t}) and such that for every x ∈ N (t) there exists a unique π(x, t) ∈ Γ(t) satisfying (2.2). Next, for a differentiable function f on S T , the material derivative of f along the velocity v Γ is defined as
The material derivative is also expressed as
wheref is an arbitrary extension of f to N T satisfyingf | S T = f .
2.3. Triangulated surface. In order to approximate the evolving surfaces Γ(t) we choose a family of triangulations (T h (t)) 0<h<h0 of Γ(t) and set
where h K(t) = diamK(t) for each triangle K(t). We assume that the vertices of the triangulation are advected with the velocity v Γ and thus the number of the vertices, which we refer to as M ∈ N, is fixed in time. For i = 1, . . . , M we call the i-th vertex simply i and write x 0 i ∈ Γ(0) for its point at t = 0. By the assumption on the motion of the vertices, the position of i at time t ∈ [0, T ] is given by x i (t) = Φ(x 0 i , t) ∈ Γ(t) so that the triangulated surfaces Γ h (t) are interpolations of Γ(t). In particular, Γ h (t) ⊂ N (t) if h 0 is sufficiently small and we assume that π h (·, t) :
h (·, t) for the inverse map, we define the lift of a function η :
We assume that the triangulations T h (t) are regular in the sense that there exists a constant γ > 0 such that
where ρ K(t) is the radius of the largest circle contained in K(t). The existence of γ follows from the Lipschitz continuity of Φ(·, t) and Φ(·, t) −1 if we suppose that the initial triangulation is regular. We denote by ν h (·, t) the unit normal to Γ h (t) oriented in the direction in which the signed distance d(·, t) increases. It is wellknown that for all K(t) ⊂ Γ h (t), (c.f. [10, 11] 
where we can think of ν(·, t) as being extended to a neighbourhood of Γ(t) via ν(x, t) = ∇d(x, t) (cf. (2.2) ).
For each t ∈ [0, T ] we introduce the finite element space
together with its standard nodal basis
Then we have
Proof. Fix x ∈ Γ(t). Then there existsx ∈ Γ h (t) such that x = π h (x, t), sayx ∈ K(t) for some K(t) ∈ T h (t). Assuming for simplicity that the vertices of K(t) are x 1 (t), x 2 (t) and x 3 (t) we may write
Combining this relation with the fact that χ i (x, t) ≥ 0, (2.11), (2.2) and (2.9) we deduce that
Viscosity solutions: Uniqueness
We consider the Hamilton-Jacobi equation
Here H : S T × R 3 → R is a Hamiltonian and u 0 : Γ(0) → R is an initial value. Throughout this paper we suppose that u 0 ∈ C(Γ(0)) and there exist positive constants L H,1 and L H,2 such that
for all (x, t), (y, s) ∈ S T and p, q ∈ R 3 . Furthermore, we assume for the velocity field that v Γ ∈ C 1 (S T ). Note that the Hamiltonian in (1.3) satisfies the above conditions provided that F and β are Lipschitz on S T .
For Γ = Γ(t) with each fixed t ∈ [0, T ] or Γ = S T , we denote by U SC(Γ) (resp. LSC(Γ)) the set of all upper (resp. lower) semicontinuous functions on Γ. In what follows we shall work in the framework of discontinuous viscosity solutions.
Definition 3.1. Let u 0 be a function on Γ(0). A locally bounded function u ∈ U SC(S T ) (resp. u ∈ LSC(S T )) is called a viscosity subsolution (resp. supersolution) of (3.1) if u(x, 0) ≤ u 0 (x) (resp. u(x, 0) ≥ u 0 (x)) for all x ∈ Γ(0) and, for any ϕ ∈ C 1 (S T ), if u − ϕ takes a local maximum (resp. minimum) at (x 0 , t 0 ) ∈ S T with t 0 > 0, then
If u is a sub-and supersolution, then we call u a viscosity solution to (3.1).
By the definition above, a viscosity solution is continuous and satisfies u(x, 0) = u 0 (x), x ∈ Γ(0). In Section 5 we prove that the upper and lower weak limits of a sequence of approximate solutions are a subsolution and supersolution, respectively, and then obtain a viscosity solution by showing that the upper weak limit agrees with the lower weak limit. For this argument and the uniqueness of a viscosity solution the following comparison principle is crucial.
Theorem 3.1. Let u be a subsolution and v be a supersolution of (3.1).
Proof. We essentially use a standard argument that is e.g. outlined in [5, Section 5] . Let us define for
We use the doubling of variables technique and define for 0 < α 1
Ψ α is upper semicontinuous on S T × S T and hence attains a maximum at some point (x,t,ȳ,s) ∈ S T × S T , where we suppress the dependence on α. It is shown in [5, Lemma 5.2] that |x −ȳ|
We define for (x, t), (y, s) ∈ R 4 the functions
Clearly, the restriction of ϕ i , i = 1, 2 to S T belongs to C 1 (S T ). Since u is a subsolution to (3.1) and
Observing that by (2.1) and (2.7)
and we obtain similarly as above
We deduce from (3.7) and (3.8) that
Since v Γ , P Γ are smooth on S T we obtain with the help of (3.2), (3.3) and (3.5)
The result now follows upon sending η → 0.
Corollary 3.1 (Uniqueness of a viscosity solution). For any initial value u 0 ∈ C(Γ(0)) there exists at most one viscosity solution to (3.1).
Finite volume scheme
Let us next turn to the approximation of (3.1). As mentioned already in the introduction, our scheme is based on the finite volume scheme for Hamilton-Jacobi equations in a flat and stationary domain introduced by Kim and Li in [18] .
with time steps τ n = t n+1 − t n and τ := max n=0,...,N −1 τ n as well as
In order to derive our scheme we start from the following viscous approximation of (3.1)
where 0 < ε 1. Let us fix i ∈ {1, . . . , M } and consider a time-dependent set V i (t) ⊂ Γ(t) centered at x i (t). Integrating (4.1) for t = t n over V i (t n ) we find that
Here, H n is the n-dimensional Hausdorff measure. Let us consider the first term on the left hand side of (4.2). Using the transport theorem (see e.g. [11, Theorem 5.1]) and approximating Vi(t) u dH 2 by u(
Finally, after applying Gauss theorem for hypersurfaces to the integral on the right hand side of (4.2) we obtain
where µ denotes the outer unit conormal to ∂V i (t n ). In order to turn (4.3) into a numerical scheme we construct a suitable discrete version V n,i ⊂ Γ h (t n ) of V i (t n ) and take for ε a vertex dependent parameter ε n i . Let Υ i ∈ N be the number of triangles that have the common vertex i, which is independent of n. The other vertices of the triangles with common vertex i are denoted by i j , j = 1, . . . , Υ i , which we enumerate in clockwise direction. We write T n,i j ∈ T h (t n ) for the triangle with vertices i, i j , and i j+1 and E n,i j for the edge of T n,i j connecting the vertices i and i j (see Figure 1 , left). Note that in view of (2.8) there exist constants 0 < α 1 < α 2 and C > 0 such that
for all n = 0, 1, . . . , N , i = 1, . . . , M , and j = 1, . . . , Υ i . If we look for a discrete solution of the form u
3) motivates the following relation:
where we allow the coefficient ε n i > 0 to depend on the time step and the vertex. Let ν
j . To summarize, our numerical scheme for the Hamilton-Jacobi equation (3.1) looks as follows. For a given u 0 : Γ(0) → R, set
h is given, then we define
where
) is the numerical Hamiltonian given by
Let us derive several properties of the finite volume scheme (4.5)-(4.8). It is easy to see that the scheme is invariant under translation with constants, i.e.
for any u n h ∈ V n h and c ∈ R. We proceed by proving that the scheme is monotone. Lemma 4.1 (Monotonicity). There exist positive constants C 0 , C 1 and C 2 depending only on γ and L H,2 such that, if
. . , M since the nodal basis functions χ i are piecewise linear affine and satisfy χ i (x j (t), t) = δ ij . By the same reason it is sufficient to establish that
in order to prove our claim. For i = 1, . . . , M , by (4.7) and (4.8) we have (4.12) where
) with
j,R ),
In the definition of I 1 we suppressed x n i and t n of H. Let us estimate I 1 , I 2 , and I 3 . By (3.3) and an inverse inequality
we get (4.14)
Next, from (4.4) and the fact that u n ij ≤ v n ij for j = 1, . . . , Υ i we infer that (4.15)
In view of the relation |V
j,R ) and (2.8) we obtain
where we used (4.10) in the last step. Hence
From (4.12), (4.14), (4.15), and (4.16) it follows that
which yields (4.11) if we choose
In what follows we write I n h ϕ instead of I t n h ϕ, i.e.
Lemma 4.2 (Consistency). Suppose that (4.10) is satisfied. Then there exists a constant C 3 > 0 depending only on γ, L H,2 such that
for all ϕ ∈ C 2 (S T ), n = 0, 1, . . . , N − 1, and i = 1, . . . , M . Here, (∂ • ) 2 ϕ is the second-order material derivative of ϕ.
Proof. Using (4.7) and (4.8) we have
).
Let us set
and estimate I 1 , I 2 , and I 3 separately. From ϕ
and the definition of the material derivative it follows that
Applying the definition of the material derivative again we obtain
Since ϕ ∈ C 2 (S T ), the second-order material derivative (∂ • ) 2 ϕ is bounded on S T . Hence by the above equality, t n+1 − t n = τ n , and (4.10) we obtain
Next we estimate I 2 . From now on, we suppress t n in all functions and x n i in the Hamiltonian. Clearly,
For each j = 1, . . . , Υ i , the inequality (3.3) yields
), x ∈ Γ h we may write
is the linear interpolation of ϕ
−l |T
n,i j we obtain
On the other hand, we infer from (4.18) in [11] and the relations π h (x
Combining (4.20)-(4.24) we obtain
Finally, let us write
where Extending ϕ constantly in normal direction via ϕ c and recalling (2.3) we have
Figure 2
Thus, we deduce from (2.5) and (4.4) that
To estimate J 2 we observe that
is a flat quadrilateral whose sides consist of the edges e n,i j,R , e n,i j+1,L , and
The unit outward co-normal µ
where (see Figure 2) µ n,i j,E :=
Here, × denotes the vector product in R 3 . Using the divergence theorem for integrals over a flat quadrilateral we have
Here the last line follows from p = ∇ Γ ϕ(x n i ), (4.30), and (4.27). Hence
Note that, contrary to the case of a flat stationary domain considered in [18] , the equality µ (4.10) we derive
The result now follows from (4.18) together with (4.19), (4.25) and (4.33).
Convergence to viscosity solutions
The purpose of this section is to prove that the approximate solution generated by the scheme (4.5)-(4.8) converges to a viscosity solution of the Hamilton-Jacobi equation (3.1) providing at the same time an existence result for this problem. We start with a technical result that compares the nodal values of a solution of the scheme with those at the initial time, see Lemma 2.3 in [18] for a similar result in the flat case. 
Note that the right-hand side is independent of n. We claim that there exists a constant R ≥ 0 such that
To see this, let us fix a triangle K(t n ) ⊂ Γ h (t n ) whose vertices are denoted for simplicity by x n 1 , x n 2 and x n 3 . By transforming onto the unit triangle, using (5.2), the Lipschitz continuity of v 0 and Φ −1 as well as (2.8) we obtain
Recalling the definition (4.8) of the numerical Hamiltonian we deduce with the help of (5.3) and (4.10) that
where C 4 can be chosen independently of i and n. Now let us show by induction with respect to n = 0, 1, . . . , N that
. Applying Lemma 4.1 together with (4.9) we infer that
, and hence by (4.7), (4.8), and (5.4) 
Let us denote by
. . , N the finite element function on Γ h (t n ) given by the numerical scheme (4.5)-(4.8). Now we define an approximate solution u
for n = 0, 1, . . . , N − 1 (we include t = t N = T when n = N − 1), where u 0 is a given function on Γ(0).
It follows from [4, Section V.2.1, Proposition 2.1] thatū ∈ U SC(S T ) and u ∈ LSC(S T ). Our aim is to show thatū (resp. u) is a subsolution (resp. supersolution) to (3.1). As a first step we prove Lemma 5.2. Letū and u be given by (5.6)-(5.7). Assume that (4.10) is satisfied and that u 0 ∈ C(Γ(0)).
Proof. Fix x 0 ∈ Γ(0). By (5.7) it immediately follows that u(x 0 , 0) ≤ū(x 0 , 0). Therefore, if the inequalitȳ
holds, then we getū(x 0 , 0) = u(x 0 , 0) = u 0 (x 0 ). Let us prove (5.8). Since Γ(0) is compact in R 3 , the function u 0 ∈ C(Γ(0)) is bounded and uniformly continuous on Γ(0). Hence setting
we see that ω 0 (0) = 0 and ω 0 is bounded, nondecreasing, continuous at r = 0. From this fact and the proof of [16, Lemma 2.1.9 (i)] there exists a bounded, nondecreasing, and continuous function ω on [0, ∞) satisfying ω(0) = 0 and ω 0 ≤ ω on [0, ∞). Fix an arbitrary δ > 0. By the above properties of ω we may take a constant A δ > 0 such that ω(r) ≤ δ + A δ r 2 for all r ∈ [0, ∞). From this inequality and
. Then by interpolating both sides of (5.9) on Γ h (0) and observing that u 0 (x 0 ) + δ is constant we have
Combining this inequality with Lemma 4.1 and (4.9) we obtain
and then inductively u
for n = 0, 1, . . . , N, i = 1, . . . , M , where we applied Lemma 5.1 for v n h . Multiplying by χ l i (·, t), t ∈ [t n , t n+1 ) and summing over i = 1, . . . , M we infer with the help of (5.2) (with t instead of t n )
Letting δ → 0 in the above inequality we see that ϕ satisfies (3.4) at (x 0 , t 0 ), so thatū is a subsolution to (3.1). In the same way one shows that u is a supersolution.
Finally, let us prove the existence of a viscosity solution to (3.1).
Theorem 5.1. Suppose that u 0 ∈ C(Γ(0)). Then there exists a unique viscosity solution to (3.1).
Proof. The uniqueness of a viscosity solution was already shown in Corollary 3.1. Let us prove the existence. Since u 0 ∈ C(Γ(0)), Lemmas 5.2 and 5.3 imply thatū and u constructed by (5.6)-(5.7) are a subsolution and supersolution to (3.1), respectively, and satisfyū(·, 0) = u(·, 0) = u 0 on Γ(0). Hence we can apply the comparison principle (see Theorem 3.1) to the subsolutionū and the supersolution u to getū ≤ u on S T . Moreover, by (5.7) we easily see that u ≤ū on S T . Therefore, u :=ū = u is a viscosity solution to (3.1).
Error bound
In this section we prove an error estimate between the viscosity solution to (3.1) and the numerical solution given by the scheme (4.5)-(4.8).
Theorem 6.1. Suppose that the viscosity solution u of (3.1) is Lipschitz continuous on S T in the sense that
for all (x, t), (y, s) ∈ S T , where L U > 0 is a constant independent of (x, t) and (y, s). Assume further that (4.10) is satisfied and denote by u
h the finite element function constructed from u 0 using (4.5)-(4.8). Then there exist h 0 > 0 and a constant C > 0 independent of h such that
Proof. The argument is similar to that in the proof of the comparison principle (see Theorem 3.1). Let us define
for (x, t) ∈ S T , i ∈ {1, . . . , M } and n ∈ {0, 1, . . . , N }. Here, the constant ρ > 0 is subject to ρ √ h ≤ 1 and will be chosen later. Clearly,
for some (x 0 , t 0 ) ∈ S T , i 0 ∈ {1, . . . , M } and n 0 ∈ {0, 1, . . . , N }. In particular, we have Ψ(
From this, (6.1), and the fact that ρ √ h ≤ 1 it follows that
and hence
Now let us consider several possible cases. Case 1: t 0 > 0 and n 0 ≥ 1. By exploiting the fact that u is a subsolution we obtain as in (3.7)
On the other hand, since Ψ(x 0 , t 0 , i, n 0 − 1) ≤ Ψ(x 0 , t 0 , i 0 , n 0 ), i = 1, . . . , M we infer
Hence, I
n0−1 h
i0 on Γ h (t n0−1 ) so that we deduce with the help of Lemma 4.1, (4.9) and the definition of the scheme
Evaluting the above inequality for x = x n0 i0 we find that
from which we infer that
We deduce from Lemma 4.2 that
Using (6.9), (6.10), (3.2), (3.3) and the Lipschitz continuity of v Γ we further obtain
where we used (4.10) for the last inequality. If we insert (6.8) and (6.11) into (6.7) and use again (6.9), (6.10) we obtain
We sum up both sides of (6.6) and (6.12) and employ the Lipschitz continuity of v Γ as well as (3.2), (3.3) to get
in view of (6.5). Choosing ρ > C we obtain a contradiction so that this case cannot occur. Case 2: t 0 = 0 and n 0 ≥ 0. Since u(x 0 , t 0 ) = u(x 0 , 0) = u 0 (x 0 ) we obtain with the help of (6.1), Lemma 5.1 and (6.5)
Case 3: t 0 ≥ 0 and n 0 = 0. Using once more (6.1) and (6.5) we derive
In conclusion we infer that from (6.4), (6.13), (6.14) and the fact that Case 1 cannot occur that
In an analogous way we bound max 1≤i≤M, 0≤n≤N (u n i − u(x n i , t n )) which completes the proof of the theorem.
Numerics
In this section we present some numerical results. In order to implement the scheme it is necessary to triangulate the initial surface and then evolve the vertices using the surface material velocity. Vertex evolution would typically be done by time stepping with a sufficiently accurate ordinary differential equation solver using the known material velocity. The scheme has been designed to allow non-acute triangulations which may be the consequence of an evolution from an initially acute triangulation. Note that for coupled systems the evolution of the surface may depend on the solution of the surface PDE. Also it may be of interest to solve equations on unstructured evolving triangulations arising from the data analysis of experimental observations, c.f. [7] . At each time step we allow a variable ε n i and a variable τ n . Note that the scheme is also implementable with these parameters being constant and still satisfying the constraints (4.10) provided one has good estimates of the requisite mesh sizes. The discrete Hamiltonian (4.8) requires mesh computations at each vertex using elementary trigonometric formulae so the mesh parameters are readily available. In the simulations we present the surfaces are sufficiently simple that the vertices of the evolving triangulations are known exactly.
Example 1.
To begin we consider model problems for which we have explicit solutions. To achieve this we consider an expanding sphere Γ(t) with Γ(0) = S 1 and velocity v Γ = x/|x|. It follows that the flow map, (2.6), is given by Φ(X, t) := (1 + t)X so that the radius of the sphere is R(t) = 1 + t and the positions of vertices are easily calculated by formula. Note that for a given function g(x, t), x ∈ R 3 , t ≥ 0 on Γ(t)
and ∂ • g = g t + x · ∇g R .
Using this g we set
H(x, t, p) = −|p| + |∇g(x, t)| 2 − (∇g(x, t) · x) 2 R(t) 2 1/2 − g t (x, t) + x · ∇g(x, t) R(t) .
It follows that u(x, t) := g(x, t), t ≥ 0, x ∈ Γ(t) solves (3.1). We present two examples, in the first we set g = e −0.5t x 1 x 2 x 3 and in the second we set g = 10 sin(t) + x 1 x 2 x 3 t. For each example we use two initial triangulations, one with a non-acute mesh and one with an acute one, the associated triangulations at t = 0.5 are displayed in Figure 3 .
We investigate the experimental order of convergence, EOC, which is the ratio of errors for successive reduction of the largest triangle edge, h, of the initial triangulations. The time step is chosen to be τ n = 0.005 min i,j |E Tables  1 and 2, with Table 1 corresponding to the non-acute triangulation and Table 2 corresponding to the acute triangulation. From Tables 1 and 2 , for C 1 = 0.5, we see convergence of the solution, with in the case of the acute triangulation, an EOC that is approaching 1. However once C 1 is reduced to 0.1 the convergence is lost for the non-acute triangulation and the EOCs are much reduced for the acute triangulation.
We see similar behaviour for the convergence of the solution in Tables 3 and 4 where the corresponding results for u = 10 sin(t) + x 1 x 2 x 3 t are displayed, again with ε Table 4 . Acute triangulation, u = 10 sin(t) + x 1 x 2 x 3 t, τ n = 0.005 min i,j |E n,i j |, ε n i = C 1 max j h T n,i j
