INTRODUCTION AND MOTIVATION
The partially linear regression model1 in its simplest form can be expressed as Yi = Xl Po0 + (Zi) +-Ei, (1.1) V, yet it is easier to interpret and less prone to the "dimensionality" problem that arises from adopting a fully nonparametric approach.
In the economics literature the nonparametric component b(.) has two interpretations. One is that this function represents a complicated relationship between the explanatory and response variables.2 Alternatively, the function 0(.) may be the result of sample selection (see, e.g., Powell, 1989).
In the econometrics and statistics literature there are several papers that analyze the asymptotic properties of various estimators for /3 and/or qk(.) The purpose of this paper is to estimate the partially linear regression model when the data are censored. In many microeconometric applications, data are censored as a result of nonnegativity constraints or top coding. Unfortunately, none of the estimation procedures referred to will yield consistent estimates in these situations.
To model censored data, we consider the following partially linear latent regression framework: Y* = x30 + O(zi) + Ei, Yi = max(y7*, ), where y* represents an unobserved latent response variable, which is only equal to the observed response variable when it exceeds the censoring value 0. Restrictions on ei need to be imposed for this model to be identified. For the linear censored regression model, Powell (1984 Powell ( , 1986 showed that a conditional quantile restriction on Ei is sufficient for identification.
In this paper we identify and estimate the parametric component of the model under the same type of restriction. The quantile restriction we impose exhibits advantages over existing procedures introduced in the literature. For example, an estimator for a similar model proposed by Honore and Powell (1997) is based on the assumption of independence between Ei and (xi, zi) and thus is inconsistent in the presence of conditional heteroskedasticity. Ai and McFadden (1997) consider estimation of a wide class of latent partially linear models that includes the censored regression model, but they impose a parametric form on the distribution of ei, which results in inconsistent estimates if the distribution is misspecified.
The paper is organized as follows. The next section describes the two stage estimation procedure we adopt for the parametric component of the model. Section 3 lists sufficient regularity conditions and details the asymptotic properties of the estimator. Section 4 explores the finite sample properties of the estimator through a small scale simulation study. Section 5 provides some concluding remarks and discusses extensions of some of the ideas developed in the paper. An Appendix provides a detailed proof of the main theorem.
MODEL IDENTIFICATION AND DESCRIPTION OF THE PROPOSED ESTIMATOR
The model we wish to estimate can be characterized by the three equations The second equation characterizes the type of censoring in the data we allow for. This equation describes a constant (known) censoring value assumed without loss of generality to be 0 and left censoring, but we can easily allow for right censoring and/or a censoring value that may vary across observations. We only require that the censoring values are known for observations that are not censored.
The third equation reflects the assumption that Ei satisfies the conditional quantile restriction that its ath quantile is equal to 0 for all values of the regressors, for some fixed, known4 a E (0,1). Further restrictions on the distribution of Ei discussed in the next section ensure that this conditional quantile is unique.
The equivariance property of conditional quantiles(see Powell, 1986 ) is the basis of our estimation procedure. It implies that the ath conditional quantile of the observed response variable yi, which we denote by q"(.), is qa(xi, i) = max(x/o30 + O(zi),O).
(2.4) Equation (2.4) is the basis for the estimation procedure we introduce in this paper. The procedure involves two stages, and the following sections detail each of the steps involved.
First Stage: Local Partially Linear Polynomial Estimation
In the first stage we estimate the value of the conditional quantile function at various points. The next section discusses the in-sample and out-of-sample points at which to estimate the function to estimate ,0. Here, we describe the nonparametric procedure employed.
Nonparametric estimation of quantile functions has recently received a great deal of attention in the statistics and econometrics literature. New estimators and their asymptotic properties have been developed in Stute (1986), Bhattacharya and Gangopadhyay (1990), Chaudhuri (1991a, 1991b), Koenker, Portnoy, and Ng (1992), and Koenker, Ng, and Portnoy (1994), among others. Our approach in this paper is to extend the local polynomial estimator of the conditional quantile function introduced in Chaudhuri (1991a, 1991b) in a way that exploits the partially linear form of the model.
A description of the implementation of this stage is facilitated by introducing new notation, and the notation adopted here has been chosen deliberately to be as close as possible to that used in Chaudhuri (1991a Chaudhuri ( , 1991b .
Assuming that the regressor vector has components that are either continuously or discretely distributed, we partition it as (x/(ds) x(c), zds) z), where the superscripts (ds), (c) denote discrete and continuous components, respectively. We let dxd, dx, dds, dz, denote the respective dimensions of the components in the partition and set dds = dxd + dzd and dc = dX + dz . To characterize the distribution of the regressors we let fx(c,z(cc Ix(dds)z()(xc), (C) z(C)(ds),z(ds)) and fX(ds Z) z(dx(ds), z(ds)) denote the conditional density function of (x (c, z(c))
given (xds) z(ds)) = (x(ds), z(ds)) and the mass function of (x (ds), z s)), respectively. Joint and marginal distributions are denoted byfx,z(X, z) andfx(x),fz(z), respectively. We let C,(x, z) denote the "bin" of the point x, z at which the quantile function is to be estimated and let hn denote the sequence of "bandwidths" that governs the size of the bin. For some observation j we interpret Xj, zj G C,(x, z) to mean that xds)= x(ds), (ds) z(ds), and (c), zc) lies in the dc-dimensional cube centered at x(c), z(C) with side length 2hn.
Next, we let k denote the order of differentiability of +(z) with respect to z (c), and we let A denote the set of all dz -dimensional vectors of non-negative integers {bi} where the sum of the components of bl, which we denote by [bl], is less than or equal to k. We "naturally" order this set so its first element corresponds to [ Remark 1. This local polynomial estimator is different from that adopted in Chaudhuri (1991a, 1991b) and Chaudhuri, Doksum, and Samarov (1997). Specifically, we exploit the partially linear form of the model. This is reflected in the fact that we only adopt a linear expansion with respect to xi and do not include interaction terms between xi and zi in the objective function. This will have the computational advantage of reducing the dimensionality of the minimization problem.
Second Stage: Weighted Least Squares
The previous stage estimation procedure provided estimates of the quantile function at any point. In this section, we illustrate how estimators at both in-sample and out-of-sample points can be used to construct an estimator for the parameter of interest r/o. We note that for an in-sample observation (xi, zi) such that qa(xi, Zi) is positive, we have q(xi,zi) = x/3o + 4(zi).
(2.6)
We also note that if for some xj = xi, it is also the case that the quantile function evaluated at the out-of-sample point (xj, zi) is positive, then qa(xj,zi) = Xj1o0 + (zi). 1, so all pairs are considered, the estimator appears similar to the partial mean approach adopted in Newey (1994). In the context of our estimator, selecting all pairs has two disadvantages. The first is that the nonparametric estimator of the quantile function at the out-of-sample point may be imprecise if zi and zi are far apart. The second is that the procedure could be quite computationally expensive as it would involve O(n2) minimizations in the first stage.
At the other extreme, if we view f(zj,zi) as depending on the distance between zi and zj and the sample size, the estimator can resemble the kernel weighted least squares estimator in Powell (1989) if the distance goes to 0 as the sample size increases. We point out that in contrast to his approach, the "selection distance" need not change with the sample size for consistency.
The next section discusses the asymptotic properties of this estimation procedure.
ASYMPTOTIC PROPERTIES OF THE ESTIMATOR
Regularity conditions will first be outlined before proceeding to the main theorem; specific assumptions are imposed on the parameter space, the distributions of ei and the regressors, the order of smoothness of the function 0(.), and the bandwidth sequence h,. We can now state the main theorem of this paper. Its proof is left to the Appendix. Asymptotically, this estimator will be equivalent to the infeasible estimator that subtracts the index x' ,80 from the quantile function and will converge at a nonparametric rate. The rate will be slower than the optimal rate established in Chaudhuri (1991b) because of the undersmoothing required in the bandwidth conditions.
Assumption (3.1) (Full Rank Condition

FINITE SAMPLE PROPERTIES
In this section, the finite sample properties of the proposed estimation procedure are examined by a simulation study. We simulated from designs for which the latent equation The latent dependent variable was censored from below at 0; the value of the parameter of interest, 30o, was set to 1; and the parameter ; was varied across designs to keep the degree of censoring constant at 30%. To implement the estimation procedure, we fixed a at 0.5 and set the order of the polynomial in z to 2. To select the bandwidth, we treated the nonparametric procedure as a one-dimensional problem. This is consistent with the theory because the asymptotic arguments were mainly governed by the rate at which the bandwidth of zi converges, as alluded to in Remark 3(iv). Selecting the bandwidth in two step estimators is a difficult problem, but there are procedures that incorporate the undersmoothing prescribed by the theory. Examples include the procedures used in Horowitz (1992) and Buchinsky and Hahn (1998), which both perform well in the simulation studies they consider. For our study, we considered bandwidths that decreased to 0 at the rate n-2/7, as this rate is consistent with the guidelines in Assumption 3.6 when p = 2 and d = 1. To select the constant of the bandwidth, we first considered a modified version of the "rule of thumb" bandwidth discussed on page 202 of Fan and Gijbels (1996). This was of the form Qualitatively, the results are similar for all the designs considered. Except for the case when the bandwidth constant is set to 1.75, the behavior of the estimator seems to be in accordance with the asymptotic theory. The values of the bias and the RMSE consistently shrink at a rate of the square root of the sample size. When the constant is set to 1.75, it appears larger sample sizes than those considered in the study are necessary for the asymptotic theory to be reflected. Other than that, results are quite insensitive to values of the constant in the neighborhood of the rule of thumb choice, with the best performance corresponding to constants of 2.25 or 2.50 for designs I, III, and IV. For design II a bandwidth constant of 3.00 achieved the best results, which was consistent with its rule of thumb value being larger than that for the other designs. Though the rates of convergence of the bias and RMSE agreed with the asymptotic theory, the estimator exhibited significant mean and median biases for all designs in sample sizes of 100 and 200. This is not unusual for two step estimators with preliminary nonparametric estimators for such sample sizes. It should also be pointed out that the finite sample performance would be expected to deteriorate for a given sample size if the number of regressors increased, as a result of a second order "curse of dimensionality." In the context of our estimator, it is the dimension of zi that should be of the biggest concern.
Overall, the simulation results indicate that our estimation procedure performs well enough in moderately sized samples to be used in practice. We advise caution in its use if the sample size is less than 100 or when the dimensionality of zi is high.
SUMMARY AND CONCLUDING REMARKS
This paper introduces an estimation procedure for estimating the partially linear regression model in the presence of censored data. The estimator is shown to have favorable asymptotic properties. The results of a small scale simulation study indicate that the procedure performs reasonably well in finite samples. The main advantages of this procedure are that the resulting estimator is simple to compute and that it is "robust" to very general forms of conditional heteroskedasticity. This is in contrast to the estimation procedure proposed in Honore and Powell (1997). However it should be noted that their procedure covers a wide range of nonlinear models, whereas ours is designed specifically for the censored regression model.
The results of this paper suggest areas for further research. Specifically, it would be interesting to compare the results of this paper, which adopted a local approach to estimating the model, to one that adopted a global approach. He and Shi (1996) Proof. We first derive a similar result for the nonparametric estimator that fits a polynomial of degree 0 and denote this by qi. We consider attaining an exponential bound for the probability of the event An = {qi > 3c/4 for all (xi, zi) E Wc}. n->oo
