Abstract. A numerical investigation is conducted for the exceptional points of the positive energy problem (−∆ + q 0 )u = Eu, where E > 0 and q 0 is a realvalued, radially symmetric and compactly supported potential. In this case the scattering transform for positive energy is shown to be real-valued and radially symmetric. A new computational method for the Faddeev Green's function for positive energy is introduced. The numerical results show exceptional points for some potentials and supports the only known theoretical result in our case: the absence of exceptional points for small enough potentials and for large enough spectral parameters.
Introduction
Application-specific nonlinear Fourier transforms have been used in the analysis of nonlinear evolution equations since the 1970's [1, 7] and in inverse boundary-value problems since the 1980's [39, 32] . The definition of such transforms in dimensions two and higher is based on the use of exponentially behaving complex geometric optics (CGO) solutions first introduced by Faddeev [13] and later rediscovered in the context of inverse problems in [39] . One of the main technical difficulties in the use of CGO solutions is the possibility of exceptional points, or parameter values for which the solutions are not uniquely defined.
We present below the first computational examples of exceptional points at positive energies in dimension two, complementing the earlier work [31] focusing on the zero-energy case. The central novelty is the first algorithm for the evaluation of Faddeev Green's function for nonzero energies, which is a significant extension of the zero-energy case introduced in [38] . Our numerical examples are restricted to the same radial potentials as in [31] , but our numerical methods do apply to general potentials as well.
We discuss solutions ψ(z, ζ) of the Schrödinger equation
where q 0 : R 2 → R is a real-valued compactly supported potential, ζ = [
is a vector parameter satisfying ζ · ζ = E and the number E ∈ C is called energy.
When |z| → ∞, The solution behaves asymptotically as ψ(z, ζ) ∼ e iζ·z meaning that for a suitable Sobolev space X we have e −iζ·z ψ(z, ζ) − 1 ∈ X.
Here z = [x 1 x 2 ] T ∈ R 2 and ζ · ζ = (ζ 1 ) 2 + (ζ 2 ) 2 , ζ · z = x 1 ζ 1 + x 2 ζ 2 .
1 Later we will also identify the plane R 2 as the complex plane by writing z = x 1 + ix 2 ∈ C. Also, we denote q = q 0 − E.
Depending on q 0 , for some ζ ∈ C 2 there exists a unique CGO solution ψ as above. Those ζ for which this is not the case are called exceptional points for q 0 . This happens when the corresponding integral operator is not invertible as presented in section 2. We discuss exceptional points in two cases: zero-energy (E = 0) in section 1.1 and positive energy (E > 0) in section 1.2 and for the remainder of the paper.
In section 2.2 we show that for a real-valued and radially symmetric potential the scattering transform of positive energy is also real-valued and radially symmetric. The∂ -equation for positive energy is presented and used in the numerical part of the paper to check the validity of the computed CGO solutions.
The majority of this paper considers the numerical computation of the Faddeev Green's function for positive energy in section 3. The resulting MATLAB -code is then used in section 4 to compute CGO solutions for symmetric, compactly supported potentials of various size. With this numerical investigation we are able to find exceptional points for some potentials, on which there is no theoretical knowledge.
1.1. The zero-energy case. In this section E = 0 implying q = q 0 . As explained in [33] , the vectors ζ ∈ C 2 satisfying ζ · ζ = 0 are conveniently parameterized as
T , where k ∈ C is called the spectral parameter. Furthermore, since we restrict ourselves to real-valued potentials, it suffices to use the vectors ζ = [k ik]
T . Then exp(iζ · z) = exp(ikz) with kz = (k 1 + ik 2 )(x 1 + ix 2 ). We denote the CGO solutions by ψ(z, k) and define the scattering transform t : C → C by
where dz denotes the Lebesgue measure on R 2 . It is easy to see that replacing ψ(z, k) by e ikz in the right hand side of (2) gives the (dilated) Fourier transform of q 0 . However, since ψ depends on q 0 via equation (1), we conclude that t(k) can be viewed as a nonlinear Fourier transform of q 0 .
We present two applications of the nonlinear Fourier transform (2) at zero energy: electrical impedance tomography (EIT) and Novikov-Veselov equation.
The inverse conductivity problem of Calderón [11] is the mathematical model of EIT. Let Ω ⊂ R 2 be the unit disc and let σ : Ω → (0, ∞) be a bounded function satisfying σ(x) ≥ c > 0. Let u ∈ H 1 (Ω) be the unique solution to
Calderón's problem is to recover the electric conductivity distribution σ from the Dirichlet-to-Neumann (DN), or voltage-to-current, map
Here ν is the unit outer normal to the boundary. In EIT one attaches electrodes to the skin of a patient, feeds electric currents into the body and measures the resulting voltages at the electrodes. Repeating the measurement with several current patterns yields a current-to-voltage data matrix that can be used to compute an approximation to Λ σ . Since different organs and tissues have different conductivities, recovering σ amounts to creating an image of the inner structure of the patient. This technique has commercial realizations,
Nonlinear frequency domain (k-plane)
Spatial domain (z-plane) Figure 1 . Using nonlinear Fourier transform in the solution of Calderón's inverse conductivity problem as in [33] . The potential q 0 = σ −1/2 ∆σ 1/2 depends on the conductivity σ(z). The scattering transform t(k) of q 0 , defined in the frequency domain, can be determined from EIT measurements. Furthermore, σ(z) can be recovered from t(k) using a so-called D-bar equation. In practice, noise-robustness is provided by nonlinear low-pass filtering [22] .
including breast cancer detection [2] and monitoring lung function . See [29, 12] for more information on EIT and its applications.
It was shown in [33] that σ can be reconstructed in two steps. First, use Λ σ to determine t(k) corresponding to the Schrödinger potential q 0 = σ −1/2 ∆σ 1/2 of (1). Second, calculate σ as the solution of a so-called D-bar equation. See Figure 1 . This method was implemented numerically and tested with in vivo human data in [37, 28, 19, 20, 22, 29] . Furthermore, there are two similar EIT methods based on nonlinear frequency-domain techniques: [10] , implemented in [21, 23, 18] , and [6] , implemented in [5, 4, 3, 29] .
A crucial point of [33] is to prove that there are no exceptional points for potentials of conductivity type, defined as follows:
Let the potential q(z, τ ) depend on z ∈ R 2 and time τ ≥ 0. The Novikov-Veselov (NV) equation is the following nonlinear evolution equation:
). It was first introduced in a periodic setting in [35, 44] as a generalization of the (1+1)-dimensional Korteweg-de Vries (KdV) equation [24] to dimension (2+1).
The study of (4) in the non-periodic setting via the inverse scattering method was initiated in [8, 9] and continued in [40, 41, 42] . They discuss the inverse scattering scheme shown in Figure 2 , analogously to [14] in the case of KdV. However, exceptional points are a central difficulty in these papers. The temporal evolution of the scattering data is given simply by point-wise multiplication:
Building on the absence of exceptional points for conductivity-type potentials in the sense of Definition 1.1, the following series of papers established the wellposedness of the scheme in Figure 2 : [25, 27, 26, 36] . The natural further question is: do exceptional points for the initial data q(z, 0) correspond to soliton solutions of equation (4)? The study of this question needs information on the presence of exceptional points. There are presently two studies of them: the explicit calculations in [17] and the analysis and numerical computations in [31] based on the concept of criticality as discussed by Murata in [30] .
1.2. The positive energy case. In the case ζ · ζ = E > 0 we follow [34, 15] and parameterize the CGO solutions ψ(z, λ) by a complex number λ ∈ C, whose relation to the complex vector ζ ∈ C 2 is
The scattering transform for positive energy is defined by
Compare (6) with (2) . In the inverse scattering theory this nonlinear Fourier transform has been used to solve the inverse problem of finding the potential q 0 from its scattering data. An analog of EIT in the positive energy case is acoustic imaging (AT). Let Ω ⊂ R 2 be again the unit disc and let ρ : Ω → (0, ∞) be a bounded function satisfying ρ(x) ≥ c > 0. Consider the acoustic wave equation
where f (z, t) is acoustic pressure, κ(z) is compressibility and ρ(z) is the density. The speed of sound is given by c(z) = (κ(z)ρ(z)) −1/2 . Substituting the time-harmonic solution f (z, t) = p(z)e iωt into (7) leads to
Furthermore, the change of variables p = ρ 1/2 w gives
Assuming ρ| ∂Ω = 1 and q| ∂Ω = −ω 2 κρ| ∂Ω = −E the related CGO solutions satisfy (1) and we have the positive energy case. For the values of E for which there exists a unique solution of (8) we can define the Dirichlet-to-Neumann map Λ q similarily to (3) . The inverse acoustic problem is then to reconstruct the density ρ from the knowledge of Λ q .
According to [15, Section 7 .1], the Novikov-Veselov equation (4) can be considered for initial data q(z, 0) that tends to a negative constant as |z| → ∞, suggesting a positive energy case like above.
We are now in the position to pose intriguing open question of wide interest:
(1) Under which assumptions on ω, ρ and κ in (9) is it possible to use a scheme such as in Figure This paper is the first computational insight into positive-energy exceptional points, paving the way to answering the above questions.
Complex Geometrics Optics solutions and exceptional points
Consider special solutions of the Schrödinger equation (1) denoted as
where ζ ∈ C 2 and ℑ(ζ) = 0. In the zero-energy case the exponential behaviour required is then
We denote this by µ(z, ζ) ∼ 1 or ψ(z, ζ) ∼ e iζ·z . In the positive energy case it is not yet known what would be the analog, suitable Sobolev space. As seen in section 2.1, in the theory of inverse scattering we require
If ζ ∈ R 2 , we have a setting of a physical scattering of a particle with momentum ζ. Only if ℑ(ζ) = 0 we call the solutions ψ(z, ζ) and µ(z, ζ) CGO solutions. They do not represent an actual physical scattering, but their asymptotics can be used as additional scattering data. For large |z| we can write exp(iζ · z) in place of ψ(z, ζ), and the equation (1) still has to hold giving us
Given the energy E > 0 we define the spectral parameter by (5) . The unit circle |λ| = 1 divides the complex plane, since ζ → ℜ(ζ) as |λ| → 1. The CGO solutions will have a jump. In place of ψ(z, ζ) and µ(z, ζ) we write ψ(z, λ) and µ(z, λ) respectively, even if the energy is then omitted; in the numerical part we only investigate the case E = 1.
The CGO solution µ(z, ζ) satisfies another differential equation; starting from (1) we get
where
Turning to λ-notation, we have
The Green's function of L λ is denoted as g λ (z). Define the Lippman-Schwinger -type equation (14) µ(z, λ)
If µ solves (14), then by applying the operator L λ we see it also solves (12), so it is the CGO solution of our interest. Define the operators between suitable Banachspaces X and Y ,
by the equations
If G λ Q L(X) < 1, the operator I + G λ Q is invertible using the Neumann argument, and from (14) we can solve µ.
2.1.
Absence of exceptional points for small potentials. The following originates from the work of Grinevich [15] and Novikov [34] . Let E ∈ C, λ ∈ C \ {0}, then proposition 3.1 in [34] states (17) |g λ (z)| ≤ĉ |z| |E|
We assume q 0 (z) is smooth, real valued, and satisfies
where C mn and ε are positive constants. Related to this, we write
We consider the operators Q and G λ as
and using (17)
We have
By the Neumann argument this leads to the norm smallness condition
giving us G λ Q L(X) < 1 and unique solvability for µ. In other words, if the potential is small enough according to (20) , there are no exceptional points. This was first proved in Proposition 4.1 in [34] . Also if the term (|λ| + 1/ |λ|) −1/2 is included, we have no exceptional points if |λ| is large enough.
Non-physical scattering transform. Write
The non-physical scattering transform is defined by (22) t
As first discovered in [16] the CGO solutions µ(z, λ) satisfy the Dbar-equation
The following result is not found in literature. We repeatedly use the uniqueness of the CGO solution in theorem 2.2 in the following way; let ψ 1 ∼ exp(iζ 1 · z) and
and let ζ 1 · z = ζ 2 · z. Then we must have ψ 1 = ψ 2 .
Theorem 2.2. Assume q 0 is radially symmetric, real-valued and satisfies the normsmallness condition (20) . Then t(λ) is radially symmetric and real-valued.
Proof. Let ψ(z, λ) be the unique solution of (−∆ + q 0 )u = Eu with ψ(z, λ) ∼ e iζ·z for the parameter λ and the corresponding ζ given by (5) . We have
Consider λ ′ = e iθ λ, θ ∈ R, and the corresponding ζ ′ defined by (5) . We have
where R −1 z is the vector z rotated by −θ. The function ψ(e −iθ z, λ) satisfies
. Also, because ∆ and q 0 are radially symmetric, it satisfies (−∆ + q 0 )u = Eu, so in fact ψ(e −iθ z, λ) = ψ(z, λ ′ ) = ψ(z, e iθ λ). Thus µ(z, e iθ λ) = µ(e −iθ z, λ), and
This proves that t(λ) is radially symmetric. Let us write λ = r ∈ R, r = 0, 1. Then the exponential function (21) satisfies e r (z) = e r (−z) (24) e 1/r (z) = e r (z) (25) e r (z) = e r (z).
T be the complex vector corresponding to r through (5), then for 1/r we haveζ = [ζ 1 , −ζ 2 ]
T as seen from (5). The unique solution satisfies
T , so ψ(z, 1/r) = ψ(z, r) and µ(z, 1/r) = µ(z, r). Along with (25) , (26) and the symmetry of q 0 this leads to (27) t(1/r) = t(r).
Given ζ andζ as above, we have iζ · z = iζ · (−z), giving us ψ(z, r) = ψ(−z, 1/r) and µ(z, r) = µ(−z, 1/r). With (24), (25), (27) and the symmetry of q 0 this leads to t(r) = t(1/r) = t(r).
Computation of the Faddeev Green's function for positive energy
We aim to compute the CGO solution µ inside the unit circle from the LippmanSchwinger equation (14) . For that we need a numerical method for g λ (z) for any λ, |λ| = 1 and any point z ∈ D(0, 1). We look at the Faddeev Green's function with regards to the parameter ζ to see useful relations. In the case ζ · ζ = E = 0 and ζ I = 0 the numerical computation of g ζ (z) is presented in [38] . We extend the method for ζ · ζ = E > 0.
Using the Fourier transform, starting from (11), we have
Using the inverse Fourier transform we get
The following relations can be seen from (28).
Lemma 3.1. Let α ∈ R \ {0}, R a rotational matrix with det(R) = 1 and Rζ = Rζ R + iRζ I . Then the Faddeev Green's function g ζ (z) satisfies
Using relations (34) and (32) we have
which results to a switching relation
We can use the rotation relation (30) to reduce ζ to the form
The strategy for computing g λ (z) is now the following:
(1) Use (5) to compute ζ from λ.
(2) Find the rotational matrix R that satisfies
where Rζ is in the reduced form (36) 
3.1. Analytical integration, part one. Assume we have the reduced ζ of (36) and the switched z = x 1 + ix 2 with x 1 ≥ 0. Write t = y 1 + k 1 , a = (y 2 + k 2 i)
2 − E and subsequently the denominator of the integrand in (28) as
We define the square root in the same way MATLAB calculates it by default, that is for a complex number z = r exp(iθ), 0 ≤ θ < 2π, r ≥ 0 the square root is
This way the square root has the following properties: for any z ∈ C we have
The numerator of the integrand in (28) numerator becomes
The integral in (28) is thus transformed into
The integral over the real parameter t is complexified with w = w R + iw I ∈ C and we write
The poles of the function f (w) are ±i √ a, where
It follows from our definition of √ · that • when y 2 > 0, a is in the upper half plane, so i √ a is in quadrant 2 and −i √ a in quadrant 4 (note, that k 2 > 0), and • when y 2 < 0, a is in the lower half plane, so i √ a is in quadrant 1 and −i √ a in quadrant 3. When w I , x 1 ≥ 0 we have |f (w)| → 0, as |w| → ∞.
We choose the integration path
so when R → ∞ the pole w = i √ a is inside the path. Using Residue calculus we get
Because of (37) we have
and so
where a = (t + k 2 i) 2 − E and we have changed the symbol y 2 to t.
3.1.1. Observations. The starting point in our numerical experiments is the parameter λ with |λ| > 1. Using (5) we can see, that as |λ| → 1 we have k 2 → 0. When |λ| → ∞, we have |k 1 | , k 2 → ∞. We want to numerically compute the integral of (40) . We can only compute up to a finite limit, say from 0 to N . Two problems might occur, the integrand either converges slowly, meaning we have to take N very large, or the integrand might oscillate fast, meaning we have to take a great number of integration points in [0, N ].
Taking these considerations into account, we see from (40) that problematic situations arise when x 2 is large (oscillation), x 1 is small (convergence) and when k 2 is large (oscillation). When x 1 is large we have oscillation, but also better convergence. Also, using numerical evidence by plotting the integral with several values of k 2 , it seems some large difficulties arise when k 2 is close to zero; this means problems when λ is close to one.
This leads to the following enhancements. The different computational domains will use different versions of (40). 3.2. Analytical integration, part two. Write
and consider the complexified integral R + g(w)dw of (40). We have
so when x 2 , w 2 ≥ 0 or x 2 , w 2 < 0 we have
Note that the numerator exp(−x 1 √ a) converges, since x 1 ≥ 0 and (37) holds. The branch points of g(w) are ± √ E − k 2 i.
3.2.1.
The case x 2 ≥ 0. We choose the integration path
We have Γ1 g(w)dw = 0, since g(w) is analytic in the first quadrant. Because of (41) we then have
The integrand in (42) converges quickly for large x 2 and has high oscillation for large x 1 .
3.2.2.
The case x 2 < 0. The branch point √ E − k 2 i is avoided by integrating along
where g(w) is analytical inside the loop L 1 ∪ L 2 ∪ L 3 , and |g(w)| → 0 on the circle L 2 as R → ∞. Thus
The integrand in (43) converges quickly for large |x 2 | and has high oscillation for large x 1 . (40), (42) and (43) respectively. We need to choose the upper limits T i , i = 1, 2, 3. There will be numerical error caused by the neglected part of the integral and the numerical integration method used. It is decided to simply require
Choosing upper limits for the integrals. Write g
The error caused by the numerical integration method is assumed to be not dependant on λ or z. For g Finding T i is a bit cumbersome and is explained in the following. In (40) we have the term a and
when t ≥ 2 |k 1 |. Then, writing θ for the angle √ a = r exp(iθ),
The angle goes to zero as t → ∞, so cos(θ) → 1 − . Since t ≥ 2 |k 1 | we write c 1 = cos(θ 1 ), where the angle of √ a| t=2k1 is θ 1 , and so we have for the integral
The exponential integral function E i can be computed in MATLAB with "expint". Because of (44) we require that the remainder (46) is of the order 2π/2 1/4 · 1E − 8 ≈ 7.47E − 8. We can test with MATLAB that Ei(14) < 6E − 8, so we get
From (42) we easily get
Thus the upper limit can be computed, as before, from
Starting from (43) we have
Using the same argument as preceding (46), we write c 2 = cos(θ 2 ), where the angle of √ b| t=k2 is θ 2 . Then for T 2 > k 2 we have
As before,
Using these choices of upper limits guarantees us
3.4. Use of single-layer potential for small z. For small values of z there is a problem of slow convergence. We will evade this problem by the use of the singlelayer potential for a function that satisfies the Helmholtz equation.
Write
where H 1 0 is Hankel's function of the first type. We have
Write H ζ := G ζ − G. For any radius R there exists a single-layer potential p(z), which gives the value of H ζ by the integral
Assume we know H ζ (z) on the circle ∂D(0, R), where R is large enough so that we don't have the problems of slow convergence. The potential can be recovered by the inverse of the integral operator, p = S −1 (H ζ (z)). Then H ζ (z) can be calculated using (50) for any |x| < R. Finally we have
Computational domains and the computation of g ζ (z). The plane R
2 is divided into computational domains as shown in figure 3 . The disks shown are For the reduced ζ we now have the equations
In general the point z lies in one of the computational domains;
• In domain 1a, we use the single-layer potential and the equation (51).
• In domain 1b, we scale the point z to the annulus D 4 \ D 3 using (29),
(note that the energy E changes via this scaling transformation).
• In domain 1c we do the same as above with the scaling factor 2.
• In domain 2 we use (52), since |x 2 | is small and x 1 is large. The upper limit T 1 is computed from (47). • In domain 3 we use (53), since x 1 is small and x 2 > 0 is large. The upper limit T 2 is computed from (48).
• In domain 7 we use (54), since x 1 is small, x 2 < 0 and |x 2 | is large. The upper limit T 3 is computed from (49).
• In domains 4,5,6 we use (35) to switch them to domains 3,2,7 respectively.
A sample of the function g λ (z) is pictured in 4, in 400 × 400 -grid of points z, λ = 1 + i, E = 1.
3.5.1. Domain 1a and the single-layer method explained in more detail. We take two radii R = 1.6 and ǫ = 0.1, and divide [0, 2π) into 256 equally distanced points Figure 4 . The real and imaginary parts of g λ (z) in 400 × 400 grid of points z, λ = 1 + i, E = 1.
forming the vector θ ∈ R 256 . We write
where any complex element y i refers to the point [ℜ(y i ) ℑ(y i )] T . Using the computational method for domains 2,3,4,5,6,7 we calculate g ζ (y 1 ), and subsequently H ζ (y 1 ) = G ζ (y 1 ) − G(y 1 ). In order to avoid singularities in the integral operator (50) we aim to calculate the single-layer potential p(z) on the circle ∂D(0, R + ǫ). The integral operator can be written as a matrix,
where dθ(R + ǫ) comes from the numerical integration on the circle ∂D(0, R + ǫ), dθ = 2π/256, y i is the i:th component of y 1 and 1 ∈ R 256 is a vector of ones. Now, the equation (50) in vector-form is
We use GMRES to compute p(y 2 ) = S −1 p H ζ (y 1 ). Let us be given points z j , 1 ≤ j ≤ n, in domain 1a. Using the complex form z j ∈ C the matrix form of the integral operator of (50) is
and so for the complex vector z = [z 1 z 2 · · · z n ] T we have
and finally
Numerical results
For any λ, the corresponding CGO solution µ(z, λ) can be computed from the Lippman-Schwinger equation (14) using periodic Sobolev spaces wrapped in a torus [43] . The numerical solver uses 2 M × 2 M grid points of z in which the CGO solution is presented.
We now fix E = 1. We have two numerical tests for the new numerical method for g λ (z). First, test the computed CGO solutions by applying a discrete version of the∂ -equation (23) . Second, compute the scattering transform for various realvalued, radially symmetric potentials in search for exceptional points. As was seen in section 2.2, for these type of potentials the scattering transform is also radially symmetric and real-valued. Also we have t(1/λ) = t(λ), meaning we only need to take values λ > 1, λ ∈ R.
Definition of potentials.
We use exactly the same potentials as in the numerical part of [36] . Take radii 0 < R 1 < R 2 < 1 and a polynomialp(t) = 1 − 10t
Then, the approximate test function
The values R 1 = 0.8 and R 2 = 0.9 were used. We consider the potentials
where σ ∈ C 2 (Ω), σ ≥ c > 0. The conductivity σ and the conductivity-type potential q (2) The CGO solutions µ 1 , µ 2 , µ 3 , µ 4 , µ 5 , µ 6 , µ 7 and µ 8 using λ + dλ, λ + 2dλ, λ − dλ, λ − 2dλ, λ + dλi, λ + 2dλi, λ − dλi and λ − 2dλi respectively. (3) The functions e λ (z) and e −λ (z). . In red using circles is M = 7, in black using crosses M = 8 and in blue using squares is M = 9. Two smallest values for λ were omitted, for λ = 1.01 the magnitude of the error was between 3 and 13, for the second smallest it was between 0.003 and 0.02. .
In figure 6 we see the error (58) as a function of λ using q 2 0 on the left, q 2 35 on the right. The parameter M is increased from 7 to 9. As expected, the error decreases as M increases as it increases the accuracy of the LS -solver. The smallest values of λ were omitted in the pictures, for λ = 1.01 the magnitude of the error was between 3 and 13, for the second smallest λ it was between 0.003 and 0.02. For values of λ near |λ| = 1 the numerical method of g λ (z) has great error due to very small value of k 2 , see section 3.1.1. We use M = 8 for the LS -solver. In figure 7 we plot the radially symmetric and real-valued scattering transform t(λ) for the potential q 1 α = αϕ; the x-axis is the parameter α and the y-axis is the spectral parameter λ. In figure 8 we have the same for q 2 α = q γ + αϕ. Black color represents very small negative values, and white very large positive values of t(λ). The lines where it abruptly changes between these colors are exceptional circles that move as the parameter α changes.
In figure 9 we plot the profile of the scattering transform t(λ) as a function of λ, using the potential q 
Conclusions
The numerical evidence show no exceptional points for small α nor for large λ, which was expected from the result of section 2.1. Also according to our tests there are no exceptional points for positive α. For negative α, there are either one or two exceptional circles in the range of parameters investigated. The two types of potentials q 1 α and q 2 α have little difference in their exceptional points, mainly in the second exceptional circle forming at α = −20 as α is decreased from zero. The numerical method for g λ is not accurate near |λ| = 1 which resulted in high errors in the test using the∂ -equation. 
