We consider online learning for minimizing regret in unknown, episodic Markov decision processes (MDPs) with continuous states and actions. We develop variants of the UCRL and posterior sampling algorithms that employ nonparametric Gaussian process priors to generalize across the state and action spaces. When the transition and reward functions of the true MDP are either sampled from Gaussian process priors (fully Bayesian setting) or are members of the associated Reproducing Kernel Hilbert Spaces of functions induced by symmetric psd kernels (frequentist setting), we show that the algorithms enjoy sublinear regret bounds. The bounds are in terms of explicit structural parameters of the kernels, namely a novel generalization of the information gain metric from kernelized bandit, and highlight the influence of transition and reward function structure on the learning performance. Our results are applicable to multi-dimensional state and action spaces with composite kernel structures, and generalize results from the literature on kernelized bandits, and the adaptive control of parametric linear dynamical systems with quadratic costs.
Introduction
The reinforcement learning (RL) paradigm involves an agent acting in an unknown environment, receiving reward signals, and simultaneously influencing the evolution of the environment's state. The goal in RL problems is to learn optimal behavior (policies) by repeated interaction with the environment -usually modelled by a Markov Decision Process (MDP), and performance is typically measured by the amount of interaction, in terms of episodes or rounds, needed to arrive at an optimal (or near-optimal) policy, also known as the sample complexity of RL (Strehl et al., 2009 ). The sample complexity objective encourages efficient exploration across states and actions, but, at the same time, is indifferent to the reward earned during the learning phase.
In contrast, the goal in online RL is to learn while accumulating high rewards, or equivalently keep the learner's regret (the gap between its and the optimal net reward) as low as possible along the way. This is preferable in settings where experimentation time is at a premium and/or the reward earned in each round is of direct value, e.g., recommender systems (in which rewards correspond to clickthrough events and ultimately translate to revenue), dynamic pricing, automated trading, and, more generally, the control of dynamically evolving systems with instantaneous costs. It is well-known that the regret objective encourages more aggressive exploitation and conservative exploration than would be typically needed for optimizing sample complexity.
A primary challenge in RL is to learn efficiently, with only a meagre reward signal as feedback, across complex (very large or infinite) state and action spaces. In the most general tabula rasa case of uncertainty about the MDP, it is known that the learner must explore each state-action transition before developing a reasonably clear understanding of the environment, rendering learning in reasonably small time impossible. Real-world domains, however, possess more structure: transition and reward behavior often varies smoothly over states and actions, making it possible to generalize via inductive inference. Observing a state transition or reward is now informative of many other related or similar transitions or rewards. Scaling RL to large, complex, real-world domains thus requires exploiting regularity structure in the environment, and this is typically accomplished through the use of a parametric model.
While the principle of exploiting regularity structure has been extensively developed for classical, modelfree RL in the form of function approximation techniques (Van Roy, 1998) , it has received far lesser attention in the online RL setup. Notable work in this regard includes online learning for parametric and nonparametric multi-armed bandits or single-state MDPs (Agrawal and Goyal, 2013; Abbasi-Yadkori et al., 2011; Srinivas et al., 2009; Gopalan et al., 2014) , and, more recently, regret minimization in the parametric MDP setting (Osband and Van Roy, 2014a; Gopalan and Mannor, 2015; Agrawal and Jia, 2017) .
This paper takes a step in developing theory and algorithms for online RL in environments with smooth transition and reward structure. We specifically consider the episodic online learning problem in the nonparametric, kernelizable MDP setting, i.e., of minimizing regret (relative to an optimal finite-horizon policy) in MDPs with continuous state and action spaces, whose transition and reward functions exhibit smoothness over states and actions compatible with the structure of a reproducing kernel. We develop variants of the well-known UCRL and posterior sampling algorithms for MDPs with continuous state and action spaces, and show that they enjoy sublinear, finite-time regret bounds when the mean transition and reward functions are assumed to either a) be sampled from Gaussian processes with symmetric psd kernels, or b) belong to the associated Reproducing Kernel Hilbert Space (RKHS) of functions.
Our results bound the regret of the algorithms in terms of a novel generalization of the information gain of the state transition and reward function kernels, from the memoryless kernel bandit setting (Srinivas et al., 2009 ) to the state-based kernel MDP setting, and help shed light on how the choice of kernel model influences regret performance. We also leverage recent concentration of measure results for RKHS-valued martingales, developed originally for the kernelized bandit setting (Chowdhury and Gopalan, 2017b) , to prove the results in the paper. To the best of our knowledge, these are the first concrete regret bounds for RL in the kernelizable setting, explicitly showing the dependence of regret on kernel structure.
Our results represent a generalisation of several streams of work. We generalise online learning in the kernelized bandit setting (Srinivas et al., 2009; Valko et al., 2013; Chowdhury and Gopalan, 2017b) to kernelized MDPs, and tabula rasa online learning approaches for MDPs such as UCRL Jaksch et al. (2010) and PSRL Osband et al. (2013) to kernelized (structured) MDPs. Lastly, this work also generalizes online RL for the well-known Linear Quadratic Regulator (LQR) problem Abbasi-Yadkori and Szepesvári (2011, 2015) ; Ibrahimi et al. (2012) ; Abeille and Lazaric (2017) to its nonlinear, nonparametric, infinite-dimensional, kernelizable counterpart.
Problem Statement
We consider the problem of learning to optimize reward in an unknown finite-horizon MDP, M ⋆ = {S, A, R ⋆ , P ⋆ , H, ρ}, over repeated episodes of interaction. Here, S ⊆ R m represents the state space, A ⊆ R n the action space, H the episode length, R ⋆ (s, a) the reward distribution over R, P ⋆ (s, a) the transition distribution over S, and ρ the initial state distribution over S. At each period h ∈ [H] := {1, 2, . . . , H} within an episode, an agent observes a state s h ∈ S, takes an action a h ∈ A, observes a reward r h ∼ R ⋆ (s h , a h ), and causes the MDP to transition to a next state s h+1 ∼ P ⋆ (s h , a h ). We assume that the agent, while not possessing knowledge of the reward and transition distribution R ⋆ , P ⋆ of the unknown MDP M ⋆ , knows S, A, H and ρ.
A policy π : S × [H] → A is defined to be a mapping from state s ∈ S and period h ∈ [H] to an action a ∈ A. For an MDP M = {S, A, R M , P M , H, ρ} and policy π, define the finite horizon, undiscounted, value function for every state s ∈ S and every period h
where the subscript π indicates the application of the learning policy π, i.e., a j = π(s j , j), and the subscript M explicitly references the MDP environment M , i.e., s j+1 ∼ P M (s j , a j ), for all j = h, . . . , H.
We use R M (s, a) = E r r ∼ R M (s, a) to denote the mean of the reward distribution R M (s, a) that corresponds to playing action a at state s in the MDP M . We can view a sample r from the reward distribution R M (s, a) as r = R M (s, a) + ε R , where ε R denotes a sample of zero-mean, real-valued additive noise. Similarly, the transition distribution P M (s, a) can also be decomposed as a mean value P M (s, a) in S ⊆ R m plus a zero-mean additive noise ε P in R m so that s
. For an MDP M , a distribution ϕ over S and for every period h ∈ [H], define the one step future value function as the expected value of the optimal policy π M , with the next state distributed according to ϕ, i.e.
. We assume the following regularity condition on the future value function of any MDP in our uncertainty class, also made by Osband and Van Roy (2014b) . Assumption. For any two single-step transition distributions ϕ 1 , ϕ 2 over S,
where ϕ := E s ′ ∼ϕ [s ′ ] ∈ S denotes the mean of the distribution ϕ. In other words, the one-step future value functions for each period h are Lipschitz continuous with respect to the · 1 -norm of the mean 2 , with
At the beginning of each episode l, an RL algorithm chooses a policy π l depending upon the observed state-action-reward sequence upto episode l−1, denoted by the history H l−1 := (s j,h , a j,h , r j,h , s j,h+1 ) j=[l−1],h= [H] , and executes it for the entire duration of the episode. In other words, at each period h of the l-th episode, the learning algorithm chooses action a l,h = π l (s l,h , h), receives reward r l,h = R ⋆ (s l,h , a l,h ) + ε R l,h and observes the next state s l,h+1 = P ⋆ (s l,h , a l,h ) + ε P l,h . The goal of an episodic online RL algorithm is to maximize its cumulative reward across episodes, or, equivalently, minimize its cumulative regret: the loss incurred in terms of the value function due to not knowing the optimal policy π ⋆ := π M⋆ of the unknown MDP M ⋆ beforehand and instead using the policy π l for each episode l, l = 1, 2, . . .. The cumulative (expected) regret of an RL algorithm π = {π 1 , π 2 , . . .} upto time (i.e., period) horizon T is defined as
. For the rest of the paper, unless otherwise specified, we define Z := S × A, z := (s, a) and z l,h := (s l,h , a l,h ) for all l, h. Further, in Section 3 and 4, we will assume that states are scalar, i.e., m = 1, and devote section 5 exclusively for the multi-dimensional state space setup (m ≥ 1).
Algorithms
Representing uncertainty. The algorithms we design represent uncertainty in the reward and transition distribution R ⋆ , P ⋆ by maintaining Gaussian process (GP) priors over the mean reward function R ⋆ : Z → R and the mean transition function P ⋆ : Z → S ⊆ R of the unknown MDP M ⋆ . A Gaussian Process over Z, denoted by GP Z (µ(·), k(·, ·)), is a collection of random variables (f (z)) z∈Z , one for each z ∈ Z, such that every finite sub-collection of random variables (f (
and GP Z (0, k P ) as the initial prior distributions over R ⋆ and P ⋆ , with positive semi-definite covariance (kernel) functions k R and k P respectively. We also assume that the noise variables ε R l,h and ε P l,h are drawn independently, across l and h, from N (0, λ R ) and N (0, λ P ) respectively, with λ R , λ P ≥ 0. Then, by standard properties of GPs (Rasmussen and Williams, 2006), conditioned on the history H l , the posterior 1. Osband and Van Roy (2014a) argue that the assumption S ⊆ R m is not restrictive for most practical settings. 2. Assumption (1) is essentially equivalent to assuming knowledge of the centered state transition noise distributions, since it implies that any two transition distributions with the same means are identical.
distribution over R ⋆ is also a Gaussian process, GP Z (µ R,l , k R,l ), with mean and kernel functions
Here,
lH×lH is the (positive semi-definite) kernel matrix (corresponding to k R ),
Thus, at the end of episode l, conditioned on the history H l , the posterior distribution over R ⋆ (z) is updated and maintained as N (µ R,l (z), σ 2 R,l (z)) for every z ∈ Z. Similarly at the end of episode l, the posterior distribution over
where
lH×lH is the corresponding kernel matrix and
This representation not only permits generalization via inductive inference across continuum state and action spaces, but also allows for tractable updates.
We now present our online algorithms GP-UCRL and Φ-PSRL for kernelized MDPs.
GP-UCRL Algorithm. GP-UCRL (Algorithm 1) is an optimistic algorithm based on the Upper Confidence Bound principle, which adapts the confidence sets of UCRL2 (Jaksch et al., 2010) to exploit the kernel structure. GP-UCRL, at the start of every episode l, constructs two confidence sets C R,l := C R (β R,l , µ R,l−1 , σ R,l−1 ) and C P,l := C P (β P,l , µ P,l−1 , σ P,l−1 ) respectively 3 , using the parameters of corresponding posteriors and appropriately chosen confidence widths β R,l , β P,l . Then it builds the set M l of all plausible MDPs M with the global Lipschitz constant of future value functions (as defined in 1) L M ≤ L, mean reward function R M ∈ C R,l and mean transition function P M ∈ C P,l . Finally, it chooses the optimistic policy π l in the set M l , satisfying π l = argmax π max M∈M l V M π,h (s) for all s ∈ S and h ∈ [H], and execute it for the entire episode. The pseudo-code is given in Algorithm 1.
Optimizing for an optimistic policy is not computationally tractable in general, even though planning for the optimal policy is possible for a given MDP. A popular approach to overcome this difficulty is to sample a random MDP at every episode and solve for its optimal policy, called Posterior sampling (Osband and Van Roy, 2016) .
Φ-PSRL Algorithm. Φ-PSRL, in its most general form, starts with a prior distribution Φ over MDPs 4 and at the start of episode l samples an MDP M l from the posterior distribution Φ l 5 . For example, when Φ is specified by the GPs GP Z (0, k R ), GP Z (0, k P ) and the observation model is Gaussian, then the posterior Φ l admits a nice closed form and is given by GP posteriors discussed above and we denote the corresponding algorithm as GP-PSRL. Hence at the start of episode l, GP-PSRL samples an MDP M l , with mean reward function R M l ∼ GP Z (µ R,l−1 , k R,l−1 ) and mean transition function P M l ∼ GP Z (µ P,l−1 , k P,l−1 ). Then it chooses the optimal policy π l of M l , satisfying π l = argmax π V M l π,h (s) for all s ∈ S and h ∈ [H], and execute it for the entire episode. The pseudo-code is given in supplementary material.
Discussion. A fundamental issue in model-based RL is that planning for the optimal policy may be computationally intractable even in a given MDP and it is common practice in the literature to assume access to 3. The exact forms of the confidence sets appear in the relevant theoretical results later. 4. For an MDP, this is a prior over reward distributions and transition dynamics. 5. Sampling can be done using MCMC methods even if Φ l doesn't admit any closed form.
Algorithm 1 GP-UCRL
Input: Input space Z, kernel k R , k P , probability distribution ρ over S, upper bound L on the global Lipschitz constant of future value functions, parameters δ ∈ (0, 1),
end for Perform update to get µ R,l , σ R,l using 2, 3, 4 and µ P,l , σ P,l using 5, 6, 7. end for an approximate MDP planner like extended value iteration (Jaksch et al., 2010) . The design of such approximate planners for continuous state and action spaces is a subject of active research, and our focus in this work is on the statistical efficiency of the online learning problem.
Main Results
We start by recalling the following result, which will be a key tool to derive our regret bounds. Although it has been used previously in an implicit form to derive regret bounds for GP-based bandit algorithms (Srinivas et al., 2009; Krause and Ong, 2011; Bogunovic et al., 2016; Chowdhury and Gopalan, 2017b ), we could not find an explicit presentation of the form below.
Lemma 1 Let k : X × X → R be a symmetric positive semi-definite kernel function. For any t ≥ 1,
The right hand side term in the conclusion of Lemma 1 is called the maximum information gain γ t (k, λ, X ). It is well-known that for a compact and convex subset X of R d , for the Squared Exponential and Matérn kernels (with smoothness parameter ν), Srinivas et al., 2009) , and it depends only poly-logarithmically on the time T .
The proof of the lemma appears in the supplementary material, and relies on the fact that if f is drawn from GP X (0, k), then the posterior distribution of f (x) is Gaussian with variance σ 2 t (x) conditioned on the observations (y 1 , . . . , y t ), where each y t = f (x t ) + ε t with noise sequence (ε t ) t≥1 is iid N (0, λ).
Composite kernels. In our kernelized MDP setting, the kernel matrix K A in Lemma 1 is over state-action pairs, and hence, we consider composite kernels k : Z × Z → R on the product space Z. We can use either a product kernel
, or an additive kernel 6. Many widely used kernel functions are already in the product form. For example product of two SE kernels (or Matérn kernels with smoothness parameters ν) is a SE kernel (or Matérn kernel with the same smoothness parameter ν).
. Krause and Ong (2011) show the following for product kernels:
if the kernel function k A has rank at most d. Therefore, if γ t 's for the individual kernels are logarithmic in t, then the same is true for the composite kernel. For example, γ t for the product of a d 1 dimensional linear kernel and a d 2 dimensional SE kernel is O(d 1 (ln t) d2+1 ). With these tools in hand, we are now in a position to state the regret bounds for our algorithms. However, attaining sub-linear regret is impossible in general for arbitrary mean reward function R ⋆ and mean transition function P ⋆ , so some regularity assumptions are needed.
Regret Bound of GP-UCRL in the Bayesian Setup. We assume that R ⋆ , P ⋆ themselves are sampled from GP Z (0, k R ), GP Z (0, k P ) respectively, the same GP priors used by the GP-UCRL algorithm, and that the noise in state transitions and rewards are distributed as N (0, λ P ) and N (0, λ R ), respectively. Thus, in this case the algorithm has exact knowledge of the data generating process (the 'fully Bayesian setup'). Also, in order to achieve non-trivial regret for continuous state/action MDPs, we need the following smoothness assumptions similar to those made by Srinivas et al. (2009) n are compact state and action spaces, and that the kernels k R and k P satisfy high probability bounds on the derivatives of GP sample paths R ⋆ and P ⋆ , respectively, as follows: For some positive
where d = m + n is the dimension of the product space Z 7 . In this setup, at every episode l and for any fixed δ ∈ (0, 1), GP-UCRL constructs discretization sets S l and A l of state space S and action space A, with respective size
n }, such that for all s ∈ S and for all a ∈ A,
and [a] l denotes the closest point in A l to a. Then, GP-UCRL sets β R,l = β P,l = 2 ln(10 |S l | |A l | π 2 l 2 /6δ), and constructs the confidence sets C R,l = C R (β R,l , µ R,l−1 , σ R,l−1 ) and C P,l = C P (β P,l , µ P,l−1 , σ P,l−1 ) as the following:
The following result shows the sublinear regret guarantee of GP-UCRL under these assumptions.
respectively and the kernels k R and k P satisfy (9). Let the noise variables ε (10), (11), enjoys, with probability 7. This smoothness assumption holds for stationary kernels k(z, z ′ ) ≡ k(z − z ′ ) that are four times differentiable, such as SE and Matérn kernels with ν ≥ 2. 8. This assumption holds for stationary kernels, such as SE and Matérn.
at least 1 − δ, the regret bound
where c δ is a constant depending on the properties of k R such that
Remark. Since β R,l = β P,l = O(ln l) for all l and as discussed earlier, γ T (R) and γ T (P ) grow only poly-logarithmically with T for commonly used kernels and for their compositions, the regret of GP-UCRL with such kernels grows sub-linearly with T . Further, the bound depends linearly on the term LD, which can be viewed as the 'scaled diameter' measuring the connectedness of the MDP space. A similar observation was made by Osband and Van Roy (2014b) although in the different setting of factored MDPs.
Regret Bound of GP-UCRL in the Agnostic Setup. We now consider an agnostic setting, where we assume that the mean reward and mean transition functions R ⋆ , P ⋆ have small norm in the Reproducing Kernel Hilbert Space (RKHS) of functions Z → R, with kernels k R , k P respectively. A RKHS, denoted by H k (Z), is completely specified by its kernel function k(·, ·) and vice-versa, with an inner product ·, · k obeying the reproducing property:
f, f k is a measure of smoothness of f with respect to the kernel function k. We assume known bounds on the RKHS norms of the mean reward and mean transition functions: R ⋆ kR ≤ B R and P ⋆ kP ≤ B P .
Further, we assume that the noise variables ε R l,h l≥1,h∈ [H] and ε P l,h l≥1,h∈ [H] are predictably 11 σ R -subGaussian and σ P -sub-Gaussian for fixed constants σ R ≥ 0 and σ P ≥ 0 respectively, i.e., ∀l ≥ 1, ∀h
, and E e ηε P l,h
is the generated σ-algebra. Note that we still run the same GP-UCRL algorithm as before, but whose prior and noise models are now misspecified. However, GP-UCRL assumes the knowledge of sub-Gaussianity parameters σ R , σ P , kernel functions k R , k P and upper bounds of RKHS norms B R , B P . Then, for any δ ∈ (0, 1), λ R , λ P ≥ 0, it sets
, and constructs confidence sets C R,l = C R (β R,l , µ R,l−1 , σ R,l−1 ) and C P,l = C P (β P,l , µ P,l−1 , σ P,l−1 ) as follows:
Our next result shows that GP-UCRL, with this choice of confidence sets, attains sublinear regret even in this agnostic setting.
Theorem 2 (Frequentist regret bound for GP-UCRL) Let S ⊆ R, A ⊂ R n be compact, L, D be defined as in Theorem 1 and k R , k P be symmetric psd kernels with bounded variance. Let R ⋆ , P ⋆ be members of the RKHS of real-valued functions on Z with kernel k R and k P respectively, with corresponding RKHS norms bounded by B R and B P . Further, let the noise variables ε R l,h , ε P l,h be predictably σ R and σ P -sub-Gaussian 9. Here we use the shorthand γ T (R) := γ T (k R , λ R , Z) and γ T (P ) := γ T (k P , λ P , Z) 10. This is a mild assumption (Bogunovic et al., 2016) on the kernel k R , since R⋆(z) is Gaussian and thus has exponential tails. 11. See Abbasi-Yadkori et al. (2011 ), Durand et al. (2017 for details on sub-Gaussian predictable models.
(12), respectively. For any δ ∈ (0, 1), GP-UCRL, with confidence sets (13), (14) , enjoys, with probability at least 1 − δ, the regret bound
Regret Bounds of Φ-PSRL in the kernelized setup. With these (high probability) regret bounds of GP-UCRL in hand, we can obtain a bound on the Bayes regret, defined as the expected regret under the prior distribution Φ, of Φ-PSRL using techniques similar to those of Russo and Van Roy (2014) 
Moreover, if Φ is specified by GP priors as in Theorem 1, then the Bayes regret of GP-PSRL satisfies
, where E [L ⋆ ] measures the MDP connectedness. This is directly comparable to the bound derived by Osband and Van Roy (2014a) (see Corollary 1 therein), where they consider a bounded function class assumption over the mean reward and transition functions and additive sub-Gaussian noise. In fact, we see that the our definition of maximum information gain is comparable to the Kolmogorov and Eluder dimensions defined there, and all three are measures of complexity of the corresponding function classes. Though their results hold for more general function classes, we emphasize that our bounds cannot be deduced and thus require a separate analysis.
To the best of our knowledge, Theorem 1 and and Theorem 3 are the first Bayesian regret bounds for UCRL and PSRL respectively, whereas Theorem 2 is the first frequentist regret bound of UCRL, in the kernel MDP setting. We see that both algorithms achieve similar regret bounds in terms of dependencies on time, MDP connectedness and maximum information gain. However, GP-UCRL has stronger probabilistic guarantees than Φ-PSRL since its bounds hold with high probability for any MDP M ⋆ and not just in expectation over the draw from the prior distribution.
Multi-dimensional State Spaces
In this section we extend our results to the case when S ⊆ R m , m > 1. Here the transition dynamics takes the form s ′ = P ⋆ (z) + ε P , where the mean transition function
T takes values in S ⊆ R m , and ε P ∈ R m is a noise vector. Now, similar to Berkenkamp et al. (2017), we model a scalarvalued function P ⋆ : Z ×I → R, where I = {1, . . . , m}, in order to lift the standard scalar-valued GP output model to multiple dimensions and express state transitions. In this case, our algorithms use GP Z (0,k P ) as the prior over P ⋆ , with a kernelk P defined overZ := Z × I, and also assume multi-variate Gaussian noise ε P ∼ N (0, λ P I). We can define µ P,l (z) := [μ P,l (z, 1), . . . ,μ P,l (z, m)]
T and σ P,l (z) :
⊆Z, and
Corollary 1 (Regret bound for GP-UCRL, Agnostic setup, General dimension m) Let S ⊆ R m be compact and . For any δ > 0, GP-UCRL, with confidence sets constructed as C P,l = f : Z → R m f (z) − µ P,l−1 (z) 1 ≤ β P,l σ P,l−1 (z), ∀z ∈ Z and β P,l = B P + λ −1 P σ P 2 ln(3/δ) +γ m(l−1)H (P ) , enjoys with probability at least 1 − δ, the regret bound R T ≤ 2β R,⌊T /H⌋ 4λ R T γ T (R) + 2Lβ P,⌊T /H⌋ 4λ P mTγ mT (P ) + (LD + 2B R H) 2T ln(3/δ).
A similar regret bound for GP-UCRL in the Bayesian setup appears in the supplementary material.
Reduction to the Linear Quadratic Regulator (LQR) problem (Abbasi-Yadkori and Szepesvári, 2011). We first observe that we can use product kernels:
, where the kernel k I encodes similarities between output co-ordinates. This implies by (8) thatγ T (P ) := γ T (k P , λ P ,Z) ≤ mγ T (P )+m ln T , as k I has rank at most m. Now considering R ⋆ ∈ H kR (Z) with a quadratic kernel k R and P ⋆ ∈ Hk P (Z) with a linear kernel k P , we get linear transition structure with quadratic rewards. Moreover, since a quadratic kernel can be expressed as product of two linear kernels and a d-dimensional linear kernel has rank at most d and
Further using the product structure ofk P , we getγ T (P ) = O(md ln T ). Substituting these in Corollary 1, we obtain a regret bound of
Related Work
There have been significant advances in developing both low regret and low sample complexity algorithms for the RL problem in finite-state, tabula rasa MDPs, where there is no structure assumed in general (Kearns and Singh, 2002; Bartlett and Tewari, 2009; Jaksch et al., 2010; Osband et al., 2013; Agrawal and Jia, 2017) . Moving up the complexity chain, there are results for probably approximately correct (PAC) sample complexity in parametric MDPs -low sample complexity using the optimism principle for infinite MDPs with Lipschitz smoothness assumptions (Kakade et al., 2003) , and for linear models (Strehl and Littman, 2008) . As regards using the Gaussian process (GP) framework to model nonlinear, smooth MDP structure to achieve generalization, Deisenroth and Rasmussen (2011) develop a policy search method for MDPs with GP-based dynamics, but without provable exploration guarantees, whereas GP-RMAX (Jung and Stone, 2010; Grande et al., 2014) has been shown to be sample efficient. Grande (2014) develops the UCRL-GP algorithm for PAC-MDP learning by considering separate GP priors over the mean reward function, transition kernel and optimal Q-function, with a PAC guarantee. Another important line of work considers kernel structures for safe exploration in MDPs (Turchetta et al., 2016; Berkenkamp et al., 2017 Berkenkamp et al., , 2016 . We, however, seek to demonstrate algorithms with provable regret guarantees in the kernelized MDP setting, which to our knowledge are the first of their kind.
Conclusion
We present the first regret of UCRL and PSRL in kernel based MDPS, precisely when mean reward and transition functions are samples from Gaussian processes as well as when they are elements from the associated reproducing kernel Hilbert spaces. However, we only have a (weaker) Bayes regret for PSRL and we would like to examine whether a frequentist bound of GP-PSRL can be derived under the agnostic setup. Also, we do not address the general issue of MDP planning in UCRL and one possible direction will be to examine whether similar guarantees can be attained in the model-free setup which may obviate the complicated planning step. 
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Proof of Lemma 1
Our proof will use ideas from (Srinivas et al., 2009; Chowdhury and Gopalan, 2017a) . First, for any unknown function f : X → R and for any t ≥ 1, define the maximum information gain about f after t observations as
Here, I(y A ; f A ) denotes the mutual information between function values f A = [f (x)] x∈A and observations y A at the set A, and quantifies the reduction in uncertainty about f after observing y A at points A ⊂ X . Now for any kernel function k : X × X → R, assume that f ∼ GP (0, k). Also for any positive constant λ, assume that y A = f A + ε A , with ε A ∼ N (0, λI). Then we have
x,x ′ ∈A is the kernel matrix. Therefore, under these assumptions, γ t is a problem dependent quantity and depends only upon the the domain X , kernel function k and the constant λ. Hence to show this dependence explicitly, we write γ t ≡ γ t (k, λ, X ). Now for each t ≥ 1, y t = f (x t ) + ε t is a noisy measurement of f at any point x t , where each x t lies in X . Now for any positive constant λ and kernel function k : X × X → R, define the following: Now assume that conditioned on the observations (y 1 , . . . , y t ), f (x) ∼ N (µ t (x), σ 2 t (x)) for every x ∈ X where the noise sequence (ε t ) t≥1 is iid N (0, λ). Then the mutual information between y 1:t and f 1:t := [f (x 1 ), . . . , f (x t )]
T satisfies the following:
Also, see that
Hence we have 1 2
where γ t (k, λ, X ) = max
Common Analysis Used in Proving Regret Bounds
Lemma 2 Let M l be the MDP selected by our algorithms at round l and let (s l,h , a l,h , s l,h+1 ) be the stateaction-state transition dynamics at the h-th period of l-th episode. Further denote z l,h = (s l,h , a l,h ) and define for all l ≥ 1 and h ∈ [H], the following:
Then for any τ ≥ 1, we have
where L M l is the global Lipschitz constant of the one step future value function of the MDP M l as defined in 1.
Proof The proof can be figured out combining ideas from (Osband et al., 2013) and (Osband and Van Roy, 2014a ), but we include here for the sake of completeness. We proceed step by step:
Step 1 
where the subscript s ′ implies that s ′ ∼ P M (s, π(s, h)). Now for an MDP M and a policy π, from the definition of value function V M π,h (s), we can write it as 
Step 2. First see that for the initial state s l,1 in episode l, from equation 20, we have
Now from equation 19, we have
Hence we have
and similarly
and so on. Hence, as V M π,H+1 (s) := 0 for any MDP M , policy π and state s, we can recursively write the following:
Step 3. For each episode l and period h, definẽ
which gives for any τ ≥ 1:
Further∆ l,h can be decomposed, using equation 19, into sum of two terms:
Now, as π l is he optimal policy for the MDP M l and a l,h = π l (s l,h , h)), from equation 1 we havẽ
and
Now the result follows by combining equations 22, 23,24 and 25.
GP-UCRL Regret Bound
First we state the following definitions and lemmas.
Definition 1
The span of an MDP M is the maximum difference in value of any two states under the optimal policy, i.e.
Also, assume that there is a known constant Ψ such that
Definition 2 A sequence of random variables (Z t ; t ≥ 1) is called a martingale difference sequence corresponding to a filtration F t , if for all t, Z t is F t -measurable, and for t ≥ 1,
Lemma 3 (Azuma-Hoeffding Inequality) If a martingale difference sequence (Z t ; t ≥ 1), corresponding to filtration F t , satisfies |Z t | ≤ α t for some constant α t , for all t = 1, . . . , T , then for any δ ≥ 0, 
Proof First see that as M ⋆ lies in M l , then by GP-UCRL policy selection rule
) for all l ≥ 1, where π l is the optimistic policy chosen at episode l and M l ∈ M l be the corresponding optimistic MDP within the set of plausible MDPs M l . Hence for every episode l ≥ 1, we get
Now for all l ≥ 1 and
} as the history all observations made upto episode l and period h, where
) is G l,h -measurable, as M l and π l are deterministic given H l−1 . Now as a l,h = π l (s l,h , h) is deterministic given π l and s l,h , we have
Further observe that
where the first term is upper bounded by the span Ψ M l of the MDP M l . Now from 1 see that, given an L M l for the MDP M l , we can set the upper bound over span as
is diameter of the state space S and L M l is a global Lipschitz constant for the future value function. Further by construction of the set of plausible MDPs M l and as
, s ∈ S and hence the second term: max
Therefore the sequence of random variables (d l,h ) l≥1,h=[H] is a martingale difference sequence with respect to the filtration G l,h , with |d l,h | ≤ LD + 2cH for all l ≥ 1, h ∈ [H]. Thus, by Azuma-Hoeffding Inequality, for any τ ≥ 1 and δ ′ ∈ (0, 1), we have with probability at least 1 − δ ′ , the following:
Now the result follows from combining equations 27,28 with Lemma 2 and noting that L M l ≤ L for all l ≥ 1 as the optimistic MDP M l ∈ M l .
Regret Bound of GP-UCRL in Agnostic Setup
Lemma 5 Let S, A, k R , k P , R ⋆ , P ⋆ , ε R l,h , ε P l,h , β R,l , β P,l be same as in Theorem 2. Fix any δ ∈ (0, 1) and de-
Then, with probability at least 1 − δ/3, the following holds individually:
Proof We will apply Theorem 2.1 of Durand et al. (2017) with our definitions (see equations 2, 3 and 4) of posterior mean µ R,l (z) and variances σ 2 R,l (z) after observing rewards r j,h = R ⋆ (z j,h , ) + ε R j,h at h-th period of j-th episode, with ε R j,h following the sub-Gaussian streaming predictable model (equation 12) and with our choice of the upper bound B R over the RKHS norm of R ⋆ . To do that, we make the following observations. First see that at the h-th period of the l-th episode, the round index is s = (l − 1)H + h and we write z l,h ≡ z s 12 . Further see that episode l runs from round (l − 1)H + 1 to lH and throughout episode l, the posterior mean µ R,l−1 and variance σ 2 R,l−1 remains fixed. Hence for all (l − 1)H + 1 ≤ s ≤ lH, we write µ R,l−1 ≡ µ R,s−1 and σ R,l−1 ≡ σ R,s−1 . Then, by Theorem 2.1 of (Durand et al., 2017) , for any δ ′ ∈ (0, 1), with probability at least 1 − δ ′ , it holds simultaneously over all z ∈ Z and l ≥ 1,
where in the equivalent notation
and thus 1 2
Now using δ ′ = δ/3, we get 29. Proof of 30 is similar.
PROOF OF THEOREM 2
Step 1. Define the events E R,l and E P,l as the following:
Then from Lemma 5, we have that
Step 2. Now consider the history of observations (H l−1 ) l≥1 such that both the events E R,l and E P,l are true for all l ≥ 1. Then, for every l ≥ 1, the true unknown MDP M ⋆ lies in M l . Hence, using δ ′ = δ/3 in Lemma 4 with m = 1 we have, with probability at least 1 − δ/3, the following:
Further see that
since from our construction of M l , the mean reward function R M l of the optimistic MDP M l lies in the confidence set C R,l defined in 13 and since the event E R,l is true for all l ≥ 1. Similarly
12. Here "≡" denotes equivalent notations and both can be read clearly according to the context. since from our construction of M l , the mean transition function of R M l the optimistic MDP M l lies in the confidence set C P,l defined in 14and since the event E P,l is true for all l ≥ 1. Now combining above three equations, we have, with probability at least 1 − δ/3, for any τ ≥ 1:
Step 3. First see that from Cauchy-Schwartz inequality
Now since by bounded variance assumption 0 ≤ σ 2 R,l−1 (z) ≤ 1 for all z ∈ Z, we have λ
, where in the last inequality we used the fact that for any 0 ≤ α ≤ 1, ln(1 + α) ≥ α/2. Thus we get σ
and therefore using equation 31, we get
Similarly we can show
Hence from equation 32 and observing that β R,l , β P,l increases with episode l, we have with probability at least 1 − δ/3, for any τ ≥ 1:
which holds conditioned on the event that both E R,l and E P,l are true for all l ≥ 1.
Step 4. Now as P [E R,l , ∀l ≥ 1] ≥ 1 − δ/3 and P [E P,l , ∀l ≥ 1] ≥ 1 − δ/3, using union bound we have with probability at least 1 − δ, for any τ ≥ 1:
Now as this is true for any sequence of initial states (s l,1 ) l≥1 , using τ = ⌊T /H⌋ and hence τ H ≤ T , we get with probability at least 1 − δ,
Finally the result follows by putting c = B R , since
for all z ∈ Z by Cauchy-Schwartz inequality, our assumptions on the upper bound of RKHS norm and bounded variance assumptions on kernel k R .
PROOF OF COROLLARY 1
Step 1. Under the hypotheses of Corollary 1 and using the same argument as in the proof of Lemma 5 we get, with probability at least 1 − δ/3, the following holds simultaneously over all (z, i) ∈Z and l ≥ 1:
where in the similar equivalent notation
Now for the index pair (s, i), we define a new index u = (s − 1)m + i and we write (z s , i) ≡ z u . See that the pair ((l − 1)H, m) corresponds to the index u = (l − 1)H + m and throughout a fixed index s,σ P,s−1 remains constant. Hence for all (s − 1)m + 1 ≤ u ≤ sm, we writeσ P,s−1 ≡σ P,u−1 . Under this equivalent notation, we get 1 2
Now, invoking Lemma 1 for k =k P , t = m(l − 1)H, X =Z and x u = z u for all u ∈ [t], we have 1 2
Now setting β P,l =B P + λ −1 P σ P 2 ln(3/δ) + γ m(l−1)H (k P , λ P ,Z) along with 33 and 35, we get with probability at least 1 − δ/3:
. Then, with probability 1 − δ/3, the following holds:
Step 2. In this case, we define the event E P,l as
and construct the confidence set C P,l as
Now observe that from the definition of σ P,l and from Cauchy-Schwartz inequality, we have
Further from bounded variance assumption on the kernelk P , we get
and therefore using equation 35, we get
Step 3. Now with this definitions and observations for P ⋆ , β P,l , E P,l , C P,l , σ P,l along with the usual ones for R ⋆ , β R,l , E R,l , C R,l , σ R,l , following the similar steps as in the proof of Theorem 2 we obtain with probability at least 1 − δ,
Now the result follows by using c = B R as in Theorem 2.
Regret bound of GP-UCRL in the Bayesian Setup
Lemma 6 Fix any δ ∈ (0, 1) and let S, A, k R , k P , R ⋆ , P ⋆ , ε R l,h , ε P l,h , β R,l , β P,l be same as in Theorem 1. Then, with probability at least 1 − 2δ/5, the following holds individually:
Proof
The proof uses the following steps:
Step 1. Here we have S ⊆ [0, c 1 ] m and A ⊆ [0, c 2 ] n . Further at every round l, we consider discretization sets S l and A l of state space S and action space A, with respective size |S l | and |A l |, such that for all s ∈ S and for all a ∈ A:
where [s] l denotes the closest point in S l to s and [a] l denotes the closest point in A l to a. Also we define d = m + n, z = (s, a) and
Step 2. Now see that from the assumption 9 on kernel k R and using union bound, we have
From Mean-Value Theorem, this implies that with probability at least 1 − da R e −(LR/bR) 2 , we have
Therefore, with probability at least 1 − da R e −(LR/bR) 2 , we have
Further defining δ ′ = da R e −(LR/bR) 2 , we have with probability at least 1 − δ
Now by choosing |S l | = (2c 1 ml 2 b R ln(da R /δ ′ )) m and |A l | = (2c 2 nl 2 b R ln(da R /δ ′ )) n , we have, with probability at least 1 − δ
Step 3. Similarly by choosing |S l | = (2c 1 ml 2 b P ln(da P /δ ′ )) m and |A l | = (2c 2 nl 2 b P ln(da P /δ ′ )) n , we have, with probability at least 1 − δ
Now setting |S l | = max{(2c 1 ml 2 b R ln(da R /δ ′ )) m , (2c 1 ml 2 b P ln(da P /δ ′ )) m } and |A l | = max{(2c 2 nl 2 b R ln(da R /δ ′ )) n , (2c 2 nl 2 b P ln(da P /δ ′ )) n }, we see that both 39, 40 holds simultaneously.
Step 4. Now see that, given the history H l−1 , i.e. the observations upto round l−1, the posterior distribution on R ⋆ (z) is N (µ R,l−1 (z), σ 2 R,l−1 (z)) for all z ∈ Z. Set β R,l = 2 ln(|S l | |A l | π 2 l 2 /6δ ′ ) and Z l = S l × A l . Then with probability at least 1 − δ ′ , we have ∀l ≥ 1, ∀z ∈ Z l , R ⋆ (z) − µ R,l−1 (z) ≤ β R,l σ R,l−1 (z).
Now as [z] l ∈ Z l , using union bound in equations 39 and 41, we have with probability at least 1 − 2δ ′ ,
Now 37 follows by putting δ ′ = δ/5. Proof of 38 is similar.
PROOF OF THEOREM 1
E P,l := {ω ∈ Ω ∀z ∈ Z, P ⋆ (z) − µ P,l−1 ([z] l ) ≤ β P,l σ P,l−1 (z) + 1/l 2 }.
Then from Lemma 5, we have that P [E R,l , ∀l ≥ 1] ≥ 1 − 2δ/5 and P [E P,l , ∀l ≥ 1] ≥ 1 − 2δ/5.
Step 2. Now consider the mean reward function R ⋆ , mean transition function P ⋆ and the history of observations (H l−1 ) l≥1 such that both the events E R,l and E P,l are true for all l ≥ 1. Then, for every l ≥ 1, the true unknown MDP M ⋆ lies in M l . Hence, using δ ′ = δ/5 in Lemma 4 with m = 1 we have, with probability at least 1 − δ/5, the following: σ P,l−1 ([z l,h ] l ) ≤ 4τ Hλ P γ τ H (k P , λ P , Z).
Hence from equation 43, observing that β R,l , β P,l increases with episode l and using the fact that τ l=1 1/l 2 ≤ π 2 /6, we have with probability at least 1 − δ/5, for any τ ≥ 1:
π⋆,1 (s l,1 ) − V M⋆ π l ,1 (s l,1 ) ≤ 2β R,τ 4τ Hλ R γ τ H (k R , λ R , Z) + 2Lβ P,τ 4τ Hλ P γ τ H (k P , λ P , Z) +(L + 1)Hπ 2 /3 + (LD + 2cH) 2τ H ln(5/δ), which holds conditioned on the event that both E R,l and E P,l are true for all l ≥ 1.
Step 4. Now as P [E R,l , ∀l ≥ 1] ≥ 1 − 2δ/5 and P [E P,l , ∀l ≥ 1] ≥ 1 − 2δ/5, using union bound we have with probability at least 1 − δ, for any τ ≥ 1:
π⋆,1 (s l,1 ) − V M⋆ π l ,1 (s l,1 ) ≤ 2β R,τ 4τ Hλ R γ τ H (k R , λ R , Z) + 2Lβ P,τ 4τ Hλ P γ τ H (k P , λ P , Z)
+(L + 1)Hπ 2 /3 + (LD + 2cH) 2τ H ln(5/δ).
Now as this is true for any sequence of initial states (s l,1 ) l≥1 , using τ = ⌊T /H⌋ and hence τ H ≤ T , we get with probability at least 1 − δ, ≤ 2β R,⌊T /H⌋ 4T λ R γ T (k R , λ R , Z) + 2Lβ P,⌊T /H⌋ 4T λ P γ T (k P , λ P , Z) +(L + 1)Hπ 2 /3 + (LD + 2cH) 2T ln(5/δ). Now the proof follows by using c = c δ and δ = δ/2, where c δ is a constant depending on the properties of k R such that P sup z∈Z R ⋆ (z) ≤ c δ ≥ 1 − δ/2.
MULTI-DIMENSIONAL STATE SPACE MODEL
Corollary 2 Let S, A, k R , R ⋆ , ε R l,h , β R,l , C R,l , L, D be same as in Theorem 1 with m > 1. Let P ⋆ ∼ GP (0,k P ) with (symmetric p.s.d.) kernelk P satisfying bounded variance and a similar assumption like 9, for every i ∈ [m]. Further let ε P l,h ∼ N (0, λ P I) and construct C P,l = {f : Z → R m f (z) − µ P,l−1 ([z] l ) 1 ≤ β P,l σ P,l−1 ([z] l ) + 1/l 2 , ∀z ∈ Z} with appropriately chosen β P,l . Then with probability at least 1 − δ, R T = 2β R,⌊T /H⌋ 4λ R T γ T (R)+2Lβ P,⌊T /H⌋ 4λ P mTγ mT (P )+(mL+1)Hπ 2 /3+(LD+2cH) 2T ln(5/δ).
Proof
The proof uses following steps:
Step 1. In this setting, we assume that the kernel functionk P satisfies the following high probability bound on derivatives of GP sample paths P ⋆ : for some positive constantsã P ,b P , for every j ∈ [d], for every i ∈ I, P sup z∈Z ∂P ⋆ (z, i)/∂z j >L P ≤ã P e −(LP /bP ) Using the preceding assumption and union bound, we have P ∀j ∈ [d], ∀z ∈ Z, ∀i ∈ I, ∂P ⋆ (z, i)/∂z j ≤L P ≥ 1 − mdã P e −(LP /bP ) 2 .
Now from Mean-Value Theorem, this implies that with probability at least 1 − mdã P e −(LP /bP ) 2 , we have ∀z, z ′ ∈ Z, ∀i ∈ I, P ⋆ (z, i) − P ⋆ (z ′ , i) ≤ L P z − z ′ 1 .
Next, by choosing |S l | = (2c 1 ml 2b P ln(mdã P /δ ′ )) m and |A l | = (2c 2 nl 2b P ln(mdã P /δ ′ )) n , we have, with probability at least 1 − δ
Step 2. Also we have, with probability at least 1 − δ
where |S l | = (2c 1 ml 2 b R ln(da R /δ ′ )) m and |A l | = (2c 2 nl 2 b R ln(da R /δ ′ )) n .
Now setting |S l | = max{(2c 1 ml 2 b R ln(da R /δ ′ )) m , (2c 1 ml 2b P ln(mdã P /δ ′ )) m } and |A l | = max{(2c 2 nl 2 b R ln(da R /δ ′ )) n , (2c 2 nl 2b P ln(mdã P /δ ′ )) n }, we see that both 45, 46 holds simultaneously.
Step 3. Given the history H l−1 , i.e. the observations upto round l − 1, the posterior distribution on P ⋆ (z, i) is N (μ R,l−1 (z, i),σ
