Aczél's and Ryll-Nardzewski's dyadic iterations are iterative procedures which associate to a given mean M a family of means
Introduction
Let be given a real interval I and a function F : I I ! I. Denoting by Dyad([0; 1]) the set of dyadic fractions of the interval [0; 1]; i.e.
Dyad([0; 1]) = k 2 n : 0 k 2 n ; n 2 N 0 ;
let us de…ne F (d) and F [d] for d 2 Dyad([0; 1]) as certain sequences of compositions of F with itself. In the …rst place, the Aczél's dyadic iterations F (d) of F are inductively de…ned for x; y 2 I as follows:
and, for every n 2 N 0 and 0 k 2 n+1 , F ( 
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In the second place, the Ryll-Nardzewski's dyadic iterations F [d] of F are de…ned for x; y 2 I by F [0] (x; y) x; F [1] (x; y) y;
and, for every n 2 N 0 and 0 k 2 n+1 , F [ 
Remarkably, both dyadic iterations arose in mathematical constructions related to a characterization of the quasiarithmetic means by using functional equations. Indeed, Aczél's dyadic iterations were employed in [1] (see also [2] , Chap. 6 and [3] , Chap. 17) to characterize quasiarithmetic means as the solutions to F (F (x; y); F (u; v)) = F (F (x; u); F (y; v)); x; y; u; v 2 I;
a functional equation of composite type named bisymmetry equation, while RyllNardzewski's ones arose in [22] with the same purpose but using, instead of (6), the system of equations F (F (x; y); z) = F (F (x; z); F (y; z)) F (x; F (y; z)) = F (F (x; y); F (x; z)) x; y; z 2 I;
known as self-distributivity equations.
In this paper the above de…ned iterations are studied mainly in the case in which the function F is a mean, so that a relative series of notations and terminology is now presented. Remind that a (two variables) mean M de…ned on a real interval I is a function M : I I ! I which is internal ; i.e., it satis…es the property minfx; yg M (x; y) maxfx; yg; x; y 2 I:
The mean is said to be strict when the inequalities in (8) are strict provided that x 6 = y (strict internality). In view of the equality M (x; x) = x; x 2 I;
holds for every internal function M , means are re ‡exive functions. A mean M is said to be symmetric when M (x; y) = M (y; x); x; y 2 I:
The coordinate means X(x; y) x and Y (x; y) y are the unique means depending on a sole variable. The functions at the leftmost and rightmost members of the inequalities (8) are the extremal means min and max.
A mean M is [strictly] isotone when x 7 ! M (x; y) is [strictly] increasing for every y 2 I and y 7 ! M (x; y) is [strictly] increasing for every x 2 I. An isotone mean preserve the product order in I 2 ; i.e., M (x; y) M (x 0 ; y 0 ) provided that (x; y) (x 0 ; y 0 ). A strictly isotone mean is a strict mean.
If M is a mean de…ned on I and f : I ! R is a strictly monotonic and continuous function (i.e., a homeomorphism from I onto f (I)), the f -conjugated M f of M is the mean de…ned on f (I) by M f (x; y) = f (M (f 1 (x); f 1 (y)); x; y 2 f (I):
When M is a given mean and f varies on the set of homeomorphism from I in R, then M f runs along the entire class of conjugation of M . The means which are conjugated of the arithmetic mean A(x; y) = (x + y)=2 are named quasiarithmetic means; thus, a quasiarithmetic mean has the form A f (x; y) = f f 1 (x) + f 1 (y) 2 ; x; y 2 I;
where f : I ! R is a strictly monotonic and continuous function. When the interval I is a cone, a mean M de…ned on I is said to be homogeneous provided that M f = M for every linear map f : I ! I; f 6 = 0.
A mean M is said to be continuous or separately continuous when (x; y) 7 ! M (x; y) is continuous on I 2 or x 7 ! M (x; y); y 2 I, and y 7 ! M (x; y); x 2 I, are continuous on I, respectively. Means ful…lling special types of separate uniform Lipschitz-continuity will play a capital role in this paper. If, for every x; y 2 I, the inequalities jM (x; u) M (x; u 0 )j ju u 0 j and jM (u; y) M (u 0 ; y)j ju u 0 j
hold for every u; u 0 2 I, then the mean M is said to be separately nonexpansive, while it is said separately quasicontractive when it is separately nonexpansive and, for every x; y 2 I, one inequality (12) at least is strict provided that u; u 0 2 I; u 6 = u 0 . In view of the inequalities jM (x; y) M (x 0 ; y 0 )j jM (x; y) M (x 0 ; y)j + jM (x 0 ; y) M (x 0 ; y 0 )j jx x 0 j + jy y 0 j ; x; y; x 0 ; y 0 2 I; every separately nonexpansive mean M turns out to be a (L 1 ) Lipschitz-continuous function (with Lipschitz constant equal to 1). Extremal and coordinate means are simple examples of separately nonexpansive and separately quasicontractive means, respectively.
Separate nonexpansiveness and quasicontractiveness are properties of a mean which are not generally preserved by conjugacy (see Example 28 in the Appendix). Unlike these properties, the following ones remain invariant under conjugacy: a mean M is said to be separately (C)-nonexpansive [separately (C)-quasicontractive] when the class of conjugation of M contains a separately nonexpansive [separately quasicontractive] mean; i.e., when there exists a homeomorphism f : I ! R such that M f is separately nonexpansive [separately quasicontractive] (on f (I)). Further discussion on these concepts is contained in the …nal Appendix.
Returning to the main exposition, it should be pointed out that, under the denomination of dyadic iterations, a particularized study of Aczél's dyadic iterations was conducted in [8] and [4] (see also [11] ). In the last of this references, the following result was proved:
Theorem 1 For a strictly internal and re ‡exive function M , the function
where (d n : n 2 N) Dyad([0; 1]) is an increasing sequence with lim n"+1 d n = . The extension 7 ! M ( ) (x; y), which is a strictly monotonic function when x 6 = y (strictly increasing or decreasing depending on x < y or x > y), turns out to be unique and continuous provided that M is continuous. In this case,
Now, when M is a strict continuous mean, the map 7 ! M ( ) (x; y) in the statement of Theor. 1 exhibits a close similitude with the map
In fact, besides of being strictly monotonic and continuous, both maps assume the values x and y at the extreme points = 0 and = 1, respectively. Furthermore, M (1=2) (x; y) = M (x; y), while the map (14) takes the value (x + y) =2 = A(x; y) at = 1=2. As it is well known, (14) is the weighted version of the arithmetic mean A(x; y), so that the map 7 ! M ( ) can be thought as a sort of weighting of the mean M . In conformity with this thought, it can be inductively proved that, for every d 2 Dyad([0; 1]),
and hence, that the continuous extension A ( ) of A (d) , whose existence and uniqueness is ensured by Theor. 1, is given by (the weighting) A ( ) (x; y) = (1 )x + y of A. The problem of constructing weighted versions of a given mean is an important problem in the Theory of Means. General references on this theme are [14] and [13] , while [18] , [19] , [20] and [21] is list of articles in which the problem of weighting is solved for particular means. Even though this is a very incomplete list, the state of the art is revealed by its items: the weighting of a mean M (or, sometimes, a mean belonging to certain family M of means) is obtained by suitably modifying an analytical representation of M (or of the mean in M). A theory of weightings of two variables means which is independent of particular representations has arisen in [5] , while the case of n variables means was treated in [7] . An extensive discussion of the problem of weighting of means is also contained in this last reference. A generalization of the Aczél's dyadic iterations to three variables means is studied in [12] .
Following [5] , given a (two variables) mean M de…ned on I, by a weighting M of M is understood a map 7 ! M de…ned on the unit interval [0; 1] such that (CW1) M is a mean for every 2 [0; 1]; and (CW2) for every x; y 2 I, 7 ! M (x; y) assumes the particular values M 0 (x; y) = x; M 1=2 (x; y) = M (x; y) and M 1 (x; y) = y at the points = 0; 1=2; 1, respectively.
The problem of …nding a weighting of a general (continuous) mean M becomes non trivial when continuity or monotonicity of the map 7 ! M is required. In this regard, Theor. 1 is a satisfactory result inasmuch as it provides, for the means belonging to a class as ample as that constituted by the continuous strict means, a continuous and strictly monotonic weighting.
In this paper, the question of determining the conditions under which the Ryll-Nardzewski's iterations of a mean M can be pro…ted to construct a weighting of M is investigated. In this regard, it should be noted that the …rst iterations of Ryll-Nardzewski's coincide with the Aczél's …rst ones:
if n 2 and 0 k 2 n . Moreover, both dyadic iterations coincide on the class of quasiarithmetic means; namely, if M has the form (11), then
On the other hand, it is easy to see that an alternative de…nition of Aczél's dyadic iterations can be given by M (0) (x; y) = x; M (1) (x; y) = y and, for n 2 N 0 and 0 k 2 n+1 ,
In spite of the resemblance among (15) and (5), the properties of M [d] and M (d) di¤er considerably each other. As it will be seen along the next sections, there is for Ryll-Nardzewski's dyadic iterations no result so simple as Theor. 1 and, to a certain extent, the independent study of M [d] conducted along this paper is justi…ed by this fact. This study is structured as follows: in Section 2 are gather together the elementary properties of M [d] , while the study of the continuity of the monotonic extensions of the map d 7 ! M
[d] (x; y) is developed along the Sections 3, 4 and 5: the study of continuity at rational points (Section 3) is followed by the corresponding study at the irrationals of [0; 1] (Section 4), while a dynamic characterization of continuity is given at Section 5. The comparatively complex behavior of the Ryll-Nardzewski's dyadic iterations is there explained. Some auxiliary results not devoid of intrinsic interest are gather together in the …nal Appendix.
First properties of Ryll-Nardzewski' s dyadic iterations
In [8] and [4] , the elementary properties of the Aczél's dyadic iterations of a function F were collected. The corresponding study for Ryll-Nardzewski's dyadic iterations is abridged in this section. Let us begin with the following: 
Proof. The simple inductive proofs of the assertions will be, with exception of iv), omitted. For d = 0 or d = 1 the equality (16) is true by (4) . Assume that it was true for all dyadic fractions with denominator 2 n , then, (5) with d = k=2 n+1 ; 0 k 2 n+1 , and the symmetry of F yield
This completes the inductive proof. The simple proof of the following important result will be omitted.
As a consequence, iterations and conjugacy commute each other and therefore, Ryll-Nardzewski's dyadic iterations of a homogeneous mean turn out to be homogeneous.
A function F is said to be self-distributive or bisymmetric depending on equation (7) or (6) is satis…ed by F . Clearly, a bisymmetric function is also a self-distributive function. Ryll-Nardzewski's dyadic iterations coincide with Aczél's ones on the family of self distributive functions. Remark 5 (On the proofs of Aczél's and Ryll-Nardzewski's theorems ) The last result shown that Aczél's dyadic iterations can be replaced by Ryll-Nardzewski's ones in the proof of the characterization theorem of [1] and, correspondingly, that Aczél's dyadic iterations can be taken instead of Ryll-Nardzewski's ones in the characterization theorem of [22] .
Continuity at rational points
In what follows, the study of the Ryll-Nardzewski's dyadic iterations will be circumscribed to class of means. For a general mean M , the behavior of these iterations is appreciably di¤erent from that of Aczél's ones. First of all, unlike the map
is not necessarily strictly monotonic (for x 6 = y!) on the class of strict means. This fact is illustrated by the example below. is given by
it is concluded that CH [
However, the iterations become monotonic when applied to an isotone mean. 
then, the map de…ned for every x; y 2 I by
is the left continuous monotonic extension of
is similarly de…ned by substituting in (17) sup d2D ( ) by inf d2D + ( ) and inf d2D ( ) by sup d2D + ( ) . Note that the equality
holds when fd n : n 2 Ng Dyad([0; 1]) is any increasing sequence such that d n " 2 [0; 1] when n " +1, and that, correspondingly, by taking decreasing sequences in Dyad([0; 1]) with d n # 2 [0; 1] when n " +1 , the equality (17) imply
The case in which x > y is similar, while
Clearly, the respectively left and right-continuous maps 7 ! M [ ] (x; y) and
+ (x; y) have the same points of discontinuity. In this way, to study the continuity of the monotonic extensions of d 7 ! M Theorem 8 Let M be a strictly isotone and separately continuous mean de…ned on I; then, for every x; y 2 I, the following assertions hold:
are points of continuity as well;
is continuous (by the left) at 1. To show the continuity (by the right) at 0, it su¢ ces to prove that M
n ] (x; y) = x and taking into account the continuity of y 7 ! M (x; y), a passage to the limit in this equality gives
whence, in view of the strict isotonicity of M , the equality = x follows.
The proof of ii) easily follows from (5). In fact, for (18) whence (taking into account the separated continuity of M ) a passage to the limit n " +1 yields (19) and the continuity of M give
and, similarly,
which prove the continuity of 7 ! M [ ] (x; y) at =2 and ( + 1) =2, respectively.
iii) follows from i) and ii) by induction:
is continuous at = 0; 1 and, if it was continuous at the points of the form k=2 n with k = 0; 1; : : : ; 2 n , then it turns out to be continuous at the points of the form k=2 n+1 with k = 0; 1; : : : ; 2 n+1 . This completes the proof. The conclusions of the above theorem are not maintained when strict isotonicity is replaced by isotonicity: coordinate or extremal means illustrate this fact.
As shown by the Example 14 below, the continuity of
can not be generally ensured under the hypotheses of Theor. 8. In the following paragraphs, a series of concepts is introduced to facilitate the study of the continuity at such points.
In the …rst place, recall that a dyadic rational " 2 Dyad([0; 1]); " 6 = 1, admits a …nite binary representation of the form (0:" 1 " n ) 2 with " i 2 f0; 1g; i = 1; : : : ; n; and " n = 1. In general, a rational number 2 [0; 1] has a binary expansion of the form = (0:
where 1 n is the non-periodic part while " 1 " p denotes the periodic part of the expansion. The …nite sequence of digits " 1 " p is usually named period of the expansion and it is understood that it is minimal; i.e., there is no …nite sequence of digits " 1 " p 0 with p 0 < p such that = (0:
is said to be a periodic dyadic fraction when its binary expansion (20) does not contain a non-periodic part; i.e., when the binary expansion of has the form = (0:" 1 " p ) 2 . The set of all …nite sequences of digits will be denoted by FSf0; 1g; i.e. FSf0; 1g = S n2N f0; 1g n . The length of the sequence " = (" 1 ; : : : ; " n ) is`(") = n. On FSf0; 1g it is de…ned the operation '&'(concatenation) by If (" 1 ; : : : ; " p ) 2 FSf0; 1g is of form (" 1 ; : : : ; " p ) = (" 1 ; : : : ; " q )& &(" 1 ; : : : ; " q ) for a certain divisor q of p, then (" 1 ; : : : ; " p ) is said to be a repeating sequence. Thus, the sequence of digits (" 1 ; : : : ; " q ) corresponding to the periodic part of the binary expansion (20) is not a repeating sequence. An important role will correspond to the subset of FSf0; 1g constituted by all non repeating sequences, so that it will be denoted by N RFSf0; 1g.
The sets f0; 1g n ; n 2 N, will be equipped with the lexicographic order induced by the order de…ned on f0; 1g by f(0; 0); (0; 1); (1; 1)g. Recall that this order is de…ned by (" 1 ; : : : ; " n ) (" 0 1 ; : : : ; " 
where
Clearly, the equality
holds for every "; " 0 2 FSf0; 1g. It should be noted that, if (" 1 ; : : : ; " n ) 2 f0; 1g
n and " n = 1, then (0:
In view of this fact, for " 2 Dyad([0; 1]); " 6 = 1, let us de…ne h (") also by (21)- (22) provided that " = (0:
Lemma 9 If " = (" 1 ; : : : ; " n ) 2 FSf0; 1g, then
Proof. (23) is true for " = (0) and " = (1). Assuming that it was true for a given n 1 and every " = (" 1 ; : : : ; " n ) 2 f0; 1g n , then (21) yields h ("1;:::;"n;"n+1) (t) = h ("1;:::;"n) h "n+1 (t) =
This …nishes the inductive proof of (23). Now, if " = (0:" 1 ; : : : ; " n ) 2 
and (24) follows from (23).
Suppose that M is a mean and …x a point (x; y) 2 I 2 . Denote by I (x;y) the interval [minfx; yg; maxfx; yg]. As made before with the maps h (") , for every " = (" 1 ; : : : ; " n ) 2 FSf0; 1g let us de…ne a map m (") : I (x;y) ! I (x;y) by
Note that, when x = y, m (") is de…ned on the unique point u = x and m (") (x) = x. The equality
holds for every pair of sequences "; " 0 2 FSf0; 1g.
is also de…ned by (25)-(26). Even if the maps m (") depend on the point (x; y) 2 I 2 , this dependence will turn out to be not relevant in the next developments.
In the next result, the main properties of the maps m (") are established.
Proposition 10 Let M be a mean de…ned on I, then, the following assertions hold:
provided that " " 0 and x < y; the inequality (27) is reversed when x > y. In particular, if "; " Regarding iii), observe that
for every u 2 I (x;y) when x < y, while the inequalities (28) are reversed when x > y. Thus, if " = (" 1 ; : : : ; " n ) (" 0 1 ; : : : ; " 0 n ) = " 0 and x < y, then " = (" 1 ; : : : ; " i 1 ; 0; " i+1 : : : ; " n ) and (" 1 ; : : : ; " i 1 ; 1; " 0 i+1 ; : : : ; " 
for every u 2 I (x;y) . Clearly, (29) holds in the opposite sense when x > y.
The proof in the case in which "; " 0 2 Dyad([0; 1]) is derived from this and the discussion preceding Lemma 9.
A relationship existing among the maps h (") and m (") and some of its consequences are established by the following result. The set of …xed points of a map f is to be denoted by Fix(f ).
Proposition 11 Let M be a mean de…ned on I; then, the following asseverations hold:
ii) if " = (" 1 ; : : : ; " n ) 2 N RFSf0; 1g, then
and
iii) Fix(m (") ) 6 = ; for every " 2 FSf0; 1g provided that M is separately continuous; furthermore, if M is strictly isotone, then Note that the equalities
are derived by iterating the equality (30) of assertion i). On its part, when M is strictly isotone and separately continuous, the set of discontinuities of the map 7 ! M [ ] (x; y) is dense in [0; 1] provided that it is non void. This is a restatement of the assertion iv). Proof. Let us prove i) by induction on the length`("). If`(") = 1 and (22), (5) and (26) yield
Thus, assuming that (30) was true for`(") = n 1 and every d 2 Dyad([0; 1]); d 6 = 1, for " 2 FSf0; 1g with`(") = n + 1, it can be written " = " 0 &(" n+1 ) with `(" 0 ) = n and thus,
which completes the inductive proof of i).
whence, taking into account that h (") (0) = k=2 n by Lemma 9, equality (31) is obtained. By replacing d = 1 in (30), a similar reasoning shows that (32) holds. This …nishes the proof of assertion ii).
Regarding to iii), observe that the map m (") : I (x;y) ! I (x;y) is continuous by Prop. 10-i); thus, it has a …xed point at least. Now, if M is strictly isotone and " = (" 1 ; : : : ; " n ) 2 N RFSf0; 1g, then " 6 = (0; : : : ; 0) and " 6 = (1; : : : ; 1); thus, 0 < k = P n i=1 " i 2 n i < 1 1=2 n and, for x < y, the equalities proved in ii) yield
In this way, the extreme points of the interval I (x;y) are not …xed point of m (") . These inequalities are reversed when x > y, so that the conclusion is maintained.
To prove iv), assume that M is strictly isotone and separately continuous and …x x; y 2 I. Replacing d in (30) by the terms of an increasing sequence
whence, passing to the limit n " +1, it is deduced
or, equivalently,
since in view of Prop. 10-i) and ii) an inverse m 1 (") is admitted by m (") . Observe that this last equality holds also for every " 2 Dyad([0; 1]); " 6 = 1. Now, assume
There is no loss of generality in supposing that (a; b) is of the form (k=2 n ; (k + 1)=2 n ) for a certain 0 < k < 2 n 1, so that choosing " = k=2 n , it turns out to be
for every 2 (0; 1) and therefore, the map 7 ! m Proof. De…ne, for every k 2 N 0 , " k = "(1 + 1=2 p + + 1=2 kp ); then, " k " " when k " +1, and therefore,
On the other hand, by Prop. 10, it can be written
and the limit lim k"+1 m k (") (x) (given by (36)) is a …xed point of the map m " . Furthermore, if x < y and u 0 is the leftmost point of Fix(m (") ), then u < m " (u) < u 0 for x u < u 0 ; thus m k " (x) " u 0 when k " +1. Now, if x > y and u 0 is the rightmost point of Fix(m (") ), then u 0 < m " (u) < u for u 0 < u < x and therefore m k " (x) # u 0 when k " +1. This …nishes the proof. For a rational point 2 [0; 1) with binary expansion given by (20) , it can be written
:::; n ) (0:" 1 " p ) and the equality (34) yields
As a consequence of (38), the continuity of the map 7 ! M [ ] (x; y) at the rational point will depend on the dynamical properties of the map m (") . This is the content of the following:
Theorem 13 Let M be a strictly isotone and separately continuous mean de…ned on I. A necessary and su¢ cient condition in order that 7 ! M [ ] (x; y) be continuous at the rational point = (0: 1 n " 1 " p ) 2 is that the map m (") would have a unique …xed point in (minfx; yg; maxfx; yg). Proof. Let = (0: 1 n " 1 " p ) 2 be a rational number belonging to the interval (0; 1). To prove the su¢ ciency, …x a point (x; y) 2 I 2 and assume that m (") ; " = (" 1 ; : : : ; " p ) 2 N RFSf0; 1g, has in (minfx; yg; maxfx; yg) a unique …xed point u 0 which, after Lemma 12, is given by u 0 = M
["] (x; y). Let us prove
First of all, observe that 0 < " < 1
and therefore, for a small enough > 0, there exists
when m " +1. In fact, by Lemma 9, h (") (t 0 ) = t 0 if and only if
where k = P p i=1 " i 2 p i ; hence, the unique …xed point t 0 of h (") is given by
and therefore, h k (") (d 0 ) # " when k " +1, as a¢ rmed. On the other hand,
; and then (33) implies
or, in view of (39), M
["]
Now, the continuity of 7 ! M [ ] (x; y) at = follows from (38) and the continuity at = ". To prove the converse, assume that Fix(m (") ) was not a singleton for a certain point (x; y) 2 I 2 . Then, assuming x < y, the sequence M [" k ] (x; y) where " k is de…ned like in the proof of Lemma 12 satis…es
where u 1 is the leftmost …xed point of m (") . On the other hand, the sequence
+ (x; y) = lim
where u 2 is the rightmost …xed point of m (") . Since
is not continuous at = " and, in view of (38), neither at = .
As a corollary of the proof of Theor. 13, at a rational point = (0: A separately quasicontractive mean M give rise to a family of maps fm (") : " = (" 1 ; : : : ; " p ) 2 N RFSf0; 1gg with a unique …xed point in I (x;y) . In fact, if M is separately quasicontractive then, for every u; u 0 2 I (x;y) , one at least of the inequalities
hold, and therefore, for " = (" 1 ; : : : ; " p ) 2 N RFSf0; 1g,
being strict at least one of these inequalities, so that the existence of two …xed points u 1 6 = u 2 has a contradictory consequence:
Theorem 15 Proof. If M is separately (C)-quasicontractive, then M f is separately quasicontractive for a certain homeomorphism f : I ! R; thus, the previous discussion and Theor. 13 show that 7
, by the continuity of f . Thus,
is continuous on [0; 1] \ Q for every x; y 2 I.
Continuity at irrational points
As a …rst fact concerning the continuity of 7 ! M [ ] (x; y) at irrational points it should be noted that the set of irrational discontinuities of this map is at most numerable. Now, let be an irrational number belonging to the interval [0; 1]; then, for every n 2 N there exits 0 k n < n such that
Clearly, k n = P n i=1 i 2 n i provided that (0: 1 2 ) 2 is the binary expansion of and k n 2 n " and
when n " +1. In this way, substituting " by ( 1 ; 2 ;
; n ) successively in (31) and (32) yield 
Now, if M is strictly isotone, then, when x < y,
while, when x > y,
+ (x; y) and lim
and the following result can be established:
Theorem 16 Let M be a strictly isotone mean de…ned on I and 2 [0; 1] be an irrational number with binary expansion (0: 1 2 ) 2 . Then, for a given (x; y) 2 I 2 , the map 7 ! M [ ] (x; y) is continuous at = if and only if the sequence m ( 1 ; 2 ; ; n ) : n 2 N converges to a constant map when n " +1.
After the observation made at the beginning of the section it turns out to be that, with the possible exception of a sequence of irrational points, the sequence m ( 1 ; 2 ; ; n ) : n 2 N always converges to a constant map when n " +1. Lemma 9 shows that the hypothesis of the above theorem are ful…lled when h ( 1 ; 2 ; ; n ) is de…ned by (21)-(22) (in whose case M = A). Proof. By Prop. 10-ii), the map m ( 1 ; 2 ; ; n ) is strictly increasing on I (x;y) when x 6 = y; thus, assuming x < y, it turns out to be
+ (x; y) and taking into account (40), (41) and (42), a passage to the limit n " +1 in the above inequalities gives
so that there exists lim n"+1 m ( 1 ; 2 ; ; n ) (u) for every u 2 I (x;y) and the limit function does not depend on u. When x > y, all above inequalities hold in reverse sense, so that the conclusion remains unchanged. Conversely, if the sequence m ( 1 ; 2 ; ; n ) : n 2 N converge to a constant map when n " +1, then lim n"+1 m ( 1 ; 2 ; ; n ) (x) = lim n"+1 m ( 1 ; 2 ; ; n ) (y) and therefore, (40), (41) and (42) at the point = ; i.e.
Lemma 17 Let M be a strictly isotone mean; then, for every 2 [0; 1],
In words, the gap at the point S( ) is the image under the map of the gap at the point . Proof. In the course of the proof of Theor. 8-ii) was proved that, for every The above equalities can be equivalently written as follows:
In this way,
when 2 [0; 1=2), while Proof. First suppose that M is strictly isotone and separately nonexpansive and …x a point (x; y) 2 I 2 . Then, for every u; u 0 2 I, Using these inequalities it can be easily shown that, for every 2 [0; 1],
whence, using Lemma 17, the following inequality is derived:
Now, suppose that 2 [0; 1] is an irrational number with binary expansion given by (0: 1 2 ) 2 . If the equality S m ( ) = S n ( ) was true for m; n 2 N; m < n, then, setting p = n m, the equality S kp (S n ( )) = S n ( ) would be true for every k 2 N and therefore, S n ( ) = (0: n+1 n+2 ) 2 would have the form
In other terms, (0: 1 n " 1 " p ) 2 would be the form of the binary expansion of , contradicting its supposed irrationality. In consequence, S m ( ) 6 = S n ( ) when n 6 = m and therefore, the positive orbit fS n ( ) : n 2 N 0 g of an irrational number contains an in…nity of di¤erent points. In this way, if an irrational 2 [0; 1] was a discontinuity of the map
jG[ ]j > 0 and, iterating inequality (53), it is deduced
which, taking into account that P +1 n=1 jG[S n ( )]j jy xj < +1, turns out to be a contradiction. Thus, 
Another approach to continuity
Let M be a strictly isotone and separately continuous mean de…ned on I. Taking into account the de…nition (45)- (46) of the map , the equality (49) can be rewritten in the form
This equality enable us to consider the question of continuity of the map 7 ! M [ ] (x; y) from a dynamical point of view.
Firstly, let us write the equality (55) in the form
x; y) = h (x;y) ( ) was continuous, then h (x;y) would be an homeomorphism from [0; 1] onto I (x;y) and therefore, would turn out to be topologically conjugated ( [16] , pg. 68) to the shift S. Furthermore, h (x;y) is an increasing homeomorphism when x < y while it is decreasing when x > y. Since the converse is also true, the following result can be established: for every x; y 2 Y; x 6 = y, the map given by (45)- (46) is topologically conjugated to the shift transformation S through an homeomorphism H (x;y) such that H (x;y) is increasing when x < y and decreasing when x > y.
Proof. The necessity was proved in the discussion preceding the statement of the theorem. Conversely, suppose that for every x; y 2 I; x 6 = y, there exists a homeomorphism h (x;y) from [0; 1] onto I (x;y) with h (x;y) increasing when x < y and decreasing when x > y , such that equality (56) is satis…ed by h (x;y) ; i.e.,
In this way, assuming that x < y, it turns out to be h (x;y) ( ) > h (x;y) ( ) when 0 < < 1=2, while h (x;y) ( ) < h (x;y) ( ) when 1=2 < 1 and thus, from (45) it is deduced that
From (57), (58) and (26) it is deduced
which, taking into account that h (x;y) (0) = x and h (x;y) (1) = y, shows that h (x;y) . Using these notations, equality (55) takes the form
in which (x;y) ; H (x;y) and S are maps from [0; 1] into itself, so that by identifying the extreme points of the interval [0; 1], all maps entering in (55) become maps de…ned on the circle S 1 . As a map from S 1 into S 1 , the shift S turns out to be continuous and the same is true for (x;y) ; x; y 2 I (since M was supposed strictly isotone and separately continuous). Furthermore, both maps have degree ( [16] , pg. 72) equal to 2; i.e. deg( (x;y) ) = 2 = deg(S), while deg(H (x;y) ) = 1;
Theor. 20 can be restated in the following form: for a strictly isotone and separately continuous mean M de…ned on I, the map 7 ! M [ ] (x; y) is continuous on [0; 1] if and only if, for every x; y 2 Y; x 6 = y, the above de…ned map (x;y) is topologically conjugated to the shift S through an homeomorphism H (x;y) whose degree satis…es (62). Moreover, the statement is simpli…ed when M is a symmetric mean: x; y 2 Y; x < y, the above de…ned map (x;y) is topologically conjugated to the shift S through an homeomorphism H (x;y) with deg(H (x;y) ) = 1. In fact, if x > y, then interchanging the roles of x and y in (61) yields
and thus
Taking into account that S (1 ) = 1 S( ); 2 S 1 and that, by (a pas-
+ (x; y) is a continuous map with degree deg(H (x;y) ) = 1. Now, in view of (y;x) = (x;y) and (45)- (46), (y;x) = 1 (y;x) (y;x) = 1 (x;y) (x;y) = (x;y) and therefore, (x;y) H (x;y) ( ) = H (x;y) S ( ) ; 2 S 1 :
Remark 22 (Di¤ erence among Aczél's and Ryll-Nardzewski's dyadic iterations) By using the representation given by (15) , an equality can be written which is to the Aczél's dyadic iterations as equality (55) is to the Ryll-Nardzewski's ones. Indeed, de…ning a transformation T ( ) :
where T 0 ; T 1 : I 2 ! I 2 are the mean-type maps respectively given by T 0 (x; y) = (x; M (x; y)) and T 1 (x; y) = (M (x; y); y); x; y 2 I;
it turns out to be
The qualitative di¤ erences evidenced by (15) and (63) (21), (22) and (44), the set of solutions to the equation S n (x) = can be written in the form f n;k : 0 k < 2 n g where n;k is given by n;k = h (") ( ); provided that " = (" 1 ; : : : ; " n ) 2 FSf0; 1g satis…es (`(") = n and) is an open subset of R with an in…nite number of components; more precisely,
n where J n = (H( n ); H( + n )); n 2 N 0 , and
and realize that f really has the form
where the maps f 0 and f 1 are strictly increasing and continuous on 6 Weightings by using Ryll-Nardzewski' s dyadic iterations
The results proved in the preceding sections enable us to establish the following theorems on weightings based on Ryll-Nardzewski's dyadic iterations.
Theorem 24 Let M be a strictly isotone and separately continuos mean de…ned on I. In order that the map 7 ! M [ ] (x; y) be continuous for a given (x; y) 2 I it is necessary and su¢ cient that the following conditions be satis…ed:
(i) for every " = (" 1 ; : : : ; " n ) 2 N RFSf0; 1g, the map m (") = m "1 m "n has a unique …xed point in I (x;y) ; and (ii) for every irrational number = (0: 1 2 ) 2 2 [0; 1], the sequence of maps m ( 1 ; 2 ; ; n ) : n 2 N converges to a constant in I (x;y) when n " +1. provided that M is continuous. 
Appendix
A useful criterion of separated nonexpansiveness or quasicontractiveness can be formulated in terms of partial derivatives. To this end, consider a mean M de…ned on I such that there exist its partial derivatives M x and M y on I 2 . If M is, in addition, separately nonexpansive, then passing to the limit u 0 ! u in the inequalities (12) yields jM x j 1 and jM y j 1:
Conversely, if a mean M has partial derivatives M x and M y satisfying inequalities (64), then the Mean Value Theorem yields
where is an intermediate value, and in a similar way, jM (u; y) M (u 0 ; y)j ju u 0 j ; u; u 0 2 I; so that M turns out to be separately nonexpansive. Clearly, M turns out to be separately quasicontractive provided that at least one of the inequalities (64) is strict.
Proposition 27 Let M be a mean de…ned on I with partial derivatives existing at every point (x; y) 2 I 2 ; then M is separately nonexpansive if and only if the inequalities (64) are satis…ed by M x and M y . When one at least of these inequalities is strict, M turns out to be separately quasicontractive.
Proof. See the previous discussion.
Using the above result, an example is exhibited which shows that separate (C)-nonexpansiveness is a property weaker than separate nonexpansiveness:
Example 28 (A separately (C)-quasicontractive but not separately nonexpansive mean). The Heronian mean H E is the mean de…ned (cf. [13] , pg. 399) by H E (x; y) = x + y + p xy 3 ; x; y > 0:
and therefore H E is not a separately nonexpansive mean by Prop. 27. The conjugated (H E ) f of H E by the homeomorphism f (x) = p x; x > 0, is clearly given by (H E ) f (x; y) = r x 2 + xy + y 2 3 ; x; y > 0:
is known as the generalized logarithmic mean of order 2 (cf. [13] , pg. 385) and, as expected, L [2] x (x; y); L [2] y (x; y) > 0; x; y > 0, so that L [2] is also strictly isotone. Now, by adding the partial derivatives of L [2] , for x; y > 0 it is obtained L [2] x (x; y); L [2] y (x; y) < L [2] x (x; y) + L [2] y (x; y) = r x 2 + xy + y 2 3
The last inequality is derived from the fact that L [2] is a superarithmetic mean:
A(x; y); x; y > 0:
In this way, Prop. 27 shows that L [2] is separately quasicontractive.
Even if separate (C)-nonexpansiveness is a property considerably weaker than separate nonexpansiveness, it is far from being generally enjoyed by continuous means. The next example illustrates this fact.
Example 29 (A family of continuous but not separately (C)-nonexpansive means) Suppose that a continuous mean M de…ned on I satis…es the following property: there exists an isolated point (x 0 ; y 0 ) 2 int I 2 ; x 0 6 = y 0 , such that M (x 0 ; y 0 ) = minfx 0 ; y 0 g or M (x 0 ; y 0 ) = maxfx 0 ; y 0 g; in other words, M ceases of being a strict mean only in an isolated point (x 0 ; y 0 ) 2 int I 2 . Let us show that M can not be separately (C)-nonexpansive. In fact, if M was separately (C)-nonexpansive, then there would exist a homeomorphism f : I ! R such that the inequalities
and follows by iteration. Replacing in this last equality u by y 0 0 =2, u 0 by y 0 + 0 =2 and then passing to the limit n " +1, it is deduced jf (x 0 ) f (y 0 )j = lim Since f is injective, jf (x 0 ) f (y 0 )j > 0 and then, the continuity of f at y 0 is contradicted by the above inequality. In the case in which x 0 < y 0 ; M (x 0 ; y 0 ) = y 0 , a similar contradiction is obtained by considering the map m 1 (u) = M (u; y 0 ) in the interval [x 0 ; y 0 ] and inequality (66). The remaining cases are analogously treated. This proves that M can not be separately (C)-nonexpansive.
Since the mean M constructed in Example 23 is discontinuous at the points of the orbit of an irrational number, it can not be separately (C)-nonexpansive by Theor. 18; thus, an example of strict mean which is not separately (C)-nonexpansive is provided by M . Now, let us prove the result used in constructing the means of Examples 14 and 23. 
Of course, there are in…nite continuous symmetric means M de…ned on [0; 1] satisfying the boundary value conditions (67). For instance, if is the harmonic function in the triangle 0 < u < v < 1 with boundary values given by (0; t) = 0 (t); (t; 1) = 1 (t); (t; t) = t; (0 t 1), then, by the maximum principle (cf. [15] ), u (u; v) v for every u < v, whence the symmetric extension to Let us consider a splitting of the triangle T in four triangular subdomains T i ; i = 1; 2; 3; 4, respectively de…ned by 
For every i = 1; 2; 3; 4, the function M i = M j Ti ; i = 1; 2; 3; 4, is continuous and strictly increasing in both variables on its respective domain of de…nition.
Take, for example, i = 2; then, the continuity of M 2 follows from that of 0 and, regarding the monotonicity, we have the equality
in which, taking into account that 0 (v) < < 1 provided that v < 1, the inequality
holds for the coe¢ cient of the variable u and thus, u 7 ! M 2 (u; v) turns out to be strictly increasing in the interval [0;
]. Note that the interval [0; 
which, taking into account that the interval [ ; 1 (1 ) u ] reduces to the point when u = , proves that u 7 ! M 2 (u; v) is strictly increasing in the interval [ ; 1 (1 ) u ]. The proof of the continuity and the strict monotonicity of the remaining M i is similar. Now, for every i = 1; 2; 3; 4, the function M i is internal in its respective domain of de…nition. For example, taking into account that 0 0 (v) < 1, it can be written
and M 2 (u; v) (1 )u 1 v u for every (u; v) 2 T 2 . The internality of the remaining M i can be analogously proved. Note in passing that it is right here where the hypotheses 0 (u) < u < 1 (u); 0 < u < 1, are employed: the inequality 0 (v) < v shows that M 1 (u; v) < v, while the inequality u < M 4 (u; v) is a consequence of u < 1 (u).
Now, observing that
T 1 \ T 2 = f(u; v) 2 T : v = ; u g; T 2 \ T 3 = f(u; v) 2 T : (1 )u + v = g; T 3 \ T 4 = f(u; v) 2 T : u = g;
it is easy to see that M i j Ti\Tj = M j j Ti\Tj for every i; j = 1; 2; 3; 4; i 6 = j, and hence, that M de…ned by (68) turns out to be a strictly isotone and continuous mean M on the triangular domain T . This …nishes the proof.
