Intense rainfall can generate storm sewer system failures along with large surface runoff events which represent an issue for industrial sites' security assessment. Numerical modelling tools, including standard bi-dimensional (2D) free surface flow models, are applied in a wide variety of flood risk practical studies straight from the purpose for which they had originally been designed. This study focuses on possibilities, performances and limits of the use of standard modelling tools for high resolution runoff simulations over an industrial site. Two categories of runoff scenarios are tested over this industrial site test case, with three modelling tools relying on different numerical schemes. Simulated water depth evolutions are found to be comparable between modelling tools, nevertheless, the possibilities of these modelling tools' optimal use with a highly refined topographical resolution for runoff scenarios are revealed to be unequal. Used indicators for computation reliability checks do not point out major inconsistencies in calculation under critical models' optimisation. Indeed, emphasis is placed on restrictive aspects to achieve with standard modelling tools a balance between computational stability, swift and precise in high resolution runoff modelling.
ABBREVIATIONS AND NOTATION

2D
Bi-dimensional Consequently, the need of expertise for industrial flood risk evaluations may result in the use of standard modelling tools in practical applications for intense runoff survey using high resolution topographical data. In this context, the use of standard 2D modelling tools for runoff modelling for industrial sites deserves special consideration. This being the case, it appears essential to address the reliability of the use of these practical tools for such a purpose. Indeed, for an industrial site environment, intense runoff might result in rapid changes in flow regime, small water depths and high gradient properties.
Numerical treatment of these properties by standard 2D
SWEs-based models could become challenging. Indeed, if standard 2D SWEs-based models application domain boundary is reached this might lead to restrictions for their use.
Some of the above-ground components of industrial environments (e.g., walls, sub-platforms, etc.) introduce vertical effects in runoff hydrodynamics. Even if their impact seems negligible compared to the overall horizontal dimensions of the physical runoff process, tri-dimensional (3D) numerical models have been tested. Indeed, this category of modelling tools is extensively used by consulting companies working with industries for other categories of safety assessment purpose. Therefore, industrial operators might end up using this category of modelling tools to demonstrate the safety of their installation regarding runoff risk.
The aim of this paper is to focus on commonly used standard numerical modelling tools' performances to calculate surface runoff water depth evolutions over an industrial site test case, in a storm sewer system failure context. The objective is also to assess the possibilities and limits of high resolution topographical data use with different categories of standard numerical modelling tools.
To examine the feasibility, performances and limits of such an approach, two categories of scenarios with equal quantities of water in the context of a blocked stormwater sewer system were tested:
1. A 1-h long rainfall event totalling 100 mm, according to two different temporal distributions (S1a and S1b).
2. An initially 0.1 m high water elevation over the whole domain (S2).
Even if equal quantities of water are considered, these two scenario categories lead to different runoff dynamics and their simulation may highlight different kinds of critical modelling aspects to monitor.
The work presented here is based on a test case which has specificities of real industrial sites in terms of spatial extent, topography and infrastructures that influence surface drainage paths.
The selected standards modelling software belong to three different categories of modelling tools widely used by consulting companies in practical engineering applications:
• Danish Hydraulic Institute (DHI) 2D SWEs finite difference and volume-based hydrodynamic modules, respectively Mike 21 and Mike 21 FM (DHI a, b).
• An OpenFOAM (distributed by OpenCFD Ltd) based tridimensional finite volume method (3D FVM), using preand post-processing tools developed by Néodyme
Company.
The objective of the analysis is to assess the performance, limits and added value of each modelling tool in a test case where the runoff dynamic, especially in the light of water surface elevation, has to be evaluated with a high degree of accuracy.
TEST CASE ELABORATION
Industrial site digital elevation model (DEM)
The topographic modelling is a key issue, especially when 
Runoff scenarios
The two approaches considered for surface runoff modelling scenarios introduce the same quantity of water over the domain with a homogeneous spatial repartition. • The first category of scenario (S1) is based on a 1-h-long rainfall event totalling 100 mm. Two cases were envisaged (Figure 2 ), one with a constant rainfall intensity-100 mm h À1 (S1a) and one with a triangular intensity variation over the event duration (S1b).
• The second scenario category is based on an initial 0.1-mthick water surface elevation over the entire industrial site domain (S2).
These two categories of scenario were not compared with each other in detail as they do not have comparable physical meaning. Nevertheless, both approaches deserve to be considered to show the models' applicability, performances and limits.
For S1a and S1b, the overland flow was simulated for up to 1 h after the end of the rainfall event. For S2, overland flow was simulated for 30 min.
MODELS' DESCRIPTION Selected modelling tools
The three modelling softwares tested for our study are: Mike That is not a standard case, and the solver method performance depends on the ground surface mesh 3D resolution.
Models' general parameters
Boundary conditions
With all the selected modelling tools, the general purpose was to set boundary conditions close and far enough from the area of interest so that they do not interfere with flow in this area. Over the domain, initial condition for water depth (h init ) and velocities were null for scenarios S1a and S1b, whereas for S2, h init was equal to 0.1 m and velocities equal to 0.
In both Mike 21 and Mike 21 FM software, a cell is either considered as a part of the solution domain (wet) or as a boundary (dry) (DHI a, b). A threshold value (h dry ) represents the boundary value under which water can be accumulated, but 2D SWEs are not resolved. 2D
SWEs are fully resolved when a cell water depth is above a user-defined threshold value (h wet ). Between h dry and h wet , only a part of the 2D SWEs are resolved. For the purposes of this paper, we are interested in the full resolution of 2D SWEs and therefore a minimisation of these thresholds in models' setup has been performed. Thus, only water levels above h wet are analysed. The 3D FVM is able to capture any small height of water.
Spatial discretisation
The selected modelling tools use different numerical schemes and notably, different spatial discretisation approaches ( Figure 3 ). The mesh structure and resolution play an important role in models' performance and stability.
In Mike 21, models' DEM grids can be used for discretisation whereas with Mike 21 FM, non-structured mesh was generated to discretise the domain with an important refinement in order to finely represent flow influencing infrastructures. In addition, two approaches for building representations were used. In Mike 21, buildings were represented as elevation data (building block method: BB).
In Mike 21 FM, buildings were excluded from mesh using their footprints as break lines. In that case, a normal noslip wall boundary condition was applied to account for the blockage effects of buildings (building hole method:
BH). For urban flooding simulations, these approaches equally fulfil requirements for building representation to The points located near these strong gradient zones are first extracted from the original raster, and then collapsed along geometrical curves fitting the actual geometry.
Finally, these lines are used to draw local 3D structured volume meshes with gmsh. These volumes are grouped into two categories: 'channels' (hollow) and 'side mounts' (elevations). Remaining areas consist of a continuous topography. This process is summed up in Figure 4 . Finally, the goal is to build a surface covering the entire domain (including channels and mounts) sufficiently continuous to be extruded. In order to avoid a prohibitive number of cells in the final mesh, the resolution is progressively degraded far from the discontinuities.
Energy loss parameters
For 
Framework for models' comparison
Optimised setups for each modelling software and scenarios were defined. Indeed, to obtain stable and comparable models, several setup tests were carried out. The purpose was to model scenarios using optimal parameters and to obtain balanced computation and runs with regard to: objectives, model possibilities and computer performances. For the study purposes, standards considered as optimal were:
• a fine discretisation use;
• a minimisation of complete SWEs resolution threshold;
• a non-prohibitive computational time.
The computational resources used were a desktop computer (Intel Core2 Duo Processor E8400) for Mike 21 and Mike 21 FM model runs. A set of 10 processors (Two Intel Xeon X5680) of a Linux workstation was used to perform the 3D finite volume calculation.
Possibilities in reaching a balanced model setup for our specific applications were compared.
Optimisation of models' setup
Depending on models' optimisation possibilities and limitations, differences in parameterisation were generated. 
RESULTS
This section presents the parameters of interest (h max and water depth evolution) and the computation reliability indicator results. It has to be remembered that S1 and S2
categories of scenarios do not have comparable hydrodynamics and the results of their comparison stricto sensus is not the purpose of this paper. Nevertheless, separately they can give an insight into modelling tools' limits and flexibility. The results comparison in the light of (i) the approach specificity, (ii) the different numerical schemes' properties and (iii) the optimisation possibilities will be dealt with in the 'Discussion' section.
Rainfall events scenarios (S1)
Maximal water depth (h max )
A general overview of h max values calculated for rainfall scenarios (S1a and S1b) with Mike 21 and Mike 21 FM models is presented in Figure 5 . • Area A is a depression, not connected to any surface drainage structures but the crest line of the depression, leading to a unique drainage path.
• Area B is a corner between a building and a sidewalk.
• Area C is a narrowing roadway, lined on one side by a pavement and on the other side by a flooded curb.
• Area D is a parking zone with a slight slope (about 2%). The comparison of scenarios S1a and S1b results shows that h max values in flooded areas were up to 0.06 m higher for scenario S1b than for scenario S1a, representing a maximal difference in h max value among scenarios of up to 30% in these areas. S1a and S1b flooded areas' spatial extent with 
Water depth evolution
From a general perspective, for a given scenario, Mike 21
shows agreement with Mike 21 FM in calculation of water depth evolution on the area of interest. Figure 7 illustrates the water depth evolution comparison at point 18
where differences in h max calculation are important.
Scenarios S1a and S1b differences in rainfall intensity evolution resulted in differences in water depth evolutions.
Moreover, differences in water depth evolution in the first minutes of simulations are spotlighted in Figure 7 . These differences are related to models' differences in h wet for S1b, the times for accumulated rainfall to exceed h wet are respectively 5 min, 12.5 min and 12 min and 21.75 min.
Global water depth evolution is shown to respond quickly to rainfall event temporal variations due to configuration (sloppy) and to size of the modelled area. For instance, h max at point 18 was observed about 3 min after the peak in S1b rainfall intensity which occurs at 30 min.
Even simulation also ran for 30 min but the domain was emptied sooner.
The above-mentioned differences between the two models have three main origins explained as follows. That explains why the downhill accumulation of water is less pronounced in the OpenFOAM simulation, and why the domain is emptied sooner.
Next, the roughness definition leads to differences in the velocity field. Indeed, roughness parameters were separately evaluated in each model, and their conformity is not guaranteed (this would need a study in itself, and is not the purpose of our paper). Indeed, the higher the water velocity flowing downwards over the bank, the faster the fluid flow when impacting curbs and pavements, thus the more important might be the water quantity passing above them. Moreover, these structures' overflow phenomena can be more accu- Despite the above-mentioned differences, a good general behaviour agreement is observed, and is reinforced by the calculation of non-trivial quantities, such as surface flow rates. Discharge was computed through Section 1 (Figure 10 ). This figure enhances the differences in discharge evolution and magnitude which are due to previously explained remarks.
Indicators of computation reliability in models
Mass balance building with standard tools for our specific application were raised and were mainly a function of:
1. possibilities in discretisation refinement;
2. degree of flexibility in numerical treatments to accommodate flow regime changes and high gradient treatment;
3. inherent limitations to obtain an adapted threshold for complete 2D SWEs resolution.
Indeed, critical aspects to achieve an equilibrated balance between computational stability, both swift and precise were emphasised. To estimate the computation reliability of models for such application, at least, indications such as maximum CFL number, mass balance check and spurious oscillation occurrences in results should be carefully regarded.
