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RESOLVING EXTENSIONS OF FINITELY PRESENTED
SYSTEMS
TODD FISHER
Abstract. In this paper we extend certain central results of zero
dimensional systems to higher dimensions. The first main result
shows that if (Y, f) is a finitely presented system, then there exists
a Smale space (X,F ) and a u-resolving factor map pi+ : X →
Y . If the finitely presented system is transitive, then we show
there is a canonical minimal u-resolving Smale space extension.
Additionally, we show that any finite-to-one factor map between
transitive finitely presented systems lifts through u-resolving maps
to an s-resolving map.
1. Introduction
One cornerstone of the study of dynamical systems is the theory of
hyperbolic dynamics introduced by Smale and Anosov in the 1960s.
For compact spaces the property of hyperbolicity, in general, produces
highly nontrivial and interesting dynamics. The best understood hy-
perbolic sets are those that are locally maximal (or isolated). For many
years it was asked if every hyperbolic set can be contained in a locally
maximal hyperbolic set: in [8] it is shown that this is not the case for
any manifold with dimension greater than one.
This paper is in part an investigation into hyperbolic sets that are
not locally maximal. If a hyperbolic set is not locally maximal one of
the next properties one considers is the existence of a Markov partition,
which is roughly a decomposition of the hyperbolic set into dynamically
defined rectangles. In [8] it is shown that any hyperbolic set can be
extended to one with a Markov partition.
The essential topological structure of a locally maximal hyperbolic
set is captured with the notion of a Smale space, introduced by Ru-
elle [14] and simplified by Fried [9]. A Smale space is an expansive
system with canonical coordinates (or a local product structure).
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Fried defined a finitely presented dynamical system as an expan-
sive system which is a factor of a shift of finite type. The finitely
presented systems contain the Smale spaces and share a great deal of
their structure; in particular, they are precisely the expansive systems
that admit Markov partitions [9].
In this paper we extend certain central results of zero dimensional
finitely presented systems (sofic shifts) to higher dimensional finitely
presented systems. This investigation is motivated in part by hyper-
bolic sets that need not be locally maximal, and also as a generalization
to higher dimension of the symbolic viewpoint. More specifically, the
present work looks at resolving maps from Smale spaces to finitely pre-
sented systems; these are absolutely central to the zero-dimensional
theory. A factor map from a space (X, f) to (Y, g) is u-resolving
(s-resolving) if it is injective on unstable (stable) sets.
Every sofic shift has a canonical extension to a closely related SFT
such that the factor map defining the extension is u-resolving. If the
sofic shift is transitive, then the extension can be chosen to be transi-
tive. Furthermore, in this setting there is a minimal extension in the
class of u-resolving extensions of the sofic shift to transitive SFTs (i.e.,
every such extension factors through the minimal one). In dimension
zero these covers permit the study of sofic shifts by the considerably
more accessible SFTs. It is natural to seek such covers of finitely pre-
sented systems by Smale spaces in positive dimension.
Theorem 1.1. If Y is a compact metric space and (Y, f) is finitely
presented, then there exists a Smale space (X,F ) and a u-resolving
factor map π+ : X → Y . Furthermore, if (Y, f) is transitive, then
there exists a transitive Smale space (X,F ) and a u-resolving one-to-
one almost everywhere map π+ : X → Y (a residual set of points exists
with a unique preimage).
Our proofs use a (highly nontrivial) symbolic coding to construct the
Smale space extensions. Fried gives a different proof of Theorem 1.1
in [9]. One aspect of this construction is that we are able to avoid a
difficult part of Fried’s argument [page 494, lines 28-29].
In general, there is no minimal extension to a Smale space for a
finitely presented system, see [15, 16]. However, if (Y, f) is finitely
presented and transitive we have the following result.
Theorem 1.2. If (Y, f) is a transitive finitely presented system, then
there exists a minimal extension among all transitive Smale spaces with
u-resolving factor maps onto Y .
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Another important class of zero dimensional systems is almost of
finite type (AFT). A subshift is AFT if it is the image of a transitive
SFT via a factor map which is one-to-one on a nonempty open set.
The AFT subshifts form the one naturally distinguished good class of
sofic shifts. In particular, Boyle, Kitchens, and Marcus [4] show that a
transitive AFT shift, has a canonical minimal extension to a transitive
SFT where the extension is minimal in the class of all extensions to
transitive SFTs. This extension is u-resolving, s-resolving and one-to-
one almost everywhere.
We extend this result to positive dimensions. An expansive system is
an almost Smale space if it is the image of a transitive Smale space
via a factor map which is 1-1 on a nonempty open set.
Theorem 1.3. Let (Y, f) be an almost Smale system, (X, g) be a tran-
sitive Smale space, and θ : X → Y be 1-1 almost everywhere, u-
resolving, and s-resolving. Let (X ′, g′) be an irreducible Smale space
and φ : X ′ → Y a factor map. Then φ factors through θ.
Approaching this subject with an eye to certain C∗-algebras Put-
nam [13] proved a surprising result: many factor maps lift through
u-resolving maps to s-resolving maps. The next result extends Put-
nam’s theorem to the case of finitely presented systems.
Theorem 1.4. Let (X, f) and (Y, g) be transitive and finitely pre-
sented, and π : X → Y a finite-to-one factor map. Then there ex-
ist Smale spaces (X˜, f˜) and (Y˜ , g˜) and factor maps φ, θ, and π˜, such
that φ and θ are u-resolving, π˜ is s-resolving and the following diagram
commutes:
X˜
φ

π˜
// Y˜
θ

X π
// Y
We remark that in the zero dimensional case, Boyle [3] obtained
the above result for sofic systems, and even provided a meaningful
generalization when the map is infinite-to-one. Boyle also establishes a
canonical mapping property in dimension zero. From Theorem 1.4 we
have the following corollary.
Corollary 1.5. If (Y, f) is transitive and finitely presented, then there
exists an SFT (Σ, σ), a Smale space (X,F ), an s-resolving factor map
α : Σ→ X, and a u-resolving factor map β : X → Y .
4 TODD FISHER
The paper proceeds as follows: In Section 2 we provide some back-
ground results and definitions. In Section 3 we give preliminary results
that will be used throughout the rest of the paper. These results give
some basic facts on factor maps and resolving maps. In Section 4 we
provide a proof of Theorem 1.1. In Section 5 we give a proof of Theo-
rem 1.2. In Section 6 we give a proof of Theorem 1.3. Lastly, in Section
7 we provide a proof of Theorem 1.4 and give a meaningful extension
of a magic word to the case of a finite-to-one factor map from an SFT
to a Smale space.
Acknowledgement: The author would like to thank Mike Boyle for
pointing out these problems and offering helpful advice and remarks.
2. Background
Before proceeding we review some useful concepts. Throughout the
presented work we let X be a compact metric space and f be a home-
omorphism of X . We now review expansive dynamics.
Definition 2.1. Let X be a compact topological space with metric
d(·, ·). A homeomorphism f : X → X is expansive if there exists
a constant c > 0 such that for all p, q ∈ X, where p 6= q, there is an
n ∈ Z with d(fn(p), fn(q)) > c.
The constant c > 0 is called an expansive constant. The definition
does not depend on the choice of metric, although the constant c may.
For ǫ > 0 and x ∈ X the ǫ-stable set is
W sǫ (x) = {y ∈ X | for all n ≥ 0, d(f
n(x), fn(y)) < ǫ},
and the ǫ-unstable set is
W uǫ (x) = {y ∈ X | for all n ≥ 0, d(f
−n(x), f−n(y)) < ǫ}.
For x ∈ X and f : X → X an expansive homeomorphism the stable
set is
W s(x) = {y ∈ X | lim
n→∞
d(fn(x), fn(y)) = 0}
and the unstable set is
W u(x) = {y ∈ X | lim
n→∞
d(f−n(x), f−n(y)) = 0}.
In [9] it is shown that for any expansive system (X, f) there exists
an adapted metric d(·, ·) and constants ǫ > 0 and λ ∈ (0, 1) such
that
d(f(x), f(y)) ≤ λd(x, y) for all y ∈ W sǫ (x) and
d(f−1(x), f−1(z)) ≤ λd(x, z) for all z ∈ W uǫ (x).
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The following is a standard result for expansive systems.
Lemma 2.2. If f : X → X is expansive with expansive constant c and
ǫ < c/2, then for any x, y ∈ X the intersection W sǫ (x)∩W
u
ǫ (y) consists
of at most one point.
A system (X, f) has canonical coordinates if for all sufficiently
small ǫ > 0 there exists a δ > 0 such that if x, y ∈ X and d(x, y) < δ,
then W sǫ (x) ∩W
u
ǫ (y) consists of one point.
A sequence {xn}
j2
j1
, where −∞ ≤ j1 < j2 ≤ ∞, is an ǫ-pseudo
orbit if d(f(xj), xj+1) < ǫ for all j1 ≤ j < j2 if j1 > −∞ or for all
j < j2 if j1 = −∞. For a given δ, ǫ > 0 an ǫ-pseudo orbit is said to be
δ-shadowed by x ∈ X if d(f i(x), xi) < δ for all j1 ≤ i ≤ j2. A map f
has the pseudo orbit tracing property (POTP) if for every δ > 0
there is ǫ > 0 such that every ǫ-pseudo orbit is δ-shadowed by a point
x ∈ X . In [11] it is shown that a space (X, f) is a Smale space if and
only if it has the pseudo-orbit tracing property.
A compact metric space X is topologically transitive for a map f
if for any open sets U and V inX there is n ∈ N such that f−n(U)∩V 6=
∅. A space X is topologically mixing for f if for any nonempty open
sets U and V in X there is N ∈ N such that f−n(U) ∩ V 6= ∅ for all
n ≥ N . A point x ∈ X is a chain recurrent point if for all ǫ > 0 there
is an ǫ-pseudo orbit from x to x. The chain recurrent set denoted
R(f) consists of all chain recurrent points.
The following theorem is a useful description of the chain recurrent
set of a Smale space. The theorem can be found in [1, p. 101-102],
however, the terminology is quite different.
Theorem 2.3. (Spectral Decomposition Theorem) Let (X, f) be a Smale
space. Then there exists a finite collection of disjoint compact invariant
sets Bi for 1 ≤ i ≤ l such that
• f |Bi : Bi → Bi is transitive for all 1 ≤ i ≤ l,
• R(f) =
⋃
1≤i≤lBi, and
• (Bi, f |Bi) is a Smale space.
We now review some properties of shift spaces. Let A be a finite
set of elements and AZ be the collection of all bi-infinite sequences of
symbols from A. A block (or word) over A is a finite sequence of
symbols in A. If x ∈ AZ and w is a block over A, we say w occurs in
x if there exist i, j ∈ Z such that w = x[i, j]. Let F be a collection
of blocks over A, called the forbidden blocks. Define XF to be the
subset of AZ which does not contain any block in F .
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A shift space (Σ, σ) consists of a set Σ ⊂ AZ such that Σ = XF
for some collection F of forbidden blocks in A and σ is the shift map,
where (σs)i = si+1 for any s ∈ Σ.
Definition 2.4. A subshift of finite type (SFT) is a shift space X
having the form XF for some finite set F of forbidden blocks.
For a point t ∈ Σ the local unstable set of s is denoted
W uloc(t) = {t
′ ∈ Σ | tj = t
′
j for all j ≤ 0}
and the local stable set of s is denoted
W sloc(t) = {t
′ ∈ Σ | tj = t
′
j for all j ≥ 0}.
For t, t′ ∈ Σ such that t0 = t
′
0 define the map
[t, t′] =
{
ti for i ≥ 0
t′i for i ≤ 0
.
So [t, t′] = W sloc(t) ∩W
u
loc(t
′).
A factor map from (X,F ) to (Y, f) is a surjective semi-conjugacy.
For (Y, f) a factor of an SFT (Σ, σ) by a factor map π : Σ → Y we
define a relation Eπ ⊂ Σ × Σ by (s, t) ∈ Eπ if π(s) = π(t). It is clear
that Eπ is an equivalence relation. The following Lemma provides a
useful characterization of Eπ.
Lemma 2.5. [9] Let (Σ, σ) be an SFT and (Y, f) a factor of (Σ, σ)
such that Y ≃ Σ/Eπ for an equivalence relation Eπ. Then (Y, f) is
expansive if and only if Eπ is an SFT.
Let (Y, f) be expansive and ǫ < c/2 for c an expansive constant of
(Y, f). Following Fried in [9] we define
Dǫ = {(x, y) ∈ Y × Y |W
s
ǫ (x) meets W
u
ǫ (y)}
and [·, ·] : Dǫ → Y so that [x, y] =W
s
ǫ (x) ∩W
u
ǫ (y). It follows that [·, ·]
is continuous.
Definition 2.6. A rectangle is a closed set R ⊂ Y such that R×R ⊂
Dǫ.
For R a rectangle and x ∈ R denote
W s(x,R) = R ∩W sǫ (x) and W
u(x,R) = R ∩W uǫ (x).
Let hx : R→W
s
ǫ (x,R)×W
u
ǫ (x,R) so that hx(y) = ([x, y], [y, x]). One
easily checks that this is a homeomorphism with h−1x (y, z) = [y, z]. A
rectangle R is proper if R = intR.
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Definition 2.7. Let (Y, f) be expansive with constant c > 0 and 0 <
ǫ < c/2. A finite cover R of Y by proper rectangles with diameter(R) <
ǫ for any R ∈ R is a Markov Partition if Ri, Rj ∈ R, x ∈ intRi,
and f(x) ∈ intRj, then
• f(W s(x,Ri)) ⊂ Rj and f
−1(W u(f(x), Rj)) ⊂ Ri, and
• int(Ri) ∩ int(Rj) = ∅ if i 6= j.
Let (Y, f) be a finitely presented system with expansive constant c
and assume there exists an SFT (Σ, σ) with a factor map π : Σ → Y .
Fix ǫ < c/2. After passing to a higher block presentation we may
assume that for each j ∈ A(Σ) the cylinder set Cj = {s ∈ Σ |s0 = j}
has an image Rj = π(Cj) that is a rectangle in Y . Furthermore, if
i, j ∈ A(Σ) with an allowed transition from i to j, y ∈ Ri, and f(y) ∈
Rj, then
f(W s(y, Ri)) ⊂W
s(f(y), Rj) and f
−1(W u(f(y), Rj) ⊂W
u(y, Ri).
This is called the Markov property.
For Ri and Rj rectangles the unstable j boundary of Ri is
∂juRi = {x ∈ Ri | x = lim xi, xi ∈ W
s
ǫ (x) ∩Rj − Ri}.
Similarly, we can define the stable j boundary of Ri as
∂jsRi = {x ∈ Ri | x = lim xi, xi ∈ W
u
ǫ (x) ∩ Rj −Ri}.
For a finitely presented system the boundary of a rectangle is
∂Ri =
⋃
j
(∂juRi ∪ ∂
j
sRi).
Let (Y, f) be a finitely presented system and (Σ, σ) an SFT extension
of Y with a factor map π such that the image of each cylinder set for
i ∈ A(Σ) is a rectangle Ri in Y . Following Fried in [9] we define the
symbol set, star, and second star for a set Y ′ ⊂ Y in the following
manner:
A(Y ′) = {i ∈ A(Σ) | there exists a point x ∈ Y ′ where x ∈ Ri},
star(Y ′) =
⋃
s∈A(Y ′)Rs, and
star2(Y
′) =
⋃
y∈star(Y ′) star(y).
3. Preliminary Results
In this section we provide some useful results concerning factor maps
from Smale spaces to finitely presented systems. These results will be
needed throughout the paper. The next lemma provides a criteria
on periodic points for a factor map from a Smale space to a finitely
presented system to be infinite-to-one.
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Lemma 3.1. Let (X,F ) be a transitive Smale space, (Y, f) be finitely
presented, and π : X → Y a factor map. If there exist convergent
sequences qn ∈ Y and periodic points pn, p
′
n ∈ X such that π(pn) =
π(p′n) = qn, pn 6= p
′
n for all n ∈ N, and limn→∞ pn = limn→∞ p
′
n, then
π is infinite-to-one.
Proof. The idea of the proof is to use the POTP to construct infinitely
many points in X mapping to a point in Y . Let cX and cY be expansive
constants for X and Y , respectively. Fix γ > 0 such that γ < cX and
if x, x′ ∈ X with d(x, x′) < γ, then d(π(x), π(x′)) < cY /4. We now
use the pseudo-orbit tracing property of X and fix δ, ǫ > 0 such that
max{ǫ, δ} < γ/4 and any ǫ-pseudo orbit in X is δ-shadowed by an orbit
in X . We know there exists an N ∈ N such that d(pN , p
′
N) < ǫ. Then
there exists an M ∈ N such that
FM(pN) = pN and F
M(p′N) = p
′
N .
Furthermore, since X is expansive there exists
0 < j < M such that d(F j(pN), F
j(p′N)) > cX .
Let s, s′ denote the finite sequences
pN , F (pN), ..., F
M−1(pN) and p
′
N , F (p
′
N), ..., F
M−1(p′N),
respectively. Let ω, ω′ be bi-infinite pseudo orbits that are concate-
nations of the segments s and s′ where ω 6= ω′. Then ω and ω′ are
δ-shadowed by points x and x′ in X , respectively. Then
d(F j(x), F j(x′)) ≥ d(F j(pN , f
j(p′N))− 2δ
> cX − γ/2 > 0
and therefore x 6= x′. Furthermore, π(x) = π(x′) = qN by the choice
of γ. We know there are uncountably many such pseudo-orbits ω, and
therefore #(π−1(qN )) =∞. ✷
We now use the previous lemma to prove a result about preimages
of periodic points for finite-to-one maps between a Smale space and a
finitely presented system.
Lemma 3.2. If (X,F ) is a transitive Smale space, (Y, f) is finitely
presented, π is a finite-to-one factor map from X to Y , and M =
miny∈Y #(π
−1(y)), then there exists a dense open set W ⊂ Y such that
each periodic point in W has M preimages.
Proof. Let y ∈ Y such that #π−1(y) = M . Suppose there does not
exist a neighborhood U of y such that each periodic point in U has
exactly M preimages. Then there exists a sequence qn → y such that
each qn ∈ Per(Y ) has more than M preimages. Since π is continuous
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and X compact we know that if {pn} ⊂ X is a sequence where pn ∈
π−1(qn) then any convergence subsequence of {pn} converges to a point
of π−1(y).
Then there exists a point x ∈ π−1(y) and sequences qnj ∈ Y , pnj , p
′
nj
∈
X such that
• qnj is a subsequence of qn,
• π(pnj) = π(p
′
nj
) = qnj ,
• pnj 6= p
′
nj
for all j ∈ N, and
• limj→∞ pnj = limj→∞ p
′
nj
= x.
Lemma 3.1 then implies that π is infinite-to-one, a contradiction. Hence,
there exists a neighborhood U of y such that each periodic point in U
has exactly M preimages. Finally, the transitivity of X implies that Y
is transitive and W =
⋃
n∈Z f
n(U) is a dense open set in Y such that
each periodic point in W has exactly M preimages. ✷
The next lemma shows that the bracket is preserved under π as long
as the points in X are sufficiently close.
Lemma 3.3. Let π : X → Y be a factor map from a Smale space
(X,F ) to a finitely presented system (Y, f). Then there exists a con-
stant δπ > 0 such that if x, x
′ ∈ X with d(x, x′) < δπ, then π([x, x
′]) =
[π(x), π(x′)].
Proof. We assume that we are using adapted metrics on both Y
and X . Let c be an expansive constant for Y and ǫ ∈ (0, c/2). So
W sǫ (y) ∩ W
u
ǫ (y
′) consists of at most one point for all y, y′ ∈ Y . Let
δπ, ǫ
′ > 0 be sufficiently small such that we have the following:
• If x, x′ ∈ X and d(x, x′) < ǫ′, then d(π(x), π(x′)) < ǫ.
• There exists a δπ such that if points x, x
′ ∈ X and d(x, x′) < δπ,
then W uǫ′ (x) ∩W
s
ǫ′(x
′) consists of one point in X .
Such a δπ and ǫ
′ exist since X is a Smale space.
It then follows that if d(x, x′) < δπ that [x, x
′] exists. We know that
d(F−n([x, x′]), F−n(x)) < ǫ′ and d(F n([x, x′]), F n(x′)) < ǫ′
for all n ∈ N. Since the map π is a factor map we have
d(πF−n([x, x′]), πF−n(x)) = d(f−n(π[x, x′]), f−nπ(x)) < ǫ and
d(πF n([x, x′]), πF n(x′)) = d(fn(π[x, x′]), fnπ(x′)) < ǫ for all n ∈ N.
This implies that
π([x, x′]) ∈ W uǫ (π(x)) ∩W
s
ǫ (π(x
′)) = [π(x), π(x′)].
✷
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Claim 3.4. Let (Y, f) be expansive with expansive constant c > 0 and
ǫ < c/2. If (Σ, σ) is an SFT extension of (Y, f) where the image of
each cylinder set is a rectangle, then
π(W iloc(t)) = W
i(π(t), Rt0)
for each t ∈ Σ and i = u or s.
Proof. Let tˆ ∈ W uloc(t). So tˆj = tj for all j ≤ 0. Hence,
π(σj tˆ) ∈ Rtj ⊂ Bǫ(π(σ
jt))
for all j ≤ 0. This implies that π(tˆ) ∈ W uǫ (π(t))∩Rt0 = W
u(π(t), Rt0).
Now suppose that y ∈ W u(π(t), Rt0). So there exists tˆ such that
π(tˆ) = y and tˆ0 = t0. Let s = [t, tˆ]. Then using a similar argument
as in the previous lemma it is not hard to show that π(s) = π([tˆ, t]) =
[π(tˆ), π(t)] = y and s ∈ W uloc(t). ✷
4. Finitely presented systems have resolving extensions
to Smale spaces
In this section we prove Theorem 1.1. The standard proof that every
sofic shift has a u-resolving extension to an SFT uses the future cover
of the sofic shift, see [10, p. 75]. The idea of the proof of Theorem 1.1
is very similar to the future cover construction. Namely, we will con-
struct an SFT extension, related to the future cover, that codes the
“different” unstable sets accumulating on a point. The SFT cover is
zero dimensional, hence, we will need to factor the SFT cover appro-
priately to a Smale space such that there is a u-resolving factor map
from the Smale space to the finitely presented system.
More specifically, the proof of Theorem 1.1 will proceed in the fol-
lowing steps: Let (Y, f) be a finitely presented system with a one-step
SFT, (Σ, σ), an extension of (Y, f), such that the image of each cylin-
der set is a sufficiently small rectangle. In each rectangle we know
there is a product structure, i.e., for a rectangle R if x, y ∈ R, then
[x, y] and [y, x] is defined. Hence, the breakdown of a local product
structure for a finitely presented system occurs at the boundaries of
the rectangles. We use the rectangles then to detect where the product
structure breaks down. We do this by coding the “different” unstable
sets accumulating on a point, as given by the rectangles, and construct
a one-step SFT, (Σ+, σ), and a factor map π
0
+ from Σ+ to Y . The
coding given by the SFT, (Σ+, σ), is too crude, in general, and so
we define an equivalence relation Eα ⊂ Σ+ × Σ+ and a factor map
α : Σ+ → X = Σ+/Eα. The equivalence relation Eα is defined so that
if, on a uniformly small scale, the unstable set detected by ω ∈ Σ+ and
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ω′ ∈ Σ+ is the same, then we say (ω, ω
′) ∈ Eα. Finally, we define a
factor map π+ such that π
0
+ = π+α and show that π+ is u-resolving
and X is a Smale space under the canonically induced map. So we will
have the following diagram.
Σ+
α
  
BB
BB
BB
BB
π0+

Σ
π
  B
BB
BB
BB
B X
π+
}}{{
{{
{{
{{
Y
4.1. Construction of Σ+. We now proceed with the construction.
Let d(·, ·) be an adapted metric for Y under the action of f . We
first need the rectangles in Y to be sufficiently small. Fix c > 0 an
expansive constant for Y , and 0 < ǫ < c/2. Let (Σ, σ) be a one-step
SFT extension of Y such that each cylinder set is a rectangle,
max
y∈Y
(diam(star2(y))) < ǫ/5 < c/10,
and for each y ∈ Y ∩Rj , where Rj is the image of the cylinder Cj under
π, we have f(W u(y, Rj)) ⊂W
u
ǫ (y). We note that the existence of such
a Σ is guaranteed by passing to a higher block presentation, if needed.
We now proceed with the construction of (Σ+, σ) using (Σ, σ). For
s ∈ Σ define
Ei(s) = {j ∈ A(Σ) |W
u(π(σ−is), Rsi) ∩Rj 6= ∅}.
We will use the sets Ei(s) to detect the different unstable sets accumu-
lating on a point in Y .
Remark 4.1. From the definition it follows that Ei(s) = Ei−j(σ
j(s))
for all s ∈ Σ and all i, j ∈ Z.
We now define the one-step SFT, (Σ+, σ), as an extension of (Y, f).
Let (Σ+, σ) be an SFT with symbol set
A(Σ+) = {(v, j) | (Ei(s), si) = (v, j) for some s ∈ Σ and i ∈ Z}
and define allowable transitions from
(v, j) ∈ A(Σ+) to (v
′, j′) ∈ A(Σ+)
if there exists an s ∈ Σ and i ∈ Z such that
(v, j) = (Ei(s), si) and (v
′, j′) = (Ei+1(s), si+1).
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A point ω ∈ Σ+ is canonically associated with s ∈ Σ if
ωi = (Ei(s), si) for all i ∈ Z.
For each ω ∈ Σ+ we know that if ωj = (vj , ij), then ij to ij+1 is an
allowed transition in Σ for all j ∈ Z. Furthermore, since (Σ, σ) is a
one-step SFT we know that if ω ∈ Σ+ and ωj = (vj , ij) for all j ∈ Z,
then there exists a unique s ∈ S such that sj = ij for all j ∈ Z. Hence,
there is a canonical map π0+ : Σ+ → Y such that π
0
+(ω) = π(s). It is
clear from the definition of Σ+ that this is a well-defined map.
4.2. Properties of Σ+. We now state and prove properties of Σ+ that
will be needed in the proof of Theorem 1.1. The next lemma shows
that the set of canonically associated ω is dense in Σ+.
Lemma 4.2. Let ω ∈ Σ+, k, l ∈ Z with k ≤ l. Then there exists a
point s ∈ Σ such that (Ei(s), si) = ωi for all k ≤ i ≤ l.
Proof. The proof proceeds by induction. From Remark 4.1 we may
assume that k = 0. Fix ω ∈ Σ+. For l = 0 and l = 1 we know, by the
definition of Σ+, that there exists an s ∈ Σ such that
(E0(s), s0) = ω0 and (E1(s), s1) = ω1.
Now suppose there exists an s ∈ Σ such that
(Ei(s), si) = ωi for all 0 ≤ i ≤ m
where m ≥ 1. Fix such an s and fix s′ ∈ Σ such that
(Em(s
′), s′m) = ωm and (Em+1(s
′), s′m+1) = ωm+1.
We now construct the desired point by taking the bracket of σms′
and σms. Let
s′′ = σ−m[σms′, σms].
From Claim 3.4 we know that
σis′′ ∈ W u(π(σis), Rsi) and s
′′
i = si for all i ≤ m.
Hence,
(Ei(s
′′), s′′i ) = (Ei(s), si) = ωi for all 0 ≤ i ≤ m.
We now show that
(Em+1(s
′′), s′′m+1) = ωm+1.
We know that s′′m+1 = s
′
m+1 so we need to prove that Em+1(s
′′) =
Em+1(s
′).
Fix j ∈ Em+1(s
′). We now show that j ∈ Em+1(s
′′). Let
y ∈ W u(π(σm+1s′), Rs′m+1) ∩Rj .
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′′)
We know from the Markov property that
f−1(W u(y, Rj)) ⊂W
u(f−1(y), Rn)
for some n ∈ A(Σ) where n→ j is an allowed transition in Σ and
f−1(W u(π(σm+1s′), Rs′m+1)) ⊂W
u(π(σms′), Rs′m).
Hence,
f−1(y) ∈ W u(π(σms′), Rs′m) ∩Rn
and n ∈ Em(s
′) = Em(s) = Em(s
′′).
Hence, there exists a point
z0 ∈ W
u(π(σms′′), Rsm) ∩Rn
and
z1 = [f
−1(y), z0] ∈ W
u(π(σms), Rsm) ∩ Rn,
see Figure 1.
Since
z1 ∈ W
s(f−1(y), Rn) ⊂ f
−1(W s(y, Rj))
and
z1 ∈ W
s(f−1(y), Rsm) ⊂ f
−1(W s(y, Rs′m+1))
we know that
f(z1) ∈ Rj ∩Rs′m+1 .
By construction we know that f(z1) ∈ W
u
ǫ (π(σ
m+1s′′)). Therefore,
f(z1) ∈ W
u(π(σm+1s′′), Rs′m+1) ∩Rj
and j ∈ Em+1(s
′′).
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A similar argument shows that Em+1(s
′) ⊂ Em+1(s
′′). Hence, Em+1(s
′′) =
Em+1(s
′). ✷
Claim 4.3. If ω ∈ Σ+, ω0 = (v, i), and j ∈ v, then there exists a point
y ∈ W u(π0+(ω), Ri) ∩Rj.
Proof. The claim follows since canonically associated points are dense
and the rectangles are closed. Let sk ∈ Σ such that π(sk)→ π
0
+(ω) and
ωk → ω where ωk is the sequence in Σ+ canonically associated with sk
for all k ∈ N. We may assume (ωk)o = (v, i) for all k ∈ N. Then for
each k ∈ N we know there exists
yk ∈ W
u(π(sk), Ri) ∩Rj .
By possibly taking a subsequence we may assume that the yk are con-
vergent to a point y ∈ Ri ∩ Rj . Since Ri is a rectangle we know that
y ∈ W u(π0+(ω), Ri) ∩Rj . ✷
From the definition of Σ+ and the previous claim we know that the
if (v, i) ∈ A(Σ+), then
π0+(C(v,i)) = R(v,i)
is a rectangle. Furthermore, R(v,i) ⊂ Ri and if y ∈ Ri ∩ R(v,i), then
W u(y, Ri) = W
u
ǫ (y) ∩R(v,i) =W
u(y, R(v,i)).
To determine where the local product structure breaks down in Y
we want to extend the rectangles R(v,i). To do this we define new
rectangles, that we will denote D(v,i), that contain the sets R(v,i). Let
(v, i) ∈ A(Σ+) and define
D(v,i) =
⋃
z∈R(v,i)
(W uǫ (z) ∩ (
⋃
j∈v
Rj)).
Claim 4.4. For each (v, i) ∈ A(Σ+) the set D(v,i) is a rectangle. Fur-
thermore, the rectangles have the Markov property.
Proof. The fact that the rectangles D(v,i) have the Markov property
follows since the rectangles Ri have the Markov property. The set
D(v,i) is a rectangle since canonically associated points are dense and
the rectangles are closed. More specifically, we know that for y ∈ D(v,i)
we have
diam(D(v,i)) ≤ diam(star2(y)) < ǫ.
Fix y1, y2 ∈ D(v,i). Then there exists z1, z2 ∈ R(v,i) and j, k ∈ v such
that y1 ∈ W
u
ǫ (z1)∩Rj and y2 ∈ W
u
ǫ (z2)∩Rk. From Claim 4.3 it follows
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that there exists a point z3 ∈ W
u(z2, Ri)∩Rj . Then [y1, z3] ∈ W
u
ǫ (y2),
so [y1, z3] = [y1, y2] = y3 exists and
y3 ∈ W
u
ǫ (z2) ∩ Rj
so y3 ∈ D(v,i), see Figure 2. Similarly, we can show that [y2, y1] exists
and is contained in D(v,i). Hence, D(v,i) is a rectangle. ✷
4.3. Construction of X. We now show that the rectangles D(v,i) al-
low us to define a uniform constant δ > 0 that can detect when two
unstable sets coded by points in Σ+ are different and when the unstable
sets are simply coded differently. We will use this constant to define
the equivalence relation, Eα, on points of Σ+ such that X = Σ+/Eα.
Fix δ > 0 sufficiently small so that 2δ < c and such that the following
hold:
(1) If j, k ∈ A(Σ) and Rj ∩Rk = ∅, then d(Rj, Rk) > 2δ.
(2) If y ∈ Y and i ∈ A(Σ) where y ∈ Ri, thenW
u
2δ(y) ⊂ star(W
u(y, Ri)).
Property 2 says that if s ∈ Σ and y = π(s), then
W u2δ(y) ⊂W
u(y,D(E0(s),s0)).
Define
Buδ (ω) =W
u
δ (π
0
+(ω)) ∩W
u(π0+(ω), Dω0).
Claim 4.5. If ω ∈ Σ+, then B
u
δ (ω) ⊂ f(B
u
δ (σ
−1ω)).
Proof. We know from Claim 4.4 that
f(W u(π0+(σ
−1ω), Dω−1) ⊃W
u(π0+(ω), Dω0)
for all ω ∈ Σ+. Since Y has an adapted metric it also follows that
f(W uδ (π
0
+(σ
−1ω)) ⊃W uδ (π
0
+(ω)).
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Hence, Buδ (ω) ⊂ f(B
u
δ (σ
−1(ω))). ✷
4.3.1. The relation Eα. We now define the relation Eα on Σ+.
Definition 4.6. For ω, ω′ ∈ Σ+ we say (ω, ω
′) ∈ Eα, or ω ∼α ω
′, if
Buδ (σ
jω) = Buδ (σ
jω′) for all j ∈ Z.
Since (Y, f) is expansive and δ < c/2 we have
π0+(ω) = π
0
+(ω
′) for all ω ∼α ω
′.
Hence, the relation Eα is a subset of Eπ0+ . By definition the relation
Eα is an equivalence relation. The idea is that if (ω, ω
′) ∈ Eα, then ω
and ω′ represent the same unstable sets at π0+(ω) and are simply coded
differently.
4.3.2. The space X. Let X = Σ+/Eα and α be the canonical map
from Σ+ to X . Furthermore, let the canonically induced action on X
be denoted by F . Define π+ to be the factor map from X to Y such
that π0+ = π+α. We will use the metric on X induced from the metric
on Σ+ and the equivalence relation Eα.
Remark 4.7. If Y is a sofic shift, then the space X is the Fischer
cover as described in [6] and [7].
4.3.3. The map π+ is u-resolving. The following definition and lemma
will be useful in proving π+ is u-resolving.
Definition 4.8. An SFT E ′ a subset of an SFT E is forward closed
if whenever x ∈ E is backward asymptotic to E ′, then x ∈ E ′.
Lemma 4.9. [2] If γ = βα is a factorization of factor maps, then β
is u-resolving if and only if Eα is forward closed in Eγ.
The next proposition will show that π+ is u-resolving andX is finitely
presented.
Proposition 4.10. The relation Eα is closed, forward closed, and a
1-step SFT.
Proof. To see that Eα is closed the idea is to take a sequence of points
in Eα converging to some point in Σ+×Σ+. Since the unstable sets are
all the same for the sequence this will also hold for the convergent point.
Indeed, suppose there is a sequence (ωk, ω
′
k) ∈ Eα converging to a point
(ω, ω′) ∈ Σ+ × Σ+. Since Eπ0+ is closed it follows that (ω, ω
′) ∈ Eπ0+
and π0+(ω) = π
0
+(ω
′).
Fix a point z ∈ Buδ (σ
nω) for some n ∈ Z. Note that if ωk converges
to ω that Buδ (σ
nωk) converges to B
u
δ (σ
nω). It then follows that there
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exists a sequence zk ∈ B
u
δ (σ
nωk) converging to z. Since B
u
δ (σ
nωk) =
Buδ (σ
nω′k) it follows that z ∈ B
u
δ (σ
nω′). Hence,
Buδ (σ
nω) = Buδ (σ
nω′) for all n ∈ Z,
(ω, ω′) ∈ Eα, and Eα is closed.
We now show that the equivalence relation Eα is forward closed in
Eπ0+. The idea is the following: Suppose that (ω, ω
′) /∈ Eα is backward
asymptotic to Eα. Then the local unstable sets given by B
u
δ (·) do not
agree for some iterate of ω and ω′. Under backward iteration the point
at which they do not agree will converge to the backward iterates of
π0+(ω) and π
0
+(ω
′). Hence, any point in Eα for which (ω, ω
′) is backward
asymptotic will have local unstable sets given by Buδ (·) will also differ,
a contradiction.
More precisely, let (ω, ω′) ∈ Eπ0+ be backward asymptotic to Eα.
Suppose that (ω, ω′) /∈ Eα. Then there is a k ∈ Z such that B
u
δ (σ
kω) 6=
Buδ (σ
kω′). Since Buδ (σ
kω) 6= Buδ (σ
kω′) we may assume there exists a
z ∈ Y such that
z ∈ Buδ (σ
kω) and z /∈ Buδ (σ
kω′).
From Claim 4.5 we know that
f−1(Buδ (σ
kω)) ⊂ Buδ (σ
k−1ω) and f−1(Buδ (σ
kω′)) ⊂ Buδ (σ
k−1ω′).
This implies that
f−1(z) ∈ Buδ (σ
k−1ω).
Furthermore, we know that
W uδ (π
0
+(σ
kω′)) ⊂ f(W uδ (π
0
+(σ
k−1ω′))) and
W u(π0+(σ
kω′), Dω′
k
) ⊂ f(W u(π0+(σ
k−1ω′), Dω′
k−1
)).
This implies that
f−1(z) /∈ Buδ (σ
k−1ω′).
Continuing inductively it follows that
f−n(z) ∈ Buδ (σ
k−nω) and f−n(z) /∈ Buδ (σ
k−nω′) for all n ∈ N.
Since z ∈ W uǫ (π
0
+(σ
kω)) for all n ∈ N it follows that
d(f−n(z), π0+(σ
k−nω))→ 0 as n→∞.
Fix J ∈ N such that f−n(z) ∈ Bδ/10(π
0
+(σ
k−nω)) for all n ≥ J . Since
(ω, ω′) is backward asymptotic to Eα we know there exists a point
(ω¯, ω¯′) ∈ Eα and a subsequence of σ
−n(ω, ω′) converging to (ω¯, ω¯′).
Denote ω¯0 = (v¯, i¯) and ω¯
′
0 = (v¯
′, i¯′). Then for some m ≥ J sufficiently
large we have
• ωk−m = ω¯0,
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• ω′k−m = ω¯
′
0,
• [π0+(ω¯), f
−m(z)] ∈ Buδ (ω¯), and
• [π0+(ω¯
′), f−m(z)] /∈ Buδ (ω¯
′).
This follows since D(v¯,¯i) and D(v¯′ ,¯i′) are rectangles and contradicts the
fact that (ω¯, ω¯′) ∈ Eα. Hence, (ω, ω
′) ∈ Eα and Eα is forward closed
in Eπ0+ .
We now show the set Eα is a 1-step SFT. Let (a, b), (c, d), (e, f) ∈
A(Σ+) such that there exist (s, t), (s
′, t′) ∈ Eα where
(a, b) = (s−1, t−1)
(c, d) = (s0, t0) = (s
′
0, t
′
0)
(e, f) = (s′1, t
′
1)
.
We now show that [(s, t), (s′, t′)] ∈ Eα. Since Eπ0+ is a 1-step SFT
it follows that [(s, t), (s′, t′)] ∈ Eπ0+. Also [(s, t), (s
′, t′)] is backward
asymptotic to Eα so [(s, t), (s
′, t′)] ∈ Eα. Hence, (a, b)→ (c, d)→ (e, f)
is an allowed transition in Eα and Eα is a 1-step SFT. ✷
4.3.4. Properties of (X,F ). Before proceeding to the proof of Theo-
rem 1.1 we show some of the properties of the space (X,F ).
Proposition 4.11. If X = Σ+/Eα, then (X,F ) is finitely presented
and π+ is u-resolving. Furthermore, if s, s
′ ∈ Σ where π(s) = π(s′) =
y, then the points ω, ω′ ∈ Σ+ canonically associated with s and s
′,
respectively, have α(ω) = α(ω′).
The first part of the proof of the above proposition follows from
the previous result and Lemma 2.5. The second part of the above
proposition follows from the definition of Eα.
Remark 4.12. Since the set of canonically associated points is dense
in Σ+ the above proposition implies that there is a canonical section
X ′ ⊂ X that is dense in X and a bijective map τ : Y → X ′.
We define rectangles in X as the image of the cylinder sets in Σ+.
For (v, i) ∈ A(Σ+) we let
R(v,i) = {x ∈ X |ω0 = (v, i), α(ω) = x for some ω ∈ Σ+}
and if x ∈ R(v,i), then
W u(x,R(v,i)) = {x
′ ∈ X | x′ ∈ W u(x), π+(x
′) ∈ W u(π+(x), R(v,i))}.
The fact that these sets are rectangles follows directly from the defini-
tion.
The next lemma will be useful in showing that (X,F ) is a Smale
space. It will show that the rectangles D(v,i) are “reconnected” by the
map α.
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Lemma 4.13. If π+(x) = π
0
+(ω) = y, α(ω) = x and ω0 = (v, i),
then π+(W
u(x,Rω0)) = W
u(y, Ri). Furthermore, for each m ∈ v there
exists a (vm, m) ∈ A(Σ+) such that W
u(x,Rω0) ∩R(vm,m) 6= ∅.
Proof. The first statement follows since
W u(y, Ri) =W
u(π0+(ω), Rω0)
= π+(W
u(α(ω), Rω0))
= π+(W
u(x,Rω0)).
We now show the second statement. To do this we use points that
are canonically associated. For canonically associated points we will
see that the definition of Eα implies the result. Since the canonically
associated points are dense we will see the result follows for all points
in X . Indeed, let sk ∈ Σ be a sequence such that the sequence ωk ∈ Σ+
canonical associated to sk converges to ω. Fix m ∈ v and a sequence
s′k ∈ W
u
loc(sk) such that for each k ∈ N the point π(s
′
k) ∈ Ri∩Rm. By re-
ducing to a subsequence, if necessary, we may assume that the sequence
s′k is convergent to a point s
′ ∈ Σ where π(s′) = y′ ∈ W u(y, Ri) ∩ Rm.
Let ω′k ∈ Σ+ be the sequence canonically associated with s
′
k. Then
ω′k ∈ W
u
loc(ωk) for all k ∈ N and ω
′
k converges to some point ω
′ ∈
W uloc(ω). Let x
′ = α(ω′). We want to show that there exists a (vm, m) ∈
A(Σ+) such that x
′ ∈ R(vm,m).
Fix a sequence s′′k ∈ Σ such that (s
′′
k)0 = m and π(s
′′
k) = π(s
′
k) for
all k ∈ N. Let ω′′k ∈ Σ+ be the sequence canonically associated with
s′′k. Again by possibly taking a subsequence we may assume that s
′′
k
converges to a point s′′ ∈ Σ and ω′′k converges to a point ω
′′ where
π(s′′) = y′ = π0+(ω
′′). Furthermore, there exists a (vm, m) ∈ A(Σ+)
such that (ω′′k)0 = (vm, m) for all k ∈ N. From the definition of α
we know that (ω′′k , ω
′
k) ∈ Eα for all k ∈ N. Hence, (ω
′′, ω′) ∈ Eα and
x′ ∈ R(vm,m) ∩W
u(x,Rω0). ✷
Let x ∈ X and ω ∈ Σ+ where x = α(ω) and ω0 = (v, i). For each
m ∈ v let xm ∈ W
u(x,Rω0) ∩ R(vm,m) and define
W u(x,Dω0) =
⋃
m∈v
W u(xm, R(vm,m)).
From the previous claim and lemma it is clear that W u(x,Dω0) is well
defined and that the following proposition holds.
Proposition 4.14. If y = π+(x) = π
0
+(ω) and α(ω) = x, then
W u(y,Dω0) = π+(W
u(x,Dω0)).
Before proceeding to the proof of Theorem 1.1 we state a lemma that
shows the space X distinguishes the “different” unstable sets accumu-
lating on a point of Y .
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Lemma 4.15. If x1, x2 ∈ X such that π+(x1) = π+(x2) = y, then
x1 6= x2 if and only if π+(W
u(x1)) 6= π+(W
u(x2)).
Proof. Fix δ0 > 0 such that if x, x
′ ∈ X and d(x, x′) < δ0, then
d(π+(x), π+(x
′)) < δ.
Suppose there exist points x1 and x2 such that π+(W
u(x1)) 6= π+(W
u(x2)).
Since π+ is injective on W
u(x1) and W
u(x2) we may suppose, by pos-
sibly taking a backward iterate of x1 and x2, that there exists
y′ ∈ W uδ (y) ∩ π+(W
u(x1)) and y
′ /∈ π+(W
u(x2)).
Let x′1 = π
−1
+ (y
′)∩W u(x1). By taking backwards iterates if needed we
may assume that x′1 ∈ W
u
δ0
(x1). Let ω1, ω2 ∈ Σ+ such that α(ω1) = x1
and α(ω2) = x2. Then
Buδ (ω1) ⊃ π+(W
u
δ0(x1)) and B
u
δ (ω1) 6= B
u
δ (ω2)
since y′ ∈ Buδ (ω1) and y
′ /∈ Buδ (ω2). Hence, x1 6= x2 since (ω1, ω2) /∈ Eα.
Now suppose that x1 6= x2. Then by taking backwards iterates,
if necessary, we may assume that there exist ω1, ω2 ∈ Σ+ such that
α(ω1) = x1, α(ω2) = x2, B
u
δ (ω1) 6= B
u
δ (ω2), and there exists a point
y′ ∈ W uδ (y) such that
y′ ∈ Buδ (ω1) and y
′ /∈ Buδ (ω2).
Hence, π+(W
u(x1)) 6= π+(W
u(x2)) since π
−1
+ (B
u
δ (ω1)) and π
−1
+ (B
u
δ (ω2))
are neighborhoods of x1 in W
u(x1) and x2 in W
u(x2), respectively. ✷
4.4. Proof of Theorem 1.1. Suppose (X,F ) is not a Smale space.
Then there exists some ǫ′ > 0 sufficiently small and sequences xk and
x′k in X such that d(xk, x
′
k) < 1/k and W
s
ǫ′(xk) ∩ W
u
ǫ′ (x
′
k) = ∅. By
possibly taking a subsequence we may assume that xk and x
′
k converge
to a point x ∈ X , and that xk ∈ R(v,i) and x
′
k ∈ R(v′,i′) for each k ∈ N
where (v, i), (v′, i′) ∈ A(Σ+).
By possibly taking a subsequence we may assume that the sequences
zk = W
u
ǫ′/2(x) ∩ W
s
ǫ′/2(xk) and z
′
k = W
u
ǫ′/2(x
′
k) ∩ W
s
ǫ′/2(x) satisfy the
following, see Figure 3:
• the sequences are well defined,
• W uǫ′/2(z
′
k) ∩W
s
ǫ′/2(zk) = ∅ for all k ∈ N,
• zk converges to x, and
• z′k converges to x.
Let ω and ω′ be in Σ+ such that α(ω) = α(ω
′) = x, ω0 = (v, i), and
ω′0 = (v
′, i′). From the above it follows that for all ǫ′′ > 0 that
W u(x,Dω0) ∩Bǫ′′(x) 6=W
u(x,Dω′0) ∩ Bǫ′′(x).
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Figure 3. D(v,i) is a rectangle
The previous proposition implies thatBuδ (ω) 6= B
u
δ (ω
′), a contradiction.
Therefore, (X,F ) is a Smale space.
We now show that if (Y, f) is transitive, then (X,F ) can be cho-
sen to be transitive and π+ a u-resolving one-to-one almost every-
where map. Since (X,F ) is a Smale space there is a spectral decom-
position such that R(f) is decomposed into sets Λ1, ...,Λn such that
R(f) =
⋃
1≤i≤n Λi each set Λi is closed, transitive, and has dense peri-
odic points. Furthermore, we have
htop(X) = max
1≤i≤n
htop(Λi).
Therefore, X contains an irreducible component X+ of maximal en-
tropy. (For definitions and properties of topological entropy see [5, p.
36].) From the Spectral Decomposition Theorem we know that X+ is
a transitive Smale space. Furthermore, the image of X+ under π+ is Y
since X+ is of maximal entropy.
The next step is to show that π+ is one-to-one on a residual set of
Y . For each (v, j) ∈ A(Σ+) the set R(v,j) forms a closed rectangle and
the set of these rectangles forms a cover M covering Y . The cover M
is not necessarily a Markov partition since the rectangles may not be
proper. However, Fried in [9, p. 496-8] shows there is an open and
dense set D of Y such that if (v, j) ∈ A(Σ+) and y ∈ D ∩ R(v,i), then
y ∈ int(R(v,i)). Let W be an open and dense set in Y such that each
periodic point in W has the minimal number of preimages for π. If
each point p ∈ Per(Y ) ∩W has a unique pre-image under π0+, then it
will follow that each point inW ∩D is contained in one rectangle R(v,i).
22 TODD FISHER
Hence, V =
⋂
k∈Z f
k(D ∩W ) is a residual set in Y and each point in
V would have a unique preimage in X under π+. Hence, X+ would be
unique and each point in V would have a unique preimage under π+ in
X+.
To complete the proof we show that each point p ∈ Per(Y ) ∩W has
a unique pre-image under π0+. Fix p ∈ Per(Y )∩W , let s = π
−1(p), and
ω ∈ Σ+ be the point canonically associated with s. Suppose ω
′ ∈ Σ+
and π0+(ω
′) = p. We will show that ω′0 = ω0. Since p was arbitrary we
then have that fn(p) = π(σns) for all n ∈ Z and σnω is canonically
associated with σns. Hence, ω′n = ωn for all n ∈ Z and ω
′ = ω.
Let ω0 = (v, i) and suppose there exists some ω
′ ∈ Σ+ such that
p = π0+(ω
′) and ω′0 = (v
′, i′). Then i = i′ since p is contained in
the interior of Ri. Fix a sequence s
k ∈ Σ such that the canonically
associated sequence ωk ∈ Σ+ converges to ω
′. We may assume the sk
are convergent, hence the sequence converges to s.
We now show that v = v′. Fix j ∈ v′. Then there exists a sequence
tk ∈ Σ such that
π(tk) ∈ W u(π(sk), Ri) ∩ Rj.
We may assume that tk converges to some point t. Hence,
π(t) ∈ W u(π(s), Ri) ∩ Rj
and j ∈ v.
Now fix j ∈ v. We will see that j ∈ v′ since p is a periodic point
contained in the interior of Ri and the rectangles have the Markov
property. Indeed, let
y ∈ W u(p, Ri) ∩Rj
and N ∈ N be the period of p. Then f−mN (y) ∈ int(Ri) for some
m ∈ N since p ∈ int(Ri). Let t
k be a sequence of points in Σ such that
the canonically associated points ωk converge to ω′ and tk−lN = i for
0 ≤ l ≤ m and for all k ∈ N. Let yk = [y, π(t
k)]. From the Markov
property of the rectangles we know that
f−mN (yk) = [f
−mNy, π(σ−mN tk)]
for all k ∈ N. Furthermore, by the Markov property of the rectangles
and the fact that the rectangles are proper we know that
f−mN(W u(y, Rj)) ⊂W
u(p, Ri) and
W s(f−mN(y), Ri) ⊂ f
−mN(W s(y, Rj)).
Therefore, f−mN(yk) ∈ f
−mN (W s(y, Rj)) and yk ∈ Rj for all k ∈ N.
Hence, j ∈ v′ and v = v′ and p has a unique preimage under π0+.
Let β be the restriction of π+ to X+. Since π+ is u-resolving we
know that β is u-resolving. Hence, (X+, β) is a transitive Smale space
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and β is a u-resolving one-to-one almost everywhere factor map from
X+ to Y . ✷
5. Minimal resolving extensions for transitive finitely
presented systems
In this section we prove Theorem 1.2. Specifically, we show that if
(Y, f) is a transitive finitely presented system, then there exists a min-
imal u-resolving Smale space extension.
In general, a u-resolving factor map from a Smale space to a finitely
presented system is injective, but not necessarily surjective, on unstable
sets. However, this is not the case for resolving maps between Smale
spaces.
Definition 5.1. A factor map π from (X,F ) to (Y, f) is u-bijective
(s-bijective) if for any x ∈ X the map π is a bijection from W u(x)
(W s(x)) to W u(π(x)) (W s(π(x)).
Theorem 5.2. [12] If (X,F ) is a transitive Smale space and (Y, f) is
a Smale space, then a factor map π is u-resolving (s-resolving) if and
only if π is u-bijective (s-bijective).
We remark that it can be shown that if π : X → Y is a u-resolving
factor map from a transitive Smale space (X,F ) to a finitely presented
system (Y, f), then there exists an open and dense setW in Y such that
if p ∈ per(X) and π(p) ∈ W , then π(W u(p)) =W u(π(p)).
Proof of Theorem 1.2. Let (Y+, f+) be the transitive Smale space
extension of (Y, f) constructed in the proof of Theorem 1.1 and π+ the
one-to-one almost everywhere factor map from Y+ to Y . Let (X, g) be
a transitive Smale space and α : X → Y be a u-resolving factor map.
We will construct a map β : X → Y+ such that β is a u-resolving
factor map.
X
α

??
??
??
??
β
// Y+
π+
~~}}
}}
}}
}
Y
To construct the map β we will use an irreducible component of the
fiber product.
We now form the fibered product of π+ : Y+ → Y and α : X → Y .
Let
G = {(x, z) ∈ X × Y+ |α(x) = π+(z)},
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the map p1 : G → X be the coordinate projection onto X , and the
map p2 : G → Y+ be the coordinate projection onto Y+. Endow
G with the product metric. Then the map h : G → G defined as
h(x, z) = (g(x), f+(z)) is a homeomorphism. We then have the follow-
ing commutative diagram.
G
p1
 


 p2
  
AA
AA
AA
A
X
α

??
??
??
??
Y+
π+
~~}}
}}
}}
}
Y
It is not hard to see that (G, h) is a Smale space and p1 and p2 are
u-resolving. Let G+ be an irreducible component of maximal entropy.
We denote the projection from G+ to X as ρ1 and the projection from
G+ to Y+ as ρ2. Since the maps π+ and α are u-resolving it follows
that the maps ρ1 and ρ2 are u-resolving. We will show that the map
ρ1 is injective, hence a homeomorphism. The map β = ρ2ρ
−1
1 will then
be a u-resolving factor map from X to Y+.
We now proceed with the proof that ρ1 is a homeomorphism. Since
X , Y+, and G+ are transitive Smale spaces we know from Theorem 5.2
that p1(W
u(x, y)) =W u(x) and p2(W
u(x, y)) =W u(y) for any (x, y) ∈
G+. Suppose there exist points (x1, y1), (x2, y2) ∈ G+ with the same
image under ρ1. Then
x1 = ρ1(x1, y1) = ρ1(x2, y2) = x2.
Furthermore, we have
π+(W
u(y2)) = π+ρ2(W
u(x1, y2)) = αρ1(W
u(x1, y2))
= αρ1(W
u(x1, y1)) = π+ρ2(W
u(x1, y1) = π+(W
u(y1)).
From Lemma 4.15 we know y1 = y2. Hence, ρ1 is injective. ✷
6. Resolving extensions for almost Smale systems
The following result gives another characterization of almost Smale
systems.
Proposition 6.1. Let (X,F ) be a transitive Smale space and (Y, f) be
a finitely presented system. A factor map θ : X → Y is 1-1 on an open
set if and only if θ is u-resolving, s-resolving, and 1-1 on a residual set.
Proof. Suppose θ is 1-1 on an open set. Then there exist open sets
U ⊂ X and V ⊂ Y such that θ(U) = V and θ−1(V ) = U . Since, f and
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F are homeomorphisms it follows that for all i ∈ Z that θ(F i(U)) =
f i(V ) and θ−1(f i(V )) = F i(U). Since (Y, f) is transitive it follows that
there is an open dense set
⋃
i∈Z f
i(V ) where θ is 1-1.
Choose ǫ > 0 and δ > 0 such that for all points x, x′ ∈ X where
d(x, x′) < δ that W sǫ (x) ∩W
u
ǫ (x
′) consists of one point. Suppose θ is
not u-resolving. Then there exist x1, x2 ∈ X such that x1 ∈ W
u(x2)
and θ(x1) = θ(x2). We may assume that d(x1, x2) < δ/2. Let z be a
transitive point for (X,F ) such that the d(z, x1) < δ/2. It follows that
the points [x1, z] = z1 and [x2, z] = z2 map to the same point under θ.
Let x ∈ U and r > 0 such that B4r(x) ⊂ U . Choose n ∈ N so that
• d(F−n(z), x) < r,
• d(F−n(z), F−n(z1)) < r, and
• d(F−n(z), F−n(z1)) < r.
Then the points F−n(z1), F
−n(z2) ∈ U and θ(F
−n(z1)) = θ(F
−n(z2)),
a contradiction. Hence, θ is u-resolving. Similarly, one can show θ is
s-resolving.
Suppose θ is u-resolving, s-resolving, and 1-1 on a residual set. Let
z be a transitive point in X and let ǫ > 0 and δ > 0 be given by the
canonical coordinates on X . Define the rectangle
Rδ(z) = {x ∈ X | x = [z1, z2] for some z1 ∈ W
u
δ/2(z) and z2 ∈ W
s
δ/2(z)}.
The rectangle Rδ(z) is a proper rectangle. Suppose that there exist
points x1, x2 ∈ int(Rδ(z)) such that θ(x1) = θ(x2). Then the points
[x1, z], [x2, z] ∈ W
u
δ/2(z) get mapped to the same point under θ and θ is
not u-resolving, a contradiction. Therefore, θ is 1-1 on int(Rδ(z)). ✷
Proposition 6.2. Let (X, f) and (Y, g) be transitive Smale spaces and
π : X → Y be a u-resolving and s-resolving factor map. Then π is
constant to one.
Proof. The map π is bounded to one from a result in [2]. Let y ∈ Y
such that #(π−1(y)) = k is maximal and fix x ∈ π−1(y). Fix ǫ > 0
and δ > 0 from the canonical coordinates on X . We may suppose that
δ < ǫ.
We now show that π is 1-1 on Bδ/2(x). Let x
′ ∈ X and x1, x2 ∈
Bδ/2(x
′) such that π(x1) = π(x2). This implies that π([x1, x
′]) =
π([x2, x
′]). Since π is u-resolving we have [x1, x
′] = [x2, x
′], which
implies that x1 ∈ W
s
ǫ (x2). Since π is s-resolving we then have x1 = x2
and π is 1-1 on Bδ/2(x).
Let V =
⋃
x∈π−1(b)Bδ/2(x). Then each point in V has exactly k pre-
images for π. Since Y is transitive it follows that there is an open and
dense set of points in Y with k pre-images. Hence any transitive point
has k pre-images.
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Fix y ∈ Y , a transitive point z ∈ Y , and sequence ni such that
gni(z) converges to y. Each gni(z) has k pre-images which we can or-
der z1i , ..., z
k
i . By compactness ofX we may suppose, by possibly taking
a subsequence of gni(z), that each of the sequences zji converge to a
point in π−1(y). Since each δ/2 neighborhood of a point in π−1(y) is
1-1, as shown in the previous paragraph, it follows that y has k pre-
images. Hence, π is constant to one. ✷
Proof of Theorem 1.3. Let F be the fibered product for θ and φ.
Denote ρ1 and ρ2 the canonical projections for F onto the first and
second coordinates, respectively.
F
ρ1
~~}}
}}
}}
}} ρ2
  @
@@
@@
@@
@
X ′
φ
  A
AA
AA
AA
A X
θ
~~ ~
~~
~~
~~
Y
Since θ is u-resolving, s-resolving, and 1-1 on an open set it follows
that ρ1 is. From Proposition 6.2 it follows that ρ1 is k to one for some
constant k ∈ N. Since θ is one to one on an open set it follows that
k = 1. Therefore, ρ1 is invertible. If ρ = ρ2ρ
−1
1 , then φ = θρ. The map
ρ is clearly continuous, commuting, and onto. Hence, ρ is a factor map
and φ factors through ρ. ✷
7. Lifting factor maps through u-resolving maps to
s-resolving maps
We now show that every finite-to-one factor map between transi-
tive finitely presented systems lifts through u-resolving maps to an
s-resolving map between Smale spaces. The proof of Theorem 1.4 will
proceed in two steps. First, we prove the following proposition.
Proposition 7.1. Let (X, f) be a transitive finitely presented system,
(Y, g) be a finitely presented system and π be a finite-to-one factor
map from X to Y . Then there exist transitive Smale spaces (X¯, f¯) and
(Y¯ , g¯) and finite-to-one factor maps γ, β, and π¯ such that the following
diagram commutes.
X¯
γ

π¯
// Y¯
β

X π
// Y
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Moreover, the maps γ and β are u-resolving.
Proof. Since X is transitive under f and π is a factor map we know
that Y is transitive under g. Let (X ′, F ) and (Y¯ , g¯) be the minimal
transitive Smale space extension of (X, f) and (Y, g), respectively, con-
structed in the proof of Theorem 1.1. Furthermore, let π+ and β be
the u-resolving almost one-to-one factor map from X ′ to X and Y¯ to
Y , respectively. The map π′ = ππ+ is a finite-to-one factor map from
X ′ to Y .
We now form the fibered product of Y¯ and X ′ as in the last section.
Let
G = {(x, z) ∈ X ′ × Y¯ | π(x) = β(z)},
p1 : G → X
′ the coordinate projection onto X , and p2 : G → Y¯ the
coordinate projection onto Y¯ .
G
p1

p2
// Y¯
β

X ′
π+

π′
  A
AA
AA
AA
A
X π
// Y
We endow G with the product metric. Then the map h : G → G
defined as h(x, z) = (F (x), g¯(z)) is a homeomorphism.
As in the previous section it is not hard to see that (G, h) is a Smale
space and p1 is u-resolving. Let X¯ be an irreducible component of
maximal entropy, ψ be the restriction p1 to X¯ , and π¯ be the restriction
of p2 to X¯ . We then have the following commutative diagram.
X¯
ψ

π¯
// Y¯
β

X ′
π+

π′
  A
AA
AA
AA
A
X π
// Y
Then γ = π+ψ is surjective and is a u-resolving factor map from X¯ to
X . The map π¯ is surjective and a finite-to-one factor map. ✷
Theorem 1.4 will follow from the above result and the next theorem.
Theorem 7.2. Let (X¯, f¯) and (Y¯ , g¯) be transitive Smale spaces and π¯
a finite-to-one factor map from X¯ to Y¯ . Then there exists transitive
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Smale spaces (X˜, f˜) and (Y˜ , g˜) and finite-to-one factor maps γ˜, β˜, and
π˜ such that the following diagram commutes.
X˜
γ˜

π˜
// Y˜
β˜

X¯ π¯
// Y¯
Moreover, the maps γ˜ and β˜ are u-resolving, and π˜ is s-resolving.
Assuming the above result we now prove Theorem 1.4.
Proof of Theorem 1.4. From Theorem 7.2 and Proposition 7.1 we
have the following commutative diagram.
X˜
γ˜

π˜
// Y˜
β˜

X¯
γ

π¯
// Y¯
β

X π
// Y
Where (X˜, f˜), (Y˜ , g˜), (X¯, F ), and (Y¯ , g¯) are transitive Smale spaces,
and X and Y are transitive and finitely presented. The maps π, π˜,
γγ˜, and ββ˜ are finite-to-one factor maps. Moreover, the map π˜ is
s-resolving, and the maps γγ˜ and ββ˜ are u-resolving. ✷
The proof of Theorem 7.2 proceeds in a few steps. The first part
is to build a u-resolving extension of Y¯ . We will not use the minimal
extension, but instead construct a different u-resolving extension. The
construction is similar to the construction in the proof of Theorem 1.1,
however, we define a different relation Eθ that is a subset of Eα. We
do this to help define the s-resolving map. The next step is to form
an appropriate fiber product. In the last step we extend the notion
of a magic word from symbolic dynamical systems to maps between
finitely presented systems. This concept of a magic word is then used
to construct the appropriate commuting diagrams.
Proof of Theorem 7.2. Let c > 0 be an expansive constant for both
X and Y . Let c/2 > ǫ ≥ δ0 > 0 such that for any points x, x
′ ∈ X¯ and
y, y′ ∈ Y¯ where d(x, x′) < δ0 and d(y, y
′) < δ0 that W
s
ǫ (x) ∩W
u
ǫ (x
′)
and W sǫ (y) ∩W
u
ǫ (y
′) consists of one point in X¯ and Y¯ , respectively.
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Let Σ be a transitive SFT such that there is a factor map ν : Σ→ X¯.
Furthermore, we may assume that Σ generates a Markov partition on
X¯ and that the rectangles formed by the image of the cylinder sets
in Σ are sufficiently small so that for any x ∈ X¯ and y ∈ Y¯ we have
diam(star2(x)) < δ0/10 and diam(star2(y)) < δ0/10.
Define an SFT (Σ+, σ) an extension of Y¯ with factor map π
0
+, and
δ > 0 as in the proof of Theorem 1.1. For any ω ∈ Σ+ let B
u
δ (σ
j
+(ω))
be defined as in the proof of Theorem 1.1. We now define a relation
Eθ on the points of Σ+ such that we have the following commutative
diagram.
Σ+
θ
  B
BB
BB
BB
B
π0+

Y+
π+
}}||
||
||
||
Σ
ν
// X¯
π¯
// Y¯
The map π+ will be u-resolving and Y+ will be a Smale space. However,
in general, Y+ will not be the minimal Smale space extension. More
specifically, we construct Y+ such that if t, t
′ ∈ Σ where t 6= t′ satisfy
π¯ν(t) = π¯ν(t′) and t ∈ W s(t′), then θ(ω) 6= θ(ω′) where ω and ω′ are in
Σ+ and are the canonically associated points of t and t
′, respectively.
Define
V uδ (σ
j
+ω) = {k ∈ A(Σ) |ωj = (vj , ij), k ∈ vj , and Rk ∩ B
u
δ (σ
j
+ω) 6= ∅}.
For any two points ω, ω′ ∈ Σ+ we say
(ω, ω′) ∈ Eθ if V
u
δ (σ
j
+ω) = V
u
δ (σ
j
+ω) for all j ∈ Z.
By the definition of Eθ we see that Eθ is an equivalence relation. For
points ω, ω′ ∈ Σ+ where (ω, ω
′) ∈ Eθ we notice that it is not enough
simply that Buδ (σ
j
+ω) = B
u
δ (σ
j
+ω
′) for all j ∈ Z, we need the sets to be
in the same rectangles in vj and v
′
j where ωj = (vj , j) and ω
′
j = (v
′
j , j
′)
for all j ∈ Z.
To show how this differs from the definition of α notice that if fa
is hyperbolic toral automorphism of T2 and Σ generates a sufficiently
small Markov partition of T2 and Σ+ and α are defined as in the proof
of Theorem 1.1, then we know that the set Σ+/Eα and the induced
action on this space is the minimal u-resolving extension to a Smale
space. Hence, Σ+/Eα = T
2 , the induced action is just fa, and π+ is the
identity map. However, the space Σ+/Eθ will not be T
2. Specifically,
Figure 4 shows a neighborhood of a point y in T2 and rectangles for
a Markov partition for fa. Then the point y will have at least three
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PSfrag replacements
R1
R2
R3
y
W u(y, R1)
Figure 4. Preimages for θ
preimages in Σ+/Eθ. Namely, one containing 1 and 2 in V
u
δ (·) but not
3, one containing 1, 2, and 3 in V uδ (·), and one containing 2 and 3 but
not 1 in V uδ (·).
Let Y+ = Σ+/Eθ and θ be the canonical factor map from Σ+ to
Y+. Let π+ be the canonical factor map so π
0
+ = π+θ. We will show
that Eθ ⊂ Eα, the set Y+ is a Smale space under the action of the
induced map, and π+ is u-resolving. The proof of these facts is very
similar to the proof in Theorem 1.1 that Σ+/Eα is a Smale space and
the resulting factor map is u-resolving.
Lemma 7.3. The map π+ is u-resolving, and Y+ is a Smale space.
Proof. From the size of δ and star2(y) for all y ∈ Y¯ we know that
if (ω, ω˜) ∈ Eθ, then π
0
+(ω) = π
0
+(ω˜). Furthermore, if V
u
δ (σ
j
+ω) =
V uδ (σ
j
+ω˜), then B
u
δ (σ
j
+ω) = B
u
δ (σ
j
+ω˜). It then follows that Eθ ⊂ Eα.
We first show Eθ is closed. Let ω
k, ω˜k be sequences in Σ+ converging
to ω and ω˜, respectively, such that (ωk, ω˜k) ∈ Eθ. Then (ω, ω˜) ∈ Eα.
We may assume that ωk0 = ω0 and ω˜
k
0 = ω˜0 for all k.
Suppose (ω, ω˜) /∈ Eθ. We may assume that V
u
δ (ω) 6= V
u
δ (ω˜) and
there exists a
j ∈ V uδ (ω) such that j /∈ V
u
δ (ω˜).
Then for k sufficiently large we have Buδ (ωk) ∩Rj 6= ∅ since
• Buδ (ωk) is open relative to W
u(π0+(ωk), D(ωk)0),
• Rj is closed, and
• the unstable sets vary continuously inside D(ωk)0 .
RESOLVING EXTENSIONS 31
Hence, j ∈ V uδ (ωk) = V
u
δ (ω˜k). If ω˜0 = (v˜, i˜), then j ∈ v˜. Since
π0+(ω) = π
0
+(ω˜) and B
u
δ (ω) ∩Rj 6= ∅ we have j ∈ V
u
δ (ω˜).
We now show that Eθ is forward closed. Let (ω, ω
′) ∈ Eπ0+ be back-
ward asymptotic to Eθ. Then (ω, ω
′) ∈ Eα. Suppose for some j ∈ Z
that V uδ (σ
jω) 6= V uδ (σ
jω′). If V uδ (σ
j−1ω) = V uδ (σ
j−1ω′), then using the
Markov property of Σ we know that V uδ (σ
jω) = V uδ (σ
jω′). Hence, for
all n ∈ N we have V uδ (σ
j−nω) 6= V uδ (σ
j−nω′). We may suppose there is
a
l0 ∈ V
u
δ (σ
jω) such that l0 /∈ V
u
δ (σ
jω′)
and y0 ∈ Rl0 ∩ B
u
δ (σ
jω). Then y1 = f
−1(y0) ∈ Rl1 such that l1 to
l0 is an allowed transition for Σ and l1 ∈ V
u
δ (σ
j−1ω). Furthermore,
l1 /∈ V
u
δ (σ
j−1ω′) since otherwise l0 would be in V
u
δ (σ
jω′), and
d(π0+(σ
j−1ω), y1) ≤ λd(π
0
+(σ
jω), y0)
where λ ∈ (0, 1) is a fixed constant depending on the adapted metric
d(·, ·). Continuing inductively we see that for each n ∈ N there is a
ln ∈ A(Σ) such that
ln ∈ V
u
δ (σ
j−nω) and ln /∈ V
u
δ (σ
j−nω′),
and a point yn = f
−n(y0) such that yn ∈ Rln and
d(π0+(σ
j−nω), yn) ≤ λ
nd(π0+(σ
jω), y0).
Fix a subsequence (σ
−nj
+ ω, σ
−nj
+ ω
′) converging to a point (ω¯, ω¯′) ∈ Eθ.
We may suppose that lnj are all the same. Since
ynj → π
0
+(ω¯) = π
0
+(ω¯
′) as j →∞
we know that
lnj ∈ V
u
δ (ω¯) and lnj /∈ V
u
δ (ω¯
′).
Indeed his shows π0+(ω¯) ∈ Rlnj and if ω¯0 = (v¯, i¯) and ω¯
′
0 = (v¯′, i¯), then
lnj ∈ v¯ and lnj ∈ v¯
′, a contradiction. Therefore, (ω, ω′) ∈ Eθ and Eθ is
forward closed.
From Lemma 4.9 we know that π+ is u-resolving and Y+ is finitely
presented. We now show that Y+ is a Smale space. If t, t
′ ∈ Σ such that
π¯ν(t) = π¯ν(t′), and ω, ω′ ∈ Σ+ are canonically associated with t and t
′,
respectively, then the definition of V uδ implies that (ω, ω
′) ∈ Eθ. Then
we can prove similar statements to Lemma 4.13 and Proposition 4.14
replacing θ with α. Hence, using the same argument as in the proof of
Theorem 1.1 we can show that Y+ is a Smale space. ✷
Now let Y˜ be a transitive component of maximal entropy in Y+ from
the Spectral Decomposition Theorem. Let β˜ be the restriction of π+ to
Y˜ . As stated previously this implies that β˜ : Y˜ → Y¯ is a finite-to-one
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u-resolving factor map. Let Σ′+ be an irreducible component of Σ+
such that θ(Σ′+) = Y˜ .
Let G0 be the fiber product of Σ and Y˜ and maps ρ1 and ρ2 the
projections onto Σ and Y˜ , respectively. Fix G a transitive component
of G0 of maximal entropy from the Spectral Decomposition Theorem
and let π1 and π2 be the restriction of ρ1 and ρ2, respectively, to G.
G
π1
wwoo
oo
oo
oo
oo
oo
oo
o
π2

??
??
??
??
Σ
π
//
π˜π
''O
OO
OO
OO
OO
OO
OO
OO X¯
π¯

??
??
??
? Y˜
β˜
  
  
  
 
Y¯
We now construct a factor of G that will give us the desired com-
muting diagram. Let τ send a point (s, y) ∈ G to (π(s), y) and let X˜
be the image of G under τ . It is not hard to see that the space X˜ is a
transitive Smale space since X¯ is a Smale space and a factor of Σ by π.
Furthermore, there exist maps γ˜ and π˜ projections from X˜ onto X¯ and
Y˜ , respectively. We then have the following commutative diagram.
G
π1
 









π2

/
/
/
/
/
/
/
/
/
/
/
/
/
/
/
τ

X˜
γ˜




π˜

>>
>>
>>
>
Σ
π
//
π˜π
''O
OO
OO
OO
OO
OO
OO
OO X¯
π¯

??
??
??
??
Y˜
β˜
 



Y¯
Lemma 7.4. The map π2 is s-resolving.
We postpone the proof of the above lemma to the next subsection
and proceed with the proof of the theorem. Since β˜ is u-resolving we
know that π1 and γ˜ are u-resolving. The maps τ and π˜ are s-resolving
since π2 is s-resolving and π˜τ = π2. From Theorem 5.2 we know for
each (t, y) ∈ G we have τ(W s(t, y)) = W s(τ(t), y). Therefore, π˜ is
s-resolving and we have the desired commutative diagram. ✷
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7.1. Proof of Lemma 7.4. Before proceeding to the proof of Lemma 7.4
we extend the notion of a magic word in symbolic dynamics to finite-
to-one maps from SFT’s to Smale spaces. For a definition and basic
properties of a magic word for finite-to-one maps between shift spaces
see [10, p. 303]. These arguments will show that each transitive point
y in Y under f has a unique preimage for π+and that Y¯ is the unique
irreducible component in Y+ and the set G is transitive so G = G0.
From this we will be able to conclude that π2 is s-resolving.
Claim 7.5. Let Σ be a transitive one-step SFT and φ be a finite-to-one
factor map from Σ to a transitive expansive system (Y, f). Then there
exists K ∈ N so that if w, w′, and w′′ are words of size K, and if w is
pairwise related to w′ by π, and w′ is pairwise related to w′′ by π, then
w is pairwise related to w′′ by π.
Proof. Suppose that no such K exists. Then for each n ∈ N suf-
ficiently large there exists words wn, w
′
n, and w
′′
n where |wn| ≥ 2n
and such that wn is pairwise related to w
′
n, and w
′
n is pairwise re-
lated to w′′n, and wn is not pairwise related to w
′′
n. Then for each
n there exists points sn, (s′)n, (s′′)n ∈ Σ such that sn[−n, n] ⊂ wn,
(s′)n[−n, n] ⊂ w′n, and (s
′′)n[−n, n] ⊂ w′′n. Since Σ is compact we know
that the sequence (sn, (s′)n, (s′′)n) ∈ Σ3 has a convergent subsequence
(snj , (s′)nj , (s′′)nj ) ∈ Σ3 converging to a point (s, s′, s′′) ∈ Σ3. Since wnj
and w′nj are pairwise related for all j ∈ N and w
′
nj
and w′′nj are pairwise
related for all j ∈ N we know that φ(s) = φ(s′) and φ(s′) = φ(s′′).
So φ(s) = φ(s′′) and for all j sufficiently large we have wnj pairwise
related to w′′nj , a contradiction. Hence, such a K ∈ N exists. ✷
Fix a K ∈ N as in the previous claim. Let m,n ∈ Z where m ≤ −K
and K ≤ n. Let w be a word such that there exists an s ∈ Σ where
s[m,n] = w and let Wm,n(w) be the maximal family of words pairwise
related words by φ containing w. Let m ≤ j ≤ n and
deg(Wm,n(w), j) = #{w¯j |w¯ ∈ Wm,n(w)}.
We define
deg(Wm,n(w)) = min
m≤j≤n
deg(Wm,n(w), j)
and d = minWm,n(w) deg(Wm,n). Let D = min{#φ
−1(y) | y ∈ Y }. Then
we know that D ≥ d. We will show that D = d.
Fix Wm,n(w) such that d = deg(Wm,n(w)). By possibly decreas-
ing m, increasing n, and shifting the jth coordinate of w we may as-
sume that deg(Wm,n(w)) = deg(Wm,n(w), 0). Then for words w¯, w¯
′ ∈
Wm,n(w) and u such that w¯uw¯
′ is a word in Σ we define W∗(u) to be
the set of Σ words w1u1w
′
1 such that u and u1 are pairwise related and
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w1, w
′
1 ∈ Wm,n(w). Therefore, by the size of K we know that words in
W∗(u) are pairwise related. Fix a u such that W∗(u) is nonempty.
Claim 7.6. W∗(u) is a maximal family of related words.
Proof. Suppose x is a word pairwise related to a word w∗ = w1u1w
′
1 ∈
W ∗(u). Then x = x1y1x
′
1 where |x1| = |x
′
1| = |n −m| and |y1| = |u|.
From the size ofK we know x1 and x
′
1 are pairwise related to w1 and w
′
1,
respectively. Hence, x1, x2 ∈ Wm,n(w). This implies that x ∈ W
∗(u).
✷
So deg(W∗(u), 0) ≥ d and deg(W∗(u), 0) ≤ deg(Wm,n, 0) = d. There-
fore, deg(W ∗(u), 0) = d.
Claim 7.7. Let {i1, ..., id} = {w¯0 |w¯ ∈ Wm.n(w)} and w
∗ ∈ W∗(u).
Then there is a permutation τ of {ii, ..., id} such that for 1 ≤ j ≤ d there
exists a unique word v = v(ij) such that ijvτ(ij) = w
∗[0, |u|+ n + 1].
Proof. We first show that v is unique. Suppose for some j ∈ {1, ...d}
there exists words ijvτ(ij) and ijv
′τ(ij). Then there exist points t, t
′ ∈
Σ such that
• t 6= t′,
• t[0, |u|+ n+ 1] = ijvτ(ij),
• t′[0, |u|+ n + 1] = ijv
′τ(ij), and
• ti = t
′
i for i < 0 and i > |v|+ 2.
Then φ(t) = φ(t′) and t ∈ W u(t′) ∩W s(t′). From Lemma 2.1 in [13]
we know t = t′, a contradiction.
We now show that v exists. For 1 ≤ j ≤ d there exists some w∗ ∈
W ∗(u) such that w∗0 = ij . Otherwise, as stated above deg(W
∗(u), 0) <
d, a contradiction. Similarly, there exists some w∗ ∈ W ∗(u) such that
w∗|u|+1 = ij .
Suppose for some 1 ≤ j ≤ d there exists k1, k2 ∈ {1, ...d} and words v
′
and v′′ such that ijv
′ik1 = w
∗
1[0, |u|+n+1] and ijv
′′ik2 = w
∗
2[0, |u|+n+1]
for some w∗1, w
∗
2 ∈ W
∗(u).
Define X to be the collection of all words w∗[1, |u|+ n+ 1] = vis for
some w∗ ∈ W∗(u). Since n ≥ K we know that each of the words in X
are pairwise related. Let X k be the collection of allowed concatenations
of words x1 · · ·xk where each xj ∈ X . Then any two elements in X
k are
pairwise related for each k ∈ N. We claim that #(X k) < #(X k+1). Let
x(k) ∈ X k and x(k) end in is. Then there exists some word w
∗ ∈ W∗(u)
where w∗[0, |u| + n + 1] = isvit for some t ∈ {1, ..., d}. Therefore, we
know that each word x(k) ∈ X k has an extension to a word x(k+1) ∈
X k+1 and #(X k) ≤ #(X k+1). Now let x(k) ∈ X k such that x(k) ends
in ij . Then
x(k)v′ik1, x
(k)v′′ik2 ∈ X
k+1
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and are distinct. Hence, #(X k) < #(X k+1).
This implies that XD+1 has more than D elements all of which can
be extended to points in Σ mapping to the same point in Y , a contra-
diction. ✷
Claim 7.8. Choose t ∈ Σ such that a word inWm,n(w) occurs infinitely
often in the past and future. Then #(φ−1(φ(t))) = d and there does
not exist a point t′ ∈ Σ such that t′ ∈ W s(t) ∩ φ−1(φ(t)) and t′ 6= t.
Proof Let w¯ be the word in Wm,n(w) occurring infinitely often in t.
We know that there exists N,M ∈ N such that t[−N,M ] = w¯uw¯ for
some word u. From the previous claim there exist d words related to
t[−N,M ]. As N and M can be chosen arbitrarily large we know that
φ−1(φ(t)) = d.
Now suppose that t′ ∈ W s(t) ∩ φ−1(φ(t)). We may suppose that
t′i = ti for all i ≥ 0 and t[0, m + n] = w¯. Then there exists N ∈ N
such that t[−N,m + n] = w¯uw¯ for some word u and t′[−N,m + n] =
w′u′w¯ where w′ ∈ Wm,n(w). From the previous claim we know that
t′[−N+m,m+n] = t[−N+n,m+n]. Since N can be made arbitrarily
large we have t′ = t. ✷
In particular, the above claim shows that
d ≥ min
y∈Y
#φ−1(y) = D
so d = D. Furthermore, if t′ ∈ φ−1(φ(t)), then t and t′ are pairwise
related, t′ has words of Wm,n occurring infinitely often in the past and
future, and the words occur in the same location as those of t.
The next claim says that if there is a finite-to-one factor map from
a transitive SFT to a finitely presented system and two points on the
same stable set map to the same point, then for some iterate the points
are on the unstable boundaries of their respective rectangles. This will
be a helpful characterization in the proof of Theorem 1.4 since θ was
defined to separate such points. This will imply that π2 is s-resolving.
Claim 7.9. Suppose Σ is a transitive one-step SFT, Y is a transitive
Smale spaces, and φ : Σ→ Y is a finite-to-one factor map. If t, t′ ∈ Σ
such that φ(t) = φ(t′) = y and t ∈ W s(t′), then for some j ∈ Z the
point
φ(σj(t′)) ∈ ∂tju Rt′j ∩ ∂
t′j
u Rtj .
Proof. We want to show that
φ(t) = φ(t′) ∈ ∂t0u Rt′0
so there exists a sequence
yi ∈ (W
s
ǫ (φ(t
′)) ∩ Rt0)−Rt′0
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converging to φ(t′). The argument that
φ(t) = φ(t′) ∈ ∂t
′
0
u Rt0
will be similar and left to the reader.
We may suppose that ti = t
′
i for all i ≥ 1 and t0 6= t
′
0. Let Wm,n(w)
have degree d. Since Σ is transitive we know that for eachM ∈ N there
exists a tM ∈ Σ such that tMi = ti for all −M ≤ i ≤M and words from
Wm,n(w) occur infinitely often in the past and in the future for t
M .
Let sM = [t, tM ]. Then φ(sM) ∈ W s(φ(t), Rt0). We will show that
φ(sM) /∈ W s(φ(t′), Rt′0).
As M → ∞ we know that φ(sM) → φ(t). This implies that φ(t) ∈
∂t0u Rt′0 .
Suppose that
φ(sM) ∈ W s(φ(t′), Rt′0).
Then there exists s ∈ Σ such that
• s0 = t
′
0,
• φ(s) = φ(sM), and
• φ(s) ∈ W s(φ(t′), Rt′0).
Let x[0,∞) be the infinite sequence such that
x0 = t
′
0, and xi = t
M
i for all i ≥ 1.
Let s′ ∈ Σ such that s′[0,∞) = x[0,∞) and s′i = si for all i ≤ 0. We
know that for all i ≤ 0 we have
s′i ∼φ s
M
i = t
M
i ,
and s′i = t
M
i for all i ≥ 1. Furthermore,
(s′i, t
M
i )→ (s
′
i+1, t
M
i+1)
is an allowed transition in Eφ for all i ∈ Z. Then
φ(s′) = φ(tM) and s′ ∈ W s(tM),
a contradiction. Hence, φ(sM) /∈ W s(φ(t′), Rt′0). ✷
Before proceeding to the proof of Lemma 7.4 we need to prove some
additional properties concerning pre-images of periodic points and tran-
sitive points under π0+.
Claim 7.10. Let Σ be a transitive 1-step SFT and φ : Σ → Y is
a finite-to-one factor map onto a finitely presented system (Y, f). If
p ∈ Per(Y, f) and there exist s, s′ ∈ Σ such that φ(s) = φ(s′) = p and
s0 = s
′
0, then s = s
′.
The proof of Claim 7.10 is similar to the proof of Lemma 3.1 and is
left to the reader.
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Claim 7.11. Let Σ be a transitive 1-step SFT, (Y, f) be finitely pre-
sented, and φ : Σ→ Y be finite-to-one. Let D be the minimum number
of pre-images under φ, the set W ⊂ Y be open and dense such that
each periodic point in W has D preimages under φ and every point in
W is contained in the interior of a rectangle. If p ∈ W is a periodic
point, then #(π0+)
−1(p) = D.
Proof. From Lemma 3.2 we know that the set W exists. We know
that for any rectangle containing p that p is contained in the interior
of the rectangle. Let ω ∈ Σ+ such that π
0
+(ω) = p and let ω0 = (v, i).
Then there exists some s ∈ φ−1(p) such that s0 = i. Let ω
′ ∈ Σ+ be
canonically associated with s and ω′0 = (v
′, i). Fix a sequence sk ∈ Σ
such that the canonically associated sequence ωk ∈ Σ+ converges to ω.
We may assume the sk are convergent. From the previous claim we
know that the sequence sk converges to s.
Suppose there exists a j ∈ v such that j /∈ v′. Then there exists a
sequence tk ∈ Σ such that φ(tk) ∈ W
u(φ(sk), Ri)∩Rj. We may assume
that tk converges to some point t. Hence, φ(t) ∈ W
u(φ(s), Ri)∩Rj and
j ∈ v′, a contradiction.
Suppose there exists a j ∈ v′ such that j /∈ v. Let y ∈ W u(p, Ri)∩Rj
andN ∈ N be the period of p. Then f−mN(y) ∈ int(Ri) for somem ∈ N
since p ∈ int(Ri). Fix such an m ∈ N. Then there exists a K ∈ N such
that (sk)−lN = i for all 0 ≤ l ≤ m where k ≥ K. Such a K exists since
σ−lN(sk)→ s as k →∞ for all l. For k ≥ K let
yk = [f
−mN(y), π(σ−mN(sk))] ∈ Ri.
Since f−mN (y) ∈ Ri ∩ f
−mN(Rj) we know from the Markov property
of the rectangles that fmN (yk) ∈ Rj for all k ≥ K. Furthermore, we
know that
f lN(yk) = [f
(l−m)N (y), π(σ(l−m)N(sk)]
for all 0 ≤ l ≤ m since this point is unique. Then
fmN(yk) ∈ W
u(π(sk), Ri) ∩Rj
for all k ≥ K. This implies that j ∈ v′, a contradiction. Therefore,
v = v′ and ω0 = ω
′
0. Since p is periodic we see by iterating p that
ω = ω′. ✷
Remark 7.12. The previous claim shows that if Σ is a transitive 1-
step SFT, (Y, f) is finitely presented, φ : Σ → Y is finite-to-one, and
D is the minimum number of pre-images under φ, then
(1) D is the minimum number of pre-images under π0+, and
(2) there exists an open and dense set W of Y such that if p ∈
Per(Y, f) ∩W and ω, ω′ ∈ (π0+)
−1(p), then D = #φ−1(p) and
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θ(ω) = θ(ω′). This follows since ω and ω′ are canonically asso-
ciated with points s and s′ in Σ, respectively, where φ(s) = φ(s′)
and we know that such points map to the same point under θ.
.
Claim 7.13. If Σ is a transitive 1-step SFT, (Y, f) is finitely presented,
φ : Σ → Y is finite-to-one, D is the minimum number of pre-images
under φ, and y ∈ Y is transitive, then #(φ)−1(y) = #(π0+)
−1(y) = D
and #(π+)
−1(y) = 1.
Proof. Let W be as in the statement of Claim 7.11. We know that
min
y∈Y
#(φ)−1(y) = D = min
y∈Y
#(π0+)
−1(y)
and for any transitive point y ∈ Y that #(φ−1(y)) = D and #(π0+)(y) =
D. Then the preimages of y for π0+ are the canonically associated points
from the preimages of y for φ. Since all the canonically associated
points map to the same point under θ we know that #(π+)
−1(y) = 1.
✷
Claim 7.14. Suppose Σ is a transitive one-step SFT, Y is a transitive
Smale spaces, and φ : Σ→ Y is a finite-to-one factor map. Let t, t′ ∈ Σ
such that φ(t) = φ(t′) = y, t ∈ W s(t′), t0 6= t
′
0, and ti = t
′
i for
all i ≥ 1. If s is a transitive point of Σ sufficiently close to t and
ω ∈ (π0+)
−1(φ(s)), then t0 ∈ V
u
δ (ω) and t
′
0 /∈ V
u
δ (ω).
Proof. Since s is transitive we know that words from Wm,n(w) occur
infinitely often in the past and in the future for s. From the proof of
Claim 7.9 we know that
φ(t) = φ(t′) ∈ ∂t0u Rt′0 ∩ ∂
t′0
u Rt0 .
Furthermore, from the proof of Claim 7.9 if si = ti for all −M ≤ i ≤ M
and M is sufficiently large, then
φ([t, s]) /∈ W s(φ(t′), Rt′0).
Hence, φ([t, s]) /∈ Rt′o .
If there exists a point z ∈ W u(φ(s), Rt0) ∩ Rt′0 , then
[z, φ(t)] = [φ(s), φ(t)] = φ[s, t] ∈ Rt′0 ,
a contradiction. Hence,
W u(φ(s), Rt0) ∩Rt′0 = ∅.
If ω ∈ (π0+)
−1(φ(s)), then ω is canonically associated with a preimage
of φ(s) under φ−1. Therefore, V uδ (ω) contains t0 and does not contain
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t′0. ✷
Proof of Lemma 7.4 We know that Y¯ is the unique irreducible com-
ponent in θ(Σ+). This implies that the fiber product of Σ and Y¯ is tran-
sitive. Hence, G = G0. Suppose there exists points (t, y), (t
′, y) ∈ G
where t ∈ W s(t′). We may assume that t0 6= t
′
0 and ti = t
′
i for all i ≥ 1.
Let (s, z) ∈ G be transitive. By choosing iterates of (s, z) sufficiently
close to (t, y) and (t′, y) we then know from the characterization of
transitive points in Remark 7.12 that t0, t
′
0 ∈ V
u
δ (ω) for all ω ∈ Σ+
such that θ(ω) = y.
However, from Claim 7.14 we know that for all iterates of (s, z)
sufficiently close to (t, y) that t′0 /∈ V
u
δ (ω) where ω is contained in the
preimage of the iterate of π˜π(s) under π0+, a contradiction. Therefore,
π2 is s-resolving. ✷
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