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Abstract
In this paper we study how to optimally balance cheap inflexible resources with more expen-
sive, reconfigurable resources despite uncertainty in the input problem. Specifically, we introduce
the MinEMax model to study “build versus rent” problems. In our model different scenarios appear
independently. Before knowing which scenarios appear, we may build rigid resources that cannot be
changed for different scenarios. Oncewe knowwhich scenarios appear, we are allowed to rent reconfig-
urable but expensive resources to use across scenarios. Although computing the objective in our model
might seem to require enumerating exponentially-many possibilities, we show it is well-estimated by a
surrogate objective which is representable by a polynomial-size LP. In this surrogate objective we pay
for each scenario only to the extent that it exceeds a certain threshold. Using this objective we design
algorithms that approximately-optimally balance inflexible and reconfigurable resources for several
NP-hard covering problems. For example, we study minimum spanning and Steiner trees, minimum
cuts and facility location variants. Up to constants our approximation guarantees match those of previ-
ous algorithms for the previously-studied demand-robust and stochastic two-stage models. Lastly, we
demonstrate that our problem is sufficiently general to smoothly interpolate between previous demand-
robust and stochastic two-stage problems.
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1 Introduction
Optimizing for reconfigurable resources under uncertainty formalizes the challenges of balancing expen-
sive, flexible resources with cheap, inflexible ones. For example, such optimization problems formalize
the challenges in “build versus rent” problems. Concretely, consider the algorithmic challenges faced by
an Internet service provider (ISP). An ISP must provide content to its customers while balancing between
rigid and reconfigurable resources. In particular, it can build out its own network—a rigid resource—or
choose to support traffic on a competitor’s network—a flexible resource—at a marked up premium. is
laer resource is reconfigurable since an ISP can change which edges in a competitor’s network it uses at
any given time. To minimize the additional load on its network, the competitor charges the ISP for the
maximum extra bandwidth it must support at any given moment. Furthermore, an ISP only has probabilis-
tic knowledge of where customer demands will occur: Based on where previous demands have occurred
an ISP estimates future demands, but it does not exactly know the future demands. If a demand occurs
which the ISP’s network cannot service, it must use the competitor’s network to support it. us, an ISP
balances between rigid and flexible resources in the face of uncertainty, and pays for the cost of its own
network plus the cost of supporting the expected maximum traffic routed on its competitor’s network.
In this paper, we introduce the MinEMax model to study the algorithmic challenges associated with
optimizing reconfigurable resources under uncertainty. In our model we are given a set of scenarios that
might occur. In the preceding example these scenarioswere the sets of possible demands. We think of prob-
lems in our model as being divided between a first stage where we “build” rigid resources and a second
stage where we “rent” flexible resources. In particular, in the first stage we can build non-reconfigurable re-
sources without knowing which scenarios occur. In the second stage, each scenario independently realizes
according to its specified Bernoulli probability, and we can rent reconfigurable resources at an increased
cost to use among any of our scenarios. For instance, in the preceding example the ISP first built its own
network and then, once it learned where demands occurred, it could rent bandwidth to support different
demands over time. In fact, this example is exactly ourMinEMax Steiner tree problem. us, the objective
we minimize is the first stage cost plus the expected maximum cost of additional reconfigurable resources
required for any realized scenario; hence the name of our model.
Since every scenario is an independent Bernoulli, there are exponentially-many ways in which sce-
narios realize. It is not even clear, then, how to compute the expected second-stage cost. Nonetheless, we
provide techniques to simplify and reason about theMinEMax cost and, therefore, solve variousMinEMax
problems.
e primary contributions of our work are as follows.
(i) We introduce theMinEMaxmodel for optimization of reconfigurable resources under uncertainty.
(ii) We show that, although evaluating theMinEMax objective function may seem difficult, aMinEMax
problem can be approximately reduced to a “TruncatedTwoStage” problem whose objective is rep-
resentable by an LP.
(iii) Armed with (ii), we adapt various rounding techniques to give approximation algorithms for a vari-
ety of two-stageMinEMax problems including spanning and Steiner trees, cuts and facility location
problems.
(iv) Lastly, we show that the MinEMax model captures the commonly studied two-stage models for
optimization under uncertainty: the stochastic and demand-robust models. Indeed, we show that
it generalizes a “Hybrid” problem that smoothly interpolates between the stochastic and demand-
robust models.
1
1.1 Related Work
Significant prior work has been done in two-stage optimization under uncertainty. e two most com-
monly studiedmodels are the stochasticmodel [RS04, GPRS04, SS06] and the demand-robustmodel [DGRS05,
AGGN08, GNR10, GGP+15a]. In the stochastic two-stage model a probability distribution is given over
scenarios, and our objective is to minimize the expected total cost. In the demand-robust two-stage model
we always pay for the worst-case scenario given our first stage solution.
Distributionally robust optimization (DRO) [Sca58, GS10, DY10, BBC11] captures a problem similar to
our own. In the DRO model we are given a distribution along with a ball of “nearby” distributions and
must pay the worst-case expectation over all distributions. Similarly to our own model, DRO generalizes
both the stochastic and demand-robust two-stage models. Our model can be seen as a “flip” of the DRO
model: while the DRO model takes the worst-case over distributions our model takes a distribution over
worst cases. Like DRO, our model is also sufficiently general to capture stochastic and demand-robust
optimization. An exciting forthcoming result [LS19]—which shows that approximation algorithms are
possible in DRO—complements our approximation algorithms inMinEMax.
A well studied measure for risk-aversion from stochastic programming is conditional value at risk
(CVaR) [AT02]. Roughly, CVaR gives the average cost in the worst-case case α tail of a distribution. A
notable recent work in CVaR presents a data-driven approach to two-stage risk aversion [JG18]. eorem
1 of this work is reminiscent of our reduction ofMinEMax to Hybrid; this theorem shows that their objec-
tive function can be reformulated as a combination of the CVaR cost and the worst-case distribution. We
emphasize that while CVaR might appear similar to the TruncatedTwoStage metric studied in this work,
these two metrics are distinct and not readily comparable. Two salient differences are (1) the threshold
in the TruncatedTwoStage objective is the minimizing threshold while in CVaR the threshold is fixed and
(2) the TruncatedTwoStage objective sums up the truncated cost over a set of Bernoulli random variables
whereas CVaR takes a truncated average cost with respect to a single distribution. We also note that, to
our knowledge, CVaR has not been studied in an approximation algorithms context, the focus of this work.
Several additional models for optimization under uncertainty—some of which even interpolate be-
tween stochastic and demand-robust—have also been studied. A series of papers [Sri07, SZY09, Swa11]
has also examined various models of two-stage optimization which capture risk-aversion. Notably, the
model of [Swa11] interpolates between stochastic and demand-robust while also accommodating black-
box distributions. Other papers [GPRS04] have also studied algorithms for stochastic optimization given
access to black-box distributions. ere has also beenwork on two-stage stochastic models in which—as in
our model—independent stochastic outcomes factor prominently. For example, Immorlica et al. [IKMM04]
study a two-stage stochastic model in which “clients” each activate independently and the realized sce-
nario consists of all activated clients. e primary difference between this model and our own is that in
our model entire scenarios—rather than clients—activate independently. Moreover, reconfigurability of
resources does not factor whatsoever into this model.
Lastly, a series of work [LR76, MN79, BNT04, DN17] have made use of the bound we use in our reduc-
tion of MinEMax to TruncatedTwoStage in seings distinct from our own. For example, [BNT04] shows
that this bound tightly estimates the value of the optimal solution in an optimization problem where the
cost function is random and only marginal distributions for the coefficients of the cost function are known.
Unlike our work, these works are not concerned with approximation algorithms for two-stage NP-hard
problems.
2
1.2 Models
We now formally define our new MinEMax model and the prior models that we generalize. We study
two-stage covering problems, defined as follows.
Two-Stage Covering. LetU be the universe of clients (or demand requirements), and let X be the set of
elements that we can purchase. Every scenario S1,S2, . . . ,Sm is a subset of clients. Let sol(Ss ) for s ∈ [m]
denote the sets in 2X which are feasible to cover scenario Ss . In covering problems ifA ⊆ B andA ∈ sol(Ss ),
then B ∈ sol(Ss ). We are also given a cost function cost : 2
X × 2X → R. For a given a specification of cost,
scenarios, clients, and feasibility constraints, we must find a set of elements X1 ⊆ X to be bought in the
first stage, and a set of elementsX
(s)
2 ⊆ X to be bought in the second stage s.t. X1 ∪X
(s)
2 ∈ sol(Ss ) for every
s. Our goal is to find a solution of minimal cost where the cost of a solution is discussed below.
is paper makes the common assumption that cost is linear, i.e., cost(X1,X
(s)
2 ) equals cost(∅,X
(s)
2 ) +
cost(X1, ∅) for any X1,X
(s)
2 ⊆ 2
X . LetX2 := (X
(1)
2 , . . . ,X
(m)
2 ); throughout the paper a bold variable denotes
a vector.
We now describe and discuss how different cost functions yield different two-stage covering models.
Prior Models. In the demand-robust two-stage covering model the cost of solution (X1,X2) is the max-
imum cost over all the scenarios:
costRob(X1,X2 ) := max
s ∈[m]
{
cost(X1,X
(s)
2 )
}
. (1)
In the stochastic two-stage covering model we are given a probability distributionD overm scenarios
with which exactly one of them realizes; i.e.
∑
s ∈[m] D(s) = 1. e cost of solution (X1,X2 ) is the expected
cost:
costStoch(X1,X2) := Es∼D[cost(X1,X
(s)
2 )]. (2)
Our New MinEMaxModel. In the MinEMax two-stage covering model we are given probabilities p =
{p1, . . . ,pm} with which each scenario independently realizes. e cost of solution (X1,X2) is the expected
maximum cost among the realized scenarios:
costEMax(X1,X2) := EA∼p
[
max
s ∈A
{
cost(X1,X
(s)
2 )
}]
(3)
whereA contains each s independently w.p. ps . To avoid confusion, we reiterate that unlike the stochastic
model, in MinEMax multiple scenarios may simultaneously appear in A because each of them indepen-
dently realizes. We shall assume without loss of generality that
∑
s ps ≥ 1 throughout this paper since one
can always ensure this without affecting solutions to the problem by adding dummy scenarios of cost 0
and probability 1.
As a concrete example these models, consider the following star covering problem. We are given a star
graph with root r and leavesv1, . . . ,vm . Each edge ei = (r ,vi ) can be purchased in the first stage at cost ci
and in the second stage at an inflated cost σ · cs for σ > 1. Our goal is to connect r to an unknown vertex
vs with minimum total two-stage cost. In particular, vs is only revealed aer we purchase our first-stage
edges,X1, at which point wemust purchase es in a second stage at cost σ ·cs if es was not already purchased
in the first stage. In all three models we initially buy some set of edges. In the stochastic version of this
problem a single vs then appears according to a distribution and we must pay to connectvs if we have not
already. In the demand-robust version of this problem, vs is always chosen so as to maximize our second
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(b) Exactly one scenario re-
alizes according to a proba-
bility distribution.
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(c) Given a first stage solu-
tion, adversary chooses the
costliest scenario.
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(d) Given a first stage solu-
tion, adversary chooses the
costliest realized scenario.
Figure 1: Star graph MinEMax form = 4. Green edges: edges bought by solution. ei labeled by its cost
in each stage for σ = 2. Non-opaque second-stage node: realized scenario. Blue square: probability of
scenario. Dashed red nodes: nodes chosen by an adversary.
stage cost. However, in our MinEMax version of this problem several vs appear and we must pay for a
budget of reconfigurable edge resource to be reused for every vs . See Figure 1 for an illustration.
1.3 Technical Results and Intuition
We now discuss our technical results. As earlier noted, capturing the MinEMax objective is challenging:
scenarios may realize in exponentially-many ways and so it seems that even computing the objective is
computationally infeasible. We solve this issue by showing that to solve a MinEMax problem, PEMax, it
suffices to solve its TruncatedTwoStage version, PTrunc. A TruncatedTwoStage problem is identical to a
MinEMax problem but the cost of a solution (X1,X2) is its truncated sum:
costTrunc(X1,X2) := minB
[
B +
∑
s ∈[m] ps · (cost(X1,X
(s)
2 ) − B)
+
]
. (4)
We will later see that PTrunc can be represented by an LP and, therefore, can be efficiently approximated
by various rounding techniques. e following theorem shows that to approximate a MinEMax problem,
it suffices to consider its TruncatedTwoStage version.
eorem 1.1. Let PEMax be a MinEMax problem and let PTrunc be its corresponding TruncatedTwoStage
problem. An α-approximation algorithm for PTrunc is a
(
α
1−1/e
)
-approximation algorithm for PEMax.
Intuition. e main observation we use to show this theorem is that a set of expensive scenarios with
large total probabilitymass dominates the cost of a givenMinEMax solution. We illustrate this observation
with an example. Let (X1,X2) be a solution for a MinEMax problem. Now WLOG let cost(X1,X
(s)
2 ) ≥
cost(X1,X
(s+1)
2 ) for all s, i.e., the sth scenario is more expensive than the (s + 1)th scenario for our solution.
LetM := [k] be the indices of the first k scenarios such that
∑
s≤k ps is large; say, at least 1. Let the border
B := cost(X1,X
(k)
2 ) be the cost of the least expensive scenario with an index inM . Because there is a great
deal of probability mass among scenarios in M we know that with large probability some scenario in M
will always appear. Whenever a scenario of cost less than B appears we know that with good probability
something inM has also appeared of greater cost. us, as far as the expectedmax is concerned, a scenario
that costs less than B can be ignored. Lastly, while it is not immediately clear how to represent costTrunc
function in an LP, we show using a simple convexity argument how this can accomplished.
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Next, we design approximation algorithms for two-stage covering problems in theMinEMaxmodel.
eorem 1.2. For two-stage covering problems there exist polynomial-time approximation algorithms with
the following guarantees. 1
MinEMax Problem UFL Steiner tree MST Min-cut k-center
Approximation 8
1−1/e
30
1−1/e
O(logn + logm) 4
1−1/e
O(1)
Intuition. Our earlier eorem 1.1 demonstrated that to solve a MinEMax problem, PEMax, we need to
only solve its TruncatedTwoStage version, PTrunc. While it is not clear how to represent PEMax with an LP,
PTrunc can be represented with an LP. Furthermore, by adapting previous two-stage optimization rounding
techniques to the TruncatedTwoStage seing, we are able to approximately solve the TruncatedTwoStage
versions of uncapacitated facility location (UFL), Steiner tree, minimum spanning tree (MST), and min-cut.
We use different techniques to give an approximation algorithm for k-center. e intuition for our k-
center proof is similar to that of eorem 1.1: Truncated costs approximateMinEMax cost. However, for
k-center we truncate more aggressively. Rather than truncating costs of scenarios, we truncate distances
in the input metric. To do this, we draw on methods of Chakrabarty and Swamy [CS18].2
It is also worth noting that Anthony et al. [AGGN08] proved hardness of approximation for a two-
stage k-center problem. In particular, they show stochastic k-center where scenarios consist of multiple
clients is as hard to approximate as dense k-subgraph. us, since our MinEMax model generalizes the
stochastic model, we restrict our aention in k-center to scenarios consisting of single clients; otherwise
our problem would be prohibitively hard to approximate. Since our scenarios consist of single clients
the stochastic and demand-robust versions of the k-center problem we solve correspond to k-median and
k-center respectively.
Our last theorem shows that MinEMax generalizes the stochastic and demand-robust models as well
as a Hybrid model which smoothly interpolates between stochastic and demand-robust optimization.
eorem 1.3. An α-approximation for a two-stage covering algorithm in theMinEMaxmodel implies an α-
approximation for the corresponding two-stage covering problem in the stochastic, demand-robust, andHybrid
models.
For cleanliness of exposition, we defer a formal definition and discussion of theHybridmodel as well as the
intuition and proof for eorem 1.3 to Section 5. As a corollary of eorems 1.2 and 1.3, we immediately
recover polynomial-time approximations for HybridMST, UFL, Steiner tree and min-cut.3
2 ReducingMinEMax to TruncatedTwoStage
In this section, we demonstrate a technique to simplify both computing and reasoning about costEMax by
reducing aMinEMax problem to a TruncatedTwoStage problemwith only a small loss in the approximation
factor. Specifically, we show the following theorem.
1e O(1) in the k-center approximation is roughly 57.
2We also note here that, unlike the previous problems we study, the cost function in k-center is not linear as described in §1.2.
3ough not k-center since its cost function is not linear.
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(3)
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(5)
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Figure 2: M(X1,X2) and B(X1,X2). Red circles: scenarios in M(X1,X2 ). Green circles: all other scenarios.
Numbers in circles: probabilities. Scenarios arranged le to right in descending order of cost(X1,X
(s)
2 ).
eorem 1.1. Let PEMax be a MinEMax problem and let PTrunc be its corresponding TruncatedTwoStage
problem. An α-approximation algorithm for PTrunc is a
(
α
1−1/e
)
-approximation algorithm for PEMax.
As earlier noted, we show this by observing that a set of expensive scenarios with “large” total probability
mass dominates the cost of a given MinEMax solution.
We begin by observing that the expectedmax of a set of independent randomvariables is approximately
bounded by the most expensive of these random variables whose probabilities sum to 1. We remark that
this result can be seen to follow from results regarding the “correlation gap” [ADSY12, Ala14] which show
a similar bound where instead of max we have any sub-modular function. We give a different proof in §A
for completeness that we find simpler in our seing where we consider the max and not any sub-modular
function.
Lemma 2.1. Let Y = {Y1, . . . ,Ym} be a set of independent Bernoulli r.v.s, where Ys is 1 with probability ps ,
and 0 otherwise. Let vs ∈ R≥0 be a value associated with Ys . WLOG assume vs ≥ vs+1 for s ∈ [m − 1]. Let
b = min{a :
∑a
s=1 ps ≥ 1}. en(
1 −
1
e
) (
vb +
∑
s
ps · (vs −vb )
+
)
≤ EY
[
max
s
{Ys · vs }
]
≤ vb +
∑
s
ps · (vs −vb )
+
,
where x+ := max{x, 0}.
For a given solution (X1,X 2) to MinEMax, Lemma 2.1 yields a computationally tractable form of costEMax.
Specifically, let our scenarios be indexed such that cost(X1,X
(s)
2 ) ≥ cost(X1,X
(s+1)
2 ) and let b be the smallest
positive integer such that
∑b
s=1 ps ≥ 1. We define the following terms analogous to those in the lemma
(see Figure 2 for an illustration):
M(X1,X 2) := [b] and B(X1,X 2) := cost(X1,X
(b)
2 ). (5)
Notice that
∑
s ∈M (X1,X2) ps < 2. Now, by leing B(X1,X2) be vb in Lemma 2.1, we can approximate
costEMax(X1,X2). However, we would like to estimate costEMax(X1,X 2) within an LP where (X1,X 2) are
variables since our algorithms are LP based. Unfortunately, it is not clear how to capture vb in an LP and
so it is not clear how to directly use Lemma 2.1 to estimate costEMax(X1,X 2) within an LP.
For this reason, we derive an even simpler form of the above approximation of the expectedmax which
can be computed using an LP. In particular, we show that the expected max is approximately the costTrunc
objective. We remind the reader that, as per Eq.(4), costTrunc(X1,X2) := minB[B+
∑
s ∈[m] ps ·(cost(X1,X
(s)
2 )−
B)+]. e following lemma shows that the B achieving the minimum in costTrunc(X1,X2) is B(X1,X2) and
therefore shows that costTrunc is a good approximation of costEMax.
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Lemma 2.2. Let (X1,X2 ) be a solution to a TruncatedTwoStage orMinEMax problem. We have
B(X1,X2) = argmin
B
[
B +
∑
s ∈[m]
ps · (cost(X1,X
(s)
2 ) − B)
+
]
,
where the argmin takes the largest B minimizing the relevant quantity.
Proof Sketch. e rough idea of the proof is to show that B +
∑
s ps (cost(X1,X
(s)
2 − B)
+ is convex in B and
that B(X1,X2 ) is a local minimum. In particular, imagine that B is currently set at B(X1,X2 ) and consider
what happens to B +
∑
s ps (cost(X1,X
(s)
2 − B)
+ if we shi B to be smaller. Recall that we have at least one
probability mass across elements which are larger than B by definition of B(X1,X2). us, when we shi B
to be smaller,B decreases slower than
∑
s ps (cost(X1,X
(s)
2 −B)
+ increases and so B+
∑
s ps (cost(X1,X
(s)
2 −B)
+
becomes larger overall. e case when B is made larger is symmetric. e full proof is available in §A. 
Using Lemma 2.1 and Lemma 2.2, it is easy to show the following two lemmas. ese lemmas—proved
in §A—upper and lower bound the MinEMax cost of a solution with respect to its TruncatedTwoStage
solution respectively.
Lemma 2.3. For feasible solution (X1,X 2) of any PEMax we have, costEMax(X1,X 2) ≤ costTrunc(X1,X 2).
Lemma 2.4. Let PEMax be a MinEMax problem and PTrunc be its truncated version. Let (E1,E2) and (T1,T2 )
be optimal solutions to PEMax and PTrunc respectively. We have costTrunc(T1,T2 ) ≤
(
1
1−1/e
)
costEMax(E1,E2).
epreceding lemmas allowus to conclude that anα-approximationalgorithm for a TruncatedTwoStage
problem is anO(α)-approximation algorithm for the correspondingMinEMax problem.
Proof of eorem 1.1. Let (Tˆ1,Tˆ2 ) be the solution returned by an α-approximation algorithm for PTrunc.
Let (E1,E2) and (T1,T2) be the optimal solutions to PEMax and PTrunc respectively. By Lemma 2.3 we
have costEMax(Tˆ1,Tˆ2 ) ≤ costTrunc(Tˆ1,Tˆ2 ). Since (Tˆ1,Tˆ2 ) is an α-approximation we have this is at most
α · costTrunc(T1,T2 ). Applying Lemma 2.4 this is at most
(
α
1−1/e
)
costEMax(E1,E2 ). Since any solution that is
feasible for PTrunc is also feasible for PEMax, we conclude that (Tˆ1,Tˆ2 ) is a feasible solution for PEMax with
cost in PEMax at most
(
α
1−1/e
)
costEMax(E1,E2 ), giving our theorem. 
3 Applications to Linear Two-Stage Covering Problems
In this section we give anO(logn + logm)-approximation algorithm forMinEMaxMST andO(1) approx-
imation algorithms for MinEMax Steiner tree, MinEMax facility location, and MinEMax min-cut. Our
algorithms are LP based. To derive our algorithms we use our reduction from §2 to transform aMinEMax
problem into a TruncatedTwoStage problem with only a small constant loss in the approximation factor.
is transformation allows us to adapt existing LP rounding techniques in which every scenario has a
rounding cost close to its fractional cost [RS04, GPRS04, SS06] to solve our TruncatedTwoStage problems
and, therefore, our MinEMax problems.
We first give two general techniques to solve a TruncatedTwoStage problem.
7
3.1 General Techniques
Our first technique is to represent costTrunc as an LP objective. For this techniquewe need to extend the def-
inition of costTrunc from an integral solution (X1,X2) to a fractional solution (x1,x2). To do so, in each of our
problemswe locally define cost(x1,x
(s)
2 ) for fractional solution (x1,x
(s)
2 ) to scenario s and let costTrunc(x1,x2 )
be defined similarly to the integral case, i.e. for fractional (x1,x2 ),
costTrunc(x1,x2) := min
B
[
B +
∑
s
ps (cost(x1,x2(s)) − B)
+
]
. (6)
Given a minimization LP, it is easy to see that by introducing an additional variable to represent B and
additional variables to represent (cost(x1,x2(s))−B)
+ for every s, we can represent costTrunc(x1,x2 ) in an LP.
For cleanliness of exposition, when we write our LPs we omit these additional variables and simply write
our objective as “costTrunc(x1,x2).” Moreover, even though some of our LPs have an exponential number
of constraints, we rely on the existence of efficient separation oracles for these LPs. It is easy to verify that
this holds even aer one introduces the additional variables needed to represent costTrunc(x1,x2 ).
We also extendM and B from the integral case as defined in §2 to the fractional case in the following
natural way. Given a fractional solution (x1,x2) and a cost function on fractional solutions, cost, WLOG
let our scenarios be indexed such that cost(x1,x
(s)
2 ) ≥ cost(x1,x
(s+1)
2 ). Let b be the smallest positive integer
such that
∑b
s=1 ps ≥ 1. For fractional (x1,x2), we define
M(x1,x 2) := [b] (7)
B(x1,x 2) := min
s ∈M (x1,x 2)
cost(x1,x
(s)
2 ). (8)
Remark 3.1. It is easy to verify that the proof of Lemma 2.2 also holds for costTrunc(x1,x2 ) for fractional
(x1,x2). We will therefore invoke it on fractional (x1,x2), even though it is stated only for integral (X1,X2 ).
Our second technique is a generic rounding technique for TruncatedTwoStage problems. Several past
works in two-stage optimization show that it is possible to round an LP solution such that the resulting
integral solution has cost roughly the same as the fractional solution for every scenario. We prove the
following lemma to make use of such rounding algorithms.
Lemma 3.2. Let PTrunc be a TruncatedTwoStage problem. Let (X1,X2) and (Y1,Y2) be integral or fractional
solutions to PTrunc. If for every scenario s we have cost(X1,X
(s)
2 ) ≤ c · cost(Y1,Y
(s)
2 ) then
costTrunc(X1,X2) ≤ c · costTrunc(Y1,Y2).
Proof. We have
costTrunc(X1,X2) = min
B
[
B +
∑
s
ps · (cost(X1,X
(s)
2 ) − B)
+)
]
≤ c · B(Y1,Y2) +
∑
s
ps · (cost(X1,X
(s)
2 ) − c · B(Y1,Y2))
+) (by leing B = c · B(Y1,Y2))
≤ c · B(Y1,Y2) +
∑
s
ps · (c · cost(Y1,Y
(s)
2 ) − c · B(Y1,Y2))
+)
(
by cost(X1,X
(s)
2 ) ≤ c · cost(Y1,Y
(s)
2 )
)
= c ·
(
B(Y1,Y2) +
∑
s
ps · (cost(Y1,Y
(s)
2 ) − B(Y1,Y2))
+)
)
= c · costTrunc(Y1,Y2) (by Lemma 2.2).

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3.2 Uncapacitated Facility Location
In this section we give a polynomial-time
(
8
1−1/e
)
-approximation algorithm for MinEMax uncapacitated
facility location (UFL).
Definition 3.3 (MinEMax UFL). We are given a set of facilities F and a set of clients D with a metric ci j
specifying the distances between every client j and facility i. We are also given scenarios S1, . . . ,Sm ⊆ D,
where in scenario Ss client j has demand d
s
j ∈ {0, 1}
4 , and a probability ps for each scenario. Facility i’s
opening cost is f1,i in the first stage and f
(s)
2,i in scenario Ss . ese opening costs can be∞, which indicates
the facility cannot be opened. A feasible solution consists of a set of first and second stage facilities (X1,X2 )
s.t. X1 ∪
⋃
s X
(s)
2 , ∅. e cost for scenario s in solution (X1,X2) is
cost(X1,X
(s)
2 ) :=
∑
i∈X1
f1,i +
∑
i∈X
(s )
2
f
(s)
2,i +
∑
j ∈Ss
min
i∈X1∪X
(s )
2
ci j .
e total cost of our solution (X1,X2) is costEMax(X1,X2) := EA∼p
[
maxs ∈A{cost(X1,X
(s)
2 )}
]
.
Our algorithm is based on the work of Ravi and Sinha [RS04] on two-stage stochastic UFL. is work
shows how to round an LP such that every scenario has a “good” cost aer rounding. Applying Lemma 3.2
to this rounding gives an algorithm that approximates TruncatedTwoStage UFL, which by eorem 1.1 is
sufficient to approximateMinEMax UFL.
We use the following LP. Variable z
(s)
i j corresponds to whether client j is served by facility i in scenario
s. Variables x1(i) and x
(s)
2 (i) corresponds to whether facility i is opened in the first stage or scenario s,
respectively. For a fractional solution (x1,x2 ), we define
cost(x1,x
(s)
2 ) :=
∑
i∈F
[
x1(i) · f1,i + x
(s)
2 (i) · f
(s)
2,i +
∑
j ∈D
zˆ
(s)
i j · ci j
]
,
where zˆ
(s)
i j is the natural fractional assignment given fractional facilities (x1,x
(s)
2 ); namely, one that sends
clients to their nearest fractionally opened facilities. As described by Eq.(6), this definition of cost(x1,x
(s)
2 )
defines costTrunc(x1,x 2) for fractional (x1,x2 ), which allows us to define our LP.
min costTrunc(x1,x2) (UFL LP)
s.t.
∑
i∈F
z
(s)
i j ≥ d
(s)
j ∀j ∈ D,∀s
z
(s)
i j ≤ x1(i) + x
(s)
2 (i) ∀i ∈ F ,∀j ∈ D,∀s
0 ≤ x1,x2 ,z
Note that an integral solution to the above LP is a feasible solution for MinEMax UFL. Ravi and Sinha
showed how to round this LP.
Lemma 3.4 (eorem 2, Lemma 1 in [RS04]). Given a fractional solution (x1,x2 ) to UFL LP, it is possi-
ble to round it to integral (X1,X2 ) in polynomial time s.t. for every scenario s we have cost(X1,X
(s)
2 ) ≤
8 · cost(x1,x
(s)
2 ).
We now give our approximation algorithm forMinEMax UFL.
4is easily generalizes to more demand.
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eorem 3.5. MinEMax UFL can be
(
8
1−1/e
)
-approximated in polynomial time.
Proof. Our algorithm starts by solvingUFL LP to get a fractional (x1,x2). Next, round (x1,x2 ) using Lemma 3.4
to integral (X1,X2). Return (X1,X2 ).
Let (O1,O2) be the optimal integral solution to the TruncatedTwoStage instance of our problem and
let (o1,o2) be its corresponding characteristic function. By definition, costTrunc(o1,o2) = costTrunc(O1,O2).
Now using Lemma 3.2 and Lemma 3.4 it follows that
costTrunc(X1,X2) ≤ 8 · costTrunc(x1,x2).
Since (o1,o2) feasible for UFL LP, we get
costTrunc(X1,X2) ≤ 8 · costTrunc(o1,o2) = 8 · costTrunc(O1,O2).
us, our algorithm is an 8-approximation for TruncatedTwoStage UFL. Applying eorem 1.1 gives a(
8
1−1/e
)
-approximation for MinEMax UFL.
Lastly, notice that our algorithm is trivially polynomial-time. 
3.3 Steiner Tree
In this section we give a
(
30
1−1/e
)
-approximation for MinEMax rooted Steiner tree.
Definition 3.6 (MinEMax Rooted Steiner tree). We are given a graph G = (V ,E), a root r ∈ V , a cost ce
for each edge e. We are also given scenarios S1, . . . ,Sm ⊆ V , each with an associated probabilityps and an
inflation factor σs > 0. We must find a first stage solution X1 ⊆ E and a second-stage solution for every
scenario, X
(j)
2 ⊆ E. A solution is feasible if for every s we have X1 ∪ X
(s)
2 connects {r } ∪ Ss . e cost for
scenario s in solution (X1,X2 ) is
cost(X1,X
(s)
2 ) :=
∑
e∈X1
ce + σs ·
∑
e∈X
(s )
2
ce . (9)
e total cost we pay for solution (X1,X2) is costEMax(X1,X2) := EA∼p
[
maxs ∈A{cost(X1,X
(s)
2 )}
]
.
Our algorithm is based on an LP rounding algorithm of Gupta et al. [GRS04] for two-stage stochas-
tic Steiner tree. Roughly, we use Lemma 3.2 to argue that the first stage solution for every optimal
TruncatedTwoStage solution is, up to small constants, a tree rooted at r . is structural property allows us
to write an LP that approximately captures TruncatedTwoStage Steiner tree. Gupta et al. [GRS04] showed
that this LP can be rounded s.t. every scenario has a good cost. As in the previous section, we combine
this rounding with Lemma 3.2 to derive an approximation algorithm for TruncatedTwoStage Steiner tree,
which is sufficient for approximatingMinEMax Steiner tree by eorem 1.1.
We begin by arguing that up to small constants, the optimal first stage solution is a tree rooted at r .
Lemma 3.7. ere exists an integral solution (Xˆ1,Xˆ2 ) to TruncatedTwoStage Steiner tree s.t.G[Xˆ1] is a tree
rooted at r and costTrunc(Xˆ1,Xˆ2) ≤ 2·costTrunc(O1,O2), where (O1,O2) is the optimal solution to TruncatedTwoStage
Steiner tree.
Proof. Lemma 4.1 of Dhamdhere et al. [DGRS05] shows that given (O1,O2) it is possible to modify it to
a feasible solution (Xˆ1,Xˆ2) such that G[Xˆ1] is a tree rooted at r and cost(Xˆ1, Xˆ
(s)
2 ) ≤ 2 · cost(O1,O
(s)
2 ) for
every s. It follows by Lemma 3.2 that costTrunc(Xˆ1,Xˆ2) ≤ 2 · costTrunc(O1,O2). 
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We now describe how to formulate an LP that leverages the structural property in Lemma 3.7. In
particular, this indicates that as one gets closer to r , one must fractionally buy edges to a greater and
greater extent. is constraint can be captured in an LP. Specifically, every node in a scenario (a.k.a.
terminal) is the source of one unit of flow that is ultimately routed to r ; this flow follows a path whose
fractional “first stage-ness” is monotonically increasing.
More formally, we copy each edge e = {u,v} into two directed edges (u,v) and (v,u). Let ®e be either
one of these directed edges. Next, for each such directed edge ®e and every terminal in t ∈
⋃
s Ss , we define
variables r1(t , ®e) and r
(s)
2 (t , ®e) for every s to represent how much t is connected to r by e in the first stage
and in scenario s, respectively. Also, for undirected edge e, define variables x1(e) and x
(s)
2 (e) to stand for
how much we buy e in the first stage and scenario s, respectively. For fractional (x1,x2), we define
costTrunc(x1,x
(s)
2 ) :=
∑
e
ce · x1(e) + σs · ce · x2(e),
which as described by Eq.(6) also defines costTrunc(x1,x 2). Leing δ
−(v) and δ+(v) stand for all directed
edges going into and out of v, respectively. e following is our LP.
min costTrunc(x1,x2 ) (ST LP)
s.t.
∑
®e∈δ+(v)
r1(t , ®e) + r
(s)
2 (t , ®e) =
∑
®e∈δ−(v)
r1(t , ®e) + r
(s)
2 (t , ®e) ∀s, t ∈ Ss ,v < {t , r }
∑
®e∈δ+ (t )
r1(t , ®e) + r
(s)
2 (t , ®e)
 −

∑
®e∈δ− (t )
r1(t , ®e) + r
(s)
2 (t , ®e)
 ≥ 1 ∀s, t ∈ Ss∑
®e∈δ−(v)
r1(t , ®e) ≤
∑
®e∈δ+ (v)
r1(t , ®e) ∀s, t ∈ Ss ,v < {t , r } (10)
r1(t , ®e) ≤ x1(e); r
(s)
2 (t , ®e) ≤ x
(s)
2 (e) ∀s, t ∈ Ss , ®e
r ,x1,x2 ≥ 0
Notably, Eq. (10) enforces that terminal t is serviced by the first stage more and more as one moves
closer to the root. e characteristic vector of (Xˆ1,Xˆ2) as described in Lemma 3.7 gives a feasible solution
to ST LP. As a result, Lemma 3.7 demonstrates that ST LP has nearly optimal objective as stated in the
following corollary.
Corollary 3.8. Let (x1,x2) be the optimal solution of ST LP. We have costTrunc(x1,x2 ) ≤ 2 · costTrunc(O1,O2),
where (O1,O2) is the optimal solution to TruncatedTwoStage Steiner tree.
Proof. Let (xˆ1, xˆ2 ) be the characteristic vector of (Xˆ1,Xˆ2 ) from Lemma 3.7. Consider an arbitrary terminal
t . Let P2 for terminal t be the shortest path from t to Xˆ1 in G[Xˆ2]. Let ut be the sink of P2 and let P1 be
the shortest path from ut to r in G[Xˆ1]. Notice that (xˆ1, xˆ2) along with r2 which sends one unit of flow
from t to ut along P2 and r1 which sends one unit of flow from ut to r along P1 for every t is a feasible
solution to ST LP. Moreover, notice that cost of this solution is costTrunc(xˆ1,x2 ) = costTrunc(X1,X2) ≤
2 · costTrunc(O1,O2) by Lemma 3.7. 
Previous work of Gupta et al. [GRS04] shows that it is possible to round a fractional solution of ST LP
such that every scenario has a good cost.
Lemma 3.9 ([GRS04]). A fractional solution (x1,x2) to ST LP can be rounded in polynomial time to a feasible
integral solution (X1,X2) s.t. cost(X1,X
(s)
2 ) ≤ 15 · cost(x1,x
(s)
2 ) for every s.
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Since Corollary 3.8 gives ST LP has a good optimal solution, we can round ST LP s.t. every sce-
nario has a low cost. Now Lemma 3.2 tells us that such a rounding preserves the cost of a solution for
TruncatedTwoStage optimization. is gives the following theorem.
eorem 3.10. MinEMax Steiner tree can be
(
30
1−1/e
)
-approximated in polynomial time.
Proof. Our algorithm first solves ST LP to get fractional solution (x1,x2 ). Next, we apply Lemma 3.9 to
round (x1,x2 ) in polynomial time to give (X1,X2) as our solution. us, we have
costTrunc(X1,X2 ) ≤ 15 · costTrunc(x1,x2) (by Lemma 3.2, Lemma 3.9)
≤ 30 · costTrunc(O1,O2), (by Corollary 3.8)
where (O1,O2) is the optimalTruncatedTwoStage Steiner tree solution. is implieswe have a 30-approximation
algorithm for TruncatedTwoStage Steiner tree. Now byeorem 1.1, we have a
(
30
1−1/e
)
-approximation for
MinEMax Steiner tree.
Lastly, each of our subroutines has a polynomial runtime by previous lemmas, and so we conclude that
our algorithm has a polynomial runtime. 
3.4 MST
In this section we give a randomized polynomial-time algorithmwhich with high probability has expected
costO(logn+ logm) times the optimalMinEMaxminimum spanning tree (MST) on an n-node graph with
m different scenarios.
Definition 3.11 (MinEMax MST). We are given a graph G = (V ,E) where |V | = n, a set ofm scenarios
S1, . . . Sm where each scenario Ss has an associated second-stage cost function cost
(s)
2 : E → Z
+ and a
probability ps . We are also given a first-stage cost function, cost1 : E → Z
+. We must provide a first stage
solution X1 ⊆ E and a solution X
(s)
2 ⊆ E for every scenario s, which is feasible ifG[X1 ∪ X
(s)
2 ] spans V for
every s. e cost for scenario s in solution (X1,X2 ) is
cost(X1,X
(s)
2 ) :=
∑
e∈X1
cost1(e) +
∑
e∈X
(s )
2
cost
(s)
2 (e). (11)
e total cost for solution (X1,X2) is costEMax(X1,X2) := EA∼p
[
maxs ∈A{cost(X1,X
(s)
2 )}
]
.
Our algorithm is based on the work of Dhamdhere et al. [DRS05] on two-stage stochastic MST. ey
give a rounding technique that produces integral solutions where every scenario has a cost close to the
fractional cost. Using this rounding, and applying Lemma 3.2, we get an approximation algorithm for
TruncatedTwoStage MST, which by eorem 1.1 is also sufficient to approximateMinEMaxMST.
Notice that since MinEMax generalizes two-stage robust optimization, our MinEMax result gives a
O(logn+ logm) approximation for two-stage robust MST as a corollary. To the best of our knowledge, this
is the first non-trivial algorithm for two-stage robust MST.
Our algorithm is based on an LP. We havem + 1 variables for each edge e, namely x1(e) and x
(s)
2 (e) for
s ∈ [m] indicating if we take e in the first stage and in the second stage for scenario s, respectively. For a
fractional solution (x1,x2), we define
cost(x1,x
(s)
2 ) :=
∑
e
x1(e) · cost1(e) + x
(s)
2 (e) · cost2(e), (12)
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which as described in Eq.(6), defines costTrunc(x1,x 2) for fractional (x1,x2 ). Leing δ (S) be all edges with
exactly one endpoint in S ⊆ V . e following is our LP.
min costTrunc(x1,x2 ) (MST LP)
s.t.
∑
e∈δ (S )
(
x1(e) + x
(s)
2 (e)
)
≥ 1 ∀∅ ⊂ S ⊂ V , s ∈ [m]
x1,x2 ≥ 0
Note that an integral solution to MST LP is a feasible solution for the TruncatedTwoStageMST problem as
a set of edges with at least one edge leaving every cut is a spanning tree.5 Also, although this LP has super-
polynomial constraints, it is easy to obtain an efficient separation by solving min-cut; see Dhamdhere et
al. [DRS05].
We need the following result of Dhamdhere et al. [DRS05] to round MST LP such that every scenario
has a low cost.
Lemma 3.12 ([DRS05]). It is possible to randomly round a feasible fractional solution (x1,x2) to MST LP to an
integral solution (X1,X2) in polynomial time s.t. with probability at least 1−
1
mn2
for every scenario s we have
E[cost(X1,X
(s)
2 )] ≤ cost(x1,x
(s)
2 ) · (40 logn + 16 logm). Here the expectation is taken over the randomness of
our rounding andm is the number of scenarios.
We can now design our approximation algorithm for MinEMaxMST.
eorem 3.13. ere exists a randomized polynomial-time algorithm that with probability at least 1 − 1
mn2
in expectationO(logn+ logm)-approximates MinEMaxMST where n = |V | andm is the number of scenarios.
Proof. Our algorithm starts by followingMST LP to get a fractional solution (x1,x2). Next, apply Lemma 3.12
to round (x1,x2 ) to an integral solution (X1,X2). Return (X1,X2).
Next consider the cost of (X1,X2). Let (O1,O2) be the optimal integral solution to our TruncatedTwoStage
MST problem and let (o1,o2) be the corresponding characteristic vector. Notice that (o1,o2) is a feasible
solution to MST LP. Moreover, it is easy to verify that costTrunc(o1,o2) = costTrunc(O1,O2). Taking expec-
tations over the randomness of our algorithm and applying Lemma 3.2 and Lemma 3.12, we have with
probability at least 1 − 1
mn2
that
E[costTrunc(X1,X2)] ≤ (40 logn + 16 logm) · costTrunc(o1,o2)
= (40 logn + 16 logm) · costTrunc(O1,O2).
us, with probability at least 1− 1
mn2
our algorithm’s expectedTruncatedTwoStage cost iswithin (40 logn+
16 logm) of the cost of the optimal TruncatedTwoStage MST solution. We conclude by eorem 1.1 that
with high probability in expectation our algorithmO(logn + logm)-approximatesMinEMaxMST.6
Our algorithm is trivially polynomial-time by the separability of our LP and Lemma 3.12. 
3.5 Min-Cut
In this section we give a polynomial-time
(
4
1−1/e
)
-approximation forMinEMax min-cut.
5If such a solution has any cycles it is not necessarily an MST, though one can always delete an edge from such a cycle and
improve the cost of the solution.
6Althougheorem 1.1 and Lemma 3.2 do not explicitly account for an expectation taken over the randomness of an algorithm,
it is easy to verify that the such an expectation does not affect these results.
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Definition 3.14 (MinEMax min-cut). We are given a graph G = (V ,E), a root r ∈ V , a cost ce for edge
e, and m scenarios specified by terminals t1, . . . , tm ∈ V . Each scenario ts has an associated probability
ps and inflation factor σs > 0. We must provide a first stage solution X1 ⊆ E and a second-stage solution
X
(s)
2 ⊆ E for each s. A feasible solution is one where X1 ∪ X
(s)
2 cuts r from ts for every s. e cost for
scenario s in solution (X1,X2 ) is
cost(X1,X
(s)
2 ) :=
∑
e∈X1
ce + σs ·
∑
e∈X
(s )
2
ce . (13)
e total cost of solution (X1,X2) is costEMax(X1,X2) := EA∼p
[
maxs ∈A{cost(X1,X
(s)
2 )}
]
.
We draw on past work on two-stage stochastic min-cut. In particular, we use the insight of Golovin
et al. [GGP+15b] that, when approximating min-cut in a two-stage seing, it suffices to consider a relaxed
version of the two-stage problem. In the second stage of this relaxed problem one does not pay the cost of
completing their first stage solution. Rather, if the vertex corresponding to a scenario is not fully cut away
in the first stage, in the second stage one must pay the full cost of cuing away that vertex in the original
graph. e utility of this observation is that the relaxed problem can be captured by an LP (which is not
clear in general for two-stage min-cut problems).
us, we first write an LP for the relaxed version of TruncatedTwoStage min-cut and then round it
using ideas from Golovin et al. [GGP+15b]. We make use of Lemma 3.2 in several places in our analysis
to show that the optimal solution has certain structure, ultimately showing that such an algorithm 4-
approximates the TruncatedTwoStage version of min-cut. As shown in eorem 1.1, 4-approximating
TruncatedTwoStage min-cut is sufficient to ( 81−1/e )-approximateMinEMaxmin-cut.
We let PTrunc be the previouslymentioned relaxedproblem; we use “̂ ” to indicate objects and functions
in this relaxed problem. Problem PTrunc is similar to PTrunc but the form of the second stage solution and
cost of each scenario is different. In particular, we must give a first stage solution X1 ⊆ E and a second
stage solution Xˆ2 ∈ {0, 1}
m indicating if each ts is cut away by our first stage solution. A solution (X1,Xˆ2 )
is feasible if for every scenario s we have Xˆ2
(s)
= 1 iff X1 cuts ts from r . For scenario s in this solution we
pay
ĉost(X1, Xˆ2
(s)) :=
∑
e∈X1
[ce ] + σs (1 − Xˆ
(s)
2 ) · cut-cost(r , ts ), (14)
where cut-cost(r , ts ) is the minimum cost of a cut separating r from ts inG.
We capture PTrunc with an LP. We have a variable x1(e) for each edge e standing for whether we cut e
in the first stage and a variable x
(s)
2 for each s standing for whether or not ts is cut from r in the first stage.
For fractional (x1,x2 ), we give its cost in a given scenario s as
ĉost(x1,x
(s)
2 ) :=
∑
e
ce · x1(e) + σs (1 − x
(s)
2 ) · cut-cost(r , ts ). (15)
As described in Eq.(6), this definition of ĉost(x1,x
(s)
2 ) also defines costTrunc(x1,x2) for fractional (x1,x2 ).
us, we can now give our LP with costTrunc(x1,x2) as the objective value.
min costTrunc(x1,x2 ) (MC LP)
s.t.
∑
e∈P
x1(e) ≥ x
(s)
2 ∀P ∈ PG (r , ts ),∀s (16)
0 ≤ x1(e),x
(s)
2 ≤ 1 ∀s, e ∈ E, (17)
where PG (r , ts ) gives all paths from r to ts in G. Although this LP has super-polynomial constraints, it is
easy to see that a polynomial-time algorithm for s − t shortest path gives an efficient separation oracle.
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Hence, this LP is solvable in polynomial time.
As Golovin at al. [GGP+15b] demonstrated, one can construct a feasible solution to MC LP which has
cost in PTrunc roughly analogous to the optimal costs in PTrunc for every scenario.
Lemma 3.15 (Lemma 3.1 in [GGP+15b]). Let (O1,O2) be the optimal integral solution to PTrunc. ere exists
a feasible integral solution to MC LP, (x1, xˆ2 ), such that ĉost(x1, xˆ
(s)
2 ) ≤ 2 · cost(O1,O
(s)
2 ) for every s.
Applying Lemma 3.2 and the fact that the optimal solution toMC LP is certainly nomore than costTrunc(x1, xˆ2 )
as given in Lemma 3.15, we have the following corollary. is corollary shows that the above LP has an
optimal value which is roughly the same as the cost of the optimal integral TruncatedTwoStage min-cut
solution.
Corollary 3.16. Let (o1,o2) be the optimal fractional solution to MC LP and let (O1,O2) be the optimal
solution to PTrunc. We have costTrunc(o1,o2) ≤ 2costTrunc(O1,O2).
Having shown how MC LP has optimal cost analogous to the optimal solution to PTrunc, we need only
make use of the fractional solution to MC LP to construct an integral solution to PTrunc. We do so with
algorithm MinCutMinEMax. Roughly, this algorithm first cuts away all scenarios that were fractionally
cut away by MC LP to an extent of at least 12 ; its second stage solution is the minimum remaining cut for
each scenario. See Algorithm 1.
Algorithm 1 MinCutMinEMax
Input: An instance of min-cutMinEMax
Output: A solution to the input instance
(o1,o2) ← optimal fractional solution toMCLP
U =
{
ts | o
(s)
2 ≥
1
2 , s ∈ [m]
}
X1 ← minimum r −U cut in G
X
(s)
2 ← minimum r − ts cut inG \ X1 for each s
return (X1,X2)
Given a set of first-stage edges,X1, we let Xˆ
(s)
2 (X1) be the natural way to derive a second-stage solution
for PTrunc from a first-stage solution. In particular,
Xˆ
(s)
2 (X1) :=
{
1 if X1 cuts ts from r
0 o/w
We now argue thatMinCutMinEMax solves PTrunc at cost proportional to its completion to a solution
to PTrunc.
Lemma 3.17. Let (X1,X2 ) be the returned values ofMinCutMinEMax. We have
costTrunc(X1,X2 ) ≤ costTrunc(X1,Xˆ2(X1)).
Proof. We first argue that
∑
e∈X
(s )
2
ce ≤ (1 − Xˆ
(s)
2 (X1)) · cut-costG (r , ts ) for any s. We case on whether X1
cuts ts from r .
• If X1 cuts ts from r then we have Xˆ
(s)
2 (X1) = 1 and so trivially
∑
e∈X
(s )
2
ce = 0 meaning
∑
e∈X
(s )
2
ce ≤
(1 − Xˆ
(s)
2 (X1)) · cut-costG (r , ts ) .
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• If X1 does not cut ts from r then we have Xˆ
(s)
2 (X1) = 0. But X
(s)
2 is a minimum r − ts cut inG \X1 and
cut-costG (r , ts ) is the minimum cut cost in G and so
∑
e∈X
(s )
2
ce ≤ cut-costG (r , tj ) = (1 − Xˆ
(s)
2 (X1)) ·
cut-costG (r , ts ).
us, for any s we have ∑
e∈X
(s )
2
ce ≤ (1 − X
(s)
2 (X1)) · cut-costG (r , ts ). (18)
Next, notice that it follows that for any s we have cost(X1,X
(s)
2 ) ≤ ĉost(X1, Xˆ
(s)
2 (X1)) since
cost(X1,X
(s)
2 ) =
∑
e∈X1
ce + σs ·
∑
e∈X
(s )
2
ce
≤
∑
e∈X1
ce + σs (1 − X
(s)
2 (X1)) · cut-costG (r , ts ) (by Eq. (18))
= ĉost(X1, Xˆ
(s)
2 (X1))
us for any s we have cost(X1,X
(s)
2 ) ≤ ĉost(X1, Xˆ
(s)
2 (X1)); applying Lemma 3.2 gives Lemma 3.17. 
Finally, combining previous lemmas we can prove that MinCutMinEMax efficiently approximates
MinEMaxmin-cut.
eorem 3.18. MinCutMinEMax is a polynomial-time
(
4
1−1/e
)
-approximation forMinEMax min-cut.
Proof. First, notice that by Lemma 3.17 we have
costTrunc(X1,X2) ≤ costTrunc(X1,Xˆ2(X1)) (19)
us, for the remainder of this proof it will suffice to upper bound costTrunc(X1,Xˆ2(X1)). We begin by
showing that (X1,Xˆ2(X1)) has cost in PTrunc roughly the same as the optimal solution to PTrunc. In particular,
we will show that costTrunc(X1,Xˆ2(X1)) ≤ 2costTrunc(o1,o2) where (o1,o2) is the optimal fractional solution
to MC LP. Let o¯1 = 2o1.
First, we upper bound the cost of X1 in PTrunc relative to o1. We do so by first arguing that o¯1 is a
fractional r − U cut. For ts ∈ U we have o
(s)
2 ≥
1
2 . It follows by Equation (16) that for every path P from
r to ts we have
∑
e∈P o1(e) ≥ o
(s)
2 ≥
1
2 and so we have for every path P from r to ts that
∑
e∈P o¯1(e) =∑
e∈P 2o1(e) ≥ 2o
(s)
2 ≥ 1. us, o¯1 is a fractional r − U cut. Next notice that since the minimum cut is a
lower bound on any fractional cut and o¯1 is a fractional r −U cut and X1 is a minimum r −U cut, we have∑
e∈X1
ce ≤
∑
e
o¯1(e) · ce =
∑
e
2o1(e) · ce (20)
Next, we upper bound the cost of Xˆ2(X1) in PTrunc relative to o2 . First recall that Xˆ (s)2 (X1) is 1 if X1 cuts
ts from r and 0 otherwise. If Xˆ
(s)
2 (X1) = 1 we trivially have cut-costG (r , ts )·(1−Xˆ
(s)
2 (X1)) ≤ cut-costG (r , ts )·
(1 − o
(s)
2 ). If Xˆ
(s)
2 (X1) = 0 then we have X1 does not cut ts from r which means that ts < U and so o
(s)
2 <
1
2 .
It follows that in this case cut-costG (r , ts ) · (1 − Xˆ
(s)
2 (X1)) = cut-costG (r , ts ) ≤ 2 · cut-costG (r , ts ) · (1 − o
(s)
2 ).
us, for any s we have
cut-costG (r , ts ) · (1 − Xˆ
(s)
2 (X1)) ≤ 2 · cut-costG (r , ts )(1 − o
(s)
2 ) (21)
Since we have upper bound the first and second stage costs of (X1,Xˆ2(X1)) in PTrunc we can upper
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bound its total cost in PTrunc. In particular, we have for every s it holds that
ĉost(X1, Xˆ
(s)
2 (X1)) =
∑
e∈X1
[ce ] + (1 − Xˆ
(s)
2 ) · cut-cost(r , ts )
(
by dfn. of ĉost(X1, Xˆ
(s)
2 (X1))
)
≤
∑
e
2o1(e) · ce + 2 · cut-costG (r , ts )(1 − o
(s)
2 ) (by Equations 20, 21)
= 2ĉost(o1,o
(s)
2 )
(
by dfn. of ĉost(o1,o
(s)
2 )
)
us, for any scenario s we have ĉost(X1, Xˆ
(s)
2 (X1)) ≤ 2ĉost(o1,o
(s)
2 ) and so applying Lemma 3.2 we getcostTrunc(X1,Xˆ2(X1)) ≤ 2costTrunc(o1,o2). (22)
To complete our proof we notice that by Corollary 3.16 we have
2 costTrunc(o1,o2) ≤ 4costTrunc(O1,O2). (23)
Combining Equation (19), Equation (22) and Equation (23) we conclude that
costTrunc(X1,X2) ≤ 4costTrunc(O1,O2).
us, our algorithm,MinCutMinEMax, is a 4-approximation for TruncatedTwoStagemin-cut. Apply-
ing eorem 1.1, we concludeMinCutMinEMax is a
(
4
1−1/e
)
-approximation for MinEMaxmin-cut.
A polynomial runtime follows from the fact that our algorithm needs to only solve LPMC LP, compute
U and then compute polynomially many min-cuts. 
4 MinEMax k-Center
In this section we give a constant approximation for MinEMax k-center.
Definition 4.1 (MinEMax k-center). We are given a metric space (D, {ci j }) over pointsD, a set of scenar-
ios {Ss }
m
s=1 where Ss corresponds to client s ∈ D, and a probability ps for each scenario. We must output
X ⊆ D which is feasible if |X | ≤ k . e cost we pay for solution X is
EA∼p
[
max
s ∈A
d(X , s)
]
,
where d(X , s) := mini∈X cis .
Notice that unlike the preceding MinEMax problems, here we only provide a first stage solution.
MinEMax k-center can be phrased as a two-stage covering problem with a non-linear cost if we set the
cost of any solution that opens a facility in the second stage to∞. For this reason, we let B(X ) and M(X )
stand for B(X , ∅) and M(X , ∅) respectively as defined in Eq.(5).
Roughly, our algorithm works as follows. We draw on the intuition behind eorem 1.1 that the ex-
pected max is well-approximated by truncating and summing values, and therefore truncate distances in
the metric. We then solve a k-center-like LP on this truncated metric and use our LP solution to cluster
together nearby clients. Finally, in this clustered version of our problem we run a k-median algorithm and
return its solution as our solution for theMinEMax k-center problem. Our techniques follow Chakrabarty
and Swamy [CS18] combined with careful applications of Lemma 2.1 among other techniques to handle
challenges unique toMinEMax k-center.
We begin by describing the LP. Define fB as the function that truncates at B, i.e.,
fB(d) :=
{
d if d ≥ B
0 otherwise.
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Let X ∗ be an optimal solution to MinEMax k-center, let X ∗T be the optimal solution to the corresponding
TruncatedTwoStage problem. Given B as a guess of B(X ∗T ), our LP has a variable xi indicating if i is a center
and a variable zis indicating the extent to which we assign s to i.
min
∑
s
ps ·
(∑
i
fB(cis ) · zis
)
(PB )
s.t.
∑
i
zis ≥ 1, ∀s
0 ≤ zis ≤ x(i), ∀i,∀s∑
i
xi ≤ k
Let val(B) be the optimal value of PB given parameter B. Let OPT be the cost of the optimal solution for
the input MinEMax k-center problem.
Although we would like to use B(X ∗T ) as our value for B in PB , we do not know B(X
∗
T ). For this reason,
in the following lemma we argue how to efficiently compute a value that, up to constants, works as well.
e proof of this lemmas is deferred to §B; roughly, the idea is to take B as the best power of (1 + ϵ).
Lemma 4.2. ere exists a polynomial-time algorithm which for a given ϵ > 0 and an input instance of
MinEMax k-center, returns a Bˆ such that Bˆ ≤ (1 + ϵ)
(
OPT
1−1/e
)
and val(Bˆ) ≤
(
3 ·OPT
1−1/e
)
. e algorithm’s runtime
is polynomial in n,m, and log1+ϵ OPT.
Given a good value of B, we can describe our algorithm in full. Our algorithm first computes Bˆ as in
Lemma 4.2. It next uses PBˆ to cluster clients. Let
PBˆ(s) :=
∑
i
fBˆ(cis )zis
be the cost of the scenario with client s in PBˆ . We sort scenarios in increasing order of PBˆ(s). For each client
s ′ initialize Ps ′ to 0. Next, iterate through the clients. For client s
′, if there exists a client s s.t. css ′ ≤ 2Bˆ
with Ps > 0, then increment Ps by ps ′ . Otherwise, set Ps ′ to ps ′ . Let D
′ := {s ∈ D : Ps > 0} and let
σ : D → D ′ be a function where σ (s ′) denotes the client to whom we move client s ′’s probability mass.
Now consider the weighted k-median instance consisting of clients D ′ with distances {ci j }, where
s ′ ∈ D ′ has weight Ps ′ and where one can choose centers only at points in D
′. Call this instanceMED.
Notice that weighted k-median can be reduced to unweighted k-median by just duplicating points and
scaling costs by the appropriate amount. Run any α-approximation for k-median onMED and return the
output as our solution to the input MinEMax k-center problem.
We now prove that our algorithm achieves a constant approximation in polynomial-time. Henceforth,
let (x, z) denote an optimal solution to PBˆ and as before let val(Bˆ) denote the value of this solution. More-
over, let val′(Bˆ) :=
∑
s ′∈D′ Ps ′ · PBˆ(s
′) be the cost of (x, z) applied to D ′.
We first show that clients inMED are far apart which will allow us to argue that truncating distances
at Bˆ does not affect distances.
Lemma 4.3. If s ′1, s
′
2 ∈ D
′ then cs ′1s
′
2
> 2Bˆ.
Proof. WLOG suppose that s ′1 is considered before s
′
2 in the clustering above. Moreover, suppose for the
sake of contradiction that cs ′1s
′
2
≤ 2Bˆ. Notice that when we examine s ′2 we will assign s
′
2 to s
′
1; i.e., σ (s
′
2) = s
′
1.
However, it follows that Ps ′1 = 0 and as such s
′
1 < D
′ by definition of D ′, a contradiction. 
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We next show that the value of our LP solution to PBˆ only decreases in cost when applied to D
′.
Lemma 4.4. val′(Bˆ) ≤ val(Bˆ).
Proof. When we cluster points in increasing order of PBˆ(s), we have that the cluster to which any given
client is reassigned is always of lesser cost in PBˆ ; i.e., if s ∈ σ
−1(s ′) then∑
i
fBˆ(cis ′) · zis ′ ≤
∑
i
fBˆ(cis ) · zis . (24)
us, we can get val(Bˆ) equals∑
s ∈D
ps ·
∑
i
fBˆ(cis ) · zis =
∑
s ′∈D′
[ ∑
s ∈σ−1(s ′)
ps ·
∑
i
fBˆ(cis ) · zis
]
≥
∑
s ′∈D′
[ ∑
s ∈σ−1(s ′)
ps
∑
i
fBˆ(cis ′) · zis ′
]
(by Eq. (24))
=
∑
s ′∈D′
[(∑
i
fBˆ(cis ′) · zis ′
)
·
∑
s ∈σ−1(s ′)
ps
]
=
∑
s ′∈D′
[(∑
i
fBˆ(cis ′) · zis ′
)
· Ps ′
]
= val′(Bˆ). 
Next we show that there exists a solution toMED of cost about val(Bˆ).
Lemma 4.5. e optimal solution toMED has cost at mostO(val(Bˆ)).
Proof. Again, let (x, z) be the optimal solution to PBˆ . We prove this lemma by constructing a fractional
solution (x ′, z ′) to the LP of MED of value at most 2 · val(Bˆ). e LP of MED is as follows and has
variables analogous to PB (we overload (x
′
, z ′) here to stand for the variables in our LP along with the
feasible solution for our LP that we will construct).
min
∑
s ′1∈D
′
Ps
( ∑
s ′2∈D
′
cs ′2s
′
1
· z ′s ′2s
′
1
)
(k-M LP)
s.t.
∑
s ′2∈D
′
z ′s ′2s
′
1
≥ 1, ∀s ′1 (25)
0 ≤ z ′s ′2s
′
1
≤ x ′(s ′2), ∀s
′
2,∀s
′
1 (26)∑
s ′∈D′
x ′(s ′) ≤ k (27)
To construct (x ′, z ′), we do the following. We first define a new clustering such that every point in D
goes to the closest point in D ′. Formally, for s ′ ∈ D ′, we define Fs ′ := {i ∈ D : s
′
= argmins ′∈D′ cis ′}.
Intuitively, our solution (x ′, z ′) reroutes services that were provided by facilities in Fs ′ to s
′s.
Let x ′(s ′) :=
∑
i∈Fs′
x(i). at is, we open a facility at s ′ by summing up the facilities in PBˆ that were
clustered to s ′. We let z ′
s ′1s
′
2
=
∑
i∈F
s
′
1
zis ′2 . at is, we assign s
′
2 to s
′
1 to the extent that PBˆ assigned s
′
2 to
points clustered with s ′1.
We now prove the feasibility of (x ′, z ′) for k-M LP. Since for every client s in PBˆ we know
∑
i zis ≥
1, we have that every client in D ′ is serviced: For every client s ′1 ∈ D
′ it holds that
∑
s ′2∈D
′ z ′
s ′2s
′
1
=
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∑
s ′2∈D
′
∑
i∈Fs′
2
zis ′1 =
∑
i zis ′1 ≥ 1. Moreover, we open no more than k centers fractionally since in PBˆ
we have that
∑
i x(i) ≤ k and∑
s ′∈D′
x ′(s ′) =
∑
s ′∈D′
∑
i∈Fs′
x(i) =
∑
i
x(i) ≤ k .
Also, no client is serviced by an unopened facility: in PBˆ we have that 0 ≤ zis ≤ x(i). Hence, for any
s ′1, s
′
2 ∈ D
′ we have z ′
s ′1s
′
2
=
∑
i∈F
s
′
1
zis ′2 ≤
∑
i∈F
s
′
1
x(i) = x ′(s ′1).
Lastly, we bound the objective value of (x ′,y′). By Lemma 4.3 we know that for s ′1 , s
′
2, where s
′
1, s
′
2 ∈
D ′, it holds that cs ′1s
′
2
> 2Bˆ. We first show that if i ∈ Fs ′2 then cis
′
1
> Bˆ. is is because if cis ′1 ≤ Bˆ
then cis ′2 ≤ Bˆ since s
′
2 is the closest point in D
′ to i by i ∈ Fs ′2 . Now by triangle inequality, we get
cs ′1s
′
2
≤ cs ′1i + cis
′
2
≤ 2Bˆ, which is a contradiction to Lemma 4.3. Hence, cis ′1 > Bˆ implies fBˆ(cis
′
1
) = cis ′1 , and
cs ′1s
′
2
≤ 2cis ′1 = 2 · fBˆ(cis
′
1
), (28)
where i ∈ Fs ′2 for s
′
2 , s
′
1 and s
′
1, s
′
2 ∈ D
′.
us, the value of (x ′, z ′) in k-M LP is∑
s ′1∈D
′
Ps ′1
©­«
∑
s ′2∈D
′
cs ′2s
′
1
· z ′s ′2s
′
1
ª®¬ =
∑
s ′1,s
′
2∈D
′
Ps ′1 · cs
′
1s
′
2
· z ′s ′2s
′
1
≤
∑
s ′1,s
′
2∈D
′:s ′1,s
′
2
Ps ′1 · cs
′
1s
′
2
· z ′s ′2s
′
1
(by css = 0)
=
∑
s ′1,s
′
2∈D
′:s ′1,s
′
2
∑
i∈F
s
′
2
Ps ′1 · cs
′
1s
′
2
· zis ′1
(
by definition of z ′s ′1s
′
2
)
≤ 2 ·
∑
s ′1,s
′
2∈D
′:s ′1,s
′
2
∑
i∈Fs′
2
Ps ′1 · fBˆ(cis
′
1
) · zis ′1 (by Eq. (28))
≤ 2 ·
∑
s ′1∈D
′
∑
i
Ps ′1 · fBˆ(cis
′
1
) · zis ′1
= 2 · val′(Bˆ)
≤ 2 · val(Bˆ) (by Lemma 4.4).
us, since (x ′, z ′) is feasible and has cost at most 2val(Bˆ)we know that the optimal solution to k-M LP
has cost at most 2val(Bˆ). Moreover, since past work has demonstrated that k-M LP has a constant integral-
ity gap—e.g.[CGTS02] shows it is at most 20/3—we conclude that the optimal solution toMED has cost
at most O(val(Bˆ)). 
Next, we show that any solution toMED is a good solution to our MinEMax k-center problem.
Lemma 4.6. An integer solution toMED of costC solves the inputMinEMax k-center problem with cost at
most C + 4 · Bˆ.
Proof. Observe that the primary difference between MinEMax k-center problem and MED is that the
former is on D while the laer is on D ′. Roughly, this lemma is true because any point in D is at most
2Bˆ from a point in D ′.
Let X be ourMED solution of cost C. We have that the cost of X as aMinEMax solution is
EA[max
s ∈A
{d(s, F )}] ≤
∑
s ∈M (F )
ps · d(s, F ) (by Lemma 2.1)
20
=∑
s ′∈D′
∑
s ∈σ−1(s ′)∩M (F )
ps · d(s, F )
≤
∑
s ′∈D′
∑
s ∈σ−1(s ′)∩M (F )
ps · (css ′ + d(s
′
, F )) (by triangle inequality)
≤
∑
s ′∈D′
∑
s ∈σ−1(s ′)∩M (F )
ps ·
(
2Bˆ + d(s ′, F )
) (
by css ′ ≤ 2Bˆ if σ (s) = s
′
)
≤ 4Bˆ +
∑
s ′∈D′
(d(s ′, F ))
∑
s ∈σ−1(s ′)∩M (F )
ps
©­«by
∑
s ∈M (F )
ps < 2
ª®¬
≤ 4Bˆ +
∑
s ′∈D′
(d(s ′, F )) Ps ′ (by definition of Ps ′)
≤ 4Bˆ +C (by definition of C). 
Lastly, we conclude the approximation factor of our algorithm.
eorem 4.7. MinEMax k-center can be O(1)-approximated in polynomial time.
Proof. By Lemma 4.5 the optimal solution to MED has cost at most O(val(Bˆ)). Now, applying our α-
approximation algorithm for k-median toMED results in an integer solution of cost at most α ·O(val(Bˆ)).
By Lemma 4.6 such an integer solution solves MinEMax k-center with cost at most α · O(val(Bˆ)) + 4Bˆ.
Applying Lemma 4.2 we then have that our solution costs at most
α ·O
(( 3
1 − 1/e
)
· OPT
)
+ 4(1 + ϵ)
(
OPT
1 − 1/e
)
.
Leing ϵ be any constant> 0 and using anα = O(1) approximationalgorithm for k-median—e.g., [CGTS02]—
we conclude that our solution has cost at most O(OPT ).
Lastly, we argue that our algorithm runs in polynomial time. Solving our LPs and performing clustering
are trivially poly-time. Running our α-approximation for k-median is poly-time by assumption, so we
conclude the polynomial runtime of our algorithm. 
5 Reducing Stochastic, Demand-Robust, and Hybrid toMinEMax
In this section we show how to use an α-approximation algorithm in theMinEMaxmodel to design an α-
approximation in the stochastic, the demand-robust, and theHybridmodels (eorem 1.3). We believe our
Hybridmodel gives a clean way of modeling inaccuracy of the input distribution in a stochastic two-stage
seing.
Our New HybridModel. In our Hybrid two-stage covering model—as in our stochastic model—we are
given a distribution D over scenarios from which exactly one scenario realizes. However, we are also
given a caution parameter ρ which specifies the inaccuracy ofD. A low value of ρ signals that the second-
stage realization is expected to be close to the stochastic model while a large ρ signals that any scenario
may occur. Specifically, in the second-stage w.p. (1 − ρ) the scenario we must pay for realizes from the
input distribution, and w.p. ρ it is chosen adversarially. us, the cost for solution (X1,X2) is a convex
combination of the stochastic and robust objectives using ρ:
costHyb(X1,X2 ) := ρ · costRob(X1,X2 ) + (1 − ρ) · costStoch(X1,X2). (29)
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Note that for ρ = 0 we recover the stochastic model and for ρ = 1 we recover the demand-robust model.
us, for ρ ∈ (0, 1), the Hybrid model smoothly interpolates between these two models and so it suffices
to prove eorem 1.3 for only the Hybrid model. Recall that the theorem that we will prove is as follows.
eorem 1.3. An α-approximation for a two-stage covering algorithm in theMinEMaxmodel implies an α-
approximation for the corresponding two-stage covering problem in the stochastic, demand-robust, andHybrid
models.
eorem 1.3 Intuition. e main idea of our reduction from a Hybrid problem, PHyb, to a MinEMax
problem, PEMax, is as follows. For each scenario in our original Hybrid problem we create two scenarios in
our MinEMax problem; one to represent the demand-robust cost of this scenario and one to represent its
stochastic cost. e scenario to represent the robust cost has probability one but its cost is dampened by
ρ. e scenario to represent the stochastic cost has a sufficiently low probability so that the independent
Bernoulli trials of these scenarios are effectively disjoint. Moreover, the costs of the scenarios to represent
the stochastic costs are inflated to make up for the dampened probability, and to ensure that they are more
expensive than the demand-robust scenarios.
Our Reduction
Let PHyb be aHybrid problem with distributionD over scenarios {S1, . . . ,Sm}, a caution parameter ρ, and
a linear cost function
costHyb(X1,X2) = cost
1
Hyb(X1) + cost
2
Hyb(X2),
where cost1
Hyb
(X1) := costHyb(X1, ∅) and cost
2
Hyb
(X2) := costHyb(∅,X2). We produce a MinEMax instance
PEMax with 2m scenarios S1,S2, . . . ,S2m where the firstm scenarios encode the demand-robust cost and the
lastm scenarios encode the stochastic cost. For s ∈ [m], the covering constraints for Ss and Sm+s are the
same as Ss . We set the cost function
costEMax(X1,X
(s)
2 ) := cost
1
EMax(X1) + cost
2
EMax(X
(s)
2 )
such that the first stage cost is the same as the Hybrid first stage, i.e., cost1
EMax
(X1) = cost
1
Hyb
(X1). In the
second stage for s ∈ [m], we set
cost2EMax(X
(s)
2 ) := ρ · cost
2
Hyb(X
(s)
2 )
and cost2EMax(X
(m+s)
2 ) := γ (1 − ρ) · cost
2
Hyb(X
(s)
2 ),
where γ ≥ 1 is a sufficiently large scaling factor for our stochastic scenarios. In particular, γ satisfies that
for all s, s ′ ∈ [m],
γ (1 − ρ) · cost2Hyb(X
(s)
2 ) > ρ · cost
2
Hyb(X
(s ′)
2 ). (30)
For s ∈ [m], we set the probabilities in PEMax to be ps := 1 and pm+s =
D(s)
γ .
Notice that the stochastic copy of a scenario always costs more than the demand-robust one, i.e.,
costEMax(X1,X
(s ′)
2 ) > costEMax(X1,X
(s)
2 ) for s ≤ m and s
′
>m. See Figure 3 for an illustration.
Our Proof of eorem 1.3
Observe that by linearity of costs in MinEMax, our first stage and second stage costs can be separated.
is implies for any solution (X1,X2 ) to PEMax, we have
costEMax(X1,X2) = cost
1
EMax(X1) + EA
[
max
s ∈A
{
cost2EMax(X
(s)
2 )
}]
. (31)
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S3
2 .2 Reduction
PEMax
Demand-robust scenarios
S1
1
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2
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S3
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1
Stochastic scenarios
S4
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S5
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3
.1
Figure 3: Reduction from PHyb for ρ = .25 to PEMax form = 3. Circles: scenarios. Costs are drawn for fixed
solution (X1,X 2) for PHyb and its corresponding solution for PEMax, (X1,X2) where for s ≡ s
′ mod m we
define X
(s)
2 := X
(s ′)
2 . Red rectangles in PHyb: costHyb(X1,X
(s)
2 ). Red rectangles in PEMax: costEMax(X1,X
(s)
2 ).
Blue rectangles in PHyb: D(s) of Ss . Blue rectangles in PEMax: ps . γ = 2 and cost
1
Hyb
(X1) = cost
1
EMax
(X1) = 0.
Demand-robust scenarios have high probability and stochastic scenarios have high cost.
To prove eorem 1.3, in Lemma 5.1 we show that for our reduction the optimal PEMax solution costs
less than the optimal Hybrid solution. We defer the proof of this lemma to §C. In Lemma 5.2 we show the
converse direction (up to a small factor).
Lemma 5.1. Let (H1,H 2) be the optimal solution to PHyb and let (H1,H2) be its natural interpretation in
PEMax, i.e., for s ≡ s
′ mod m we define H
(s)
2 := H
(s ′)
2 . We have costEMax(H1,H2) ≤ costHyb(H1,H 2).
e main idea of the proof is to use a union bound over the stochastic scenarios.
Next, we show that any solution costs more in PEMax than in PHyb (up to small multiplicative factors).
Lemma 5.2. Let (X1,X2) be any solution to PEMax and let (X1,X 2) be its natural interpretation in PHyb, i.e.,
X
(s)
2 := argmin
{
cost2
Hyb
(X
(s)
2 ), cost
2
Hyb
(X
(s+m)
2 )
}
. We have costHyb(X1,X 2) ≤
(
1 − m
γ
)−1
· costEMax(X1,X2).
Proof. Notice that by the definition of X 2, we know
costHyb(X1,X
(s)
2 ) = min
{
costHyb(X1,X
(s)
2 ), costHyb(X1,X
(s+m)
2 )
}
. (32)
We first lower bound the second stage cost ofMinEMax using the inclusion-exclusion principle on the
number of stochastic scenarios that realize intoA. Recollect,A always contains the firstm demand-robust
scenarios because their probability is 1. Since a stochastic scenario (if it realizes) always costs more than
all the demand-robust scenarios by Eq. (30), we get
EA
[
max
s ∈A
{
cost2EMax(X
(s)
2 )
}]
≥ Pr
A
[A = [m]] · max
s ∈[m]
{
cost2EMax(X
(s)
2 )
}
+
∑
s>m
Pr
A
[s ∈ A] · cost2EMax(X
(s)
2 )
−
∑
s,s ′>m
Pr
A
[s ∈ A]Pr
A
[s ′ ∈ A] ·max
{
cost2EMax(X
(s)
2 ), cost
2
EMax(X
(s ′)
2 )
}
.
Now using PrA[A = [m]] =
∏
s
(
1 − D(s)γ
)
≥ (1 − 1γ )
m and the definition of cost2
EMax
, we get
EA
[
max
s ∈A
{
cost2EMax(X
(s)
2 )
}]
≥
(
1 −
1
γ
)m
· ρ max
s ∈[m]
{
cost2Hyb(X
(s)
2 )
}
+ γ (1 − ρ)
∑
s>m
ps · cost
2
Hyb(X
(s)
2 )
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− γ (1 − ρ) ·
∑
s,s ′>m
psps ′ ·max
{
cost2Hyb(X
(s)
2 ), cost
2
Hyb(X
(s ′)
2 )
}
. (33)
Since for any a,b ≥ 0, we have max{a,b} ≤ a + b, we can bound∑
s,s ′>m
psps ′ max
{
cost2Hyb(X
(s)
2 ), cost
2
Hyb(X
(s ′)
2 )
}
≤ 2
∑
s,s ′>m
psps ′cost
2
Hyb(X
(s)
2 ) =
2
γ
·
∑
s>m
pscost
2
Hyb(X
(s)
2 ),
where the last equality uses
∑
s ′>m ps ′ =
∑
s ′>m
D(s ′)
γ =
1
γ . Combining this with Eq. (32) and Eq. (33),
EA
[
max
s ∈A
{
cost2EMax(X
(s)
2 )
}]
≥
(
1 −
1
γ
)m
· ρ max
s ∈[m]
{
cost2Hyb(X
(s)
2 )
}
+ γ (1 − ρ)
( ∑
s>m
ps · cost
2
Hyb(X
(s)
2 ) −
2
γ
∑
s>m
ps · cost
2
Hyb(X
(s)
2 )
)
≥
(
1 −
m
γ
)
· ρ max
s ∈[m]
{
cost2Hyb(X
(s)
2 )
}
+ (1 − ρ)
(
1 −
m
γ
)
· Es∼D
[
cost2Hyb(X
(s)
2 )
]
,
where the last inequality uses (1− 1
γ
)m ≥ (1− m
γ
) along with (1− 2
γ
) ≥ (1− m
γ
) and γps = D(s). Our upper
bound follows when we combine the last inequality with Eq. (31) to get
costEMax(X1,X2 ) ≥ cost
1
EMax(X1) +
(
1 −
m
γ
) (
ρ max
s ∈[m]
{
cost2Hyb(X
(s)
2 )
}
+ (1 − ρ)Es∼D
[
cost2Hyb(X
(s)
2 )
] )
≥
(
1 −
m
γ
) (
ρ max
i∈[m]
{
costHyb(X1,X
(s)
2 )
}
+ (1 − ρ) · Es∼D
[
costHyb(X1,X
(s)
2 )
] )
=
(
1 −
m
γ
)
· costHyb(X1,X2). 
We now conclude the proof of the main theorem by combining the α-approximation algorithm with
Lemma 5.1 and Lemma 5.2 which allow us to move betweenMinEMax and Hybrid via our reduction.
Proof of eorem 1.3. Since Hybrid captures the stochastic and demand-robust models it suffices to prove
the theorem only for Hybrid.
Consider an inputHybrid problemPHybwith optimal solution (H1,H 2). Supposewe have anα-approximation
algorithm for MinEMax. To design an α-approximation for PHyb, we simply run our reduction to get an
instance of MinEMax problem PEMax, run our MinEMax approximation algorithm on PEMax to get back
(A1,A2), and then return (A1,A2) where A2 is the natural interpretation of A2 as a solution for PHyb. In
particular,
A
(s)
2 := argmin
{
cost2Hyb(A
(s)
2 ), cost
2
Hyb(A
(s+m)
2 )
}
.
Now consider the cost of our returned solution for PHyb. Let (H1,H2 ) be its natural interpretation in PEMax,
i.e., for s ≡ s ′ mod m we define H
(s)
2 := H
(s ′)
2 . By Lemma 5.2 we know
costHyb(A1,A2) ≤
(
1 −
m
γ
)−1
costEMax(A1,A2).
Let (E1,E2) be the optimal solution of MinEMax. Since (A1,A2) is an α-approximation,
costEMax(A1,A2 ) ≤ α · costEMax(E1,E2 ).
Combining the above two equations, we get
costHyb(A1,A2) ≤ α ·
(
1 −
m
γ
)−1
costEMax(E1,E2),
Since (E1,E2) is the optimal solution ofMinEMax, costEMax(E1,E2) ≤ costEMax(H1,H2). By Lemma 5.1,
costEMax(H1,H2 ) ≤ costHyb(H1,H2 ).
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us, (A1,A2) is an α ·
(
1 − mγ
)−1
-approximation for PHyb. Choosing γ →∞ and noting that the reduction
is polynomial-time, the theorem follows. 
Appendix
A Deferred Proofs of §2
Lemma 2.1. Let Y = {Y1, . . . ,Ym} be a set of independent Bernoulli r.v.s, where Ys is 1 with probability ps ,
and 0 otherwise. Let vs ∈ R≥0 be a value associated with Ys . WLOG assume vs ≥ vs+1 for s ∈ [m − 1]. Let
b = min{a :
∑a
s=1 ps ≥ 1}. en(
1 −
1
e
) (
vb +
∑
s
ps · (vs −vb )
+
)
≤ EY
[
max
s
{Ys · vs }
]
≤ vb +
∑
s
ps · (vs −vb )
+
,
where x+ := max{x, 0}.
Proof. We begin by showing the lower bound on EA∼Y [maxs ∈Avs ]. LetM := [b]. Consider the new set of
probabilities
p′s =
{
1 −
∑
s<b ps if s = b
ps otherwise
(34)
and letY ′ be the corresponding Bernoulli r.v.s. Notice that
∑
s ∈M p
′
s = 1.
Since p′s ≤ ps , clearly we have that EA∼Y [maxs ∈Avs ] ≥ EA∼Y ′ [maxs ∈Avs ]. us, we will focus on
lower bounding EA∼Y ′ [maxs ∈Avs ]. e probability that no element ofM is in A when drawn from Y
′ is∏
s ∈M
(1 − p′s ) ≤ e
−
∑
s∈M p
′
s =
1
e
because 1 − x ≤ e−x and
∑
s ∈M p
′
s = 1. It follows that
EA∼Y
[
max
s ∈A
vs
]
≥ EA∼Y ′
[
max
s ∈A
vs
]
≥
(
1 −
1
e
)
EA∼Y ′
[
max
s ∈A
vs | at least 1 element fromM in A
]
≥
(
1 −
1
e
)
EA∼Y ′
[
max
s ∈A
vs | exactly 1 element fromM in A
]
=
(
1 −
1
e
) ∑
s ∈M
vs
p′s∑
i∈M p
′
s
=
(1 − 1/e
1
) ∑
s ∈M
p′svs
(
by
∑
s ∈M
p′s = 1
)
.
us, we have that
EA∼Y
[
max
s ∈A
vs
]
≥
(
1 −
1
e
) ∑
s ∈M
p′svs
=
(
1 −
1
e
) ∑
s ∈M
p′s
(
(vs −vb )
+
+vb
)
(by vs ≥ vb for s ∈ M)
≥
(
1 −
1
e
) (
vb +
∑
s ∈M
p′s
(
(vs −vb )
+
)) (
by 1 =
∑
s ∈M
p′s
)
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≥
(
1 −
1
e
) (
vb +
∑
s ∈M
ps
(
(vs −vb )
+
)) (
by (vb −vb )
+
= 0
)
=
(
1 −
1
e
) (
vb +
∑
s
ps
(
(vs −vb )
+
))
(by vs > vb iff s ∈ M)
which gives our lower bound.
We now show the upper bound. Recall x+ := max(x, 0). Notice that we have for any t ,
max(x,y) ≤ t + (x − t)+ + (y − t)+. (35)
In particular, Eq. (35) follows because the RHS in each of the following cases is always ≥ max{x,y}.
• if t ≥ max{x,y} we get t for the RHS.
• if t ≥ x and t < y we get t + y − t = y = max{x,y} for the RHS; the symmetric case also holds.
• if t < x and t < y we get t + x − t + y − t = x + y − t ≥ max{x,y} for the RHS.
It is easy to verify that this holds for a max of more than two inputs; i.e. for a set S of reals we have
max(S) ≤ t +
∑
s ∈S (s − t)
+. us, we have
EA∼Y
[
max
s ∈A
vs
]
≤ EA∼Y
[
vb +
∑
s ∈A
(vs −vb )
+
]
= vb + EA∼Y
[∑
s ∈A
(vs −vb )
+
]
(by Eq. (35))
= vb + EA∼Y
[ ∑
s ∈A∩M
(vs −vb )
+
+
∑
s ∈A∩(X \M )
(vs −vb )
+
]
= vb + EA∼Y
[ ∑
s ∈A∩M
(vs −vb )
+
]
(by vs > vb iff s ≤ b)
= vb + EA∼Y
[ ∑
s ∈A∩M
(vs −vb )
]
(by vs ≥ vb for s ∈ M)
= vb +
∑
s ∈M
ps · (vs −vb )
= vb +
∑
s
ps · (vs −vb )
+ (by vs > vb iff s ∈ M),
which is exactly the desired upper bound. 
Lemma 2.2. Let (X1,X2 ) be a solution to a TruncatedTwoStage orMinEMax problem. We have
B(X1,X2) = argmin
B
[
B +
∑
s ∈[m]
ps · (cost(X1,X
(s)
2 ) − B)
+
]
,
where the argmin takes the largest B minimizing the relevant quantity.
Proof. To clear our notation we let B¯ := B(X1,X2 ), cs := cost(X1,X
(s)
2 ) and M¯ := M(X1,X2). Let f (B) :=
B +
∑
s ∈[m] ps · (cs −B)
+. We argue that B¯ is the largest global minimum of f by showing that for any ϵ > 0
we know that f (B¯) < f (B¯ + ϵ) and f (B¯) ≤ f (B¯ − ϵ).
We begin by noting that for any reals a ≤ b we have
a+ − b+ ≥ a − b (36)
by casing on which of a and b are larger than 0.
Let Mˆ := {s ∈ M¯ : cs > B¯}. Notice that
∑
s ∈Mˆ ps < 1. For fixed and arbitrary ϵ > 0 consider the relative
values of f (B¯) and f (B¯ + ϵ). We have
f (B¯ + ϵ) − f (B¯) = ϵ +
∑
s
ps ·
(
(cs − B¯ − ϵ)
+ − (cs − B¯)
+
)
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= ϵ +
∑
s ∈Mˆ
ps ·
(
(cs − B¯ − ϵ)
+ − (cs − B¯)
+
)
, (37)
where (37) follows since for s < Mˆ we have cs ≤ B¯ and so
(
(cs − B¯ − ϵ)
+ − (cs − B¯)
+
)
= 0 for s < Mˆ . Now
noticing that for every s we have (cs − B¯ − ϵ) ≤ (cs − B¯), applying (36) to (37) gives
f (B¯ + ϵ) − f (B¯) ≥ ϵ +
∑
s ∈Mˆ
ps · (−ϵ) = ϵ
©­«1 −
∑
s ∈Mˆ
ps
ª®¬ > 0,
where the last inequality uses
∑
s ∈Mˆ ps < 1. us, we have f (B¯ + ϵ) > f (B¯).
Now consider the relative values of f (B¯) and f (B¯ − ϵ). We have
f (B¯ − ϵ) − f (B¯) = −ϵ +
∑
s
ps ·
(
(cs − B¯ + ϵ)
+ − (cs − B¯)
+
)
≥ −ϵ +
∑
s ∈M¯
ps ·
(
(cs − B¯ + ϵ)
+ − (cs − B¯)
+
) (
by (cs − B¯ + ϵ)
+ ≥ (cs − B¯)
+
)
≥ −ϵ +
∑
s ∈M¯
ps ·
(
(cs − B¯ + ϵ) − (cs − B¯)
) (
by cs ≥ B¯ for s ∈ M¯
)
≥ ϵ
(
1 −
∑
s ∈M¯
ps
)
≥ 0
(
by
∑
s ∈M¯
ps ≥ 1
)
.
us, for any ϵ > 0 we know that f (B¯) < f (B¯ + ϵ) and f (B¯) ≤ f (B¯ − ϵ). It follows that, not only is B¯ a
global minimum of f but it is the largest global minimum. e lemma follows immediately. 
Lemma 2.3. For feasible solution (X1,X 2) of any PEMax we have, costEMax(X1,X 2) ≤ costTrunc(X1,X 2).
Proof. We have
costEMax(X1,X2) = EA[max
s ∈A
{cost(X1,X
(s)
2 )}]
≤ B(X1,X2) +
∑
s
ps ·
(
cost(X1,X
(s)
2 ) − B(X1,X2 )
)
+
(by Lemma 2.1)
= costTrunc(X1,X 2) (by Lemma 2.2).

Lemma 2.4. Let PEMax be a MinEMax problem and PTrunc be its truncated version. Let (E1,E2) and (T1,T2 )
be optimal solutions to PEMax and PTrunc respectively. We have costTrunc(T1,T2 ) ≤
(
1
1−1/e
)
costEMax(E1,E2).
Proof. We have
costTrunc(T1,T2 )
≤ costTrunc(E1,E2) (by (T1,T2 ) minimizes costTrunc)
= min
B
[
B +
∑
s
ps · (cost(E1,E
(s)
2 ) − B)
+
]
≤ B(E1,E2) +
∑
s
ps · (cost(E1,E
(s)
2 ) − B(E1,E2))
+
≤
(
1
1 − 1/e
)
EA[max
s ∈A
{cost(E1,E
(s)
2 )}] (by Lemma 2.1)
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=(
1
1 − 1/e
)
costEMax(E1,E2 ).

B Deferred Proofs of §4
We use the following lemma in the proof of Lemma 4.2.
Lemma B.1. If B ≥ OPT then val
(
B
1−1/e
)
≤
(
3
1−1/e
)
· OPT ≤
(
3
1−1/e
)
· B.
Proof. Again, let X ∗T be the optimal solution to the TruncatedTwoStage problem corresponding to our
MinEMax k-center problem. First, notice that by Lemma 2.4 we have B(X ∗T )+
∑
s ps · (d(s,X
∗
T ) −B(X
∗
T ))
+
=
costT (X
∗
T ) ≤
(
1
1−1/e
)
costEMax(X
∗) =
(
1
1−1/e
)
OPT and so we have B(X ∗T ) ≤ OPT ·
(
1
1−1/e
)
.
Now suppose B ≥ OPT. Let z∗is be 1 if X
∗
T assigns s to i and 0 otherwise and let x
∗(i) be 1 if i ∈ X ∗T and
0 otherwise. Since (x∗, z∗) is feasible for P (
B
1−1/e
) we have
val
( B
1 − 1/e
)
≤
∑
s
ps
(∑
i
f( B
1−1/e
)(cis ) · z
∗
is
)
≤
∑
s
ps
(∑
i
fB(X ∗
T
)(cis ) · z
∗
is
)
(38)
=
∑
s ∈M (X ∗
T
)
ps · (d(s,X
∗
T )) (39)
≤
∑
s ∈M (X ∗
T
)
ps · ((d(s,X
∗
T ) − B(X
∗
T ))
+
+ B(X ∗T )) (40)
< 2B(X ∗T ) + costTrunc(X
∗
T ) (41)
≤ 2B(X ∗T ) +
( 1
1 − 1/e
)
· OPT, (42)
where Eq.(38) follows since
(
1
1−1/e
)
· B ≥
(
1
1−1/e
)
· OPT ≥ B(X ∗T ), Eq.(39) follows by definition of M(X
∗
T ),
Eq.(40) follows by x ≤ (x −t)++t , Eq.(41) follows since
∑
s ∈M (X ∗
T
) ps < 2 and Eq.(42) follows by Lemma 2.4.
Lastly, since B(X ∗T ) ≤ OPT ·
(
1
1−1/e
)
by assumption, we have val
(
B
1−1/e
)
≤
(
3
1−1/e
)
· OPT. 
Lemma 4.2. ere exists a polynomial-time algorithm which for a given ϵ > 0 and an input instance of
MinEMax k-center, returns a Bˆ such that Bˆ ≤ (1 + ϵ)
(
OPT
1−1/e
)
and val(Bˆ) ≤
(
3 ·OPT
1−1/e
)
. e algorithm’s runtime
is polynomial in n,m, and log1+ϵ OPT.
Proof. Our algorithm to return Bˆ is as follows: let B¯ be (1 + ϵ)i where i is the smallest i ∈ Z+ such that
val
(
(1+ϵ )i
1−1/e
)
≤
(
3
1−1/e
)
· (1 + ϵ)i . us, we have
1. B¯ ≤ (1 + ϵ) · OPT by Lemma B.1 and how we choose B¯;
2. val
(
B¯
1−1/e
)
≤ 31−1/e · B¯ trivially by how we choose B¯.
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Lastly, we return Bˆ := B¯1−1/e . By (1) and the definition of Bˆ we have that Bˆ ≤ (1 + ϵ)
(
OPT
1−1/e
)
. Moreover,
if B¯ < OPT then by (2) we have val(Bˆ) ≤
(
3
1−1/e
)
OPT and if B¯ ≥ OPT then by Lemma B.1 we have
val(Bˆ) ≤
(
3
1−1/e
)
OPT. 
C Deferred Proofs of §5
Lemma 5.1. Let (H1,H 2) be the optimal solution to PHyb and let (H1,H2) be its natural interpretation in
PEMax, i.e., for s ≡ s
′ mod m we define H
(s)
2 := H
(s ′)
2 . We have costEMax(H1,H2) ≤ costHyb(H1,H 2).
Proof. We first bound the second stage cost of MinEMax depending on whether a stochastic scenario
(s > m) realizes into A or not. Recollect, A always contains the firstm demand-robust scenarios because
their probability is 1. Since a stochastic scenario (if it realizes) always costs more than all the demand-
robust scenarios by Eq. (30), we get
EA
[
max
s ∈A
{
cost2EMax(H
(s)
2 )
}]
≤ Pr
A
[A = [m]] · max
s ∈[m]
{
cost2EMax(H
(s)
2 )
}
+
∑
s>m
Pr
A
[s ∈ A] · cost2EMax(H
(s)
2 )
≤ 1 · max
s ∈[m]
{
cost2EMax(H
(s)
2 )
}
+
∑
s ∈[m]
ps · cost
2
EMax(H
(s)
2 )
= max
s ∈[m]
{
ρ · cost2Hyb(H
(s)
2 )
}
+
1
γ
Es∼D
[
γ (1 − ρ) · cost2Hyb(H
(s)
2 )
]
,
where the last equality uses the definition of cost2
EMax
and that ps =
D(s)
γ . Now using Eq. (31),
costEMax(H1,H2) ≤ cost
1
Hyb(H1) + ρ · max
s ∈[m]
{
cost2Hyb(H
(s)
2 )
}
+ (1 − ρ) · Es∼D
[
cost2Hyb(H
(s)
2 )
]
= costHyb(H1,H 2). 
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