The effect of reduction in dose levels normally used in mammographic screening procedures on the detection of breast lesions were analyzed. Four types of breast lesions were simulated and inserted into clinically-acquired digital mammograms. Dose reduction by 50% and 75% of the original clinically-relevant exposure levels were simulated by adding corresponding simulated noise into the original mammograms. The mammograms were converted into luminance values corresponding to those displayed on a clinical soft-copy display station and subsequently analyzed by LaguerreGauss and Gabor channelized Hotelling observer models for differences in detectability performance with reduction in radiation dose. Performance was measured under a signal known exactly but variable detection task paradigm in terms of receiver operating characteristics ͑ROC͒ curves and area under the ROC curves. The results suggested that luminance mapping of digital mammograms affects performance of model observers. Reduction in dose levels by 50% lowered the detectability of masses with borderline statistical significance. Dose reduction did not have a statistically significant effect on detection of microcalcifications. The model results indicate that there is room for optimization of dose level in mammographic screening procedures.
I. INTRODUCTION
Early detection of breast cancer is largely contingent on the image quality of mammograms. There are many aspects of image quality. Among those, it highly depends on the amount of x-ray exposure and, thus, the patient dose, used to form the images. Existing guidelines define upper limits of 4 mGy for the mean glandular doses ͑MGD͒ at a representative breast thickness 1 with clinical values ranging between 0.3-12 mGy.
2 However, currently there are no strict protocols for optimizing radiation dose in mammography such that dose may be minimized without compromising diagnostic quality.
Since the breast is a highly radio-sensitive organ, it is important that the dose level during screening mammography be kept as low as possible so that screening in itself does not unduly increase the risk of breast cancer induction. Research studies have aimed to optimize the benefit-toradiation risk ratio of digital mammographic screening procedures. 3 Berns et al. showed that dose values can be lower for digital systems than screen-film systems. 4 A recent study by Gennaro et al. 5 on phantoms concluded that this dose reduction factor could be as much as 50% while still preserving image quality above screen/film standards. Besides reducing the adverse effects of radiation dose, another rationale for lowering dose of x-ray mammography comes from the fact that detectability of lesions in mammograms is confounded by overlapping anatomical structures-a characteristic inherent to most projection imaging techniques. In fact, it has been suggested that anatomical variability could be the biggest factor limiting the detection of breast cancer, both by radiologists and by computer assisted diagnosis ͑CAD͒ systems. 6, 7 This limitation of mammography is not governed by the amount of x-ray exposure and, hence, the dose level delivered to the breast. Thus, it is contended that dose levels in mammographic procedures can potentially be reduced with a lesser impact on the detectability of lesions than that caused by anatomical variations.
One way to assess the impact of reduced dose levels on the detection of breast lesions is to use mathematical model observers. Such observers have been used in the past to predict the performance of human observer in clinically realistic tasks. [8] [9] [10] [11] [12] Most previous studies based on such observers have used raw ͑unprocessed digital͒ images as direct input to the observer models, thereby overlooking the fact that, in a clinical situation, the digital image values are converted to luminance values for the radiologist's interpretation. To emulate realistic diagnostic tasks, it is only logical that luminance values corresponding to the digital values of mammograms be used as input to observer models, though rarely implemented. 13 Furthermore, a majority of previous studies have only used a signal-known-exactly ͑SKE͒ detection paradigm where the same lesion whose shape and size are known a priori is embedded on variable backgrounds which are either real 8, 9 or computer generated. 11, 12 Recently, signalknown-exactly-but-variable ͑SKEV͒ framework was introduced as a better approximation to clinically relevant task of a signal known as statistically paradigm. 14, 15 Under SKEV paradigm, the shape and size of a signal are changed from one image to another. Prior implementations of SKEV have used a forced choice paradigm without a complete receiver operating characteristics ͑ROC͒ analysis. 10 In this work, mathematical model observers were used to investigate the impact of reduced dose on the detection of breast lesions. The detectability of simulated masses and microcalcifications at reduced dose levels were analyzed and compared with the detectability on mammograms acquired with clinical dose levels. To simulate a clinically relevant situation, first raw ͑unprocessed digital͒ images obtained from a mammography system were processed with techniques typical of clinical mammograms. Next, the postprocessed images were mapped to luminance values before using them as inputs to model observers. Furthermore, using a SKEV diagnostic paradigm with variable backgrounds, a complete ROC analysis was performed and the area under the ROC curves ͑AUC͒ computed to compare detectability at different dose levels.
II. MATERIALS AND METHODS

A. Image database
Images used in this study were clinically acquired at 25-30 kVp with molybdenum anode using a clinical flat-panel cesium iodide-based digital mammography system ͑Se-nographe 2000D, GE Medical Systems, Milwaukee, WI͒. Based on normal radiologist reports, a total of 300 normal craniocaudal view mammograms were pooled. From each of these mammograms, a region of interest ͑ROI͒ of size 512 ϫ 512 ͑5.12ϫ 5.12 cms taking into account the detector pixel size of 100 m͒ was extracted. The resultant 300 ROIs were used as the signal ͑lesion͒-absent set of backgrounds for training the observer models. Another set of signal-present images were generated by digitally inserting realistic simulated masses and microcalcifications in signal-absent backgrounds by a routine previously published. 16, 17 This routine relied on the measured characteristics of real lesions to create simulated lesions with a realistic appearance. Four different types of lesions were produced: typically malignant masses ͑modeled after irregular ill-defined and irregular spiculated masses͒, typically benign masses ͑modeled after oval circumscribed and oval obscured masses͒, and typically malignant microcalcifications ͑fine linear branching and clustered pleomorphic microcalcifications͒. The lesion sizes chosen led to masses with a diameter of 3.3-4.1 mm while individual microcalcifications of 0.35 mm in average diameter were located inside microcalcification distributions with 4-7 mm in diam. The lesion contrast was set assuming a heterogeneous breast ͑50% glandular/50% adipose tissue, representing an average breast composition͒ and accounting for the applicable target/filteration combination, acquisition kVp, detector material, and appropriate scatter fractions.
Fifty different realizations of each of the four lesion types were simulated generating, in total, 200 lesion realizations. They were added to the mammograms in a logarithmic scale to model the x-ray attenuation process. A lesion was placed at the center of a mammographic background, creating a total of 50 signal-present images for each lesion type. The same 50 backgrounds were used for each lesion type. To simulate real clinical situations, the backgrounds corresponding to the 50 signal-present images were different from the 250 backgrounds without signal. Figure 1 shows examples of the simulated lesions.
Following the insertion of the lesions, a noise modification routine was used to add radiographic noise to clinicallyacquired mammograms to create images with a noise appearance similar to that caused by a reduction in radiation dose. Noise equivalent of a particular dose level was determined using a novel algorithm, which has been reported earlier in detail. 18 The routine accounted for the quantum noise variance, the detector transfer properties, the scattered radiation, and the impact of varying attenuation due to breast structures. By changing the noise magnitude, dose reduction corresponding to half ͑50%͒ and quarter ͑25%͒ of the original clinical exposure levels were simulated. Image postprocessing techniques typical of clinical mammograms were applied to the images with the appropriate window and level parameters for each mammogram determined by an experienced mammographer. Figure 2͑a͒ shows an ROI of a typical mammogram with a malignant mass located at the center of the image. Figures 2͑b͒ and 2͑c͒ show the same mammogram with added simulated noise corresponding to one half and a quarter of the full-dose level, respectively.
B. Luminance transformation
To simulate a realistic clinical setup, each of the ROIs from step A were mapped into luminance values according to the expected display luminance transformation/calibration function. The specific display function used in this study was the DICOM GSDF which has been recommended by the TG18 committee and is used as the de facto standard for grayscale calibration of soft-copy displays. 19 The images were transformed to luminance domain via accordance with an eight-bit look-up table covering DICOM calibration between a minimum luminance of 0.5 cd/ m 2 and a maximum luminance of 300 cd/ m 2 . The luminance-mapped ROIs were then used as input to the observer models.
C. Observer models
Observers models have been used to predict human observer performance in clinically relevant visual tasks such as the detection of lesions in a complex background structure. [8] [9] [10] In this study we used a specific implementation of a particular class of observer models, the Hotelling observer. Hotelling observer is a linear observer. It has been shown earlier that linear observers are good predictors of human visual performance under various tasks involving simulated pathology embedded in real image backgrounds. [8] [9] [10] [20] [21] [22] Hotelling observer uses a linear function of the pixels of an image and takes correlation in the image background into account to compute its test statistics. Consequently, it requires an estimate of the sample covariance matrix from the original images to incorporate statistical fluctuations in the image. That estimation from the limited number of mammograms clinically available necessitates a reduction in the size of the sample covariance matrix. Towards that end, computationally simpler implementation of Hotelling observers, called Channelized Hotelling Observer ͑CHOs͒, are used. 23 In this study, two such functions were used, namely the Laguerre-Gauss functions, which model an ideal observer, and an anthropomorphic set of channels, called Gabor functions, which assess the visual system of human observer. These functions extract essential linear features from the image, thereby considerably reducing the dimensionality of the problem.
Laguerre-Gauss channelized hotelling observer
"LG CHO…
The Laguerre-Gauss channels are smooth functions which are a product of Laguerre polynomials and Gaussians. The functions use a distance scale 8 related to the signal radius which defines the variance of the Gaussian. It is generally iteratively adjusted to maximize the area under the ROC curves. For the lesion size in the 3-7 mm range used in this study, a value of 8 for the distance scale was found to maximize the AUC.
A pilot experiment was conducted to investigate the number of channels required to satisfactorily represent the lesion template in the channel space. Toward this end, backgrounds with four levels of white Gaussian noise with standard deviations of 0.25, 0.5, 1, and 2 were generated. Simulated masses identical to those used in the main study ͑Fig. 1͒ were inserted on these backgrounds to generate signalpresent images. A simple template-matching ideal observer was constructed and its performance, in terms of AUC, was compared with that of LG CHO. An average performance of FIG. 1. Example of four different realizations of simulated lesions: ͑a͒ malignant mass, ͑b͒ benign mass, ͑c͒ fine linear branching microcalcifications, and ͑d͒ pleomorphic ͑pleo͒ malignant microcalcifications. Benign masses and fine line branching microcalcifications were also simulated, but have not been shown here. These lesions were embedded on real mammographic backgrounds.
the two observers was computed, in line with the SKEV paradigm followed throughout in this study, with different realizations of the noise at each of the four noise levels of the background. It was found that a total of ten channels provides a stable representation of the lesion template. To confirm these findings, another experiment was conducted using the mammographic backgrounds and the four lesion types used for the main study. In this case the performance of LG CHO was measured in terms of AUCs as a function of number of channels. A total of ten channels was found to maximize the observer performance. Observer performance reaches an asymptote with further increase in the number of channels. These results indicated that a total of ten LG channels is sufficient to represent the four lesion types, even though generally six channels are considered adequate for characterizing isotropic signals. 
Gabor channelized Hotelling observer
While LG channels are efficient in modeling the ideal observer in tasks involving Gaussian noise and Gaussian 24 Figure 3 shows how Gabor channels sample the contrast sensitivity of the human eye. The figure also illustrates the band-pass characteristics of the Gabor channels. Per earlier psychophysical studies, 11, 25 in our implementation, the channels had an octave bandwidth of 1 and orientations of 0°, 45°, 90°, and 135°to sample the full range of orientational dependencies. Central frequencies chosen were 0.5, 1, 2, 4, 8, 16, 32 cycles/ degree. These, with the odd and even phases add up to a total of 56 channels. The lower limit of central frequencies, 0.5 cycles/ deg, was chosen to incorporate the lesions ͑whose size varied from 4-8 mm͒ and a sufficient surrounding background of about 110 mm around the lesions. This keeps the context information intact around the lesions and also corresponds to the region to which the human eye gets adapted to when looking at an image from a typical viewing distance of 50 cm. 26 The upper limit of the chosen central frequencies was the octave frequency closest to the contrast sensitivity limit of the human eye, which is at 30 cycles/ degree. 27 This can be seen in Fig. 3 which shows that one of the channels has maximum gain near 30 cycles/ degree. For a typical soft-copy display pixel size of 0.144 mm, 30 cycles/degree is also close to the Nyquist frequency of 30.30 cycles/ deg at a typical viewing distance of 50 cm.
Having determined the parameters of the two model observers, they were next applied to the images. The channel responses were calculated as the dot-product between the channels vector and the lesion ͑signal͒-present image vector, lesion ͑signal͒-absent image vector ͑also referred to as background vector͒, and lesion ͑signal͒-only image vector. The channel weights corresponding to each ith lesion were determined as
where K c is the covariance matrix of the channel responses of the mammographic backgrounds and R s i is the channel response to ith lesion-only image. The covariance matrix was determined from the signal-absent images since the inserted lesions were of low contrast and did not affect the covariance matrix.
Finally, the decision variables for signal-present and signal-absent cases were computed as the dot-product of the channel weights and channel responses of the signal-present and signal-absent mammograms, respectively. For each ith signal-present image, decision variable corresponding to signal-present case was computed as dot-product of that image with the ith lesion template, whereas decision variables for signal-absent cases were calculated as dot-products of signal-absent backgrounds with the ith lesion template. Thus, for each lesion i, a single decision variable corresponding to signal-present case was computed, whereas 250 decision variables were computed for the 250 signal-absent backgrounds available in the database. This was repeated for all the 50 lesion templates available in the databases. These decision variables were thus computed by
for ith lesion present image,
where R g1 i is the response of an ith mammographic background with ith lesion embedded in it, and R g0 j is the response of jth signal-absent background; i varies between 1 and 50, and j varies from 1 to 250. This methodology is in line with the SKEV paradigm in which each of the 50 signalpresent images had a different but known lesion present. Fifty ROC curves were, thus, obtained for the 50 lesions using this procedure. These curves were non-parametric in nature and were derived by simple thresholding on the probability density function ͑pdf͒ of the decision variables. The ROC curves were then averaged along their true-positive fractions to generate a final mean ROC. The area under the mean ROC curve ͑AUC͒ was determined using the trapezoidal rule. Finally, detectability index, d A , were computed from the AUC values as 2 erf −1 ͑2AUC-1͒, where erf −1 is the inverse of error function. A schematic of the methodology is shown in Fig. 4 .
D. Evaluation of statistical significance
Statistical resampling methods ͑i.e., bootstrap͒ were used to test the statistical significance of differences in AUCs obtained for the detection at different dose levels. 28 This was performed as follows: At each dose-level, 500 bootstrap samples of 50 signal-present images and of 250 background images were generated. For each bootstrap sample, an ROC curve and AUC were determined by the method described earlier. This procedure was repeated for all 500 bootstrap samples obtaining a set of 500 ROCs and, thus, a set of 500 AUCs for each dose-level. These sets of 500 AUC values were then subtracted in pair and the mean of differences and the standard deviation of the differences were computed as an approximation to the standard error of the difference of the means of the AUCs. Differences in AUCs were compared using one-sided z-tests assuming that the dose reduction would only decrease the detectability performance. If the ratio of the mean of differences and the standard error of differences, denoted as the z-value, was more than 1.64, the differences seen in AUCs at different dose levels were denoted as being statistically significant with a 95% confidence interval.
III. RESULTS
Figures 5 and 6 show mean ROC curves obtained from Laguerre-Gauss ͑LG͒ and Gabor channelized Hotelling observers ͑CHOs͒, respectively. The corresponding AUCs with their associated standard deviations are plotted in Fig. 7 and tabulated in Table I . These AUC values were consistent with prior literature. [29] [30] [31] [32] [33] [34] [35] The sensitivity at 70% ͑and 90%͒ specificity for the three dose levels obtained by LG CHO were 100% ͑95%͒, 100% ͑95%͒, and 98% ͑90%͒ for benign masses; 100% ͑92%͒, 98% ͑90%͒, and 98% ͑90%͒ for malignant masses; 67% ͑50%͒, 79% ͑52%͒ and 76% ͑45%͒ for fine linear branching microcalcifications; and 72% ͑30%͒, 68% ͑28%͒, and 64% ͑22%͒ for pleomorphic microcalcifications. The sensitivity at 70% ͑and 90%͒ specificity level for the three dose levels obtained by Gabor CHO were 100% ͑95%͒, 95% ͑83%͒, and 88% ͑72%͒ for benign masses; 100% ͑96%͒, 100% ͑95%͒, and 98% ͑88%͒ for malignant masses; 55% ͑35%͒, 72% ͑35%͒, and 62% ͑35%͒ for fine linear branching microcalcifications; and 60% ͑45%͒, 68% ͑45%͒, and 55% ͑32%͒ for pleomorphic microcalcifications.
The mean of pair-wise differences in AUCs obtained from 500 bootstrap samples of the decision variables at each dose levels are plotted in Fig. 8 . Also plotted are the standard errors. These values are listed in Table I . A paired one-sided z-test evaluation of the results obtained from Gabor CHO showed, with a 95% confidence interval, that the differences in AUCs for the detection of malignant masses and microcalcifications with a 50% dose reduction were not statistically significant ͑z-values Ͻ1.64͒. However, this reduction in dose causes statistically significant differences in detectability of benign masses.
LG CHO indicates significant differences in the detectability of benign masses as well as pleomorphic microcalcification, with a 50% reduction in dose. With reduction in dose level by 75%, Gabor CHO indicates significant difference in detectability of benign and malignant masses, whereas LG CHO indicates significant differences in the detection of benign masses and pleomorphic microcalcifications. Regardless of statistical significance, all comparisons indicate a drop in detectability of masses with a reduction in dose. Figure 9 shows AUCs and the standard errors obtained when the model calculation was done with the digital values of the images. These values may be compared with those shown in Fig. 7 that were obtained on luminance-mapped images.
IV. DISCUSSION
In this study, we analyzed the effect of reduction in dose levels normally used in mammographic screening procedures on the detection of four breast lesion types. Towards that end, two mathematical observer models were implemented. Gabor CHO and LG CHO algorithmic observers suggested that a dose reduction by 50% only modestly influences the detection probability of malignant masses and fine linear branching microcalcifications on mammograms. A statistically significant difference was observed for this dose reduction in the detection of benign lesions by both LG and Gabor CHO and for pleomorphic microcalcification by LG CHO. However, the statistical significance of the differences in these cases are in the borderline judging from the z-values which are close to 2, the critical value for statistical significance in a two-sided z-test. The ROC curve for the detection FIG. 4 . Schematic for the computation of ROC curve for signal know exactly but variable ͑SKEV͒ task. The image database had 50 different lesionpresent images ͑denoted with subscript i͒, each with a different lesion embedded in it. There were 250 signal-absent or "normal" mammographic backgrounds ͑denoted with subscript j͒. The symbol "*" denotes dot-product.
of benign masses with Gabor CHO at the full-dose level is significantly higher at the low sensitivity portion of the ROC curves compared to that obtained at 50% dose level as compared to ROC curves obtained from LG CHO. For reduction of dose by 75%, there is an indication, as expected, that the performance may deteriorate more than when the dose is reduced by half. Statistically significant differences in the detectability of benign masses and pleomorphic microcalcifications are observed in the performance of LG CHO and in the detectability of benign and malignant masses in the performance of Gabor CHOs when the dose is reduced by 75%.
A reduction in microcalcification detectability due to dose reduction in digital mammography was reported in a previous study. 36 However, the study was performed on anthropomorphic phantom. The results in this study indicate that reduction in dose level by as much as 50% does not significantly impact detectability of microcalcifications. Based on the range of dose levels considered in this study, it may be concluded that, in contrast to screen/film mammography in which a recent trend has been to increase radiation dose, 37 any further increase in clinical dose already delivered may not improve the detectability of mammographic lesions in digital mammography. Furthermore, although not statistically significant, absolute means of differences in AUCs are higher for the case of microcalcifications than for masses, indicating that a reduction of dose may affect the detection of microcalcifications more than that of masses.
In real clinical practice, a radiologist interprets digital mammograms as displayed and limited by the output of a soft-copy display. The digital values on mammograms are converted into display luminance values using a nonlinear lookup table which leads to changes in image contrast and also quantization errors since current displays are not capable of displaying images at the inherent bit-depth of the acquired images. These may have a significant effect on the detectability of breast lesions. In order to emulate that clinical situation in this study, the digital mammographic ROIs were transformed into equivalent luminance values similar to actual clinical practice. The algorithmic observers were then applied to these luminance-transformed images. To the best of our knowledge, such an analysis has rarely been reported in the literature, where analyses are often performed only on the pixel values.
To gauge the difference in detectability performance that may occur due to luminance transformation, we applied the algorithmic observers to both luminance-mapped mammographic images and to digital images themselves. The AUCs and the mean of pair-wise differences in AUCs for luminance-mapped images are tabulated in Table I and plotted in Fig. 7 , while those for digital mammographic ROIs are plotted in Fig. 9 . Comparing the AUCs, we observe that these values decrease for luminance-transformed images for all lesion-types, indicating reduction in performance as mammograms go through transformation from their digital values to equivalent luminance levels on a soft-copy display.
To further investigate the effect of luminance transformation on the performance of Hotelling observer, we conducted a pilot experiment in which the raw images ͑which had a 12-bit resolution͒ were converted into eight-bit images. The conversion was linear, i.e. no non-linear transformation was applied as is done during luminance transformation. However, the conversion to eight-bits accounts for the quantization effect that eight-bit luminance transformation of raw images causes. We found that the AUC values for eight-bit images were close to those obtained on 12-bit raw images, implying that quantization has minimal effect on detection and that the difference in detection between luminancemapped mammographic images and digital images may largely be attributed to the nonlinear transformation inherent to luminance mapping. Although application of a nonlinear Hotelling observer, instead of the linear observer used in this study, could have inverted the effect of luminance transformation back to linear domain to improve the performance of the luminance transformed images, such a nonlinear Hotelling observer is difficult to validate and, hence, was not used in this study. Within the constraints of our observer model construct, therefore, we found that luminance transformation FIG. 7 . Illustration of computed area under the ROC curves ͑AUC͒ and the standard deviation observed in the measurement of AUCs. AUCs are used to quantify detection performance on mammograms acquired at three different dose levels. They were obtained from the two channelized Hotelling observers, namely, ͑a͒ Laguerre-Gauss and ͑b͒ Gabor. Full-dose denotes the clinical dose level used in standard mammographic screening.
of raw images reduces detectability and that the level of reduction is task dependent. Thus we highly recommend that all observer model calculations be performed on images converted into luminance space. It may be noted, however, that there are other aspects of display properties, such as noise power spectrum ͑NPS͒, the modulation transfer function ͑MTF͒, veiling glare, uniformity, etc., which might also affect the appearance of medical images in an actual clinical setup. Evaluation of these aspects of image quality is, however, beyond the scope of this study.
CHOs have been used in the past to predict human observer performance on images with real anatomical backgrounds, including mammograms. However, the optimum number of channels required in CHO for the best representation of images in the reduced transformation space remains an open question. The number of Gabor channels used in previous studies have varied from 16 to 80, 11, 20, 38, 39 although there is psychophysical evidence that the visual system may be using 16 channels. 40 In the present study, 56 channels were used. There has also been a large variation in the literature in number of Laguerre-Gauss channels used. Whereas generally six channels are sufficient for characterizing isotropic signals, 23 the number of channels have varied from 6 to 18.
9, 39 Burgess has suggested that as many as 40 channels may be required for characterizing nonisotropic signals. 8 We investigated the optimum number of Laguerre-Gauss channels required for a stable observer model performance in detecting the particular lesion types used in this study. Toward this end, AUC values were determined as a function of the number of channels for detection of masses embedded on white Gaussian noise backgrounds and compared with AUC values obtained by ideal observer on the same backgrounds. Since the Hotelling observer is equivalent to an ideal observer in this case, the standard results of ideal observer can be compared against the results of the analysis by LG CHO. The results indicated that ten Laguerre-Gauss channels pro-TABLE I. AUCs ͑± std. dev.͒, ⌬AUC ͑z-stat value͒ obtained with ͑a͒ LG CHO and ͑b͒ Gabor CHO on luminance-mapped mammograms. These figures of merit are a measure of differences in detection performance at full, half, and quarter dose levels. AUCs were obtained from 500 bootstrap samples of the decision variables. z-stat values are a measure of significance of the null hypothesis that there is no deterioration in performance with reduction in dose. The critical value for one-sided z-test is 1.64 at 5%.
͑a͒
LG CHO vide AUC values very close to that of an ideal observer. There are, however, two limitations of this experiment. One, since a symmetry of lesion shape is required to establish a correlation between Hotelling observer and an ideal observer, microcalcifications could not be used because they are found in clusters and lack the symmetry found otherwise in masses. Second, clinical mammograms could not be used for this analysis since the results of an ideal observer may be traced on white stationary noise backgrounds.
To confirm if ten Laguerre-Gauss channels are sufficient for clinical detection tasks, a second experiment was conducted on mammographic backgrounds embedded with the four lesion types used in the main study. AUC values were determined as a function of the number of channels. This variation is shown in Fig. 10 . In the case of masses, no appreciable change in the AUC values was observed with increase in the number of channels. However, in the case of microcalcifications, the AUC values increased with the increase in the number of channels, and then seem to approach an asymptote. This change appears to occur at ten channels. Based on this finding and also that from the first experiment, we used a total of 10 LG channels in this study. Moreover, the use of ten channels results in a covariance matrix of size 10ϫ 10 and, hence, the 300 mammographic backgrounds available for training were sufficient to provide a stable estimate of the population statistics.
The difference in the number of channels used may be one reason why the detection performances of LG CHO and FIG. 9. Illustration of computed area under the ROC curves ͑AUC͒ and the standard deviation observed in the measurement of AUCs at three different dose levels. They were obtained from the two channelized Hotelling observers, namely, ͑a͒ Laguerre-Gauss and ͑b͒ Gabor. These values were obtained on digital mammograms as against those shown in Fig. 7 that were obtained on luminance-mapped mammograms.
Gabor CHO differ, as is clear from comparing Fig. 7͑a͒ and 7͑b͒. These differences may also be attributed to the departure of LG channels' response from that of Gabor channels. In the frequency response of Gabor channels, there are regions which are more weighted than others, as well as regions which are not covered at all. Moreover, Gabor channels, unlike LG channels, are not isotropic and therefore do not assume isotropicity of masses. Furthermore, while the Gabor channels extended upto the Nyquist frequency of a typical soft-copy display, the frequency coverage of the ten LG channels used in this study was limited to about half of the Nyquist frequency.
The d A values reported in this study provide us with a performance metric but not the metric for which they are commonly used. This is because the test statistics used to compute these values may not be Gaussian and so they can only be interpreted as a result of some function which is monotonically related to AUC values. Finally, it was not possible to report the standard error of the difference of d A obtained from the bootstrap samples as has been done for AUC values. This is because for many such bootstrapped samples, AUC values obtained were 1, consequently making the d A values infinity, thus rendering the calculation of standard error cumbersome. Therefore, only standard deviations of d A obtained from the 50 signal-present images have been reported.
Notwithstanding the conclusions of this investigation, certain limitations should be acknowledged. One limitation of this research was the low number of images used for testing the performance of the mathematical observer models. The resulting limited statistical significance along with the small magnitude of performance reduction with dose generally conform with the findings of another research group 5 which concluded that a dose reduction by as much as 50% from the currently practiced clinical dose levels may not compromise clinical decisions. It may be noted that these conclusions are based on the assumption that the differences in detectability observed are independent of the specific values of AUCs obtained in this study. Furthermore, our study was based on specific conspicuity levels of the simulated lesions. Although increasing the conspicuity level would have improved detection, especially that of microcalcifications, the current level was chosen to be consistent with the follow-up human observer study. 41 This was done based on an assumption that the findings would translate to different ͑higher and lower͒ conspicuity levels seen in clinical situations. This is a necessary assumption for any study of this type. At the same time, AUC values noted in this work are consistent with those previously reported in the literature. [29] [30] [31] [32] [33] [34] [35] In addition, although the observer models have been shown to correlate well with human detection performance on real anatomical backgrounds, like mammograms, an exhaustive study has not yet been carried out to conclusively establish the correlation. Moreover, LG CHO model requires symmetry ͑isotropy͒ of the signal for robust template computation, which microcalcifications, in particular, clearly lack. This might affect the sensitivity values for their detection with LG CHO. At the same time, the performance of LG CHO was close to and, hence, substantiated by that of Gabor CHO model that does not require the signal to be symmetric. Notwithstanding, it is important that the significant potential of 50% dose reduction found in this study should be implemented only after being confirmed clinically. Finally, an important issue of the effect of reduced dose on discrimination between benign and malignant masses has not been addressed here.
V. CONCLUSIONS
In summary, patient dose in mammographic screening should be optimized based on clinical decision ͑that is the final outcome of the radiological process͒. Different observer models used in this research show that reduction in doselevel by 50% did affect detectability of masses although with borderline statistical significance. Dose reduction by 50%, however, did not have a statistically significant reduction in detection of microcalcifications except in one case where the reduction was marginally significant.
More importantly, the observer models indicate that there is a potential for the reduction of dose level in mammographic screening procedures without severely compromising the detectability of masses. Based on the range of dose levels considered in this study, the results also suggest that any increase in dose level than the clinical levels currently used may not improve diagnostic performance. The present findings need additional confirmation by rigorous clinical trials and human observer studies before being implemented clinically. LG channels required for a stable estimate of the lesion template for the four lesion types. Analysis was done on mammographic backgrounds used in the main study. 
