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Abstract 
A compression ignition engine powered by different fuels requires, for ecological reasons, adjusting the engine work to the 
injected fuel type. This paper presents a methodology for building classifiers that recognize the type of fuel injected to engine 
cylinders to accuracy sufficient in practical engine applications. These classifiers were developed using various computational 
intelligence methods: non-fuzzy classification trees, the proposed method combining several non-fuzzy classification trees into 
one fuzzy rule-based system, and another method that uses swarm algorithms to optimize classification tree parameters. Analysis 
of the in-cylinder pressure data measured for the engine running at full load allows calculating the angle at which maximum heat 
is released. The classifiers were built based on this angle and on other descriptors of pressure changes in the cylinder. Compared 
features included classifier accuracy, clearness and response time. The methods proposed required developing learning data sets 
based on experimental data. The measurement data from the tests conducted on an engine test bench were for the engine powered 
by five different fuels: diesel, fatty acid methyl esters of rapeseed oil, and three blends of these two fuels. The minimum number 
of consecutive engine cycles necessary to recognize the fuel type was discussed. 
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1. Introduction 
At a laboratory fuel can be identified using devices that analyse the chemical composition and physical properties 
of the mixture. These devices are very accurate and costly. This paper evaluates possibilities of fuel type 
identification directly after refuelling at the fuel station. Selected methods of computational intelligence were used to 
build algorithms, which employ the measured pressure signals (in the cylinder and in the injector pipe) for 
recognizing the fuel being injected into the engine combustion chamber. Insufficient accuracy, time necessary to 
build a classifier, and the inability to explain the decision taken by the classifier have all made the authors to propose 
a different solution. Classification trees can be built based on the data set containing information about the maximum 
value of the in-cylinder pressure, which, as shown in [1], allows fuel recognition to a good accuracy. The in-cylinder 
pressure minimum value and the minimum and maximum values of pressure in the injection pipe were found to have 
little influence on the accuracy of fuel recognition. The authors in [1] also presented the minimum number of engine 
cycles necessary to average maximum pressure in the cylinder so that these data could be used to build (using 
algorithm See5) a classification tree for fuel recognition. 
2. Test bench 
The test bench used in the experiments was described in detail in [1, 4]. The engine dynamometer tests were 
carried out on the Perkins AD3.152UR diesel powered with diesel, biofuel (FAME – fatty acid methyl esters derived 
from rapeseed oil) and blends with these two fuels referred to as B10, B20 and B30. The measuring system consists 
of four measurement chains: pressure in the cylinder, pressure in the injection pipe, injector needle lift and the 
crankshaft angle (CA). In each experiment, the values were recorded for 50 full working cycles of the engine. The 
values of the parameters were held as a function of the crankshaft angle with a resolution of 1.4 °CA, which gave 
512 measurement points for each engine working cycle. This paper is based on the results obtained for the engine 
operating at full load for several rotational speeds: 1000, 1200, 1400, 1600, 1800 and 2000 rev.min-1. 
3. Fuel recognition 
Papers [1, 3] proposed fuel type recognition based on the models or classifiers built with pressure course data 
recorded for the cylinder and the injection pipe. These courses show some common features that remain the same 
after switching to a different fuel type and features that do not, which allows fuel recognition. The value of the 
crankshaft angle at which intensive pressure changes start and the value of the maximum pressure (pcmax) depends 
on the fuel type and the crankshaft rotational speed. The experimental study showed that the largest differences 
between the pressure courses for different fuels occur at the crankshaft rotational speed of 1200 rev.min-1. 
Problems related to the control or modelling of combustion engine work are quite commonly solved using 
computational intelligence methods [5], including artificial neural networks [6], which very often build accurate 
classifiers. Disadvantages of the classifiers expressed as an artificial neural network include low comprehensibility 
(compared with classification trees and set of IF-THEN rules) and relatively long time necessary to build the 
classifier, which impedes the use of microcontrollers or personal computers with low processing power. Statistica 
Automated Neural Networks (SANN) software, part of the Statistica package [9], automatically checks all possible 
combinations of network architecture, neuron activation function and training algorithm. With the training set 
containing only maximum in-cylinder pressure data and built with averaged measurement data from 20 consecutive 
engine working cycles, the SANN software was able to create a classifier of 99.5% classification accuracy [1]. This 
classifier – a neural network – was a multilayer perceptron 1-7-5 trained with the Broyden-Fletcher-Goldfarb-
Shanno algorithm. 
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3.1. Application of classification trees to fuel recognition using maximum pressure and maximum heat release data  
Here a different descriptor of cylinder pressure course is proposed – maximum heat release point (Qmax). The 
method for computing this value, easy to obtain based on instantaneous cylinder pressure values in subsequent 
working cycles, was presented in [2].  
These two approaches to building a classifier for fuel recognition were compared using (i) only the cylinder 
pressure maximum and (ii) additionally, the in-cylinder pressure at the moment of Qmax occurrence. The C5.0/See5 
was selected from among available software, as the authors’ own research (in different applications) has shown 
C5.0/See5 to create accurate classifiers. To build the classifier, a learning set with cylinder and injector pipe pressure 
values was used. 
For fuel type recognition (fuel classification) the training data obtained from the experimental study were used 
along with C5.0/See5 2.06 software [7], an improved version of C4.5 method [8]. The training set consisted of 
records containing values of two or three attributes (variables): fuel type (y), maximum in-cylinder pressure (x1 or 
pcmax) and, in the case of the second training set – also the cylinder pressure at the moment of maximum heat 
release (pc_Qmax or pc_max_sumkwodpc) – for the adopted crankshaft angle range. The analysis of the in-cylinder 
pressure course indicates that the maximum value varies with the fuel type. Because the greatest differences occur 
for data obtained at 1200 rev.min-1, the training set was built based on the data for this speed. The values of Qmax 
for this speed are similar for one fuel (when various subsets of subsequent working cycles are used), and usually 
different (slightly at times) for different fuel types. For the purpose of fuel recognition, however, it is better to use 
the in-cylinder pressure values at the moment of Qmax. 
Initially, the measurement data were averaged for each possible 40 subsequent engine working cycles out of 50 
subsequent cycles recorded for the given fuel type. In this way, a training data set containing 55 records (11 records 
for each fuel) was created. The accuracy of the classification trees built based on both training sets (one with pcmax, 
and the other with pcmax and pc_Qmax) is identical and amount to 100%. The forms of both classifiers – 
classification trees – are shown in Figures 1 and 2, respectively. Time necessary to recognize the fuel was below 
0.05 s in both cases. The structure of the two trees is identical, and the trees differ (at two nodes) in a variable with 
a tested value and in a limit value that occurs at those two nodes. 
    
Fig. 1. The classifier built using pcmax based on 40 consecutive working cycles. 
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Fig. 2. The classifier built using pcmax and pc_Qmax (pc_max_sumkwodpc) based on 40 consecutive working cycles. 
The number of engine working cycles required for fuel recognition is of practical importance [3], because it is 
proportional to the time of measurement data collection, and for the speed of 1200 rev.min-1, this time is 4 seconds 
for 40 consecutive engine working cycles. After averaging of the measurement data for each possible 30 consecutive 
cycles out of 50 consecutive cycles recorded for the given fuel, a training set containing 21 records for each fuel was 
obtained. The classifier built using the C5.0/See5 method was similar to the previous one and continued to show 
100% accuracy, but the decision boundaries slightly changed (Fig. 3). For the second training set, additionally 
containing pc_Qmax values, the classifier obtained was identical to that in Fig. 3 – algorithm See5 chose only 
pc_max attribute. 
 
Fig. 3. The classification tree built with C5.0/See5 software, based on data from 30 consecutive engine working cycles, 
containing one input variable (pc_max) or two input variables (pc_max and pc_Qmax). 
After further reduction in the cycle number to 20 consecutive cycles, the training set obtained had 31 records for 
each fuel. The accuracy of the classifier in this case was lower (98.7%) but the classification tree (Fig. 4a) was 
nearly identical to that in the previous case. In Fig. 4a, round brackets at the end of the line show the number of 
records from the training set classified using a given leaf, whereby the number after the fraction slash refers to the 
number of incorrectly classified records. The classifier incorrectly classified fuel B20 as fuel B30 in two cases. The 
additional variable pc_Qmax (pc_max_sumkwodpc) allowed obtaining the classifier the accuracy of which was 
100% (Fig. 4b). 
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a)         b)  
Fig. 4. The classification tree built with C5.0/See5 software, based on data from 20 consecutive engine working cycles, 
containing: (a) one input variable pc_max [1], (b) two input variables, pc_max and pc_Qmax. 
Further reduction in engine working cycles to 15 gave classifiers (Fig. 5) of the accuracy of 97.2% (based on 
pc_max) and 99.4% (based on pc_max and pc_Qmax) respectively. Thus, the application of attribute pc_Qmax 
(pc_max_sumkwodpc) improved the accuracy of the classification. 
a)         b)  
Fig. 5. The classification tree built with C5.0/See5 software, based on data from 15 consecutive engine working cycles, 
containing: (a) one input variable pc_max [3], (b) two input variables, pc_max and pc_Qmax. 
The training data averaged from only 10 consecutive working cycles allowed creating the classification trees 
(Fig. 6) of the accuracy of 95.6% and 97.6%, respectively. Again, the use of attribute pc_Qmax improved the 
accuracy of classification. 
a)         b)  
Fig. 6. The classification tree built with C5.0/See5 software, based on data from 10 consecutive engine working cycles, 
containing: (a) one input variable pc_max, (b) two input variables, pc_max and pc_Qmax. 
The type of fuel can be recognized to a satisfactory accuracy using the training data collected during only 10 
consecutive working cycles, but this is 20 consecutive engine working cycles that allow this accuracy to be 100%. 
Adding the pc_Qmax input variable enhances the classification accuracy when data are built based on a small 
number of engine working cycles (e.g. 15 or 10). The form of the classifier obtained is not complex and it can thus 
be implemented in microcontrollers of a very low processing power, for example, in those from the ATtiny family 
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when clocking frequency is quite low, e.g., 1 MHz. The comprehensibility of the classifier is high. The time 
necessary to recognize the fuel is less than 0.05 s. 
3.2. The use of the method of combining classification trees into one fuzzy rule-based system and classification trees 
optimised using a particle swarm 
In [1] the researchers proposed the method for obtaining several classification trees, converting them into rules 
and combining into a single fuzzy rule-based system. The proposed method was applied to fuel recognition, and the 
used training set contained averaged data from 11 consecutive engine working cycles. In the training set, in addition 
to the fuel type three cylinder pressure course descriptors were included: maximum pressure, maximum of the 
pressure first derivative relative to the crankshaft angle, and the angle at which 50% of the fuel is burnt. Based on 
this training set, the proposed method gave a classifier made up of 16 fuzzy rules and classification accuracy of 
100% [1]. The form of this classifier is more complex than that of a simple classification tree, but it allows 
implementation in simple microcontrollers, e.g., from the ATtiny series. 
In [3], the researchers proposed the method for classification tree (as in item 3.1) optimisation using a particle 
swarm to improve classification accuracy. The classification tree was built based on the training set made up of data 
concerning cylinder pressure maximum and minimum for each fuel type from as few as 10 consecutive engine 
working cycles.  The tree built using the C5.0/See5 algorithm has 7 leaves and classification accuracy of 95.6% for 
the training data and only 73.2% when the noisy training data were tested. The method [3] consisting in optimisation 
of decision boundaries in the classification tree using a particle swarm helped obtain a tree, whose classification 
accuracy increased to 96.6% for training data and 85.9% when the noisy training data were tested. The classifier 
obtained with this method can be implemented in a simple 8-bit microcontroller fitted with small amount of RAM, 
e.g. an ATtiny. The swarm optimisation method can also be implemented in an 8-bit microcontroller, but slightly 
more expensive, fitted with 2 KB of RAM, e.g., an ATmega32 microcontroller. 
4. Conclusion 
This paper presents selected computational intelligence methods that allow obtaining classifiers for the 
recognition of the fuel type to an accuracy of 100% on the basis of the measurement data from 10 to 20 consecutive 
engine working cycles. Each of the classifiers obtained can be implemented on a cheap 8-bit microcontroller. The 
majority of algorithms for building these classifiers can also be implemented on microcontrollers. 
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