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“And if you take one from three hundred and sixty-five, what remains?”
“Three hundred and sixty-four, of course.”
Humpty Dumpty looked doubtful. “I’d rather see that done on paper,” he said.
. . .
Humpty Dumpty took the book, and looked at it carefully. “That seems to be done right – ”
he began.
“You’re holding it upside down!” Alice interrupted.
“To be sure I was!” Humpty Dumpty said gaily, as she turned it round for him. “I thought
it looked a little queer. As I was saying, that seems to be done right – though I haven’t time
to look it over thoroughly just now. . . ”
. . .
“When I use a word,” Humpty Dumpty said in rather a scornful tone, “it means just what I
choose it to mean – neither more nor less.”
“The question is,” said Alice, “whether you can make words mean so many different
things.”
“The question is,’ said Humpty Dumpty, “which is to be master – that’s all.”
Lewis Carroll – Alice Through the Looking-Glass.
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Abstract
“A new idea is first condemned as ridiculous and then dismissed
as trivial, until finally, it becomes what everybody knows.”
William James
This thesis is devoted to the study of quantum mechanical effects that arise in systems
of reduced dimensionality. Specifically, we investigate coherence and correlation effects in
quantum transport models. In the first part, we present a theory of Markovian and non-
Markovian current correlations in nanoscopic conductors. The theory is applied to obtain
the spectrum of quantum noise and high-order current correlations at finite frequencies in
quantum-dot systems. One of the main conclusions is that only the non-Markovian approach
contains the physics of vacuum fluctuations. In the second part, we study the coupling of
superconducting qubits to optical atomic systems and to cavity resonators. We propose a
hybrid quantum system consisting of a flux qubit coupled to NV centers in diamond. We
also demonstrate the existence of the so-called Bloch-Siegert shift in the ultra-strong coupling
regime between a flux qubit and a LC resonator. Throughout the thesis, we make special
emphasis on the study of decoherence effects produced by the distinct dissipative baths to
which the various types of qubits presented in this thesis are inevitably coupled.

Resumen
El objeto de esta tesis es el estudio de efectos mecano-cua´nticos emergentes en sistemas de
dimensionalidad reducida. En particular, investigamos efectos de coherencia y correlacio´n
cua´ntica en conductores ele´ctricos nanosco´picos. En la primera parte, presentamos una teor´ıa
de correlaciones de corriente en sistemas Markovianos y no Markovianos. El formalismo es
utilizado para derivar el espectro de ruido cua´ntico y funciones de correlacio´n de corriente a
frecuencia finita en puntos cua´nticos. Una de las conclusiones principales de la primera parte
es que so´lo la aproximacio´n no Markoviana contiene la f´ısica de fluctuaciones de vac´ıo. En la
segunda parte, estudiamos el acoplo de qubits superconductores a sistemas o´pticos ato´micos
y a cavidades resonantes. Proponemos un sistema h´ıbrido formado por un qubit de flujo
acoplado a centros NV en diamante. Tambie´n, demostramos la existencia de la variacio´n
energe´tica “Bloch-Siegert” en el re´gimen de acoplo ultra-fuerte entre un qubit de flujo y un
resonador LC. A trave´s de la tesis, prestamos especial atencio´n al estudio de la decoherencia
producida por los distintos ban˜os disipativos a los que los qubits estudiados se encuentran
inevitablemente acoplados.
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Chapter 1
Introduction
“Don’t listen to what I say; listen to what I mean!”
R. P. Feynman
In this chapter we motivate our work through an overview of the different systems and concepts
that will be of interest in the thesis. We first present various phenomena that emerge when the
dimensionality of a physical system is reduced, and establish our two main goals for the thesis. In the
first section, important concepts such as quantum coherence, entanglement or the density operator
are introduced. In the second section we overview some examples of low dimensional systems, namely
quantum dots, carbon nanotubes, NV centers in diamond, and superconducting qubits. These four
will be subject of study in the next chapters. Next, we turn to briefly comment on the field of
quantum transport, with emphasis in the area of quantum noise in mesoscopic systems. In particular,
we discuss the various types of noise and related relevant experiments. The systems and concepts
considered are of great importance in condensed matter, quantum optics, and in the field of quantum
computation. We therefore discuss the more general context in which they take place in the final
section.
1
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1.1 Towards a quantum world
Matter is made of atoms. This nowadays ‘trivial fact’ is probably the discovery that has
most affected the history of science, together with the emergence of the scientific method
itself. The determination among the scientists to understand these ‘elementary’ particles gave
birth to different disciplines and to a technological revolution. Among them is condensed
matter physics. The understanding of materials at a mesoscopic scale has, on one hand,
brought great advances in technology, such as transistors, integrated circuits, light-emitting
diodes, solid-state lasers, magnetic resonance imaging, magnetic recording disks, and liquid
crystal displays. On the other hand, it has shown that the interplay between hundreds
or thousands of particles needs to be understood through collective models capturing the
essential degrees of freedom, since the emergent properties that arise when such a large
number of particles interact, cannot be predicted from a microscopic theory accounting for
all fundamental interactions and constraints in the system [And72, LP00].
The science of the atomic-size objects, or nanoscience, investigates, among others, the quan-
tum effects that appear when we reduce dimensionality. The typical dimensions at which
quantum phenomena may be observed are determined by the de Broglie wavelength λ associ-
ated to the object under study. If it is to be observed or confined with a precision comparable
to λ, then the emergence of quantum effects are expected. In condensed matter systems,
when we deal with a large number of particles, these effects may become visible if the aver-
age inter-particle spacing is of the same magnitude as the single particle wavelength. This
criterium can be translated to a threshold temperature if we assume the ensemble to be in
thermal equilibrium; then the equipartition theorem holds and we find that quantum effects
come into sight if
kBT .
h2
3ma2
, (1.1)
where a refers to the mean inter-particle separation, m to the individual mass, T to the
temperature, and kB and h are the Boltzmann and Planck constants respectively. Notice the
coincidence of this energy scale with the one required by energy quantization of a quantum
particle confined in a box of side L, namely h2/(8mL2); or with that of a traveling wave
subject to periodic boundary conditions: h2/(2mL2). The condition (1.1) can be thus taken
(with the corresponding length scale a in the problem) as a quite general rule of thumb to
approach the quantum regime in different low dimensional systems.
The search for quantum effects represents in itself an active topic of research, even nearly a
century after the theory of quantum mechanics has been established. It has lead to some of
the most spectacular experiments in the history of physics [Tay09], and different scenarios
of these are still pursued today (see e.g. [SCJ+10]). Materials science offers nowadays
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the possibility to realize experiments showing this type of phenomena in nanoscopic devices
embedded in electrical circuits. In this way, quantum tranport has emerged as a very relevant
field in physics. This area of research has permitted us to answer fundamental questions,
and has brought important technological applications, such as single electron transistors or
ultra-precise magnetometers.
In this thesis we will study the quantum effects that appear in quantum-transport and
quantum-optical systems. More specifically, ‘quantum effects’ mainly refer to quantum co-
herence and entanglement. These two concepts are genuine from a world in which there is
a particle-wave duality. For the former, we will adopt the definition given by A. Albrecht
[Alb94]: “To the extent that one needs to know the initial probability amplitudes (rather
than just the probabilities) in order to do the right calculation, I will say that the system
exhibits quantum coherence”. As for entanglement, we will take the notion introduced by
Schro¨dinger in 1935 [Sch35]: “When two systems, of which we know the states by their
respective representatives, enter into temporary physical interaction due to known forces
between them, and when after a time of mutual influence the systems separate again, then
they can no longer be described in the same way as before, viz. by endowing each of them
with a representative of its own. I would not call that one but rather the characteristic
trait of quantum mechanics, the one that enforces its entire departure from classical lines of
thought. By the interaction the two representatives (or ψ-functions) have become entangled.
To disentangle them we must gather further information by experiment, although we knew
as much as anybody could possibly know about all that happened. Of either system, taken
separately, all previous knowledge may be entirely lost, leaving us but one privilege: to re-
strict the experiments to one only of the two systems. After reestablishing one representative
by observation, the other one can be inferred simultaneously”.
In the last decade, an outstanding progress has been made in the direction of observing,
controlling, and even designing at will, the quantum world. State-of-the-art experiments are
bringing the mentioned quantum effects to a macroscopic level (see e.g. [OHA+10]), and
this, of course, raises the question on whether there is a limiting size to observe quantum
superpositions of two or more objects. Other than the race in scaling up the quantum world,
there is the race in trying to make the quantum effects to last as long as possible, more specif-
ically, the fight against decoherence. This, as defined by Zurek [Zur03], is “the destruction
of quantum coherence between preferred states associated with the observables monitored
by the environment”. Even at the level of a single particle (e.g. single spin), decoherence
is difficult to avoid, because a sufficient degree of decoupling from the environment is in
conflict with a good degree of control (needed to measure the particle quantum state), and
these two are very hard to accomplish simultaneously. This, is the major limitation in the
technological race towards a quantum computer; the building pieces of such, called qubits
(or quantum bits), are two-level quantum systems subject to decoherence. At this point, the
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main questions that motivate our work have become apparent, and the major goal of this
thesis can be summarized as: To study the coupling between different quantum systems and
with their environments.
1.1.1 More about quantum coherence
In this subsection we define more precisely the notion of quantum coherence. To this end
we introduce the density operator. Let a system be such that it can be in one of the possi-
ble states |ψ1〉, . . . , |ψN 〉 with respective probabilities (or ‘statistical weights’) W1, . . . ,WN .
Then, the density operator for the system is defined as
ρˆ :=
N∑
α=1
Wα|ψα〉〈ψα|. (1.2)
If there exists a basis in which the density operator is simply ρˆ = |ψ〉〈ψ| for a particular
state |ψ〉, then the system is said to be in a pure state. Otherwise we say that it is in a mixed
state. In a concrete basis {|n〉} the density operator reads
ρˆ =
∑
nm
ρnm|n〉〈m|, (1.3)
with ρnm ≡
∑N
α=1Wαc
(α)
n c
∗(α)
m , and where c
(α)
n is defined through the decomposition |ψα〉 =∑
n c
(α)
n |n〉. The diagonal elements ρnn, or populations, correspond to the probability of oc-
cupying the state |n〉. The off-diagonal elements, ρnm with n 6= m, describe the effect of
quantum interference between the states |m〉 and |n〉. They are the so-called coherences.
The existence of these is thus a purely quantum mechanical effect, that appears as a con-
sequence of the wave character of the particles and the superposition principle. Therefore,
any phenomenon that reveals this kind of interference between particles is said to exhibit
quantum coherence. This concept must not to be confused with that of optical coherence
of a field. This, introduced by Glauber [Gla63], refers to the degree of correlation of the
field at different space-time points. If the radiation field is in a so-called coherent state, this
correlation function can be factorized to all orders (perfect correlation), and the probability
of finding n photons in then given by a Poissonian distribution. This will be interesting for
us when we study correlations in the context of quantum transport. In the same spirit that
in quantum optics, if we encounter a Poissonian current distribution, we will be able to say
that the electrons flow ‘coherently’ through the conductor.
The density operator is a fundamental tool to study quantum coherence. To illustrate this
point let us imagine that by repetitive measurements, we resolve that a quantum system
can be in one of two possible states, |0〉 and |1〉, of a particular observable Oˆ, with equal
probability. Yet, it is not straightforward that the system is in a coherent superposition of
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both. As mentioned, it can happen that the possible states are occupied deterministically
according to a certain probability distribution, and that the system is in what is called
a statistical mixture of states. In our example, this case would have as density operator
ρˆ = 12(|0〉〈0|+ |1〉〈1|). However, if there is some degree of coherence between |0〉 and |1〉, the
density operator would then be ρˆ = 12(|0〉〈0| + |1〉〈1| + x|0〉〈1| + x|1〉〈0|), with x = 1 for a
pure state. In an experiment, to distinguish between these two possible scenarios, one would
need to measure the same variable Oˆ along a different degree of freedom. For example, if
Oˆ is the spin of a single electron, this would mean measuring along a different projection
axis. Under this operation, the density operator describing the statistical mixture remains
invariant, but the one corresponding to a system presenting quantum coherence does not.
This, is the spirit of quantum state tomography, by which the density matrix can be fully
determined. The density operator is therefore a very powerful tool to describe quantum
systems, particularly when they consist on statistical ensembles. Some general properties
that the density operator fulfills are:
• ρˆ is Hermitian.
• Tr{ρˆ} = 1.
• ρnn > 0.
• 〈Oˆ(t)〉 = Tr{ρˆ(t)Oˆ}.
• Tr{ρˆ2}
{
= 1 ⇔ pure state
< 1 ⇔ mixed state
• If a system is described by the Hamiltonian Hˆ, then the evolution of the system density
operator is given by the von Neumann’s equation: ˙ˆρ(t) = − i
~
[Hˆ, ρˆ(t)].
The phenomenon of quantum coherence has been shown in a huge range of experiments, from
electronics to optics [Qua08]. For example, in the field of quantum transport, observations
like the Aharonov-Bohm effect [AB59], where the wave character of the electron becomes
apparent, have been carried out in a variety of systems, such as metallic rings [WWUL85],
carbon nanotubes [BSS+99], and recently in topological insulators [PLK+10]. Here we will
show how through transport measurements of a classical variable, namely the current, one can
infer coherence and other interesting properties of different quantum systems. In particular,
it will be shown how correlation functions of this variable display much more information
about the microscopic behaviour than the current itself. The area of research behind this
idea is known as full counting statistics.
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Variable Range Typical
Temperature 10 mK - 300 K 50 mK
Frequency 10 Hz - 10 GHz 1 GHz
Voltage 10 µV - 1 V 1 mV
Current 1 pA - 1 µA 1 nA
Conductance (1 GΩ)−1 - (1 kΩ)−1 (12.9 kΩ)−1
Capacitance 1 aF - 1 pF 1 fF
Inductance 100 pH - 10 nH 1 nH
Magnetic field 1 µT - 1 T 1 mT
Length 1 nm - 10 µm 100 nm
Time 10 ns - 100 s 1 µs
Table 1.1: Typical scales encountered throughout the text.
1.2 Examples of low-dimensional systems
In this thesis we will deal with different solid-state systems which will help us to learn about
the quantum behaviour and the interactions that govern the nanoscale. From a perspective
of applications, we will be interested in systems with satisfactory properties in the context
of quantum computation. In this section we give an overview of the systems studied in
this thesis. The typical scales involved are summarized in table 1.1. Generally speaking,
the nanostructures we consider here are man-made atomic systems which can be accessed
electronically or/and optically with a high degree of control. This permits us not only to
observe their quantum properties, but also to modify them.
1.2.1 Quantum dots
Although the term has been distorted, quantum dots (QDs) can be defined as semiconductor
nanostructures in which a small number (1∼1000) of conduction band electrons, valence band
holes or excitons are confined in all three spatial dimensions. This confinement is usually
performed either spontaneously, due to the high bandgap in the surrounding material, when
a few monolayers of a semiconductor are deposited on a substrate with a lattice mismatch
of about 5% (self-assembled QDs), or by lithographically-patterned gate electrodes, which
etch typically two-dimensional electron gases (2DEGs)1 by electrostatically-induced potential
barriers (lithographically-defined QDs). The most important remark about QDs is that they
resemble artificial atoms, with a discrete energy spectrum, strong Coulomb interactions, and
whose level filling follows Hund rules [Kas93, Ash96, TAH+96, KM98, PLI01, KAT01]. As
mentioned, QDs are zero-dimensional structures that, although can be fabricated in a number
of different ways; however, for the most part, can be categorized into two families:
1These 2DEGs are usually formed in the interface between GaAs and AlGaAs.
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Figure 1.1: Germanium pyramids and domes formed on a silicon substrate. Small size
nanocrystrals have a discrete energy spectrum (self-assembled quantum dots). Image taken
from [MRBK+98].
• Self-assembled QDs: These are formed due to the mismatch when two materials are
highly strained [LKR+93]. In Fig. 1.1 we show an image of Germanium nanocrystals
form on a silicon surface. As these become smaller in size, their energy spectrum
becomes quantized (quantum dots), the typical sizes of these being ∼ 20 nm of side
(and ∼ 5 nm for QDs formed from colloidal semiconductor nanocristals). Typically,
their charging energy (level separation) is on the order of a few eV. This means that
they emit in the visible or infrared optical regime. They are therefore manipulated with
optical photons, usually at temperatures around 4 K, and up to room temperature.
• Lithographically-defined QDs: These are usually defined by metallic contacts that
confine high-mobility electrons or holes by means of applied voltages, which act as
electrostatic potentials [MKW90]. The system (quantum well), with a typical size of
∼ 200 nm of side, contains a small number of particles that can be controlled by a
gate voltage, and is in contact with electron reservoirs (leads). If these are at different
chemical potentials, (a source-drain voltage is applied) a flow of particles through the
system becomes possible. The charging energy of the dots is generally in the meV
scale, and therefore work in the microwave regime.
QDs present a great variety of applications, derived from the possibility of integrating tun-
able atoms in solid-state systems. For example, they can be used as light-emitting diodes
(LEDs), single electron transistors (SETs), charge sensors, amplifiers, and lasers. Here we
will focus on the fundamental properties of lithographically-defined QDs, and on the possibil-
ity of using them as qubits. We will show different theoretical techniques to study quantum
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Figure 1.2: a) Schematic diagram of a vertical quantum dot formed in a layer of InGaAs
embedded into two n-doped regions of GaAs. Two layers of AlGaAs act as potential barriers
that isolate contacts and dot. b) Schematic energy diagram of the heterostructure. The
application of a source-drain voltage permits electrons to tunnel through the quantum dot.
However, the current is blocked if the bias (source-drain voltage) window lies in-between
two states of the dot, and the device acts as a SET due to the so-called Coulomb Blockade
effect. c) Scanning electron micrographs (SEMs) of vertical quantum dots. The shapes vary
and the widths are about 500 nm. Image taken from [KAT01].
transport through these systems. In particular, it is our goal to study their quantum me-
chanical behaviour when different energy scales (temperature, voltage and frequency) are of
comparable magnitude.
1.2.1.1 Coulomb Blockade
The phenomenon of Coulomb Blockade (CB) is based on the charge quantization and Coulomb
interaction between electrons, and it is the basic principle that permits quantum dots to have
a well defined number of electrons. CB was already suggested sixty years ago as a possible
explanation for the increase of the resistance of metallic films observed at low temperatures
[LIB50]. But it was not until the development of the first SET [FD87], entirely made out
of metals, and its semiconducting counterpart [STFK+89], that a large number of experi-
ments and theoretical studies followed on the topic. Coulomb blockade is the trapping of
electrons in a nanostructure (and consequently a suppression of the current) due to Coulomb
interactions. The general rule of thumb to observe CB is that the conductance through a
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Figure 1.3: Lithographically-defined lateral quantum dots. a) Schematic diagram. A
2DEG (light gray) is confined in the interface of GaAs and AlGaAs. Metalic contacts (dark
gray) placed on top allow us to confine electrons in regions of ∼ 200 nm with a peaked density
of states and discrete energy spectrum (quantum dots). Applying different voltages to the
contacts enables a configuration of transport through the system or of Coulomb Blockade.
b) SEM of a single quantum dot. Electrons can tunnel in our out the QD from two Fermi
leads. The electrodes are shown in light gray, the surface in dark gray and the position of the
dot is marked with a white spot. c) SEM of a double quantum dot, consisting on two dots
coupled internally with each other and in contact with Fermi leads. This system acts as the
paradigmatic quantum two-level system coupled to a fermionic bath. Notice the presence of
constrictions at both sides defined by metallic contacts. These are quantum point contacts,
which are used as electrometers to measure the charge state of the system. Image taken
from [HKP+07].
nanostructure, as well as the temperature, are sufficiently low. More specifically:
G G0,
kBT  EC .
(1.4)
Here G is the conductance, G0 :=
2e2
h (with e the electron charge) is the quantum of conduc-
tance, and EC :=
e2
2C is the charging energy (where C denotes the total capacitance of the
dot). A simple but complete model describing CB was developed by Beenakker [Bee91]. In
particular, it explains the so-called Coulomb diamonds (see Fig. 1.5). To understand these
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Figure 1.4: Schematic diagram of a SET. An island with discrete energy levels (quantum
dot) is connected to Fermi leads to which a source-drain voltage Vsd is applied. The QD is
also connected to a gate electrode, whose potential Vg controls the flow of electrons according
to the CB effect. The strong Coulomb interaction between electrons in the QD can be treated
with a classical model, named constant interaction model [Bee91], in which this is captured
through the total capacitance C = Cs + Cd + Cg of the dot.
let us consider the circuit depicted in Fig. 1.4. Due to the finite number of electrons (say N)
in the dot, there can be an energy imbalance between dot and gates, which can be described
by the electrostatic potential φ(Q) = Q/C + φext, where Q = Ne is the charge of the dot
and C the total capacitance to its suroundings. Now, the mentioned energy will be given by
U(N) =
∫ Ne
0 φ(q)dq, that is
U(N) =
(Ne−Qext)2
2C
− Q
2
ext
2C
. (1.5)
Here Qext ≡ Cφext is the externally induced charge. Now, the condition to have current
through the device is simply that the energy associated with the transfer of electrons is
positive. If EF is the Fermi energy of the leads, EN the sum of the single-particle energies of
the N electrons in the dot, and defining µN := U(N)−U(N −1), we find that this condition
reads
µN+1 > eVsd/2 + EF − EN
µN < −eVsd/2 +EF − EN
}
If Vsd > 0.
µN+1 > −eVsd/2 + EF − EN
µN < eVsd/2 + EF − EN
}
If Vsd < 0.
(1.6)
This is what determines the the form of the Coulomb diamonds shown in Fig. 1.5.
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Figure 1.5: Differential conductance ∂I/∂Vsd through a quantum dot plotted in color scale
in the Vg − Vsd plane. In the white diamond-shaped regions the current is suppressed and
the number of electrons in the dot is well defined due to CB. Notice the different size of some
diamonds, which is due to different charging energies as dictated by the shell structure. The
lines outside the diamonds correspond to excited states of the dot. Sweeping the gate voltage
for Vsd = 0 gives a series of current oscillations called Coulomb peaks. Image taken from
[KOD+97].
1.2.2 Carbon nanotubes
Carbon is a very versatile element that presents itself in a variety of forms in nature. These
have attracted enormous attention as their mechanical, optical, and electronic properties
allow us to explore fundamental questions, as well as to develop great advances in technology
[ACP07]. Here we will focus on one of this forms, the carbon nanotubes (CNTs), in the
context of electron transport and spintronics. Since they were synthesized by Sumio Iijima
in 1991 [Iij91], CNTs have been used for example to achieve novel integrated circuits (see
e.g. [CAL+06]) or optical devices (see e.g. [GZB+09]), and currently they are drawing a lot
of attention also because of their mechanical properties [SYU¨+04, SHW+09, LTK+09].
Carbon nanotubes are cylindrical graphene sheets (see Fig. 1.6), with diameters in the range
∼ 0.7 − 10 mm and lengths from hundreds of nm to a few cm. The electronic structure of
CNTs can be thus understood from that of graphene with the proper boundary conditions.
In this material, each carbon atom has four electrons in the second shell, three of which
reside in the hybridized s, px and py atomic orbitals into three molecular orbitals σ. These
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Figure 1.6: Some allotropic forms of carbon. On the top left we find graphene, the two-
dimensional allotrope of carbon, which consists of a hexagonal lattice of carbon atoms. On
the top right we see the graphite lattice, composed of a stack of graphene layers. Carbon
nanotubes (bottom left) are rolled-up graphene cilinders and the buckyballs (bottom right)
are spheres of carbon atoms. Taken from [NGP06].
are responsible for the bonding that forms the two-dimensional structure of graphene. The
remaining electron from each carbon resides in the orbital pi, and contributes to the transport
properties here discussed. The motion of electrons therefore occurs in the honeycomb lattice
with two atoms per unit cell depicted in Fig. 1.7(a), which we can model with a tight-binding-
to-first-neighbours Hamiltonian [Wal47, SDD98], obtaining the energy spectrum
E(~k) =
2p ± tw(~k)
1± sw(~k)
. (1.7)
Here 2p is energy of the 2p level, t the hopping amplitude between two neighbour atoms, s
the overlap between two neighbour wave functions, ~k the momentum, and w(~k) is given by
w(~k) =
√√√√1 + 4cos(√3kxa
2
)
cos
(
kya
2
)
+ 4cos2
(
kya
2
)
, (1.8)
where a is the lattice constant. Expression (1.7) is shown in Fig. 1.7(c), where we see that
the conduction and valence bands are not symmetric (there is not electron-hole symmetry).
However, the parameters t and s have been estimated for graphene to be t ≈ 2.7 eV and
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Figure 1.7: a) Graphene lattice. The first Brillouin zone (dotted rhombus) and the unit
vectors (a1, a2) are shown. b) Reciprocal lattice. The Brillouin zone is here the shaded
hexagon and the unit vectors b1 and b2. c) Energy bands within the Brillouin zone for the
pi electrons of graphene as given by equation (1.7). Notice the electron-hole asymmetry that
exists for the exact solution to the tight-binding model. The points K, Γ and M correspond
to those of figure (b). Taken from [SDD98].
s ≈ 0.1. In this case, and taking 2p = 0 (as for s 1 corresponds to an energy shift), to a
good approximation the spectrum is given by
E(~k) ≈ ±tw(~k). (1.9)
We then find an electron-hole symmetry for electrons in the pi band (c.f. Fig. 1.8), fact that
was observed in 2004 for carbon-nanotube quantum dots [JHSD+04].
As mentioned, the electronic properties of CNTs can be understood to a good degree from
those of graphene if we take into account the effects produced by curvature. For example,
the way the graphene sheet is rolled-up to form the nanotube determines the boundary
conditions, and these whether the CNT is metallic (zero band-gap) or semiconducting (finite
band-gap). Depending on how this folding is performed, a nanotube can be classified as
armchair (always metallic), zigzag (sometimes metallic, sometimes semiconducting), or chiral
(always semiconducting).
In this work we are interested in carbon-nanotube quantum dots (CNTQDs), which can be
formed by applying gate voltages on the nanotubes. Measurements of these QDs in the CB
regime were first taken only six years after their discovery [BCM+97, TDD+97], and were seen
to have similar electronic structure and transport properties to the lithographically-defined
lateral QDs described in previous section. However, a theoretical model to correctly capture
the spectrum of CNTQDs requires to include exchange effects and the orbital degeneracy
[OBH00]. In chapter 2 we will present how the electron spin of a single electron in a CNTQD
can be manipulated through pulse-sequence techniques, and show how through transport
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Figure 1.8: Band structure of the graphene pi electrons as given by the approximated
equation (1.9) for t = 2.7 eV. The value of the lattice constant is estimated to be a =
1.44 A˚ × √3 = 2.49 A˚. Notice the electron-hole symmetry. The pi bands for a CNT are
obtained from vertical cuts to this plot (given by the momentum quantization due to the
boundary conditions). In graphene, close to the K points, and if the energy excitations are
low, the electrons move according to a Dirac equation, with Fermi velocity vF ∼ 106ms−1,
giving rise to many interesting phenomena such as Klein tunneling [KNG06].
measurements we can learn about the interactions affecting the coherent properties of this
qubit.
1.2.3 NV centers in diamond
In the previous section we have discussed some of the very interesting properties of various
allotropic forms of carbon. Another attractive allotrope is the sp3-hybridized form: the
diamond. Here we are interested in particular in the coherence properties of the electrons
residing in a defect of this material, the so-called NV center in diamond. This defect consists
of a substitutional nitrogen atom adjacent to a vacancy in the carbon lattice. The structure
of diamond (two interpenetrating face-centered cubic lattices) and that of the NV center
can be seen in Fig. 1.9(a). The NV center behaves as a solid-state atomic system as it has
strong optical transitions and an electron spin degree of freedom. Of special interest about
the system is the fact that the ground state is magnetic, specifically a triplet whose mS = 0
and mS = ±1 states are split by ∼ 2.87 GHz in the absence of an external field. This opens
the possibility of optical manipulation by spin resonance techniques, which together with
the long coherence times of the spin, to be living in a solid-state environment, make the NV
center an attractive candidate to qubit.
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Figure 1.9: a) Structure of diamond and the NV-center. A missing carbon atom is adjacent
to a substitutional nitrogen impurity in the lattice. b) Schematic spectrum of the NV center.
The system can be excited to the phonon sideband with green light, and relaxes from the
zero-phonon line to the ground state (637 nm line in the spectrum). The ground state is
a spin triplet whose mS = 0 and mS = ±1 states are split by ∼ 2.87 GHz, and under
the application of an external field permit us to isolate a two level system. Taken from
[HDF+08].
A basic review on spin resonance in defect centers in diamond can be found in [SSGL59,
LvW78], and more specifically on NV centers in diamond in [JW06]. Since the realiza-
tion of Rabi oscillations in the system [JGP+04b] together with the possibility of reading
out the state optically with a confocal microscope [GDT+97], there has been an enormous
interest in the system in the context of quantum information [WJ06, GOD+06, AEH07,
SHM09, Wra10]. Key in this interest is the fact that even at room temperature the good
coherence properties of the system are preserved. Experiments from cryogenic tempera-
tures to room temperature have been performed, showing coherent dynamics [GDP+06,
CDT+06, HDF+08, BNT+09, FDT+10], quantum registering [DCJ+07, NKN+10], single
photon emission [BHK+10], nanoscale imaging magnetometry [MSH+08, BCK+08], entan-
glement [JGP+04a, NMR+08], single-shot readout [JPG+02, NBS+10], and dynamical de-
coupling techniques [dLWR+10].
The precise level structure of the NV center is quite complicated and still under some debate.
However, the basic structure can be derived using group theory considerations [LR96]. The
NV center exists in two charge states, NV0 and NV−, of which we will be considering only
the second species. The 6 free electrons associated with this NV center have a spectrum with
a zero-phonon line at 637 nm (see Fig. 1.9) and a ground state which is a spin triplet. Due
to spin-spin interactions, the mS = 0 and mS = ±1 states of this triplet are split by ∼ 2.87
GHz. Now, the application of an external magnetic field allows to break the mS = 1 and
mS = −1 degeneracy, forming a V -system. In particular, we can identify the mS = 0 and
mS = 1 (alternatively mS = 0 and mS = −1) states as a two-level system and use it as a
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qubit, whose energy splitting is given by ∼ 2.87 GHz ± geµBBext, where ge is the electron
g-factor, µB the Bohr magneton and B
ext the applied external field.
In our study we will use this system to couple it magnetically to a superconducting flux
qubit. As we will see, the hybrid system presents diverse advantages which arise from the
combination of an electrical system with an optical system. In particular, we will show how it
can be used as a magnetic memory, as a quantum bus to transmit a quantum state over long
distances, and more generally, as a way to integrate quantum communication with quantum
computation.
1.2.4 Superconducting qubits
The phenomenon of superconductivity is an example of quantum effect that can be observed
at a macroscopic level. In this case, all the quasiparticles (Cooper pairs) forming the su-
perconductor can be described by a single wave function. It is therefore natural to ask
ourselves whether it is possible to use superconductors to observe a quantum superposition
of these wave functions and therefore of macroscopic objects. By ‘macroscopic’ we mean a
collection from hundreds to millions of particles, having in mind examples such as super-
currents, superfluids or Bose-Einstein condensates. This question was studied in detail by
Leggett [SVS87, Leg02], who proposed using superconducting rings to observe the super-
position of currents flowing clockwise and anti-clockwise. Such dispositive was achieved in
the late nineties [MOL+99, vdWtHW+00] and it is now known as flux qubit. In the fol-
lowing we review the various types of qubits based on superconducting (SC) circuits. These
are used to prove quantum mechanical effects, as we will see in chapter 6, and are good
candidates for quantum processors: state-of-the-art experiments have already shown two-
qubit algorithms [DCG+09] (Grover and Deutsch-Jozsa [NC00]), violation of Bell inequalities
[AWB+09, PLMN+10] and entanglement of up to three qubits [DRS+10, NBL+10].
An integrated circuit is composed of different elements such as inductors, capacitors, resistors,
etc. In circuit theory [YD84] it is useful to adopt a general definition for the variables flux
and charge between two nodes:
Φ(t) :=
∫ t
−∞ V (t
′)dt′,
Q(t) :=
∫ t
−∞ I(t
′)dt′,
(1.10)
where V (t) and I(t) are the voltage difference and current between the two nodes. At
temperatures smaller than the electrostatic energies characterizing the elements of the circuit,
these variables become quantized. The simplest example of a quantum circuit consists of a
LC resonator (see Fig. 1.10(a)), which is the analog to the harmonic oscillator in quantum
mechanics. This is easily seen starting from the associated Lagrangian, L = 12CΦ˙2 − 12LΦ2,
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Figure 1.10: a) LC circuit. At low temperatures this acts as a quantum harmonic oscillator,
with resonant frequency ω = 1/
√
LC. b) Josephson junction. This can be modeled as an
irreducible Josephson element (which follows the Josephson relations) in parallel with a
capacitor. c) More generally, the so-called RCSJ model describes dissipation in a circuit
with a Josephson junction.
where L is the inductance and C the capacitance. The Hamiltonian of the circuit is then
H = Φ˙ ∂L
∂Φ˙
− L = 12CΦ˙2 + 12LΦ2, where we notice that the flux Φ and the charge Q = CΦ˙
correspond to position and momentum in mechanics, and C to the mass. After canonical
quantization, Φ and Q become operators fulfilling [Φˆ, Qˆ] = i~. The Hamiltonian can be
then readily diagonalized through the usual unitary transformation Φˆ =
√
L~ω
2 (aˆ
† + aˆ),
Qˆ = i
√
C~ω
2 (aˆ
†− aˆ), where ω ≡ 1/√LC is the resonator frequency, obtaining the single-mode
harmonic oscillator Hamiltonian, Hˆ = ~ω(aˆ†aˆ+1/2). We also notice that the Euler-Lagrange
equation gives CΦ¨ + 1LΦ = 0, which is the equation of motion (EOM) given by Kirchhoff’s
law. Therefore we see that given a circuit, we can start from the Lagrangian or conversely
proceed as: Kirchhoff’s laws → Lagrangian → Hamiltonian → Quantization.
The basic element of a superconducting qubit is the Josephson junction (JJ). This is a
simple way to introduce a non-linearity in the circuit. A JJ consists of two supercondutors
separated by a thin insulating layer. As depicted in Fig. 1.10(b), it can be modeled by a
capacitance in parallel with an irreducible Josephson element, this last being characterized by
the Josephson relations, I = Icsin(2piΦ/Φ0) and Φ˙ = V , where I and V are the current and
voltage drop through the junction, Ic is the critical current of the junction and Φ0 := h/2e
the magnetic flux quantum. The energy stored in a JJ is given by −EJcos(2piΦ/Φ0) [OD91],
where EJ ≡ Φ0Ic2pi is known as Josephson energy. Therefore, in this case the Lagrangian reads
L = 12CΦ˙2 +EJcos(2piΦ/Φ0), the Hamiltonian H = 12CΦ˙2 −EJcos(2piΦ/Φ0), and the EOM
describing the circuit is CΦ¨−Icsin(2piΦ/Φ0) = 0. More generally, dissipation through the JJ
can be taken into account, having the so-called resistively and capacitively shunted junction
(RCSJ) model. This consists of an irreducible Josephson element in parallel with a capacitor
and a resistor (see Fig. 1.10(c)), which, driven with a current Ix, is described by the EOM:
Ix = CΦ¨ +
1
R
Φ˙ + Icsin(2piΦ/Φ0). (1.11)
Chapter 1. Introduction 18
3 μm
Figure 1.11: Three basic types of SC qubits. a) Cooper pair box. The two-level system
split by a few GHz determines a qubit formed by the ground and first excited charge states
at the point Ng ≈ 1/2. b) Flux qubit. The qubit eigenstates correspond to symmetric and
antisymmetric superpositions of clockwise and anti-clockwise circulating currents around
the loop. c) Phase qubit. The potential corresponding to the phase variable forms quantum
wells for values of ϕ multiples of 2pi. Here an anharmonic set of discrete levels is formed.
Images taken from [DM04, NPT99, MOL+99, Mar09].
This equation is analogous to the EOM of a forced and damped pendulum in the gravitational
field, that is, a particle moving with friction under the influence of the potential U(Φ) =
−EJcos(2piΦ/Φ0)−IxΦ. Notice that here we have chosen to express the EOM in terms of the
flux Φ, but alternatively we could have chosen the phase ϕ, as the relation between these two
is simply ϕ = 2piΦ/Φ0. Once the Hamiltonian of a circuit is expressed in terms of the variables
flux and charge (or alternatively phase and charge), the quantization is straightforward, as it
is enough to consider these variables as operators fulfilling canonical commutation relations.
This will become clear in the examples of the three basic types of SC qubits, which we
briefly discuss below. For a more extensive description of superconducting qubits, we refer
the reader to the reviews [RGZJ97, MSS01, DM04, DGS07, SG08, CW08, GDS09].
1.2.4.1 Cooper pair box
The Cooper pair box (CPB), see Fig. 1.11(a), first introduced by Bu¨ttiker [Bu¨t87], consists
of a Josephson junction in series with a capacitor (Cg) and a voltage source (Ug). The
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Hamiltonian describing the circuit is
Hˆ = EC
(
Nˆ − Qext
2e
)2
− EJcos(ϕˆ), (1.12)
where the operators Nˆ and ϕˆ describe the number of Cooper pairs and the phase difference
between superconductors, respectively, and fulfill [ϕˆ, Nˆ ] = i. The quantity EC ≡ (2e)
2
2(Cg+CJ )
is
the charging energy for the CPB, and Qext denotes the external charge with which the box is
biased. Notice the similarity of the first term of this Hamiltonian with the charging energy
of a quantum dot (c.f. equation 1.5), which means that the CPB also behaves as an artificial
atom. In particular, in a situation in which EC  EJ , the JJ is in the charging regime,
and a two-level system can be isolated between the ground and first excited states around
Ng ≡ CgUg2e = 12 + k, where k is an integer number. The two levels form an anticrossing at
these points whose splitting is given by EJ . This can be easily seen writing the Hamiltonian
in the basis of charge states, defined by Nˆ |N〉 = N |N〉. In this basis the Hamiltonian
takes the form Hˆ = EC
∑
N (N −Ng)2 |N〉〈N | − EJ2
∑
N (|N〉〈N + 1|+ |N + 1〉〈N |), whose
spectrum is plotted in Fig. 1.11(a). If kBT  EC , and around Ng = 1/2, the CPB can be
described by the usual two-level system Hamiltonian
Hˆ2LS = ε
2
(|1〉〈1| − |0〉〈0|) + λ
2
(|0〉〈1| + |1〉〈0|) , (1.13)
with ε ≡ EC(1 − 2Ng) and λ ≡ −EJ , and where |0〉 and |1〉 describe the ground and first
excited states. The first CPB was realized by the Saclay group [BVJ+98], and coherent Rabi
oscillations in the system were first achieved by the NTT group [NPT99]. Since then, a
number of groups have used the CPB for experiments on quantum coherence, such as strong
coupling with a microwave cavity [WSB+04].
1.2.4.2 Flux qubit
Flux qubits (FQs) were proposed by Leggett in the eighties as a test of macroscopic quantum
coherence, and a decade ago groundbreaking experiments showing superpositions of current
states were performed [MOL+99, vdWtHW+00, CNHM03]. FQs consist on a superconduct-
ing ring including one or more Josephson junctions. The Hamiltonian describing the system
with one JJ can be written as [OMT+99]
Hˆ = Qˆ
2
2CJ
+
(Φˆ − Φext)2
2L
− EJcos(2piΦˆ/Φ0). (1.14)
Here CJ is the capacitance of the junction, L the self-inductance of the loop and Φext the
external flux with which the FQ is biased. In contrast to the CPB, the system is in the phase
regime (EJ  EC), and thus the flux is a good quantum number. If β := 2piLIc/Φ0 > 1
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and Φext ≈ Φ0/2, the potential U(Φ) = (Φ−Φext)
2
2L − EJcos(2piΦ/Φ0) has the form shown in
Fig. 1.11(b). In this regime, the spectrum is highly non-linear: for typical FQ parameters,
the first two levels are split by ∼ 3 GHz near the degeneracy point (Φext = Φ0/2), while the
next level is ∼ 50 GHz above the first excited state. Therefore, the first two levels form an
effective two-level system described by the Hamiltonian (1.13), with ε ≡ 2Ip(Φext − Φ0/2)
and λ determined experimentally, and where Ip = Ic
√
6(β − 1) is the persistent current
flowing through the loop. The eigenstates of this Hamiltonian correspond to a coherent
superposition of clockwise and anti-clockwise -flowing currents. The state of the qubit is
typically measured by a DC-SQUID [OD91], and the FQ has usually three or four JJs. This
does not change the essential properties described above. For more details we refer the reader
to [OMT+99, MSS01].
1.2.4.3 Phase qubit
The phase qubit (PQ) consists of a JJ biased by a DC-current source (see Fig. 1.11(c)).
Similarly to the FQ, the system is in the phase regime (EJ  EC). The dynamics of the
system can be undestood as a particle moving in the washboard potential of a capacitively
shunted junction (CSJ) model depicted in Fig. 1.11(c), and therefore the Hamiltonian of the
PQ is
Hˆ = Qˆ
2
2CJ
− EJcos(ϕˆ)− Ebϕˆ, (1.15)
where Eb ≡ Φ0Ib2pi , and Ib the current provided by the source. The wells formed by the
potential at values of ϕ multiples of 2pi give rise to few quantized energy levels. The first
two are well separated from the rest, and therefore we can again treat them as a two-level
system described by the Hamiltonian (1.13). The first observation of this energy quantization
was performed by Martinis et al. in 1985 [MDC85]. Recent experiments with PQs have
demonstrated violation of Bell inequalities [AWB+09], as well as multipartite entanglement
[NBL+10]. In contrast to the CPB and the FQ, the system presents the advantage of built-
in readout: because the tunneling rate outside the well increases exponentially as we go to
an excited state, the qubit state can be measured by sending a probe signal to induce a
transition from the state |1〉 to a higher excited state. If the qubit is in |1〉, the particle
representing the phase escapes from the well and we will therefore measure a finite voltage
across the junction. If otherwise the qubit is in |0〉, it does not get excited by the external
pulse and no signal is measured.
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1.2.5 Other systems
Apart from the ones described above, other systems are commonly used in quantum transport
and quantum computation, and will indirectly be related with our study. In some of these,
the theory or conclusions we present here may be applied. In this subsection we list a number
of them and the context in which they will be concerned.
In quantum transport, a system of mayor importance is the quantum point contact (QPC).
This consists of a constriction between two conducting regions, being the QPC a ballistic
conductor (the mean free path of the electrons is much larger than the length scales of the
QPC). Although some previous studies had shown how to narrow two-dimensional electron
gases (2DEGs) to one dimension [DP82, TPA+86, BTNP86], the system was first used in
two seminal papers [vWvHB+88, WTN+88] to show the conductance quantization in units
of 2e2/h. An application of the QPC, and which will be used here, is for quantum detection
[EHG+03, AS05]. The current through the QPC is sensitive to a nearby charge due to
Coulomb interaction between electrons. The presence of a charge produces a change in the
current flowing through the constriction, and thereby a method of charge detection.
There are yet many other systems of interest in quantum transport and quantum information.
For example, semiconducting nanowires have shown the possibility of realizing transistors
[DHC+01], diodes [GLW+02], and quantum effects such as supercurrent reversal by just
adding a single electron to a quantum dot [vDNB+06]. Also, since its synthesis in 2004 by
the recently Nobel awarded K. Novoselov and A. Geim, graphene [NGM+04, NJS+05], is a
system that has attracted a huge attention, at both a fundamental and applied level, due
to its very interesting electronic and mechanical properties [NGM+05, ZTSK05, NGP+09].
Two-dimensional electron gases (2DEGs) continue showing outstanding physical phenomena,
such as the properties of the quasiparticles in the fractional quantum hall effect [RMM+08].
Quantum optics has also brought many other systems of interest. Cold ions and atomic
ensembles are advanced candidates for quantum computation [CZ95, CZ00] and quantum
communication [DLCZ01]; optical lattices have proven interesting many-particle phenom-
ena [Blo05, BDZ08], and proposals such as single-photon transistors have arisen by using
plasmonic waveguides [CSDL07]. Superconducting qubits have also suffered a spectacular
advance in the last years. Stripline resonators are used as microwave cavities and to read
out the state of the qubit through the transmitted signal, and new types of qubits, which
improve the ones described in the previous section, are now employed. For example, the
original CPB has been substituted in the majority of experiments, first by the quantron-
ium [VAC+02], and then by the transmon [GHS+07] – a system with EJ  EC insensitive
to charge noise (1/f), and by the fluxonioum [MKGD09] – with EJ/EC & 1, and whose
coherence times are comparable to those of the transmon.
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1.3 Quantum transport
The outstanding technological progress in the industry of microelectronics that took place
during the second half of the twentieth century, gave birth to new devices and nanoscopic
heterostructues. These, instigated groundbreaking experiments revealing novel quantum
effects, originated from the transport of electrons through nanostructures. For example,
some of the effects that the field of quantum transport brought into light are
• The Aharonov-Bohm effect. In quantum mechanics, the electromagnetic potentials have
a physical significance. They may cause effects on charged particles even if the fields (and
thus all the applied electromagnetic forces) are zero [AB59, WWUL85].
• The universal conductance fluctuations. In systems whose length is comparable to the
electron coherence length, reproducible conductance fluctuations as a function of an applied
magnetic field are observed [Alt85, LS85, UWLW84]. These must not be confused with the
Shubnikov-de Haas oscillations [SdH30], that are produced when each Landau level crosses
the Fermi level.
• The quantum Hall effect. In two-dimensional electron systems at low temperatures and high
magnetic fields, the resistance is quantized. The transversal conductivity shows a series of
plateaus at integer [vKDP80, Lau81] or fractional [TSG82, Lau83] values of the conductance
quantum.
• The phenomenon of weak localization. In materials with a high density of defects, the
resistivity is increased due to the quantum interference [And58]. In particular, a 2DEG
becomes insulating at zero magnetic field as the temperature approaches absolute zero.
In quantum transport, there are various physical scales that, contrasted with the dimensions
of the conductor, determine the nature of transport. The basic scales are the average distance
that an electron travels before it scatters and therefore changes its momentum (mean free
path), and the average distance that an electron travels before it scatters inelastically and
therefore randomizes its phase (coherence length). In terms of these length scales, transport
can be characterized as
• Diffusive transport: If the conductor dimensions are much larger than the mean free path
and the coherence length of the electrons, so their initial momentum and phase get changed.
• Ballistic transport: If the mean free path is larger than the dimensions of the conductor.
• Coherent trasport: If the coherence length of the electrons is larger than the dimensions of
the conductor.
Quite generally, the motion of electrons through a nanostructure can be described by the
Schro¨dinger equation, which, assuming for generality a confining potential U(~r) (used e.g. to
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define a QD) and an applied magnetic field (characterized by the vector potential ~A), reads[
Ec +
(i~~∇ + e ~A)2
2m∗
+ U(~r)
]
Ψ(~r) = EΨ(~r), (1.16)
where Ec is the energy of the conduction electrons, m
∗ their effective mass, E the eigen-
energies and Ψ the eigenfunctions. If the motion is confined to two dimensions (~r = (x, y)),
such as it happens e.g. in 2DEGs, the spectrum reads
E = Ec + εm +
~
2
2m∗
(
k2x + k
2
y
)
. (1.17)
Here εm is the energy of sub-band m due to the confinement in the Z direction, and kx, ky,
are the wave vectors characterizing the motion in the XY plane. This is the spectrum of
a 2DEG, where electrons typically occupy the first sub-band only, and thus εm = ε1. If a
magnetic field B is applied perpendicularly to the 2DEG (XY plane), one finds the popular
Landau levels [Lan30]
E = Ec + εm +
(
n+
1
2
)
~ωC , (1.18)
where n = 0, 1, 2, . . . and ωC ≡ eB/m∗ is the cyclotron frequency. Further confinement,
e.g. with a harmonic potential along the Y direction (U(y) = 12m
∗ω20y
2), gives E = Ec +
εm +
~
2k2x
2m∗
ω0
ω˜ +
(
n+ 12
)
~ω˜, being ω˜ := ωC + ω0, and which reduces to E = Ec + εm +
~
2k2x
2m∗ +(
n+ 12
)
~ω0 in the absence of an applied field. Finally, when the confinement occurs in all
three dimensions, and assuming a harmonic confinement along the X and Y directions, the
energy levels form the so-called Fock-Darwin spectrum [Foc28, Dar30]
E = Ec + εm + (nx + ny + 1) ~Ω+
1
2
(nx − ny)~ωC , (1.19)
where Ω2 := ω20 +(ωC/2)
2 and nx, ny = 0, 1, 2, . . . Eq. (1.19) corresponds in particular to the
spectrum of a quantum dot confined in a 2DEG, which is a central object of study throughout
the text.
1.3.1 Current correlations: The noise is the signal
Transport experiments exhibit current and voltage fluctuations. This ‘noise’, is often origi-
nated from imperfections in the design of the circuit and regarded as undesirable. However,
part of the noise is of more fundamental nature, and when that originated from a bad design
is sufficiently suppressed, the remaining fluctuations can be used as a powerful tool to learn
about electronic properties and different characteristics of the conductor. Let us start by
giving a brief description of the fundamental types of noise that may be encountered in a
Chapter 1. Introduction 24
mesoscopic conductor:
• Thermal noise (Johnson-Nyquist noise): At thermodynamic equilibrium and a finite tem-
perature T , the distribution of the number of particles n with a particular energy ε (which is
f = [exp{− εkBT }+1]−1 for fermions) presents a non-vanishing noise value (second cumulant)
given by 〈(n− 〈n〉)2〉 = f(1− f).
• 1/f noise (flicker noise): Although still under debate, the nature of this noise is believed
to be related in many cases with the random motion of charges trapped in the substrate of
the material. This motion is slow compared to other time-scales in the system, what makes
the fluctuations to be significant usually below 10kHz. The theory developed in the present
work does not include the 1/f contribution.
• Shot noise (Schottky noise): This is due to the discrete character of the current, com-
posed of electrons flowing along the conductor. Each of these particles has a wave character,
and thus a probability T of being transmitted and (1 − T) of being reflected in the process
of tunneling through the system. Shot noise may also originate from the random nature in
which particles are released from the emitter. In any case, if 〈nT〉 = T is the mean number
of transmitted particles, we find 〈(nT − 〈nT〉)2〉 = T(1 − T). Thus, in the tunneling limit
(T  1) we have 〈(nT − 〈nT〉)2〉 ≈ T = 〈nT〉, that is, the current noise is proportional
to the current itself. This Poissonian behaviour was measured by Schottky in 1918 in the
process of emission of electrons from a cathode in a vacuum tube [Sch18]. Notice that if
electrons are emitted according to the Fermi distribution f , we have 〈nT〉 = Tf and thus
〈(nT − 〈nT〉)2〉 = Tf(1− Tf), which reduces to T(1− T) in the zero-temperature limit.
• Quantum noise: This arises from the quantum nature of the emission and absorption
processes. First, the spectrum of radiation of the electromagnetic field follows Planck’s law.
Second, it incorporates vacuum fluctuations. Similarly to the zero-point motion of the quan-
tum harmonic oscillator (〈xˆ2〉vac 6= 0, 〈pˆ2〉vac 6= 0, being xˆ and pˆ position and momentum
respectively and the averages taken in the vacuum state), voltage V and current I in an
electric circuit present a zero-point variance as well, 〈Vˆ 2〉vac 6= 0, 〈Iˆ2〉vac 6= 0 (which recalling
Eq. (1.10), can be understood as inherited from the fluctuations of flux Φˆ and charge Qˆ,
namely 〈Φˆ2〉vac 6= 0, 〈Qˆ2〉vac 6= 0).
We next aim to give a unified picture from which thermal, shot, and quantum noise arise.
These fluctuations can be quantified from the current correlator at different times, so we
define the noise spectrum as
S(2) :=
∫ ∞
−∞
dt1dt2e
−iω1t1e−iω2t2TS〈I(t1)I(t2)〉c =
∫ ∞
−∞
dte−iωtTS〈I(t)I(0)〉c (1.20)
where ω ≡ ω2 and TS is the symmetrization operator, that sums over all possible time
(or frequency) switchings, having in this case TS〈I(t1)I(t2)〉 = 〈I(t1)I(t2)〉 + 〈I(t2)I(t1)〉.
Because of the time-translational symmetry of the current-correlation function, the noise
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spectrum defined above is proportional to δ(ω+ ω′), which is implicit in the second equality
of (1.20). We here have taken the symmetrized version of the noise spectrum. As we will
see, various definitions can be adopted in this respect, and they are deeply connected with
the detection of the emission or absorption spectrum. It is important to remark that the
current is a quantum-mechanical operator. This means that two current operators evaluated
at different times do not commute with each other, and the various definitions of the noise
spectrum will produce different results. To recover the result measured classically, we have
chosen the symmetrized form [LL80], which is Hermitian. Once we have pointed this out,
we anticipate that in the theory presented here, the current will be treated as a classical
stochastic variable. However, even if the current is treated this way, it can reveal quantum
effects present in the system, as it will be shown in the forthcoming chapters.
Interestingly, the noise spectrum of a system in thermodynamic equilibrium fulfills a fluctuation-
dissipation theorem (FDT). General considerations on the relation between the dissipation
and the fluctuation close to linear response will be presented in the next section. At low
frequencies, Johnson [Joh28] found that the noise S(2) (characterizing the fluctuations) in
a linear electrical circuit is related through the temperature T with the dc conductance G
(characterizing the dissipation) as2
S(2) = 2kTG. (1.21)
A theoretical framework to understand this result was presented by Nyquist [Nyq28], who
anticipated that at high frequencies, the energy per degree of freedom should be taken to be
~ω/(e
~ω
kT − 1), instead of kT , therefore arriving to a Planck’s distribution form for the noise
spectrum. However, it was not until more than twenty years later that a complete treatment,
applicable to general dissipative systems, was given. Callen and Welton [CW51] extended
this FDT to properly include quantum fluctuations, relevant when the measured frequencies
are larger than the temperature. The FDT takes then the form
S(2)(ω) = ~ωcoth(
~ω
2kT
)G(ω) = 2
[
1
2
~ω +
~ω
e
~ω
kT − 1
]
G(ω), (1.22)
where G(ω) is the ac conductance. This expression can be equivalently written in terms of the
Bose-Einstein distribution b(ω) ≡ 1/[e ~ωkT −1], since coth( ~ω2kT ) = 2b(ω)+1 = b(ω)−b(−ω), and
it becomes clear that the symmetrized noise, considered here, contains both absorption and
emission. As mentioned, the relation incorporates vacuum fluctuations. These are described
by the first term in the second expression, 12~ω.
2Here, k denotes the Boltzman constant (to abbreviate the notation kB used in other places of the text).
This, together with the electron charge e and the Planck constant ~ will be taken equal to 1 in the chapters
discussing noise correlations. This criterium will be assumed when writing different expressions, as it has
been done for Eq. (1.20).
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Figure 1.12: Different limits of the NEFDT depending on the dominating energy scale.
For kT = 0, irrespectively of the ratio ~ω to eV , or for eV = 0 and ~ω  kT , the NEFDT
reads S(2)(ω) = ~ωG(ω) (light gray). When eV = 0 and kT  ~ω, we have S(2) = 2kTG
(faint gray). Finally, for ~ω = 0 and eV  kT we find the Poisson limit S(2) = FIstat, being
F the Fano-factor and I the current through the system (dark gray).
Out of equilibrium, a fluctuation-dissipation relation can be also found for some particular
cases, such as tunnel junctions [DDL+69, RS74] or for quantum dots in the weak cotunneling
regime [SBL01]. For a non-interacting two-terminal conductor driven out of equilibrium, the
symmetrized noise spectrum takes the general form [Yan92, Bu¨t92a, SBK+97, BB00]
S(2)(ω) = ~ωcoth
(
~ω
2kT
)∑
n
Tn
2 +
[
(~ω + eV )
2
coth
(
~ω + eV
2kT
)
+
(~ω − eV )
2
coth
(
~ω − eV
2kT
)]∑
n
Tn(1− Tn), (1.23)
Here Tn is the transmission coefficient of the conduction channel n, and kT , eV and ~ω
refer to the temperature, voltage and frequency scales respectively. Depending on which of
these scales dominates, this expression takes a different limit, talking then about thermal,
voltage, or quantum noise regime. In the tunneling limit (Tn  1), Eq. (1.23) gives the
non-equilibrium fluctuation-dissipation theorem (NEFDT) as reported in [DDL+69, RS74]
for tunnel junctions:
S(2)(ω) =
1
2
∑
p=±
Istat(eV + p~ω)coth
(
eV + p~ω
2kT
)
, (1.24)
being Istat the stationary current through the system. The expression (1.24) is also appro-
priate for interacting tunnel junctions and for quantum dots in the weak cotunneling regime
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Figure 1.13: Behaviour of the noise spectrum. In all the figures, the light-gray curve corre-
sponds to the result at zero temperature, and the dark curve denotes the finite-temperature
case. This last is simply the smoothed-out form of the zero-temperature solution, as the
fermi functions no longer present a discontinuity at finite temperature. a) Finite-frequency
noise as a function of voltage. There is a quantum-noise floor S(2)(ω) = ~ωG which we
clearly see at V = 0. At eV ∼ ±2kT there is a change of behaviour to match the shot-noise
limit S(2) = FIstat at high voltage. b) Frequency-dependent spectrum of the symmetrized
noise. The slope of the curve changes abruptly at ~ω ∼ ±eV . The behaviour of the dc
conductance can be extracted from the figure, as the FDT theorem is fulfilled, and also
the shot noise value S(2) = FIstat at ω = 0 is clearly seen in the zero-temperature curve.
c) Non-symmetrized version of the noise spectrum. In this case, emission (ω > 0 side) and
absorption (ω < 0 side) by the quantum system can be distinguished. The noise value at
ω = 0 is 2kTG.
[SBL01], and its zero-frequency limit S(2) = Istatcoth(
eV
2kT ) has been derived in the con-
text of counting statistics [LR04]. For low voltages, eV  kT , equation (1.23) recovers the
Callen and Welton equilibrium relation, and if also ~ω  kT , it gives the Johnson-Nyquist
FDT (thermal noise regime). Finally, if eV  kT and ~ω, (shot noise regime), we find
S(2) = FIstat, where the coefficient F ≡ 2
∑
n Tn(1−Tn)∑
n Tn
is the Fano-factor.
The different limits of the noise spectrum, depending on the dominating energy scale, are
shown schematically in Fig. 1.12. Also, in Fig. 1.13 we show the behaviour of Eq. (1.23) as a
function of voltage and frequency. We have mentioned that depending on the measurement
scheme, the noise reflects different physics and should adopt distinct definitions in what sym-
metrization is concerned. As it can be seen in Fig. 1.13 (a and b), the symmetrized noise has
a change of behaviour at eV ∼ 2kT , and at ~ω ∼ eV in the frequency-dependent spectrum.
However, the non-symmetrized noise (described by the absence of TS in the definition (1.20)),
although symmetric with voltage, is, as expected, asymmetric with frequency (Fig. 1.13c).
This means that importantly, the asymmetric noise distinguishes emission and absorption of
photons. More details about this can be found in [LL97, AK00, GLI00] and in the review
[CDG+10]. In the following, we will adopt the symmetrized version of the noise spectrum,
which will be implicit throughout the text.
As previously stated, noise measurements allow us to learn about the nature of the par-
ticles involved in transport and about the properties of the conductor [BS03]. The shot
noise suppression in QPCs reveals Coulomb interactions [LTHS90, BdJS95, RHSM95], and
the unti-bunching shown in Hanbury Brown-Twiss experiments makes evident the fermionic
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nature of electrons captured by the Pauli exclusion principle [HOS+99, OKLY99]. A ground-
breaking application of shot noise was to determine the effective charge of the quasiparticles in
the fractional quantum Hall effect [KF94, dPRH+97, SGJE97, RdPG+99, CCH+02, CHU03,
DHU+08], and that of the Cooper pairs in superconductors [JSCM00, LHSQ03]. It has also
been used to investigate entanglement between electrons, which has been an active topic of
research in the last decade [BLS00, LMB01, CBLM02, SSB03, BEKvV03, SSB04, BEK04,
LS00, LEC+10]. Furthermore, there are important applications of shot noise in technology
such as thermometry [SLSS03]. In the next chapters we will show how the noise spectrum
reveals properties of quantum coherence and internal energy scales of a quantum system.
1.4 When worlds collide
Historically, condensed matter physics and quantum optics emerged from the study of two
different worlds, the physics of materials and the physics of light. However, a number of
quantum effects and techniques used in both, are in close analogy to each other. Furthermore,
experiments combine these two subjects, for example, making use of lasers to manipulate
electrons in solids. Another example are the hybrid quantum systems (studied in chapter 5),
which merge both worlds in the context of quantum computation. In this section we briefly
discuss some basic concepts commonly used in these fields, and to which we will make
reference throughout the text.
In the next chapters we will present models of quantum systems coupled to different envi-
ronments, for which the language of second quantization will be used. We recall here that
an operator Oˆ may be written in second quantization as
Oˆ =
∑
νµ
〈ν|Oˆ|µ〉cˆ†ν cˆµ =
∑
νµ
[∫
d3~r ψ∗ν(~r)Oˆ(~r)ψµ(~r)
]
cˆ†ν cˆµ =
∫
d3~r Ψˆ†(~r)Oˆ(~r)Ψˆ(~r), (1.25)
where cˆ†ν/cˆµ is a creation/anihilation operator and {|µ〉} (equivalently {ψµ}) denotes a base
of the Hilbert space. To write the last expression we have made use of the field operator
Ψˆ(~r) :=
∑
µ〈~r|ψµ〉cˆµ =
∑
µ ψµ(~r)cˆµ. With this language, and using a basis of plane waves,
we find:
- Kinetic energy: −~
2∇2
2m →
∑
~kσ
~2k2
2m cˆ
†
~kσ
cˆ~kσ.
- Potential energy: e
2
|~r−~r′| → 12V
∑
σσ′
∑
~k~k′~q
4pie2
q2
cˆ†~k+~q,σ cˆ
†
~k′−~q,σ′ cˆ~k′σ′ cˆ~kσ.
- Density: δ(~r − ~r′)→ 1V
∑
~k~qσ
ei~q~r cˆ†~kσ cˆ~k+~q,σ.
- Paramagnetic current: ~2mi
[
ψ∗σ(~r)
(
~∇ψσ(~r)
)
−H.c.
]
→ ~mV
∑
~k~q
(~k + ~q/2)ei~q~r cˆ†~kσ cˆ~k+~q,σ.
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Here V is the volume over which the boundary conditions are set; ~k, ~k′ and ~q label the
momentum, and σ, σ′, the spin degree of freedom. We can go further and list some of the
most popular models encountered in condensed matter physics, whose Hamiltonian, written
in second quantization, reads:
- Fano: Hˆ =∑σ εdcˆ†dσ cˆdσ +∑~kσ ε~k cˆ†~kσ cˆ~kσ +∑~kσ(V~k cˆ†dσ cˆ~kσ +H.c.).
- Hubbard: Hˆ = −t∑〈i,j〉,σ cˆ†iσ cˆjσ + U∑i nˆi↑nˆj↓.
- Anderson: Hˆ =∑σ εdcˆ†dσ cˆdσ + Unˆd↑nˆd↓ +∑~kσ ε~k cˆ†~kσ cˆ~kσ +∑~kσ(V~kcˆ†dσ cˆ~kσ +H.c.).
- Kondo: Hˆ =∑~kσ ε~k cˆ†~kσcˆ~kσ + J~ˆs · ~ˆS.
- Ising: −J∑〈i,j〉 Sˆ(i)z Sˆ(j)z −Hz∑i Sˆ(i)z .
- Heisenberg: −J∑〈i,j〉 ~ˆS(i) · ~ˆS(j) − ~H∑i ~ˆS(i).
Here, nˆdσ := cˆ
†
dσ cˆdσ; U , V and J denote coupling constants, and ~H an applied magnetic field;
εd, ε~k, are single-particle energies and
~ˆS, ~ˆs, the spin. In the next chapters we will study
models similar to these, more specifically, to the Fano and Heisenberg models.
Another concept recursively used in the text is that of linear response. If a quantum system
is described by a Hamiltonian of the form Hˆ = Hˆ0 + f(t)xˆ, being f(t) a time-dependent
function, then the average of the variable xˆ can be written to linear order in f(t) as
〈xˆ(t)〉 ≡ 〈xˆ(0)〉+
∫ ∞
−∞
χ(t− t′)f(t′)dt′, (1.26)
where the response function χ(t − t′) is given by χ(t − t′) ≡ −i〈[xˆ(t), xˆ(t′)]〉θ(t − t′), with
θ(t) the Heaviside step function. Importantly, to linear response the fluctuation-dissipation
theorem is then fulfilled, and takes a similar structure to (1.22) (or (1.21) in the classical
case), with S(2)(ω) corresponding to the fluctuations of the variable xˆ and G(ω) to the
imaginary part of the response function. More details on linear response theory can be
found for example in [LL80, GV05].
In this thesis, we will also study systems that follow popular models in quantum optics.
These typically involve the coupling between spin degrees of freedom and a bosonic bath.
The most relevant in our context will be:
- Jaynes-Cummings model: Hˆ = ωq2 σˆz + ωc
(
aˆ†aˆ+ 12
)
+ g
(
aˆ†σˆ− +H.c.
)
.
- Rabi model: Hˆ = ωq2 σˆz + ωc
(
aˆ†aˆ+ 12
)
+ g
(
aˆ† + aˆ
)
(σˆ+ + σˆ−) .
- Tavis-Cummings model: Hˆ = ωq2 Jˆz + ωc
(
aˆ†aˆ+ 12
)
+G
(
aˆ†Jˆ− +H.c.
)
.
Chapter 1. Introduction 30
- Dicke model: Hˆ = ωq2 Jˆz + ωc
(
aˆ†aˆ+ 12
)
+G
(
aˆ† + aˆ
)(
Jˆ+ + Jˆ−
)
.
The first two models describe the coupling between a two-level system (2LS) (c.f. appendix A)
– described by the Pauli operators σˆz and σˆ± ≡ (σˆx± iσˆy)/2, and a cavity – described by the
bosonic operators aˆ†, aˆ. The Jaynes-Cummings (JC) model (explained in detail in appendix
B) is a simplified version of the Rabi model, where the counter-rotating terms aˆ†σˆ+ and aˆσˆ−
are neglected (rotating wave approximation (RWA)). The second two models describe the
coupling of N 2LSs to a cavity mode. Here we have introduced the collective spin operators
Jˆz ≡
∑N
j=1 σˆ
(j)
z and Jˆ± ≡ 1√N
∑N
j=1 σˆ
(j)
± . The parameters ωq, ωc, g and G ≡ g
√
N correspond
to qubit and cavity energies and to coupling constants. Again, the Tavis-Cummings model
originates from the Dicke model if the RWA is performed. We have assumed a single-mode
cavity, although the generalization to a many modes is straightforward.
A cavity with infinitely many modes constitutes a basic model to account for quantum dissi-
pation. This effect comes from the interaction of any quantum system with its environment
(represented as a bath with an infinite number of degrees of freedom), which forces the former
to loose its coherence properties. Generally, quantum dissipation is successfully described
by the Caldeira-Leggett model [CL83], which treats the bath as a set of harmonic oscillators.
Here, we will study the particular case of a spin (quantum two-level system) coupled to a
bath. This coupling can be of different nature. For example, the Wigner-Weisskopf model
considers that the interaction between 2LS (c.f. Eq. (1.13)) and bath takes the form [SZ97]
HˆV =
∑
k
gk|1〉〈0|aˆ†k +H.c., (1.27)
where gk is the coupling constant and aˆ
†
k excites mode k in the bath. This gives the atomic
spontaneous-decay rate predicted by Einstein model. A different system-bath coupling,
namely a dipolar coupling, is considered by the spin-boson model, whose Hamiltonian reads
[Wei99]
Hˆ = Hˆ2LS +
∑
k
ωkaˆ
†
kaˆk + (|1〉〈1| − |0〉〈0|)
∑
k
(gkaˆk +H.c.) , (1.28)
being Hˆ2LS given by Eq. (1.13). Other approaches to quantum dissipation are the Fokker-
Planck and Langevin equations [GZ91].
The coupling between a 2LS and the radiation field is a fundamental problem in quantum
optics. A classical field of frequency ω and momentum ~k, represented by the electric field
~E(~r, t) = E(~r, t)e−i(ωt−~k·~r) + H.c, couples with a two-level atom through an electric dipolar
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interaction − ~ˆd · ~E, being ~ˆd ≡ σˆx~d the atomic dipole moment3. Under the assumption
that atom (with energy splitting ωq) and field are close to resonance (small detuning: δ :=
ω − ωq  ω, ωq) and that the applied field is weak (small coupling: g := Ed ω), this gives
rise to the optical Bloch equations describing the dynamics of the 2LS, that assuming the
RWA read
ρ˙00 = ig (ρ01 − ρ10) .
ρ˙01 = ig (ρ00 − ρ11) + iωqρ01.
ρ˙10 = −ig (ρ00 − ρ11)− iωqρ10.
ρ˙11 = −ig (ρ01 − ρ10) .
(1.29)
Here, ρ00 and ρ11 denote the populations of the ground and excited state respectively and
ρ01, ρ10, the coherences. These equations give the popular Rabi oscillations – coherent
oscillations of the state of the system between the two levels |0〉 and |1〉, which on resonance
(δ = 0) achieve a perfect transfer of quantum information stored in the state |1〉 to the state
|0〉 and viceversa. The probability P01 of preparing |1〉 initially and finding the state |0〉 after
a time ∆t is given by the Rabi formula,
P01 = |ρ01|2 = g
2
g2 + (δ/2)2
sin2
[
∆t
√
g2 + (δ/2)2
]
. (1.30)
Defining ~Ω(t) := (−2Re{g(t)},−2Im{g(t)},−δ)T , the Bloch equations can be written in the
interaction picture in terms of Pauli spin-two operators as
d
dt
〈~ˆσ〉 = ~Ω(t)× 〈~ˆσ〉. (1.31)
Notice that this is the EOM of a magnetic dipole (spin4) in the presence of an effective
magnetic field ~Ω(t). If the field is static, we find the so-called Larmor precession, in which
the spin is rotating with frequency Ω around the axis set by the direction of ~Ω. If the
field depends on time, the spin precesses around the effective field, but this is itself moving
in the laboratory frame. We may construct a particular situation in which we initially
apply a static field, which sets the spin orientation, and we then apply a perpendicular ac-
signal rotating about the dc-field (see Fig. 1.14a). The magnetic moment experiences then
a precession that, if the ac-frequency equals the Larmor frequency Ω, the spin is completely
flipped after a time 1/Ω. This is the essence of electron spin resonance commonly used
to perform gate operations in quantum computation. The spin in equation (1.31) can be
thought as to represent an arbitrary state of the 2LS, which may be written in the general
form |ψ〉 = cos(θ/2)|0〉+sin(θ/2)eiϕ|1〉. This state is conveniently represented in the so-called
3A magnetic dipole interacting with a similar magnetic field produces the same EOM as the electric case.
The coupling constant is in this case given by the magnetic dipolar interaction, g = Bµ, being B the amplitude
of the field and µ the magnitude of the dipole moment.
4Described by ~ˆσ ≡ (σˆx, σˆy , σˆz)T , with the Pauli operators σˆx = |0〉〈1| + |1〉〈0|, σˆy = −i(|0〉〈1| − |1〉〈0|),
and σˆz = |1〉〈1| − |0〉〈0|.
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Figure 1.14: a) Motion of an electron spin in a magnetic field ~Ω = ~B0 + ( ~B1e
iωt + H.c.),
which is described by equation (1.31). The picture is in the rotating frame, where ~B1
(circulating around ~B0 in the laboratory frame) remains static. Equivalently, this motion
corresponds to the dynamics of an electric dipole coupled to the radiation field. Then
~B0 = −~uzδ and ~B1 = −2~uxRe{g(t)}. b) Bloch-sphere picture. An arbitrary state of the
2LS |ψ〉 = cos(θ/2)|0〉+sin(θ/2)eiϕ|1〉 (illustrated by ~p in the figure – c.f. Eq. (1.32)) can be
represented. At the ‘north’ and ‘south’ poles of the sphere we find the pure states |0〉 and |1〉
respectively. Similarly, we find the states (|0〉+ |1〉)/√2 and (|0〉+ i|1〉)/√2 in the equator.
An external static field makes the wave vector to precess about the Z-axis. If however, a dc
field is applied, the precession occurs about an axis perpendicular to Z. c) When relaxation
and dephasing are taken into account (Eq. (1.34)), these cause a motion that destroys the
|1〉 component (process 1) and randomize the phase ϕ (process 2) respectively.
Bloch-sphere, depicted in Fig. 1.14b. More specifically, the Bloch vector ~p = 〈~ˆσ〉 represented
in the figure is defined through the relation between density and Pauli operators
ρˆ =
1
2
(
1+ ~p · ~ˆσ
)
. (1.32)
The above optical Bloch equations do not account for incoherent relaxation processes. These
can be included by incorporating the decay rate Γfi in the equations, that to first order in
the coupling between system and bath (causing the relaxation) is determined by the Fermi
golden rule:
Γfi(ε) = 2pi|〈f |Hˆint|i〉|2D(ε). (1.33)
Here i and f denote the initial and final states, Hˆint is the system-bath interaction Hamilto-
nian, and D(ε) the bath density of states. Including similarly dephasing processes, the Bloch
equations can be written in the form
d
dt
〈σˆz〉 = [~Ω(t)× 〈~ˆσ〉]z + 〈σˆ
eq
z 〉 − 〈σˆz〉
T1
. (1.34)
d
dt
〈σˆ±〉 = [~Ω(t)× 〈~ˆσ〉]± − 1
T2
〈σˆ±〉. (1.35)
In equation (1.34), 〈σˆeqz 〉 ≡ Γ01−Γ10Γ01+Γ10 , and T1 is the relaxation time, having 1T1 = Γ01 + Γ10.
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In Eq. (1.35), T2 is the decoherence time. This can be expressed as
1
T2
= 12T1 +
1
Tϕ
, being Tϕ
the (pure) dephasing time. We therefore have the general result T2 6 2T1. The processes
of relaxation and dephasing can be represented in the Bloch-sphere picture as it is shown in
Fig. 1.14c.
Throughout the thesis we will study systems that have become of great importance in the area
of quantum computation. Although this field is sometimes looked skeptically, the progress
realized in only two decades is enormous. To perceive this, one can take as an example
the classical computer. The idea of making computations with machines is an old concept.
Already in 1679 Leibniz wrote: “This [binary] calculus could be implemented by a machine
(without wheels)... provided with holes in such a way that they can be opened and closed.
They are to be open at those places that correspond to a 1 and remain closed at those that
correspond to a 0. Through the open gates small cubes or marbles are to fall into tracks,
through the others nothing. It [the gate array] is to be shifted from column to column as
required...”. However, it was not until much later – the twentieth century – that computers
arrived to our lives. In a parallel manner, but in the early 1980’s, Feynman would defend the
idea of a quantum computer [Fey82, MKO83]: “Now, we can, in principle make a computing
device in which the numbers are represented by a row of atoms with each atom in either of the
two states. That’s our input. The Hamiltonian starts ‘Hamiltonianizing’ the wave function...
The ones move around, the zeros move around... Finally, along a particular bunch of atoms,
ones and zeros... occur that represent the answer”. Later, a series of seminal papers in
the field would follow [Deu85, Fey86, Deu89], and different physical systems were proposed
to implement a quantum computer [CZ95, LD98, Kan98], a growing list that has recently
incorporated the proposal of hybrid quantum systems (c.f. chapter 5).
A quantum computer, regardless of the type, must satisfy five conditions. These requirements
are known as DiVincenzo criteria [DiV95]:
• A ‘scalable’ physical system with well characterized qubits.
• The ability of preparing the system in a given state (initialization).
• A ‘universal’ set of quantum logic gates (e.g. two-qubit gate CNOT) (control).
• The capability of detecting the state of the system (measurement).
• A decoherence time larger than the gate time cycle.
Additionally, if we want to allow for quantum communication, it is needed:
• The possibility to interconvert stationary qubits and ‘flying’ qubits.
• The ability to faithfully transmit ‘flying’ qubits between specified locations.
The importance of the race towards a quantum computer becomes more obvious when the
breakdown of the Moore’s law [Moo65] in probably less than a decade is foreseen, and also
in view of the different applications such as factorization, search algorithms, cryptography,
teleportation and quantum simulation [NC00, BEE00].
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Chapter 2
Quantum transport in nanoscopic
conductors
“An expert is a man who has made all the mistakes
which can be made in a very narrow field.”
Niels Bohr
In this chapter we overview the most common methods in quantum transport. In the first section we
describe the three basic formalisms of interest in this thesis, namely, the scattering matrix method,
the density operator approach, and the Green’s functions technique. Special emphasis is made on the
application of these formalisms to obtain noise correlations. In particular, we give a detailed derivation
of the quantum regression theorem and the MacDonald’s formula, and their possible extension to high-
order correlations. Furthermore, we introduce the reader to the field of full counting statistics (FCS).
Although traditionally this is based on the scattering matrix theory, we here focus on the FCS in
the context of the density matrix approach, for which, as we will see, the projection or Nakajima-
Zwanzig techniques are extremely useful. We study a few examples as an application of the described
methods. Next, we present an experiment of electron transport and spin manipulation in carbon-
nanotube quantum dots. Here, the hyperfine interaction is characterized by means of contrasting 13C
and 12C nanotubes. Finally, we give a basic approach to our theory of counting statistics in quantum
transport, which will be presented in more detail in the following chapters.
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2.1 Theoretical methods in quantum transport
Quantum transport systems are of typical size comparable to the electron coherence length
and much larger than the Fermi wavelength. As it was shown in the previous chapter, ex-
amples include quantum dots attached to 2DEGs, or molecules close to metallic contacts.
In this section we present the most common mathematical tools to treat quantum trans-
port problems. Generally, these can be described in terms of a central region (quantum
system) which may exchange particles with electronic reservoirs (leads). The application
of a bias voltage makes the system a non-equilibrium problem. Our aim here is to develop
techniques that allow us to obtain information about the central system through the study of
an output signal, namely the electrical current passing through the circuit. Roughly speak-
ing, these techniques can be divided into three families: the scattering-matrix approach, the
density-operator formalism, and the Green’s-functions methods. In particular, we center our
attention in noise-correlation techniques. Within the three families, there is a variety of ways
to tackle this problem. These will be illustrated with examples, and finally, an introduction
to our theory will be presented.
2.1.1 Scattering matrix approach
A widely used technique in quantum transport is the scattering matrix formalism. This
treats the mesoscopic conductor as a center of scattering (see Fig. 2.1), and assumes that
transport of electrons occurs along different independent channels. Incident and reflected
electrons are then represented in terms of the wave function
ΨE(~r) =

∑
n aLnψ
(in)
LnE(~r) +
∑
n bLnψ
(r)
LnE(~r), if ~r ∈ L.
Ψ
(M)
E (~r), if ~r ∈M.∑
n aRnψ
(in)
RnE(~r) +
∑
n bRnψ
(r)
RnE(~r), if ~r ∈ R.
(2.1)
Here ψ
(in)/(r)
αnE is an incident/reflected electronic wave with energy E in channel n of lead
α = L,R, and the index M denotes the central system. The amplitudes aαn, bαn become
operators after a canonical quantization, and are related through the scattering matrix S:
bˆL1
...
bˆLNL
bˆR1
...
bˆRNR

= S

aˆL1
...
aˆLNL
aˆR1
...
aˆRNR

≡

r11 . . . r1NL t
′
11 . . . t
′
1NR
...
...
...
...
rNL1 . . . rNLNL t
′
NL1
. . . t′NLNR
t11 . . . t1NL r
′
11 . . . r
′
1NR
...
...
...
...
tNL1 . . . tNLNL r
′
NL1
. . . r′NLNR


aˆL1
...
aˆLNL
aˆR1
...
aˆRNR

, (2.2)
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Left
Reservoir
Mesoscopic
Sample
Vsd
Right
Reservoir
Figure 2.1: Two-terminal transport device. The mesoscopic sample can be treated as a
scattering center, and electronic waves are transmitted or reflected from reservoir α = L,R,
with an amplitude aˆα or bˆα.
which is Hermitian: SS† = S†S = 1. The transmission and reflection coefficients rn′n, r′n′n,
tn′n, t
′
n′n, generally depend on energy. In many cases, however, it is a good approximation
to neglect this energy dependence. These coefficients, or alternatively the transmission and
reflection probabilities (T ≡ Tn ≡
∑
nn′ t
†
nn′tn′n and R ≡ Rn ≡
∑
nn′ r
†
nn′rn′n respectively),
can be found e.g. by imposing continuity of the wave functions and of their first derivative
at each junction.
Using the scattering matrix, the wave function in the left and right lead can be written as
ΨLnE(~r) =

ψ
(in)
LnE(~r) +
∑
n′ rn′nψ
(r)
Ln′E(~r), if ~r ∈ L.
Ψ
(M)
E (~r), if ~r ∈M.∑
n′ tn′nψ
(in)
Rn′E(~r), if ~r ∈ R.
ΨRnE(~r) =

∑
n′ t
′
n′nψ
(r)
Ln′E(~r), if ~r ∈ L.
Ψ
(M)
E (~r), if ~r ∈M.
ψ
(r)
RnE(~r) +
∑
n′ r
′
n′nψ
(in)
Rn′E(~r), if ~r ∈ R.
(2.3)
Here, the wave functions ψαnE describe a many-particle state and are typically assumed to
be plane waves. The scattering matrix method is therefore particularly useful in situations
where electron-electron interactions are weak. A standard system that is well described
using this formalism is the quantum point contact. This system is particularly simple, since
transport is ballistic, and therefore T ≈ 1. Atomic contacts behave similarly, and the number
of channels in these systems, as well as the value of their transmission probabilities can be
determined using the scattering matrix approach [AYvR03]. This is done by means of the
so-called Landauer-Bu¨ttiker formula, which relates the conductance through the device with
the transmission probabilities. The current through a terminal α can be derived using the
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quantum-mechanical equation Iˆα =
e~
2mi
[
Ψ∗α(~∇Ψα)− (~∇Ψ∗α)Ψα
]
, giving [BB00]
Iˆα(t) =
e
h
∑
n
∫
dEdE′ei(E−E
′)t/~
[
aˆ†αn(E)aˆαn(E
′)− bˆ†αn(E)bˆαn(E′)
]
. (2.4)
Setting E′ = E+~ω and integrating over ω, we get Iˆα(t) = eh
∑
n
∫
dE [nˆ+αn(E, t)− nˆ−αn(E, t)],
being nˆ+αn(E, t) ≡ aˆ†αn(E)aˆαn(E) and nˆ−αn(E, t) ≡ bˆ†αn(E)bˆαn(E) the time-dependent occu-
pation numbers of the incoming and outgoing carriers. Therefore, Eq. (2.4) can be inter-
preted as the incoming flow of particles minus the outgoing flow of particles at each chan-
nel, and summed over all channels. Defining the quantity Amnβγ (α;E,E
′) := δmnδαβδαγ −∑
k s
†
αβmk(E)sαγkn(E
′), with sαβmn given by the relation bˆαm(E) =
∑
βn sαβmn(E)aˆβn(E),
expression (2.4) can be rewritten in terms of incoming amplitudes and the scattering matrix:
Iˆα(t) =
e
h
∑
βγmn
∫
dEdE′ei(E−E
′)t/~aˆ†βm(E)A
mn
βγ (α;E,E
′)aˆγn(E′). (2.5)
This permits us to calculate the average current flowing from a terminal α at chemical
potential µα = EF + eV/2 to a terminal β at chemical potential µβ = EF − eV/2. Using
〈aˆ†αm(E)aˆβn(E′)〉 = δαβδmnδ(E − E′)fα(E), with Fermi function fα, it yields
〈Iˆ〉 = e
h
∑
n
∫
dE Tn(E) [f(E − EF − eV/2) − f(E − EF + eV/2)] . (2.6)
In the linear response regime, V  E − EF , kBT , this expression can be approximated by
〈Iˆ〉 = e2h
∑
n
∫
dE Tn(E)
(
− ∂f∂E
)
V . Furthermore, at low temperatures, kBT  E − EF , we
have (−∂f/∂E) ≈ δ(E−EF ), arriving to the Landauer-Bu¨ttiker formula for the conductance1
G = d〈Iˆ〉dV |V=0:
G =
e2
h
∑
n
Tn. (2.7)
The transmission probabilities are evaluated at the Fermi energy of the reservoirs, but at low
voltages and temperatures they can be assumed to be energy-independent. We therefore see
that the conduction of electrons occurs along independent transmission channels. The noise
spectrum S
(2)
αβ =
∫∞
−∞ dte
−iωtTS〈Iα(t)Iβ(0)〉, with TS the symmetrization operator defined
in the previous chapter, can be also evaluated using the scattering matrix formalism. For a
derivation see [Bu¨t92b, Bu¨t92a, BB00]. In the following, the upper sign denotes the fermionic
1Notice that a factor 2 can be included in this expression to account for the spin degeneracy. We then
recover the conductance quantization in multiples of G0 ≡ 2e2/h as discussed in the previous chapter.
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ΓL ΓR
EF − eV/2
EF + eV/2
Figure 2.2: Double-barrier structure. The system consists of a quantum well, with quan-
tized energy levels. Each level n is coupled to electronic reservoirs at different chemical
potentials EF + eV/2 and EF − eV/2 with coupling rates ΓLn, ΓRn respectively.
case, and the lower sign the bosonic case. We have:
S
(2)
αβ (ω) =
2e2
h
∑
γδmn
∫
dEAmnγδ (α;E,E + ~ω)A
nn
δγ (β;E + ~ω,E)
×{fγ(E)[1 ∓ fδ(E + ~ω)] + [1∓ fγ(E)]fδ(E + ~ω)} , (2.8)
equation that, assuming a voltage difference V between terminals α and β and energy-
independent transmission coefficients, gives the general expression (1.23) for S
(2)
αα(ω) discussed
in the previous chapter. At zero frequency, Eq. (2.8) takes the form
S(2)αα(0) = −S(2)αβ (0) =
2e2
h
∑
n
∫
dE {Tn(E)[fα(1∓ fα) + fβ(1∓ fβ)]
± Tn(E)[1 − Tn(E)](fα − fβ)2
}
, (2.9)
being here β 6= α, and fα = f(E−EF−V/2), fβ = f(E−EF+V/2). In the zero-temperature
limit, Eq. (2.9) gives S
(2)
αα(0) =
2e3V
h
∑
n Tn(1−Tn), which in the tunneling regime (Tn  1)
reduces to the Schottky limit 2e〈Iˆ〉. We conclude that within this non-interacting picture, the
zero-frequency shot noise is always sub-Poissonian. It is therefore convenient to generally
express the noise in terms of the Fano factor F ≡ S(2)
e〈Iˆ〉 =
2
∑
n Tn(1−Tn)∑
n Tn
, which is zero for
perfectly transmitting or reflecting channels, and maximal and equal to 1 for Tn = 1/2.
The method is well exemplified in a resonant double-barrier structure (see Fig. 2.2). The
transmission through this system can be written in the form [SL85, BB00]
T(E) ≈
∑
n
Tn
max Γ
2
n/4
(E − Ern)2 + Γ2n/4
, (2.10)
where Tn
max ≡ 4ΓLnΓRn/Γ2n, being Γn := ΓLn + ΓRn, and the rate ΓLn/ΓRn accounting for
the tunneling through channel n from/to reservoir L/R. The energy Ern is the nth. resonant
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energy in the well. This result, together with (2.9), will be used in the following chapters as
one of the possible checks of our theory.
2.1.2 The density operator
The density operator, introduced in the previous chapter (c.f. section 1.1.1), is also a powerful
tool to study quantum-transport systems2. Its potential becomes apparent in quantum
systems with strong interactions and coupled to a bath with many degrees of freedom. As
mentioned, the density operator captures both the populations and coherences in the system,
and its dynamics can be evaluated solving the von Neumann’s equation3
d
dt
ρˆ(t) = −i[Hˆ, ρˆ(t)]. (2.11)
If the system is in thermodynamic equilibrium at temperature T , the density operator reads
ρˆ = exp
(
− HˆkBT
)
/Tr
{
exp
(
− HˆkBT
)}
for a canonical ensemble (with well defined mean en-
ergy), or ρˆ = exp
(
− Hˆ−µNˆkBT
)
/Tr
{
exp
(
− Hˆ−µNˆkBT
)}
for a grand canonical ensemble (with well
defined mean energy and number of particles), being µ the chemical potential and Nˆ the
operator describing the number of particles. Here, however, we will be generally interested
in out-of-equilibrium situations, therefore needing to solve Eq. (2.11) for the specific problem
to determine the density operator. The typical situations of our interest can, nevertheless,
be described by a Hamiltonian with no explicit time dependence and of the form
Hˆ = HˆS + HˆR + HˆV, (2.12)
where each of the terms denotes system, reservoir, and coupling between both respectively. If
this system-reservoir coupling is sufficiently small, we can treat HˆV perturbatively4. First, it
is convenient to work in the interaction picture with respect to HˆS+ HˆR, where an operator
takes the form
ˆ˜O(t) = ei(HˆS+HˆR)tOˆe−i(HˆS+HˆR)t. (2.13)
Changing the density operator and the interaction Hamiltonian accordingly, the von Neu-
mann’s equation reads
d
dt
ˆ˜ρ(t) = −i[ ˆ˜HV(t), ˆ˜ρ(t)], (2.14)
2For a more extended study of the density operator formalism, c.f. for example [CTDRG04, Blu96].
3For this discussion we will use ~ = 1.
4We will be more specific about the perturbative parameter below.
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whose integral form ˆ˜ρ(t + ∆t) = ˆ˜ρ(t) − i ∫ t+∆tt dt′[ ˆ˜HV(t′), ˆ˜ρ(t′)] can be iterated to second
order in ˆ˜HV to give
∆ˆ˜ρ(t) = −i
∫ t+∆t
t
dt′[ ˆ˜HV(t′), ˆ˜ρ(t)]−
∫ t+∆t
t
dt′
∫ t′
t
dt′′[ ˆ˜HV(t′), [ ˆ˜HV(t′′), ˆ˜ρ(t′′)]], (2.15)
being ∆ˆ˜ρ(t) ≡ ˆ˜ρ(t + ∆t) − ˆ˜ρ(t). We will consider here the case in which the interaction is
a bilinear product of system (Sˆ) and reservoir (Rˆ) operators, namely5 HˆV = SˆRˆ† + H.c.
Furthermore, we are interested in the system’s dynamics only, for which we trace over the
reservoir degrees of freedom. Finally, we consider the so-called Born approximation, which
considers the reservoir large enough so that the density operator can be written as a separable
state at all times: ˆ˜ρ(t) = ˆ˜ρS(t)⊗ ˆ˜ρR(t), with ˆ˜ρR not affected by the state of the system, thereby
being in a stationary state at thermal equilibrium described by a canonical/grand canonical
distribution. Doing this, we have
∆ˆ˜ρS(t) = − i
∫ t+∆t
t
dt′TrR[
ˆ˜S(t′) ˆ˜R†(t′) + H.c., ˆ˜ρS(t)⊗ ˆ˜ρR]
−
∫ t+∆t
t
dt′
∫ t′
t
dt′′TrR[
ˆ˜S(t′) ˆ˜R†(t′) + H.c., [ ˆ˜S(t′′) ˆ˜R†(t′′) + H.c., ˆ˜ρS(t′′)⊗ ˆ˜ρR]].
(2.16)
Notice that the first term in this equation can be written as −i ∫ t+∆tt dt′[ ˆ˜H′S(t′), ˆ˜ρS(t)], with
ˆ˜H′S(t′) ≡ ˆ˜S(t′)〈 ˆ˜R†(t′)〉 + H.c., therefore corresponding to a shift in the system’s Hamilto-
nian HˆS. We here will take 〈 ˆ˜R†(t)〉 = 0, so the first term in Eq. (2.16) vanishes. In the
case 〈Rˆ†(t)〉 6= 0, this term can also be eliminated redefining the system’s Hamiltonian as
HˆS → HˆS − e−i(HˆS+HˆR)t 1∆t
∫ t+∆t
t dt
′
(
ˆ˜S(t′)〈 ˆ˜R†(t′)〉+H.c.
)
ei(HˆS+HˆR)t. The second term in
Eq. (2.16) can be simplified in terms of the correlation functions
ξ++(t
′, t′′) := 〈 ˆ˜R†(t′) ˆ˜R†(t′′)〉,
ξ+−(t′, t′′) := 〈 ˆ˜R†(t′) ˆ˜R(t′′)〉,
ξ−+(t′, t′′) := 〈 ˆ˜R(t′) ˆ˜R†(t′′)〉,
ξ−−(t′, t′′) := 〈 ˆ˜R(t′) ˆ˜R(t′′)〉,
(2.17)
5A more general form HˆV =
∑
p SˆpRˆ
†
p + H.c. can be also considered, arriving in this case to the same
equations shown here but with an additional sum over p.
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which obey the symmetry properties ξ∗−−(t′, t′′) = ξ++(t′′, t′), ξ∗−+(t′, t′′) = ξ−+(t′′, t′), and
ξ∗+−(t′, t′′) = ξ+−(t′′, t′). We find
∆ˆ˜ρS
∆t
= − 1
∆t
∫ t+∆t
t
dt′
∫ t′
t
dt′′
{
ξ−+(t′, t′′)
(
ˆ˜S†(t′) ˆ˜S(t′′)ˆ˜ρS(t′′)− ˆ˜S(t′′)ˆ˜ρS(t′′) ˆ˜S†(t′)
)
+ξ+−(t′, t′′)
(
ˆ˜S(t′) ˆ˜S†(t′′)ˆ˜ρS(t′′)− ˆ˜S†(t′′)ˆ˜ρS(t′′) ˆ˜S(t′)
)
+ξ−−(t′, t′′)
(
ˆ˜S†(t′) ˆ˜S†(t′′)ˆ˜ρS(t′′)− ˆ˜S†(t′′)ˆ˜ρS(t′′) ˆ˜S†(t′)
)
+ξ++(t
′, t′′)
(
ˆ˜S(t′) ˆ˜S(t′′)ˆ˜ρS(t′′)− ˆ˜S(t′′)ˆ˜ρS(t′′) ˆ˜S(t′)
)
+H.c.
}
. (2.18)
This general form of the quantum master equation (QME), can be further simplified if a
series of assumptions are followed. First, let us notice that the correlation functions (2.17)
only depend on the time difference τ := t′ − t′′ or on the sum of times T := t′+t′′2 , that
is ξ−+ = ξ−+(τ), ξ+− = ξ+−(τ), ξ−− = ξ−−(T ), and ξ++ = ξ++(T ), and similarly for
the corresponding product of system operators. This motivates us to change to these new
variables in the integrals:
∫ t+∆t
t dt
′ ∫ t′
t dt
′′ → ∫ 2t+∆t0 dτ ∫ t+∆tt dT . Now, let us notice that the
QME (2.18) contains three different time scales:
• τc: Bath-correlation time, determined by the decay of the correlation functions as6
ξ+−(τc) = ξ+−(0)/e.
• ∆t: Time needed for the system to change appreciably.
• TS : Typical system’s evolution time. This time is of the order 1/TS ∼ v2τc, where
v ≡
√
〈Hˆ2V 〉.
The Born approximation introduced above is based on the assumption that the initial cor-
relations between system and bath disappear after a time τc. Generally, the initial density
operator would have the form ˆ˜ρ(t) = ˆ˜ρS(t) ⊗ ˆ˜ρR(t) + ˆ˜ρcorr(t), with the last term account-
ing for system-bath correlations. However, if ∆t  τc this term can neglected, and the
Born approximation is valid. This limit permits us to extend the upper limit of the integral∫ 2t+∆t
0 dτ to infinity, since the correlation functions ξ+−(τ) and ξ+−(τ) decay in a time much
faster than ∆t. A further approximation is to assume that the system’s dynamics is local
in time, which is known as Markov approximation: If TS  ∆t, then it is appropriate to
substitute ˆ˜ρS(t
′′) by ˆ˜ρS(t) in the integrals, since the state of the system during ∆t changes
only slightly. This simplifies greatly the QME, but as we will see in the next two chapters,
it has profound consequences in certain parameter regimes, such as neglecting the physics
of vacuum fluctuations. This limit also allows us to replace ∆
ˆ˜ρS
∆t by the derivative
d ˆ˜ρS
dt in
equation (2.18). Finally, following the assumption 〈 ˆ˜R†〉 = 0, we will take here the correlation
6Here e is the number e = 2.71828...
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functions ξ++ and ξ−− to vanish, since they involve the average of two
ˆ˜R† or ˆ˜R operators.
With these assumptions we find the QME
d ˆ˜ρS(t)
dt
= −
∫ ∞
0
dτ
{
ξ−+(τ)
(
ˆ˜S†(τ/2) ˆ˜S(−τ/2)ˆ˜ρS(t)− ˆ˜S(−τ/2)ˆ˜ρS(t) ˆ˜S†(τ/2)
)
+ξ+−(τ)
(
ˆ˜S(τ/2) ˆ˜S†(−τ/2)ˆ˜ρS(t)− ˆ˜S†(−τ/2)ˆ˜ρS(t) ˆ˜S(τ/2)
)
+H.c.
}
, (2.19)
where it is important to remember the premise
τc  ∆t TS , (2.20)
which is crucial not only for the approximations above to be well-founded, but also for the
justification of the perturbation theory in HˆV, that has vτc as perturbative parameter. After
integration, Eq. (2.19) can be written as
d ˆ˜ρS(t)
dt
= Σ˜ˆ˜ρS(t), (2.21)
where Σ˜ is the Markovian self-energy. We note that if the integral corresponding to ξ+− is
equal to its conjugate counterpart (and similarly for ξ−+),7 this master equation (ME) has a
Lindblad form [Lin76], that is, the self-energy is of the type Σ = −Oˆ†Oˆρˆ+ 2OˆρˆOˆ† − ρˆOˆ†Oˆ,
for each of the terms it comprises. This immediately guarantees the required positivity of
the density operator at all times.
As a first example of the method, let us consider a two-level atom coupled to the radiation
field. The Hamiltonian of this problem is of the form (2.12), with HˆS = ωq2 (|1〉〈1| − |0〉〈0|),
HˆR =
∑
k ωk(aˆ
†
kaˆk +
1
2) and, if atom and field are resonant, HˆRWAV =
∑
k gk|1〉〈0|aˆk + H.c.
Thus, taking Rˆ =
∑
k gkaˆk and Sˆ = |0〉〈1|, the Markovian dynamics corresponding to this
model can be determined using Eq. (2.19), which, projected onto the basis {|0〉, |1〉}, gives
the following master equations8:
ρ˙00 = −γ〈n〉ρ00 + γ (1 + 〈n〉) ρ11.
ρ˙01 = −γ−i∆2 (1 + 2〈n〉) ρ01.
ρ˙10 = −γ+i∆2 (1 + 2〈n〉) ρ10.
ρ˙11 = γ〈n〉ρ00 − γ (1 + 〈n〉) ρ11.
(2.22)
Here, γ ≡ 2pi∑k |gk|2δ(ωq − ωk) is a decay rate, ∆ ≡ 2∑k |gk|2P ( 1ωq−ωk) (with P the
principal value) corresponds to an energy shift, and 〈n〉 ≡ ∫∞−∞ dωD(ω)b(ω) (with D(ω) the
7This is e.g. fulfilled given that the correlation functions are generally symmetric: ξ+−(τ ) = ξ
∗
+−(τ ) =
ξ+−(−τ ), and similarly for ξ−+(τ ).
8This set of MEs are already in the Schro¨dinger picture, since in the present case the coherent term
−i[HˆS, ρˆS] vanishes when it is projected onto the {|0〉, |1〉} basis. From here on, we will drop the subscript S
in the elements of the system density operator.
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bath density of states and b(ω) the Bose distribution) is the average number of photons in the
bath. For a fermionic bath, these equations have the same form, but with the factor (1 + 〈n〉)
in the populations substituted by (1− 〈n〉), and the factor (1 + 2〈n〉) in the coherences
substituted by 1. As we will see, there is an analogy between this fermionic case and the so-
called single resonant level model, which we explain below. It is important to notice that the
previous model considers atom and field coupled through the dipolar operator corresponding
to the diagonal basis of HˆS, namely |0〉〈1|+H.c. More interesting is the case in which atom
and field are brought into resonance sufficiently fast, and the coupling is realized through the
dipolar operator corresponding to the bare atom. This situation can be described with the
same model, but with HˆS being in this case the two-level system Hamiltonian (1.13). The
MEs include now the coherent dynamics coming from the term −i[HˆS, ρˆS]:
ρ˙00 =
iλ
2 (ρ01 − ρ10)− γ〈n〉ρ00 + γ (1 + 〈n〉) ρ11.
ρ˙01 =
iλ
2 (ρ00 − ρ11) + iερ01 − γ−i∆2 (1 + 2〈n〉) ρ01.
ρ˙10 = − iλ2 (ρ00 − ρ11)− iερ10 − γ+i∆2 (1 + 2〈n〉) ρ10.
ρ˙11 = − iλ2 (ρ01 − ρ10) + γ〈n〉ρ00 − γ (1 + 〈n〉) ρ11.
(2.23)
These, correspond to the previously introduced Bloch equations (1.29), with λ = 2g, ε = ωq,
and generalized to include the dissipative dynamics induced by the bath. It is remarkable that
the dissipative part is exactly the same in this case. In general, one would expect to find here
the overlaps between dressed and bare states. However, these two are connected through an
orthogonal transformation (c.f. appendix A), and as a consequence, the dissipative dynamics
takes the same form. Below we will see that Eqs. (2.23) are in close analogy to the MEs
describing a double quantum dot connected to electronic leads.
If we project equation (2.18) onto the eigenbasis of HˆS, a general form for the density-matrix
dynamics can be derived. Let {|a〉} denote such a basis, that is HˆS|a〉 = ωa|a〉. Neglecting
the terms ξ−− and ξ++, we can write
∆ρ˜ab(t)
∆t
=
∑
cd
1
∆t
∫ t+∆t
t
dTei(ωab−ωcd)TRabcdρ˜cd(t), (2.24)
with ωab ≡ ωa − ωb, and R the so-called Bloch-Redfield tensor, defined by
Rabcd = −
∫ ∞
0
dτ
{
ξ−+(τ)
(∑
n
eiωanτ/2e−iωncτ/2S†anSncδbd − e−iωacτ/2eiωdbτ/2SacS†db
)
ξ+−(τ)
(∑
n
eiωanτ/2e−iωncτ/2SanS†ncδbd − e−iωacτ/2eiωdbτ/2S†acSdb
)
+H.c.
}
. (2.25)
The integral 1∆t
∫ t+∆t
t dTe
i(ωab−ωcd)T = ei(ωab−ωcd)tf [(ωab−ωcd)∆t], with f [x] := eix/2 sin(x/2)x/2 ,
is vanishingly small for |ωab − ωcd|  1∆t , and approximately 1 for |ωab − ωcd|  1∆t . This
means that we can restrict the sum in (2.24) to terms satisfying |ωab − ωcd| = 0. This is
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called secular approximation, and will be denoted with a superscript (sec). Going back to
the Schro¨dinger picture, we then find the QME
ρ˙ab(t) = −iωabρab(t) +
∑
c,d
(sec)Rabcdρcd(t) (2.26)
For the populations, this equation can be written in a particularly simple and intuitive form,
named Pauli rate equation:
ρ˙aa(t) =
∑
n 6=a
Γanρnn(t)−
∑
n 6=a
Γnaρaa(t), (2.27)
with
Γna ≡ 2pi
∑
αν
〈α|ρˆR|α〉
∣∣∣〈ν, n|HˆV|α, a〉∣∣∣2δ(ων + ωn − ωα − ωa). (2.28)
This rate represents the probability of going from |a〉 to |n〉 in the system, and Eq. (2.27)
can be therefore interpreted as gain in |a〉 minus loss from |a〉.
In the Schro¨dinger picture, Eq. (2.21), that is, a general Markovian master equation for the
system density operator, can be written in the form
dρˆS(t)
dt
=W ρˆS(t), (2.29)
whereW ≡ LS+Σ, being LS the Liouvillian corresponding to HˆS, that is LSOˆ ≡ −i[HˆS, Oˆ],
with Oˆ an operator. Notice that the kernel W appears after having traced out the reservoir
degrees of freedom, and that Eq. (2.29) is local in time because of the Markovian approxi-
mation. The total system fulfills the general equation
dρˆ(t)
dt
= Lρˆ(t), (2.30)
with L the full system’s Liouvillian super-operator, whose action on an operator Oˆ is defined
through the von Neumann’s equation: LOˆ ≡ −i[Hˆ, Oˆ]. Taking matrix elements in Eq. (2.29)
we find (Lρˆ)ab =
∑
cdWabcdρcd, so the Liouvillian components are Labcd = −i(Hacδbd −
δacHdb). These can be related to the components of the Bloch-Redfield tensor. In Eq. (2.26)
there are three types of secular terms: i) a = b, c = d, a 6= c. ii) a = c, b = d, a 6= b. iii)
a = b = c = d. This means that
∑(sec)Rabcdρcd = ∑cd[δabδcd(1 − δac) + δabδcd(1 − δab) +
δabδbcδcd]Rabcdρcd, and therefore we have
Wabcd = −iδacδbdωcd + [δabδcd(1− δac) + δabδcd(1− δab) + δabδbcδcd]Rabcd. (2.31)
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A simple example that illustrates how the density-operator formalism is applied to quantum
transport is the quantum-well model depicted in Fig. 2.2. Here we will assume for simplicity
that only one level is defined in the well. This is the so-called single resonant level model
and will be studied in detail below. Also, we assume here that the chemical potentials of the
reservoirs are much larger than the rest of energy scales in the problem (infinite bias voltage
approximation), such that transport is unidirectional. In this situation, the rate equations
corresponding to this model read simply (c.f. (2.27))
ρ˙00 = −ΓLρ00 + ΓRρ11.
ρ˙11 = ΓLρ00 − ΓRρ11.
(2.32)
Here ΓL/R denotes the incoming/outgoing rate of electrons to the quantum dot (determined
by the coupling with the reservoirs as we will see below), and it has been assumed that
there is no coherence between dot and reservoirs. The density operator formalism will be the
approach mainly used in this thesis. As we will see, given the kernel W of the QME, we will
be able to calculate current, noise, and high-order current-correlation functions in quantum
transport problems.
2.1.3 Green’s functions
Green’s functions (GFs) are a widely used technique in condensed matter physics, where the
dynamics dictated by the Schro¨dinger equation must be solved in many-particle systems.
Their use can be extended to non-equilibrium problems (Keldysh Green’s functions) and
therefore to quantum transport systems. Let us consider a problem of the type (2.12). Defin-
ing Hˆ0 := HˆS+HˆR, the associated Schro¨dinger equation is
[
i∂t − Hˆ0(~r)− HˆV(~r)
]
Ψ(~r, t) = 0,
and the Green’s function G corresponding to Hˆ is defined through the relation[
i∂t − Hˆ0(~r)− HˆV(~r)
]
G(~r, t;~r′, t′) = δ(~r − ~r′)δ(t − t′). (2.33)
In a similar way, we define a ‘bare’ Green’s function G0 as
[
i∂t − Hˆ0(~r)
]
G0(~r, t;~r
′, t′) =
δ(~r − ~r′)δ(t − t′). If Ψ(0)(~r, t) is an eigenfunction of Hˆ0, that is, [i∂t −H0(~r)] Ψ(0)(~r, t) = 0,
an eigenfunction of Hˆ can be then expressed in terms of the integral equation
Ψ(~r, t) = Ψ(0)(~r, t) +
∫
d3~r′
∫
dt′G0(~r, t;~r′, t)HˆV(~r′)Ψ(~r′, t′). (2.34)
This equation can be solved iteratively to give
Ψ = Ψ(0) +
(
G0 +G0HˆVG0 +G0HˆVG0HˆVG0 + . . .
)
HˆVΨ(0). (2.35)
Chapter 2. Quantum transport in nanoscopic conductors 47
Here we have omitted the explicit spatial and time dependence, and the products should
be understood with an implicit summation over the internal variables9. Now, since the full
Green’s function G fulfills Ψ = Ψ(0) +GHˆVΨ(0), upon comparison with (2.35), we find that
G can be calculated solving the Dyson equation
G = G0 +G0HˆVG =⇒ G = 1
1−G0HˆV
G0. (2.36)
It is immediate to check that Ψ(~r, t) =
∫
d3~r′G(~r, t;~r′, t′)Ψ(~r′, t′), so that the Green’s function
may be interpreted as a propagator. More specifically, it can be seen that the following six
propagators also fulfill Eq. (2.33):
G>(x, x′) := −i〈vac|Ψˆσ(x)Ψˆ†σ′(x′)|vac〉.
G<(x, x′) := ±i〈vac|Ψˆ†σ′(x′)Ψˆσ(x)|vac〉.
GC(x, x′) := −iθ(t− t′)〈vac|Ψˆσ(x)Ψˆ†σ′(x′)|vac〉 ± iθ(t′ − t)〈vac|Ψˆ†σ′(x′)Ψˆσ(x)|vac〉.
GC(x, x′) := −iθ(t′ − t)〈vac|Ψˆσ(x)Ψˆ†σ′(x′)|vac〉 ± iθ(t− t′)〈vac|Ψˆ†σ′(x′)Ψˆσ(x)|vac〉.
GR(x, x′) := −iθ(t− t′)〈vac|[Ψˆσ(x), Ψˆ†σ′(x′)]+,−|vac〉.
GA(x, x′) := iθ(t′ − t)〈vac|[Ψˆσ(x), Ψˆ†σ′(x′)]+,−|vac〉.
(2.37)
Here, |vac〉 is the vacuum of the full system in the presence of the interaction (Hˆ|vac〉 = 0),
θ(t) is the usual step function, σ denotes the spin degree of freedom, the wave functions
have become field operators after a canonical quantization, and the variables (~r, t) have been
denoted with (x). The symbol + stands for fermions (therefore the anti-commutator) while
− stands for bosons (therefore the commutator). The previous GFs are named greater, lesser,
time-ordered, anti-time-ordered, retarded, and advanced. For a free system (HˆV = 0) they
can be easily calculated. To do so, we write the field operators as the eigen-decomposition
Ψˆ(x) =
∑
λ cˆλψλ(~r)e
−iελt, being {ελ} a set of eigen-energies of Hˆ0, and ψλ(~r) = ψ~k(~r) =
(1/
√
V )exp{i~k~r} the corresponding eigenfunctions (with momentum ~k and volume V ). The
bare GFs in the momentum space and in the frequency domain then read for the fermionic
case:
G>0 (
~k, τ) = −i (1− n~k) e−iε~kτ ; G>0 (~k, ω) = −2pii (1− n~k) δ (ω − ε~k) ;
G<0 (
~k, τ) = in~ke
−iε~kτ ; G<0 (~k, ω) = 2piin~kδ
(
ω − ε~k
)
;
GC0 (
~k, τ) = −i [θ(τ)− n~k] e−iε~kτ ; GC0 (~k, ω) = 1ω−ε~k+iδ~k ;
GC0 (
~k, τ) = −i [θ(−τ)− n~k] e−iε~kτ ; GC0 (~k, ω) = −1ω−ε~k−iδ~k ;
GR0 (
~k, τ) = −iθ(τ)e−iε~kτ ; GR0 (~k, ω) = 1ω−ε~k+iδ ;
GA0 (
~k, τ) = iθ(−τ)e−iε~kτ ; GA0 (~k, ω) = 1ω−ε~k−iδ ;
(2.38)
9Notice that in Fourier/Laplace space and projected on a certain basis, this equation has a matrix form,
and then the product reduces to a simple matrix multiplication.
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where we have defined τ := t − t′, n~k := 〈c
†
~k
c~k〉, δ~k := δsign(ξ~k), ξ~k := ε~k − µ (with µ the
system’s chemical potential), and δ an infinitesimal positive number.
Notice that the zero-temperature GFs are defined in terms |vac〉. This state, however, is
generally unknown, since knowing it would mean to have in fact a solution to the full problem.
We therefore would like to express the GFs in terms of a well known state, namely the
vacuum in the absence of interaction. To connect these two states we use the so-called S
matrix. This is defined in terms of the evolution operator, which in the interaction picture
reads U(t) := eHˆ0te−Hˆt. This propagates the wave function as Ψ(t) = U(t)Ψ(0), and fulfills
∂
∂tU(t) = −iHˆV(t)U(t). Therefore
U(t) = 1+
∞∑
n=1
(−i)n
∫ t
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtnHˆV(t1)HˆV(t2) . . . HˆV(tn) =
= 1+
∞∑
n=1
(−i)n
n!
∫ t
0
dt1
∫ t
0
dt2 . . .
∫ t
0
dtnT {HˆV(t1)HˆV(t2) . . . HˆV(tn)} =
= T
{
exp
(
−i
∫ t
0
dt′HˆV(t′)
)}
, (2.39)
where T is the time-ordering operator. The S matrix is defined as S(t, t′) := U(t)U †(t′) and
is therefore given by
S(t, t′) = T
{
exp
(
−i
∫ t
t′
dt′′V (t′′)
)}
. (2.40)
We can now write a state at time t in terms of another at a previous general time t′ as
Ψ(t) = S(t, t′)Ψ(t′). In particular, we can think of the state |vac〉 as coming from an adiabatic
evolution of the free vacuum |0〉, defined by Hˆ0|0〉 = 0. That is, we can take the system
at time t = −∞ to be described by Hˆ0, and then adiabatically switch the interaction HˆV,
being able to write |vac〉 = S(0,−∞)|0〉. Using the S matrix, we can then express the GFs
in terms of the free vacuum. For example, the causal (time-ordered) Green’s function reads
GC(λ, t;λ′, t′) =
−i〈0|T {Ψˆλ(t)Ψˆ†λ′(t′)}S(−∞,∞)|0〉
〈0|S(−∞,∞)|0〉
= −i
∞∑
n=0
(−i)n
n!
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2 . . .
∫ ∞
−∞
dtn
〈0|T {Ψˆλ(t)Ψˆ†λ′(t′)HˆV(t1)HˆV(t2) . . . HˆV(tn)}|0〉
〈0|S(−∞,∞)|0〉
= −i
∞∑
n=0
(−i)n
n!
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2 . . .
∫ ∞
−∞
dtn〈0|T {Ψˆλ(t)Ψˆ†λ′(t′)HˆV(t1)HˆV(t2) . . . HˆV(tn)}|0〉c
= −i
∞∑
n=0
(−i)n
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2 . . .
∫ ∞
−∞
dtn〈0|T {Ψˆλ(t)Ψˆ†λ′(t′)HˆV(t1)HˆV(t2) . . . HˆV(tn)}|0〉c,d. (2.41)
In this expression the subindex c refers to the connected Feynman diagrams of the pertur-
bation series, while the subindex d refers to the physically not equivalent terms/diagrams
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(since to order n we have n! equivalent diagrams). Also, the term n = 0 in the sum gives
simply the bare Green’s function G0(λ, t;λ
′, t′). Introducing the form of the perturbation
HˆV in (2.41) and using Wick’s theorem, the causal Green’s function can be written in terms
of a Dyson equation:
G = G0 +G0ΣG =⇒ G = 1
1−G0ΣG0. (2.42)
Here, Σ is the self-energy – an expansion including all the connected and physically not
equivalent terms/diagrams allowed by the interaction.
Green’s functions are useful in both equilibrium and non-equilibrium situations. They allow
for example to calculate the density of states, or the current and noise spectrum through
out-of-equilibrium systems. In equilibrium and at finite temperature, GFs fulfill as expected
a fluctuation-dissipation relation. This can be seen projecting the GFs onto an eigenbasis
{εn} of H (Lehmann representation). For example, for G< we find
G<(λ, t;λ′, t′) = i〈Ψˆ†λ′(t′)Ψˆλ(t)〉 = i
1
Z
∑
µ
〈µ|e−βHˆΨˆ†λ′(t′)Ψˆλ(t)|µ〉
= i
1
Z
∑
µ,ν
e−βεµ〈µ|eiHˆt′Ψˆ†λ′e−iHˆt
′ |ν〉〈ν|eiHˆtΨˆλe−iHˆt|µ〉
= i
1
Z
∑
µ,ν
e−βεµ〈µ|Ψˆ†λ′ |ν〉〈ν|Ψˆλ|µ〉ei(εν−εµ)(t−t
′) =⇒ (2.43)
⇒ G<(λ, λ′, ω) = 2pii
Z
∑
µ,ν
e−βεµ〈µ|Ψˆ†λ′ |ν〉〈ν|Ψˆλ|µ〉δ (εν − εµ + ω) . (2.44)
Similarly, G>(λ, λ′, ω) = −2piiZ
∑
µ,ν e
−β(εµ−ω)〈µ|Ψˆ†λ′ |ν〉〈ν|Ψˆλ|µ〉δ (εν − εµ + ω), so thatG>(λ, λ′, ω) =
−eβωG<(λ, λ′, ω), a relation known as detailed balance. In these expressions Z := Tr{e−βHˆ}
is the partition function and β := 1kBT . Proceeding in a similar manner for the spectral
function A(λ, ω) := i [G>(λ, ω)−G<(λ, ω)] = i [GR(λ, ω)−GA(λ, ω)] = −2Im{GR(λ, ω)},
we arrive to the identity
G<(λ, ω) = if(ω)A(λ, ω), (2.45)
where f(ω) ≡ (eβω + 1)−1 is the Fermi function. This relation is the fluctuation-dissipation
theorem, which may be also written as G>(λ, ω) = i [f(ω)− 1]A(λ, ω). Using Eq. (2.45)
we realize that the spectral function is nothing but the density of states at a given energy,
since the average occupation number is given by 〈nˆλ〉 = 〈Ψˆ†λΨˆλ〉 = −iG<(λ, t = 0) =
−i ∫∞−∞ dω2piG<(λ, ω) = ∫∞−∞ dω2pi f(ω)A(λ, ω).
The presented GFs formalism is valid at finite temperatures and out of equilibrium pro-
vided that we use the appropriate integration contour in the integrals appearing in (2.41)
[HJ96]. In particular, we will focus on transport problems (c.f. Fig. 2.1) described by
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a Hamiltonian of the form (2.12), with HˆS =
∑
mEm|m〉〈m|, HˆR =
∑
λα ελαcˆ
†
λαcˆλα and
HˆV =
∑
λαm Vλαmcˆ†λαdˆm + H.c., corresponding to system, reservoirs and coupling respec-
tively. Here cˆ†λα creates an electron with quantum numbers λ in reservoir α, and dˆm annihi-
lates an electron from site m of the central region. {|m〉} and {Em} are the eigenstates and
eigen-energies of the central region, {ελα} are the eigen-energies of reservoir α, and Vλαm the
site-reservoir couplings. The current through the system can be expressed in terms of the
lesser Green’s function G<kα,m(t− t′) ≡ i〈cˆ†kα(t′)dˆm(t)〉. This can be easily seen if we generate
the equation of motion for the mean current, that is 〈Iˆ〉 = 〈IˆL〉 = 〈 ˙ˆnL〉 = i〈[nˆL, Hˆ]〉, which,
using nˆL ≡
∑
λ cˆ
†
λLcˆλL, for the previous Hamiltonian gives
10
〈Iˆ〉 = 〈IˆL〉 = 2e
~
Re
{∑
k,m
VkLmG<kL,m(t, t)
}
. (2.46)
For non-interacting leads, G<kα,m(t − t′) can be written in terms of the GFs corresponding
to central region and reservoirs, Gmm′ and gkα respectively. In the frequency space, this
relation reads G<kα,m(ε) =
∑
m′ V∗kαm′
[
GRmm′(ε)g
<
kα(ε) +G
<
mm′(ε)g
A
kα(ε)
]
[MW92], and leads
to the expression for the current through the system [MW92, JWM94, HJ96]
〈Iˆ〉 = ie
2h
∫
dεTr
{
[ΓL(ε) − ΓR(ε)]G<(ε) + [fL(ε)ΓL(ε) − fR(ε)ΓR(ε)]
[
GR(ε)−GA(ε)] }. (2.47)
This formula was derived by Meir and Wingreen in a seminal paper, and has been widely
used to study transport problems. Here, [Γα(ε)]mn = 2piD(ε)V∗αm(ε)Vαn(ε) is an energy-
dependent rate corresponding to reservoir α, being D(ε) its density of states and fα(ε) its
distribution (Fermi) function. Interestingly, if the rates are proportional, ΓL ∝ ΓR, Eq. (2.47)
adopts the form of a Landauer-Bu¨ttiker formula, namely 〈Iˆ〉 = eh
∫
dεT(ε) [fL(ε)− fR(ε)],
with T(ε) ≡ iTr
{
ΓL(ε)ΓR(ε)
ΓL(ε)+ΓR(ε)
[
GR(ε)−GA(ε)]}. An equation for the zero-frequency noise
spectrum in terms of GFs of the central region can be similarly found [Kie05]. However, a
frequency-dependent version of this result has, to our knowledge, not yet been reported.
The quantum-well model of Fig. 2.2, used used above to briefly exemplify the scattering ma-
trix and density operator formalisms, can be also treated with the non-equilibrium GFs ap-
proach. The Green’s functions GR and GA in the expression for the current (2.47) can be ob-
tained through the Dyson equation (2.42). Assuming that only one level is defined in the well,
the self-energy reads ΣR/A(ε) =
∑
k,α=L,R |Vkα|2gR/Akα =
∑
k,α=L,R
|Vkα|2
ε−εkα±iη = ∆(ε) ∓
i
2Γ(ε),
where ∆ ≡ ∆L+∆R and Γ ≡ ΓL+ΓR are the real and imaginary parts of the self-energy re-
spectively. The lesser GF, however, needs to be obtained through the Keldysh equation G< =
GRΣ<GA [HJ96], being Σ<(ε) =
∑
k,α=L,R |Vkα|2g<kα(ε) = i [ΓL(ε)fL(ε) + ΓR(ε)fR(ε)]. In-
serting these results in Eq. (2.47), the current through the resonant level (with energy ε0)
10Here we take spinless particles. An extra factor 2 should be added to these formulae if spin-two particles
are considered.
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reads
〈Iˆ〉 = e
h
∫
dε
ΓL(ε)ΓR(ε)
[ε− ε0 −∆(ε)]2 + [Γ(ε)/2]2 [fL(ε)− fR(ε)] , (2.48)
which has the form of a Landauer-Bu¨ttiker formula, and whose transmission coefficient should
be compared with Eq. (2.10). In the following, we present in detail a more complicated
example of a quantum transport, solved with the non-equilibrium GFs formalism.
2.1.3.1 Example: Tight-Binding model
We here illustrate how the GFs formalism is applied in quantum transport problems, let us
consider the model depicted in Fig. 2.3. It consists of a molecule with two levels (not coupled
to each other) attached to contacts modeled as a tight-binding chain. The Hamiltonian of
the total system, can be written in the matrix form
H =

HL HLM 0
HML HM HMR
0 HRM HR
 , (2.49)
where
HM =
(
ε1 0
0 ε2
)
; HL = HR =

ε0 t 0 . . .
t ε0 t . . .
0 t ε0 . . .
...
...
...
 ;
HML = (HLM )T =
(
0 . . . 0 T1
0 . . . 0 T2
)
; HMR = (HRM )T =
(
T1 0 . . . 0
T2 0 . . . 0
)
;
(2.50)
we assume that the system is driven with a voltage such that there is a net current of electrons
flowing through the two levels of the central molecule, and we aim to calculate this current.
According to the GFs formalism, it will be given by11
〈Iˆ〉 = 〈IˆL〉 = ie
~
∑
m=1,2
{
Tm〈cˆ†Ldˆm〉 −H.c.
}
=
e
~
∑
m=1,2
{
TmG
<
Lm +H.c.
}
, (2.51)
11Here we take spinless particles. An extra factor 2 should be added to these formulae if spin-two particles
are considered.
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Figure 2.3: A molecule with two levels (not coupled to each other) is attached to two
(left and right) semi-infinite tight-binding chains. If these chains are at different chemical
potentials, transport through the molecule is possible. The levels have energies ε1 and ε2,
and whose couplings to the chains are given by T1 and T2 respectively. The chains are
composed of atoms with energy ε0 and coupled to each other with energy t.
with cˆ†L creating an electron in chain L, on the site coupled to level m of the molecule, and
with dˆm destroying an electron from this level. To calculate G
<
Lm we use [HJ96]
G< = GR(GR0 )
−1G<0 (G
A
0 )
−1GA. (2.52)
In our case, the bare GFs can be written as
G
R/A
0 =

(g
R/A
L )
−1 0 0 0
0 ω − ε1 0 0
0 0 ω − ε2 0
0 0 0 (g
R/A
R )
−1
 ; G<0 =

ifL(ω)A(ω) 0 0 0
0 0 0 0
0 0 0 0
0 0 0 ifR(ω)A(ω)
 ;
where we have used the fluctuation-dissipation relation (2.45). Here, g
R/A
L/R is the retarded/ad-
vanced (R/A) GF corresponding to the left/right (L/R) semi-infinite tight-binding chain. Let
us denote this simply as g. To relate it to the GF of an infinite tight-binding chain, say gTB ,
we notice that if the last fulfills (ω − ε0 − 2Σ)gTB(ω) = 1, then (ω − ε0 − Σ)g(ω) = 1, so
that the relation between g and gTB is
g(ω) =
2gTB(ω)
ωgTB(ω) + 1
. (2.53)
Now, gTB(ω) can be calculated as
gTB(ω) =
∑
k
|φk〉〈φk|
ω − εk
=
|ck|2
N
∑
nn′
∑
k
eka(n−n
′)|ϕn〉〈ϕn′ |
ω −Hk/sk
=
∑
nn′
1
N
∑
k
eika(n−n
′)
ωsk −Hk︸ ︷︷ ︸
[gTB(ω)]nn′
|ϕn〉〈ϕn′ |.
Here we have expanded the orbital wavefunction in terms of atomic wavefunctions: |φk〉 =
ck√
N
∑
n e
ikna|ϕn〉, being N the number of atoms, a the interatomic distance, and k the
momentum. Also, we have used the definitions of sk andHk that arise from the normalization
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condition and the Schro¨dinger equation:
1 = 〈φk|φk〉 = |ck|
2
N
∑
nn′
eik(n−n
′)a〈ϕn′ |ϕn〉 ' |ck|2 (1 + 2s1 cos(ka))︸ ︷︷ ︸
:=sk
, (2.54)
0 = 〈ϕn′ |(Hˆα − εk)|φk〉 = ck√
N
∑
n
(
〈ϕn′ |Hˆα|ϕn〉 − εk〈ϕn′ |ϕn〉
)
' ck√
N
[
ε0 + t(e
ika + e−ika)︸ ︷︷ ︸
:=Hk
−εk
(
1 + s1(e
ika + e−ika)
)
︸ ︷︷ ︸
sk
]
, (2.55)
with s1 ≡ 〈ϕn+1|ϕn〉, α = L,R, and where in the approximation ' we have taken the sum
to first neighbours only. Therefore we have the tight-binding GF
[gTB(ω)]nn′ =
1
N
∑
k
eika(n−n
′)
ωsk −Hk
≈ a
2pi
∫ pi/a
−pi/a
eika(n−n
′)dk
ω[1 + s1(eika + e−ika)]− ε0 − t(eika + e−ika) .
(2.56)
Performing the integral, we find
[gTB(ω)]nn =
1√
(ω − ε0)2 − [2(ωs1 − t)]2
. (2.57)
[gTB(ω)]n,n+1 =
1
2pii
1
ωs1 − t ln
{
2(ωs1 − t) + (ω − ε0)
2(ωs1 − t)− (ω − ε0)
}
− (ω − ε0)/[2(ωs1 − t)]√
(ω − ε0)2 − [2(ωs1 − t)]2
.
(2.58)
The GFs GR and GA are obtained by adding the proper infinitesimal convergence factor to
G =

g−1 ωs1 − T1 ωs1 − T2 0
ωs1 − T1 ω − ε1 0 ωs1 − T1
ωs1 − T2 0 ω − ε2 ωs1 − T2
0 ωs1 − T1 ωs1 − T2 g−1
 . (2.59)
Using the derived GFs together with Eq. (2.52) and Eq. (2.51), and assuming that a poten-
tial difference eV is applied between both tight-binding chains, we finally find a Landauer-
Bu¨ttiker formula (2.6) for the current, with
Tn(E) =
(ω − εn¯)(ωsn − Tn)
[
(ω − εn)(ωsn − Tn¯)2 + (ω − εn¯)(ωsn − Tn)2
]
TnA
2(E)
2
{
[(ω − εn)(ω − εn¯)]2 + 4|g(E)|2 [(ω − εn)(ωsn − Tn¯)2 + (ω − εn¯)(ωsn − Tn)2]2
} ,
(2.60)
where n = 1, 2 and n¯ =
{
2 if n = 1
1 if n = 2
, and which reduces to Tn(E) =
T 2nA
2(E)
(ω−εn)2+16|g(E)|2T 4n
in the limit εn¯ = εn, Tn¯ = Tn, sn = 0.
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2.2 Experiments in quantum transport
In the last years, experiments on quantum transport have experienced an enormous advance
with the development of novel nanoscopic conductors. In particular, new types of quantum
dots are now being fabricated, for example using nanowires, nanotubes, and graphene. This
opens the possibility of exploring new physics, such as strong spin-orbit and hyperfine effects.
In this section we focus our interest on carbon-nanotube quantum dots, a very rich system
where important effects such as Klein tunneling have been recently demonstrated [SGK09],
and currently drawing a lot of attention in the context of nano-mechanics [SYU¨+04, SHW+09,
LTK+09] and optoelectronics [AC06, DDSJ07, KCHM10]. Here we present an experiment on
the hyperfine interaction in carbon-nanotube double quantum dots (CNDQDs). The results
shown in this section characterize the nuclear spin environment to which quantum dots are
typically coupled, and the advantages of using carbon-nanotube quantum dots – a system
free of nuclear spin – in the context of quantum computation.
2.2.1 Electron transport and spin manipulation in CNDQDs12
For coherent electron spins, the hyperfine coupling to nuclei in the host material can either be
a dominant source of unwanted spin decoherence [KLG02, PJT+05, KBT+06] or, if controlled
effectively, a resource enabling storage and retrieval of quantum information [Kan98, TML03,
DCJ+07, HDF+08]. Here we investigate the effect of a controllable nuclear environment on
the evolution of confined electron spins. The system we consider is a gate-defined double
quantum dots with integrated charge sensors made from single-walled carbon nanotubes with
a variable concentration of 13C (nuclear spin I = 1/2) among the majority zero-nuclear-
spin 12C atoms. We observe strong isotope effects in spin-blockaded transport, and from
the magnetic field dependence estimate the hyperfine coupling in 13C nanotubes to be of
the order of 100 µeV, two orders of magnitude larger than anticipated [Yaz08, SP96]. 13C-
enhanced nanotubes are an interesting system for spin-based quantum information processing
and memory: the 13C nuclei differ from those in the substrate, are naturally confined to one
dimension, lack quadrupolar coupling and have a readily controllable concentration from less
than one to 105 per electron.
2.2.1.1 The hyperfine problem
Nuclear magnetism is typically weaker than electronic magnetism, since the nuclear mass,
mn, is three orders of magnitude larger than the electron mass, me, and thus the respective
magneton, µI ≡ e~2mn  µB ≡ e~2me . Nuclear magnetism is nonetheless a very relevant source
12The results presented in this subsection have been published in [CBH+09].
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of decoherence in the spin-qubit proposals [LD98, Kan98]. Here, a large number of nuclei
(105 − 106) in the host material interact with the electronic spin and induce relaxation and
dephasing. Mathematically, both fine and hyperfine (HF) interactions are obtained from the
Dirac Hamiltonian13
HDirac = ~α ·
(
~p− e ~A(~R)
)
+ eU(~R) + βmec
2, (2.61)
where ~p is the electron momentum, ~A the vector potential associated with the nuclear mag-
netic field, c the speed of light, U(~R) the nuclear potential14, ~R a vector from the nucleus to
the electron, and
~α ≡
(
0 ~σ
~σ 0
)
; β ≡
(
1 0
0 −1
)
;
being ~σ ≡ (σx, σy, σz)T a vector of Pauli operators denoting the electron spin. In the non-
relativistic limit, |E − eU |  mc2, with E the electron energy, this Hamiltonian reduces to
the Pauli Hamiltonian
HPauli = 1
2me
(
~p− e ~A(~R)
)2
+ eU(~R)− µB
(
~∇× ~A(~R)
)
· ~σ. (2.62)
Notice that the first two terms correspond to kinetic and potential energy, while the third
term captures the magnetic field - spin interaction. Expanding
(
~p− e ~A(~R)
)2
and neglecting
the quadratic term in the vector potential (which is legitimate due to the very small energy
correction that it produces), and decoupling the two spinors through a Foldy-Wouthuysen
transformation, we have HPauli = H0+HF+HHF , with H0 ≡ ~p
2
2me
+eU(~R), and the hyperfine
Hamiltonian
HHF = − e
2me
(
~p · ~A(~R) + ~A(~R) · ~p
)
− µB
(
~∇× ~A(~R)
)
· ~σ. (2.63)
The fine-structure Hamiltonian HF contains effects of the electric field ~E = −~∇U(~R) created
by the nucleus, such as the familiar spin-orbit coupling − e~4m2ec2 ( ~E×~p)·~σ. Although in principle
these can be very relevant, spin-orbit effects are negligible in highly confined structures
[HSO+01], and we thus here center our attention in the HF interaction. The first term
in Eq. (2.63), simplified properly, gives a ‘nuclear spin-orbit’: −µ04pi 2µB~
~L·~mI
R3
, where µ0 is
the vacuum magnetic permeability constant, ~mI the nuclear magnetic dipole moment, and
~L ≡ ~R× ~p the electron angular momentum. The second term in Eq. (2.63) gives a different
contribution depending on whether ~R lies outside our inside the nucleus. In the first case,
the term simplifies to the dipole-dipole interaction, while in the second case, it gives the
13In this section we obviate the hat in the notation for operators.
14Notice that this potential can contain different terms from the multipolar expansion. For the two cases
of interest in this thesis, namely 13C with nuclear spin 1/2 and 14N with nuclear spin 1, U(~R) contains only
the dipolar term and the dipolar and quadropolar terms respectively.
Chapter 2. Quantum transport in nanoscopic conductors 56
so-called Fermi contact term. Although of finite size, the nuclear radius can be taken to be
zero, as this is typically much smaller than the atomic size (∼ Bohr radius a0). Altogether,
the hyperfine interaction can be written as
HHF = −µ0
4pi
[ 2µB
~
~L · ~mI
R3︸ ︷︷ ︸
nuclear spin-orbit
+
1
R3
[3(~mS · ~eR)(~mI · ~eR)− ~mS · ~mI ]︸ ︷︷ ︸
dipole-dipole
+
8pi
3
~mS · ~mIδ(~R)︸ ︷︷ ︸
contact term
]
.
(2.64)
In this expression, ~eR is a unit vector in the ~R direction and ~mS is the electron magnetic dipole
moment. In terms of the electron spin ~S, this reads ~mS = geµB ~S = ~γe~S, and similarly, the
nuclear magnetic moment is related with the nuclear spin ~I as ~mI = gnµn~I = ~γn~I, where
ge/n and γe/n are the electron/nuclear g-factor and gyromagnetic ratio respectively.
The contact-term in the Hamiltonian (2.64) gives a non-zero contribution only for s-wave
electrons, and in this case it is indeed the most relevant contribution to the HF interaction.
Most of the present studies on nuclear HF interaction focus on this term, which, including
the effect of an externally-applied uniform magnetic field along the z direction, Bextz , and
considering an ensemble of nuclear spins, takes the form
H(Fermi)HF = geµBBextz Sz + gnBextz
∑
j
µ(j)n I
(j)
z︸ ︷︷ ︸
external field
+
∑
j
ajI
(j)
z Sz︸ ︷︷ ︸
Overhauser field
+
∑
j
2aj(I
(j)
+ S− +H.c.)︸ ︷︷ ︸
flip-flop term
,
(2.65)
where we have defined S± := 12(S+ ± S−), I± := 12(I+ ± I−), and used the rotating wave
approximation. The second term produces the so-called Overhauser shift in the electronic
spectrum, or alternatively it can be viewed as a shift in the nuclear frequency – the Knight
shift. The third term produces ‘flip-flop’ processes between electrons and nuclei. This term
dominates the electron dynamics if it is of larger magnitude than the effective field Beffz =
Bextz +
1
geµB
∑
j AjI
(j)
z , and it can be used to store the quantum information in the nuclei
[TML03]. The quantity A =
aj
v0|ψ(~rj)|2 (with v0 the atomic volume and ψ(~rj) the atomic
wavefunction evaluated at the nuclear position) is the hyperfine-interaction constant, which
in GaAs takes the value A ' 90 µeV [PLSS77]. In the work presented in this section, we
have measured the HF constant in 13C CNDQDs, finding A ' 100 µeV. This is a remarkable
large value. The spin-orbit coupling, expected to be three orders of magnitude larger than
the HF coupling, as noticed above, has been reported to be ∼ 400 µeV in CNTs [KIRM08];
moreover, the measured value of the HF constant is in discrepancy with the existing theory
[SP96, SDD98, Yaz08, FTL09].
In this work we also present the first existing measurements of spin blockade [OATT02] in
Chapter 2. Quantum transport in nanoscopic conductors 57
CNTs, together with those of Buitelaar et al. [BFC+08]. This effect is used as a means of
spin-to-charge conversion, and in this way being able to read out the electron spin state. In
a later work [CKH+09], spin blockade has been used to measure relatively good relaxation
and dephasing times in CNDQDs. In subections 2.2.1.2 – 2.2.1.6 the experiment is described.
For additional reading about the hyperfine interaction, we refer the reader to [Abr61, Sli63,
CTDL77]. A review of the HF interaction in the context of quantum dots can be found e.g.
in [FTCL09].
2.2.1.2 Introduction to the experiment
Techniques to prepare, manipulate and measure few-electron spin states in quantum dots
have advanced considerably in recent years, with the leading progress in III-V semiconductor
systems [PJT+05, KBT+06, OATT02, HKP+07]. All stable isotopes of III-V semiconductors,
such as GaAs, have non-zero nuclear spin, and the hyperfine coupling of electron spins to
host nuclei is a dominant source of spin decoherence in these materials [KLG02, PJT+05,
MER02, CFL08]. To eliminate this source of decoherence, group-IV semiconductors–various
forms of carbon, silicon and silicon-germanium–which have predominantly zero nuclear spin,
are being vigorously pursued as the basis of coherent spin electronic devices. Double quantum
dots have recently been demonstrated in carbon nanotubes [BGM+05, SMB+06, GCH+06],
including the investigation of spin effects [BFC+08, JGRW+08].
The devices reported are based on single-walled carbon nanotubes grown by chemical vapour
deposition using methane feedstock containing either 99% 13C (denoted 13C devices) or 99%
12C (denoted 12C devices) [LF01]. The device design (Fig. 2.4a) uses two pairs of Pd contacts
on the same nanotube; depletion by top-gates (blue, green and grey in Fig. 2.4a) forms a
double dot between one pair of contacts and a single dot between the other. Devices are
highly tunable, as demonstrated in Fig. 2.4, which shows that tuning the voltage on gate M
(Fig. 2.4a) adjusts the tunnel rate between dots, enabling a crossover from large single-dot
behaviour (Fig. 2.4b) to double-dot behaviour (Fig. 2.4c). Left and right tunnel barriers can
be similarly tuned using the other gates shown in blue in Fig. 2.4a.
2.2.1.3 Spin blockade
A notable feature of nanotube quantum dots that is not shared by GaAs dots is that the
energy required to add each subsequent electron, the addition energy, often shows shell-filling
structure even in the many-electron regime [JGRW+08]. An example of a shell-filling pattern,
with larger addition energy every fourth electron in the right dot, is seen in Fig. 2.4d. We
find, however, that evident shell filling is not necessary to observe spin blockade at finite
bias. Figures 2.5a and 2.5b show current through the double dot, Idd, as a function of gate
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Figure 2.4: Nanotube double dot with integrated charge sensor. a) SEM micrograph (with false
color) of a device similar to the measured 12C and 13C devices. The carbon nanotube (not visible)
runs horizontally under the four Pd contacts (red). Top-gates (blue) create voltage-tunable tunnel
barriers allowing the formation of a single or double quantum dot between contacts 1 and 2. Plunger
gates L and R (green) control the occupancy of the double dot. A separate single dot contacted by
Pd contacts 3 and 4 is controlled with gate plunger gate S (gray) and is capacitively coupled to the
double dot via a coupling wire (orange). b) Current through the double dot, Idd, (color scale) with
the top-gates configured to form a large single dot. c) When carriers beneath the middle gate, M,
are depleted, Idd shows typical double-dot transport behavior, demarcating the honeycomb charge
stability pattern. d) Within certain gate voltage ranges, honeycomb cells with larger addition energy
and fourfold periodicity (outlined with dashed lines) indicate the filling of spin and orbital states in
shells. Source-drain bias is −1.0 mV for (b), (c), and (d).
voltages VR and VL for a weakly coupled, many-electron
13C double dot at +1 and −1 mV
source-drain bias, respectively, in a range of dot occupancy that does not show shell structure
in the addition spectrum of either dot. With a magnetic field B|| = 200 mT applied along
the tube axis, current flow is observed throughout the finite-bias triangles at positive bias,
but is suppressed at negative bias for detuning below 0.8 meV, which presumably indicates
where an excited state of the right dot enters the transport window.
Current rectification of this type is a hallmark of spin blockade [OATT02] (Fig. 2.5e). At
positive bias, current flows freely as electrons of appropriate spin are drawn from the right
lead to form the singlet ground state; at negative bias, current is blocked whenever a triplet
Chapter 2. Quantum transport in nanoscopic conductors 59
  
(m
V
)
1
0
10
0
-410 -395
 (
m
V
)
19.5
18.5
g
  
(1
0
  
 e
 /
h
)
10
0
-400 -385
18.5
17.5
1.0
0.0
V
R
V
R
-50 500
B   (mT)
VL  (mV)VL  (mV)
  
(m
V
)
V
R
  
(m
V
)
V
R
2
-3
s
g
  
(1
0
  
 e
 /
h
)
2
-3
s
||
I 
  
  
(p
A
)
d
d
I 
  
  
(p
A
)
d
d
I  
  
 
(p
A
)
d
d
T
S
T
S
10
0
10
0 1
0
-1 mV bias
B   = 200 mT||
+1 mV bias
B   = 200 mT||
a
c
b
d
e f
+ bias
  bias
_
+1 mV bias
-1 mV bias
V   = 256 mVM
V   = 222 mV
       
M
x5
Figure 2.5: Spin blockade in a 13C nanotube double dot. a) Current Idd (color scale) at +1.0
mV source-drain bias, the non-spin-blockaded bias direction. Transport is dominated by resonant
tunneling through the ground state at the base of the finite bias triangles and through an excited
state at a detuning of 0.7 meV. b) Idd (color scale) at −1.0 mV source-drain bias, the spin-blockaded
bias direction. Idd is suppressed except near the tips of the transport triangles, where an excited
state of the right dot becomes accessible. Suppressed transport for one bias direction is the signature
of spin blockade. c) Charge sensing signal, gs, (conductance of the sensing dot between contacts
3 and 4 in Fig. 2.4a), acquired simultaneously with (a) detects the time-averaged occupation of
the right dot. d) Charge sensing signal gs for −1.0 mV bias (blockade direction). The transfer of
charge from the left dot to the right is delayed until the excited state is reached at high detuning.
In (a)–(d) dashed lines indicate allowed regions for current flow in the absence of blockade. e)
Schematic of spin-blockaded transport. Any spin may occupy the left dot, but only a spin singlet is
allowed in the right dot, suppressing negative bias current once an electron enters the left dot and
forms a triplet state. f) Current Idd at zero detuning as a function of magnetic field for positive
bias (non-blockade, red trace) and negative bias (blockade, purple trace).
state is formed between separated electrons, as the excess electron on the left can neither
reenter the left lead nor occupy the lowest orbital state on the right without flipping its
spin. Spin blockade was identified in all four devices measured, two each of 12C and 13C.
Spin blockade was occasionally found to follow a regular even-odd filling pattern, as seen
in few-electron GaAs dots [JPM+05], though no pattern was seen adjacent to the area in
Fig. 2.5.
Electrostatic sensing of the double-dot charge state is provided by a gate-defined quantum
dot formed on a separately contacted portion of the same nanotube. The sensing dot is
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capacitively coupled to the double dot by a ∼ 1 µm coupling wire [HCR+07] (orange gate in
Fig. 2.4a) but electrically isolated by a depletion gate between the Pd contacts. Charge sensor
conductance gs as a function of VR and VL, acquired simultaneously with transport data in
Fig. 2.5a,b, is shown in Fig. 2.5c,d. The location of the coupling wire makes gs especially
sensitive to occupancy of the right dot. Inside the positive-bias triangles (Fig. 2.5c), gs is
intermediate in value between their bordering regions, indicating that the excess electron
is rapidly shuttling between the dots as current flows through the double dot. In contrast,
inside the negative-bias triangles (Fig. 2.5d), gs shows no excess electron on the right dot as
a result of spin blockade. These sensor values are consistent with models of finite-bias charge
sensing in the spin-blockade regime [JPM+05].
The magnetic field dependence of spin blockade provides important information about elec-
tron spin relaxation mechanisms[KFE+05, JN06]. A first look at field dependence (Fig. 2.5f)
for a 13C device shows that for negative bias (purple), spin-blockade leakage current is
strongly peaked at B|| = 0, while for positive bias, the unblockaded current does not de-
pend on field. As discussed below, this field dependence can be understood in terms of
hyperfine-mediated spin relaxation.
2.2.1.4 12C vs 13C
The striking difference in field dependence of spin-blockade leakage current between 12C and
13C devices is illustrated in Fig. 2.6a,b. These data show that for negative (spin-blockaded)
bias, leakage current is a minimum at B|| = 0 for the 12C device and a maximum at B|| = 0
for the 13C device. In fourteen instances of spin blockade measured in four devices (two
13C and two 12C), we find that leakage current minima can occur at B|| = 0 in both 12C and
13C devices, particularly for stronger interdot tunneling. For weaker interdot tunneling,
however, only the 13C devices show maxima of spin-blockade leakage at B|| = 0. In all cases,
the positive bias (non-spin-blockade) current shows no appreciable field dependence.
Figure 2.6e shows spin-blockade leakage current as a function of B|| at fixed detuning (the
detuning value is shown as a black line in Fig. 2.6a), along with a best-fit lorentzian, for
the 12C device. The lorentzian form was not motivated by theory, but appears to fit rather
well. The width of the dip around B|| = 0 increases with interdot tunneling (configuration
Fig. 2.6e has t ∼ 50 µeV, based on charge-state transition width [HCR+07]). We note
that a comparable zero-field dip in spin-blockade leakage current was recently reported in a
double dot formed in an InAs nanowire [PSEL07], a material system with strong spin-orbit
coupling. In the present system, the zero-field dip may also be attributable to spin-orbit
coupling [KIRM08], resulting in phonon-mediated relaxation that vanishes at B|| = 0.
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Figure 2.6: Contrasting magnetic field dependence of leakage current for 12C and 13C devices.
Leakage current through spin blockade (color scale) as a function of detuning and magnetic field, B||,
for (a) 12C and (b) 13C devices. The vertical axes in (a) and (b) are interdot detuning as indicated
by the orange lines in (c) and (d), respectively. In (a) B|| was swept and detuning stepped, while
in (b) detuning was swept and B|| stepped. Bias is −1.5 mV in (c) and −4 mV in (d). (e) and (f)
show cuts along B|| at the detunings indicated by the red lines in (a) and (b), respectively. The fit
in (e) is a Lorentzian with a width of 30 mT, and the fit in (f) is to the theory of Jouravlev and
Nazarov [JN06], providing a measure of Bnuc = 6.1 mT.
Hyperfine coupling appears to the confined electrons as an effective local Zeeman field (the
Overhauser field) that fluctuates in time independently in the two dots, driven by thermal
excitation of nuclear spins. The difference in local Overhauser fields in the two dots will
induce rapid mixing of all two-electron spin states whenever the applied field is less than
the typical difference in fluctuating Overhauser fields. (At higher fields, only the m = 0
triplet can rapidly mix with the singlet). How hyperfine-mediated spin mixing translates to
a field dependence of spin-blockade leakage current was investigated experimentally in GaAs
devices [KFE+05], with theory developed by Jouravlev and Nazarov [JN06].
Field dependence of spin-blockade leakage current for the 13C device is shown in Fig. 2.6f,
along with a theoretical fit (Eq. (11) of Ref. [JN06], with a constant background current
added), from which we extract a root mean square amplitude of fluctuations of the local
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Overhauser fields, Bnuc = 6.1 mT. Assuming gaussian distributed Overhauser fields and
uniform coupling, Bnuc is related to the hyperfine coupling constant A by gµBBnuc = A/
√
N,
where g is the electron g-factor and N is the number of 13C nuclei in each dot [JN06]. Taking
N ∼ 3–10×104 and g = 2, yields A ∼ 1–2×10−4 eV, a value that is two orders of magnitude
larger than predicted for carbon nanotubes [Yaz08] or measured in fullerenes [SP96].
2.2.1.5 Hyperfine constant
Signatures of dynamic nuclear polarization provide further evidence of a strong hyperfine
interaction in 13C double dots. Hysteresis in the spin-blockade leakage current near zero
detuning is observed when the magnetic field is swept over a tesla-scale range, as shown in
Fig. 2.7a. The data in Fig. 2.7a,b are from the same 13C device as in Fig. 2.6, but with
the barriers tuned such that cotunneling processes provide a significant contribution to the
leakage current.
We interpret the hysteresis in Fig. 2.7a as resulting from a net nuclear polarization induced
by the electron spin flips required to circumvent spin blockade [BKOT07]. This nuclear
polarization generates an Overhauser field felt by the electron spins that opposes B|| once
B|| passes through zero. The value of the coercive field, Bc ∼ 0.6 T, the external field at
which the two curves rejoin, places a lower bound for the hyperfine coefficient, A ≥ gµBBc ∼
0.7×10−4 eV (equality corresponding to full polarization), independent of the value inferred
from the width of the leakage current peak around zero field (Fig. 2.6c). If we instead use the
value of A inferred from the current peak width (Fig. 2.6c), the size of Bc implies a ∼ 50%
polarization for the data in Fig. 2.7a. Hysteresis is not observed for non-spin-blockaded
transport in the 13C devices and is not observed in the 12C devices, suggesting that this
effect cannot be attributed to sources such as the Fe catalyst particles or interaction with
nuclei in the substrate or gate oxide.
Figure 2.7b shows that the induced nuclear polarization persists for ∼ 10 minutes, two
orders of magnitude longer than similar processes in GaAs double dots [RTP+10]. The long
relaxation time indicates that nuclear spin diffusion is extremely slow, due both to the one-
dimensional geometry of the nanotube and the material mismatch between the nanotube and
its surroundings. Field and occupancy dependence of relaxation were not measured.
Large fluctuations in Idd are seen at some values of magnetic field, but not at others
(Fig. 2.7c), similar to behavior observed in GaAs devices [KFE+05]. This presumably reflects
an instability in nuclear polarization that can arise when polarization or depolarization rates
themselves are polarization dependent [RL07, BKOT07].
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Figure 2.7: Hysteresis and fluctuations in leakage current. a) The spin-blockade leakage current
for a 13C device measured for decreasing (increasing) magnetic field (sweep rate 0.4 mT/s), shown
in blue (red), after waiting at +1 T (−1 T) for 10 minutes. Hysteresis is seen on a field scale > 0.5 T
for both sweep directions. b) Decay of leakage current over time measured by stopping a downward
sweep at −0.25 T. The fit is to an exponential decay with a time constant of 9 min. c) Dependence
of leakage current on B|| near zero detuning in a second
13C device. The leakage current fluctuates
over time at some values of B||, while remaining steady at others (insets).
2.2.1.6 Conclusions of the experiment
An important conclusion of this work is that the hyperfine coupling constant, A ∼ 1–2×10−4
eV, in the 13C devices (for both electron and holes) is much larger than anticipated [Yaz08,
SP96]. It is possible that the substrate or gate oxide may enhance the degree of s-orbital
content of conduction electrons, thus strengthening the contact hyperfine coupling. We also
note that a recent theoretical study of electron-nuclear spin interactions in 13C nanotubes
found that the one-dimensional character of charge carriers greatly enhances the effective
electron-nuclear interaction [SL09]. Finally, we note that a large value of A motivates the
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fabrication of isotopically enriched 12C nanotubes to reduce decoherence and the use of
13C tubes as a potential basis of electrically addressable quantum memory.
2.3 Beyond DC transport. Noise-correlation techniques
As we have mentioned before, the investigation of shot noise is important as it contains
information about the particle statistics and the intrinsic properties of a conductor. Photons
do not interact and obey Bose-Einstein statistics, while electrons obey Fermi-Dirac statistics
and interact strongly. These interactions may contribute to create correlations contrary to
the sub-Poissonian behaviour expected from the Pauli principle. The common association
anti-bunching ⇔ sub-Poissonian, bunching ⇔ super-Poissonian is not correct in general,
and a detailed study to make this kind of statements is required [Kie05]. We have also
stressed the importance of the noise spectrum to investigate the decoherence properties
of atomic systems coupled to different environments [Naz02b, AB04, CDG+10]. In this
section, we provide the mathematical tools to derive the correlation functions in which we
are interested. The techniques presented below are based on the density operator approach.
The most straightforward procedure to obtain the second-order current-correlation function
is the master equation method, as given by Hershfield et al. [Her93]. In this approach, the
(Markovian) noise correlation function is given by
S
(2)
αβ (τ) = 〈Iα(t)Iβ(t+ τ)〉c = θ(τ)TrS
{JαΩ0(τ)JβρstatS }
+ θ(−τ)TrS
{JβΩ0(−τ)JαρstatS }
+ δαβδ(τ)TrS
{JαρstatS } . (2.66)
Here, Ω0(τ) ≡ eWτ , with W the kernel introduced in Eq. (2.29). Jα is a ‘jump’ super-
operator, given by the terms in W that concern a change in the number of particles in
lead α, and TrS denotes the trace over the system degrees of freedom. The mean current
through lead α reads simply 〈Iα〉 = TrS{JαρstatS }. Notice that although the current is a
quantum-mechanical operator, it can be treated as a classical stochastic variable, and still it
does contain quantum effects present in the system under study. Equation (2.29) is indeed
equivalent to the result given by our formalism, and can also be derived from MacDonald’s
formula, as shown below. We nevertheless present it in the general context of full counting
statistics, where the noise spectrum, and higher-order correlation functions, are derived from
a cumulant generating function.
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2.3.1 The quantum regression theorem
The most popular method to calculate correlation functions in quantum optics is the quantum
regression theorem. Below we present its derivation to arbitrary order of the correlation
function we want to calculate. Let us start by considering the following correlation function
〈Oˆ1(t)Oˆ2(t′)〉 = Tr
{
ρˆ(0)Oˆ1(t)Oˆ2(t′)
}
= Tr
{
eiHˆtρˆ(t)e−iHˆteiHˆtOˆ1(0)e−iHˆteiHˆt′Oˆ2(0)e−iHˆt′
}
= TrS
{
Oˆ2(0)TrR
{
e−iHˆτ ρˆ(t)Oˆ1(0)eiHˆτ
}}
, (2.67)
where Hˆ is the Hamiltonian governing the dynamics of the system and ρˆ the correspond-
ing density operator. In the last line we have defined τ := t′ − t. We further define
ρˆO(0) := ρˆ(t)Oˆ(0) = ρˆRρˆS(t)Oˆ(0) ≡ ρˆRρˆOS (0), where we have used the Born approxima-
tion to factorize the total density operator in terms of system and reservoir density opera-
tors. The density operator ρˆO(τ) ≡ e−iHˆτ ρˆ(t)Oˆ(0)eiHˆτ satisfies the von Neumann’s equation
(2.11), and similarly, ρˆOS (0) ≡ ρˆS(t)Oˆ(0) satisfies (2.29). We thus have the formal solution
ρˆO(τ) = eWτ ρˆO(0) = eWτ (ρˆ(t)Oˆ(0)). Using this result, and assuming that Oˆ is a system
operator, we can write Eq. (2.67) as
〈Oˆ1(t)Oˆ2(t+ τ)〉 = TrS
{
Oˆ2(0)eWτ ρˆS(t)Oˆ1(0)
}
. (2.68)
〈Oˆ1(t+ τ)Oˆ2(t)〉 = TrS
{
Oˆ1(0)eWτ Oˆ2(0)ρˆS(t)
}
. (2.69)
In a similar way, defining ρˆO1O2(τ) := e−iHˆτ Oˆ1(0)ρˆ(t)Oˆ2(0)eiHˆτ and ρˆO1O2S (τ) := TrR{ρˆO1O2},
we find
〈Oˆ1(t)Oˆ2(t+ τ)Oˆ3(t)〉 = TrS
{
Oˆ2(0)eWτ Oˆ3(0)ρˆS(t)Oˆ1(0)
}
. (2.70)
Now, there exists a set of operators {Aˆµ} such that for every operator Oˆ, we have15
TrS
{
Aˆµ(WOˆ)
}
=
∑
λ
MµλTrS
{
AˆλOˆ
}
⇒
⇒ 〈 ˙ˆAµ〉 = TrS
{
Aˆµ ˙ˆρS
}
= TrS
{
Aˆµ (W ρˆS)
}
=
∑
λ
MµλTrS
{
AˆλρˆS
}
=
∑
λ
Mµλ〈Aˆλ〉 ⇒
⇒ d
dt
〈 ~ˆA〉 =M〈 ~ˆA〉. (2.71)
15The operators Aˆµ, given by Aˆµ = Aˆnm = |n〉〈m|, verify:
TrS{Anm(WOˆ)} =
∑
n′m′ Mnm,n′m′TrS{Aˆn′m′Oˆ}, with Mnm,n′m′ ≡ 〈m|(W|m′〉〈n′|)|n〉.
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Using this result, together with (2.68), we find
d
dτ
〈Oˆ1(t)Aˆµ(t+ τ)〉 = d
dt
TrS
{
Aˆµ(0)
(
eWτ ρˆS(t)Oˆ1(0)
)}
= TrS
{
Aˆµ(0)
(
WeWτ ρˆS(t)Oˆ1(0)
)}
=
∑
λ
MµλTrS
{
Aˆλ(0)e
Wτ ρˆS(t)Oˆ1(0)
}
=
∑
λ
Mµλ〈Oˆ1(t)Aˆλ(t+ τ)〉.(2.72)
We therefore arrive to
d
dτ 〈Oˆ1(t) ~ˆA(t+ τ)〉 =M〈Oˆ1(t) ~ˆA(t+ τ)〉 =⇒ 〈Oˆ1(t) ~ˆA(t+ τ)〉 = eMτ 〈Oˆ1(t) ~ˆA(t)〉.
d
dτ 〈 ~ˆA(t+ τ)Oˆ2(t)〉 =M〈 ~ˆA(t+ τ)Oˆ2(t)〉 =⇒ 〈 ~ˆA(t+ τ)Oˆ2(t)〉 = eMτ 〈 ~ˆA(t)Oˆ2(t)〉.
d
dτ 〈Oˆ1(t) ~ˆA(t+ τ)Oˆ2(t)〉 =M〈Oˆ1(t) ~ˆA(t+ τ)Oˆ2(t)〉 =⇒
⇒ 〈Oˆ1(t) ~ˆA(t+ τ)Oˆ2(t)〉 = eMτ 〈Oˆ1(t) ~ˆA(t)Oˆ2(t)〉.
(2.73)
In these expressions, it is important to remember that the matrix M acts only on ~ˆA.
Let us now turn to the most general problem of calculating a correlation function of an
arbitrary number of system operators. To illustrate the procedure we give here the derivation
of the quantum regression theorem for the third-order correlator
〈Oˆ1(t)Oˆ2(t′)Oˆ3(t′′)〉 = Tr
{
ρˆ(0)Oˆ1(t)Oˆ2(t′)Oˆ3(t′′)
}
=
= Tr
{
eiHˆtρˆ(t)e−iHˆteiHˆtOˆ1(0)e−iHˆteiHˆt′Oˆ2(0)e−iHˆt′eiHˆt′′Oˆ3(0)e−iHˆt′′
}
=
= TrS
{
Oˆ3(0)TrR
{
e−iHˆτ
′
ρˆ(t)Oˆ1(0)eiHˆτ Oˆ2(0)eiHˆ(τ ′−τ)
}}
, (2.74)
where we have defined τ := t′ − t and τ ′ := t′′ − t. Furthermore, we define
ρˆO1O2(τ)(τ ′) := e−iHˆτ
′
[
ρˆ(t)Oˆ1(0)
Oˆ2(τ)︷ ︸︸ ︷
eiHˆτ Oˆ2(0)e−iHˆτ
]
︸ ︷︷ ︸
ρˆO1O2(τ)(τ ′=0)
eiHˆτ
′
, (2.75)
which fulfills the von Neumann’s equation (2.11). Similarly, ρˆ
OO2(τ)
S (τ
′ = 0) ≡ ρˆS(t)Oˆ(0)Oˆ(τ)
satisfies (2.29), with formal solution ρˆ
O1O2(τ)
S (τ
′) = eWτ
′
(ρˆ
O1O2(τ)
S (τ
′ = 0)). We thus have
the result for the three-time correlator
〈Oˆ1(t)Oˆ2(t′)Oˆ3(t′′)〉 = TrS
{
Oˆ3(0)eWτ ′ ρˆS(t)Oˆ1(0)Oˆ2(τ)
}
. (2.76)
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Now, if {Aµ} and {Bµ} are two sets of operators satisfying (2.71), we find
d
dτ ′
〈Oˆ1(t)Bˆν(t+ τ)Aˆµ(t+ τ ′)〉
=
d
dτ ′
TrS
{
Aˆµ(0)e
Wτ ′ ρˆS(t)Oˆ1(0)Bˆν(τ)
}
= TrS
{
Aˆµ(0)WeWτ ′ ρˆS(t)Oˆ1(0)Bˆν(τ)
}
=
∑
λ
M
(A)
µλ TrS
{
Aˆλ(0)e
Wτ ′ ρˆS(t)Oˆ1(0)Bˆν(τ)
}
=
∑
λ
M
(A)
µλ 〈Oˆ1(t)Bˆν(t+ τ)Aˆλ(t+ τ ′)〉 =⇒
⇒ d
dτ ′
〈Oˆ1(t) ~ˆB(t+ τ)⊗ ~ˆA(t+ τ ′)〉 =M (A)〈Oˆ1(t) ~ˆB(t+ τ)⊗ ~ˆA(t+ τ ′)〉 =⇒
⇒ 〈Oˆ1(t) ~ˆB(t+ τ)⊗ ~ˆA(t+ τ ′)〉 = eM (A)τ ′〈Oˆ1(t) ~ˆB(t+ τ)⊗ ~ˆA(t)〉. (2.77)
Now, applying Eq. (2.73) we arrive to our final result:
〈Oˆ1(t) ~ˆB(t+ τ)⊗ ~ˆA(t+ τ ′)〉 = eM (A)τ ′eM (B)τ 〈Oˆ1(t) ~ˆB(t)⊗ ~ˆA(t)〉. (2.78)
This equations can be easily generalized to give
〈Oˆ(t) ~ˆA1(t+ τ1)⊗ . . .⊗ ~ˆAk(t+ τk)〉 = eM (k)τk . . . eM (1)τ1〈Oˆ(t) ~ˆA1(t)⊗ . . . ⊗ ~ˆAk(t)〉, (2.79)
where it is important to remember that theM (i) operator, defined through ddt〈 ~ˆAi〉 =M (i)〈 ~ˆAi〉,
acts only on the corresponding ~ˆA operator, that is
〈Oˆ(t) ~ˆA1(t+ τ1)⊗ . . .⊗ ~ˆAk(t+ τk)〉 = 〈Oˆ(t)eM (1)τ1 ~ˆA1(t)⊗ . . . ⊗ eM (k)τk ~ˆAk(t)〉. (2.80)
2.3.2 MacDonald’s formula
Following the studies by D. K. C. MacDonald on spontaneous fluctuations [Mac49], a sim-
plified formula for the frequency-dependent noise spectrum in terms of single-time averages
can be derived [Mac62]. This is called MacDonald’s formula. Here we give its derivation
and comment on a possible extension to higher orders. Let us consider the number of charge
carriers n flowing along a circuit element. After time τ , this gives the net charge en(τ),
and creates a (fluctuating) current I given by en(τ) =
∫ t+τ
t I(t
′)dt′, which gives the average
〈n(τ)〉 = τ〈I〉/e. Therefore, the displaced current δI(t) := I(t) − 〈I〉 between times τ1 and
τ2 can be expressed as∫ τ2
τ1
δI(t′)dt′ = en(τ2)− en(τ1)− (τ2 − τ1)〈I〉 := eN(τ1, τ2) (2.81)
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Let us consider the correlator
C(2)(τ1, τ2, τ
′
1, τ
′
2) := e
2TS〈N(τ1, τ2)N(τ ′1, τ ′2)〉 =
∫ τ2
τ1
dt1
∫ τ ′2
τ ′1
dt2TS〈δI(t1)δI(t2)〉
=
∫ τ2
τ1
dt1
∫ τ ′2
τ ′1
dt2TS
∫ ∞
−∞
dω1dω2
(
1
2pi
)2
eiω1t1eiω2t2S(2)(ω1, ω2) (2.82)
=
(
1
2pi
)2
TS
∫ ∞
−∞
dω1dω2
(
1
iω1
)(
1
ω2
)(
eiω1τ2 − eiω1τ1) (eiω2τ ′2 − eiω2τ ′1)S(2)(ω1, ω2),
where TS is the symmetrization operator introduced in the previous chapter, and where we
have used the definition (1.20) of the noise spectrum. Taking τ1 = τ
′
1 = 0, τ2 = τ
′
2 = τ , and
using that S(2)(ω1, ω2) = 2piδ(ω1 + ω2)S
(2)(ω), with ω ≡ ω2, we find
C(2)(0, τ, 0, τ) =
1
2pi
TS
∫ ∞
−∞
2
ω2
(1− cos(ωτ))S(2)(ω)dω. (2.83)
Taking the derivative of this equation with respect to τ and inverting the result we get
S(2)(τ) =
1
2
∂C(2)(0, τ, 0, τ)
∂τ
=
e2
2
TS ∂
∂τ
〈N(0, τ)N(0, τ)〉, (2.84)
which, assuming n(0) = 0, in the frequency space gives the MacDonald’s formula:
S(2)(ω) = 2e2ω
∫ ∞
0
sin(ωτ)
∂
∂τ
[〈n2(τ)〉 − τ2〈I〉2/e2] dτ
= 2e2ω
∫ ∞
0
sin(ωτ)
∂
∂τ
〈n2(τ)〉cdτ, (2.85)
where the subscript c means cumulant. The importance of this equation is based on the fact
that the frequency-dependent power spectrum can be calculated from the knowledge of a
single-time average, namely 〈n2(τ)〉c. Generalizing this property to higher orders is, to the
best of our knowledge, not possible in general. For example, the third-order current correla-
tor would involve the function C(3)(τ1, τ2, τ
′
1, τ
′
2, τ
′′
1 , τ
′′
2 ) := e
3TS〈N(τ1, τ2)N(τ ′1, τ ′2)N(τ ′′1 , τ ′′2 )〉.
The limit τ1 = τ
′
1 = τ
′′
1 = 0, τ2 = τ
′
2 = τ
′′
2 = τ , needed to express the third-order cumulant
in terms of single-time averages, only eliminates one frequency integral in the expression for
C(3), and it is thereby not possible to isolate S(3)(ω, ω′), as it was done for S(2)(ω). There
are, however, possible ways to express S(3)(ω, ω′) in terms of correlation functions of the
form 〈n2(τ2)n(τ1)〉. The impossibility of deriving a MacDonald’s formula for the frequency-
dependent skewness, arises from the need to consider at least two different times, τ and τ ′,
in C(3), and which leads to equations of the type
S(3)(ω, ω′) = −ω + ω
′
4
∫ ∞
−∞
dτdτ ′ sin(ωτ + ωτ ′)
∂2C(3)(τ, τ ′, τ, τ ′, 0, τ + τ ′)
∂τ∂τ ′
. (2.86)
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2.3.3 Projection techniques
A very useful method complementing the density operator approach are the projection
or Nakajima-Zwanzig techniques [Nak58, Zwa60, Mor65, Zwa01, BP02]. As mentioned in
subsection 2.1.2, one is usually interested in the dynamics of a part of the whole system
under study. In system-bath problems, the bath degrees of freedom are typically traced
out and we solve the dynamics of the system density operator only. The projection tech-
niques introduce the projector P , whose action on the density operator is defined as16
P ρˆ = TrB{ρˆ}⊗ ρˆB = ρˆS⊗ ρˆB, so that the trace operation can be written in a simple way. The
QME (2.30) can be projected onto the relevant and irrelevant parts of the Liouville space
using P and Q := 1− P , giving rise to
d
dt
P ρˆ(t) = PLρˆ(t). (2.87)
d
dt
Qρˆ(t) = QLρˆ(t). (2.88)
Introducing 1 = P + Q between L and ρˆ in both equations, and substituting the formal
solution of (2.88), namely Qρˆ(t) = eQLtQρˆ(0) +
∫ t
0 e
QL(t−t′)QLP ρˆ(t′)dt′, into (2.87), we
obtain the Nakajima-Zwanzig equation [Nak58, Zwa60]:
d
dt
P ρˆ(t) = PLP ρˆ(t) +
∫ t
0
PLeQL(t−t′)QLP ρˆ(t′)dt′ + PLeQLtQρˆ(0). (2.89)
Defining ρˆO := Oρˆ and LOO′ := OLO′, with O = P,Q, this equation can be equivalently
written as17 ddt ρˆP (t) = LPP ρˆP (t) +
∫ t
0 LPQeLQQ(t−t
′)LQP ρˆP (t′)dt′ + LPQeLQQtρˆQ(0). The
first term in (2.89) can be identified with the first term of equation (2.16), which, following
the arguments given in that section, can be taken to zero in the interaction picture assuming
that the average of an odd number of interaction terms vanishes. Thus, in the Schro¨dinger
picture it just reduces to LSρˆS. The second term in (2.89) matches the second term of
Eq. (2.16), after having neglected ρˆcorr introduced in that section. This inhomogeneous term
is in correspondence with the last term of the Nakajima-Zwanzig equation. It describes the
system-bath correlations built up to time t = 0. As we will see, although it can be neglected
within the Markovian approximation, it is of vital importance for the proper description of
the non-Markovian dynamics of an open quantum system, as well as for reproducing correctly
the physics of quantum noise.
The projection techniques introduced in this subsection are of particular interest for the cal-
culation of correlation functions [BF88, BWF89, Ful93]. They have been used to evaluate
non-Markovian corrections [BKP99, BK01, BP02], and in the field of shot noise, Flindt and
collaborators have made a great effort to formulate a theory of counting statistics using this
16Alternatively, P can be defined as P ρˆ = TrB{ρˆ} = ρˆS.
17The projectors P and Q fulfill P 2 = P , Q2 = Q, PQ = QP = 0.
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formalism [FNJ04, NDFJ04, JFND05, FNJ05a, FNJ05b, FNB+08, FFH+09, FNBJ10]. One
of the main aims of this thesis is to give a simplistic formulation of frequency-dependent
current correlations making use of the projection techniques. Equations for the cumulant
generating function and finite-frequency current cumulants will be derived in both the Marko-
vian and non-Markovian situations.
2.3.4 Full counting statistics
The theory of full counting statistics (FCS) of electron transport centers its interest in the
probability distribution P (n, t) of having n transfers of charge through the system after time
t. To be more specific, let us consider the example of a tunnel barrier connected to electrodes
at different chemical potentials. The current flow through the system, determined by the
number of charges that tunnel through the junction, will follow a probability distribution.
At the junction, each particle is transmitted with probability T, say, and reflected with prob-
ability 1−T. Therefore, the charge flow (and so the current) follows a binomial distribution
in this particular example. For a most general conductor, this distribution can be arbitrary
complicated. However, the knowledge of P (n, t) is of great importance. As we have learned,
a great deal of information about the particle statistics and about the conductor can be
gained from the study of current correlations. It looks thus apparent that having the full
distribution will provide us with a broader knowledge of the transport properties than that
acquired from the noise spectrum (1.20) – second cumulant of the current distribution. These
cumulants are connected with P (n, t) through the cumulant generating function (CGF) F ,
defined as the Fourier transform of the probability distribution:
eF(χ,t) := G(χ, t) :=
∑
n
P (n, t)einχ. (2.90)
Here, the variable χ is the so-called counting field, and G the moment generating function
(MGF). Derivatives of F with respect to χ generate the cumulants of the number distribution,
〈n(t)〉c = ∂
NF(χ, t)
∂(iχ)N
, (2.91)
and these are connected with the current cumulants taking the time derivative, 〈I(t)〉c =
d
dt〈n(t)〉c. Similarly, the MGF generates the moments, 〈n(t)〉 = ∂
NG(χ,t)
∂(iχ)N
. It is important
to notice that the first three cumulants coincide with their central-moments counterparts,
〈(n − 〈n〉)N 〉, with N the cumulant order. However, for N > 3, these two are different.
Also, we notice that the number cumulants grow linearly with time, which can be inferred
from 〈n(t)n(t + τ)〉c =
∫ t
0
∫ t+τ
0 〈I(0)I(t1)〉cdt0dt1 ∼ tS(2)(ω = 0), where we have used the
translational-invariance property of the current cumulants and the definition (1.20), and this
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Distribution P (n) F(χ)
Delta δn〈n〉 iχ〈n〉
Gaussian e−
(n−〈n〉)2
2σ iχ〈n〉 − σχ2/2
Binomial
(m
n
)
pn(1− p)m−n m ln{1 + p(eiχ − 1)}
Poisson 〈n〉
n
n! e
−〈n〉 〈n〉(eiχ − 1)
Table 2.1: Typical probability distributions and respective cumulant generating functions.
Notice that the binomial distribution reduces to the Poisson distribution for p  1. This
implies that a tunnel junction or quantum point contact has Poissonian statistics in this
tunnel limit.
property holds similarly for higher orders. The more commonly used probability distributions
and respective CGFs are captured in table 2.1.
From equations (2.85) and (2.91) it is obvious that the frequency-dependent noise can be
expressed in terms of the CGF/MGF. Using a convergence factor in the integrals (ω → ω±iη),
one can easily see that [FNB+08]
S(2)(ω) = −ω
2
2
∂2
∂(iχ)2
[G(χ, z = iω) + (ω → −ω)]
∣∣∣
χ→0
, (2.92)
where G(χ, z) ≡ ∫∞0 e−ztG(χ, t). Levitov and coworkers derived a general equation for the
CGF, describing problems of the type shown in figure 2.1. This is known as Levitov’s formula,
and reads [LL92, LL93, LLL96]
F(χ) = det
[
1+ f¯(E)
(
S˜†S˜ − 1
)]
, (2.93)
where S˜ is the χ-dependent scattering matrix, defined as S˜jk ≡ ei(χj−χk)Sjk, and [f¯(E)]jk ≡
fj(E)δjk, with fj(E) and χj Fermi distribution and counting field, respectively, corresponding
to lead j. This result was later generalized to include interacting problems by Belzig and
Nazarov [BN01], who found
F(χ, t) = −t
2pi
∑
n
∫
dE Tr
{
ln
[
4 + Tn
({Gˇ1(χ,E), Gˇ2(χ,E)} − 2)]} . (2.94)
In this equation, Gˇi is the ith.-contact GF in the Keldysh-Nambu notation, and Tn the
transmission eigenvalues caracterizing the system. A theory of FCS in the framework of the
density matrix approach was established in [BN03]. Here, the authors arrive to the equation
for the CGF
eF(χ) = TS〈e
∫∞
−∞W [χ(t′)]dt′〉, (2.95)
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where the operator TS ensures that we obtain the symmetrized cumulant of the distribu-
tion, and the kernel W(χ) has a term eiχ in the entries concerning a change in the num-
ber of particles that we are ‘counting’ (a detailed explanation will be given in section 2.4
and in the next chapter). Below we will show how this equation is derived to account
for multi-time current cumulants. A technique will be developed to obtain frequency-
dependent correlation functions up to arbitrary order in both the Markovian and non-
Markovian cases, and this will be applied to study the counting statistics in quantum-dot
systems. Related experiments have been performed in the last years, where the counting of
electrons tunneling through a quantum dot is possible using a nearby quantum point contact
[FHH+04, FHTH06, GLS+06a, GLS+06b, GLI+07, SJG+07, FHWH07, FFH+09]. In these
experiments, high-order cumulants and the full probability distribution has been measured.
As mentioned in the previous chapter, these correlations cannot only be measured by ‘real
time’ detection, but also with transport measurements, probing the current signal with a
spectrum analyzer (see e.g. [RSP03, BGS+05]). The difference between these two types of
detection is contained in our theory and will be explained in chapter 3.
2.3.5 Examples
In this section we present two paradigmatic models of quantum transport, and of central
interest in the thesis. Some of the techniques presented above will be exemplified in this
subsection. Although the noise theory presented in the following chapters is based on the
density operator approach, it is useful to see how the different techniques can be applied to
obtain current and noise spectrum in these models.
2.3.5.1 Single resonant level model and other configurations
The so-called single resonant level (SRL) model represents a basic paradigm of quantum
transport. It consists of a single level – formed for example in a quantum dot (QD) –
coupled to electronic reservoirs at different chemical potentials (see Fig. 2.8). Transport of
electrons through the system is thus possible when an electron of the leads is resonant with
the discrete level in the QD. The model is described by the Hamiltonian
Hˆ = ε|1〉〈1|+
∑
k,α∈L,R
(εkα + µα) cˆ
†
kαcˆkα +
∑
k,α∈L,R
Vkαcˆ†kα|0〉〈1| +H.c.. (2.96)
Here, Vkα are system-reservoir coupling constants, where k is the momentum and α the
lead index. µα denotes the chemical potential and εkα the energies of the electrons in the
leads. |0〉 and |1〉 are the only two possible QD states (referring to empty and occupied level)
due to Coulomb blockade, with respective energies 0 and ε. Finally, the operators cˆ†kα/cˆkα
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I
ε
Figure 2.8: Single Resonant Level model. A discrete level with energy ε is coupled with
rates ΓL and ΓR to a continuum of states in two different electronic reservoirs at chemi-
cal potentials EF ± eV/2. In the figure, counting fields e−iχL and eiχR corresponding to
the infinite-bias limit have been included to illustrate the counting statistics of electrons
tunneling through the left and right barriers.
create/destroy an electron in the leads. In the infinite-bias limit (voltage much larger than
the other energy scales, excepting the bandwidth of the Fermi contacts) the Hamiltonian
(2.96) leads to the kernel (c.f. Eqs. (2.32))
W(χ) =
(
−ΓL ΓReiχR
ΓLe
−iχL −ΓR
)
, (2.97)
expressed in the basis {|0〉, |1〉}, and where Γα ≈ Γα(E) := 2pi~
∑
k |Vkα|2δ(E − εkα) are rates
corresponding to the system-reservoir coupling. In the kernel (2.97), the counting fields χL
and χR – responsible for the counting at the left and right reservoirs respectively – have
been introduced according to the scheme presented in subsection 2.3.4 (more details on
how to construct this kernel will be given in chapter 3). The current and noise through
the system are exactly solvable using the GFs approach [Ave93, Eng03] and the scattering
matrix formalism [BB00]. Below we will reproduce these results using our theory. We can
also use the QRT to derive these results. It is important to remark that this theorem refers
to correlation functions of system operators only. In the SRL case, the current operator can
be expressed in terms of QD operators and therefore the QRT can be applied to obtain the
noise spectrum. Let us, for example, calculate the charge noise
S
(2)
Q (ω) ≡ 2
∫ ∞
0
cos(ωτ)〈Qˆ(t+ τ)Qˆ(t)〉dτ, (2.98)
for this model. If nˆ0 := |0〉〈0| and nˆ1 := |1〉〈1|, in the infinite-bias limit we have(
˙ˆn0(t)
˙ˆn1(t)
)
=
(
−ΓL ΓR
ΓL −ΓR
)
︸ ︷︷ ︸
M
(
nˆ0(t)
nˆ1(t)
)
︸ ︷︷ ︸
~ˆA
, (2.99)
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whose solution is
~ˆA(t) = eM(t−t0) ~ˆA(t0) =
1
Γ
(
ΓR + ΓLe
−Γ(t−t0) ΓR
(
1− e−Γ(t−t0))
ΓL
(
1− e−Γ(t−t0)) ΓL + ΓRe−Γ(t−t0)
)
~ˆA(t0), (2.100)
where Γ ≡ ΓL + ΓR. In terms of the QRT, we can calculate correlators as
〈nˆi(t) ~ˆA(t + τ)〉 = eMτ 〈nˆi(t) ~ˆA(t)〉, (2.101)
with i = 0, 1, and the matrix M acting on ~ˆA. Using nˆ20 = nˆ0, nˆ0nˆ1 = nˆ1nˆ0 = 0, nˆ
2
1 = nˆ1,
and 〈nˆ0〉 = ΓR/Γ, 〈nˆ1〉 = ΓL/Γ, we find
〈nˆi(t) ~ˆA(t+ τ)〉 = 1
Γ2
(
ΓR
(
ΓR + ΓLe
−Γτ) δi0 + ΓLΓR (1− e−Γτ) δi1
ΓLΓR
(
1− e−Γτ) δi0 + ΓL (ΓL + ΓRe−Γτ ) δi1
)
. (2.102)
In particular, 〈Qˆ(t + τ)Qˆ(t + τ)〉 = e2〈n1(t)n1(t + τ)〉 = ΓLΓ2
(
ΓL + ΓRe
−Γτ), so the charge
noise (2.98) reads
S
(2)
Q (ω) =
2e〈I〉
Γ2 + ω2
, (2.103)
being 〈I〉 ≡ eΓLΓRΓ .
Higher-order correlators can be also calculated with the version of the QRT presented above.
For example, to obtain the third order correlation function 〈nˆ1(t)nˆ1(t + τ1)nˆ1(t + τ2)〉, we
use 〈nˆ1(t) ~ˆA(t + τ1) ⊗ ~ˆA(t + τ2)〉 = 〈nˆ1(t)eMτ1 ~ˆA(t) ⊗ eMτ2 ~ˆA(t)〉. Taking into account that
nˆi(t)nˆj(t)nˆk(t) = δijδiknˆi(t), we obtain
〈nˆ1(t)nˆ1(t+ τ1)nˆ1(t+ τ2)〉 = Γ
3
L
Γ3
+
Γ2LΓR
Γ3
(
e−Γτ1 + e−Γτ2
)
+
ΓLΓ
2
R
Γ3
e−Γ(τ1+τ2), (2.104)
which has the appropriate limits 〈nˆ1(t)nˆ1(t+τ)nˆ1(t)〉 = 〈nˆ1(t)nˆ1(t+τ)〉 = ΓLΓ2
(
ΓL + ΓRe
−Γτ)
and 〈nˆ31(t)〉 = 〈nˆ1(t)〉 = ΓL/Γ.
The current noise spectrum corresponding to a capacitive system has two contributions.
One is the charge noise calculated above, and the other one corresponds to the particle noise
generated at each barrier [BB00] (more details about this will be given in chapter 3). The
total noise accounting for these two contributions can be expressed as [AB04]
S
(2)
tot (ω) = αS
(2)
L (ω) + βS
(2)
R (ω)− αβω2S(2)Q (ω), (2.105)
where S
(2)
L and S
(2)
R refer to the particle noise through the left and right barrier respectively,
and α and β are coefficients accounting for the relative capacitances of the barriers. If we
use IˆL = ΓLnˆ0−α ˙ˆn0, IˆR = ΓRnˆ1 + β ˙ˆn1, and S(2)tot (τ) = 12 [〈δIˆL(t)δIˆL(t′)〉+ 〈δIˆR(t)δIˆR(t′)〉],
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Figure 2.9: a) A single-level quantum dot, with energy ε1 is coherently coupled (Tc) to
an on-site dot with energy ε2. Only the first dot is connected to leads, with chemical
potentials such that the current flows in the direction indicated by the arrows. b) ‘Phase
diagram’ corresponding to the on-site dot model shown in (a). A super-Poissonian behaviour
is obtained for certain values of the rates and frequency. Here we have taken ΓR/Tc = 1.
with δIˆα(t) := Iˆα(t)− Iˆα(0), the QRT gives
S
(2)
tot (ω) = e〈I〉
[
Γ2L + Γ
2
R + (1− 2αβ)ω2
Γ2 + ω2
]
, (2.106)
which is the correct result for the total noise spectrum of the SRL model [BB00].
Once we have understood the SRL model, we can study more complicated situations. For
example, let us consider the system depicted in Fig. 2.9a. The projection techniques explained
in the previous section and the expressions derived in Ref. [FNJ05a] can be used to easily
calculate current and noise through the system. Here we just cite the results, as the technique
will be presented in detail in chapter 3. It is important to remark that this study was already
presented in [DDC05] using a different method. This model is interesting because it is one
of the simplest examples showing how the noise reveals information about the system that
is absent in the current. In terms of the rates shown in the figure, the current through the
system is 〈I〉 = eΓLΓR2ΓL+ΓR , and the zero-frequency Fano-factor F (2)(0) =
S(2)(0)
e〈I〉 reads
F (2)(0) = 1− 4ΓLΓR
(2ΓL + ΓR)2
+
Γ2LΓ
2
R
2T 2c (2ΓL + ΓR)
2
. (2.107)
Notice, that while the current does not contain the energy scale Tc, this is present in the
zero-frequency noise spectrum. At finite frequencies one obtains the ‘phase diagram’ shown
in Fig. 2.9b. Interestingly, a super-Poissonian behaviour is obtained for large values of the
incoming rate and certain frequencies. This simple model is also interesting since it is a
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Figure 2.10: Model to prove entanglement through noise cross correlations. The total
system consists of four quantum dots. The upper dots are coherently coupled via T
(1)
c and
only unidirectional transport is possible through one of the dots. These dots are coupled via
a Coulomb interaction with a similar system below.
part of the much richer model shown in Fig. 2.10. This last is an interesting candidate to
prove entanglement properties through the violation of noise Bell inequalities [MOY00, LS00,
CBLM02, BL03, SSB03, FTF04, LAB07, Ema09b, LEC+10].
2.3.5.2 Double quantum dot
The double quantum dot (DQD) is the paradigm of two-level system (c.f. appendix A) in
quantum transport. It is shown schematically in Fig. 2.11. Transport through the system
is possible due to an externally applied voltage. Additionally, charge can tunnel coherently
between both left and right dots. The Hamiltonian describing the system is of the form
(2.12), with
HˆS = ε(|L〉〈L| − |R〉〈R|) + Tc(|L〉〈R|+ |R〉〈L|). (2.108)
HˆR =
∑
k,α∈L,R
εkαcˆ
†
kαcˆkα. (2.109)
HˆV =
∑
k,α∈L,R
Vkαcˆ
†
kα|0〉〈α| +H.c. (2.110)
Here ε ≡ (εL − εR)/2; εkα and Vkα are lead eigen-energies and tunnel couplings respec-
tively. The three possible states of the system are |0〉 ≡ |NL, NR〉, |L〉 ≡ |NL + 1, NR〉 and
|R〉 ≡ |NL, NR + 1〉 (with NL and NR being the number of electrons in the left/right dot),
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Figure 2.11: Double quantum dot. Two dots with energies ε1 and ε2 are coupled with
rates ΓL and ΓR to a continuum of states in two different electronic reservoirs at chemical
potentials EF+eV/2 and EF−eV/2 respectively. They are also coupled coherently with each
other via Tc. In the figure, counting fields e
−iχL and eiχR , corresponding to the infinite-bias
limit, have been included to illustrate the counting statistics of electrons tunneling through
the left and right barriers.
or the system can be in a quantum superposition of |L〉 and |R〉. An expression for the cur-
rent through the system in the infinite-bias-voltage limit was first derived using de density
operator approach by Stoof and Nazarov [SN96]. This reads
〈I〉 = T
2
c ΓR
T 2c (2 + ΓR/ΓL) + Γ
2
R/4 + 4ε
2
, (2.111)
equation that can be also obtained using for example a perturbative approach to the many-
body Schro¨dinger equation [GP96]. Interestingly, the infinite-bias limit is exact. This means
that the result (2.111), although obtained to second order in perturbation theory with respect
to HˆV, corresponds to the result that one obtains to all orders. The reason for this is
that the problem fulfills the so-called singular coupling limit [Spo80]. Also, the Markovian
approximation is exact in this limit, since in this case the large chemical potentials give a
bath correlation function ξ(τ) ∝ δ(τ) in the Bloch-Redfield tensor (2.25). Later we will
study the transport noise through this system. We will see that the noise spectrum develops
a resonance at the frequency of the qubit, namely ∆ := 2
√
ε2 + T 2c , and whose width is
proportional to the qubit dephasing time.
The charge-stability diagram of the DQD is shown in Fig. 2.12a. Varying the gate voltages
Vg1 and Vg2 applied to left and right dot respectively, a stable state with a well defined
number of electrons in the dots can be isolated as a consequence of the Coulomb blockade.
An extensive study of this physics can be found in [vdWFE+03]. At finite voltages (see
Fig. 2.12b), transport through the DQD is possible, and a series of resonance peaks occur in
the current within the shaded triangles in the figure.
As we will see, the current-noise spectrum of this system can be derived with the methods
explained in the previous section. For example, the solution in the infinite-bias limit has
been calculated by Aguado and Brandes [AB04] using the MacDonald’s formula, by Flindt
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Figure 2.12: Double quantum dot charge-stability diagram at intermediate interdot tunnel
couplings. a) The charge in the DQD is denoted by (NL, NR), with NL and NR the number
of electrons in the left and right dot respectively. The black (white) dots denote the triple
points in which an electron (hole) is transferred sequentially through the DQD. b) Zoom in
corresponding to the dotted region in (a). Here we assume a finite bias voltage is applied.
This produces the shaded triangles in the figure. The different resonant points as a function
of the chemical potentials µ1, µ2 are also indicated. Taken from [vdWFE
+03].
and collaborators [Fli07] using the projection techniques, and by Kiesslich et al.[Kie05] using
various approaches, such as the master equation method. In section 2.4 we derive the infinite-
bias noise spectrum of the DQD by means of the full counting statistics scheme, and in
chapter 4 we will extend the study to the general case in which voltage, frequency and
temperature are competing energy scales.
2.4 Frequency-dependent full counting statistics18
In this section we present a formalism to calculate finite-frequency current correlations in
interacting nanoscopic conductors based on the full counting statistics method. We use the n-
resolved density matrix, and obtain a multi-time cumulant generating function that provides
the fluctuation statistics from the spectral decomposition of the kernel of the quantum master
equation. We apply the method to the frequency-dependent third cumulant of the current
through a single resonant level and through a double quantum dot. Our results, which show
18The results presented in this section have been published in [EMAB07].
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that deviations from Poissonian behaviour strongly depend on frequency, demonstrate the
importance of finite-frequency higher-order cumulants in fully characterizing transport.
2.4.1 General context
Following the considerable success of shot noise in the understanding of transport through
mesoscopic systems [BB00], attention is now turning towards the higher-order statistics of
electron current. The so-called Full Counting Statistics (FCS) of electron transport yields all
moments (or cumulants) of the probability distribution P (n, t) of the number of transferred
electrons during time t. Despite their difficulty, measurements of the third moment of voltage
fluctuations have been made [RSP03, BGS+05], and recent developments in single electron
detection [FHTH06, GLS+06a, GLS+06b, GLI+07, SJG+07] promise to open new horizons
on the experimental side.
The theory of FCS is now well established in the zero-frequency limit [LL93, LLL96, NB02,
BN03]. However, this is by no means the full picture, since the higher-order current correla-
tors at finite frequencies contain much more information than their zero-frequency counter-
parts. Already at second order (shot noise), one can extract valuable information about trans-
port time scales and correlations. When the conductor has various intrinsic time scales like,
for example, the charge relaxation time and the dwelling time of a chaotic cavity [NPB04],
one needs to go beyond second-order in order to fully characterize electronic transport.
Apart from this example, and some other notable exceptions [PNB04, GGZ03, SHP06], the
behaviour of finite-frequency correlators beyond shot noise is still largely unexplored.
2.4.2 Introduction to the theory
Here we develop a theory of frequency-dependent current correlators of arbitrary order in
the context of the n-resolved density matrix (DM) approach, — a Quantum Optics tech-
nique [Coo81] that has recently found application in mesoscopic transport [Gur98]. Within
this approach, the DM of the system, ρS(t), is unravelled into components ρ
(n)
S (t) in which
n = n(t) = 0, 1, . . . electrons have been transferred to the collector. Considering a generic
mesoscopic system with Hamiltonian19 H = HS + HL + HV , where HS and HL refer to
the system and leads respectively, and provided that the Born-Markov approximation with
respect to the tunnelling term HV is fulfilled, the time-evolution of this n-resolved system
DM can be written quite generally as
ρ˙
(n)
S (t) =W0ρ(n)S (t) +WJρ(n−1)S (t), (2.112)
19In this section we obviate the hat in the notation for operators.
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where the vector ρ
(n)
S (t) contains the nonzero elements of the DM, written in a suitable
many-body basis. The kernelW0 describes the ‘continuous’ evolution of the system, whereas
WJ describes the quantum jumps of the transfer of an electron to the collector. We make
the infinite-bias-voltage approximation so that the electron transfer is unidirectional. By
construction, this method is very powerful for studying interacting mesoscopic systems that
are weakly coupled to the reservoirs, such as coupled quantum dots (QDs) in the Coulomb
Blockade (CB) regime [Gur98, NB02, BN03, AB04] or Cooper-pair boxes [PF01]. Within this
framework, our theory of frequency-dependent FCS is of complete generality and therefore
of wide applicability.
In this picture, electrons are transferred to the leads via quantum jumps and there exists no
quantum coherence between states within the system and those in the leads. Thus, although
the system itself may be quantum, the measured current may be considered as a purely clas-
sical stochastic variable and is therefore amenable to classical counting20. This observation
allows us to derive various generalizations of results in classical stochastic methods, and to
obtain a multi-time cumulant generating function in terms of local propagators. We illus-
trate our method by calculating the frequency-dependent third cumulant (skewness) for two
paradigms of mesoscopic transport: the single resonant level (SRL) and the double quantum
dot (DQD).
2.4.3 Theory of frequency-dependent counting statistics
Equation (2.112) can be solved by Fourier transformation. Defining ρS(χ, t) =
∑
n ρ
(n)
S (t)e
inχ,
we obtain ρ˙S(χ, t) = W(χ)ρS(χ, t), with W(χ) ≡ W0 + eiχWJ . Let Nv be the dimension
of W(χ), and λi(χ); i = 1, . . . , Nv , its eigenvalues. In the χ → 0 limit, one of these eigen-
values, λ1(χ) say, tends to zero and the corresponding eigenvector gives the stationary DM
for the system. This single eigenvalue is sufficient to determine the zero-frequency FCS
[BN03]. In contrast, here we need all Nv eigenvalues. Using the spectral decomposition,
W(χ) = V (χ)Λ(χ)V −1(χ), with Λ(χ) the diagonal matrix of eigenvalues and V (χ) the cor-
responding matrix of eigenvectors, the DM of the system at an arbitrary time t is given
by
ρS(χ, t) = Ω(χ, t− t0)ρS(χ, t0), (2.113)
where Ω(χ; t) ≡ eW(χ)t = V (χ)eΛ(χ)t)V −1(χ) is the propagator in χ-space, and ρS(χ, t0)
is the (normalized) state of the system at t0, at which time we assume no electrons have
passed, so that ρ
(n)
S (t0) = δn,0ρS(t0), and thus ρS(χ, t0) ≡ ρS(t0). The propagator in n-
space, G(n, t) ≡ ∫ dχ2pi e−inχΩ(χ, t), such that ρ(n)S (t) = G(n, t − t0)ρS(t0), for t > t0, fulfills
20This is in contrast with quantum detection, where the non-commutativity of current at different times
must be explicitly considered [LL93].
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the property: G(n − n0, t − t0) =
∑
n′ G(n − n′, t − t′)G(n′ − n0, t′ − t0), for t > t′ > t0,
(n′ ≡ n(t′), n0 ≡ n(t0)). This is an operator version of the Chapman-Kolmogorov equation
[vK97].
The joint probability of obtaining n1 electrons after t1 and n2 electrons after t2, namely
P>(n1, t1;n2, t2) (the superscript ‘>’ implies t2 > t1), can be written in terms of these
propagators by evolving the local probabilities21 P (n, t) = TrS{ρ(n)S (t)}, and taking into
account P (n2, t2) =
∑
n1
P>(n1, t1;n2, t2), such that
P>(n1, t1;n2, t2) = TrS {G(n2 − n1, t2 − t1)G(n1, t1 − t0)ρS(t0)} . (2.114)
The total joint probability reads P (n1, t1;n2, t2) = T P>(n1, t1;n2, t2) = P>(n1, t1;n2, t2)θ(t2−
t1)+P
<(n1, t1;n2, t2)θ(t1− t2) where T is the time-ordering operator and θ(t) the unit-step
function. It should be noted that, in contrast to the local probability P (n, t), the joint
probability P (n1, t1;n2, t2) contains information about the correlations at different times.
Equation (2.114) may be alternatively derived using the Bayes formula for the conditional
density operator [Kor01]:
P>(n1, t1;n2, t2) = P (n1, t1)P
>(n2, t2|n1, t1) = TrS
{
ρ
(n1)
S (t1)
}
TrS
{
ρ
(n2|n1)
S (t2)
}
= TrS
{
ρ
(n1)
S (t1)
}
TrS
{
G(n2 − n1, t2 − t1)
ρ
(n1)
S (t1)
TrS
{
ρ
(n1)
S (t1)
}}.
The normalization in the denominator accounts for the collapse n = n1 at t = t1 using von
Neumann’s projection postulate [Kor01]. The result (2.114) is recovered when ρ
(n1)
S (t1) is
written as a time evolution from t0.
The two-time cumulant generating function (CGF) associated with these joint probabilities
is
eF(χ1,χ2;t1,t2) ≡
∑
n1,n2
P (n1, t1;n2, t2)e
in1χ1+in2χ2 ,
which, using Eq. (2.114), and eF = eT F
>
= T eF> , gives
eF(χ2,χ1;t2,t1) = T TrS {Ω(χ2, t2 − t1)Ω(χ1 + χ2, t1 − t0)ρS(t0)} . (2.115)
The above procedure can be easily generalized to obtain the N-time CGF. We find
eF(χ;t) = T TrS
{
N∏
k=1
Ω(σk; τN−k)ρS(t0)
}
, (2.116)
21In our notation here with ρS as a vector, the trace operation corresponds to a sum over all the diagonal
elements of the original density matrix.
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where22 σk ≡
∑N
i=N+1−k χi, χ ≡ (χ1, . . . , χN )T , t ≡ (t1, . . . , tn)T and τk ≡ tk+1 − tk. The
multi-time CGF in Eq. (2.116) is a product of local-time propagators, and expresses the
Markovian character of the problem. Importantly, it allows one to obtain all the frequency-
dependent cumulants from the spectral decomposition of W(χ). The N -time current cumu-
lant (setting the electron charge e = 1) reads then23
S(N)(t1, . . . , tN ) ≡ 〈I(t1) . . . I(tN )〉c =
= ∂t1 . . . ∂tN 〈n(t1) . . . n(tN )〉c =
= (−i)N∂t1 . . . ∂tN∂χ1 . . . ∂χNF(χ; t)
∣∣∣
χ=0
. (2.117)
Here the subscript c denotes cumulant. The Fourier transform of S(N) with respect to the
time intervals τk, gives the Nth-order correlation function, dependent of N − 1 frequencies.
In particular, the frequency-dependent skewness is a function of two frequencies, which, as a
consequence of time-symmetrization and the Markovian approximation, has the symmetries
S(3)(ω, ω′) = S(3)(ω′, ω) = S(3)(ω, ω−ω′) = S(3)(ω′−ω, ω′) = S(3)(−ω,−ω′), and is therefore
real. The Nth-order Fano-factor is defined as F (N) ≡ S(N)/〈I〉.
If the jump matrix WJ contains a single element, (WJ)ij = ΓRδiαδjβ, which is the situation
for a wide class of models, including our two examples below, all the correlation functions
can be expressed solely in terms of the eigenvalues λk of W(0), and the Nv coefficients
ck ≡ (V −1WJV )kk = ΓRVβkV −1kα . The second-order Fano factor then has the simple, general
form
F (2)(ω) = 1− 2
Nv∑
k=2
ckλk
ω2 + λ2k
, (2.118)
which can also be derived via different approaches [Her93, FNJ05a]. The skewness has
the form F (3)(ω, ω′) = −2 +∑3i=1 F (2)(νi) + F˜ (3)(ω, ω′), with ν1 = ω, ν2 = ω′, and ν3 =
ω − ω′. F˜ (3)(ω, ω′) is an irreducible contribution. The high-frequency limit of the skewness
is F (3)(ω,∞) = F (2)(ω).
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Figure 2.13: The third-order frequency-dependent Fano factor F (3)(ω, ω′) for the single
resonant level. a) Contour plot of the skewness as function of its frequency arguments
for ΓR = ΓL. b) Sections F
(3)(ω, 0) and F (3)(ω,−ω) show that the skewness is suppressed
throughout frequency space both with respect to the Poissonian value of unity and to F (2)(ω).
In contrast with the shotnoise, the skewness has a minimum at a finite frequency ωm, which
exists in the coupling range
(
3−√5) /2 ≤ ΓL/ΓR ≤ (3 +√5) /2. Along direction ω = −ω′,
this minimum occurs, for ΓL = ΓR, at ωm1/ΓR =
√√
10− 2/√3 (dashed curve) whereas
for ω′ = 0 the position of the minimum shifts slightly to ωm2/ΓR = 2/
√
3 (dotted curve). c)
The maximum suppression of skewness occurs at ΓL = ΓR.
2.4.4 Application to a single resonant level model
As a first example we consider a SRL, described by ρ = (ρ00, ρ11)T and
W(χ) =
(
−ΓL eiχΓR
ΓL −ΓR
)
, (2.119)
22One can also use the general expressions for the generating functions F (cumulant) and G (moment),
defined as eF[χ] := G[χ] ≡
〈
ei
∫
n(t)χ(t)dt
〉
T
, where the average 〈...〉T denotes a time-ordered path integral
with the joint probability as the weight function. Established the biyection between t and n, one recovers the
CGF in terms of products of evolution operators by dividing the time interval into subintervals τk := tk+1−tk,
k = 0, . . . , N − 1, with associated time-independent counting fields χk and variables nk.
23In this section the frequency-dependent cumulants, denoted by S(N), refer to the particle-current contri-
bution only.
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in the basis of ‘empty’ and ‘populated’ states, {|0〉, |1〉}. Using Eq. (2.116), we obtain the
known results for the current and noise, and arrive at our result for the skewness:
F (3)(ω, ω′) = 1− 2ΓLΓR
∏2
i=1
(
γi + ω
2 − ωω′ + ω′2)∏3
j=1
(
Γ2 + ν2j
) , (2.120)
with γ1 = Γ
2
L+Γ
2
R, γ2 = 3Γ
2, and Γ = ΓL+ΓR. Expression (2.120) yields the zero-frequency
limit F (3)(0, 0) in accordance with Ref. [dJ96].
The result for the skewness is plotted in Fig. 2.13a, from which the six-fold symmetry of F (3)
is readily apparent. The third-order Fano factor gives, in accordance with the noise, a sub-
Poissonian behaviour for all frequencies. This can be easily understood as a CB suppression
of the long tail in the probability distribution of instantaneous current: due to the infinite
bias, the distribution is bounded on the left by zero, but, in principle, it is not bounded on
the right (large, positive skewness). CB suppresses large current fluctuations which explains
a sub-Poissonian skewness.
Along the symmetry lines in frequency space corresponding to ω′ = 0, ω′ = ω and ω = 0,
the skewness is highly suppressed. In contrast with the noise, the minimum in the skewness
occurs at finite frequency (Fig. 2.13b) with the strongest suppression occuring at ΓL = ΓR
(Fig. 2.13c).
2.4.5 Application to a double quantum dot
As a second example we consider a DQD in the strong CB regime [SN96, Bra05]. In the
basis of ‘left’ and ‘right’ states |L〉 and |R〉, which denote states with one excess electron
with respect to the many body ‘empty’ state |0〉, the Hamiltonian is of the form (2.12),
with HS, HR and HV given by (2.108), (2.109) and (2.110), respectively. The two levels
|L〉, |R〉, are coupled to their respective leads with rates ΓL and ΓR. The DM vector is now
ρ = (ρ00, ρLL, ρRR,Re(ρLR), Im(ρLR))T , and the kernel in this basis reads:
W(χ) =

−ΓL 0 eiχΓR 0 0
ΓL 0 0 0 −2Tc
0 0 −ΓR 0 2Tc
0 0 0 −12ΓR 2ε
0 Tc −Tc −2ε −12ΓR

. (2.121)
Comparison of the quantum-mechanical level-splitting ∆ ≡ 2
√
T 2c + ε
2 with the incoherent
rates ΓL,R divides the dynamical behaviour of the system into two distinct regimes. For
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Figure 2.14: Third-order frequency-dependent Fano factor F (3)(ω, ω′), for the double
quantum dot in Coulomb blockade. a) Contour plot in the strong coupling regime, Tc = 3ΓR,
with ΓL = ΓR and ε = 0. b) Sections F
(3)(ω, 0) and F (3)(ω,−ω), and second-order Fano
factor F (2)(ω) show a series of abrupt increases with increasing ω. Both the noise and skew-
ness exhibit both sub- and super- Poissonian behaviour. c) Varying the internal coupling
Tc, the skewness shows rapid increases along the lines ω = ∆ and ω = ∆/2. For ω > ∆ the
system is Poissonian (slightly super-Poissonian for ω & ∆), while for ω < ∆ the transport is
always sub-Poissonian. In particular, the skewness is strongly suppressed at low frequencies.
d) The derivative dF (3)(ω,−ω)/dω as a function of the frequency and the detuning ε, for
Tc = 3ΓL = 3ΓR. Resonances around ω = ∆, ∆/2 and ΓR are observed.
∆ ΓL,R, all eigenvalues ofW(0) are real24, and correspondingly, the noise and skewness are
slowly-varying functions of their frequency arguments. In this regime, the dephasing induced
by the leads suppresses the interdot coherence, and the transport is largely incoherent. In
the opposite regime, ∆ ΓL,R, two of the eigenvalues form a complex conjugate pair, λ± ≈
±i∆−ΓR/2+O(Γ/∆)2, which signals the persistence of coherent oscillations in the current.
The finite-frequency correlators then show resonant features at ∆ since these eigenvalues
enter into the denominators, as in Eq. (2.118), giving rise to poles such as ω ∓∆ − iΓR/2.
The consequent structure of the skewness is similar to the SRL for weak coupling (∆ ΓL,R),
but much richer in the strong coupling regime (∆  ΓL,R). The results for this case are
illustrated in Fig. 2.14. Now the skewness exhibits a series of rapid increases. Moving from
the origin outwards in the ω-ω′ plane, we first observe the minimum at finite frequency
24For example, with ΓL = ΓR and ε = 0, all eigenvalues are real if (Tc/ΓR)
2 ≤ (3√5− 11)/32.
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and then inflexion points at ω ∼ ΓR, |ω| = ∆, |ω′| = ∆ and |ω − ω′| = ∆. Fig. 2.14b
shows different sections along the ω-ω′ plane. The resonant behaviour is more pronounced
in F (3)(ω,−ω) in the form of Fano shapes. Starting from high frequencies, the onset of
antibunching occurs at ω = ∆. At higher frequencies (shorter times) the system has no
information about correlations and is thus Poissonian. The overall behaviour is clearly seen
in Fig. 2.14c, where we plot F (3)(ω,−ω) as a function of both Tc and ω. The line ω = ∆
delimits two regions: at high frequencies the skewness is Poissonian. At resonance, and after
a small super-Poissonian region at ω & ∆, the system becomes sub-Poissonian (for certain
internal couplings it can even become negative). In the limit ω → 0, our results qualitatively
agree with the ones in Ref. [KSWS06] for a noninteracting DQD: as a function of Tc, the
skewness presents two minima and a maximum (where the noise is minimum, not shown). In
our case, however, the position of this maximum occurs at around ∆ = ΓR/2, half the value
of the noninteracting case. Finally, we plot dF (3)(ω,−ω)/dω as a function of both ε and
ω (Fig. 2.14d) where the resonances at ω = ∆, ω = ∆/2 and ω ∼ ΓR are clearly resolved.
In contrast to Fig. 2.14d, the derivative dF (3)(ω, 0)/dω (not shown), exhibits a minimum at
ω = ∆ for small ε, which transforms into a maximum for ε  Tc. As expected, transport
tends to be Poissonian, signaling lost of coherence in the DQD, as ε increases.
2.4.6 FCS of the total current
As we have mentioned before, at finite frequencies one needs to consider both the contribution
from particle currents (charge variation in the leads) and that from displacement currents
in the calculation of current correlations. According to Maxwell’s equations, the electric
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Figure 2.15: Total third-order Fano factor, S(3)/〈I〉, in the single resonant level model
at infinite bias voltage. a) Contour map corresponding to ΓL/ΓR = 2.5 (for ΓL = ΓR the
skewness is flat, as we will see in detail in chapter 3). The symmetries of the skewness
become apparent. b) Cuts along the directions set by ω′ = 0 and ω′ = −ω. The skewness
shows a local minimum at zero frequency and a local maximum at finite frequencies.
Chapter 2. Quantum transport in nanoscopic conductors 87
field or polarization along the sample creates a displacement current that also fluctuates in
time. This gives equation (2.105) for the noise spectrum; although, as it will be explained
in chapter 3, our theory allows the calculation of ‘total’ (particle plus displacement) cumu-
lants by considering different counting fields in the kernel of the QME. In this section we
present results for the total skewness (c.f. appendix C or chapter 3 for different formula-
tions) corresponding to the SRL model considered above. The total third-order Fano factor
corresponding to this system is shown in Fig. 2.15a. Similarly to the previous examples, the
behavior is sub-Poissonian, reaching the Poissonian value at high frequencies. Cuts along the
representative directions ω′ = −ω and ω′ = 0 are shown in Fig. 2.15b. Here we clearly see
that the total skewness develops a local minimum at ω = ω′ = 0, and that a local maximum
appears at a finite frequency.
The theory developed here can incorporate the effects of finite-bandwidth detection that
inevitably appear in the experiment. To do this, we consider the detector model introduced
by Naaman and Aumentado [NA06], and that has been successfully applied in counting
statistics experiments at zero frequency [GLI+07]. The model assumes that the detector only
captures events (charging or discharging of the central island) that occur within a certain
bandwidth, Γd, set by the detector. As explained in Refs. [NA06, GLI
+07], we need to
consider a larger Hilbert space, accounting for the possible states: {|0, 0〉, |1, 0〉, |0, 1〉, |1, 1〉},
where |n,m〉 denotes a situation with n electrons in the system but m electrons registered
by the detector. Projected onto this basis, the χ-dependent QME kernel of the total system,
in the infinite-bias limit, takes the form
W(χ) =

−ΓL ΓR ΓdeiχR 0
ΓL −(ΓR + Γd) 0 0
0 0 −(ΓR + Γd) ΓR
0 Γde
−iχL ΓL −ΓR
 , (2.122)
where ΓL and ΓR denote the incoming and outgoing rates of the SRL, and the counting
fields χL, χR, refer to the tunneling events through the left and right barrier respectively. In
the decomposition W =W0 +WJ , we can identify WJ as the terms in (2.122) containing a
counting field, and the remaining part being W0. The total noise and skewness can be then
obtained similarly to the previous, simpler case. In Fig. 2.16a we show the total second-
order Fano factor corresponding to this model for three different detector bandwidths. We
notice that the effect of the detector is to underestimate the noise value, which similarly
occurs for the third-order Fano factor (Fig. 2.16b). This effect, which is more pronounced for
frequencies |ω| < Γd, is due to the detector missing the events within this frequency range. In
the limit ω →∞ all curves coincide. Figure 2.16c shows F (3) ≡ S(3)/〈I〉 as a function of the
asymmetry a := ΓL−ΓRΓL+ΓR , evaluated at two different frequencies. The skewness is symmetric
with a as a consequence of the symmetry of the system in the infinite-bias limit. Finally,
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Figure 2.16: Fano factor for the detector model of Ref. [NA06]. a) Second-order Fano
factor as a function of frequency for ΓL/ΓR = 2.5 and three different detector bandwidths
Γd. An ideal detector has Γd = ∞. When this bandwidth becomes comparable with the
internal energy scales of the system, the cumulant changes drastically. b) Third-order Fano
factor as a function of frequency for ΓL/ΓR = 2.5. In the symmetric case, ΓL = ΓR, the
second-order Fano factor is flat with frequency and equal to 1/2, while the third-order Fano
factor is flat with frequency and equal to 1/4. c) Third-order Fano factor as a function of
the asymmetry a := ΓL−ΓRΓL+ΓR evaluated at ω = ω
′ = 0 (red full line) and at ω = −ω′ = ωM
(blue dotted line), where ωM is the position of the local maximum in F
(3)(ω,−ω). This
maximum exists for 4 − √15 < ΓL/ΓR < 4 +
√
15 and is equal to
√
2ΓR for ΓL = ΓR. In
the inset we show the position of this maximum as a function of a.
we notice the analogy of this model with that of two coupled parallel dots in contact with
source and drain leads [Kie05].
2.4.7 Conclusions of the theory
Despite the simplicity of the models we have presented, our results demonstrate the im-
portance of finite-frequency studies. Deviations from Poissonian behaviour of high-order
cumulants are found to be frequency-dependent, such that a comprehensive analysis in the
frequency domain is needed to fully characterize correlations and statistics in quantum trans-
port. In the next chapters, we will extend the theory to study high-order frequency-dependent
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cumulants of the total current at finite bias voltage (chapter 3), and non-Markovian correc-
tions (chapter 4). In appendix C we give details of the calculations leading to the results
presented in this section.
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Chapter 3
Markovian counting statistics of
electron transport1
“It is very certain that, when it is not in our power to determine
what is true, we ought to act according to what is most probable.”
R. Descartes
We present a theory of frequency-dependent counting statistics of electron transport through nanos-
tructures within the framework of Markovian quantum master equations. Our method allows the
calculation of finite-frequency current cumulants of arbitrary order, as we explicitly show for the
second- and third-order cumulants. Our formulae generalize previous zero-frequency expressions in
the literature and can be viewed as an extension of MacDonald’s formula beyond shot noise. When
combined with an appropriate treatment of tunneling, using, e. g. Liouvillian perturbation theory in
Laplace space, our method can deal with arbitrary bias voltages and frequencies, as we illustrate with
the paradigmatic example of transport through a single resonant level model. We discuss various
interesting limits, including the recovery of the fluctuation-dissipation theorem near linear response,
as well as some drawbacks inherent of the Markovian description arising from the neglect of quantum
fluctuations.
1The results presented in this chapter have been published in [MEBA10a].
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3.1 Introduction
Transport of electrons through nanoscopic conductors is a very powerful tool to learn about
interactions and to characterize quantum systems [KOD+97]. Examples include the quan-
tum Hall effect [vKDP80], weak localization [And58], or universal conductance fluctuations
[Alt85, LS85]. Transport processes are governed by tunneling events, which are stochastic
in nature. It is therefore natural to expect that the statistics of these tunneling events will
be strongly influenced by interactions and quantum effects. Interestingly, these statistics,
which can be analyzed by studying current fluctuations, contain a great deal of new infor-
mation beyond that provided by dc transport [BB00, Naz02a]. In particular, the second-
order current-correlation function (noise), can be used to determine the effective charge
[KF94, dPRH+97, SGJE97] and the statistics of the quasiparticles [HOS+99, OKLY99], and
to reveal information on the transmission properties of the conductor [BB00]. Moreover,
current correlations can be used to learn about entanglement [KL09], quantum coherence
[KSB+07], and the deep connection that exists with fluctuation theorems [EHM09, SU08,
FB08]. Further information can be gained from noise at high frequencies which is valuable
for extracting internal energy scales in systems such as quantum dots [AB04], spin-valves
[BKM06], Cooper Pair Boxes [PF01], diffusive wires [Nag98] or chaotic cavities [NPB04].
While most of the work on noise is theoretical (in particular at high frequencies), the field of
noise and counting statistics is producing a great deal of experimental breakthroughs, includ-
ing measurements of high order cumulants [RSP03, BGS+05, LJP+03, GLS+06a, FHTH06,
FHWH07, TMP+07, GBSR08, FFH+09, GR09a]. Owing to this experimental progress,
noise measurements at high frequencies, which until recently were scarce, are now possible
[KHC81, MYK+90, SBK+97, DOGK03, BPBD06, ZBSP+07, GR09b, BPDB09, XJP+09].
A proper treatment of fluctuations in non-equilibrium transport is needed to address the
problems listed above. While the list of theories available is too large to be given here, it
is safe to say that they can be divided roughly into three families: the scattering approach
[BB00], the Keldysh Green’s functions method [HJ96], and the various quantum master
equation (QME) treatments [CTDRG04] (for a recent overview of transport in this last
context see e.g. Ref [Tim08]). A theory of counting statistics of electron transport was first
formulated by Levitov and Lesovik for noninteracting electrons using the scattering formalism
[LL93, LLL96], and later works enabled the treatment interacting problems [BN01]. QME
approaches followed [BN03], and prooved particularly useful for studying systems in the
Coulomb Blockade regime. Recent avances within this last scheme also involve studies of the
counting statistics including non-Markovian dynamics [BKF06, FNB+08].
In the previous chapter we presented a method for calculating high-order current correlations
at finite frequencies in the context of Markovian QMEs. Here we significantly extend the
theory. First, we provide a detailed derivation of our multi-time generating function. Next,
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we present a new approach to derive finite-frequency cumulants from this expression. We
provide analytical formulae for the second and third-order current cumulants (noise and
skewness respectively). These results generalize previous zero-frequency expressions in the
literature and recover the finite frequency shot-noise expressions [FNJ05a, LAB07] obtained
using the MacDonald’s formula. Our method can thus be viewed as a generalization of this
formula, as it allows us to obtain high-order current-correlation functions. To illustrate the
formalism we study the case of a single resonant level (SRL) model, and compare it with the
exact solution and with the non-equilibrium version of the fluctuation-dissipation theorem,
derived in various approaches, such as for tunnel junctions, or for the weak cotunneling
regime in quantum dots [LR04, DDL+69, RS74, SBL01].
The chapter is organized as follows. In section 3.2, we present our formalism of finite-
frequency cumulants in the context of Markovian QMEs. Subsections 3.2.1 and 3.2.2 are
devoted to establish the general framework of full counting statistics. In subsection 3.2.3
we derive a multitime cumulant generating function. Subsection 3.2.4 shows how to ob-
tain finite-frequency cumulants of the current distribution. Here, exact equations for the
frequency-dependent noise and skewness are given. We end this part with special empha-
sis on how to calculate the counting statistics of the ‘total’ and ‘accumulated’ currents
(subsection 3.2.5). We explicitly show how both current correlations and charge/voltage
correlations can be calculated. In section 3.3, we study the example of a SRL model, pro-
viding spectra for the frequency-dependent noise and skewness, and a detailed comparison
with the fluctuation-dissipation theorem, the finite-frequency version of the non-equilibrium
fluctuation-dissipation theorem, and the exact solution of the SRL model. First we focus on
the zero-frequency case (section 3.3.1), where the general behaviour of noise and skewness is
presented as a function of different system parameters. In section 3.3.2 we extend this study
to the finite-frequency case. Interestingly, we show that, even though the theory does not
contain quantum fluctuations, the Markovian limit is basically exact in transport configura-
tions, with the dot level within the bias voltage window, as long as ~ω  eV or ~ω  eV .
In intermediate situations, where ~ω ∼ eV , or with the level outside the bias windows, the
Markovian limit fails at finite frequencies due to its lack of quantum fluctuations. We also
demonstrate that the noise spectra for particle currents and the ones for total currents sig-
nificantly deviate from each other, even for large asymmetric coupling to the leads, namely
ΓR/ΓL 6= 1. In section 3.4 we summarize our results. Most of the technical details and inter-
mediate steps of the derivations in section 3.2 are discussed in detail in appendix D, where we
also present a diagrammatic technique to arrive to the expressions for the cumulants shown
in sec. 3.2.4. In appendix E we describe how to calculate the kernel of the QME to lowest
(sequential) order using perturbation theory in the Liouville space.
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3.2 Theory
3.2.1 Quantum master equation
We are interested in phenomena which fulfill the general evolution given by Eq. (2.30). Specif-
ically, our theory will be useful to processes amenable to the counting of a classical stochastic
variable n, which can be, for example, the number of particles that have undergone a par-
ticular process in the system. We will focus in particular in transport systems, consisting on
a central region, with a known set of many-body eigenstates {|a〉} and respective eigenener-
gies {Ea}, attached to non-interacting electronic leads at different chemical potentials. This
set-up can be described by a Hamiltonian that takes the form2 H = HS +HR +HV , where
HS and HR refer to system and leads respectively, and HV is the coupling between them.
The different terms can be written as
HS =
∑
a
Ea|a〉〈a|. (3.1)
HR =
∑
η,α
(εηα + µα) c
†
ηαcηα. (3.2)
HV =
∑
η,α,m
Vηαmc†ηαdm +H.c. (3.3)
Here c†ηα creates an electron with quantum numbers η in lead α, and dm annihilates an
electron from site m in the central region. εηα are the eigenenergies of the electrons in the
lead α, Vηαm is the coupling energy between a state in contact α and the level m in the
system. µα is the chemical potential of lead α, and that allows the system to be driven
out of equilibrium. Given this Hamiltonian, the full evolution can be obtained using the
von Neumann equation (2.11, which defines the Liouvillian L. We are actually interested in
the dynamics concerning the central system. We therefore trace out the reservoir degrees
of freedom. Under the Markovian approximation we arrive then to equation (2.29) for the
system density operator.
The charge flow through the conductor is governed by the stochastic hopping of electrons in
and out of the central region. These processes are susceptible to classical counting, and thus
the reduced density operator can be unravelled into components ρS(nα, t), corresponding to
having nα = ...,−1, 0, 1, ... extra electrons in lead α [Coo81, PK98]. The kernel can also be
split as W = W0 +
∑
±Wα±, where Wα± refers to the physical process in which one electron
is created (+) or annihilated (-) at lead α, and W0 corresponds to the part in which no
tunneling processes take place. It can be shown that ρS(nα, t) fulfills the equation (see e.g.
2In this chapter we obviate the hat in the notation for operators.
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[FNJ05b]):
ρ˙S(nα, t) =W0ρS(nα, t) +Wα+ρS(nα − 1, t) +Wα−ρS(nα + 1, t); (3.4)
valid provided that only single particle tunneling processes occur. Although Eq. (3.4) focuses
on the single counting at a particular lead α, it can be generalized to account for tunneling
processes of k particles at the different system-reservoir junctions:
ρ˙S(n1, . . . , nM , t) = W0ρS(n1, . . . , nM , t)
+
∑
α,k,±
Wα,k± ρS(n1, . . . , nα ∓ k, . . . , nM , t), (3.5)
where W0 is the part in which the number of particles is not changed in the central region,
M the number of leads, and k labels the process in which k particles ‘jump’ at a time.
Unfortunately, solving equation (3.5) in the n-space requires truncation to a certain n and
diagonalization of a tridiagonal matrix. It is therefore more convenient to solve it taking the
Fourier transform. Multiplying (3.5) by ein1χ1 . . . einMχM and summing over n1, . . . , nM we
obtain
ρ˙S(χ, t) =W(χ)ρS(χ, t). (3.6)
Here the counting field χ refers implicitly to all counting fields, and we have defined ρS(χ, t) ≡∑
n1,...,nM
ein1χ1 . . . einMχMρS(n1, . . . , nM , t) and W(χ) ≡ W0 +
∑
α,±Wα±e±iχα . For a time-
independent kernel, the solution to Eq. (3.6) is
ρS(χ, t) = Ω(χ, t− t0)ρS(χ, t0), (3.7)
with the time-evolution operator Ω(χ, t− t0) := eW(χ)(t−t0).
3.2.2 Full Counting Statistics
Importantly, the knowledge of the system’s density operator resolved in n allows us to ob-
tain the full counting statistics (FCS) of the system, that is, the probability distribution
P (n1, . . . , nM , t) of the number of electrons transmitted through the system-lead junctions.
This is accomplished by noting that
P (n1, . . . , nM , t) = TrS{ρS(n1, . . . , nM , t)}, (3.8)
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where TrS denotes the trace over the system degrees of freedom. As explained in the previous
chapter, transforming the probability distribution to the χ-space, we have the cumulant/-
moment generating function (CGF/MGF) (2.90)3. Making use of Eq. (3.7) we find
G(χ, t) = TrS {Ω(χ, t− t0)ρS(t0)} , (3.9)
which is similar to equation (2.95) introduced in chapter 2. The N -th. derivative of the
MGF with respect to χ gives the N -th moment of the probability distribution of the number
of particles that have tunneled in or out a particular lead α:
〈nNα (t)〉 =
∂NG(χ, t)
∂(iχα)N
∣∣∣
χ→0
. (3.10)
In equation (3.9), averages with respect to the stationary state are established by taking
ρS(t0) = ρ
stat
S (defined by WρstatS = 0). This means that counting will start at a time t0 in
which the system has reached its steady state, and therefore the fluctuations we study are
around this state4.
The moments of the current distribution can be calculated as5
〈INα (t)〉 =
d
dt
〈nNα (t)〉. (3.11)
This relation is important as it relates the stochastic variable n with the current of particles
flowing through the system. Even though the current studied here is a classical variable, it
contains quantum effects present in the system. In the formalism, these are inherited from
the Liouvillian operator in equation (2.30). Generally, we are interested in the cumulants,
rather than in the moments, of the current distribution. These can be obtained from the
derivatives of the CGF. Therefore we have
〈INα 〉c =
d
dt
∂NF(χ, t)
∂(iχα)N
∣∣∣
χ→0,t→∞
, (3.12)
where 〈. . .〉c denotes cumulant average [Kub62] and the limit t→ ∞ ensures the stationary
state average. Also, notice that the probability distribution itself can be obtained by inverse
Fourier transform of the MGF.
From the χ-independent kernel of the reduced QME (2.29), the χ-dependence leading to
equation (3.6) can be actually introduced in a simpler way than resolving the density operator
3In Eq. (2.90), n would refer implicitly to n1, . . . , nM for the present case.
4In the following, all the averages will be taken with respect to this steady state. An average in the
Liouville space will be therefore written as 〈A〉 = tT ·A ·ρstatS ≡ 〈〈0˜|A|0〉〉, where |0〉〉 ≡ ρstatS is the normalized
stationary system density matrix (written as a vector), and tT ≡ 〈〈0˜| is the transposed trace vector that sums
over the population degrees of freedom.
5Throughout the chapter we will use e (electron charge) = k (Boltzman’s constant) = ~ (Planck’s
constant/2pi) = 1.
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in n and taking the Fourier transform. As we describe in appendix E, it is enough to include
counting fields in the appropriate tunneling terms of the kernel, and this procedure is fully
equivalent to solving a generalized Von Neumann equation:
ρ˙(χ, t) = − i
~
(H+(t)ρ(χ, t)− ρ(χ, t)H−(t)), (3.13)
in which the time evolution in the forward (+) and backward (-) Keldysh part of the real time
axis is governed by different Hamiltonians [LR04], specificallyH±T =
∑
η,α,m Vηαme±iχ/2c†ηαdm+
H.c.. Tracing out the reservoir degrees of freedom in equation (3.13), one can get equation
(3.6) and proceed to obtain the FCS of the system.
3.2.3 Finite-frequency full counting statistics
Our aim here is to study correlations at finite frequencies, for which the scheme presented
above needs to be generalized. To this end, we consider the joint probability distribution,
P (n1, t1; . . . ;nN , tN ), defined as the probability that n1 electrons have undergone a particular
process after a time t1, n2 electrons after a time t2, etc. Here we focus for simplicity on
a particular lead, and denote n as the number of particles transferred to (from) it, with
associated counting field χ (−χ). It is straightforward to include processes at different leads.
The connection between this joint probability and the density operator (analogue to Eq. (3.8))
is not straightforward. To connect them we first need to specify a prescription for the
symmetrization of the cumulants and the probability distribution. As pointed out in chapter
1, this prescription actually depends on the detection scheme [LL97, AK00, GLI00]. Here
we assume a ‘classical’ detection, so the detector is incapable of distinguishing emission from
absorption. This means that the results we will present correspond to the fully-symmetrized
version of the power spectrum
S(N)(ω1, . . . , ωN ) :=
∫ ∞
−∞
dt1 . . . dtNe
−iω1t1 . . . e−iωN tNTS〈I(t1) . . . I(tN )〉c, (3.14)
where TS is the symmetrization operator, that sums over all possible time (or frequency)
switchings, that is, we have for example TS〈I(t1)I(t2)〉 = 〈I(t1)I(t2)〉+ 〈I(t2)I(t1)〉.
The spectrum (3.14) can be derived from a N -time (symmetrized) CGF F (N), defined by
eF
(N)[χ,t] = G(N)[χ, t] :=
∑
n1,...,nN
ein1χ1+...+inNχNP (N)[n, t],
where χ := (χ1, . . . , χN )T , t := (t1, . . . , tN )T , n := (n1, . . . , nN )T , P
(N) refers to the sym-
metrized joint probability, G(N) to the multitime MGF, and the subscript T to the transpose
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of a column vector. That is, we have
S(N)(ω1, . . . , ωN ) =
∫ ∞
−∞
dt1 . . . dtNe
−iω1t1 . . . e−iωN tN
×∂t1 . . . ∂tN ∂iχ1 . . . ∂iχNF (N)[χ, t]
∣∣
χ=0
. (3.15)
Using the property of the Fourier transform of a derivative we get
S(N)(ω1, . . . , ωN ) = (iω1) . . . (iωN )
∫ ∞
−∞
dt1 . . . dtNe
−iω1t1 . . . e−iωN tN
×∂iχ1 . . . ∂iχNF (N)[χ, t]
∣∣
χ=0
. (3.16)
Both the probability P (N)[n, t] and the CGF F (N)[χ, t] can be calculated from the density
operator and the kernel W if we use the Markovian approximation. Within this limit we
have the evolution given by (3.7), and also the factorization property
P>(n1, t1; . . . ;nN , tN ) = P (n1, t1)P (n2, t2|n1, t1) . . . P (nN , tN |nN−1, tN−1), (3.17)
where the symbol > constraints the times to tk > tk−1. Notice that as we are considering the
totally symmetric correlation function, we need to take P (N)[n, t] = T P>(n1, t1; . . . ;nN , tN ),
where T is the time-ordering operator. P (n, t|n′, t′) is the conditional probability of counting
n electrons after time t, provided that we counted n′ electrons after time t′, and can be
computed as
P (n, t|n′, t′) = TrS{Ω(n− n
′, t− t′)ρS(n′, t′)}
TrS{ρS(n′, t′)} , (3.18)
where the normalization in the denominator accounts for the collapse of the state due to the
measurement, as given by the von Neumann’s projection postulate [Kor01]. Ω(n, t) is the
propagator in the n-space, that is,
ρS(n, t) =
∑
n′
Ω(n− n′, t− t′)ρS(n′, t′), (3.19)
and can be extracted from equation (3.5) or by inverse Fourier transform of the propagator
in the χ-space:
Ω(n, t) =
∫
dχ
2pi
e−inχΩ(χ, t). (3.20)
An expression for the joint probability distribution in terms of propagators can be then
derived using (3.17) together with (3.18) and (3.19). Alternatively, it can be obtained using
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the Chapman-Kolmogorov property for Markovian evolutions [vK97], from which we have
P (nN ; tN ) = TrS
∑
n1,...,nN−1
Ω(nN − nN−1; tN − tN−1)
×Ω(nN−1 − nN−2; tN−1 − tN−2) . . .Ω(n1; t1)ρS(t0). (3.21)
As we also have P (nN ; tN ) =
∑
n1,...,nN−1
P>(n1, t1; . . . ;nN , tN ), reminding that ρS(t0) =
ρstatS , we find
P (N)[n, t] = T
〈 N∏
k=1
Ω(νN−k, τN−k)
〉
, (3.22)
where νk := nk+1 − nk, τk := tk+1 − tk and 〈•〉 := TrS{•ρstatS }. Transforming expression
(3.22) to the χ-space, we find the CGF
F (N)[χ, t] = ln T
〈 N∏
k=1
Ω(χ˜k, τN−k)
〉
, (3.23)
being χ˜k :=
∑N
i=N+1−k χi. The structure in Eq. (3.23) is encountered in many branches of
physics such as statistical physics and field theory, where connected correlation functions are
obtained from derivatives of the logarithm of the corresponding generating functional (the
partition function, the S-matrix, etc). Note in particular the analogy of Eq. (3.23) with the
partition function given in Ref. [Kub62].
3.2.4 Finite-frequency cumulants
Equation (3.23) allows us to obtain frequency-dependent current cumulants to arbitrary or-
der. This is precisely Eq. (2.116) presented in chapter 2, which was to study the second and
third cumulant for various models. Explicit derivatives of (3.23) and the eigen-decomposition
of the kernel were used then to that end. In this subsection we show that only the station-
ary solution of the problem (solution to an algebraic equation) is needed to compute the
finite-frequency current cumulants. We give analytical expressions (valid within the Marko-
vian approximation) for the noise (second cumulant) and skewness (third cumulant) of the
distribution of charge flowing through a conductor.
Let us decompose the Fourier transform in equation (3.14) into a set of Laplace transforms
(defined as f(z) :=
∫∞
0 dte
−ztf(t)), and the cumulant averages in terms of moments (c.f. for
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example Eq. (2.8) in Ref [Kub62]). Doing this we find6
S(1)>(z1) = S
(1)>
m (z1). (3.24)
S(2)>(z1, z2) = S
(2)>
m (z1, z2)−
(−1
z1
)(−1
z2
)
〈I〉2. (3.25)
S(3)>(z1, z2, z3) = S
(3)>
m (z1, z2, z3)
−
(−1
z1
)
〈I〉S(2)>m (z2, z3)
−
(−1
z2
)
〈I〉S(2)>m (z1, z3)
−
(−1
z3
)
〈I〉S(2)>m (z1, z2)
+2
(−1
z1
)(−1
z2
)(−1
z3
)
〈I〉3. (3.26)
The notation “>” denotes the unsymmetrized correlation function corresponding to the time
ordering tN > . . . > t2 > t1. Symmetrization in the frequency space implies adding the part
corresponding to negative z and summing over all the possible switchings of frequencies. The
subscript m means moment. These can be obtained as
S(N)>m (z1, . . . , zN ) = z1 . . . zN∂iχ1 . . . ∂iχNG(N)>[χ,z]
∣∣
χ=0
, (3.27)
with z ≡ (z1, . . . , zN )T and7
G(N)>[χ,z] =
〈 N∏
k=1
Ω(χ˜k, z˜k)
〉>
, (3.28)
with Ω(χ, z) ≡ [z −W(χ)]−1.
One advantage of having moment averages is that we can use a diagrammatic technique (see
appendix D) to easily obtain the desired correlation functions. Symmetrizing S(N)>[z] and
evaluating it at z = iω (being ω ≡ (ω1, . . . , ωN )T ), we find that S(N)[ω] is proportional
to δ(ω1 + . . . + ωN ), as required by time-translational invariance. Defining the jump super-
operators Jχ := [W(χ) − W(χ = 0)] and their derivatives J (n)0 := ∂nχJχ|χ=0, we arrive to
the following expressions for the current, noise and skewness of the current distribution (c.f.
6Notice that Eqs. (3.24)-(3.26) can also be derived if the derivatives of the CGF are decomposed in terms
of derivatives of MGFs. For example, for N = 3 we have F(3)123 = G(3)123 − G(3)1 G(3)23 − G(3)2 G(3)13 − G(3)3 G(3)12 +
2G(3)1 G(3)2 G(3)3 , with fi := ∂χif |χi=0, fij := ∂χi∂χjf |χi,χj=0, fijk := ∂χi∂χj∂χkf |χi,χj ,χk=0.
7In the frequency domain, the prescription > can be taken similarly, that is zN > . . . > z2 > z1, and
finally symmetrize the result.
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appendix D for details):
iIstat = 〈J (1)0 〉, (3.29)
i2S(2)(ω) = 〈J (2)0 〉+ 〈J (1)0 Ω0(iω)J (1)0 〉+ 〈J (1)0 Ω0(−iω)J (1)0 〉, (3.30)
i3S(3)(ω, ω′) = 〈J (3)0 〉+ 〈J (2)0 Ω0(iω)J (1)0 〉+ 〈J (2)0 Ω0(iω′ − iω)J (1)0 〉
+〈J (2)0 Ω0(−iω′)J (1)0 〉+ 〈J (1)0 Ω0(−iω)J (2)0 〉
+〈J (1)0 Ω0(iω′)J (2)0 〉+ 〈J (1)0 Ω0(iω − iω′)J (2)0 〉
+〈J (1)0 Ω0(−iω)J (1)0 Ω0(−iω′)J (1)0 〉
+〈J (1)0 Ω0(iω′)J (1)0 Ω0(iω)J (1)0 〉
+〈J (1)0 Ω0(−iω)J (1)0 Ω0(iω′ − iω)J (1)0 〉
+〈J (1)0 Ω0(iω′)J (1)0 Ω0(iω′ − iω)J (1)0 〉
+〈J (1)0 Ω0(iω − iω′)J (1)0 Ω0(−iω′)J (1)0 〉
+〈J (1)0 Ω0(iω − iω′)J (1)0 Ω0(iω)J (1)0 〉, (3.31)
being Ω0(z) := [z − W(χ = 0)]−1. These equations generalize the zero-frequency results
found in Ref. [FNJ05b] – c.f. their Eqs. Eqs. (7) and (8) – to finite frequencies. The
zero-frequency limit of (3.29)-(3.31) is presented in appendix D. Results for higher-order
cumulants can be similarly obtained.
The relation between cumulants and moments can be formally expressed more generally at
the level of the generating function. To do this one should follow the derivation by Kubo
[Kub62], making use of the property 〈exp(∑i niχi)〉 = exp{〈exp(∑i niχi) − 1〉c} in our
context, arriving to a similar result to (7.25) in Ref. [Kub62]. This allows for the calculation
of frequency-dependent cumulants of the current distribution up to any order, reproducing
in particular the results presented above. If a diagrammatic expansion in the Liouvillian
space is used [Sch09, LW08, Ema09b], cumulant averages become particularly useful, since
one can then keep only connected diagrams as those contributing to the average, in a similar
way that this is done in quantum field theory.
3.2.5 FCS of total and accumulated currents
As discussed in the previous chapter, at finite frequencies it is essential to include the so-called
displacement currents to have a theory consistent with current conservation [BB00]. This
point is of vital importance to reproduce correctly the noise spectra measured experimentally.
Although our discussion has focused, by construction, on particle currents so far, we show
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here how to include the effect of displacement currents in our formalism. Let us illustrate
this point by considering a quantum well with two terminals (L and R) in contact with Fermi
leads at different chemical potentials. There will be then a net current flowing through both
terminals, but also, charge can ‘accumulate’ in the well for some time. Therefore, charge
conservation may be expressed as
Q˙(t) = IL − IR ≡ Iaccum, (3.32)
with Q the charge in the well and IL, IR referring to the currents through the left and right
contacts respectively. Q˙ represents the displacement current, Idis, which can be partitioned
as Idis = (α + β)Idis = I
R
dis + I
L
dis, where α and β describe how the displacement current is
divided between left and right reservoirs (obviously α + β = 1). This partitioning allows us
to write the current conservation as IL−ILdis−(IR+IRdis) = 0. Equivalently, the total current
(particle plus displacement) reads Itot = IL − ILdis = IR + IRdis = αIL + βIR, which is the
so-called Ramo-Shockley theorem8. In the simplest wide-band limit, the partition coefficients
can be written in terms of tunnel rates only: α := ΓR/(ΓL + ΓR) and β := ΓL/(ΓL + ΓR)
[WWG99]9, and this will be the partitioning we will use throughout the thesis.
Experimentally, one can measure correlations of the current through the device by transport
measurements [RSP03, BGS+05], or indirectly by studying the current through a charge
sensor, such as a quantum point contact [LJP+03, GLS+06a, FHTH06], that reveals whether
the well is ‘charged’ or ‘uncharged’. The second method gives the statistics of the transport
current only for very large bias voltages (unidirectional counting) but, in general the time-
dependent transport current and the charge statistics are different. Morevover, when the
device itself is used as a detector, the difference between transport fluctuations and charge
fluctuations leads to profound physical consequences. Unlike the inelastic backaction induced
by current fluctuations of the detector [AK00], the one induced by charge fluctuations is the
fundamental Heisenberg backaction associated with the measurement [YC10]. Both transport
and charge fluctuations can be accounted for in our formalism by considering respective
counting fields
χtot := χL + χR, (3.33)
χaccum := βχL − αχR, (3.34)
8In this chapter we mean ‘total’ cumulant when a subscript is ommited.
9In a Coulomb Blockade model, the partition coefficients read α = CR/(CL+CR) and β = CL/(CL+CR),
where CL, CR are the capacitances of each barrier and we have neglected capacitive effects from the gate.
See for instance [BS94].
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which lead to the jump super-operators
J (n)χ,tot ≡ αnJ (n)χ,L + βnJ (n)χ,R, (3.35)
J (n)χ,accum ≡ J (n)χ,L + (−1)nJ (n)χ,R, (3.36)
where Jχ,L and Jχ,R refer to the two independent tunneling processes occurring at each
barrier.
The ‘total’ cumulant through a two terminal device can be then calculated performing deriva-
tives of the CGF with respect to χtot defined in (3.33). This leads to expressions (3.29)-(3.31)
with J (n)0 substituted by J (n)0,tot everywhere. Also, the spectrum of charge fluctuations
S
(N)
Q (ω1, . . . , ωN ) :=
∫ ∞
−∞
dt1 . . . dtNe
−iω1t1 . . . e−iωN tNTS〈Q(t1) . . . Q(tN )〉c, (3.37)
follows from
S
(N)
Q [ω] =
δ(iω1 + . . .+ iωN )
(iω1) . . . (iωN )
S(N)accum[ω], (3.38)
with S
(N)
accum[ω] obtained using Eqs. (3.29)-(3.31) upon the change J0 → J0,acumm. For
example, S
(2)
Q (ω) = (1/ω
2)S
(2)
accum(ω). Notice that for a capacitive conductor, due to the
relation between charge and voltage, this charge noise is proportional to the voltage noise.
Finally the ‘left’ and ‘right’ cumulants can be computed with J0 → J0,L and J0 → J0,R
respectively in (3.29)-(3.31).
3.3 Results
To illustrate our method, we analyze the transport statistics of the prototypical example of
spinless electrons passing through a SRL model. As explained in the previous chapter, the
system consists of a two-terminal conductor with a discrete energy level in the central region,
and is described by the Hamiltonian (2.96). In the infinite-bias limit, this Hamiltonian leads
to the kernel (2.97). Using (3.29), (3.30) and (3.31), the simplicity of the model allows us
to derive analytic results in this limit; for example the current gives Istat = ΓLΓR/Γ, where
Γ := ΓL + ΓR, and the ‘total’ noise Fano-factor, F
(2) := S(2)/Istat, found using (3.30) is
precisely the correct and known result (2.106).
At finite bias voltages, the kernel in Eq. (2.97) is no longer valid. Among the various
choices to calculate W(χ) in this case, we use Schoeller’s approach [Sch09, LW08, Ema09b]
(c.f. appendix E), which allows us to calculate the kernel to the desired order (sequential
tunneling in our case) without further uncontrolled approximations (such as the secular
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approximation). It is important to mention that the frequency-dependent shot noise of the
SRL model can be solved exactly [Ave93], and therefore one does not need to use the above
approximations. However, to the best of our knowledge, a finite-frequency study for this
model beyond the second-order current correlator is yet lacking. Here we use the exact
solution to the noise spectrum as a benchmark of the Markovian approximation in order to
identify the regions of validity of our theory. This benchmark is important because most
of the papers in the literature discussing noise in the context of QMEs make use of the
Markovian approximation.
Another important check for the theory is to reproduce the fluctuation-dissipation theorem
(FDT) in the appropriate regimes. Near linear response, that is, for applied voltages V much
smaller than the temperature T , the low-frequency noise spectrum should follow the Jonhson-
Nyquist relation (1.21). Still in the linear response regime, if the measured frequencies are
larger than the temperature, the proper form is the Callen and Welton formula (1.22), that
accounts for quantum fluctuations. As discussed in chapter 1, out of equilibrium, Eq. (1.23)
holds in general, and for some particular cases, such as tunnel junctions or quantum dots
in the weak cotunneling regime, it takes the form (1.24), which has the zero-frequency limit
S(2) = Istatcoth(
eV
2kT ).
In this section we show the solution given by our theory for the SRL model, as well as how it
recovers the FDT and the NEFDT in the appropriate limits. By contrasting these results with
the exact solution, we will be able to show that the Markovian approximation does not contain
quantum fluctuations, thereby needing a non-Markovian approach to capture the physics of
quantum noise (c.f. chapter 4). It is therefore interesting to see to what extend the four
results coincide, and in what regimes the Markovian approach is valid and captures the correct
physics. We will see that when kT  eV, ~ω, the theory captures well both the exact solution
and the FDT and NEFDT. Also, in transport configurations, with the level within the bias
window, the Markovian approximation agrees well with the exact solution, reproducing in
particular previous studies with eV  kT [GP96, AB04, BKM06, PF01]. However, in a
situation with the level outside the bias window, the Markovian approach presented here does
not capture quantum noise physics, effect that we observe at high frequencies (~ω & kT, eV ).
Although in this situation transport due to cotunneling processes becomes more relevant, the
difference between our results and the exact solution is due to the Markovian assumption
as it will be demonstrated in chapter 4. We also study the finite-frequency skewness of the
current distribution as given by equation (3.31). This shows to be insensitive to thermal
fluctuations near equilibrium, therefore revealing the ‘shot’ contribution in a situation in
which thermal fluctuations dominate in the noise spectrum (kT  eV, ~ω).
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Figure 3.1: Zero-frequency noise S(2)(ω = 0) at finite voltage for the single resonant level
model as a function of temperature. For comparison we also show the FDT, the NEFDT,
and the exact solution. In the main figure the level is within the bias window ε = 0. The
inset shows a regime with the level outside the bias window ε/eV = 5. Rest of parameters:
ΓL/eV = ΓR/eV = 0.1. In the main figure all the quantities coincide when kT ≥ eV ,
as expected. In the inset all fluctuations are thermal and therefore, all quantities coincide
in the whole range of temperatures. The typical physical units are T ∼ 10 − 100 mK,
V ∼ 10− 100 µV, Γ ∼ 10− 100 MHz.
3.3.1 Zero-frequency counting statistics
Let us start by showing the zero-frequency noise spectra corresponding to the SRL model.
Although this limit has already been studied in detail, a full comparison between our theory
and the exact solution will help us to understand the finite-frequency case. Particularly
important is the linear response regime, at which studies of this model are scarce. As men-
tioned before, in this regime the noise should exhibit thermal fluctuations in order to fulfill
a fluctuation-dissipation relation, while the skewness, on the other hand, should go to zero
as the voltage V goes to zero [LR04]. Fig. 3.1 shows how our calculation captures correctly
the FDT, S(2) = 2kTG, in the proximity of linear response, kT & eV . For comparison, we
also plot the zero-frequency limit of the NEFDT in Eq. (1.24), namely S(2) = Istatcoth(
eV
2kT ).
In the opposite regime, kT . eV , the Markovian approximation is larger than the exact
solution, discrepancy that can be understood as originated from the lack of cotunneling con-
tributions in our calculation [Ema09b]. As expected, below kT/eV ∼ 1 the FDT is not
fulfilled. We can also see that the NEFDT, exact for tunnel junctions, for a two-terminal
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Figure 3.2: a) Noise and skewness near linear response, for hΓL/kT = hΓR/kT = eV/kT =
0.05, as a function of ε. b) Noise and skewness as a function of voltage. We also show the
equilibrium fluctuation-dissipation expression 2kTG and the exact solution for comparison.
device performs quite badly when kT . eV , but correctly in the opposite limit. This failure
of the NEFDT at low temperatures disappears when the level is outside the bias window.
This is a low-current regime, and thus a tunneling limit. The inset of Fig. 3.1 shows this
situation, where all fluctuations are thermal and the four curves coincide in the whole range
of temperatures. At finite frequencies we will expect a quantum noise step in the spectrum
at frequencies ~ω ∼ ε, effect that will be studied in the next subsection.
The behaviour of the zero-frequency noise spectrum close to equilibrium with respect to ε
is shown in Fig. 3.2a. Here we see how the FDT is fulfilled by our theory and the good
agreement of this with the exact solution. We also plot the zero-frequency skewness, that
although of small magnitude in the same scale, is nonzero in a situation where the noise
spectrum is completely dominated by thermal fluctuations. This insensitivity of the skewness
to temperature allows us to extract intrinsic correlation effects in near-equilibrium conditions.
In Fig. 3.2b we show the same quantities as a function of voltage. Interestingly, the Markovian
result coincides with the exact solution in the whole range of voltages. The FDT, however,
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Figure 3.3: a) Increasing noise (black full lines going up) and skewness (red dashed lines
going up) as a function of ε for increasing voltages eV/hΓR = 1, 10, 20, 40, 60, 80, 100, 120,
(parameters kT/hΓR = 20,ΓL/ΓR = 1). b) Excess noise S
(2)(V )−S(2)(V = 0) and skewness
versus ε for increasing voltages.
starts to disagree with these for voltages eV/ε & 0.2. As anticipated, the skewness vanishes
as the voltage goes to zero. In Fig. 3.3a we plot noise and skewness as a function of ε
for increasing voltages. As the bias increases, the skewness (dashed lines) shows peaks
evolving into plateaus at values of ε corresponding to the chemical potentials of the reservoirs.
This effect, which is due to non-equilibrium fluctuations, is completely masked in the noise
(solid lines) even at the highest voltages due to thermal fluctuations. This is clearly seen
in Fig. 3.3b, where we show the same comparison after substracting thermal fluctuations to
the noise value (excess noise defined as S(2)(V )− S(2)(V = 0)). Here it is clear that at low
detuning, ε . eV/2 (position of the peaks in the figure), and at kT & eV , the skewness
can reveal the ‘shot’ contribution, while this is masked by thermal fluctuations in the noise
spectrum.
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Figure 3.4: Noise, FDT and NEFDT as a function of temperature for ω/eV = 10. In the
main figure the level is within the bias window ε = 0. The inset shows a regime with the
level outside the bias window ε/eV = 5. Rest of parameters: hΓL/eV = hΓR/eV = 0.1.
In the main figure all quantities coincide when kT ≥ eV + ~ω. In the inset all fluctuations
are thermal and, therefore, the shot noise and the FDT coincide in the whole range of
temperatures. When kT ≤ eV +~ω, the NEFDT is above due to quantum fluctuations. The
exact solution contains also corrections due to cotunneling processes, which are dominating
in this regime.
3.3.2 Finite-frequency counting statistics
To study the case of finite frequencies, we use our formulae (3.29)-(3.31) applied to the SRL
model. In a situation with the level within the bias window, we find a similar behaviour
to Fig. 3.1. However, now the NEFDT – equation (1.24) – is fulfilled for temperatures
kT & eV + ~ω. This is shown in Fig. 3.4. Remarkably, at finite frequencies the Markovian
approximation is basically exact in this direct transport regime. In the high-bias regime,
eV  ~ω, kT , we also find that the Markovian approximation agrees perfectly with the
exact result (not shown), in accordance with previous studies [GP96, AB04, BKM06, PF01].
When the level lies outside the voltage window, the situation changes drastically (see inset of
Fig. 3.4). Here the Markovian approximation is no longer appropriate when kT . eV + ~ω.
Both the exact result and the NEFDT contain quantum fluctuations, while the Markovian
calculation only captures the thermal contribution (and therefore fulfills the FDT). The exact
solution presents a small structure at temperatures of the order of ε. This cannot be resolved
with the NEFDT. As expected, when kT & eV + ~ω, all curves coincide.
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Figure 3.5: S(2) near linear response (eV/kT = 0.0005) as a function of frequency. For
comparison we also show the NEFDT (Eq. (1.24)) and the exact solution. S(2)(ω) is flat for
the whole range of frequencies, and coincides with the equilibrium FDT as expected. The
NEFDT however disagrees with these two, showing also quantum fluctuations which are
absent in the Markovian noise spectrum. The quantum noise steps shown by the NEFDT
are however at ~ω = 2ε, in contrast to the exact solution, which shows steps at ~ω = ε. This
is due to the fact that the NEFDT works well for tunnel junctions, but does not capture
partition noise. This becomes clear also from the saturation value at large frequencies, as
described in the text. Rest of parameters: hΓL/kT = hΓR/kT = 0.05. The inset compares
the exact solution with the Markovian approximation for a different regime, namely eV/kT =
25. We see that while the Markovian limit is flat for all frequencies, the exact solution
presents a dip at ~ω = ±|ε± eV/2|. Rest of parameters: ε = 0, hΓL/kT = hΓR/kT = 0.25.
The general trends explained so far become more evident in Fig. 3.5, where we plot noise
and the fluctuation-dissipation theorem near linear response as a function of frequency. Here
the Markovian noise is always flat and equals S(2) = 2kTG, whereas the NEFDT and the
exact solution lie above and show quantum noise steps. Let us start by considering the
case ε = 0. In the whole range of frequencies, the Markovian approximation is basically
exact in this situation of direct transport. The NEFDT shows the correct zero-frequency
limit, since in this case the fluctuations are purely thermal. At high frequencies, however,
the NEFDT converges to the Poisson value of a single barrier with tunneling rate Γ¯/2,
being Γ¯ := (ΓL + ΓR)/2, (c.f. S
(2)
L in the plot). This is in agreement with the validity of
equation (1.24) for a tunnel junction, and in contrast with the exact solution, which contains
partitioning, and therefore its ω → ∞ limit is Γ¯/4. In the case in which the energy lies
outside the bias window (ε/kT = 5 in the figure), transport is possible because of the finite
temperature as well as due to quantum fluctuations. The Markovian noise only contains
the former and is flat with frequency, while the exact result contains both and shows a
quantum noise step centered at ~ω/kT = ε/kT = 5. Although in this regime cotunneling
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Figure 3.6: a) S(2)(ω) and b) S(3)(ω,−ω) for eV/hΓR = 50, kT/hΓR = 20, and ε = 0.
The spectra for particle currents and for total currents significantly deviate from each other,
even for large asymmetry. The insets correspond to noise and skewness through the left
barrier for ΓL/ΓR = 10.
contributions are important, the difference lies in the Markovian approximation, as it will be
seen in the next chapter. The NEFDT shows in this situation a quantum noise step centered
at ~ω = 2ε. This discrepancy with respect to the exact solution can be understood in terms
of the tunneling approximation leading to Eq. (1.24), which presents a step located at an
effective chemical potential 2ε. Again, the high frequency limit coincides with that of S
(2)
L .
The intermediate regime where ~ω ∼ eV is studied in the inset. Here, we set eV/kT = 25 and
observe a flat behaviour for the Markovian solution, whereas the exact solution presents a
dip at ~ω = ±|ε±eV/2| (coinciding with the position of the chemical potentials with respect
to the energy level). This clearly illustrates how the Markovian approximation captures well
the physics in the linear response regime and a direct-transport configuration, but when the
frequency is comparable to the applied bias, it fails to capture quantum noise.
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We now proceed to discuss the finite-frequency noise and skewness spectra of the total- and
particle- current distribution. In the previous discussion, the Markovian noise was always flat
as a function of frequency, a fact that is well known for symmetric systems (ΓL = ΓR) – see
for instance [BB00]. In the case ΓL 6= ΓR, a proper partitioning of displacement currents (see
discussion in subsection 3.2.5) becomes essential as we will show next, and the way this is
made affects significantly the spectrum. Fig. 3.6a shows S(2)(ω) in a transport configuration,
eV/hΓR = 50 and ε = 0. As in the results shown previously, the total noise spectrum is flat
for a symmetric configuration. Interestingly, this flat behaviour persists even when the system
is made asymmetric (ΓL 6= ΓR). This is due to the current-partitioning model assumed here:
Itot = αIL + βIR with α = ΓR/Γ and β = ΓL/Γ. The noise spectrum corresponding to
particle currents displays information about the rates; in contrast to the total noise, it shows
a dip with half-width 2Γ. In Fig. 3.6b we show the skewness along the representative direction
ω′ = −ω. Interestingly, the skewness corresponding to the total current starts to develop
a dip that shows the asymmetry of the system. The particle-current skewness presents a
similar behaviour to the noise counterpart. However, for (3−√5)/2 6 ΓL/ΓR 6 (3+
√
5)/2,
it develops a minimum whose position depends on the value of the rates. In the asymmetric
case, ΓL 6= ΓR, the particle-current noise and skewness can even present different lineshapes.
This can be seen contrasting the insets of Figs. 3.6a and 3.6b. In the linear response regime
the curves for the noise look similar (not shown). The skewness, on the contrary, goes to zero
in magnitude and shows a structure that depends on temperature, and that changes from a
dip to a peak as ε is increased from zero to a finite value. In summary, we see that the spectra
for total and particle currents differ significantly from each other even for large asymmetry.
This means that the assumption of calculating noise spectra using particle currents only,
used commonly in the literature, is flawed. Here we have assumed the current partitioning
given by α = ΓR/Γ, β = ΓL/Γ. If the more simplistic partitioning α = β = 1/2 is assumed,
the results for the total cumulants in the asymmetric case change drastically (not shown). In
particular, the noise is then no longer flat but has a dip structure, and the skewness shows
a peak around zero frequency.
3.4 Conclusions
In this chapter, we have developed a theory of frequency-dependent counting statistics of
electron transport through nanostructures, within the framework of Markovian quantum
master equations. We have illustrated our method with calculations of noise and skewness
in a single resonant level model at finite bias voltages and frequencies. By comparing with
both the exact solution and the finite-frequency version of the non-equilibrium fluctuation-
dissipation theorem, Eq. (1.24), we have identified the regimes of validity of our Markovian
theory at finite frequencies. In particular, we have shown that the Markovian limit is basically
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exact in transport configurations (level within the bias voltage window), as long as ~ω  eV
or ~ω  eV . In intermediate situations, where ~ω ∼ eV , or with the level outside the
bias window, the Markovian limit fails at finite frequencies due to the lack of quantum
fluctuations.
We have also discussed how the noise spectra for particle currents and for total currents sig-
nificantly deviate from each other, even for large asymmetries ΓR/ΓL 6= 1. This demonstrates
that calculating spectra using particle currents only leads to incorrect results in general. Our
method allows for the calculation of finite-frequency current cumulants of arbitrary order, as
we have explicitly shown for the second and third order cumulants, Eqs. (3.30) and (3.31).
These formulae generalize previous zero-frequency expressions and can be viewed as an ex-
tension of MacDonald’s formula beyond shot noise. Recently, this has been extended to study
the time-averaged shot noise spectrum in the presence of periodic ac fields [WT10]. Interest-
ing extensions of our study along these lines would allow us to study frequency-dependent
high-order cumulants in nanostructures driven by time-dependent fields, or, even more chal-
lenging, in systems showing nontrivial non-linear dynamics such as self-sustained oscillations
without external time-dependent driving [KSK+10].
Chapter 4
Non-Markovian noise correlations
of interacting electrons1
“Everything should be made as simple as possible, but not simpler.”
A. Einstein
We present a theory of finite-frequency noise in non-equilibrium conductors. It is shown that Non-
Markovian correlations are essential to describe the physics of quantum noise. In particular, we show
the importance of a correct treatment of the initial system-bath correlations, and how these can be
calculated using the formalism of quantum master equations. Our method is particularly important
in interacting systems, and when the measured frequencies are larger than the temperature and the
applied voltage. In this regime, quantum-noise steps are expected in the power spectrum due to
vacuum fluctuations. This is illustrated in the current noise spectrum of a double quantum dot –
charge qubit– attached to electronic reservoirs. Furthermore, the method allows for the calculation
of the single-time counting statistics in quantum dots, measured in recent experiments.
1The results presented in this chapter have been published in [MEBA10b].
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4.1 Introduction
Vacuum fluctuations are one of the most intriguing consequences of the quantum the-
ory. In electronic systems, they manifest as electron-hole creation/annihilation processes
in a time given by the Heisenberg uncertainty relation, t ∼ 1/ω, being ω the measur-
ing frequency. In order for these processes to be seen, other types of fluctuations must
be overcome. For example, a system in thermodynamic equilibrium must be at a tem-
perature T much smaller than this frequency, and in a system driven out of equilibrium,
such as a mesoscopic conductor subject to an applied voltage V , the quantum-noise regime
(QNR) reads ~ω  kBT, eV . Zero-point fluctuations in quantum-transport systems were
first measured by Schoelkopf and collaborators [SBK+97] through the current-noise spec-
trum (1.20), which reveals valuable information beyond that contained in the dc current
[BB00, GGZ03, NPB04, PNB04, SHP06, AB04]. Among the various methods presented in
chapter 2 to calculate S(2)(ω), quantum master equations (QMEs) are particularly attrac-
tive because of their simplicity and generality for treating dissipative dynamics of interacting
systems [PF01, GFMB03, RK03, AB04, EMAB07]. Typically, the Markovian approximation
(MA) in the system-reservoir coupling is employed. However, as it was shown in the previous
chapter, this fails in describing the noise spectrum in the QNR. Although there have been a
few attempts to go beyond the MA in the context of QMEs [EL04], a complete noise theory
is yet lacking.
In this chapter we present such a theory. Our method allows the calculation of the current
and voltage noise spectrum of a system described by a generic non-Markovian QME, and can
be applied to the increasing number of experiments exploring the QNR [DOGK03, ZBSP+07,
GR08, XJP+09]. The theory naturally contains the physics of vacuum fluctuations, for which
a proper inclusion of initial system-bath correlations is essential. Furthermore, the method
enables to determine the charge-noise spectrum
S
(2)
Q (ω) =
∫ ∞
−∞
dτe−iωτ 〈{Q(τ), Q(0)}〉c, (4.1)
as it is shown for a single resonant level (SRL) model. This noise dictates the back-action
when the conductor is used as a detector of another quantum system [CDG+10]. The tech-
nique is used to study the full noise spectrum of a double quantum dot charge qubit in the
hitherto unexplored QNR. As we will see, in this regime transport fluctuations are mediated
by the zero-point dynamics, showing a series of steps at frequencies corresponding to resonant
processes in the system.
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Non-counting
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ρ( t0 ) = ρS ( t0 ) ρ
eq
R
χ = 0 χ = 0Counting
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Time
Steady state
ρeqR
ρS ( t0 )Time
Figure 4.1: Schematics of counting: The density operator evolves from the initial separable
state at time t0 (represented by two distinct ellipses) until it reaches a steady state at time
t = 0, where it is no longer in a product state (single ellipse). At time t = 0 counting begins.
The shading highlights the time interval where counting is effective. Full circles denote
tunnel vertices with counting factors χ 6= 0, empty circles denote standard tunneling vertices
(χ = 0). Contractions between tunneling events in counting and non-counting intervals
(dashed over-line) give rise to Γ(χ, z), while contractions within the counting interval (solid
over-line) give rise to the self-energy Σ(χ, z).
4.2 Theory
Here we consider phenomena that can be described by the general QME2 ρ˙(t) = Lρ(t), where
L is the Liouvillian, that governs the evolution of the density operator (DO), ρ, describing the
dynamics of the total system. More specifically, we focus on the case in which a central system
exchanges particles with a bath, and this exchange is amenable to the counting of particles.
We will take here the case of transport through a central quantum coherent system, attached
to fermionic contacts. The Hamiltonian of the system is of the form (2.12), where each of
the terms can be written as in Eqs. (3.1)-(3.3). The left/right reservoirs will be taken to be
at equilibrium, with chemical potentials µL/R = EF ± eV2 . Under this Hamiltonian, the DO
evolves according to equation (2.30), with L• ≡ −i [HS +HR +HV, •] ≡ (LS + LR + LV)•.
We are interested in the central-system dynamics, for which we consider the reduced system
DO ρS(t) ≡ TrR{ρ(t)}. If we choose t0 to be the time at which system and reservoirs are in
a separable state, ρ(t0) = ρS(t0) ⊗ ρeqR , with ρS(t0) arbitrary and ρeqR the equilibrium bath
state, the evolution of ρS(t) in the Laplace space is given by
ρS(z) = TrR
{
[z − L]−1 ρS(t0)⊗ ρeqR
}
= Ω0(z)ρS(t0). (4.2)
2In this chapter we obviate the hat in the notation for operators.
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Here, we find the propagator Ω0(z) ≡ [z −W(z)]−1, with kernel W(z) = LS + Σ(z), being
Σ(z) the non-Markovian (NM) self-energy, and whose form can be derived using the expansion
1
z − L =
1
z − LS − LR
∞∑
k=0
(
LV 1
z − LS − LR
)k
. (4.3)
This gives
Σ(z) = TrR
{
LV 1
z − LS − LRLVρ
eq
R
}
+ . . . (4.4)
Technical details on how to evaluate this expression [Sch09, Ema09a] are not relevant for the
main discussions and can be found in appendix E.
4.2.1 Cumulant generating function
Our goal here is, given Eq. (4.2), to derive a formula for the cumulant generating function
(CGF) in terms of known quantities such as the self-energy. This will allow us to calculate
NM current correlations up to arbitrary order at zero frequency. Furthermore, we aim to
give an expression for the NM finite-frequency noise correlation function. If the transfer of
electrons between system and reservoirs is amenable to counting, the full counting statistics
of the number of transferred electrons n can be studied with the DO formalism. To do this,
we unravel ρS(t) in terms of this continuous projective measurement: ρS(t) =
∑
n ρ
(n)
S (t),
similarly to how it was done in the previous chapters. The probability distribution of having
n transfers after time t is given by P (n, t) = TrS{ρ(n)S (t)}, and the corresponding CGF is
F(χ; t) ≡ ln∑∞n=−∞ P (n, t)einχ. Let us try to relate this CGF (or alternatively the moment
generating function G ≡ eF ) with a general NM evolution. As explained in chapter 3,
counting in lead α can be effected by adding χα to the tunneling Liouvillian LV through the
replacement Vkαm → Vkαmeipχα/2, where p = +/− is the Keldysh index corresponding to the
forward/backward time branch. Derivatives with respect to different counting fields, e.g. χL,
χR, allow us to obtain also cross correlations of currents flowing through different contacts.
In the following, the lead-dependence of the counting field will be considered implicit. In the
χ-space, the density operator ρS(χ, z) ≡
∑∞
n=−∞
∫∞
0 dtρ
(n)
S (t)e
iχn−zt follows the evolution
ρS(χ, z) = Ω(χ, z)ρS(0), with Ω(χ, z) ≡ [z − W(χ, z)]−1, and W(χ, z) = LS + Σ(χ, z). To
lowest order we have
Σ(χ, z) = TrR
{
LV(χ) 1
z − LS − LRLV(χ)ρ
eq
R
}
. (4.5)
For later use, we also introduce the two-point self-energy
Π(χ2, χ1, z) = TrR
{
LV(χ2) 1
z − LS − LRLV(χ1)ρ
eq
R
}
. (4.6)
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Obviously, we have Π(χ, χ, z) = Σ(χ, z), and Σ(χ = 0, z) = Σ(z). Explicit expressions for
Eqs. (4.5) and (4.6) are given in appendix E.
In the widely used Born-Markov approximation, the state at which counting begins (say
t = 0) can be taken to be ρS(0) ⊗ ρeqR . However, to consider NM corrections, the state at
time t = 0 can no longer be considered as a separable state, as it contains initial system-bath
correlations. To account for these, we explicitly divide the time evolution into two intervals
(see Fig. 4.1). The evolution from t0 (time at which system and reservoirs are separable) to
t = 0 is given by 1z0−L , while the evolution from t = 0 to t is given by
1
z−L(χ) . Doing this we
obtain the moment generating function (MGF):
G(χ; z) = z0Tr
{
1
z − L(χ)
1
z0 − LρS(t0)⊗ ρ
eq
R
}
. (4.7)
Here z is the conjugate frequency to t, and z0 to −t0. We will take t0 → −∞, which implies
z0 → 0− (henceforth implicit). The trace in (4.7) refers to the full trace (system plus bath
degrees of freedom). Using geometric expansions of 1z−L(χ) and
1
z0−L , and performing the
trace over the reservoirs, we get
G(χ; z) =
〈 1
z − LS − Σ(χ, z) (1+ Γ(χ, z))
〉
. (4.8)
In this equation, 〈. . .〉 ≡ TrS
{
. . . ρstatS
}
, where we have taken ρS(0) = ρ
stat
S , as we are
interested in fluctuations around the stationary state. This can be obtained either as
ρstatS = limz→0 zρS(z) in equation (4.2), or solving W(0)ρstatS = 0. The inhomogeneous
term Γ(χ, z) in Eq. (4.8) is given by
Γ(χ; z) =
1
z
{Π(χ, 0, z0)−Π(χ, 0, z)} + . . . (4.9)
With Eqs. (4.8) and (4.9) we have reached our first goal of obtaining a NM MGF. As we
shall show below, the inclusion of Γ(χ, z) in the MGF is crucial to account for NM physics
and quantum noise. Importantly, Γ(χ, z) cannot, in general, be cast in the form of a self-
energy, since only one of the two vertices (i.e. tunneling Liouvillians) contains a counting
field χ. Notice that Eq. (4.9) extends the particular form of the inhomogeneity Γ(χ; z) =
1
z{Σ(0, 0) − Σ(0, z)}, which appears in [FNB+08]. This is only valid for a system with NM
dynamics but with Markovian coupling with the bath in which counting is performed, and
as a result, quantum fluctuations due to the Fermi contacts are not captured in this case.
Additional details on how to obtain Eqs. (4.8) and (4.9) with Liouvillian perturbation theory
will be presented in Clive Emary’s Habilitation thesis.
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4.2.2 Noise spectrum
From the MGF (4.8), together with (4.9), we can derive a general equation for the noise
spectrum. To this end we use Eq. (2.92), and obtain
i2S(2)(ω) =
[〈J II(iω, iω0)〉+ 〈J I(iω, iω)Ω0(iω)J I(iω, iω0)〉]+ (ω ↔ −ω), (4.10)
with ω0 → 0 and
J II(z, z0) ≡ ∂
2
∂χ2∂χ1
Π(χ2, χ1, z)
∣∣∣
χ2,χ1→0
+ . . . (4.11)
J I(z, z′) ≡ ∂
∂χ
[
Π(0, χ, z) + Π(χ, 0, z′)
] ∣∣∣
χ→0
+ . . . (4.12)
Eq. (4.10) is the desired result for the NM noise spectrum. It is exact and agrees with
previous approaches in the literature in the appropriate limits [EL04, BKM06]. In particular,
the Markovian result (3.30) is recovered by neglecting the frequency dependence of the jump
super-operators: J II(z, z0) → J II(0, 0) ≡ J (2)0 , J I(z, z′) → J I(0, 0) ≡ J (1)0 . The correct
NM zero-frequency limit [FNB+08] is also recovered. It is interesting to notice that Eq. (4.8)
not only allows us to obtain the NM noise spectrum, but also single-time NM correlations
to arbitrary order, 〈IN (t)〉c, 〈nN (t)〉c, 〈QN (t)〉c, by simply taking derivatives with respect to
the counting field.
Notice that the above derivation has focused on particle currents flowing through the barriers
separating central system and leads. As explained in detail in subsection 3.2.5, at finite
frequencies this particle current is not conserved due to charge accumulations in the system,
and the total current (particle plus displacement) needs to be considered to obtain the noise
spectrum. However, our results are general, and current conservation can be considered by
the inclusion of the proper counting fields in Σ(χ, z) and Π(χ2, χ1, z). Thus, particle, total,
and charge noise (equivalently voltage noise for a capacitive system), can be calculated from
Eq. (4.10). To this end, it is enough to consider respectively χL/χR, or χtot, χaccum, given
by equations (3.33), (3.34), which in the NM case produce jump super-operators similar to
(3.35), (3.36).
4.3 Results
4.3.1 Single resonant level model
We now use the formalism presented in the previous section to calculate the NM noise
spectrum of a single resonant level model (equivalently of a single electron transistor with
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EC  kBT , being EC the charging energy, and with only two relevant charge states). This
noise spectrum is exactly solvable and has been calculated with a variety of techniques
[Ave93, BB00, Eng03, JKW02]. In the following we show the good agreement between our
theory and the exact solution. In the QNR, these two, in contrast to the Markovian result,
show quantum-noise steps due to vacuum fluctuations, as we will see. The Markovian and
non-Markovian results we present correspond to first order in perturbation theory (sequential
tunneling) and in the following S(2)(ω) refers to the ‘total’ noise.
The SRL model, introduced in subsection 2.3.5.1, is an example of interest for us not only
because of the possibility of solving the noise spectrum exactly, but also because of the great
deal of interesting physics that it contains, despite its simplicity. It captures the physics
of a quantum dot in which only one single level participates in transport (strong Coulomb
Blockade regime), and it can be shown that there is an exact mapping between the SRL
model and the spin-boson model (namely a quantum two-level system coupled with strength
ν to an ohmic dissipative bosonic bath) at ν = 1/2. This mapping is actually a special case
of the more general relation between the spin-boson model and the anisotropic Kondo model,
for which ν = 1/2 is the exactly solvable point, the so-called Toulouse limit of the Kondo
problem [CB01].
Fig. 4.2a shows3 the shot noise spectrum S(2)(ω) of the total current through the system
obtained with the non-Markovian formalism discussed in the previous section (blue dashed-
dotted curve). We also plot the exact result (black dotted curve), as given by [Ave93],
and the one obtained after a Markovian approximation (red dashed curve). The agreement
between the exact solution and the NM calculation is extremely good. Both develop dips at
frequencies ω = ±|ε± eV2 |, and show a strong frequency dependence. As expected, and due
to the mapping aforementioned, the shot noise spectrum in Fig. 4.2a agrees well with the one
of a non-equilibrium Kondo model in the Toulouse limit (c.f. with Fig. 11 in Ref. [SH98]).
In stark contrast, the Markovian solution is markedly different: it is frequency-independent
and equals S(2)(ω → ∞) = ΓLΓR2(ΓL+ΓR) =
〈I〉
2 . Even at ω = 0, the MA deviates from the
NM and exact solutions, which here fall practically on top of each other. In Fig. 4.2b, we
explore the linear-response regime when the level is outside the bias voltage window. In this
situation shot-noise is negligible, and quantum fluctuations are dominant in the spectrum
for ~ω  kBT . The quantum noise step expected at ω = ε is fully captured by our NM
approach, while here it becomes clear that the MA does not capture quantum noise physics.
The richness of the SRL model can be further explored by noting that it also describes the
physics of a single electron transistor (SET) with charging energy EC  kBT , and voltage
such that only two charge states |N〉 and |N + 1〉 are relevant. One can describe a SET
3Throughout the chapter we will use e (electron charge) = k (Boltzman’s constant) = ~ (Planck’s
constant/2pi) = 1.
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Figure 4.2: Quantum noise spectra of the SRL model (ΓL = ΓR = 1 in all figures). a)
S(2)(ω) as a function of frequency ω in the shot noise regime (ε = 20, V = 100, T = 4). In
this limit, the noise develops dips at ω = ±|ε± eV2 | . b) S(2)(ω) as a function of frequency
ω in the quantum noise regime (ε = 10, V → 0, T = 1). In this limit, S(2)(ω) develops a
quantum noise step at ω = ε. c) Charge noise S
(2)
Q (ω) as a function of frequency ω of a single
electron transistor acting as a detector (EC = V = 10). When ω > EC , S
(2)
Q (ω) contains
extra quantum noise contributing to backaction.
in this regime with Eq. (2.96) by just making the substitutions ε → EC , |0〉 → |N〉 and
|1〉 → |N + 1〉, see e.g. Ref. [Naz02b]. Let us derive the charge-noise spectrum (4.1) of the
SET. This problem has already been studied by Johansson et al. using a different formalism
[JKW02]. As discussed in the previous section, S
(2)
Q (ω) can be found by considering the
jump operators arising from the counting field (3.34). Alternatively, one can use Eq. (2.105)
together with (C.20) to obtain
S
(2)
Q (ω) =
1
ω2
[
S
(2)
L (ω) + S
(2)
R (ω)− S(2)LR(ω)− S(2)RL(ω)
]
. (4.13)
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Figure 4.3: Zero-frequency limit of the non-Markovian theory. a) Particle-current noise
for ΓL = ΓR, ε/ΓR = 80, T/ΓR = 4 The noise suddenly increases when the level enters
the voltage bias window. b) S
(2)
R (0) as a function of bias voltage V for ΓL = ΓR, ε = 0,
T/ΓR = 4. While the Markovian approximation is flat at all voltages, the NM and exact
solution show a structure that strongly differs in both for low voltages due to cotunneling
processes.
The cross correlations S
(2)
LR/RL(ω) :=
∫∞
−∞ dτe
−iωτ 〈{IL/R(τ)IR/L(0)}〉c, can be easily calcu-
lated taking the derivative of the CGF with respect to counting fields χL and χR, while the
particle-noise contributions S
(2)
L/R involve a double derivative with respect to χL/χR of the
CGF. Fig. 4.2c shows the noise associated with the charge fluctuations in the central island of
an SET, S
(2)
Q (ω). Interestingly, if the SET is used as a detector of another quantum system,
this noise governs the measurement backaction [Naz02b, CDG+10, YC10]. When ~ω ≥ EC ,
the charge-noise spectrum contains extra quantum noise contributing to backaction, in full
agreement with the calculations in [JKW02, Naz02b] (c.f. Fig. 5 in these references).
In Fig. 4.3 we investigate this zero-frequency limit given by our NM theory. Fig. 4.3a shows
the particle noise S
(2)
R (ω = 0) as a function of voltage for a configuration such that ε/ΓR =
80  T/ΓR = 4. We observe a resonant step in the noise spectrum at precisely V = ±2ε.
Above this step, there is a discrepancy of the Markovian solution with the NM and exact
results, while right below the step, Markovian and non-Markovian limits differ from the
exact solution. This last discrepancy is due to cotunneling contributions, only captured by
the exact result. The difference is better observed in Fig. 4.3b, where we set ε = 0 and vary
the bias voltage again. Remarkably, the Markovian solution is flat for all voltages, while both
NM and exact solutions show certain structure capturing system-bath memory effects. Only
for low voltages these two disagree, when cotunneling contributions become important. At
zero voltage, the Markovian and NM curves coincide as expected (since the only contribution
to noise should originate from equilibrium fluctuations). For large enough voltages, the exact
and NM results fall on top of each other, and we remark that, as noticed previously, the limit
V →∞ is exact in both Markovian and non-Markovian approaches, and thus all three curves
converge to the same value in this limit.
Chapter 4. Non-Markovian noise correlations of interacting electrons 122
Figure 4.4: Quantum noise processes in a double quantum dot. In the QNR, quantum
fluctuations can discharge the system through the left/right reservoir if ~ω ≥ |µL/R−∆/2|.
These correspond to the steps in Fig. 4.5a. When ω = ∆, quantum interference between the
eigenstates gives a noise suppression.
4.3.2 Double quantum dot
To further illustrate the non-Markovian theory developed in this chapter, we now consider
the example of a double quantum dot (DQD). To the best of our knowledge, a complete study
of this model in the different regimes of V , T and ω, and in the NM limit is yet lacking.
The following results are also applicable to a Cooper pair box qubit. Again, the Markovian
and NM solutions shown here correspond to first order in perturbation theory (sequential
tunneling) and S(2)(ω) refers to the ‘total’ noise. In the Coulomb blockade regime, the
possible DQD states are |0〉 ≡ |NL, NR〉, |L〉 = |NL + 1, NR〉 and |R〉 = |NL, NR + 1〉, with
NL/NR being the number of electrons in the left/right dot. The qubit, with Hamiltonian
HS = ε (|L〉〈L| − |R〉〈R|) + Tc (|L〉〈R|+ |R〉〈L|), has eigenvalues E± = ±∆2 , being ∆ ≡
2
√
ε2 + T 2c . Near linear response (eV  kBT, ~ω), the only noise contribution originates
from equilibrium fluctuations – either thermal noise for kBT  ~ω, or quantum noise for
~ω  kBT . In Fig. 4.4 we sketch the physical processes due to quantum fluctuations, which
give rise to the noise spectrum in Fig. 4.5a. For eV . ∆, the conductance is zero and therefore
S(2)(0) = 0, as dictated by the fluctuation-dissipation theorem. Quantum fluctuations, on
the other hand, give rise to a finite noise for ω > 0 (steps at ~ω = |µL/R ± ∆2 | in Fig. 4.5a).
Importantly, this physics is not captured with the MA, neither by other models for the
inhomogeneity, such as Γ(χ; z) = 1z{Σ(χ, 0)−Σ(χ, z)}. The spectrum also contains a strong
dip centered at ω = ∆. This dip, which is voltage-independent and reaches S(2)(ω = ∆) = 0,
can be understood as resulting from coherent destructive interference between the qubit
eigenstates. This is demonstrated in Fig. 4.5b, where we investigate how this feature at
ω = ∆ changes as we move the Fermi energy, EF , of the reservoirs. For V = 0.1 and
EF = 0 (black solid curve), E+/− is above/below the chemical potentials and we find a dip
shape, as discussed. When EF is aligned with the lowest level, namely EF = E− = −∆2 ,
the resonance changes to a Fano shape, as one expects from interference between a discrete
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Figure 4.5: Finite-frequency noise of a double quantum dot (results normalized to the dc
current in the large-voltage limit, Idc(V = ∞), given by expression (2.111). a) Near linear
response, S(2)(ω) shows quantum noise steps at ω = |∆/2 ± V/2| and a dip centered at
ω = ∆ (indicated with arrows for the case V = 4 in the figure). b) The feature at ω = ∆
originates from quantum interference between the bonding and anti-bonding qubit states.
Here we set V = 0.1 and vary the reservoir Fermi energy EF , observing a displacement of the
quantum noise step, as well as a modification of the resonance form at the qubit frequency
∆ (see text). c) Shot noise limit. Quantum noise steps are only visible for V . ∆, kBT ,
otherwise the contribution from shot noise or thermal noise are dominant. Parameters:
ε = 0, ∆ = 2Tc = 6, ΓL = ΓR = T/2 = 0.1.
level (the one above the chemical potentials at E+ =
∆
2 ) and one strongly coupled to a
continuum (the one at EF = E− = −∆2 ). When both levels are above EF , the interference
at ω = ∆ is suppressed (red dotted curve). However, if both levels lie above EF (light
grey curve), quantum interference still occurs, giving in this case a narrow resonant peak
in the noise spectrum, since now we have a qubit weakly coupled to the leads – therefore
with a low dephasing rate. A very important remark of this figure, is that the situation
corresponding to EF = −4 gives a different result from that corresponding to EF = 4. In the
former, the peak at ω = ∆ has been suppressed, while in the last, the resonance occurs. This
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Figure 4.6: a) Effect of a gate voltage. As the relative distance between the dot levels and
the lead chemical potentials is varied (here illustrated decreasing the Fermi energy EF ), a
quantum noise step, absent when the bonding state is aligned with both chemical potentials,
appears at the corresponding frequency difference. The Fano shape, however, gives an anti-
resonance at the qubit frequency ∆. Here T = 0.2. b) Effect of the temperature. As
T is increased, the quantum noise step is lost, since thermal noise overcomes quantum
noise, giving a finite S(2) value at zero frequency. The Fano shape is however preserved
for high temperatures. Here EF = −2.5. In both figures V = 0.1, ε = 0, ∆ = 2Tc = 6,
ΓL = ΓR = 0.1.
we understand in terms of coherent oscillations only taking place when the levels lie below
the chemical potentials. Most importantly, the light-grey curve only presents one quantum
noise step, corresponding to the anti-bonding state. As the charge oscillates fast between
both eigenstates, this can decay to the reservoirs via quantum noise processes only from the
lowest level. However, in the situation with both eigenstates above the chemical potentials,
charge can decay to the reservoirs from both levels through quantum noise processes. If
eV & ∆, transport is possible and shot noise is finite, therefore S(2)(0) 6= 0. This limit is
discussed in Fig. 4.5c. Interestingly, quantum noise is progressively overcome by shot noise
as V increases. As a result, for large voltages, the quantum noise steps disappear and the
noise is of smaller magnitude. In this case an incomplete destructive interference is found
at ω = ∆: S(2)(ω = ∆)/Idc(V ) is greater than zero and does not depend on V . The width,
on the other hand, increases with the voltage, which can be understood as a decrease of the
dephasing time (inverse of the width) due to the coupling with the reservoirs [AB04]. The
MA is recovered as V → ∞, with features at ω = 0 and ω = ∆ on top of a background of
sub-Possonian partition noise, Fano-factor S(2)(ω)/Idc(V ) = 1/2.
The transition from a Fano shape to an anti-resonance in the noise spectrum encountered
in Fig. 4.5b is further investigated in figure 4.6a. Here we show how the quantum noise
step progressively appears as the bonding state comes below the chemical potentials. At
the same time, the Fano resonance gives rise to the destructive-interference feature at the
qubit frequency. The effect of temperature is shown in Fig. 4.6b. Still in the linear response
regime, where the ‘shot’ contribution is negligible, we see how quantum noise is overcome
by thermal noise, giving a finite S(2) value at zero frequency for increasing temperature, as
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dictated by the fluctuation-dissipation theorem. The Fano shape, consequence of having the
lowest level strongly coupled to the reservoirs, but also coupled to the anti-bonding state,
persists at high temperatures.
4.4 Conclusions
In this chapter we have presented a general non-Markovian theory of frequency-dependent
noise based on QME. The importance of NM correlations to correctly capture the physics
of vacuum fluctuations has been shown through the study of a single resonant level model
and a double quantum dot in the quantum noise regime. Our equations for the CGF and
noise spectrum open the possibility to investigate this physics in a variety of systems where
NM corrections are of vital importance, such as electromechanical resonators close to the
zero-point motion [OHA+10], or strongly correlated cold atoms in optical lattices [BSS+08].
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Chapter 5
Hybrid quantum processors:
Coupling superconducting qubits
and atomic systems1
“These dark days in Stockholm emphazise the importance of light in our lives.”
Roy Glauber
We propose a method to achieve coherent coupling between Nitrogen-vacancy (NV) centers in diamond
and superconducting (SC) flux qubits. The resulting coupling can be used to create a coherent
interaction between the spin states of distant NV centers mediated by the flux qubit. Furthermore,
the magnetic coupling can be used to achieve a coherent transfer of quantum information between
the flux qubit and an ensemble of NV centers. This enables a long-term memory for a SC quantum
processor and possibly an interface between SC qubits and light.
1The results presented in this chapter have been published in [MWT+10].
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5.1 Introduction
Among the many different approaches to quantum information processing, each has its own
distinct advantages. For instance, atomic systems [CZ95] present excellent isolation from
their environment, and can be interfaced with optical photons for quantum communication.
In contrast, condensed matter systems [Kan98, LD98] offer strong interactions, and may
benefit from the stability, robustness, and scalability associated with modern solid-state
engineering. In the last years, much effort is being devoted to coupling atomic and solid-state
qubits to form hybrid systems, combining ‘the best of two worlds’. One attractive approach
to hybrid systems involves the integration of atomic ensembles with superconducting (SC)
stripline resonators. Strong coupling between SC qubits and such resonators has already
been achieved [WSB+04], and approaches to extend the coupling to atomic systems have
been proposed [TRBZ04, SvdWCL04, RDD+06]. To achieve an appreciable coupling, these
proposals often use an electric interaction, but magnetic interactions are more desirable,
since long coherence times are mainly achieved in systems where spin states are used to
store the information. Magnetic interactions are, however, inherently weaker but recently
it has been proposed theoretically [RDD+06, TM08, Ima09, VZK+09, WAB+09] and shown
experimentally [KOB+10, SSG+10] that strong coupling to ensembles of spin systems can be
achieved.
In this chapter, we propose a novel hybrid system, consisting of a SC flux qubit magnet-
ically coupled to Nitrogen-vacancy centers (NVs) in diamond. The latter system shares
many of the desirable properties of atoms, such as extremely long coherence times and
narrow-band optical transitions [JW06], but at the same time, the integration with solid
state systems can be relatively easy, as it eliminates the need for complicated trapping pro-
cedures. Additionally, much higher densities can be achieved with very limited decoherence
[TCC+08, Ima09, WAB+09]. As we show below, the magnetic coupling between a SC flux
qubit and a single NV center can be about three orders of magnitude stronger than that
associated with stripline resonators, thereby making the system an attractive building block
for quantum information processing.
5.2 Description of the system
Flux qubits (FQs) form superpositions of persistent currents of hundreds of nano-Amperes,
flowing clockwise and anti-clockwise through micrometer-sized superconducting loops [MOL+99,
vdWtHW+00]. The magnetic field associated with this current, of the order of a µT, enables
a magnetic dipole coupling to the electron spins associated with crystalline impurities such
as the NV center in diamond. Of particular interest is the coincidence of energy splittings:
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Figure 5.1: (a) Schematic setup. An isotopically pure 12C diamond crystal, doped with
Nitrogen-vacancy color centers, is located in the proximity of a flux qubit of size L × L
and cross section h × h. The two persistent-current quantum states of the flux qubit have
different associated magnetic fields, which give rise to a state-dependent interaction with the
electron spin in the NV center(s). (b) The combined system of a flux qubit and a NV center.
The eigenstates of the flux qubit are superpositions of left- and right-circulating currents.
An external magnetic field splits the mS = ±1 states of the NV, resulting in a two-level
system with the mS = 0↔ mS = 1 transition close to resonance with the flux qubit.
the two states of the FQ are typically separated by a few GHz, while NV centers have a
S = 1 ground state, with zero-field splitting ∆ = 2pi × 2.87 GHz between the mS = 0 and
mS = ±1 states. By the application of a mT magnetic field, one of the spin transitions of the
NV center can be tuned into resonance with the FQ (see Fig. 5.1b). This, together with the
large magnetic moment of the FQ and the relatively long coherence times of both systems,
opens the possibility of achieving coherent transfer between them.
Let us consider a single NV center in a diamond crystal, located near a square FQ of size
L and thickness h (see Fig. 5.1a). A static external field ~Bext is applied, whose component
perpendicular to the FQ provides half a flux quantum, and brings the qubit near the degen-
eracy of the clockwise and counter-clockwise current states. The zero-field spin splitting of
the NV center ∆ sets a preferred axis of quantization to be along the axis between the Ni-
trogen and the vacancy; thus, the field parallel to this axis sets the small additional Zeeman
splitting between mS = ±1 states, and allows to isolate a two-level subsystem comprised by
mS = 0, 1.
For convenience, we denote as the z axis the crystalline axis of the NV center. The Pauli
operators for the FQ system, not tied to a particular spatial axis, will be denoted by τˆ1, τˆ2, τˆ3,
with τˆ3 describing the population difference between the two persistent-current states. The
interaction of the total magnetic field ~B (external and from the FQ) with the NV center
can be written as ~S · ~W , where ~W ≡ geµB ~B, ge is the electron g-factor and µB is the
Bohr magneton; the two persistent-current quantum states of the FQ give rise to different
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anti-aligned magnetic fields: τˆ3 ~W
FQ. The Hamiltonian for the system is then
Hˆ = ετˆ3/2 + λτˆ1 +∆S
2
z +W
ext
z Sz + τˆ3 ~W
FQ · ~S. (5.1)
Here the magnitude of ~WFQ corresponds to a Larmor frequency shift due to the circulating or
counter-circulating currents in the FQ, λ is the coupling between these two current states, and
ε is the bias in the two-well limit of the FQ, which depends on the external field perpendicular
to the loop. If the flux qubit’s plane is not perpendicular to the z axis of the NV center, both
systems can be tuned on resonance by changing independently the z and, e.g., x components
of ~Bext.
5.3 Individual direct coupling
Due to the coupling λ in equation (5.1), the eigenstates of the FQ Hamiltonian are not left-
and right- circulating current states. This means that there is a magnetic transition between
the dressed states of the FQ which couples to the electronic spin of the NV. To describe
this, we rotate the FQ via a unitary transformation by an angle cos θ ≡ ε/2ω, giving two
FQ dressed states with a transition frequency ω ≡
√
ε2/4 + λ2. When ∆ +W extz − ω = δ
is small, we can transform to a rotating frame and make the rotating-wave approximation
(RWA) to describe the near-resonance interaction between the NV and the FQ. Neglecting
the state mS = −1, due to the external field moving it far out of resonance (|δ|  |W extz |),
the effective Hamiltonian describing the dynamics is
HˆRWA =
δ
2
σˆz +
cos θ
2
WFQz τˆ3σˆz +
sin θ√
2
WFQ⊥ τˆ−σˆ+ +H.c., (5.2)
where σˆ are Pauli operators describing the NV mS = 0, 1 electron-spin states, and ~τ is in a
rotated basis so that, e.g., τˆ3 describes the difference in the populations of the FQ dressed
states.
The coupling constant g ≡ sin θWFQ⊥ /
√
2 depends on the field perpendicular to the NV axis,
and it is maximal at the degeneracy point ε = 0, where θ = pi/2. Furthermore, this point
has a ‘sweet-spot’ property: the energetics of the system is insensitive to small fluctuations
of ε, as the eigenvalues have zero derivative with respect to ε at this point. This reduces
the dephasing of the FQ due to stray magnetic fields and, e.g., paramagnetic spins in the
diamond crystal (see section 5.8), and ensures that there will be no differential shifts of
the resonance frequency of the NVs due to an inhomogeneous static field from the FQ. For
the remainder of this chapter we will assume that we are working at the degeneracy point.
Figure 5.2 shows the coupling g along four different vertical lines. We evaluate this using the
magnetic field generated by a finite width square loop as given by the Biot-Savart law. For
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Figure 5.2: Coupling g between a FQ operated at the degeneracy point (ε = 0) and a
single NV center located at the position (x, y, z) in a reference frame with axes as in Fig. 5.1
but centered in the middle of the square FQ. The NV crystal axis is assumed to be parallel
to one of the wires forming the flux qubit. The FQ has size L = 1µm, thickness h = 60 nm,
and a critical current of 0.5µA.
a FQ of size L = 1µm and critical current 0.5µA, the coupling reaches g = 2pi × 12 kHz for
a single NV center located at the center of the loop, which is about a factor of 1000 larger
than the coupling achieved with stripline resonators [Ima09, WAB+09]. This coupling g is
however too small to achieve coherent transfer, since current T2 times in FQs are at best a
few microseconds [BCB+05, YHN+06, KMS+07, SKD+10].
5.4 Remote spin coupling
We now show that the FQ can be used as a virtual intermediary, allowing to couple coherently
two or more NV centers with the same orientation and detuned δ from the FQ. For large
enough detunings, δ  1/TFQ2 , g, we can adiabatically eliminate the excited state of the
FQ, and the two coupled NVs have the states |11〉 and (|10〉+ |01〉)/√2 shifted by an energy
2g2/δ. In contrast, the states (|10〉−|01〉)/√2 and |00〉 are not shifted by the FQ. As a result,
for a fixed time tX = piδ/(4g
2) an operation resembling
√
SWAP – an entangling operation
– between two NV centers can be implemented.
To analyze the gate fidelity, we notice that the coherence of FQs and NVs are subject to
low-frequency noise. Larger coherence times are typically obtained by removing this noise
during single-qubit evolution, using spin-echo sequences. Such sequences can be incorporated
into the gate operation by following the prescription for composite pulses of the CORPSE
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family [CLJ03]. In particular, turning on and off the interaction with the FQ, e.g., by
changing from a mS = +1, 0 to mS = −1, 0 superposition, local pi pulses (described by σˆx)
allow to realize a sequence Expi/4−φ/2σˆ1xσˆ2xwExφwσˆ1xσˆ2xExpi/4−φ/2, where φ = 2 sin−1(1/
√
8) ≈
41.4◦, Exθ is an exchange-type interaction for a rotation θ, with θ = pi a ‘SWAP’, and w is
a wait for a time tW = tX(1/2 − 2φ/pi), which makes the time between the pi pulses equal
to twice the time on either end of the sequence. This approach is only sensitive to detuning
errors in fourth order for both collective and individual noise on the two spins, effectively
integrating a Carr-Purcell-type spin echo with the
√
SWAP operation. Furthermore, the
total time tX spent interacting with the FQ during the sequence is equal to the prior case,
thus inducing no additional overhead in the virtual coupling through the FQ.
With a spin echo the coherence is often limited by energy relaxation, resulting in an expo-
nential decay exp(−t/TFQ2 ) for the FQ [BCB+05, YHN+06, KMS+07, SKD+10], whereas the
NVs decay as exp(−(t/TNV2 )3) [TCC+08, MSH+08]. During the operation, the finite chance
of exciting the detuned FQ leads to an induced decoherence rate γ = 2g2/(δ2TFQ2 ), resulting
in a gate error ∼ ((tX + 2tW )/TNV2 )3 + γtX . Minimizing this expression we find an optimal
detuning, which gives the optimized error probability ∼ 2.2/(g2TFQ2 TNV2 )3/4 (see subsection
5.7.1). For isotopically purified 12C diamond [BNT+09] with an optimistic TNV2 ≈ 20 ms,
g ≈ 2pi × 12 kHz, and TFQ2 ≈ 5 µs, the maximum achievable fidelity of the ∼
√
SWAP
operation is & 0.98 with an operating time tX +2tW ≈ 3.3 ms. It is thus possible to achieve
a high-fidelity coherent operation between two NVs separated by micrometer distances. This
coupling may even be extended to NVs separated by large distances: If two FQs are strongly
coupled (directly or through resonators) with a coupling exceeding the detuning δ, two NVs
residing in different FQs may be coupled through the dressed states of the two FQs. This re-
sults in a long-distance coupling between the NVs of roughly the same magnitude as derived
above.
5.5 Collective coupling
Even though the FQ coherence times are much shorter than the coupling to a single NV
center, it is possible to coherently transfer the quantum-state from the FQ to an ensemble
of many (N) NVs by benefiting from a
√
N enhancement in the coupling constant [Luk03,
HSP10]. Consider the diamond crystal depicted in Fig. 5.1a, with density n of NV centers,
each of them with a fixed quantization axis pointing along one of four possible crystallographic
directions. If the orientations are equally distributed among the four possibilities, and the
external field is homogeneous, a quarter of the centers can be made resonant with the FQ.
The total coupling will then be given by the FQ - single NV interaction summed over the
resonant subensemble, whose state is conveniently expressed in terms of the collective angular
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Figure 5.3: Coupling between a FQ and an ensemble of NV centers, as a function of the NV
density n. Results are shown for three sizes L of the square flux qubit, and are obtained by
summing the inhomogeneous coupling constant, calculated as in Fig. 5.2, over an ensemble
of NVs located in a cubic diamond crystal of size LC = 2L placed at a height h/2 below the
FQ. In all cases, the NV crystal axis is assumed to be parallel to one of the wires forming
the FQ, the width of the FQ is h = 60 nm, and its critical current is 0.5µA.
momentum operator Jˆ+ ≡ (1/G)
∑
j gj σˆ
(j)
+ , where the sum runs over the resonant NVs, and
G ≡ (∑j |gj |2)1/2 is the collective coupling constant. At the operating temperature of the
FQ (tens of mK) the NVs are near full polarization, σˆz ≈ 〈σˆ(j)z 〉 ' −1, and the collective spin
operators fulfill harmonic-oscillator commutation relations, thus having bosonic excitations
in this limit. Tuning the system into resonance, the interaction between FQ and ensemble
of NV centers is
Hˆint = G τˆ−Jˆ+ +H.c., (5.3)
whose dynamics can be complicated in general [LCRS07, CCG07], but close to full po-
larization takes place between the states |1〉FQ|0N 〉NV and |0〉FQJˆ+|0N 〉NV, where |0N 〉NV
corresponds to all NVs being in the ground state [TML03]. One can thus reversibly transfer
the quantum state between the FQ and the collective excitations of the NVs.
The collective coupling G as a function of the density n of NV centers, is shown in Fig. 5.3
for three different sized FQs. The coupling is obtained by summing the inhomogeneous
coupling over NVs distributed in a crystal of size (2L)3. Taking the FQ coherence time to be
∼ 5µs, we find that for a FQ with L = 5µm, coherent transfer becomes possible at densities
n & 1016 cm−3, which have already been achieved in recent experiments [WON+07]. We note
that it might be possible to increase the interaction strength with the FQ by designing circuits
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with higher critical currents. Furthermore, an important feature of the present approach is
that strong coupling to the FQ is achieved with ensembles containing a relatively small
number of spins in a few micrometers, which makes it easier to achieve fast and identical
manipulation of all spins, e.g., in spin-echo approaches.
The performance of the transfer of information between FQ and collective ensemble will
be limited by paramagnetic impurities present in the diamond crystal, which will interact
via a dipolar coupling with the NVs encoding the collective quantum state. In subsection
5.7.2 we give a detailed discussion of decoherence induced by these impurities, which, due to
the typically low Nitrogen to NV conversion efficiency, is dominated by unpaired Nitrogen
electrons in the sample. For a FQ of size L = 5 µm and a density of n = 1017 cm−3 we
estimate a coherence time of T ∗2 = 1.8 µs. This is sufficiently long for the infidelity induced
by the paramagnetic impurities to be on the percent level, both for the transfer from the FQ
to the spin wave and the nuclear storage discussed below. Furthermore the decoherence of
the FQ induced by the impurities is negligible if we work close to the degeneracy point of
the FQ, cos θ ≈ 0.
5.6 Nuclear spin memory and optical interface
So far we have ignored the influence of the nuclear spin. The strong hyperfine interaction
with lattice 13C will be detrimental to the presented schemes, but this can be overcome using
isotopically purified 12C diamond [BNT+09]. For the Nitrogen atoms forming the centers
there are no stable isotopes without nuclear spin. This spin can, however, be polarized by
transferring the nuclear state to the electron spin, using a combination of radio-frequency
and microwave pulses, followed by polarization of the electron spin [CDT+06, DCJ+07],
or directly through optical pumping using excited-state couplings [SMC09]. For 14N, the
large quadrapolar field (∼ 5 MHz) from the NV center leads to quantization of the spin-1
nucleus along the NV axis. This suppresses spin-flip terms such that the hyperfine interaction
just acts as an additional parallel component to the external field. Due to the long ( 1 s)
relaxation time of the 14N nuclear spin, this can be accounted for by an appropriate detuning
of the magnetic field so that the nuclear spin does not lead to decoherence.
The nuclear spin can actually be turned into a valuable resource for long-term storage of
quantum information. The electronic spin state (mS) can be transferred into the nuclear
spin state (mI) through a sequence of radio and microwave frequency pulses performing
the evolution α|00〉 + β|10〉 → α|00〉 + β|11〉 → α|00〉 + β|01〉, where the states label the
magnetic quantum numbers |mSmI〉. This allows for a long-term memory in the system
when other operations are performed, e.g., while the NVs interact with light for quantum
communication.
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5.7 Decoherence of the NV centers
5.7.1
√
SWAP operation between individual NV centers
In section 5.4 we have described a method to perform an entangling operation between two
NV centers near the same FQ using this as a quantum bus. The interaction between different
NVs is mediated off-resonantly by the FQ and can be described starting from the Hamiltonian
(5.1), extended to the case of 2 NVs. Taking the mixing angle θ → pi/2, such that the FQ
is optimally biased with respect to low-frequency flux noise, and a rotating frame such that
the FQ is detuned −δ, rather than the NVs being detuned δ, this Hamiltonian reads
Hˆ = −δ
2
(τˆ3 + 1) +
1√
2
τˆ−
(
WFQ⊥,1 σˆ
(1)
+ +W
FQ
⊥,2 σˆ
(2)
+
)
+H.c. (5.4)
In this picture, it becomes clear that there are two zero-energy eigenstates: Hˆ|00〉|0〉FQ =
Hˆ|D〉|0〉FQ = 0, with the dark state |D〉 ≡ 1√2G2
(
WFQ⊥,2 |10〉 −WFQ⊥,1 |01〉
)
and the collective
coupling constant for the two NVs G2 =
√
(WFQ⊥,1 )2 + (W
FQ
⊥,2 )2/
√
2 =
√
g21 + g
2
2 . There is
a corresponding bright state |B〉 = 1√
2G2
(
WFQ⊥,1 |10〉 +WFQ⊥,2 |01〉
)
, and the state |B〉|0〉FQ is
coupled to |00〉|1〉FQ with coupling strength G2. Similarly the state |11〉|0〉FQ is coupled to
|B〉|1〉FQ with coupling strength G2.
Therefore, in second order perturbation theory, projecting onto the lower energy state of the
flux qubit, we have
Hˆeff =
G22
δ
(|B〉〈B|+ |11〉〈11|). (5.5)
Here we will assume WFQ⊥,1 ≈ WFQ⊥,2 and thus G2 ≈
√
2g. The probability of finding the
system in the excited state is then zero for the two dark states, and 2g2/δ2 for the two bright
states of the system. Thus, FQ relaxation and Markovian dephasing, which occur directly
to the FQ at a rate 1/TFQ2 , will lead to errors at a rate ∼ 2g2/δ2TFQ2 for the two NV spins.
Low- frequency noise enters in small variations of δ, which also contribute at order 2g2/δ2.
Since such low-frequency noise is non-Markovian, it will only give a quadratic contribution
∼ (g2t/(δ2TFQ2 ))2, which will be less severe than the Markovian dephasing. We therefore take
a worst-case scenario and assume the decoherence to be produced by Markovian dephasing.
To optimize the gate operation, we note that the overall time when the FQ is coupled is
tX =
pi
2
δ
2g2 . There is an additional wait time for the NV centers of 2tW = tX(1 − 4φ/pi),
where φ = 2 sin−1(1/
√
8), as explained in section 5.4. For NV spins in the states |00〉, |D〉,
the error is entirely from the total time tX + 2tW , as the FQ is not included, while for NV
spins in the states |11〉, |B〉, both FQ and NV dephasing errors enter. We take the latter
case to overestimate the error induced in the operation, and find an effective dephasing of
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the NV center exp[−( tX+2tW
TNV2
)3], as expected from a dipole-dipole bath decorrelation, and
an additional dephasing due to the admixture of the FQ as exp[− 2tXg2
δ2TFQ2
]. The only free
parameter we can optimize over is the detuning δ. Rewriting the total fidelity as
F = exp[− δ
3
α3
− β
δ
], (5.6)
with α =
2g2TNV2
pi(1−2φ/pi) and β =
pi
2TFQ2
, the optimum occurs for δ∗ = (α3β/3)1/4, giving F∗ =
exp[−(β/α)3/4(31/4+3−3/4)]. Substituting α and β in δ∗ and the numbers given in section 5.4,
we find F∗ = exp[−2.18(g2TFQ2 TNV2 )−3/4] ≈ 0.98, and δ∗ = 0.96[g6(TNV2 )3/TFQ2 ]1/4 ≈ 2pi×3.6
MHz.
An additional error arises when WFQ⊥,1 6= WFQ⊥,2 , since then the unitary operation is not
performing exactly the desired evolution; this leads to a reduced fidelity of the entangling
operation by a factor WFQ⊥,1W
FQ
⊥,2 /g
2. It is important to note, however, that this imperfection
is not a decoherence effect, and it may be possible to exploit the resulting unitary evolution
even despite this imperfection, i.e., the resulting operation still resembles a
√
SWAP.
5.7.2 Decoherence of the ensemble of NV centers
In section 5.5 we have described the transfer of an excitation from the FQ to the collective
state of an ensemble of NV centers. Here we estimate the dephasing of this collective state
of the ensemble due to magnetic dipole-dipole interactions with other spins in the diamond
crystal. The paramagnetic impurities in the crystal consist of both other NV centers, with
either the same or different orientation, as well as unpaired electronic spins on substitutional
Nitrogens. In most experiments the ratio of Nitrogen to NV centers is typically quite low,
e.g. on the order of 1% to 10% [ASF+09]. Below we refer to this ratio as the conversion
efficiency.
The dipole-dipole interaction is described by the Hamiltonian [Abr61]
Hdip =
∑
j 6=k
1
2
µ0
4pir3jk
[
(~m(j) · ~m(k) − 3(~m(j) · ~ejk)(~m(k) · ~ejk)
]
, (5.7)
where rjk is the distance between the dipoles j and k, ~ejk is a unit vector between them,
and ~m(j) and ~m(k) are their magnetic moments. These can be expressed in terms of the spin
operators of the impurities, but the quantization axis for the different spins will be different:
NV centers will be aligned along the symmetry axis of the center whereas electron spins
on Nitrogens will be quantized along the axis of the applied static field. To describe this
situation we introduce spin operators sˆ
(j)
z , sˆ
(j)
+ and sˆ
(j)
− , defined relative to the quantization
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axis of each particular spin, and take the different orientations into account in the coupling
constant describing the interaction between different spins.
For the NV centers we furthermore ignore the mS = −1 state which is assumed to be shifted
out of resonance by a magnetic field. All the spins are therefore two-level systems which can
be described by Pauli matrices σˆ
(j)
z , σˆ
(j)
+ and σˆ
(j)
− . The spin operators can then be expressed
as
sˆ(j)z =
1
2
(σˆ(j)z + lj), sˆ
(j)
+ =
√
1 + lj σˆ
(j)
+ , (5.8)
where the quantity lj, which is unity for NV centers and vanishes for Nitrogen spin, accounts
for the fact that the Nitrogen has spin 1/2, whereas the two-level NV system is made from
the mS = 0 and mS = 1 states of a spin-1 particle. The magnetic dipole Hamilonian is then
given by
Hˆdip =
∑
j,k 6=j
ajkσˆ
(j)
+ σˆ
(k)
− + bjk(σˆ
(j)
z + lj)(σˆ
(k)
z + lk), (5.9)
where we have used the rotating-wave approximation to ignore terms which do not conserve
energy. By this approximation, the first term vanishes between spins with different resonance
frequencies, i.e., with different orientations. Notice, that if the quantization axes for spins
j and k are different, then the angle between these axes can be contained in the coupling
constants ajk and bjk. This is the case for the interaction between the NV and Nitrogen
spins, whose quantization axes, determined by the crystal axis and the external magnetic
field respectively, form an angle β between them. For the sake of simplicity, we here present
the case β = 0. This is a worst-case scenario for the T ∗2 derived below, and the general
situation β 6= 0 only leads to minor modifications. With parallel quantization axes, we have
ajk = µ
(a)
jk
[
1− 6ejk− ejk+
]
= µ
(a)
jk
[
1− 3
2
sin2Θjk
]
,
bjk = µ
(b)
jk
[
1− 3(ejkz )2
]
= µ
(b)
jk
[
1− 3 cos2Θjk
]
,
(5.10)
where Θjk is the angle between the vector ~ejk and the crystal axis, e
jk
± := (e
jk
x ± iejky )/2, and
µ
(a)
jk :=
1
2
µ0
4pi
µ2Bg
(j)
e g
(k)
e
√
1 + lj
√
1 + lk
r3jk
, µ
(b)
jk :=
1
8
µ0
4pi
µ2Bg
(j)
e g
(k)
e
r3jk
, (5.11)
with µB the Bohr magneton and g
(j)
e the electron g-factor of the jth spin.
To evaluate the dephasing of the spin wave we will assume that we start out in a state
|00...0〉NV , where all the NVs are initially prepared in their ground states, and that a su-
perposition state c0|0〉FQ + c1|1〉FQ is transferred into the collective spin wave, resulting in a
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state (c0+ c1Jˆ+)|00...0〉NV , with Jˆ+ = (1/G)
∑
j gj σˆ
(j)
+ . We then evaluate the time evolution
of the coherence
〈Jˆ−(t)〉 = Tr
[
eiHˆtJˆ−e−iHˆt(c0 + c1Jˆ+)|00...0〉NV〈0...00|(c∗0 + c∗1Jˆ−)ρˆB
]
, (5.12)
where ρˆB is the initial density operator of the bath. Since the Hamiltonian (5.9) conserves
the number of excitations in the NVs, this expression can be simplified to
〈Jˆ−(t)〉 = c∗0c1Tr
[
eiHˆtJˆ−e−iHˆtJˆ+|00...0〉NV〈0...00|ρˆB
]
. (5.13)
Writing out the above equation in terms of single-spin operators we see that the dephasing
is determined by the time evolution of the two-point correlation function 〈σˆ(j)− (t)σˆ(k)+ (t = 0)〉
in the state |00...0〉NV〈0...00|ρˆB. Since the density of Nitrogen is much higher than the
density of NVs, the dephasing of the spin wave will predominantly be due to the interaction
with the electronic spins of Nitrogen atoms, and we shall therefore ignore the interaction
among the NVs. In this approximation there is no longer a mechanism in the Hamiltonian
which can transfer the excitation from one NV to another and the correlation function
〈σˆ(j)− (t)σˆ(k)+ (t = 0)〉 vanishes exactly for j 6= k. The dephasing of the spin waves thus reduces
to the calculation of the single-spin dephasing averaged over the spin wave:
〈Jˆ−(t)〉 = c∗0c1
∑
j
|gj |2
G2
Tr
[
eiHˆtσˆ
(j)
− e
−iHˆtσˆ(j)+ |00...0〉NV〈0...00|ρˆB
]
, (5.14)
where the sum runs over all NVs in the spin wave. Assuming all NVs to be equivalent, this
can be simplified to the calculation of the dephasing of a single-spin in a bath
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉Tr
[
eiHˆtσˆ
(j)
− e
−iHˆtσˆ(j)+ |0〉NV〈0|ρˆB
]
. (5.15)
When considering a single NV, the action of the spin bath described by (5.9) essentially
corresponds to a random magnetic field generated from the spin ensemble along the crystal
axis. This effective field will be fluctuating in time because the dipole-dipole interaction
among the Nitrogen spins introduces flip-flop processes. When the Nitrogen concentration is
much higher than that of NVs, the distance between Nitrogens is comparable to the distance
between NVs and the nearest Nitrogen. These flip-flop processes will therefore take place
on a time scale which is comparable or only slightly faster than the NV dephasing time.
For simplicity we here ignore the flip-flop processes and consider a static environment. This
represents a worst-case scenario, since this approximation removes the time averaging of the
field from these processes. The actual dephasing time T ∗2 will therefore be slightly larger
than what we predict here. Within this approximation the expression in Eq. (5.15) can be
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reduced considerably:
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉Tr
[∏
k
e−i4bjk σˆ
(k)
z tρˆB
]
, (5.16)
where the product is over the Nitrogen spins.
With expression (5.15) we can evaluate the dephasing for a given bath. If the NV density is
n, the typical strength of the spin-spin interaction is µ0µ
2
Bg
2
en/4pi, of the order of ∼ 25 µK
for high Nitrogen densities nN ∼ 1019 cm−3. This is much smaller than the typical operating
temperature of the FQ (tens of mK), and we can therefore neglect the interaction among
the spins for determining the initial density matrix of the bath ρˆB. Furthermore, any non-
vanishing mean value 〈σˆ(j)k 〉 6= 0 only results in a mean shift of the resonance frequency of
the ensemble. The dephasing will thus be determined by spin fluctuations. A worst-case
scenario can be obtained by assuming that the mean value vanishes 〈σˆ(j)k 〉 = 0, in which case
the variance is maximal. The evolution of the coherence is then given by
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉
∏
k
cos(4bjkt). (5.17)
To simplify this expression we expand it in time and find
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉
(
1− 2t2nN
∫
d3~rkb
2
jk
)
, (5.18)
where we have replaced the sum by an integral and introduced the Nitrogen density nN.
Using Eq. (5.10) this expression reduces to
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉
[
1− t2
(
µ0
4pi
µ2Bg
N
e g
NV
e
8
)2
4pinN
∫ pi
0
sinΘ(1− 3 cos2Θ)2dΘ
∫
1
r4
dr
]
.
(5.19)
The angular integral gives 8/5 but the radial integral has a strong divergence at r → 0.
Since the integral is over the distance between the NV and the Nitrogen impurity, this
divergency represents the very fast dephasing of NV centers which happen to have a nearby
Nitrogen spin. Such NV centers with a nearby Nitrogen spin will, however, also be far out of
resonance during the interaction with the Flux qubit. This interaction takes a time ∼ 1/G,
and therefore any NV with a dipole interaction stronger than G will effectively not participate
in the spin wave. We exclude these NVs by truncating the integral at a distance rmin when
the interaction strength reaches the value of the coupling constant G, i.e.,
G =
1
8
µ0
4pi
µ2Bg
N
e g
NV
e
r3min
. (5.20)
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This truncation of the integral gives
〈Jˆ−(t)〉 = 〈Jˆ−(t = 0)〉
[
1− t2µ0µ
2
Bg
N
e g
NV
e
15η
nNVG
]
, (5.21)
where η is the Nitrogen-to-NV conversion efficiency. The result (5.21) corresponds to the
first term in an expansion of an exponential decay exp(−(t/T ∗2 )2), with coherence time
T ∗2 =
1√
µ0µ2Bg
N
e g
NV
e
15η nNVG
. (5.22)
Notice that in order to be applicable, our regularization procedure requires rmin to be much
smaller than the typical distance between spins, 1/ 3
√
nN, since we require that only a small
fraction of the NVs are excluded. This condition is fulfilled in the interesting regimeGT ∗2  1.
Taking a conversion efficiency η = 0.05, we find T ∗2 ≈ 0.3 µs for a FQ with L = 5 µm and
a density nNV = 10
18 cm−3, corresponding to G ≈ 2pi × 15 MHz. For a full transfer of the
state from the FQ to the spin wave and back we need a transfer time t = pi/G, corresponding
to an infidelity of the order of 1 − F ∼ (t/2T ∗2 )2 < 0.5% (the factor of 2 accounting for the
fact that the excitation only spends half of the transfer time in the spin wave). For different
densities the infidelity scales as 1 − F ∝ √nNV, becoming smaller at lower densities due to
the reduced dipole-dipole interaction. For example, at nNV = 10
16 cm−3, the error is reduced
by an order of magnitude but then we are approaching the limit where the FQ decoherence
becomes important. The transfer of excitations from the FQ to the spin wave is thus feasible
in the regime 1016 cm−3 . nNV . 1018 cm−3. In order for the spin system to be useful as
a long-term memory the coherence time should, however, also be sufficiently long to allow
for the transfer to the nuclear spin for long-term storage. Since this can at best be achieved
on a time scale set by the hyperfine interaction (∼ 5 MHz), it would exclude working at the
highest densities in this interval. Working at nNV ∼ 1017 cm−3 leads to T ∗2 ≈ 1.8µs, which is
sufficient to allow a transfer of the excitation from the electron spin to the nuclear spin with
an infidelity 1− F at the percent level.
The estimates above indicate that it is realistic to achieve a transfer of excitations from
the FQ to the spin wave and back even without extending the coherence time by spin-echo
techniques. These may, however, be desirable in order to achieve even longer coherence times.
In particular, T2 may be extended if the NVs can be flipped by an external AC field on a
time scale faster than the Nitrogen flip-flop processes. One should, however, be careful about
applying spin-echo to the collective NV spin since, e.g. errors in the pulse area may give rise
to collective decoherence processes. These can be more detrimental to quantum states stored
in collective degrees of freedom than in individual spins (for instance flipping the |0〉 − |1〉
transition would require control of the pulse area to an accuracy better than 1/
√
N in order
to preserve the collective state). Since the dephasing of the NV spin wave is dominated by
Chapter 5. Hybrid quantum processors 141
Nitrogen spins, a more desirable solution could be to apply the external driving field to the
electron spins on the Nitrogen atoms. If these spins are flipped on a time scale much faster
than the flip-flop processes it would lead to an increased coherence time of the NV spin
wave. Since Nitrogen spins have a considerably different resonance frequency, this could be
achieved with little influence on the NV spin wave where the quantum information is stored.
There are different methods to estimate the decoherence of the spin ensemble other than the
one presented in this subsection. For example, the effect of dipolar interactions described by
the Hamiltonian (5.9) can be also studied using short-time expansions [LN57]. Furthermore,
the fidelity of the transfer of information between flux qubit and spin wave can be calculated
treating Hˆdip as a perturbation (see appendix F).
5.8 Decoherence of the flux qubit due the spin bath
A different concern is the extent to which the diamond crystal with a high density of spins
may cause dephasing of the flux qubit, of particular importance for the coupling with an
ensemble of NVs. As discussed above, the paramagnetic impurities in the diamond crystal
consist primarily of NV centers and unpaired electron spins on Nitrogen atoms which were not
converted into NVs centers during the annealing process. Due to the typically low conversion
efficiency from Nitrogen to NV centers, we shall first consider the effect of Nitrogen impurity
spins and then discuss the role of the NV centers. The coupling of the FQ to paramagnetic
impurities can be described by a Hamiltonian similar to Eq. (5.1):
Hˆ = Hˆspin + ετˆ3/2 + λτˆ1 + τˆ3
∑
j
~WFQ(~rj) · ~S(j), (5.23)
where the spin Hamiltonian Hˆspin =
∑
j ∆jS
(j)
z /2 + Hˆint describes an energy splitting ∆j of
the individual spins, and the interaction between them is encapsulated in Hˆint. Changing to
the dressed-state picture of the flux qubit, this Hamiltonian is transformed into
Hˆ = Hˆspin + ωτˆ3/2 + (cos θτˆ3 − sin θτˆ1)
∑
j
~WFQ(~rj) · ~S(j). (5.24)
In the rotating frame with respect to ωτˆ3/2, the operator τˆ3 remains stationary whereas τˆ1
oscillates at a frequency ω – much higher than any time scale of the bath, provided that there
are no near resonant impurities in the diamond sample. This is the case for the Nitrogen
spins, whose splitting is determined by the applied field. The NVs are near resonance and
will be dealt with below. The slowly varying and rapidly oscillating terms have different
qualitative behavior, so we will consider them separately.
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Let us first consider the slowly-varying contribution. As we will show now this contribution
vanishes if we work close to the degeneracy point of the FQ, cos θ ≈ 0, where the left- and
right-circulating current states are degenerate. The slowly-varying contribution is described
by
Hˆslow = τˆ3W
FQ
eff , (5.25)
with
WFQeff ≡ cos(θ)
∑
j
[
WFQz (~rj) cos(βj)−WFQ⊥ (~rj) sin(βj)
]
S
(j)
3 , (5.26)
and βj being the angle between the quantization axis of the jth spin and the NV axis (recall
that the z-axis is defined by the crystal axis). For simplicity, we define
κj :=W
FQ
z (~rj) cos(βj)−WFQ⊥ (~rj) sin(βj). (5.27)
Since the interaction of the flux qubit with an individual spin is of the order of g, the former
has little influence on the state of an individual spin for the duration of the interaction
∼ 1/G ∼ 1/g√N . Furthermore the coupling of the FQ to collective degrees of freedom in
the spin bath, will only have a limited influence on the state of an unpolarized bath, since
the FQ can flip at most a single-spin. We can therefore ignore the influence of the FQ on
the spin bath and consider WFQeff as a fluctuating external field. Any mean value of this field
will merely give rise to a shift of the resonance frequency which can be compensated and we
thus need to consider the fluctuations. The root mean square of the fluctuating field is given
by
δWFQeff = cos(θ)
[∑
j,k
κjκk〈〈S(j)3 S(k)3 〉〉
]1/2
, (5.28)
where we have used the cumulant notation 〈〈ab〉〉 := 〈(a− 〈a〉)(b− 〈b〉)〉. As discussed in the
previous section, the temperature is typically high compared to the dipole-dipole interaction
energy. We can therefore ignore correlations of different spins and consider only the j = k
contribution, giving
δWFQeff ≈ cos(θ)
[∑
j
κ2j 〈〈(S(j)3 )2〉〉
]1/2
. (5.29)
Considering a Nitrogen-to-NV conversion of η ∼ 5%, the sum over the impurities in the
ensemble will be dominated by the Nitrogen impurities. An estimate of this expression can
be obtained by noting that the coupling to the Nitrogen spin κ is comparable to the coupling
g to the NVs. This sum and the sum leading to the collective coupling constant G only differ
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by the number of terms in the sum and we obtain
δWFQeff ∼
cos(θ)√
η
G. (5.30)
A more accurate treatment taking into account the full spatial distribution of the field over
a sample of the dimensions considered in the text only changes the estimate by a factor of
less than 2. Eq. (5.30) quantifies how close to the degeneracy point we need to be so that
the dephasing of the FQ induced by the bath of spins is negligible. In particular, from (5.30)
we derive that we can safely neglect this dephasing on a time scale 1/G for a conversion
efficiency η = 0.05 if cos(θ) . 0.01, for which δWFQeff /G . 0.05.
Next we turn to the rapidly oscillating part of the coupling, described by the term containing
τˆ1, and assume that we are near the degeneracy point, that is sin θ ≈ 1. We will now argue
that since τˆ1 is oscillating rapidly, the slowly-varying dynamics of the spin bath will only
have a very weak influence on the FQ. Specifically, the spin bath can influence the FQ either
through direct transitions to the spin bath or through a slow dephasing. The direct coupling
can be excluded by noting that the coupling constant to collective excitations of the bath is
limited by G/
√
η, but for reasonably low applied magnetic fields, Bext . 10 mT, the detuning
ω −∆j will be of the order of the NV zero-field splitting (a few GHz). The probability to
transfer the excitation is ∼ G2/(ω−∆j)2η, and can thus safely be neglected since G ∼ MHz.
The dephasing of the FQ caused by the bath can be estimated by calculating the energy shift
of the FQ in second order perturbation theory. Assuming that apart from the free precession,
the spins change slowly on a time scale set by ω −∆j , the effective interaction is given by
Hˆeff = τˆ3
∑
l
WFQz (~rl)
2
4ω
+
WFQ⊥ (~rl)
2ω
4(ω2 −∆2j )
− W
FQ
⊥ (~rl)
2∆j
2(ω2 −∆2j)
Sˆ(j)z (t). (5.31)
Here the first two terms are independent of the state of the impurities, and therefore merely
lead to a mean shift of the energy, which can be compensated by a magnetic field. It is thus
only the last term which leads to dephasing. Again, we can estimate the root mean square
value of this term by neglecting the correlations among the impurities and we find a typical
energy shift
∆E ∼ G√
η
g∆j
ω2 −∆2j
, (5.32)
which we can safely neglect, since the single-spin coupling g ∼ kHz is much smaller than any
other quantities in the system.
A remaining problem is the influence of the NVs with different orientations. The interaction
with these centers is similar to that with the resonant subensemble and of order ∼ G. We
assume that we select a single orientation by applying a magnetic field with a component
along the axis of the NV center. This will shift all other centers out of resonance by an
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amount δω ∼ geµBBext, such that the resulting error can be estimated to be G2/δω2. For a
reasonable applied field, e.g., Bext ∼ 10 mT, this error is negligible.
5.9 Conclusions
We have shown how to magnetically couple a superconducting FQ to NV centers in diamond.
This may be used to achieve strong coupling of distant centers or to transfer the state of
a FQ to an ensemble of NVs. The latter opens the possibility of long-term storage of the
information in the nuclear spins. Using the strong optical transitions of the NVs, the system
may enable an interface between superconducting qubits and light.
Chapter 6
Ultra-strong coupling effects in
cavity quantum electrodynamics1
“The understanding can intuit nothing, the senses can think nothing.
Only through their union can knowledge arise.”
I. Kant
We discuss the physics that arise beyond the rotating wave approximation in atom-cavity systems.
We contrast our theory with the measurement of the dispersive energy-level shift of an LC resonator
magnetically coupled to a superconducting qubit, which clearly shows that the system operates in
the ultrastrong coupling regime. The large mutual kinetic inductance provides a coupling energy of
∼ 0.82 GHz, requiring the addition of counter-rotating-wave terms in the description of the Jaynes-
Cummings model. We find a ∼ 50 MHz Bloch-Siegert shift when the qubit is in its symmetry point,
fully consistent with the experimental result.
1The results presented in this chapter have been published in [FDLM+10].
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6.1 Introduction
The study of driven quantum two-level systems has been at the heart of important discoveries
over the last century. A generic example is the field of nuclear magnetic resonance, where the
dynamics of nuclear spins is controlled by the application of radio-frequency pulses, result-
ing in coherent Rabi oscillations of the spin moments [CTDL77]. In the usual description,
the applied harmonic field is decomposed into co-rotating and counter-rotating components
with respect to the spin (Larmor) precession. At resonance, and in the weak-driving limit,
only the co-rotating component interacts constructively with the spins, leading to a Rabi
frequency that scales linearly with the driving strength. In this regime, the rotating-wave
approximation (RWA) is known to hold. However, if the driving is so strong that the Rabi
frequency approaches the Larmor frequency, the counter-rotating terms (CRTs) need to be
included in the description, and the RWA is no longer valid. This leads to an energy shift in
the level transition, the so-called Bloch-Siegert shift [BS40, KC09]. In atomic systems, the
qubit-cavity coupling g is typically low, g/ωq ∼ g/ωr ∼ 10−4 (with ωq the qubit frequency
and ωr the cavity frequency) and therefore non-RWA effects are negligible. In this situation,
one can nonetheless use a strong driving field to observe the Bloch-Siegert (BS) shift [Shi65].
Without driving, however, a much larger qubit-cavity coupling is required to observe the
quantum BS shift. This situation will be demonstrated here in a flux qubit – resonator
system.
In circuit quantum electrodynamics (QED) [BHW+04], superconducting qubits play the
role of artificial atoms. With energy-level transitions in the microwave regime, they can be
easily cooled to the ground state at standard cryogenic temperatures. These ‘atoms’ can
interact strongly with on-chip resonant circuits and reproduce many of the physical phenom-
ena that had been previously observed in cavities with natural atoms [RBH01, CNHM03,
JSM+06, BFB+09, HWA+08]. The large dipolar coupling achievable in superconducting
circuits enables to explore the strong-dispersive limit [SHS+06]. It is only very recently
that the ultra-strong coupling (USC) regime g/ωr ∼ 1 [FKU96, Iri07, NC10, AN10] is being
reached [NDH+10]. In this chapter we present theory and experiment giving rise to the BS
shift in a system consisting of a flux qubit coupled to a LC resonator in the USC regime,
g/ωq ∼ g/ωr & 0.1.
6.2 Description of the system
Our system consists of a four-Josephson-junction flux qubit, in which one junction is made
smaller than the other three by a factor of approximately 0.5. The qubit is galvanically
connected to a lumped-element LC resonator (see Fig. 6.1). In previous works the employed
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Figure 6.1: Circuit layout and images of the device. a) Schematics of the measurement
setup. The interdigitated capacitor of the LC resonator can be seen in the center of the
optical image, with the circuitry of the two SQUIDs next to it (top left and bottom right);
Cr/2 ' 0.25 pF and Lr ' 1.5 nH. b) Scanning electron micrograph (SEM) picture of the
SQUID circuit (zoom in of dashed region in (a)). The readout line is made to overlap with
a big volume of AuPd and Au to thermalize the quasiparticles when the SQUID switches.
c) SEM picture of the qubit with the SQUID on top (zoom in of dashed region in (b)). On
the right of the picture the coupling wire to the resonator of length l can be seen.
LC resonators were strongly coupled to the flux qubit [CBS+04, JSM+06, FFM+10], but
since they were loaded by the impedance of the external circuit their quality factor was low.
Flux qubits have also been successfully coupled to high-quality transmission line resonators
[AAN+08, SKD+10]. In the present experiment we use an interdigitated finger capacitor
in series with a long superconducting wire, following the ideas from lumped-element ki-
netic inductance detectors [DMN+08]. In order to read out the qubit state, a dc-switching
SQUID magnetometer is placed on top of the qubit. The detection procedure can be found
in [BCB+05].
The qubit and the resonator were fabricated in the same layer of evaporated aluminum using
standard lithography techniques [BCB+05]. A second aluminum layer galvanically isolated
from the first one contains the SQUID and its circuitry, together with a microwave antenna
to control the local frustration and to produce flux and microwave pulses in the qubit (see
Fig. 6.1). An external coil is used to generate a magnetic field in the qubit and SQUID in
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order to bias them at their operating points. A second qubit with its own circuitry was also
coupled to the resonator, but during the experiment it was always flux biased such that it
did not affect the measurements.
The resonator is made of two capacitors, each containing 50 fingers of 150 µm length and
1.5 µm width, separated by 2 µm (see Fig. 6.1a). The two capacitors are linked by two 500 µm
long superconducting wires of 1 µm width. With these parameters we estimate a capacitance
Cr ' 0.5 pF and an inductance Lr ' 1.5 nH, corresponding to a resonance frequency
ωr/(2pi) = 1/(2pi
√
LrCr/2) ' 8.2 GHz. At temperatures ∼ 30 mK the resonator will be
mostly in its ground state, with zero-point current fluctuations Irms =
√
~ωr/2Lr ' 40 nA.
The flux qubit, with an externally applied magnetic flux Φ ≈ Φ0/2, being Φ0 = h/2e the
flux quantum, behaves effectively as a two-level system. Since the second excited state is at
a much higher energy (typically ∼ 30 GHz), the effective Hamiltonian can be written as2
Hq = −(εσz +∆σx)/2 using the Pauli matrix notation in the basis of the persistent current
states {|  〉, | 	 〉}. Here ε = 2Ip(Φ−Φ0/2), with Ip the persistent current in the qubit loop.
∆ is the tunnel coupling between the two persistent current states. The qubit is inductively
coupled to a dc-SQUID detector with a mutual inductance of MSQ ' 5 pH.
The qubit is galvanically attached to the resonator (see Fig. 6.1c) with a coupling wire of
length l = 5 µm, width w = 100 nm and thickness t = 50 nm. To achieve a high coupling we
use the kinetic inductance LK of the wire that can easily be made larger than the geometric
contribution. The kinetic inductance for our narrow dirty wire is found from its normal state
resistance [Tin75] LK = 0.14~Rn/kBTc ' (25 ± 2) pH. The strength of the coupling can be
approximated by g = IpIrmsLK [LWH
+07, BGA+09]. Since our ∼ 500 µm LC resonator is
much smaller than the wavelength at the resonance frequency (λr ≈ 20 mm), the current
is uniform along the superconducting wires connecting the capacitor plates. Therefore the
position of the qubit along the inductor will not affect the coupling strength.
6.3 Theory
Let us consider the Hamiltonian of two qubits coupled to a common resonator. The qubit-
cavity coupling is of dipolar nature, and thus in the basis {|  , n〉, | 	 , n〉}, where {|n〉}
refers to a Fock-state basis of the resonator, we can write
H =
2∑
i=1
(
εi
2
σ(i)z +
∆i
2
σ(i)x
)
+ ωr
(
a†a+ 1/2
)
+
2∑
i=1
giσ
(i)
z a
† +H.c., (6.1)
2In this chapter we obviate the hat in the notation for operators.
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where g is the intensity of qubit-cavity coupling and a† (a) creates (annihilates) a photon.
Switching to the qubit eigenbasis {|g, n〉, |e, n〉} this Hamiltonian reads
H =
2∑
i=1
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
2∑
i=1
gi
(
cos(θi)σ
(i)
z − sin(θi)σ(i)x
)(
a† + a
)
, (6.2)
where ω
(i)
q :=
√
ε2i +∆
2
i is the eigenfrequency of qubit i, tan(θi) := ∆i/εi, and we have
assumed gi to be real. In terms of rising and lowering operators σ± := (σx ± iσy)/2 we have
H =
2∑
i=1
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
2∑
i=1
gi cos(θi)σ
(i)
z (a
† + a)
−
2∑
i=1
gi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a
†
)
−
2∑
i=1
gi sin(θi)
(
σ
(i)
+ a
† + σ(i)− a
)
. (6.3)
Here, the third component corresponds to the co-rotating terms, while the last component
corresponds to the counter-rotating terms. For g  ωr, ωq the CRTs are typically neglected.
In the USC regime, however, these play an important role in the dynamics, as we will see
in the following. The relevance of the CRTs can already be seen from the Rabi formula
(1.30). There, δ → ωr − ωq for the co-rotating terms, and δ → ωr + ωq for the CRTs. This
gives a vanishing transition probability for δ  g, which close to resonance, ωr ≈ ωq, and
in the weak coupling regime, g  ωr, ωq, occurs only for the counter-rotating component.
Alternatively, the neglect of the CRTs (RWA) can be reasoned from Eq. (2.24). For the
co-rotating component one obtains a similar equation with ωab → ωr and ωcd → ωq, while
one has ωab → ωr and ωcd → −ωq for the CRTs. Since ∆t ∼ 1/g, this makes that for large g
the integral is not negligible for neither of the contributions.
The Hamiltonian (6.3) cannot be diagonalized analytically without further approximation.
We will perturbatively eliminate the interaction concerning the CRTs. The idea is that
choosing a proper perturbative parameter, the RWA will be appropriate from certain order.
First, we transform the Hamiltonian according to
H → eSHe−S = H + [S,H] + 1
2!
[S, [S,H]] + . . . (6.4)
with
S =
∑
j
γj
(
σ
(j)
+ a
† − σ(j)− a
)
, (6.5)
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where we have made implicit that the sum runs for j = 1, 2. This transformation gives[
S,
∑
i
ω
(i)
q
2 σ
(i)
z
]
= −∑i γiω(i)q (σ(i)+ a† + σ(i)− a) .
1
2!
[
S,
[
S,
∑
i
ω
(i)
q
2 σ
(i)
z
]]
= −∑i γ2i2 ω(i)q σ(i)z (1 + 2nˆ).
[
S, ωr
(
a†a+ 1/2
) ]
= −∑i γiωr (σ(i)+ a† + σ(i)− a) .
1
2!
[
S,
[
S, ωr
(
a†a+ 1/2
) ]]
= −∑i γ2i2 ωrσ(i)z (1 + 2nˆ) +∑ij γiγj2 ωr (σ(i)+ σ(j)− + σ(i)− σ(j)+ ) .
[
S,−∑i gi sin(θi)(σ(i)+ a+ σ(i)− a†) ]
= −∑i γigi sin(θi)σ(i)z ((a†)2 + a2)+∑ij γigi sin(θi)(σ(i)+ σ(j)+ + σ(i)− σ(j)− ) .
1
2!
[
S,
[
S,−∑i gi sin(θi)(σ(i)+ a+ σ(i)− a†) ]]
=
∑
i γ
2
i gi sin(θi)
(
σ
(i)
+ (a
†)3 + σ(i)− a3
)
+
∑
i γ
2
i gi sin(θi)
(
σ
(i)
+ anˆ+ σ
(i)
− nˆa†
)
+
∑
ij
γ2i
2 gi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a†
)
σ
(j)
z +
∑
ij γiγjgi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a†
)
σ
(j)
z .
[
S,−∑i gi sin(θi)(σ(i)+ a† + σ(i)− a) ]
= −∑i γigi sin(θi)σ(i)z (1 + 2nˆ) +∑ij γigi sin(θi)(σ(i)+ σ(j)− + σ(i)− σ(j)+ ) .
1
2!
[
S,
[
S,−∑i gi sin(θi)(σ(i)+ a† + σ(i)− a) ]]
=
∑
i 2γ
2
i gi sin(θi)
(
σ
(i)
+ nˆa
† + σ(i)− anˆ
)
+
∑
ij
γ2i
2 gi sin(θi)
(
σ
(i)
+ a
† + σ(i)− a
)
σ
(j)
z
+
∑
ij γiγjgi sin(θi)
(
σ
(i)
+ a
† + σ(i)− a
)
σ
(j)
z .
[
S,
∑
i gi cos(θi)σ
(i)
z (a† + a)
]
= −∑i 2γigi cos(θi)(σ(i)+ a† + σ(i)− a) (a† + a)−∑ij γigi cos(θi)(σ(i)+ + σ(i)− )σ(j)z .
1
2!
[
S,
[
S,
∑
i gi cos(θi)σ
(i)
z (a† + a)
]]
= (second-order off-resonant terms).
(6.6)
Here nˆ ≡ a†a. Now, choosing
γi =
−gi sin(θi)
ω
(i)
q + ωr
, (6.7)
the counter-rotating term −∑2i=1 gi sin(θi)(σ(i)+ a† + σ(i)− a) is eliminated under the transfor-
mation. Furthermore, close to resonance, ωr ≈ ωq, the result can be simplified neglecting
oscillating terms of order γ2i . This can now be done as the qubit-cavity coupling term has
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acquired a prefactor γ2 = g2 sin2(θ)/(ωq + ωr)
2 under the transformation, which for the ex-
perimental parameters, g/(2pi) ' 0.81 GHz, ωq/(2pi) ' 4.20 GHz and ωr/(2pi) ' 8.13 GHz
as we will see, takes the value γ2 ' 0.004 at the degeneracy point, sin(θ) = 1. Accord-
ingly, we can safely neglect second-order off-resonant terms after the transformation, that
is,
∑
i γ
2
i gi sin(θi)
(
σ
(i)
+ (a
†)3 + σ(i)− a3
)
in the sixth term of (6.6) and the eighth and tenth
terms in (6.6). Higher-order terms can also be neglected. Doing this we obtain the effective
Hamiltonian
H =
∑
i
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
∑
i
g2i sin
2(θi)
2(ω
(i)
q + ωr)
σ(i)z (1 + 2nˆ)
−
∑
i
gi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a
†
)
+
∑
i
g2i sin
2(θi)
ω
(i)
q + ωr
σ(i)z
(
(a†)2 + a2
)
+
∑
i
g3i sin
3(θi)
(ω
(i)
q + ωr)2
(
σ
(i)
+ anˆ+ σ
(i)
− nˆa
†
)
+
∑
i
2gi sin(θi) cos(θi)
ω
(i)
q + ωr
(
σ
(i)
+ a
† + σ(i)− a
)
(a† + a)
+
∑
ij
[
gi sin(θi)
2(ω
(i)
q + ωr)
+
gj sin(θj)
ω
(j)
q + ωr
]
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ a+ σ
(i)
− a
†
)
σ(j)z
+
∑
ij
[
ωrgj sin(θj)
2(ω
(j)
q + ωr)
− gi sin(θi)
]
gi sin(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
− + σ
(i)
− σ
(j)
+
)
−
∑
ij
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
+ + σ
(i)
− σ
(j)
−
)
+
∑
ij
g2i sin(θi) cos(θi)
ω
(i)
q + ωr
(
σ
(i)
+ + σ
(i)
−
)
σ(j)z . (6.8)
Let us analyze the different terms appearing in this Hamiltonian:
• The third term corresponds to the so-called Bloch-Siegert shift. It is a shift in the spectrum
of the qubit proportional to the number of photons in the cavity. Alternatively, it can be
seen as a shift of the cavity frequency depending on the state of the qubit.
• The fifth term corresponds to two-photon processes. This can be eliminated by a new
canonical transformation, giving rise to an effective coupling between the two qubits propor-
tional to the number of photons in the cavity (which we can name BS interaction).
• The sixth term is a correction to the Jaynes-Cummings (JC) coupling (fourth term). It
gives a small renormalization of the system-cavity coupling constant.
• The seventh term represents a shift of the JC frequency proportional to the position of the
oscillator. This term is only relevant when we are in a regime not too close to the degeneracy
point (cos(θ) ≈ 0) and not too far from it (sin(θ) ≈ 0).
• The eight, ninth, tenth and eleventh terms involve interaction between qubits. This can
occur via the cavity (eighth term), or through a direct coupling (ninth, tenth and eleventh
terms). Notice that in the summations, the condition i 6= j is not implied. For i = j,
the tenth term vanishes when we take matrix elements, while the other terms contribute
as a small energy shift. Below we will focus on the single-qubit case, thereby not having a
contribution from these terms in the energy spectrum.
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The two-photon first-order process (fifth term in (6.8) can be eliminated through the trans-
formation
H → eVHe−V , with V =
∑
j
ηjσ
(j)
z
(
(a†)2 − a2
)
. (6.9)
This gives[
V,
∑
i
ω
(i)
q
2 σ
(i)
z
]
= 0.
[
V, ωr(a
†a+ 1/2)
]
= −∑i 2ηiωrσ(i)z ((a†)2 + a2) .
1
2!
[
V,
[
V, ωr(a
†a+ 1/2)
]]
= −∑ij 4ηiηjωrσ(i)z σ(j)z (1 + 2nˆ).
[
V,−∑i gi sin(θi)(σ(i)+ a+ σ(i)− a†) ]
= −∑i 2ηigi sin(θi) ((a†)2 − a2) (σ(i)+ a− σ(i)− a†)+∑ij ηigi sin(θi)σ(i)z (σ(j)+ a† + σ(j)− a) .
(6.10)
Taking
ηi =
g2i sin
2(θi)
2ωr(ω
(i)
q + ωr)
, (6.11)
the two-photon process is eliminated. Also notice that the last term in (6.10) will be ne-
glected since close to resonance, ωr ≈ ωq, it corresponds to a second order (γ2i ) term oscil-
lating rapidly. The rest of the summands transformed under V give also either second-order
off-resonant contributions or γ3i terms, so they can be neglected. Under this second trans-
formation, the Hamiltonian reads then
H =
∑
i
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
∑
i
g2i sin
2(θi)
2(ω
(i)
q + ωr)
σ(i)z (1 + 2nˆ)−
∑
i
gi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a
†
)
+
∑
i
g3i sin
3(θi)
(ω
(i)
q + ωr)2
(
σ
(i)
+ anˆ+ σ
(i)
− nˆa
†
)
+
∑
i
2gi sin(θi) cos(θi)
ω
(i)
q + ωr
(
σ
(i)
+ a
† + σ(i)− a
)
(a† + a)
−
∑
ij
g2i sin
2(θi)g
2
j sin
2(θj)
ωr(ω
(i)
q + ωr)(ω
(j)
q + ωr)
σ(i)z σ
(j)
z (1 + 2nˆ)
+
∑
ij
[
gi sin(θi)
2(ω
(i)
q + ωr)
+
gj sin(θj)
ω
(j)
q + ωr
]
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ a+ σ
(i)
− a
†
)
σ(j)z
+
∑
ij
[
ωrgj sin(θj)
2(ω
(j)
q + ωr)
− gi sin(θi)
]
gi sin(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
− + σ
(i)
− σ
(j)
+
)
−
∑
ij
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
+ + σ
(i)
− σ
(j)
−
)
+
∑
ij
g2i sin(θi) cos(θi)
ω
(i)
q + ωr
(
σ
(i)
+ + σ
(i)
−
)
σ(j)z . (6.12)
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Finally, we can eliminate the sixth term of the previous Hamiltonian by applying the trans-
formation
A =
∑
j
ζj
(
σ
(j)
+ a
† − σ(j)− a
)(
a† + a
)
, (6.13)
which gives
[
A,
∑
i
ω
(i)
q
2
σ(i)z
]
= −
∑
i
ζiω
(i)
q
(
σ
(i)
+ a
† + σ(i)− a
)(
a† + a
)
, (6.14)
with
ζi =
2g2i sin(θi) cos(θi)
ω
(i)
q (ω
(i)
q + ωr)
, (6.15)
to eliminate the cited term. The remaining summands give ∼ γ2i off-resonant contributions.
In total, we have the Hamiltonian
H =
∑
i
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
∑
i
g2i sin
2(θi)
2(ω
(i)
q + ωr)
σ(i)z (1 + 2nˆ)−
∑
i
gi sin(θi)
(
σ
(i)
+ a+ σ
(i)
− a
†
)
+
∑
i
g3i sin
3(θi)
(ω
(i)
q + ωr)2
(
σ
(i)
+ anˆ+ σ
(i)
− nˆa
†
)
−
∑
ij
g2i sin
2(θi)g
2
j sin
2(θj)
ωr(ω
(i)
q + ωr)(ω
(j)
q + ωr)
σ(i)z σ
(j)
z (1 + 2nˆ)
+
∑
ij
[
gi sin(θi)
2(ω
(i)
q + ωr)
+
gj sin(θj)
ω
(j)
q + ωr
]
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ a+ σ
(i)
− a
†
)
σ(j)z
+
∑
ij
[
ωrgj sin(θj)
2(ω
(j)
q + ωr)
− gi sin(θi)
]
gi sin(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
− + σ
(i)
− σ
(j)
+
)
−
∑
ij
g2i sin
2(θi)
ω
(i)
q + ωr
(
σ
(i)
+ σ
(j)
+ + σ
(i)
− σ
(j)
−
)
+
∑
ij
g2i sin(θi) cos(θi)
ω
(i)
q + ωr
(
σ
(i)
+ + σ
(i)
−
)
σ(j)z . (6.16)
Let us consider the single-qubit case, in which the second qubit is far detuned from resonance.
In this situation, the previous Hamiltonian reduces to
H =
ωq
2
σz + ωr (nˆ+ 1/2) + ωBSσz(nˆ+ 1/2) + σ+agn + gnσ−a†, (6.17)
where
ωBS ≡ g
2 sin2(θ)
ωq + ωr
. (6.18)
gn ≡ −g sin(θ)
(
1− nˆ ωBS
ωq + ωr
)
. (6.19)
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Figure 6.2: Energy spectrum corresponding to a single flux qubit coupled to a LC res-
onator. We show the exact solution, the model presented in the text (Λ1− given by
Eq. (6.22), the Jaynes-Cummings model spectrum (JC), and exact solution without counter-
rotating terms in the Hamiltonian (Without CRTs). The values of the parameters are
g/(2pi) = 0.81 GHz, ωq/(2pi) = 4.20 GHz and ωr/(2pi) = 8.13 GHz. The model approxi-
mates very well to the exact solution. Also, we can see that the difference with the typically
employed JC model is due to the CRTs. The frequency on the horizontal axis is proportional
to the bias ε.
The Hamiltonian (6.17) is of a JC-type, and projected onto the basis {|g, n + 1〉, |e, n〉} is
box-diagonal. Every box can be diagonalized to give the eigenvalues
λn,± = (n+ 1)ωr − ωBS/2±
√
[δ/2 + (n+ 1)ωBS ]
2 + (n + 1)g2n+1, (6.20)
with δ ≡ ωq − ωr. Notice that JC limit (c.f. appendix B) is recovered, taking ωBS → 0:
λJCn,± = (n+ 1)ωr ±
√
(δ/2)2 + (n + 1)g˜2, (6.21)
being g˜ := −g sin(θ). To fit the spectrum we need to consider the difference with the ground
state
Λn± := λn,± − λ0,g, with λ0,g ≡ −
(
δ
2
+
ωBS
2
)
(6.22)
The observed energy shift of the first exited state with respect to the JC model will be given
by
ξ =
√
(δ/2 + ωBS)2 + g21 −
√
(δ/2)2 + g˜2. (6.23)
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Figure 6.3: Energy shift given by equation (6.23), and by the exact solution referred to
the JC model. At the sweet-spot both curves coincide, but they start to disagree as ε 6= 0.
The frequency on the horizontal axis is proportional to the bias ε.
Substituting g/(2pi) = 0.81 GHz, ωq/(2pi) = 4.20 GHz and ωr/(2pi) = 8.13 GHz, the shift at
the degeneracy point is
ξ/(2pi) ' −50.4 MHz. (6.24)
In figure 6.2 we show the energy spectrum close to the first transition, |e, 0〉 ↔ |g, 1〉. For
the parameters given above we compare the exact solution with that given by the model
presented here (Eq. 6.23). The Jaynes-Cummings result and the solution corresponding to
the exact model without the counter-rotating terms are also shown. These two differ by
a term g cos(θ)σz(a
† + a) in the Hamiltonian, which in the weak coupling regime can be
neglected due to its oscillating character. We therefore observe an energy shift with respect
to the standard approximations and experiments with weak coupling. Notice that this shift
is encapsulated in the Bloch-Siegert frequency ωBS , that is, it vanishes as ωBS → 0.
In figure 6.3 we show the energy shift ξ as a function of frequency as given by the exact
solution referred to the JC model and by Eq. (6.23)). The shift is maximum at the degeneracy
point, where both curves coincide. As we turn on the bias, the energy shift becomes smaller
and both curves start to differ. As we will see, the agreement with the experimental data is
remarkably good.
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6.4 Experiment
We prepare the qubit in the ground state by cooling the sample to 20 mK in a dilution
refrigerator. Using the protocol shown in Fig. 6.4a, we measure the spectrum of the qubit-
resonator system (Fig. 6.5). To obtain a higher resolution in the relevant region around
8.15 GHz, we repeated the spectroscopy using lower driving power in combination with the
application of flux pulses in order to equalize the qubit signal by reading out far from its
degeneracy point (Fig. 6.6). We can identify the energy-level transitions on the basis of the
JC ladder shown in Fig. 6.4b. A large avoided crossing between states |g, 1〉 and |e, 0〉 is
observed around a frequency of ∼ 8 GHz. This is very close to the estimated resonance
frequency of the oscillator. The energy splitting 2geff ≡ 2g(∆/ωr) (inset of Fig. 6.5) is
approximately 0.9 GHz. A least-squares fit of the data in Fig. 6.5 to the full Hamiltonian
(Eq. 6.2) gives the parameter values ∆/(2pi) = (4.20 ± 0.02) GHz, Ip = (500 ± 10) nA,
ωr/(2pi) = (8.13 ± 0.01) GHz and g/(2pi) = (0.82 ± 0.03) GHz. The value of g obtained
is in good agreement with IpIrmsLK/h = (0.83 ± 0.08) GHz. We therefore have the ratio
g/ωr ≈ 0.1. This large value brings us into the USC regime, and below we will demonstrate
that the system indeed shows the characteristics shown in the previous section.
The spectral line of the resonator can be resolved when it is detuned several GHz away
from the qubit (see Fig. 6.5). This could be caused by the external driving when it is
resonant with the oscillator. By loading photons in it, the oscillator can drive the qubit off-
resonantly because of their large coupling. Another possibility is an adiabatic shift during
state readout through the anticrossing of the qubit and resonator energies. The qubit readout
. . 
.
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Blue sideband
Two-photon
blue sideband
Thermally
excited qubit
Figure 6.4: Measurement scheme and energy-level diagram. a) Schematics of the mea-
surement protocol to perform qubit spectroscopy. b) JC ladder depicting the energy-level
structure of a flux qubit coupled to a LC resonator. The levels are drawn for the case
δ ≡ ωq−ωr < 0. The arrows represent the level-transitions that are visible in the spectrum.
The dashed lines represent the uncoupled qubit and resonator states. δq and δr are the
dispersive shifts that the qubit and the resonator induce to each other.
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Figure 6.5: Spectrum of the flux qubit coupled to the LC resonator. An avoided-level
crossing is observed at a frequency of 8.13 GHz. The weak transition near 8 GHz is associated
with excited photons due to thermal population of the qubit excited state (Teff ∼ 100 mK
at ∼ 4 − 5 GHz energy splitting). In the inset we show a zoom in around the resonance
between qubit and oscillator. The splitting on resonance is 2g sin(θ)/(2pi) ' 0.9 GHz.
pulse produces a negative shift of -2 mΦ0 in magnetic flux, making the spectral amplitude
asymmetric with respect to the qubit symmetry point. For our parameters, this shift is
coincidental with the avoided level crossing with the oscillator. Then, a state containing one
photon in the resonator (e.g. Φ/Φ0 − 0.5 = 4 mΦ0 in Fig. 6.5) can be converted into an
excited state of the qubit with very high probability, as the Landau-Zener tunneling rate is
very low. Both effects, off-resonant driving and adiabatic shifting, would explain that the
sign of the spectral line of the resonator coincides with the one of the qubit on both sides of
the symmetry point. Irrespective of the mechanism, the spectral features of Fig. 6.5 allow
us to give a lower bound for the quality factor of the resonator Q > 103.
In Fig. 6.6a a marked difference in the resonator frequency between the prediction given
by our model (solid black line) and the JC solution can be clearly resolved. The difference
is largest (∼ 50 MHz as predicted in the previous section) at the symmetry point of the
qubit. This energy difference is the Bloch-Siegert shift ωBS associated with the counter-
rotating terms. The maximum difference occurs at the symmetry point as the effective
coupling g sin(θ) decreases with increasing ε. Figure 6.6b shows Eq. (6.23) corresponding to
the model presented in previous section (red dahsed line) together with the exact solution
(black solid line) and the experimental measurements (blue dots). The agreement between
theory and experiment is very good. The qubit should experience the same shift ωBS that
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Figure 6.6: Bloch-Siegert shift. a) Spectrum in proximity to the resonator frequency
obtained using lower driving power than in Fig. 6.5 and flux pulses. The solid black line
corresponds to a fit of Eq. (6.2), while the dashed green line is a plot of the JC model.
The dashed straight line indicates the bare resonator frequency ωr. A clear deviation be-
tween the JC model and the data can be observed around the symmetry point of the qubit.
b) Difference between measurement (blue dots) and the solution given by the JC model.
The solid black curve is the same as the solid black curve in (a) and the dashed red curve
represents Λ1−. All the curves are subtracted from the JC model. The blue dots are peak
values extracted from Lorentzian fits to frequency scans at fixed flux, with the error bars
representing the full width at half maximum of each Lorentzian.
the resonator, but with opposite sign. Since the qubit line-width at the symmetry point
around 4 GHz is very large (∼ 80 MHz), the Bloch-Siegert shift cannot be clearly resolved
in this case.
6.5 Discussion
In the theory presented above, we gave a result to second order in the perturbative parameter
γi =
−gi sin(θi)
ω
(i)
q +ωr
. For larger couplings, namely gi & ωq + ωr, this result becomes no longer
appropriate. It is however possible to rewrite the Hamiltonian (6.2) using a transformation
that allows us to extract a solution to the problem for arbitrary large coupling gi. Such
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transformation is:
H → eSHe−S , with S =
∑
j
λj
(
cos(θj)σ
(j)
z − sin(θj)σ(j)x
)
a† −H.c. (6.25)
Now, instead of transforming the full Hamiltonian (6.2) according to H → H + [S,H] +
1
2! [S, [S,H]] + . . ., we apply this expansion to each of the operators in the Hamiltonian.
Doing this we can sum the full series, and thus find a solution to arbitrary large coupling.
Under the transformation S, the operators change to all orders in λj as
σ(i)z → σ(i)z − sin(θi)
(
cos(θi)σ
(i)
x + sin(θi)σ
(i)
z
)(
1− cosh{2λi(a† − a)}
)
+ i sin(θi)σ
(i)
y sinh{2λi(a† − a)}. (6.26)
σ(i)x → σ(i)x − cos(θi)
(
cos(θi)σ
(i)
x + sin(θi)σ
(i)
z
)(
1− cosh{2λi(a† − a)}
)
+ i cos(θi)σ
(i)
y sinh{2λi(a† − a)}. (6.27)
a→ a −
∑
i
λi
(
cos(θi)σ
(i)
z − sin(θi)σ(i)x
)
. (6.28)
a† → a† −
∑
i
λi
(
cos(θi)σ
(i)
z − sin(θi)σ(i)x
)
. (6.29)
a†a→ a†a −
∑
i
λi
(
cos(θi)σ
(i)
z − sin(θi)σ(i)x
)(
a† + a
)
−
∑
ij
λiλj cos(θi) cos(θj)σ
(i)
z σ
(j)
z −
∑
ij
λiλj sin(θi) sin(θj)σ
(i)
x σ
(j)
x
+
∑
ij
λiλj sin(θi) cos(θj)σ
(i)
x σ
(j)
z +
∑
ij
λiλj cos(θi) sin(θj)σ
(i)
z σ
(j)
x . (6.30)
Taking λi = gi/ωr, this gives the Hamiltonian
H =
∑
i
ω
(i)
q
2
σ(i)z + ωr
(
a†a+ 1/2
)
+
+
ω
(i)
q
2
sin(θi)
[(
cos(θi)σ
(i)
x + sin(θi)σ
(i)
z
)
cosh
{
2gi
ωr
(a† − a)
}
+ iσ(i)y sinh
{
2gi
ωr
(a† − a)
}]
−
∑
ij
g2i
ωr
cos(θi) cos(θj)σ
(i)
z σ
(j)
z −
∑
ij
g2i
ωr
sin(θi) sin(θj)σ
(i)
x σ
(j)
x
+
∑
ij
g2i
ωr
sin(θi) cos(θj)σ
(i)
x σ
(j)
z +
∑
ij
g2i
ωr
cos(θi) sin(θj)σ
(i)
z σ
(j)
x . (6.31)
An analytical solution to this Hamiltonian can be found using, for example, a generalized
RWA [Iri07], which will allow us to explore the physics of the system in the regime g2 &
ωqωr, achievable with present circuit QED systems [DGS07]. In this regime, we expect a
superradiant phase transition, thereby having a ground state with a finite number of photons
[KC09].
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6.6 Conclusions
We have presented theory and experiment giving rise to the Bloch-Siegert shift in a system
composed of a LC resonator strongly coupled to a flux qubit. This demonstrates the failure
of the rotating-wave approximation in this ultra-strong coupling regime of circuit QED. The
large coupling g/ωr ≈ 0.1 is achieved using the kinetic inductance of the wire shared by
the two systems. The coupling could easily be further enhanced by increasing the kinetic
inductance or by inclusion of a Josephson junction [NDH+10, BGA+09]. This will allow us
to explore new physics that arise when g2 & ωqωr.
Chapter 7
Conclusions
“The reasonable man adapts himself to the world; the unreasonable one persists in trying
to adapt the world to himself. Therefore all progress depends on the unreasonable man.”
George Bernard Shaw
In this thesis we have investigated quantum-mechanical effects that arise in different nanoscopic
systems. In particular, we have centered our attention on artificial atomic systems, such as
quantum dots, NV centers, or superconducting qubits.
In chapter 1 we have presented an overview of these systems, and discussed important effects,
such as the Coulomb blockade (see subsection 1.2.1.1). The central results of this thesis
concern quantum transport systems, and their coupling to other systems, such as cavity
resonators, optical atomic systems, and to dissipative baths. Special emphasis is made in the
study of the current noise spectrum through quantum transport systems. We have learned
that depending of the parameter regime (see Fig. 1.12), this noise reveals different physics.
Interestingly, a Markovian theory of electron transport (chapter 3) does not capture part of
this physics, namely that of quantum fluctuations, and a non-Markovian transport theory
(chapter 4) is needed to that end.
In chapter 2 we have studied the widely used mathematical methods in quantum transport.
Special emphasis has been made on the techniques to calculate correlation functions of a
quantum-mechanical variable. In this chapter, different models have been studied to illustrate
the distinct theorethical approaches to quantum transport.
After this introduction, the main results of the thesis have been presented, and can be
summarized as follows:
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• In section 2.2.1 we have presented an experiment showing Pauli spin blockade in carbon-
nanotube double quantum dots. This, has been used to characterize the hyperfine
interaction in carbon devices, contrasting both 12C and 13C samples. The hyperfine
constant for a 13C host has been measured, obtaining a value two orders of magnitude
smaller than expected.
• In section 2.4 we have given an introduction to our theory of frequency-dependent
counting statistics of electron transport. The theory presented in this section is based
on the Markovian density operator approach, and allows us to calculate arbitrary-order
current correlation functions at finite frequencies (c.f. Eqs. (2.116) and (2.117)). We
have applied the formalism to present novel results for the skewness of the current
distribution in prototypical models of quantum transport.
• In chapter 3 we have presented in detail our theory of Markovian counting statistics of
electron transport. Analytic expressions for the frequency-dependent noise and skew-
ness have been given (Eqs. (3.30) and (3.31)). The results predicted by our theory
for a single resonant level model have been compared with the exact solution and the
fluctuation-dissipation theorem. From this comparison, we have extracted that the
Markovian approximation hinders the physics of vaccum fluctuations (see Fig. 3.5).
• In chapter 4 we have extended our theory of counting statistics to include the case in
which the system-reservoir coupling is non-Markovian. In this situation, it is essential to
include initial system-bath correlations, and these contribute to the moment generating
function in the form of an inhomogeneous term (see Eqs. (4.8) and (4.9)). A general
non-Markovian noise formula has been derived in this chapter (see Eqs. (4.10)-(4.12)),
and it has been applied to obtain the spectrum of quantum noise of double quantum
dot (see Fig. 4.5).
• In chapter 5 we have proposed a novel hybrid quantum system, consisting of a supercon-
ducting flux qubit (FQ) coupled to an ensemble of NV centers in diamond (see Fig. 5.1).
The coupling between FQ and a single NV center reaches tens of kHz, but due to the
low FQ coherence times is not sufficient to coherently transfer the quantum information
between both systems. However, the superconducting qubit can act as a quantum bus
to mediate a coherent interaction between distant NV centers. Moreover, an ensemble
of NV centers can be used to achieve coupling of tens of GHz (see Fig. 5.2), thereby
opening the possibility of coherent transfer of the quantum information between FQ
and NV ensemble.
• In chapter 6 we have presented an experiment, along with the related theory, measuring
the Bloch-Siegert shift in a qubit-oscillator system. A superconducting flux qubit has
been coupled to a LC resonator in the ultra-strong coupling (USC) regime, where the
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coupling energy is comparable to the qubit and cavity frequencies. We have discussed
that in this regime, new physics is expected, such as a superradiant phase transition.
We expect that the work presented in this thesis opens new lines of research. For example,
the noise theory presented in chapters 3 and 4 can be applied to a variety of systems,
such as nano-mechanical resonators, superconductors, and quantum-optical systems. In the
field of hybrid quantum systems, the coupling between solid-state qubits and light is still
a challenging problem, and in this direction it will be interesting to study the coupling
with plasmonic waveguides. Finally, the field of USC promises to undercover new physical
phenomena, such as the mentioned Dicke phase transition with a small number of qubits.
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Conclusiones
En esta tesis hemos investigado distintos efectos mecano-cua´nticos en sistemas nanosco´picos.
En particular, hemos centrado nuestra atencio´n en sistemas ato´micos artificiales, como son
los puntos cua´nticos, los centros NV en diamante o los qubits superconductores.
En el cap´ıtulo 1 hemos presentado un resumen de estos sistemas, discutiendo efectos impor-
tantes, tales como el bloqueo de Coulomb (ver subseccio´n 1.2.1.1). Los resultados centrales
de la tesis esta´n en relacio´n con sistemas de transporte cua´ntico, y su acoplo con otros
sistemas, como por ejemplo cavidades resonantes, sistemas o´pticos ato´micos y ban˜os disi-
pativos. Especial intere´s ha sido prestado al estudio del ruido de corriente en sistemas de
transporte electro´nico. Hemos concluido que dependiendo del re´gimen de para´metros (ver
Fig. 1.12), este ruido captura una f´ısica diferente. Una conclusio´n interesante es que una
teor´ıa Markoviana del transporte (cap´ıtulo 3) no captu´ra la f´ısica de las fluctuaciones de
vac´ıo, y una generalizacio´n no Markoviana de la teor´ıa resulta necesaria para capturar dicha
f´ısica (cap´ıtulo 4).
En el cap´ıtulo 2 hemos estudiado los principales me´todos teo´ricos de intere´s en el transporte
cua´ntico. Especial e´nfasis ha sido hecho en las te´cnicas para calcular funciones de correlacio´n
de una variable cua´ntica. En este cap´ıtulo, hemos estudiado distintos modelos de transporte
para ilustrar las te´cnicas teo´ricas.
Tras esta introduccio´n, los principales resultados de la tesis se recogen en los cap´ıtulos y
secciones subsiguientes, y pueden resumirse como sigue:
• En la seccio´n 2.2.1, hemos presentado un experimento en el que se demuestra el blo-
queo de esp´ın en dobles puntos cua´nticos formados en nanotubos de carbono. Usando
dicho bloqueo de esp´ın, hemos caracterizado la interaccio´n hiperfina en dispositivos de
carbono, comparando muestras de 12C y 13C. La constante hiperfina para las muestras
de 13C es dos o´rdenes de magnitude menor que lo esperado por distintas teor´ıas.
• En la seccio´n 2.4 hemos presentado una introduccio´n a nuestra teor´ıa de estad´ıstica
de contaje dependiente de la frecuencia. La teor´ıa desarrollada en esta parte esta´
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basada en el formalismo del operador densidad y en su aproximacio´n Markoviana;
como hemos visto, esta permite el ca´lculo de funciones de correlacio´n a frecuencias
finitas y orden arbitrario (ver ecuaciones (2.116) y (2.117)). El formalismo ha sido
utilizado para derivar resultados para la funcio´n de correlacio´n de corriente de tercer
orden en ejemplos protot´ıpicos del transporte cua´ntico.
• En el cap´ıtulo 3, hemos presentado en detalle nuestra teor´ıa Markoviana de estad´ıstica
de contaje en sistemas de transporte. Expresiones anal´ıticas para el ruido y funcio´n de
correlacio´n de tercer orden a frecuencias finitas han sido derivadas con el formalismo
(ecuaciones (3.30) y (3.31)). Los resultados predichos por la teor´ıa para el modelo de un
nivel resonante han sido comparados con la solucio´n exacta y el teorema de fluctuacio´n-
disipacio´n. De esta comparacio´n, hemos extraido que la aproximacio´n Markoviana no
captura la f´ısica de las fluctuaciones de vac´ıo en estos modelos (ver Fig. 3.5).
• En el cap´ıtulo 4, hemos generalizado nuestra teor´ıa de estad´ıstica de contaje para
incluir el caso en que el acoplo entre sistema cua´ntico y ban˜o es no Markoviano. En
esta situacio´n, resulta esencial incluir las correlaciones iniciales entre sistema y ban˜o;
estas an˜aden un te´rmino inomoge´neo en la ecuacio´n para la funcio´n generatriz (ver
ecuaciones (4.8) y (4.9)). Una fo´rmula no Markoviana general ha sido derivada en este
cap´ıtulo (ver ecuaciones (4.10)-(4.12)), y ha sido utilizada para obtener el espectro de
ruido de un doble punto cua´ntico (ver Fig. 4.5).
• En el cap´ıtulo 5, hemos propuesto un sistema h´ıbrido cua´ntico, compuesto de un
qubit superconductor de flujo acoplado a un conjunto de centros NV en diamante
(ver Fig. 5.1). El acoplo entre qubit de flujo y un solo centro NV alcanza unos cuantos
kHz, el cual, debido a los bajos tiempos de coherencia de los qubits de flujo, no es
suficiente para acoplar ambos sistemas coherentemente. En cambio, el qubit supercon-
ductor puede actuar como mediador de una interaccio´n coherente entre varios centros
NV. Adema´s, hemos demostrado que un conjunto de centros NV puede ser usado para
lograr un acoplo coherente entre el qubit de flujo y el conjunto de centros NV.
• En el cap´ıtulo 6, hemos presentado un experimento, junto con la teor´ıa subyacente,
donde se realiza la medida de la variacio´n energe´tica “Bloch-Siegert” en un sistema
qubit-oscillador. Un qubit de flujo ha sido acoplado a un resonador LC en el re´gimen de
acoplo ultra-fuerte, en el que la energ´ıa de acoplo entre ambos sistemas es comparable a
las frecuencias del qubit y la cavidad. Hemos discutido co´mo en este re´gimen, esperamos
una f´ısica nueva, teniendo por ejemplo una transicio´n de fase superadiante.
Esperamos que el trabajo presentado en esta tesis abra nuevas l´ıneas de investigacio´n. Por
ejemplo, la teor´ıa de ruido presentada en los cap´ıtulos 3 y 4 puede ser aplicada a una variedad
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de sistemas, tales como resonadores nano-meca´nicos, superconductores y sistemas optico-
cua´nticos. En el plano de los qubits h´ıbridos, el acoplo entre sistemas de estado so´lido y la
luz es au´n un desaf´ıo experimental y teo´rico, y en esta direccio´n sera´ interesante estudiar por
ejemplo el acoplo de estos sistemas con guias de onda plasmo´nicas. Finalmente, el campo del
acoplo ultra-fuerte en o´ptica cua´ntica promete revelar nuevos feno´menos f´ısicos, tales como
la mencionada transicio´n de Dicke en sistemas con un nu´mero de qubits pequen˜o.
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Appendix A
The quantum two-level system
The quantum two-level system (2LS) is one of the most recursive examples in quantum
mechanics. In the basis {|1〉, |0〉}, the Hamiltonian is described by the matrix
Hˆ =
(
ε Tc
Tc −ε
)
. (A.1)
Defining tan(θ) := Tc/ε, the eigenvalues and associated eigenvectors read
µ+ = sec(θ)→ |+〉 =
(
cos(θ/2)
sin(θ/2)
)
; µ− = − sec(θ)→ |−〉 =
(
− sin(θ/2)
cos(θ/2)
)
; (A.2)
which means that the change of basis can be written as(
|+〉
|−〉
)
=
(
cos(θ/2) sin(θ/2)
− sin(θ/2) cos(θ/2)
)(
|1〉
|0〉
)
. (A.3)
The level splitting is given by ∆ ≡ 2
√
ε2 + T 2c , which is the fundamental energy scale of the
2LS. With |1〉 → |L〉 and |0〉 → |R〉, the Hamiltonian (A.1) describes the double quantum
dot studied throughout the text. The definition of the mixing angle is of course not unique,
some authors prefer to take sin(θ/2) = Tc√
(ε+∆/2)2+T 2c
and cos(θ/2) = ε+∆/2√
(ε+∆/2)2+T 2c
in the
notation above.
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Appendix B
The Jaynes-Cummings model
The Jaynes-Cummings model [JC63] is a basic model in quantum optics. It captures the
interaction between a two-level system (2LS) and the quantized radiation field. The Hamil-
tonian is
Hˆ = ωq
2
σˆz + ωc
(
aˆ†aˆ+
1
2
)
+ g
(
aˆ†σˆ− +H.c.
)
. (B.1)
This Hamiltonian can be written as
H =

ωq
2 +
ωc
2 g
g −ωq2 + 3ωc2
ωq
2 +
3ωc
2 g
√
2
g
√
2 −ωq2 + 5ωc2
. . .

, (B.2)
in the basis {|e, n〉, |g, n + 1〉, where |g〉 and |e〉 denote the ground and excited states of the
2LS respectively, and {|n〉} with n = 0, 1, . . . is a Fock-state basis capturing the number of
photons in the system. The infinite matrix (B.2) is box-diagonal, with blocks of the form(
ωq
2 +
(
n+ 12
)
ωc g
√
n+ 1
g
√
n+ 1 −ωq2 +
(
n+ 32
)
ωc
)
, (B.3)
which can be readily diagonalized to give the eigenvalues
µ± = (n+ 1)ωc ±
√
(δ/2)2 + (n + 1)g2, (B.4)
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and respective eigenvectors
|+〉n = cos(θn/2)|e, n〉 + sin(θn/2)|g, n + 1〉. (B.5)
|−〉n = − sin(θn/2)|e, n〉 + cos(θn/2)|g, n + 1〉. (B.6)
Here, we have defined the quantities δ ≡ ωq−ωc, sin(θn/2) ≡ Rn−ωq√
(Rn−ωq)2+4(n+1)ω2q
, cos(θn/2) ≡
2g
√
n+1√
(Rn−ωq)2+4(n+1)ω2q
, and Rn ≡
√
ω2q + 4(n+ 1)g
2.
Appendix C
Supplement to section 2.4
In this appendix we show explicitly how the result (2.120) for the skewness arises. It is also
shown how cross correlations and ‘total’ cumulants can be calculated with the formalism
presented in section 2.4.
Our starting point is the multi-time cumulant generating function (2.116) for the case N = 3,
and with the kernel (2.119) corresponding to the single resonant level (SRL) model. This
gives the correlation functions
f
(3)
321 := 〈n(t1)n(t2)n(t3)〉t3≥t2≥t1c = (−i)3∂χ1∂χ2∂χ3F
∣∣∣
χ1=χ2=χ3=0
=
Γ2LΓ
2
R (ΓL − ΓR)2
(ΓL + ΓR)
6
[
3 + 3e−Γτ1 + e−Γτ2
]
+
ΓLΓR
(
Γ5L − Γ4LΓR + 4Γ3LΓ2R + 4Γ2LΓ3R − ΓLΓ4R + Γ5R
)
(ΓL + ΓR)
6 t1
− 2Γ
3
LΓ
3
R
(ΓL + ΓR)
5 τ1
[
2e−Γτ1 + e−Γτ2
]
. (C.1)
f
(3)
21 := 〈n(t1)n(t2)n(t2)〉t2≥t1c = (−i)3∂2χ2∂χ1F(χ1, χ2, χ3)
∣∣∣
χ1=χ2=χ3=0
=
3Γ2LΓ
2
R (ΓL − ΓR)2
(ΓL + ΓR)
6
[
1 + e−Γτ1
]
+
ΓLΓR
(
Γ5L − Γ4LΓR + 4Γ3LΓ2R + 4Γ2LΓ3R − ΓLΓ4R + Γ5R
)
(ΓL + ΓR)
6 t1
− 4Γ
3
LΓ
3
R
(ΓL + ΓR)
5 τ1e
−Γτ1 . (C.2)
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f
(3)
1 := 〈n(t)n(t)n(t)〉c = (−i)3∂3χ1F(χ1, χ2, χ3)
∣∣∣
χ1=χ2=χ3=0
=
6Γ2LΓ
2
R (ΓL − ΓR)2
(ΓL + ΓR)
6
+
ΓLΓR
(
Γ5L − Γ4LΓR + 4Γ3LΓ2R + 4Γ2LΓ3R − ΓLΓ4R + Γ5R
)
(ΓL + ΓR)
6 t. (C.3)
Here, we have defined τ1 ≡ t2 − t1 and τ2 ≡ t3 − t2. Of course expressions (C.2) and (C.3)
can be obtained as limiting cases of (C.1) in which various times are equal. The symmetrized
time-correlation function of the number of tunneled particles through the right contact can
be then obtained as
〈n(t1)n(t2)n(t3)〉c = f (3)321θ32θ21 + f (3)312θ31θ12 + f (3)231θ23θ31
+ f
(3)
213θ21θ13 + f
(3)
132θ13θ32 + f
(3)
123θ12θ23, (C.4)
where θ(t) is the unit step function. We are nevertheless interested in the current cumulant,
which can be simply obtained as
〈I(t1)I(t2)I(t3)〉c = ∂t1∂t2∂t3〈n(t1)n(t2)n(t3)〉c. (C.5)
The frequency-dependent skewness, S(3)(ω1, ω2, ω3), follows from the Fourier transform of
the resulting expression. Due to time translational invariance of the stationary state, S(3)
is proportional to δ(ω1 + ω2 + ω3), so it only depends on two frequencies. Notice that to
obtain the frequency dependent skewness, it is not necessary to perform the time derivatives
in expression (C.5), since the Fourier transform of a derivative gives simply multiplication
by the associated frequency. Following this procedure, expression (2.120) is obtained. This
has the interesting limits
F (3)(ω,−ω) = 1− 6ΓLΓR
(
Γ2L + Γ
2
R + 3ω
2
)
Γ4 + 5Γ2ω2 + 4ω4
. (C.6)
F (3)(ω, 0) = 1− 2ΓLΓR
(
Γ2L + Γ
2
R + ω
2
) (
3Γ2 + ω2
)
Γ2 [Γ2 + ω2]2
. (C.7)
F (3)(ω,∞) = 1− 2ΓLΓR
Γ2 + ω2
= F (2)(ω). (C.8)
F (3)(0, 0) =
Γ4L − 2Γ3LΓR + 6Γ2LΓ2R − 2ΓLΓ3R + Γ4R
Γ4
. (C.9)
F (3)(0,∞) = Γ
2
L + Γ
2
R
Γ2
= F (2)(0). (C.10)
F (3)(∞,∞) = 1. (C.11)
The behaviour of F (3) in a SRL model for different system parameters is shown in Fig. C.1.
It is important to notice that the step function used above includes t = 0 in its definition,
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Figure C.1: Behaviour of the frequency-dependent third-order Fano factor. a) F (3)(ω,−ω)
for ΓL = ΓR, as this rate varies. b) F
(3)(ω,−ω) for ΓL 6= ΓR and different rate ratios.
c) F (3)(ω, 0) for ΓL = ΓR, as this rate varies. d) F
(3)(ω, 0) for ΓL 6= ΓR and different rate
ratios.
such that θ(t)+θ(−t) = 1 for all t. If t = 0 is excluded from the definition of the step function,
we can proceed adding the self-correlation terms ‘by hand’ [Her93]. That is, we would need
to consider also the terms f
(2)
21 := 〈n(t1)n(t2)〉t2≥t1c and f (1)1 := 〈n(t)〉c = 〈n(t)〉, which for the
SRL model read respectively
Γ2LΓ
2
R
(ΓL+ΓR)
4 +
ΓLΓR(Γ3L+Γ
2
LΓR+ΓLΓ
2
R+Γ
3
R)
(ΓL+ΓR)
4 t1 +
Γ2LΓ
2
R
(ΓL+ΓR)
4 e
−(ΓL+ΓR)τ1
and ΓLΓR(ΓL+ΓR) t, where again τ1 ≡ t2− t1. Then, the symmetric third-order correlation function
is derived as
〈n(t1)n(t2)n(t3)〉c = f (3)321θ32θ21 + f (3)312θ31θ12 + f (3)231θ23θ31 + f (3)213θ21θ13
+ f
(3)
132θ13θ32 + f
(3)
123θ12θ23 + f
(2)
32 θ32δ21 + f
(2)
23 θ23δ21
+ f
(2)
31 θ31δ32 + f
(2)
13 θ13δ32 + f
(2)
21 θ21δ31 + f
(2)
12 θ12δ31 + f
(1)
1 δ32δ21. (C.12)
Cross correlations of the form 〈IL(t1)IR(t2)〉c, concerning currents at different contacts, can
be also obtained with the formalism presented in section 2.4. Similarly to what was done
in this section, we use the quantum jump approach, and resolve the density operator in two
indexes, n and m, referring to the number of particles tunneled through the left and right
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junctions respectively:
ρ˙
(n,m)
S (t) =W0ρ(n,m)S (t) +WLρ(n−1,m)S (t) +WRρ(n,m−1)S (t). (C.13)
Here, WL/R is the part of the kernel containing the ‘jump’ processes at the left/right barrier,
W0 containing no ‘jump’ processes, and we have assumed unidirectional tunneling. Multi-
pliying by e−inχLeimχR and summing over n and m we get
ρ˙S(χ
L, χR, t) =W0ρS(χL, χR, t) +WLe−iχLρS(χL, χR, t) +WReiχRρS(χL, χR, t), (C.14)
where we have defined ρS(χ
L, χR, t) :=
∑
n,m e
−inχLeimχRρ(n,m)S (t). The probability distri-
bution of having counted n particles at the left contact and m particles at the right contact
after time t is simply P (n,m, t) = Tr{ρ(n,m)S (t)}, and the cross correlations can be calculated
from the derivatives of the associated cumulant generating function (CGF):
〈nL(t1)nR(t2)〉c = (i)(−i)∂χL1 ∂χR2 F
∣∣∣
χ=0
. (C.15)
This CGF is given by
eF(χ
L
1 ,χ
R
1 ,χ
L
2 ,χ
R
2 ) =
∑
n1,m1,n2,m2
e−in1χ
L
1 eim1χ
R
1 e−in2χ
L
2 eim1χ
R
1 P (n1,m1, t1;n2,m2, t2)
=
∑
n1,m1
e−in1χ
L
1 eim1χ
R
1 P (n1,m1, t1)
∑
n2,m2
e−in2χ
L
2 eim2χ
R
2 P (n2,m2, t2|n1,m1, t1)
=
∑
n1,m1
e−in1χ
L
1 eim1χ
R
1 Tr{ρ(n1,m1)S (t1)}
∑
n2,m2
e−in2χ
L
2 eim2χ
R
2 Tr{ρ(n2,m2|n1,m1)S (t1)}︸ ︷︷ ︸
Tr{Ω(χL
2
,χR
2
,t2−t1)ρS(χ
L
2
,χR
2
,t1)}
Tr{ρ
(n1,m1)
S
(t1)}
= Tr
{ ∑
n1,m1
Ω(χL2 , χ
R
2 , t2 − t1)e−in1(χ
L
1+χ
L
2 )eim1(χ
R
1 +χ
R
2 )ρ
(n1,m1)
S (t1)
}
= Tr{Ω(χL2 , χR2 , t2 − t1)ρS(χL1 + χL2 , χR1 + χR2 , t1)}
= Tr{Ω(χL2 , χR2 , t2 − t1)Ω(χL1 + χL2 , χR1 + χR2 , t1)ρS(0)}. (C.16)
Using the kernel (2.97) we obtain the cross correlation for the SRL model
〈IL(t1)IR(t2)〉c = 〈I〉
[
Γ2R
Γ
e−Γτθ(τ) +
Γ2L
Γ
eΓτθ(−τ)
]
, (C.17)
where Γ ≡ ΓL + ΓR. In the Fourier space, Eq. (C.17) gives
S
(2)
LR(ω) + S
(2)
RL(ω) = 2〈I〉
Γ2L + Γ
2
R
Γ2 + ω2
. (C.18)
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This result, together with the one for the particle noise
S
(2)
L (ω) = S
(2)
R (ω) = 〈I〉
Γ2L + Γ
2
R + ω
2
Γ2 + ω2
(C.19)
reproduces Eq. (2.106) using the total-noise formula
S
(2)
tot (ω) = α
2S
(2)
L (ω) + β
2S
(2)
R (ω) + αβ
(
S
(2)
LR(ω) + S
(2)
RL(ω)
)
, (C.20)
where α and β account for the current partitioning, as discussed in subsection 3.2.5. Finally,
we notice that, similarly to the total noise, which can be obtained using the formalism
explained in subsection 3.2.5, or equations (C.20)/(2.105), the total skewness can be also
derived using these different methods, with the equivalent formula to (2.105), being
S
(3)
tot (ω, ω
′) = α2(α− β)S(3)L (ω, ω′) + β(β2 − α2)S(3)R (ω, ω′) +
+
αβ
2
[
S
(3)
J (ω, ω
′) + (α− β)S(3)I (ω, ω′)
]
. (C.21)
Here, J ≡ IL + IR and I ≡ IL + IR, whose skewness contributions can be calculated using
the jump operators J (n)χ,L + J (n)χ,R and J (n)χ,L − J (n)χ,R respectively (c.f. subsection 3.2.5).
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Appendix D
Derivation of frequency-dependent
cumulants
The expressions (3.29)-(3.31) follow from derivatives of moment generating functions. Per-
forming derivatives of (3.28) we find
〈I(z)〉> = z∂χ
〈
Ω(χ, z)
〉∣∣∣
0
= z−1〈J (1)0 〉, (D.1)
S(2)>m (z1, z2) = (z1z2) ∂χ1∂χ2
〈
Ω(χ2, z2)Ω(χ12, z12)
〉∣∣∣
0
= (z1z2) z
−1
2 z
−2
12 〈2J (1)0 Ω0(z12)J (2)0 + z12J (2)0 Ω0(z2)Ω0(z12)J (1)0 + J (2)0 〉, (D.2)
S(3)>m (z1, z2, z3) = (z1z2z3) ∂χ1∂χ2∂χ3
〈
Ω(χ3, z3)Ω(χ23, z23)Ω(χ123, z123)
〉∣∣∣
0
= (z1z2z3) z
−1
3 z
−1
123
×〈J (1)0 Ω0(z3)Ω0(z23)J (1)0 Ω0(z23)Ω0(z123)J (1)0
+2J (1)0 Ω0(z3)Ω0(z23)Ω0(z123)J (1)0 Ω0(z123)J (1)0
+4z−123 J (1)0 Ω0(z23)Ω0(z123)J (1)0 Ω0(z123)J (1)0
+2z−123 J (1)0 Ω0(z23)J (1)0 Ω0(z23)Ω0(z123)J (1)0
+6z−123 z
−1
123J (1)0 Ω0(z123)J (1)0 Ω0(z123)J (1)0
+J (1)0 Ω0(z3)Ω0(z23)Ω0(z123)J (2)0
+2z−123 J (1)0 Ω0(z23)Ω0(z123)J (2)0
+z−123 J (2)0 Ω0(z23)Ω0(z123)J (1)0
+3z−123 z
−1
123J (2)0 Ω0(z123)J (1)0
+3z−123 z
−1
123J (1)0 Ω0(z123)J (2)0
+z−123 z
−1
123J (3)0 〉, (D.3)
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where zij := zi + zj , zijk := zi + zj + zk. Next we use
Ω0(z2)Ω0(z1 + z2) =
1
z1
[
Ω0(z2)− Ω0(z1 + z2)
]
, (D.4)
and add the ‘lesser’ part (<) corresponding to negative Laplace frequencies. At this point we
change to ‘physical’ frequencies ω := ω2+ . . .+ωN , ω
′ := ω3+ . . .+ωN , etc., and symmetrize
the result. This means adding the expressions corresponding to all the possible frequency
switchings. In this step we take into account that
lim
η→0
(
1
iω + η
+
1
−iω + η
)
= lim
η→0
2η
ω2 + η2
= 2piδ(ω), (D.5)
where η → 0 is a small parameter coming from the ‘greater’ (>) or ‘lesser’ (<) parts. Finally,
we make use of this energy conservation inherited from the time-translational symmetry of
the cumulants. We then arrive to the equations (3.29)-(3.31). Importantly, after frequency
symmetrization, one can realize that the first three cumulant formulae are equal to their
moment counterparts.
A.1. Diagrams
Interestingly, the results (D.1)-(D.3) given above can be derived following a diagrammatic
technique, similarly to how this is done with Feynman diagrams in the expansion of the
partition function or the S-matrix. This can be done if the CGF is written as a series
expansion, either in the time domain or in the frequency space. To that end we expand each
of the χ-dependent propagators in the CGF as a Dyson series:
Ω(χ, z) =
1
z −W(χ) = Ω0(z)
∞∑
n=0
[JχΩ0(z)]n . (D.6)
This suggests the use of diagrams of the form given in Fig. D.1a. In the frequency domain1
these rules are:
• To each bare propagator Ω0(z˜k) in the expansion we associate a line with a superscript
k˜ ≡∑Ni=N+1−k i, where N is the order of the cumulant we want to obtain.
• To each jump operator Jχ˜k in the expansion we associate an encircled cross with
superscript k˜.
1If we work in the time domain, it is enough to label the propagating lines with the corresponding times
at the beginning and end of each line (see Fig. D.1a).
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The formula for the generating function to a given order can therefore be written diagram-
matically. For example, to second order we have
G(χ,z) = TSTr{Ω(χ˜1, z˜1)Ω(χ˜2, z˜2)ρstatS }
= TSTr{(Ω0(z2) + Ω0(z2)Jχ2Ω0(z2) + . . .)
× (Ω0(z1 + z2) + Ω0(z1 + z2)Jχ1+χ2Ω0(z1 + z2) + . . .) ρstatS }. (D.7)
We can then multiply the different terms using diagrams as described above. The multipli-
cation of propagators implies joining them together. The result can be simplified using the
property Jχ1+χ2 = Jχ1Jχ2 + Jχ1 + Jχ2 , which diagrammatically is denoted as
12⊗
=
1⊗ 2⊗
+
1⊗
+
2⊗
. (D.8)
Here, the super-index 12 denotes an associated frequency z1+ z2 and counting field χ1+χ2.
Next, to arrive to the frequency-dependent moment, we take derivatives with respect to
counting fields. Diagrammatically, the derivative ∂χk means removing a circle with index k.
From here we can rewrite the expression analytically. The outcome can be simplified using
(D.4), and needs to be multiplied by z1z2 (case N = 2), coming from the Fourier transform
of the time derivatives in the frequency domain. We finally need to take the average in the
stationary state and symmetrize the result as dictated by TS .
With the diagrammatic approach we realize that the diagrams contributing to the final result
can be arranged in tables (see Fig. D.1b to Fig. D.1d). These reproduce the results given in
(D.1)-(D.3). To construct these tables one must proceed according to the following rules:
• To arrive to an expression for the cumulant of order N , write a table with N time
(frequency) intervals and corresponding superscripts k˜. The propagation of time will
be taken from right to left.
• Write all the possible diagrams having N crosses (jumps) distributed in the different
intervals, with the constraint that the maximum number of crosses in each is set by
the corresponding index k˜. Diagrams with n jumps occurring at the same time have
to be included as well. These crosses are enclosed together with a box, and contribute
with the jump operator J (n)0 := ∂nχJχ|χ=0.
• Taking into account that jumps occurring in the same interval are indistinguishable,
and that each cross can be associated to one of the possible counting fields χ1, . . . , χk
present in that interval, write the multiplicity of each diagram on the right.
• Write the mathematical expression corresponding to each diagram (see Fig. D.1a) and
sum the different terms evaluated at z = iω.
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• Take the average in the stationary state, and multiply by (−i)N . The resulting ex-
pression corresponds to the unsymmetrized (‘greater’, >) moment of the number of
particles.
• Multiply by (iω1) . . . (iωN ). This gives the unsymmetrized moment of the current dis-
tribution.
• Add the ‘lesser’ (<) part, that is, the expression corresponding to negative frequency.
• Finally, symmetrize the result, adding all the possible switchings of frequencies. This
gives the symmetrized moment of the current distribution. The result can be simplified
using (D.4) and (D.5).
As mentioned above, explicit derivation gives the same result for the expressions of cumulants
of the current distribution as those derived for the moments up to N = 3. To higher orders
it is unknown for us if this property still holds or not. Expressions for the cross correlations,
e.g. S
(2)
LR := 〈I(t1)I(t2)〉c, between two (or more) stochastic processes, e.g. L and R, can
also be derived with this technique. To this end we simply need to label each of the jumps
occurring at L or R accordingly (see Fig. D.1c), having two types of jump operators, JL and
JR. Also, expressions for the total current (αIL + βIR) and accumulated current (IL − IR)
can be derived using the jump operators (3.35) and (3.36), respectively, in the diagrams.
A.2. Equivalent form
We can write down an equivalent form to expressions (3.29)-(3.31). This will allow us to
obtain an analytical expression for their zero-frequency limit, which is not well defined in the
form given above. To this end we make use of the projectors P := |0〉〉〈〈0˜| and Q := 1 − P ,
where P projects onto the subspace spanned by the stationary state2 |0〉〉 ≡ ρstatS ; and we
define the pseudo-inverse R0(z) := QΩ0(z)Q, such that Ω0(z) = R0(z) + P/z. Making this
change in (D.1)-(D.3), and symmetrizing the expression (including positive and negative
frequencies), we get
i〈I(z)〉 = δ(z)〈J (1)0 〉, (D.9)
i2S(2)(z1, z2) = δ(z1 + z2)〈J (2)0 + J (1)0 R0(z1)J (1)0 + J (1)0 R0(z2)J (1)0 〉, (D.10)
2The state 〈〈0˜| denotes the left eigenvector of the Liouvillian. The tilde indicates that it is not the adjoint
to |0〉〉, since the Liouvillian is not Hermitian.
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i3S(3)(z1, z2, z3) = δ(z1 + z2 + z3)
×〈J (3)0 + J (1)0 [R0(z1) +R0(z2) +R0(z3)]J (2)0
+J (2)0 [R0(z12) +R0(z23) +R0(z13)]J (1)0
+J (1)0 R0(z1)J (1)0 [R0(z12) +R0(z13)]J (1)0
+J (1)0 R0(z2)J (1)0 [R0(z12) +R0(z23)]J (1)0
+J (1)0 R0(z3)J (1)0 [R0(z13) +R0(z23)]J (1)0
+z−11 〈J (1)0 〉J (1)0 [R0(z12)
−R0(z2) +R0(z13)−R0(z3)]J (1)0
+z−12 〈J (1)0 〉J (1)0 [R0(z12)
−R0(z1) +R0(z23)−R0(z3)]J (1)0
+z−13 〈J (1)0 〉J (1)0 [R0(z13)
−R0(z1) +R0(z23)−R0(z2)]J (1)0 〉. (D.11)
Now we make use of the delta function to write z2 = −z1 in the noise expression and
z3 = −z1− z2 in the skewness result. Performing the change of variables z1 → −iω, z2 → iω
in the noise and z1 → −iω, z2 → iω − iω′, z3 → iω′ in the skewness, we obtain
iIstat = 〈J (1)0 〉, (D.12)
i2S(2)(ω) = 〈J (2)0 + J (1)0 R0(iω)J (1)0 + J (1)0 R0(−iω′)J (1)0 〉, (D.13)
i3S(3)(ω, ω′) = 〈J (3)0 + J (1)0
[
R0(−iω) +R0(iω − iω′) +R0(iω′)
]J (2)0
+J (2)0
[
R0(−iω′) +R0(iω) +R0(iω′ − iω)
]J (1)0
+J (1)0 R0(−iω)J (1)0
[
R0(−iω′) +R0(iω′ − iω)
]J (1)0
+J (1)0 R0(iω − iω′)J (1)0
[
R0(−iω′) +R0(iω)
]J (1)0
+J (1)0 R0(iω′)J (1)0
[
R0(iω
′ − iω) +R0(iω)
]J (1)0
+(−iω)−1〈J (1)0 〉J (1)0
[
R0(−iω′)
−R0(iω − iω′) +R0(iω′ − iω)−R0(iω′)
]J (1)0
+(iω − iω′)−1〈J (1)0 〉J (1)0
[
R0(−iω′)
−R0(−iω) +R0(iω)−R0(iω′)
]J (1)0
+(iω′)−1〈J (1)0 〉J (1)0
[
R0(iω
′ − iω)
−R0(−iω) +R0(iω)−R0(iω − iω′)
]J (1)0 〉. (D.14)
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The limit ω → 0 of these expressions is well defined, and they can therefore be used to check
that the proper result is recovered in that limit.
A.3. Zero-frequency limit
As mentioned, expressions (D.12)-(D.14) are well behaved when ω → 0. The zero-frequency
noise comes straightforwardly from (D.13) setting ω = 0. For the skewness, this limit requires
nevertheless noticing that
lim
ω→0
[R0(iω)−R0(−iω)] = 2iω∂ωR0(iω)|ω=0. (D.15)
So the zero-frequency skewness can be written as
iS(3)(0, 0) = 〈J (3)0 + 3J (1)0 R0(0)J (2)0 + 3J (2)0 R0(0)J (1)0
+6J (1)0 R0(0)J (1)0 R0(0)J (1)0 〉
+6〈J (1)0 〉〈J (1)0 ∂ωR0(0)J (1)0 〉. (D.16)
Now, since ∂ωR0(0) = R(0)R(0), we have
iS(3)(0, 0) = 〈J (3)0 + 3J (1)0 R0(0)J (2)0 + 3J (2)0 R0(0)J (1)0
+6J (1)0 R0(0)J (1)0 R0(0)J (1)0 〉
+6〈J (1)0 〉〈J (1)0 R0(0)R0(0)J (1)0 〉. (D.17)
Which is the zero-frequency limit found in [FNJ05b].
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Figure D.1: Diagrammatics to obtain frequency-dependent cumulants. a) Build-
ing pieces for the diagrammatic technique. A line is associated to a bare propa-
gator, a cross with a jump operator, and a circle with the time dependence of J
(term (eiχ − 1) in the single-particle unidirectional tunneling case). Derivatives with
respect to counting fields eliminate circles correspondingly. Diagrams can be simpli-
fied using rules like (D.8). b) Diagrams for the noise. Reading this table we find
the expression 2Ω0(z˜1)Ω0(z˜2)J (1)0 Ω0(z˜2)J (1)0 Ω0(z˜2) + Ω0(z˜1)J (1)0 Ω0(z˜1)Ω0(z˜2)J (1)0 Ω0(z˜2) +
Ω0(z˜1)Ω0(z˜2)J (2)0 Ω0(z˜2). c) Diagrams for the second order cross correlation
S
(2)
LR. Reading this table we find the expression Ω0(z˜1)J (1)0,RΩ0(z˜1)Ω0(z˜2)J (1)0,LΩ0(z˜2) +
Ω0(z˜1)Ω0(z˜2)J (1)0,LΩ0(z˜2)J (1)0,RΩ0(z˜2) + Ω0(z˜1)Ω0(z˜2)J (1)0,RΩ0(z˜2)J (1)0,LΩ0(z˜2). d) Diagrams to
derive the frequency-dependent skewness formula.
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Appendix E
Derivation of the self-energy
In this appendix we show the form of the kernel (3.13) and the self-energies (4.5)-(4.6)
at finite bias voltage. We follow the perturbative treatment by Schoeller and coworkers
[Sch09, LW08]. Let LS , LR and LT be the corresponding Liouvillians to (3.1), (3.2) and
(3.3), respectively. The last can be written in the form
LT = −i
∑
η,α,m,ξ,p
VηαmGξpmJξpηα(χ), (E.1)
where ξ = + (−) refers to the creation (annihilation) of particles in the leads, and Gξpm and
Jξpηα(χ) are system and reservoir super-operators respectively. These act on an operator A as
GξpmA = σp ×
{
gξmA if p = +
−Agξm if p = −
.
Jξpηα(χ)A =
{
jξηα(χ)A if p = +
Ajξηα(χ) if p = −
.
(E.2)
Here, σp is a super-operator with matrix elements [σp]s,s′;−s,−s′ = δs,−sδs,−s′p
Ns−Ns′ , being
Ns the number of electrons in state s. The operators g
ξ
ηα and j
ξ
m are defined as
g+m =
∑
aa′
〈a|dm|a′〉|a〉〈a′|, (E.3)
j+ηα(χ) = c
†
ηαe
isαχα/2, (E.4)
and g−m = (g+m)†, j−ηα(χ) =
(
j+ηα(χ)
)†
. The index sα = ±1 is taken according to the sign
convention for the current flow in lead α.
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With this notation, the self-energy to order |V|2 reads [Sch09, LW08, Ema09b]
Σ(χ, z)ρS(t0) =
∑
TrR
{
VηαmGξpmJξpηα(χ)
−1
z − LS − LRVη
′α′m′G
ξ′p′
m′ J
ξ′p′
η′α′(χ)ρ(t0)
}
=
1
2pi
∑∫ D
−D
Γξpp
′
αmm′(ε, χ)G
ξp
m
−p′
z − iξ(ε+ µα)− iλa |a〉〉〈〈a˜|G
−ξp′
m′ f(−ξpε/kT )dερS(t0)
=
∑
−pp′Γξpp′αmm′(ε, χ)Gξpm |a〉〉〈〈a˜|G−ξp
′
m′
×
[1
2
f (p(λa + ξµα − iz)) + ip
2pi
φ (p(λa + ξµα − iz))
]
ρS(t0), (E.5)
where the summations run over all scripts, andD is a high-energy cutoff set by the bandwidth
of the Fermi leads – larger than the rest of energy scales in the problem. In this expression,
we have introduced a complete set of eigenstates of the system Liouvillian, LS |a〉〉 = iλa|a〉〉,
and the definitions f(x) := (ex/kT + 1)−1 and
Γξpp
′
αmm′(ε, χ) := Γαmm′(ε)e
isαξ
(
p′−p
2
)
χα , (E.6)
φ(x) := Re Ψ
(
1
2
+ i
x
2pikT
)
− ln D
2pikT
. (E.7)
Here, Γαmm′(ε) ≡ 2pi~
∑
η VηαmVηαm′δ(ε−εηα) (which we take to be independent of the energy
Γαmm′(ε) ≈ Γαmm′), and Ψ is the digamma function. The self-energy (E.5) is important as
it allows us to explore correctly the low bias limit (eV . kT ) to sequential tunneling order.
This self-energy is non-Markovian as the Markovian approximation has not been made up to
this point. This can be made (together with the secular approximation) by taking the limit
z → 0 of (E.5), and this is precisely what was used in chapter 3. However, the z-dependent
expression was used in chapter 4. The two-point self-energy (4.6) can be similarly derived.
It reads
Π(χ, χ′, z)ρS(t0) =
∑
TrR
{
VηαmGξpmJξpηα(χ)
−1
z − LS − LRVη
′α′m′G
ξ′p′
m′ J
ξ′p′
η′α′(χ
′)ρ(t0)
}
=
1
2pi
∑∫ D
−D
Γξpp
′
αmm′(ε, χ, χ
′)Gξpm
−p′
z − iξ(ε+ µα)− iλa |a〉〉〈〈a˜|G
−ξp′
m′ f(−ξpε/kT )dερS(t0)
=
∑
−pp′Γξpp′αmm′(ε, χ, χ′)Gξpm |a〉〉〈〈a˜|G−ξp
′
m′
×
[1
2
f (p(λa + ξµα − iz)) + ip
2pi
φ (p(λa + ξµα − iz))
]
ρS(t0) (E.8)
where now
Γξpp
′
αmm′(ε, χ, χ
′) := Γαmm′(ε)e
isαξ
(
p′χ′α−pχα
2
)
. (E.9)
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To derive (E.5) and (E.8) the following integral has been used:
∫ D/kT
−D/kT
1
x− qα
1
ex + 1
dx =
∮
C
1
s− qα
1
es + 1
ds−
∮
x
1
s− qα
1
es + 1
ds
= 2pii
1
eqα + 1
+ 2pii
nαD∑
n=0
1
(2n + 1)pii− qα −
∫ pi
0
1
s− qα
1
es + 1
isdϕ
∣∣∣
s=De
iϕ
kT
= 2piif(qα) +
nαD∑
n=0
1
n+
(
1
2 + i
qα
2pi
) − ∫ pi
pi/2
idϕ
= 2piif(qα) + ln (n
α
D)−Ψ
(
1
2
+ i
qα
2pi
)
− ipi/2
= ipif(qα)− Re
{
Ψ
(
1
2
+ i
qα
2pi
)}
+ ln (nαD) , (E.10)
where we have defined nαD :=
D
2pikT , and used the property iIm {Ψ(1/2 + ix)} = ipif(2pix)−
ipi/2, being Ψ the digamma function. C is the closed circuit lying along the real axis and
encircling the upper complex plane with radius D, while x denotes the upper part of the
circuit.
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Appendix F
Calculation of the fidelity
In this appendix we give a useful expression for the fidelity of a qubit operation in the
presence of a dissipative bath. We start with the definition of the fidelity, which using (1.32),
can be written as
F = 〈ψf |TrB{ρˆ}|ψf 〉 = Tr {|ψf 〉〈ψf |ρˆ}
= Tr
{
|ψf 〉〈ψf |1
2
U(tf )
(
1+ ~p(0)~ˆσ(0)
)
⊗ ρˆB(0)U †(tf )
}
=
1
4
Tr
{
U †(tf )
(
1+ ~p(tf )~ˆσ(tf )
)
U(tf )
(
1+ ~p(0)~ˆσ(0)
)
⊗ ρˆB(0)
}
. (F.1)
Here, ~ˆσ ≡ (σˆx, σˆy, σˆz)T is a vector of Pauli operators, ~p ≡ 〈~ˆσ〉, ρˆB the bath density operator,
and U(t) is the evolution operator for a time t. The state |ψf 〉 is that of the system at time
tf , in which we are interested. Here, we choose tf such that ~ˆσ(tf ) = ~ˆσ(0) (one complete
cycle), so in this case the fidelity reads
1
4
Tr
{
U †(tf )
(
1+ ~p(0)~ˆσ(0)
)
U(tf )
(
1+ ~p(0)~ˆσ(0)
)
⊗ ρˆB(0)
}
. (F.2)
We assume that the Hamiltonian describing the whole system is of the form (2.12). Switching
to the interaction picture, we can write evolution operator as (c.f. Eq. (2.39))
U(t) = 1+ U1(t) + U2(t) + . . . (F.3)
with U1(t) ≡ −i
∫ t
0
ˆ˜HV(t′)dt′, U2(t) ≡ −
∫ t
0
∫ t′
0
ˆ˜HV(t′) ˆ˜HV(t′′)dt′′dt′, etc., and ˆ˜HV defined
according to (2.13). Inserting the expansion (F.3) into Eq. (F.2), and using U †1(t) = −U1(t),
along with U †2(t) + U2(t) = U1(t)U1(t) and the cyclic property of the trace, to second order
in the coupling Hamiltonian HˆV we find
F = 1− 1
4
Tr
{[
U1(tf ),
(
1+ ~p(0)~ˆσ(0)
)]
U1(tf )
(
1+ ~p(0)~ˆσ(0)
)
ρˆB
}
. (F.4)
191
Appendix F. Calculation of the fidelity 192
This expression can be simplified using [U1(t),1] = 0 and averaging over the Bloch sphere,
which using 〈σx〉Bloch = 〈σy〉Bloch = 〈σz〉Bloch = 0 and 〈σ2x〉Bloch = 〈σ2y〉Bloch = 〈σ2z〉Bloch =
1/3, gives
F = 1− 1
12
Tr{[U1(tf ), σˆz(0)]U1(tf )σˆz(0)ρˆB}
− 1
6
Tr{[U1(tf ), σˆ−(0)]U1(tf )σˆ+(0)ρˆB}
− 1
6
Tr{[U1(tf ), σˆ+(0)]U1(tf )σˆ−(0)ρˆB}, (F.5)
where σˆ± ≡ (σˆx ± σˆy)/2.
Equation (F.5) can be applied for instance to calculate the fidelity of a qubit operation of
duration tf in the presence of a Wigner-Weisskopf bath. This is defined by the interaction
Hamiltonian (1.27), and gives
F = 1− Γtf
3
, (F.6)
where Γ ≈ Γ(ε) ≡ 2pi∑k |gk|2δ(ε − εk) is the qubit decay rate due to the bath. More
complicated examples can be studied using Eq. (F.5). For example, the collective spin model
explained in section 5.5 gives F = 1− Γtf6 , assuming a Wigner-Weisskopf bath, and although
through a rather lengthy calculation, Eq. (F.5) can be used to estimate the fidelity of a
flux-qubit operation in the presence of the dipolar bath.
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