I. INTRODUCTION
F ORECASTING a future trend is an important issue in real-world applications, including economics [1] , energy [2] , [3] , engineering [4] , and so on. To obtain a reliable forecast, sometimes it is necessary to discover the laws of system development, from real-observed data. Traditional approaches, such as the linear regression and autoregressive moving-average models, are built on the assumption of the statistical distribution of big data. However, in some cases, due to limited information and knowledge, only part of the system data is available, especially in the early stages of a process. For example, a new fashion model would usually not have access to big market testing data before it is sold; fast fashion companies have to make their inventory decisions based on forecasts using very limited market data. Consequently, fast fashion companies have to conduct sales forecasting for their products in a near real-time basis with very limited data. Thus, even in a big data era, we still encounter the forecasting problems of small data, which deserve a special attention.
To address this problem, Professor Julong Deng proposed gray forecasting models to catch the system development tendency [5] . In the theory of control, systems with completely known information are regarded as white, systems with completely unknown information are regarded as black, and systems with partially known information and partially unknown information are regarded as gray [6] - [8] . A gray forecasting model is a time series model that deals with systems containing partially known information and partially unknown information. Unlike statistical methods, a gray forecasting model extracts the unknown information using the accumulated generating operator and has the capability to construct a reasonable model from limited data [9] .
As a simple model, the gray first-order differential equation with one variable [GM(1,1) model] has already been widely applied in many problems, such as energy demand [10] , recommendation systems [11] , control systems [12] , [13] , fashion retailing forecasting [14] , etc. However, the fitting and forecasting precision of the traditional GM(1,1) model is unacceptable when the data is fluctuant. This has motivated many researchers to attempt to increase the prediction and simulation accuracy, such as extended gray models [5] , optimized gray models [15] , and hybrid models [10] . However, these models do not take into account the principle of the new information priority [16] . How to reflect the importance of new information is a crucial problem, because new information is more important to predict the tendency of development from insufficient data.
The remainder of this paper is organized as follows. The difference between traditional time series models and gray models is discussed in Section II. The gray model with a novel generating operator is proposed in Section III. The advantages of the proposed gray model over the traditional models are proved by five real cases in Section IV. The conclusion is drawn in Section V.
II. DIFFERENCE BETWEEN GRAY MODELS AND
TRADITIONAL TIME SERIES MODELS Most traditional prediction techniques for time series concentrate mainly on the statistical analysis methods, such as simple regression, multivariate regression, autoregressive integrated moving average model, and so forth; they possess the advantage of accurately approximating the evolutionary trends. In classical methods, the regression and autoregressive integrated moving average model (ARIMA) models are based on the Box and Jenkins method and categorized as linear methods which employ a linear function for time series modeling [17] . As these linear methods cannot capture features that commonly occur in actual time series data, for example occasional outlying observations, they may not be suitable for many real-world time series. Some nonlinear methods, such as generalized auto regressive conditional heteroskedasticity, can characterize these features in actual data, based on the assumption that the underlying data-generating process of the time series is constant. However, this assumption is not correct, since shifting environmental conditions may cause the underlying data-generating process to change, particularly in a dynamic market environment.
In contrast, time series models, such as the ARIMA model, which require only the historical data of the variable of interest to forecast its future evolution, have been widely used in forecasting problems. However, a large number of observations are usually required to produce accurate forecasting results, restricting its feasibility in applications with limited data. As an emerging model in time series analysis, a gray model has the capability to establish a model from limited data.
For the original data sequence (1) (2) , . . . , x (1) (n)} can be generated by the accumulated generating operator as
The first-order differential equation with a variable
is the whitenization equation of the original form of the GM(1,1) model (1) , the solution of (dx (1) 
The accumulated generating operator can weaken the randomness of original data. For example, X (0) = {1, 2, 1.5, 3}, Comparing the two lines, it is clear that the trend of sequence X (1) in Fig. 2 is more obvious than the sequence of X (0) in Fig. 1 . The superiority of the gray model is that it requires limited data and does not need knowledge on its statistical distribution. The difference between traditional time series models and gray models are given in Table I .
III. GM(1,1) MODEL WITH TIME VARYING WEIGHTED GENERATING OPERATOR
The GM(1,1) has many basic models, such as even gray model (EGM), original difference gray model (ODGM), even difference gray model (EDGM), discrete gray model (DGM), etc. Different models have different properties and characteristic. ODGM, EDGM, and DGM are suitable for the homogenous exponential sequences or the sequences which are close to the homogenous exponential sequences. EGM is suitable for the nonhomogenous exponential increasing sequences and the vibration sequences [18] . Because EGM(1,1) is the most widely used in real cases and the earliest model put forward by Deng. In this paper, we call EGM(1,1) as GM(1,1).
However, existing gray models all utilize the aforementioned accumulated generating operator, which leads to more attention to the old information than necessary and does not consider the importance of new information. This generating operator does not consider the influence of time which should not be ignored. To conserve the time information and highlight the importance of new information or youthful data [19] , [20] , the GM(1,1) model with time varying weighted generating is introduced here. Each data sample is weighted by its time, thus we have the following definition.
Definition 1: Given an original sequence X = {x(1), x(2), . . . , x(n)}, the time varying weighted operator is y(2) , . . . , y(n)} is the time varying weighted generating sequence. It can be expressed as by matrix
The corresponding inverse operator of time varying weighted is 
where
If we setŷ(1) = y(1), the solution of the whitenization equation dy/dt + ay = tb can be expressed aŝ
The simulation and forecasting value can be derived by applying the inverse time varying weighted operator
A theorem is given in order to demonstrate that WGM(1,1) pays more attention to the new information.
Lemma 1 [21] : Assume x andx meet
where A, δA ∈ C m×n with m ≥ n and Y = 0, δY ∈ C m . If rank(A) = rank(A + δA), and A † 2 δA 2 < 1. Set
the pseudo-inverse of matrix A, A , δY , and r x are the tolerance norms. Then
Theorem 1: Suppose that X = {x(1), x(2), . . . , x(n)} is the original sequence, A and B are the same as (1). According to the above lemma 1, 2, . . . , n) is the perturbation bound when is regarded as a disturbance of x(k) ( = 0 and
Proof: Because all the matrix norms are equivalent, let the tolerance norm be the matrix norm for the sake of convenience. If is regarded as a disturbance of x(1), then
. . .
we have
If is regarded as a disturbance of x(2), thus
Similarly, if is regarded as a disturbance of x(k), we also obtain δA 2 and δB 2 . Obviously, δA 2 and δB 2 will increase when k → n. So κ † /γ † and δA 2 are all increasing function of k, and other variables do not change. We obtain that the perturbation bound
L[x(k)] will increase when k → n, which indicates that x(k) has more influence on the parameters (a and b) than x(k − 1) and x(n) has most influence on the parameters (a and b). So, we conclude that WGM(1,1) can pay more attention to the new information.
A theorem is given in order to discuss the error from the inverse time varying weighted operator. 
The largest error from the inverse time varying weighted generating operator is n 2 − k 2 + n/k , which indicates that the error will be reduced when k → n. From the restoring error viewpoint, WGM(1,1) model can indeed pay more attention to the new information. The largest error n 2 − k 2 + n/k can also explore the influence of sample size, indicating that the bigger n is, the larger the error is.
Remark 1: y(k) changes when x(1) is disturbed by . So it is certain that the simulative value (x(k)) will change under WGM(1,1). We can say that WGM(1,1) can make better use of the available data. However, the simulative value of nonhomogenous DGM will not change when x(1) is disturbed by , i.e., the nonhomogenous DGM cannot use the first data x(1) [22] .
Remark 2: It is obvious that the traditional GM(1,1) is an exponential model. It is either decreased or increased. However, the monotonicity of the simulative sequenceX is uncertain when we construct WGM(1,1) model. Its monotonicity is determined by the actual data, as stated in Case 5 below.
From the above equation, we come to the conclusion that the simulative sequencex(k) (k = 1, 2, . . . , n) is not always an exponential-growth model. So the monotonicity of the simulative value X is uncertain.
Actually, to remove the influence of initial condition on modeling and to further enhance the accuracy of WGM (1,1) , it is assumed that y(k) = β 1 e −â(k−1) + β 2 k + β 0 , where β 1 , β 2 , and β 0 are the unknown parameters. These parameters can be obtained by the least squares method ⎡
Thus,ŷ(k) =β 1 e −â(k−1) +β 2 k +β 0 , which is a fourparametric exponential model.
IV. VALIDATION OF THE WGM(1,1) MODEL
In this section, five cases are used to verify the applicability of the proposed model with criterion: mean absolute percentage error (MAPE = 100%1/n n k=1 |x(k) −x(k)/x(k)|). Case 1: Forecasting the power generated by grid-connected photovoltaic system. Li et al. [23] used the power generated by grid-connected photovoltaic system during 8:00-11:15 as the in-sample data. The power during 11:30-12:00 is regarded as out-of-sample. To verify the effectiveness of the proposed model, we also choose two other times eries models, autoregressive and linear regression model, to be compared with the proposed model. The simple linear regression model is
where x(t) implies the power generated by grid-connected photovoltaic system, t is the time at the point x(t). Then, actual value and the errors of four models are listed in Table II . The results show that the forecasting accuracy of the WGM (1,1) is the best among these models, although its fitting accuracy is not the best one. This is because that the development trend of the time series is conserved in WGM(1,1) . The autoregressive and linear regression model all stress the statistical properties of the time series. Due to the relatively small size of data, they do not provide as good results as WGM (1, 1) . From the viewpoint of forecasting, WGM(1,1) has competitive results.
Case 2: The failure rate forecasting example. Shao et al. [24] applied GM(1,1) to predict the failure rate of weapon spare parts. We adopted the same sample as [24] to construct WGM (1,1) . The unit of data is the frequency per hour. As Table III shown, MAPE of WGM(1,1) is smaller than that of GM (1,1) . Hence the former has better forecasting accuracy. [15] applied adaptive GM(1,1) to predict the electricity consumption (unit: KTOE) of Russia. The WGM(1,1) is built using the same sample as [15] . Its results are provided in Tables IV and V. As shown in Tables IV and V, the MAPE of GM(1,1) is smaller than that of WGM(1,1) for the in-sample data, but the MAPE of GM(1,1) is larger than that of WGM(1,1) for the out-of-sample data. This demonstrates that WGM(1,1) can mitigate the drawbacks of GM(1,1), and can bring better forecasting results by capturing the characteristics of recent data. That is to say, simply reducing the simulation errors does not necessarily increase the forecasting accuracy. Meanwhile, AGM(1,1) [15] also cannot produce the desired forecasting results.
Case 4: The tuberculosis incidence forecasting example. Wu and Cheng [25] used the tuberculosis incidence during 2009-2012 as the in-sample data. The tuberculosis incidence of 2013 is regarded as out-of-sample. Actual value and the errors of two models are listed in traditional GM(1,1), although the fitting accuracy of these two models are approximate.
Case 5: The death toll of serious accidents forecasting example [26] . According to the data on the death toll of serious accidents during 2003-2012, there is the obvious fluctuation in the curve [26] . Zhao et al. [26] used the data to predict the death toll of serious accidents in a province. Actual values and errors of two models are listed in Table VII . The results show that the forecasting accuracy of the WGM(1,1) is better than traditional GM(1,1) for the vibration sequence.
V. CONCLUSION
Gray generating operators play a significant role in gray forecasting models. However, the existing accumulated generating operator increases the weight of old data. It is well known that the objective of mining the past is to determine the future. Taking full advantage of every single piece of information is important, especially the recent information. The time varying weighted generating operator not only increases the weights of new data but also reduces the influence of data fluctuations. WGM(1,1) is developed to fully extract the information concealed in the new data, and it has a varying weight k that can realistically reflect the nonlinearity of the data. This research further explores the performance of WGM(1,1) with five cases. The results show that WGM(1,1) is a practical and reliable forecasting tool.
With regard to directions for future research, one suggestion is to model gray multivariable models and gray model with rolling mechanism by the time varying weighted generating operator. It is also suggested that the WGM(1,1) could be applied to other practical fields, to further confirm its effectiveness.
