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iZusammenfassung
Die Hauptkomponentenanalyse ist ein wichtiges Instrument der explorativen Daten-
analyse. Grundprinzip ist die Reduktion der Daten auf wenige Hauptkomponenten,
die einen mo¨glichst großen Anteil der Gesamtvarianz erkla¨ren. Eine der entscheiden-
den Fragen ist die ada¨quate Anzahl an Hauptkomponenten. In einer Simulationsstudie
werden sieben Selektionskriterien zur Wahl der Anzahl an Hauptkomponenten vergli-
chen.
Betrachtet wird speziell der Fall funktionaler Daten. Bei der Berechnung der Haupt-
komponentenscores geht man von der Linearkombination, im multivariaten Fall, zum
Integral u¨ber. Geht man von einem Modell mit zusa¨tzlichen Messfehlern aus, so eig-
net sich als bessere Alternative das PACE-Verfahren (
”
principal component analysis
through conditional expectation“), bei dem die Hauptkomponentenscores durch be-
dingte Erwartungen berechnet werden. Der Simulationstudie liegt dieses Scha¨tzverfahr-
en zugrunde.
Die Auswertung der Simulationsstudie zeigt, dass drei der vier vorgestellten Selekti-
onskriterien, die klassisch im Fall multivariater Daten Anwendung finden, auch zur
Selektion funktionaler Hauptkomponenten geeignet sind. Desweiteren eignet sich ein
cAIC-Kriterien, das fu¨r die Selektion zufa¨lliger Effekte in gemischten Modellen ent-
wickelt wurde. Diskutiert werden außerdem zwei Kriterien, die speziell fu¨r den Fall
spa¨rlicher funktionaler Daten entwickelt wurden. Wie sich zeigt, sind diese im betrach-
teten einfachen funktionalen Fall ungeeignet.
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1 EINLEITUNG 1
1 Einleitung
Was sind funktionale Daten? Ein typisches Beispiel fu¨r die Art von Daten, die in dieser
Arbeit behandelt werden, zeigt Abbildung 1.
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Abbildung 1: Messungen der Durchschnittstemperaturen zehn kanadischer Sta¨dte. Re-
gistriert wurden alle 365 Tage eines Jahres.
Abgebildet sind die Durchschnittstemperaturen zehn verschiedener Orte in Kanada.
Gemessen wurden alle 365 Tage eines Jahres. Jede der Messungen besteht zwar nur
aus diskreten Werten, aber u¨ber das Jahr hinweg vera¨ndert sich die Temperatur nicht
sprunghaft und daher weisen die einzelnen Messungen einen glatten Verlauf auf. Aus
diesem Grund kann man jede der Messungen als Funktion und nicht als Vektor von Be-
obachtungen an diskreten Zeitpunkten auffassen [Ramsay and Silverman, 2005]. Somit
erha¨lt man als Daten 10 funktionale Beobachtungen Temperaturi(t), i = 1, ..., 10.
Von Interesse bei der Analyse sind nicht Temperaturen an einzelnen Tagen, sondern
beispielsweise die Amplitude und die Steigung der Temperaturen. Man stellt sich die
Frage, wie und wie schnell sich die Temperaturen a¨ndern. In Betracht gezogen wer-
den dazu die erste und zweite Ableitung der Temperaturkurven. Auch dies zeigt den
Sinn, die Messungen nicht als Vektoren von Beobachtungen aufzufassen, sondern als
Funktionen [Ramsay and Silverman, 2005].
Generell muss das betrachtete Interval nicht wie in diesem Fall ein Zeitintervall T
sein. Die Punkte, an denen die Beobachtungen gemessen werden, mu¨ssen nicht gleich-
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absta¨ndig sein und ko¨nnen sich auch je nach Messung unterscheiden.
Ein sehr nu¨tzliches Instrument zur Analyse funktionaler Daten ist die Hauptkomponen-
tenanalyse. Sie geho¨rt zu den explorativen Methoden der Statistik und ist urspru¨nglich
ein Instrument der multivariaten Datenanalyse. Eingefu¨hrt wurde die Hauptkomponen-
tenanalyse zuna¨chst durch Pearson (1901) und weiterentwickelt durch Hotelling (1933)
[Jolliffe, 2002].
Die Grundidee der Hauptkomponentenanalyse ist eine Datenreduktion bzw. Dimensi-
onsreduktion. Die Dimension der betrachteten Daten soll auf mo¨glichst wenige Haupt-
komponenten reduziert werden, ohne zu viel Information aus den Daten zu verlieren.
Die Hauptkomponenten sollen einen mo¨glichst großen Teil der Varianz der Daten er-
kla¨ren. Die bestimmten Hauptkomponenten sind unkorreliert und absteigend geordnet,
d.h. die erste Hauptkomponeten hat die gro¨ßte Varianz, die zweite Hauptkomponente
die zweitgro¨ßte Varianz usw. [Jolliffe, 2002].
Eine wichtige Frage, die sich bei der Bestimmung der Hauptkomponenten stellt, ist
die Anzahl der relevanten Hauptkomponenten. Die U¨berlegung, wie stark der Daten-
satz reduziert werden soll, ohne zu viel Information zu verlieren, ist von entscheiden-
der Bedeutung. Die Frage, welche Anzahl an Hauptkomponenten bei der funktionalen
Hauptkomponentenanalyse selektiert werden, ist Gegenstand dieser Arbeit. In einer
Simulationsstudie werden verschiedene Kriterien zur Selektion der Anzahl funktionaler
Hauptkomponenten verglichen.
Die vorliegende Arbeit ist folgendermaßen aufgebaut:
Kapitel 2 bietet eine Einfu¨hrung in die Hauptkomponentenanalyse. Betrachtet wird
der Fall multivariater Daten und zwei Ansa¨tze der funktionalen Hauptkomponenten-
analyse. Theoretische und mathematische Grundlagen sollen vermittelt werden.
Die verschiedenen Kriterien zur Selektion einer Anzahl an Hauptkomponenten beinhal-
tet Kapitel 3. In Betracht gezogen werden einerseits klassisch fu¨r den Fall multivariater
Daten verwendete Kriterien, als auch speziell fu¨r den Fall funktionaler Daten entwi-
ckelte Methoden.
Kapitel 4 beinhaltet die eigentliche Simulationsstudie. Alle in Kapitel 3 vorgestellten
Kriterien werden anhand von simulierten Daten ausgewertet und analysiert.
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Als letztes entha¨lt Kapitel 5 eine kleine Anwendung. Hier werden die Selektionskrite-
rien auf den vorgestellten Wetterdatensatz angewendet und die empfohlene Anzahl an
funktionalen Hauptkomponenten anhand der Simulationsergebnisse diskutiert.
Alle statistischen Analysen, die in der Arbeit vorgestellt werden, wurden mit der Soft-
ware R durchgefu¨hrt [R Development Core Team, 2011]. Der Anhang entha¨lt eine Auf-
stellung aller erzeugten Source-Dateien (
”
.r“), der darin enthaltenen Funktionen und
der Dateien, in denen die Ergebnisse gespeichert sind (
”
.RData“).
In den mathematischen Formeln und Ausdru¨cken in der Arbeit sind Vektoren klein
und fett markiert (z.B. φ) und Matrizen groß und fett markiert (z.B. R), um diese von
Skalaren und Funktionen zu unterscheiden.
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2 Hauptkomponentenanalyse
Dieses Kapitel bietet eine Einfu¨hrung in die Theorie und die Mathematik der Haupt-
komponentenanalyse. Betrachtet wird zuna¨chst die Hauptkomponentenanalyse fu¨r den
Fall multivariater Daten. Einige der Selektionskriterien fu¨r die Anzahl funktionaler
Hauptkomponenten, die in Kapitel 3 vorgestellt werden, werden klassisch fu¨r den mul-
tivariaten Fall verwendet. Abschnitt 2.1 gibt hierzu einen kurzen Einblick.
Anschließend werden zwei Lo¨sungsansa¨tze der funktionalen Hauptkomponentenanalyse
vorgestellt. Der klassische Ansatz (Abschnitt 2.2), bei dem die Hauptkomponentensco-
res durch numerische Integration berechnet werden [Ramsay and Silverman, 2005] und
ein weiterer Ansatz (Abschnitt 2.3), bei dem man die Lo¨sung u¨ber bedingte Erwartun-
gen erha¨lt [Yao et al., 2005]. Dieser Ansatz lautet auch
”
principal component analysis
through conditional expectation“ (PACE) und wurde speziell fu¨r den Fall spa¨rlicher
funktionaler Daten entwickelt. Von Interesse ist auch der Vergleich und die Eignung
der beiden unterschiedlichen Verfahren.
2.1 Hauptkomponentenanalyse fu¨r multivariate Daten
Ausgangspunkt ist eine Datenmatrix X = (x1, ...,xn)
T ,wobei X ∈ Rnxp. n bezeichnet
die Anzahl der Beobachtungen, p die Anzahl an betrachteten Variablen.
Grundlage der mathematischen Betrachtung sind zentrierte Daten. Es gilt: x˜ij =
xij − 1n
∑n
i=1 xij. Fu¨r Varianz und Kovarianz gilt dann folglich:
V arx˜j =
1
n− 1
n∑
i=1
x˜2ij und Covx˜j y˜j =
1
n− 1
n∑
i=1
[x˜ij][y˜ij] (2.1)
Allgemein ist die Hauptkompontenanalyse eine schrittweise Prozedur. Gesucht sind je-
weils normierte Hauptkomponenten φ, die jeweils die Varianz von ξ = φTx maximieren
[Ramsay and Silverman, 2005, S. 148/149].
1. Gesucht ist der Vektor φ1 = (φ11, ...φp1)
T , fu¨r welche die Linearkombinationen
ξi1 =
∑
j
φj1xij = φ
T
1xi, i = 1, ..., n, j = 1, ..., p (2.2)
die gro¨ßte Varianz annehmen, d.h. Var(ξ1) =
1
n−1
∑
i ξ
2
i1 → max
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1
n−1
∑
i ξ
2
i1 entspricht aufgrund der Betrachtung zentrierter Daten genau der Varianz.
φ1 bezeichnet die erste Hauptkomponente. Sie erkla¨rt die sta¨rkste und wichtigste Art
der Variabilita¨t.
Die Bedingung fu¨r die Lo¨sung von φ1 lautet:
∑p
j=1 φ
2
j1 = ‖φ1‖2 = 1. Dies wird fest-
gelegt, um sicherzustellen, dass das Problem wohldefiniert ist. Ohne die Bedingung
ko¨nnte die Varianz beliebig groß aufgeblasen werden. Durch die Bedingung der Wohl-
definiertheit sind die Hauptkomponenten jedoch nicht einmalig festgelegt. A¨ndert man
beispielsweise alle Vorzeichen des Vektors φ, so bleibt die Varianz trotzdem dieselbe.
2. Man bestimmt die weiteren Hauptkomponenten, bis maximal zur Anzahl p.
Im m-ten Schritt berechnet man die m-te Hauptkomponente φm mit Komponen-
ten φjm und ξim = φ
T
mxi, sodass die Varianz der ξim maximal wird.
Die Bedingungen fu¨r die Lo¨sung der φm lauten: ‖φm‖2 = 1 und
∑
j φjkφjm = φ
T
kφm =
0, k < m. Zweiteres stellt sicher, dass jede neu bestimmte Hauptkomponente auf den
vorher bestimmten Hauptkomponenten senkrecht steht. Somit nimmt der Anteil der
Varianz, den φm erkla¨rt, in jedem Schritt ab.
Die Lo¨sung des Maximierungsproblems ist a¨quivalent zur Bestimmung der Ei-
genwerte und Eigenvektoren der Varianz-Kovarianz V von X. Das Kriterium zur Ma-
ximierung der Varianz kann dargestellt werden durch [Ramsay and Silverman, 2005, S.
152/153]:
max
1
n
∑
(φTx)2 = max
1
n
φTXTXφ = max φTV φ (2.3)
Es gilt die bekannte Bedingung φTφ = 1. Betrachtet werden in (2.3) die Matrix X
∈ Rnxp, welche die xij beinhaltet, der Vektor φ ∈ Rpx1 und die Matrix V ∈ Rpxp. Da
es fu¨r die Berechnung keinen Unterschied macht, wird hier bei der Varianz nur durch
n und nicht durch n− 1 geteilt.
Das Maximierungsproblem wird nun gelo¨st durch das Eigenwertproblem:
V φ = λφ (2.4)
Man erha¨lt Eigenwert-Eigenvektor Paare (λj,φj). Alle Eigenvektoren φj stehen aufein-
ander senkrecht. Da der Mittelwert jeder Spalte von X von den jeweiligen Beobach-
tungen abgezogen wird, hat X maximal Rang n− 1. Die Matrix V hat somit maximal
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min{p, n − 1} Eigenwerte λj, die von Null verschieden sind. Fu¨r die m-te Hauptkom-
ponente gilt, dass var(ξm) = λm, der m-gro¨ßte Eigenwert von V .
2.2 Funktionale Hauptkomponentenanalyse (FPCA)
Definiert man sich die Hauptkomponentenanalyse analog zum multivariaten Fall (Ka-
pitel 2.1), so betrachtet man nun anstelle von Werten xij Funktionen xi(t). Der Index j
im multivariaten Kontext wird nun durch den stetigen Index t ersetzt. Bei der Analy-
se erha¨lt man als Hauptkomponenten Funktionen φj(t) und Hauptkomponentenscores
ξi =
∫
φxi =
∫
φ(t)xi(t)dt [Ramsay and Silverman, 2005, S.149/150]. Das so definierte
Skalarprodukt durch das Integral entspricht der Definition der Linearkombination im
diskreten Fall.
Man bestimmt analog zum multivariaten Fall φ1(s), indem man die Varianz
1
n
∑
i ξ
2
i1 =
1
n
∑
i(
∫
φ1xi)
2 maximiert. Auch hier geht man von zentrierten Daten aus, d.h. x˜i(t) =
xi(t)− 1n
∑n
i=1 xi(t).
Die Bedingung der Wohldefiniertheit der Lo¨sung lautet nun:
∫
φ1(t)
2dt = ‖φ1‖2 =
1. Die zusa¨tzliche Nebenbedingung der Orthogonalita¨t zur Bestimmung der weiteren
Hauptkomponenten la¨sst sich schreiben als
∫
φk(t)φm(t)dt = 0, k < m.
2.2.1 Lo¨sung des Eigenwertproblems
Geht man im Fall funktionaler Daten ebenso von zentrierten Daten aus, so la¨sst sich
die Varianz-Kovarianz-Funktion v(s, t) definieren durch [Ramsay and Silverman, 2005,
S.153]:
v(s, t) =
1
n
n∑
i=1
xi(s)xi(t) (2.5)
Es ist zu beachten, dass zur Definition von v(s, t) wieder n anstelle von n−1 verwendet
wurde.
Analog zum multivariaten Fall erha¨lt man ein Eigenwertproblem, das sich folgender-
maßen formulieren la¨sst:
∫
v(s, t)φ(t)dt = λφ(s) (2.6)
2 HAUPTKOMPONENTENANALYSE 8
Die linke Seite in (2.6) ist eine Integraltransformation von φ, definiert durch:
V φ =
∫
v(·, t)φ(t)dt (2.7)
Durch den sogenannten Kovarianz-Operator V kann fu¨r das Eigenwertproblem direkt
geschrieben werden:
V φ = λφ (2.8)
φ ist nun eine Eigenfunktion. Es gilt ebenfalls, dass var(ξm) = λm. Die Darstellung
(2.8) a¨hnelt sehr dem multivariaten Eigenwertproblem (2.4). Der Unterschied liegt
jedoch in der Anzahl der mo¨glichen Eigenwert-Eigenfunktions-Paare. Theoretisch ist
die maximale Anzahl an Eigenfunktionen die Anzahl der Funktionswerte x(t) und
somit unbegrenzt. Definiert man sich jedoch in der Praxis n Funktionen x(t) auf ei-
nem Gitter t = 1, ..., T , so kann man ho¨chstens min(n, T ) Eigenfunktionen bestimmen
[Ramsay and Silverman, 2005, S.154].
Um (λ, φ(t)) explizit zu berechnen, diskretisiert man die Funktionen xi(t), die im In-
terval T liegen, in k Werte sj mit jeweils gleichem Abstand. Man fu¨hrt das Problem
auf den diskreten Fall zuru¨ck, denn man erha¨lt eine Datenmatrix X ∈ Rnxk. Betrach-
tet man die Singula¨rwertzerlegung UDWT von X so gilt fu¨r die Kovarianzmatrix V
[Ramsay and Silverman, 2005, S.161]:
nV = XTX = WD2W T (2.9)
Aus (2.9) erha¨lt man als Eigenwerte diag(D2) und als Eigenvektoren die Spalten von
U, bezeichnet mit u. Diese bilden ein Orthonormalsystem.
Um die Vektoren wieder zu Funktionen zuru¨ck zu transformieren, definiert man sich
den Vektor φ˜, der k Werte φ(sj) entha¨lt. Dann gilt approximativ:
∫
v(sj, s)φ(s)ds ≈ |T |
k
∑
v(sj, sk)φ˜k (2.10)
wobei v(sj, sk) die Elemente der Kovarianzmatrix V sind. Somit hat das funktionale
Eigenwertproblem folgende diskrete Form:
|T |
k
V φ˜ = λφ˜ (2.11)
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Unter der Bedingung |T |
k
‖φ˜‖2 = 1, gilt fu¨r die diskrete Approximierung φ˜ = |T |
k
− 1
2u.
Die Funktion φ erha¨lt man aus φ˜ durch geeignete Interpolation.
Die Wahl der Interpolationsmethode hat keinen großen Einfluss auf das Ergebnis, falls
man die Werte sj nur nah genug beieinander wa¨hlt [Ramsay and Silverman, 2005,
S.161].
2.2.2 Definition einer optimalen empirischen Orthonormalbasis
Alternativ kann man die Hauptkomponentenanalyse auch durch folgendes Problem mo-
tivieren [Ramsay and Silverman, 2005, S.151/152]: Man sucht k orthonormale Funktio-
nen ξm, sodass die Basisentwicklung jeder Funktion bezu¨glich dieser Basisfunktionen,
die urspru¨ngliche Funktion mo¨glichst genau approximiert. Die Basisentwicklung ist von
der Form
xˆi(t) =
k∑
m=1
ξimφm(t) (2.12)
mit ξim =
∫
xiφm. Man betrachtet das Fehler-Kriterium:
PCASSE =
n∑
i=1
‖xi − xˆi‖2 =
∫
[x(s)− xˆ(s)]2ds (2.13)
Dies wird auch als globaler Fehler bezeichnet. Die Minimierung des globalen Fehlers
entspricht der Maximierung des Varianzkriteriums. Die Basisfunktionen φm werden in
diesem Kontext auch als empirische Orthonormalfunktionen bezeichnet.
Mathematische Lo¨sung des Eigenwertproblems
Betrachtet man wieder das Problem der Lo¨sung des funktionalen Eigenwertproblems
(2.6), so kann man sich auch die Idee der Basisentwicklung zu nutze machen. Um das
Eigenwertproblem zu diskretisieren bzw. in Matrix-Form auszudru¨cken, nimmt man
an, dass jede Funktion xi als Linearkombination bekannter Basisfunktionen dargestellt
werden kann [Ramsay and Silverman, 2005, S.162], d.h.
xi(t) =
k∑
m=1
cimγm(t) bzw. x = Cγ (2.14)
Betrachtet werden in (2.14) der Vektor x ∈ Rnx1, der Vektor γ ∈ Rkx1, ein Vektor aus
Basisfunktionen, und die Matrix C ∈ Rnxk.
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Ein Beispiel ist das Fourier-Basis-System, bei dem gilt [Forster, 2008]:
f(x) =
a0
2
+
k∑
m=1
[amcos(mωx) + bmsin(mωx)] (2.15)
mit am =
1
pi
∫ 2pi
0
f(x)cos(mωx) und bm =
1
pi
∫ 2pi
0
f(x)sin(mωx).
Geht man von der Basisentwicklung (2.14) aus, so kann man die Varianz-Kovarianz
Funktion schreiben als:
v(s, t) =
1
n
γ(s)TCTCγ(t) (2.16)
Definiert man die Hilfsmatrix W =
∫
γγT und nimmt an, dass φ(t) = γ(t)Tb, d.h. die
φ(t) ebenfalls durch die bekannten Basisfunktionen γ(t) entwickelt werden, fu¨hrt das
zu [Ramsay and Silverman, 2005, S.162]:∫
v(s, t)φ(t)dt =
∫
1
n
γ(s)TCTCγ(t)γ(t)Tb dt
= γ(s)T
1
n
CTCWb (2.17)
Das Eigenwertproblem (2.6) sieht schließlich wie folgt aus:
γ(s)T
1
n
CTCWb = λγ(s)Tb (2.18)
Da (2.18) fu¨r alle s gelten muss, erha¨lt man die Matrix-Gleichung:
1
n
CTCWb = λb (2.19)
Durch Umformungen erha¨lt man fu¨r die bekannte Bedingung der Wohldefiniertheit
der Eigenfunktionen ‖φ‖ = 1: bTWb = 1. A¨hnlich gilt fu¨r die Orthogonalita¨t zweier
Eigenfunktionen φm und φk:
∫
φkφm = b
T
kWbm = 0.
Hat man b explizit berechnet, so erha¨lt man daraus die Hauptkomponenten φ(t).
Im Fall einer Orthonormalbasis, z.B. der Fourier-Basis, gilt W = I und man erha¨lt
ein vereinfachtes Lo¨sungsproblem. Nimmt man an, dass die beobachtete Funktion
xi ihre Basisentwicklung selbst ist, so gibt es folglich n Basisfunktionen. Das impli-
ziert klarerweise, dass C = I und man lo¨st das Eigenwertproblem der Matrix 1
n
W
[Ramsay and Silverman, 2005, S.163].
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2.2.3 Varimax-Rotation
Im Abschnitt 2.2.2 wurde die Hauptkomponentenanalyse als Suche nach k orthonor-
malen Basisfunktionen φm motiviert, die die Funktionen xi so aufspannen, dass der
globale Fehler (2.13) minimiert wird. Allgemein bedeutet dies nicht, dass es nur eine
eindeutige orthonormale Menge an Funktionen φm gibt, die dies leistet. Eine Metho-
de, die man auf die berechneten Eigenfunktionen anwenden kann, ist die sogenannte
Varimax-Rotation [Ramsay and Silverman, 2005, S. 156-158]. Gesucht ist eine andere
Orthonormalbasis ψ = (ψ1, ..., ψk)
T , die die originalen Kurven mindestens genauso gut
approximiert wie φ. Die Orthonormalbasis ist definiert durch:
ψ = Tφ (2.20)
wobei T eine orthonormale Matrix ist und gilt T TT = TT T = I .
Sei B ∈ Rkxn, die Matrix der ersten k Hauptkomponenten ξ1, ..., ξk. Die korrespondie-
rende Matrix A der rotierten Basisfunktionen ist dann gegeben durch:
A = TB (2.21)
Die Strategie, die orthonormale Rotationsmatrix T zu bestimmen, ist die Varianz der
Werte a2mj zu maximieren. Fu¨r die Quadratsumme gilt:
∑
m
∑
j
a2mj = spur(A
TA) = spur(BTT TTB) = spur(BTB) (2.22)
Die Quadratsumme bleibt also dieselbe, unabha¨ngig von der Wahl der Rotation.
Geometrisch ist ψ eine Rotation von φ.
Sinnvoll ist die Anwendung der Varimax-Rotation bei der Frage, ob es alternative
Basisfunktionen zu φm gibt, die einfacher zu interpretieren sind. Es kann dann jedoch
nicht mehr sichergestellt werden, dass ψ1 die gro¨ßte Varianzkomponente beschreibt.
2.2.4 Gla¨ttung der Hauptkomponenten
In vielen Bereichen der Statistik, wie z.B. der Regressionsanalyse, spielt die Glattheit
der gescha¨tzten Funktionen eine wichtige Rolle. Speziell im Fall funktionaler Daten
wird an die Beobachtungen eine gewisse Glattheitsanforderung gestellt. Smoothing-
Splines und lokale polynomiale Gla¨ttung sind zwei Ansa¨tze, wie man Glattheit von
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Funktionen erhalten kann. Diese spielen bei der PACE (Abschnitt 2.3) eine wichtige
Rolle, wenn es darum geht, die Glattheit der gescha¨tzten Eigenfunktionen zu erzeugen.
Im gerade betrachteten Fall der funktionalen Hauptkomponentenanalyse wird das Kon-
zept der Gla¨ttung durch einen Penalisierungsterm umgesetzt. Die Idee dahinter ist, dass
man die Gla¨ttung direkt in die Hauptkomponentenanalyse mit aufnimmt. Ein alterna-
tiver Ansatz wa¨re die Daten zuna¨chst zu gla¨tten, z.B. durch oben genannte Methoden,
und dann eine Hauptkomponentenanalyse durchzufu¨hren.
Als Maß fu¨r die Rauheit verwendet man [Ramsay and Silverman, 2005, S.177]:
PEN2(φ) = ‖D2φ‖2 =
∫
φ′′(t)2dt (2.23)
Bisher wurden die Hauptkomponenten ermittelt, indem man die Varianz 1
n
∑
i ξ
2
i1 =
1
n
∑
i(
∫
φ1xi)
2 maximiert. Dies fu¨hrte zum Eigenwertproblem (2.6). Das Ziel der regu-
larisierten Hauptkomponentenanalyse ist, zugleich die Rauheit der Hauptkomponenten
PEN2(φ) zu kontrollieren. Als neues Kriterium betrachtet man die ”
penalisierte“ Va-
rianz [Ramsay and Silverman, 2005, S.177]:
PCAPSV(φ) =
var
∫
φxi
‖φ‖2 + λ× PEN2(φ) (2.24)
λ ≥ 0 bezeichnet den Gla¨ttungsparameter.
Falls λ → 0, gilt PCAPSV(φ) → var ∫ φxi. Die zu bestimmende Hauptkomponente
bleibt also wie im unpenalisierten Fall.
Falls λ → ∞, gilt φ = a fu¨r den periodischen Fall und φ = a + bt fu¨r den nicht-
periodischen Fall, mit a, b = konstant. Die zu bestimmende Hauptkomponente wird
also zu einer Konstanten bzw. einer Geraden mit Steigung. Im Allgemeinen heißt eine
Funktion periodisch, falls gilt: f(t+ p) = f(t), mit Periode p.
Die Hauptkomponenten werden bestimmt durch die Maximierung von PCAPSV (φj).
Die bekannten Bedingungen fu¨r die Lo¨sung lauten nun ‖φj‖2 = 1 fu¨r die Wohldefi-
niertheit, und
∫
φj(t)φk(t)dt +
∫
D2φj(t)D
2φk(t)dt = 0 , fu¨r k = 1, ..., j − 1 fu¨r die
Orthogonalita¨t. In letzterer fließt zusa¨tzlich die zweite Ableitung von φj(t) mit ein
[Ramsay and Silverman, 2005, S.177/178].
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Bestimmung des Gla¨ttungsparameters
Die Wahl des Gla¨ttungsparameters λ hat einen entscheidenden Einfluss auf das Er-
gebnis der Gla¨ttung. Zur Bestimmung von λ wird hier das Verfahren der Kreuzva-
lidierung angewendet [Ramsay and Silverman, 2005, S.178/179]. Um ein Kreuzvali-
dierungsmaß zu berechnen, betrachtet man xi und die zugeho¨rige Basisentwicklung
xˆi(t) =
∑k
m=1 ξimφm(t). Geometrisch interpretiert, ist xˆi die Projektion von xi in den
Unterraum, der von φ1, ..., φk aufgespannt wird. Man definiert die Residualkomponente
ζk = xi − xˆi, also die Komponente von xi orthogonal zu φ1, ..., φk und als Maß fu¨r die
Wirksamkeit von φ1, ..., φk wa¨hlt man
E‖ζk‖2 (2.25)
Das allgemeine Vorgehen zur Bestimmung des Gla¨ttungsparameters ist Folgendes:
1. Lege ein Gitter von Werten fest, aus dem λ gewa¨hlt wird.
2. Bestimme φ
[i]
j (λ), als Scha¨tzung fu¨r φj aus allen Beobachtungen außer xi
(leaving-one-out Kreuzvalidierung).
3. Definiere ζ
[i]
k (λ) als die Komponente von xi, die orthogonal zum, von {φ[i]j (λ) :
j = 1, ..., k}, aufgespannten Unterraum ist.
4. Berechne CVk(λ) =
∑n
i=1 ‖ζ [i]k (λ)‖2 und daraus CV(λ) =
∑∞
k=1 CVk(λ).
Man beschra¨nkt sich also nicht auf eine Anzahl k Hauptkomponenten.
Man wa¨hlt dasjenige λ, fu¨r das CV(λ) minimal wird. In der Praxis mit n Datenkur-
ven, die auf einem Gitter t = 1, ..., T definiert sind, kann man ho¨chstens min(n, T )
Hauptkomponenten bestimmen und die Summe wird bei k = min(n, T ) abgebrochen.
Praktische Bestimmung der regularisierten Hauptkomponenten
Bei der expliziten Berechnung der regularisierten Hauptkomponenten geht man eben-
falls von der Idee der Basisentwicklung, wie in Abschnitt 2.2.2, aus. Betrachtet wird
zuna¨chst der Fall, dass xi(t) periodisch ist [Ramsay and Silverman, 2005, S.179/180]:
xi(t) = c
T
i γ(t) ist durch eine Fourier-Basis entwickelt, wobei γ(t) den Vektor aus Basis-
funktionen darstellt, und V ist die Varianz-Kovarianz-Matrix der Vektoren ci. Außer-
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dem soll gelten, dass φm(t) = y
T
mγ(t), d.h. eine mo¨gliche Hauptkomponente la¨sst sich
durch dieselben Basisfunktionen γ(t) wie xi(t) darstellen.
Eine spezielle Eigenschaft der Fourier-Basis-Funktionen ist, dass D2γm = −ω2mγm und
somit D2φ(s) = −∑m ω2mymγm(s). Da die γm orthonormal sind, gilt:
‖D2φ‖2 =
∑
m
ω4my
2
m (2.26)
Sei S die Diagonalmatrix mit Eintra¨gen Smm = (1 + λω
4
m)
− 1
2 , dann entspricht S einem
Gla¨tter und man erha¨lt:
PCAPSV(ξ) =
yTV y
yTS−2y
(2.27)
Die
”
penalisierte“ Varianz (2.27) entpricht der allgemeinen Darstellung (2.24). Die
Bedingung der Orthogonalita¨t la¨sst sich ausdru¨cken durch yTj S
−2yk = 0 , fu¨r k =
1, ..., j − 1 .
Es la¨sst sich ableiten, dass das Eigenwertproblem V y = ρS−2y zu lo¨sen ist, welches
sich folgendermaßen darstellen la¨sst:
(SV S)(S−1y) = ρ(S−1y) (2.28)
SV S ist die Varianz-Kovarianz-Matrix der Vektoren Sci, d.h. der Fourier-Koeffizienten
der Originaldaten, gegla¨ttet durch den Gla¨tter S.
Die Eigenvektoren und Eigenwerte von SV S zu bestimmen entspricht genau der un-
gegla¨tteten Hauptkomponentenanalyse der gegla¨tteten Daten Sci.
Sei nun u ein Eigenvektor von SVS, so ist Su eine Lo¨sung von (2.28). Da die Bedingung
‖y‖2 = 1 erfu¨llt sein soll, setzt man y = Su‖Su‖ .
Die Hauptkomponente φ la¨sst sich schließlich aus y einfach berechnen.
Nun betrachte man den Fall, dass die aufzuspannenden Funktionen xi(t) nicht peri-
odisch sind [Ramsay and Silverman, 2005, S.181]:
Als Basisfunktionen γ(t) wa¨hlt man in diesem Fall z.B. B-Splines oder orthogonale
Polynome bestimmten Grades.
Wie im periodischen Fall nimmt man an, dass die xi(t) = c
T
i γ(t) durch passende
Basisfunktionen entwickelt sind. V ist die Varianz-Kovarianz-Matrix der Vektoren ci.
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Definiert man J als Matrix mit Elementen
∫
γjγk und K als Matrix mit Elementen∫
D2γjD
2γk, so erha¨lt man fu¨r die penalisierte Varianz (2.24):
PCAPSV(ξ) =
yTJV Jy
yTJy + λyTKy
(2.29)
2.3 FPCA durch Bedingte Erwartung
In diesem Kapitel wird ein weiterer Ansatz der Hauptkomponentenanalyse vorge-
stellt. Dieser nennt sich ”principal component analysis through conditional expecta-
tion”(PACE) [Yao et al., 2005].
2.3.1 Modell mit Messfehlern
In Abschnitt 2.2.2 wurde die funktionale Hauptkomponentenanalyse motiviert, als die
Suche nach k orthonormalen Funktionen φm, sodass die Basisentwicklung jeder Funk-
tion bezu¨glich dieser Basisfunktionen, die urspru¨ngliche Funktion mo¨glichst genau ap-
proximiert. Die Basisentwicklung war von der Form:
xi(t) = µ(t) +
k∑
m=1
ξimφm(t) (2.30)
mit ξim =
∫
xiφm, wobei bisher davon ausgegangen wurde, dass µ(t) = 0. Nun gelte
allgemein: EX(t) = µ(t).
Zusa¨tzlich gelte, dass eine Folge (φm) von stetigen Eigenfunktionen und eine Folge (λm)
nicht steigender Eigenwerte existiert, so dass sich die Varianz-Kovarianz-Funktion v(s,t)
durch die folgende unendliche Summe ausdru¨cken la¨sst:
v(s, t) =
∞∑
m=1
λmφm(s)φm(t) (2.31)
Es wird nun angenommen, dass zusa¨tzliche Messfehler existieren und das Modell (2.30)
wird um unkorrelierte Messfehler erweitert.
Die Erweiterung fu¨hrt zu folgendem Gesamtmodell [Yao et al., 2005]:
yi(t) = xi(t) + εi(t)
= µ(t) +
∞∑
m=1
ξimφm(t) + εi(t), t = 1, ..., T (2.32)
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Die ξim sind unkorrelierte Zufallsvariablen mit E(ξim) = 0 und var(ξim) = E((ξim)2) =
λm und fu¨r den Messfehler ε gilt, dass E(εi) = 0 und var(εi) = σ2. Die ξim sind
unabha¨ngig von den εi(t).
2.3.2 Scha¨tzung aller Modellkomponenten
Als erster Schritt, werden alle Komponenten des Modells (2.32) gescha¨tzt. Man nimmt
an, dass Mittelwert-, Varianz-Kovarianz- und Eigenfunktionen glatte Funktionen sind
[Yao et al., 2005]. Man verwendet lokale lineare Gla¨ttung zur Funktions- und Ober-
fla¨chenscha¨tzung. Eine gute Einfu¨hrung zum Prinzip der Lokalisierung bei der nonpa-
rametrischen Regression findet man in [Fahrmeir et al., 2007].
Das Prinzip der lokalen polynomialen Gla¨ttung entspricht der lokalen Berechnung
eines linearen Modells mithilfe der KQ-Methode. Fu¨r die Funktion f(x) legt man ein
polynomiales Modell vom Grad m zugrunde, d.h. E(f(xi)) = β0 +
∑m
s=1 βs(xi − x)s.
Fu¨r festes x und festgelegtes m erha¨lt man folgendes Minimierungsproblem:
n∑
i=1
(yi − (β0 +
m∑
s=1
βs(xi − x)s))2ωλ(x, xi) −→
β
min (2.33)
Es gilt: fˆ(x) = βˆ0 = (1, 0, 0, ...0)βˆ .
Klassiker fu¨r die Gewichtsfunktion ωλ sind Kernfunktionen, d.h. stetige, um 0 symme-
trische Funktionen, fu¨r die gilt:
∫
K(u)du = 1.
ωλ(x, xi) = K
(
x− xi
λ
)
(2.34)
Als Lo¨sung fu¨r das Minimierungsproblem (2.33) erha¨lt man den KQ-Scha¨tzer
βˆ = (ZTxW xZx)
−1ZTxW xy ,mit (2.35)
Zx =

1 x1 − x · · · (x1 − x)m
1 x2 − x · · · (x2 − x)m
...
...
...
1 xn − x · · · (xn − x)n
 W x =

K
(
x1−x
λ
)
0
. . .
0 K
(
xn−x
λ
)

2 HAUPTKOMPONENTENANALYSE 17
Hat man fˆ(x) fu¨r alle x auf einem sinnvoll gewa¨hlten Gitter berechnet, so erha¨lt man
eine glatte Funktion. Die Kernfunktion steuert, wie viele benachbarte xi jeweils in die
Scha¨tzung mit aufgenommen werden.
Zur Scha¨tzung von Mittelwert-, Varianz-Kovarianz- und Eigenfunktionen wird hier
lokal linear gegla¨ttet, d.h. es wird ein Polynom 1. Grades verwendet. Im ersten Schritt
wird die Mittelwertfunktion µˆ(t) aus allen Beobachtungen gescha¨tzt. Anschließend wird
die Varianz-Kovarianzfunktion vˆ(s, t) = (y(t) − µˆ(t))(y(s) − µˆ(s)) ebenfalls aus allen
Daten gescha¨tzt, wobei µˆ(t) der gescha¨tzte Mittelwert des vorherigen Schrittes ist.
Den zu scha¨tzenden Messfehler σˆ2 stellt man sich als Zusatzterm auf der Diagonalen
von v(s, t) vor. Der Messfehler wirkt sich hier also nur auf die Varianzen und nicht auf
die Kovarianzen aus, d.h.
cov(y(s), y(t)|s, t) = cov(x(t), x(s)) + σ21 (2.36)
v(s, t) wird nochmal glatt gescha¨tzt und zwar ohne die Werte auf der Diagonalen. Nur
v(s, t), s 6= t, wird in die Gla¨ttung mit aufgenommen. [Yao et al., 2005] verwenden
ebenfalls leaving-one-out Kreuzvalidierung zur Wahl des Gla¨ttungsparameters fu¨r die-
sen Gla¨ttungsschritt. σˆ2 ergibt sich letztendlich als Differenz dieser beiden Scha¨tzungen.
Wie bisher erha¨lt man die Eigenfunktionen φˆm und korrespondierende Eigenwerte λˆm
u¨ber die Lo¨sung des Eigenwertproblems:
∫
vˆ(s, t)φˆm(s)ds = λˆmφˆm(t) (2.37)
Wie auch schon im bisherigen Ansatz der Hauptkomponentenanalyse (Abschnitt 2.2),
gelten fu¨r die Lo¨sung die Bedingungen, dass
∫
φˆ(t)2dt = 1 und
∫
φˆk(t)φˆm(t)dt = 0
fu¨r k < m. Die Eigenfunktionen φm sind also wohldefiniert und stehen aufeinander
senkrecht [Yao et al., 2005].
2.3.3 Durchfu¨hrung der PACE
Hat man die Eigenfunktionen φm(t) bestimmt, so werden die Gewichte ξim des Modells
(2.32), welche bisher als Hauptkomponentenscores definiert waren, durch bedingte Er-
wartungen berechnet. Diese Alternative wird kurz motiviert:
Bisher wurde definiert: ξim =
∫
(xi(t)− µ(t))φm(t)dt. ξm so zu berechnen, funktioniert
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gut, falls die Dichte des Gitters der Beobachtungen, hier t=1,...,T, ausreichung groß
ist.
Beispielsweise fu¨r den Fall spa¨rlicher Daten ist dies nicht so. Speziell fu¨r diesen Fall
wurde die Methode u¨ber den bedingten Erwartungswert entwickelt. Hier werden die
yi(t) nur an wenigen diskreten Zeitpunkten beobachtet. Diese ko¨nnen auch zwischen den
Subjekten variieren. Man beobachtet dann yij, als j-te Beobachtung zum Zeitpunkt tij,
j = 1, ..., ni. Das Integral in der Definition der ξm wu¨rde dann u¨bergehen zur Summe.
Die Lo¨sung fu¨r ξm wu¨rde dann lauten: ξˆ
S
im =
∑ni
j=1 = yij − µˆ(tij))φˆm(tij)(tij − ti,j−1),
mit ti0 = 0 [Yao et al., 2005].
Falls nur sehr wenige Beobachtungen pro Subjekt vorliegen, liefert ξˆSim keine gute
Na¨herung fu¨r ξim. Wenn zudem Messfehler vorliegen, wie im Modell (2.32) angenom-
men, ergeben sich verzerrte Scores. Beru¨cksichtigt man dies, so motiviert das die alter-
native PACE-Methode.
Aus dem zugrundeliegenden Modell (2.32) nimmt man an, dass die ξim und i(t)
multivariat normalverteilt sind. Sei y˜ i = (yi1, ..., yiT )
T der Vektor der Beobachtun-
gen yi, µ = (µ1, ..., µT )
T der Vektor der Mittelwerte und φm = (φm1, ..., φmT )
T , dann
ist die beste Pra¨diktion fu¨r die ξim, unter Normalverteilung, die bedingte Erwartung
[Yao et al., 2005]:
ξˆim = Eˆ[ξim|y˜ i] = λˆmφˆTmΣˆ
−1
yi
(y˜ i − µˆ) (2.38)
Fu¨r das (s,t)-te Element von Σˆ
−1
yi
gilt, dass (Σˆ
−1
yi
)s,t = vˆ(s, t) + σˆ
21s,t.
Verwendet man in der Praxis zur Approximation der xi(t) k Eigenfunktionen, so lautet
die Scha¨tzung fu¨r die i-te Beobachtung:
xˆki (t) = µˆ(t) +
k∑
m=1
ξˆimφˆm(t) (2.39)
Im Allgemeinen kann man festhalten, dass diese bedingte Methode einfach ist, die beste
Pra¨diktion unter Normalverteilung liefert und sowohl im Fall von Messfehlern als auch
spa¨rlichen Beobachtungen funktioniert [Yao et al., 2005].
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Sowohl die klassische Methode, bei der die Hauptkomponentenscores durch Integration
berechnet werden, die in Abschnitt 2.2 vorgestellt wurde, als auch die PACE fu¨hren
zum gleichen Ergebnis. Ein entscheidender Unterschied ist vor allem der Ansatz der
Gla¨ttung. Der klassische Ansatz nimmt einen Penalisierungsterm λ mit ins Modell auf.
Dieser steuert die zu minimierende Varianz (Abschnitt 2.2.4). Bei der PACE hingegen
werden die Modellkomponenten von vornherein, vor der Scha¨tzung der Eigenfunktio-
nen, durch Lokalisierung glatt scha¨tzt.
Die in der Simulation (Kapitel 4) verwendeten Daten sind nach dem Modell (2.32)
gebildet. Alle fu¨r die Auswertungen der Selektionskriterien (Kapitel 3) beno¨tigten Mo-
dellkomponenten werden, wie in Abschnitt 2.3.2 beschrieben, gescha¨tzt.
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3 Kriterien zur Wahl der Anzahl der Hauptkom-
ponenten
Der Hauptgegenstand dieser Arbeit ist die Wahl der Anzahl der Hauptkomponenten.
Wie bereits dargestellt, sollen die Daten bei der Hauptkomponentenanalyse auf mo¨g-
lichst wenige Hauptkomponenten reduziert werden. Zwei U¨berlegungen sind dazu an-
zustellen:
1. Wu¨nschenswert ist, dass die Anzahl k der relevanten Hauptkomponenten sehr viel
kleiner ist, als die urspru¨ngliche Anzahl an betrachteten Variablen. Beobachtet
man im Fall funktionaler Daten n Funktionen an T Zeitpunkten, so ist dies
min(n, T ).
2. Die Hauptkomponenten sollen einen mo¨glichst hohen Informationsgehalt mit sich
liefern, also einen mo¨glichst großen Anteil der Gesamtvarianz erhalten. Wa¨hlt
man zu wenige Hauptkomponenten, so geht womo¨glich sehr viel Information u¨ber
die Daten verloren.
Der Konflikt zwischen Einfachheit des Modells und Informationsverlust spielt auch in
anderen Bereichen der Statistik, wie zum Beispiel der Regressionsanalyse, eine wichtige
Rolle. Die kritische Auswahl der Anzahl an Hauptkomponenten ist von entscheidender
Bedeutung.
Im Folgenden werden einige Auswahlkriterien vorgestellt, mit Hilfe derer man die An-
zahl der Hauptkomponenten festlegen kann.
Die Kriterien, die in Abschnitt 3.1 bis 3.4 beschrieben sind, werden klassisch fu¨r den
Fall multivariater Daten angewendet. Von Interesse ist in dieser Arbeit zu u¨berpru¨fen,
ob und gegebenenfalls wie gut sich diese Kriterien verwenden lassen, wenn man eine
Hauptkomponentenanalyse fu¨r funktionale Daten durchfu¨hrt.
Die Kriterien in Abschnitt 3.2 bis 3.4 basieren auf der standardisierten Datenmatrix Z .
Die diskrete, auf dem Gitter T definierte, Datenmatrix Y ∈ RnxT mit n Beobachtungen
yi, i = 1, ..., n an den Gitterpunkten t = 1, ..., T wird zur standardisierten Datenmatrix
Z = (zi) ∈ RnxT , durch [Fahrmeir et al., 1996, S. 662]:
zi =
yi − y¯i√
n− 1si
mit y¯i =
1
n
n∑
i=1
yi , s
2
i =
1
n− 1
n∑
i=1
(yi − y¯i)2 (3.1)
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Die empirische Korrelationsmatrix la¨sst sich aus Z dann einfach berechnen als:
R = Z>Z (3.2)
Es ist zu bemerken, dass die Korrelationsmatrix der Varianz-Kovarianz-Matrix stan-
dardisierter Daten entspricht. Man geht generell bei der Hauptkomponentenanalyse zu
standardisierten Daten u¨ber, da die Ergebnisse skalenabha¨ngig sind und daher sehr
unterschiedlich ausfallen ko¨nnen. Bisher wurde bei der Vorstellung der Hauptkompo-
nentenanalyse (Kapitel 2) nur von der Varianz-Kovarianz-Matrix gesprochen.
3.1 Erkla¨rung eines Anteils der Gesamtvarianz
Eine erste Mo¨glichkeit die Anzahl der Hauptkomponenten festzulegen, ist eine intuitiv
plausible Faustregel [Jolliffe, 2002, S.112/113]:
Verwende soviele Hauptkomponenten, bis ein beliebig festgelegter Anteil c% der Ge-
samtvarianz p der Daten durch sie erkla¨rt ist. Sei s2k die Varianz der k-ten Hauptkom-
ponente, so gilt fu¨r den Anteil cm% der ersten m Komponenten cm =
100
p
∑m
k=1 s
2
k und
die Anzahl k der Hauptkomponenten ist definiert durch:
k = min
{
m|
m∑
k=1
s2k =
c · p
100
}
(3.3)
3.2 Varianz der Hauptkomponenten (Kaiser-Kriterium)
Das zweite Kriterium bezieht sich auf die empirische Korrelationsmatrix R. Beru¨ck-
sichtigt werden alle Hauptkomponenten mit Eigenwerten λm = 1. Man wa¨hlt also die
Hauptkomponenten aus, die mindestens die Varianz 1 erkla¨ren. Wa¨ren alle Elemente in
den xi unabha¨ngig, dann wa¨ren die Hauptkomponenten identisch zu den urspru¨nglichen
Variablen, im Fall funktionaler Daten die Beobachtungszeitpunkte t, und ha¨tten alle
Varianz 1. Somit entha¨lt eine Hauptkomponente mit Varianz kleiner 1 weniger Infor-
mation als die urspru¨nglichen Variablen und es ist daher nicht Wert, sie zu behalten
[Jolliffe, 2002, S.114]. Fu¨r die Anzahl an Hauptkomponenten k gilt also:
k = max {m|λm = 1} (3.4)
3 KRITERIEN ZUR WAHL DER ANZAHL DER HAUPTKOMPONENTEN 23
3.3 Scree-Test
Betrachtet man ein Diagramm der Eigenwerte λ1, ..., λmin(n,T ) von R aus den vorlie-
genden Daten (Scree-Plot), so la¨sst sich meist ein deutlicher Knick ausmachen, bis zu
dem die Eigenwerte relativ große Werte annehmen und danach flach abfallen (Beispiel:
siehe Abbildung 2).
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Abbildung 2: Beispielhaftes Diagramm der Eigenwerte von R (Scree-Plot).
Eigenwerte von empirischen Korrelationsmatrizen normalverteilter, unabha¨ngiger Zu-
fallszahlen zeigen typischerweise einen flach und gleichma¨ßig abfallenenden Verlauf.
Man nimmt daher an, dass Hauptkomponenten mit Eigenwerten nach dem Knick nur
noch zufa¨llig sind und wa¨hlt die Knickstelle k als Kriterium. Das Kriterium beruht auf
der Eigenschaft normalverteilter Daten [Fahrmeir et al., 1996, S.669].
Die Knickstelle im Scree-Plot fu¨r jeden Datensatz in einer Simulation graphisch zu
bestimmen, wa¨re zu aufwendig. Mathematisch soll die Knickstelle u¨ber die Methode
der sogenannten
”
Optimalen Koordinaten“ bestimmt werden. Diese Methode ist eine
der mathematischen Lo¨sungen, die in der Funktion nScree aus dem Packet
”
nFactors“
implementiert ist [Raiche and Magis, 2010].
λ1, ..., λp seien die Eigenwerte von R, mit p = min(n, T ). Man betrachtet jeweils ein
lineares Regressionsmodell zwischen λp und λi+1 , i = 1, ..., p − 1, also zwischen dem
letzten und dem (i+1)-ten Eigenwert. Als
”
Optimale Koordinaten“ bezeichnet man
die extrapolierten Koordinaten an der Stelle i durch das Regressionsmodell mit λi+1.
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Insgesamt gibt es p− 2 dieser Regresssionsmodelle.
Seien nun β
(i+1)
0 und β
(i+1)
1 die Koeffizienten des Regressionsmodells mit λi+1 und
λˆ(i) = β
(i+1)
0 + iβ
(i+1)
1 (3.5)
der extrapolierte Eigenwert an der Stelle i, so betrachet man folgende Bedingungen:
1. λi > λˆ
(i)
2. λi > 1
Solange beide Bedingungen wahr sind, betrachtet man jeweils ein weiteres Regressi-
onsmodell. Sobald eine der Bedingungen nicht mehr wahr ist, wa¨hlt man als Anzahl
der zu verwendenden Hauptkomponenten k = i.
Die zweite Bedingung entpricht dem Kriterium 3.2. Ist also zuna¨chst Bedingung 2 nicht
mehr wahr, so entsprechen sich bei dieser mathematischen Auswertung das Kaiser-
Kriterium und der Scree-Test.
3.4 Test nach Bartlett
Der Test nach Bartlett pru¨ft die Signifkanz der Hauptkomponenten. Wie auch der
Scree-Test (Abschnitt 3.3) setzt dieser Test die Normalverteilung der Daten voraus
[Fahrmeir et al., 1996, S.670]. Es wird getestet, ob sich die p− k kleinsten Eigenwerte
λk+1, ..., λp von R noch signifikant unterscheiden und man deshalb noch weitere Haupt-
komponenten beru¨cksichtigen sollte. p = min(n, T ) bezeichnet die maximale Anzahl an
Hauptkomponenten. Die Extraktion der Hauptkomponenten erfolgt schrittweise. Die
Nullhypothese zur Bestimmung von k lautet:
H0 : λk+1 = ... = λp (3.6)
Als Teststatistik fu¨r 0 < k < p− 1 verwendet man:
Uk = (n− 1)[−ln(|R|) + ln(
k∏
i=1
λi) + (p− k)ln(λ)] , (3.7)
mit λ =
p−∑ki=1 λi
p− k
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Uk ist anna¨hernd χ
2-verteilt mit dk =
1
2
(p− k + 2)(p− k − 1) Freiheitsgraden.
H0 wird abgelehnt und die Extraktion einer weiteren Hauptkomponente erscheint als
sinnvoll, wenn gilt:
Uk > χ
2(dk, 1− α) (3.8)
χ2(dk, 1−α) ist das (1−α)-Quantil der Chi-Quadrat-Verteilung mit dk Freiheitsgraden.
α bezeichnet das Signifikanzniveau.
Fu¨r kleine Stichprobengro¨ßen n bringt n∗ = n − k − 1
6
(2(p − k) + 1 + 2
p−k ) in Uk eine
bessere Anpassung an die χ2-Verteilung.
Die beiden na¨chsten Kriterien zur Bestimmung der Anzahl k an Hauptkomponenten
in Abschnitt 3.5 und 3.6 sind speziell fu¨r den Fall funktionaler Daten und basieren auf
dem Modell (2.32) [Yao et al., 2005].
3.5 Bestimmung von k durch Kreuzvalidierung
Das folgende Kriterium bezieht sich auf das Modell (2.32). Es soll gepru¨ft werden, wie
gut die Datenmatrix Y durch die Wahl von jeweils m Hauptkomponenten gescha¨tzt
wird. [Yao et al., 2005] schla¨gt vor, die yi(t) jeweils durch die leaving-one-out Kreuzva-
lidierung zu scha¨tzen, d.h. yˆ
(−i)
i (t) ist die gescha¨tzte Kurve nachdem aus dem Datensatz
die i-te Beobachtung herausgenommen wurde. Aufgrund des hohen Rechenaufwands
wird hier das Kriterium basierend auf einer 5-fach Kreuzvalidierung vorgestellt. Dieses
wird auch in der Simulation in Kapitel 4 verwendet. Eine Einfu¨hrung hierzu bietet
[Hastie et al., 2009, Kap. 7].
Bei der 5-fach Kreuzvalidierung wird die Datenmatrix Y in fu¨nf gleich große Teile
geteilt. Sei κ : {1, ..., n} 7−→ {1, ..., 5}, eine Funktion, die jeder Beobachtung i einen
Index 1 bis 5 zuordnet. κ teilt Y also in fu¨nf Teile. Bezeichne nun yˆ(−d), die gescha¨tzten
Kurven nachdem der d-te Teil der Beobachtungen aus dem Datensatz herausgenommen
wurde, d = 1, ..., 5, so gilt:
yˆ
(−d)
i (t) = µˆ
(−d)(t) +
k∑
m=1
ξˆ
(−d)
im φˆ
(−d)
m (t) (3.9)
3 KRITERIEN ZUR WAHL DER ANZAHL DER HAUPTKOMPONENTEN 26
ξˆ
(−d)
im wird u¨ber den bedingten Erwartunswert (2.38) berechnet. µˆ
(−d) ist die gescha¨tzte
Mittelwertsfunktion und φˆ
(−d)
m die gescha¨tzten Eigenfunktionen nach Herausnahme des
d-ten Teils der Beobachtungen.
Der zu berechnende Kreuzvalidierungsscore mit k Hauptkomponenten lautet schließlich
[Yao et al., 2005]:
CV (k) =
5∑
d=1
T∑
j=1
{
yd(j)− yˆ(−d)d (j)
}2
(3.10)
Man wa¨hlt dasjenige k fu¨r welches der Kreuzvalidierungs-Score (CV) minimal wird
und somit die gescha¨tzte Datenmatrix yˆi am besten die wahre Datenmatrix yi(t) ap-
proximiert.
3.6 Bestimmung von k durch das cAIC
Eine weitere Mo¨glichkeit die Anzahl der Hauptkomponenten k zu bestimmen ist das
folgende cAIC-Kriterium [Yao et al., 2005].
Geht man von den gescha¨tzten Gewichten ξˆim aus und betrachtet das Modell (2.32)
mit m Hauptkomponenten, so gilt fu¨r den bedingten Erwartungswert der yˆi:
E(yˆi|ξˆim) = µˆi +
k∑
m=1
ξˆimφˆim (3.11)
Eine log-Likelihood L ist dann gegeben durch:
Lˆ(k) =
n∑
i=1
{
−T
2
log(2pi)− T
2
log(σˆ2)
− 1
2σˆ2
yTi − µˆi +
k∑
m=1
ξˆimφˆim︸ ︷︷ ︸
E(yˆi|ξˆim)

T
×
yTi − µˆi +
k∑
m=1
ξˆimφˆim︸ ︷︷ ︸
E(yˆi|ξˆim)

 (3.12)
Man definiert schließlich AIC(k) = -Lˆ(k) + k.
Man wa¨hlt dasjenige k fu¨r welches das AIC minimal wird.
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Das letzte Kriterium, das in Abschnitt 3.7 vorgestellt wird, basiert auf der Idee ge-
mischter Modelle und ist entnommen aus dem Paper
”
On the behaviour of marginal
and conditional AIC in linear mixed models“ [Greven and Kneib, 2010].
3.7 cAIC fu¨r gemischte Modelle
Lineare gemischte Modelle sind aussagekra¨ftige Instrumente der Inferenzstatistik und
finden eine breite Anwendung, wie z.B. in der funktionalen Datenanalyse. Gemischte
Modelle bieten Flexibilita¨t und eignen sich fu¨r komplexe Modelle großer Datensa¨tze.
Die erwu¨nschte Flexibilita¨t und die Komplexita¨t des Modells machen eine Model-
wahl zunehmend wichtig. Das beinhaltet die Selektion von zufa¨lligen Effekten, bei-
spielsweise solchen, die die Heterogenita¨t zwischen Subjekten modellieren. Das Pa-
per [Greven and Kneib, 2010] behandelt die Eigenschaften des Akaike-Informations-
Kriteriums, AIC, fu¨r die Selektion von zufa¨lligen Effekten.
Betrachtet wird das lineare gemischte Modell:
y = Xβ +Zb + ε (3.13)
X und Z sind bekannte Designmatrizen mit vollem Rang, β beinhaltet feste Parameter
und man nimmt an, dass b und ε unabha¨ngig und normalverteilt sind.
In [Greven and Kneib, 2010] wird als Mo¨glichkeit zur Modellselektierung, vor allem der
zufa¨lligen Effekte b, das bedingte Akaike-Informations-Kriterium (cAIC), basierend auf
der bedingten Verteilung y|b ∼ N (Xβ +Zb, σ21n), mit var(ε) = σ21n vorgestellt.
Betrachtet man das hier zugrunde liegende Modell (2.32), so kann man dieses auch als
lineares gemischtes Modell auffassen. Sei y ∈ RTx1, Φ ∈ RTxk die Designmatrix aus
bekannten Basisfunktionen, ξ ∈ Rkx1 und ε ∈ RTx1, so lautet (2.32) mit k Hauptkom-
ponenten in Matrixschreibweise:
y = Φξ + ε (3.14)
Es wird wieder angenommen, dass ξ und ε unabha¨ngig und normalveteilt sind. 3.14
entspricht genau dem zweiten Teil Zb + ε des Modells (3.13). Betrachtet man also ein
Kriterium zur Selektion von zufa¨lligen Effekten in einem linearen gemischten Modell, so
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kann man dies auch verwenden, um Modelle mit verschieden vielen Hauptkomponenten
zu vergleichen.
Die bedingte log-Likelihood L ist hier gegeben durch:
Lˆ = − 1
2σˆ2
(
y −Φξˆ
)T (
y −Φξˆ
)
(3.15)
Beim AIC-Kriterium (Abschnitt 3.6) wird k, die Anzahl an betrachteten Hauptkom-
ponenten, als Zahl der Freiheitsgrade verwendet. [Greven and Kneib, 2010] stellt ein
cAIC vor, bei dem die effektiven Freiheitsgrade alternativ gescha¨tzt werden. Dieses kor-
rigierte cAIC [Greven and Kneib, 2010, Kap. 4.2] ist ebenfalls in die Simulationsstudie
(Kapitel 4) mit aufgenommen.
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4 Simulationsstudie
4.1 Simulationsaufbau
Die sieben Selektionskriterien zur Wahl der Anzahl der Hauptkomponenten bei der
funktionalen Hauptkomponentenanalyse, die in Kapitel 3 vorgestellt wurden, werden
nun in einer Simulationsstudie auf ihre Gu¨te getestet und verglichen.
Die Datensa¨tze sind nach dem in Abschnitt 2.3.1 vorgestellten Modell (2.32) gebildet.
yi(t) = µ(t) +
∑N
m=1 ξimφm(t) + εi(t). Fu¨r alle Szenarien gelte, dass µ(t) = 0, d.h. der
Mittelwert jeder Spalte von Y ∈ RnxT ist bis auf Abweichungen durch den Messfehler
ε gleich Null.
Die Funktionen yi(t) werden an einem gleichabsta¨ndigen Gitter t ∈ τ =
{
x
T
, x = 1, ..., T
}
beobachtet.
Fu¨r die Simulationsstudie wurde eine Grundeinstellung aller Paramter des Modells
(2.32), die von Interesse sind, gewa¨hlt und anschließend jeder der Parameter zweimal
varriert.
Das Modell beinhaltet folgende relevante Parameter:
1. n: Anzahl der Beobachtungen yi
n ∈ {50, 100, 200}
2. T: Anzahl der Gitterpunkte, an denen die yi(t) beobachtet werden
T ∈ {50, 100, 200}
3. σ2: Varianz des Messfehlers εi
σ ∈ {0.01, 0.05, 0.1}
4. N: Anzahl der verwendeten Eigenfunktionen
N ∈ {2, 4, 8}
5. λ2m: Varianz der normalverteilten ξm
Fu¨r die Varianzen λ2m gilt: λ1 > λ2 > ... > λN
λm =
0.25
2x−1 (”
e“), λm =
1
x
(
”
h“), x = 1, ..., N bzw. λm ∈ [2, 1] (”l“)
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6. φm: Verwendete Eigenfunktionen
Als Eigenfunktionen werden trigonometrische Funktionen (
”
trig“) bzw. orthogo-
nale Polynome (
”
pol“) verwendet.
Fu¨r die Grundeinstellung gilt:
n = 200, T = 100, σ = 0.05, N = 4, λm = ”
h“, φm = ”
trig“ (4.1)
Variiert man jeden Parameter zweimal und die verwendeten Eigenfunktionen einmal,
so erha¨lt man insgesamt zwo¨lf Szenarien mit folgenden Parameterkombinationen (siehe
Tabelle 1).
Szenario 1 2 3 4 5 6 7 8 9 10 11 12
n 200 50 100 200 200 200 200 200 200 200 200 200
T 100 100 100 50 200 100 100 100 100 100 100 100
σ 0.05 0.05 0.05 0.05 0.05 0.01 0.1 0.05 0.05 0.05 0.05 0.05
N 4 4 4 4 4 4 4 2 8 4 4 4
λ
”
h“
”
h“
”
h“
”
h“
”
h“
”
h“
”
h“
”
h“
”
h“
”
e“
”
l“
”
h“
φ
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
trig“
”
pol“
Tabelle 1: U¨bersicht u¨ber die Parameterkombinationen der ersten zwo¨lf betrachteten
Szenarien in der Simualtion.
Die, in Tabelle 1 unterstrichenen Werte, werden im jeweiligen Szenario vera¨ndert. Fu¨r
jedes der betrachteten Szenarien werden 100 Datensa¨tze generiert. Diese sind in der
Datei Datensaetze.RData gespeichert (siehe Anhang A).
Fu¨r N=4 sind die Werte von λ in Abbildung 3 dargestellt. Die λm werden zweimal
variiert.
”
l“ steht fu¨r linear. Die Werte fallen zwischen 2 und 1 linear ab. Sie sind
eindeutig von Null verschieden.
”
e“ steht fu¨r exponentiell und meint, dass die Funk-
tionswerte einer Exponentialfunktion folgen, sie fallen von 0.25 exponentiell ab.
”
h“
steht fu¨r hyperbolisch. In diesem Fall liegen die Funktionswerte auf einer Hyperbel
und fallen von der 1 hyperbolisch ab. Sie na¨hern sich nicht so schnell der Null, wie bei
den exponentiellen Werten
”
e“.
Die Eigenfunktionen φ fu¨r N=4 sind in Tabelle 2 aufgelistet. Im ersten Fall werden
die trigonometrischen Funktionen sin und cos verwendet. Im zweiten Fall wird eine
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Abbildung 3: Werte fu¨r die Standardabweichungen λm fu¨r N=4. Betrachtet werden
je drei Variationen
”
e“,
”
h“ und
”
l“.
φ
”
trig “
”
pol “
φ1 sin(2pit) 1
φ2 cos(2pit)
√
3(2t− 1)
φ3 sin(4pit)
√
5(6t2 − 6t+ 1)
φ4 cos(4pit)
√
7(20t3 − 30t2 + 12t− 1)
Tabelle 2: Die verwendeten Eigenfunktionen φ fu¨r N=4. Betrachtet werden trigono-
metrische Funktionen (
”
trig“) und orthogonale Polynome (
”
pol“).
Form der sogenannten
”
Legendre-Polynome“ verwendet, na¨mlich die
”
verschobenen“
Legendre-Polynome. Diese sind auf dem Interval (0,1) definiert und bilden ein orthogo-
nales Funktionssystem [E.Weisstein, 2011]. Implementiert sind die Polynome in R im
Packet
”
orthopolynom“ [Novomestky, 2009].
Die Eigenfunktionen φm werden jeweils normiert, um die Orthonormalita¨t sicherzustel-
len. In beiden Fa¨llen liegt somit, wie gefordert, ein orthonormales Basissystem vor.
Da bei der Bestimmung der Anzahl zu verwendender Hauptkomponenten die Anzahl
der im wahren Modell enthaltenen Eigenfunktionen (N) und die Gro¨ße der im Modell
enthaltenen Varianz der Gewichte ξm (λ
2
m) wohl eine entscheidende Rolle spielen, sollen
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alle Kombinationsmo¨glichkeiten dieser beiden Paramter betrachtet werden. Dies sind
alle Tupel {N, λ}, wobei N ∈ {2, 4, 8}, λ ∈ {e, h, l}. Bei konstant halten aller anderen
Parameter sind das insgesamt 9 Szenarien. Zusa¨tzlich zu den 12 Szenarien aus Tabelle
1 werden also noch die, in Tabelle 3 aufgelisteten Szenarien, betrachtet. Die Szenarien
7 bis 11 und 13 bis 16 enthalten alle Kombinationen der Paramter N und λ.
Szenario 13 14 15 16
n 200 200 200 200
T 100 100 100 100
σ 0.05 0.05 0.05 0.05
N 2 2 8 8
λ
”
e“
”
l“
”
e“
”
l“
φ
”
trig“
”
trig“
”
trig“
”
trig“
Tabelle 3: Szenarien 13 bis 16 der Simulation. Variiert werden die Anzahl N an
Eigenfunktionen und die Varianzen der Gewichte ξm (λ
2
m).
Fu¨r alle 16 Szenarien aus Tabelle 1 und 3 wurden die Kriterien 3.1 bis 3.7 und die daraus
resultierende Anzahl zu verwendender Hauptkomponenten bestimmt. Die Ergebnisse,
Interpretationen und der Vergleich der Kriterien werden im Folgenden (Abschnitt 4.3)
dargestellt. Zuna¨chst werden noch einige allgemeine Ergebnisse pra¨sentiert.
4.2 Ausgewa¨hlte Ergebnisse
Bevor genauer auf die Auswertungen der Selektionskriterien aus Kapitel 3 eingegangen
wird, werden in diesem Abschnitt einige andere Ergebnisse aus der Analyse vorgestellt.
Detailiert betrachtet werden die Szenarien 1 und 12 aus Tabelle 1.
Abbildung 4 zeigt fu¨r Szenario 1 die ersten fu¨nf Beobachtungen yi fu¨r zwei Wiederho-
lungen. Im Modell mit aufgenommen sind in Abbildung 4 die vier trigonometrischen
Funktionen (siehe erste Spalte aus Tabelle 2). Vor der Generierung der Datensa¨tze mit
der Software R wurde jeweils ein Seed gesetzt, um die Ergebnisse reproduzierbar zu
machen.
Fu¨r Szenario 12 erha¨lt man analog folgende Beobachtungen (siehe Abbildung 5). Ab-
gebildet sind in Abbildung 5 wieder die ersten fu¨nf Beobachtungen fu¨r zwei Wieder-
holungen. Im Modell mit aufgenommen sind diesmal die vier orthogonalen ”Legendre-
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Abbildung 4: Die ersten fu¨nf Beobachtungen yi zweier Datensa¨tze fu¨r Szenario 1 der
Simulation.
Polynome” (siehe zweite Spalte aus Tabelle 2).
Die im Folgenden pra¨sentierten Scha¨tzergebnisse wurden durch die Funktion LFPCAg
gescha¨tzt. Der zugeho¨rige R-Code ist in der Datei LFPCAg newsigma.r verfu¨gbar (sie-
he Anhang A). Das Scha¨tzverfahren, welches die Funktion anwendet, ist identisch zur
Scha¨tzung der Modellkomponenten, wie in Abschnitt 2.3.2 beschrieben. Es besteht
lediglich ein Unterschied. Die Gla¨ttung der Modellkomponenten geschieht nicht wie
beschrieben durch lokale polynomiale Gla¨ttung, sondern durch penalisierte Splines. Ei-
ne gute Einfu¨hrung hierzu bietet [Fahrmeir et al., 2007].
Bei penalisierten Splines nimmt man zuna¨chst an, dass man die Funktion f(x) als
Linearkombination bekannter Basisfunktionen darstellen kann, d.h.
f(xi) =
m∑
j=1
δj︸︷︷︸
unbekannt
Bj(xi)︸ ︷︷ ︸
bekannt
(4.2)
m ist die Anzahl verwendeter Basisfunktionen.
Meist gebra¨uchliche Basisfunktionen sind B-Splines. In Matrixschreibweise lautet das
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Abbildung 5: Die ersten fu¨nf Beobachtungen yi zweier Datensa¨tze fu¨r Szenario 12
der Simulation.
Modell: f = Bδ . Penalisiert man aufeinanderfolgende Koeffizienten, so erha¨lt man fu¨r
die Berechnung des nonparametrischen Regressionsmodells folgendes Minimierungspro-
blem:
n∑
i=1
(yi −
m∑
j=1
δjBj(xi))
2 + λ
m∑
j=d+1
(∆dδj)
2 −→
δ
min (4.3)
∆d steht fu¨r die Differenz d-ter Ordnung.
∑m
j=d+1(∆
dδj)
2 = δTDTdDdδ = δ
TKdδ . Als
Lo¨sung des Minimierungsproblems (4.3) erha¨lt man:
δˆ = (BTB + λKd)
−1BTy (4.4)
Die Lo¨sung entspricht einem KQ-Scha¨tzer mit additivem Term. Im Fall, dass λ = 0
ist, erha¨lt man den klassischen KQ-Scha¨tzer δˆ = (BTB)−1BTy.
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Der Funktionsaufruf lautet:
LFPCAg(Y = Y, groups = matrix(NA, n, 0), Zvars = list(),
NPC = m, smooth = T, bf = 15, smoothalg = ”gamGCV ”)
Gescha¨tzt wurden jeweils m Eigenfunktionen (NPC=m) fu¨r Datensatz Y. smooth=T,
bedeutet, dass die Varianz-Kovarianz-Matrix glatt gescha¨tzt wird. smoothalg=
”
gamG-
CV“ legt die verwendete Gla¨ttungsmethode fest. Zur Gla¨ttung wurden 15 Basisfunk-
tionen verwendet (bf=15 ). Die Argumente groups und Zvars beziehen sich auf eine
komplexere longitudinale Datenstruktur mit zusa¨tzlichen Gruppierungsvariablen, die
hier nicht betrachtet wird. Sie wurden als leere Argumente u¨bergeben.
Abbildung 6 zeigt das Ergebnis der Scha¨tzung der Eigenfunktionen φm.
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(b) Szenario 12
Abbildung 6: Wahre und gescha¨tzte Eigenfunktionen φm. Abgebildet sind die vier wah-
ren Eigenfunktionen (schwarze, durchgezogene Linie), der Mittelwert der gescha¨tzten
Eigenfunktionen der 100 Simulationen (schwarze, gestrichelte Linie) und punktweise
das 5%- und 95%-Quantil der gescha¨tzten Funktionen (rote, gestrichelte Linien).
Abgetragen sind jeweils die vier wahren Eigenfunktionen (schwarze, durchgezogene Li-
nie), der Mittelwert der gescha¨tzten Eigenfunktionen der 100 Simulationen (schwarze,
gestrichelte Linie) und punktweise das 5%- und 95%-Quantil der gescha¨tzten Funktio-
nen (rote, gestrichelte Linien). Fu¨r Szenario 1 (Abbildung 6a) sind es die normierten
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Funktionen sin(2pit), cos(2pit), sin(4pit) und cos(4pit), fu¨r Szenario 12 (Abbildung 6b)
die normierten Funktionen 1,
√
3(2t−1), √5(6t2−6t+1) und √7(20t3−30t2+12t−1).
Fu¨r alle Funktionen gilt, dass die gescha¨tzten Kurven sehr nahe an die wahren Funk-
tionen herankommen und die Variabilta¨t sehr gering ist.
Abbildung 7 zeigt das Ergebnis der Scha¨tzung der Eigenwerte (λ2m).
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Abbildung 7: Wahre und gescha¨tzte Eigenwerte λ2m fu¨r Szenario 1. Abgebildet sind die
wahren Eigenwerte (schwarze, durchgezogene Linie) der Mittelwert der gescha¨tzten
Eigenwerte der 100 Simulationen (schwarze, gestrichelte Linie) und punktweise das
5%- und 95%-Quantil der gescha¨tzten Eigenwerte (rote gestrichelte Linien).
Gescha¨tzt wurden vier, zu den Eigenfunktionen aus Abbildung 6 geho¨rende, Eigenwer-
te. Im Modell 2.32 sind dies die Varianzen der Gewichte bzw. Hauptkomponentens-
cores ξm. Zu sehen sind die wahren, ins Modell aufgenommenen Werte λ
2
m (schwarze,
durchgezogene Linie) der Mittelwert der gescha¨tzten Eigenwerte der 100 Simulationen
(schwarze, gestrichelte Linie) und punktweise das 5%- und 95%-Quantil der gescha¨tzten
Eigenwerte (rote gestrichelte Linien). Die Ergebnisse fu¨r Szenario 1 und Szenario 12
sind fu¨r λ =
”
h“ nahezu identisch und daher in Abbildung 7 nur fu¨r Szenario 1 abge-
tragen.
Auch wie schon in Abbildung 6 kann man feststellen, dass die gescha¨tzten Werte sehr
nahe an die wahren Werte herankommen und die Streuung sehr gering ist.
Insgesamt funktioniert also die Scha¨tzung der Eigenfunktionen und Eigenwerte mit der
Funktion LFPCAg sehr gut. Es reichen 15 Basisfunktionen zur Scha¨tzung aus. Die Zahl
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der Basisfunktionen (bf ) und die die Art der Gla¨ttung (smoothalg) steuern sehr stark
die Laufzeit der Funktion LFPCAg. Auf dem verwendeten Server konnte die Laufzeit
durch Vera¨nderung dieser Parameter von 40 min auf 1 min reduziert werden, ohne, wie
an den Ergebnissen sichtbar, die Gu¨te der Scha¨tzung zu verschlechtern. Die Einstellung
bf=15 und smoothalg=
”
gamGCV“ beim Funktionsaufruf von LFPCAg wurde fu¨r die
komplette Simulation gewa¨hlt.
4.3 Auswertung der Selektionskriterien
In diesem Kapitel werden die Ergebnisse der Simualtion dargestellt. Gespeichert sind
diese in der Datei Ergebnisse.RData (siehe Anhang A). Berechnet wurden alle 16 Szena-
rien, die in Abschnitt 4.1 vorgestellt wurden. Die Funktion noPC (”number of Principal
Components”) berechnet die Kriterien jeweils fu¨r einen Datensatz. Der zugeho¨rige R-
Code ist in der Datei NoPC.r verfu¨gbar (siehe Anhang A). Fu¨r jedes Szenario wurden
jeweils 100 Datensa¨tze generiert. Das Kriterium durch Kreuzvalidierung (Abschnitt
3.5) wurde zuna¨chst weggelassen und gesondert berechnet, da es, wie spa¨ter diskutiert,
fu¨r den hier betrachteten funktionalen Fall nicht funktioniert. Es wurde aufgrund des
sehr hohen Rechenaufwands nur fu¨r zwei Szenarien beispielhaft berechnet. Anhand
dessen wird die Problematik ersichtlich (siehe Abschnitt 4.3.7).
Die Auswertung Abschnitt 4.3 umfasst drei Teile:
1. Einzelne Betrachtung der Selektionskriterien (Abschnitt 4.3.1 bis 4.3.7).
2. Vergleich und Bewertung der multivariaten Kriterien und der cAIC-Kriterien
(Abschnitt 4.3.8).
3. Vergleich der verschiedenen Szenarien (Abschnitt 4.3.9).
4.3.1 Erkla¨rung eines Anteils der Gesamtvarianz
Im Output der Funktion noPC ist die Anzahl an Hauptkomponenten, die einen Anteil
der Gesamtvarianz erkla¨ren (siehe Abschnitt 3.1), die Variable nErkVar. In der Simu-
lation sollen so viele Hauptkomponenten bestimmt werden bis 95% der Gesamtvarianz
erka¨rt sind.
Die Ergebnisse fu¨r die Szenarien 1 bis 5 und 10 sind sehr a¨hnlich. Tabelle 4 beinhaltet
die absoluten Ha¨ufigkeiten der bestimmten Anzahl an Hauptkomponenten. Im Modell
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sind jeweils N=4 Eigenfunktionen enthalten. Jeweils in ca. 80% der Fa¨lle werden nur
drei Hauptkomponenten gewa¨hlt, ansonsten korrekterweise vier.
nErkVar 3 4
Szenario 1 84 16
Szenario 2 82 18
Szenario 3 74 26
Szenario 4 85 15
Szenario 5 88 12
Szenario 12 84 16
Tabelle 4: Absolute Ha¨ufigkeiten der Anzahl an Hauptkomponenten, die bei Szenarien
1 bis 5 und 12 95% der Varianz erkla¨ren.
Man sieht also, dass die Vera¨nderung der Paramter n und T das Ergebnis nicht beein-
flussen. Auch fu¨r Szenario 12, welches als Eigenfunktionen die
”
Legendre-Polynome“
besitzt, sind die Ergebnisse identisch.
Vera¨ndert man die Fehlervarianz σ, so werden wieder jeweils drei oder vier Haupt-
komponenten gewa¨hlt, jedoch im Verha¨ltnis 90/10 fu¨r σ = 0.01 (Szenario 6) und im
Verha¨ltnis 64/36 fu¨r σ = 0.1 (Szenario 7). Wird das sogenannte signal-to-noise ratio
durch Verkleinerung/Vergro¨ßerung der Fehlervarianz gro¨ßer/kleiner, werden tendenzi-
ell weniger/mehr Hauptkomponenten ausgewa¨hlt.
Tabelle 5 stellt die Ergebnisse der Szenarien bei Vera¨nderung der Parameter N und λ
dar.
N
2 4 8
”
l“ 2 4 7
λ
”
h“ 2 3 5
”
e“ 2 3 3
Tabelle 5: Anzahl an Hauptkomponenten, die 95% der Varianz erkla¨ren. Variiert
werden die Paramter N und λ.
Fu¨r N = 2 werden jeweils korrekt zwei Hauptkomponenten ausgewa¨hlt. Mit steigen-
der Anzahl N und kleiner werdenden Werten fu¨r λ werden die Ergebnisse schlechter.
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Fu¨r N = 8 und kleinen Werten λ (
”
e“) werden lediglich drei Hauptkomponenten aus-
gewa¨hlt.
In Tabelle 5 ist der U¨bersichtlichkeit halber jeweils nur die am ha¨ufigsten gewa¨hlte
Anzahl an Hauptkomponenten aufgelistet, da nur in zwei der betrachteten Szenarien
die Anzahl nicht in allen Fa¨llen identisch ist. Gru¨n markiert sind die Szenarien, bei
denen die Anzahl korrekt spezifiert wurde, orange markiert sind d´ıe Szenarien, bei
denen die Anzahl sehr nahe an die wahre Anzahl herangeht und die eindeutig falsch
spezifizierten Szenarien sind rot markiert.
Insgesamt wa¨hlt dieses Kriterium tendenziell zu wenige Hauptkomponenten. Im Fall
großer Werte fu¨r λ und einer kleinen Anzahl an Eigenfunktionen im Modell funktioniert
die Selektion sehr gut.
4.3.2 Varianz der Hauptkomponenten (Kaiser-Kriterium)
Im Output der Funktion noPC ist die Anzahl an Hauptkomponenten nach dem Kaiser-
Kriterium (siehe Abschnitt 3.2), die Variable nKaiser. Betrachtet man alle Kriterien,
so schneidet das Kaiserkriterium insgesamt sehr gut ab. Bei 9 der 16 betrachteten
Szenarien wird in 100% der Fa¨lle die Anzahl zu verwendender Hauptkomponenten
korrekt spezifiert. Es treten lediglich einzelne Szenarien auf, bei denen das Kriterium
schlecht oder gar nicht funktioniert.
In Abbildung 8 sind die Anzahl an Hauptkomponenten nach dem Kaiser-Kriterium fu¨r
Szenario 2 und 5 abgetragen.
Die Balken in der Graphik sind farblich abgestuft. Die Abstufung geht von weiß (An-
zahl an HK richtig spezifiert) u¨ber grau (Anzahl an HK falsch spezifiert) bis hin zu
schwarz (deutlich falsche Spezifikation der HK). Diese Abstufung gilt fu¨r alle wei-
teren Graphiken, insbesondere der Balkendiagramme, die wa¨hrend der Auswertung
vorgestellt werden.
Bei beiden Szenarien sind jeweils vier Eigenfunktionen im wahren Modell vorhanden.
Bei Szenario 2 (Abbildung 8a) sind n=50 und T=100, d.h. n<T. Bei Szenario 5 (Ab-
bildung 8b) sind n=200 und T=200, d.h. n=T. Im Fall multivariater Daten gilt meist,
dass p<<n. Somit la¨sst sich erkla¨ren, warum das multivariate Kaiser-Kriterium in
diesen Fa¨llen nicht so gut funktioniert.
Ein weiterer Fall, bei dem das Kaiser-Kriterium nicht funktioniert, ist Szenario 7. Hier
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Abbildung 8: Anzahl an Hauptkomponenten nach dem Kaiser-Kriterium.
gilt fu¨r die Fehlervarianz σ = 0.1. Im wahren Modell sind wieder N=4 Eigenfunktionen
vorhanden. Die Anzahl bestimmter Hauptkomponenten ist deutlich zu groß (siehe Ta-
belle 6). Bei hoher Fehlervarianz sind also folglich wesentlich mehr Eigenwerte gro¨ßer
1.
nKaiser 7 8 9 10 11 12 13 14
abs. Ha¨ufigkeit 1 3 15 18 36 19 7 1
Tabelle 6: Anzahl an Hauptkomponenten nach dem Kaiser-Kriterium fu¨r Szenario 7.
Als letztes wird noch der Fall λ =
”
e“ analysiert. Auch hier funktioniert die Selektion
anhand des Kaiserkriteriums nicht. λ =
”
e“ bedeutet, dass die Varianzen der Gewichte
ξ sehr kleine Werte annehmen. Dies ist bei Szenario 10, 13 und 15 der Fall. Abbildung
9 zeigt beispielhaft die Auswertung des Kaiser-Kriteriums fu¨r Szenario 15.
Im wahren Modell sind N=8 Eigenfunktionen vorhanden. Ausgewa¨hlt werden zwischen
29 und 34 Hauptkomponenten. Auch in diesem Fall sind also deutlich mehr Eigenwerte
der Korrelationsmatrix gro¨ßer 1.
4.3.3 Scree-Test
Im Output der Funktion noPC ist die Anzahl an Hauptkomponenten, die durch den
Scree-Test bestimmt wird (siehe Abschnitt 3.3), die Variable nScree. Wie auch beim
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Abbildung 9: Anzahl an Hauptkomponenten nach dem Kaiser-Kriterium fu¨r Szenario
15. Im Modell vorhanden sind N=8 Eigenfunktionen.
Kaiser-Kriterium bezieht sich der Scree-Test auf die Gro¨ße der Eigenwerte der Korrela-
tionsmatrix. Bei der mathematischen Bestimmung des Knicks des Scree-Plots u¨ber die
”
Optimalen Koordinaten“, wie in Kapitel 3.3 erla¨utert, stimmen die beiden Kriterien
u¨berein, falls das zweite Abbruchkriterium, dass λi > 1 ist, als erstes nicht mehr erfu¨llt
ist. Diese Tatsache spiegelt sich auch in den Ergebnissen wider. Es zeigt sich ein sehr
a¨hnliches Bild wie beim Kaiser-Kriterium (Abschnitt 4.3.2).
Fu¨r 9 der 16 Szenarien gilt ebenfalls, dass die Anzahl der selektierten Hauptkomponen-
ten in allen Fa¨llen mit der wahren Anzahl u¨bereinstimmt. Ausnahmen gelten wieder
fu¨r die Szenarien 2 (n<T), 5 (n=T=200) und 7 (σ = 0.1). Fu¨r die Szenarien 2 und 5
erha¨lt man das analoge Ergebnis wie beim Kaiserkriterium (siehe Abbildung 8). Das
Ergebnis fu¨r Szenario 7 ist in Abbildung 10 zu sehen. Im wahren Modell sind N=4
Eigenfunktionen vorhanden. Der Scree-Test wa¨hlt hier in den meisten Fa¨llen deutlich
zu viele Hauptkomponenten aus.
A¨nlich wie fu¨r das Kaiser-Kriterium zeigen sich auch die Ergebnisse der Szenarien 10, 13
und 15, bei denen gilt λ =
”
e“. Analog zu Abbildung 9 zeigt Abbildung 11 beispielhaft
das Ergebnis des Scree-Tests fu¨r Szenario 15. Im Modell sind N=8 Eigenfunktionen
vorhanden. Man sieht, dass die Werte sehr stark um den wahren Wert 8 streuen. Nur
in 10 von 100 Fa¨llen werden korrekterweise acht Hauptkomponenten ausgewa¨hlt.
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Abbildung 10: Anzahl an Hauptkomponenten nach dem Scree-Test fu¨r Szenario 7. Im
Modell vorhanden sind N=4 Eigenfunktionen.
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Abbildung 11: Anzahl an Hauptkomponenten nach dem Scree-Test fu¨r Szenario 15.
Im Modell vorhanden sind N=8 Eigenfunktionen.
4.3.4 Test nach Bartlett
Im Output der Funktion noPC ist die durch den Signifikanztest nach Bartlett (siehe
Abschnitt 3.4) bestimmte Anzahl an Hauptkomponenten, die Variable nBartlett. Die
Teststatistik Uk entha¨lt die Determinante der Korrelationsmatrix R. Diese ist nur un-
gleich Null, falls R vollen Rang hat, d.h. n>T gilt. Fu¨r die Szenarien 2, 3 und 5 ist der
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Signifikanztest nach Bartlett also nicht durchfu¨hrbar.
Fu¨r alle anderen Szenarien ist der Test zwar berechenbar, funktioniert jedoch nicht.
Tabelle 7 zeigt auswahlsweise die absoluten Ha¨ufigkeiten der bestimmten Anzahl an
Hauptkomponenten des Bartlett-Tests fu¨r Szenario 6, 9 und 12.
nBartlett 14 15 16 17 18 19 >20
Szenario 6 (N=4) 2 0 0 1 2 2 93
Szenario 9 (N=8) 0 3 1 3 4 9 80
Szenario 14(N=2) 0 0 0 1 0 2 97
Tabelle 7: Absolute Ha¨ufigkeiten der Anzahl an Hauptkomponenten nach dem
Bartlett-Test fu¨r Szenario 6, 9 und 14.
Die drei Szenarien sind Beispiele dafu¨r, dass der Bartlett-Test nicht funktioniert. Der
Test bestimmt immer deutlich zu viele Hauptkomponenten. Auch bei Szenario 6, dem
Szenario mit kleiner Fehlervarianz (σ = 0.01) ist das Ergebnis nicht besser.
Es gibt vereinzelte Szenarien fu¨r die der Bartlett-Test eingeschra¨nkt funktioniert. Be-
trachtet werden auswahlsweise Szenario 13 und 16 (siehe Abbildung 12).
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Abbildung 12: Anzahl an Hauptkomponenten nach dem Bartlett-Test.
Bei Szenario 13 gilt N=2 und λ =
”
e“. Ausgewa¨hlt werden in 67% der Fa¨lle korrekter-
weise zwei Hauptkomponenten. Bei Szenario 16 gilt N=8 und λ =
”
l“. Ausgewa¨hlt wer-
den in 46% der Fa¨lle korrekterweise acht Hauptkomponenten. Das Ergebnis erschließt
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sich nicht, da bei Szenario 14, bei dem auch gilt λ =
”
l“, mehr als 17 Hauptkomponenten
bestimmt werden.
Insgesamt zeigt die Studie, dass der Signifikanztest nach Bartlett sehr schlecht auf den
Fall funktionaler Daten angewendet werden kann.
Ein Versuch die Rohdaten Y beispielsweise durch die beiden schon vorgestellten Ansa¨tze
der Lokalisierung oder penalisierter Splines zu gla¨tten und danach den Signifikanz-
test nach Bartlett anzuwenden, scheitert, da es bei der Gla¨ttung zu einem Rangab-
fall kommt und daher wieder die Determinante von R gleich Null ist. Es gibt keine
Mo¨glichkeit zu testen, ob der Signifikanztest mit gegla¨tteten Daten besser funktionie-
ren wu¨rde.
4.3.5 cAIC nach [Yao et al., 2005]
Im Output der Funktion noPC ist die Anzahl an Hauptkomponenten nach dem cAIC-
Kriterium, welches im Paper [Yao et al., 2005] vorgestellt wird (siehe Abschnitt 3.6),
die Variable nAIC1. Betrachtet man alle Ergebnisse, so funktioniert dieses AIC insge-
samt nicht gut. Bei 11 der 16 betrachteten Szenarien wird die Anzahl der Hauptkom-
ponenten deutlich u¨berscha¨tzt. Ausgewa¨hlt ist in Tabelle 8 das Szenario 9 als Beispiel.
nAIC1 7 8 9 10 11 12 13
abs. Ha¨ufigkeit 1 0 0 15 59 22 3
Tabelle 8: Anzahl an Hauptkomponenten nach dem cAIC-Kriterium nach
[Yao et al., 2005] fu¨r Szenario 9.
Bei Szenario 9 sind im wahren Modell N=8 Eigenfunktionen enthalten. In 99 von 100
Fa¨llen werden zehn oder mehr Hauptkomponenten durch das Kriterium bestimmt.
Farblich gru¨n gekennzeichnet sind in der Tabelle die korrekte Anzahl an Eigenfunktio-
nen im Modell, rot gekennzeichnet ist die maximal ausgewa¨hlte Zahl an Eigenfunktio-
nen.
Bei insgesamt 4 der 16 Szenarien wird die Anzahl an Hauptkomponenten eher un-
terscha¨tzt. Als Beispiel wird Szenario 16 betrachtet (siehe Tabelle 9).
Bei Szenario 16 sind ebenso N=8 Eigenfunktionen enthalten. In 62 von 100 Fa¨llen
werden sieben oder weniger Hauptkomponenten durch das Kriterium bestimmt.
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nAIC1 ≤3 4 5 6 7 8 9 10 11 12 13
abs. Ha¨ufigkeit 14 10 2 5 31 0 0 16 1 10 11
Tabelle 9: Anzahl an Hauptkomponenten nach dem cAIC-Kriterium nach
[Yao et al., 2005] fu¨r Szenario 16.
Auffallend ist bei allen Szenarien, dass unabha¨ngig davon, ob die wahre Anzahl an
Eigenfunktionen im Modell eher unterscha¨tzt oder eher u¨berscha¨tzt wird, die wahre
Anzahl selbst nie explizit ausgewa¨hlt wird.
Von allen Szenarien sticht als einziges Szenario 15 heraus (siehe Abbildung 13).
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Abbildung 13: Anzahl an Hauptkomponenten nach dem cAIC-Kriterium nach
[Yao et al., 2005] fu¨r Szenario 15. Im Modell vorhanden sind N=8 Eigenfunktionen.
Auch bei Szenario 15 sind N=8 Eigenfunktionen im wahren Modell enthalten. In 50 von
100 Fa¨llen werden korrekterweise acht Eigenfunktionen spezifiert. Ansonsten streuen
die Werte nur leicht um den wahren Wert 8. Dies ist der einzige Fall, bei dem das
cAIC-Kriterium nach [Yao et al., 2005] gut funktioniert.
4.3.6 cAIC fu¨r gemischte Modelle
Im Output der Funktion noPC ist die Anzahl an Hauptkomponenten nach dem cAIC-
Kriterium fu¨r gemischte Modelle (siehe Abschnitt 3.7), die Variable nAIC2. Betrachtet
man alle Auswertung fu¨r dieses Kriterium, so kann man eindeutige Tendenzen ausma-
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chen. Die Gu¨te der Scha¨tzung ha¨ngt stark vom Paramter N ab, also der Zahl der
Eigenfunktionen im Modell. Mit steigendem N wird die Scha¨tzung deutlich schlechter.
Fu¨r die Kriterien 8, 13 und 14 werden korrekterweise zwei Hauptkomponenten selek-
tiert.
Fu¨r die neun Kriterien, bei denen N=4 Eigenfunktionen im Modell enthalten sind,
wird die Anzahl immer leicht unterscha¨tzt. In fast allen Fa¨llen werden drei statt vier
Hauptkomponenten ausgewa¨hlt.
Fu¨r die Kriterien 9, 15 und 16, bei denen N=8 Eigenfunktionen im Modell enthalten
sind, wird die Anzahl immer sehr stark unterscha¨tzt. Abbildung 14 zeigt beispielhaft
die Auswertung fu¨r Szenario 16. Die Ergebnisse streuen relativ gleichma¨ßig zwischen 1
und 7.
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Abbildung 14: Anzahl an Hauptkomponenten nach dem cAIC-Kriterium fu¨r gemischte
Modelle fu¨r Szenario 16. Im Modell vorhanden sind N=8 Eigenfunktionen.
Beim cAIC fu¨r gemischte Modelle fa¨llt zuletzt Szenario 12 auf, fu¨r das gilt, dass φ =
”
po-
ly“, also als Eigenfunktionen die
”
Legendre-Polynome“ verwendet wurden. Es ist das
einzige Szenario mit N=4 Eigenfunktionen bei dem das cAIC fu¨r gemischte Modelle
immmer korrekterweise vier Hauptkomponenten selektiert.
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4.3.7 Bestimmung von k durch Kreuzvalidierung
Als letztes, der in Kapitel 3 vorgestellten Kriterien, wird das Kriterium durch Kreuz-
validierung analysiert. Bei der Berechnung der Anzahl an Hauptkomponenten durch
die Funktion noPC wurde dieses Kriterium zuna¨chst außen vor gelassen. Es wurde an-
schließend gesondert nur fu¨r die Szenarien 1 und 14 berechnet. Gespeichert sind diese
in der Datei ErgebnisseCV.RData. Dies hat zwei Gru¨nde:
1. Aufgrund der Kreuzvalidierung und der daraus resultierenden Anzahl zu berech-
nender Modelle durch die Funktion LFPCAg, ist die Laufzeit fu¨r die Auswertung
deutlich ho¨her, als die der restlichen Simulation.
2. Wie sich herausstellt,erha¨lt man bei der Berechnung der CV-Werte kein eindeu-
tiges Minimum. Das Kriterium ist fu¨r den hier betrachteten Fall funktionaler
Daten nicht geeignet.
Berechnet wurden fu¨r die beiden Szenarien jeweils Modelle mit einschließlich 15 Eigen-
funktionen und daraus jeweils der Wert fu¨r CV. Diese sind in Abbildung 15 abgetragen.
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Abbildung 15: Die berechneten CV-Werte fu¨r die Modelle mit bis zu 15 Eigenfunk-
tionen. Aus den Werten la¨sst sich kein Minimum ablesen.
Aus der Abbildung wird ersichtlich, dass die Werte kein eindeutiges Minimum erreichen.
Die Selektierung der Anzahl k funktionaler Hauptkomponenten, wie in Abschnitt 3.5
beschrieben, funktioniert im betrachteten funktionalen Fall nicht.
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Das Problem liegt bei der Bestimmung der ξˆ
(−d)
im . Diese sollen, wie bei [Yao et al., 2005]
beschrieben, durch den bedingten Erwartungswert (2.38) berechnet werden. Berechnet
man ein Modell mithilfe der Funktion LFPCAg ohne den d-ten Teil der Beobachtungen,
so erha¨lt man die gescha¨tzten Eigenfunktionen φˆ
(−d)
m ,die gescha¨tzten Eigenwerte λˆ
(−d)
m
und die gescha¨tzte Kovarianzmatrix Σˆ
(−d)
. Diese ha¨ngen nicht von i ab. Zur Scha¨tzung
von yˆ
(−d)
i werden die ξˆ
(−d)
im fu¨r den d-ten Teil der Daten dann berechnet durch:
ξˆ
(−d)
im = Eˆ[ξ
(−d)
im |y˜ i] = λˆ(−d)m φˆ(−d)
T
m Σˆ
(−d)−1
yi
y˜ i (4.5)
y˜ i = (yi1, ..., yiT )
T stellt den Vektor der Beobachtungen yi dar. Somit wird in (2.38)
zur Scha¨tzung der ξˆ
(−d)
im der Teil der Daten verwendet, der vorher aus dem Daten-
satz herausgenommen wurde. Das ist der Grund warum die Kreuzvalidierung so nicht
funktioniert. Das Ergebnis wird immer besser je mehr Eigenfunktionen verwendet wer-
den. Die Scha¨tzung yˆ
(−d)
i ist perfekt, falls m = min(n, T ), die maximale Anzahl an
Hauptkomponenten, verwendet wird.
Im Paper [Yao et al., 2005] wird das Kriterium durch Kreuzvalidierung speziell fu¨r den
Fall spa¨rlicher Daten vorgeschlagen, also fu¨r den Fall, dass von einer Datenkurve yi
nicht zu jedem Zeitpunkt t Messungen vorhanden sind. Alternativ ko¨nnte man also
einige Punkte aus den Datenkurven weglassen und daru¨ber die CV-Werte berechnen.
Das wa¨re jedoch sehr aufwendig und rechenintensiv.
Ein weiterer Ansatz die CV-Werte fu¨r eine Auswertung zu nutzen, ist eine a¨hnliche
Betrachtung wie beim Scree-Test. Betrachtet man Abbildung 15a, so sieht diese einem
Scree-Plot wie in Abbildung 2 sehr a¨hnlich. Eine U¨berlegung wa¨re, so viele Hauptkom-
ponenten ins Modell aufzunehmen bis die CV-Werte nicht mehr stark abnehmen. Als
Kriterium ko¨nnte man die Knickstelle im Graphen der CV-Werte verwenden.
4.3.8 Vergleich und Bewertung der Kriterien
Nachdem die Ergebnisse der einzelnen Kriterien vorgestellt und analysiert wurden,
werden die Kriterien verglichen und ihre Nu¨tzlichkeit bewertet.
Betrachtet man die multivariaten Kriterien, so kann man zuna¨chst sagen, dass der
Bartlett-Test, wie schon in Abschnitt 4.3.4 erla¨utert, sehr schlecht fu¨r den hier betra-
cheteten Fall funktionaler Daten geeignet ist. Bei der Selektierung von funktionalen
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Hauptkomponenten sollte er nicht zu Rate gezogen werden.
Sehr gut geeignet sind das Kaiserkriterium und der Scree-Test. Bei der Analyse des
Scree-Tests in Abschnitt 4.3.3 wurde bereits eingehend die Parallelita¨t dieser beiden
Kriterien erla¨utert. Sowohl die Szenarien bei denen die Selektion fehlerfrei funktioniert
als auch die Szenarien bei denen sie weniger gut funktioniert sind identisch. Fu¨r kleine
Werte von λ, also bei den Szenarien wo gilt λ=
”
e“, ist jedoch ein Unterschied ersichtlich.
Abbildung 16 zeigt beispielhaft einen Scree-Plot fu¨r Datensatz 90 von Szenario 10
(N=4).
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Abbildung 16: Scree-Plot fu¨r Datensatz 90 von Szenario 10. Gekennzeichnet sind die
Ergebnisse des Scree-Tests und des Kaiser-Kriteriums.
In diesem Fall selektiert der Scree-Test u¨ber die
”
Optimalen Koordinaten“ korrekter-
weise 4 Hauptkomponenten (nScree=4). Erst Eigenwert 31 ist jedoch kleiner 1 und
somit funktioniert das Kaiser-Kriterium nicht (nKaiser=30). Fu¨r kleine Werte von λ
funktioniert das Kaiser-Kriterium nie (vgl. Abbildung 9), wohingegen die selektierten
Werte des Scree-Tests zwar tendenziell zu groß sind, aber um den wahren Wert streuen
(vgl. Abbildung 11).
Es ist zu bemerken, dass das Kaiserkriterium und der Scree-Plot die Anzahl an Haupt-
komponenten wenn zu hoch scha¨tzen, jedoch niemals unterscha¨tzen.
Vergleicht man die beiden cAIC-Kriterien, so sieht man, dass das cAIC fu¨r gemischte
Modelle besser abschneidet.
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• Beim cAIC fu¨r gemischte Modelle lassen sich Szenarien ausmachen, bei denen
die Selektierung immer gut funktioniert. Die Selektierung ist abha¨ngig vom Pa-
rameter N. Mit steigender Zahl an Eigenfunktionen werden leicht bis deutlich zu
wenige Hauptkomponenten selektiert.
• Beim cAIC nach [Yao et al., 2005] streuen die Werte sehr stark um den wahren
Wert, vor allem weichen sie extrem nach oben ab. Es la¨sst sich keine Tendenz
ausmachen, durch welche Parameter die Gu¨te der Scha¨tzung beeinflusst wird.
Der Hauptunterschied, der beiden cAIC-Kriterien ist die zur Berechnung verwendete
Anzahl an Freiheitsgraden. Beim cAIC nach [Yao et al., 2005] sind dies jeweils m, die
Zahl an berechneten Eigenfunktionen. Beim cAIC fu¨r gemischte Modelle werden diese
alternativ berechnet (siehe [Greven and Kneib, 2010]). Um einen Eindruck zu erhalten
sind in Tabelle 10 fu¨r die Szenarien 12, 13 und 14 die berechneten Freiheitsgrade
beispielhaft fu¨r einen Datensatz abgetragen.
Szenario 12 13 14
dfAIC1 4 2 2
dfAIC2 785.8 363.8 399.4
Tabelle 10: Freiheitsgrade fu¨r die Berechnung der cAIC-Werte beispielhaft fu¨r je
einen Datensatz der Szenarien 12, 13 und 14.
Berechnet wurden sie jeweils fu¨r die Modelle mit der korrekten Anzahl an Eigenfunk-
tionen, also N=2 bzw. N=4. Die Freiheitsgrade sind von deutlich unterschiedlicher
Gro¨ßenordnung. Fu¨r das cAIC fu¨r gemischte Modelle sind die Werte viel gro¨ßer. Die
Selektierung funktioniert fu¨r die drei gewa¨hlten Szenarien mit dem cAIC fu¨r gemischte
Modelle gut, mit dem cAIC nach [Yao et al., 2005] jedoch nicht.
Ein Blick lohnt sich auch auf das multivariate Kriterium der erkla¨rten Varianz. Ins-
gesamt schneidet es nicht schlecht ab. Aus Tabelle 5 wird ersichtlich, dass die Gu¨te
der Selektierung stark von N und λ abha¨ngt. Je gro¨ßer N, desto schlechter funktioniert
die Selektierung mit Hilfe der erkla¨rten Varianz. Dieser Effekt spiegelt sich, wie schon
erwa¨hnt, auch beim cAIC fu¨r gemischte Modelle wider. Vergleicht man diese beiden
Kriterien sieht man sehr starke Parallelen:
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• Beide Kriterien bestimmen fu¨r die Szenarien mit N=2 die Anzahl an Hauptkom-
ponenten immer korrekt.
• Fu¨r N=4 unterscha¨tzen beide Kriterien die Anzahl an Hauptkomponenten leicht.
In den meisten Fa¨llen werden drei Hauptkomponenten selektiert.
• Fu¨r N=8 wird die Anzahl an Hauptkomponenten durch beide Kriterien stark
unterscha¨tzt. Beim Kriterium der erkla¨rten Varianz ha¨ngt die Unterscha¨tzung
zusa¨tzlich von λ ab.
Zusammenfassend:
Von den sieben ausgewerteten Kriterien eignen sich vier fu¨r die Selektion funktionaler
Hauptkomponenten. Nu¨tzlich sind drei multivariate Kriterien, na¨mlich das Kriterium
der erkla¨rten Varianz, das Kaiserkriterium und der Scree-Test. Außerdem in Betracht
zu ziehen ist das cAIC fu¨r gemischte Modelle.
Anhand des Selektionsverhaltens kann man jeweils zwei Kriterien zusammenfassen:
1. Kaiser-Kriterium & Scree-Test: In den wenigen Fa¨llen in denen die Selektion
nicht gut funktioniert, wird die wahre Anzahl an Eigenfunktionen u¨berscha¨tzt.
2. Erkla¨rung eines Anteils der Varianz & cAIC fu¨r gemischte Modelle: In
den Fa¨llen in denen die Selektion nicht gut funktioniert, wird die wahre Anzahl
an Eigenfunktionen unterscha¨tzt.
4.3.9 Vergleich der verschiedenen Szenarien
Anhand der, fu¨r die Selektion funktionaler Hauptkomponenten geeigneter, Kriterien,
wie im vorherigen Abschnitt 4.3.8 diskutiert, wird die Simulationsstudie jetzt nicht
aus Sicht der einzelnen Kriterien bela¨uchtet, sondern nochmal aus Sicht der einzelnen
Szenarien. Es soll nochmal herausgestellt werden, welche Paramter des Modells (2.32)
besonderen Einfluss auf die Gu¨te der Selektion haben.
Insgesamt sehr gut schneiden die Szenarien 8 und 14 ab. Hier spezifizieren alle vier
oben genannten Kriterien in 100% der Fa¨lle die korrekte Anzahl an Eigenfunktionen,
welche jeweils N=2 ist. Es gilt λ =
”
h“ bzw. λ =
”
l“.
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Bei Szenario 3, welches N=2 Eigenfunktionen entha¨lt und bei dem gilt λ =
”
e“, also
λ sehr kleine Werte annimmt, funktionieren nur das Kriterium der erkla¨rten Varianz
und das cAIC fu¨r gemischte Modelle. Das Kaiser-Kriterium und der Scree-Plot sind,
wie schon bekannt, bei sehr kleinen Werten von λ nicht geeignet.
Ein weiteres Szenario, bei dem alle drei multivariaten Szenarien immer korrekt selek-
tieren, ist Szenario 11. Hier nimmt λ große Werte an. Also λ =
”
l“. Im wahren Modell
sind vier Eigenfunktionen enthalten.
Alles in allem erha¨lt man sehr gute Ergebnisse fu¨r Modelle mit wenigen Eigenfunktionen
und großen Varianzen der Gewichte ξ.
Insgesamt unbefriedigend schneiden die Szenarien 5, 7 und 10 ab. Hier spezifizieren
alle vier oben genannten Kriterien die Anzahl der Eigenfunktionen von N=4, deutlich
falsch.
• Bei Szenario 5 gilt, dass n=200 und T=200. Das Kriterium der erkla¨rten Varianz
und das cAIC unterscha¨tzen mit N=3 die Zahl an Eigenfunktionen, wohingegen
das Kaiser-Kriterium und der Scree-Test die Zahl an Eigenfunktionen deutlich
u¨berscha¨tzt. Wie schon erla¨utert, liegt das schlechte Abschneiden der multivaria-
ten Kriterien daran, dass fu¨r multivariate Daten im Normalfall gilt, dass p<<T.
• Bei Szenario 10 gilt, dass λ =
”
e“. Es ist das Szenario mit N=4 und kleinen Werten
fu¨r λ. Analog unterscha¨tzen das Kriterium der erkla¨rten Varianz und das cAIC
die Zahl an Eigenfunktionen, wa¨hrend das Kaiser-Kriterium und der Scree-Test
die Zahl an Eigenfunktionen deutlich u¨berscha¨tzt.
• Szenario 7 entha¨lt eine gro¨ßere Fehlervarianz. Hier gilt σ = 0.1. Trotzdem das
Kriterium der erkla¨rten Varianz aufgrund der kleineren signal-to-noise ratio im
Vergleich zu den anderen Szenarien mit N=4 etwas besser abschneidet (siehe Ab-
schnitt 4.3.1), wird die wahre Anzahl an Eigenfunktionen von allen vier Kriterien
analog unterscha¨tzt bzw. u¨berscha¨tzt.
Auffallend ist auch, wie schon in Abschnitt 4.3.5 gezeigt, das Szenario 15. Es ist das
dritte Szenario mit λ =
”
e“, hier sind N=8 Eigenfunktionen im wahren Modell. Die drei
multivariaten Kriterien und das cAIC fu¨r gemischte Modelle spezifizieren die Anzahl
an Eigenfunktionen immer falsch. Einzig das cAIC-Kriterium nach [Yao et al., 2005]
selektiert in 50 von 100 Fa¨llen korrekterweise acht Hauptkomponenten.
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5 Anwendung
Die vorgestellten Selektionskriterien werden in diesem Abschnitt auf einen realen Da-
tensatz angewendet. Anhand der Simulationsergebnisse aus Abschnitt 4.3 soll die emp-
fohlene Anzahl zu verwendender funktionaler Hauptkomponenten diskutiert werden.
Betrachtet werden Wetterdaten aus Kanada. Verfu¨gbar ist dieser Datensatz in R im
Packet
”
fda“ [Ramsay et al., 2011]. Gemessen wurden ta¨gliche Durchschnittstempera-
turen innerhalb eines Jahres. Im Datensatz sind 35 Wetterstationen in Kanada enthal-
ten. Die zugrundeliegende Datenmatrix ist Y ∈ R35x365.
Die durch eine Fourier-Basis (2.15) entwickelten Originaldaten sind in Abbildung 17
abgetragen.
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Abbildung 17: ta¨gliche Durchschnittstemperaturen in ◦C eines Jahres gemessen von
35 Wetterstationen in Kanada.
Dieser Datensatz wurde mit der Funktion noPC analysiert. Die Ergebnisse der Selek-
tionskriterien, die sich, legt man die Simulationsstudie zugrunde, zur Selektion funk-
tionaler Hauptkomponenten eignen, sind in Tabelle 11 aufgelistet. Diese Ergebnisse
stimmen sehr gut mit der Auswertung der Simulationsstudie u¨berein.
Fu¨r den hier betrachteten Datensatz gilt, dass die Anzahl der Beobachtungen wesentlich
kleiner ist als die Anzahl an Messzeitpunkten, also n<T. Außerdem gilt, dass T = 365 >
200. Die Anzahl an Messzeitpunkten ist also gro¨ßer als die gro¨ßte Anzahl T, die in der
Simulation betrachtet wurde.
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Kriterium nErkVar nKaiser nScree nCAIC2
Anzahl an HK 2 5 5 1
Tabelle 11: Ergebnis der Selektionskriterien funktionaler Hauptkomponenten fu¨r den
kanadischen Wetterdatensatz.
n<T gilt fu¨r Szenario 2, T = 200 gilt fu¨r Szenario 5. Dies sind zwei Fa¨lle, bei denen
das Kaiserkriterium und der Scree-Test zu viele Eigenfunktionen selektieren. Die wahre
Anzahl von N=4 Eigenfunktionen wird bei Szenario 2 leicht u¨berscha¨tzt (Abbildung
8a) und bei Szenario 5 sogar stark u¨berscha¨tzt (Abbildung 8b).
Das Kriterium der erkla¨rten Varianz selektiert fu¨r Szenario 2 und 5 jeweils drei bzw.
korrekterweise vier Hauptkomponenten (vgl. Tabelle 4). In den meisten Fa¨llen wird
die wahre Anzahl an Eigenfunktionen leicht unterscha¨tzt, in manchen Fa¨llen aber auch
korrekt gescha¨tzt.
Das cAIC fu¨r gemischte Modelle selektiert fu¨r die relevanten Szenarien 2 und 5 jeweils
drei von vier Eigenfunktionen und unterscha¨tzt somit leicht die wahre Anzahl.
Fu¨r den Wetterdatensatz selektieren das Kaiserkriterium und der Scree-Test jeweils
fu¨nf Hauptkomponenten. Das Kriterium der erkla¨rten Varianz und das cAIC fu¨r ge-
mischte Modelle zwei bzw. eine Hauptkomponente (vgl. Tabelle 11).
Monat
H
au
pt
ko
m
po
ne
nt
e 
1
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
(a) Hauptkomponente 1 (75.6%)
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(b) Hauptkomponente 2 (23.3%)
Abbildung 18: Die beiden ersten Hauptkomponenten der Analyse des kanadischen
Wetterdatensatzes.
5 ANWENDUNG 55
Geht man von der Simulationsstudie aus, so u¨berscha¨tzen also das Kaiserkriterium und
der Scree-Test die Anzahl an Hauptkomponenten und das cAIC sollte die Anzahl an
Hauptkomponenten leicht unterscha¨tzen.
Nimmt man alle U¨berlegungen zusammen, so la¨sst sich ableiten, dass zwei Hauptkom-
ponenten zur Analyse dieses Datensatzes ausreichen sollten.
Abbildung 18 zeigt die beiden ersten gegla¨tteten Hauptkomponenten, die man bei der
Analyse des Wetterdatensatzes durch die Funktion LFPCAg erha¨lt. Insgesamt erkla¨ren
die beiden Hauptkomponenten 98.9% der Gesamtvarianz. Betrachtet man die Eigen-
werte λ, so berechnet sich, dass Hauptkomponente 1 75.6% und Hauptkomponente
2 23.3% der Varianz erkla¨ren. Dies besta¨tigt, dass zwei Hauptkompontenen fu¨r die
Analyse dieses Datensatzes ausreichen.
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6 Resu¨mee
Hauptziel der Arbeit war es, anhand einer Simulationsstudie, die Gu¨te verschiedenster
Kriterien zur Wahl der Anzahl funktionaler Hauptkomponenten zu untersuchen. Zu-
grunde gelegt wurde ein funktionales Modell mit zusa¨tzlichen Messfehlern (2.32). Zur
Scha¨tzung der Modellkomponenten insbesondere der Hauptkomponentenscores wurde
das PACE-Verfahren angewendet.
In die Simulationstudie wurden insgesamt sieben Selektionskriterien aufgenommen.
Vier der Kriterien werden klassisch fu¨r den Fall multivariater Daten angewendet:
• Erkla¨re einen Anteil c% der Gesamtvarianz
• Kaiser-Kriterium
• Scree-Test
• Signifikanztest nach Bartlett
Zwei der Kriterien wurden speziell fu¨r den Fall spa¨rlicher funktionaler Daten entwickelt,
vorgestellt im Paper [Yao et al., 2005]:
• CV-Kriterium
• cAIC-Kriterium
Zusa¨tzlich wurde ein weiteres cAIC-Kriterium betrachtete, welches speziell zur Selek-
tion zufa¨lliger Effekte in gemischten Modellen entwickelt wurde.
Die Kernaussagen des Simulationsergebnisses sind Folgende:
1. Das CV-Kriterium fu¨r spa¨rliche funktionale Daten la¨sst sich auf den hier betrach-
teten Fall einfacher funktionaler Daten nicht anwenden. Anhand der CV-Werte
la¨sst sich kein Minimum bestimmen.
2. Der Signifikanztest nach Bartlett eignet sich fu¨r die Selektion funktionaler Haupt-
komponenten nicht. Vor allem problematisch bei Anwendung des multivariaten
Tests auf funktionale Daten ist die Konstellation der Parameter n und T.
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3. Das Kaiser-Kriterium und der Scree-Test schneiden in der Studie am besten ab.
Beide multivariate Kriterien lassen sich fu¨r die Selektion funktionaler Hauptkom-
ponenten gut anwenden. Da sich beide Kriterien auf die Gro¨ße der Eigenwerte der
Korrelationsmatrix beziehen, sind die Ergebnisse sehr a¨hnlich. In wenigen Fa¨llen
wird die korrekte Anzahl an Eigenfunktionen im Modell u¨berscha¨tzt, jedoch nie
unterscha¨tzt.
4. Das Kriterium der erkla¨rten Varianz ist stark abha¨ngig von der Anzahl N an
Eigenfunktionen und der Varianzen der Gewichte ξ. Mit ho¨herer Anzahl N und
kleineren Werten λ wird die Gu¨te der Scha¨tzung schlechter.
5. Vergleicht man die beiden cAIC-Kriterien, so sieht man, dass das cAIC fu¨r ge-
mischte Modelle wesentlich besser abschneidet. Der Hauptunterschied ist die An-
zahl der verwendeten Freiheitsgrade. Das cAIC-Kriteium nach [Yao et al., 2005]
u¨berscha¨tzt in den meisten Fa¨llen die Anzahl an Eigenfunktionen deutlich. Beim
cAIC fu¨r gemischte Modelle lassen sich Szenarien ausmachen, bei denen die An-
zahl an Eigenfunktionen korrekt gescha¨tzt wird, wobei sie in den meisten Fa¨llen
leicht unterscha¨tzt wird.
6. Ebenso wie das Kriterium der erkla¨rten Varianz, ist auch die Gu¨te des cAIC-
Kriteriums stark von der Anzahl N an Eigenfunktionen im Modell abha¨ngig. Je
gro¨ßer N, desto schlechter die Selektion. Von beiden Kriterien wird außerdem die
Anzahl an Eigenfunktionen tendenziell unterscha¨tzt, jedoch nicht u¨berscha¨tzt.
Alles in allem sind vier der sieben betrachteten Kriterien fu¨r die Selektion der Anzahl
funktionaler Hauptkomponenten geeignet. Jeweils zwei ko¨nnen anhand ihres Selekti-
onsverhaltens zusammengefasst werden.
Die Anwendung der Selektionskrterien auf den kanadischen Wetterdatensatz besta¨tigt
die Ergebnisse der Simulation.
Es sollte klar werden, dass alle Selektionskriterien Spielraum fu¨r Diskussion und Inter-
pretation lassen und kritisch betrachtet werden sollten. Wie auch im Falle des Wetter-
datensatzes ersichtlich, ist es durchaus sinnvoll mehrere Kriterien in die Entscheidung
u¨ber die verwendete Anzahl an Hauptkomponenten einzubeziehen.
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A Verfu¨gbare Dateien
Auf der beigelegten CD befinden sich die Arbeit im PDF-Format und zwei Dateiordner:
• R: Beinhaltet den erzeugten R-Code (alle Dateien mit Dateiendung .r) und die
gespeicherten Ergebnisse der Simulation (alle Dateien mit Dateiendung .RData).
• Graphiken: Beinhaltet alle fu¨r die Arbeit erstellten Graphiken (im PDF-Format).
Folgende U¨bersicht beinhaltet in alphabetischer Reihenfolge eine Auflistung aller verfu¨g-
baren Source-Dateien, der darin enthaltenen Funktionen und der Dateien in denen
die Ergebnisse der Simulation gespeichert sind:
Source-Dateien
Datei Beschreibung Funktionen
AICdf.r Berechnung des cAIC fu¨r gemischte
Modelle
AICdfs, cloglik, cAIC
AICY.r Berechnung des cAIC nach
[Yao et al., 2005]
aicY
Auswertung4.2.r Berechnung der Datensa¨tze und
Auswertung der FPCA fu¨r Szenario
1 und 12
Auswertung4.3.r Graphiken und Tabellen zur Aus-
wertung der Simulationsergebnisse
BartlettTest.r Signifikanztest nach Bartlett sigTest, bartlett
CV.r Berechnung und Auswertung des
Kriteriums durch Kreuzvalidierung
cv, noPCCV
Datensatz.r Erstellung aller Datensa¨tze der Si-
mulation
daten
datSpeicherung.r Speicherung aller Datensa¨tze der Si-
mulation
Ergebnisse.r Berechnung der Selektionskriterien
fu¨r alle 16 Szenarien
berechnung
A VERFU¨GBARE DATEIEN 62
ErkVar.r Speicherung der erkla¨rten Varianz
eines Modells
erkVar
Kaiser.r Berechnung des Kaiser-Kriteriums kaiser
Korrelation.r Berechnung der Korrelationsmatrix
eines Datensatzes
correlation
LFPCAg newsigma.r Durchfu¨hrung der funktionalen
Hauptkomponentenanalyse
LFPCAg
NoPC.r Funktion zur Berechnung aller Se-
lektionskriterien
noPC
ScreeTest.r Durchfu¨hrung des Scree-Tests screeTest
Wetter.r Auswertung des kanadischen Wet-
terdatensatzes
ZGraphiken.r zusa¨tzliche Graphiken der Arbeit
RData-Dateien
Datei Inhalt Variablen
Datensaetze.RData Jeweils 100 Datensa¨tze fu¨r jedes der
16 betrachteten Szenarien
Datensaetze
Ergebnisse.RData Auswertungen der Selektionskriteri-
en fu¨r jeweils 100 Datensa¨tze der 16
betrachteten Szenarien
erg
ErgebnisseCV.RData Berechnete CV-Werte fu¨r jeweils 100
Datensa¨tze der Szenarien 1 und 14
ergCV
Wetter.RData Modellfit durch LFPCAg und Aus-
wertung der Selektionskriterien des
kanadischen Wetterdatensatzes
auswertung, pca
Zusa¨tzlich wichtige verwendete Packete sind das Packet
”
foreach“, welches spezielle
Schleifenkonstruktionen ermo¨glicht [Analytics, 2011b] und das Packet
”
doSMP“, wel-
ches die Parallelisierung der foreach-Schleife ermo¨glicht [Analytics, 2011a].
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B Auszu¨ge des R-Codes und Outputs
Generierung von 100 Datensa¨tzen fu¨r Szenario 1 der Simulation:
> dat <- daten(1)
> dat$szenario
[1] "n= 200 ; T= 100 ; sigma= 0.05 ; N= 4 ; lambda= h ; Eigenfunktionen= trigo"
dat$szenario gibt an, welche Auspra¨gung die Parameter im betrachteten Modell haben.
Auswertung der Selektionskriterien fu¨r den ersten Datensatz von Szenario 1 durch die
Funktion noPC :
> Y <- dat$Y
> npc <- noPC(Y[,,1])
> npc
nErkVar nKaiser nScree nBartlett nAIC1 nAIC2
3 4 4 25 10 3
Auswertung der Selektionskriterien fu¨r zwei Datensa¨tze von Szenario 1 durch die Funk-
tion berechnung :
> npc <- berechnung(1,2)
> npc
nErkVar nKaiser nScree nBartlett nAIC1 nAIC2
[1,] 3 4 4 25 10 3
[2,] 3 4 4 24 10 3
Als Argumente werden der Funktion berechnung das betrachtete Szenario (1) und die
Anzahl an Wiederholungen (2) u¨bergeben.
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Parallelisierte Auswertung aller 16 Szenarien durch die Funktion berechnung ergibt
folgenden Output (auszugsweise):
> library("foreach")
> library("doSMP")
> w <- startWorkers(workerCount=8)
> registerDoSMP(w)
> erg <- foreach(sz=1:16) %dopar% berechnung(sz)
> erg
$‘n= 200 ; T= 100 ; sigma= 0.05 ; N= 4 ; lambda= h ; Eigenfunktionen= trigo‘
nErkVar nKaiser nScree nBartlett nAIC1 nAIC2
[1,] 3 4 4 25 10 3
[2,] 3 4 4 24 10 3
[3,] 3 4 4 21 10 3
...
...
...
$‘n= 200 ; T= 100 ; sigma= 0.1 ; N= 4 ; lambda= h ; Eigenfunktionen= trigo‘
nErkVar nKaiser nScree nBartlett nAIC1 nAIC2
[1,] 3 11 9 14 9 3
[2,] 3 9 9 13 10 2
[3,] 3 10 8 10 9 3
...
...
...
$‘n= 200 ; T= 100 ; sigma= 0.05 ; N= 8 ; lambda= l ; Eigenfunktionen= trigo‘
nErkVar nKaiser nScree nBartlett nAIC1 nAIC2
[1,] 7 8 8 12 7 7
[2,] 7 8 8 8 7 7
[3,] 8 8 8 8 4 4
...
...
...
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