Real-Variable Characterizations of Orlicz-Slice Hardy Spaces by Zhang, Yangyang et al.
ar
X
iv
:1
80
3.
09
21
6v
1 
 [m
ath
.C
A]
  2
5 M
ar 
20
18 Real-Variable Characterizations of Orlicz-Slice Hardy Spaces
Yangyang Zhang, Dachun Yang ∗, Wen Yuan and Songbai Wang
Abstract In this article, the authors first introduce a class of Orlicz-slice spaces which gen-
eralize the slice spaces recently studied by P. Auscher et al. Based on these Orlicz-slice
spaces, the authors introduce a new kind of Hardy type spaces, the Orlicz-slice Hardy spaces,
via the radial maximal functions. This new scale of Orlicz-slice Hardy spaces contains the
variant of the Orlicz-Hardy space of A. Bonami and J. Feuto as well as the Hardy-amalgam
space of Z. V. de P. Able´ and J. Feuto as special cases. Their characterizations via the atom,
the molecule, various maximal functions, the Poisson integral and the Littlewood-Paley func-
tions are also obtained. As an application of these characterizations, the authors establish their
finite atomic characterizations, which further induce a description of their dual spaces and a
criterion on the boundedness of sublinear operators from these Orlicz-slice Hardy spaces
into a quasi-Banach space. Then, applying this criterion, the authors obtain the bounded-
ness of δ-type Caldero´n-Zygmund operators on these Orlicz-slice Hardy spaces. All these
results are new even for slice Hardy spaces and, moreover, for Hardy-amalgam spaces, the
Littlewood-Paley function characterizations, the dual spaces and the boundedness of δ-type
Caldero´n-Zygmund operators on these Hardy-type spaces are also new.
1 Introduction
The Hardy spaces Hp(Rn), with p ∈ (0, 1], are known to be one of the most important working
spaces on Rn in harmonic analysis and partial differential equations, which play key roles in many
branches of analysis; see, for example, [19, 22, 43, 41, 37]. In particular, Hp(Rn), with p ∈ (0, 1],
are good substitutes of Lebesgue spaces Lp(Rn) when studying the boundedness of Caldero´n-
Zygmund operators. In recent decades, in order to meet the requirements arising in the study of the
boundedness of operators, partial differential equations and some other fields, various variants of
Hardy spaces have been introduced and developed, such as weak Hardy spaces (see, for example,
[17, 20]), Hardy-Lorentz spaces (see, for example, [2, 4, 32, 33, 34]) and Orlicz-Hardy spaces (see,
for example, [29, 30, 42, 44]). Recently, in [1], as a generalization of the classical Hardy space and
the Lorentz-Hardy space, Able´ and Feuto introduced the Hardy type space H (p,q)(Rn) with p, q ∈
(0,∞) based on the N.Weiner amalgam spaces (Lp, ℓq)(Rn) and obtained an atomic decomposition
of these Hardy-amalgam spaces when q ∈ (0,∞) and p ∈ (0,min{1, q}). In [8], Bonami and
Feuto introduced the Hardy type spaces HΦ∗ (Rn) and hΦ∗ (Rn) with respect to the amalgam space
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(LΦ, ℓ1)(Rn), where Φ(t) := t
log(e+t)
for any t ∈ [0,∞) is an Orlicz function, and applied these
Hardy-type spaces to study the linear decomposition of the product of the Hardy space H1(Rn)
and its dual space BMO (Rn) as well as the local Hardy space h1(Rn) and its dual space bmo (Rn).
Moreover, very recently, Cao et al. [12] applied hΦ∗ (R
n) to study the bilinear decomposition of the
product of the local Hardy space h1(Rn) and its dual space bmo (Rn). Recall that both the Hardy
type spaces HΦ∗ (Rn) and hΦ∗ (Rn) were defined in [8] via the (local) radial maximal functions, while
hΦ∗ (Rn) in [12] was defined via the local grand maximal function. Moreover, no other real-variable
characterizations of both the Hardy type spaces HΦ∗ (Rn) and hΦ∗ (Rn) are known so far.
On the other hand, recently, to study the classification of weak solutions in the natural classes
for the boundary value problems of a t-independent elliptic system in the upper plane, Auscher and
Mourgoglou [6] introduced the slice spaces E
q
t (R
n). In [7], Auscher and Prisuelos-Arribas further
introduced a more general slice space (E
q
r )t(R
n) and applied it to study the action of operators, such
as the Hardy-Littlewood maximal operator, Caldero´n-Zygmund operators and Riesz potentials, on
tent spaces.
More precisely, recall that the tent space T
q
r (R
n+1
+ ), with q, r ∈ (0,∞), consists of all measurable
functions F on Rn+1+ := R
n × (0,∞) such that
‖F‖T qr (Rn+1+ ) :=
∥∥∥∥∥∥∥
[∫ ∞
0
∫
B(·,t)
|F(y, t)|r dy dt
tn+1
]1/r∥∥∥∥∥∥∥
Lq(Rn)
< ∞,
here and hereafter, for any (x, t) ∈ Rn+1+ , B(x, t) := {y ∈ Rn : |y− x| < t}. It is known (see [14]) that
T
q
r (R
n+1
+ ) can be represented as
∑∞
i=1 λiAi with {λi}i∈N ∈ ℓq and {Ai}i∈N being T qr (Rn+1+ )-atoms, that
is, for any i ∈ N, there exists a ball Bi ⊂ Rn such that
supp(Ai) ⊂ B̂i := {(x, t) ∈ Rn+1+ : d(x,Rn \ Bi) ≥ t}
and
!
B̂i
|Ai(x, t)|r dx dtt ≤ |Bi|1−
r
q , where d(x,Rn \ Bi) := inf{|x − y| : y ∈ Rn \ Bi}. As a subspace
of T
q
r (R
n+1
+ ), Auscher and Prisuelos-Arribas [7] introduced the space T
q
r (R
n+1
+ ) consisting of all
functions F ∈ T qr (Rn+1+ ) which can be represented as
∑∞
i=1 λiAi with {λi}i∈N ∈ ℓq and T qr (Rn+1+ )-
atoms {Ai}i∈N satisfying the additional moment condition
∫
Rn+1+
Ai(x, t) dx = 0 for almost every
t ∈ (0,∞) and any i ∈ N. In [7], Auscher and Prisuelos-Arribas studied the behaviors of the Hardy-
Littlewood maximal operator, Caldero´n-Zygmund operators and Riesz potentials on T
q
r (R
n+1
+ ) and
T
q
r (R
n+1
+ ). As Auscher and Prisuelos-Arribas mentioned in [7], “it would be interesting to explore
further these spaces (interpolation, etc) and their applications”.
One key tool used in [7] is the slice space which is defined via slicing the classical tent space
norm at a fixed height. Recall that, for any q, r, t ∈ (0,∞), the slice space (Eqr )t(Rn) in [7] is
defined as the space of all locally r-integrable functions f on Rn such that
(1.1) ‖ f ‖(Eqr )t(Rn) :=

∫
Rn
[
t−n
∫
B(x,t)
| f (y)|r dy
]q/r
dx

1/q
< ∞.
In particular, E
q
t (R
n) := (E
q
2
)t(R
n) was introduced in [6]. A subspace (C
q
r )t(R
n) of (E
q
r )t(R
n)
was also introduced in [7] in a way similar to T
q
r (R
n+1
+ ) (see also Definition 6.5 below). These
slice spaces (E
q
r )t and (C
q
r )t were proved in [7] to be the retracts of the tent spaces T
q
r (R
n+1
+ ) and
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T
q
r (R
n+1
+ ), respectively. They are also special cases of theWiener-amalgam spaces (see [21]) which
were first introduced by N. Wiener and further developed in time-frequency analysis and sampling
theory. Properties of slice spaces such as the duality, the atomic decomposition and the interpola-
tion were also clarified in [6, 7]. Observe that the Hardy type space (C
q
r )t(R
n) [and also T
q
r (R
n+1
+ )]
was introduced in [7] via atoms and no other real-variable characterizations of these Hardy type
spaces are known so far.
Let Φ be an Orlicz function on [0,∞) and q, t ∈ (0,∞). Motivated by the aforementioned
works, in this article, we first introduce a class of Orlicz-slice spaces, (E
q
Φ
)t(R
n), which generalize
the slice spaces [in this case, Φ(τ) := τr for any τ ∈ [0,∞) with r ∈ (0,∞)] recently defined and
studied by Auscher and Mourgoglou [6] (the case r = 2) as well as by Auscher and Prisuelos-
Arribas [7]. Based on these Orlicz-slice spaces, we then introduce a new kind of Hardy-type
spaces, the Orlicz-slice Hardy spaces (HE
q
Φ
)t(R
n), via the radial maximal functions. This new
scale of Orlicz-slice Hardy spaces contains the variant of the Orlicz-Hardy space, HΦ∗ (R
n) [in this
case, q = t = 1], of Bonami and Feuto [8] as well as the Hardy-amalgam space [in this case, t = 1
and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞)] of Able´ and Feuto [1] as special cases. Their
characterizations via the atom, the molecule, various maximal functions, the Poisson integral and
the Littlewood-Paley functions are also obtained. As an application of these characterizations, we
then establish finite atomic characterizations of Orlicz-slice Hardy spaces, which further induce
a description of their dual spaces and a criterion on the boundedness of sublinear operators from
these Orlicz-slice Hardy spaces into a quasi-Banach space. Then, applying this criterion, we ob-
tain the boundedness of δ-type Caldero´n-Zygmund operators on these Orlicz-slice Hardy spaces.
Moreover, the relations between the Orlicz-slice space and the Orlicz-slice Hardy space, or be-
tween the Hardy-type space (C
q
r )t(R
n), with t ∈ (0,∞), r ∈ (1,∞) and q ∈ ( n
n+1
, 1], from [7] and
(HE
q
Φ
)t(R
n) in the case when Φ(τ) := τs for any τ ∈ [0,∞) with s ∈ ( n
n+1
, q] are also clarified. All
these results of this article are new even for slice Hardy spaces and, moreover, for Hardy-amalgam
spaces, the molecular characterization, the Littlewood-Paley function characterizations, the dual
spaces and the boundedness of δ-type Caldero´n-Zygmund operators on these Hardy-type spaces
are also new. Thus, the results obtained in this article essentially complement and generalize the
real-variable theories of the Hardy-amalgam space in [1] as well as the Hardy-type space HΦ∗ (Rn)
in [8].
To be more precise, in Section 2 of this article, we introduce the notion of Orlicz-slice spaces
(E
q
Φ
)t(R
n) and then present some basic properties of (E
q
Φ
)t(R
n), such as their equivalence relation
with the Orlicz-amalgam spaces (see Proposition 2.12 below), the Fefferman-Stein vector-valued
inequality for the Hardy-Littlewood maximal operator on (E
q
Φ
)t(R
n) (see Theorem 2.20 below), the
boundedness of the Hardy-Littlewood maximal operator on (E
q
Φ
)t(R
n) (see Corollary 2.22 below),
and the dual spaces of (E
q
Φ
)t(R
n) (see Theorem 2.26 below). The boundedness of the Hardy-
Littlewood maximal operator on (E
q
Φ
)t(R
n) is a key tool in this article. Recall that the boundedness
of the Hardy-Littlewood maximal operator on the amalgam space (Lp, ℓq)(Rn) with p, q ∈ (1,∞)
was obtained in [13]. However, the approach used in [13] for (Lp, ℓq)(Rn) is no longer feasible for
(E
q
Φ
)t(R
n) because the quasi-norm ‖ · ‖LΦ(Rn) cannot be represented as an integral and hence cannot
apply the weighted boundedness of the Hardy-Littlewood maximal operator. To overcome this
obstacle, we employ a different method, namely, we first establish a generalization of [7, Lemma
4.1] via replacing the maximal function and Lr(Rn) norm therein, respectively, by the vector-
valued maximal function and LΦ(Rn) norm here (see Lemma 2.13 below), which plays a key role
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in establishing the Fefferman-Stein vector-valued inequality for the Hardy-Littlewood maximal
operator on (E
q
Φ
)t(R
n) (see the proof of Theorem 2.20); from Theorem 2.20, we immediately
induce the desired boundedness of the Hardy-Littlewood maximal operator on (E
q
Φ
)t(R
n). We also
point out that the proof of Theorem 2.26 strongly depends on Proposition 2.12 and the well-known
dual spaces of Orlicz-amalgam spaces. Moreover, in Lemma 2.28 below, we further prove that the
Orlicz-slice spaces (E
q
Φ
)t(R
n) are ball quasi-Banach function spaces considered in [40] and hence
all results from [40] are applicable to (E
q
Φ
)t(R
n).
In Section 3, based on the Orlicz-slice spaces (E
q
Φ
)t(R
n), we first introduce the Orlicz-slice
Hardy spaces, (HE
q
Φ
)t(R
n), which are defined via the radial maximal functions (see Definition
3.2 below) and then present some fundamental properties of these Orlicz-slice Hardy spaces
(HE
q
Φ
)t(R
n) including characterizations via the grand and the non-tangential maximal functions
(see Theorem 3.5 below), the poisson integral (see Theorem 3.6 below), the atom (see Theorem
3.11 below), the molecule (see Theorem 3.13 below), the Littlewood-Paley functions (see Theo-
rems 3.17, 3.18 and 3.19 below) and the finite atomic decomposition (see Theorem 3.22 below).
We also clarify the relations between (E
q
Φ
)t(R
n) and (HE
q
Φ
)t(R
n) in Theorem 3.8 below.
The proofs of all main results in Section 3 are given in Section 4. Recall that a real-variable
theory of Hardy spaces related to ball quasi-Banach function spaces was recently developed in
[40]. The results obtained in [40] are of so wide generality that, in Section 4, we can directly apply
them to obtain the atomic and the molecular characterizations as well as those characterizations
via various maximal functions, the Poisson integral and the Lusin area function of the Orlicz-slice
Hardy space (HE
q
Φ
)t(R
n) as well as the relation between (HE
q
Φ
)t(R
n) and (E
q
Φ
)t(R
n). Then, using
the atomic characterization, we further establish the Littlewood-Paley g-function and g∗λ-function
characterizations of (HE
q
Φ
)t(R
n) and also the finite atomic characterization.
We point out that, in [1], Able´ and Feuto introduced the Hardy-amalgam space H (p,q)(Rn) and
obtained the non-tangential maximal function characterization, the Poisson integral characteriza-
tion and the atomic decomposition as well as the finite atomic decomposition of this space. To
the best of our knowledge, this might be the first article to deal with the real-variable theory of
Hardy spaces based on amalgam spaces. Comparing with [1], the approach used in this article via
the general theory of [40] for the corresponding characterizations of (HE
q
Φ
)t(R
n) is much simpler.
Also, comparing with the atomic characterization ofH (p,q)(Rn) obtained in [1], the atomic charac-
terization of (HE
q
Φ
)t(R
n) obtained in this article holds true on a wider range even when (HE
q
Φ
)t(R
n)
is reduced to H (p,q)(Rn) [in this case, t = 1 and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞)],
which improves the related result in [1].
In Section 5, as an application of both the atomic characterization (Theorem 3.11) and the finite
atomic characterization (Theorem 3.22) of (HE
q
Φ
)t(R
n) obtained in Section 3, we prove that the
dual spaces of (HE
q
Φ
)t(R
n) can be described as certain Campanato spaces related to the Orlicz-slice
spaces (see Theorem 5.7 below).
The last section, Section 6, is devoted to some further applications of the characterizations
obtained in Section 3. We first establish a criterion on the boundedness of sublinear operators
from (HE
q
Φ
)t(R
n) into a quasi-Banach space (see Theorem 6.2 and Corollary 6.3 below), which are
further used to obtain the boundedness of the δ-type Caldero´n-Zygmund operators on (HE
q
Φ
)t(R
n)
(see Theorems 6.11 and 6.13). Moreover, in Proposition 6.6 below, we clarify the relation between
(C
q
r )t(R
n), with t ∈ (0,∞), r ∈ (1,∞) and q ∈ ( n
n+1
, 1], from [7] and (HE
q
Φ
)t(R
n) in the case when
Φ(τ) := τs for any τ ∈ [0,∞) with s ∈ (0, q].
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Observe that a real-variable theory of local Hardy spaces based on the Orlicz-slice spaces can
also be developed. However, to limit the length of this article, we will consider this local version
in another article.
Finally, we make some convention on notation. For any x ∈ Rn and r ∈ (0,∞), let B(x, r) :=
{y ∈ Rn : |x − y| < r} and B¯(x, r) be its closure in Rn. For any r ∈ (0,∞), f ∈ L1
loc
(Rn) and x ∈ Rn,
let
−
∫
B(x, r)
f (y) dy :=
1
|B(x, r)|
∫
B(x,r)
f (y) dy,
here and hereafter, L1
loc
(Rn) denotes the space of all locally integrable functions. For any set E,
we use χE to denote its characteristic function and #E its cardinality. We also use ~0n to denote
the origin of Rn. Let S(Rn) denote the collection of all Schwartz functions on Rn, equipped with
the classical well-known topology, and S′(Rn) its topological dual, namely, the collection of all
bounded linear functionals on S(Rn) equipped with the weak-∗ topology. Let N := {1, 2, ...} and
Z+ := N
⋃{0}. Denote by the symbol Q the set of all cubes having their edges parallel to the
coordinate axes. Also, for any x ∈ Rn and l ∈ (0,∞), Q(x, l) denotes the cube with the center x
and the side-length l. Furthermore, for any cube Q ∈ Q and j ∈ Z+, let S j(Q) := (2 j+1Q) \ (2 jQ)
with j ∈ N and S 0(Q) := 2Q. For any ϕ ∈ S(Rn) and t ∈ (0,∞), let ϕt(·) := t−nϕ(t−1·). For any
s ∈ R, we denote by ⌊s⌋ the largest integer not greater than s. For any p ∈ [0, 1], let p′ be its
conjugate index, that is, p′ satisfies 1/p+1/p′ = 1. We always use C to denote a positive constant,
which is independent of the main parameter, but it may vary from line to line. Moreover, we use
C(γ, β, ...) to denote a positive constant depending on the indicated parameters γ, β, . . .. If, for any
real functions f and g, f ≤ Cg, we then write f . g and, if f . g . f , we then write f ∼ g.
2 Orlicz-slice spaces
In this section, we introduce the slice spaces related to Orlicz functions and present some of
their basic properties such as the boundedness of maximal operators, which are used in the later
sections. We begin with the notions of both Orlicz functions and Orlicz spaces (see, for example,
[39]).
Definition 2.1. A function Φ : [0,∞) → [0,∞) is called anOrlicz function if it is non-decreasing
and satisfies Φ(0) = 0, Φ(t) > 0 whenever t ∈ (0,∞) and limt→∞ Φ(t) = ∞. An Orlicz function
Φ is said to be of lower (resp., upper) type p with p ∈ (−∞,∞) if there exists a positive constant
C(p), depending on p, such that, for any t ∈ [0,∞) and s ∈ (0, 1) [resp., s ∈ [1,∞)],
Φ(st) ≤ C(p)spΦ(t).
A function Φ : [0,∞) → [0,∞) is said to be of positive lower (resp., upper) type if it is of lower
(resp., upper) type p for some p ∈ (0,∞).
Definition 2.2. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
. The Orlicz space LΦ(Rn) is defined to be the set of all measurable functions f such that
‖ f ‖LΦ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
Φ
( | f (x)|
λ
)
dx ≤ 1
}
< ∞.
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We now give some basic properties of Orlicz functions.
Lemma 2.3. Let Φ be an Orlicz function with positive upper type p+
Φ
. Then there exists a positive
constant C such that
Φ(t1 + t2) ≤ C [Φ(t1) + Φ(t2)] , ∀ t1, t2 ∈ [0,∞).
Proof. Obviously we only need to consider the case when t1 + t2 > 0. If p
+
Φ
∈ (0, 1], then, for any
i ∈ {1, 2},
ti
t1 + t2
Φ(t1 + t2) . Φ(ti)
and hence
tiΦ(t1 + t2) . Φ(ti)(t1 + t2),
which, via taking the summation on i on both side, further implies the desired conclusion. If
p+
Φ
∈ (1,∞), then let Φ˜(t) := Φ(t1/p+Φ ) for any t ∈ [0,∞). It is easy to check that Φ˜ is an Orlicz
function of upper type 1 and hence, by the proved conclusion, we have
Φ(t1 + t2) = Φ˜
(
[t1 + t2]
p+
Φ
)
. Φ˜
(
t
p+
Φ
1
)
+ Φ˜
(
t
p+
Φ
2
)
∼ Φ(t1) + Φ(t2).
This finishes the proof of Lemma 2.3. 
Remark 2.4. When Φ is an Orlicz function with positive upper type p+
Φ
, from Lemma 2.3, it is
easy to deduce that ‖ · ‖LΦ(Rn) is a quasi-norm.
The following lemma is well known.
Lemma 2.5. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
and
Φ˜(t) :=
∫ t
0
Φ(s)
s
ds, ∀ t ∈ (0,∞).
Then Φ˜ is also an Orlicz function, which is equivalent to Φ and Φ˜ is continuous and strictly
increasing.
Remark 2.6. Observe that all the results stated in this article are invariant under the change of
equivalent Orlicz functions. Moreover, equivalent Orlicz functions share the same positive upper
and the same lower type numbers. In what follows, by Lemma 2.5, without loss of generality, we
may always assume that an Orlicz function Φ is continuous and strictly increasing.
Lemma 2.7. Let Φ be an Orlicz function with positive lower type p−
Φ
. If the inequality that
∫
Rn
Φ
( | f (x)|
λ
)
dx 6 C˜ f or some λ ∈ (0,∞) and positive constant C˜
holds true, then there exists a positive constant C, depending on C˜ and p−
Φ
, such that ‖ f ‖LΦ(Rn) ≤
Cλ.
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Proof. The proof is simple and we can take C := (1 + C˜C(p−
Φ
))
1/p−
Φ with C˜ as in the assumption of
Lemma 2.7. This finishes the proof of Lemma 2.7. 
Now we introduce the Orlicz-slice space and the Orlicz-amalgam space. The former is a gen-
eralization of the slice spaces introduced in [6, 7], and the latter is a generalization of the classical
amalgam space (Lp, ℓq) defined by N. Wiener in 1926, in the formulation of his generalized har-
monic analysis.
Definition 2.8. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. The Orlicz-slice space (E
q
Φ
)t(R
n) is defined to be the set of all measurable
functions f such that
‖ f ‖(Eq
Φ
)t(Rn)
:=
{∫
Rn
[‖ fχB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)
]q
dx
} 1
q
< ∞.
Definition 2.9. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. The Orlicz-amalgam space ℓq(LΦt )(R
n) is defined to be the set of all
measurable functions f such that
‖ f ‖ℓq(LΦt )(Rn) :=
∑
k∈Zn
∥∥∥ fχQtk∥∥∥qLΦ(Rn)

1
q
< ∞,
where Qtk := t[k + [0, 1)
n] for any t ∈ (0,∞) and k ∈ Zn.
Remark 2.10. (i) Both the Orlicz-slice space and the Orlicz-amalgam space fall into the scale
of Wiener-amalgam spaces introduced by Feichtinger [21]. By Lemmas 2.3, 2.7 and [21,
Theorem 1], we know that both the Orlicz-slice space and the Orlicz-amalgam space are
quasi-Banach spaces.
(ii) If t = 1 and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞), then (Eq
Φ
)t(R
n) coincides with the
Weiner amalgam spaces (Lp, ℓq)(Rn) in [1]. By [1, Proposition 2.1], we have (Lp, ℓq)(Rn) ⊂
Lp(Rn)
⋂
Lq(Rn) when p ∈ (0, q) and Lp(Rn)⋃ Lq(Rn) ⊂ (Lp, ℓq)(Rn) when q ∈ (0, p),
here and hereafter, for any r ∈ (0,∞], the symbol Lr(Rn) denotes the set of all measurable
functions f such that
‖ f ‖Lr(Rn) :=
{∫
Rn
| f (x)|r dx
}1/r
< ∞
with the usual modification made when r = ∞.
(iii) If Φ(τ) := τr for any τ ∈ [0,∞) with r ∈ (0,∞), then (Eq
Φ
)t(R
n) and (E
q
r )t(R
n) from [6, 7]
coincide with equivalent quasi-norms.
The following proposition clarifies the relation between (E
q
r )t(R
n), with t, q, r ∈ (0,∞), and
Lq(Rn), whose proof is a slight modification of the proof of [1, Proposition 2.1].
Proposition 2.11. Let t, q, r ∈ (0,∞).
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(i) If r ∈ (0, q], then Lr(Rn) ∪ Lq(Rn) ⊂ (Eqr )t(Rn); precisely, for any f ∈ Lr(Rn) ∪ Lq(Rn), then
f ∈ (Eqr )t(Rn) and ‖ f ‖(Eqr )t(Rn) ≤ min{‖ f ‖Lr(Rn), ‖ f ‖Lq(Rn)};
(ii) If q ∈ (0, r], then (Eqr )t(Rn) ⊂ Lq(Rn); precisely, for any f ∈ (Eqr )t(Rn), then f ∈ Lq(Rn) and
‖ f ‖Lq(Rn) ≤ ‖ f ‖(Eqr )t(Rn).
(iii) (E
q
q)t(R
n) and Lq(Rn) coincide with the same quasi-norms.
Proof. Observe that (iii) is an immediate corollary of (i) and (ii). Thus, to complete the proof of
this proposition, we only need to show (i) and (ii).
We first show (i). In this case, for any f ∈ Lq(Rn), using the Ho¨lder inequality and the Fubini
theorem, we obtain
‖ f ‖(Eqr )t(Rn) ≤

∫
Rn
 1|B(x, t)|
[∫
B(x,t)
| f (y)|q dy
] r
q
|B(x, t)| 1(q/r)′

q
r
dx

1
q
=
{∫
Rn
1
|B(x, t)|
∫
B(x,t)
| f (y)|q dy dx
} 1
q
= ‖ f ‖Lq(Rn).
Also, for any f ∈ Lr(Rn), applying the Minkowski inequality, we conclude that
‖ f ‖(Eqr )t(Rn) ≤

∫
Rn
{∫
Rn
[
t−nχB(x,t)(y)| f (y)|r
] q
r dx
} r
q
dy

1
r
= ‖ f ‖Lr(Rn).
Thus, Lr(Rn)
⋃
Lq(Rn) ⊂ (Eqr )t(Rn), that is, (i) holds true.
Now, we prove (ii). In this case, by the Ho¨lder inequality, we have
‖ f ‖Lq(Rn) =
{∫
Rn
1
|B(x, t)|
∫
B(x,t)
| f (y)|q dy dx
} 1
q
≤

∫
Rn
1
|B(x, t)|
[∫
B(x,t)
| f (y)|r dy
] q
r
[∫
B(x,t)
dy
] 1
(r/q)′
dx

1
q
= ‖ f ‖(Eqr )t(Rn).
From this, we deduce (E
q
r )t(R
n) ⊂ Lq(Rn), which completes the proof of (ii) and hence of Propo-
sition 2.11. 
Observing that, for any x ∈ Rn and t ∈ (0,∞),
(2.1) ‖χB(x,t)‖LΦ(Rn) =
[
Φ−1
(
1
|B(x, t)|
)]−1
=
[
Φ−1
(
1
εntn
)]−1
=: C˜(Φ,t)
is independent of x,where εn denotes the volume of the unit ball in R
n andΦ−1 the inverse function
of Φ, we have the next proposition, which shows that, for any t ∈ (0,∞), the Orlicz-slice space
(E
q
Φ
)t(R
n) is equivalent to the Orlicz-amalgam space ℓq(LΦt )(R
n).
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Proposition 2.12. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then (E
q
Φ
)t(R
n) and ℓq(LΦt )(R
n) coincide and, for any f ∈ (Eq
Φ
)t(R
n),
tn ∑
k∈Zn
∥∥∥ fχQkt∥∥∥qLΦ(Rn)

1
q
∼
{∫
Rn
[∥∥∥ fχB(x,t)∥∥∥LΦ(Rn)]q dx
} 1
q
,
where the equivalent positive constants are independent of f and t.
Proof. We first show that
(2.2)
tn ∑
k∈Zn
∥∥∥ fχQtk∥∥∥qLΦ(Rn)

1
q
∼
{∫
Rn
[∥∥∥ fχB(x,2√nt)∥∥∥LΦ(Rn)
]q
dx
} 1
q
.
Indeed, it is easy to see that
tn ∑
k∈Zn
∥∥∥ fχQtk∥∥∥qLΦ(Rn)

1
q
=
∥∥∥∥∥∥∥
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χQtk
∥∥∥∥∥∥∥
Lq(Rn)
.
For any x ∈ Qtk, from Qtk ⊂ B(x, 2
√
nt), it follows that∥∥∥ fχQtk∥∥∥LΦ(Rn) χQtk(x) ≤ ∥∥∥ fχB(x,2√nt)∥∥∥LΦ(Rn) .
Thus, combining the above two formulas, we conclude that
(2.3)
∥∥∥∥∥∥∥
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χQtk
∥∥∥∥∥∥∥
Lq(Rn)
≤
∥∥∥∥∥∥∥ fχB(·,2√nt)∥∥∥LΦ(Rn)
∥∥∥∥
Lq(Rn)
.
To prove the opposite inequality, for any given x ∈ Rn, we let
Mx :=
{
k ∈ Zn : Qtk ∩ B(x, 2
√
nt) , ∅
}
.
Then the cardinality #Mx . 1 and, if k ∈ Mx, then x ∈ B(tk, 4
√
nt), which further implies that
∥∥∥ fχB(x,2√nt)∥∥∥LΦ(Rn) =
∥∥∥∥∥∥∥
∑
k∈Zn
fχB(x,2
√
nt)χQtk
∥∥∥∥∥∥∥
LΦ(Rn)
.
∑
k∈Mx
∥∥∥ fχB(x,2√nt)χQtk∥∥∥LΦ(Rn)
.
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χB(tk,4√nt)(x).
Thus, we have
(2.4)
∥∥∥∥∥∥∥ fχB(·,2√nt)∥∥∥LΦ(Rn)
∥∥∥∥
Lq(Rn)
.
∥∥∥∥∥∥∥
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χB(tk,4√nt)
∥∥∥∥∥∥∥
Lq(Rn)
.
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It is easy to see that there exist N ∈ N and {k1, . . . , kN} ⊂ Zn, independent of t, such that N . 1
and B(~0n, 4
√
nt) ⊆ ⋃Nm=1 Qtkm and hence∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χB(tk,4√nt) ≤
N∑
m=1
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χQt(km+k) .
By this, the translation invariance of the Lebesgue measure and N . 1, we further obtain∥∥∥∥∥∥∥
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χB(tk,4√nt)
∥∥∥∥∥∥∥
Lq(Rn)
6
∥∥∥∥∥∥∥
N∑
m=1
∑
k∈Zn
∥∥∥ fχQtk∥∥∥LΦ(Rn) χQt(km+k)
∥∥∥∥∥∥∥
Lq(Rn)
.
tn ∑
k∈Zn
∥∥∥ fχQtk∥∥∥qLΦ(Rn)

1
q
,
which, together with (2.4), implies that the opposite inequality of (2.3) holds true. Thus, (2.2)
holds true.
Now, to complete the proof of Proposition 2.12, we only need to show that∥∥∥∥∥∥∥ fχB(·,2√nt)∥∥∥LΦ(Rn)
∥∥∥∥
Lq(Rn)
∽
∥∥∥∥∥∥∥ fχB(·,t)∥∥∥LΦ(Rn)∥∥∥∥Lq(Rn) .
Since both B(~0n, 4
√
nt) and B(~0n, t) are compact subsets of R
n with nonempty interiors, it fol-
lows that there exist M ∈ N and {x1, . . . , xM} ⊂ Rn, independent of t, such that M . 1 and
B(~0n, 4
√
nt) ⊆ ⋃Mm=1 B(xm, t). Thus, for any x ∈ Rn, we have
∥∥∥ fχB(x,2√nt)∥∥∥LΦ(Rn) =
∥∥∥∥∥∥∥ f
M∑
m=1
χB(x+xm ,t)
∥∥∥∥∥∥∥
LΦ(Rn)
.
M∑
m=1
∥∥∥ fχB(x+xm ,t)∥∥∥LΦ(Rn) .
By this, the translation invariance of the Lebesgue measure and M . 1, we further obtain
∥∥∥∥∥∥∥ fχB(·,2√nt)∥∥∥LΦ(Rn)
∥∥∥∥
Lq(Rn)
.
M∑
m=1
∥∥∥∥∥∥∥ fχB(x+xm ,t)∥∥∥LΦ(Rn)∥∥∥∥Lq(Rn) .
∥∥∥∥∥∥∥ fχB(·,t)∥∥∥LΦ(Rn)∥∥∥∥Lq(Rn) .
The reverse inequality obviously holds true. This finishes the proof of Proposition 2.12. 
Recall that the centered Hardy-Littlewood maximal operator M is defined by setting, for any
locally integrable function f and x ∈ Rn,
M( f )(x) := sup
r∈(0,∞)
−
∫
B(x,r)
| f (x)| dy,
and the uncentered Hardy-Littlewood maximal operator Mu is defined by setting, for any locally
integrable function f and x ∈ Rn,
Mu( f )(x) := sup
x∈B
−
∫
B
| f (y)| dy,
where the supremum is taken over all balls B of Rn containing x.
Borrowing some ideas from the proof of [7, Lemma 4.1], we have the following very useful
technical lemma, which plays a vital role in the proof of Theorem 2.20 below.
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Lemma 2.13. Let t ∈ (0,∞), r ∈ (1,∞) and Φ be an Orlicz function with positive lower type
p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. Then, for any sequence { f j} j∈Z of locally integrable
functions and x ∈ Rn, it holds true that∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M( f j)
]r
1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x,2t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
+C‖χB(x,t)‖LΦ(Rn)

∑
j∈Z
[
Mu
(
−
∫
B(·,t)
∣∣∣ f j(z)∣∣∣ dz
)
(x)
]r
1
r
,
where the positive constant C is independent of { f j} j∈Z, x ∈ Rn and t ∈ (0,∞).
Proof. Let { f j} j∈Z be a sequence of locally integrable functions. Fix x ∈ Rn. Then we have
∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M( f j)
]r
1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈Z
 sup
s∈(0,t]
−
∫
B(·,s)
∣∣∣ f j(z)∣∣∣ dz
r

1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
+
∥∥∥∥∥∥∥∥∥

∑
j∈Z
 sup
s∈(t,∞)
−
∫
B(·,s)
∣∣∣ f j(z)∣∣∣ dz
r

1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
=: I + II.
Since B(y, s) ⊂ B(x, 2t) whenever s ∈ (0, t] and y ∈ B(x, t), it follows that
I ∼
∥∥∥∥∥∥∥∥∥χB(x,t)

∑
j∈Z
 sup
s∈(0,t]
−
∫
B(·,s)
∣∣∣ f j(z)∣∣∣ χB(x,2t)(z) dz
r

1
r
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M
(
f jχB(x,2t)
)]r
1
r
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x,2t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
,
where, in the last inequality, we used the Orlicz Fefferman-Stein vector-valued inequality (see, for
example, [26] or [44, Theorem 2.1.4]).
As for II, observe that, for any ξ, z ∈ Rn, ξ ∈ B(z, t) if and only if z ∈ B(ξ, t) and, moreover,
if z ∈ B(y, s), ξ ∈ B(z, t) and s ∈ (t,∞), then ξ ∈ B(y, 2s). Besides, observe that y ∈ B(x, t) and
s ∈ (t,∞) imply that x ∈ B(y, 2s). From these observations and the Fubini theorem, we deduce that
II ∼
∥∥∥∥∥∥∥∥∥χB(x,t)

∑
j∈Z
 sup
s∈(t,∞)
−
∫
B(·,s)
−
∫
B(z,t)
∣∣∣ f j(z)∣∣∣ dξ dz
r

1
r
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥∥∥∥χB(x,t)

∑
j∈Z
 sup
s∈(t,∞)
−
∫
B(·,2s)
−
∫
B(ξ,t)
∣∣∣ f j(z)∣∣∣ dz dξ
r

1
r
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
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.
∥∥∥∥∥∥∥∥∥χB(x,t)

∑
j∈Z
[
Mu
(
−
∫
B(·,t)
∣∣∣ f j(z)∣∣∣ dz
)
(x)
]r
1
r
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥χB(x,t)∥∥∥LΦ(Rn)

∑
j∈Z
[
Mu
(
−
∫
B(·,t)
∣∣∣ f j(z)∣∣∣ dz
)
(x)
]r
1
r
.
Gathering the estimates for I and II, we then obtain the desired conclusion, which completes
the proof of Lemma 2.13. 
Definition 2.14. A convex function Φ : [0,∞) → [0,∞) is called a Young function if Φ is
non-decreasing, Φ(0) = 0 and limt→∞ Φ(t) = ∞. For any Young function Φ, its complementary
function Ψ : [0,∞) → [0,∞) is defined by setting, for any y ∈ [0,∞)
Ψ(y) := sup {xy − Φ(x) : x ∈ [0,∞)} .
Definition 2.15. A Young function Φ : [0,∞) → [0,∞) is called an N-function if Φ(0) = 0,
Φ(t) > 0 for any t ∈ (0,∞), limt→∞ Φ(t)t = ∞ and limt→0+ Φ(t)t = 0, here and hereafter, t → 0+
means t ∈ (0,∞) and t → 0.
Lemma 2.16. Let Φ be an Orlicz function with lower type p−
Φ
∈ (1,∞) and positive upper type
p+
Φ
. Then there exists an N-function Φ˜, which is equivalent to Φ.
Proof. Consider the function
Φ˜(t) :=

∫ t
0
sup
τ∈(0,s)
Φ(τ)
τ
ds, ∀ t ∈ (0,∞],
0, t = 0.
Then it is easy to prove that Φ˜ is convex on [0,∞). By the assumption that p−
Φ
∈ [1,∞), we know
that, for any t ∈ (0,∞),
Φ˜(t) ≤ t sup
τ∈(0,t)
Φ(τ)
τ
≤ C(p−
Φ
)t sup
τ∈(0,t)
(
τ
t
)p−
Φ Φ(t)
τ
≤ C(p−
Φ
)Φ(t).
On the other hand, for any t ∈ (0,∞), we have
Φ(t) ≤ C(p+
Φ
)2
p+
ΦΦ(t/2) ≤ C(p+
Φ
)2
p+
Φ
∫ t
t/2
sup
τ∈(0,s)
Φ(τ)
τ
ds ≤ C(p+
Φ
)2
p+
ΦΦ˜(t).
Thus, we obtain Φ ∼ Φ˜. Moreover, it is easy to prove that Φ˜ is an N-function, which completes
the proof of Lemma 2.16. 
Remark 2.17. (i) Observe that all the results stated in this article are invariant under the change
of equivalent Orlicz functions. In what follows, by Lemma 2.16 and its proof, without loss
of generality, we may always assume that an Orlicz function Φ of lower type p−
Φ
∈ (1,∞) is
also an N-function and an Orlicz function Φ of lower type p−
Φ
= 1 is also a Young function.
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(ii) Let q ∈ [1,∞) and Φ be a Young function with lower type p−
Φ
∈ [1,∞) and positive upper
type p+
Φ
. We know that LΦ(Rn) is a Banach space (see [39, p. 67, Theorem 10]). Then it is
easy to prove that (E
q
Φ
)t(R
n) is also a Banach space.
The following two lemmas come from [39, p. 13, Proposition 1(ii); p. 58, Proposition 1], re-
spectively.
Lemma 2.18. LetΦ be an N-function andΨ its complementary function. ThenΦ andΨ are strictly
increasing and hence their inverses Φ−1 and Ψ−1 are uniquely defined and, for any t ∈ (0,∞),
t < Φ−1(t)Ψ−1(t) < 2t.
Lemma 2.19. Let Φ be a Young function and Ψ its complementary function. If f ∈ LΦ(Rn) and
g ∈ LΨ(Rn), then ∫
Rn
| f (x)g(x)| dx ≤ 2‖ f ‖LΦ(Rn)‖g‖LΨ(Rn).
The following Fefferman-Stein type inequality for Orlicz-slice spaces extends the well-known
Fefferman-Stein vector-valued maximal inequality [18, Theorem 1(1)] , which plays an important
role in the succeeding sections.
Theorem 2.20. Let t ∈ (0,∞), q, r ∈ (1,∞) and Φ be an Orlicz function with lower type p−
Φ
∈
(1,∞) and positive upper type p+
Φ
. Then there exists a positive constant C such that, for any
{ f j} j∈Z ⊂ (EqΦ)t(Rn), ∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
where C is independent of { f j} j∈Z and t.
Proof. For any { f j} j∈Z ⊂ (EqΦ)t(Rn), applying Lemma 2.13, we have∫
Rn
‖[
∑
j∈Z[M( f j)]r]
1
r χB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)

q
dx
.
∫
Rn
‖{
∑
j∈Z | f j|r}
1
r χB(x,2t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)

q
dx +
∫
Rn

∑
j∈Z
[
Mu
(
−
∫
B(·,t)
| f j(z)|dz
)
(x)
]r
q
r
dx
=: I + II.
Since both B(~0n, 2t) and B(~0n, t) are compact subsets of R
n with nonempty interiors, it follows that
there exist N ∈ N and {x1, . . . , xN} ⊂ Rn, independent of t, such that N . 1 and B(~0n, 2t) ⊆⋃N
m=1 B(xm, t). Thus, by this, (2.1) and the translation invariance of the Lebesgue measure, we
conclude that
I ∼
[
C˜(Φ,t)
]q ∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x,2t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
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.
[
C˜(Φ,t)
]q ∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r N∑
m=1
χB(x+xm ,t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
.
[
C˜(Φ,t)
]q N∑
m=1
∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x+xm ,t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
.
[
C˜(Φ,t)
]q ∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx ∼
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
q
(E
q
Φ
)t(Rn)
,
where C˜(Φ,t) is as in (2.1).
As for II, by the Fefferman-Stein vector-valued inequality in Lq(Rn) (see [18]), we have
II .
∫
Rn

∑
j∈Z
[
−
∫
B(x,t)
| f j(z)| dz
]r
q
r
dx.
Let r′ := r
r−1 . Then there exists {b j} j∈Z ∈ ℓr
′
, with ‖{b j} j∈Z‖ℓr′ = 1, such that
∫
Rn

∑
j∈Z
[
−
∫
B(x,t)
| f j(z)| dz
]r
q
r
dx =
∫
Rn
∑
j∈Z
b j−
∫
B(x,t)
| f j(z)| dz

q
dx.
Using Lemma 2.19 and the Ho¨lder inequality, we further conclude that∫
Rn
∑
j∈Z
b j−
∫
B(x,t)
| f j(z)| dz

q
dx
.
∫
Rn
−
∫
B(x,t)
∑
j∈Z
| f j(z)|r

1
r
∑
j∈Z
br
′
j

1
r′
dz

q
dx
.
∫
Rn

∥∥∥∥∥∥∥∥∥
∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
χB(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
‖χB(x,t)‖LΨ(Rn)
|B(x, t)|

q
dx.
Applying Lemma 2.18, we obtain
‖χB(x,t)‖LΨ(Rn)
|B(x, t)| =
1
|B(x, t)|Ψ−1( 1|B(x,t)| )
=
Φ−1( 1|B(x,t)| )
|B(x, t)|Φ−1( 1|B(x,t)| )Ψ−1( 1|B(x,t)| )
< Φ−1
(
1
|B(x, t)|
)
=
1
‖χB(x,t)‖LΦ(Rn)
.
Thus,
II .
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
q
(E
q
Φ
)t(Rn)
,
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which completes the proof of Theorem 2.20. 
Remark 2.21. Let t ∈ (0,∞), q ∈ (1,∞) and Φ(τ) := τq for any τ ∈ [0,∞). Then, by Remark
2.10(ii) and Proposition 2.11(iii), we know that (E
q
Φ
)t(R
n) = Lq(Rn) and, in this case, Theorem
2.20 is just the well-known Fefferman-Stein vector-valued maximal inequality [18, Theorem 1(1)].
As an immediate consequence of Theorem 2.20, we have the following boundedness of Hardy-
Littlewood maximal operators on Orlicz-slice spaces.
Proposition 2.22. Let t ∈ (0,∞), q ∈ (1,∞) and Φ be an Orlicz function with positive lower type
p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. Then the central Hardy-Littlewood maximal function M
is bounded on the Orlicz-slice space (E
q
Φ
)t(R
n) with the operator norm independent of t.
Remark 2.23. Let t ∈ (0,∞) and q, r ∈ (1,∞). Recall that Auscher and Prisuelos-Arribas [7,
Proposition 8.3(a)] obtained the boundedness of the Hardy-Littlewood maximal operatorM on the
space (E
q
r )t(R
n). It is easy to see that, if Φ(τ) := τr for any τ ∈ [0,∞), then (Eq
Φ
)t(R
n) = (E
q
r )t(R
n)
and, in this case, Proposition 2.22 is just [7, Proposition 8.3(a)]. Thus, Proposition 2.22 essentially
generalizes [7, Proposition 8.3(a)].
Definition 2.24. Let q ∈ (1,∞) and {Ek}k∈N be a sequence of Banach spaces. The amalgam space
ℓq({Ek}k∈N) is defined to be set of all sequences x := {xk}k∈N such that
‖x‖ℓq({Ek}k∈N) :=

∞∑
k=1
‖xk‖qEk

1
q
< ∞.
The following lemma comes from [28, p. 359].
Lemma 2.25. Let q ∈ (1,∞). Then the space ℓq({Ek}k∈N) is a Banach space and its dual space is
ℓq
′
({(Ek)∗}k∈N), where 1q + 1q′ = 1 and (Ek)∗ denotes the dual space of Ek.
Theorem 2.26. Let t ∈ (0,∞), q ∈ (1,∞) and Φ be an Orlicz function with lower type p−
Φ
∈ (1,∞)
and positive upper type p+
Φ
. Let Ψ be the complementary function of Φ. Then the dual space of
(E
q
Φ
)t(R
n) is isomorphic and homeomorphic to (E
q′
Ψ
)t(R
n).
Proof. Let t ∈ (0,∞). Using Proposition 2.12, we obtain
(E
q
Φ
)t(R
n) = ℓq({LΦ(Qtk)}k∈Zn)
and, for any f ∈ (Eq
Φ
)t(R
n),
‖ f ‖(Eq
Φ
)t(Rn)
∼ t
n
q
[Φ−1( 1
εntn
)]−1
‖ f ‖ℓq({LΦ(Qtk)}k∈Zn ).
Then it is easy to prove that ((E
q
Φ
)t(R
n))∗ = (ℓq({LΦ(Qtk)}k∈Zn))∗ and, for any f ∈ ((EqΦ)t(Rn))∗,
(2.5)
t
n
q
[Φ−1( 1εntn )]
−1 ‖ f ‖((EqΦ)t(Rn))∗ ∼ ‖ f ‖(ℓq({LΦ(Qtk)}k∈Zn ))∗ ,
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where the equivalent positive constants are independent of t and f . Applying [39, p. 110, Theorem
7] or [3, Theorem 8.19], we know that (LΦ(Qtk))
∗ is isomorphic and homeomorphic to LΨ(Qtk),
which, together with Lemma 2.25, implies that (ℓq({LΦ(Qtk)}k∈Zn))∗ = ℓq′ ({LΨ(Qtk)}k∈Zn) and, for
any f ∈ (ℓq({LΦ(Qtk)}k∈Zn))∗,
(2.6) ‖ f ‖(ℓq({LΦ(Qtk)}k∈Zn ))∗ ∼ ‖ f ‖ℓq′ ({LΨ(Qtk)}k∈Zn ),
where the equivalent positive constants are independent of f and t. Using Proposition 2.12 again,
we find that, for any f ∈ ℓq′({LΨ(Qtk)}k∈Zn),
‖ f ‖ℓq′ ({LΨ(Qtk)}k∈Zn ) ∼
[Ψ−1( 1εntn )]
−1
t
n
q′
‖ f ‖
(E
q′
Ψ
)t(Rn)
,
which, combined with (2.5) and (2.6), implies that ((E
q
Φ
)t(R
n))∗ = (Eq
′
Ψ
)t(R
n) and
tn
[Φ−1( 1εntn )]
−1[Ψ−1( 1εntn )]
−1 ‖ f ‖((EqΦ)t)(Rn)∗ ∼ ‖ f ‖(Eq′Ψ )t(Rn),
where all equivalent positive constants are independent of f and t. By Lemma 2.18, we have
tn
[Φ−1( 1εntn )]
−1[Ψ−1( 1εntn )]
−1 ∼ 1
with the equivalent positive constants independent of f , which further implies the desired conclu-
sion and hence completes the proof of Theorem 2.26. 
Next, we recall the notion of ball quasi-Banach function spaces defined in [40, Definition 2.1].
In what follows, the symbol M(Rn) denotes the set of all measurable functions on Rn.
Definition 2.27. A quasi-Banach space X ⊂ M(Rn) is called a ball quasi-Banach function space
on Rn if it satisfies
(i) ‖ f ‖X = 0 implies that f = 0 almost everywhere;
(ii) |g| ≤ | f | almost everywhere implies that ‖g‖X ≤ ‖ f ‖X;
(iii) 0 ≤ fm ↑ f almost everywhere on Rn implies that ‖ fm‖X ↑ ‖ f ‖X;
(iv) B ∈ B implies that χB ∈ X, where
B := {B(x, r) : x ∈ Rn and r ∈ (0,∞)}.
Recall that Sawano et al. [40] developed a real-variable theory of Hardy spaces associated
with ball quasi-Banach function spaces. Next we show that the Orlicz-slice spaces are ball quasi-
Banach function spaces, which further implies that the Orlicz-slice Hardy space is a special case
of the Hardy type space considered in [40].
Lemma 2.28. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then (E
q
Φ
)t(R
n) is a ball quasi-Banach function space.
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Proof. By Remark 2.6, without loss of generality, we may assume that Φ is continuous and strictly
increasing. Then, from the definition of ‖ · ‖(Eq
Φ
)t(Rn)
, it is easy to deduce that (E
q
Φ
)t(R
n) satisfies (i),
(ii) and (iv) of Definition 2.27.
We now prove that (E
q
Φ
)t(R
n) satisfies Definition 2.27(iii). To this end, let { fm}m∈N ⊂ (EqΦ)t(Rn)
and f ∈ (Eq
Φ
)t(R
n) satisfy 0 ≤ fm ↑ f almost everywhere on Rn. For any fixed x ∈ Rn and
t ∈ (0,∞), let A(x,t) ∈ (0, ‖ fχB(x,t)‖LΦ(Rn)). Then, by the definition of ‖ fχB(x,t)‖LΦ(Rn), we have∫
B(x,t)
Φ
( | f (y)|
A(x,t)
)
dy > 1,
which, together with the monotone convergence theorem, implies that there exists N ∈ N such that∫
B(x,t)
Φ
( | fK(y)|
A(x,t)
)
dy > 1, ∀K ≥ N.
Thus, when K ≥ N, ‖ fKχB(x,t)‖LΦ(Rn) > A(x,t), which, together with the arbitrariness of A(x,t) ∈
(0, ‖ fχB(x,t)‖LΦ(Rn)), implies that, for any x ∈ Rn, limm→∞ ‖ fmχB(x,t)‖LΦ(Rn) = ‖ fχB(x,t)‖LΦ(Rn). Then,
by the monotone convergence theorem in Lq(Rn), we obtain
lim
m→∞ ‖ fm‖(EqΦ)t(Rn) = ‖ f ‖(EqΦ)t(Rn).
This finishes the proof of Lemma 2.28. 
Definition 2.29. A ball quasi-Banach function space X is said to have an absolutely continuous
quasi-norm if ‖χE j‖X ↓ 0 as j → ∞ whenever {E j}∞j=1 is a sequence of measurable sets in Rn
satisfying that E j ⊃ E j+1 for any j ∈ N and ∩∞j=1E j = ∅.
Definition 2.30. Let X be a ball quasi-Banach function space and p ∈ (0,∞).
(i) The p-convexification Xp of X is defined by setting Xp := { f ∈ M(Rn) : | f |p ∈ X} equipped
with the quasi-norm ‖ f ‖Xp := ‖| f |p‖
1
p
Xp
for any f ∈ Xp.
(ii) The space X is said to be p-convex if there exists a positive constant C such that, for any
{ f j} j∈N ⊂ X
1
p , ∥∥∥∥∥∥∥∥
∞∑
j=1
∣∣∣ f j∣∣∣
∥∥∥∥∥∥∥∥
X
1
p
≤ C
∞∑
j=1
∥∥∥ f j∥∥∥
X
1
p
.
In particular, when C = 1, X is said to be strictly p-convex.
Lemma 2.31. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (0,min{p−
Φ
, q}). Then M is bounded on [(Eq
Φ
)t(R
n)]
1
r with the
operator norm independent of t, where [(E
q
Φ
)t(R
n)]
1
r is the 1
r
-convexification of (E
q
Φ
)t(R
n).
Proof. For any τ ∈ (0,∞), let Φr(τ) := Φ( r
√
τ). Then Φr is of upper type
p+
Φ
r
and of lower type
p−
Φ
r
,
and
p−
Φ
r
∈ (1,∞). This implies that, for any t ∈ (0,∞), f ∈ [(Eq
Φ
)t(R
n)]
1
r and x ∈ Rn,∥∥∥∥| f | 1r χB(x,t)∥∥∥∥
LΦ(Rn)
=
∥∥∥| f |χB(x,t)∥∥∥ 1rLΦr (Rn)
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and ∥∥∥χB(x,t)∥∥∥LΦ(Rn) = ∥∥∥∥[χB(x,t)] 1r ∥∥∥∥LΦ(Rn) = ∥∥∥χB(x,t)∥∥∥ 1rLΦr (Rn) .
Combining this and Definition 2.30, we obtain
‖M( f )‖
[(E
q
Φ
)t(Rn)]
1
r
=

∫
Rn
‖|M( f )|
1
r χB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)

q
dx

r
q
=

∫
Rn
[‖|M( f )|χB(x,t)‖LΦr (Rn)
‖χB(x,t)‖LΦr (Rn)
] q
r
dx

r
q
= ‖M( f )‖
(E
q/r
Φr
)t(Rn)
.
Since
p−
Φ
r
∈ (1,∞) and q
r
∈ (1,∞), from Proposition 2.22, it follows that
‖M( f )‖
(E
q/r
Φr
)t(Rn)
. ‖ f ‖
(E
q/r
Φr
)t(Rn)
∼ ‖ f ‖
[(E
q
Φ
)t(Rn)]
1
r
.
This finishes the proof of Lemma 2.31. 
3 Orlicz-slice Hardy spaces
In this section, we introduce the Orlicz-slice Hardy spaces, which are defined via the radial
maximal functions. We then present a series of real-variable characterizations of these Orlicz-
slice Hardy spaces, including characterizations via grand and non-tangential maximal functions,
poisson integrals, atoms and finite atoms, and Littlewood-Paley functions. A Lebesgue-Hardy
type coincidence relation is also established between Orlicz-slice spaces and Orlicz-slice Hardy
spaces.
Let us begin with the following notion of the radial maximal function.
Definition 3.1. Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The radial maximal function M( f , ϕ) is defined by
setting
M( f , ϕ)(x) := sup
s∈(0,∞)
|(ϕs ∗ f )(x)| , ∀ x ∈ Rn.
Definition 3.2. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) is defined by setting
(HE
q
Φ
)t(R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖(HEq
Φ
)t(Rn)
:= ‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
< ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0. In particular, when Φ(s) := sr for any s ∈ [0,∞) with
r ∈ (0,∞), the Hardy-type space (HEqr )t(Rn) := (HEqΦ)t(Rn) is called the slice Hardy space.
Remark 3.3. (i) If t = 1 and Φ(τ) := τp for any τ ∈ [0,∞) with p ∈ (0,∞), then (HEq
Φ
)t(R
n)
coincides with the Hardy-amalgam space H p,q(Rn) in [1].
(ii) If t = q = 1, then (HE
q
Φ
)t(R
n) coincides with the variant of the Orlicz-Hardy space HΦ∗ (R
n)
of Bonami and Feuto [8].
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3.1 Characterizations in terms of various maximal functions
We now present some maximal function characterizations of (HE
q
Φ
)t(R
n), whose proofs are
given in Section 4. Define, for any N ∈ N and ϕ ∈ S(Rn),
pN(ϕ) :=
∑
α∈Zn+,|α|≤N
sup
x∈Rn
(1 + |x|)N+n|∂αϕ(x)|,
and let FN(Rn) := {ϕ ∈ S(Rn) : pN(ϕ) ≤ 1}. Also recall that Rn+1+ := Rn × (0,∞).
Definition 3.4. Let ϕ ∈ S(Rn), N ∈ N, a, b ∈ (0,∞) and f ∈ S′(Rn).
(i) The grand maximal function MN( f ) is defined by setting, for any x ∈ Rn,
MN( f )(x) := sup
{|ϕs ∗ f (y)| : s ∈ (0,∞), |x − y| < s, ϕ ∈ FN(Rn)} ;
(ii) The grand radial maximal function M0
N
( f ) is defined by setting, for any x ∈ Rn,
M0N( f )(x) := sup
{|ϕs ∗ f (x)| : s ∈ (0,∞), ϕ ∈ FN(Rn)} ;
(iii) The non-tangential maximal function M∗a( f , ϕ), with aperture a ∈ (0,∞), is defined by set-
ting, for any x ∈ Rn,
M∗a( f , ϕ)(x) := sup
s∈(0,∞)
 supy∈Rn,|y−x|<as |(ϕs ∗ f )(y)|
 ;
(iv) The maximal function M∗∗
b
( f , ϕ) of Peetre type is defined by setting, for any x ∈ Rn,
M∗∗b ( f , ϕ)(x) := sup
(y,s)∈Rn+1+
|(ϕs ∗ f )(x − y)|
(1 + s−1|y|)b ;
(v) The grand maximal function M( f , ϕ) of Peetre type is defined by setting, for any x ∈ Rn,
M∗∗b, N( f )(x) := sup
ψ∈FN (Rn)
 sup
(y,s)∈Rn+1+
|(ψs ∗ f )(x − y)|
(1 + s−1|y|)b
 .
It is easy to see that, for any N ∈ Z+, there exists a positive constant C(N), depending on N,
such that, for any f ∈ S′(Rn) and x ∈ Rn,
(3.1) M0N( f )(x) ≤ MN( f )(x) ≤ C(N)M0N( f )(x);
see [9, Proposition 3.10].
Via the above maximal functions, we can characterize (HE
q
Φ
)t(R
n) as follows.
Theorem 3.5. Let t, a, b, q ∈ (0,∞). Let Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let ϕ ∈ S(Rn) satisfy
∫
Rn
ϕ(x) dx , 0.
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(i) Let N ≥ ⌊b + 1⌋ be an integer. Then, for any f ∈ S′(Rn), it holds true that
‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
.
∥∥∥M∗a( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
.
∥∥∥M∗∗b ( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
,
‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
. ‖MN( f )‖(Eq
Φ
)t(Rn)
.
∥∥∥M⌊b+2⌋( f )∥∥∥(Eq
Φ
)t(Rn)
.
∥∥∥M∗∗b ( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
and ∥∥∥M∗∗b ( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
∼
∥∥∥M∗∗b, N( f )∥∥∥(Eq
Φ
)t(Rn)
,
where the implicit positive constants are independent of f and t.
(ii) Assume b ∈ ( n
min{p−
Φ
,q} ,∞). Then, for any f ∈ S′(Rn),∥∥∥M∗∗b, N( f )∥∥∥(Eq
Φ
)t(Rn)
. ‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
,
where the implicit positive constant is independent of f and t. In particular, when N ≥
⌊b + 1⌋, if one of the following quantities
‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
,
∥∥∥M∗a( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
, ‖MN( f )‖(Eq
Φ
)t(Rn)
,∥∥∥M∗∗b ( f , ϕ)∥∥∥(Eq
Φ
)t(Rn)
and
∥∥∥M∗∗b, N( f )∥∥∥(Eq
Φ
)t(Rn)
is finite, then the others are also finite and mutually equivalent with the implicit positive
constants independent of f and t.
3.2 Characterization in terms of Poisson integrals
In this section, we characterize (HE
q
Φ
)t(R
n) by means of the Poisson integral.
Recall that f ∈ S′(Rn) is said to be a bounded tempered distribution if, for any ϕ ∈ S(Rn),
ϕ ∗ f ∈ L∞(Rn). Moreover, for any bounded tempered distribution f , the Poisson semigroup of f
is defined by setting, for any s ∈ (0,∞),
Ps f := e
−s√−△ f := F −1(e−s|·|F f )
(see, for example, [41, p. 89] for the details), where F denotes the Fourier transform. Recall that
F f is defined by setting, for any ϕ ∈ S(Rn), 〈F f , ϕ〉 := 〈 f ,F ϕ〉, where, for any ξ := (ξ1, ..., ξn) ∈
Rn,
F ϕ(ξ) := (2π)−n/2
∫
Rn
ϕ(x)e−ixξ dx
with xξ =
∑n
i=1 xiξi for any x := (x1, ..., xn) ∈ Rn; also, F −1 denotes the inverse Fourier transform
which is defined by setting, for any f ∈ S(Rn) [or S′(Rn)] and ξ ∈ Rn, F −1 f (ξ) := F f (−ξ). Then
we have the following characterization of (HE
q
Φ
)t(R
n).
Theorem 3.6. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Assume that f ∈ S′(Rn). Then f ∈ (HEq
Φ
)t(R
n) if and only if f is a
bounded tempered distribution and sups∈(0,∞) |Ps ∗ f | ∈ (EqΦ)t(Rn).
Remark 3.7. Let t, q ∈ (0,∞) and Φ(τ) := τq for any τ ∈ [0,∞). Then, by Remark 2.10(ii) and
Proposition 2.11(iii), we know that (E
q
Φ
)t(R
n) = Lq(Rn) and, in this case, (HE
q
Φ
)t(R
n) = Hq(Rn),
where Hq(Rn) denotes the classical Hardy space, and Theorems 3.5 and 3.6 coincide with the
well-known results on Hq(Rn) (see, for example, [35] or [23, p. 60, Theorem 1]).
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3.3 Relations between (E
q
Φ
)t(R
n) and (HE
q
Φ
)t(R
n)
In this section, we discuss the relation between the spaces (E
q
Φ
)t(R
n) and (HE
q
Φ
)t(R
n). More
precisely, we generalize the classical result that Hp(Rn) = Lp(Rn) with p ∈ (1,∞) as follows.
Theorem 3.8. Let t ∈ (0,∞), q ∈ (1,∞) and Φ be an Orlicz function with lower type p−
Φ
∈ (1,∞)
and positive upper type p+
Φ
.
(i) It holds true that (E
q
Φ
)t(R
n) ֒→ S′(Rn).
(ii) If f ∈ (Eq
Φ
)t(R
n), then f ∈ (HEq
Φ
)t(R
n).
(iii) If f ∈ (HEq
Φ
)t(R
n), then there exists a locally integrable function g ∈ (Eq
Φ
)t(R
n) such that g
represents f , which means that f = g in S′(Rn) and ‖ f ‖(HEq
Φ
)t(Rn)
= ‖g‖(HEq
Φ
)t(Rn)
.
3.4 Atomic and molecular characterizations
In this section, we present the atomic and the molecular characterizations of (HE
q
Φ
)t(R
n). In
what follows, for any L ∈ Z+, the symbol PL(Rn) denotes the set of all polynomials on Rn of
degree not greater than L. For any a ∈ L1(Rn) satisfying∫
Rn
(1 + |x|)L|a(x)| dx < ∞,
we write a⊥PL(Rn) if ∫
Rn
a(x)xα dx = 0
for any α ∈ Zn+ with |α| ≤ L.
Definition 3.9. Let t, q ∈ (0,∞), r ∈ [1,∞] and d ∈ Z+. Let Φ be an Orlicz function with positive
lower type p−
Φ
and positive upper type p+
Φ
. The function a is called an ((E
q
Φ
)t(R
n), r, d)-atom if
there exists a cube Q ∈ Q such that supp(a) ⊂ Q,
‖a‖Lr(Rn) ≤
|Q| 1r
‖χQ‖(Eq
Φ
)t(Rn)
and a⊥Pd(Rn).
Definition 3.10. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋. The atomic Orlicz-slice Hardy space (HEq
Φ
)
r,d
t (R
n) is defined to be the set of all
f ∈ S′(Rn) satisfying that there exist a sequence {a j}∞j=1 of ((E
q
Φ
)t(R
n), r, d)-atoms supported,
respectively, on the cubes {Q j}∞j=1 ⊂ Q and a sequence {λ j}∞j=1 ⊂ [0,∞) such that
(3.2) f =
∞∑
j=1
λ ja j in S′(Rn)
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and
‖ f ‖
(HE
q
Φ
)
r,d
t (R
n)
:= inf
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞,
where the infimum is taken over all decompositions of f as above.
We have the following atomic characterization of (HE
q
Φ
)t(R
n).
Theorem 3.11. Let all assumptions be as in Definition 3.10. Then (HE
q
Φ
)t(R
n) = (HE
q
Φ
)
r,d
t (R
n)
with equivalent quasi-norms.
Definition 3.12. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ [1,∞], d ∈ Z+ and τ ∈ (0,∞). A measurable function m on Rn is
called an ((E
q
Φ
)t(R
n), r, d, τ)-molecule centered at a cube Q ∈ Q if, for any j ∈ Z+,
∥∥∥χS j(Q)m∥∥∥Lr(Rn) ≤ 2−τ j |Q|
1
r
‖χQ‖(Eq
Φ
)t(Rn)
and a⊥Pd(Rn). In analogy, one defines an ((EqΦ)t(Rn), r, d, τ)-molecule centered at a ball B.
Theorem 3.13. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞] and s ∈ (0,min{p−
Φ
, q, 1}). Assume that d ∈ Z+
satisfies d ≥ ⌊n(1
s
− 1)⌋ and τ ∈ (0,∞) satisfies τ > n(1
s
− 1
r
). Then f ∈ (HEq
Φ
)t(R
n) if and only
if there exist a sequence {m j}∞j=1 of ((E
q
Φ
)t(R
n), r, d, τ)-molecules centered, respectively, at the
cubes {Q j}∞j=1 ⊂ Q and {λ j}∞j=1 ⊂ [0,∞) satisfying∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞
such that
f =
∞∑
j=1
λ jm j in S′(Rn).
Moreover,
‖ f ‖(HEq
Φ
)t(Rn)
∼ inf
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
where the infimum is taken over all decompositions of f as above and the equivalent positive
constants are independent of f and t.
Remark 3.14. (i) Let t, q and Φ be as in Remark 3.7. In this case, we have (E
q
Φ
)t(R
n) =
Lq(Rn) and (HE
q
Φ
)t(R
n) = Hq(Rn) and, for any τ ∈ (0,∞), r ∈ [1,∞] and d ∈ Z+, any
((E
q
Φ
)t(R
n), r, d)-atom from Definition 3.9 and any ((E
q
Φ
)t(R
n), r, d, τ)-molecule from Def-
inition 3.12 just become, respectively, a well-known classical atom (see, for example, [35,
Definition 1.1] or [41, p. 112]) and a well-known classical molecule (see, for example, [25,
Definition 1.2] with X = Rn).
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(ii) Let t, q and Φ be as in Remark 3.7. In this case, when r ∈ [1,∞] ∩ (q,∞] and s = q,
then Theorem 3.11 coincides with the classical atomic characterization of Hq(Rn) (see, for
example, [35, p. 34, Theorem 3.1] and [41, p. 107, Theorem 2]) and Theorem 3.13 with the
classical molecular characterization of Hq(Rn) (see, for example, [25, Theorem 2.2] with
X = Rn). However, it is still unclear whether or not both Theorems 3.11 and 3.13 still hold
true when r = max{1, q, p+
Φ
} and s = min{p−
Φ
, q, 1}.
Observe that the atomic and the molecular characterizations obtained, respectively, in The-
orems 3.11 and 3.13 are more close, in spirit, to the atomic characterization ([38, Theorem
4.6]) and the molecular characterization ([38, Theorem 5.2]) of variable Hardy spaces, re-
spectively.
As a corollary of the above theorems, we have the following conclusion.
Proposition 3.15. Let all the assumptions be as in Definition 3.10. Then
(i) (HE
q
Φ
)t(R
n) ∩ L∞(Rn) is dense in (HEq
Φ
)t(R
n).
(ii) The summations in (3.2) converge in (HE
q
Φ
)t(R
n).
3.5 Characterizations in terms of Littlewood-Paley functions
In this section, we establish various Littlewood-Paley function characterizations of (HE
q
Φ
)t(R
n).
Definition 3.16. For any x ∈ Rn, let Γ(x) := {(y, s) ∈ Rn+1+ : |x − y| < s}, which is called the cone
of aperture 1 with vertex x ∈ Rn.
For any τ ∈ (0,∞), f ∈ S′(Rn) and ϕ ∈ S(Rn), let
ϕ(τD)( f ) := F −1[ϕ(τ·)F f ].
Recall that a distribution f ∈ S′(Rn) is said to be vanish weakly at infinity if limt↓0 ϕ(tD)( f ) = 0
in S′(Rn) for any ϕ ∈ S(Rn).
Let ϕ ∈ S(Rn) be such that
χ
B(~0n,4)\B(~0n,2) ≤ ϕ ≤ χB(~0n,8)\B(~0n,1).
For any f ∈ S′(Rn), the Littlewood-Paley g-function g( f ), the Lusin area function S ( f ) and the
Littlewood-Paley g∗λ-function g
∗
λ( f ), with λ ∈ (1,∞), of f are defined, respectively, by setting, for
any x ∈ Rn,
g( f )(x) :=
{∫ ∞
0
|ϕ(τD)( f )(x)|2 dτ
τ
} 1
2
,
S ( f )(x) :=
{∫
Γ(x)
|ϕ(τD)( f )(y)|2 dy dτ
τn+1
} 1
2
and
g∗λ( f )(x) :=

∫ ∞
0
∫
Rn
(
τ
τ + |x − y|
)λn
|ϕ(τD)( f )(y)|2 dy dτ
τn+1

1
2
.
Using these functions, we have the following characterizations.
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Theorem 3.17. (Lusin area function characterization) Let t, q ∈ (0,∞) and Φ be an Orlicz
function with positive lower type p−
Φ
and positive upper type p+
Φ
. Then f ∈ (HEq
Φ
)t(R
n) if and only
if f vanishes weakly at infinity and
‖S ( f )‖(Eq
Φ
)t(Rn)
< ∞.
Moreover,
‖ f ‖(HEq
Φ
)t(Rn)
∼ ‖S ( f )‖(Eq
Φ
)t(Rn)
,
where the equivalent positive constants are independent of f and t.
Theorem 3.18. (Littlewood-Paley g-function characterization) Let t, q ∈ (0,∞) and Φ be an
Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
. Then f ∈ (HEq
Φ
)t(R
n) if
and only if f vanishes weakly at infinity and
‖g( f )‖(Eq
Φ
)t(Rn)
< ∞.
Moreover,
‖ f ‖(HEq
Φ
)t(Rn)
∼ ‖g( f )‖(Eq
Φ
)t(Rn)
,
where the equivalent positive constants are independent of f and t.
Theorem 3.19. (Littlewood-Paley g∗λ-function characterization) Let t, q ∈ (0,∞) and Φ be an
Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
. Let λ ∈ (1+ 2
min{p−
Φ
, q} ,∞).
Then f ∈ (HEq
Φ
)t(R
n) if and only if f vanishes weakly at infinity and∥∥∥g∗λ( f )∥∥∥(Eq
Φ
)t(Rn)
< ∞.
Moreover,
‖ f ‖(HEq
Φ
)t(Rn)
∼
∥∥∥g∗λ( f )∥∥∥(Eq
Φ
)t(Rn)
,
where the equivalent positive constants are independent of f and t.
Remark 3.20. Let t, q and Φ be as in Remark 3.7. In this case, we have p−
Φ
= q, (E
q
Φ
)t(R
n) =
Lq(Rn) and (HE
q
Φ
)t(R
n) = Hq(Rn) and the best known range of λ in Theorem 3.19 is λ ∈ (2/q,∞)
(see, for example, [22, Corollary 7.4]). However, it is still unclear whether or not Theorem 3.19
still holds true when λ ∈ ( 2
min{p−
Φ
,q} , 1 +
2
min{p−
Φ
,q} ].
3.6 Finite atomic characterizations
In this section, we establish a finite atomic decomposition theorem on (HE
q
Φ
)t(R
n).
Definition 3.21. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋. The finite atomic Orlicz-slice Hardy space (HEq,r,d
Φ
)fint (R
n) is define to be the set
of all finite linear combinations of ((E
q
Φ
)t(R
n), r, d)-atoms. The quasi-norm ‖ · ‖
(HE
q,r,d
Φ
)fint (R
n)
in
(HE
q,r,d
Φ
)fint (R
n) is defined by setting, for any f ∈ (HEq,r,d
Φ
)fint (R
n)
‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
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:= inf

∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
: m ∈ N, f =
m∑
j=1
λ ja j, {λ j}mj=1 ⊂ [0,∞)
 ,
where the infimum is taken over all finite linear combinations of f via ((E
q
Φ
)t(R
n), r, d)-atoms
{a j}mj=1 supported, respectively, on cubes {Q j}mj=1.
Then we have the following conclusion. In what follows, the symbol C(Rn) is defined to be the
set of all continuous complex-valued functions on Rn.
Theorem 3.22. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋.
(i) If r ∈ (max{1, q, p+
Φ
},∞), then ‖ · ‖(HEq
Φ
)t(Rn)
and ‖ · ‖
(HE
q,r,d
Φ
)fint (R
n)
are equivalent on the space
(HE
q,r,d
Φ
)fint (R
n) with the equivalent positive constant independent of t.
(ii) If r = ∞, then ‖ · ‖(HEq
Φ
)t(Rn)
and ‖ · ‖
(HE
q,∞,d
Φ
)fint (R
n)
are equivalent on (HE
q,∞,d
Φ
)fint (R
n)∩C(Rn)
with the equivalent positive constant independent of t.
Remark 3.23. Let t, q, r, d and Φ be as in Remark 3.14(ii). In this case, when r ∈ [1,∞]∩ (q,∞]
and s = q, Theorem 3.22 coincides with the classical finite atomic decomposition theorem of
Hq(Rn) (see, for example, [36, Theorem 3.1, Remark 3.3] and [24, Theorem 5.6] with X = Rn).
However, it is still unclear whether or not Theorem 3.22 still holds true when r = max{1, q, p+
Φ
}
and s = min{p−
Φ
, q, 1}.
3.7 Further remarks
Amalgam spaces were first introduced by N. Wiener in 1926. In general, for any t, p, q ∈
(0,∞), the amalgam space ℓq(Lpt )(Rn) = (Lpt , ℓq)(Rn) is defined by setting
ℓq(L
p
t )(R
n) :=
 f measurable : ‖ f ‖ℓq(Lpt )(Rn) :=
∑
k∈Zn
∥∥∥ fχQtk∥∥∥qLp(Rn)

1
q
< ∞
 .
It is easy to see that the amalgam space ℓq(L
p
t )(R
n) is a special case of the Orlicz-amalgam space
ℓq(LΦt ))(R
n) in Definition 2.9.
In [1], Able´ and Feuto introduced the Hardy type space H (p,q)(Rn) with p, q ∈ (0,∞) based
on the amalgam space ℓq(L
p
1
)(Rn) and obtained their atomic characterization when q ∈ (0,∞) and
p ∈ (0,min{1, q}). The atomic characterization obtained in Section 3.4 of this article essentially
generalizes [1, Theorem 4.4].
In [8], Bonami and Feuto introduced the Hardy type spaces HΦ∗ (Rn) with respect to the amal-
gam space (LΦ, ℓ1)(Rn) = ℓ1(LΦ
1
)(Rn) with Φ(t) := t
log(e+t)
for any t ∈ [0,∞), and applied these
spaces to study the linear decomposition of the product of the Hardy space H1(Rn) and its dual
space BMO (Rn); see also [12]. Since ℓ1(LΦ
1
)(Rn) is a special case of the Orlicz-amalgam spaces
introduced in Definition 2.9, from Proposition 2.12, we deduce that the space HΦ∗ (R
n) is also a
special case of the Orlicz-slice Hardy spaces (HE
q
Φ
)t(R
n) considered in this article.
26 Yangyang Zhang, Dachun Yang, Wen Yuan and SongbaiWang
4 Proofs of main results from Section 3
In this section, we give the proofs of the results presented in Section 3. Since Orlicz-slice spaces
are ball quasi-Banach function spaces (see Lemma 2.28), some of these results can be deduced di-
rectly from [40], in which a real-variable theory of Hardy spaces related to ball quasi-Banach
function spaces was developed. However, some properties and characterizations of (HE
q
Φ
)t(R
n),
such as Littlewood-Paley function and finite atomic characterizations, need independent and de-
tailed proofs.
We begin with the proof of Theorem 3.5.
Proof of Theorem 3.5. By Lemmas 2.28 and 2.31, we know that (E
q
Φ
)t(R
n) is a ball quasi-Banach
function space and, for any r ∈ (0,min{p−
Φ
, q}),M is bounded on [(Eq
Φ
)t(R
n)]
1
r , where [(E
q
Φ
)t(R
n)]
1
r
is the 1
r
-convexification of (E
q
Φ
)t(R
n) as in Definition 2.30(i). Thus, all the assumptions of [40,
Theorem 3.1] are satisfied, which further implies that all the conclusions of Theorem 3.5 hold
true. This finishes the proof of Theorem 3.5. 
Remark 4.1. We point out that, by a carefully checking on the proof of [40, Theorem 3.1], we
find that ⌊b + 2⌋ in [40, Theorem 3.1] should be ⌊b + 1⌋.
Proof of Theorem 3.6. By Lemma 2.31, we know that, for any r ∈ ( 1
min{p−
Φ
,q} ,∞), M is bounded
on [(E
q
Φ
)t(R
n)]r. Moreover, by (2.1), for any t ∈ (0,∞) and z ∈ Rn, we have
∥∥∥χB(z,1)∥∥∥(Eq
Φ
)t(Rn)
=
{∫
Rn
[‖χB(z,1)χB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)
]q
dx
} 1
q
≥

∫
B(z, 1
2
)
[‖χB(z,1)χB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)
]q
dx

1
q
≥

∫
B(z, 1
2
)
[‖χB(x,min{t,1/2})‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)
]q
dx

1
q
∼ 1,
which further implies that infz∈Rn
∥∥∥χB(z,1)∥∥∥(Eq
Φ
)t(Rn)
& 1. Thus, all assumptions of [40, Theorem 3.3]
are satisfied, from which we deduce all the desired conclusions of Theorem 3.6. This finishes the
proof of Theorem 3.6. 
For any θ ∈ (0,∞), the powered Hardy-Littlewood maximal operatorM(θ) is defined by setting,
for any f ∈ L1
loc
(Rn) and x ∈ Rn,
M(θ)( f )(x) :=
{
M
(
| f |θ
)
(x)
} 1
θ .
Lemma 4.2. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and positive
upper type p+
Φ
. Let s ∈ (0,min{p−
Φ
, q}] . Then (Eq
Φ
)t(R
n) is a strictly s-convex ball quasi-Banach
function space as in Definition 2.30(ii).
Proof. By Lemma 2.28, we already know that (E
q
Φ
)t(R
n) is a ball quasi-Banach function space.
Now, we show that (E
q
Φ
)t(R
n) is strictly s-convex. To this end, let s ∈ (0,min{p−
Φ
, q}] and, for any
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τ ∈ [0,∞), letΦs(τ) := Φ( s
√
τ). ThenΦs is of upper type
p+
Φ
s
and of lower type
p−
Φ
s
, and
p−
Φ
s
∈ [1,∞).
Thus, for any t ∈ (0,∞), f ∈ [(Eq
Φ
)t(R
n)]
1
s and x ∈ Rn, we have∥∥∥∥| f | 1s χB(x,t)∥∥∥∥
LΦ(Rn)
=
∥∥∥ fχB(x,t)∥∥∥ 1sLΦs (Rn) and ∥∥∥χB(x,t)∥∥∥LΦ(Rn) = ∥∥∥χB(x,t)∥∥∥ 1sLΦs (Rn) .
By this and Definition 2.30(i), we know that, for any t ∈ (0,∞) and { f j}∞j=1 ⊂ [(E
q
Φ
)t(R
n)]
1
s ,
∥∥∥∥∥∥∥∥
∞∑
j=1
| f j|
∥∥∥∥∥∥∥∥
[(E
q
Φ
)t(Rn)]
1
s
=

∫
Rn
‖(
∑∞
j=1 | f j|)
1
s χB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)

q
dx

s
q
(4.1)
=

∫
Rn
‖
∑∞
j=1 | f j|χB(x,t)‖LΦs (Rn)
‖χB(x,t)‖LΦs (Rn)

q
s
dx

s
q
=
∥∥∥∥∥∥∥∥
∞∑
j=1
| f j|
∥∥∥∥∥∥∥∥
(E
q/s
Φs
)t(Rn)
.
Since
p−
Φ
s
∈ [1,∞) and q
s
∈ [1,∞), from Remark 2.17(i), we deduce that (Eq/s
Φs
)t(R
n) is a Banach
space, which, together with (4.1), further implies that∥∥∥∥∥∥∥∥
∞∑
j=1
| f j|
∥∥∥∥∥∥∥∥
[(E
q
Φ
)t(Rn)]
1
s
=
∥∥∥∥∥∥∥∥
∞∑
j=1
| f j|
∥∥∥∥∥∥∥∥
(E
q/s
Φs
)t(Rn)
≤
∞∑
j=1
∥∥∥ f j∥∥∥(Eq/s
Φs
)t(Rn)
=
∞∑
j=1
∥∥∥ f j∥∥∥
[(E
q
Φ
)t(Rn)]
1
s
.
Thus, (E
q
Φ
)t(R
n) is strictly s-convex, which completes the proof of Lemma 4.2. 
Lemma 4.3. Let t, q ∈ (0,∞) andΦ be an Orlicz function with positive lower type p−
Φ
and positive
upper type p+
Φ
. Let s ∈ (0,min{p−
Φ
, q}] . Then, for any θ ∈ (0, s), there exists a positive constant
C(s,θ), depending on θ and s, but independent of t, such that, for any { f j}∞j=1 ⊂ M(Rn),
(4.2)
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M(θ)
(
f j
)]s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤ C(s,θ)
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣s

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Proof. Let θ and s be as in the lemma. For any τ ∈ [0,∞), letΦθ(τ) := Φ( θ
√
τ). ThenΦθ is of upper
type
p+
Φ
θ and of lower type
p−
Φ
θ , and
p−
Φ
θ ,
q
θ ∈ (1,∞). Then, by Definition 2.8, for any f ∈ (E
q
Φ
)t(R
n),
we have∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M(θ)
(
f j
)]s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M
(
| f j|θ
)] s
θ

θ
s
1
θ
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M
(
| f j|θ
)] s
θ

θ
s
∥∥∥∥∥∥∥∥∥
1
θ
(E
q/θ
Φθ
)t(Rn)
.
From this and Theorem 2.20, it follows that∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M(θ)( f j)
]s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∞∑
j=1
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
namely, (4.2) holds true, which completes the proof of Lemma 4.3. 
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Lemma 4.4. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{q, p+
Φ
},∞] and s ∈ (0,min{p−
Φ
, q}). Then there exists a
positive constant C(s,r), depending on s and r, but independent of t, such that, for any f ∈ M(Rn),
(4.3)
∥∥∥M((r/s)′)( f )∥∥∥
([(E
q
Φ
)t(Rn)]1/s)∗
≤ C(s,r) ‖ f ‖([(Eq
Φ
)t(Rn)]1/s)∗ ,
here and hereafter, [(E
q
Φ
)t(R
n)]1/s is the 1
s
-convexification of (E
q
Φ
)t(R
n) as in Definition 2.30(i) and
([(E
q
Φ
)t(R
n)]1/s)∗ denotes its dual space.
Proof. For any τ ∈ [0,∞), let Φs(τ) := Φ( s
√
τ). Then Φs is of upper type p
+
Φ
/s and of lower type
p−
Φ
/s, and p−
Φ
/s ∈ (1,∞). As in the proof of Lemma 2.31, we know that, for any f ∈ M(Rn),
‖ f ‖[(Eq
Φ
)t(Rn)]1/s
= ‖ f ‖
(E
q/s
Φs
)t(Rn)
.
From this, Theorem 2.26 and [40, Proposition 7.8], we deduce that∥∥∥M((r/s)′)( f )∥∥∥
([(E
q
Φ
)t(Rn)]1/s(Rn))∗
=
∥∥∥M((r/s)′)( f )∥∥∥
((E
q/s
Φs
)t(Rn))∗
∼
∥∥∥M((r/s)′)( f )∥∥∥
(E
(q/s)′
Ψs
)t(Rn)
,
where Ψs is the complementary function to Φs and Ψs is of upper type (p
−
Φ
/s)′ and lower type
(p+
Φ
/s)′. Thus, we have
∥∥∥M((r/s)′)( f )∥∥∥
(E
(q/s)′
Ψs
)t(Rn)
=
∥∥∥∥∥[M (| f |(r/s)′)] 1(r/s)′
∥∥∥∥∥
(E
(q/s)′
Ψs
)t(Rn)
.
Since (r/s)′ ∈ (0,min{(p+
Φ
/s)′, (q/s)′}), from Lemma 2.31, it follows that∥∥∥∥∥[M (| f |(r/s)′)] 1(r/s)′
∥∥∥∥∥
(E
(q/s)′
Ψs
)t(Rn)
. ‖ f ‖
(E
(q/s)′
Ψs
)t(Rn)
,
which further implies (4.3) and hence completes the proof of Lemma 4.4. 
Lemma 4.5. Let t, q ∈ (0,∞) andΦ be an Orlicz function with positive lower type p−
Φ
and positive
upper type p+
Φ
. Then (E
q
Φ
)t(R
n) has an absolutely continuous quasi-norm as in Definition 2.29.
Proof. Let {E j}∞j=1 be a sequence of measurable sets that satisfy E j ⊃ E j+1 for any j ∈ N and
∩∞
j=1
E j = ∅. By the fact that
∥∥∥χE jχB(x,t)∥∥∥LΦ(Rn) . max

[∫
B(x,t)
Φ
(
χE j (y)
)
dy
]1/p+
Φ
,
[∫
B(x,t)
Φ
(
χE j (y)
)
dy
]1/p−
Φ
 ,
we have lim j→∞ ‖χE jχB(x,t)‖LΦ(Rn) = 0, which further implies that
lim
j→∞
‖χE j ‖(Eq
Φ
)t(Rn)
= lim
j→∞
{∫
Rn
[‖χE jχB(x,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)
]q
dx
} 1
q
= 0.
This shows that (E
q
Φ
)t(R
n) has an absolutely continuous quasi-norm and hence finishes the proof
of Lemma 4.5. 
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Proofs of Theorems 3.11, 3.13, 3.17 and Proposition 3.15. By Lemmas 2.28, 4.2, 4.3 and 4.4, we
know that (E
q
Φ
)t(R
n) satisfies all the assumptions of [40, Theorems 3.6 and 3.7]. Thus, Theorem
3.11 is a direct consequence of [40, Theorems 3.6 and 3.7].
From [40, Theorems 3.9 and 3.21], we further deduce Theorems 3.13 and 3.17. Using Lemma
4.5 and [40, Corollary 3.11], we also obtain Proposition 3.15. This finishes the proofs of Theorems
3.11, 3.13, 3.17 and Proposition 3.15. 
Proof of Theorem 3.18. We first prove the necessity of Theorem 3.18. Let f ∈ (HEq
Φ
)t(R
n). By
Theorem 3.17, we know that f vanishes weakly at infinity. Now we prove that g( f ) ∈ (Eq
Φ
)t(R
n)
and ‖g( f )‖(Eq
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
. Let s ∈ (0,min{p−
Φ
, q, 1}). Then, by Theorem 3.11 and the fact
that f ∈ (HEq
Φ
)t(R
n), we find that
(4.4) f =
∑
Q∈Q
λQaQ in S′(Rn),
where, for any Q ∈ Q, aQ is an ((EqΦ)t(Rn), ∞, d)-atom supported on Q, d ∈ [⌊n(1s − 1)⌋,∞)
⋂
Z+
and {λQ}Q∈Q ⊂ [0,∞) satisfying
(4.5)
∥∥∥∥∥∥∥∥∥

∑
Q∈Q
 λQ‖χQ‖(Eq
Φ
)t(Rn)

s
χQ

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.s ‖ f ‖(HEq
Φ
)t(Rn)
.
From (4.4), we deduce that, for any x ∈ Rn,
(4.6) g( f )(x) ≤
∑
Q∈Q
λQg(aQ)(x).
Let r ∈ (max{1, q, p+
Φ
},∞]. Since g is bounded on Lr(Rn), it follows that, for any Q ∈ Q,∥∥∥χ2Qg(aQ)∥∥∥Lr(Rn) . ‖aQ‖Lr(Rn) . |Q|1/r ∥∥∥χQ∥∥∥−1(Eq
Φ
)t(Rn)
,
which, combined with [40, Theoreom 2.10], implies that
(4.7)
∥∥∥∥∥∥∥∥
∑
Q∈Q
λQχ2Qg(aQ)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
Q∈Q
 λQ‖χQ‖(Eq
Φ
)t(Rn)

s
χQ

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Let θ ∈ (0, s). Repeating the proof of [38, (4.4)] with ‖χQ‖Lp(·) replaced by ‖χQ‖(Eq
Φ
)t(Rn)
, we find
that, for any x ∈ Rn \ (2Q),
g(aQ)(x) .
(
lQ
|x − xQ|
)n+d+1 ∥∥∥χQ∥∥∥−1(Eq
Φ
)t(Rn)
.
1
‖χQ‖(Eq
Φ
)t(Rn)
M(θ)(χQ)(x),
where lQ and xQ denote the side-length and the center of Q, respectively. This, together with
Lemma 4.3, further implies that∥∥∥∥∥∥∥∥
∑
Q∈Q
λQχRn\2Qg(aQ)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
Q∈Q
 λQ‖χQ‖(Eq
Φ
)t(Rn)

s
χQ

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
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From this, (4.6), (4.7) and (4.5), we deduce that
‖g( f )‖(Eq
Φ
)t(Rn)
≤
∥∥∥∥∥∥∥∥
∑
Q∈Q
λQg(aQ)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
Q∈Q
 λQ‖χQ‖(Eq
Φ
)t(Rn)

s
χQ

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
.
Therefore, g( f ) ∈ (Eq
Φ
)t(R
n) and ‖g( f )‖(Eq
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
, which completes the proof of the
necessity of Theorem 3.18.
To complete the proof of Theorem 3.18, it remains to show the sufficiency of Theorem 3.18. To
this end, by Theorem 3.17, we only need to prove that, if f ∈ S′(Rn) vanishes weakly at infinity
and g( f ) ∈ (Eq
Φ
)t(R
n), then
(4.8) ‖S ( f )‖(Eq
Φ
)t(Rn)
. ‖g( f )‖(Eq
Φ
)t(Rn)
.
Let ϕ ∈ S(Rn) be such that
χ
B(~0n,4)\B(~0n,2) ≤ ϕ ≤ χB(~0n,8)\B(~0n,1).
Let ψ ∈ S(Rn) satisfy that F −1(ψ) = ϕ. Then it is easy to prove that∫
Rn
ψ(x)xα dx = 0, ∀α ∈ Zn+.
For any a, τ ∈ (0,∞), f ∈ S′(Rn) and x ∈ Rn, let
(ψ∗τ f )a(x) := sup
y∈Rn
|ψτ ∗ f (y)|
(1 + |x − y|/τ)a .
For any l ∈ Z, denote ψ2−l and (ψ∗2−l)a simply by ψl and (ψ∗l )a, respectively. It is easy to see that,
for any x ∈ Rn,
S ( f )(x) =
{∫
Γ(x)
|ϕ(τD)( f )(y)|2 dy dτ
τn+1
} 1
2
.

∫ ∞
0
sup
{y∈Rn:|y−x|<τ}
|ϕ(τD)( f )(y)|2 dy dτ
τ

1
2
.
{∫ ∞
0
[
(ψ∗τ f )a(x)
]2 dτ
τ
} 1
2
.
Let, for any x ∈ Rn,
Pa( f )(x) :=
{∫ ∞
0
[
(ψ∗τ f )a(x)
]2 dτ
τ
} 1
2
.
Thus, to show (4.8), it suffices to prove that, if f ∈ S′(Rn) and g( f ) ∈ (Eq
Φ
)t(R
n), then
(4.9) ‖Pa( f )‖(Eq
Φ
)t(Rn)
. ‖g( f )‖(Eq
Φ
)t(Rn)
.
Let a ∈ ( n
min{p−
Φ
, q} ,∞). We choose r ∈ (na ,min{p−Φ, q}). Then, by [31, Lemma 3.5], we find that,
for any l ∈ Z, τ ∈ [1, 2], N ∈ N, a ∈ (0,N] and x ∈ Rn,
[
(ψ∗
2−lτ f )a(x)
]r
.
∞∑
k=0
2−kNr2(k+l)n
∫
Rn
|(ψk+l)τ ∗ f (y)|r
(1 + 2l|x − y|)ar dy.
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From the Minkowski inequality, it follows that
{∫ 2
1
[
(ψ∗
2−lτ f )a(x)
]2 dτ
τ
} r
2
.

∫ 2
1

∞∑
k=0
2−kNr2(k+l)n
∫
Rn
|(ψk+l)τ ∗ f (y)|r
(1 + 2l|x − y|)ar dy

2
r
dτ
τ

r
2
.
∞∑
k=0
2−kNr2(k+l)n
∫
Rn
[
∫ 2
1
|(ψk+l)τ ∗ f (y)|2 dττ ]
r
2
(1 + 2l|x − y|)ar dy
.
∞∑
k=0
2−kNr2kn
gl ∗
[∫ 2
1
|(ψk+l)τ ∗ f (·)|2 dτ
τ
] r
2
 (x)
.
∞∑
k=0
2−k(Nr−n)M

[∫ 2
1
|(ψk+l)τ ∗ f (·)|2
dτ
τ
] r
2
 (x),
where, for any l ∈ Z and x ∈ Rn,
gl(x) :=
2nl
(1 + 2l|x|)ar ∈ L
1(Rn) and ‖gl‖L1(Rn) . 1.
Then, by the Minkowski inequality, we find that
‖Pa( f )‖(Eq
Φ
)t(Rn)
=
∥∥∥∥∥∥∥∥

∞∑
l=−∞
∫ 2−l+1
2−l
[
(ψ∗τ f )a(·)
]2 dτ
τ

1
2
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=
∥∥∥∥∥∥∥∥

∞∑
l=−∞
∫ 2
1
[
(ψ∗
2−l f )a(·)
]2 dτ
τ

1
2
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥∥

∞∑
l=−∞

∞∑
k=0
2−k(Nr−n)M

[∫ 2
1
|(ψk+l)τ ∗ f (·)|2 dτ
τ
] r
2


2
r

1
2
∥∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥∥

∞∑
l=−∞
M

[∫ 2
1
|(ψl)τ ∗ f (·)|2
dτ
τ
] r
2


2
r

1
2
∥∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
By the fact that r ∈ (n
a
,min{p−
Φ
, q}) and Theorem 2.20, we conclude that∥∥∥∥∥∥∥∥∥∥

∞∑
l=−∞
M

[∫ 2
1
|(ψl)τ ∗ f (·)|2
dτ
τ
] r
2


2
r

1
2
∥∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥

∞∑
l=−∞
∫ 2
1
|(ψl)τ ∗ f (·)|2
dτ
τ

1
2
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖g( f )‖(Eq
Φ
)t(Rn)
,
which implies that (4.9) holds true. This finishes the proof of Theorem 3.18. 
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Proof of Theorem 3.19. To prove this theorem, we only need to show the necessity, since the suf-
ficiency is easy because of Theorem 3.17 and the obvious fact that, for any f ∈ S′(Rn) and x ∈ Rn,
S ( f )(x) ≤ g∗λ( f )(x).
To show the necessity, for any f ∈ (HEq
Φ
)t(R
n), by Theorem 3.17, we know that f vanishes
weakly at infinity. From the fact that λ ∈ (1 + 2
min{p−
Φ
, q} ,∞), we deduce that there exists a ∈
( n
min{p−
Φ
, q} ,∞) such that λ ∈ (1 + 2an ,∞) and, for any x ∈ Rn,
g∗λ( f )(x) =

∫ ∞
0
∫
Rn
(
τ
τ + |x − y|
)λn
|ϕ(τD)( f )(y)|2 dy dτ
τn+1

1
2
.

∫ ∞
0
[
(ψ∗τ f )a(x)
]2 ∫
Rn
(
1 +
|x − y|
τ
)2a−λn
dy dτ
τn+1

1
2
∼
{∫ ∞
0
[
(ψ∗τ f )a(x)
]2 dτ
τ
} 1
2
∼ Pa( f )(x),
which, combined with (4.9) and Theorem 3.18, implies that∥∥∥g∗λ( f )∥∥∥(Eq
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
.
This finishes the proof of Theorem 3.19. 
To show Theorem 3.22, we need the following lemma.
Lemma 4.6. Let t, q ∈ (0,∞) andΦ be an Orlicz function with positive lower type p−
Φ
and positive
upper type p+
Φ
. Let N ∈ N ∩ (⌊ n
min{p−
Φ
,q} + 1⌋,∞). Suppose f ∈ (HE
q
Φ
)t(R
n), ‖ f ‖(HEq
Φ
)t(Rn)
= 1 and
supp( f ) ⊂ B(~0n,R) with R ∈ (1,∞). Then there exists a positive constant C(N), depending on N,
but independent of f and t, such that, for any x < B(~0n, 4R),
(4.10) MN( f )(x) ≤ C(N)
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
Proof. For any x < B(~0n, 4R), by (3.1), we have
MN( f )(x) ≤ M0N( f )(x).
To prove (4.10), it suffices to show that, for any ϕ ∈ FN(Rn), τ ∈ (0,∞) and x < B(~0n, 4R),
|ϕτ ∗ f (x)| .
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
Let θ ∈ S(Rn) be such that supp(θ) ⊂ B(~0n, 2), 0 ≤ θ ≤ 1 and θ ≡ 1 on B(~0n, 1). We distinguish
two cases with respect to the size of τ.
For any τ ∈ [R,∞) and x < B(~0n, 4R), arguing as in the proof of [15, Lemma 7.10], we have
(4.11) ϕτ ∗ f (x) = ψR ∗ f (~0n)
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and cψ ∈ FN(Rn) with c := C(N), where, for any τ ∈ [R,∞) and z ∈ Rn,
ψ(z) :=
(
R
τ
)n
Φ
(
x
τ
+
Rz
τ
)
θ(z).
Therefore, (4.11) ensures that, for any x < B(~0n, 4R),
|ϕτ ∗ f (x)| . MN( f )(z), ∀ z ∈ B(~0n,R),
which, together with ‖ f ‖(HEq
Φ
)t(Rn)
= 1, further implies that, for any x < B(~0n, 4R),
|ϕτ ∗ f (x)| . inf
z∈B(~0n,R)
MN( f )(z)(4.12)
.
‖χ
B(~0n ,R)
inf
z∈B(~0n,R) MN( f )(z)‖(EqΦ )t(Rn)
‖χ
B(~0n,R)
‖(Eq
Φ
)t(Rn)
.
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
‖MN( f )‖(Eq
Φ
)t(Rn)
.
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
For any τ ∈ (0,R) and u ∈ B(~0n, R2 ), following [15, Lemma 7.10], we obtain
ϕτ ∗ f (x) = ψτ ∗ f (u)
and cψ ∈ FN(Rn) with c := C(N), where, for any τ ∈ (0,R) and z ∈ Rn,
ψ(z) := Φ
(
x − u
τ
+ z
)
θ
(
u
R
− tz
R
)
.
Thus, for any x < B(~0n, 4R), we have
|ϕτ ∗ f (x)| . MN( f )(u), ∀ u ∈ B
(
~0n,
R
2
)
.
By proceeding as in (4.12), we further conclude that, for any τ ∈ (0,R) and x < B(~0n, 4R),
|ϕτ ∗ f (x)| .
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
This finishes the proof of Lemma 4.6. 
Proof of Theorem 3.22. Obviously, from Theorem 3.11, we deduce that
(HE
q,r,d
Φ
)fint (R
n) ⊂ (HEq
Φ
)t(R
n)
and, for any f ∈ (HEq,r,d
Φ
)fint (R
n),
‖ f ‖(HEq
Φ
)t(Rn)
. ‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
.
Thus, to complete the proof of Theorem 3.22, we still need to show that, for any given t, q, d as
in Theorem 3.22 and r ∈ (max{1, q, p+
Φ
},∞) and any f ∈ (HEq,r,d
Φ
)fint (R
n),
‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
. ‖ f ‖(HEq
Φ
)t(Rn)
,
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and that a similar estimate also holds true for r = ∞ and any given t, q, d as in Theorem 3.22 and
any f ∈ (HEq,∞,d
Φ
)fint (R
n) ∩ C(Rn).
Assume that r ∈ (max{1, q, p+
Φ
},∞] and, by the homogeneity of both ‖ · ‖
(HE
q,r,d
Φ
)fint (R
n)
and
‖ · ‖(HEΦ)t(Rn), without loss of generality, we may also assume that f ∈ (HEq,r,dΦ )fint (Rn) and
‖ f ‖(HEq
Φ
)t(Rn)
= 1. Since f is a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms, it follows
that there exists R ∈ (1,∞) such that f is supported on B(~0n,R). Thus, if let N be as in Lemma
4.6, then, by Lemma 4.6, there exists a positive constant C(N) such that, for any x < B(~0n, 4R),
(4.13) MN( f )(x) ≤ C(N)
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
For each j ∈ Z, let O j :=
{
x ∈ Rn : MN( f )(x) > 2 j
}
. Denote by j′ the largest integer j such that
(4.14) 2 j
′
< C(N)
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
.
Then, by (4.13), for any j ∈ { j′ + 1, j′ + 2, . . .},
(4.15) O j ⊂ B(~0n, 4R).
Since f ∈ Lr(Rn), from the proof of [40, Proposition 4.3], it follows that there exist a sequence
{(a j,k,Q j,k)} j∈Z,k∈K j of pairs of ((EqΦ)t(Rn), ∞, d)-atoms and their supports, and a sequence of
scalars, {λ j,k} j∈Z,k∈K j ⊂ [0,∞), such that
(4.16) f =
∞∑
j=−∞
∑
k∈K j
λ j,ka j,k
in both S′(Rn) and almost everywhere, where {K j} j∈Z is a set of indices and {Q j,k} j∈Z,k∈K j a family
of closed cubes with disjoint interiors such that O j = ∪k∈K jQ j,k as in [40, Lemma 2.23]. Moreover,
for some given s ∈ (0,min{p−
Φ
, q}), we have
(4.17)
∥∥∥∥∥∥∥∥∥

∞∑
j=−∞
∑
k∈K j
 λ j,k‖χQ j,k‖(Eq
Φ
)t(Rn)

s
χQ j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
.
Define
(4.18) h :=
j′∑
j=−∞
∑
k∈K j
λ j,ka j,k and l :=
∞∑
j= j′+1
∑
k∈K j
λ j,ka j,k,
where the series converge in both S′(Rn) and almost everywhere. Clearly f = h + l and, by
(4.15), supp(l) ⊂ ∪ j> j′O j ⊂ B(~0n, 4R). Therefore, h = l = 0 on Rn \ B(~0n, 4R) and hence
supp(h) ⊂ B(~0n, 4R). Moreover, by the proof of [40, Proposition 4.3], we know that there exists
a positive constant C0 such that ‖λ j,ka j,k‖L∞(Rn) ≤ C02 j. Since f ∈ Lr(Rn) and r ∈ (1,∞], from
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the boundedness on Lr(Rn) of the Hardy-Littlewood maximal operator, it follows that MN( f ) ∈
Lr(Rn). Then we have
‖l‖Lr(Rn) ≤
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
∑
k∈K j
|λ j,ka j,k |
∥∥∥∥∥∥∥∥
Lr(Rn)
.
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
∑
k∈K j
2 jχQ j,k
∥∥∥∥∥∥∥∥
Lr(Rn)
(4.19)
.
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
2 jχO j
∥∥∥∥∥∥∥∥
Lr(Rn)
. ‖MN( f )‖Lr(Rn).
Thus, l ∈ Lr(Rn) and so h = f − l ∈ Lr(Rn). It follows from (4.19) and the Ho¨lder inequality that,
for any |β| ≤ d,
∫
Rn
∞∑
j= j′+1
∑
k∈K j
∣∣∣xβ∣∣∣ |λ j,ka j,k(x)| dx ≤
∥∥∥∥∥∥∥∥
∞∑
j= j′+1
∑
k∈K j
|λ j,ka j,k |
∥∥∥∥∥∥∥∥
Lr(Rn)
{∫
B(~0n,4R)
∣∣∣xβ∣∣∣r′ dx} 1r
′
.R ‖MN( f )‖Lr(Rn) < ∞.
This, combined with the vanishing moments of a j,k, implies that l has vanishing moments up to d
and hence so does h by h = f − l.
In order to estimate the size of g in B(~0n, 4R), recall that
(4.20)
∥∥∥λ j,ka j,k∥∥∥L∞(Rn) . 2 j, supp(a j,k) ⊂ Q j,k and ∑
k∈K j
χQ j,k . 1.
It is easy to show that
(4.21)
∥∥∥∥χB(~0n,R)
∥∥∥∥
(E
q
Φ
)t(Rn)
∼
∥∥∥∥χQ(~0n,8R)
∥∥∥∥
(E
q
Φ
)t(Rn)
.
Indeed, it is easy to see that there exist M ∈ N and {x1, . . . , xM} ⊂ Rn, independent of t and f , such
that M . 1 and Q(~0n, 8R) ⊆
⋃M
m=1 B(xm,R), which further implies that
(4.22)
∥∥∥∥χQ(~0n ,8R)
∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥
M∑
m=1
χB(xm ,R)
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
M∑
m=1
∥∥∥χB(xm ,R)∥∥∥(Eq
Φ
)t(Rn)
.
Observing that, for any t ∈ (0,∞), m ∈ N and x ∈ Rn,∥∥∥χB(xm,R)χB(x,t)∥∥∥LΦ(Rn) = ∥∥∥∥χB(~0n,R)χB(x−xm ,t)
∥∥∥∥
LΦ(Rn)
,
by this and (2.1) with C˜(Φ,t) as therein, we have
∥∥∥χB(xm ,R)∥∥∥(Eq
Φ
)t(Rn)
=

∫
Rn
‖χB(~0n,R)χB(x−xm ,t)‖LΦ(Rn)‖χB(x,t)‖LΦ(Rn)
q dx

1
q
=
1
C˜(Φ,t)
{∫
Rn
∥∥∥∥χB(~0n ,R)χB(x−xm ,t)
∥∥∥∥q
LΦ(Rn)
dx
} 1
q
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=
1
C˜(Φ,t)
{∫
Rn
∥∥∥∥χB(~0n ,R)χB(x,t)
∥∥∥∥q
LΦ(Rn)
dx
} 1
q
=
∥∥∥∥χB(~0n ,R)
∥∥∥∥
(E
q
Φ
)t(Rn)
,
which, together with (4.22), implies that ‖χ
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)
. ‖χ
B(~0n,R)
‖(Eq
Φ
)t(Rn)
. The converse in-
equality holds true obviously. Thus, we obtain (4.21).
Combining (4.14), (4.20) and (4.21), we conclude that
‖h‖L∞(Rn) ≤
∑
j≤ j′
∥∥∥∥∥∥∥∥
∑
k∈K j
|λ j,ka j,k |
∥∥∥∥∥∥∥∥
L∞(Rn)
.
∑
j≤ j′
2 j . 2 j
′
.
∥∥∥∥χB(~0n,R)
∥∥∥∥−1
(E
q
Φ
)t(Rn)
≤ C˜
∥∥∥∥χQ(~0n ,8R))
∥∥∥∥−1
(E
q
Φ
)t(Rn)
,
where C˜ is a positive constant independent of f and t. From this and the fact that h has vanishing
moments up to d, it follows that C˜−1h is an ((Eq
Φ
)t(R
n), ∞, d)-atom.
Now, to complete the proof of Theorem 3.22(i), we assume that r ∈ (max{1, q, p+
Φ
},∞). We
rewrite l as a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms. For any i ∈ N, let
Fi :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, j′ + 2, . . .
}
, k ∈ K j, | j| + k ≤ i
}
,
and li :=
∑
( j,k)∈Fi λ j,ka j,k. Since the series l =
∑∞
j= j′+1
∑
k∈K j λ j,ka j,k converges in L
r(Rn), it follows
that there exists a positive integer i0, which may depend on t and f , such that
‖l − li0‖Lr(Rn) ≤
|Q(~0n, 8R)| 1r
‖χ
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)
.
Thus, l − li0 is an ((EqΦ)t(Rn), r, d)-atom, because supp(l − li0 ) ⊂ B(~0n, 4R) ⊂ Q(~0n, 8R) and, for
any |β| ≤ d,
∫
Rn
(l − li0 )(x)xβdx = 0. Therefore,
f = h + l = C˜C˜−1h + (l − li0 ) + li0
is a finite decomposition of f in terms of ((E
q
Φ
)t(R
n), r, d)-atoms. Moreover, by (4.17), we have
‖ f ‖(HEq,r,s
Φ
)fint (R
n) ≤
∥∥∥∥∥∥∥

 C˜‖χ
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)

s
χ
Q(~0n ,8R)
+
 1‖χ
Q(~0n ,8R)
‖(Eq
Φ
)t(Rn)

s
χ
Q(~0n ,8R)
+
∑
( j,k)∈Fi0
 λ j,k‖χQ j,k‖(Eq
Φ
)t(Rn)

s
χQ j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 +
∥∥∥∥∥∥∥∥∥

∑
( j,k)∈Fi0
 λ j,k‖χQ j,k‖(Eq
Φ
)t(Rn)

s
χQ j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 +
∥∥∥∥∥∥∥∥∥

∞∑
j=−∞
∑
k∈K j
 λ j,k‖χQ j,k‖(Eq
Φ
)t(Rn)

s
χQ j,k

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 + ‖ f ‖(HEq
Φ
)t(Rn)
. 1.
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Thus, ‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
. 1. This finishes the proof of Theorem 3.22(i).
To prove Theorem 3.22(ii), we assume that f ∈ (HEq,∞,d
Φ
)fint (R
n)∩C(Rn) and ‖ f ‖(HEq
Φ
)t(Rn)
= 1.
Since f has a compact support, it follows that f is uniformly continuous. Then, by this, the
proof of [40, Proposition 4.3] and the argument presented in [41, pp. 108-109], we know that each
((E
q
Φ
)t(R
n), ∞, d)-atom a j,k in (4.16) is continuous. Since f is bounded, from the boundedness of
MN( f ) on L
∞(Rn), it follows that there exists a positive integer j′′ > j′ such that O j = ∅ for any
j ∈ { j′′ + 1, j′′ + 2, . . .}. Consequently, in this case, l in (4.18) becomes
l =
j′′∑
j= j′+1
∑
k∈K j
λ j,ka j,k.
Let ǫ ∈ (0,∞). Since f is uniformly continuous, it follows that there exists δ ∈ (0,∞) such
that, if |x − y| < δ, then | f (x) − f (y)| < ǫ. Write l = lǫ
1
+ lǫ
2
with lǫ
1
:=
∑
( j,k)∈F1 λ j,ka j,k and
lǫ
2
:=
∑
( j,k)∈F2 λ j,ka j,k, where
F1 :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, . . . , j′′
}
, k ∈ K j, diam(Q j,k) ≥ δ
}
and
F2 :=
{
( j, k) ∈ Z × Z+ : j ∈
{
j′ + 1, . . . , j′′
}
, k ∈ K j, diam(Q j,k) < δ
}
.
Observe that lǫ
1
is a finite summation. Since the atoms are continuous, we know that lǫ
1
is also a
continuous function. Furthermore, using this fact and repeating the proof of [10, Theorem 6.2],
we conclude that
‖lǫ2‖L∞(Rn) . ( j′′ − j′)ǫ.
This means that one can write l as the sum of one continuous term and one which is uniformly
arbitrarily small. Thus, l is continuous and so is h = f − l.
To find a finite atomic decomposition of f , we use again the splitting l = lǫ
1
+ lǫ
2
. It is clear that,
for any ǫ ∈ (0,∞), lǫ
1
is a finite combination of continuous ((E
q
Φ
)t(R
n), ∞, d)-atoms. Also, since
both l and lǫ
1
are continuous and have vanishing moments up to order d, it follows that lǫ
2
= l − lǫ
1
is also continuous and has vanishing moments up to order d. Moreover, supp(lǫ
2
) ⊂ B(~0n, 4R) ⊂
Q(~0n, 8R) and ‖lǫ2‖L∞(Rn) . ( j′′ − j′)ǫ. So we can choose ǫ small enough such that lǫ2 becomes an
arbitrarily small multiple of a continuous ((E
q
Φ
)t(R
n), ∞, d)-atom. Therefore, f = h + lǫ
1
+ lǫ
2
is a
finite linear continuous atomic combination. Then, by an argument similar to the proof of (i), we
obtain ‖ f ‖
(HE
q,∞,d
Φ
)fint (R
n)
. 1. This finishes the proof of (ii) and hence of Theorem 3.22. 
5 Dual spaces of Orlicz-slice Hardy spaces
In this section, we provide a description of the dual space of the Orlicz-slice Hardy space
(HE
q
Φ
)t(R
n), with max{p+
Φ
, q} ∈ (0, 1], in terms of Campanato spaces. This description is a
consequence of both their atomic characterization from Theorem 3.11 and their finite atomic char-
acterization from Theorem 3.22 as well as some basic tools from functional analysis.
Definition 5.1. A function Φ : [0,∞) → R is said to be concave if, for any t, s ∈ [0,∞) and
λ ∈ [0, 1],
λΦ(t) + (1 − λ)Φ(s) ≤ Φ(λt + (1 − λ)s).
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Lemma 5.2. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
satisfying p+
Φ
∈ (0, 1]. Then there exists a concave function Φ˜ with the same types as Φ, which is
equivalent to Φ.
Proof. Consider the function
Φ˜(t) :=

∫ t
0
inf
τ∈(0,s)
Φ(τ)
τ
ds, t ∈ (0,∞],
0, t = 0.
Then it is easy to prove that Φ˜ is concave on [0,∞). By the assumption that p+
Φ
∈ (0, 1], we know
that, for any t ∈ [0,∞),
Φ˜(t) ≥ t inf
τ∈(0,t)
Φ(τ)
τ
& t inf
τ∈(0,t)
(
τ
t
)p+
Φ Φ(t)
τ
∼ Φ(t).
On the other hand, for any t ∈ [0,∞), we have
Φ˜(t) =
∫ t
0
inf
τ∈(0,s)
Φ(τ)
τ
ds .
Φ(t)
tp
−
Φ
∫ t
0
inf
τ∈(0,s)
1
τ1−p
−
Φ
ds ∼ Φ(t)
tp
−
Φ
∫ t
0
1
s1−p
−
Φ
ds ∼ Φ(t).
Thus, we obtain Φ ∼ Φ˜. Moreover, it is easy to prove that Φ˜ is an Orlicz function with positive
lower type p−
Φ
and positive upper type p+
Φ
satisfying p+
Φ
∈ (0, 1], which completes the proof of
Lemma 5.2. 
Remark 5.3. Observe that all the results of this article are invariant under the change of equivalent
Orlicz functions. By this and Lemma 5.2, without loss of generality, in this section, we may always
assume that an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
satisfying
p+
Φ
∈ (0, 1] is also concave.
Lemma 5.4. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Then there exists a nonnegative constant C such that, for any
sequence { f j} j∈N ⊂ (EqΦ)t(Rn) of nonnegative functions such that
∑
j∈N f j converges in (E
q
Φ
)t(R
n),∥∥∥∥∥∥∥∥
∑
j∈N
f j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≥ C
∑
j∈N
∥∥∥ f j∥∥∥(Eq
Φ
)t(Rn)
.
Proof. By Lemma 5.2, we know that there exists a concave function Φ˜ with same types of Φ,
which is equivalent to Φ. Thus, for any f ∈ (Eq
Φ
)t(R
n),
‖ f ‖(Eq
Φ
)t(Rn)
∼ ‖ f ‖(Eq
Φ˜
)t(Rn)
and, to prove this lemma, by the Levi theorem, we only need to show that, for any nonnegative
f1, f2 ∈ (EqΦ)t(Rn),
‖ f1 + f2‖(Eq
Φ˜
)t(Rn)
≥ ‖ f1‖(Eq
Φ˜
)t(Rn)
+ ‖ f2‖(Eq
Φ˜
)t(Rn)
.
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Fix x ∈ Rn and let a1, a2 ∈ R satisfy a1 ∈ (0, ‖ f1‖LΦ˜(B(x,t))) and a2 ∈ (0, ‖ f2‖LΦ˜(B(x,t))). Since Φ˜ is
concave, it follows that∫
B(x,t)
Φ˜
(
f1 + f2
a1 + a2
)
dx =
∫
B(x,t)
Φ˜
(
f1
a1
a1
a1 + a2
+
f2
a2
a2
a1 + a2
)
dx
≥ a1
a1 + a2
∫
B(x,t)
Φ˜
(
f1
a1
)
dx +
a2
a1 + a2
∫
B(x,t)
Φ˜
(
f2
a2
)
dx
>
a1
a1 + a2
+
a2
a1 + a2
= 1.
Thus,
‖ f1 + f2‖LΦ˜(B(x,t)) ≥ a1 + a2,
which further implies that
‖ f1 + f2‖LΦ˜(B(x,t)) ≥ ‖ f1‖LΦ˜(B(x,t)) + ‖ f2‖LΦ˜(B(x,t)) .
From this and the definition of (E
q
Φ˜
)t(R
n), it easily follows that
‖ f1 + f2‖(Eq
Φ˜
)t(Rn)
≥ ‖ f1‖(Eq
Φ˜
)t(Rn)
+ ‖ f2‖(Eq
Φ˜
)t(Rn)
,
which completes the proof of Lemma 5.4. 
Lemma 5.5. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ (1,∞], s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋. Suppose L is a continuous linear functional on (HEq
Φ
)t(R
n) = (HE
q
Φ
)r,dt (R
n) . Then
‖L‖
((HE
q
Φ
)
r,d
t (R
n))∗ := sup
{
|L f | : ‖ f ‖
(HE
q
Φ
)
r,d
t (R
n)
≤ 1
}
∼ sup
{
|La| : a is an ((Eq
Φ
)t(R
n), r, d)-atom
}
with the equivalent positive constant independent of L and t.
Proof. Observing that any ((E
q
Φ
)t(R
n), r, d)-atom a satisfies ‖a‖
(HE
q
Φ
)r,dt (R
n)
≤ 1, to prove this
lemma, we only need to show
(5.1) sup
{
|L f | : ‖ f ‖
(HE
q
Φ
)r,dt (R
n)
≤ 1
}
. sup
{
|La| : a is a ((Eq
Φ
)t(R
n), r, d)-atom
}
.
Take any f ∈ (HEq
Φ
)t(R
n) and ‖ f ‖
(HE
q
Φ
)
r,d
t (R
n)
≤ 1, which is reasonable by Theorem 3.11. By
Definition 3.10, we know that, for any ǫ ∈ (0,∞), there exist a sequence of ((Eq
Φ
)t(R
n), r, d)-
atoms and a sequence {λ j}∞j=1 ⊂ [0,∞) such that f =
∑∞
j=1 λ ja j in S′(Rn) and∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤ 1 + ǫ.
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Combining this and Lemma 5.4, we have
∞∑
j=1
|λ j| .
∥∥∥∥∥∥∥∥
∞∑
j=1
λ j
‖χQ j‖(Eq
Φ
)t(Rn)
χQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
(5.2)
.
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1 + ǫ.
Observe that, by Proposition 3.15, we know that f =
∑∞
j=1 λ ja j holds true in (HE
q
Φ
)t(R
n). From
this and (5.2), it follows that
|L f | ≤
∞∑
j=1
|λ j||La j| . (1 + ǫ) sup
{
|La| : a is an ((Eq
Φ
)t(R
n), r, d)-atom
}
.
Letting ǫ → 0+, we then obtain (5.1), which completes the proof of Lemma 5.5. 
Definition 5.6. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type
p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ [1,∞), s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋. The Campanato space Lq,r,d
Φ,t
(Rn) is defined to be the space of all locally Lr(Rn)
functions g such that
‖g‖Lq,r,d
Φ,t
(Rn)
:= sup
B⊂Rn
inf
P∈Pd(Rn)
|B|
‖χB‖(Eq
Φ
)t(Rn)
[
1
|B|
∫
B
|g(x) − P(x)|r dx
] 1
r
< ∞,
where the first supremum is taken over all the balls B ⊂ Rn and Pd(Rn) denotes the space of all
polynomials on Rn with order not greater than d.
As usual, by a little abuse of notation, we identify f ∈ Lq,r,d
Φ,t
(Rn) with an equivalent class
f + Pd(Rn).
Theorem 5.7. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Let r ∈ (1,∞], s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfying
d ≥ ⌊n(1
s
− 1)⌋. Then the dual space of (HEq
Φ
)t(R
n), denoted by ((HE
q
Φ
)t(R
n))∗, is Lq,r′,d
Φ,t
(Rn) in the
following sense:
(i) Any g ∈ Lq,r′,d
Φ,t
(Rn) induces a linear functional given by
(5.3) Lg : f 7→ Lg( f ) :=
∫
Rn
f (x)g(x)dx,
which is initially defined on (HE
q,r,d
Φ
)fint (R
n) and has a bounded extension to (HE
q
Φ
)t(R
n).
(ii) Conversely, any continuous linear functional on (HE
q
Φ
)t(R
n) is of the form (5.3) for a unique
g ∈ Lq,r′,d
Φ,t
(Rn).
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Moreover, in any case, ‖g‖Lq,r′ ,d
Φ,t
(Rn)
is equivalent to ‖Lg‖((HEq
Φ
)t(Rn))∗ with the equivalent positive
constants independent of t, here and hereafter, ‖ · ‖((HEq
Φ
)t(Rn))∗ denotes the norm of ((HE
q
Φ
)t(R
n))∗.
Remark 5.8. Let t ∈ (0,∞).
(i) Let q ∈ (0, 1], r ∈ [1,∞) and Φ(τ) := τq for any τ ∈ [0,∞). In this case, via some simple
computations, we know that, for any ball B ⊂ Rn, ‖χB‖(Eq
Φ
)t(Rn)
= |B| 1q . Thus, in this case,
Lq,r,d
Φ,t
(Rn) coincides with the classical Campanato space L 1
q
−1,r,d(R
n) which was introduced
by Campanato [11].
(ii) Let q ∈ (0, 1) and Φ(τ) := τq for any τ ∈ [0,∞). In this case, we have p−
Φ
= q, (E
q
Φ
)t(R
n) =
Lq(Rn) and (HE
q
Φ
)t(R
n) = Hq(Rn), and the best known range of r in Theorem 5.7 is [1,∞]
(see, for example, [35, Theorem 4.1]). However, it is still unclear whether or not Theorem
3.19 still holds true when r = 1 and max{p+
Φ
, q} ∈ (0, 1).
Lemma 5.9. Let t, q ∈ (0,∞) andΦ be an Orlicz function with positive lower type p−
Φ
and positive
upper type p+
Φ
. Let x0 ∈ Rn and r ∈ (0,∞). Then Q(x0, 2r√n ) ⊂ B(x0, r) ⊂ Q(x0, 2r) and there exists
a positive constant C, independent of t, x0 and r, such that∥∥∥∥∥χQ(x0 , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤
∥∥∥χB(x0 ,r)∥∥∥(Eq
Φ
)t(Rn)
≤
∥∥∥χQ(x0 ,2r)∥∥∥(Eq
Φ
)t(Rn)
≤ C
∥∥∥∥∥χQ(x0 , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Proof. Obviously, for any x0 ∈ Rn and r ∈ (0,∞), we have
Q
(
x0,
2r√
n
)
⊂ B (x0, r) ⊂ Q (x0, 2r)
and ∥∥∥∥∥χQ(x0 , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
≤
∥∥∥χB(x0 ,r)∥∥∥(Eq
Φ
)t(Rn)
≤
∥∥∥χQ(x0 ,2r)∥∥∥(Eq
Φ
)t(Rn)
.
Thus, to complete the proof of Lemma 5.9, we only need to show that, for any x0 ∈ Rn and
r ∈ (0,∞), ∥∥∥χQ(x0 ,2r)∥∥∥(Eq
Φ
)t(Rn)
.
∥∥∥∥∥χQ(x0 , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Assume that r ∈ (0,∞) and, without loss of generality, we may assume that x0 = ~0n. Then it is
easy to see that there exist M ∈ N and {x1, . . . , xM} ⊂ Rn, independent of t and r, such that M . 1
and Q(~0n, 2r) ⊆
⋃M
m=1 Q(xm,
2r√
n
), which implies that
(5.4)
∥∥∥∥χQ(~0n ,2r)
∥∥∥∥
(E
q
Φ
)t(Rn)
≤
∥∥∥∥∥∥∥
M∑
m=1
χQ(xm , 2r√n )
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
M∑
m=1
∥∥∥∥∥χQ(xm , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Observing that, for any m ∈ N, t ∈ (0,∞) and x ∈ Rn,∥∥∥∥∥χQ(xm , 2r√n )χB(x,t)
∥∥∥∥∥
LΦ(Rn)
=
∥∥∥∥∥χB(~0n, 2r√n )χB(x−xm ,t)
∥∥∥∥∥
LΦ(Rn)
,
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by this and (2.1) with C˜(Φ,t) as therein, we have
∥∥∥∥∥χQ(xm , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
=

∫
Rn

‖χ
Q(~0n ,
2r√
n
)
χB(x−xm ,t)‖LΦ(Rn)
‖χB(x,t)‖LΦ(Rn)

q
dx

1
q
=
1
C˜(Φ,t)
{∫
Rn
∥∥∥∥∥χQ(~0n, 2r√n )χB(x−xm ,t)
∥∥∥∥∥q
LΦ(Rn)
dx
} 1
q
=
1
C˜(Φ,t)
{∫
Rn
∥∥∥∥∥χQ(~0n, 2r√n )χB(x,t)
∥∥∥∥∥q
LΦ(Rn)
dx
} 1
q
=
∥∥∥∥∥χQ(~0n, 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
which, combined with (5.4), implies that ‖χ
Q(~0n ,2r)
‖(Eq
Φ
)t(Rn)
. ‖χ
Q(~0n,
2r√
n
)
‖(Eq
Φ
)t(Rn)
. Thus, for any
x0 ∈ Rn and r ∈ (0,∞), ∥∥∥χQ(x0 ,2r)∥∥∥(Eq
Φ
)t(Rn)
.
∥∥∥∥∥χQ(x0 , 2r√n )
∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
This finishes the proof Lemma 5.9. 
Proof of Theorem 5.7. We first show (i). By Theorem 3.11, to prove Lq,r′,d
Φ,t
(Rn) ⊂ ((HEq
Φ
)t(R
n))∗,
it suffices to show
Lq,r′,d
Φ,t
(Rn) ⊂ ((HEq
Φ
)r,dt (R
n))∗.
Let g ∈ Lq,r′,d
Φ,t
(Rn) and a be an ((E
q
Φ
)t(R
n), r, d)-atom supported on a cube Q ⊂ Rn. Let the ball
B ⊂ Rn such that Q ⊂ B and |Q| ∼ |B|. Then, by the moment and the size conditions of a, together
with the Ho¨lder inequality and Lemma 5.9, we know that
|Lg(a)| : =
∣∣∣∣∣
∫
Rn
a(x)g(x) dx
∣∣∣∣∣ = infP∈Pd(Rn)
∣∣∣∣∣
∫
Rn
a(x)
[
g(x) − P(x)] dx∣∣∣∣∣
≤ ‖a‖Lr(Rn) inf
P∈Pd(Rn)
[∫
Rn
|g(x) − P(x)|r′ dx
] 1
r′
≤ |Q|
1
r
‖χQ‖(Eq
Φ
)t(Rn)
inf
P∈Pd(Rn)
[∫
Rn
|g(x) − P(x)|r′ dx
] 1
r′
∼ |B|
1
r
‖χB‖(Eq
Φ
)t(Rn)
inf
P∈Pd(Rn)
[∫
Rn
|g(x) − P(x)|r′ dx
] 1
r′
. ‖g‖Lq,r′ ,d
Φ,t
(Rn)
.
Moreover, for any f ∈ (HEq,r,d
Φ
)fint (R
n), by Definition 3.21, we know that there exist a sequence
{a j}mj=1 of ((E
q
Φ
)t(R
n), r, d)-atoms supported, respectively, on the cubes {Q j}mj=1 and a sequence
{λ j}mj=1 ⊂ [0,∞) such that∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
.
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From this and Lemma 5.4, it follows that
|Lg( f )| : =
∣∣∣∣∣
∫
Rn
f (x)g(x) dx
∣∣∣∣∣ ≤
m∑
j=1
λ j
∣∣∣∣∣
∫
Rn
a j(x)g(x) dx
∣∣∣∣∣
.
m∑
j=1
λ j‖g‖Lq,r′ ,d
Φ,t
(Rn)
.
∥∥∥∥∥∥∥∥
m∑
j=1
λ j
‖χQ j‖(Eq
Φ
)t(Rn)
χQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
‖g‖Lq,r′ ,d
Φ,t
(Rn)
.
∥∥∥∥∥∥∥∥∥

m∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
‖g‖Lq,r′ ,d
Φ,t
(Rn)
. ‖ f ‖
(HE
q,r,d
Φ
)fint (R
n)
‖g‖Lq,r′ ,d
Φ,t
(Rn)
.
By this and the fact that (HE
q,r,d
Φ
)fint (R
n) is dense in (HE
q
Φ
)t(R
n) as well as Theorem 3.22, we
obtain Theorem 5.7(i).
As for (ii), for any ball B ⊂ Rn, let πB : L1(B) → Pd(Rn) be the natural projection such that,
for any f ∈ L1(B) and Q ∈ Pd(Rn),∫
B
πB( f )(x)Q(x) dx =
∫
B
f (x)Q(x) dx.
It is well known (see, for example, [9, p. 51, (8.9)] or [35, p. 54, Lemma 4.1]) that
(5.5) sup
x∈B
|πB f (x)| .
1
|B|
∫
B
| f (x)| dx.
For any r ∈ (1,∞] and ball B ⊂ Rn, we define the closed subspace Lr
0
(B) of Lr(B) by setting
Lr0(B) :=
{
f ∈ Lr(B) : πB f = 0
}
.
Notice that Lr(B) is the subspace of Lr(Rn) consisting of all measurable functions vanishing out-
side B. Thus, if f ∈ Lr
0
(B), then
|Q| 1r
‖χQ‖(Eq
Φ
)t(R
n)
‖ f ‖−1
Lr(Rn)
f is an ((E
q
Φ
)t(R
n), r, d)-atom, where Q is a
cube, Q ⊃ B and the side length of Q equals to 2 times radius of B.
Suppose now L ∈ ((HEq
Φ
)t(R
n))∗ = ((HEq
Φ
)r,dt (R
n))∗. By Lemma 5.5, we know that, for any
f ∈ Lr
0
(B),
(5.6) |L( f )| .
‖χQ‖(Eq
Φ
)t(Rn)
|Q| 1r
‖L‖((HEq
Φ
)t(Rn))∗‖ f ‖Lr(Rn).
Therefore, L provides a bounded linear functional on Lr
0
(B). Thus, by the Hahn-Banach theorem
(see, for example, [48, p. 106, Theorem 1]), we know that there exists a linear functional LB, which
extends L to the whole space Lr(B) without increasing its norm.
If r ∈ (1,∞), by the duality (Lr(B))∗ = Lr′(B), we find that there exists hB ∈ Lr′(B) ⊂ L1(B)
such that, for any f ∈ Lr
0
(B),
L( f ) = LB( f ) =
∫
B
f (x)hB(x) dx.
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For the case r = ∞, let r˜ ∈ (1,∞). By Theorems 3.11, we know that L ∈ ((HEq
Φ
)
∞,d
t (R
n))∗ implies
L ∈ ((HEq
Φ
)˜
r,d
t (R
n))∗ without changing the norm of L. Thus, there exists hB ∈ Lr˜′(B) ⊂ L1(B) such
that, for any f ∈ L∞
0
(B), L( f ) =
∫
B
f (x)hB(x) dx. Altogether, we find that, for any r ∈ (1,∞], there
exists hB ∈ Lr′(B) such that, for any f ∈ Lr0(B), L( f ) =
∫
B
f (x)hB(x) dx.
Next we show that such hB is unique modulo Pd(Rn). Indeed, assume that h′B is another element
of Lr
′
(B) such that L( f ) =
∫
B
f (x)h′
B
(x) dx for any f ∈ Lr
0
(B). Then, for any f ∈ L∞(B), we have
f − πB( f ) ∈ L∞0 (B) and
0 =
∫
B
[ f (x) − πB( f )(x)][hB(x) − h′B(x)] dx
=
∫
B
f (x)[hB(x) − h′B(x)] dx −
∫
B
πB( f )(x)πB(hB − h′B)(x) dx
=
∫
B
f (x)[hB(x) − h′B(x)] dx −
∫
B
f (x)πB(hB − h′B)(x) dx
=
∫
B
f (x)[hB(x) − h′B(x) − πB(hB − h′B)(x)] dx.
The arbitrariness of f implies that hB(x)−h′B(x) = πB(hB−h′B)(x) for almost every x ∈ B. Therefore,
after changing values of hB (or h
′
B
) on a set of measure zero, we have hB − h′B ∈ Pd(Rn). Thus, the
function hB is unique up to a polynomial of degree at most d regardless of the exponent r ∈ (1,∞].
For any ρ ∈ N, let gρ be the unique element of Lr′(B(~0n, ρ)) such that L( f ) =
∫
B(~0n,ρ)
f (x)gρ(x) dx
for any f ∈ Lr
0
(B(~0n, ρ)). The preceding arguments show that gρ|B(~0n,ℓ) = gℓ for any ℓ ∈ {1, . . . , ρ}.
Therefore, we can define a locally Lr
′
(Rn) function g by setting g(x) := gρ(x) whenever x ∈
B(~0n, ρ). If f is a finite linear combination of ((E
q
Φ
)t(R
n), r, d)-atoms, then L( f ) =
∫
Rn
f (x)g(x) dx.
By (5.6), for any ball B ⊂ Rn, the norm of g as a linear functional on Lr
0
(B) satisfies
(5.7) ‖g‖(Lr
0
(B))∗ ≤
‖χQ‖(Eq
Φ
)t(Rn)
|Q| 1r
‖L‖((HEq
Φ
)t(Rn))∗ .
It is known (see [9, p. 52, (8.12)]) that
(5.8) ‖g‖(Lr
0
(B))∗ = inf
P∈Pd(Rn)
‖g − P‖Lr′ (B).
Combining (5.7), (5.8) and Lemma 5.9, we have
‖g‖Lq,r′ ,d
Φ,t
(Rn)
≤ sup
B⊂Rn
|B| 1r
‖χB‖(Eq
Φ
)t(Rn)
‖g‖(Lr
0
(B))∗ ≤ ‖L‖((HEq
Φ
)
r,d
t (R
n))∗ .
This finishes the proof of (ii) and hence of Theorem 5.7. 
6 Applications
In this section, we first establish a criterion on the boundedness of sublinear operators from
(HE
q
Φ
)t(R
n) into a quasi-Banach space as an application of the finite atomic characterizations
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of (HE
q
Φ
)t(R
n) from Theorem 3.22. Then we clarify the relationship between the atomic space
(C
q
r )t introduced in [7] and the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n). As an application of the
above boundedness criterion, we obtain the boundedness of δ-type Caldero´n-Zygmund operators
on (HE
q
Φ
)t(R
n).
6.1 Boundedness of sublinear operators
The main purpose of this section is to establish a criterion on the boundedness of sublinear
operators from (HE
q
Φ
)t(R
n) into a quasi-Banach space.
Recall that a complete vector space is called a quasi-Banach space B if its quasi-norm ‖ · ‖B
satisfies
(i) ‖ f ‖B = 0 if and only if f is the zero element of B;
(ii) there exists a positive constant C ∈ [1,∞) such that, for any f , g ∈ B,
‖ f + g‖B ≤ C(‖ f ‖B + ‖g‖B).
Obviously, when C = 1, a quasi-Banach space B is just a Banach space. Next we recall the notion
of γ-quasi-Banach spaces (see, for example, [27], [44], [47] and [46]).
Definition 6.1. Let γ ∈ (0, 1]. A quasi-Banach space Bγ with the quasi-norm ‖ · ‖Bγ called a
γ-quasi-Banach space if there exists a positive constant κ ∈ [1,∞) such that, for any m ∈ N and
{ f j}mj=1 ⊂ Bγ, ∥∥∥∥∥∥∥∥
m∑
j=1
f j
∥∥∥∥∥∥∥∥
γ
Bγ
≤ κ
m∑
j=1
∥∥∥ f j∥∥∥γBγ .
For any given γ-quasi-Banach space Bγ, with γ ∈ (0, 1], and a linear space V, an operator T
fromV to Bγ is said to be Bγ-sublinear if there exists a positive constant κ ∈ [1,∞) such that
(i) for any f , g ∈ V, ‖T ( f ) − T (g)‖Bγ ≤ κ‖T ( f − g)‖Bγ ;
(ii) for any m ∈ N, { f j}mj=1 ⊂ V and {λ j}mj=1 ⊂ C,∥∥∥∥∥∥∥∥T

m∑
j=1
λ j f j

∥∥∥∥∥∥∥∥
γ
Bγ
≤ κ
m∑
j=1
|λ j|γ‖T ( f j)‖γBγ .
Theorem 6.2. Let t, q ∈ (0,∞), γ ∈ (0, 1], Φ be an Orlicz function with positive lower type
p−
Φ
and positive upper type p+
Φ
and Bγ a γ-quasi-Banach space. Let r ∈ (max{1, q, p+Φ},∞],
s ∈ (0,min{p−
Φ
, q, 1}) and d ∈ Z+ satisfying d ≥ ⌊n(1s −1)⌋. If either of the following two statements
holds true:
(i) r ∈ (max{1, q, p+
Φ
},∞) and T : (HEq,r,d
Φ
)fint (R
n) → Bγ is a Bγ-sublinear operator satisfy-
ing that there exists a positive constant C1 such that, for any f ∈ (HEq,r,dΦ )fint (Rn)
(6.1) ‖T ( f )‖Bγ ≤ C1‖ f ‖(HEq,r,d
Φ
)fint (R
n)
;
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(ii) T : (HE
q,∞,d
Φ
)fint (R
n) ∩ C(Rn) → Bγ is a Bγ-sublinear operator satisfying that there exists
a positive constant C2 such that, for any f ∈ (HEq,∞,dΦ )fint (Rn) ∩ C(Rn)
‖T ( f )‖Bγ ≤ C2‖ f ‖(HEq,∞,d
Φ
)fint (R
n)
,
then T uniquely extends to a bounded Bγ-sublinear operator from (HEqΦ)t(Rn) into Bγ. Moreover,
there exists a positive constant C˜ such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖Bγ ≤ C˜‖ f ‖(HEq
Φ
)t(Rn)
.
By Theorem 6.2, we easily obtain the following corollary, which is a variant of Meda et al. [36,
Corollary 3.4] and Grafakos et al. [24, Theorem 5.9] as well as Ky [27, Theorem 3.5] (see also
[44, Theorem 1.6.9]), the details being omitted.
Corollary 6.3. Let t ∈ (0,∞), q ∈ (0, 1], γ ∈ (0, 1], Φ be an Orlicz function with positive lower
type p−
Φ
and positive upper type p+
Φ
∈ (0, 1] and Bγ a γ-quasi-Banach space. Let r ∈ (1,∞],
s ∈ (0,min{p−
Φ
, q}) and d ∈ Z+ satisfying d ≥ ⌊n(1s − 1)⌋. If either of the following two statements
holds true:
(i) r ∈ (1,∞) and T : (HEq,r,d
Φ
)fint (R
n) → Bγ is a Bγ-sublinear operator satisfying
A := sup
{
‖Ta‖Bγ : a is a ((EqΦ)t(Rn), r, d)-atom
}
< ∞;
(ii) T : (HE
q,∞,d
Φ
)fint (R
n)
⋂C(Rn)→ Bγ is a Bγ-sublinear operator satisfying
A := sup
{
‖Ta‖Bγ : a is a continuous ((EqΦ)t(Rn), ∞, d)-atom
}
< ∞,
then T uniquely extends to a bounded Bγ-sublinear operator from (HEqΦ)t(Rn) into Bγ. Moreover,
there exists a positive constant C˜ such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖Bγ ≤ C˜‖ f ‖(HEq
Φ
)t(Rn)
.
Remark 6.4. Let t ∈ (0,∞), q ∈ (0, 1] and Φ(τ) := τq for any τ ∈ [0,∞). In this case, we have
(E
q
Φ
)t(R
n) = Lq(Rn) and (HE
q
Φ
)t(R
n) = Hq(Rn) and Theorem 6.3 coincides with the well-known
criterion on the boundedness of sublinear operators from Hq(Rn) into a quasi-Banach space except
the case r = 1 (see, for example, [27, Theorem 3.5], [44, Theorem 1.6.9] and [24, Theorem 5.9]
with X := Rn). Moreover, when q = 1, Theorem 6.3 is just [36, Corollary 3.4].
We now prove Theorem 6.2.
Proof of Theorem 6.2. Suppose that assumption (i) holds true and f ∈ (HEq
Φ
)t(R
n). Then, by the
density of (HE
q,r,d
Φ
)fint (R
n) in (HE
q
Φ
)t(R
n), we know that there exists a Cauchy sequence { fk}k∈N ⊂
(HE
q,r,d
Φ
)fint (R
n) such that
lim
k→∞
‖ fk − f ‖(HEq
Φ
)t(Rn)
= 0.
Orlicz-Slice Hardy Spaces 47
By this, (6.1) and Theorem 3.22(i), we conclude that, for any k, l ∈ N, as k, l → ∞,
‖T ( fk) − T ( fl)‖Bγ . ‖T ( fk − fl)‖Bγ . ‖ fk − fl‖(HEq,r,d
Φ
)fint (R
n)
∼ ‖ fk − fl‖(HEq
Φ
)t(Rn)
→ 0,
which implies that {T ( fk)}k∈N is a Cauchy sequence in Bγ. Therefore, by the completeness of Bγ,
we know that there exists some g ∈ Bγ such that g = limk→∞ T ( fk) in Bγ. Then let T ( f ) := g.
From this, (6.1) and Theorem 3.22(i) again, it is easy to deduce that T ( f ) is well defined and, for
any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖γBγ . lim sup
k→∞
[
‖T ( f ) − T ( fk)‖γBγ + ‖T ( fk)‖
γ
Bγ
]
. lim sup
k→∞
‖T ( fk)‖γBγ
. lim sup
k→∞
‖ fk‖γ
(HE
q,r,d
Φ
)fint (R
n)
∼ lim
k→∞
‖ fk‖γ(HEq
Φ
)t(Rn)
∼ ‖ f ‖γ
(HE
q
Φ
)t(Rn)
,
which completes the proof of (i).
Suppose that the assumption (ii) holds true. Similarly to the proof of (i), using Theorem 3.22(ii),
we also conclude that, for any f ∈ (HEq,∞,d
Φ
)fint (R
n) ∩ C(Rn), ‖T ( f )‖Bγ . ‖ f ‖(HEq
Φ
)t(Rn)
. To extend
T to the whole (HE
q
Φ
)t(R
n), we only need to prove that (HE
q,∞,d
Φ
)fint (R
n) ∩ C(Rn) is dense in
(HE
q
Φ
)t(R
n). Observing that (HE
q,∞,d
Φ
)fint (R
n) is dense in (HE
q
Φ
)t(R
n), to show this, it suffices
to prove that (HE
q,∞,d
Φ
)fint (R
n) ∩ C(Rn) is dense in (HEq,∞,d
Φ
)fint (R
n) in terms of the quasi-norm
‖ · ‖(HEq
Φ
)t(Rn)
. Actually, we show that (HE
q,∞,d
Φ
)fint (R
n) ∩ C∞(Rn) is dense in (HEq,∞,d
Φ
)fint (R
n).
To see this, let f ∈ (HEq,∞,d
Φ
)fint (R
n). Since f is a finite linear combination of functions with
bounded supports, it follows that there exists R ∈ (0,∞) such that supp( f ) ⊂ B(~0n,R). Take
ϕ ∈ S(Rn) such that supp(ϕ) ⊂ B(~0n, 1) and
∫
Rn
ϕ(x) dx = 1. It is easy to see that supp(ϕτ ∗ f ) ⊂
B(~0n, 2R) for any τ ∈ (0,R) and ϕτ ∗ f has vanishing moments up to order d, where ϕτ(x) :=
τ−nϕ(τ−1x) for any x ∈ Rn. Thus, ϕτ ∗ f ∈ (HEq,∞,dΦ )fint (Rn) ∩ C∞(Rn).
Likewise, supp( f − ϕτ ∗ f ) ⊂ B(~0n, 2R) for any τ ∈ (0,R) and ϕτ ∗ f has vanishing moments up
to order d. Moreover, taking any δ ∈ (1,∞), we have
‖ f − ϕτ ∗ f ‖Lδ(Rn) → 0 as τ → 0.
Thus, f − ϕτ ∗ f = cτaτ for some ((EqΦ)t(Rn), δ, d)-atom aτ, and some constant cτ which satisfies
that cτ → 0 as τ → 0. Thus, ‖ f − ϕτ ∗ f ‖(HEq
Φ
)t(Rn)
→ 0 as τ → 0. This finishes the proof of
Theorem 6.2. 
6.2 Boundedness of Caldero´n-Zygmund operators
In [7], Auscher and Prisuelos-Arribas obtained the boundedness on slice spaces (E
q
r )t(R
n) of op-
erators such as the Hardy-Littlewood maximal operator, Caldero´n-Zygmund operators etc. Based
on (E
q
r )t(R
n), Auscher and Prisuelos-Arribas in [7] also introduced a Hardy-type space (C
q
r )t(R
n)
and proved the boundedness of Caldero´n-Zygmund operators on it. In this section, we first obtain
the relationship between the space (C
q
r )t(R
n) and the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n). Then,
using the criterion for the boundedness of sublinear operators obtained in Theorem 6.3, we estab-
lish the boundedness of δ-type Caldero´n-Zygmund operators from (HE
q
Φ
)t(R
n) to (HE
q
Φ
)t(R
n) [or
to (E
q
Φ
)t(R
n)] with δ ∈ (0, 1] and min{p+
Φ
, q} ∈ ( n
n+δ , 1], respectively.
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Definition 6.5. Let t ∈ (0,∞), r ∈ (1,∞) and q ∈ ( n
n+1
, 1]. A function a ∈ (Eqr )t(Rn) is called an
(E
q
r )t(R
n)-atom if it is supported on a ball B of radius τ ∈ [t,∞) and satisfies
‖a‖Lr(Rn) ≤ |B|
1
r
− 1
q .
The Hardy-type space (C
q
r )t(R
n) is then defined to be the set of all measurable functions f ∈
(E
q
r )t(R
n) such that there exist a sequence of numbers, {λ j}∞j=1 ∈ ℓq, and a sequence of (E
q
r )t(R
n)-
atoms, {a j}∞j=1, supported, respectively, on the balls {B j}∞j=1, with
∫
Rn
a j(x)dx = 0 for any j ∈ N so
that f =
∑∞
j=1 λ ja j with convergence in (E
q
r )t(R
n).
Proposition 6.6. Let t ∈ (0,∞), r ∈ (1,∞), q ∈ ( n
n+1
, 1] and s ∈ (0, q]. Then
(C
q
r )t(R
n) ⊂ Hq(Rn) ⊂ Hq(Rn) ∪ Hs(Rn) ⊂ (HEqs )t(Rn),
where the slice Hardy space (HE
q
s )t(R
n) is as in Definition 3.2.
Proof. By the definition of the space (C
q
r )t(R
n), it is obvious that the Hardy-type space (C
q
r )t(R
n)
is the subspace of the classical real Hardy space Hq(Rn). Furthermore, by Proposition 2.11(i), we
know that (C
q
r )t(R
n) ⊂ Hq(Rn) ⊂ Hq(Rn) ∪ Hs(Rn) ⊂ (HEqs )t(Rn), which completes the proof of
Proposition 6.6. 
Remark 6.7. Let t ∈ (0,∞), r ∈ (1,∞), q ∈ (1
2
, 1], s ∈ (0, q] and n = 1. When q ∈ (1
2
, 1), the
difference δ1 − δ−1 of Dirac masses lies in Hq(R) but not in (Cqr )t(R), because δ1 − δ−1 is only
a distribution, not a function (see also, for example, [41, p. 129]). This shows that (C
q
r )t(R) $
(HE
q
s )t(R). When q = 1 and s ∈ (0, 1), let d = ⌊s−1 − 1⌋, the d-order derivative (δ1 − δ−1)(d) of
δ1 − δ−1 lies in Hs(R), but not in (C1r )t(R); thus, in this case, we also have (C1r )t(R) $ (HE1s )t(R).
Definition 6.8. Let δ ∈ (0, 1], a convolutional δ-type Caldero´n-Zygmund operator T is a linear
operator, which is bounded on L2(Rn) with kernel k ∈ S′(Rn) coinciding with a locally integrable
function on Rn \ {~0n} and satisfying that there exists a positive constant C, independent of f , x and
y, such that, for any x, y ∈ Rn with |x| ≥ |2y|,
|k(x − y) − k(x)| ≤ C |y|
δ
|x|n+δ
and, for any f ∈ L2(Rn), T ( f ) := k ∗ f .
Definition 6.9. Let δ ∈ (0, 1]. A non-convolutional δ-type Caldero´n-Zygmund operator is a linear
operator which is bounded on L2(Rn) and satisfies that, for any f ∈ L2(Rn) with compact support
and x < supp( f ),
T ( f )(x) :=
∫
Rn
K(x, y) f (y) dy,
where K denotes a measurable function on (Rn ×Rn) \ {(x, x) : x ∈ Rn} satisfying that there exists
a positive constant C such that, for any x, y, z ∈ Rn,
|K(x, y) − K(x, z)| ≤ C |y − z|
δ
|x − y|n+δ when |x − y| > 2|y − z|.
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Lemma 6.10. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Assume that r ∈ (max{1, q, p+
Φ
},∞], s ∈ (0,min{p−
Φ
, q, 1}). Let {λk}k∈N ⊂
[0,∞) and {Qk}k∈N be a sequence of cubes. Then, for any sequence {ak}k∈N ⊂ Lr(Rn) such that, for
any k ∈ N, supp(ak) ⊂ Qk,
‖ak‖Lr(Rn) ≤
|Qk| 1r
‖χQk‖(Eq
Φ
)t(Rn)
and ∥∥∥∥∥∥∥∥

∑
k∈N
 λk‖χQk‖(Eq
Φ
)t(Rn)

s
χQk

1
s
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞,
it holds true that ∥∥∥∥∥∥∥
∑
k∈N
λkak
∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥

∑
k∈N
 λk‖χQk‖(Eq
Φ
)t(Rn)

s
χQk

1
s
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
where the implicit positive constant is independent of {λk}k∈N, {ak}k∈N and t.
Proof. By Lemmas 2.28, 4.2, 4.3 and 4.4, we know that (E
q
Φ
)t(R
n) satisfies all the assumptions
of [40, Theorem 2.10]. As a simple corollary of [40, Theorem 2.10], we immediately obtain the
desired conclusion of Lemma 6.10, which completes the proof of Lemma 6.10. 
Via borrowing some ideas from the proof of Yan et al. [45, Theorem 7.4] and applying the
criterion established in Theorem 6.2, we obtain the boundedness of convolutional δ-type Caldero´n-
Zygmund operators from (HE
q
Φ
)t(R
n) to itself or to (E
q
Φ
)t(R
n) (see Theorem 6.11 below), which
extends the corresponding results of Fefferman and Stein [19, Theorem 12] to the present setting.
Theorem 6.11. Let t, q ∈ (0,∞), δ ∈ (0, 1] and Φ be an Orlicz function with positive lower type
p−
Φ
satisfying min{p−
Φ
, q} ∈ ( n
n+δ
, 1] and positive upper type p+
Φ
.
(i) If T is a convolutional δ-type Caldero´n-Zygmund operator as in Definition 6.8, then there
exists a positive constant C such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖(Eq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
.
(ii) If T is a convolutional δ-type Caldero´n-Zygmund operator as in Definition 6.8, then there
exists a positive constant C such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖(HEq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
,
where the positive constant C is independent of f and t.
Proof. By similarity, we only prove (ii). Let T be a convolutional δ-type Caldero´n-Zygmund
operator as in Definition 6.8. Let r ∈ (max{1, q, p+
Φ
},∞) and f ∈ (HEq,r,d
Φ
)fint (R
n). Then, without
loss of generality, we may assume that ‖ f ‖(HEq
Φ
)t(Rn)
= 1. Thus, to prove (ii), by Theorem 6.2(i),
we only need to show that
(6.2) ‖T ( f )‖(HEq
Φ
)t(Rn)
. 1.
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Noticing that f ∈ (HEq
Φ
)t(R
n)
⋂
Lr(Rn), by the proof of [40, Theorem 3.7], we know that there
exist a sequence of {λ j}∞j=1 ⊂ [0,∞) and {a j}∞j=1 of ((E
q
Φ
)t(R
n), r, 0)-atoms supported, respectively,
on the cubes {Q j}∞j=1 := {Q(x j, r j)}∞j=1 ⊂ Q such that f =
∑∞
j=1 λ ja j converges in L
r(Rn) and
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. ‖ f ‖(HEq
Φ
)t(Rn)
. 1.
From the fact that T is bounded on Lr(Rn) (see, for example, [16, Theorem 5.1]), we deduce that
T ( f ) =
∞∑
j=1
λ jT (a j)
converges in Lr(Rn). Using this and Theorem 3.5, we have
‖T ( f )‖(HEq
Φ
)t(Rn)
∼ ‖M (T ( f ), ϕ)‖(Eq
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)
χ4
√
nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)
χRn\4√nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=: I + II,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and M(T ( f ), ϕ) is as in Definition 3.1.
For I, by the boundedness ofT on Lr(Rn) and the fact that M(T (a), ϕ) .M(T (a)), we conclude
that, for any j ∈ N,
∥∥∥∥M (T (a j), ϕ)χ4√nQ j∥∥∥∥Lr(Rn) .
∥∥∥∥M (T (a j))∥∥∥∥
Lr(Rn)
.
∥∥∥T (a j)∥∥∥Lr(Rn) . ∥∥∥a j∥∥∥Lr(Rn) . |Q j|
1
r
‖χQ j‖(Eq
Φ
)t(Rn)
,
which, combined with Lemma 6.10, implies that
I .
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
λ jM(T (a j), ϕ)χ4√nQ j
]s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1.
This is a desired estimate.
As for II, for any τ ∈ (0,∞), let k(τ) := k∗ϕτ with ϕτ(·) := 1τnϕ( ·τ ). By the proof of [45, Theorem
7.4], we find that k(τ) satisfies the same conditions as k.
Now, by the vanishing moment condition of a j and the Ho¨lder inequality, we know that, for
any x < 4
√
nQ j,∣∣∣∣M (T (a j), ϕ) (x)∣∣∣∣ = sup
τ∈(0,∞)
∣∣∣ϕτ ∗ (k ∗ a j)(x)∣∣∣ = sup
τ∈(0,∞)
∣∣∣k(τ) ∗ a j(x)∣∣∣
= sup
τ∈(0,∞)
∣∣∣∣∣
∫
Rn
[
k(τ)(x − y) − k(τ)(x − x j)
]
a j(y) dy
∣∣∣∣∣
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.
∫
Rn
|y − x j|δ
|x − x j|n+δ
∣∣∣a j(y)∣∣∣ dy . rδj|x − x j|n+δ ‖a j‖Lr(Rn)
∣∣∣Q j∣∣∣ 1r′
.
rn+δ
j
|x − x j|n+δ
1
‖χQ j‖(Eq
Φ
)t(Rn)
.
[
M
(
χQ j
)
(x)
] n+δ
n 1
‖χQ j‖(Eq
Φ
)t(Rn)
,
which implies that, for any x < 4
√
nQ j,∣∣∣∣M (T (a j), ϕ) (x)∣∣∣∣ χRn\4√nQ j(x) . [M (χQ j) (x)] n+δn 1‖χQ j‖(Eq
Φ
)t(Rn)
.
Therefore, we have
II .
∥∥∥∥∥∥∥∥
∞∑
j=1
λ j
‖χQ j‖(Eq
Φ
)t(Rn)
[
M
(
χQ j
)] n+δ
n
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Let u := n
n+δ
and Φu(τ) := Φ(
u
√
τ). Since min{p−
Φ
, q} ∈ ( n
n+δ
, 1], it follows that Φu is of upper type
p+
Φ
u
and of lower type
p−
Φ
u
, and
p−
Φ
u
,
q
u
∈ (1,∞). By this and Theorem 2.20, we further conclude that
II .
∥∥∥∥∥∥∥∥

∞∑
j=1
λ j
‖χQ j‖(Eq
Φ
)t(Rn)
[
M(χQ j )
] 1
u

u∥∥∥∥∥∥∥∥
1
u
(E
q/u
Φu
)t(Rn)
.
∥∥∥∥∥∥∥∥

∞∑
j=1
λ jχQ j
‖χQ j‖(Eq
Φ
)t(Rn)

u∥∥∥∥∥∥∥∥
1
u
(E
q/u
Φu
)t(Rn)
(6.3)
.
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1.
Combining the estimates for I and II, we obtain (6.2), which completes the proof of (ii) and
hence of Theorem 6.11. 
We recall the notion of β-order Caldero´n-Zygmund operators as follows (see, for example,
[45]).
Definition 6.12. For any given β ∈ (0,∞) \ N, a linear operator T is called a β-order Caldero´n-
Zygmund operator if T is bounded on L2(Rn) and its kernel
k : (Rn × Rn) \ {(x, x) : x ∈ Rn} → C
satisfies that there exists a positive constant C such that, for any α ∈ Zn+ with |α| ≤ ⌊β⌋ and
x, y, z ∈ Rn with |x − y| > 2|y − z|,
(6.4)
∣∣∣∂αxk(x, y) − ∂αxk(x, z)∣∣∣ ≤ C |y − z|β−⌊β⌋|x − y|n+β
and, for any f ∈ L2(Rn) having compact support and x < supp f ,
T ( f )(x) =
∫
supp f
k(x, y) f (y) dy.
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Here and hereafter, for any α := (α1, . . . , αn) ∈ Zn+, ∂αx := ( ∂∂x1 )α1 · · · (
∂
∂xn
)αn .
Next, we establish the boundedness of the β-order Caldero´n-Zygmund operator T from the
Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) to itself (see Theorem 6.13) or to (E
q
Φ
)t(R
n) (see Theorem
6.14). Recall that, for any l ∈ N, an operator T is said to have the vanishing moment condition
up to order l if, for any a ∈ L2(Rn) with compact support and satisfying that, for any γ ∈ Zn+ with
|γ| ≤ l,
∫
Rn
xγa(x) dx = 0, it holds true that
∫
Rn
xγT (a)(x) dx = 0.
Theorem 6.13. Let t ∈ (0,∞), q ∈ (0, 2), β ∈ (0,∞) \N and Φ be an Orlicz function with positive
lower type p−
Φ
satisfying min{p−
Φ
, q} ∈ ( n
n+β ,
n
n+⌊β⌋ ] and positive upper type p
+
Φ
∈ (0, 2). Let T be
a β-order Caldero´n-Zygmund operator and have the vanishing moment condition up to order ⌊β⌋.
Then T has a unique extension on (HEq
Φ
)t(R
n) and, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖(HEq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
,
where C is positive constant independent of f and t.
Proof. Let {λ j}∞j=1 and {a j}∞j=1 be the same as in the proof of Theorem 6.11. By an argument
similar to that used in the proof of Theorem 6.11, we know that, to prove Theorem 6.13, it suffices
to show that
(6.5)
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1,
where M(T (a j), ϕ) is as in Definition 3.1.
To this end, it is easy to see that∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)
χ4
√
nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jM
(
T (a j), ϕ
)
χRn\4√nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=: I + II,
where, for any j ∈ N, Q j := Q(x j, r j) is the same as in the proof of Theorem 6.11.
For I, by an argument similar to that used in the proof of Theorem 6.11, we conclude that I . 1.
Next, we deal with II. To this end, from the vanishing moment condition of T and the fact that
⌊β⌋ ≤ n( 1
min{q,p−
Φ
} − 1) implies ⌊β⌋ ≤ d, it follows that, for any j ∈ N, τ ∈ (0,∞) and x < 4Q j,
∣∣∣ϕτ ∗ T (a j)(x)∣∣∣ = 1
τn
∣∣∣∣∣
∫
Rn
ϕ
(
x − y
τ
)
T (a j)(y) dy
∣∣∣∣∣(6.6)
≤ 1
τn
∫
Rn
∣∣∣∣∣∣∣∣ϕ
(
x − y
τ
)
−
∑
|α|≤⌊β⌋
∂αϕ(
x−x j
τ )
α!
(y − x j
τ
)α∣∣∣∣∣∣∣∣
∣∣∣T (a j)(y)∣∣∣ dy
=
1
τn
∫
|y−x j |<2r j
+
∫
2r j≤|y−x j |<
|x−x j |
2
+
∫
|y−x j |≥
|x−x j |
2

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×
∣∣∣∣∣∣∣∣ϕ
(
x − y
τ
)
−
∑
|α|≤⌊β⌋
∂αϕ(
x−x j
τ )
α!
(y − x j
τ
)α∣∣∣∣∣∣∣∣
∣∣∣T (a j)(y)∣∣∣ dy
=: II1 + II2 + II3,
where ϕ ∈ S(Rn) satisfying
∫
Rn
ϕ(x) dx , 0.
For II1, by the Taylor remainder theorem, the Ho¨lder inequality and the fact that T is bounded
on L2(Rn), similarly to the estimation of [45, (7.9)], we find that, for any τ ∈ (0,∞) and x < 4Q j,
II1 .
1
τn
∫
|y−x j |<2r j
τn+⌊β⌋+1
|x − x j|n+⌊β⌋+1
|y − x j|⌊β⌋+1
τ⌊β⌋+1
∣∣∣T (a j)(y)∣∣∣ dy
.
r
⌊β⌋+1
j
|x − x j|n+⌊β⌋+1
∥∥∥T a j∥∥∥L2(Rn) ∣∣∣Q j∣∣∣ 12 . r
n+⌊β⌋+1
j
|x − x j|n+⌊β⌋+1
1
‖χQ j‖(Eq
Φ
)t(Rn)
.
For II2, by the Taylor remainder theorem, the vanishing moments of a j, the fact that ⌊β⌋ ≤
n( 1
min{q,p−
Φ
} − 1) ≤ d, (6.4) and the Ho¨lder inequality, similarly to the estimation of [45, (7.10)], we
conclude that, for any τ ∈ (0,∞) and x < 4Q j,
II2 .
1
|x − x j|n+⌊β⌋+1
∫
2r j≤|y−x j |<
|x−x j |
2
|y − x j|⌊β⌋+1
∫
Q j
|a j(z)|
|z − x j|β
|y − x j|n+β
dz dy
.
r
β
j
|x − x j|n+⌊β⌋+1
∫
2r j≤|y−x j |<
|x−x j |
2
1
|y − x j|n+β−⌊β⌋−1
dy‖a j‖L2(Rn)|Q j|
1
2
.
r
n+β
j
|x − x j|n+β
1
‖χQ j‖(Eq
Φ
)t(Rn)
.
For II3, by the vanishing moments of a j, the fact that ⌊β⌋ ≤ n( 1min{q,p−
Φ
} − 1) ≤ d, (6.4) and the
Ho¨lder inequality, similarly to the estimation of [45, (7.11)], we know that, for any τ ∈ (0,∞) and
x < 4Q j,
II3 .
∫
|y−x j |≥
|x−x j |
2
|ϕτ(x − y)|
∫
Q j
|a j(z)|
|z − x j|β
|y − x j|n+β
dz dy
+
∫
|y−x j |≥
|x−x j |
2
∣∣∣∣∣∣∣∣
1
τn
∑
|α|≤⌊β⌋
∂αϕ(
x−x j
τ )
α!
(y − x j
τ
)α∣∣∣∣∣∣∣∣
∫
Q j
|a j(z)|
|z − x j|β
|y − x j|n+β
dz dy
.
|r j |β
|x − x j|n+β
‖a j‖L2(Rn)|Q j|
1
2
∫
|y−x j |≥
|x−x j |
2
|ϕτ(x − y)| dy
+
∑
|α|≤⌊β⌋
|r j |β‖a j‖L2(Rn)|Q|
1
2
∫
|y−x j |≥
|x−x j |
2
1
τn
τn+α
|x − x j|n+α
|y − x j|α
τα
1
|y − x j|n+β
dy
.
1
‖χQ j‖(Eq
Φ
)t(Rn)
r
n+β
j
|x − x j|n+β
.
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Combining (6.6) and the estimates of II1, II2 and II3, we conclude that, for any x < 4Q j,
M(T (a j), ϕ)(x) = sup
τ∈(0,∞)
|ϕτ ∗ T (a j)(x)|
.
r
n+β
j
|x − x j|n+β
1
‖χQ j‖(Eq
Φ
)t(Rn)
.
[
M(χQ j )(x)
] n+δ
n 1
‖χQ j‖(Eq
Φ
)t(Rn)
,
which further implies that, for any x ∈ Rn,
M(T (a j), ϕ)(x)χ4Q j (x) .
[
M(χQ j )(x)
] n+δ
n 1
‖χQ j‖(Eq
Φ
)t(Rn)
.
Then, by an argument similar to that used in the proof of Theorem 6.11, we know that (6.5) holds
true, which completes the proof of Theorem 6.13. 
Theorem 6.14. Let t ∈ (0,∞), q ∈ (0, 2), β ∈ (0,∞) \N and Φ be an Orlicz function with positive
lower type p−
Φ
satisfying min{p−
Φ
, q} ∈ ( n
n+β
, n
n+⌊β⌋ ] and positive upper type p
+
Φ
∈ (0, 2). Let T
be a β-order Caldero´n-Zygmund operator. Then T has a unique extension from (HEq
Φ
)t(R
n) to
(E
q
Φ
)t(R
n) and, for any f ∈ (HEq
Φ
)t(R
n),
‖T ( f )‖(Eq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
,
where C is positive constant independent of f and t.
Proof. Let {λ j}∞j=1 and {a j}∞j=1 be the same as in the proof of Theorem 6.11. By an argument
similar to that used in the proof of Theorem 6.11, we know that, to prove Theorem 6.14, it suffices
to show that
(6.7)
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jT (a j)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1.
To this end, it is easy to see that∥∥∥∥∥∥∥∥
∞∑
j=1
λ jT (a j)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jT (a j)χ4√nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
+
∥∥∥∥∥∥∥∥
∞∑
j=1
λ jT (a j)χRn\4√nQ j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
=: I + II,
where, for any j ∈ N, Q j := Q(x j, r j) is the same as in the proof of Theorem 6.11.
For I, by the boundedness of T on L2(Rn), we conclude that, for any j ∈ N,
‖T (a j)‖L2(Rn) . ‖a j‖L2(Rn) .
|Q j| 12
‖χQ j‖(Eq
Φ
)t(Rn)
,
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which, together with Lemma 6.10, implies that
I .
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
λ jT (a j)χ4√nQ j
]s
1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∞∑
j=1
 λ j‖χQ j‖(Eq
Φ
)t(Rn)

s
χQ j

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
. 1.
This is a desired estimate.
Next, we deal with II. To this end, from the Taylor remainder theorem, vanishing moments of
a j, the fact that ⌊β⌋ ≤ n( 1min{q,p−
Φ
} − 1) implies ⌊β⌋ ≤ d and the Ho¨lder inequality, it follows that, for
any j ∈ N and z ∈ Q j, there exists ξ(z) ∈ Q j such that, for any x < 4
√
nQ j,
|T (a j)(x)| ≤
∫
Q j
|a(z)||k(x, z)| dz
=
∫
Q j
|a(z)|
∣∣∣∣∣∣∣∣k(x, z) −
∑
|α|<⌊β⌋
∂αxk(x, x j)
α!
(z − x j)α
∣∣∣∣∣∣∣∣ dz
∼
∫
Q j
|a(z)|
∣∣∣∣∣∣∣∣
∑
|α|=⌊β⌋
∂αxk(x, x j) − ∂αxk(x, ξ(z))
α!
(z − x j)α
∣∣∣∣∣∣∣∣ dz
.
∫
Q j
|a(z)|
r
β
j
|x − x j|n+β
dz .
r
β
j
|x − x j|n+β
‖a j‖L2(Rn)|Q j|
1
2
.
r
n+β
j
|x − x j|n+β
1
‖χQ j‖(Eq
Φ
)t(Rn)
.
[
M(χQ j )(x)
] n+δ
n 1
‖χQ j‖(Eq
Φ
)t(Rn)
.
Then, by an argument similar to that used in the proof of Theorem 6.11, we know that (6.7) holds
true, which completes the proof of Theorem 6.14. 
Remark 6.15. (i) Let t, Φ be as in Theorem 6.13. Notice that, when β := δ ∈ (0, 1), the op-
erators T in Theorems 6.13 and 6.14 is just a non-convolutional δ-type Caldero´n-Zygmund
operator. Thus, the operators in Theorems 6.13 and 6.14 include the non-convolutional δ-
type Cladero´n-Zygmund operators as special cases. Observe that, differently from Theorem
6.11, in Theorems 6.13 and 6.14, we have a restriction on the ranges of q and p+
Φ
, namely,
q, p+
Φ
∈ (0, 2), which is caused by the fact that the β-order Caldero´n-Zygmund operator is
only known bounded on Lr(Rn) for any r ∈ (1, 2] (see, for example, [16, Theorem 5.10]).
Thus, by [16, Theorem 5.10] again, if we further assume that the kernel k of T satisfies
(5.11) of [16, Theorem 5.10], we can then remove this restriction.
(ii) Let t ∈ (0,∞, ), r ∈ (1,∞), δ ∈ (0, 1] and q ∈ ( n
n+δ , 1]. Recall that Auscher and Prisuelos-
Arribas [7, Proposition 8.4] proved that the non-convolutional δ-type Cladero´n-Zygmund
operators are bounded from (C
q
r )t(R
n) to (E
q
r )t(R
n) and from (C
q
r )t(R
n) to (C
q
r )t(R
n).
In Theorems 6.13 and 6.14, if let β := δ ∈ (0, 1], s ∈ ( n
n+δ
, q] and Φ(τ) := τs for any τ ∈
[0,∞), then we know that the non-convolutional δ-type Cladero´n-Zygmund operators are
bounded from (HE
q
s )t(R
n) to (E
q
s )t(R
n) and from (HE
q
s )t(R
n) to (HE
q
s )t(R
n). By Propositions
6.6 and 2.11, we know that (C
q
r )t(R
n) $ (HE
q
s )t(R
n) and (E
q
r )t(R
n) $ (E
q
s )t(R
n) and hence
[7, Proposition 8.4] and Theorems 6.13 and 6.14 in this article can not cover each other.
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(iii) When t, q ∈ (0,∞) and Φ(τ) := τq for any τ ∈ [0,∞), (HEq
Φ
)t(R
n) and (E
q
Φ
)t(R
n) respec-
tively become the classical Hardy space Hq(Rn) and Lebesgue space Lq(Rn). In this case, we
know that, if δ ∈ (0, 1] and q ∈ ( n
n+δ , 1], then Theorems 6.13 and 6.14 and (ii) of this remark
give the boundedness of the classical δ-type Cladero´n-Zygmund operator from Hq(Rn) to
Lq(Rn) and from Hq(Rn) to itself, which is well known (see, for example, [5, Theorem 1.1],
[41, p. 115, Theorem 4], [35, p. 109, Theorem 4.1 and p. 119, Theorem 4.5]).
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