We consider the problem of producing interferenceminimal graphs with additional properties such as connectivity, bounded stretch factor or bounded link diameter. We compute exact interference-minimal graphs and estimated interference-minimal graphs. The latter can be computed faster.
G, we will denote by d G (u, v) the length of the shortest path between u and v in G, and we use |uv| to denote the Euclidean distance between u and v. A network G is said to be a t-spanner if for every pair of vertices u and v it holds that d G (u, v) ≤ t · |uv|. We show that an interference-minimal t-spanner can be computed in O(n log k t (k t 2 + n log n)) expected time, where k t is the minimum interference for which there exists a t-spanner.
The third graph class that we consider is the class of d-hop networks. A graph G is said to be a d-hop network if for every pair of vertices u and v, there is a path using at most d links between u and v. The expected running time of our algorithm for the d-hop network is O(n log k d (k d 2 + n log n)), where k d is the minimum interference for which there exists a d-hop network.
It will turn out that our results are only faster than a method that uses circular range searching if k = O(n 5/8 ). For dense graphs we argue in Section 4 that it is not realistic to assume exact data. Hosts on the perimeter of the transmission radius may or may not experience interference. Therefore we propose a model based on realistically accurate data, that is, we treat the sphere of an edge as a fuzzy object. This means that hosts lying close to the boundary of the transmission radius either may or may not be counted. Using this cost model we propose algorithms for the tree and the spanner with running times that beat the circular range searching method for all values of k and k t . However, the running times depend on how fine the approximation should be.
Definitions
We start with the definition of interference. For a point p ∈ R 2 and a real r ≥ 0 let D(p, r) be the closed disk that has center p and radius r. Given a communication network G = (V, E) with V ⊂ R 2 , for an edge {u, v} ∈ G and u, the range of u must be at least |uv|. Thus, all points in D(u, |uv|) experience interferences. As we consider undirected edges, the following definition follows: 
Computing exact interference graphs
The main idea for computing interference-minimal trees, spanners and d-hop networks is the same. By combining exponential and binary search we determine the minimum graph that has the desired property P, see Algorithm 1.
The only non-trivial steps are the subroutines ComputeEdgeSet and FulfillsProperty. We first detail how to implement ComputeEdgeSet efficiently. We will use the order-m Delaunay graph and the order-m Voronoi diagram. An edge {u, v} is an order-m Delaunay edge if there exists a circle through u and v that has at most m points of V inside.
Lemma 1 All edges E m are order-m Delaunay edges.
Proof. Let e be an edge with Cov(e) ≤ m. By definition 1 the sphere S(e) contains at most m points. Then, the disk that has e as diameter contains at most m points as it is contained in S(e).
We use the duality between Voronoi diagrams and Delaunay edges. We need precisely that {u, v} is an order-m Delaunay edge if and only if there are two incident faces F 1 and F 2 in the order-(m + 1) Voronoi diagram such that u is in the set of points that determine F 1 and v is in the set of points that determine F 2 . Details can be found in [4] . We need: 
Theorem 3 Given n points in the plane, the edge set
Next, we describe how to implement FulfillsProperty for each of the three graph classes.
Spanning trees
To obtain an interference-minimal spanning tree we first run Algorithm 1 with the property connectivity. Let k be the minimum value for which G k is connected. The exponential and binary search to determine k require O(log k) steps in total. As the size of the edge set of each graph G m is bounded by O(nk), the answer to FulfillsProperty(G m , P) can by given in O(nk) time by running a breadth-first search on G m . Hence, we can find the interference-minimal connected graph G k in O(nk 2 log k + n log n log k) expected time. If we only want to find a spanning tree T that minimizes Int(T ), it is enough to run a breadthfirst search on G k . We can also run Prim's algorithm using the values Cov(e) as edge weights. This requires O(nk + n log n) time.
Theorem 4 We can find an interference-minimal spanning tree T that minimizes Int(T ) and
e∈T Cov(e) in O(nk 2 log k + n log n log k) expected time, if k ≤ n/2 − 2.
Spanners
Here, FulfillsProperty(G m , P) must decide whether the current graph G m is a t-spanner. We do this by computing shortest paths between all pairs of vertices and by checking for each pair {u, v} ∈ V 2 whether d Gm (u, v) ≤ t · |uv|. Only if the answer is yes for each query, G m is a t-spanner of V .
For the all-pairs-shortest-path computation we use an algorithm with expected running time O(n 2 log n), described by Moffat and Takaoka in [5] , i.e., FulfillsProperty(G m , P) can be implemented in time O(n 2 log n) if P is the graph property "t-spanner". Combining this result with Theorem 3 gives:
Theorem 5 Given t > 1, we can find an interferenceminimal t-spanner in
O(n log k t (k t 2 + n log n)) ex- pected time, if k t ≤ n/2 − 2.
d-hop networks
For testing the d-hop property in G m we set the weights of all edges in E m to 1 and run again the allpairs-shortest-path algorithm. If every shortest path has weight at most d, then G m is a d-hop network. We obtain time bounds analogous to those in Theorem 5.
Theorem 6 Given an integer d > 1, we can find an interference-minimal d-hop network in
O(n log k d (k d 2 + n log n)) exp. time, if k d ≤ n/2 − 2.
Computing estimated interference graphs
We now assume that exact data is not realistic. Hosts on the perimeter of the transmission radius may or may not experience interference. Therefore we treat the sphere of an edge as a fuzzy object. This means that hosts lying very close to the boundary of the transmission radius either may or may not be counted. We define the estimated interference cost model:
Definition 2 For fixed ε > 0 the maximum estimated sphere of an edge e = {u, v} is defined as
the minimum estimated sphere of e is defined as
Following this notation we define Cov max (e, ε) and Cov min (e, ε) correspondingly. We say that c ∈ N is an ε-valid interference estimation of e if Cov min (e, ε) ≤ c ≤ Cov max (e, ε).
We will present algorithms for finding sparse networks with minimum estimated interference. Here, 'minimum' is meant with respect to a fixed assignment Cov(·) : Callahan and Kosaraju [3] showed that a WSPD of size m = O(s 2 n) can be computed in O(s 2 n + n log n) time.
For an well-separated pair
by computing the WSPD and adding one edge of each E i . We then compute an (ε/4)-valid interference estimation for the choosen edge of E i . The next lemma shows that the resulting value is an ε-valid interference estimation for ell edges of E i . This approach also yields the fixed assignment Cov(·) of ε-valid interference estimations with respect to which we will compute the estimated interference-minimal graphs. Next, we describe how to compute the valid estimations of edge costs efficiently. The idea is to use extended query ranges. For a given ε and a query range Q, the extended query range Q ε is the set of points lying at L ∞ -distance at most εw from Q, where w is the diameter of Q. In our application, the query range will be the union of two disks of radius r, thus we can easily set the values such that Q ε is the set of points lying at L ∞ -distance at most εr from Q.
Lemma 7 Let
We will perform ε-approximate counting queries. A simple modification of the BBD-tree by Arya and Mount [1] gives the following theorem:
Theorem 9 Given a set V of n points in the plane, a constant-complexity query range Q and some ε > 0, ε-approximate range counting queries can be answered in O(1/ε + log n) time using O(n log n) preprocessing and O(n) space.
Proposition 10
Given a real value ε > 0 and a constant-complexity range Q, it holds that an ε-approximate range counting query returns an integer N such that |{V ∩ Q}| ≤ N ≤ |{V ∩ Q ε }|.
Given an edge e it is straight-forward to see that performing an ε-approximate counting query will give an ε-valid interference estimation for e.
In summary, the graph G
