We consider optimization problems of the following type: min{tr(CX) : A(X) = B, X positive semidefinite}.
Introduction.
For each integer n, let S n denote the space of symmetric n × n matrices and let denote the Löwner partial order on S n induced by the cone of positive semidefinite matrices. The trace operator provides an inner product on S n by the following formula C, D = tr(CD).
With this inner product, S n is a Hilbert space. The semidefinite programming problem is defined as minimize tr(CX) (1.1) subject to A(X) = B X 0.
Here, X and C belong to S n , B is an element of S m (m ≤ n), and A is a linear operator from S n to S m . This class of optimization problems is a subclass of the general problems considered in [4] . They have important applications in min-max eigenvalue problems (see e.g. [5, 6, 7] ) and also in obtaining excellent bounds for branch-and-bound algorithms [2, 3, 1] .
The dual of (1.1) is
Here, A T denotes the adjoint (or transpose) of A determined by the inner products on S n and S m .
Linear Operators from
It is interesting to consider what constitutes a linear operator from S n to S m . The simplest such operators have the following form:
where M is an arbitrary m × n matrix. In this case, it is easy to see that
Indeed, this fact follows from the following trace identity:
The second simplest such operators are of the following type:
where M and N are arbitrary m × n matrices. In this case,
These operators play an important role in certain Lyaponov inequalities [8] , which arise, for example, in the stability analysis of dynamical systems.
Theorem 1 Every linear operator from S n to S m can be decomposed as a sum of operators of type (2.2).
Proof. First consider linear operators from the space R n 2 of n × n matrices to the space R m 2 and for each i, j, k, l let L ijkl be such an operator defined by
, where E ij is the m × n matrix with all zeros except for a one in the (i, j)th position. It is easy to see that the L ijkl are linear operators, that they are independent and since there are n 2 m 2 of them they form a basis for the space of all such linear transformations. Hence, any such linear transformation A can be decomposed as
Now to get the desired result for linear operators from S n to S m , simply "lift" the operator to act in the larger space, employ the above decomposition and then "project" back down to the smaller space. 
Duality
The following weak duality theorem connects the primal (1.1) to the dual (1.2):
Theorem 2 Given X, Y , and Z, suppose that:
1. X is feasible for the primal;
2. the pair (Y, Z) is feasible for the dual;
3. the pair (X, Z) is complementary in the sense that XZ = 0.
Then, X is optimal for the primal and the pair (Y, Z) is optimal for the dual.
Proof.
The usual proof works. Indeed, first we use primal and dual feasibility to compute the duality gap:
Hence, tr(CX) − tr(BY ) = tr(ZX) ≥ 0.
Then, we remark that tr(ZX) = 0 if and only if ZX = 0. (Actually, we only need the trivial direction, but for a proof of both directions, see [1] .) 2 4 The Semidefinite Program for Simple Operators.
In this section, we study the semidefinite programming problem in the case where the linear operator A is "simple". Indeed, throughout this section, we make the following assumptions: Assumptions.
1. The linear operator A has the following simple form:
2. The primal problem is feasible.
3. The dual problem is strictly feasible.
4. The matrix M has full rank.
Hence, the semidefinite programming problem we wish to study in this section is minimize tr(CX) (4.1) subject to M XM T = B X 0 and its dual is
Note that the feasibility assumptions imply that B is positive semidefinite. We shall show that the primal-dual pair (4.1),(4.2) can be solved explicitly. To this end, we first find an explicit solution to the following system:
Then by magic we will see that X and Z are positive semidefinite. Therefore, Theorem 2 of the previous section will imply that the explicit solution indeed solves the semidefinite programming problem. Let Q and R denote the matrices obtained from a QR-factorization of the n × n matrix M T 0 :
Then, Q and R are both n × n matrices, QQ T = I, and
where P T is an m × m upper triangular matrix. Let
Then, M can be written as
Substituting this expression for M into (4.3) and (4.4), we get
Now, we multiply (4.7) on the left and right by P −1 and P −T , respectively. And, we multiply (4.8) on the left and right by Q T and Q, respectively. The result is
Now, partition R, T , and H to match the partition of J given in (4.6) and rewrite (4.9) and (4.10) accordingly to get Soon, we will need to know that H 22 is invertible. To see this, first note that it depends only on the data for the problem:
But also, (4.21) together with (4.13) implies that for any dual feasible pair (Y, Z), we have
Now our assumption of strict dual feasibility allows us to pick a positive definite Z from which we see that H 22 is positive definite. If we view (4.19) as defining S, then the arrays R 12 , R 22 and T 11 still need to be determined. We also have not yet used the requirement that XZ = 0. This will give us more conditions which we will then use to determine these three remaining arrays. From (4.11) and (4.13), we see that
Writing this equation in terms of partitioned matrices, we have
From this we get four equations: and then use (4.26) and (4.27) to solve for R 22 , (where we have used the symmetry of G and H 22 to obtain the given expression for R). Our feasibility assumption that B is positive semidefinite together with (4.14) implies that G is positive semidefinite. Hence, we see from (4.30) and (4.31) that R and T are positive semidefinite. Therefore, (4.11) and (4.13) show that X and Z are positive semidefinite too.
We have proved the following theorem:
Theorem 3 The matrices
with R given by (4.30), S given by (4.19), and T given by (4.31) solves problems (4.1) and (4.2).
Perhaps a particularly interesting application of this theorem arises when M is simply a row vector a T . In this case, the dual is especially attractive. Indeed, it is the problem of finding the largest scalar multiple of a symmetric rank one matrix that is not larger (in the Löwner sense) than a given matrix C:
maximize y subject to yaa T C.
As far as we know, the explicit solution described in Theorem 3 is the first such solution given for this problem.
