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Abstract
In this paper, we establish the inductive Alperin weight condition for the finite simple
groups of Lie type A, contributing to the program to prove the Alperin weight conjecture
by checking the inductive condition for all finite simple groups.
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1 Introduction
One of the most important local-global conjectures in representations of finite groups is the
Alperin weight conjecture [1], claiming that
|Alp(G)| = | IBr(G)|
for every finite group G and every prime number ℓ, where Alp(G) denotes the set of all G-
conjugacy classes of ℓ-weights of G.
This conjecture has a blockwise refinement, asserting that when partitioned into blocks, the
numbers of irreducible Brauer characters and weights are also equal. These conjectures have
been verified for symmetric groups, sporadic simple groups and many finite groups of Lie type;
see [2, 3, 4, 5, 6].
The Alperin weight conjecture and its blockwise version seem extremely difficult to prove
in general, so efforts are made to reduce it to simple groups, especially after the McKay conjec-
ture had been reduced to simple groups successfully by Isaacs, Malle and Navarro [33]. First,
Navarro and Tiep reduced the Alperin weight conjecture to simple groups in [51], and then
Spa¨th achieved the reduction for the blockwise version in [56]. Thus it is an important task to
verify for all simple groups the inductive Alperin weight (AW) condition defined in [51] and the
inductive blockwise Alperin weight (BAW) condition defined in [56]. In the paper [51], the au-
thors verified their inductive (AW) condition for groups of Lie type in defining characteristic, as
well as for all simple groups with abelian Sylow 2-subgroups, while An and Dietrich [7] dealt
with sporadic groups. The inductive (BAW) condition has been verified for several families of
simple groups so far: groups of Lie type in their defining characteristic (Spa¨th [56]); simple
alternating groups, Suzuki groups and Ree groups (Malle [46]); many of the 26 sporadic groups
([10]); blocks with cyclic defect groups (Koshitani–Spa¨th [38, 39]); groups of Lie type G2 and
3D4 (Schulte [54]); a special case of type A (C. Li–Zhang [43, 44]); unipotent blocks of type A
(Feng [23]); blocks of type A with abelian defect (Brough–Spa¨th [14]); certain cases of classi-
cal groups (Feng–Z. Li–Zhang [26]); groups of type C (C. Li [40, 41], Feng–Malle [27]); some
more particular simple classical groups of small rank ([12, 21, 22, 24, 42, 53]). We mention
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that the inductive (AW) condition holds for all of the above cases since the inductive (BAW)
condition implies the inductive (AW) condition.
The inductive (AW) condition for a simple group is much stronger than just the validity
of the Alperin weight conjecture, and in particular also involves the covering groups and the
automorphism group of the simple group in question. These conditions are highly complicated
and are essentially two-fold. The first half requires for each finite quasi-simple group G a
bijection IBr(G) → Alp(G) that should be equivariant for all automorphisms of G. The second
requirement is of a cohomological nature and relates to cohomology elements on subgroups of
Out(G) (see [51, §3]). Special linear and special unitary groups are therefore seemingly the
most difficult cases with respect to this cohomological criterion, and the classes of cohomology
elements involved seem to be of unbounded order.
The main goal of this paper is to show the following theorem.
Theorem 1. The simple groups PSLn(q) and PSUn(q) satisfy the inductive Alperin weight con-
dition.
Let p be a prime, q = p f and n a positive integer. Using the convention of putting SUn(q) =
SLn(−q) and GUn(q) = GLn(−q) allows us to write SLn(ηq) and GLn(ηq) for η = ±1.
Our main statements are proven by applying a recent criterion given by Brough and Spa¨th
[13], which allows for a slightly bigger group to be considered in place of the universal covering
group of a simple group; see Theorem 2.2. This criterion can be divided into three parts: a global
statement about the stabilizers and extendibility of irreducible Brauer characters of SLn(ηq),
a local statement analogous to the first about weights, and an equivariant bijection between
the irreducible Brauer characters and weights of GLn(ηq). The global statement is easy here
by a result of Cabanes and Spa¨th [17] about the stabilizers and extendibility of irreducible
characters of SLn(ηq) and the unitriangular shape of the decomposition matrix of SLn(ηq) given
by Kleshchev–Tiep [36] and Denoncin [18]. The bijection for GLn(ηq) given by Alperin–Fong
[2] and An [3, 5, 6] is already verified in [43] to be equivariant but we strengthen the results there
in order to describe in addition the irreducible Brauer characters and the weights of SLn(ηq).
The main ingredient for the local statement is to classify the weights of SLn(ηq) using the
construction of the weights of GLn(ηq) in [2, 3, 5, 6]. Although weights of many classical
groups have been classified by works of several authors, the case of SLn(ηq) has been left
unsolved for long time. In [13], Brough and Spa¨th give a relationship “cover” between weights
of a finite group and its normal subgroups with abelian quotient groups. The weights of SLn(ηq)
were obtained in [23] if ℓ ∤ gcd(n, q − η); we improve the methods and generalize the results
there and determine the normalizers and centralizers of radical subgroups in order to obtain the
weights of SLn(ηq) covered by a given weight of GLn(ηq). Moreover, based on the methods for
the stabilizers and extendibility of characters in the local case of [17, 47] and transferring to the
twisted radical subgroups, we give a parametrization of certain characters of local subgroups
and finally establish the stabilizers and extendibility properties of weight characters.
This paper is structured in the following way. After introducing some notation in §2, we
recall in §3 the weights of general linear and unitary groups using the twisted version and give
slight generalizations for some results in [2, 3, 5, 6]. Then in §4 we determine which radical
subgroups of general linear and unitary groups are “special”. The weights of special linear
and unitary groups are classified in §5, while in §6 we construct a bijection, coming from
[2, 3, 5, 6] but with additional equivariance properties, see Theorem 6.5. Then we consider
the local situation in §7 and check the required condition on the stabilizers and extendibility
properties of weight characters. Finally we complete the proof of our Main Theorem 1 in §8.
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2 Notation and preliminaries
The notation for representations of finite groups we use can be found in [49], except that
Ind and Res are used for induction and restriction. Throughout we consider the modular repre-
sentations with respect to a fixed prime ℓ. For a finite group G and χ ∈ Irr(G), χ0 is used for
the restriction to ℓ-regular elements ofG. We will abbreviate ℓ-Brauer characters, ℓ-blocks, etc.
as Brauer characters, blocks, etc. For an integer m, we write mℓ and mℓ′ for the ℓ-, ℓ
′-part of m
respectively.
For K EG and θ ∈ Irr(K) ∪ IBr(K), we denote byGθ the stabilizer of θ in G, and for H ≤ G
and θ ∈ Irr(H) ∪ IBr(H), we denote by GH,θ the stabilizer of θ in NG(H). Additionally, Gθ
is also denoted by G(θ) in this paper since the notation for G and θ in the following is often
cumbersome. For K E G we sometimes identify the characters of G/K with the chracters of
G whose kernel contains K. For K E G and χ ∈ Irr(G) ∪ IBr(G), let κG
K
(χ) be the number of
irreducible constituents of ResGK(χ) forgetting multiplicities.
For K ≤ G, K ⊆ Irr(K) and G ⊆ Irr(G), we define Irr(G | K) :=
⋃
θ∈K
Irr(G | θ) and
Irr(K | G) :=
⋃
χ∈G
Irr(K | χ).
IfG is abelian, we also write Lin(G) = Irr(G) since all irreducible characters ofG are linear.
Let Linℓ′(G) denote the subgroup of Lin(G) of all irreducible characters of G of ℓ
′-order. Then
the map Linℓ′(G) → IBr(G), χ 7→ χ
0 is bijective. From this, we always identify IBr(G) with
Linℓ′(G) when G is abelian.
We denote by ν the exponential valuation associated to the prime ℓ, normalised so that
ν(ℓ) = 1. For a finite group G, we abbreviate ν(|G|) as ν(G). For a positive integer n, we denote
by Sn (or S(n)) the symmetric group on n symbols, while An denotes the alternating group on
n symbols.
2.A Clifford theory between weights For a finite group G, we denote by dz(G) the set of all
irreducible defect zero characters of G. Set dz(G | θ) = dz(G) ∩ Irr(G | θ) for K E G and θ ∈
Irr(K). A weight of G means a pair (R, ϕ) where R is an ℓ-subgroup of G and ϕ ∈ dz(NG(R)/R).
In this case, R is necessarily a radical subgroup of G, i.e. R = Oℓ(NG(R)), and ϕ is called a
weight character. We denote by Rad(G) the set of all radical subgroups of G. We often identify
characters in dz(NG(R)/R) with their inflations to NG(R). Denote the set of all G-conjugacy
classes of weights of G by Alp(G). For a weight (R, ϕ) of G, denote by (R, ϕ) the G-conjugacy
class containing (R, ϕ). Sometimes we also write (R, ϕ) simply as (R, ϕ) when no confusion can
arise.
In order to introduce the relationship “cover” and Clifford theory for weights from [13],
we recall the Dade–Glauberman–Nagao correspondence. Let K E M be such that M/K is an ℓ-
group. Let D0 be a normal ℓ-subgroup of K contained in Z(M). Suppose that b is an M-invariant
block of K and has defect group D0. Assume that B, the only block of M covering b, has defect
group D. Let L = NK(D) and b
′ the only block of L covered by B′, the Brauer correspondent of
B. Then by [50, Thm. 5.2], there is a natural bijection πD : IrrD(b) → IrrD(b
′), called the Dade–
Glauberman–Nagao correspondence. Here, IrrD(b) denotes the set of D-invariant characters in
b.
Let G E G˜ with abelian quotient G˜/G and (R, ϕ) be a weight of G. Set N = NG(R). Take
N ≤ M ≤ NG˜(R)ϕ such that M/N is an ℓ-group. Fix a defect group R˜/R of the unique block of
M/R which covers the block of N/R containing the character ϕ. Then R˜ ∩ N = R, M = NR˜ and
NM/R(R˜/R) = (R˜/R)CN/R(R˜/R). Note that πR˜/R(ϕ) ∈ dz(CN/R(R˜/R)) and denote by π¯R˜/R(ϕ) the
associated character in Irr(NM/R(R˜/R)/(R˜/R)) which lifts to πR˜/R(ϕ)×1R˜/R ∈ Irr(NM/R(R˜/R)). On
4
the other hand, NM/R(R˜/R)/(R˜/R)  NG(R˜)R˜/R˜ is normal in NG˜(R˜)/R˜. Following [13], a weight
(R˜, ϕ˜) of G˜ with ϕ˜ ∈ dz(NG˜(R˜)/R˜ | π¯R˜/R(ϕ)) is said to cover (R, ϕ). Using this, some Clifford-like
properties for weights can be established; see [13, §2].
Lemma 2.1. Let (R, ϕ) be a weight of G and (R˜, ϕ˜) be a weight of G˜ covering (R, ϕ) such that
R = R˜ ∩G. If NG˜(R) = NG˜(R˜), then ϕ ∈ Irr(NG(R) | ϕ˜).
Proof. In the argument above, if NG˜(R) = NG˜(R˜), then NM/R(R˜/R) = M/R. Thus πR˜/R is the
identity map and the lemma follows. 
2.B The inductive Alperin weight condition. Recently, Brough and Spa¨th gave a new crite-
rion for the inductive (AW) condition. We first give some notation.
Let G E G˜ such that G˜/G is abelian. We denote by G˜ℓ′ the normal subgroup of G˜ with
G ≤ G˜ℓ′ such that G˜/G˜ℓ′ is isomorphic to a Sylow ℓ-subgroup of G˜/G. For ψ˜ ∈ IBr(G˜), we
define JG(ψ˜) = G˜ℓ′G˜ψ for some ψ ∈ IBr(G | ψ˜). For a weight (R˜, ϕ˜), we denote by JG((R˜, ϕ˜)) =
G˜ℓ′G˜(R,ϕ), where (R, ϕ) is a weight of G covered by (R˜, ϕ˜) and G˜(R,ϕ) is the stabilizer of (R, ϕ) in
G˜. Note that JG((R˜, ϕ˜)) = G˜ℓ′NG˜(R)ϕ.
For ν ∈ Linℓ′(Z(G˜)), we denote by Alp(G˜ | ν) the subset of Alp(G˜) consisting of (R˜, ϕ˜) such
that ν ∈ Irr(Z(G˜) | ϕ˜).
Theorem 2.2 ([13]). Let S be a finite non-abelian simple group and ℓ a prime dividing |S |.
Let G be the universal covering group of S and assume there are finite groups G˜, D such that
G E G˜D = G˜ ⋊ D and the following hold:
(i) (a) G = [G˜, G˜] and D is abelian,
(b) CG˜D(G) = Z(G˜) and G˜D/Z(G˜)  Aut(G),
(c) any element of IBr(G) extends to its stabilizer in G˜,
(d) for any R ∈ Rad(G), any element of dz(NG(R)/R) extends to its stabilizer in NG˜(R)/R.
(ii) There exists a Linℓ′(G˜/G)⋊ D-equivariant bijection Ω˜ : IBr(G˜) → Alp(G˜) such that
(a) Ω˜(IBr(G˜ | ν)) = Alp(G˜ | ν) for every ν ∈ Linℓ′(Z(G˜)),
(b) JG(ψ˜) = JG(Ω˜(ψ˜)) for every ψ˜ ∈ IBr(G˜).
(iii) For every ψ˜ ∈ IBr(G˜), there exists some ψ0 ∈ IBr(G | ψ˜) such that
(a) (G˜ ⋊ D)ψ0 = G˜ψ0 ⋊ Dψ0 ,
(b) ψ0 extends to G ⋊ Dψ0 .
(iv) In every G˜-orbit on Alp(G), there is an (R, ϕ0) such that
(a) (G˜D)R,ϕ0 = G˜R,ϕ0(GD)R,ϕ0 ,
(b) ϕ0 extends to (G ⋊ D)R,ϕ0 .
Then the inductive Alperin weight (AW) condition from [51, §3] holds for S and ℓ.
Remark 2.3. In [13], the group G in the criterion for the inductive (AW) condition is set up
to be the universal ℓ′-covering group of the simple group S . We assume G in Theorem 2.2 to
be the universal covering group and note that our conditions here imply the conditions in [13],
since Oℓ(Z(G)) is contained in the kernel of every Brauer character, in every radical subgroup
and in the kernel of every weight characters.
Let S be a non-abelian finite simple group, then we say the inductive (AW) condition holds
for S if the inductive (AW) condition holds for S and any prime ℓ dividing |S |.
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2.C Linear and unitary groups. Let p be a prime, q = p f a power of p and denote by Fq the
finite field of q elements. Set G˜ = GLn(Fq) and G = SLn(Fq) with n ≥ 2. Denote by Fq the
standard Frobenius endomorphism on G˜ andG and byσit the automorphism of G˜ andG defined
byσit(A) = (A
−1)t, where t denotes the transpose of matrices. Set η = ±1 and Fηq = σ
1−η
2
it
Fq, then
Fηq is a Frobenius endomorphism on G˜ andG. If there is no danger of confusion, we abbreviate
Fηq as F. From now on, we set G˜ = G˜
F and G = GF, then G˜ = GLn(ηq) (G = SLn(ηq)) is the
general (special) linear group over the field Fq or the general (special) unitary group over the
field Fq2 according to η = 1 or −1. Here GLn(−q) := GUn(q) = {A ∈ GLn(q2) | Fq(A)tA = In};
similarly for SLn(−q) and PSLn(−q). Note that we write In for the identity matrix of degree n.
Set D = 〈σit, Fp〉 or 〈Fp〉 according as n ≥ 3 or n = 2, then by [30, Thm. 2.5.1], G˜⋊ D induces
all automorphisms of G; explicitly, (G˜ ⋊ D)/Z(G˜)  Aut(G).
For any subgroup H of G˜, we set det(H) = {det(h) | h ∈ H}, which is a cyclic subgroup of
F
×
q . For an integer k, denote by Zk the cyclic subgroup of F
×
q of order k. We identify Zq−η with
Z(G˜) via the natural isomorphism Zq−η → Z(G˜), ζ 7→ zζ = ζIn.
Throughout we assume that the prime ℓ is different from p. Denote by e the multiplicative
order of ηq modulo ℓ. Note that e = 1 when ℓ = 2. The norm map Nα : Zqeℓα−ηeℓα → Zq−η is
defined as follows:
(2.4) Nα : ξ 7→ ξFηq(ξ) · · ·F
eℓα−1
ηq (ξ) = ξ
1+ηq+···+(ηq)eℓ
α−1
.
We follow the notation of [28, §1]. Denote by Fq[X] (Irr(Fq[X]), resp.) the set of all
polynomials (all monic irreducible polynomials, resp.) over the field Fq. Denote by dΓ the
degree of any polynomial Γ. For ∆(X) = Xm + am−1X
m−1
+ · · · + a0 in Fq2[X], we define
∆˜(X) = Xma
−q
0
∆
q(X−1), where ∆q(X) means the polynomial in X whose coefficients are the
q-th powers of the corresponding coefficients of ∆(X). Then ζ is a root of ∆ if and only if ζ−q is
a root of ∆˜. Now, we set
F0 =
{
∆ | ∆ ∈ Irr(Fq[X]),∆ , X
}
,
F1 =
{
∆ | ∆ ∈ Irr(Fq2[X]),∆ , X,∆ = ∆˜
}
,
F2 =
{
∆∆˜ | ∆ ∈ Irr(Fq2[X]),∆ , X,∆ , ∆˜
}
and define F := F0 or F1 ∪ F2 according to η = 1 or −1.
Let the Frobenius endomorphism F = Fηq act on F
×
q as F(ξ) = ξ
ηq. A polynomial Γ ∈ F
can be identified with the set of roots of Γ, which can be again identified with an F-orbit 〈F〉 · ξ
of this action, where ξ is a root of Γ; see for example [18, §3.1]. For any ζ ∈ Zq−η and Γ ∈ F ,
ζ.Γ is defined to be the polynomial in F whose roots are the roots of Γ multiplied by ζ, defining
an action of Zq−η on F .
For a prime ℓ different from p and a natural number α, the sets Fα,0,Fα,1,Fα,2,Fα,F
′
α are
defined similarly with q, η replaced by qeℓ
α
, ηeℓ
α
respectively. We have a surjective map
(2.5) Φα : Fα → F , 〈F
eℓα
ηq 〉 · ξ 7→ 〈Fηq〉 · ξ.
The inverse images of 〈Fηq〉 · ξ under Φα are the 〈Fηq〉-orbits of the set 〈F
eℓα
ηq 〉 · ξ.
For any semisimple element s of G˜, we let s =
∏
Γ sΓ be its primary decomposition. We
denote by mΓ(s) the multiplicity of Γ in sΓ. If mΓ(s) is not zero, we call Γ an elementary divisor
of s. For ζ ∈ Zq−η, define ζs = zζ s, then mζ.Γ(ζs) = mΓ(s).
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For the representations of finite groups of Lie type, see for example [15, 20]. In particular,
if L˜ is a Levi subgroup of G˜, RG˜
L˜
denotes the Lusztig induction. Note that we always omit
the parabolic subgroups when considering Lusztig inductions in this paper, since the Mackey
formula holds for groups of type A by [9]. Since general linear and unitary groups are self-dual
and Z(L˜) is connected, there is an isomorphism (see for example [15, (8.19)])
Z(L˜)F → Irr(L˜F/[L˜F , L˜F]), z 7→ zˆ.
If s is a semisimple element of G˜, then CG˜(s) is a Levi subgroup of G˜.
By Lusztigs Jordan decomposition, the characters of G˜ are parameterized by the set i Irr(G˜)
of G˜-conjugacy classes of pairs (s, µ), where µ =
∏
Γ µΓ with µΓ ⊢ mΓ(s); see for example [28,
§1] or [18, §3.1]. The character corresponding to (s, µ)G˜ is denoted as χ˜s,µ if no confusion exists.
The Lusztig series E(G˜, s) is then the set of all characters of the form χ˜s,µ. If s is a semisimple
ℓ′-element, then we denote by Eℓ(G˜, s) the union of Lusztig series E(G˜, st), where t runs through
the semisimple ℓ-elements of G˜ commutative with s.
The group Zq−η acts on i Irr(G˜). For any (s, µ)
G˜ ∈ i Irr(G˜) and ζ ∈ Zq−η, define ζ.(s, µ)
G˜
=
(ζs, ζ.µ)G˜, where (ζ.µ)ζ.Γ = µΓ. By [19, Thm. 7.1], ẑζχ˜s,µ = χ˜ζs,ζ.µ, thus the action of Irr(G˜/G)
on Irr(G˜) is induced by the action of Z(G˜) (identifying with Zq−η) on i Irr(G˜). See also [18, §3].
Let G 6 Gˆ 6 G˜. Since G˜/G is cyclic, we have by Clifford theory (see for example [49,
Chap. 3, §3]) that: Irr(Gˆ) is the disjoint union of Irr(Gˆ | χ˜s,µ), where (s, µ)
G˜ runs over a set of
representatives of Z|G˜/Gˆ|-orbits on i Irr(G˜) and
κG˜
Gˆ
χ˜s,µ = |{ζ ∈ Z|G˜/Gˆ| | ζ.(s, µ)
G˜
= (s, µ)G˜}|.
3 Weights for general linear and unitary groups
In this section, we recall the results in [2, 3, 5, 6] for the weights of general linear and
unitary groups with slightly different constructions using the twisted basic subgroups. The
radical subgroups of general linear and unitary groups are products of some basic subgroups as
in [2, 3, 5, 6]. The notation for the basic subgroups of general linear and unitary groups in this
paper will be different from those in [2, 3, 5, 6], which are obtained from those in [2, 3, 5, 6] by
adding ˜ on the top, since notation without ˜ are reserved for special linear and unitary groups in
this paper. The essential parts of the basic subgroups are groups of symplectic type. To give the
twisted version, we start with the embedding of groups of symplectic type in general linear and
unitary groups; see [44, §4.1]. We also give a slight improvement of the results in [2, 3, 5, 6]
about the normalizers of groups of symplectic type; see Proposition 3.6 and Propositions 3.12–
3.18.
3.A Groups of symplectic type for odd primes. Assume ℓ is an odd prime different from p
and recall that e is the multiplicative order of ηq modulo ℓ. Set a = ν((ηq)e − 1), where the
discrete valuation ν is defined as on page 4. For natural numbers α and γ, let Zα be the cyclic
group of order ℓa+α and Eγ the extraspecial group of order ℓ
2γ+1 and of exponent ℓ. Denote by
ZαEγ the central product of Zα and Eγ over Ω1(Zα) = Z(Eγ). The groups of the form ZαEγ are
called groups of symplectic type.
Assume m is a positive integer and set G˜0m,α,γ = GLmℓγ((ηq)
eℓα). Let ζℓa+α ∈ F
×
be such that
o(ζℓa+α) = ℓ
a+α and set z0m,α,γ = ζℓa+αImℓγ . Let ζℓ = ζ
ℓa+α−1
ℓa+α
and set
x0 = diag{1, ζℓ, . . . , ζ
ℓ−1
ℓ }, y
0
=
[
0 1
Iℓ−1 0
]
.
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Then set x0
γ, j
= Iℓ⊗· · ·⊗ x
0⊗· · ·⊗ Iℓ and y
0
γ, j
= Iℓ⊗· · ·⊗y
0⊗· · ·⊗ Iℓ, where x
0 and y0 appear as the
j-th components. Finally set x0
m,γ, j
= Im ⊗ x
0
γ, j
, y0
m,γ, j
= Im ⊗ y
0
γ, j
and R˜0m,α,γ = 〈z
0
m,α,γ, x
0
m,γ, j
, y0
m,γ, j
|
j = 1, . . . , γ〉. Then R˜0m,α,γ is a subgroup of G˜
0
m,α,γ isomorphic to ZαEγ.
Assume vα =
[
0 (−1)e−1
Ieℓα−1 0
]
and vm,α,γ = Imℓγ ⊗ vα. Set G˜m,α,γ = GLmeℓα+γ(F) and G˜twm,α,γ =
G˜
vm,α,γFηq
m,α,γ . Then there is an embedding:
~ : G˜0m,α,γ ֒→ G˜
tw
m,α,γ = G˜
vm,α,γFηq
m,α,γ
A 7→ diag
{
A, Fηq(A), . . . , F
eℓα−1
ηq (A)
}
.
We denote R˜twm,α,γ = ~(R˜
0
m,α,γ), where “tw” represents “twisted”.
Here, by definition, vm,α,γ ∈ Gm,α,γ = SLmeℓα+γ(ηq). By the Lang–Steinberg theorem (see for
example [48, Thm. 21.7]), there exists an element gα ∈ SLeℓα(F) such that g−1α Fηq(gα) = vα. Set
gm,α,γ = Imℓγ ⊗ gα, then gm,α,γ ∈ Gm,α,γ := SLmeℓα+γ(F) and g−1m,α,γFηq(gm,α,γ) = vm,α,γ. Denote by ι
the map x 7→ gm,α,γxg
−1
m,α,γ. Then ι induces an isomorphism
ι : G˜twm,α,γ = G˜
vm,α,γFηq
m,α,γ → G˜m,α,γ = G˜
Fηq
m,α,γ.
Set R˜m,α,γ = ι(R˜
tw
m,α,γ).
The main constructions above can be summarized as follows
G˜0m,α,γ = GLmℓγ((ηq)
eℓα)
~
−→ G˜twm,α,γ = G˜
vm,α,γFηq
m,α,γ
ι
−→ G˜m,α,γ = G˜
Fηq
m,α,γ.
In the sequel, when we consider constructions in G˜m,α,γ, we will often transfer to twisted groups,
which means to transfer to constructions in G˜twm,α,γ and G˜
0
m,α,γ.
Notation. Set Z˜0m,α,γ = 〈z
0
m,α,γ〉, Z˜
tw
m,α,γ = ~(Z˜
0
m,α,γ) and Z˜m,α,γ = ι(Z˜
tw
m,α,γ); E
0
m,α,γ = 〈x
0
m,γ, j
, y0
m,γ, j
|
j = 1, · · · , γ〉, Etwm,α,γ = ~(E
0
m,α,γ) and Em,α,γ = ι(E
tw
m,α,γ). For ∗ ∈ {0, tw,∅}, denote by C˜
∗
m,α,γ and
N˜∗m,α,γ the centralizer and normalizer respectively of R˜
∗
m,α,γ in G˜
∗
m,α,γ.
Lemma 3.1. With the above notation.
(1) For ∗ ∈ {0, tw,∅}, det(E∗m,α,γ) = 1, R˜
∗
m,α,γ = Z˜
∗
m,α,γE
∗
m,α,γ is the central product over Z(E
∗
m,α,γ).
(2) C˜0m,α,γ = C˜
0
m,α ⊗ Iℓγ , C˜
tw
m,α,γ = ~(C˜
0
m,α,γ) and C˜m,α,γ = ι(C˜
tw
m,α,γ).
(3) For ∗ ∈ {0, tw,∅}, Z˜∗m,α,γ 6 C˜
∗
m,α,γ and thus C˜
∗
m,α,γR˜
∗
m,α,γ = C˜
∗
m,α,γE
∗
m,α,γ is the central product
over Z(E∗m,α,γ).
Let Aut0(ZαEγ) be the group of automorphisms of ZαEγ acting trivially on Zα. Set Out
0(ZαEγ) =
Aut0(ZαEγ)/ Inn(ZαEγ). Then by [58], Out
0(ZαEγ)  Sp2γ(ℓ). To consider the normalizers of
subgroups of symplectic type, J. An ([6, (1A), (1B)]) considers realization of Aut0(ZαEγ) in
GLℓγ(ηq) by giving a set of generators. We have given the generators of the group ZαEγ explic-
itly in matrix form as above. Now, we specify the generators of the group Aut0(ZαEγ) modulo
Inn(ZαEγ) in matrix form such that most of these matrices have determinant one.
Before giving the list, we first give some elementary properties about the Vandermonde
matrix
V(ζℓ) =

1 1 · · · 1
1 ζℓ · · · ζ
ℓ−1
ℓ
...
...
...
1 ζℓ−1
ℓ
· · · ζ
(ℓ−1)(ℓ−1)
ℓ
 .
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Since ζℓ is a primitive ℓ-th root of unity, we have
(3.2) 1 + ζℓ + · · · + ζ
ℓ−1
ℓ = 0.
We consider the determinant of V(ζℓ). First, assume ℓ > 5, then
det(V(ζℓ)) =(ζℓ − 1) · · · (ζ
ℓ−1
ℓ − 1) · (ζ
2
ℓ − ζℓ) · · · (ζ
ℓ−1
ℓ − ζℓ) · · · (ζ
ℓ−1
ℓ − ζ
ℓ−2
ℓ )
=ζ
∑ℓ−2
i=1 i(ℓ−i−1)
ℓ
(ζℓ − 1) · · · (ζ
ℓ−1
ℓ − 1) · (ζℓ − 1) · · · (ζ
ℓ−2
ℓ − 1) · · · (ζℓ − 1)
=ζ
ℓ(ℓ−1)(ℓ−2)
6
ℓ
(ζℓ − 1)
ℓ−1(ζ2ℓ − 1)
ℓ−2 · · · (ζℓ−1ℓ − 1)
=(ζℓ − 1)
∑ℓ−1
i=1 i(ζℓ + 1)
ℓ−2 · · · (ζℓ−2ℓ + · · · + 1)
=(ζℓ − 1)
ℓ(ℓ−1)
2 [(ζℓ + 1)
ℓ−2(ζℓ−3ℓ + · · · + 1)
2]
· · · [(ζ
ℓ−3
2
ℓ
+ · · · + 1)
ℓ+1
2 (ζ
ℓ−1
2
ℓ
+ · · · + 1)
ℓ−1
2 ] · (ζℓ−2ℓ + · · · + 1)
(3.2)
======(ζℓ − 1)
ℓ(ℓ−1)
2 [(−ζℓ−2ℓ )
2(ζℓ + 1)
ℓ] · · · [(−ζ
ℓ+1
2
ℓ
)
ℓ−1
2 (ζ
ℓ−3
2
ℓ
+ · · · + 1)ℓ] · (−ζℓ−1ℓ )
=(−1)
∑ ℓ−12
i=1
i(ζℓ − 1)
ℓ(ℓ−1)
2 ζ
∑ ℓ−12
i=1
i(ℓ−i)
ℓ
(ζℓ + 1)
ℓ · · · (ζ
ℓ−3
2
ℓ
+ · · · + 1)ℓ
=
(
(−1)
(ℓ−1)(ℓ+1)
8 (ζℓ − 1)
ℓ−1
2 (ζℓ + 1) · · · (ζ
ℓ−3
2
ℓ
+ · · · + 1)
)ℓ
=
(
(−1)
(ℓ−1)(ℓ+1)
8 (ζℓ − 1)(ζ
2
ℓ − 1) · · · (ζ
ℓ−1
2
ℓ
− 1)
)ℓ
.
Note that ζ
ℓ(ℓ−1)(ℓ−2)
6
ℓ
= 1 and ζ
∑ ℓ−12
i=1
i(ℓ−i)
ℓ
= 1 hold only for ℓ ≥ 5. Let µ−1 = (−1)
(ℓ−1)(ℓ+1)
8 (ζℓ − 1)(ζ
2
ℓ
−
1) · · · (ζ
ℓ−1
2
ℓ
− 1) and V0(ζℓ) = µV(ζℓ), then det(V0(ζℓ)) = 1. Thus V0(ζℓ) ∈ SLγ(q
eℓα) if η = 1 or
η = −1 and e is even. If η = −1 and e is odd, ζ
qeℓ
α
ℓ
= ζ−1
ℓ
since ℓ | ((ηq)eℓ
α
− 1), thus
µ−(q
eℓα
+1)
= (1 − ζℓ)(1 − ζ
2
ℓ ) · · · (1 − ζ
ℓ−1
ℓ ).
From (X − ζℓ)(X − ζ
2
ℓ
) · · · (X − ζℓ−1
ℓ
) = Xℓ−1 + · · · + 1, we have µ−(q
eℓα
+1)
= ℓ. So
Fqeℓα (V0(ζℓ))
tV0(ζℓ) = µ
qeℓ
α
+1

1 1 · · · 1
1 ζ−1
ℓ
· · · ζ
−(ℓ−1)
ℓ
...
...
...
1 ζ−(ℓ−1)
ℓ
· · · ζ
−(ℓ−1)(ℓ−1)
ℓ


1 1 · · · 1
1 ζℓ · · · ζ
ℓ−1
ℓ
...
...
...
1 ζℓ−1
ℓ
· · · ζ
(ℓ−1)(ℓ−1)
ℓ

= µq
eℓα
+1ℓIℓ = Iℓ.
Thus V0(ζℓ) ∈ SUℓ(q
eℓα) when η = −1 and e is odd.
Assume then ℓ = 3. Thus det(V(ζ3)) = (ζ3 − 1)(ζ
2
3 − 1)(ζ
2
3 − ζ3) = −3(1 + 2ζ3) = (1 − ζ3)
3.
Set V0(ζ3) = (1 − ζ3)
−1V(ζ3), then it is easy to see that V0(ζ3) ∈ SL3(q
eℓα) when η = 1 or η = −1
and e is even, and V0(ζ3) ∈ SU3(q
eℓα) when η = −1 and e is odd.
Let Wα be a linear space of dimension ℓ over the field Fqeℓα when η = 1 or η = −1 and
e is even or a unitary space of dimension ℓ over Fq2eℓα when η = −1 and e is odd such that
Wα,γ = Wα ⊗ · · · ⊗Wα (γ terms) is the underlying space of G˜
0
1,α,γ
. Let ε0, · · · , εℓ−1 be a basis of
Wα such that GL(Wα,γ)  G˜
0
1,α,γ
= GLℓγ((ηq)
eℓα) under the basis ε j1 ⊗ · · · ⊗ ε jγ , ji = 1, . . . , ℓ.
Now, we begin our list of generators.
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(i) Set n(i)m,γ = Im ⊗ V0(ζℓ) ⊗ Iℓγ−1 , then n
(i)
m,γ ∈ G
0
m,α,γ = SLmℓγ((ηq)
eℓα) satisfying
n(i)m,γx
0
m,γ,1(n
(i)
m,γ)
−1
= (y0m,γ,1)
−1, n(i)m,γy
0
m,γ,1(n
(i)
m,γ)
−1
= x0m,γ,1
and fixing other x0
m,γ,k
, y0
m,γ,k
.
(ii) In the situation
(3.3) ℓ = 3, ν(m) = α = 0, γ = 1, a ≥ 2,
we let ζ9 = ζ
3a+α−2
3a+α
and define n(ii)γ = diag{ζ
−1
9 , ζ
2
9 , ζ
−1
9 }; see the proof of Proposition 4.8 in
[24, p.140]. When we are not in the case (3.3), let n(ii)γ be such that n
(ii)
γ (ε j1 ⊗ · · · ⊗ ε jγ) =
ζ
j1( j1+1)
2
ℓ
(ε j1 ⊗· · ·⊗ε jγ). Set n
(ii)
m,γ = Im⊗n
(ii)
γ . Then n
(ii)
m,γ ∈ G˜
0
m,α,γ satisfying n
(ii)
m,γy
0
m,γ,1(n
(ii)
m,γ)
−1
=
x0
m,γ,1
y0
m,γ,1
and fixing other x0
m,γ,k
, y0
m,γ,k
. Note that n(ii)m,γ is a diagonal matrix. In the case
(3.3), ~(n(ii)m,γ) = n
(ii)
m,γ and det(n
(ii)
m,γ) = 1. When we are not in the case (3.3),
det(~(n(ii)m,γ)) = Nα

(
ζ
∑ℓ−1
j=0
j( j+1)
2
ℓ
)mℓγ−1 = Nα (ζ mℓγ(ℓ−1)(ℓ+1)6ℓ ) .
Thus det(~(n(ii)m,γ)) = 1 unless
(3.4) ℓ = 3, a = 1, ν(m) = α = 0, γ = 1,
in which case, det〈~(n(ii)m,γ)〉 = Z3.
(iii) Assume γ > 2. Let P(iii)
γ,i
(i > 2) be the permutation matrix transposing the pairs (ε j1 ⊗
· · · ⊗ ε ji ⊗ · · · ⊗ ε jγ , ε ji ⊗ · · · ⊗ ε j1 ⊗ · · · ⊗ ε jγ). Set n
(iii)
m,γ,i
= Im ⊗ det(P
(iii)
γ,i
)P(iii)
γ,i
, then n(iii)
m,γ,i
satisfies
n
(iii)
m,γ,i
x0m,γ,1(n
(iii)
m,γ,i
)−1 = x0m,γ,i, n
(iii)
m,γ,i
y0m,γ,1(n
(iii)
m,γ,i
)−1 = y0m,γ,i
and fixes other x0
m,γ,k
, y0
m,γ,k
. Since ℓ is odd, det(n(iii)
m,γ,i
) = 1 and n(iii)
m,γ,i
∈ G0m,α,γ.
(iv) Assume γ > 2. Let P(iv)
γ,1,2
be the permutation matrix such that P(iv)
γ,1,2
(ε j1 ⊗ ε j2 ⊗ · · · ⊗ ε jγ) =
ε j1− j2+1 ⊗ ε j2 ⊗ · · · ⊗ ε jγ . Set n
(iv)
m,γ = Im ⊗ det(P
(iv)
γ,1,2
)P(iv)
γ,1,2
, then n(iv)m,γ satisfies
n(iv)m,γx
0
m,γ,1(n
(iv)
m,γ)
−1
= x0m,γ,1x
0
m,γ,2, n
(iv)
m,γy
0
m,γ,2(n
(iv)
m,γ)
−1
= (y0m,γ,1)
−1y0m,γ,2
and fixes other x0
m,γ,k
, y0
m,γ,k
. Since ℓ is odd, det(n(iv)m,γ) = 1 and n
(iv)
m,γ ∈ G
0
m,α,γ.
(v) View the subscript i of εi as element inZ/ℓZ. Let ν be a nonzero element inZ/ℓZ. Assume
P
(v)
γ,ν be the permutation matrix such that P
(v)
γ,ν(ε j1 ⊗ ε j2 ⊗ · · · ⊗ ε jγ) = εν−1 j1 ⊗ ε j2 ⊗ · · · ⊗ ε jγ .
Set n(v)m,γ,ν = Im ⊗ det(P
(v)
γ,ν)P
(v)
γ,ν, then n
(v)
m,γ,ν satisfies
n(v)m,γ,νx
0
m,γ,1(n
(v)
m,γ,ν)
−1
= (x0m,γ,1)
ν, n(v)m,γ,νy
0
m,γ,1(n
(v)
m,γ,ν)
−1
= (y0m,γ,1)
ν−1
and fixes other x0
m,γ,k
, y0
m,γ,k
. Since ℓ is odd, det(n(v)m,γ,ν) = 1 and n
(v)
m,γ,ν ∈ G
0
m,α,γ.
Notation 3.5. Let M˜0m,α,γ be the subgroup of G˜
0
m,α,γ generated by E
0
m,α,γ, n
(i)
m,γ, n
(ii)
m,γ, n
(iii)
m,γ,i
, n(iv)m,γ,
n
(v)
m,γ,ν. Set M˜
tw
m,α,γ = ~(M˜
0
m,α,γ).
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Proposition 3.6. With the Notation 3.5, we have the following.
(1) N˜0m,α,γ is the central product of C˜
0
m,α,γ and M˜
0
m,α,γ over Z(E
0
m,α,γ); similarly for ~(N˜
0
m,α,γ) =
C˜twm,α,γM˜
tw
m,α,γ.
(2) M˜0m,α,γ/E
0
m,α,γ  M˜
tw
m,α,γ/E
tw
m,α,γ  Sp2γ(ℓ).
(3) N˜0m,α,γ/R˜
0
m,α,γ  Sp2γ(ℓ) × C˜
0
m,α,γ/Z˜
0
m,α,γ; similarly for ~(N˜
0
m,α,γ)/R˜
tw
m,α,γ.
(4) N˜ twm,α,γ = ~(N˜
0
m,α,γ)Vm,α,γ with Vm,α,γ = 〈vm,α,γ〉, and N˜m,α,γ = ι(N˜
tw
m,α,γ).
(5) det(M˜twm,α,γ) = 1 unless the case (3.4), in which case, det(M˜m,0,1) = Z3.
Proof. It is easy to see that [C˜∗m,α,γ, M˜
∗
m,α,γ] = 1. By the proof of [6, (1B)], the map M˜
0
m,α,γ →
Out0(ZαEγ)  Sp2γ(ℓ) is surjective. By the construction, C˜
0
m,α,γ ∩ M˜
0
m,α,γ = Z(E
0
m,α,γ), thus we
have an isomorphism M˜0m,α,γ/E
0
m,α,γ  Sp2γ(ℓ). Then (1) ∼ (4) follow easily. Finally, (5) follows
from the definition of M˜twm,α,γ, noting that in the case (3.4), M˜m,0,1 can be generated by Em,0,1 and
n
(i)
m,1
= Im ⊗ (1 − ζ3)
−1

1 1 1
1 ζ3 ζ
2
3
1 ζ23 ζ3
 , n(ii)m,1 = Im ⊗ diag{1, ζ3, 1}.

Remark 3.7. It can be proved by direct calculation that M˜twm,α,γEN˜
tw
m,α,γ and the subgroups R˜
tw
m,α,γ,
N˜ twm,α,γ, C˜
tw
m,α,γ and M˜
tw
m,α,γ are stable under the action of field and graph automorphisms.
Remark. Part (3) of the Proposition 3.6 improves [6, (1) of (1C)] concerning the structure of
N0. Consequently, the last assertion of [6, (1) of (1C)], which is used in the proof of [6, (3A)],
becomes trivial.
3.B Groups of symplectic type for ℓ = 2 and 4 | q − η. Now, assume ℓ = 2, p is an odd
prime, and let a be the positive integer such that 2a+1 = (q2 − 1)2. Assume 4 | q − η throughout
this subsection §3.B, then 2a = (q − η)2. Note that a ≥ 2. For a natural number γ, denote
by E+γ , E
−
γ the extraspecial group of order 2
2γ+1 and of type plus and minus respectively. In
particular, E+1  D8 the dihedral group of order 8 and E
−
1  Q8 the quaternion group of order 8.
For any natural number α, denote by Zα the cyclic group of order 2
a+α. Note that since |Zα| ≥ 4,
ZαE
+
γ  ZαE
−
γ , which we will denote as ZαEγ if no confusion is caused.
For a positive integer m, let G˜0m,α,γ = GLm2γ((ηq)
2α). Fix a ζ2a+α ∈ F
×
q with o(ζ2a+α) = 2
a+α and
set z0m,α,γ = ζ2a+αIm2γ . Set ζ4 = ζ
2a+α−2
2a+α and ζ8 = ζ
2a+α−3
2a+α if a + α > 2. Note that ζ
2a+α−1
2a+α = −1 and set
x0 =
[
1 0
0 −1
]
, y0 =
[
0 1
1 0
]
.
When γ ≥ 2, set x0
γ, j
= I2 ⊗ · · · ⊗ x
0 ⊗ · · · ⊗ I2 and y
0
γ, j
= I2 ⊗ · · · ⊗ y
0 ⊗ · · · ⊗ I2, where x
0, y0
appear as the j-th components; while when γ = 1, set
x01,1 =
[
ζ4 0
0 −ζ4
]
, y01,1 =
[
0 1
−1 0
]
.
Note that ζ−14 = −ζ4. Finally, set x
0
m,γ, j
= Im ⊗ x
0
γ, j
and y0
m,γ, j
= Im ⊗ y
0
γ, j
as before. Define
E0m,α,γ, Z˜
0
m,α,γ, R˜
0
m,α,γ as before. Then E
0
m,α,γ  E
+
γ when γ ≥ 2 and E
0
m,α,1  Q8. Set R˜
0
m,α,γ  ZαEγ.
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Set G˜m,α,γ = GLm2α+γ(Fq) and Gm,α,γ = SLm2α+γ(Fq). Set vα =
[
0 −1
I2α−1 0
]
and vm,α,γ =
Im2γ ⊗ vα. Define ~, gm,α,γ, ι as before, and let the notation G˜∗m,α,γ, G
∗
m,α,γ, E
∗
m,α,γ, Z˜
∗
m,α,γ, R˜
∗
m,α,γ,
C˜∗m,α,γ, N˜
∗
m,α,γ, etc. for ∗ ∈ {0, tw,∅} be as before. The conclusions of Lemma 3.1 hold.
Let Aut0(ZαEγ) and Out
0(ZαEγ) be as before. Then by [58], Out
0(ZαEγ)  Sp2γ(2). To
consider the normalizers of subgroups of symplectic type, J. An ([3, 5]) considers realization
of Aut0(ZαEγ) in GL2γ(ηq) by giving a set of generators. We have given the generators of the
group ZαEγ explicitly in matrix form as above. Now, we specify the generators of the group
Aut0(ZαEγ) modulo Inn(ZαEγ) in matrix form such that most of these matrices have determinant
one.
LetWα be a linear space of dimension 2 over the field Fq2α when η = 1 or η = −1 and α > 0
or a unitary space over Fq2 when η = −1 and α = 0 such that Wα,γ = Wα ⊗ · · · ⊗Wα (γ terms)
is the underlying space of G˜1,α,γ. Let ε0, ε1 be a basis of Wα such that GL(Wα,γ)  G˜
0
1,α,γ =
GL2γ((ηq)
2α) with respect to the basis ε j1 ⊗ · · · ⊗ ε jγ , ji = 0, 1.
Now, we consider the normalizer of R˜0m,α,γ in G˜
0
m,α,γ. Assume γ = 1 first. Let n˜
(i)
=[
−1 ζ4
−1 −ζ4
]
, then n˜(i)x01,1(n˜
(i))−1 = x01,1y
0
1,1 and n˜
(i)y01,1(n˜
(i))−1 = x01,1. Note that det n˜
(i)
= 2ζ4.
Lemma 3.8. 2ζ4 is a square in F×q if 4 | q − 1, and 2ζ4 is a square in F
×
q2
.
Proof. By Euler’s quadratic reciprocity law, 2 is a square in F×q if and only if q ≡ ±1 mod 8.
Then if 4 | q − 1, 2 and ζ4 are both squares or both non-squares, so 2ζ4 is a square in F×q . Since
q2 ≡ 1 mod 8, both 2 and ζ4 are squares in F×q2 and so is 2ζ4. 
Assume 4 | q − η and take λ ∈ F×
q2
α when η = 1 or η = −1 and α > 0 or take λ ∈ F×
q2
when
η = −1 and α = 0 such that λ2 = 2ζ4.
Lemma 3.9. Assume η = −1, α = 0 and let λ be as above.
(1) 2
q−1
2 = 1 if a > 2 while 2
q−1
2 = −1 if a = 2.
(2) λq+1 = 2.
Proof. Assume a > 2, then q ≡ −1 mod 8, so 2 is square in F×q , thus 2
q−1
2 = 1. Now, assume
a = 2. By assumption, 4 | q+ 1, then q ≡ 3 mod 8. So 2 is again a non-square in F×q . Since
q−1
2
is odd, 2 would be a square if 2
q−1
2 = 1, thus 2
q−1
2 = −1. Recall that λ2 = 2ζ4, then (2) follows
from (1) by easy calculation. 
We now consider the normalizer of R˜∗m,α,γ in G˜
∗
m,α,γ for ∗ ∈ {0, tw,∅}.
(1) Assume γ = 1.
(i) Set n(i)
m,1
= Im⊗
1
λ
n˜(i), then by the above two lemmas, n(i)
m,1
∈ SU2m((ηq)
2α), n(i)
m,1
x0
m,1,1
(n(i)
m,1
)−1 =
x0
m,1,1
y0
m,1,1
and n(i)
m,1
y0
m,1,1
(n(i)
m,1
)−1 = x0
m,1,1
.
(ii) Set
n
(ii)
m,1
=

Im ⊗
ζ8 0
0 ζ−18
 , if α ≥ 1 or a > 2,
diag{ζ4, Im−1} ⊗
ζ4 0
0 1
 , if α = 0, a = 2 and ν(m) = 1,
Im ⊗
ζ4 0
0 1
 , if α = 0, a = 2 and ν(m) , 1.
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Then n(ii)
m,1
x0
m,1,1
(n(ii)
m,1
)−1 = x0
m,1,1
and n(ii)
m,1
y0
m,1,1
(n(ii)
m,1
)−1 = x0
m,1,1
y0
m,1,1
. Note that det ~(n(ii)
m,1
) =
1 unless α = ν(m) = 0 and a = 2, in which case, det ~(n(ii)m,γ) = ζm4 .
(2) Assume γ ≥ 2.
(i) Set n(i)m,γ = Im ⊗
1
λ
[
1 1
−ζ4 ζ4
]
⊗ I2γ−1 , where λ is as above, then similar as above, n
(i)
m,γ ∈
SUm2γ((ηq)
2α) satisfying n(i)m,γx
0
m,γ,1(n
(i)
m,γ)
−1
= ζ4x
0
m,γ,1y
0
m,γ,1, n
(i)
m,γy
0
m,γ,1(n
(i)
m,γ)
−1
= x0
m,γ,1
and fixing all other x0
m,γ,k
, y0
m,γ,k
.
(ii) Set
n(ii)m,γ =

Im ⊗
ζ8 0
0 ζ−18
 ⊗ I2γ−1 , if α ≥ 1 or a > 2,
Im ⊗
ζ4 0
0 1
 ⊗ I2γ−1 , if α = 0 and a = 2.
Then n(ii)m,γ satisfies n
(ii)
m,γy
0
m,γ,1
(n(ii)m,γ)
−1
= ζ4x
0
m,γ,1
y0
m,γ,1
and fixes all other x0
m,γ,k
, y0
m,γ,k
.
Note that det ~(n(ii)m,γ) = 1 unless α = ν(m) = 0, γ = 2 and a = 2, in which case
det ~(n(ii)m,γ) = −1.
(iii) Let P(iii)
γ,i
be the permutation matrix transposing all the pairs (ε j1 ⊗ · · · ⊗ ε ji ⊗ · · · ⊗
ε jγ , ε ji ⊗ · · · ⊗ ε j1 ⊗ · · · ⊗ ε jγ). Note that det P
(iii)
γ,i
= (−1)2
γ−2
. Set
n
(iii)
m,γ,i
=
diag{ζ8, Im−1} ⊗ P
(iii)
2,i , if α = ν(m) = 0, γ = 2, a > 2,
Im ⊗ P
(iii)
γ,i
, otherwise.
Then n(iii)
m,γ,i
transposes pairs (x0
m,γ,1
, x0
m,γ,i
), (y0
m,γ,1
, y0
m,γ,i
) and fixes all other x0
m,γ,k
, y0
m,γ,k
.
Note that det ~(n(iii)m,γ) = 1 unless α = ν(m) = 0, γ = 2 and a = 2, in which case
det ~(n(iii)
m,2) = −1.
(iv) Let P(iv)
γ,1,2
be the permutationmatrix transposing all the pairs (ε j1⊗ε j2⊗· · ·⊗ε jγ , ε j1+ j2+1⊗
ε j2 ⊗ · · · ⊗ ε jγ). Note that det P
(iv)
γ,1,2
= (−1)2
γ−2
. Set
n(iv)m,γ =
diag{ζ8, Im−1} ⊗ P
(iv)
γ,1,2
, if α = ν(m) = 0, γ = 2, a > 2,
Im ⊗ P
(iv)
γ,1,2, otherwise.
Then n(iv)m,γ satisfies n
(iv)
m,γx
0
m,γ,1
(n(iv)m,γ)
−1
= x0
m,γ,1
x0
m,γ,2
, n(iv)m,γy
0
m,γ,2
(n(iv)m,γ)
−1
= y0
m,γ,1
y0
m,γ,2
and
fixes all other x0
m,γ,k
, y0
m,γ,k
. Note that det ~(n(iv)m,γ) = 1 unless α = ν(m) = 0, γ = 2 and
a = 2, in which case det ~(n(iv)
m,2
) = −1.
Notation. Let M˜0m,α,γ be the subgroup of G˜
0
m,α,γ generated by n
(i)
m,γ,i
, n(ii)m,γ, n
(iii)
m,γ,ν, n
(iv)
m,γ, n
(v)
m,γ and
E0m,α,γ. Set M˜
tw
m,α,γ = ~(M˜
0
m,α,γ) and M˜m,α,γ = ι(M˜
tw
m,α,γ). We also set
ℓ = 2, 4 | q − η, α = 0 and γ = 1, ν(m) = 1, a = 2 or γ = 2, ν(m) = 0, a > 2;(3.10)
ℓ = 2, 4 | q − η, a = 2, ν(m) = α = 0, 1 ≤ γ ≤ 2,(3.11)
Then similar as in subsection §3.A, we have the following from [3, 5].
Proposition 3.12. Assume ℓ = 2, 4 | q − η and keep the above notation.
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(1) C˜0m,α,γ = GLm((ηq)
2α) ⊗ I2γ .
(2) We have CM˜0m,α,γ (E
0
m,α,γ) = Z(Em,α,γ) and M˜
0
m,α,γ/E
0
m,α,γ  Sp2γ(2), unless (3.10) holds, in
which case, M˜0m,α,γ/CM˜0m,α,γ (E
0
m,α,γ)E
0
m,α,γ  Sp2γ(2). Similar results hold for M˜
tw
m,α,γ.
(3) N˜0m,α,γ = C˜
0
m,α,γM˜
0
m,α,γ is the central product of C˜
0
m,α,γ and M˜
0
m,α,γ over Z(R˜
0
m,α,γ), unless (3.10)
holds, in which case, N˜0m,α,γ = C˜
0
m,α,γM˜
0
m,α,γ with C˜
0
m,α,γ ∩ M˜
0
m,α,γ being a 2-group. Similar
results hold for ~(N˜0m,α,γ) = C˜
tw
m,α,γM˜
tw
m,α,γ.
(4) N˜0m,α,γ/R˜
0
m,α,γ  Sp2γ(2)×C˜
0
m,α,γ/Z˜
0
m,α,γ, unless (3.10) holds, in which case, N˜
0
m,α,γ/C˜
0
m,α,γR˜
0
m,α,γ 
Sp2γ(2). Similar results hold for ~(N˜
0
m,α,γ).
(5) N˜ twm,α,γ = ~(N˜
0
m,α,γ)Vm,α,γ with Vm,α,γ = 〈vm,α,γ〉, and N˜m,α,γ = ι(N˜
tw
m,α,γ).
(6) det(M˜twm,α,γ) = 1 unless (3.11) holds, in which case, det(M˜
tw
m,0,1) = Z
2γ−1
4 .
Remark 3.13. If we change the definitions slightly as follows:
(1) When γ = 1, α = 0, a = 2, ν(m) = 1, set n(ii)
m,1
= Im ⊗
[
ζ4 0
0 1
]
,
(2) When γ = 2, α = ν(m) = 0, a > 2, set n(iii)
m,2,i = Im ⊗ P
(iii)
2,i and n
(iv)
m,2 = Im ⊗ P
(iv)
2,1,2,
and define M˜0m,α,γ, M˜
tw
m,α,γ, M˜m,α,γ as above, then the statements in (2) (3) (4) can be simplified
by deleting “unless (3.10), . . . ”. Note that with this new definition, det(M˜twm,α,γ) = {±1} in case
(3.10).
Remark 3.14. It can be proved by direct calculation that M˜twm,α,γ E N˜
tw
m,α,γ and the groups R˜
tw
m,α,γ,
N˜ twm,α,γ, C˜
tw
m,α,γ and M˜
tw
m,α,γ are stable under the action of field and graph automorphisms.
3.C Groups of symplectic type for ℓ = 2 and 4 | q+ η. Assume ℓ = 2, p is an odd prime, and
let a be as in §3.B. Assume 4 | q + η throughout this subsection §3.C, then 2a = (q + η)2 and
(q − η)2 = 2. Let E
+
γ , E
−
γ for a natural integer γ be as in §3.B, and let Zα for a positive integer α
be as in §3.B, but let Z0 denote the cyclic group of order 2.
First, for α > 0, define R˜m,α,γ and all related notation as in §3.B. Then all the results in §3.B
continue to hold. Note that since α > 0, the exceptional cases (3.10) and (3.11) can not happen.
For convenience, we restate these results as follows.
Proposition 3.15. Assume ℓ = 2, 4 | q + η and α > 0.
(1) C˜0m,α,γ = GLm(q
2α) ⊗ I2γ . N˜
0
m,α,γ = C˜
0
m,α,γM˜
0
m,α,γ is the central product over Z(E
0
m,α,γ), and
similarly for ~(N˜0m,α,γ) = C˜
tw
m,α,γM˜
tw
m,α,γ.
(2) M˜0m,α,γ/E
0
m,α,γ  M˜
tw
m,α,γ/E
tw
m,α,γ  Sp2γ(2).
(3) N˜0m,α,γ/R˜
0
m,α,γ  Sp2γ(2) × C˜
0
m,α,γ/Z˜
0
m,α,γ; similarly for ~(N˜
0
m,α,γ)/R˜
tw
m,α,γ.
(4) N˜ twm,α,γ = ~(N˜
0
m,α,γ)⋊ Vm,α,γ with Vm,α,γ = 〈vm,α,γ〉, and N˜m,α,γ = ι(N˜
tw
m,α,γ).
(5) det(M˜twm,α,γ) = 1.
Then assume γ ≥ 1. Let Etw
m,1,γ−1 and z
0
m,1,γ−1 be as in §3.B, and set z
tw
m,1,γ−1 = ~(z
0
m,1,γ−1),
τtw
m,1,γ−1
= vm,1,γ−1 = Im2γ−1 ⊗
[
0 1
−1 0
]
. Set S˜ tw
m,1,γ−1
= 〈Etw
m,1,γ−1
, ztw
m,1,γ−1
, τtw
m,1,γ−1
〉, then S˜ tw
m,1,γ−1
≤
G˜tw
m,1,γ−1. Note that 〈z
tw
m,1,γ−1, τ
tw
m,1,γ−1〉 is isomorphic to the semidihedral group S a+2 of order 2
a+2.
By the definition, Etw
m,1,γ−1
= E0
m,1,γ−1
⊗ I2, z
tw
m,1,γ−1
= Im2γ−1 ⊗ diag{ζ2a+1, ζ
ηq
2a+1
}, thus S˜ tw
m,1,γ−1
=
Etw
m,1,γ−1
〈ztw
m,1,γ−1
, τtw
m,1,γ−1
〉 is a central product of Etw
m,1,γ−1
and 〈ztw
m,1,γ−1
, τtw
m,1,γ−1
〉. Note that G˜m,0,γ =
14
G˜m,1,γ−1 = GLm2γ(Fq), Gm,0,γ = Gm,1,γ−1 = SLm2γ(Fq). Let gm,1,γ−1 and ι be as in §3.B, and
set S˜ m,1,γ−1 = ι(S˜
tw
m,1,γ−1). Then S˜ m,1,γ−1 is a subgroup of G˜m,0,γ = G˜m,1,γ−1 isomorphic to the
central product Eγ−1S a+2, which is independent of the type of Eγ−1 by [3, (1F)]. Set zm,1,γ−1 =
ι(ztw
m,1,γ−1
), τm,1,γ−1 = ι(τ
tw
m,1,γ−1
). Note that det zm,1,γ−1 = det z
tw
m,1,γ−1
= (−1)m2
γ−1
and det τm,1,γ−1 =
det τtw
m,1,γ−1 = 1.
Proposition 3.16. Assume ℓ = 2, 4 | q + η, γ > 0 and keep the above notation. Set C˜tw =
CG˜tw
m,1,γ−1
(S˜ tw
m,1,γ−1
), N˜ tw = NG˜tw
m,1,γ−1
(S˜ tw
m,1,γ−1
) and N˜ tw
0
= CN˜tw(z
tw
m,1,γ−1
).
(1) C˜tw = GLm(ηq) ⊗ I2γ .
(2) N˜ tw
0
= C˜tw〈M˜tw
m,1,γ−1
, ztw
m,1,γ−1
〉 with M˜tw
m,1,γ−1
as in §3.B.
(3) N˜ tw = 〈N˜ tw
0
, τtw
m,1,γ−1
〉 = C˜twS˜ m,1,γ−1M˜
tw
m,1,γ−1
and N˜ tw/S˜ tw
m,1,γ
 Sp2(γ−1)(2)×GLm(ηq)/O2(Z(GLm(ηq))).
Proof. These are twisted versions of refinements of results in [3, 5], which can be proved simi-
larly as before, noting that C˜tw = CC˜tw
m,1,γ−1
(τtw
m,1,γ−1
) with C˜tw
m,1,γ−1
being as in §3.B. 
Remark 3.17. It can be proved by direct calculation that M˜twm,α,γ E N˜
tw
m,α,γ and the groups R˜
tw
m,α,γ,
N˜ twm,α,γ, C˜
tw
m,α,γ and M˜
tw
m,α,γ are stable under the action of field and graph automorphisms.
Now, set
x+ =
[
1 0
0 −1
]
, y+ =
[
0 1
1 0
]
,
and set x+γ, j = I2⊗· · ·⊗x
+⊗· · ·⊗I2 and y
+
γ, j = I2⊗· · ·⊗y
+⊗· · ·⊗I2, where x
+, y+ appear as the j-th
component. Set x+
m,γ, j
= Im ⊗ x
+
γ, j
, y+
m,γ, j
= Im ⊗ y
+
γ, j
and E+m,γ = 〈x
+
m,γ, j
, y+
m,γ, j
| j = 1, . . . , γ〉. Then
E+m,γ is isomorphic to the extra-special 2-group of plus type. Set x
−
m,γ, j = x
+
m,γ, j, y
−
m,γ, j = y
+
m,γ, j for
j ≤ γ − 1 and x−m,γ,γ = z
2a−1
m,1,γ, y
−
m,γ,γ = τm,1,γ−1. Set E
−
m,γ = 〈x
−
m,γ, j, y
−
m,γ, j | j = 1, . . . , γ〉, then E
−
m,γ
is isomorphic to the extra-special 2-group of minus type. We then consider the normalizers of
E±m,γ in G˜m,0,γ = GLm2γ(ηq). Note that det E
±
m,γ = 1 except that det E
+
m,1 = −1 when ν(m) = 0.
Proposition 3.18. Assume ℓ = 2, 4 | q + η, γ > 0 and keep the above notation. Set C˜±
m,0,γ =
CG˜m,0,γ(E
±
m,γ), N˜
±
m,0,γ = NG˜m,0,γ (E
±
m,γ). There is a subgroup M˜
±
m,0,γ of N˜
±
m,0,γ containing E
±
m,γ such
that the following hold.
(1) C˜±
m,0,γ = GLm(ηq) ⊗ I2γ and N˜
±
m,0,γ = C˜
±
m,0,γM˜
±
m,0,γ is the central product over Z(E
±
m,γ).
(2) N˜±
m,0,γ/E
±
m,γ  GLm(ηq)/O2(Z(GLm(ηq))) × M˜
±
m,0,γ/E
±
m,γ with M˜
±
m,0,γ/E
±
m,γ  GO
±
2γ(2).
(3) det(M˜±
m,0,γ) = 1 unless
(3.19)
the type is plus, γ = 1, 2, ν(m) = 0, or
the type is minus, γ = 1, ν(m) = 0, a = 2,
in which case, det(M˜+
m,0,γ) = {±1}.
Proof. The assertion for C˜±
m,0,γ is clear. For N˜
±
m,0,γ, [5] has shown that N˜
±
m,0,γ/E
±
m,γC˜
±
m,0,γ 
Out(E±m,γ)  GO
±
2γ(2) by exhibiting a set of generators of N˜
±
m,0,γ. We will consider the deter-
minants of these generators by exhibiting explicitly the matrices of these generators.
First, consider the case when γ = 1 and the type is minus. To do this, we use the twisted
version E−,tw1 of E
−
1 . Let x
−,tw
m,1 = Im ⊗
[
ζ4 0
0 −ζ4
]
, y−,tw
m,1 = Im ⊗
[
0 1
−1 0
]
and E−,tw1 =
〈
x
−,tw
m,1 , y
−,tw
m,1
〉
.
Let gm,1 ∈ Gm,0,1 = SL2m(Fq) such that (gm,1)−1Fηq(gm,1) = y−,twm,1 and denote by ι : G˜
tw
m,0,1
=
15
G˜
y
−,tw
m,1
Fηq
m,0,1
→ G˜
Fηq
m,0,1
the isomorphism induced by the conjugation by gm,1, then E
−
1 = ι(E
−,tw
1
). Thus
it suffices to prove the assertion for E−,tw1 . Denote by C˜
−,tw
m,0,1, N˜
−,tw
m,0,1 the centralizer and normalizer
of E−,tw
1
in G˜tw
m,0,1
. Set n(i)
m,1
= Im ⊗
1
λ
[
−1 ζ4
−1 −ζ4
]
, n(ii)
m,1
= Im ⊗
[
ζ8 0
0 ζ
ηq
8
]
, where λ ∈ F×
q2
such that
λ2 = 2ζ4. Similar as in §3.B, n
(i)
m,1 ∈ N˜
−,tw
m,0,1 and det n
(i)
m,1 = 1. Direct calculation shows also that
n
(ii)
m,1
∈ N˜−,tw
m,0,1
and det n(ii)
m,1
= 1 unless ν(m) = 0 and a = 2, in which case, det n(ii)
m,1
= −1. Set
M˜
−,tw
m,0,1 =
〈
E
−,tw
m,1 , n
(i)
m,1, n
(ii)
m,1
〉
, then all the assertions hold in this case.
Next, assume γ , 2 when the type is plus and γ ≥ 2 when the type is minus. In this case,
GO±2γ(2) is generated by orthogonal transvections of elements of order 4 in E
±
m,γ; see [5, p.258].
Note that one of 2 and −2 is a square in Fq since −1 is not a square in Fq, and 2 is a square in
F×q if and only if q ≡ ±1 mod 8. When η = 1, let µ ∈ Fq such that µ
2
= 2 or µ2 = −2 according
to that 2 or −2 is a square in Fq. When η = −1, let µ ∈ Fq such that µ2 = 2 if q ≡ 1 mod 8 and
let µ ∈ Fq2 − Fq such that µ2 = −2 if q ≡ 5 mod 8, then µq+1 = 2 (this is obvious when q ≡ 1
mod 8, while when q ≡ 5 mod 8, note that µ2(q+1) = 22 and µq+1 , −2). Set
n(i)m,γ =

Im ⊗ µ
−1
1 −1
1 1
 ⊗ I2γ−1 , if µ2 = 2,
Im ⊗ µ
−1
1 1
1 −1
 ⊗ I2γ−1 , if µ2 = −2.
Then n(i)m,γ ∈ SUm2γ(ηq) satisfying
n(i)m,γx
±
m,γ,1(n
(i)
m,γ)
−1
= y±m,γ,1, n
(i)
m,γy
±
m,γ,1(n
(i)
m,γ)
−1
= −x±m,γ,1, if µ
2
= 2,
n(i)m,γx
±
m,γ,1(n
(i)
m,γ)
−1
= y±m,γ,1, n
(i)
m,γy
±
m,γ,1(n
(i)
m,γ)
−1
= x±m,γ,1, if µ
2
= −2,
and fixing all other x±
m,γ,k
, y±
m,γ,k
. By [5, p.258 (2)], n(i)m,γ is the transvection for x
±
m,γ,1y
±
m,γ,1. By
[5, p.259–260], all elements in E±m,γ of order 4 are conjugate to x
±
m,γ,1y
±
m,γ,1 in N˜
±
m,0,γ, thus all
transvections have determinant 1. Let M˜±
m,0,γ be the subgroup of N˜
±
m,0,γ generated by E
±
m,γ and all
N˜±
m,0,γ-conjugates of n
(i)
m,γ. Then all the assertions follow.
Finally, consider the case when the type is plus and γ = 2. Let n(i)
m,2 be as above and
(ii) Let P(ii) be the permutation matrix transposing all the pairs (ε j1 ⊗ ε j2 , ε j2 ⊗ ε j1). Set
n
(ii)
m,2
= Im ⊗ P
(ii);
(iii) Let P(iii) be the permutation matrix transposing all the pairs (ε j1 ⊗ ε j2 , ε j1+ j2+1 ⊗ ε j2). Set
n
(iii)
m,2 = Im ⊗ P
(iii);
(iv) n(iv)
m,2
= Im ⊗ diag{1, 1, 1,−1}.
Let M˜+
m,0,2 be the subgroup of N˜
±
m,0,2 generated by E
±
m,2, n
(i)
m,2, n
(ii)
m,2, n
(iii)
m,2, n
(iv)
m,2, then by [5, p.260]
the assertions hold. 
Remark 3.20. It can be proved by direct calculation that M˜±,twm,α,γ E N˜
±,tw
m,α,γ and the groups R˜
±,tw
m,α,γ,
N˜
±,tw
m,α,γ, C˜
±,tw
m,α,γ and M˜
±,tw
m,α,γ are stable under the action of field and graph automorphisms.
Finally, we set R˜m = {±Im}. The subgroups R˜m,α,γ(α > 0, γ ≥ 0), S˜ m,1,γ−1(γ ≥ 1), E
±
m,γ(γ ≥
1), R˜m of G˜m,α,γ are called the subgroups of symplectic type when ℓ = 2 and 4 | q + η. For
convenience, we also set R˜m,0,γ = S˜ m,1,γ−1 and R˜
±
m,0,γ = E
±
m,γ for γ > 0. Note that by the above
Proposition, E+
m,1 is not a radical subgroup.
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3.D Basic subgroups. First, assume ℓ is an odd prime. Denote by Ac the elementary abelian
group of order ℓc for any natural number c. For any sequence c = (c1, . . . , cr) of natural numbers,
set Ac = Ac1 ≀ · · · ≀ Acr and |c| = c1 + · · · + cr. We write c = 0 or 1 if |c| = 0 or 1. Set
R˜m,α,γ,c = R˜m,α,γ ≀ Ac; here Aci denotes the regular representation of itself. We will call R˜m,α,γ,c
a basic subgroup, which is conjugate to the basic subgroup defined in [2] and [6]. By [2] and
[6], any radical subgroup of GLn(ηq) is conjugate to a subgroup of the form R˜0 × R˜1 × · · · × R˜u,
where R˜0 is a trivial group and R˜i = R˜mi,αi,γi,ci (i > 1) is a basic subgroup; note that ν(mi) = 0 for
each i > 1 if R˜ provides a weight.
Set G˜m,α,γ,c = GLmeℓα+γ+|c|(F), then R˜m,α,γ,c is a subgroup of G˜m,α,γ,c and we say that R˜m,α,γ,c has
degree meℓα+γ+|c|. Set vm,α,γ,c = vm,α,γ ⊗ Ic and gm,α,γ,c = gm,α,γ ⊗ Ic, where Ic is the identity matrix
of degree ℓ|c|. Then vm,α,γ,c, gm,α,γ,c ∈ G˜m,α,γ,c and g
−1
m,α,γ,cFηq(gm,α,γ,c) = vm,α,γ,c. Denote again by ι
the isomorphism (and all the similar isomorphism)
ι : G˜twm,α,γ,c = G˜
vm,α,γ,cFηq
m,α,γ,c → G˜m,α,γ,c = G˜
Fηq
m,α,γ,c
induced by conjugation by gm,α,γ,c. Set R˜
tw
m,α,γ,c = R˜
tw
m,α,γ ≀ Ac. Then R˜m,α,γ,c = ι(R˜
tw
m,α,γ,c). We call
R˜twm,α,γ,c the twisted basic subgroups.
Notation. Denote C˜∗m,α,γ,c := CG˜∗m,α,γ,c(R˜
∗
m,α,γ,c) and N˜
∗
m,α,γ,c := NG˜∗m,α,γ,c(R˜
∗
m,α,γ,c) for ∗ ∈ {tw,Ø}. We
will use some obvious abbreviation, such as R˜m = R˜m,0,0,0, R˜m,α = R˜m,α,0,0, R˜m,α,γ = R˜m,α,γ,0, etc.
Caution. The subgroup N0m,α,γ in [2] and [6] is (ι ◦ ~)(N˜
0
m,α,γ), where N˜
0
m,α,γ is the group defined
in §3.A.
Lemma 3.21. With the above notation, C˜twm,α,γ,c = C˜
tw
m,α,γ ⊗ Ic and N˜
tw
m,α,γ,c = (N˜
tw
m,α,γ/R˜
tw
m,α,γ) ⊗
NS(ℓ|c|)(Ac) with ⊗ defined as [2, (1.5)].
Proof. This is just the twisted version of results in [2] and [6]. 
Notation. Replacing ηq by (ηq)eℓ
α
, the corresponding constructions will be denoted by adding
a superscript (α). For example, R˜(α)
m,β,γ,c
denotes a basic subgroup of G˜(α)
m,β,γ,c
= GLmℓβ+γ+|c|((ηq)
eℓα).
Notation. For any natural number β, set β¯ = (1, . . . , 1) with β one’s. Set R˜m,α,β¯ = R˜m,α,0,β¯.
R˜m,α,β¯ is conjugate to the subgroup R
m,α,β in [28, §3]. By [28], the defect groups of blocks
of G˜ are conjugate to subgroups of the form R˜0 × R˜1 × · · · × R˜u, where R˜0 is the trivial group,
R˜i = R˜mi,αi,β¯i (i > 1) and ν(mi) = 0.
For ℓ = 2 and 4 | q − η, let R˜m,α,γ,c = R˜m,α,γ ≀ Ac, then the similar results hold. For ℓ = 2
and 4 | q + η, set R˜m,α,γ,c = R˜m,α,γ ≀ Ac and R˜
±
m,0,γ,c = R˜
±
m,0,γ ≀ Ac(γ > 0). Then the similar results
hold. Since R˜m,0,0,1 = R˜
+
m,0,1 = E
+
m,1 is not a radical subgroup, we call R˜m,α,γ,c(except when
α = γ = 0, c1 = 1) and R˜
±
m,0,γ,c(γ > 1 if the type is plus, γ > 0 if the type is minus) the basic
subgroups.
3.E Parametrization of weights of GLn(q) and GUn(q). The weights of general linear and
unitary groups have been classified by Alperin–Fong [2] and An [3, 5, 6]. An explicit labelling
of this classification has been given in [43, §5]. Since we have used different notation for the
radical subgroups, we repeat the construction in [43] to fix the notation.
Let F ′ be the subset of F of those polynomials whose roots are of ℓ′-order. For Γ ∈ F ′,
we let eΓ be the multiplicative order of (ηq)
dΓ modulo ℓ. Note that eΓ = 1 for any Γ ∈ F
′ when
ℓ = 2. Given any Γ ∈ F ′, let mΓ, αΓ be non-negative integers determined by mΓeℓ
αΓ = eΓdΓ and
(mΓ, ℓ) = 1. Note that there is no direct connection between mΓ and mΓ(s).
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First, assume ℓ is an odd prime. By [28, (5A)], given any Γ ∈ F ′, there is a unique block B˜Γ
of G˜Γ = G˜mΓ,αΓ with R˜Γ = R˜mΓ,αΓ as a defect group. Let C˜Γ = CG˜Γ(R˜Γ) and N˜Γ = NG˜Γ(R˜Γ). Γ also
determines a unique N˜Γ-conjugacy classes of pairs (b˜Γ, θ˜Γ), where b˜Γ is a root block of C˜ΓR˜Γ =
C˜Γ with defect group R˜Γ and θ˜Γ is the canonical character of b˜Γ. This block is Eℓ(G˜Γ, sΓ)), where
sΓ is conjugate to eΓ(Γ) in G˜Γ, and when viewed as an element of CG˜Γ(R˜Γ)  GL(mΓ, (ηq)
eℓαΓ ),
sΓ has a unique elementary divisor which is in the inverse image of Γ under ΦαΓ , where ΦαΓ is
defined as in (2.5).
Let R˜Γ,γ,c = R˜mΓ,αΓ,γ,c be a basic subgroup and G˜Γ,γ,c, C˜Γ,γ,c, N˜Γ,γ,c defined similarly. Then
C˜Γ,γ,c  C˜Γ ⊗ Iℓγ ⊗ Ic. Let θ˜Γ,γ,c = θ˜Γ ⊗ Iℓγ ⊗ Ic, then θ˜Γ,γ,c can be viewed as a canonical character
of C˜Γ,γ,cR˜Γ,γ,c with R˜Γ,γ,c in the kernel and all canonical characters are of this form.
Let R˜Γ,δ be the set of all the basic subgroups of the form R˜Γ,γ,c with γ + |c| = δ. Label
the basic subgroups in R˜Γ,δ as R˜Γ,δ,1, R˜Γ,δ,2, · · · and let C˜Γ,δ,i, N˜Γ,δ,i be defined similarly. Denote
the canonical character associated to R˜Γ,δ,i by θ˜Γ,δ,i. In the case when mΓ′ = mΓ =: m and
αΓ′ = αΓ =: α for another Γ
′ ∈ F ′, we may choose the labeling of R˜Γ,δ = R˜Γ′,δ such that
R˜Γ,δ,i = R˜Γ′,δ,i for i = 1, 2, · · · . We denote R˜m,α,γ,c as R˜Γ,δ,i or R˜Γ′,δ,i depending on that the related
canonical character of C˜m,αR˜m,α = C˜m,α considered is θ˜Γ or θ˜Γ′ .
Let
(3.22) C˜Γ,δ =
⋃
i
dz(N˜Γ,δ,i(θ˜Γ,δ,i)/R˜Γ,δ,i | θ˜Γ,δ,i).
We assume C˜Γ,δ = {ψ˜Γ,δ,i, j} with ψ˜Γ,δ,i, j a character of N˜Γ,δ,i.
We now define iAlp(G) in the exactly same way as on [43, p.145].
iAlp(G) =
 (s, λ,K)
G˜
∣∣∣∣∣∣∣∣∣∣∣
s is a semisimple ℓ′-element of G˜,
λ =
∏
Γ λΓ, λΓ is the eΓ-core of a partition of mΓ(s),
K = KΓ, KΓ :
⋃
δ C˜Γ,δ → { ℓ-cores } s.t.∑
δ,i, j ℓ
δ|KΓ(ψΓ,δ,i, j)| = wΓ,mΓ(s) = |λΓ| + eΓwΓ.

A bijection between Alp(G) and iAlp(G) constructed implicitly in [2] and [6] can be described
as follows.
Let (R˜, ϕ˜) be a weight. Then we may assume R˜ = R˜0 × R˜1 × · · · × R˜u with R˜0 the trivial
group of degree n0, and we denote R˜+ = R˜1 × · · · × R˜u. Then C˜ = CG˜(R˜) and N˜ = NG˜(R˜) have
corresponding decompositions: C˜ = C˜0 × C˜+, N˜ = N˜0 × N˜+ with C˜0 = N˜0 = GLn0(ηq). ϕ˜ lies
over a canonical character θ˜ of C˜R˜, which can be decomposed as θ˜ = θ˜0 × θ˜+. Then ϕ˜ = ϕ˜0 × ϕ˜+
with ϕ˜0 = θ˜0 and ϕ˜+ ∈ Irr(N˜+ | θ˜+).
So ϕ˜0 = θ˜0 is a character of GLn0(ηq) of defect zero. Then ϕ˜0 = χs0 ,λ, where s0 a semisimple
ℓ′-element of GLn0(ηq) and λ =
∏
Γ λΓ with λΓ a partition of mΓ(s0) without eΓ-hook which
affords the second component of the triple (s, λ,K).
Assume we have the decompositions θ˜+ =
∏
Γ,δ,i θ˜
tΓ,δ,i
Γ,δ,i
and R˜+ =
∏
Γ,δ,i R˜
tΓ,δ,i
Γ,δ,i
, then θ˜Γ deter-
mines a semisimple ℓ′-element with canonical form eΓ(Γ) in G˜Γ. Then s = s0
∏
Γ,δ,i eΓ(Γ)⊗ Iℓδ ⊗
ItΓ,δ,i is the first component of the triple (s, λ,K). In particular, λΓ is the eΓ-core of a partition of
mΓ(s).
It is easy to see that N˜+(θ˜+) =
∏
Γ,δ,i
N˜Γ,δ,i(θ˜Γ,δ,i) ≀ S(tΓ,δ,i). Thus ϕ˜+ = Ind
N˜+
N˜+(θ+)
ψ˜+ with ψ˜+ ∈
dz(N˜+(θ˜+)/R˜+ | θ˜+). Then ψ˜+ =
∏
Γ,δ,i
ψ˜Γ,δ,i, where ψ˜Γ,δ,i is a character of N˜Γ,δ,i(θ˜Γ,δ,i) ≀ S(tΓ,δ,i). By
Clifford theory, ψ˜Γ,δ,i is of the form
(3.23) Ind
N˜Γ,δ,i(θ˜Γ,δ,i)≀S(tΓ,δ,i)
N˜Γ,δ,i(θ˜Γ,δ,i)≀
∏
jS(tΓ,δ,i, j)
∏
j
ψ˜
tΓ,δ,i, j
Γ,δ,i, j
·
∏
j
φλΓ,δ,i, j ,
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where tΓ,δ,i =
∑
j tΓ,δ,i, j,
∏
j ψ˜
tΓ,δ,i, j
Γ,δ,i, j
is the canonical extension of
∏
j ψ˜
tΓ,δ,i, j
Γ,δ,i, j
∈ Irr(N˜Γ,δ,i(θ˜Γ,δ,i)
tΓ,δ,i ) to
N˜Γ,δ,i(θ˜Γ,δ,i) ≀
∏
jS(tΓ,δ,i, j) as in the proof of [8, Prop. 2.3.1], λΓ,δ,i, j ⊢ tΓ,δ,i, j without ℓ-hook and
φλΓ,δ,i, j is the character of S(tΓ,δ,i, j) corresponding to λΓ,δ,i, j. Note that (3.23) is slightly different
from [43, (5.1)]; see [44, §4.2] for the reason. Now, define KΓ : ∪δCΓ,δ → {ℓ-cores}, ψΓ,δ,i, j 7→
λΓ,δ,i, j. Then we can associate the conjugacy class (R˜, ϕ˜) of weights with the label (s, λ,K).
When ℓ = 2 and 4 | q − η, the exactly same constructions apply. Assume ℓ = 2 and 4 | q + η
now. Since some radical subgroups will not provide weights, set
(3.24) D˜m,α,γ,c =

R˜m,α,γ,c if α > 0,
S˜ m,1,γ−1,c if α = 0, γ > 1,
R˜−
m,0,1,c if α = 0, γ = 1,
R˜m,0,0,c if α = γ = 0, c1 , 1
S˜ m,1,0,c′ , if α = γ = 0, c1 = 1,
where c′ = (c2, . . . , cr) for c = (c1, c2, . . . , cr). Using D˜m,α,γ,c in place of R˜m,α,γ,c, we can define
iAlp(G˜) analogously, then the similar constructions apply again.
The definition of D˜m,α,γ,c here is slightly different from that given in [3, 5], as well as the one
used in [43, 23]. However, we should mention that the arguments in [43] and [23] also apply if
we change the definition of D˜m,α,γ,c there to be as in (3.24).
For the twisted basic subgroups, we also write D˜twm,α,γ,c in the obvious sense.
The paper [23] defines an action of the group Oℓ′(Zq−η) on iAlp(G˜) which we recall as
follows. Let (R˜, ϕ˜) be a weight of G˜ with label (s, λ,K). Note that for ζ ∈ Oℓ′(Zq−η), then
ζˆ ∈ Linℓ′(G˜/G), and we may identify ζˆ with its restriction to NG˜(R˜). Define ζ.λ and ζ.K such
that (ζ.λ)ζ.Γ = λΓ and (ζ.K)ζ.Γ = KΓ. Then the action of Linℓ′(G˜/G) on Alp(G˜) is induced by the
action of Oℓ′(Zq−η) (identified with Oℓ′(Z(G˜))) on iAlp(G˜).
Theorem 3.25 ([23, Prop. 5.12]). Assume that (R˜, ϕ˜) is a weight of G˜ with label (s, λ,K), then
the weight (R˜, ζˆϕ˜) has label (ζs, ζ.λ, ζ.K).
4 Special radical subgroups
In this section, we consider the radical subgroups of special linear and unitary groups.
4.A Some general lemmas. We start with some general observations about the radical sub-
groups of a finite group and its normal subgroups. In this subsection §4.A, let H be a normal
subgroup of H˜. We first recall a general result in [23, §2.1].
Lemma 4.1. (1) If R˜ is a radical subgroup of H˜, then R := R˜ ∩ H is a radical subgroup of H.
(2) The map Rad(H˜) → Rad(H), R˜ 7→ R˜ ∩ H is surjective. In particular, if R is a radical
subgroup of H, then R˜ := Oℓ(NH˜(R)) is a radical subgroup of H˜ such that R˜ ∩ H = R and
NH˜(R) = NH˜(R˜).
Proof. (1) is just [52, (2.1)] and (2) is from [23, Lemma 2.2] and its proof. 
From Lemma 4.1, we introduce the following definition.
Definition 4.2. Assume H is a normal subgroup of a finite H˜. A radical subgroup R˜ of H˜ is
called special (with respect to H) if R˜ = Oℓ(NH˜(R˜ ∩ H)).
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Given any radical subgroup R˜ of H˜, R˜may be not special; but there must be a special radical
subgroup R˜s of H˜ such that R˜ ∩ H = R˜s ∩ H by Lemma 4.1 (2). Assume R˜ is a special radical
subgroup of H˜ and denote R = R˜ ∩ H, then NH˜(R) = NH˜(R˜) and thus NH(R) can be calculated
by NH(R) = NH˜(R˜) ∩ H.
Lemma 4.3. Assume R˜ is a special radical subgroup of H˜, then the number of H-conjugacy
classes of radical subgroups of H corresponding to the H˜-conjugacy class of R˜ via the intersec-
tion with H (i.e. those H-conjugacy classes of radical subgroups contained in {H∩ g˜R˜ | g˜ ∈ H˜})
is |H˜ : HNH˜(R˜)|.
Proof. Set R := H ∩ R˜, then H ∩ g˜R˜ = g˜R. Since R˜ is special, NH˜(R) = NH˜(R˜), so |{H ∩
g˜R˜ | g˜ ∈
H˜}| = |H˜ : NH˜(R˜)|. All the H-conjugacy classes in {H ∩
g˜R˜ | g˜ ∈ H˜} have the same cardinality
H/NH(R)  HNH˜(R˜)/NH˜(R˜). So the assertion follows. 
The term “special” comes from the case of the general linear (or unitary) group G˜ and the
special linear (or unitary) group G respectively, which indicates the importance of the special
radical subgroups of G˜ to the study of the weights of G. But note that even for a special radical
subgroup R˜ of G˜, it may happen that R˜ does not provide any weight for G˜ while R˜∩G provides
some weights for G.
4.B Special radical subgroups for odd primes. Now, we classify the special radical sub-
groups of G˜ = GLn(ηq) with respect to G = SLn(ηq) for an odd prime ℓ. Recall that ν is
the discrete valuation such that ν(ℓ) = 1. Since every radical subgroup of G˜ is special when
ℓ ∤ gcd(n, q−η) by [23], we may assume ℓ | q−η throughout §4.B. Then e = 1 and a = ν(q−η).
We start with the radical subgroups of the form R˜m,α,γ. Let Rm,α,γ := R˜m,α,γ ∩ Gm,α,γ.
Transfer to the twisted groups. Recall that R˜twm,α,γ = Z˜
tw
m,α,γE
tw
m,α,γ and det(E
tw
m,α,γ) = 1, thus
Rtwm,α,γ = Z
tw
m,α,γE
tw
m,α,γ with Z
tw
m,α,γ := Z(R
tw
m,α,γ) = Z˜
tw
m,α,γ ∩G
tw
m,α,γ. Since
(4.4) Z˜twm,α,γ = ~(Z˜
0
m,α,γ), Z˜
0
m,α,γ = Oℓ(Z(G˜
0
m,α,γ)) = {ζImℓγ | ζ ∈ Zℓa+α},
and det ~(ζImℓγ) = Nα(ζmℓ
γ
) = ζkℓ
α+ν(m)+γ
for some ℓ′-integer k by the assumption ℓ | (q − η), we
have
(4.5) Ztwm,α,γ = ~(Zˆ
0
m,α,γ) with Zˆ
0
m,α,γ = {ζImℓγ | ζ ∈ Zℓa+α ∩ Zℓα+γ+ν(m)}.
We also set Rˆ0m,α,γ = Zˆ
0
m,α,γE
0
m,α,γ, then R
tw
m,α,γ = ~(Rˆ
0
m,α,γ).
Proposition 4.6. Assume ℓ is an odd prime. The basic subgroup R˜m,α,γ of G˜m,α,γ is special with
respect to Gm,α,γ if and only if γ + ν(m) > a or α = 0.
Proof. First, assume γ + ν(m) > a. Then Zˆ0m,α,γ = Z˜
0
m,α,γ and R˜m,α,γ = Rm,α,γ is obviously special.
Assume a − α < γ + ν(m) < a. Then Zˆ0m,α,γ = {ζImℓγ | ζ ∈ Zℓa+(α+γ+ν(m)−a)}. Thus Rm,α,γ =
R˜m,α,γ ∩ Gm,α,γ is G˜m,α,γ-conjugate to Rmℓa−γ−ν(m),α+γ+ν(m)−a,γ := R˜mℓa−γ−ν(m),α+γ+ν(m)−a,γ ∩ Gm,α,γ. But
R˜mℓa−γ−ν(m),α+γ+ν(m)−a,γ is a special radical subgroup of G˜m,α,γ = GLmℓα+γ(ηq) = G˜mℓa−γ−ν(m),α+γ+ν(m)−a,γ.
Finally, assume α + γ + ν(m) 6 a. Then similarly, Rm,α,γ is G˜m,α-conjugate to Rmℓα,0,γ :=
R˜mℓα,0,γ ∩Gm,α,γ. Since Z˜mℓα,0,γ is central in G˜m,α,γ = GLmℓα+γ(ηq) = G˜mℓα,0,γ, R˜mℓα,0,γ is obviously
special. 
Proposition 4.7. Assume ℓ is an odd prime.
(1) det(R˜m,α,γ) = det(R˜
tw
m,α,γ) = Z
ℓν(m)+γ
ℓa
; det(C˜m,α,γ) = det(C˜
tw
m,α,γ) = Z
ℓγ
q−η.
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(2) det(N˜m,α,γ) = det(N˜
tw
m,α,γ) = Z
ℓγ
q−η, unless (3.4), in which case, det(N˜m,0,1) =
〈
det(C˜m,0,1), det(M˜m,0,1)
〉
=
Zq−η.
(3) Assume R˜m,α,γ is special in G˜m,α,γ, then the number of Gm,α,γ-conjugacy classes of radical
subgroups contained in the set {Gm,α,γ ∩
g˜R˜m,α,γ | g˜ ∈ G˜m,α,γ} is{
ℓmin{a,γ} if we are not in the case (3.4);
1, if we are in the case (3.4).
Proof. (1) follows easily from Lemma 3.1. (2) follows from (1) and Proposition 3.6. Then (3)
follows from Lemma 4.3. 
Set
(4.8) Cˆ0m,α,γ = Gˆ
0,γ
m,α ⊗ Iℓγ with Gˆ
0,γ
m,α = {A ∈ G˜
0
m,α | Nα(det(A)
ℓγ) = 1},
where Nα is defined in (2.4). We also set
(4.9) Zˆ0,γm,α = {ζIm | ζ ∈ Zℓa+α ∩ Zℓα+γ+ν(m)},
then Zˆ
0,γ
m,α = Oℓ(Z(Gˆ
0,γ
m,α)), Zˆ
0
m,α,γ = Zˆ
0,γ
m,α ⊗ Iℓγ and |Zˆ
0,γ
m,α| = ℓ
min{α+a,α+γ+ν(m)}. Finally, set
(4.10) Nˆ0m,α,γ = Cˆ
0
m,α,γM˜
0
m,α,γ.
Assume that R˜m,α,γ is special in G˜m,α,γ. Denote by C
∗
m,α,γ, N
∗
m,α,γ for the centralizer and
normalizer of R∗m,α,γ in G
∗
m,α,γ, and M
∗
m,α,γ = M˜
∗
m,α,γ ∩G
∗
m,α,γ for ∗ ∈ {tw,∅}.
Proposition 4.11. Then Ctwm,α,γ = ~(Cˆ
0
m,α,γ) and the following holds.
(1) Assume γ + ν(m) > a.
(1.1) If we are not in the case (3.4), then det(M˜twm,α,γ) = 1. Thus ~(N˜
0
m,α,γ) ∩ G
tw
m,α,γ =
~(Nˆ0m,α,γ) = C
tw
m,α,γM˜
tw
m,α,γ, ~(Nˆ
0
m,α,γ)/R
tw
m,α,γ  C
tw
m,α,γ/Z(R
tw
m,α,γ) × Sp2γ(ℓ) and N
tw
m,α,γ =
~(Nˆ0m,α,γ)⋊ Vm,α,γ.
(1.2) In the case (3.4), Nm,0,1 = Cm,0,1Qm,0,1 is the central product of Cm,0,1 and Mm,0,1
over Z(Em,0,1) such that Mm,0,1/Em,0,1  Q8 with Q8 being the quaternion group and
Nm,0,1/Em,0,1  Cm,0,1/Z(Rm,0,1) × Q8.
(2) If γ + ν(m) < a and α = 0, det(M˜m,0,γ) = 1, Nm,0,γ = Cm,0,γM˜m,0,γ and Nm,0,γ/Rm,0,γ 
Cm,0,γ/Z(Rm,0,γ) × Sp2γ(ℓ).
Proof. (1) In this case, Rtwm,α,γ = R˜
tw
m,α,γ. So CG˜twm,α,γ(R
tw
m,α,γ) = C˜
tw
m,α,γ and NG˜twm,α,γ (R
tw
m,α,γ) = N˜
tw
m,α,γ,
which are given in Proposition 3.6. Thus Ctwm,α,γ = C˜
tw
m,α,γ ∩ G
tw
m,α,γ = ~(Cˆ
0
m,α,γ) and N
tw
m,α,γ =(
~(N˜0m,α,γ) ∩G
tw
m,α,γ
)
⋊ Vm,α,γ since det(vm,α,γ) = 1.
(1.1) If we are not in the case (3.4), the assertions follow from Proposition 3.6.
(1.2) Now, assume we are in the case (3.4), i.e. ℓ = 3, ν(m) = α = 0, γ = 1 and (q − η)3 =
3. In particular, there is no need to introduce the twisting process. Since R˜m,0,1 is special,
it is readily seen that |N˜m,0,1/C˜m,0,1Em,0,1|/|Nm,0,1/Cm,0,1Em,0,1| = | det N˜m,0,1|/| det C˜m,0,1| = 3 by
Proposition 4.7. Since N˜m,0,1/C˜m,0,1Em,0,1  SL2(3), | SL2(3)| = 24 and SL2(3) has a Sylow 2-
subgroup isomorphic to the quaternion group Q8, Nm,0,1/Cm,0,1Em,0,1 is isomorphic to a subgroup
of Q8. On the other hand, let
n(vi)m = Im ⊗ (1 − ζ3)
−1

ζ3 ζ3 1
1 ζ23 1
1 ζ3 ζ3
 ,
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then it can be verified that n(vi)m ∈ Gm,0,1,
(n(vi)m )
−1x0m,1,1n
(vi)
m = x
0
m,1,1y
0
m,1,1, (n
(vi)
m )
−1y0m,1,1n
(vi)
m = x
0
m,1,1(y
0
m,1,1)
−1.
So it is easy to see that
〈
n
(i)
m,1, n
(vi)
m , Em,0,1
〉
 Q8 and det
〈
n
(i)
m,1, n
(vi)
m , Em,0,1
〉
= 1 (see p.10 for the
definition of n(i)
m,1
), Thus Mm,0,1 =
〈
n
(i)
m,1
, n
(vi)
m , Em,0,1
〉
and the rest follows easily.
(2) In this case, there is no need to introduce the twisting process. Recall that R˜m,0,γ =
Z˜m,0,γEm,0,γ, Rm,0,γ = Zm,0,γEm,0,γ and Zm,0,γ = Z˜m,0,γ ∩ Gm,0,γ. Since Z˜m,0,γ is central in G˜m,0,γ in
this case, CG˜m,0,γ (Rm,0,γ) = C˜m,0,γ and NG˜m,0,γ (Rm,0,γ) = N˜m,0,γ. In this case, (3.4) can not happen,
thus det(M˜m,0,γ) = 1 and the rest follows similarly as the case (1.1). 
Remark 4.12. [24, Prop. 4.8] demonstrates the special case m = 1, α = 0, γ = 1 of the above
propositions. The elements n1, n2 in the proof of [24, Prop. 4.8] are different from n
(ii)
m,1
, n
(vi)
m in
the above proof, this is because we choose the following embedding of the symmetric group
S(3) in SL3(q) in [24]: 〈
0 1 0
1 0 0
0 0 −1
 ,

0 0 −1
−1 0 0
0 1 0

〉
.
If we change the embedding to the following probably better one:
〈
0 −1 0
−1 0 0
0 0 −1
 ,

0 0 1
1 0 0
0 1 0

〉
,
then the elements n1, n2 could be changed to n
(ii)
m,1, n
(vi)
m as above.
Now, assume c = (c1, . . . , cr) , 0 is a sequence of natural numbers and consider the special
radical subgroup of the form R˜m,α,γ,c. Recall that R˜m,α,γ,c = R˜m,α,γ ≀ Ac, where Ac is defined
as in §3.D. Denote by B˜m,α,γ,c the base subgroup of R˜m,α,γ,c, then R˜m,α,γ,c = B˜m,α,γ ⋊ Ac. Set
Rm,α,γ,c := R˜m,α,γ,c ∩ Gm,α,γ,c and Bm,α,γ,c = B˜m,α,γ,c ∩ Gm,α,γ,c, then Rm,α,γ,c = Bm,α,γ ⋊ Ac since
det(Ac) = 1. To consider the condition for a basic subgroup R˜m,α,γ,c to be special, we begin with
two lemmas.
Lemma 4.13. Assume ℓ is an odd prime and c , 0. All normal abelian subgroups of Rm,α,γ,c are
contained in Bm,α,γ,c unless ℓ = 3, a = 1, ν(m) = α = γ = 0 and c = 1.
Proof. We argue by contradiction using the method of [3, (a) of (2A)]. Assume A is a normal
abelian subgroup of Rm,α,γ,c not contained in Bm,α,γ,c. First, assume c = (c1). Then there is an
element bh in A with b ∈ Bm,α,γ,c and 1 , h ∈ Ac. So b = diag{b1, . . . , bℓc1 } with bi ∈ R˜m,α,γ
and det(b1 · · · bℓc1 ) = 1. Without loss of generality, we may assume h permutes cyclically
1, . . . , ℓ. Take y = diag{y1, 1, . . . , 1} with y1 ∈ Em,α,γ, then y ∈ Bm,α,γ,c. Note that [y, bh] =
ybhy−1h−1b−1 = diag{y1, . . .} ∈ A. If γ > 0, let y1 run over all elements of Em,α,γ, then there
would be a contradiction to that A is abelian. Thus γ = 0. Since R˜m,α is abelian, for any
y = diag{y1, y
−1
1 , 1, . . . , 1} with y1 ∈ R˜m,α, we have
(4.14) [y, bh] = [y, h] = yhy−1h−1 = diag{y1, y
−2
1 , y1, . . .} ∈ A.
Since A is abelian and bh, [y, bh] ∈ A, we have bh[y, bh]h−1b−1 = [y, bh]. Consequently,
(4.15) h[y, h]h−1 = [y, h].
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If ℓ > 3, h[y, h]h−1 = diag{1, y1, y
−2
1 , y1, . . .}, then by (4.14) and (4.15), we have a contradiction
if taking y1 , 1. So we assume furthermore that ℓ = 3. Then h[y, h]h
−1
= diag{y1, y1, y
−2
1 , . . .}.
If a + α > 1, there exists y1 ∈ R˜m,α such that o(y1) = 9, thus we have a contradiction again
from (4.14) and (4.15). Now, assume ℓ = 3, a = 1 and α = γ = 0. If ν(m) , 0, then
det(R˜m) = 1 and taking y = diag{y1, 1, . . . , 1} with y1 ∈ R˜m will give a contradiction. So assume
ν(m) = 0. If c = (c1) with c1 , 1, we take y
′
= diag{y1, 1, 1, y
−1
1 , 1, 1, . . .} with y1 , 1.
Then [y′, bh] = [y′, h] = diag{y1, y
−1
1 , 1, . . .} ∈ A. So (4.15) also holds with y
′ replacing y, but
h[y′, h]h−1 = diag{1, y1, y
−1
1 , . . .}, which is a contradiction. Now, assume c = (c1, . . . , cr) with
r ≥ 2. Let c′ = (c1, . . . , cr−1) and R˜m,α,γ,c = R˜m,α,γ,c′ ≀ Acr . Since R˜m,α,γ,c′ has a non-abelian
subgroup with determinant 1, an argument as before shows that any normal abelian subgroup
of R˜m,α,γ,c is contained in the base subgroup of R˜m,α,γ,c′ ≀ Acr , thus induction on r shows the
assertion. 
Remark 4.16. When we are in the case
(4.17) ℓ = 3, a = 1, ν(m) = α = γ = 0 and c = 1,
G˜m,0,0,1 = G˜m,0,1 and Rm,0,0,1 = R˜m,0,0,1 ∩ Gm,0,0,1 = R˜m,0,1 ∩ Gm,0,1 = Rm,0,1, which has been
addressed before. So from now on we consider the cases other than (4.17).
Lemma 4.18. Assume ℓ is an odd prime, c , 0 and we are not in the case (4.17). Then
Z(Bm,α,γ,c) is a characteristic subgroup of Rm,α,γ,c.
Proof. In fact, we prove that Z(Bm,α,γ,c) is the intersection of all maximal normal abelian sub-
groups of Rm,α,γ,c as in [2, p.14]. Any maximal normal abelian subgroup of Rm,α,γ,c contains
Z(Bm,α,γ,c) by Lemma 4.13. Conversely, given any x ∈ R˜m,α,γ − Z(R˜m,α,γ), there exists a maximal
normal abelian subgroupW of R˜m,α,γ not containing x; see [2, p.14]. Set A = {diag{w1, . . . ,wℓ|c|} |
wi ∈ W, det(w1 · · ·wℓ|c) = 1}. Then A is a maximal normal abelian subgroup of Rm,α,γ,c not con-
taining any element of Bm,α,γ,c with a component x; see again [2, p.14]. This completes the
proof. 
Proposition 4.19. Assume ℓ is an odd prime, c , 0 and we are not in the case (4.17). The basic
subgroup R˜m,α,γ,c of G˜m,α,γ,c is special.
Proof. Assume n ∈ NG˜m,α,γ,c(Rm,α,γ,c). Then by Lemma 4.18, n normalizes Z(Bm,α,γ,c). Let U be
the underlying space of G˜m,α,γ,c and consider the following two sets (see [2, p.14]):
E˜ = {[g,U] | g ∈ Z(B˜m,α,γ,c), g , 1};
E = {[g1, [g2,U]] | gi ∈ Z(Bm,α,γ,c), gi , 1}.
Since ℓ|c| > 2, the minimal elements of E˜ and E are the same, each being the underlying space of
a factor of the base subgroup B˜m,α,γ,c. Also note that the projection from Z(Bm,α,γ,c) to each com-
ponent Z(R˜m,α,γ) is surjective. From these, we can conclude that the normalizers of Z(Bm,α,γ,c)
and Z(B˜m,α,γ,c) in G˜m,α,γ,c are the same, since the normalizer permutes the minimal elements of E˜
and E. So n normalizes Z(B˜m,α,γ,c). But note that R˜m,α,γ,c = Rm,α,γ,cZ(B˜m,α,γ,c), thus n normalizes
R˜m,α,γ,c. So NG˜m,α,γ,c(Rm,α,γ,c) = NG˜m,α,γ,c(R˜m,α,γ,c), which means that R˜m,α,γ,c is special. 
For ∗ ∈ {tw,∅}, denoted by C∗m,α,γ,c and N
∗
m,α,γ,c respectively the centralizer and normalizer
of R∗m,α,γ,c in G
∗
m,α,γ,c.
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Notation 4.20. For any positive integer k, denote by W˜k the subgroup of all permutation ma-
trices in GLk(ηq) and set Wk = {(detσ)σ | σ ∈ W˜k}, then W˜k  Wk  Sk. Note that if k is
odd, then Wk 6 SLk(ηq), which means that Wk is an embedding of Sk in SLk(ηq). Recall from
Lemma 3.21 that
N˜m,α,γ,c = (N˜m,α,γ/R˜m,α,γ) ⊗ NS(ℓ|c|)(Ac),
where ⊗ is defined as [2, (1.3) (1.5)]. Now, we change slightly the descrption of the elements
on the right hand of the above equation. We identify S(ℓ|c|) with its embedding Wℓ|c| . Since ℓ
is odd, det(Wℓ|c|) = 1. Note that Ac 6 Wℓ|c| . Let σ be a permutation matrix normalizing Ac,
then det(σ)σ ∈ Wℓ|c| . Replace the non-zero element in det(σ)σ by det(σ)n1, . . . , det(σ)nℓ|c| with
ni ∈ N˜m,α,γ lying in the same coset of R˜m,α,γ and denote the resulting element as σ(n1, . . . , nℓ|c|),
then σ(n1, . . . , nℓ|c|) ∈ N˜m,α,γ,c. Conversely, any elements of N˜m,α,γ,c is of this form. In the
subsection §4.B, we will always represent the elements in N˜m,α,γ,c in this way. In particular
det(σ(n1, . . . , nℓ|c|)) = det(n1) · · · det(nℓ|c|).
Proposition 4.21. Assume ℓ is an odd prime and c , 0.
(1) det(R˜m,α,γ,c) = det(R˜m,α,γ) = Z
ℓν(m)+γ
ℓa
, det(C˜m,α,γ,c) = (det C˜m,α,γ)
ℓ|c|
= Zℓ
γ+|c|
q−η and det(N˜m,α,γ,c) =〈
Zℓ
γ+|c|
q−η ,Z
ℓν(m)+γ
ℓa
〉
.
(2) Assume R˜m,α,γ,c is special in G˜m,α,γ,c, then the number of Gm,α,γ,c-conjugacy classes of radical
subgroups contained in the set {Gm,α,γ,c ∩
g˜R˜m,α,γ,c | g˜ ∈ G˜m,α,γ,c} is ℓ
min{a,γ+|c|,γ+ν(m)}.
Proof. The assertions about det(R˜m,α,γ,c) and det(C˜m,α,γ,c) is obvious. Assume n ∈ N˜m,α,γ,c has
non-zero components det(σ)n1, . . . , det(σ)nℓ|c| with ni ∈ N˜m,α,γ for some permutation matrix
σ normalizing Ac, then by Notation 4.20, det(n) = det(n1) · · · det(nℓ|c|). Recall that N˜m,α,γ =
C˜m,α,γM˜m,α,γ⋊ ι(Vm,α,γ). Since the ni’s lie in the same R˜m,α,γ-coset, we may assume ni = c0m0v0ri,
where c0 ∈ C˜m,α,γ, m0 ∈ M˜m,α,γ, v0 ∈ ι(Vm,α,γ) and ri ∈ R˜m,α,γ. Note that det(ι(Vm,α,γ)) =
det(Vm,α,γ) = 1, det(M˜m,α,γ) = 1 orZ3 by Proposition 3.6 and |c| > 0. Thus det(n) = det(c0)
ℓ|c| det(r1 · · · rℓ|c|).
So det(N˜m,α,γ,c) =
〈
det(C˜m,α,γ)
ℓ|c| , det(R˜m,α,γ)
〉
=
〈
Zℓ
γ+|c|
q−η ,Z
ℓν(m)+γ
ℓa
〉
. Then (2) follows by Lemma 4.3.

Finally, we consider the special radical subgroups of the form R˜ = R˜1 × · · · × R˜u with u > 1
and R˜i = R˜mi,αi,γi,ci . Let R = G ∩ R˜. First, we give some notation. Let R˜ and R be as above. Set
C˜ = CG˜(R˜), N˜ = NG˜(R˜) and C = CG(R), N = NG(R). Denote C˜i = C˜mi,αi,γi,ci , N˜i = N˜mi ,αi,γi,ci for
each i. Set
a(R˜i) = ν(mi) + γi, a(R˜) = min{a(R˜i) | i = 1, . . . , u};
δ(R˜i) = γi + |ci|, δ(R˜) = min{δ(R˜i) | i = 1, . . . , u}.
The structure of N˜ is given in [2, (4B)] and [6, (2C)]. Note that the symmetric groups there
consist of permutation matrices, which have determinants ±1, an ℓ′-element. By Proposition
4.7 and 4.21, we have the following.
Lemma 4.22. Assume ℓ is an odd prime. Let R˜ be a radical subgroup of G˜ which can be
expressed as R˜ = R˜1 × · · · × R˜u, a direct product of basic subgroups.
(1) Oℓ′(det(N˜)) = Oℓ′(det(R˜C˜)) = Oℓ′(Zq−η). In particular, |G˜ : GNG˜(R˜)| is an ℓ-number.
(2) If we are not in the case that
(4.23)
ℓ = 3, a = 1, a(R˜) = 1 and
there exists some 1 ≤ i ≤ u satisfying R˜i = R˜mi,0,1 and 3 ∤ mi,
then det(N˜) = det(R˜C˜).
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(3) If we are in the case (4.23), then ν(det(R˜C˜)) = 0 and ν(det(N˜)) = 1.
Proposition 4.24. Assume ℓ is an odd prime and R˜ = R˜1×· · ·× R˜u with u > 1 and a(R˜1) ≤ · · · ≤
a(R˜u). Then R˜ is special if and only if one of the following holds:
(1) a(R˜) > a;
(2)
∑
i:a(R˜i)=a(R˜)
ℓ|ci | > 2 except when
(2a) R˜1 = R˜m1 , R˜2 = R˜m2 , ν(m1) = ν(m2) = 0, ν(m1 + m2) ≥ a, det(R˜3 × · · · × R˜u) = 1;
(2b) ℓ = 3, a = 1, a(R˜1) = α1 = 0, c1 = 1 and a(R˜i) > 0 for i > 1.
(3) a(R˜1) = a(R˜) < min{a, a(R˜2)} with c1 = 0 and α1 = 0.
Finally, if R˜ is special, then CG˜(R) = C˜.
Proof. (1) If a(R˜) > a, then det(R˜) = 1 and R = R˜ ∩G = R˜, thus R˜ is obviously special. So we
assume a(R˜) < a from now on.
(2) Assume
∑
i:a(R˜i)=a(R˜) ℓ
|ci | > 2. Let B˜i be the base subgroup of R˜i, B˜ = B˜1 × · · · × B˜u and
B = B˜∩G. Assume we are not in the case (2a) or (2b), then similar arguments as in Lemma 4.18
show that Z(B) is a characteristic subgroup of R and the normalizers of Z(B) and Z(B˜) coincide
and the same arguments as in Proposition 4.19 show that R˜ is special. If we are in the case (2a),
direct calculation shows that R = R˜m1+m2 × R˜3 × · · · × R˜u, thus R˜ is not special. If we are in the
case (2a), R˜ is not special by Proposition 4.19
(3) Now, assume a(R˜1) = a(R˜) < min{a, a(R˜2)} with c1 = 0. We may replace R˜m1,α1,γ1 by
R˜
m1ℓ
α1−α
′
1 ,α′
1
,γ1
with some α′1 < α1 and we either go to (1) or (2) or go to the case α
′
1 = 0.
The last statement follows from case by case verification. 
4.C Special radical subgroups for ℓ = 2 and 4 | q − η. Now, we classify the special radical
subgroups of G˜ = GLn(ηq) for ℓ = 2 and 4 | q − η. Recall that ν is the discrete valuation such
that ν(2) = 1 and a = ν(q − η).
We start also with the radical subgroup of the form R˜m,α,γ. Keep all the notation in §3.B and
use notation in §4.B for the case when ℓ = 2 and 4 | q − η with the odd prime ℓ replaced by
ℓ = 2.
Proposition 4.25. Assume ℓ = 2 and 4 | q − η. The basic subgroup R˜m,α,γ of G˜m,α,γ is special if
and only if γ + ν(m) > a or α = 0.
Proof. Similar as for Proposition 4.6. 
Proposition 4.26. Assume ℓ = 2 and 4 | q − η.
(1) det(R˜m,α,γ) = det(R˜
tw
m,α,γ) = Z
2ν(m)+γ
2a ; det(C˜m,α,γ) = det(C˜
tw
m,α,γ) = Z
2γ
q−η.
(2) We have det(N˜m,α,γ) = det(N˜
tw
m,α,γ) = Z
2γ
q−η unless in case (3.11), in which case, det(N˜m,0,γ) =〈
det(C˜m,0,γ), det(M˜m,0,γ)
〉
= Z2
γ−1
q−η .
(3) Assume R˜m,α,γ is special in G˜m,α,γ, then the number of Gm,α,γ-conjugacy classes of radical
subgroups contained in the set {Gm,α,γ ∩
g˜R˜m,α,γ | g˜ ∈ G˜m,α,γ} is{
2min{a,γ} if (3.11) does not hold;
2γ−1, if (3.11) holds.
Proof. Similar as Proposition 4.7. 
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Recall that the notation Cˆ0m,α,γ, Nˆ
0
m,α,γ, etc. is defined similarly as in §4.B. Assume that R˜m,α,γ
is special in G˜m,α,γ. Denote by C
∗
m,α,γ, N
∗
m,α,γ for the centralizer and normalizer of R
∗
m,α,γ inG
∗
m,α,γ
and M∗m,α,γ = M˜
∗
m,α,γ ∩G
∗
m,α,γ for ∗ ∈ {tw,∅}.
Proposition 4.27. We have Ctwm,α,γ = ~(Cˆ
0
m,α,γ) and the following holds.
(1) If we are not in the case (3.11), det(M˜twm,α,γ) = 1. Thus ~(N˜
0
m,α,γ) ∩ G
tw
m,α,γ = ~(Nˆ
0
m,α,γ) =
Ctwm,α,γM˜
tw
m,α,γ, ~(Nˆ
0
m,α,γ)/C
tw
m,α,γR
tw
m,α,γ  Sp2γ(2) and N
tw
m,α,γ = ~(Nˆ
0
m,α,γ)Vm,α,γ. When we are not
in the case (3.10), we have furthermore that ~(Nˆ0m,α,γ)/R
tw
m,α,γ  C
tw
m,α,γ/Z(R
tw
m,α,γ) × Sp2γ(2).
(2) If we are in the case (3.11) and γ = 1, Rm,0,1  Q8 and Nm,0,1/Cm,0,1Rm,0,1  C3.
(3) If we are in the case (3.11) and γ = 2, Nm,0,2/Cm,0,2Rm,0,2  A6, the alternating group of 6
symbols.
Proof. Similar as in Proposition 4.11, noting that Sp2(2)  S3  C3⋊C2 and Sp4(2)  S6. 
Remark 4.28. If the definition of M˜0m,α,γ, M˜
tw
m,α,γ, M˜m,α,γ is chosen as in Remark 3.13, then the
isomorphism ~(Nˆ0m,α,γ)/R
tw
m,α,γ  C
tw
m,α,γ/Z(R
tw
m,α,γ) × Sp2γ(2) holds without any restriction.
Assume that we are in the case (3.10). Then det(M˜m,α,γ) = {±1}. In addition, if we let
Mm,α,γ = M˜m,α,γ ∩Gm,α,γ, then Rm,α,γMm,α,γ/Rm,α,γ  C3 or A6 according as γ = 1 or 2.
Now, assume c , 0 and consider the special radical subgroup of the form R˜m,α,γ,c. Let
Rm,α,γ,c := R˜m,α,γ,c ∩ Gm,α,γ,c. Recall that R˜m,α,γ,c = R˜m,α,γ ≀ (Ac1 ≀ · · · ≀ Acr) with c = (c1, . . . , cr).
Denote by B˜m,α,γ,c the base subgroup of R˜m,α,γ,c. For i ≥ 2, the elements in Aci are represented
by matrices of the form Im2α+γ+c1+···+ci−1 ⊗ P with P a permutation matrix, thus have determinant 1.
On the other hand, the elements in Ac1 are represented by matrices of the form Im2α+γ ⊗ P with P
a permutation matrix consisting of 2c1−1 transpositions, thus when ν(m) + α + γ > 0 or c1 > 1,
Ac1 has determinant 1. Now, when ν(m) + α + γ = 0 and c1 = 1, we replace Ac1 by the group〈
Im ⊗
[
0 1
−1 0
]〉
, then det Ac1 = 1, but note that in this case, B˜mAc1 is not a semidirect product.
Set Bm,α,γ,c = B˜m,α,γ,c ∩Gm,α,γ,c, then Rm,α,γ,c = Bm,α,γ,cAc since det(Ac) = 1.
Lemma 4.29. Assume ℓ = 2, 4 | q − η and c , 0. All normal abelian subgroups of Rm,α,γ,c are
contained in Bm,α,γ,c unless α = γ = 0, a = 2, ν(m) ≤ 1 and c = 1.
Proof. We argue as the proof of Lemma 4.13. Assume A is a normal abelian subgroup of
Rm,α,γ,c not contained in Bm,α,γ,c, and assume first c = (c1). Then there is an element bh in A with
b ∈ Bm,α,γ,c and 1 , h ∈ Ac. So b = diag{b1, . . . , bℓc1 } with bi ∈ R˜m,α,γ and det(b1 · · · bℓc1 ) = 1.
Without loss of generality, we may assume h transposes 1 and 2. By the same argument as in
the proof of Lemma 4.13, we have γ = 0, and for any y = diag{y1, y
−1
1 , 1, . . . , 1} with y1 ∈ R˜m,α,
we have
[y, bh] = [y, h] = yhy−1h−1 = diag{y21, y
−2
1 , 1, . . . , 1} ∈ A,
h[y, h]h−1 = [y, h],
and
h[y, h]h−1 = diag{y−21 , y
2
1, 1, . . . , 1}.
If a + α > 2, there exists y1 ∈ R˜m,α such that o(y1) = 8, then we have a contradiction from the
above three equations. Now, assume γ = α = 0 and a = 2. If ν(m) ≥ 2, then det(R˜m) = 1 and
taking y = diag{y1, 1, . . . , 1} with y1 ∈ R˜m and o(y1) = 4 will give a contradiction. So we have
ν(m) ≤ 1. The rest can be proved as Lemma 4.13. 
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Remark 4.30. When we are in the following case:
(4.31) ℓ = 2, 4 | q − η, a = 2, α = γ = 0, ν(m) ≤ 1, c = 1,
then G˜m,0,0,1 = G˜m,0,1 and Rm,0,0,1 = R˜m,0,0,1 ∩ Gm,0,0,1 = R˜m,0,1 ∩ Gm,0,1 = Rm,0,1, which has been
addressed before. So now we consider the cases other than (4.31). Note that Rm,0,1  Z0E1 when
ν(m) = 1 and Rm,0,1  Q8 when ν(m) = 0.
Proposition 4.32. Assume ℓ = 2, 4 | q − η and c , 0. The basic subgroup R˜m,α,γ,c of G˜m,α,γ,c is
special unless (4.31) holds.
Proof. If |c| > 1, this can be proved by the same arguments as for Proposition 4.19. If |c| = 1
and (4.31) does not hold, there are elements g ∈ R˜m,α,γ with g , 1 and det g = 1, then the
following two sets
E˜ = {[g,U] | g ∈ Z(B˜m,α,γ,c), g , 1},
E = {[g,U] | g ∈ Z(Bm,α,γ,c), g , 1}
are the same, then the assertion in this case can be proved again by the same arguments as for
Proposition 4.19. 
For ∗ ∈ {tw,∅}, denoted by C∗m,α,γ,c and N
∗
m,α,γ,c respectively the centralizer and normalizer
of R∗m,α,γ,c in G
∗
m,α,γ,c.
Remark 4.33. By results in [3, 5],
N˜m,α,γ,c = (N˜m,α,γ/R˜m,α,γ) ⊗ NS(2|c|)(Ac),
where ⊗ is defined as in [2, (1.3) (1.5)]. Identify S(2|c|) with the group of permutation matrices
in GL2|c|(ηq). Let σ be a permutation matrix normalizing Ac. Replace the non-zero element in
σ by n1, n2, . . . , n2|c| with ni ∈ N˜m,α,γ lying in the same coset of R˜m,α,γ and denote the resulting
element as σ(n1, n2, . . . , n2|c|), then σ(n1, n2, . . . , n2|c|) ∈ N˜m,α,γ,c. Conversely, any elements of
N˜m,α,γ,c is of this form. Then det(σ(n1, n2, . . . , n2|c|)) = det(n1) det(n2) · · · det(n2|c|) unless ν(m) +
α + γ = 0, in which case, det(σ(n1, n2, . . . , n2|c|)) = ± det(n1) det(n2) · · · det(n2|c|).
Proposition 4.34. Assume ℓ = 2, 4 | q − η and c , 0.
(1) det(R˜m,α,γ,c) = det(R˜m,α,γ) = Z
2ν(m)+γ
2a , det(C˜m,α,γ,c) = det(C˜m,α,γ)
2|c|
= Z2
γ+|c|
q−η and det(N˜m,α,γ,c) =〈
Z2
γ+|c|
q−η ,Z
2ν(m)+γ
2a
〉
.
(2) Assume R˜m,α,γ,c is special in G˜m,α,γ,c, then the number of Gm,α,γ,c-conjugacy classes of radical
subgroups contained in the set {Gm,α,γ,c ∩
g˜R˜m,α,γ,c | g˜ ∈ G˜m,α,γ,c} is 2
min{a,γ+|c|,γ+ν(m)}.
Proof. This can be proved similarly as Proposition 4.21 using the observation of the above
remark and Proposition 3.12. 
Finally, we consider the special radical subgroups of the form R˜ = R˜1 × · · · × R˜u with u > 1
and R˜i = R˜mi,αi,γi,ci . We use the same notation preceding Proposition 4.22.
Lemma 4.35. Assume ℓ = 2 and 4 | q − η. Let R˜ be a radical subgroup of G˜ which can be
expressed as R˜ = R˜1 × · · · × R˜u, a direct product of basic subgroups. Denote C˜ = CG˜(R˜),
N˜ = NG˜(R˜).
(i) O2′(det(N˜)) = O2′(det(R˜C˜)) = O2′(Zq−η). In particular, |G˜ : GNG˜(R˜)| is a 2-number.
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(ii) We have det(N˜) = det(R˜C˜) unless
(4.36)
a = 2 and there exists some 1 ≤ i ≤ u such that
R˜i = R˜mi,0,γi with ν(mi) = 0, γi = 1, 2 and a(R˜i) = a(R˜) = δ(R˜),
in which case, ν(det(R˜C˜)) = 2 − γi and ν(det(N˜)) = 3 − γi.
Proof. The structure of N˜ is given in [3, 2C] and [5, 2C]. We rewrite R˜ = R˜t1
1
× · · · × R˜
ts
s
where Ri’s are distinct basic subgroups. Then N˜ =
∏s
i=1 N˜i ≀ S(ti). Here, the symmetric
groups consist of permutation matrices, whose determinants are ±1. We claim that det(N˜) =
〈det(N˜1), . . . , det(N˜s)〉. Then this proposition follows by Proposition 4.26 and 4.34 immediately.
If det(N˜) = 〈det(N˜1), . . . , det(N˜s)〉 does not hold, then 〈det(N˜1), . . . , det(N˜s)〉 is a 2
′-group
and 2 | | det(N˜)|. Then there exists i0 satisfying that R˜i0 = R˜m,0,0,0 with odd m. However, in this
case, det(N˜i0) = det(C˜i0) = Zq−η, and this is a contradiction. Thus the claim holds. 
Proposition 4.37. Assume ℓ = 2, 4 | q − η and R˜ = R˜1 × · · · × R˜u with u > 1 and a(R˜1) ≤ · · · ≤
a(R˜u). Then R˜ is special if and only if one of the following holds:
(1) a(R˜) > a;
(2)
∑
i:a(R˜i)=a(R˜)
2|ci | > 2 except when
(2a) R˜1 = R˜m1 , R˜2 = R˜m2 , ν(m1) = ν(m2) = 0, ν(m1 + m2) ≥ a, det(R˜3 × · · · × R˜u) = 1;
(2b) a = 2, α1 = γ1 = 0, v(m1) ≤ 1, c1 = 1 and a(R˜i) > a(R˜1) for i > 1.
(3) a(R˜1) = a(R˜) < min{a, a(R˜2)} with c1 = 0 and α1 = 0.
Finally, if R˜ is special, then CG˜(R) = C˜.
Proof. Similar as Proposition 4.24, using arguments in Lemma 4.29 and Proposition 4.32 with
some slight modifications. 
4.D Special radical subgroups for ℓ = 2 and 4 | q + η. Now, we classify the special radical
subgroups of G˜ = GLn(ηq) for ℓ = 2 and 4 | q + η. Note that in this case, for any 2-subgroup R˜
of G˜, det R˜ ≤ {±1}. Recall that ν is the discrete valuation such that ν(2) = 1 and a = ν(q + η).
We start with the radical subgroups of the form R˜m,α,γ or R˜
±
m,0,γ(γ > 1 if the type is plus, γ > 0
if the type is minus). For α > 0, all notation in §4.C will be used without further reference.
Proposition 4.38. Assume ℓ = 2, 4 | q+ η, and R˜ = R˜m,α,γ or R˜ = R˜
±
m,0,γ(γ > 1 if the type is plus,
γ > 0 if the type is minus) is a subgroup of symplectic type of G˜m,α,γ. Then R˜ is special if and
only if one of the following holds.
(1) R˜ = R˜m,α,γ(α ≥ 1) with ν(m) + γ > 0 or α = 1.
(2) R˜ = R˜±
m,0,γ = E
±
m,γ(γ > 1 if the type is plus, γ > 0 if the type is minus).
(3) R˜ = R˜m,0,γ = S˜ m,1,γ−1(γ ≥ 1) unless ν(m) = 0, γ = 1, a = 2.
(4) R˜ = R˜m.
Proof. Set G˜ = G˜m,α,γ, G = Gm,α,γ and R = R˜ ∩G.
(1) Assume R˜ = R˜m,α,γ with α ≥ 1. When ν(m) + γ > 0, det R˜ = 1, thus R = R˜ and
R˜ is special. Assume ν(m) = γ = 0. If α > 1, then direct calculation shows that R˜m,α ∩
Gm,α is conjugate in G˜m,α to R˜2m,α−1 ∩ Gm,α, but note that R˜2m,α−1 is special. Thus we assume
ν(m) = γ = 0 and α = 1. Then R˜tw
m,1
=
〈
Im ⊗ diag{ζ2a+1 , ζ
ηq
2a+1
}
〉
, and Rtw := R˜tw
m,1
∩ Gtw
m,1
=
28
〈
Im ⊗ diag{ζ2a , ζ
−1
2a }
〉
. Direct calculation shows that CG˜tw
m,1
(R˜tw
m,1
) = CG˜tw
m,1
(Rtw
m,1
) = ~(GLm(q2)) and
NG˜tw
m,1
(R˜tw
m,1) = CG˜twm,1(R˜
tw
m,1)〈vm,1〉 = NG˜twm,1 (R
tw
m,1), thus R˜m,1 is special when ν(m) = 0.
(2) Assume R˜ = E±m,γ(γ > 1 if the type is plus, γ > 0 if the type is minus). Then it is obvious
since det E±m,γ = 1 when γ > 1 if the type is plus and γ > 0 if the type is minus.
(3) Assume R˜ = S˜ m,1,γ−1. If ν(m) > 0 or γ > 1, det R˜ = 1, then R˜ is special. Thus assume
ν(m) = 0 and γ = 1, then R˜ is isomorphic to the semi-dihedral group of order 2a+2. Use the
notation in §3.C, S˜ tw
m,1 = 〈z
tw
m,1, τ
tw
m,1〉 with z
tw
m,1 = Im ⊗ diag{ζ2a+1 , ζ
ηq
2a+1
} and τtw
m,1 = Im ⊗
[
0 1
−1 0
]
.
By Proposition 3.16, CG˜tw
m,1
(S˜ tw
m,1
) = GLm(ηq) ⊗ I2 and NG˜tw
m,1
(S˜ tw
m,1
) = CG˜tw
m,1
(S˜ tw
m,1
)S˜ tw
m,1
. Note that
R = 〈(ztw
m,1)
2, τtw
m,1〉 is isomorphic to the generalized quaternion group of order 2
a+1. First, assume
a > 2. Thus Aut(R) = 〈σ〉 ⋊ Aut(〈ztw
m,1)
2〉), where σ : (ztw
m,1)
2 7→ (ztw
m,1)
2, τtw
m,1 7→ τ
tw
m,1(z
tw
m,1)
2 and
Aut(〈ztw
m,1)
2〉) fixes τtw
m,1. For any n ∈ NG˜twm,1(R), n(z
tw
m,1)
2n−1 has the same eigenvalues as (ztw
m,1)
2,
thus n(ztw
m,1)
2n−1 equals (ztw
m,1)
2 or (ztw
m,1)
−2. So NG˜tw
m,1
(R) induces a subgroup of 〈σ, τ〉 ≤ Aut(R),
where τ : (ztw
m,1
)2 7→ (ztw
m,1
)−2, τtw
m,1
7→ τtw
m,1
. But S tw
m,1
already induces 〈σ, ν〉 and direct calculation
shows that CG˜tw
m,1
(R) = CG˜tw
m,1
(S˜ tw
m,1), thus NG˜twm,1 (R) = CG˜
tw
m,1
(S˜ tw
m,1)S˜
tw
m,1 = NG˜twm,1
(S˜ tw
m,1), i.e. S˜
tw
m,1 is
special when a > 2. When a = 2, R = E−
m,1 and E
−
m,1 is special.
(4) This is obvious. 
Proposition 4.39. Assume ℓ = 2, 4 | q+ η, and R˜ = R˜m,α,γ or R˜ = R˜
±
m,0,γ(γ > 1 if the type is plus,
γ > 0 if the type is minus) is a subgroup of symplectic type of G˜m,α,γ. Denote the centralizer and
normalizer of R˜m,α,γ (or R˜
±
m,0,γ) as C˜m,α,γ (or C˜
±
m,0,γ) and N˜m,α,γ (or N˜
±
m,0,γ).
(1) Assume R˜ = R˜m,α,γ(α > 0 or α = γ = 0). Then det R˜m,α,γ = Z
2ν(m)+γ
2 , det C˜m,α,γ = det N˜m,α,γ =
Z2
γ
q−η. If R˜ is special, the number of Gm,α,γ-conjugacy classes of radical subgroups contained
in the set {Gm,α,γ ∩
g˜R˜m,α,γ | g˜ ∈ G˜m,α,γ} is 2
min{1,γ}.
(2) Assume R˜ = R˜m,0,γ = S˜ m,1,γ−1(γ ≥ 1). Then det R˜m,0,γ = 1 unless ν(m) = 0 and γ = 1, in
which case, det R˜m,0,γ = Z2; det C˜m,0,γ = Z
2γ
q−η = O2′(Zq−η), det N˜m,0,γ =
〈
O2′(Zq−η), det R˜m,0,γ
〉
.
If R˜ is special, the number of Gm,0,γ-conjugacy classes of radical subgroups contained in
the set {Gm,0,γ ∩
g˜R˜m,0,γ | g˜ ∈ G˜m,0,γ} is 2, unless ν(m) = 0 and γ = 1, in which case, the
number is 1.
(3) Assume R˜ = R˜±
m,0,γ = E
±
m,γ (γ > 1 if the type is plus, γ > 0 if the type is minus). Then
det R˜±
m,0,γ = 1, det C˜
±
m,0,γ = Z
2γ
q−η = O2′(Zq−η), det N˜
±
m,0,γ = det C˜
±
m,0,γ = O2′(Zq−η) unless
(3.19), in which case, det N˜±
m,0,γ = Zq−η. If R˜ is special, the number of Gm,0,γ-conjugacy
classes of radical subgroups contained in the set {Gm,0,γ ∩
g˜R˜±
m,0,γ | g˜ ∈ G˜m,0,γ} is 2, unless
(3.19), in which case, the number is 1.
Proof. This follows from calculations case by case using the results in §3.C. 
Proposition 4.40. Assume ℓ = 2, 4 | q + η, and R˜ = R˜m,α,γ or R˜
±
m,0,γ is a special subgroup of
symplectic type of G˜m,α,γ. Set R = Rm,α,γ = R˜m,α,γ ∩Gm,α,γ or R
±
m,0,γ = R˜
±
m,0,γ ∩ Gm,0,γ. Denote by
Cm,α,γ, Nm,α,γ (or C
±
m,0,γ, N
±
m,0,γ) the centralizer and normalizer of Rm,α,γ (or R˜
±
m,0,γ) in Gm,α,γ. If
the results are stated using twisted version, the superscript “tw” will be used.
(1) Assume R˜ = R˜m,α,γ(α > 0) with ν(m) + γ > 0 or ν(m) = γ = 0 and α = 1. Let
M˜0m,α,γ, Cˆ
0
m,α,γ, Nˆ
0
m,α,γ = Cˆ
0
m,α,γM˜
0
m,α,γ, M˜
tw
m,α,γ be defined as in §4.B. Then C
tw
m,α,γ = ~(Cˆ
0
m,α,γ),
~(N˜0m,α,γ) ∩ G
tw
m,α,γ = ~(Nˆ
0
m,α,γ) = C
tw
m,α,γM˜
tw
m,α,γ, and ~(Nˆ
0
m,α,γ)/R
tw
m,α,γ  C
tw
m,α,γ/Z(R
tw
m,α,γ) ×
Sp2γ(ℓ). Finally, N
tw
m,α,γ = ~(Nˆ
0
m,α,γ)Vm,α,γ with Vm,α,γ = 〈vm,α,γ〉.
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(2) Assume R˜ = R˜±
m,0,γ = E
±
m,γ(γ > 1 if the type is plus, γ > 0 if the type is minus). Use the
notation in §3.C. Then R±
m,0,γ = R˜
±
m,0,γ and C
±
m,0,γ = {A ⊗ I2γ | A ∈ GLm(ηq), det(A) = ±1}.
When we are not in the case (3.19), N±
m,0,γ = C
±
m,0,γM˜
±
m,0,γ and N
±
m,0,γ/E
±
m,γ  C
±
m,0,γ/Z(E
±
m,γ)×
GO±2γ(2). When the type is plus and γ = 2, ν(m) = 0, N
+
m,0,2 = C
+
m,0,2M˜
+,0
m,0,2
with M˜
+,0
m,0,2
≤
M˜+
m,0,2 such that M˜
+,0
m,0,2
/E+
m,2  Ω
+
4 (2) and N
+
m,0,2/E
+
m,2  C
+
m,0,2/Z(E
+
m,2) × Ω
+
4 (2). When the
type is minus and γ = 1, ν(m) = 0, a = 2, N−
m,0,1 = C
+
m,0,1M˜
−,0
m,0,1
with M˜−,0
m,0,1
≤ M˜−
m,0,1 such
that M˜
−,0
m,0,1/E
−
m,1  C3 and N
−
m,0,1/E
−
m,1  C
−
m,0,1/Z(E
−
m,1) ×C3.
(3) Assume R˜ = R˜m,0,γ = S˜ m,1,γ−1(γ ≥ 1) except the case ν(m) = 0, γ = 1, a = 2. Use the
notation in §3.C. Then Cm,0,γ = {A ⊗ I2γ | A ∈ GLm(ηq), det(A) = ±1}. When ν(m) , 0 or
γ > 1, Rm,0,γ = R˜m,0,γ; while when ν(m) = 0, γ = 1 and a > 2, Rm,0,1  Qa+1 the generalized
quaternion group of order 2a+1. In both case, Nm,0,γ/Rm,0,γ  Cm,0,γ/Z(Rm,0,γ) × Sp2(γ−1)(2).
(4) If R˜ = R˜m, det R˜m = Z
ν(m)
2 , Cm = Nm = Gm.
Proof. (1) follows from Proposition 3.15, noting that det(M˜twm,α,γ) = 1 and M˜
tw
m,α,γ/E
tw
m,α,γ 
Sp(2γ, ℓ). (2) follows from Proposition 3.18, noting that det C˜±
m,0,γ = O2′(Zq−η), det M˜
±
m,γ ≤
O2(Zq−η), and M˜
±
m,γ/E
±
m,γ  GO
±
2γ(2); while for the case (3.19), it can be calculated from the
explicit construction in the proof of Proposition 3.18. (3) follows from Proposition 3.16 and (4)
is obvious. 
Remark 4.41. By the above proposition, the radical subgroup R±
m,0,γ = E
±
m,γ(γ > 1 if the type is
plus, γ > 0 if the type is minus) will not provide any weight except in the following two cases
(see also the Remark in [3, p.511]).
(i) The type is plus and ν(m) = 0, γ = 2. Note that N+
m,0,2/E
+
m,2  C
+
m,0,2/Z(E
+
m,2) × Ω
+
4 (2) and
Ω
+
4 (2) has a unique character of defect zero.
(ii) The type is minus and γ = 1. This case splits into two cases. When ν(m) , 0 or a > 2,
note that N−
m,0,1/E
−
m,1  C
−
m,0,1/Z(E
−
m,1) × GO
−
2 (2) and GO
−
2 (2)  S3 has a unique character
of defect zero. When ν(m) = 0 and a = 2, note that N−
m,0,1/E
−
m,1  C
−
m,0,1/Z(E
−
m,1) × C3 and
C3 provides 3 characters of defect zero.
Now, assume c , 0 and consider the special radical subgroup of the form R˜m,α,γ,c := R˜m,α,γ ≀
Ac(except α = γ = 0, c1 = 1) or R˜
±
m,0,γ,c := R˜
±
m,0,γ ≀ Ac(γ > 1 if the type is plus, γ > 0 if
the type is minus). Let Rm,α,γ,c := R˜m,α,γ,c ∩ Gm,α,γ,c and R
±
m,0,γ,c := R˜
±
m,0,γ,c ∩ Gm,0,γ,c. Denote
by B˜m,α,γ,c (B˜
±
m,0,γ,c) the base subgroup of R˜m,α,γ,c (R˜
±
m,0,γ,c). Set Bm,α,γ,c = B˜m,α,γ,c ∩ Gm,α,γ,c and
B±
m,0,γ,c = B˜
±
m,0,γ,c∩Gm,0,γ,c. Since R˜m,0,0,c with c1 = 1 is not a basic subgroup, we have det Ac = 1
for all other cases, thus Rm,α,γ,c = Bm,α,γ,cAc and R
±
m,0,γ,c = B
±
m,0,γ,cAc. We denote 2 = (2).
Proposition 4.42. Assume ℓ = 2, 4 | q + η and c , 0. Let R˜ = R˜m,α,γ,c(except α = γ = 0, c1 = 1)
or R˜ = R˜±
m,0,γ,c(γ > 1 if the type is plus, γ > 0 if the type is minus) be a basic subgroup of G˜m,α,γ,c.
Then R˜ is special except for R˜ = R˜m,0,0,2.
Proof. For R˜ = R˜m,α,γ,c with α > 0, this assertion can be proved similarly as Proposition 4.32.
Assume R˜ = R˜m,0,γ,c = S˜ m,1,γ−1,c with γ ≥ 1. If ν(m) > 0 or γ > 1, then det R˜ = 1,
thus R˜ is obviously special. Now, assume ν(m) = 0 and γ = 1. Let ztw
m,1 and ι be as in §3.C,
and set zm,1 = ι(z
tw
m,1), Z˜m,1 = 〈zm,1〉. The Z˜m,1 is cyclic of order 2
a+1. Let A˜ = (Z˜m,1)
2c1+···+cr ,
where c = (c1, . . . , cr), and A = A˜ ∩ Gm,0,1,c. Since S˜ m,1 has a non-abelian subgroup with
determinant 1, arguments in Lemma 4.29 show that any normal abelian subgroup of Rm,0,1,c is
contained in the base subgroup Bm,0,1,c. Then A is the maximal normal abelian subgroup of
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Rm,0,1,c, thus A is characteristic in Rm,0,1,c. So NG˜m,0,1,c (Rm,0,1,c) normalizes A. It is easy to see
that NG˜m,0,1,c(A) = NG˜m,0,1,c (A˜). Since R˜m,0,1,c = Rm,0,1,cA˜, NG˜m,0,1,c(Rm,0,1,c) ≤ NG˜m,0,1,c(R˜m,0,1,c). The
reverse inclusion is obvious and thus the equality holds, which means that R˜m,0,1,c is special.
Assume R˜ = R˜m,0,0,c with c1 , 1. When ν(m) , 0, det R˜ = 1, R˜ = Rm,0,0,c is trivially
special. Assume then ν(m) = 0 and c = (c1, . . . , cr). Set R˜1 = R˜m,0,0,(c1), c
′
= (c2, . . . , cr) and
n′ = 2c2+···+cr . Then R˜ = R˜1 ≀ Ac′ . Let B˜1 be the base subgroup of the wreath product R˜1 ≀ Ac′
and set B1 = B˜1 ∩ Gm,0,0,c, then Rm,0,0,c = B1 ⋊ Ac′ . Thus arguments in Lemma 4.29 show
that any normal abelian subgroup of Rm,0,0,c is contained in B1. Since R˜1 is generated by its
normal abelian subgroups by [3, (2A)(b)], and if W is a normal abelian subgroup of R˜1, then
Wn
′
∩ B1 is a normal subgroup of Rm,0,0,c. Thus B1 is generated by all normal abelian subgroups
of Rm,0,0,c and is a characteristic subgroup of Rm,0,0,c. Note that the base subgroup Bm,0,0,c can
also be viewed as the base subgroup of B1. Assume c , 2. Arguments in [3, (2A)(b)] with
some obvious modifications show that Bm,0,0,c = CB1([B1, B1]). Then Bm,0,0,c is a characteristic
subgroup of Rm,0,0,c. So NG˜m,0,0,c (Rm,0,0,c) normalizes Bm,0,0,c. Easy considerations show that the
normalizers of Bm,0,0,c and B˜m,0,0,c in G˜m,0,0,c coincide. Since R˜m,0,0,c = Rm,0,0,cB˜m,0,0,c, R˜m,0,0,c is
special. When c = 2, note that Rm,0,0,2 = R˜m,0,0,2 ∩Gm,0,0,2 = E
+
m,2 and E
+
m,2 is special.
Finally, if R˜ = R˜±
m,0,γ,c(γ > 1 if the type is plus, γ > 0 if the type is minus), then det R˜ = 1,
and R˜ is obviously special. 
We use the notation C˜m,α,γ,c, C˜
±
m,0,γ,c, N˜m,α,γ,c, N˜
±
m,0,γ.c, Cm,α,γ,c, C
±
m,0,γ,c, Nm,α,γ,c, N
±
m,0,γ.c in the
obvious sense.
Proposition 4.43. Assume ℓ = 2, 4 | q + η and c , 0. Let R˜ = R˜m,α,γ,c(except α = γ = 0, c1 = 1)
or R˜ = R˜±
m,0,γ,c(γ > 1 if the type is plus, γ > 0 if the type is minus) be a basic subgroup of G˜m,α,γ,c.
(1) Assume R˜ = R˜m,α,γ,c(α > 0 or α = γ = 0 and c1 , 1). Then det R˜m,α,γ,c = det R˜m,α,γ = Z
2ν(m)+γ
2 ,
det C˜m,α,γ,c = (det C˜m,α,γ)
2|c|
= Z2
γ+|c|
q−η = O2′(Zq−η), det N˜m,α,γ,c =
〈
O2′(Zq−η),Z
2ν(m)+γ
2
〉
. If R˜ is
special, the number of Gm,α,γ,c-conjugacy classes of radical subgroups contained in the set
{Gm,α,γ,c ∩
g˜R˜m,α,γ,c | g˜ ∈ G˜m,α,γ,c} is 2
min{1,ν(m)+γ}.
(2) Assume R˜ = R˜m,0,γ,c = S˜ m,1,γ−1,c(γ ≥ 1). Then det R˜m,0,γ,c = det R˜m,0,γ = 1 unless ν(m) =
0, γ = 1, in which case, det R˜m,0,γ,c = Z2; det C˜m,α,γ,c = (det C˜m,α,γ)
2|c|
= Z2
γ+|c|
q−η = O2′(Zq−η),
det N˜m,0,γ,c =
〈
O2′(Zq−η), det R˜m,0,γ,c
〉
. If R˜ is special, the number of Gm,0,γ,c-conjugacy
classes of radical subgroups contained in the set {Gm,0,γ,c ∩
g˜R˜m,0,γ,c | g˜ ∈ G˜m,0,γ,c} is 2,
unless ν(m) = 0, γ = 1, in which case, the number is 1.
(3) Assume R˜ = R˜±
m,0,γ,c = E
±
m,γ,c (γ > 1 if the type is plus, γ > 0 if the type is minus). Then
det R˜±
m,0,γ,c = det R˜
±
m,0,γ = 1, det C˜
±
m,0,γ,c = (det C˜
±
m,0,γ)
2|c|
= Z2
γ+|c|
q−η = O2′(Zq−η), det N˜
±
m,0,γ,c =
O2′(Zq−η). If R˜ is special, the number of Gm,0,γ-conjugacy classes of radical subgroups
contained in the set {Gm,0,γ ∩
g˜R˜±
m,0,γ | g˜ ∈ G˜m,0,γ} is 2.
Proof. This can be shown by the same arguments as in Proposition 4.21 case by case, noting
that for (3), a slight modification is needed. 
Remark 4.44. Assume ℓ = 2, 4 | q + η and c , 0, and R˜ = R˜±
m,0,γ,c = E
±
m,γ,c(γ > 1 if the type is
plus, γ > 0 if the type is minus). Then R = R±
m,0,γ,c = R˜
±
m,0,γ,c. Recall that
N˜±m,0,γ,c = (N˜
±
m,0,γ/R˜
±
m,0,γ) ⊗ NS(2|c|)(Ac),
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where ⊗ is defined as [2, (1.3) (1.5)]. By Proposition 3.18, N˜±
m,0,γ = C˜
±
m,0,γM˜
±
m,γ with det M˜
±
m,γ ≤
Z2. By the meaning of ⊗ in the above equation, the contribution of M˜
±
m,γ in N˜
±
m,0,γ,c will have
determinant 1; see the proof of Proposition 4.21. Thus
N±m,0,γ,c/C
±
m,0,γ,cR
±
m,0,γ,c  GO
±
2γ(2) × NS(2|c|)(Ac)/Ac.
So R±
m,0,γ,c can not provide any weight except for R˜
−
m,0,1,c; see the Remark on [3, p.511].
Finally, we consider the special radical subgroups of the form R˜ = R˜1 × · · · × R˜u with u > 1
and R˜i being a basic subgroup. By Proposition 4.39 and 4.43, and similar as Lemma 4.35, we
have
Lemma 4.45. Assume ℓ = 2 and 4 | q + η. Let R˜ be a radical subgroup of G˜ which can be
expressed as R˜ = R˜1 × · · · × R˜u, a direct product of basic subgroups. Denote C˜ = CG˜(R˜),
N˜ = NG˜(R˜).
(1) O2′(det(N˜)) = O2′(det(R˜C˜)) = O2′(Zq−η). In particular, |G˜ : GNG˜(R˜)| is a 2-power.
(2) det(N˜) , det(R˜C˜) if and only if det(R˜C˜) = O2′(Zq−η) and det(N˜) = Zq−η, which happens
exactly when the following hold
(4.46)
(i) there is a component R˜+m,0,2 with ν(m) = 0 or a component
R˜−m,0,1 with ν(m) = 0 when a = 2;
(ii) there is no component of the form R˜m,α,0,c (α > 0 or α = 0
and c1 , 1) with ν(m) = 0;
(iii) there is no component of the form R˜m,0,1,c = S˜ m,1,0,c with
ν(m) = 0.
Proposition 4.47. Assume ℓ = 2 and 4 | q + η. Let R˜ be a radical subgroup of G˜ which can be
expressed as R˜ = R˜1 × · · · × R˜u with u > 1, R˜i being a basic subgroup and det R˜1 ≥ · · · ≥ det R˜u.
R˜ is special if and only if one of the following holds:
(1) det R˜ = 1, which happens exactly when there is no component of the form R˜m,α,0,c(α > 0 or
α = 0 and c1 , 1) with ν(m) = 0 and there is no component of the form R˜m,0,1,c = S˜ m,1,0,c
with ν(m) = 0.
(2)
∑
i:det R˜i,1
2|ci | > 2 except when
(2a) R˜1 = R˜m1 , R˜2 = R˜m2 , v(m1) = v(m2) = 0, det(R˜3 × · · · × R˜u) = 1;
(2b) R˜1 = R˜m1,0,0,c1 with v(m1) = 0, c1 = 1 or 2 and det R˜i = 1 for i > 1.
(3) R˜1 = R˜m1,1 or R˜m1 with v(m1) = 0 and det R˜i = 1 for i > 1.
(4) R˜1 = R˜m1,0,1 = S˜ m,1 with v(m1) = 0, a > 2 and det R˜i = 1 for i > 1.
Finally, if R˜ is special, then CG˜(R) = C˜.
Proof. Similar as Proposition 4.24, using arguments from Proposition 4.38 and Proposition 4.42
with some slight modifications. 
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5 Weights for special linear and unitary groups
The weights of G = SLn(ηq) can be obtained in two ways. The first one is to consider
every special radical subgroup R˜ of G˜ with respect to G and determine which of the irreducible
constituents of the restrictions of irreducible characters of NG˜(R˜)/R˜ to NG(R˜)/(R˜ ∩ G) are of
defect zero. Thus using Lemma 4.1 we can obtain all weights of G. The second way is to find
all the weights ofG covered by a given weight of G˜. In this section, we will classify the weights
for G via both ways; we start from the first one and then give a classification for the weights of
G in §5.C, while we give the results for the second way in §5.D.
We first give some elementary lemmas, which will be needed in the sequel.
Lemma 5.1. Let Y E X be arbitrary finite groups, θ ∈ Irr(Y) and χ ∈ Irr(X | θ). If θ is of defect
d and χ is of defect d′, then d ≤ d′ ≤ d + ν(X/Y).
Remark 5.2. Let (R, ϕ) be a weight of G, and R˜ a special radical subgroup of G˜ such that
R = R˜ ∩ G. We view ϕ as a character of NG(R)/R and let ϕ˜ ∈ Irr(NG˜(R˜)/R˜ | ϕ). Let d =
ν(NG˜(R˜) : R˜NG(R)) and θ˜ ∈ Irr(R˜CG˜(R˜) | ϕ˜). Then by Lemma 5.1, ϕ˜ is of defect ≤ d as a
character of NG˜(R˜)/R˜ and then θ˜ is of defect ≤ d when viewed as a character of R˜CG˜(R˜)/R˜.
Moreover, if θ˜ is of defect d and ψ˜ ∈ Irr(NG˜(R˜)θ˜ | θ˜) such that ϕ˜ = Ind
NG˜(R˜)
NG˜(R˜)θ˜
(ψ˜), then by Clifford
theory, |NG˜(R˜)θ˜ : R˜CG˜(R˜)|ℓ = ψ˜(1)ℓ/θ˜(1)ℓ.
5.A Defect of characters of general linear and unitary groups. We will make use of the
following lemmas.
Lemma 5.3. Recall that ℓ is a prime not dividing q, a power of some prime. Let e, a be defined
as before.
(1) If ℓ is odd, then ν((ηq)k − 1) > 0 if and only if e | k, and if so, ν((ηq)k − 1) = a + ν(k).
(2) Let ℓ = 2. Then the following hold.
• If 4 | q − η, then ν((ηq)k − 1) = a + ν(k) and ν((ηq)k + 1) = 1.
• Let 4 | q+ η. If k is even, then ν((ηq)k − 1) = a + ν(k) and ν((ηq)k + 1) = 1. If k is odd,
then ν((ηq)k + 1) = a + ν(k) and ν((ηq)k − 1) = 1.
Proof. This lemma is elementary. For example, (1) is just [28, (3A)], while (2) is [25, Lemma
2.1]. 
Recall that the definition of “a” for ℓ = 2 is different from the cases that ℓ is odd; one has
a = ν(q−η) if ℓ is odd or ℓ = 2 and 4 | q−η, while when ℓ = 2 and 4 | q+η, one has ν(q−η) = 1
and a = ν(q + η).
Lemma 5.4. Let Γ, ∆ ∈ F . Assume that Γ has a root of order k and ∆ has a root of order kℓα
with ℓ ∤ k and α > 0. Then d∆ = eΓdΓℓα
′
, where
• α′ = max{0, α − a − αΓ} if “ℓ is odd” or “ℓ = 2, 4 | q − η or αΓ > 0”, while
• for ℓ = 2, 4 | q+η and αΓ = 0, one has α
′
= 0 if α = 1, α′ = 1 if 1 < α ≤ a, and α′ = α−a
if α > a.
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Proof. The case ℓ = 2 is just a slight generalization of [25, Lemma 2.2] and the proof is similar.
The case that ℓ is odd is entirely analogous to the case ℓ = 2 and 4 | q − η. 
Lemma 5.5. Let G˜ = GLn(ηq) and R˜ = Oℓ(Z(G˜)). Suppose that s is a semisimple ℓ
′-element of
G˜ such that s has at least two elementary divisors. Let χ˜ ∈ Eℓ(G˜, s). Then ν(G˜/R˜) − ν(χ˜(1)) ≥
ν(q − η).
Proof. We first compute the defect of a character of G˜. Let t be the semisimple ℓ-element of
CG˜(s) such that χ˜ ∈ E(G˜, st). Then χ˜ = χ˜st,µ where µ =
∏
∆ µ∆ with µ∆ ⊢ m∆(st). Let
∏
Γ
sΓ be
the primary decomposition of s. Then CG˜(s) has a corresponding decompostion, so does t. We
write t =
∏
Γ
tΓ, where tΓ and sΓ commute. Let L˜ = CG˜(st). Then χ˜ = R
G˜
L˜
(ŝtψµ), where ψµ is the
unipotent character of L˜F corresponding to µ.
Let ∆ be an elementary divisor of sΓtΓ, then by Lemma 5.4, either ∆ = Γ or d∆ = eΓdΓℓ
c for
some c ≥ 0. Also, α∆ = αΓ + c. LetHµ∆ be the set of hook lengths (with multiplicity) of µ∆ for
every ∆ ∈ F with m∆(st) , 0. Using [28, (1.3)] and the degree formulas of unipotent characters
of groups of type A (see the Appendix of [45]), we have
(5.6) ν(G˜) − ν(χ˜(1)) =
∑
Γ:mΓ(s)>0
∑
∆:m∆(sΓtΓ)>0
∑
h∈Hµ∆
ν((ηq)d∆h − 1).
For this lemma, we need only consider the case ℓ | q − η and then e = eΓ = 1 for every
Γ ∈ F . If s has at least two elementary divisor, then according to (5.6), we have ν(G˜)−ν(χ˜(1)) ≥
2ν(q − η) by Lemma 5.3. Thus ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(q − η) since ν(R˜) = ν(q − η). Then the
assertion holds. 
Remark 5.7. We give more information for Lemma 5.5. Suppose that the equality in ν(G˜/R˜)−
ν(χ˜(1)) ≥ ν(q − η) holds. Then st has two elementary divisors and so does s. Let Γ1, Γ2 (or
∆1,∆2, resp.) be the elementary divisors of s (or st, resp.). Thus we have further m∆i(st) = 1
and αΓi = α∆i = 0 for i = 1, 2. We also write χ˜st for such χ˜. By Lemma 5.4, we can assume that
d∆i = dΓi for i = 1, 2. From this, o(t) ≤ ℓ
a if ℓ is odd or “ℓ = 2 and 4 | q − η” and o(t) ≤ 2 if
ℓ = 2 and 4 | q + η. In addition, similar to Remark 5.10, we have R˜ ⊆ ker(tˆ) if and only if t ∈ R˜.
Lemma 5.8. Let G˜ = GLn(ηq) and R˜ = Oℓ(Z(G˜)). Assume further ℓ | q − η. Suppose that s is a
semisimple ℓ′-element of G˜ such that s has only one elementary divisor. Let χ˜ ∈ Eℓ(G˜, s). Then
ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(n).
Proof. Wewrite χ˜ = χ˜st,µ as in Lemma 5.5. Suppose that Γ is the elementary divisor of s. LetmΓ
be defined as before. Then dΓ = mΓℓ
αΓ since e = eΓ = 1. Let ∆1,∆2, . . . ,∆k be the elementary
divisors of st. For 1 ≤ i ≤ k, by Lemma 5.4, d∆i = dΓℓ
ci and then α∆i = αΓ + ci for some
ci ≥ 0. Also n =
∑k
i=1 m∆i(st)dΓℓ
ci = mΓ
∑k
i=1 m∆i(st)ℓ
αΓ+ci . From this ν(n) ≤
∑
i:αΓ+ci=0
m∆i(st) +∑
i:αΓ+ci>0
m∆i(st)(αΓ + ci) since ℓ ∤ mΓ. By (5.6), we have
(5.9) ν(G˜) − ν(χ˜(1)) =
k∑
i=1
∑
h∈Hµ∆i
ν((ηq)d∆ih − 1) =
k∑
i=1
∑
h∈Hµ∆i
ν((ηq)dΓℓ
cih − 1).
We first assume that ℓ is odd or “ℓ = 2 and 4 | q−η”. Then ν(G˜)−ν(χ˜(1)) ≥
∑k
i=1m∆i(st)(a+
αΓ + ci) ≥ a +
∑k
i=1m∆i(st)(αΓ + ci) ≥ a + ν(n) by Lemma 5.3. Since ν(R˜) = a, we have
ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(n).
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Now assume that ℓ = 2 and 4 | q + η. Then ν(R) = 1. If αΓ > 0, then similar as above
we also have ν(G˜) − ν(χ˜(1)) ≥ a + ν(n). So ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(n). Let αΓ = 0. If ci > 0
for some i, then ν(G˜) − ν(χ˜(1)) ≥
∑
i:ci=0
m∆i(st) +
∑
i:ci>0
m∆i(st)(a + ci) ≥ a + ν(n) > 1 + ν(n) by
Lemma 5.3 and then ν(G˜/R˜) − ν(χ˜(1)) > ν(n). If ci = 0 for 1 ≤ i ≤ k, then n = mΓ
∑k
i=1 m∆i(st)
and then ν(n) ≤ ν(
∑k
i=1 m∆i(st)). Also by (5.9) and Lemma 5.3, ν(G˜) − ν(χ˜(1)) ≥
∑k
i=1 m∆i(st).
Thus ν(G˜) − ν(χ˜(1)) ≥ ν(n) + 1 since m ≥ ν(m) + 1 for every positive integer m. This gives
ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(n) and completes the proof. 
Remark 5.10. We give more information for Lemma 5.8. First we assume that ℓ is odd or
“ℓ = 2 and 4 | q − η”. By its proof, the equality in ν(G˜/R˜) − ν(χ˜(1)) ≥ ν(n) holds only when
k = 1 and m∆1(st) = 1. This implies that st has only one elementary divisor ∆1 with multiplicity
1, then s has only one elementary divisor Γ and we set m = mΓ(s). So n = d∆1 and L˜ = CG˜(st)
is a Coxeter torus of G˜. Now we assume further R˜ ⊆ ker(χ˜).
Suppose that m > 1. It is easy to check that o(t) = ℓa+α∆1 = ℓa+ν(n) and t is a generator of
Oℓ(Z(CG˜(st))), then R˜ * ker(tˆ). Let z ∈ R˜. Now χ˜ = χ˜st,µ with µ ⊢ 1. We also abbreviate χ˜st for
χ˜st,µ when no confusion can arise. According to the character formula (see, for example, [20,
Prop. 12.2]),
χ˜(z) =RG˜
L˜
(ŝt)(z) = |G˜|−1
∑
h∈G˜
QG˜
L˜
(1)ŝt(z) = QG˜
L˜
(1)ŝt(z)
=RG˜
L˜
(1LF )ŝt(z) = R
G˜
L˜
(ŝt)(1)ŝt(z) = tˆ(z)χ˜(1).
Thus z ∈ ker(χ˜) if and only if z ∈ ker(tˆ). So R˜ * ker(χ˜). This is a contradiction.
Hence m = 1 and then dΓ = n. Then CG˜(s)  GL1((ηq)
n) and t ∈ CG˜(s). Thus R˜ ⊆ ker(tˆ) if
and only if o(t) ≤ ℓαΓ = nℓ.
For the case ℓ = 2 and 4 | q + η, by (5.9), we have ν(G˜/R˜) − ν(χ˜(1)) = ν(n) holds only when
ν(n) = 0. In this case, st has only one elementary divisor ∆1 with multiplicity 1 and then s has
only one elementary divisor Γ with d∆1 = dΓ and mΓ(s) = 1. So t = 1, αΓ = 0 and m = 1. In
addition, this case is entirely analogous with the case that ℓ is odd or “ℓ = 2 and 4 | q − η” and
we also use the notation defined above for this case.
Proposition 5.11. Let G˜ = GLn(ηq) and R˜ = Oℓ(Z(G˜)). Then ν(G˜/R˜) − ν(χ˜(1)) ≥ min{ν(q −
η), ν(n)} for every χ˜ ∈ Irr(G˜).
Proof. If ℓ ∤ q − η, then ν(q − η) = 0 and this assertion holds obviously, while the case ℓ | q − η
follows from Lemmas 5.5 and 5.8 immediately. 
Remark 5.12. Let G˜ = GLn(ηq) and R˜ = Oℓ(Z(G˜)). Suppose that G˜/R˜ has a character χ˜ of
defect zero. Then by Proposition 5.11, ν(q − η) = 0 or ν(n) = 0. Assume further ℓ | q − η. Then
ν(n) = 0. We regard χ˜ as a character of G˜ and let s be a semisimple ℓ′-element of G˜ such that
χ˜ ∈ Eℓ(G˜, s). By Lemma 5.5, s has only one elementary divisor, say Γ. Then by Remark 5.10,
the multiplicity of Γ in s is 1, which implies that CG˜(s) is a Coxeter torus of G˜. We mention that
this is [28, (4B)] when ℓ is odd.
5.B Characters of C˜. The weights of SLn(q) and SUn(q) are described in [23, §5] if ℓ ∤
gcd(n, q − η). So we always assume ℓ | q − η in §5.B and §5.C. In this way, e = 1 and
eΓ = 1 for every Γ ∈ F .
Lemma 5.13. Let R˜m,α be special.
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(1) No irreducible character of C˜m,α/R˜m,α is of defect < ν(N˜m,α/R˜m,αNm,α).
(2) If C˜m,α/R˜m,α has an irreducible character of defect ν(N˜m,α/R˜m,αNm,α), then either ν(m) ≤
ν(q − η) or α = 0.
(3) ν(N˜m,α/R˜m,αNm,α) = 0 if and only if ν(m) = 0.
Proof. By Proposition 4.7, 4.26 and 4.39, ν(N˜m,α/R˜m,αNm,α) = min{ν(q − η), ν(m)}. Note that
C˜m,α  GLm((ηq)
ℓα). By Lemma 5.3, ν((ηq)ℓ
α
− 1) = a + α unless ℓ = 2, 4 | q + η and α = 0, in
which case ν(ηq − 1) = 1. Then this lemma follows from Proposition 5.11 immediately. 
Remark 5.14. Using Remark 5.7 and 5.10, we give more information for Lemma 5.13. If
C˜m,α/R˜m,α has an irreducible character of defect ν(N˜m,α/R˜m,αNm,α), then we have four cases as
follows.
(i) α > 0 and ν(m) ≤ ν(q − η).
(ii) α = 0 and ν(m) < ν(q − η).
In cases (i) and (ii), we have ν(m) < ν((ηq)ℓ
α
−1), and then an irreducible character of C˜m,α/R˜m,α
is of defect ν(N˜m,α/R˜m,αNm,α) = ν(m) if and only if it has the form χ˜st (as in Remark 5.10), where
s is a semisimple ℓ′-element of C˜m,α and t ∈ R˜m,α such that as an element of GLm((ηq)
ℓα), s has
only one elementary divisor ∆ with d∆ = m and o(t) ≤ mℓ. Thus s, when viewed as an element
of GLmℓα(ηq), has a unique elementary divisor Γ = Φ(∆), d∆ = mℓ
α and mΓ(s) = 1.
(iii) α = 0 and ν(m) > ν(q − η). An irreducible character of C˜m,αR˜m,α/R˜m,α is of defect
ν(N˜m,α/R˜m,αNm,α) if and only if it has the form χ˜st (as in Remark 5.7), where s is a semisim-
ple ℓ′-element of C˜m,α and t ∈ R˜m,α such that s has exactly two elementary divisors Γ1 and
Γ2 with αΓ1 = αΓ2 = 0, mΓ1(s) = mΓ2(s) = 1, dΓ1 + dΓ2 = m.
(iv) α = 0 and ν(m) = ν(q − η). An irreducible character of C˜m,αR˜m,α/R˜m,α is of defect
ν(N˜m,α/R˜m,αNm,α) when viewed as a characters of C˜m,α, if and only if it has the form in
case (ii) or (iii).
Lemma 5.15. Let γ > 0 and R˜m,α,γ be special. Assume that
“ℓ is odd” or “ℓ = 2 and 4 | q − η” or “ℓ = 2, 4 | q + η and α ≥ 1”.
and we are neither in the cases (3.4) nor in the case (3.11).
(1) No irreducible character of C˜m,α,γR˜m,α,γ/R˜m,α,γ is of defect < ν(N˜m,α,γ/R˜m,α,γNm,α,γ).
(2) Assume C˜m,α,γR˜m,α,γ/R˜m,α,γ has an irreducible character of defect ν(N˜m,α,γ/R˜m,α,γNm,α,γ). Then
ν(m) + γ ≤ ν(q − η), and thus ν(N˜m,α,γ/R˜m,α,γNm,α,γ) = 0 if and only if ν(m) = 0.
Proof. Under the assumption, ν(N˜m,α,γ/R˜m,α,γNm,α,γ) < ν(q−η) and ν(N˜m,α,γ/R˜m,α,γNm,α,γ) ≤ ν(m)
by Proposition 4.7, 4.26 and 4.39. In addition, ν(N˜m,α,γ/R˜m,α,γNm,α,γ) = ν(m) if and only if
ν(m) + γ ≤ ν(q − η). Therefore (1) follows by Proposition 5.11 since C˜m,α,γ  GLm((ηq)
ℓα). If
ν(m)+γ > ν(q−η), then ν(N˜m,α,γ/R˜m,α,γNm,α,γ) < min{ν(q−η), ν(m)}, and thus by Proposition 5.11
again, no character of C˜m,α,γR˜m,α,γ/R˜m,α,γ is of defect ν(N˜m,α,γ/R˜m,α,γNm,α,γ). So ν(m)+γ ≤ ν(q−η).
Using Proposition 4.7, 4.26 and 4.39 again, we have ν(N˜m,α,γ/R˜m,α,γNm,α,γ) = 0 if and only if
ν(m) = 0. 
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Remark 5.16. In Lemma 5.15, if some irreducible character of C˜m,α,γR˜m,α,γ/R˜m,α,γ is of defect
ν(N˜m,α,γ/R˜m,α,γNm,α,γ), then it has the form similar to the case (i) or (ii) of Remark 5.14.
Remark 5.17. Now we assume that (3.4) holds for R˜m,α,γ, which means ℓ = 3, a = 1, ν(m) =
α = 0, γ = 1. By Proposition 4.6, R˜m,0,1 is special. Then we have R˜m,0,1 = Rm,0,1, C˜m,0,1/Cm,0,1 
O3′(Zq−η), |M˜m,0,1/Mm,0,1| = 3 and ν(N˜m,0,1/R˜m,0,1Nm,0,1) = 1 by §4.B. Moreover, M˜m,0,1R˜m,0,1/R˜m,0,1 
SL2(3), N˜m,0,1/R˜m,0,1  R˜m,0,1C˜m,0,1/R˜m,0,1 × SL2(3), and Mm,0,1Rm,0,1/Rm,0,1  Q8, Nm,0,1/Rm,0,1 
Rm,0,1Cm,0,1/Rm,0,1 × Q8.
For the character table of SL2(3) we refer to the Appendix B of [57, p. 306]. Using the
notation there, the group SL2(3) = Q8 ⋊ C3 has 7 irreducible characters χ1, χ1a, χ1b, χ2a, χ2b,
χ2c, χ3 and we denote χ1c = χ1 here for convenience. Note that χ3 is the Steinberg character
of SL2(3). Compare with the character table of Q8 (see e.g. [57, p. 299]), we have that for
any j ∈ {a, b, c}, ResSL2(3)
Q8
(χ1 j) = 1Q8 , Res
SL2(3)
Q8
(χ2 j) are the (unique) irreducible character of Q8
of degree 2, and ResSL2(3)
Q8
(χ3) is a sum of the three non-trivial irreducible characters of Q8 of
degree 1. Let ψ˜ ∈ Irr(N˜m,0,1/R˜m,0,1) be of defect ≤ ν(N˜m,0,1/R˜m,0,1Nm,0,1) = 1.
(I). If ψ˜ is of defect 0, then ψ˜ = θ˜ × χ3, where θ˜ ∈ dz(R˜m,0,1C˜m,0,1/R˜m,0,1). Then every
ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜) has defect 0. Moreover, ν(κ
N˜m,0,1
Nm,0,1
(ψ˜)) = 1.
(II). If ψ˜ is of defect 1 and ψ˜ = θ˜ × χk j, where θ˜ ∈ dz(R˜m,0,1C˜m,0,1/R˜m,0,1), and k ∈ {1, 2} and
j ∈ {a, b, c}, then every ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜) has defect 0. Moreover, 3 ∤ κ
N˜m,0,1
Nm,0,1
(ψ˜).
(III). If ψ˜ is of defect 1 and ψ˜ = θ˜′ ×χ3, where θ˜
′ ∈ Irr(R˜m,0,1C˜m,0,1/R˜m,0,1) is of defect 1, then
every ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜) has defect 1.
Remark 5.18. Now we assume that (3.11) holds for R˜m,α,γ, which means ℓ = 2, 4 | q− η, a = 2,
ν(m) = α = 0 and γ ∈ {1, 2}. By Proposition 4.25, R˜m,0,γ is special.
We first assume that γ = 1. Then by §4.C, ν(det(C˜m,0,1R˜m,0,1)) = 1, ν(det(N˜m,0,1)) = 2
and ν(N˜m,0,1/R˜m,0,1Nm,0,1) = 1. Moreover, M˜m,0,1R˜m,0,1/R˜m,0,1  Sp2(2)  S3, N˜m,0,1/R˜m,0,1 
R˜m,0,1C˜m,0,1/R˜m,0,1 × S3 and Mm,0,1Rm,0,1/Rm,0,1  C3, Nm,0,1/Rm,0,1  Rm,0,1Cm,0,1/Rm,0,1 × C3.
For the character table of S3 we refer to [57, p. 298]. Using the notation there, the group
S3 have three irreducible characters χ1, χsign, χ2, and for the unique subgroup C3 of S3 with
index 2, the restrictions of the characters χ1, χsign to C3 are the trivial character of C3, while
the restriction of the character χ2 to C3 splits to the two non-trivial characters of C3. Let ψ˜ ∈
Irr(N˜m,0,1/R˜m,0,1) be of defect ≤ ν(N˜m,0,1/R˜m,0,1Nm,0,1) = 1. If ψ˜ is of defect 0, then ψ˜ = θ˜ ×
χ2, where θ˜ ∈ dz(R˜m,0,1C˜m,0,1/R˜m,0,1), and then every ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜) has defect 0.
Moreover, ν(κ
N˜m,0,1
Nm,0,1
(ψ˜)) = 1. If ψ˜ is of defect 1 and ψ˜ = θ˜ × χi, where θ˜ ∈ dz(R˜m,0,1C˜m,0,1/R˜m,0,1)
and i ∈ {1, sign}, then every ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜) has defect 0. Moreover, 2 ∤ κ
N˜m,0,1
Nm,0,1
(ψ˜).
In addition, the restrictions of θ˜ × χ1 and θ˜ × χsign to Nm,0,1 coincide. If ψ˜ is of defect 1 and
ψ˜ = θ˜′ × χ2, where θ˜
′ ∈ Irr(R˜m,0,1C˜m,0,1/R˜m,0,1) is of defect 1, then every ψ ∈ Irr(Nm,0,1/Rm,0,1 | ψ˜)
has defect 1.
Now let γ = 2. Then we know R˜m,0,2 = Rm,0,2, C˜m,0,2/Cm,0,2  O2′(G˜m,0,2/Gm,0,2), |M˜m,0,2/Mm,0,2| =
2 and ν(N˜m,0,2/R˜m,0,2Nm,0,2) = 1 from §4.C. Moreover, M˜m,0,2R˜m,0,2/R˜m,0,2  S6, N˜m,0,2/R˜m,0,2 
R˜m,0,2C˜m,0,2/R˜m,0,2 ×S6, and Mm,0,2Rm,0,2/Rm,0,2  A6, Nm,0,2/Rm,0,2  Rm,0,2Cm,0,2/Rm,0,2 ×A6. For
the character table of S6 we refer to [35, p. 205]. Using the notation there, the group S6 has a
unique irreducible character χ11 of defect 0 and has no character of defect 1. Compared with
the character table of A6 (see e.g. [35, p. 424]), we know that the group A6 has exactly two
irreducible characters of defect 0 and they are the two irreducible constituents of ResS6
A6
χ11. Let
ψ˜ ∈ Irr(N˜m,0,2/R˜m,0,2) be of defect ≤ ν(N˜m,0,2/R˜m,0,2Nm,0,2) = 1. If ψ˜ is of defect 0, then ψ˜ = θ˜×χ11,
where θ˜ ∈ dz(R˜m,0,2C˜m,0,2/R˜m,0,2), then every ψ ∈ Irr(Nm,0,2/Rm,0,2 | ψ˜) has defect 0. Moreover,
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ν(κ
N˜m,0,2
Nm,0,2
(ψ˜)) = 1. If ψ˜ is of defect 1, then ψ˜ = θ˜′ × χ11, where θ˜
′ ∈ Irr(R˜m,0,2C˜m,0,2/R˜m,0,2) is of
defect 1, then every ψ ∈ Irr(Nm,0,2/Rm,0,2 | ψ˜) has defect 1.
Lemma 5.19. Let γ > 0. Assume that ℓ = 2, 4 | q + η and α = 0.
(1) Let R˜m,0,γ = S˜ m,1,γ−1 be special. Then ν(N˜m,0,γ/R˜m,0,γNm,0,γ) = 0. Furthermore, if C˜m,0,γR˜m,0,γ/R˜m,0,γ
has an irreducible character of defect 0, then ν(m) = 0.
(2) Let R˜±
m,0,γ = E
±
m,γ (γ > 1 if the type is plus, γ > 0 if the type is minus) be special. As-
sume further we are not in the case (3.19). Then ν(N˜±
m,0,γ/R˜
±
m,0,γN
±
m,0,γ) = 0. In addition, if
C˜±
m,0,γR˜
±
m,0,γ/R˜
±
m,0,γ has an irreducible character of defect 0, then ν(m) = 0.
Proof. This follows from Proposition 4.39 and 5.11. 
Remark 5.20. Now we assume that (3.19) holds for R˜±
m,0,γ = E
±
m,γ, which means ν(m) = 0 and
γ = 2 if the type is plus and γ = 1 and a = 2 if the type is minus. By Proposition 4.38, R˜±
m,0,γ is
special.
First we assume that the type is plus, ν(m) = 0 and γ = 2. Then we know R˜+
m,0,2 =
R+
m,0,2, C˜
+
m,0,2/C
+
m,0,2  O2′(G˜
+
m,0,2/G
+
m,0,2), |M˜
+
m,0,2/M
+
m,0,2| = 2 and ν(N˜
+
m,0,2/R˜
+
m,0,2N
+
m,0,2) = 1 by
§4.D. Moreover, M˜m,0,2R˜m,0,2/R˜m,0,2  GO
+
4 (2), N˜m,0,2/R˜m,0,2  R˜m,0,2C˜m,0,2/R˜m,0,2 × GO
+
4 (2), and
Mm,0,2Rm,0,2/Rm,0,2  Ω
+
4 (2), Nm,0,2/Rm,0,2  Rm,0,2Cm,0,2/Rm,0,2 × Ω
+
4 (2). We recall the remark in
[3, p.511]; the group Ω+4 (2) has a unique irreducible character of defect 0, the Steinberg charac-
ter, which has two extensions χ1, χ2 to GO
+
4 (2). Then the characters χ1 and χ2 are of defect 1.
In addition, the group GO+4 (2) has no irreducible character of defect 0 and if χ < {χ1, χ2} is an
irreducible character of GO+4 (2) with defect 1, then every irreducible constituent of Res
GO+4 (2)
Ω
+
4
(2)
(χ)
has defect 1. Let ψ˜ ∈ Irr(N˜+
m,0,2/R˜
+
m,0,2) be of defect ≤ ν(N˜
+
m,0,2/R˜
+
m,0,2N
+
m,0,2) = 1. If some irre-
ducible character of N+
m,0,2/R
+
m,0,2 lying below ψ˜ is of defect 0, then by Remark 4.41, ψ˜ = θ˜ × χi,
where θ˜ ∈ dz(R˜+
m,0,2C˜
+
m,0,2/R˜
+
m,0,2) and i = 1 or 2. Moreover, the restrictions of θ˜ × χ1 and θ˜ × χ2
to N+
m,0,2 coincide.
Now let the type be minus, a = 2, ν(m) = 0 and γ = 1. Then we know R˜−
m,0,1 =
R−
m,0,1, C˜
−
m,0,1/C
−
m,0,1  O2′(Zq−η), |M˜
−
m,0,1/M
−
m,0,1| = 2 and ν(N˜
−
m,0,1/R˜
−
m,0,1N
−
m,0,1) = 1 by §4.D.
Moreover, M˜−
m,0,1R˜m,0,1/R˜
−
m,0,1  GO
−
2 (2)  S3, N˜
−
m,0,1/R˜
−
m,0,1  R˜
−
m,0,1C˜
−
m,0,1/R˜
−
m,0,1 × S3, and
M−
m,0,1R
−
m,0,1/R
−
m,0,1  C3, N
−
m,0,1/R
−
m,0,1  R
−
m,0,1C
−
m,0,1/R
−
m,0,1 × C3. We use the notation of ir-
reducible characters of S3 as in the case γ = 1 in Remark 5.18. Let ψ˜ ∈ Irr(N˜
−
m,0,1/R˜
−
m,0,1)
be of defect ≤ ν(N˜−
m,0,1/R˜
−
m,0,1N
−
m,0,1) = 1. If ψ˜ is of defect 0, then ψ˜ = θ˜ × χ2, where θ˜ ∈
dz(R˜−
m,0,1C˜
−
m,0,1/R˜
−
m,0,1), and then everyψ ∈ Irr(N
−
m,0,1/R
−
m,0,1 | ψ˜) has defect 0. Moreover, ν(κ
N˜−
m,0,1
N−
m,0,1
(ψ˜)) =
1. If ψ˜ is of defect 1 and ψ˜ = θ˜ × χi, where where θ˜ ∈ dz(R˜
−
m,0,1C˜
−
m,0,1/R˜
−
m,0,1) and i ∈ {1, sign},
then every ψ ∈ Irr(N−
m,0,1/R
−
m,0,1 | ψ˜) has defect 0. Moreover, 2 ∤ κ
N˜−
m,0,1
N−
m,0,1
(ψ˜). In addition, the
restrictions of θ˜ × χ1 and θ˜ × χsign to N
−
m,0,1 coincide. If ψ˜ is of defect 1 and ψ˜ = θ˜
′ × χ2, where
θ˜′ ∈ Irr(R˜−
m,0,1C˜
−
m,0,1/R˜
−
m,0,1) is of defect 1, then every ψ ∈ Irr(N
−
m,0,1/R
−
m,0,1 | ψ˜) has defect 1.
Lemma 5.21. Let c , 0 and R˜m,α,γ,c be special.
(1) No irreducible character of C˜m,α,γ,cR˜m,α,γ,c/R˜m,α,γ,c is of defect < ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c).
(2) If C˜m,α,γ,cR˜m,α,γ,c/R˜m,α,γ,c has an irreducible character of defect ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c),
then ν(m) = 0 and ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c) = 0.
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Proof. If ν(m) > 0, then by Proposition 4.21, 4.34 and 4.43, ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c) < min{ν(q−
η), ν(m)}. Therefore no character of C˜m,α,γ,cR˜m,α,γ,c/R˜m,α,γ,c is of defect ≤ ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c)
by Proposition 5.11. If ν(m) = 0, then ν(N˜m,α,γ,c/R˜m,α,γ,cNm,α,γ,c) = 0, and the lemma follows. 
Lemma 5.22. Let γ > 0. Assume that ℓ = 2, 4 | q + η and α = 0. Let R˜±
m,0,γ,c be a special
basic subgroup such that γ > 1 if the type is plus and γ > 0 if the type is minus. Then we have
ν(N˜±
m,0,γ,c/R˜
±
m,0,γ,cN
±
m,0,γ,c) = 0, and if C˜
±
m,0,γ,cR˜
±
m,0,γ,c/R˜
±
m,0,γ,c has an irreducible character of defect
0, then ν(m) = 0.
Proof. Using Proposition 4.43, this can be shown by the same arguments in Lemma 5.21. 
Remark 5.23. In Lemmas 5.21 and 5.22, if ν(m) = 0, then the irreducible characters of
C˜m,α,γ,cR˜m,α,γ,c/R˜m,α,γ,c of defect zero are constructed in [2, 3, 5, 6]. In fact, every such char-
acter is of the form θ˜Γ ⊗ Iℓγ ⊗ Ic as in §3.E, for some Γ ∈ F
′ with m = mΓ and α = αΓ.
Summarizing the results above, we have
Corollary 5.24. For any special basic subgroup R˜ = R˜m,α,γ,c (or R˜
±
m,α,γ,c), we let N˜ = N˜m,α,γ,c (or
N˜±m,α,γ,c) and C˜ = C˜m,α,γ,c (or C˜
±
m,α,γ,c).
(1) C˜R˜/R˜ has an irreducible character of defect zero only when ν(m) = 0.
(2) No irreducible character of C˜R˜/R˜ is of defect < ν(N˜/R˜N) unless when we are in one of the
cases (3.4), (3.11) and (3.19), in which case, ν(N˜/R˜N) = 1.
Now we consider the special radical subgroups of the form R˜ = R˜1 × · · · × R˜u with R˜i being
a basic subgroup. Assume that det(R˜1) ≥ · · · ≥ det(R˜u).
Lemma 5.25. Keep the notation of Proposition 4.24, 4.37 and 4.47. Assume that R˜ is special.
Then no irreducible character of C˜R˜/R˜ is of defect < ν(N˜/R˜N) unless we are in one of the cases
(4.23), (4.36) and (4.46), in which case, ν(N˜/R˜N) = 1.
Proof. As in the proof of Lemma 4.35, det(N˜) = 〈det(N˜i) | 1 ≤ i ≤ u〉. Note that C˜R˜/R˜ =∏u
i=1 C˜iR˜i/R˜i. Let θ˜ =
∏u
i=1 θ˜i be an irreducible character of C˜R˜/R˜ with θ˜i ∈ Irr(C˜iR˜i/R˜i).
Assume that θ˜ is of defect < ν(N˜/R˜N). If ν(N˜/R˜N) < ν(N˜i/R˜iNi) for some i, then by Corollary
5.24, C˜R˜/R˜ has no irreducible character of defect < ν(N˜/R˜N). Then ν(N˜/R˜N) ≥ ν(N˜i/R˜iNi)
for any i. Let i0 satisfies det(N˜) = det(N˜i0 ). Then ν(N˜/R˜N) = ν(det(N˜i0)) − ν(det(R˜1)) ≤
ν(N˜i0/R˜i0Ni0). So det(R˜i0) = det(R˜1) and we assume i0 = 1 without loss of generality. Therefore,
θ˜1 has defect < ν(N˜1/R˜1N1). By Corollary 5.24, R1 is one of the cases (3.4), (3.11) or (3.19) and
ν(N˜1/R˜1N1) = 1, θ˜1 is of defect 0. In addition, θ˜ is of defect 0. From this, ν(mi) = 0 if i > 1 and
one can check that we are in one of the cases (4.23), (4.36) and (4.46). 
Proposition 5.26. Keep the notation of Proposition 4.24, 4.37 and 4.47. Assume that R˜ is
special, det(R˜1) ≥ · · · ≥ det(R˜u) and R˜C˜/R˜ has an irreducible character of defect ≤ ν(N˜/R˜N).
Write R˜i = R˜mi,αi,γi,ci or R˜
±
mi,αi,γi,ci
(note that R˜±mi,αi,γi,ci only occurs when ℓ = 2, 4 | q + η and
αi = 0).
(1) Suppose that we are not in one of the cases (4.23), (4.36) and (4.46). Then there eixsts some
1 ≤ i0 ≤ u such that det(N˜) = det(N˜i0) and det(R˜) = det(R˜i0). We assume i0 = 1 without loss
of generality. Then ν(mi) = 0 if i > 1.
(a) R˜C˜/R˜ has no irreducible character of defect < ν(N˜/R˜N).
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(b) ν(N˜/R˜N) = 0 if and only if ν(m1) = 0.
(c) If c1 , 0, then ν(m1) = 0. Moreover, none of the cases “ℓ = 3, a = 1, ν(m1) = α1 =
γ1 = 0, c1 = 1 and a(Ri) > 0 for i > 1”, “ℓ = 2, 4 | q − η, a = 2, ν(m1) = α1 = γ1 = 0,
c1 = 1 and a(Ri) > a(R1) for i > 1” and “ℓ = 2, 4 | q + η, ν(m1) = α1 = γ1 = 0, c1 = 1
or 2 and det(Ri) = 1 for i > 1” occurs.
(d) Let c1 = 0 and γ1 , 0. Moreover,
(i) if “ℓ is odd” or “ℓ = 2 and 4 | q − η”, then ν(m1) + γ1 ≤ ν(q − η) and one of the
following holds,
• “ν(m1) + γ1 = ν(q − η)” or “ν(m1) + γ1 = ν(m2) + γ2”,
• α1 = 0 and ν(m1) + γ1 < min{ν(q − η), ν(mi) + γi} for i > 1,
(ii) if ℓ = 2 and 4 | q + η, then ν(m1) = 0 and one of the following holds,
• det(R˜1) = 1, i.e., R˜1 = R˜m1,α1,γ1 (α1 > 0), R˜1 = R˜m1,0,γ1 = S˜ m1,1,γ1−1 (γ1 > 1),
or R˜1 = R˜
±
m1,0,γ1
,
• R˜1 = R˜m1,0,1 = S˜ m1,1 and det(R˜2) > 1,
• R˜1 = R˜m1,0,1 = S˜ m1,1, a > 2, and det(R˜i) = 1 for i > 1.
(e) Let c1 = 0 and γ1 = 0. Then α1 = 0 or ν(m1) ≤ ν(q − η). Moreover,
(i) if “ℓ is odd” or “ℓ = 2 and 4 | q − η”, then one of the following holds,
• ν(m1) = ν(q − η),
• α1 = 0, ν(m1) < ν(q − η) except “ν(m1) = ν(m2) = 0, α2 = γ2 = |c2| = 0,
ν(m1 + m2) ≥ ν(q − η), a(R˜3) ≥ ν(q − η)”,
• α1 > 0, ν(m1) < ν(q − η) and ν(m2) + γ2 = ν(m1),
(ii) if ℓ = 2 and 4 | q + η, then one of the following holds,
• ν(m1) = 1,
• ν(m1) = 0 and α1 = 1,
• ν(m1) = α1 = 0 except “ν(m1) = ν(m2) = 0, α2 = γ2 = |c2| = 0, det(R˜i) = 1
for i > 2”.
(2) In cases (4.23), (4.36) and (4.46), there exists at most one i0 such that ν(mi0) , 0.
Proof. As in the proof of Lemma 5.25, we let θ˜ =
∏u
i=1 θ˜i be an irreducible character of C˜R˜/R˜.
Assume that θ˜ is of defect ≤ ν(N˜/R˜N), where θ˜i ∈ Irr(C˜iR˜i/R˜i).
First suppose that we are not in one of the cases (4.23), (4.36) and (4.46). Then by Lemma
5.25, (1) (a) holds. Using a similar argument as in the proof of Lemma 5.25, we may assume
that det(N˜) = det(N˜1) and a(R˜) = a(R˜1). Also ν(mi) = 0 if i > 1. Note that N˜/R˜N  N˜1/R˜1N1.
Also by Corollary 5.24 again, θ˜1 has defect ν(N˜1/R˜1N1) and θ˜i has defect 0 for i > 1. Thus
(c)-(e) of (1) follows by Lemma 5.13 – 5.22 and Proposition 4.24, 4.37, 4.47.
Now suppose that we are in one of the cases (4.23), (4.36) and (4.46). We have ν(N˜/R˜N) =
1. By Proposition 4.24, 4.37 and 4.47, R˜ is special. If there exist two i1 , i2 such that ν(mi1) , 0
and ν(mi2) , 0, then by Corollary 5.24 again, C˜R˜/R˜ has no irreducible character of defect 0,
which contradicts the assumption. This completes the proof. 
Let (R, ϕ) be a weight of G, and R˜ a special radical subgroup of G˜ such that R = R˜ ∩ G.
Then by Remark 5.2, we may assume that R˜ is listed in Proposition 5.26.
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5.C Construction of weights. Recall that F ′ denotes the subset of F consisting of those poly-
nomials whose roots are of ℓ′-order. For Γ ∈ F ′, by [11, (3.2)], there is a unique block B˜Γ
of G˜Γ = G˜mΓ,αΓ with R˜Γ = R˜mΓ,αΓ being a defect group. This block B˜Γ is Eℓ(G˜Γ, (Γ)). Let
R˜
(k)
Γ
= R˜mΓℓk,αΓ−k for 0 ≤ k ≤ kΓ, where kΓ = min{ν(q − η), αΓ} if “ℓ is odd” or “ℓ = 2 and
4 | q − η”, kΓ = 1 if ℓ = 2, 4 | q + η and αΓ > 1, and kΓ = 0 if ℓ = 2, 4 | q + η and
αΓ ≤ 1. Then R˜
(k)
Γ
≤G˜Γ R˜
(k−1)
Γ
≤G˜Γ · · · ≤G˜Γ R˜
(0)
Γ
= R˜Γ for 1 ≤ k ≤ kΓ. Let b˜Γ be a block of
C˜Γ = CG˜Γ(R˜Γ) with defect group R˜Γ which is a root block of B˜Γ. Then there exists a unique
block b˜(k)
Γ
of C˜(k)
Γ
= CG˜Γ(R˜
(k)
Γ
) such that for some g ∈ G˜Γ, we have (1, B˜Γ) ≤ (R˜
(k)
Γ
, b˜
(k)
Γ
)g ≤ (R˜Γ, b˜Γ)
for 0 ≤ k ≤ kΓ.
It can be checked that: (i) the characters of the block b˜(k)
Γ
whose kernels contain R˜(k)
Γ
are of
defect k when viewed as characters of C˜(k)
Γ
R˜
(k)
Γ
/R˜
(k)
Γ
; (ii) the characters of the block b˜(k)
Γ
containing
R˜
(k)
Γ
in their kernels are of the form χ˜st (as in §5.A), where s = (Γ) and t ∈ R˜
(k)
Γ
such that o(t) ≤ ℓk;
(iii) the restrictions of these characters toC(k)
Γ
= C˜
(k)
Γ
∩GΓ are the same (whereGΓ = GmΓ,αΓ). We
denote by θ˜(k)
Γ
:= χ˜s and θ˜
(k)(t)
Γ
:= χ˜st. Note that since C˜
(k)
Γ
 GLmΓℓk((ηq)
ℓαΓ−k), we also regard st
as an semisimple element of the group GLmΓℓk((ηq)
ℓαΓ−k), and the elementary divisor of st means
one of the inverse images under ΦαΓ−k (i.e., polynomials in FαΓ−k), where ΦαΓ−k is defined as in
(2.5). Then θ˜Γ := θ˜
(0)
Γ
is the canonical character of b˜Γ. Also θ˜
(k)(t)
Γ
= tˆθ˜
(k)
Γ
. Let N˜(k)
Γ
= NG˜Γ(R˜
(k)
Γ
).
Then N˜(k)
Γ
(θ˜(k)(t)
Γ
) = C˜(k)
Γ
. Note that the notation b˜Γ and θ˜Γ coincide with those in §3.E. We let
C˜
(k)(t)
Γ,0
= {θ˜
(k)(t)
Γ
} for 0 ≤ k ≤ kΓ and o(t) ≤ ℓ
k. Note that θ˜(k)(t)
Γ
is of defect k as an irreducible
character of N˜(k)
Γ
(θ˜(k)(t)
Γ
)/R˜(k)
Γ
. If t = 1, we abbreviate θ˜(k)(t)
Γ
and C˜ (k)(t)
Γ,0
as θ˜(k)
Γ
and C˜ (k)
Γ,0
respectively.
Let Γ1, Γ2 ∈ F
′ satisfy that αΓ1 = αΓ2 = 0 and ℓ
ν(q−η) | mΓ1,Γ2 := dΓ1 + dΓ2 . Then there
exists a block B˜Γ1,Γ2 of G˜Γ1,Γ2 = GLmΓ1,Γ2 (ηq) with defect group R˜Γ1 × R˜Γ2 = R˜dΓ1 ,0 × R˜dΓ2 ,0. This
block B˜Γ1,Γ2 is Eℓ(G˜Γ1,Γ2 , s), where s = diag((Γ1), (Γ2)). Let R˜Γ1,Γ2 = R˜mΓ1,Γ2 ,0 = Z(G˜Γ1 ,Γ2). So
CG˜Γ1 ,Γ2
(R˜Γ1,Γ2) = G˜Γ1,Γ2 . The characters of B˜Γ1,Γ2 whose kernels contain R˜Γ1,Γ2 is of defect ν(q−η)
when viewed as characters of G˜Γ1,Γ2/R˜Γ1,Γ2 . On the other hand, the characters of B˜Γ1,Γ2 whose
kernels contain R˜Γ1,Γ2 are of form χ˜st, where t ∈ R˜Γ1,Γ2 . Denote θ˜
(t)
Γ1,Γ2
= χ˜st. Also, the restrictions
of these characters to GΓ1,Γ2 = SLmΓ1 ,Γ2 (ηq) are the same. We let C˜
(t)
Γ1 ,Γ2
= {θ˜
(t)
Γ1,Γ2
} for t ∈ R˜Γ1,Γ2 .
Note that θ˜(t)
Γ1,Γ2
is of defect a as an irreducible character of G˜Γ1,Γ2/R˜Γ1,Γ2 . If t = 1, we abbreviate
θ˜
(t)
Γ1,Γ2
and C˜ (t)
Γ1,Γ2
as θ˜Γ1,Γ2 and C˜Γ1,Γ2 respectively.
Let γ > 0. First assume that “ℓ is odd” or “ℓ = 2 and 4 | q − η” or “ℓ = 2, 4 | q + η and
αΓ > 0”. We denote G˜Γ,γ := G˜mΓ,αΓ,γ, GΓ,γ := GmΓ,αΓ,γ, R˜
(k)
Γ,γ
:= R˜mΓℓk,αΓ−k,γ, C˜
(k)
Γ,γ
:= CG˜Γ,γ(R˜
(k)
Γ,γ
) and
N˜
(k)
Γ,γ
:= NG˜Γ,γ (R˜
(k)
Γ,γ
) for 0 ≤ k ≤ kΓ, where kΓ,γ = min{αΓ,max{ν(q − η) − γ, 0}}. Note that kΓ = 0
if ℓ = 2 and 4 | q + η.
Then C˜(k)
Γ,γ
= C˜
(k)
Γ
⊗ Iℓγ . Let N˜
0,(k)
Γ,γ
= R˜
(k)
Γ,γ
C˜
(k)
Γ,γ
M˜
(k)
Γ,γ
, where M˜(k)
Γ,γ
= M˜mΓℓk,αΓ−k,γ as in §3. Then
N˜
0,(k)
Γ,γ
E N˜
(k)
Γ,γ
and M˜(k)
Γ,γ
R˜
(k)
Γ,γ
/R˜
(k)
Γ,γ
 Sp2γ(ℓ). Also N˜
0,(k)
Γ,γ
/R˜
(k)
Γ,γ
 R˜
(k)
Γ,γ
C˜
(k)
Γ,γ
/R˜
(k)
Γ,γ
× Sp2γ(ℓ). Note that
we take M˜mΓℓk,αΓ−k,γ as in Remark 3.13 and 4.28 if (3.10) holds for R˜
(k)
Γ,γ
. We identify t ∈ Z(C˜(k)
Γ
)
with its image in Z(C˜(k)
Γ,γ
). We let θ˜(k)(t)
Γ,γ
:= θ˜(k)(t)
Γ
⊗ Iℓγ . Then N˜
0,(k)
Γ,γ
= N˜
(k)
Γ,γ
(θ˜(k)(t)
Γ,γ
) if o(t) ≤ ℓk since
eΓ = 1 (as we assume that ℓ | q − η). If k = 0, then we abbreviate R˜
(k)
Γ,γ
, C˜(k)
Γ,γ
, N˜(k)
Γ,γ
, N˜0,(k)
Γ,γ
, M˜(k)
Γ,γ
as
R˜Γ,γ, C˜Γ,γ, N˜Γ,γ, N˜
0
Γ,γ
, M˜Γ,γ respectively.
Assume that neither (3.4) nor (3.11) holds for R˜mΓ,αΓ,γ. Let ψ˜
(k)(t)
Γ,γ
:= θ˜(k)(t)
Γ,γ
× St2γ, where St2γ
denotes the Steinberg character of Sp2γ(ℓ). Then ψ˜
(k)(t)
Γ,γ
is of defect k when viewed as a character
of N˜0,(k)
Γ,γ
/R˜
(k)
Γ,γ
. We let C˜ (k)(t)
Γ,γ
= {ψ˜
(k)(t)
Γ,γ
} for 0 ≤ k ≤ kΓ and o(t) ≤ ℓ
k. Then C˜ (k)(t)
Γ,γ
is the set of
irreducible characters of N˜(k)
Γ,γ
(θ˜(k)(t)
Γ,γ
) lying over θ˜(k)(t)
Γ,γ
of defect k. When t = 1, we abbreviate
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θ˜
(k)(t)
Γ,γ
, ψ˜(k)(t)
Γ,γ
and C˜ (k)(t)
Γ,γ
as θ˜(k)
Γ,γ
, ψ˜(k)
Γ,γ
and C˜ (k)
Γ,γ
respectively.
Now assume that (3.4) holds for R˜mΓ,αΓ,γ, which means ℓ = 3, a = 1, αΓ = 0, γ = 1. Then
N˜Γ,1 = N˜
0
Γ,1
= R˜Γ,1C˜Γ,1M˜Γ,1 and θ˜Γ,1 is N˜Γ,1-invariant. Let NΓ,1 = N˜Γ,1 ∩GΓ,1, CΓ,1 = C˜Γ,1 ∩GΓ,1,
RΓ,1 = R˜Γ,1 ∩ GΓ,1, MΓ,1 = M˜Γ,1 ∩ NΓ,1. Then we have R˜Γ,1 = RΓ,1, C˜Γ,1/CΓ,1  O3′(G˜Γ,1/GΓ,1),
|M˜Γ,1/MΓ,1| = 3 and ν(N˜Γ,1/R˜Γ,1NΓ,1) = 1 by §4.B. Moreover, M˜Γ,1R˜Γ,1/R˜Γ,1  SL2(3). We let
ψ˜Γ,1 = θ˜Γ,1 × χ3, and ψ˜
(k j)
Γ,1
= θ˜Γ,1 × χk j, where k = 1, 2 and j ∈ {a, b, c} (for the characters χk j see
Remark 5.17). Let z ∈ Z(G˜Γ,1) be of order 3. Then by Remark 5.17, zˆψ˜Γ,1 = ψ˜Γ,1 and the group
〈zˆ〉 acts faithfully on the sets {ψ˜(1a)
Γ,1
, ψ˜
(1b)
Γ,1
, ψ˜
(1c)
Γ,1
} and {ψ˜(2a)
Γ,1
, ψ˜
(2b)
Γ,1
, ψ˜
(2c)
Γ,1
}. We let C˜ (0)
Γ,1
= {ψ˜Γ,1} and
C˜
(1)
Γ,1
= {ψ˜
(k j)
Γ,1
| k ∈ {1, 2}, j ∈ {a, b, c}}. Then C˜ (k)
Γ,1
is the set of irreducible character of N˜Γ,1/R˜Γ,1
over θ˜Γ,1 of defect k, for k = 0, 1.
Assume that (3.11) holds for R˜mΓ,αΓ,γ, which means ℓ = 2, 4 | q − η, a = 2, αΓ = 0 and
γ ∈ {1, 2}. This is similar with the case (3.4) above. Then N˜Γ,γ = N˜
0
Γ,γ
= R˜Γ,γC˜Γ,γM˜Γ,γ with
| det(M˜Γ,γ)| = 2
γ−1 and θ˜Γ,γ is N˜Γ,γ-invariant. Let NΓ,γ = N˜Γ,γ ∩GΓ,γ. Then ν(N˜Γ,γ/R˜Γ,γNΓ,γ) = 1.
Moreover, M˜Γ,γR˜Γ,γ/R˜Γ,γ  S3γ. We use the notation in Remark 5.18 for the characters of S3γ
for γ = 1 or 2. Let γ = 1. We let ψ˜Γ,1 = θ˜Γ,1 × χ2, ψ˜
(1)
Γ,1
= θ˜Γ,1 × χ1, and ψ˜
(−1)
Γ,1
= θ˜Γ,1 × χsign.
Let z ∈ Z(G˜Γ,1) be of order 2. Then by Remark 5.18, zˆψ˜Γ,1 = ψ˜Γ,1 and zˆψ˜
(1)
Γ,1
= ψ˜
(−1)
Γ,1
. We let
C˜
(0)
Γ,1
= {ψ˜Γ,1} and C˜
(1)
Γ,1
= {ψ˜
(1)
Γ,1
, ψ˜
(−1)
Γ,1
}. Then C˜ (k)
Γ,1
is the set of irreducible characters of N˜Γ,1/R˜Γ,1
lying over θ˜Γ,1 of defect k, for k = 0, 1. Now let γ = 2. We let ψ˜Γ,2 = θ˜Γ,2 × χ11. Let z ∈ Z(G˜Γ,2)
be of order 2. Then by Remark 5.18, zˆψ˜Γ,2 = ψ˜Γ,2. Then C˜Γ,2 := {ψ˜Γ,2} is the set of irreducible
character of N˜Γ,2/R˜Γ,2 lying over θ˜Γ,2 of defect 0. On the other hand, N˜Γ,2/R˜Γ,2 does not have a
irreducible character of defect 1.
Now let ℓ = 2, 4 | q + η, γ > 0 and αΓ = 0. For basic subgroups S˜ mΓ,1,γ and R˜
±
mΓ,0,γ
, by
Lemma 5.19, irreducible characters with positive defect only occur in the case (3.19). We use
the notation in Remark 5.20.
First let a = 2 and consider the basic subgroup R˜−
mΓ,0,1
. Let θ˜−
Γ,1 := θ˜Γ ⊗ I2 be defined similar
with the character θ˜Γ as above. Then N˜
−
mΓ ,0,1
= R˜−
mΓ,0,1
C˜−
mΓ,0,1
M˜−
mΓ,0,1
and θ˜−
Γ,1 is N˜
−
mΓ ,0,1
-invariant.
Moreover, ν(N˜−
mΓ ,0,1
/R˜−
mΓ,0,1
N−
mΓ,0,1
) = 1, M˜−
mΓ,0,1
R˜−
mΓ,0,1
/R˜−
mΓ,0,1
 S3 and N˜
−
mΓ ,0,1
/R˜−
mΓ,0,1
 C˜−
mΓ ,0,1
R˜−
mΓ,0,1
/R˜−
mΓ,0,1
×
S3. We let ψ˜
−
Γ,1 = θ˜
−
Γ,1 × χ2, ψ˜
−,(1)
Γ,1
= θ˜−
Γ,1 × χ1, and ψ˜
−,(−1)
Γ,1
= θ˜−
Γ,1 × χsign. Let z ∈ Z(G˜Γ,1) be of
order 2. Then by Remark 5.20, zˆψ˜−
Γ,1 = ψ˜
−
Γ,1 and zˆψ˜
−,(1)
Γ,1 = ψ˜
−,(−1)
Γ,1 We let C˜
−,(0)
Γ,1 = {ψ˜
−
Γ,1} and
C˜
−,(1)
Γ,1 = {ψ˜
−,(1)
Γ,1 , ψ˜
−,(−1)
Γ,1 }. Then C˜
−,(k)
Γ,1 is the set of irreducible characters of N˜
−
mΓ ,0,1
/R˜−
mΓ,0,1
lying
over θ˜−
Γ,1 of defect k, for k = 0, 1.
Now consider R+
mΓ,0,2
. As above, let θ˜+
Γ,2 := θ˜Γ ⊗ I22 . Then N˜
+
mΓ ,0,2
= R˜+
mΓ,0,2
C˜+
mΓ,0,2
M˜+
mΓ,0,2
and
θ˜+
Γ,2 is N˜
+
mΓ ,0,2
+invariant. Moreover, ν(N˜+
mΓ ,0,2
/R˜+
mΓ,0,2
N+
mΓ ,0,2
) = 1, M˜+
mΓ,0,2
R˜+
mΓ,0,2
/R˜+
mΓ,0,2
 GO+4 (2)
and N˜+
mΓ ,0,2
/R˜+
mΓ,0,2
 C˜+
mΓ,0,2
R˜+
mΓ,0,2
/R˜+
mΓ,0,2
× GO+4 (2). For the characters of GO
+
4 (2), we use the
notation in Remark 5.20. We let ψ˜+,(1)
Γ,2 = θ˜
+
Γ,2 × χ1 and ψ˜
+,(2)
Γ,2 = θ˜
+
Γ,2 × χ2. Let z ∈ Z(G˜Γ,1) be of
order 2. Then by Remark 5.20, zˆψ˜+,(1)
Γ,2
= ψ˜
+,(2)
Γ,2
. We let C˜ +,(1)
Γ,2
= {ψ˜
+,(1)
Γ,2
, ψ˜
+,(2)
Γ,2
}. Then C˜ +,(1)
Γ,2
is the
set of irreducible characters of N˜+
mΓ ,0,2
/R˜+
mΓ,0,2
lying over θ˜+
Γ,2 of defect 1. Note that N˜
+
mΓ ,0,2
/R˜+
mΓ,0,2
does not have defect 0 characters.
We recall the set C˜Γ,γ,c := dz(N˜Γ,γ,c(θ˜Γ,γ,c)/R˜Γ,γ,c | θ˜Γ,γ,c) or dz(N˜Γ,γ,c(θ˜Γ,γ,c)/D˜Γ,γ,c | θ˜Γ,γ,c) as in
§3.E, which was constructed in [2, 3, 5, 6].
Now we keep the notation and assumptions of Proposition 5.26. Rewrite R˜ = R˜t1
1
× · · · × R˜
t1
u
with R˜i’s being basic subgroups such that R˜i and R˜ j are not conjugate if i , j. Recall that
we assume det(R˜1) ≥ · · · ≥ det(R˜u). Now we suppose that R = R˜ ∩ G provides a weight
of G, say (R, ϕ). Let ϕ˜ ∈ Irr(N˜/R˜ | ϕ). Then ϕ˜ is of defect ≤ ν(N˜/R˜N) by Lemma 5.1. If
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ν(N˜/R˜N) = 0, then (R˜, ϕ˜) is a weight of G˜ which was constructed in §3.E. So we assume that
d := ν(N˜/R˜N) > 0. We also view ϕ˜ as a character of N˜. Let θ˜ ∈ Irr(R˜C˜ | ϕ˜). Then θ˜ is of defect
≤ ν(N˜/R˜N) when viewed as a character of R˜C˜/R˜. Note that C˜R˜ = (C˜1R˜1)
t1 × · · · × (C˜uR˜u)
tu . We
let
(5.27) θ˜ =
u∏
i=1
vi∏
j=1
θ˜
ti j
i j
,
where θ˜i j ∈ Irr(C˜iR˜i/R˜i) and ti =
∑vi
j=1 ti j such that θ˜i j1 , θ˜i j2 if j1 , j2. Then N˜(θ˜)/R˜ =∏u
i=1
∏vi
j=1
(N˜i(θ˜i j)/R˜i) ≀ S(ti j) since (N˜i(θ˜i j) ≀ S(ti j))/R˜
ti j
i
 (N˜i(θ˜i j)/R˜i) ≀ S(ti j). The irreducible
character ψ˜ of N˜(θ˜) covering θ and satifies that ϕ˜ = IndN˜
N˜(θ˜)
ψ˜ is then expressible as
(5.28) ψ˜ =
u∏
i=1
vi∏
j=1
ψ˜i j,
where ψ˜i j is an irreducible character of (N˜i(θ˜i j)/R˜i) ≀S(ti j) covering the character θ˜
ti j
i j
of the base
subgroup.
Suppose that we are not in one of the cases (4.23), (4.36) and (4.46). Then by Proposition
5.26 (1), we may assume that t1 = 1 and ν(mi) = 0 for any i > 1 without loss of generality. Also
c1 = 0 since we assume d := ν(N˜/R˜N) > 0. We abbreviate θ˜1 j, ψ˜1 j to θ˜1, ψ˜1 respectively. Also,
θ˜ is of defect ν(N˜/R˜N) when viewed as a character of R˜C˜/R˜ and then ϕ˜ is of defect ν(N˜/R˜N).
These implies that θ˜1 is of defect ν(N˜1/R˜1N1) when viewed as a character of R˜1C˜1/R˜1, and θ˜i j
is of defect 0 when viewed as a character of R˜iC˜i/R˜i for i > 1 and 1 ≤ j ≤ vi. Since ϕ˜ is
of defect ν(N˜/R˜N), we know ψ˜ is of defect ν(N˜/R˜N) when viewed as a character of N˜(θ˜)/R˜
by Lemma 5.1. From this, ψ˜1 is of defect ν(N˜1/R˜1N1) and ψ˜i j is of defect 0 as a character of
(N˜i(θ˜i j)/R˜i) ≀S(ti j) for i > 1, 1 ≤ j ≤ vi.
For i > 1, let ζ˜i jk be the irreducible characters of N˜i(θ˜i j) covering θ˜i j, and having defect 0
as characters of N˜i(θ˜i j)/N˜i, where k ranges over a set depending on i, j. Then the construction
of ψ˜i j can be found in the proof of [2, (4C)], [3, (3B)], [5, (3B)] and [6, (4D)] and we state as
follows: ψ˜i j = Ind
N˜i(θ˜i j)≀S(ti j)
N˜i(θ˜i j)≀
∏
k S(ti jk)
(
∏
k ζ˜
ti jk
i jk
·
∏
k=1 φλi jk), where ti j =
∑
k ti jk,
∏
k ζ˜
ti jk
i jk
is the extension of∏
k ζ˜
ti jk
i jk
to N˜i(θ˜i j) ≀S(ti jk), λi jk ⊢ ti jk is an ℓ-core, and φλi jk is the character ofS(ti jk) corresponding
to λi jk.
The pair (R˜1, θ˜1) is of type (R˜
(d)
Γ
, θ˜
(d)(t)
Γ
), (R˜(d)
Γ,γ
, θ˜
(d)(t)
Γ,γ
), or (R˜Γ1,Γ2 , θ˜
(t)
Γ1,Γ2
). Note that (R˜Γ1,Γ2 , θ˜
(t)
Γ1,Γ2
)
occurs only when d = ν(q − η). Then ψ˜1 is in C˜
(d)(t)
Γ
, C˜ (d)(t)
Γ,γ
or C˜ (t)
Γ1,Γ2
respectively. If we change
t and keep other parametrizations, then we obtain a new θ˜ and then a new ψ˜ and a new ϕ˜. It
can be checked that the restriction of ϕ˜ to N remain unchanged. Thus in order to classify the
weights of G, it suffices to let t = 1.
Now suppose that we are in the case (4.23). Then ℓ = 3 and a = 1. By Proposition 5.26 (2),
we may assume that there exists at most one i0 such that ν(mi0) , 0. Let I be the set of i such
that R˜i = R˜m,0,1 for some 3 ∤ m. First let ν(mi) = 0 for all i. Then 3 ∤ | det(N˜i)| if i < I. If ϕ˜ is
of defect 0, i.e., (R˜, ϕ˜) is a weight of G˜, then its construction is as in §3.E. We assume that ϕ˜ is
of defect 1, then ψ˜ is of defect 1 too. We write ψ˜ = ψ˜(1) × ψ˜(2), where ψ˜(1) =
∏
i∈I
∏vi
j=1 ψ˜i j and
ψ˜(2) =
∏
i<I
∏vi
j=1
ψ˜i j.
Suppose that ψ˜(2) is of defect 1 as a character of
∏
i<I(N˜i(θ˜i j)/R˜i)≀S(ti j). Then ψ˜
(1) is of defect
0 as a character of
∏
i∈I(N˜i(θ˜i j)/R˜i) ≀ S(ti j) and its construction is as in §3.E. If z ∈ O3(Zq−η),
then by Remark 5.17, zˆψ˜(1) = ψ˜(1). Therefore, zˆϕ˜ = ϕ˜ since 3 ∤ det(Ni) for all i. Then 3 | κN˜N(ϕ˜)
and then ϕ is of defect 1 as a character of N/R. This is a contradiction.
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Thus ψ˜(2) is of defect 0 as a character of
∏
i<I(N˜i(θ˜i j)/R˜i) ≀ S(ti j), then ψ˜i j is of defect 0 as
a character of (N˜i(θ˜i j)/R˜i) ≀ S(ti j) for i < I, 1 ≤ j ≤ vi. On the other hand, ψ˜
(1) is of defect
1 as a character of
∏
i∈I(N˜i(θ˜i j)/R˜i) ≀ S(ti j). This implies that there exist a unique k such that
tk = 1, and ψ˜k := ψ˜k1 is of defect 1 as a character of N˜k/R˜k. The pair (R˜k, θ˜k) is of type (R˜Γ,1, θ˜Γ,1)
and ψ˜k ∈ C˜
(1)
Γ,1 . In addition, ψ˜i j is of defect 0 as a character of (N˜i(θ˜i j)/R˜i) ≀ S(ti j) for i < {k},
1 ≤ j ≤ vi. For 1 , z ∈ O3(Zq−η), by Remark 5.17, we have zˆϕ˜ , ϕ˜. Thus 3 ∤ κN˜N(ϕ˜) and then ϕ
is of defect 0 as a character of N/R.
Now assume that there exists a unique i0 such that ν(mi0) , 0. Then by Corollary 5.24,
ψ(2) is of defect 1 and then ψ(1) is of defect 0. This implies ψ˜i j is of defect 0 as a character of
(N˜i(θ˜i j)/R˜i) ≀S(ti j) for i , i0, 1 ≤ j ≤ vi. Also, ti0 = 1 and the pair (R˜i0 , θ˜i0) is of type (R˜
(1)
Γ
, θ˜
(1)(t)
Γ
),
(R˜(1)
Γ,γ
, θ˜
(1)(t)
Γ,γ
), or (R˜Γ1,Γ2 , θ˜
(t)
Γ1,Γ2
). Then ψ˜i0 is in C˜
(1)(t)
Γ
, C˜ (1)(t)
Γ,γ
or C˜ (t)
Γ1,Γ2
respectively. Similar as the
argument above, it suffices to let t = 1. For 1 , z ∈ O3(Zq−η), by Remark 5.17, we have zˆϕ˜ , ϕ˜.
Thus 3 ∤ κN˜
N
(ϕ˜) and then ϕ is of defect 0 as a character of N/R.
The cases (4.36) and (4.46) are entirely similar with the case (4.23) above.
5.D Classification of weights of SLn(q) and SUn(q). Now we give a classification of weights
ofG = SLn(ηq). We consider not only ℓ | q−η but all prime ℓ from now on. First we define a set
Alp′(G˜), with the labeling set iAlp(G˜) (defined as in (§3.E)), consisting of some G˜-conjugacy
classes of pairs (R˜, ϕ˜), where R˜ is a special radical subgroup of G˜, ϕ˜ ∈ Irr(NG˜(R˜)/R˜) such that
(R, ϕ) is a weight of G for R = R˜ ∩G and ϕ ∈ Irr(NG(R) | ϕ˜).
We start from Alp(G˜), the set of G˜-conjugacy classes weights of G˜ with the labeling set
iAlp(G˜). For (R˜, ϕ˜) ∈ Alp(G˜), if R˜ is not special (then ℓ | gcd(n, q − η) by [23, Lemma 5.3]),
then we make the change as follows.
First assume “ℓ is odd” or “ℓ = 2 and 4 | q − η”. Suppose that R˜ = R˜t11 × R˜
t2
2 × · · · × R˜
tu
u
is a direct product of basic subgroups with R˜i = R˜mi,αi,γi,ci and a(R˜1) ≤ · · · ≤ a(R˜u). Of course,
ν(mi) = 0 and a(R˜i) = γi for every 1 ≤ i ≤ u since R˜ provides some weight of G˜ (see §3.E). We
will use the notation in §3.E and §5.C. Note that R˜ = R˜+, N˜ = N˜+, C˜ = C˜+, ϕ˜ = ϕ˜+, θ˜ = θ˜+ and
ψ˜ = ψ˜+. Also, θ˜ =
∏
i
∏
j θ˜
ti j
i j
similar as (5.27) and ψ˜ =
∏
i
∏
j ψ˜i j similar as (5.28), where ψ˜i j is
a character of form (3.23). Since R˜ is not special, by Proposition 4.24 and 4.37, exactly one of
the following cases occurs.
Case (i). t1 = 1, c1 = 0, γ1 < a, α1 > 0 and γi > γ1 (i.e., a(R˜i) > a(R˜1)) if i > 1. Then
we replace R˜ by R˜′ = R˜′1 ×
∏
i>1 R
ti
i
with R˜′1 = R˜m′1,α
′
1
,γ1 , where m
′
1 = m1ℓ
min{α1,a−γ1 ,γ2−γ1} and
α′1 = α1−min{α1, a−γ1, γ2−γ1}. We abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1 and then θ˜ = θ˜1×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 ×
∏
i>2
∏
j ψ˜i j. Suppose that θ˜1 = θ˜Γ,γ1 , ψ˜1 = ψ˜Γ,γ1 . Then we replace θ˜, ψ˜, ϕ˜
by θ˜′ = θ˜′1 ×
∏
i>1
∏
j θ˜
ti j
i j
, ψ˜′ = ψ˜′1 ×
∏
i>1
∏
j ψ˜i j, ϕ˜
′
= IndN˜
N˜(θ˜′)
ψ˜′ respectively, where θ˜′1 =
θ˜
(min{α1,a−γ1 ,γ2−γ1})
Γ,γ
, ψ˜′1 = ψ˜
(min{α1,a−γ1 ,γ2−γ1})
Γ,γ
.
Case (ii). t1 = t2 = 1, R˜1 = R˜m1,0, R˜2 = R˜m2,0, ν(m1 + m2) ≥ a and γi ≥ a if i > 2. Then we
replace R˜ by R˜′ = R˜′1 ×
∏
i>2 R
ti
i
with R˜′1 = R˜m1+m2,0. We abbreviate θ˜i1, ψ˜i1 as θ˜i, ψ˜i for i = 1, 2,
then θ˜ = θ˜1 × θ˜2 ×
∏
i>2
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 × ψ˜2 ×
∏
i>2
∏
j ψ˜i j. Suppose that θ˜i = θ˜Γi , ψ˜i = ψ˜Γi for
i = 1, 2. Then we replace θ˜, ψ˜, ϕ˜ by θ˜′ = θ˜′1×
∏
i>2
∏
j θ˜
ti j
i j
, ψ˜′ = ψ˜′1×
∏
i>2
∏
j ψ˜i j, ϕ˜
′
= IndN˜
N˜(θ˜′)
ψ˜′
respectively, where ψ˜′1 = θ˜
′
1 = θ˜Γ1,Γ2.
Case (iii). ℓ = 3, a = 1, t1 = 1, R˜1 = R˜m1,0,0,1 and γi > 0 if i > 1. Then we replace R˜ by
R˜′ = R˜′1 ×
∏
i>1 R
ti
i
with R˜′1 = R˜m1,0,1. We abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1, then θ˜ = θ˜1 ×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 ×
∏
i>1
∏
j ψ˜i j. Let θ˜1 = θ˜Γ ⊗ I3. Assume that ζ1 and ζ2 are the irreducible characters
of GL1(3). Then ψ˜1 = θ˜1 × ζk for k ∈ {1, 2}. We fix θ˜, and replace ψ˜, ϕ˜ by ψ˜
′
= ψ˜′1 ×
∏
i>1
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜)
ψ˜′ respectively, where ψ˜′1 = ψ˜
(ka)
Γ,1
.
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Case (iv). ℓ = 2, a = 2, t1 = 1, R˜1 = R˜m1,0,0,1 and γi > 0 if i > 1. Then we replace R˜ by
R˜′ = R˜′1×
∏
i>1 R
ti
i
with R˜′1 = R˜m1,0,1. We abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1 and then θ˜ = θ˜1×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 ×
∏
i>1
∏
j ψ˜i j. Let θ˜1 = θ˜Γ ⊗ I2. We fix θ˜, and replace ψ˜, ϕ˜ by ψ˜
′
= ψ˜′1 ×
∏
i>1
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜)
ψ˜′ respectively, where ψ˜′1 = ψ˜
(1)
Γ,1.
Now let ℓ = 2 and 4 | q + η. Suppose that R˜ = R˜t1
1
× R˜
t2
2
× · · · × R˜
tu
u is a direct product of
basic subgroups with R˜i = D˜mi,αi,γi,ci and det(R˜1) ≥ · · · ≥ det(R˜u). Of course, ν(mi) = 0 for every
1 ≤ i ≤ u. We also use the notation in §3.E and §5.C. Note that R˜ = R˜+, N˜ = N˜+, C˜ = C˜+,
ϕ˜ = ϕ˜+, θ˜ = θ˜+ and ψ˜ = ψ˜+. Also, θ˜ =
∏
i
∏
j θ˜
ti j
i j
and ψ˜ =
∏
i
∏
j ψ˜i j similar as above. since R˜ is
not special, by Proposition 4.47, exactly one of the following cases occurs.
Case (v). t1 = 1, R˜1 = D˜m1,α1,0,0 = R˜m1,α1 (with α1 > 1) and det(R˜i) = 1 for i > 1. Then
we replace R˜ by R˜′ = R˜′1 ×
∏
i>1 R
ti
i
with R˜′1 = R˜m′1,α
′
1
, where m′1 = 2m1 and α
′
1 = α1 − 1. We
abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1, then θ˜ = θ˜1 ×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 ×
∏
i>2
∏
j ψ˜i j. Suppose that
θ˜1 = θ˜Γ, ψ˜1 = ψ˜Γ. Then we replace θ˜, ψ˜, ϕ˜ by θ˜
′
= θ˜′1 ×
∏
i>1
∏
j θ˜
ti j
i j
, ψ˜′ = ψ˜′1 ×
∏
i>1
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜′)
ψ˜′ respectively, where θ˜′1 = θ˜
(1)
Γ
, ψ˜′1 = ψ˜
(1)
Γ
.
Case (vi). t1 = t2 = 1, R˜1 = D˜m1,0,0,0 = R˜m1,0, R˜2 = D˜m2,0,0,0 = R˜m2,0 and det(R˜i) = 1 for i > 2.
Then we replace R˜ by R˜′ = R˜′1 ×
∏
i>2 R
ti
i
with R˜′1 = R˜m1+m2,0. We abbreviate θ˜i1, ψ˜i1 as θ˜i, ψ˜i for
i = 1, 2, then θ˜ = θ˜1 × θ˜2 ×
∏
i>2
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 × ψ˜2 ×
∏
i>2
∏
j ψ˜i j. Suppose that θ˜i = θ˜Γi ,
ψ˜i = ψ˜Γi for i = 1, 2. Then we replace θ˜, ψ˜, ϕ˜ by θ˜
′
= θ˜′1 ×
∏
i>2
∏
j θ˜
ti j
i j
, ψ˜′ = ψ˜′1 ×
∏
i>2
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜′)
ψ˜′ respectively, where ψ˜′1 = θ˜
′
1 = θ˜Γ1,Γ2 .
Case (vii). t1 = 2, R˜1 = D˜m1,0,0,0 = R˜m1,0, and det(R˜i) = 1 for i > 1. Then we replace
R˜ by R˜′ = R˜′1 ×
∏
i>1 R
ti
i
with R˜′1 = R˜2m1,0. Note that θ˜ = θ˜11 × θ˜12 ×
∏
i>2
∏
j θ˜
ti j
i j
and ψ˜ =
ψ˜11× ψ˜12×
∏
i>1
∏
j ψ˜i j. Suppose that θ˜1i = θ˜Γi , ψ˜1i = ψ˜Γi for i = 1, 2. Then we replace θ˜, ψ˜, ϕ˜ by
θ˜′ = θ˜′1×
∏
i>1
∏
j θ˜
ti j
i j
, ψ˜′ = ψ˜′1×
∏
i>1
∏
j ψ˜i j, ϕ˜
′
= IndN˜
N˜(θ˜′)
ψ˜′ respectively, where ψ˜′1 = θ˜
′
1 = θ˜Γ1,Γ2 .
Case (viii). t1 = 1, R˜1 = D˜m1 ,0,0,2 = R˜m1,0,0,2 and det(R˜i) = 1 for i > 1. Then we replace R˜ by
R˜′ = R˜′1 ×
∏
i>1 R
ti
i
with R˜′1 = R˜
+
m1,0,2
. We abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1, then θ˜ = θ˜1 ×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1×
∏
i>1
∏
j ψ˜i j. Let θ˜1 = θ˜Γ⊗ I22 . We fix θ˜, and replace ψ˜, ϕ˜ by ψ˜
′
= ψ˜′1×
∏
i>1
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜)
ψ˜′ respectively, where ψ˜′1 = ψ˜
+,(1)
Γ,2 .
Case (ix). t1 = 1, a = 2, R˜1 = D˜m1 ,0,0,1 = S˜ m1,1 and det(R˜i) = 1 for i > 1. Then we replace R˜
by R˜′ = R˜′1×
∏
i>1 R
ti
i
with R˜′1 = R˜
−
m1,0,1
. We abbreviate θ˜11, ψ˜11 as θ˜1, ψ˜1, then θ˜ = θ˜1×
∏
i>1
∏
j θ˜
ti j
i j
and ψ˜ = ψ˜1 ×
∏
i>1
∏
j ψ˜i j. Let θ˜1 = θ˜Γ ⊗ I2. We fix θ˜, and replace ψ˜, ϕ˜ by ψ˜
′
= ψ˜′1 ×
∏
i>1
∏
j ψ˜i j,
ϕ˜′ = IndN˜
N˜(θ˜)
ψ˜′ respectively, where ψ˜′1 = ψ˜
−,(1)
Γ,1
.
Let (s, λ,K) ∈ iAlp(G˜) be the parametrization for (R˜, ϕ˜) ∈ Alp(G˜). If R˜ is special, then we
take (R˜′, ϕ˜′) = (R˜, ϕ˜). If R˜ is not special, then we take (R˜′, ϕ˜′) as in the above cases (i.e., Cases
(i)–(ix)). Also, we take (s, λ,K) to be the parametrization for (R˜′, ϕ˜′). Now we obtain a set
Alp′(G˜) containing the pairs (R˜′, ϕ˜′) and a bijection
(5.29) Ξ : Alp(G˜) → Alp′(G˜), (R˜, ϕ˜) 7→ (R˜′, ϕ˜′).
Then Alp′(G˜) has the labeling set iAlp(G˜) and from this we classify the weights of G.
Lemma 5.30. Let (R˜, ϕ˜) ∈ Alp(G˜) and (R˜′, ϕ˜′) = Ξ(R˜, ϕ˜). Then R˜ ∩ G and R˜′ ∩ G are G˜-
conjugate.
Proof. This follows from the arguments above case by case directly. 
Proposition 5.31. (i) For (R˜′, ϕ˜′) ∈ Alp′(G˜), if we let R = R˜′ ∩ G and ϕ ∈ Irr(NG(R) | ϕ˜
′),
then (R, ϕ) is a weight of G.
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(ii) For (R, ϕ) ∈ Alp(G), there exists g ∈ G˜ and (R˜′, ϕ˜′) ∈ Alp′(G˜) such that Rg = R˜′ ∩ G and
ϕg ∈ Irr(NG(R) | ϕ˜
′)
Proof. This follows from the construction in §5.C when ℓ | q− η and follows by [23, Rmk. 5.6]
when ℓ ∤ gcd(n, q − η). 
Remark. Using the methods of [43] and [23], we can consider the actions of groups D and
Linℓ′(G˜/G) on Alp
′(G˜). As a consequence, Ξ is Linℓ′(G˜/G)⋊ D-equivariant.
We mention that for Proposition 5.31, if none of (4.23) (4.36) and (4.46) holds for R˜ and
t ∈ Oℓ(N˜/R˜N) ≤ Oℓ(G˜/G), then tˆϕ˜ = ϕ˜ by the construction in §5.C. Thus using Lemma 4.22,
4.35, 4.45, we have the following result.
Corollary 5.32. Suppose that (R˜′, ϕ˜′) ∈ Alp′(G˜). Then
• |G˜ : GNG˜(R˜
′)| is an ℓ-number,
• κ
NG˜(R˜
′)
NG(R˜′)
(ϕ˜′) is an ℓ′-number if none of (4.23), (4.36) and (4.46) holds for R˜′.
Now we determine the weights of G covered by a given weight of G˜.
Proposition 5.33. Let (R˜, ϕ˜) ∈ Alp(G˜), (R˜′, ϕ˜′) = Ξ(R˜, ϕ˜), R = R˜′ ∩ G and ϕ ∈ Irr(NG(R) | ϕ˜
′).
Then the weights of G covered by (R˜, ϕ˜) is just the G˜-conjugacy class of (R, ϕ).
Proof. If R˜ is special, then this proposition follows by Lemma 2.1 easily. Now we assume that
R˜ is not special which means one of Cases (i)–(ix) occurs. In particular, ℓ | q − η.
Assume that it is Case (i). We consider a special case first. Let R˜ = R˜Γ and R˜
′
= R˜
(k)
Γ
for
suitable k such that the hypothesis of Case (i) holds. Let θ˜ = θ˜Γ and θ˜
′
= θ˜
(k)
Γ
. For convenience,
we replace R˜ by some conjugacy group so that R˜′ ≤ R˜. We also denote R = R˜∩G, N˜′ = NG˜(R˜
′),
C˜′ = CG˜(R˜
′), N˜ = NG˜(R˜), C˜ = CG˜(R˜), N = NG(R). Then N˜
′
θ˜′
= C˜′ and N˜θ˜ = C˜. We consider the
weight (R˜, ϕ˜) with ϕ˜ = IndN˜
C˜
θ˜ and (R˜′, ϕ˜′) ∈ Alp′(G˜) with ϕ˜′ = IndN˜
C˜
θ˜′. Then (R˜′, ϕ˜′) = Ξ(R˜, ϕ˜).
By [11, (3.2)], (R˜′, θ˜′) is a B˜Γ-pair. On the other hand, the block B˜Γ has a unique weight (R˜, ϕ˜).
Thus a weight of G is covered by (R˜, ϕ˜) if and only if it belongs to a block of G covered by B˜Γ.
Let (R, ϕ) be a weight of G covered by (R˜, ϕ˜) and ϕ˜′′ ∈ Irr(NG˜(R)/R˜
′ | ϕ). Then ϕ′′ belongs to a
block of N covered by B˜Γ. According to [37, Lemma 2.3] and the construction in §5.C, ϕ˜
′′ lies
over θ˜′ and we may assume that ϕ˜′′ = ϕ˜′. So ϕ ∈ Irr(N | ϕ˜′) and this proves the assertion in this
case.
For general case of Case (i), we write R˜ = R˜1 ×
∏u
i=1 R
ti
i
and R˜′ = R˜′1 ×
∏u
i=1 R
ti
i
. Then
the normalizers have the form NG˜(R˜) = N˜1 × N˜≥2, NG˜(R˜
′) = N˜′1 × N˜≥2 with N˜1 ≤ N˜
′
1. Let N1
and N′1 be the subgroups of N˜1 and N˜
′
1 consisting of matrices whose determinant is in det(N˜≥2).
Then N1 × N˜≥2 ≤ NG(R˜) and N
′
1 × N˜≥2 ≤ NG(R˜
′). From this, we replace NG(R˜) and NG(R˜
′) by
N1 × N˜≥2 and N
′
1 × N˜≥2 respectively, then the difference only comes from the first component.
Therefore we may assume u = 1. In addition, when γ > 0, we assume θ˜Γ,γ ∈ Irr(CG˜(R˜) | ϕ˜), and
θ˜
(k)
Γ,γ
∈ Irr(CG˜(R˜
′) | ϕ˜′) for a suitable k. Then NG˜(R˜)θ˜/R˜ = C˜Γ,γR˜Γ,γ/R˜Γ,γ × M˜ and NG˜(R˜
′)θ˜′/R˜
′
=
C˜
(k)
Γ,γ
R˜
(k)
Γ,γ
/R˜
(k)
Γ,γ
× M˜ with M˜  Sp2γ(ℓ). So the case now follows by reduction to the preceding
case. In fact, if R˜ = R˜Γ,γ and (R˜, ϕ˜) is a weight of G˜, then (R˜, ϕ˜) is the unique weight in the block
of G containing it and then the proof is similar as the above paragraph. This proposition can be
deduced by an entirely analogous method for Case (ii). Moreover, Case (v) is similar with Case
(i), while Case (vi) and Case (vii) are analogous with Case (ii).
Now assume that it is Case (iii). Then ℓ = 3, a = 1. As in the above paragraph, we may
assume that R˜ = R˜Γ,0,1 and R˜
′
= R˜Γ,1 with αΓ = 0. Let R = R˜
′ ∩G. For convenience, we replace
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R˜ by some conjugacy group such that R˜′ ≤ R˜. Also we assume θ˜Γ,0,1 ∈ Irr(R˜Γ,0,1C˜Γ,0,1 | ϕ˜)
and θ˜Γ,1 ∈ Irr(R˜Γ,1C˜Γ,1 | ϕ˜
′). By direct calculation, there exist a group C˜ such that NG˜(R˜)/R˜ 
C˜ ×GL1(3) and NG˜(R˜
′)/R˜′  C˜ × SL2(3). Also NG(R˜)/R  C×GL1(3) and NG(R˜
′)/R  C×Q8.
Here C˜ can be regarded as a subgroup of C˜Γ,0,1 or C˜Γ,1 and θ˜Γ,0,1 coincides with θ˜Γ,1 as a character
of C˜ and C ≤ C˜. From this we may write ϕ˜ = θ˜ × ξ and ϕ˜′ = θ˜ × ζ˜. Here, ζ˜ is χ1a or χ2a and
ξ ∈ Irr(GL1(3)). Let ϕ ∈ Irr(NG(R˜) | ϕ˜) and ϕ
′ ∈ Irr(NG(R˜
′) | ϕ˜′). We can take ϕ = θ × ξ and
ϕ′ = θ × ζ, where θ ∈ Irr(C | θ˜), ζ ∈ Irr(Q8 | ζ˜). By the construction, ζ is either of degree
2 or 1Q8 . On the other hand, when considering the Dade–Glauberman–Nagao correspondence
between characters of NG(R)/R and NG(R˜)/R˜, we only need to consider the characters of Q8
and GL1(3). By [50, Thm. 5.2], the Dade–Glauberman–Nagao correspondence can be given
by considering the irreducible constituents of restrictions of characters from Q8 to GL1(3). By
comparing the degrees of irreducible characters of Q8 and GL1(3), one knows that the images
of the irreducible character of degree 2 of Q8 and 1Q8 are the non-trivial irreducible character
and 1GL1(3) of GL1(3) respectively. From this, we can choose suitable ϕ and ϕ
′ such that ϕ′
corresponds to ϕ via the Dade–Glauberman–Nagao correspondence. Case (iv), (viii) and (ix)
are similar to Case (iii) and this completes the proof. 
6 An equivariant bijection
For a partition µ = (m1,m2, . . . ,mt), denote |µ| = m1 + m2 + · · · + mt and write µ
′ for
the transposed partition. Set ∆(µ) = gcd(m1,m2, . . . ,mt). Let d be a positive integer, then µ
is uniquely determined by its d-core and d-quotient (for the definitions, see for instance [34,
§2.7]).
Recall that we always assume ℓ is a prime different from p. Note that we do not always
assume that ℓ | q−η in this section. By [15, Thm. 14.4], E(G˜, ℓ′) := ∪sE(G˜, s) is a basic set of G˜,
where s runs through the semisimple ℓ′-elements of G˜. In addition, by [29], the decomposition
matrix with respect to E(G˜, ℓ′) is unitriangular. Thus the irreducible Brauer characters of G˜ can
be parametrized by the subset i IBr(G˜) of i Irr(G˜), containing G˜-conjugacy classes of pairs (s, µ)
with s a semisimple ℓ′-element; see [43]. Then the group Oℓ′(Zq−η) acts on i IBr(G˜). Denote
the irreducible Brauer character corresponding to (s, µ)G˜ by ψ˜s,µ if no confusion exists. We also
denote by ∆(µ′) the greatest common divisor of the ∆(µ′
Γ
).
Theorem 6.1 ([36],[18]). (1) ζˆψ˜s,µ = ψ˜ζs,ζ.µ for ζ ∈ Oℓ′(Zq−η).
(2) IBr(G) is the disjoint union of IBr(G | ψ˜s,µ), where (s, µ)
G˜ runs over a set of representatives
of Oℓ′(Zq−η)-orbits on i IBr(G˜) and
(κG˜Gψ˜s,µ)ℓ′ = |{ζ ∈ Oℓ′(Zq−η) | ζ.(s, µ)
G˜
= (s, µ)G˜}|
and (κG˜
G
ψ˜s,µ)ℓ = gcd(q − η,∆(µ
′))ℓ.
Remark 6.2. In [18], the author constructs an Aut(G)-stable basic set E ofG. Using the notation
of [18, §4.4], we have a basic set E˜′, obtained from E(G˜, ℓ′) by replacing its character χ˜ by a
suitable χ˜′ through a process described there. This basic set E˜′ satisfies that the decomposition
matrix with respect to E˜′ of G˜ is unitriangular and the irreducible constituents of the restrictions
of characters in E˜′ to G form a unitriangular basic set for G. It can be checked directly from
the construction of E˜′ in [18, §4.4] that the bijection E(G˜, ℓ′) → E˜′, χ˜ 7→ χ˜′ is Linℓ′(G˜/G)⋊ D-
equivariant. Therefore, there is a Linℓ′(G˜/G) ⋊ D-equivariant bijection between E˜′ and IBr(G˜)
by [16, Lemma 7.5] or [18, Lemma 2.3].
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We will recall the bijection between IBr(G˜) and Alp(G˜) constructed in [2, 3, 5, 6]. This
construction depends on [2, (1A)] and the notion of the ℓ-core tower is used there. In order to
make the bijection satisfy condition (ii) (b) of Theorem 2.2, we strengthen [2, (1A)].
For a positive integer m, we denote by Um the set of partitions of m. Let Um(γ) be the set
of partitions µ ∈ Um such that ν(∆(µ
′)) = γ for γ ≥ 0. ThenUm =
∐
γ≥0
Um(γ). It is well-known
that the irreducible characters of the symmetric group Sm are in bijection with Um (cf. [34,
Thm. 2.1.11]). Denote p(m) := |Um|.
Let δ, γ be non-negative integers. DenoteMδ := { (δ, j) | j ∈ Z, 1 ≤ j ≤ ℓδ } andMδ(γ) :=
{ (δ, j) ∈ Mδ | ℓ
δ−γ−1 < j ≤ ℓδ−γ } for 0 ≤ γ ≤ δ. ThenMδ =
∐
0≤γ≤δ
Mδ(γ). LetM =
∐
δ≥0
Mδ.
Let Dm be the set of assignments f : M → {ℓ-cores} such that
∑
δ, j
ℓδ| f (δ, j)| = m. For
f ∈ Dm, we call the degree of f the minimal integer γ satisfying that there exists (δ, j) ∈ Mδ(γ)
such that f (δ, j) is not empty. Write deg( f ) for the degree of f ∈ Dm. LetDm(γ) denote the set
of all f ∈ Dm such that deg( f ) = γ for γ ≥ 0.
Lemma 6.3. With the notation above, there exists a bijection πm : Um → Dm such that
πm(Um(γ)) = Dm(γ) for every γ ≥ 0. In particular, for µ ∈ Um, we have ν(∆(µ
′)) = deg(πm(µ)).
Proof. First note that it suffices to show that |Um(γ)| = |Dm(γ)| for every γ ≥ 0. Let a =
ν(m). If c ≥ 0 satisfies that ℓc | m, then
∐
γ≥c
Um(γ) is in bijection with Um/ℓc . This implies∑
γ≥c
|Um(γ)| = p(m/ℓ
c). Also note that the set Um(γ) is empty when ℓ
γ ∤ m. Hence |Um(γ)| =
p(m/ℓγ) − p(m/ℓγ+1) if 0 ≤ γ < a, |Um(a)| = p(m/ℓ
a), and |Um(γ)| = 0 if γ > a.
Every µ ∈ Um(γ) is determined by its tower of ℓ-cores {λ
δ
j
} where the indices (δ, j) are
such that δ ≥ 0, and for fixed δ, 0 < j ≤ ℓδ. We give the definition of ℓ-core towers
as follows. The ℓ-core λδ
j
are recursively defined as follows. For δ = 0, let µ0
1
= µ, and
let λ01 and (µ
1
1, µ
1
2, . . . , µ
1
ℓ
) be respectively the ℓ-core and the ℓ-quotient of µ01. More gener-
ally, if λδ−1
j
and (µδ
( j−1)ℓ+1
, µδ
( j−1)ℓ+2
, . . . , µδ
jℓ
) are already defined for 1 ≤ j ≤ ℓδ−1, let λδ
j
and
(µδ+1
( j−1)ℓ+1
, µδ+1
( j−1)ℓ+2
, . . . , µδ+1
jℓ
) be respectively the ℓ-core and the ℓ-quotient of µδ
j
for 1 ≤ j ≤ ℓδ.
Note that our definition of ℓ-core towers here is slightly different from that in the proof of [2,
(1A)] since for every δ the order of λδ
j
(1 ≤ j ≤ ℓδ) is changed. Then the mapping f : (δ, j) 7→ λδ
j
is an assignment inDm. The mapping τ : µ 7→ f is a bijection betweenUm andDm since every
partition is uniquely determined by its ℓ-core and ℓ-quotient, then |Um| = |Dm|.
Assume that integer c ≥ 0 satisfies that ℓc | m. Let f ∈
∐
γ≥c
Dm(γ), then | f (δ, j)| = 0 if
(δ, j) ∈ Mδ(h) with h < c, i.e. | f (δ, j)| = 0 if j > ℓ
δ−c or δ < c. Let µ = π−1m ( f ). Then λ
δ
j
is
empty if j > ℓδ−c or δ < c. So µδ
j
is empty with j > ℓδ−c and δ ≥ c. From this µ is uniquely
determined by µc1. Therefore
∑
γ≥c
|Dm(γ)| = p(m/ℓ
c) since µc1 is a partition of m/ℓ
c. Also Dm(γ)
is empty when ℓγ ∤ m. Hence |Dm(γ)| = p(m/ℓγ)− p(m/ℓγ+1) if 0 ≤ γ < a, |Dm(γ)| = p(m/ℓa) if
γ = a, and |Dm(γ)| = 0 if γ > a. So |Um(γ)| = |Dm(γ)| for every γ ≥ 0. From this there exists a
bijection πm : Um →Dm such that πm(Um(γ)) = Dm(γ) for every γ ≥ 0. 
Let C˜Γ,δ be defined as in (3.22). Noting that |C˜Γ,δ| = eΓℓ
δ by the proofs of [2, (4C)], [3, (3C),
(3D)], [5, (3C), (3D)] and [6, (4A), (4B)]. Now we give some modification for the set C˜Γ,δ when
ℓ | q − η. Let
C˜Γ,δ(γ) =
⋃
c:γ+|c|=δ
dz(N˜Γ,γ,c(θ˜Γ,γ,c)/R˜Γ,γ,c | θ˜Γ,γ,c)
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if ℓ is odd and ℓ | q − η or ℓ = 2, 4 | q − η, and
C˜Γ,δ(γ) =
⋃
c:γ+|c|=δ
dz(N˜Γ,γ,c(θ˜Γ,γ,c)/D˜Γ,γ,c | θ˜Γ,γ,c)
if ℓ = 2 and 4 | q+η. Then C˜Γ,δ =
∐
0≤γ≤δ
C˜Γ,δ(γ) and |C˜Γ,δ(γ)| = ℓ
δ−γ− ℓδ−γ−1 for 0 ≤ γ ≤ δ−1 and
|C˜Γ,δ(δ)| = 1. When labelling the elements of C˜Γ,δ = {ψ˜Γ,δ,i | 1 ≤ i ≤ ℓ
δ}, we set that ψ˜ = ψ˜Γ,δ,i for
ℓδ−γ−1 < i ≤ ℓδ−γ if and only if ψ˜ ∈ C˜Γ,δ(γ).
If ℓ | q−η, then we regard the sets C˜Γ,δ, C˜Γ,δ(γ), ∪δC˜Γ,δ asMδ,Mδ(γ),M respectively. Thus
for every (s, λ,K) ∈ iAlp(G˜) with K = KΓ, we can define deg(KΓ) to be the degree of KΓ as an
element of DmΓ(s). Define deg(K) := minΓ{deg(KΓ)}, where Γ runs over all elementary divisors
of s.
Lemma 6.4. Assume that ℓ | q − η. Let (R˜, ϕ˜) ∈ Alp(G˜) with label (s, λ,K), (R˜′, ϕ˜′) = Ξ(R˜, ϕ˜)
and R = R˜′ ∩ G, where Ξ is defined in (5.29). If it is not one of the cases (4.23), (4.36) and
(4.46) for R˜′, then |G˜ : GNG˜(R)| = gcd(q − η, ℓ
def(K)).
Proof. First note that G˜/GNG˜(R)  Zq−η/ det(NG˜(R)). Up to conjugacy, we can suppose that R˜
can be expressible as R˜ = R˜1 × · · · × R˜u, where R˜i = R˜mi,αi,γi,ci when ℓ is odd or ℓ = 2, 4 | q − η
and R˜i = D˜mi ,αi,γi ,ci when ℓ = 2 and 4 | q + η. Then deg(K) = mini{γi} since it is not one of the
cases (4.23), (4.36) and (4.46). Thus direct calculation of det(NG˜(R)) case by case shows this
lemma. 
The bijection between IBr(G˜) and Alp(G˜) constructed in [2, 3, 5, 6] comes from a bijec-
tion between i IBr(G˜) and iAlp(G˜); see also the proof of [43, Thm. 1.1]. Now we recall that
construction as follows.
Given (s, µ) in i IBr(G), we let λ =
∏
Γ λΓ where λΓ is the eΓ-core of µΓ. And we assume that
(µΓ,1, · · · , µΓ,eΓ) is the eΓ-quotient of µΓ. Then |µΓ,1| + · · · + |µΓ,eΓ | = wΓ where wΓ is determined
by mΓ(s) = |λΓ| + eΓwΓ. Since |CΓ,δ| = eΓℓ
δ, we can use [2, (1A)] to define KΓ. Thus, we get
(s, λ,K) in iAlp(G). The map (s, µ)G 7→ (s, λ,K)G is a bijection by [2, (1A)].
If ℓ ∤ q − η, we use the bijections as above. If ℓ | q − η, we assume further that when using
[2, (1A)] in the construction above, the bijections betweenUm andDm are chosen as in Lemma
6.3. From this we have chosen a bijection Ω˜ between IBr(G˜) and Alp(G˜) for both cases.
It turns out that with above combinatorial technique this bijection can be taken as the bijec-
tion Ω˜ required in part (ii) of Theorem 2.2. Recall that we identify IBr(G˜/G) with Linℓ′(G˜/G),
which is in bijection with Oℓ′(Z(G˜)).
Theorem 6.5. The bijection Ω˜ between IBr(G˜) and Alp(G˜) as above is equivariant under the
action of Linℓ′(G˜/G)⋊ D and can be chosen to satisfy
• Ω˜(IBr(G˜ | ν)) = Alp(G˜ | ν) for every ν ∈ Linℓ′(Z(G˜)),
• JG(ψ˜) = JG(Ω˜(ψ˜)) for every ψ˜ ∈ IBr(G˜).
In particular, Ω˜ satisfies the condition (ii) of Theorem 2.2.
Proof. The equivariance under the action of D is established in [43, Thm. 1.1] already, while
the equivariance under the action of Linℓ′(G˜/G)  Oℓ′(Zq−η) are given in [23, §5]. In fact,
for a weights (R˜, ϕ˜) of G˜ with label (s, λ,K) and ζ ∈ Oℓ′(Zq−η), by Theorem 3.25, (R˜, ζˆϕ˜) has
label (ζs, ζ.λ, ζ.K). By above observations, (R˜, ϕ˜) corresponds via Ω˜−1 to an irreducible Brauer
character ψ˜s,µ. By Theorem 6.1 (a), ζˆψ˜s,µ = ψ˜ζs,ζ.µ. Then it is easy to see Ω˜ is equivariant
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under Linℓ′(G˜/G). Finally, by the construction of weights, it is readily to see that Res
NG˜(R˜)
Z(G˜)
ϕ˜ =
ResZ(G˜) sˆ = Res
G˜
Z(G˜)
ψ˜s,µ. From this, it remains to prove that JG(ψ˜) = JG(Ω˜(ψ˜)) for every ψ˜ ∈
IBr(G˜). Obviously, we can assume that ℓ | q − η.
Since G˜/G is cyclic, it suffices to show |G˜ : JG(ψ˜)| = |G˜ : JG(Ω˜(ψ˜))|. Note that |G˜ : JG(ψ˜)| =
κG˜
G
(ψ˜)ℓ for ψ˜ ∈ IBr(G˜). If (R, ϕ) is a weight covered by Ω˜(ψ˜) = (R˜, ϕ˜), then |G˜ : JG(Ω˜(ψ˜))| = |G˜ :
GNG˜(R)| · |NG˜(R) : NG˜(R)ϕ|ℓ since |G˜ : GNG˜(R)| is an ℓ-number by Lemma 4.22, 4.35 and 4.45.
Also note that G˜/GNG˜(R)  Zq−η/ det(NG˜(R)). We let (R˜
′, ϕ˜′) = Ξ(Ω˜(ψ˜)).
First suppose that it is not one of the cases (4.23), (4.36) and (4.46) for R˜′. Then by Corollary
5.32, |G˜ : JG(Ω˜(ψ˜)) = |G˜ : GNG˜(R˜
′)|. Then this assertion follows from Theorem 6.1 and Lemma
6.3 and 6.4.
Now suppose that we are in the case (4.23) for R˜′. Then ℓ = 3 and a = 1 and R = R˜′. We
have either (R˜′, ϕ˜′) = (R˜, ϕ˜) or we are in the Case (iii) of §5.D for (R˜, ϕ˜). Combine Lemma 4.22,
2.1 and Proposition 5.33, |G˜ : GNG˜(R˜
′)| = 1 and |G˜ : JG(Ω˜(ψ˜))| = κ
NG˜(R˜
′)
NG(R˜′)
(ϕ˜′)3. Also by §5.D,
κ
NG˜(R˜
′)
NG(R˜′)
(ϕ˜′)3 is 0 or 1 if ϕ˜
′ is of defect 1 or 0 when viewed as a character of NG˜(R˜
′)/R˜′.
Assume that ϕ˜′ is of defect 0 first, which implies that (R˜′, ϕ˜′) = (R˜, ϕ˜). Then it suffices to
prove ν(κG˜
G
(ψ˜)) = 1, which follows from Theorem 6.1 (b) and the fact that ν(∆(µ′)) = def(K) = 1
(by Lemma 6.3). Now let ϕ˜′ is of defect 1. Then we are in the Case (iii) of §5.D and the proof
is completed by showing that 3 ∤ κG˜
G
(ψ˜). This holds because ν(∆(µ′)) = def(K) = 0.
The proofs for the cases (4.36) and (4.46) are entirely analogous with for the case (4.23) as
above, using the construction in Cases (iv), (viii) and (ix) of §5.D. 
7 Stabilizers and extensions of weight characters
In this section, we prove the following theorem, towards the condition (iv) of Theorem 2.2.
Theorem 7.1. Let (R′, ϕ′) be an weight of G. Then there exists some x ∈ G˜ with
(1) (G˜D)R′,ϕ′ = G˜R′,ϕ′(GD
x)R′,ϕ′ , and
(2) ϕ′ extends to (GDx)R′,ϕ′ .
7.A General results on extensions of characters. In order to consider the stabilizers and
extensions of weight characters as in Theorem 7.1, we first give some general results about
extensions of characters. Throughout this subsection §7.A, all groups considered are arbitrary
finite groups.
Lemma 7.2. Let X be a finite group and Y,H be two normal subgroups of X such that Y ≤ H.
Assume χ ∈ Irr(X) and ξ ∈ Irr(Y | χ). If ResXY χ is multiplicity free, then | Irr(H | χ) ∩ Irr(H |
ξ)| = 1.
Proof. This follows easily from Clifford theory. 
The following lemma is a generalisation of [17, Lemma 5.8 (a)].
Lemma 7.3. Suppose that X is a finite group and YEX, U ≤ X such that Y∩UEY and Y/Y∩U
is abelian. Let χ ∈ Irr(Y) and ξ ∈ Irr(Y ∩ U | χ) and φ ∈ Irr(Yξ | ξ) such that χ = Ind
Y
Yξ
φ.
Assume that Xξ = YξUξ and Res
Y
Y∩U(χ) is multiplicity-free. Then
(1) Uχ = Uφ ≤ Uξ,
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(2) The following are equivalent.
(a) χ extends to Xχ,
(b) ξ extends to Uχ,
(c) φ extends to UχYξ.
Proof. Since ResYY∩U(χ) is multiplicity-free, φ is an extension of ξ. Thus Uφ ≤ Uξ and Uφ ≤ Uχ.
Also we have Uχ ≤ Uξ from Xξ = YξUξ. By Clifford theory, Irr(Yξ | ξ) ∩ Irr(Yξ | χ) = {φ}. Then
Uχ stabilizes φ and then Uχ = Uφ ≤ Uξ, which gives (1). Thus by [32, Cor. 4.2 and 4.3], the
restriction Res
YξUχ
Uχ
: Irr(YξUχ | φ) → Irr(Uχ | ξ) and induction Ind
Xχ
YξUχ
: Irr(YξUχ | φ) → Irr(Xχ |
χ) are well-defined bijections. So (2) holds. 
Remark 7.4. (a) We consider a special case. If X = Y ⋊ U with abelian Y , then by Lemma
7.3, every character χ ∈ Irr(Y) extends to Xχ. This also follows from [31, Prop. 19.12 (b)].
(b) In Lemma 7.3, if ξ has an extension ξ˜ ∈ Irr(Uχ) with u ∈ ker(ξ˜) and 〈u〉E Xχ, then χ has an
extension χ˜ to Irr(Xχ) such that u ∈ ker(χ˜).
The extensions for central products was considered in [55, 2.1] (see for example [26, Lemma 3.9]
for details). Now we give a generalisation to non-commutative case.
Lemma 7.5. Let finite group A = XY where X E A and Z = X ∩ Y ⊆ Z(X). Suppose that we
have characters χ ∈ Irr(X) and ζ ∈ Irr(Y) such that Aχ = A, ζ(1) = 1 and Irr(Z | χ) = Irr(Z | ζ).
If χ˜ ∈ Irr(X ⋊ (Y/Z)) is an extension of χ, then χ˜ · ζ ∈ Irr(A) is an extension of χ, where
χ˜ · ζ(xy) = χ˜(x · yZ)ζ(y) for x ∈ X and y ∈ Y.
Proof. Recall that X ⋊ Y = {(x, y) | x ∈ X, y ∈ Y} be defined by (x, y)(x′, y′) = (x · yx′, yy′).
Let Z1 = {(1, z) ∈ X ⋊ Y | z ∈ Z} and Z0 = {(z, z−1) | z ∈ Z}. We may regard A as (X ⋊ Y)/Z0
and identify Z1 with Z. Note that τ : (X ⋊ Y)/Z0 → X ⋊ (Y/Z1), (g, h)Z0 7→ (g, hZ1) is an
isomorphism. From this, χ˜ ◦ τ is an irreducible character of (X ⋊ Y)/Z0 and then can be viewed
as a character of X ⋊ Y , which is an extension of χ. Let χ˜ · ζ = (χ˜ ◦ τ)ζ. Then χ˜ · ζ is also an
extension of χ satisfies that Z0 ⊆ ker(χ˜ · ζ). This completes the proof. 
Now we consider the extension of character of central products, which is similar with the
case of direct product (see, e.g., [44, Lemma 2.2]).
Lemma 7.6. Let A = XE be a finite group, where X = X1X2 is a central product of two
subgroups X1, X2 and E stabilizes X1 and X2. Then XE A. Assume further E ∩ X1 ∩ X2 = 1. Let
χi ∈ Irr(Xi) satisfy E = Eχ1 = Eχ2 and Irr(X1 ∩ X2 | χ1) = Irr(X1 ∩ X2 | χ2). Then the function
χ := χ1 · χ2 : X → C, x 7→ χ1(x1)χ2(x2) for x = x1x2 with x1 ∈ X1 and x2 ∈ X2 is an irreducible
character of X.
Let vi ∈ Xi, σ0 ∈ E and assume that there exists an extension χ˜i of χi to XiE satisfying
that viσ0 ∈ ker(χ˜i) for i = 1, 2. Then there is an extension χ˜ of χ to A = XE such that
v1v2σ0 ∈ ker(χ˜).
Proof. Let Y = {(x, x−1) ∈ X | x ∈ X1 ∩ X2}. Then we may regard X to be the quotient group
X1 × X2/Y . The kernel of χ1 × χ2 contains Y if and only if Irr(X1 ∩ X2 | χ1) = Irr(X1 ∩ X2 | χ2).
Hence χ1 · χ2 ∈ Irr(X). As in the proof of Lemma 7.5, we regard XiE as a quotient group of
Xi ⋊ E for i = 1, 2. So we may view χ˜i as a character of Xi ⋊ E. In addition, the group A = XE
can be regarded as a quotient group of (X1 × X2)⋊ E.
Note that we can view (X1 × X2)⋊ E as a subgroup of (X1 ⋊ E) × (X2 ⋊ E) via (x1, x2)σ 7→
(x1σ, x2σ). Let χ˜i be an extension of χi to Xi⋊ E for i = 1, 2. Then χ˜ = Res
(X1⋊E)×(X2⋊E)
(X1×X2)⋊E
χ˜1 × χ˜2
can be checked to be a character of XE, which is an extension of χ as required. 
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Lemma 7.7. Let Y E X be finite groups. Let Xt = X1 × · · · × Xt with Xi  X for i = 1, . . . , t.
Suppose that A is a finite group such that A = XtH with Xt E A and H acts on Xt by permuting
Xi’s via an epimorphism π : H → St with ker(π) = X
t ∩ H so that A/ ker(π)  X ≀St. Suppose
that a finite abelian group E acts on A via automorphisms such that E stabilizes X and Y and
E fixes every element of Xt ∩ H ⊆ Z(Xt).
Let ξ =
∏
i ξ
ti
i
with ξi ∈ Irr(Y), t =
∑
i ti and ξi , ξ j if i , j. Suppose that (A ⋊ E)ξ =
(Xt ⋊ E)ξHξ. Assume further the character ζ ∈ Irr(ker(π) | ξ) extends to ζ˜ ∈ Irr(Hξ). Let vi ∈ Xi
and τ ∈ E such that viτ ∈ (Xi ⋊ E)ξi and v = (v1, . . . , vt). If every ξi has an extension ξ˜i to
(X ⋊ E)ξi with viτ ∈ ker(ξ˜i), then ξ has an extension ξ˜ to (A⋊ E)ξ with vτ ∈ ker(ξ˜).
Proof. By the assumption (A ⋊ E)ξ = (Xt ⋊ E)ξHξ and we have π(Hξ) =
∏
iS(ti). By [31,
Lemma 25.5], ξ extends to
∏
i(X ⋊ E)ξi ≀ S(ti). Note that we can view (
∏
i X ≀ S(ti)) ⋊ E as a
subgroup of
∏
i(X ⋊ E)ξi ≀ S(ti) via
(∏
i(xi1, . . . , xiti ;σi)
)
e 7→
∏
i(xi1e, . . . , xitie;σi) for xi j ∈ X,
σi ∈ S(ti), e ∈ E. Then ξ extends to its stabilizer in (
∏
i X ≀ S(ti)) ⋊ E, which implies that ξ
extends to its stabilizer in (X ≀ H)⋊ E and we denote by ξ˜ the extension.
Similar with the proof of Lemma 7.5, we have A  (X ≀H)/Z, where Z = {(z, z−1) ∈ Xt⋊H |
z ∈ ker(π)}. From this, we identify Irr(A⋊ E) with the characters of (X ≀H)⋊ E containing Z in
its kernel. Also ((X ≀ H)⋊ E)ξ = (Xt ⋊ E)ξ ⋊ Hξ. Thus we have Hξ  ((X ≀ H)⋊ E)ξ/(Xt ⋊ E)ξ
and Hξ ⊆ Hζ . Then ξ˜ζ˜ is an extension of ξ whose kernel contains Z. Thus ξ extends to (A⋊E)ξ.
The property vτ ∈ ker(ξ˜) holds from the construction above. 
7.B Transfer to twisted groups. We will use the methods and technique in the verification of
the inductive McKay condition of some simple groups in [17, §5] and [47, §3]. We first transfer
to twisted groups, then give a parametrization for certain weight characters of G, and finally
prove our Theorem 7.1. Note that we don’t always assume that ℓ | q − η any more.
Let (R′, ϕ′) be a weight of G = SLn(ηq) as in Theorem 7.1. Up to G˜-conjugacy, we may
assume that there is a special radical subgroup R˜′ of G˜ of the form R˜′ = R˜′0 ×
∏s
i=1(R˜
′
i)
ti such
that R′ = R˜′ ∩ G, where R˜′0 is the identity group and R˜
′
i
’s (i > 0) are different twisted basic
subgroups, and we let R˜′i = R˜mi,αi,γi,ci or R˜
±
mi,αi,γi,ci
. Note that R˜±mi,αi,γi,ci occurs only when ℓ = 2,
4 | q + η and αi = 0. Recall that if ℓ = 2 and 4 | q + η, then R˜m,0,γ,c = S˜ m,1,γ−1,c.
Let vm,α,γ,c = vm,α,γ ⊗ Iℓ|c| , where vm,α,γ is defined as in §3. Let v = I0 ×
∏
i vmi,αi,γi,ci ⊗ Iti ,
where I0 is the identity of R˜0. By Lang–Steinberg theorem (cf. [48, Thm. 21.7]), there exists an
element g ∈ G such that g−1F(g) = v. In fact, we can take g = I0 ×
∏
i gmi,αi,γi ⊗ Ici ⊗ Iti , where
gmi,αi,γi is defined as in §3. Denote by ι the map x 7→ gxg
−1. Then similar as the proof of [17,
Prop. 5.3], ι induces an isomorphism
ι : G˜vF ⋊ E → G˜F ⋊ E,
where E is the group of graph and field automorphisms. We denote the field automorphism in
E as Fˆp and Fˆ = Fˆ
f
p . Let G˜
tw
= G˜vF and Gtw = GvF.
Let R˜ = ι−1(R˜′). Then R˜ = R˜0 ×
∏s
i=0 R˜i with R˜0 = R˜
′
0 and R˜i = R˜
tw
mi,αi,γi,ci
or R˜±,twmi,αi,γi,ci . Recall
that R˜twmi,αi,γi,ci = R˜
tw
mi,αi,γi
≀ Aci and R˜
±,tw
mi,αi,γi,ci = R˜
±,tw
mi,αi,γi ≀ Aci . Let R = R˜ ∩ G
tw. In this section, we
write N = NGtw(R), C = CGtw(R), N˜ = NG˜tw(R) and C˜ = CG˜tw(R). Then C˜ = C˜0 ×
∏s
i=1 C˜i and
(7.8) N˜ = N˜0 ×
s∏
i=1
N˜i ≀S(ti),
where C˜i = C˜
±,tw
mi,αi,γi,ci and N˜i = N˜
±,tw
mi ,αi,γi,ci for 1 ≤ i ≤ s.
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Let M˜ = R˜0 ×
∏s
i=1(M˜i)
ti and M = M˜ ∩Gtw, where M˜i = (M˜
tw
mi,αi,γi
)ℓ
|ci | or (M˜±,twmi,αi,γi)
ℓ|ci | . Then
det(M˜) = 1 and M˜ = M unless when
(7.9)
there exists a component R˜mi,αi,γi,ci (or R˜
±
mi,αi,γi,ci
) of R˜′ whichsatisfies that ci = 0
and one of the cases (3.4), (3.11) and (3.19) holds for R˜mi,αi,γi (or R˜
±
mi,αi,γi
).
Also, det(N˜i) = det(R˜iC˜iM˜i), and M˜i ∩ R˜iC˜i ⊆ R˜i and R˜iC˜iM˜i/R˜i  R˜iC˜i/R˜i × M˜i/(M˜i ∩ R˜i).
Note that we take M˜mi,αi,γi as in Remark 3.13 and 4.28 if we are in the case (3.10) for R˜mi,αi,γi . In
addition, M˜i/(M˜i ∩ R˜i)  Sp2γi(ℓ).
Let V = R˜0 ×
∏s
i=1 V
ti
i
, where Vi = 〈vmi,αi,γi,ci〉. Then det(V) = 1. Let Z˜ = R˜0 ×
∏s
i=1(Z˜i)
ti
such that Z˜i ⊆ Z(C˜i) and |Z˜i| = 2 for i > 0. Then we can check that V ∩ R˜C˜M˜ = V ∩ R˜C˜ ⊆ Z˜.
Precisely, Vi ∩ C˜iR˜i ⊆ Z˜i and Vi/(Vi ∩ C˜iR˜i)  Vmi,αi,γi .
Note that N˜i/R˜i  C˜iR˜iM˜iVi/R˜i × Ti, where Ti = NS(ℓci |)(Aci)/Aci . If ci = (ci1, . . . , cih), then
Ti 
∏h
j=1 GLci j(ℓ). Let T = R˜0 ×
∏s
i=1 T
ti
i
.
For a positive integer d, we let Id
i, j
be the permutation matrix obtained from the identity
matrix of GLd(q) by exchanging the i-th row and j-th row, for 1 ≤ i, j ≤ d. Let I
′d
1, j
be the matrix
obtaining from Id1, j by changing the 1 in the first row to −1.
For 1 ≤ i ≤ s, the symmetric groups S(ti) in (7.8) is generated by Imieℓαi+γi+|ci | ⊗ I
ti
1,l
where
l runs through 2, . . . , ti. Now for 1 ≤ i ≤ s, we let Si be the identity matrix if ti = 1. If ℓ is
odd and ti > 1, let Si be the group generated by Imieℓαi+γi+|ci | ⊗ I
ti
1,l
if e is even, and generated by
Imieℓαi+γi+|ci | ⊗ I
′ ti
1,l
if e is odd, where l runs through 2, . . . , ti. If ℓ = 2 and ti > 1, let Si be the group
generated by Imi2αi+γi+|ci | ⊗ I
ti
1,l
if ν(mi) + αi + γi + |ci| > 0, and generated by Imi2αi+γi+|ci | ⊗ I
′ti
1,l
if
ν(mi) = αi = γi = |ci| = 0, where l runs through 2, . . . , ti. Then Si ∩ (C˜iR˜iM˜i) = Si ∩ (C˜iR˜i) ⊆ Z˜i
andSi/Si∩(C˜iR˜i)  S(ti). Let S = R˜0×
∏u
i=1 Si. Then det(S) = 1 andS∩R˜C˜M˜V = S∩R˜C˜ ⊆ Z˜.
Therefore, N˜/R˜ = ((R˜C˜/R˜)(R˜M˜/R˜)V × T )S and N/R = (((R˜C˜M˜ ∩ N)/R)V × T )S. By
Remark 3.7, 3.14, 3.17 and 3.20, M˜ E N˜ and the groups R˜, M˜, C˜, N˜ are E-stable. Further, E
commutes with Z˜, V , T and S.
Proposition 7.10. Suppose that for every ϕ˜ ∈ Irr(N˜/R˜ | dz(N/R)) there exists some ϕ ∈ Irr(N |
ϕ˜) such that
(1) (N˜ ⋊ E)ϕ = N˜ϕ ⋊ Eϕ,
(2) ϕ has an extension ϕˆ ∈ Irr(N ⋊ Eϕ) with vFˆ ∈ ker(ϕˆ).
Then Theorem 7.1 holds.
Proof. The proof is entirely analogous with [17, Prop. 5.13]. 
7.C Characters of C. For 0 ≤ i ≤ s, let Ri, Ci, Mi and Ni be the subgroup of R˜i, C˜i, M˜i
and N˜i respectively, consisting of matrices of determinant 1. We denote R = R0 ×
∏s
i=1 R
ti
i
,
C = C0 ×
∏s
i=1C
ti
i
,M = R0 ×
∏s
i=1 Mi and N = (N0 ×
∏s
i=1 N
ti
i
)S. Then R ≤ R, C ≤ C, N ≤ N.
In addition,N/R = (RCMV/R × T )S and (R˜C˜M˜ ∩N)/R˜ = RCM/R.
Let Irr′(C˜R˜/R˜) be the subset of Irr(C˜R˜/R˜) consisting of characters of defect ≤ ν(N˜/R˜N).
Then Proposition 5.26 gives the possiblity for R˜ if Irr′(C˜R˜/R˜) is non-empty. Let G˜ be a represen-
tative system of (R˜C˜M˜VT⋊E)-orbits on Irr′(C˜R˜/R˜) such that for every θ˜ = θ˜0×
∏s
i=1
∏ti
j=1 θ˜i j ∈
G˜ with θ˜i j ∈ Irr(R˜iC˜i/R˜i), we have either θ˜i j1 = θ˜i j2 or θ˜i j1 and θ˜i j2 are not ViTiE-conjugate for
any 1 ≤ i ≤ s and 1 ≤ j1 , j2 ≤ ti.
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Lemma 7.11. Let ϑ ∈ dz(RM/R). There exists a representative system G0 of (N˜⋊E)-orbits on
Irr(RC/R | G˜) such that every ξ ∈ G0 satisfies (N˜/R˜⋊ E)ξ = (R˜C˜ξM˜/R˜)(VT ⋊ E)ξSξ and ξ × ϑ
has an extension ξ˜ × ϑ to (RCM/R)(VTS⋊ E)ξ×ϑ such that vFˆ ∈ ker(ξ˜ × ϑ).
Proof. Note that 〈Vi, E〉 acts on C˜i via field and graph automorphisms. Let θ ∈ G˜ with θ˜ = θ˜0 ×∏s
i=1
∏ti
j=1
θ˜i j. By [17, Rmk. 4.7], there exists ξi j ∈ Irr(Ci | θ˜i j) such that ((R˜iC˜iM˜i/R˜i)ViTiE)ξi j =
(R˜iC˜iM˜i/R˜i)ξi j(ViTiE)ξi j and ξi j extends to (RiCi/Ri)(ViE)ξi j . Also, there is ξ0 ∈ Irr(C0 | θ˜0) such
that (C˜0 ⋊ E)ξ0 = C˜0 ⋊ Eξ0 and ξ0 extends to C0 ⋊ Eξ0 . Let ξ = ξ0 ×
∏s
i=1
∏ti
j=1
ξi j. So ξi j1 = ξi j2
or ξi j and ξi j are not MiViTiE-conjugate for any 1 ≤ i ≤ s and 1 ≤ j1, j2 ≤ ti. Assume further
if ResC˜i
Ci
(θ˜i j1) = Res
C˜i
Ci
(θ˜i j2), then we take ξi j1 = ξi j2 . Then it is easy to check that ξ satisfies
(N˜/R˜⋊ E)ξ = (R˜C˜ξM˜/R˜)(VT ⋊ E)ξSξ.
Now we prove the extendibility of ξ × ϑ. First assume that we are not in the cases (7.9).
If we write ϑ =
∏s
i=1 ϑ
ti
i
with ϑi ∈ Irr(RiMi/Ri), then ϑi is the (unique) Steinberg character of
RiMi/Ri  Sp2γi(ℓ). Thus (N˜/R˜⋊ E)ξ = (N˜/R˜⋊ E)ξ×ϑ. On the other hand, (RCM/R)(VTS⋊
E)ξ×ϑ = (RCM/R)(VTE)ξSξ. Then by Lemma 7.7, it suffices to show the following statements
(a) µ ∈ Irr(Z | ξ) extends to Sξ for Z = S ∩ RC and
(b) θi j × ϑi has an extension θ˜i j × ϑi to (RiCiMi/Ri)(ViTi ⋊ E)θi j with viFˆ ∈ ker(θ˜i j × ϑi).
We first prove (a). It is trivial if Z = 1 and so we assume that Z , 1. According to Lemma
7.5, when considering the extension of characters, we pay attention to the extendibility of µ to
Z⋊
∏s
i=1S(ti). Let S˜
′ = C2 ≀
∏s
i=1S(ti). Then Z⋊
∏s
i=1S(ti) is the kernel of the linear character
S˜′ → C×, (x, σ) 7→ β(x)sgn(σ), where β : (C2)
∑s
i=1 ti → C× is a linear character and faithful on
each summand C2. Here we write C2 for the cyclic group of order 2. From this, the proof of
[17, Prop. 5.5 (b)] applies here.
Now we prove (b). Note that (RiCiMi/Ri)(ViTi ⋊ E)θi j = (RiCiMi/Ri)(ViE)θi j × Ti. Then we
may assume that Ti = 1. By the first paragraph, θi j has an extension θ˜i j to (RiCi/Ri)(ViE)θi j . In
particular, we may assume viFˆ ∈ ker(θ˜i j) since viFˆ acts trivially on RiCi. So it suffices to show
that ϑi extends to (RiMi/Ri)ViE/〈viFˆ〉. Now RiMi/Ri  Sp2γi(ℓ). Since the outer automorphism
group of Sp2γi(ℓ) is cyclic, we have the extendibility of ϑi and then (b) follows by Lemma 7.6.
The property vFˆ ∈ ker(θ˜i j × ϑi) also follows by the construction of extensions in the proof of
Lemma 7.6.
Now assume that (7.9) holds. Then there exist some i such that ci = 0 and one of (3.4),
(3.11) and (3.19) holds for R˜mi,αi,γi (or R˜
±
mi,αi,γi
). By the argument above, it also suffices to show
(a) and (b). The property (a) also holds analogously here and we only need to prove (b). In
addition, the extendibility of ξi j can also be obtained as above.
First we let ℓ = 3 and a = 1 and case (3.4) occurs. The only case that should be considered
here is that ϑi extends to (RiMi/Ri)ViE when R˜i = R˜mi,0,1 with 3 ∤ mi. Then ν(det(RiCi)) = 0 and
| det(M˜i)| = 3. We have Vi = 1 and Mi/(Mi∩Ri)  Q8 by Proposition 4.11. By direct calculation,
Fp acts trivially on Mi/(Mi ∩ Ri) if p ≡ 1 (mod 3) and Fp acts as graph automorphism on
Mi/(Mi ∩ Ri) otherwise. Indeed, using an easy argument, which can be found in the proof of
[24, Prop. 5.10], we know that E acts trivially on Mi/(Mi ∩ Ri). Hence ϑi has an extension ϑ˜i
extends to (RiMi/Ri)E such that E ⊆ ker(ϑ˜i).
Suppose that ℓ = 2 and (3.11) or (3.19) holds for some R˜mi,αi,γi . Then Vi = 1 and Mi/(Mi∩Ri)
is isomorphic to one of the groups C3, A6 and Ω
+
4 (2) by Proposition 4.27, Remark 4.28 and
Proposition 4.40. Thus, as above, it suffices to show that for the group P = C3, A6 or Ω
+
4 (2), if a
group Q D P induces all automorphisms on P via conjugation, then every character ϑ ∈ Irr(P)
extends to the stabilizer Qϑ. If P = C3 or Ω
+
4 (2), then Out(P) is cyclic and then the assertion
54
above holds immediately. Therefore, it remains to consider P = A6, which case follows by
[33, Lemma 15.2] since A6  PSL2(9). The property vFˆ ∈ ker(θ˜i j × ϑi) also follows by the
construction of extensions in the proof of Lemma 7.6. This completes the proof. 
7.D Parametrization of certain characters of N/R. Let YEX be finite groups andY ⊆ Irr(Y).
Following [47, Def. 3.5], we say that maximal extendibility holds for Y with respect to Y E X
if every χ ∈ Y extends (as irreducible characters) to Xχ. Then, an extension map for Y with
respect to Y E X is a map
Λ : Y →
⋃
Y≤I≤X
Irr(I),
such that for every χ ∈ Y the character Λ(χ) ∈ Irr(Xχ | χ) is an extension of χ.
Let G′0 = {ξ × ϑ ∈ Irr(RCM/R) | ξ ∈ G0, ϑ ∈ dz(RM/R)} and G˜
′
= {θ˜ × ϑ˜ ∈ Irr(R˜C˜M˜/R˜) |
θ˜ ∈ G˜, ϑ˜ ∈ Irr(R˜M˜/R˜ | dz(RM/R))}. Using Lemma 7.2, we have the following lemma immedi-
ately.
Lemma 7.12. Let ξ′ ∈ G′0 and θ˜
′ ∈ Irr(R˜C˜M˜/R˜ | ξ′). Then there is a unique character θ ∈
Irr((R˜C˜M˜ ∩ N)/R | ξ′) ∩ Irr((R˜C˜M˜ ∩ N)/R | θ˜′).
Let G = Irr((R˜C˜M˜ ∩ N)/R | G′0) ∩ Irr((R˜C˜M˜ ∩ N)/R | G˜
′) and let C = G × Irr(T ).
Lemma 7.13. Let ψ ∈ C. Then ((R˜C˜M˜V/R˜ × T )S⋊ E)ψ = (R˜C˜ψM˜/R˜ × T )(VS⋊ E)ψ.
Proof. Write ψ = θ′ × λ, where θ′ ∈ Irr((R˜C˜M˜ ∩ N)/R) and λ ∈ Irr(T ). We claim that
((R˜C˜M˜V/R˜ × TS) ⋊ E)θ′ = R˜C˜θ′ M˜/R˜(VTS ⋊ E)θ′ . Assume that t ∈ C˜, g ∈ VTS ⋊ E sat-
isfies that θ′t = θ′g , θ′. Let ξ × ϑ ∈ Irr(RCM/R | θ′) with ξ ∈ G0 and ϑ ∈ dz(RM/R). Then
ξg = ξt
′
for some t′ ∈ C˜. By Lemma 7.2, Irr(RCM/R | θ′t) and Irr(RCM/R | θ′) are disjoint,
and then ξg = ξt
′
, ξ, which contradicts with Lemma 7.11. Thus the claim holds. Then the
assertion follows by the facts that ((R˜C˜M˜V/R˜ × TS) ⋊ E)ψ ≤ ((R˜C˜M˜V/R˜ × TS) ⋊ E)θ′ and
C˜θ′ = C˜ψ. 
We verify Proposition 7.10 in steps mimicking the strategy applied in [17, §5]. In fact, the
groups (R˜C˜M˜ ∩ N)/R × T and N/R in this section play the same roles as C and N in that paper.
We first have
Proposition 7.14. Let C be the set defined as above. There exists an extension mapΛ for C with
respect to (R˜C˜M˜ ∩ N)/R × T E N/R such that:
(1) Λ is N ⋊ E-equivariant,
(2) for every ψ ∈ C the character Λ(ψ) has an extension ψˆ ∈ Irr((N/R⋊ E)ψ) with the property
that vFˆ ∈ ker(ψˆ),
(3) for every ψ ∈ C and t ∈ C˜ψR˜M˜/R˜ there exists a linear character ν ∈ Irr(Nψ/R) with the
property that Λ(ψ)t = Λ(ψ)ν, and ν is the lift of a faithful character of Nψ/Nψ˜ for any
ψ˜ ∈ Irr(〈(R˜C˜M˜ ∩ N)/R × T, t〉 | ψ).
Proof. According to [17, Lemma 5.8(b)], part (3) is satisfied for any extension map Λ for C
with respect to (R˜C˜M˜ ∩ N)T E N, since R˜C˜M˜ acts trivially on (N/R)/((R˜C˜M˜ ∩ N)/R × T ) 
(N˜/R˜)/(R˜C˜MT/R˜).
For the proof of (1) and (2), it suffices to show that every ψ ∈ C extends to (N ⋊ E)ψ/〈vFˆ1〉
by [47, Lemma 3.6]. We apply Lemma 7.3 with X := (N/R) ⋊ E, Y := (R˜C˜M˜ ∩ N)/R × T ,
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U := (N/R) ⋊ E, χ := ψ, ξ ∈ G0. Note that Y ∩ U = CRM/R × T . From this, it suffices to
show that every ξ × ϑ × λ ∈ Irr(CR/R ×MR/R × T ) extends to ((N/R) ⋊ E)ξ/〈vFˆ1〉, where
ϑ ∈ dz(MR/R) and λ ∈ Irr(T ). By Lemma 7.11 (and Lemma 7.7 and its proof), it suffices to
show that λi ∈ Irr(Ti) extends to TiViE, which is obvious since Ti commutes with ViE. The
property vFˆ ∈ ker(θˆ) follows from Lemma 7.11 and Remark 7.4 (b). 
Let N = Irr(N/R | C). Then we have a parametrization of N by standard Clifford theory.
Proposition 7.15. Let Λ be the extension map from Proposition 7.14 for C with respect to
(R˜C˜M˜ ∩ N)/R × T E N/R. Let P be the set of pairs (ψ, ζ) with ψ ∈ C and ζ ∈ Irr(Wψ), where
Wψ := (Nψ/R)/((R˜C˜M˜ ∩ N)/R × T ). Then the map
Π : P → N, (ψ, ζ) 7→ IndNNψ(Λ(ψ)ζ)
is surjective and satisfies
(1) Π(ψ, ζ) = Π(ψ′, ζ′) if and only if there exists some n ∈ N such that ψn = ψ′ and ζn = ζ′.
(2) Π(ψ, ζ)σ = Π(ψσ, ζσ) for every σ ∈ E.
(3) Let t ∈ C˜ψR˜M˜. Then Π(ψ, ζ)
t
= Π(ψ, ζν), where ν ∈ Irr(Nψ/R) is given by Λ(ψ)
t
= Λ(ψ)ν
and is a linear character with Nψ˜/R = ker(ν) for any extension ψ˜ ∈ Irr(〈(R˜C˜M˜∩N)/R×T, t〉)
of ψ.
Proof. This follows from Clifford theory and Proposition 7.14 and the proof is entirely analo-
gous with [17, Prop. 5.10] or [47, Prop. 3.15]. 
Remark 7.16. The property (3) of Proposition 7.15 implies that for ψ ∈ C, ψ˜ ∈ Irr(R˜C˜M˜/R˜×T |
ψ) and ζ0 ∈ Wψ˜ (where Wψ˜ is defined as in Lemma 7.17), the set {(ψ, ζ
′) | ζ′ ∈ Irr(Wψ | ζ0)}
corresponds via Π to an R˜C˜ψM˜-orbit. Because of N˜ψ = NR˜C˜ψM˜ this is then also an N˜ψ-orbit.
7.E Stabilizers and extendibility of characters of N.
Lemma 7.17. Let ψ ∈ C, ψ˜ ∈ Irr(R˜C˜M˜T/R˜ | ψ),
W := (N/R)/((R˜C˜M˜ ∩ N)/R × T ),
Wψ := (Nψ/R)/((R˜C˜M˜ ∩ N)/R × T ),
Wψ˜ = (Nψ˜/R)/((R˜C˜M˜ ∩ N)/R × T )
and ζ0 ∈ Irr(Wψ˜). Let
K := NW(Wψ) ∩ NW(Wψ˜).
Then there exists a character ζ ∈ Irr(Wψ | ζ0) such that the following hold:
(1) {ζw | w ∈ K} ∩ Irr(Wψ | ζ0) = {ζ},
(2) ζ extend to Kζ ,
(3) ζ has an extension ζˆ ∈ Irr(Kζ × E) with vFˆ ∈ ker(ζˆ).
Proof. The property claimed in (3) follows from the fact that the order of v divides the order of
Fˆ and both are central in the group K × E.
By the structure of N, we have W = VS/(VS ∩ Z˜) and then W 
∏s
i=1Ceℓαi ≀ S(ti). Here
Ceℓαi means the cyclic group of order eℓ
αi . In this way we only need to consider the case s = 1
and then W is a wreath product and the proof is entirely analogous with [17, Prop. 5.12]. 
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Finally we prove the assumption made in Proposition 7.10 holds.
Proposition 7.18. Suppose that ϕ˜ ∈ Irr(N˜/R˜ | dz(N/R)). Then there exists some ϕ ∈ Irr(N | ϕ˜)
such that
(1) (N˜ ⋊ E)ϕ = N˜ϕ ⋊ Eϕ,
(2) ϕ has an extension ϕˆ ∈ Irr(N ⋊ Eϕ) with vFˆ ∈ ker(ϕˆ).
Proof. It suffices to prove the conclusion for all ϕ˜ in a given E-transversal in Irr(N˜/R˜ | dz(N/R)).
Then we may assume that there exists ψ˜ ∈ Irr(R˜C˜M˜/R˜ × T | ϕ˜) such that ψ˜ = θ˜ × ϑ˜ × λ where
θ˜ ∈ G˜, ϑ˜ ∈ Irr(R˜M˜/R˜) and λ ∈ dz(T ) and there is a character ξ′ ∈ Irr(CRM/R | θ˜×ϑ˜)∩G′0. Then
by Lemma 7.12, there exists a character θ′ ∈ Irr((R˜C˜M˜ ∩ N)/R | θ˜′) ∩ Irr((R˜C˜M˜ ∩ N)/R | ξ′),
where θ˜′ = θ˜ × ϑ˜. Let ψ = θ′ × λ ∈ C.
For any ϕ′′ ∈ Irr(N | ϕ˜), there is a character ϕ′ of N which is N˜-conjugate to ϕ′′ such
that ψ ∈ Irr((R˜C˜M˜ ∩ N)/R × T | ϕ′) by Clifford theory. Keep the notation of Proposition
7.15 and Lemma 7.17. With the map Π, we have ϕ′ = Π(ψ, ζ′) where ζ′ ∈ Irr(Wψ). Let
ψ˜ ∈ Irr(R˜C˜M˜/R˜ × T | ψ) and ζ0 ∈ Irr(Wψ˜ | ζ
′). Then by Lemma 7.17, there exists some
ζ ∈ Irr(Wψ | ζ0) such that {ζ
w | w ∈ K} ∩ Irr(Wψ | ζ0) = {ζ} and ζ extends to some character
ζˆ ∈ Irr(Kζ × E) with vFˆ ∈ ker(ζˆ). Let ϕ = Π(ψ, ζ). Then Remark 7.16 implies that ϕ and ϕ
′ are
N˜-conjugate.
Now we verify that ϕ satisfies the equation (N˜ ⋊ E)ϕ = N˜ϕ ⋊ Eϕ. Let x ∈ (N˜ ⋊ E)ϕ. After
suitable N-multiplication we can assume that ψx = ψ. By Lemma 7.13, we can write x = nte,
where n ∈ N, t ∈ R˜C˜ψM˜ and e ∈ E. Denote by w the image of n inW. According to Proposition
7.15, ϕx = Π(ψne, ζwν), where ν is a linear character ofWψn such thatWψ˜ ∈ ker(ν).
The equation ϕx = ϕ is equivalent to ζ = ζwν since ψx = ψ. We claim that w ∈ K, i.e., w
normalizesWψ andWψ˜. First we haveW
x
ψ = Wψx = Wψ from ψ
x
= ψ. Since t and e acts trivially
on Wψ, this implies that W
w
ψ = Wψ. On the other hand when consider Wψ˜ we have W
w
ψ˜
= Wψ˜x .
Since ψ˜x, ψ˜ ∈ Irr(R˜C˜M˜/R˜ × T | ψ), there exists some linear character δ ∈ Irr(R˜C˜M˜/R˜ × T ) such
that (R˜C˜M˜ ∩ N)/R × T ⊆ ker(δ). Since [N˜/R˜, R˜C˜M˜/R˜ × T ] ≤ (R˜C˜M˜ ∩ N)/R × T , the character
δ extends to some character of N˜, especially δ is N˜-invariant. Thus Wψ˜ = Wψ˜δ and this proves
w ∈ NW(Wψ˜). So w ∈ K and the claim holds.
Since ζν−1 ∈ Irr(Wψ | ζ0) and {ζ
w | w ∈ K} ∩ Irr(Wψ | ζ0) = {ζ}, this implies ζ
w
= ζ = ζν.
By Proposition 7.15 we see ϕt = Π(ψ, ζν) = Π(ψ, ζ) = ϕ. Then t ∈ N˜ϕ and hence (N˜ ⋊ E)ϕ =
N˜ϕ ⋊ Eϕ.
Based on the observation on ϕ, the construction of the proof of [17, Prop. 5.13 (ii)] (or [47,
Thm. 3.18 (ii)]) gives an extension of ϕ to N ⋊ Eϕ/〈vFˆ〉, and this completes the proof. 
Thanks to Proposition 7.18, we can apply Proposition 7.10 now and this implies Theorem
7.1.
8 Proof of the main theorem
We first prove the following.
Proposition 8.1. Let ψ˜ ∈ IBr(G˜), then there exists ψ ∈ IBr(G | ψ˜) such that
(1) (G˜ ⋊ D)ψ = G˜ψ ⋊ Dψ,
(2) ψ extends to G ⋊ Dψ.
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Proof. By [17, Thm. 4.1], for any χ˜ ∈ Irr(G˜), there is a χ ∈ Irr(G | χ˜) such that (G˜ ⋊ D)χ =
G˜χ ⋊ Dχ and χ extends to G ⋊ Dχ.
By [18] (see Remark 6.2), there is a unitriangular basic set E˜′ of G˜ such that its set E of
irreducible constituents upon restriction to G is a unitriangular basic set for G. Then by [18,
Lemma 2.3], there is a Linℓ′(G˜/G)⋊D-equivariant bijection between E˜′ and IBr(G˜) and there is
a G˜⋊D-equivariant bijection between E and IBr(G). Also by [26, Lemma 2.9], the extendibility
of irreducible Brauer characters can be deduced from the extendibility of irreducible ordinary
characters. Thus this assertion holds by the above paragraph. 
Let S = PSLn(ηq) be a simple group of type A and G be the universal covering group
of S . We consider the exceptional covering cases, namely, the universal covering group of
S is bigger than SLn(ηq). Explicitly, according to [30, Table 6.1.3], S is one of the groups
PSL2(4)  A5, PSL2(9)  A6, PSL3(2), PSL3(4), PSL4(2)  A8, PSU4(2)  PSp4(3), PSU4(3)
and PSU6(2). Thanks to [46, Thm. 1.1], the alternating groups A5, A6 and A8 satisfy the (iBAW)
condition. The simple group PSp4(3) was checked in [12] or [42]. If S = PSL3(2), then
|G| = 24 · 3 · 7, and then the only prime ℓ such that the Sylow ℓ-subgroups of G are non-cyclic
is ℓ = 2, which is the defining characteristic. Note that the case for cyclic Sylow subgroups
was settled in [38, 39], while the defining characteristic case was checked in [56, Thm. C].
Analogously, except the cyclic Sylow ℓ-subgroups cases and the defining characteristic cases,
the only prime we need to consider for the simple group PSL3(4), PSU4(3), PSU6(2) is just 3,
2, 3, respectively. Thus by [21, 22], the exceptional cases are all solved. Note that the paper
[22] dealt with the irreducible Brauer characters and weight characters of the universal covering
groups of PSU4(3) and PSU6(2) which are not the inflation of the irreducible Brauer characters
and weight characters of SU4(3) and SU6(2), while the irreducible Brauer characters and weight
characters of special unitary groups are considered in this paper.
Now we are able to combine our observations and results obtained to verify our main asser-
tion Theorem 1.
Proof of Theorem 1. By [51, Thm. C], we only need to consider the non-defining characteristic.
According to the above arguments, we may assume that the groupG = SLn(ηq) is the universal
covering group of the simple group S = PSLn(ηq). Let G˜, D be as in §2.C. We check the
conditions of Theorem 2.2. For (i), conditions (a) and (b) are obvious and (c) and (d) follow
by the fact that G˜/G is cyclic. Then this theorem follows by combining Theorem 6.5, 7.1 and
Proposition 8.1. 
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