ABSTRACT To enhance maneuvering target tracking in modern battlefield, cognitive radar could adjust its waveforms and information processing manner. In this paper, a novel adaptive waveform design method based on multiple model interaction and measurement information fusion is developed. First, some latest measurements and virtual ones are collected to exploit more robust information. Second, the unknown target state is formulated via the multi-model idea, and the tracking framework is highlighted by the matrix-weighted multi-model fusion (MMF) in lieu of the probability-weighted way. Finally, the MMF output covariance matrix is selected as the ellipse metric, and ellipse parameters can be obtained by using the eigenvalue decomposition. Given these parameters, fractional Fourier transform is used to rotate the measurement error-ellipse to make them orthogonal, and further obtain the desirable rotating orientations for the cognitive transmitting waveform. Simulations show that compared with several algorithms, e.g., MIMM and IMM, our algorithm could further improve tracking performance and robustness. 
I. INTRODUCTION
Maneuvering target tracking has always been a hot-topic for battlefield radar [1] , [2] . Most studies focus on data processing in the receiver, i.e., to improve the target model and filtering algorithms, but ignore the tracking performance often influenced by its transmitting waveforms [3] - [5] . Cognitive radar (CR) equips an iterative feedback from the receiver to the transmitter, and further adapt its transmitting waveforms and update the processing information, which makes it superior over traditional radar (TR) [5] .
Kilnai et al. [3] consider the convenient transmitterreceiver selecting in multi-station case and then design transmitting waveforms to enhance target tracking. Dan et al. [4] borrow the multi-sensor fusion idea and use particle filter algorithm to aid waveform design. Moreover, Haykin et al. [5] propose the control theoretic approach and cognition-aided steps to adapt waveforms. Examples above are all popular in recent years. Nevertheless, they all ignore the randomness and diversity of measurement-absence or pollution caused by strenuous maneuvering motion, which will result in performance dropping once the maneuvering model mismatched or some prior knowledge lacked. Multimodel (MM) idea may be a good choice, where the representative one is the interacting multiple model (IMM) algorithm [6] - [8] . IMM often consists of a first-degree model for target in non-maneuvering motion, and one or two second-degree models with different process noise levels for maneuvering motions. Savage and Moran [9] present a novel IMM manner and use Fractional Fourier transform (FrFT) to rotate the ambiguity function for the optimal waveform. Similarly, Jiantao et al. [10] further consider the relationship between the ambiguity function and Fisher information matrix to improve the Cramer-Rao Lower Bound (CRLB). However, classical IMM is usually limited to its probability weights, which might not exist in the case of big maneuvering. Moreover, probability weights cannot sufficiently allow for each dimensional term in target state vector or covariance matrix, which incurs tracking error increasing with time [11] . To improve the information fusion of these submodels, Fu et al. [11] present several novel IMM versions, i.e., the scalar-weighted IMM (SIMM) and Diagonal Matrixweighted IMM (DIMM). Meanwhile, Zhentao et al. [12] proposed a novel Kalman Filter (KF) structure based on measurement lifting strategy via some latest measurements and their statistical information. But those methods in [11] - [13] saliently overlook the waveform diversity of CR.
FIGURE 1. Idea of AMMIMIF in CR.
In this paper, we propose a novel adaptive waveform design method based on multi-model interaction and measurement information fusion. As depicted in Fig.1 , firstly, some latest measurements and virtual ones are collected to make preprocessing and exploit more robust information. And this preprocessing can be applied in both linear filter and nonlinear filter. Secondly, the maneuvering target is modeled via the MM idea, and its tracking framework has been formulated by the Matrix-weighted Multiple model Fusion (MMF) in lieu of the probability-weighted way. Finally, MMF output covariance matrix of target state is selected as the ellipse metric, and its parameters can be obtained by using the EigenValue Decomposition (EVD). According to these parameters, FrFT is used to rotate the measurement error-ellipse to make them orthogonal, and further obtain the desirable rotating orientation for cognitive waveform. Simulation shows that our algorithm could further improve the tracking accuracy and robustness.
II. MANEUVERING TARGET MODEL AND DISCUSSION
Recently, MM idea has been regarded as the most effective manner for tracking maneuvering targets. Therein, IMM as the prevalent MM sample, combining the state estimation of each sub-model output with the discrete-time Markov switching parameters, has drawn a lot of attention. In its framework, various models can be integrated to estimate the maneuvering state for single target or multi-target. Namely, state estimation and covariance matrix from multi-models are combined according to a dynamic Markov chain. Most importantly, the prediction-filter regarding each model works independently with each other, and so that the key idea of IMM aims at computing these non-zero probability weights for each model. Considering a typical maneuvering target tracking scenario, the target state vector of four dimension in the x-y plane can be represented as x(k) = [r xṙx r yṙy ] T , where r * denotes the position state in x or y direction, andṙ * denotes the corresponding velocity part, thus the target model can be represented as a discrete-time dynamical motion model of (1) and (2) below, which follows a Markov jump system:
where z(k) is the measurement vector at sample time k t, and t is the sampling interval. For clarity, in the following, the notation t is often omitted, that is, k means the sample time k t. In addition, j ∈ {1, . . . , s} denotes the jth sub-model in the multi-model set, and s means the total number of these models. For the linear system, F j (·) and H j (·) will denote the state transition matrix and measurement matrix, for brevity, can be rewritten as F j and H j , respectively. For the nonlinear system, F j (·) and H j (·) will represent the state transition function and measurement function. Additionally, the process noise w j (k) of the jth sub-model can be represented as the white Gaussian random process with covariance Q j , i.e.,
where (·) T means the transposition operator, and E(·) denotes the expectation operator. Similarly, the measurement noise term v j (k) is also assumed to be a white Gaussian random process with
which is independent of w j (k), i.e.,
j denote the adopted motion model j at time k, then the motion dynamics of maneuvering target can be expressed as a finite Markov chain with given transition probabilities [11] , i.e.,
where Prob(·) denotes the probability density function (pdf). Additionally, the initial state distribution of this Markov chain has
The following steps are associated with the IMM algorithm in Table 1 . In (13) , these updated weights are derived from the mixture of pdfs and probability masses. It is known that any probability mass must be a value of [0, 1], but any pdf has VOLUME 6, 2018 no such restriction. Thus, these two values are at different levels, so that the resulting η k j is just an approximated probability and cannot represent the true character. Moreover, there also remains some internal relationship between the position estimation and the velocity estimation, which descripts the randomness of true maneuvering motion and indicates the potential model mismatching. Namely, higher degree models would obtain more accurate information for the true motion, although these models are not always reliable for application, so that if using relative-low model to descript the maneuvering motion under the case of prior knowledge lack, these internal relationship must be considered. Classical IMM with probability weight always neglect this relation, and also become invalid once the probability weight does not exist when big maneuvering occurs [13] . In this sense, we speculate that there may be some improved algorithms to obtain higher accuracy than IMM.
III. ADAPTIVE WAVEFORM DESIGN BASED ON MULTIPLE MODEL INTERACTION AND MEASUREMENTS INFORMATION FUSION
In this section, we consider the cognitive tracking waveform design with the help of multi-model state interaction and measurement information fusion. Here the virtual measurement reformulation and centralized-fusion will make robust effect on the receiver of CR. Meanwhile, the improved matrix-weighted mechanism for multi-model fusion will also exhibit advantage over classical IMM. Finally, CR adaptive tracking waveform design can be achieved on basis of two fusion manners above.
A. CENTRALIZED MEASUREMENT FUSION FOR PREDICTION FILTERS
Inevitably, both environment noise and external disturbance always exist in the received data of CR, which means that they will deviate the true statistical properties of measurements, and lead the prediction filters disabling. To tackle this, virtual measurements reformulation and fusion may be a good choice by exploiting some complementary information contained in finite measurement samples [14] . Here, a novel measurement fusion idea is introduced, which uses the kth and the k +1th measurements to estimate the kth state. Virtual measurements are produced by following
where z i (k) denotes the ith virtual measurement at time k, i = 1, 2, . . . , N and N denotes their total number; v i v means the additive noise, which has similar Gaussian random property but independent with v(k).
Moreover, to express the mutual support degree among virtual measurements, two important factors, i.e., the consistency distance and consistency matrix, are both built to characterize their support degree, so that the virtual weights can be allocated to combine each other in the centralized fusion process basing on measurements bootstrapping strategy [14] .
The confidence distance ζ jξ (k), which also denotes the similarity metric of two virtual measurements, is defined as
where || · || denotes the Euclidean norm. The norm-difference of two virtual measurements will be greater when ζ jξ (k) has a bigger value, which also indicates the weaker mutual support degree and vice versa. Furthermore, the normalized consistency distance θ jξ (k) can be defined as:
where max{ζ jξ (k)} means the maximum value in {ζ jξ (k)}. θ jξ (k) will be equivalent to zero when ζ jξ (k) is maximum, which means that the similarity level between z j (k) and z ξ (k) is minimum. In addition, θ jξ (k) gradually increases along with ζ jξ (k) decreasing. As z j (k) is similar to itself in the most cases, and θ jξ (k) is equal to 1 which indicates that the level of similarity is the largest. Clearly, θ jξ (k) in (16) also meets these two conditions: 1) has the inverse proportion relationship with
Note that θ jξ (k) can only evaluate the similarity level between z j (k) and z ξ (k), but cannot reflect the overall support level between z j (k) and all other elements in{z j (k)}. Let j k denote the whole similarity metric among these virtual measurements, i.e.,
and its vector form could be denoted as (20) whereᾱ(k) denotes the virtual weight vector, and ψ(k) means the consistency matrix. As shown in [14] , all diagonal elements of ψ(k) are equal to 1, and all other elements are positive and not greater than 1, so that ψ(k) is a positive definite symmetric matrix.
According to the Perron Frobenius theorem, there always exist a maximum eigenvalue λ max > 0, and only when all elements of eigenvector regarding λ max are positive, then λ max β(k) = ψ(k)β(k). The eigenvector β(k) can be given by using EVD on ψ(k),
α j (k) can be used to denote the overall similarity level, so that z j (k) is supported by all other elements in {z j (k)}. In other words,ᾱ j (k) is the weight of z j (k). Finally, the fused virtual measurement could be calculated byz
Based on the mathematical statistics, the noise variance of virtual measurements can be achieved bỹ
Once given the k +1th measurement and the estimated statê x(k|k) at time k, the updated state of this preprocess step can be described as
where C(k) is the weighting matrix. The variance of x(k|k) is
and A(k) = FC(k). The variance of innovation is
in which (·) + means Moore-Penrose pseudo-inverse. The preprocessing, i.e. (22)∼(27), can be applied in Kalman Filter (KF) or other nonlinear filter. Meanwhile, it is also convenient for IMM.
B. MULTIPLE MODEL FUSION BASED ON MATRIX-WEIGHTED INTERACTION VERSION
For target state x at time k (here omit the time index), s local filter estimators can be denoted asx 1 , . . . ,x s , there usually remains E(x i ) = E(x) according to the unbiased property [15] . Letx i = x −x i denote the estimation error,
T i ] would be the estimated covariance matrix for the ith model (for brevity, P ii is denoted as P i ). Similarly,
T j ] means the estimated cross-covariance matrix between the ith and jth model, and
The local estimatorx i could be seen as the measurement of the ith model, and also its covariance matrix P i can be regarded as the measurement covariance matrix with local measurement equation
Similarly, we define the centralized measurement model as
where
and I n means the n × n identity matrix, e = [I n ... I n ] T is the full-rank matrix, and n means the total dimensional number of state vector. There also exists E(−x i ) = 0, i.e., E(v) = 0, due to the unbiased property. Therefore, the covariance matrix P = E(vv T ) could be formulated as:
with P ij is the n × n block matrix.
As P is positive definite, the fused estimated statex LUMV by using the Linearly Unbiased Minimum Variance (LUMV) estimation theory can be written aŝ
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Similarly, the linear unbiased fused estimatorx LU could be denoted asx LU = Ωy, and the n × ns matrix Ω means the matrix-weight with non-biased constraints, i.e., Ωe = I n , which can be represented by
where Ω i is the n × n matrix. Meanwhile, the estimation error of this linear unbiased fused estimator can be denoted asx LU = Ω(y − ex) with covariance matrix P LU = ΩPΩ T . To further enhance the robustness of multi-model fusion, we borrow the idea of DIMM in [13] , and reformulate the matrix weights. Firstly, a diagonal matrix is written aŝ
and its diagonal elements havē
. . . P (mm) 1s
and P (mm) ii denotes the mth diagonal element in P ii . Then the weight matrix can be updated as:
In (42), Diag(·) means a diagonal matrix constructed by a column vector, and diag(·) represents a column vector extracted from diagonal elements of matrix. Thenx LU = Ωy by using (36)∼(42) can be rewritten aŝ
Finally, the fused estimation covariance matrix has
C. ADAPTIVE WAVEFORM DESIGN IN CR
To track maneuvering target, CR aims at adapting its transmitting waveforms and data-processing of receiver. Generally, measurement fusion and multi-model state fusion are deemed as data-processing in receiver. In this subsection, we mainly discuss the waveform design strategy in transmitter, which aims at rotating the designing waveform to make the measurement covariance ellipse orthogonal to the state covariance ellipse [9] , [16] . Namely, the waveform selection amounts to choosing a rotation angle for the best tracking performance. Consequently, a number of ideas have been used to describe the tracking error metric, and then the designing waveform according to this metric is chosen. Savage and Moran [9] demonstrates that the representative tracking error covariance P(k) at time k can be chosen from 1) Aggregate: The aggregate covariance output from the IMM filter 2) Most Likely (ML): The covariance associated with the ML next model 3) MiniMax: The covariance with the largest determinant among all models Briefly to say, given a representative output covariance, the measurement covariance is then rotated to make them orthogonal [17] . Via this ''orthogonality'', the eigenvector regarding the largest eigenvalue in one matrix must be perpendicular to the one in the other covariance matrix. In this section, we borrow the idea of [9] , and define the output covariance of multimodel information fusion (discussed in section A) and B) as the aggregate covariance matrix P(k). Firstly, EVD operation is performed on P(k) to compute the eigenvalue λ i and its corresponding eigenvector γ i . Then rotating the measurement error matrix R(ϑ k+1 ) to make them orthogonal, where ϑ k+1 means the rotation parameter at time k. Finally, given rotation parameters, using FrFT on the original waveform to obtain the novel cognitive waveform. Here, the smallest eigenvector of P(k) is aligned at an angle of:
where γ max denote the eigenvector corresponding to the maximal eigenvalue, and φ denotes the ellipse angle of P(k).
By the same way, we can also get the ellipse angle of R 0 , where R 0 indicates the measurement covariance matrix of the basic waveform or original waveform.
The rotation angle can be achieved by
Next, we will introduce all detailed steps of the Adaptive waveform design method based on Matrix-weighted Interacting Multi-Model state fusion and measurement Information Fusion (AMIMMIF). To make comparison, we also introduce the method of Adaptive waveform design based on IMM and measurement Information Fusion (AIMMIF).
IV. SIMULATION AND DISCUSSION
Firstly, we utilize the idea of virtual measurement information fusion to exploit the received radar data, and obtain the approximation of true measurement.
As descripted in Fig.2 , we can find that the fused measurement by using the novel centralized fusion mechanism could be more approximate to the true one than any other virtual measurements, which will make great effect on the polluted measurements.
Additionally, with the number of measurement samples increasing, the fused measurement will be more approximate to the true one, compared with less samples of Fig.2 (a) .
Secondly, as the measurement information fusion could enhance the accuracy and robustness of measurements, here we further attempt to evaluate the performance of prediction filter (e.g., KF) based on the centralized measurement fusion (named as MFKF), and also introduce the classical KF (i.e., KF without measurement fusion) to make comparison.
Assume that the target moves along with the radial observing direction of radar. We adopt 100 t sample time to make simulations. Detailed to say, the target with acceleration a = 10 in t = 1 ∼ 29 t, a = 80 in t = 30 ∼ 59 t and a = −10 in t = 60 ∼ 100 t. The state noise covariance matrix has
where q = 4, the measurement matrix H = [1 0 0], and the measurement noise covariance matrix
the state transition matrix
the initial target state x 0 = [0 300 0] with initial covariance matrix
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where x(k) andxn(k) denotes the true and estimated state in thenth Monte Carlo run at time k, respectively.N is the total number of independent Monte Carlo runs. The results are obtained from 100 Monte Carlo runs. All simulations are performed on a PC with 3.40 GHz i7 4770 CPU and 8G RAM.
In Fig. 3-6 , the target begins maneuvering as its acceleration changing, i.e., at the 30th moment and the 60th moment, which also produces some obvious tracking error-peak for different algorithms. We observe that there remains two peakvalues, the first responses to the acceleration changing from a = 10 to a = 80, and the second responses to the acceleration changing from a = 80 to a = −10. In addition, MFKF achieves better performance than classical KF, no matter in RMSE of position, velocity or acceleration when maneuvering begins. In Table 4 , we introduce the averaging RMSE of KF and MFKF, in different time-interval, for comparisons (e.g., position, velocity and acceleration). MFKF has shown some outstanding performance no matter in averaging RMSE of position, velocity or acceleration. This phenomenon is also similar to Fig.3-6 , and demonstrates that MFKF with information fusion has obtained much lower tracking error than KF. MFKF using continuous measurements and their virtual ones has exploited more information for tracking maneuvering targets. Meanwhile, this centralized measurement fusion scheme has enhanced the performance of MFKF.
Thirdly, we further evaluate the performance of AMIMMIF, AMIMM (i.e., Adaptive waveform design based on MIMM), MIMM (with some fixed waveform), AIMMIF, AIMM (i.e., Adaptive waveform design based on IMM) and IMM (with some fixed waveform) in the case of two dimensional target tracking example. Assume that the target initializes at x(0) = [ 2100 0 10000 −15 ], and moves along a plane with constant speed until t = 159 t. Then it starts maneuvering a big fast turn in x direction with acceleration a x = 0.1 and a y = 0.15, and completes this turn at t = 270 t. At this instant, the accelerations are zero. The second turn is slower, and starts at t = 410 t with acceleration a x = 0.05 and a y = 0.03 and completes at t = 610 t. Moreover, it continues moving with a x = −0.3 and a y = 0.2 until t = 640 t. The x − y position trajectory is shown in Fig. 7(a) , and the velocity trajectory is depicted in Fig. 7(b) . In IMM, two constant velocity (CV) model with different process noise are employed. The state representation for each CV model has 
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where q 1 = 0.5, q 2 = 50, and r denotes the measurement noise intensity in x or y direction. The initial state error covariance is chosen as 
Moreover, the model transition matrix
and the initial probability has ϕ 1 = ϕ 2 = 0.5. In our simulation figures, the time-sample interval is 10 t. All results are obtained from 800 Monte Carlo runs. In Table 5 , when r = 300, RMSE metric show that AMIMMIF has achieved better performance than AMIMM, MIMM, AIMMIF, AIMM and classical IMM, no matter in position estimation or velocity estimation. This phenomenon might attribute to the adaptive waveform and MMF strategy of AMIMMIF.
Meanwhile, AMIMMIF and AIMMIF all have better performance than AMIMM and AIMM, due to the measurement fusion scheme. AMIMM and AIMM have all outperformed MIMM and classical IMM by using their adaptive waveforms.
In the same way, MIMM exploits the matrix-weights in lieu of probability weights to combine each sub-model, which considers the element relationship in the estimated state vector and the covariance matrix, and further enhance tracking performance. The estimation difference of algorithms in Table 5 is similar to Fig.8 ∼ Fig.11 . In addition, we can also find that AMIMMIF and AIMMIF could response to the maneuvering occurrence and adapt its waveforms, while MIMM and IMM may lose their performance. AMIMMIF with its measurement fusion and matrix-weighted mechanism has consumed much more time than others. Similarly, MIMM with matrixweighted mechanism has also consumed much more time than IMM. AIMMIF using adaptive waveforms and measurement fusion also consumes much more time than classical IMM.
V. CONCLUSION AND DISCUSSION
In this paper, AMIMMIF is proposed to enhance the tracking performance of CR. Firstly, some latest measurements and virtual measurements are collected to exploit more robust information. Secondly, the maneuvering target state is modeled via the multiple model idea, and the tracking framework is formulated by MMF in lieu of the probabilityweighted way. Finally, MMF output covariance matrix is selected as the ellipse metric, and its ellipse parameters can be obtained by EVD. According to these ellipse parameters, FrFT is used to rotate the measurement error-ellipse to make them orthogonal, and further obtain the desirable rotation orientations for cognitive tracking waveform. Simulation results show that using posterior measurements as well as virtual measurements, MMF tracking algorithm based on the centralized fusion scheme and matrix-weighted model fusion could achieve more excellent precision and robustness than traditional methods. Additionally, adaptive waveform scheme has further enhanced the tracking performance. 
