According to Newton's second law of motion, we humans describe a dynamical system with a differential equation, which is naturally discretized into a difference equation whenever a computer is used. The differential equation is the continuous-time model in human brains and the difference equation the disceret-time model in computers for the dynamical system. This paper formulates a hybrid model with impulsive differential equations for the dynamical system, which integrates its continuous-time model in human brains and its discrete-time counterpart in computers. The presented results establish a theoretic foundation for the scientific study of control and communication in the animal/human and the machine (Norbert Wiener) in the era of rise of the machines.
Abstract: This paper proposes a novel framework for numerical study of stochastic differential equations (SDEs), which formulates a hybrid system with stochastic impulsive differential equations (SiDEs) to descibe the integrated dynamics of the exact (the physical) and the numerical (the cyber) solutions to the dynamical system of SDE, unlike in the literature where they are linked with inequalities. This systematic representation is a typical cyberphysical system (CPS) and provides a holistic view of continuous-time systems in nature and their discrete-time models in computers, which clearly shows how the numerical solution (the cybersubsystem) is driven by both the SDE and the random sequence of simulations while the exact solution (the physical-subsystem) conducted by the SDE itself only. To establish a foundation of the proposed framework, this paper initiates the study of a new and general class of SiDEs and develop by Lyapunov methods a stability theory for the general class of SiDEs. Applying the established theory, this paper studies the test problem how to reproduce the pth moment exponential stability of the underlying SDE in the widely-used Eular-Maruyama method. This removes the principal barrier to developing CPSs and establishes a theoretic foundation for a new systems science. As an application example, this paper presents the numerical Lyapunov-Itô inequality (alternatively, the cyberphysical
Introduction
Over the past decaseds, stochastic systems described with stochastic differential equations (SDEs) have been intensively studied since stochastic modelling are widely used in many branches of science and industry (see, e.g., [1, 3, 10, 19, 21, 31] ). In general, it is difficult to solve an SDE analytically, whose solution is a continuous-time stochastic process. For practical purposes, numerical approximations to the exact solution of the SDE, which, called the numerical solutions, are discrete-time stochastic processes produced by a numerical scheme, are usually employed. Numerical methods for SDEs have been popular and investigated in many works because of their various applications (see [15, 16, 32, 37, 38] ). As is also well known, whenever a computer is used in measurement, computation, signal processing or control applications, the data, signals and systems involved are naturally described with discrete-time processes. Due to the prevalent use of computers as well as the wide use of stochastic modelling, discrete-time stochastic systems described with stochastic difference equations, including those many discretized from SDEs, have attracted more and more attention over the recent years, see, e.g., [8, 23, 24, 40] . From the behaviour of the discrete-time processes that are approximate realizations of the continuous-time stochastic process, one learns or infers some properties of the underlying continuous-time system, say, the SDE (see, e.g., [2] ). It is natural and necessary to require that the discretetime stochastic system reproduces some dynamical properties such as stability of the underlying SDE, which are concerned about in a study.
As a matter of fact, the problem how to reproduce the stability of the continuoustime system in a numerical method, which is called the test problem [14] , has been studied for SDEs in a number of works [13, 17, 18, 33, 37] . The key question in a test problem is, see [13] , for what stepsizes ∆t does the numerical method share the stability property of the underlying SDE?
This question deals with asymptotic (t → ∞) properties and hence cannot be an-swered directly by applying traditional finite-time convergence results, see [14, 17, 33] . Higham et al. [17] introduced a natural finite-time strong convergence condition [17, Condition 2.3] for the numerical method and showed that there is a sufficiently small ∆t * > 0 such that, for every ∆t ∈ (0, ∆t * ], the numerical solutions reproduce the mean-square exponential stability of the SDE [17, Lemma 2.4] . Recently, Mao [33] developed new techniques to handle the small pth moment (with p ∈ (0, 1)) and showed that, under a natural finite pth moment condition [33, Assumption 2.4 ] and a natural finite-time convergence condition [33, Assumption 2.5] on numerical methods, the pth moment exponential stability of the SDE is preserved, for every ∆t ∈ (0, ∆t * ], in the numerical method [33, Lemma 2.6] . As is pointed out in [33] , there are many open problems in this research. For example, although the existence of the (sufficiently small) upper bound ∆t * > 0 of stepsizes has been shown [17, 33] , it is severely limited by the growth constant of the exponentially stable SDE. Recall that, though the growth constant and the rate constant are related, it is only the rate constant that counts in the definition of exponential stability, see Definitions 2.1 and 2.2 below. It appears that, to reproduce the exponential stability of the SDE in a numerical method, the condition imposed on the choice of stepsizes that explicitly depends on the growth constant could/should be relaxed. This could improve the upper bound ∆t * of stepsizes and facilitate its computation, see Sections 4 and 5 below. This paper proposes a novel framework for the study of numerical SDE theory. Motivated by numerical study of SDEs, we formulate a new and general class of stochastic impulsive differential equations (SiDEs), which can be used to describe the SDEs and their numerical solutions simultaneously. Impulsive systems have been studied in systems and control theory for several decades with the emphasis being on stability analysis and its applications [25, 26, 28, 44, 45] . Stochastic impulsive systems described with SiDEs, which comprise an extension of impulsive systems that combines continuous change and instantaneous change and that includes effects of stochastic perturbation [41] , have been studied in many works, e.g., [36] and [46] gave the stochastic extensions of some results in [7] and [12] , respectively, while [5, 35] developed Razumikhin-type theorems for SiDEs with delays. However, the impulsive systems including the SiDEs considered in the literature [29, 36, 39, 41, 43, 46] do not apply to our motivation but can be regarded as some specific cases of our proposed SiDEs, see Section 2. Unlike the existing results on numerical methods for SDEs in which the exact and numerical solutions of the SDE are linked with (more or less restrictive) inequalities such as the natural finite-time convergence condition in [17, 33] , we formulate a hybrid system with SiDEs to represent the dynamics of both the exact and numerical solutions of the SDE. In this systematic framework, one could not only exploit some useful ideas/methods in systems and control theory but also develop novel approaches, methods, techniques and theories for numerical simulations of SDEs.
The proposed systematic representation provides a holistic view of continuous-time systems in nature/practice and their discrete-time models in computers. It reveals the intrinsic relationship between the exact and numerical solutions of an SDE by de-scribing them simultaneously as interrelated components in a hybrid system of SiDE. From the viewpoint of cybernetics, an essential problem to study is whether and how the hybrid system SiDE reproduces some dynamical properties such as stability of the continuous-time subsystem SDE since 'the primary concern of cybernetics is on the qualitative aspects of the interrelations among the various components of a system and the synthetic behavior of the complete mechanism' [42] . Our proposed systematic framework and theory establish a theoretic foundation for designing tightly integrated computational and physical systems, a trend now known as cyberphysical systems (CPSs), see Sections 4 and 5. Actually, our proposed hybrid system of SiDE is a typical CPS, whose behaviour is defined by both cyber and physical parts of the system. Cyberphysicality spans the gamut of engineering domains and the tight integration of physical and information processes in CPSs necessitates the development of a new systems science, one that ensures stability, reliability, safety, and feasibility of complex engineered systems, see [27] .
The rest of this paper is organized as follows. Section 2 introduces notation and the general class of SiDEs motivated by numerical study of SDEs. In Section 3, we develop by Lyapunov methods a stability theory for the general class of SiDEs, which has applications in numerical study of SDEs as well as impulsive control and stabilization of stochastic systems. In Section 4, we formulate a systematic representation, which is a typical CPS, for both the exact (the physical-part) and numerical (the cyber-part) solutions of an SDE where the dynamics of both the SDE (the physical-subsystem) and its numerical solution (the cyber-subsystem) are described integratedly with an SiDE, and study the test problem (1) of SDEs with the stability theory we propose in Section 3. Section 5 is devoted to applications of the results we establish in this paper, where, taking linear sytems as an application example, we present the numerical Lyapunov-Itô inequality (105) to the test problem (1) of linear SDEs, and show that the cyberphysical Lyapunov-Itô inequality (105) is the necessary and sufficient condition for mean-square exponential stability of linear CPS (104). Concluding remarks and some future works are given in Section 6.
A general class of SiDEs
Throughout this paper, unless otherwise specified, we shall employ the following notation. Let us denote by (Ω, F , {F t } t≥0 , P) a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P-null sets) and by E[·] the expectation operator with respect to the probability measure. Let B(t) = B 1 (t) · · · B m (t)
T be an m-dimensional Brownian motion defined on the probability space. If x, y are real numbers, then x ∨ y denotes the maximum of x and y, and x ∧ y stands for the minimum of x and y. If A is a vector or a matrix, its transpose is denoted by A T . If P is a square matrix, P > 0 (resp. P < 0) means that P is a symmetric positive (resp. negative) definite matrix of appropriate dimensions while P ≥ 0 (resp. P ≤ 0) is a symmetric positive (resp. negative) semidefinite matrix. Denote by λ M (·)and λ m (·) the maximum and minimum eigenvalues of a matrix, respectively. Let | · | denote the Euclidean norm of a vector and the trace norm of a matrix. Let C 2,1 (R n × R + ; R + ) be the family of all nonnegative functions V (x, t) on R n × R + that are continuously twice differentiable in x and once in t.
Denote by I n the n × n identity matrix and by O n×m the n × m zero matrix. Let {ξ(k)} k∈N , N = {0, 1, 2, · · · }, be an independent and identically distributed sequence with
and ξ j (k), j = 1, 2, · · · , m, obeying standard normal distribution while {t k } k∈N is a strictly increasing sequence with 0 = t 0 < t 1 < t 2 < · · · and t k → ∞ as k → ∞. Let us consider the following (n + q)-dimensional stochastic impulsive differential equations (SiDEs)
for k ∈ N with initial data x(0) = x 0 ∈ R n and y(0) = y 0 ∈ R q , where ξ(k + 1) is independent of {x(t), y(t) : 0 ≤ t < t k+1 }, and functions f :
for all t ∈ R + and k ∈ N, and satisfy the global Lipschitz continuous conditions.
and there isL > 0 such that
We initiate the study of SiDE (2a-2d) with strong motivation for numerical study of SDEs, which is related to CPSs in Sections 4 and 5. It is observed that SiDEs (2a-2d) are a more general class of stochastic impulsive systems that includes those considered in the literature. For example, the stochastic impulsive systems in [36, 39, 46 ] are a specific case of SiDE (2a-2d) with q = 0 and h g (·, ·) ≡ 0. Obviously, the trivial solution is the equilibrium of system (2a-2d). For a function V ∈ C 2,1 (R n × R + ; R + ), the infinitesimal generator L V : R n × R + → R associated with system (2a) is defined by
where
Similarly, for a functionṼ ∈ C 2,1 (R q × R + ; R + ), one can define the generatorLṼ :
and y(t) = Dz(t). Stochastic impulsive system (2a-2d) can be written in a compact form as follows
are given by
Obviously, stochastic impulsive system (5a-5b) obeys
and, by Assumption 2.1, satisfies the global Lipschitz continuous condition, that is, there is L z > 0 such that
for all t ∈ R + , k ∈ N. It is easy to obtain the following result on existence and uniqueness of solutions for SiDE (5a-5b).
Lemma 2.1. Under Assumption Assumption 2.1, there exists a unique (right-continuous) solution z(t) to SiDE (5a-5b) (i.e., (2a-2d)) on t ≥ 0 and the solution belongs to
Proof. Since SiDE (5a-5b) satisfies the global Lipschitz continuous condition (6), according to [31, Theorem 3.1, p51], there exists a unique solution z(t) to (5a-5b) on t ∈ [t 0 , t 1 ) and the solution belongs to M 2 ([t 0 , t 1 ); R n+q ). Note that ξ(k + 1) is independent of {z(t) : t ∈ [t 0 , t 1 )}. By virtue of continuity of functions H F and H G , there exists a unique solution z(t 1 ) to (5a-5b) on t = t 1 . Moreover, (5b) and (6) imply that the second moment of z(t 1 ) is finite. And then, again, according to [31, Theorem 3.1, p51], one has that there is a unique right-continuous solution z(t) to (5a-5b) on t ∈ [t 0 , t 2 ) and the solution belongs to
By induction, one has that there exists a unique (right-continuous) solution z(t) to SiDE (5a-5b) for all t ≥ 0 and the solution belongs to
Now that we have shown the existence and uniqueness of solutions to (5a-5b) (i.e., (2a-2d)), we shall further study the stability of the solution to the SiDE below. Let us introduce the definitions of exponential stability for SiDEs (5a-5b).
Definition 2.1. [31, Definition 4.1, p127] The system (5a-5b) is said to be pth (p > 0) moment exponentially stable if there is a pair of positive constants K and c such that
for all z 0 ∈ R n+q , which leads to
The system (5a-5b) is said to be almost surely exponentially stable if
3 Lyapunov stability theory for the general class of SiDEs
Since the existing stability results do not apply to our proposed SiDEs, we will establish by Lyapunov methods a stability theory for the general class of SiDEs (2a-2d). This foundational theory can be applied to numerical study of SDEs as well as control of stochastic impulsive systems. In above, for simplicity, the compact form (5a-5b) of system (2a-2d) is employed to study the existence and uniqueness of solutions to the SiDE. In this section, we will make use of the description (2a-2d) of the system and study the stability of the solution to SiDE (2a-2d) because it would be convient to exploit the structure of the system in the decomposed description in the form of (2a-2d).
Theorem 3.1. Suppose that Assumption 2.1 holds. Let V ∈ C 2,1 (R n × R + ; R + ) and V ∈ C 2,1 (R q × R + ; R + ) be a pair of candidate Lyapunov functions for systems (2a, 2c) and (2b,2d), respectively, which satisfy
for all (x, y, t) ∈ R n × R q × R + and some positive constants p, c 1 , c 2 ,c 1 ,c 2 . Assume that there are positive constants α,α 1 ,α 2 ,β,
where 0 < ∆t := inf k∈N {t k+1 − t k } ≤ ∆t := sup k∈N {t k+1 − t k } < ∞. Then SiDE (5a-5b) (i.e., (2a-2d)) is pth moment exponentially stable.
Proof. According to Lemma 2.1, that Assumption 2.1 holds implies there exists a unique solution to SiDE (2a-2d). Let us fix any
T ∈ R n+q and start to show the stability of the solution. The proof is rather technical so we devide it into five steps, in which we will show: 1) the exponential stability of x(t); 2) some propeties of y(t); 3) the exponential stability of y(t) when |x 0 | = 0; 4) the exponential stability of y(t) when |x 0 | > 0; 5) the exponential stability of z(t). Some ideas and techniques in this proof are derived from input-to-state stability of SDEs [20] , where x(t) is treated as disturbance in the subsystem of y(t).
Step 1: By Lemma 2.1 and Itô's formula, one can derive that for t ∈ [t 0 , t 1 )
Using condition (8) gives
for all t ∈ [t 0 , t 1 ), and, particularly,
At t = t 1 , by (2c) and (10), one has
But, by condition (12), one observes
whereᾱ ∈ (0, (α ∆t − ln β) / ∆t ] is a positive constant. Combination of (14)- (17) yields
on t ∈ [0, t 1 ]. Using the same reasoning, one can obtain
on t ∈ [t k , t k+1 ] for all k ∈ N. This means that EV (x(t), t) is right-continous on t ∈ [0, ∞) and satisfy
for all t ≥ 0. This, by condition (7), implies that
for all t ≥ 0, that is, part of the system (2a-2d), x(t) is pth moment exponentially stable (with Lypunov exponent no larger than −ᾱ).
Step 2: Let us now proceed to consider the dynamics of the other part, y(t), of the system (2a-2d). By 2.1 and Itô's formula, one has
on t ∈ [t 0 , t 1 ). Using the same reasoning, one can derive that
between any two consecutive impulses t k and t k+1 while condition (9) gives
on t ∈ [t k , t k+1 ) for all k ∈ N. Obviously, this means that EṼ (y(t), t) is rightcontinuous on t ∈ [0, ∞) and could only have jumps at impulse times {t k+1 } k∈N . Notice condition (12) impliesβ 2 eα 2 ∆t < 1 and there exists a pair of positive numbers δ ∈ (0, 1 −β 2 ) andδ ∈ (0,ᾱ] sufficiently small for (
It is easy to observe, from (24) , that
for such t ∈ [t k , t k+1 ) and k ∈ N where
Similarly, one can observe, from (11) , that
whenever
Step 3: If x 0 = 0, i.e., V (x 0 , 0) = 0, then inequality (20) gives EV (x(t), t) = 0 for all t ≥ 0. Using (9), (22) and (24) , one has
for all t ∈ [0, t 1 ). This, by Gronwall's inequality (see, e.g., [31, Theorem 8 
and, particularly,
Using this with conditions (11) and (25), one obtains
In fact, one can repeat the derivations (28)-(31) over the interval between any two consecutive impulse times [t k , t k+1 ] and obtain EṼ (y(t), t) ≤Ṽ (y 0 , 0)eα (32) for all t ∈ [t k , t k+1 ) and k ∈ N. This implies
for all t ≥ 0. When x 0 = 0, under condition (7), inequality (33) implies that y(t) is pth moment exponentially stable (with Lyapunov exponent no larger than −(δ +δ)).
Step 4: In this step, we will show the exponential stability of y(t) in the case when |x 0 | > 0, i.e., V (x 0 , 0) > 0. Recall that both EV (x(t), t) and EṼ (y(t), t) are rightcontinuous on t ∈ [0, ∞), which could only have jumps at impulse times {t k+1 } k∈N . Define a functionv :
on t ∈ [0, ∞) with initial valuev(0) =
, which is, due to the properties of EV (x(t), t) and EṼ (y(t), t), right-continuous on t ∈ [0, ∞) and could only have jumps at impulse times {t k+1 } k∈N . Notice that, given any t ≥ 0, either v(t) ≥ 0 orv(t) < 0. The interval [0, ∞) is broken into a disjoint union of subsets T + ∪ T − , where
Obviously, one has, from (20) , that
for all t ∈ T + . Without loss of generality, assume thatv(0) > 0 (in fact, since V (x 0 , 0) > 0, one can always choose a sufficiently small δ > 0 such thatv(0) > 0), and, therefore, v(t) > 0 on [0, ǫ) for some number ǫ > 0, i.e., [0, ǫ) ⊂ T + . If T + = [0, ∞) (i.e., T − = ∅), the proof is complete. Otherwise, let us consider the right-continuous process EṼ (y(t), t) on the subset T − . Actually, due to the right-continuity ofv(t) on [0, ∞), given anyt ∈ T − , one can find an interval [τ 1 (t), τ 2 (t)) such that (τ 1 (t), τ 2 (t)) ⊂ T − , where
For convenience, we also write τ 1 = τ 1 (t) and τ 2 = τ 2 (t) when there is no ambiguity. Now we consider the right-continuous process EṼ (y(t), t) on the interval [τ 1 , τ 2 ), which would fall into one of three categories as follows:
I)There is no impulse time on [τ 1 , τ 2 ). Because of the property thatv(t) is rightcontinuous and could only have jumps at at impulse times {t k+1 } k∈N , that τ 1 is not an impulse time, namely, τ 1 / ∈ {t k+1 } k∈N impliesv(t) is continuous on t = τ 1 and hencē v(τ 1 ) = 0. This means
Using Gronwall's inequality, one can derive from equation (23), inequalities (24) and (26) that
for all t ∈ [τ 1 , τ 2 ). Note that, in this case, τ 2 − τ 1 ≤ ∆t. Substitution of inequality (38) into (39) leads to
for all t ∈ [τ 1 , τ 2 ). II) There is exactly one impulse time t k on [τ 1 , τ 2 ). There are two cases: i) τ 1 < t k and ii) τ 1 = t k . i) If τ 1 < t k , which means τ 1 / ∈ {t k+1 } k∈N , then, as above, ineqaulity (38) holds for t = τ 1 and inequality (40) holds for all t ∈ [τ 1 , t k ). But, by (27) and (25) , one has
By Gronwall's inequality, (23) , (24), (26) and (41) yield
for all t ∈ [t k , τ 2 ). Therefore, when τ 1 < t k < τ 2 , combination of (38), (40) and (42) yields that inequality (40) holds for all t ∈ [τ 1 , τ 2 ).
ii) By the property ofv(t) and definition of τ 1 , that τ 1 = t k impliesv(t − k ) > 0 and hence
This, with (11) and (20), gives
and hence
for all t ∈ [τ 1 , τ 2 ).
Combining (40) and (45) yields
for all t ∈ [τ 1 , τ 2 ) whenever there is only one impulse time on the interval [τ 1 , τ 2 ), where
is a positive constant. III) There are at least two impulse times on [τ 1 , τ 2 ). For any two consecutive impulses t k and t k+1 on [τ 1 , τ 2 ), using the reasoning as above, one can derive that
for all t ∈ [t k , t k+1 ) and then
Suppose that there are impulse times t k < t k+1 < · · · on [τ 1 , τ 2 ). Let us now consider EṼ (y(t), t) on the interval [t k , τ 2 ). By (48) and (49), one obtains
for all t ∈ [tk, tk +1 ∧ τ 2 ), wherek ∈ N andk ≥ k. This implies
for all t ∈ [t k , τ 2 ). Recall that 0 <δ ≤ᾱ and 0 ≤ t k − τ 1 ≤ ∆t.
In the case when τ 1 < t k , from (38) , (41) and (51), one has
for all t ∈ [t k , τ 2 ), and then, by (40)
In the other case when τ 1 = t k , substituting (44) into (51) yields
for all t ∈ [τ 1 , τ 2 ). Therefore, combining (53) and (54) gives
for all t ∈ [τ 1 , τ 2 ) which includes at least two impulse times, where K is the positive constant given by (47). From inequlities (40), (46) and (55), one sees
for all t ∈ T − , where K is the positive number given by (47). Combining (36) and (56), one can conclude that
for all t ≥ 0. This means that, under condition (7), the other part, y(t), of the systems is also pth moment exponentially stable (with Lyapunov exponent no larger than −δ) when |x 0 | > 0.
Step 5: We have shown the pth moment exponential stability of x(t) by inequality (20) and that of y(t) by (33) and (57) when |x 0 | = 0 and |x 0 | > 0, respectively.
Note that z(t) = x(t) y(t) = x(t) 0 + 0 y(t) and hence |z(t)| ≤ |x(t)| + |y(t)|
for all t ≥ 0. From (58), it is easy to see that
where k p = 1 when 0 < p < 1 and k p = 2 p−1 when p ≥ 1. Obviously, in the case when |x 0 | = 0 and hence E|x(t)| p = 0 for all t ≥ 0, inequalities (59), which is E|z(t)| p ≤ k p E|y(t)| p in this case, and (33) imply the pth moment exponential stability of z(t). Let us consider the general case, that is, when |x 0 | > 0. By inequalities (7), (20) , (57) and (59), one has
((1 ∨ β) + K) and K is given by (47). This means that z(t) is pth moment exponentially stable (with Lyapunov exponent no larger than −δ).
It is noticed that condition (12) imposed on the impulse interval does not explicitly depend on the growth constant c 2 /c 1 in the exponential stability (21) of subsystem x(t). This will be given more specifications in Sections 4 and 5 when 3.1 is applied to the test problem (1) of SDEs. In Theorem 3.1, the continuous dynamics stabilize part of the system, x(t), though the discrete one could destabilize it. But we can also establish a stability criterion for the cases where the discrete dynamics stabilize x(t) while the continuous one destabilize it. This result can be applied to the problems of impulsive control and stabilization [44, 45] . Theorem 3.2. Suppose that Assumption 2.1 holds. Let V ∈ C 2,1 (R n × R + ; R + ) andṼ ∈ C 2,1 (R q × R + ; R + ) be a pair of candidate Lyapunov functions that satisfy condition (7). Assume there are positive constants α,α 1 ,α 2 ,β,β 1 ,β 2 such that
EṼ (y +∆(x, y, k + 1), t) ≤β 1 V (x, t) +β 2Ṽ (y, t)
for all (x, y) ∈ R n × R q and k ∈ N. Let the impulse time sequence {t k } satisfy
Then SiDE (5a-5b) (i.e., (2a-2d)) is pth moment exponentially stable.
Proof. By Itô's formula and the reasonging as above, one can obtain
and then, by Gronwall's inequality,
on t ∈ [0, t 1 ), which gives EV (x(t
But condition (65) means that βe α ∆t < 1 and there isα > 0 sufficiently small for
This with (68) implies that
Similarly, on the interval between any two consecutive impulse times, one can obtain
for all t ∈ [t k , t k+1 ) and k ∈ N, which implies
for all t ≥ 0. This means that the subsystem of x(t) is pth moment exponentially stable (with Lyapunov exponent no larger than −α). Under the conditions (7), (62), (64) and (72), one can show the pth moment exponential stability of y(t) and, therefore, that of z(t) as in the proof of 3.1.
Furthermore, one can show that, under Assumption 2.1, the pth moment exponential stability of SiDE (5a-5b) implies it is also almost surely exponentially stable. The proof is similar to that of [31, Theorem 4.2, p128] and hence is omitted. Theorem 3.3. Suppose that Assumption 2.1 holds. Then the pth (p > 0) moment exponential stability of SiDE (5a-5b) (i.e., (2a-2d)) implies the almost sure exponential stability.
Exponential stability of numerical solutions to SDEs
In this section, we formulate a hybrid system in the form of SiDE (2a-2d) to represent the dynamics of both the exact and numerical solutions of an SDE simultaneously. In our systematic framework, one can apply the stability theory for SiDEs established in 3, specifically, 3.1 to study the test problem (1) of SDEs. Let us consider the following SDE
on t ≥ 0 with initial value x(0) = x 0 ∈ R n , where f : R n → R n and g : R n → R n×m satisfy the global Lipschitz condition
for all (x,x) ∈ R n × R n . Given a free parameter θ ∈ [0, 1], the numerical solutions to SDE (73) by the well-known stochastic theta method [13, 16, 33, 34] are defined by
with the initial value X 0 = x 0 , where ∆t > 0 is the constant stepsize and √ ∆t ξ(k +1) is the implementation of ∆B k = B((k + 1)∆t) − B(k∆t), see [13] . When θ = 0, numerical scheme (75) gives the widely-used Euler-Maruyama method. Therefore, the Euler-Maruyama method applied to SDE (73) computes approximations X k ≈ x(t k ), k ∈ N, where t k = k∆t, by setting X 0 = x 0 and forming
Stochastic difference equations (76), also called discrete-time stochastic systems [24] , have been intensively studied over the past a few decades. In practical applications, it is natural to form and use some continuous-time extensions of the discrete approximation {X k } such as X(t) defined by [16, 34] 
where 1 T is the indicator function of set T . This is a simple step process so its sample paths are right-continuous on [0, ∞).
One of the key questions in the study of numerical methods is, such as the test problem (1) of SDEs, whether and then how the numerical method shares the exponential stability of the underlying systems. We will apply our theory established above and address this question of the Euler-Maruyama method for SDEs.
Let us consider the process y(t) of difference between the solution x(t) to the SDE and its continuous-time approximation X(t) defined by (77) above
with initial value y(0) = x(0) − X(0)(= 0). Notice that x(t) is a process of continuous paths and X(t) is a simple step process, which imply that y(t) is right-continuous on t ∈ R + and could only have jumps at the sequence of times {t k+1 } k∈N . According to the approximation scheme (76-77), the jump of y(t) at t = t k+1
for all t ∈ [t k , t k+1 ) and k ∈ N. The dynamics of both the solution x(t) to SDE (73) and the process y(t) of difference given in (78) are described simultaneously by the following SiDE
for all k ∈ N with initial data x(0) = x 0 ∈ R n and y(0) = x(0) − X(0) = 0 ∈ R n . Clearly, SiDE (81) is a specific case of (2) where 
√ ∆t and t k = k∆t. It is easy to see that Assumption 2.1 holds since both f and g satisfy the global Lipschitz condition (74).
It is stressed that SiDE (81) is a typical CPS, which is composed of physicalsubsystem x(t) and cyber-subsystem X(t) = x(t) − y(t). Usually, in a control system, information X(t) = x(t) − y(t) from the cyber-subsystem is applied to control/steer the physical-subsystem and hence the CPS has a general form as follows dx(t) =f (x(t), y(t))dt +ĝ(x(t), y(t))dB(t) (82a)
for all k ∈ N with initial data x(0) = x 0 ∈ R n and y(0) = x(0)−X(0) = 0 ∈ R n . wherê
n×m are set for implusive control of the physical-subsystem. It is highlighted that this work establishes a theoretic foundation for CPSs that comprehends cyber and physical resources in a single unified framework. This removes the principal barrier to developing CPSs, see [6, 27] .
In our systematic representation, the exact and numerical solutions of the SDE, unlike in the literature where they are linked in some moment sense with (more or less restrictive) inequalities, are intrinsically related in a CPS described with the hybrid system of SiDE. This typical CPS shows how the numurical solution (the cybersubsystem) is driven by both the SDE and the sequence {ξ(k)} k∈N of simulations while the exact solution (the physical-subsystem) is, of course, driven by the SDE itself only.
Applying Theorem 3.1 to SiDE (81), one can obtain the following result, which ensures that the numerical solution X(t) defined by (76-77) shares the pth moment and hence almost sure exponential stability with the SDE (81a).
Theorem 4.1. Let V ∈ C 2 (R n ; R + ) be a candidate Lyapunov function for both subsystems (81a) and (81b, 82d), which satisfies
for all x ∈ R n and some positive constants p, c 1 , c 2 . Assume that there are positive constants α,α 1 ,α 2 ,β 1 ,β 2 such that
for all (x, y) ∈ R n × R n and k ∈ N. Let the stepsize
Then SiDE (81) is pth moment exponentially stable and hence is also almost surely exponentially stable. Moreover, the numerical solution X(t) given by (76-77) with stepsize ∆t shares the pth moment exponential stability with stochastic system (73) and hence it is also almost surely exponentially stable.
Proof. That SiDE (81) is pth moment exponentially stable and is also almost surely exponentially stable is simply a result from Theorems 3.1 and 3.3. Notice that (78), that is, X(t) = x(t) − y(t) for all t ≥ 0 yields
|X(t)| ≤ |x(t)| + |y(t)|
where k p = 1 when 0 < p < 1 and k p = 2 p−1 when p ≥ 1. Recall that X(0) = x(0) = x 0 and y(0) = x(0) − X(0) = 0. If x 0 = 0, by (20) , (33) and (83), one has EV (x(t)) = 0, EṼ (y(t)) = 0 and hence E|X(t)| p = 0 for all t ≥ 0. In the general case when |x 0 | > 0, similar to the Step 5 in the proof for 3.1, one can derive
whereK p is given by (60). That is, the continuous-time approximation {X(t)} t≥0 defined by (77) is pth moment exponentially stable. Moreover, since
T , the almost sure exponential stability of SiDE (81a-82d)
implies that lim sup
Therefore, the continuous-time approximation {X(t)} t≥0 defined by (76-77) is also almost surely exponentially stable.
This means that, when the conditions in 4.1 hold, SDE (73) is pth moment exponentially stable and its numerical solutions X(t) generated by the widely-used Euler-Maruyama method reproduce the pth moment exponential stability of the SDE. Notice that the ability of numerical simulations to reproduce the mean-square exponential stability of SDEs has been shown in [17] . A result on mean-square exponential stability of SiDE (81) and hence that of its numerical solution (76-77) is derived from 4.1 as follows.
Theorem 4.2. Let the candidate Lyapunov function
where P ∈ R n×n is a positive definite matrix. Assume that there exist positive constantsᾱ and ∆t withᾱ ∆t < 1 such that
for all x ∈ R n . Then the numerical solution X(t) given by (76,77) with stepsize ∆t ∈ (0, ∆t] shares the mean-square exponential stability with stochastic system (73) and hence it is also almost surely exponentially stable.
Proof. It will follow the conclusion from Theorem 4.1 if one shows that conditions (83)-(87) in Theorem 4.1 are satisfied with p = 2 for SiDE (81). 
for all t ≥ 0. That is, stochastic system (73) 
≤α 2 y T P y +α 2 given by (100) below are both positive numbers. So condition (85) in Theorem 4.1 is satisfied.
Note that, given any ∆t ∈ (0, ∆t ], inequality (90) implies
and (82d) gives
Using inequality (93), one obtains
for all (x, y) ∈ R n ×R n and k ∈ N, where c > 0 is sufficiently small for 1+c−ᾱ∆t < 1. But, by [22, Lemmas 1 and 2] and global Lipschitz condition (74), one also has
where b is a positive constant sufficiently small for
Substitution of (96) and (97) into (95) yields
andβ 2 given by (98) above are both positive constants. This is the condition (86) in Theorem 4.1. Letα 2 be a positive number such that
For instance, letα 2 = − lnβ 2 /(2 ∆t). Then
which means that condition (87) in Theorem 4.1 is also satisfied. According to Theorem 4.1, it follows the conclusion.
In order to ensure that the numerical method shares the exponential stability with the SDE, the choice of stepsizes ∆t is explicitly and heavily limited by both the growth constant and the rate constant of the SDE in the literature [17, 33] . Although the both are related, it is only the rate constant that plays a key role in the definitions of exponential stability. It makes sense to lessen the dependence of stepsizes ∆t on the growth constant, which itself includes conservativeness from condition (83). In 4.2, we manage to remove the explicit dependence of stepsizes ∆t on the growth constant λ M (P )/λ m (P ). Instead, we show that the influence of the growth constant λ M (P )/λ m (P ) on the choice of stepsizes ∆t is through the rate-like constantβ 2 by equation (98). This could reduce much the restriction introduced by the growth constant. As is shown in Section 5 below, it significantly improves the upper bound ∆t of stepsizes and ease its computation in linear SDEs.
An application example: linear SDEs
Let us consider linear SDEs
on t ≥ 0 with initial value x(0) = x 0 ∈ R n , where F ∈ R n×n , G j ∈ R n×n , j = 1, 2, · · · , m, are constant matrices. Obviously, the linear SDE (101) satisfies the global Lipschitz continuous condition and has a unique solution x(t) on t ∈ [0, ∞). It is well known that linear stochastic system (101) is mean-square exponentially stable (or, equivalently, asymptotically stable) if and only if there exists a positive definite matrix P ∈ R n×n such that [4, 9]
Let y(t) be the process of difference between x(t) and X(t) defined by (78) above. The dynamics of x(t) and y(t) are described by a liner SiDE
for all k ∈ N with initial data x(0) = x 0 ∈ R n and y(0) = x(0) − X(0) = 0 ∈ R n . Clearly, the linear SiDE (104) satisfies the global Lipschitz condition (74).
Suppose that the SDE (101) is mean-square exponentially stable (and hence almost surely exponentially stable), that is, the classic Lyapunov-Itô inequality (102) holds. Our theory immediately provides a positive result to question (Q1) in [17] and the upper bound ∆t of stepsizes to the test problem (1).
Theorem 5.1. If there exists a positive definite matrix P ∈ R n×n such that
holds for some positive number ∆t. Then the numerical solution X(t) given by (77) and (103) with stepsize ∆t ∈ (0, ∆t ] shares the mean-square exponential stability with stochastic system (101) and hence it is also almost surely exponentially stable.
Proof. Let us show that the classic Lyapunov inequality (102) and the numerical Lyapunov inequality (105) are equivalent. Obviously, (105) implies (102). But inequality (102) implies that there is a sufficiently small positive number ∆t such that (105) holds. Therefore, by (105), stochastic system (101) is mean-square exponentially stable and hence is also almost surely exponentially stable. Let us consider the quadratic Lyapunov function
for the linear SDE (101). LMI (105) implies there is a positve numberᾱ < 1/ ∆t sufficiently small for
which means that condition (90) in Theorem 4.2 holds. Therefore, by Theorem 4.2, it follows the conclusion.
Notice that linear SiDE (104) is a specific case of CPS (81), see Section 4. In the following, we show that the numerical Lyapunov inequality (105), which is also called the cyberphysical Lyapunov inequality, is the necessary and sufficient condition for mean-square exponential stability of the CPS described with linear SiDE (104).
Theorem 5.2. Linear SiDE (104) with sufficiently small ∆t ∈ (0, ∆t] for some positve number ∆t is mean-square exponentially stable (and hence almost surely exponentially stable) if and only if there exists a positive definite matrix P ∈ R n×n such that the numerical Lyapunov inequality (105) holds for positive number ∆t.
Proof. Necessity. Notice that subsystem (104a) is self-conducted, which is not affected by the other parts of SiDE (104). By the mean-square xponential stability of SiDE (104), the subsystem (104a) itself is mean-square exponentially stable. This implies that the classic Lyapunov inequality (102) and hence the numerical Lyapunov inequality (105) holds for some positive number ∆t.
Sufficiency. One can verify, similar to the proof of Theorem 4.2, that the numerical Lyapunov inequality (105) implies that conditions (83)-(87) in Theorem 4.1 are satisfied with p = 2 for the linear SiDE (104). Therefore, according to Theorem 4.1, SiDE (104) is mean-square exponentially stable and hence almost surely exponentially stable. Moreover, the numerical solution X(t) given by (77) and (103) with stepsize ∆t ∈ (0, ∆t ] shares the mean-square exponential stability with stochastic system (101) and hence it is also almost surely exponentially stable.
It is easy to obtain the upper bound ∆t of stepsizes for the ability of the numerical method to reproduce the exponential stability of the linear SDE by solving the numerical Lyapunov-Itô inequality (105). Particularly, let us consider a scalar SDE, which is the linear SDE (101) with n = m = 1,
where λ and µ are both constants. The numerical Lyapunov inequality (105) immediately gives
which is also, according to Theorem 5.2, the necessary and sufficent condition for mean-square exponential stability of SiDE (104) with n = m = 1, F = λ and G 1 = µ. Note that inequality (109) is exactly the inequality (4.3) in [13] with θ = 0 for the Euler-Maruyama method. This is not only the necessary and sufficient condition for mean-square exponential stability of the SDE (108) but also the necessary and sufficient condition for mean-square exponential stability of the Euler-Maruyama method. As is specified above, the result (109) in [13] is the very special sclar case of our result (105) that applies to general multi-dimensional linear systems.
6 Further remarks
Systems numerics
This paper has established a systematic framework for numerical study of SDEs, in which a hybrid system of SiDE has been formulated to describe the dynamics of the exact and numerical solutions of an SDE while they are linked in some moment sense with inequalities in the literature. The proposed systematic representation reveals the intrinsic relationship between the exact and numerical solutions of the SDE. This provides a holistic view of the continuous-time systems in nature/practice and their discrete-time models in computers. As a foundation of the proposed framework, this paper has presented a Lyapunov stability theory for a general class of SiDEs motivated by numerical study of SDEs. Applying the established theory, it studied the test problem how to reproduce the exponential stability of an SDE in the widely-used Euler-Maruyama method. As was shown in above, it significantly improved the upper bound of stepsizes and facilitated its computation, e.g., in linear SDEs. Initiated by this systematic framework, there are many open and challenging problems to be investigated in numerical study of dynamical systems. For example, it would be interesting to extend this systematic framework and theory to some more general classes of SDEs such as those with time delays, switching, or nonglobal Lipschitz continuous coefficients as well as to apply the framework to other numerical schemes [37, 38] such as some variants of Euler-Maruyama method [34] . Our proposed framework could be used to study problems of convergence in numerical methods for SDEs, where the implimentation √ ∆t ξ(k + 1) in SiDE (81) should be replaced with the increment ∆B k = B((k + 1)∆t) − B(k∆t), that is, dx(t) = f (x(t))dt + g(x(t))dB(t) (110a) dy(t) = f (x(t))dt + g(x(t))dB(t), t ∈ [k∆t, (k + 1)∆t)
∆(x(t 
A systems science for CPSs
This paper has established a theoretic foundation for CPSs that comprehends cyber and physical resources in a single unified framework, which removes the barrier to developing CPSs, see [6, 27] . Our proposed hybrid system of SiDEs is a typical CPS, which is composed of a physical-subsystem and a cyber-subsystem and whose behaviour is defined by both the physical and cyber parts of the system. This work initiates the study of a new systems science for CPSs, see [27] , and there are lots of open and challenging problems. For example, it has been shown that the cyberphysical Lyapunov inequality (105) is the necessary and sufficient condition for mean-square exponential stability of linear CPS (104). But, as a control system (see Section 4), the physical-subsystem admits control input, see, e.g., [9] , dx(t) = F x(t) +Du(t) dt + m j=1
G j x(t) +D j u(t) dB j (t),
where D ∈ R n×r , D j ∈ R n×r , j = 1, 2, · · · , m, are constant matrices and u : R + → R r is the control inut. When the uncontrolled system (111) with u(t) ≡ 0 is unstable, could it be possible that one uses the information X(t) from the cyber-part, say, letting u(t) = u(x(t), X(t)) =K(t)X(t) =K(t) (x(t) − y(t)) =K(t)x(t) −K(t)y(t) (112) whereK : R + → R r×n is the cyberphysical feedback gain matrix and may use some information of the pair x(t) and X(t) (or say, of x(t) and y(t)), to stabilize the physical subsystem and hence the whole system for some sufficiently small stepsize? In this case, the CPS becomes dx(t) = F +DK(t) x(t) −DK(t)y(t) dt 
whereK C ∈ R r×n is the cyber feedback gain matrix that may be a function of ∆t. This is a specific case of CPS (82). To see this possibility, let us consider a simple scalar deterministic case where the control system is described with an ordinary differential equation (ODE)ẋ (t) = ax(t) + u(t)
with x(0) = x 0 ∈ R\{0}, a > 0 and control input u : R + → R. The uncontrolled ODE (114) with u(t) ≡ 0 is exponentially unstable, which gives |x(t)| → ∞ as t → ∞. A cyberphysical controller u(t) = −k p X(t)
leads to the cyberphysical systeṁ
where k p > a is a constant and X(t) = X k , for all t ∈ [k∆t, (k + 1)∆t) and k ∈ N, is the state of a cyber system
with X 0 = x 0 . Let stepsize
Then x(t) has the same sign as 
Therefore, the cyberphysical system (116) is exponentially stable. The study of systems including (113) and (82) is among the future works of the systems science for CPSs.
