Prime closed set {C7, Cil} does not cover the state set.
ABRAHAM KANDEL
Abstract-This correspondence points out the insufficiency of the method for minimization of fuzzy functions as presented in a recent short note.1 Two lemmas, which are the basis for a new minimization technique [2 ] , are represented.
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In the above short note,' Siy and Chen proposed an algorithm to reduce fuzzy functions to their minimal canonical sum-of-products form. In their note, they presented three theorems (Theorems 2, 3, and 4) upon which the minimization algorithm is based. We represent these theorems as presented therein. Theorem 4: The minimum canonical sum-of-products form of fuzzy function F is the union of all its prime implicants.
These theorems are incorrect, since they are based upon the claim that any pair of fuzzy variables x and x are incomparable, and therefore, the complement operation, in fuzzy logic, has the affect of considering x and * as two unrelated variables when the relation < is used. This is wrong since x=1 -x. Due to this relation between x and x, the system is not a "free" lattice FL(n) as stated by Siy and Chen, and the results of Whitman [1] cannot be utilized to deduce Theorems 2, 3, and 4.
Hence, these theorems do not present the general criterion for the minimum expression of fuzzy functions. The above can be illustrated by the following examples.
Example 1: Let xi and x2 be fuzzy variables, and let' F(xi, x2) =X1fCX2+xiii12 be a fuzzy function of xi and x2. Using the algorithm,' the set of fuzzy prime implicants consists of the terms xlisX2 and xli,12, and the minimized function is given by
However, it is clear that xlix <0.5 and x2 +x2 > 0.5. Therefore, A complete algorithm for the minimization of fuzzy functions is presented in [2] . In this correspondence, we will only outline the principles of the technique, by means of Lemmas 1 and 2. In Boolean algebra we apply the following identities in order to minimize a Boolean function: 1) x+x=x 2) x+1=1 3) x+x=1 xx=x x-0=0 2')x+0=x x 1=x xx =0.
These identities can be applied to Boolean variables or Boolean functions, and they are the only primitive set of rules by which Boolean minimization is performed. It is clear that rules 1 and 2 are also true in fuzzy algebra, and practically, these are the identities that the algorithms' are based on. In general, one cannot apply the identities in (3) to fuzzy expressions, as can be easily seen from the following example.
Example 3: Let F=xl +glx2. Clearly, in Boolean algebra F = (xI +1) (x +x2) =xI +x2 by applying identity (3). However, this is not so in fuzzy algebra (e.g., let xi = 0.4, x2= 0.7. This implies that x1+x2=0.7 but xl +xIx2 = max [0.4, min (0.6, 0.7) ] = 0.6).
In certain cases, the fuzzy version of identity (3) can be applied. Before these cases are discussed, we need some preliminary definitions.
Definitions: 1) A clause is a disjunction of one or more literals.
2) A phrase is a conjunction of one or more literals.
3) A form S is said to be in disjunctive normal form if S =Pl +P2 + * * +Pm, m> 1 and every Pi, 1< i < m is a phrase.
4) A form S is said to be in conjunctive normal form if S= C1C2
Ck, k > 1 and every Ci, 1 <j<k is a clause.
These special cases are discussed in the following lemmas. [2] .
