Climate change has the potential to significantly alter the characteristics of high-intensity, short-36 duration rainfall events, potentially leading to more severe and more frequent flash floods. 37
over 100 years in length -high-quality sub-daily (e.g. 6-min continuous) rainfall observations 89 from pluviographs or Tipping Bucket Rain Gauges are far more limited, with such data often 90 much shorter in length (typically with a record of less than 25 years). To adequately sample the 91 effects of climate variability on rainfall extremes long, homogeneous time series are required 92 (Jakob et al., 2011) . Due to these limitations there have been few studies of these continuous 93 sub-daily observations to date (see Jakob et al. (2011) and Zheng et al. (2015) for studies of 94 trends in sub-daily rainfall durations in the Sydney region, where sub-daily rainfall trends are 95 found to differ from multi-day trends). Because of the limited spatial availability of sub-daily 96 observations, no gridded sub-daily rainfall product exists for Australia, making the evaluation of 97 modelled sub-daily rainfall extremes a significant challenge (Rummukainen et al., 2015) . 2015; Bureau of Meteorology, 2016) 1 . These curves were generated using a quality-controlled 104 homogenised database comprising rainfall data from the BoM's rain gauge network and data 105 from rainfall recording networks operated by other organisations (Green et al., 2012; . In 106 the absence of spatially and temporally consistent sub-daily and multi-day future rainfall 107 projections, interim guidance has been provided to allow for a range of plausible future changes 108 to rainfall to be applied to the IFD curves (Bates et al., 2016). Uncertainty in broad-scale GCM 109 rainfall projections is, however, generally high; Bates et al. (2016) suggest using 5 % as the 110 default percentage change in heavy rainfalls per °C of warming but note that this could in reality 111 be between 2 % and 15 % per °C of warming. As such the ARR approach uses a simple 112 adjustment factor of 5 % per °C of warming, based on projected temperature increases from a 113 consensus of GCM simulations for a given future realisation (or 'class interval') of 'slightly 114 warmer' (< 0.5 °C), 'warmer' (0.5 to 1.5 °C), 'hotter' (1.5 to 3 °C) or 'much hotter' (> 3 °C). 115
This method applies a corresponding regional correctional value to the IFDs producing a 116 projected increase in rainfall intensity. 117 118 This method used in ARR is based on the understanding that daily rainfall increases with 119 temperature at a rate of approximately 7 % per °C according to the Clausius-Clapeyron water-120 holding capacity relationship between temperature and vapour pressure (Trenberth et al., 2003) . 121
In contrast to daily cumulative rainfall it has been found that daily and sub-daily heavy rainfall 122 intensities do not consistently follow the Clausius-Clapeyron relationship due to the additional 123 latent heat released from increased atmospheric moisture (Lenderink and analysed for a range of extremes including rainfall, projecting increases in maximum 1-and 5-155 day rainfall intensities separated by longer dry spells (White et al., 2010; 2013) . Projections for 156
Hobart and Launceston -the two most populous areas of the state -suggest that the 1 % Annual 157 Exceedance Probability (AEP) intensity for 24-hour duration rainfall totals will increase by about 158 25 % in both locations by the end of the Century (White et al., 2010) . These previous studies, 159 however, primarily rely on daily rainfall values. As a consequence, we therefore have limited 160 understanding of how the projected changes in daily rainfall across Tasmania translate to sub-161 daily intensities. 162
163
As part of the Climate Futures for Tasmania project, a multi-model high-resolution 6-minute 164 dataset was produced at 14 discrete locations across Tasmania, corresponding approximately to 165 the high-quality BoM network stations distributed across the state. In this study, we use these 166 continuous 6-minute simulations for the first time to generate IFDs at the main population 167 centres of Hobart and Launceston. The objective of this study is to test how an RCM simulates a 168 range of sub-daily design rainfall intensities compared to observed values covering the 169 overlapping observed period , and to assess whether the simple temperature scaling 170 allowance for climate change recommended in the ARR 2016 interim guide is appropriate for all 171 rainfall durations and intensities. We seek to find the shortest duration of extreme rainfall events 172 that is accurately simulated by our convection-parametrizing RCM, in order to find the limit of 173 applicability of these types of models. 174 175 This paper is outlined as follows: section 2 details the models, observations, and analytical 176 methods used in this study, section 3 examines the models' ability to reproduce observed 177 extreme rainfall statistics, section 4 examines the models' projections for the future, and section 178 5 provides a discussion. to be random, as it occurred due to missing and/or degraded paper pluviograph records without 226 any particular temporal pattern. There are no significant gaps in the timeseries; rather, missing 227 data occurs randomly throughout the entire time period. 228
229
The observed data is put through a two-step quality control process to minimize any erroneous 230 observations. First, any individual six-minute observations with greater than 20 mm of rainfall 231 are ignored. While observations of greater intensity have occurred globally, this is above the 232 range reliably observed in Tasmania. Second, the total of all six-minute observations over each 233 day is compared to the corresponding 24-hour datum, which was recorded with a different 234 device. For any days where the sum of the six-minute observations differs from the 235 corresponding 24-hour observation by more than 20 % and simultaneously by at least 5 mm, the 236 observations from the entire day are ignored. In summary, for Hobart, the observed data we start 237 with for 1961-2009 has 1,802,191 valid observations (not counting missing data), and after 238 quality control we end up with 1,800,030 observations that we use in the study. For Launceston, 239
we start with 1,493,457 valid observations, and after quality control we end up with 1,489,617 240 observations that we use in the study. with an extensive set of physical parameterizations in a hydrostatic formulation. The GFDL 254 parameterizations for long-wave and short-wave radiation (Lacis and Hansen, 1974 ; 255
Schwarzkopf and Fels, 1991) were used, with interactive cloud distributions determined by the 256 liquid and ice water scheme of Rotstayn (1997) . The simulations used a stability-dependent 257 boundary layer scheme based on Monin-Obukhov similarity theory (McGregor et al., 1993) . 258 CCAM's cumulus convection scheme with both downdrafts and detrainment, as well as mass-259 flux closure, is described by McGregor (2003) . Six different GCMs were used to force CCAM to 260 produce the model output used for this study, as described in Table 1 . 261 262 The dataset used for the current study is the timeseries of rainfall data from CCAM for the SRES 263 totals for each duration are found using a method of rolling sums, such that for each 6-minute 280 observation, the total rainfall over the past x hours is found, where x is the duration of rainfall 281 being examined. Thus, the dataset of rainfall totals for each duration (e.g. 1-hour totals) is the 282 same length as the original six-minute dataset. Frequency distribution plots, shown in the 283 Appendix (Fig. A.1 and A. 2), serve as the most basic representation of the results. To create 284 these frequency distribution plots, the rolling sum data for each dataset is collected into 150 285 evenly spaced bins, selected based on the minimum and maximum values of the data. 286
287
To create the IFD curves, the timeseries of annual maximum rainfall values (AMAX) is found 288 for each dataset and these are fitted to a Generalized Extreme Value (GEV) distribution. A 289 sample of these fits (3-and 6-hour durations) is shown in the Appendix ( 1, 3, 6, 12 and 24 hours) for both observations and simulated data are qualitatively compared 317 ( Fig. 1 and 2 ). There is generally good agreement in both locations for all durations of 3 hours 318 and longer, with similar shape and magnitude of the frequency distributions. There is significant 319 inter-model variability, explained by the differing boundary conditions of each parent GCM. For 320 both locations, for all durations of 3 hours and longer, the observed data is mostly within the 321 spread of the six models that are considered. 322 16 
323
The only exception to this statement is the 24-hour totals for Launceston, which CCAM tends to 324 overestimate by a noticeable margin. This is also true to a lesser extent for the 6-and 12-hour 325 totals (see Table 2 ). The mean modelled AMAX 24-hour total, averaged across all the models, is 326 56 mm with a range of 51.4 mm to 58.3 mm, whereas the mean observed AMAX 24-hour total is 327 41.9 mm. In contrast, for Hobart the simulations follow the observations well for 3-hour through 328 to 24-hour totals, with a peak in the simulated distributions that align well with those observed 329 (Table 2 and Fig. 1) . 330
331
For all durations below 3 hours, the simulations show a higher percentage difference from 332 observed values. CCAM underestimates the AMAX rainfall for the 0.5-hour and 1-hour totals 333 for both locations, with all models displaying a peak at very light rainfall intensities for these 334 times, and not representing any of the heavier falls (such as >10 mm/0.5 hr or >20 mm/hr). 335
Notably, where the six simulations do not agree with observed values, they do agree with each 336 other, indicating that rather than the boundary conditions provided by the parent GCMs driving 337 this difference, it is more likely to be the limitation of the model resolution and how some 338 aspects of rainfall are parameterised, rather than dynamically resolved, within CCAM. 339
Comparison of IFD curves 340
The IFD curve comparisons (Fig. 3 and 4 ) support the conclusion that the CCAM model has 341 greater skill for Hobart than it does for Launceston. For Hobart, the modelled IFD values are 342 mostly within 15 % of the observations for the 3-to 12-hour durations (Table 3) For Launceston, the 3-and 6-hour duration totals are mostly within 15 % of observations (Table  349 3). For shorter durations (0.5-and 1-hour duration totals) the model underestimates intensity by 350 >20 % (up to 50 %). For the longer durations (12-and 24-hour) the model output is consistently 351 higher than the observations by more than 25 % (up to 50 %). For both locations, the modelled 352 IFD values tend to agree better with the observed values for the more frequent events (i.e. higher 353 AEPs) as one may expect. This is consistent with the frequency distributions ( Fig. 1 and 2 ) that 354
show better agreement at low to medium rainfall intensities (thus, more common events) 355 compared to the extreme rainfall totals (uncommon events). the subtropical ridge will be felt more acutely, and this is likely reflected in these results. CCAM 411 projects 40 to 120 % increases in the intensity of short-duration events, and 20 to 80 % increases 412 in longer-duration events (Table 4) . These greatly exceed the 5 % increase per °C recommended 413 by ARR (Fig. 6) , although the largest increases carry with them very low confidence. Focusing 414 on just the durations and AEPs for which we have reasonable confidence (3-to 6-hour AEPs >10 415 %), the projected increases are more reasonable, ranging from 20 to 50 %. 416
417
The future rainfall intensities show an especially significant increase from current conditions for 418
Launceston. Here, the CC temperature scaling estimates are under predictions even for the 24- (relative to observations) by as much as 50 % in this region. These studies bias-corrected the 481 daily rainfall to account for this anomaly. As the current study uses uncorrected model output, 482 this difference at the 24-hour duration level was expected. These previous studies also provide 483 possible reasons for the rainfall overestimation for Launceston, the dominant one being 484
Launceston's proximity to multiple mountain ranges. Due to the topography data resolution, the 485 mountains CCAM interacts with are not nearly as steep and high as the actual mountains, so 486 CCAM underestimates the orographic rainfall that occurs in these mountains. The orographic 487 rainfall in the real world depletes atmospheric moisture before storms pass over Launceston, 488 whereas in CCAM, less upstream orographic rainfall occurs. Crucially these studies showed that 489 the reason for this error was systematic and thus should be consistent into the future. 490
491
A bias-correction (e.g. following Bennett et al., 2014) could be considered to correct for 492 differences between model output and observations. However, bias-correction at the sub-daily 493 level is problematic due to a lack of gridded sub-daily observations against which the model can 494 be compared. Bias-correction at the sub-daily scale can only be undertaken at sites where 495 observations are available therefore (such as the two sites chosen for this study). This is 496 effectively just scaling the distribution of the model output to match observations over the 497 observational period and assuming this scaling remains consistent into the future. For the current 498 study, we eliminate the need for bias-correction by reporting upon relative changes within the 499 model output when we examine future projections. These changes would be the same even with 500 bias-correction. We do not intend for our projections of future extreme rainfall statistics to be 501 directly used by practitioners; rather, we intend for our study to be a starting point for other 502 studies investigating sub-daily rainfall changes. The key result of our study is the percentage 503 changes in the future projections, not the absolute intensities, which we acknowledge are likely 504 biased in the model. For any future studies that wish to arrive at estimated future rainfall 505 statistics across a wide geographical area for direct use by practitioners, bias-correction of model 506 output will most likely be necessary. 507
508
Our findings regarding the projection of future sub-daily extreme rainfall IFDs add to the 509 existing body of research, showing that extreme rainfall events could intensify much more than 510 the simple Clausius-Clapeyron temperature scaling alone predicts, although these findings 511 should be taken within the context of how well the RCM performed against observations at the 512 study locations (Fig. 3 and 4) . Existing studies (e.g. Lenderink could be seen mainly in the less frequent, shorter duration events, which has implications for 516 urban applications where short duration extreme events can cause damaging flash floods. Related 517 to this, another important finding is the confirmation that projected increases for daily extreme 518 events cannot be simply extrapolated to sub-daily durations. The CCAM data show that the 1 % 519 AEP 24-hour events will become about 25 % more intense in the future time period examined 520 (White et al., 2010) , whereas the sub-daily data used in this study show that the 1 % AEP 3-hour 521 events could become 100 % more intense, if not more ( Fig. 5 and 6 ). This is a conclusion that 522 has been reached by similar studies (e.g. Lenderink and van Meijgaard, 2008) . 523 524 While our results are promising, they should however be interpreted with some caution. This 525 study focuses on the intensity and frequency of extreme rainfall events, rather than on how 526 accurately these events are simulated from a meteorological processes standpoint. Investigations 527 into the seasonality and meteorological realism of these extreme events could aid model 528 performance and remain an important area for future work. This study is also to some degree 529 location-specific. We suggest that future work should examine whether a regional climate model 530 can produce similarly accurate results for other locations around the world. 531 532
In conclusion, while this study may be limited due to the inherent convection-parametrizing 533 nature of the CCAM model used, in many ways this study is an important pedagogic endeavour. 534
We have sought to find the limit of applicability for convection-parametrizing models, and we 535 believe we have found this approximate limit. Our results show that for areas where extreme sub-536 daily rainfalls do not come principally from convective systems, a convection-parametrizing 537 regional climate model with a ~10 km grid resolution can be skilful at reproducing 'realistic' 538 extreme rainfall statistics for events with 3-hour durations and longer. Further, our results add to 539 the existing research showing that extreme rainfall could increase much more than would be 540 expected by simple temperature scaling in a warming atmosphere. These results are crucial due 541 to the relative cost of high-resolution convection-parametrizing models compared to far less 542 common and far more computationally expensive higher-resolution convection-permitting 543 models. Our results show that in certain situations, planners interested in the effects of climate 544 change can use a model of similar resolution to the one used in this study to get meaningful 545 results, thus saving significant time and money. 
