One of the most important properties of neural nets (NN) for control purposes is the universal approximation property. Unfortunately, this property is generally proven for continuous functions. In most real industrial control systems there are nonsmooth functions (e.g. piecewise continuous) for which approximation results in the literature are sparse. Examples include friction, deadzone, backlash, and so on. It is found that attempts to approximate piecewise continuous functions using smooth activation functions require many NN nodes and many training iterations, and still do not yield very good results.
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ABSTRACT
One of the most important properties of neural nets (NN) for control purposes is the universal approximation property. Unfortunately, this property is generally proven for continuous functions. In most real industrial control systems there are nonsmooth functions (e.g. piecewise continuous) for which approximation results in the literature are sparse. Examples include friction, deadzone, backlash, and so on. It is found that attempts to approximate piecewise continuous functions using smooth activation functions require many NN nodes and many training iterations, and still do not yield very good results.
Therefore, a novel neural network structure is given for approximation of piecewise continuous functions of the sort that appear in friction, deadzone, backlash and other motion control actuator nonlinearities. The novel NN consists of neurons having standard sigmoid activation functions, plus some additional neurons having a special class of non-smooth activation functions termed 'jump approximation basis functions'. Two types of non-smooth jump approximation basis functions are determined-a polynomial-like basis and a sigmoid-like basis. This modified NN with additional neurons having 'jump approximation' activation functions can approximate any piecewise continuous function with discontinuities at a finite number of known points.
Applications of the new NN structure are made to rigid-link robotic systems with friction nonlinearities. Friction is a nonlinear effect that can limit the performance of industrial control systems; it occurs in all mechanical systems and therefore is unavoidable in control systems. It can cause tracking errors, limit cycles, and other undesirable effects. Often, inexact friction compensation is used with standard adaptive techniques that require models that are linear in the unknown parameters. It is shown here how a certain class of augmented NN, capable of approximating piecewise continuous functions, can be used for friction compensation. A very general friction model is used. In contrast to standard adaptive control approaches, it is not required using this approach for the model to be linear in the unknown parameters.
INTRODUCTION
NN have been used extensively in feedback control systems. When stability proofs are provided, they rely almost invariably on the universal approximation property for NN [8] , [19] , [20] , [30] , [32] , [33] , [34] . However, in most real industrial control systems there are nonsmooth functions (piecewise continuous) for which approximation results in the literature are sparse [28] , [29] . Sontag has shown [38] that nonlinear control systems can be stabilized using two-hidden-layer NN, but not in general using one-layer NN, due to the requirement for inverting discontinuous mappings in the control law.
Our main result is an approximation theorem for piecewise continuous functions or functions with jumps. It is found that to approximate such functions suitably, it is necessary to augment the standard NN that uses smooth activation functions with extra nodes containing a certain jump function approximation basis set of nonsmooth activation functions. Applications of this augmented NN are given in friction compensation of industrial motion devices.
Friction is a nonlinear effect that can limit the performance of industrial control systems; it occurs in all mechanical systems and therefore is unavoidable in control systems. It can cause tracking errors, limit cycles, and other undesirable effects. In order to design accurate control systems it is necessary to analyze the model of friction and techniques for its compensation.
Friction modeling has been studied by many researchers. Models of Coulomb friction have been widely used, and there are various techniques for their compensation [5] , [13] , [22] . On the other hand, more general friction models given in [1] , [2] , [5] , [6] are more accurate, but it is much harder to design compensators for them. Often, inexact friction compensation is used with standard adaptive techniques that require models that are linear in the unknown parameters [5] .
A dynamic friction model is presented in [6] . Observer-based friction compensation for a dynamical friction model is given in [7] , [27] .
Robust adaptive friction compensation of the static friction model is given in [16] , and using reinforcement adaptive learning neural networks in [15] . Identification and compensation of the static friction model using neural networks is given in [11] , [40] , but without any closedloop stability proof or guarantee of bounded weights.
It is shown here how a certain class of augmented NN, capable of approximating piecewise continuous functions, can be used for friction compensation. The general friction model given in [2] , [5] is used. It is not required for the model to be linear in the unknown parameters.
BACKGROUND
Let S be a compact simply connected set of 
Stability
Consider the nonlinear system
with state x(t)∈ n ℜ . The equilibrium point x e is said to be uniformly ultimately bounded (UUB)
if there exists a compact set S⊂ n ℜ , so that for all x 0 ∈S there exists an ε>0, and a number
( for all t≥t 0 +T. That is, after a transition period T, the state x(t)
remains within the ball of radius ε around x e .
Robot Arm Dynamics
The dynamics of an n-link robot manipulator may be expressed in the Lagrange form [17] , [35] where Λ=Λ T >0 is a design parameter matrix. Differentiating r(t) the arm dynamics may be written in terms of the filtered tracking error as
where the nonlinear robot function is
Function f(x) is generally unknown or incompletely known. Define a control input torque as 
FRICTION
Friction is a nonlinear effect that can limit the performance of industrial control systems; it occurs in all mechanical systems and therefore is unavoidable in control systems. It can cause tracking errors, limit cycles, and other undesirable effects.
Dynamic friction model is recently introduced [6] and it models static and dynamic behavior of the friction effect. Observer-based adaptive friction compensation for a dynamical friction model is given in [7] . The observer-based controller for dynamical friction compensation is given in [27] .
Identification and compensation of the static friction model using neural networks is given in [11] , [40] , but without any closed-loop stability proof or guarantee of bounded weights.
We consider here the static complex friction model introduced in [5] , [23] . We do not need LIP condition. In Section 6 we show how to design the friction compensator, with rigorous closed-loop system stability proofs.
Friction Model
There are several ways to model friction effects [2] . Static friction models are studied in [2] . One can see that model (3.1) is highly nonlinear and discontinuous at zero. This makes accurate friction compensation a difficult problem. Note specially that (3.1) is not linear in the parameters, so that standard adaptive robot control approach cannot be used. In the given friction model, friction depends only on velocity. Friction can also depend on position, but this dependence is negligible [1] , and is neglected here.
In the n-link robot manipulator dynamics, friction term
Since friction is a local effect, it is assumed that ) q F(& is uncoupled among the joints, so that
with functions f i , which represent friction terms for each joint given by (3.1).
NEURAL NETWORK APPROXIMATION OF PIECEWISE CONTINUOUS FUNCTIONS
NN have been used extensively in feedback control systems. Most applications are ad hoc with no demonstrations of stability. The stability proofs that do exist rely almost invariably on the universal approximation property for NN [8] , [19] , [20] , [30] , [32] , [33] , [34] . However, in most real industrial control systems there are nonsmooth functions with jumps for which approximation results in the literature are sparse [28] , [29] . Examples include friction, deadzone, backlash, and so on. Though there do exists some results for piecewise continuous functions, it is found (see subsequent example) that attempts to approximate jump functions using smooth activation functions require many NN nodes and many training iterations, and still do not yield very good results.
Therefore, in this section we present our main result: an approximation theorem for piecewise continuous functions. It is found that to approximate such functions suitably, it is necessary to augment the standard NN that uses smooth activation functions with extra nodes containing a certain jump function approximation basis set of nonsmooth activation functions.
Background on Neural Networks
The two-layer NN in The NN output y is a vector with m components that are determined in terms of the n components of the input vector x by the equation 
The thresholds are included as the first column of the weight matrices W T , V T ; to accommodate this, the vector x and σ(⋅) need to be augmented by placing a '1' as their first element (e.g.
x=[1 x 1 x 2 ... x n ] T ). In this equation, to represent (4.1) one has sufficient generality if σ(⋅) is taken as a diagonal function from
There are many different ways to choose the activation functions σ(⋅), including sigmoid, hyperbolic tangent, etc. We use sigmoid activation function given by
NN Approximation of Continuous Functions
Many well-known results say that any sufficiently smooth function can be approximated arbitrarily closely on a compact set using a two-layer NN with appropriate weights [10] , [12] , [14] . Given any function f∈C(S), with S compact subset of n ℜ , and any ε>0, there exists a sum G(x) of the form
for all x∈S. Function σ(⋅) could be any continuous sigmoidal function [10] . This result shows that any continuous function can be approximated arbitrarily well using a linear combination of sigmoidal functions. This is known as the NN universal approximation property.
NN Approximation of Jump Functions
There are few results for approximation of nonsmooth functions [28] , [29] . Here are presented our main results for approximation of piecewise continuous functions or functions with jumps. It is found that to approximate such functions suitably, it is necessary to augment the set of functions σ(⋅) used for approximation. In addition to continuous sigmoidal functions, one requires a set of discontinuous basis functions. We propose two suitable sets-the "polynomial jump approximation functions", and the "sigmoidal jump approximation functions".
Theorem 1 (Approximation of Piecewise Continuous Functions)
Let there be given any bounded function f: S→ ℜ which is continuous and analytic on a compact set S⊂ ℜ , except at x=c where the function f has a finite jump and is continuous from the right. Then, given any ε>0, there exists a sum F of the form
for every x in S, where g is a function in C ∞ (S), and the polynomial jump approximation basis functions f k are defined as
Remark: We use the terminology 'basis set' for (4.8) somewhat loosely. Note that f k (xc) is a basis set for approximation of functions with discontinuities at a specified value x=c.
The next results follow directly from the foregoing proof.
Corollary 1
Given the hypotheses of Theorem 1, define the jump approximation error as
where d is between c and x. Therefore, the error is bounded by
where d is between c and x.
Corollary 2
If the function f is continuous from the left, then f k is defined as
It is desired now to replace the polynomial jump approximation basis functions f k by another set of basis functions that are bounded. This yields a result more useful for closed-loop feedback control purposes. To accomplish this, some technical lemmas are needed.
for every m>k, where
Proof: See Appendix A.
Lemma 2
Any linear combination of polynomial jump approximation functions
where the ϕ k (sigmoid jump approximation functions ) are defined as
and where z(x) is a function which belongs to C N (S). Coefficients k b are given by
for k=1, 2, ..., N, and with b 0 =a 0 .
The next main result provides a set of bounded jump approximation basis functions that is extremely useful for feedback control purposes.
Theorem 2 (Approximation Using Sigmoid Basis Functions)
Let there be given any bounded function f: S→ ℜ which is continuous and analytic on a compact set S, except at x=c where function f has a finite jump and is continuous from the right.
Then, given any ε>0, there exists a sum F of the form
for every x in S, where g is a function in C Using known results for continuous function approximation, one can formulate the following result for approximation of functions with a finite jump.
Theorem 3 (General Approximation Result)
Let there be given a bounded function f: S→ ℜ which is continuous and analytic on a compact set S, except at x=c where function f has a finite jump and is continuous from the right.
Given any ε>0, there exists a sum F of the form 
AUGMENTED MULTILAYER NN FOR JUMP FUNCTION APPROXIMATION
Here are presented the structure and training algorithms for an augmented multilayer NN that is capable of approximating functions with jumps, provided that the points of discontinuity are known. Since the points of discontinuity are known in many nonlinear characteristics in industrial motion systems, this augmented NN is a useful tool for compensation of parasitic effects and actuator nonlinearities in industrial control systems. It is shown that the friction model is discontinuous at zero. There are many other hard nonlinearities, which models are discontinuous with the points of discontinuity to be known. Examples include deadzone inverse that has finite jump at zero, backlash that is discontinuous with respect to the velocity, etc., see [39] .
Structure of Augmented Multilayer NN
The augmented multilayer NN shown in Figure 5 .1 is capable of approximating any piecewise continuous function f: S⊂ ℜ → ℜ , provided that the points of discontinuity are known. 
Augmented NN for Friction Compensation
In order to apply the augmented NN for friction compensation, it is necessary to estimate functions like (3.2), which is a map from where n is the number of inputs, and ν i is the number of discontinuities in the i-th input (coordinate). For instance, for the two-link robot arm one has M=2 because of friction discontinuities at zero velocities in each of the two links. The fixed values of the bias weights c i are the locations of the jump points. Similarly as in the standard NN case, the output of the NN is given in a matrix form as 
For friction compensation, for instance in a robot arm with two joints, a function which includes the friction term needs to be approximated. Function f maps a simply connected set of 10 ℜ to 10 ℜ , and depends on 1 are set to zero. Threshold weights in T V 2 are set to zero, since discontinuity occurs in zero.
Simulation of the Augmented Multilayer NN
Here are presented some simulation results that compare the approximation capabilities of the standard NN in Figure 4 .1, and our augmented NN in From this simulation it is obvious that the NN augmented by jump approximation functions has significantly better performance in approximating discontinuous functions, and that it should be a very powerful tool for friction compensation. In this simulation, the modified NN has only two jump nodes. Two or three jump nodes are usually enough in practical industrial applications.
NN CONTROLLER
There are numerous papers employing NN in robot control, but for the most part stability proofs are omitted and they rely on ad hoc design and simulation studies. Several researchers have studied NN control and managed to prove stability [8] , [19] , [26] , [30] , [31] , [32] , [33] .
Here is presented a NN robot controller based on a filtered-error approach and employing a NN to approximate the unknown nonlinear functions (2.8) in the robot arm dynamics. A serious problem in using adaptive controllers in robotics, the requirement for linearity in the unknown system parameters, is overcome here using the universal approximation property of NN [3] , [10] , [12] , [13] . In Section 4 and 5 it has been shown how augmented NN can be used for approximation of piecewise continuous functions. The main result of this Section is the controller presented in Figure 6 .1 based on the results of Lewis and Yesildirek [17] , [18] , [19] , [20] , but modified for friction compensation. Instead of requiring knowledge of the system structure, as in adaptive control, a NN is used to approximate the unmodeled dynamics. The use of the augmented NN in Figure 5 .2 gives the controller much better performance if there is significant unknown friction, since friction is discontinuous at zero.
In order to prove stability of the overall system, some mild assumptions are required.
Assumption 1 (Bounded Reference Trajectory). The desired trajectory
with a q B a known scalar bound. For proof of Lemma 3 please see [19] .
Lemma 3 (Bound on NN Input x). For each time t, x(t) is bounded by

NN Approximation and the Nonlinearity in the Parameters Problem
Nonlinear robot function (2.8) is a discontinuous function due to friction. Using the universal approximation property of NN, and our Theorem 3 for approximation of jump functions, there is a two-layer NN such that
with the approximation error bounded on a compact set by N ε ε < , with N ε a known bound.
are ideal target weights that give good approximation to f(x); they are unknown and not unique.
V as estimates of the ideal NN weights, which are given by the NN tuning algorithms. Since the weights V 2 T are given by the designer depending on the location of the jumps, then
. Define estimation error as Proceeding as in [20] , one can define the hidden-layer output error for a given x as
Using a Taylor series one has
where σ′ denotes the first derivative, and It can be shown (see [20] ) that the higher-order terms in (6.16) are bounded by
for some constants c 3 , c 4 , c 5 .
Controller Structure and Error System Dynamics
The structure of the NN controller is shown in Figure 6 .1. Using (6.5) control input is
where v is a robustifying term, and τ 0 is defined by (2.10). The closed loop error dynamics is given by
where ε is defined at (6.3). 
where ( )
Applying Taylor series approximation for σ (6.8), and using (6.9)one can obtain the expression for closed loop error dynamics [20] 14) with disturbance term given by
It is shown in [19] , [20] that the disturbance term is bounded by
with C i known positive constants, and Z ZẐ − = .
Weight Tuning and Stability Proof
Here are presented NN weight tuning laws, derived from Lyapunov theory, that guarantee stable tracking with internal stability. It is shown that the tracking error is suitably small, the NN weights are bounded, and the control τ(t) is bounded, provided that Assumptions 1-3 hold. The weights. This is in stark contrast to other techniques in the literature where the proofs of stability depend on selecting some initial stabilizing NN weights, which is very difficult to do.
Theorem 4 (Augmented Backprop Weight Tuning)
Let the desired trajectory be bounded by q B as in Assumption 1, and the initial tracking where C 3 is defined in the proof and C 0 and C 2 are defined in (6.16) . Let the robustifying term be ( ) Moreover, the tracking error may be kept as small as desired by increasing the gain K v in (6.20) .
Proof of the theorem is omitted here and is similar as in [20] .
The proposed approach could be applied to other Euler-Lagrangian systems with static nonlinearities like friction or deadzone. For the systems with hysteresis for example, dynamic compensator would be required.
No preliminary off-line learning phase is required for the proposed algorithm. The hidden-layer weights V 1 are initialized randomly, like in [15] . The output-layer weights W 1 and W 2 are initialized at zero. In that way, stability of the system is not affected. Weight training occurs on-line in real time.
SIMULATION OF NN CONTROLLER
To illustrate the performance of the augmented NN controller used for friction compensation, the two-link robot arm (Figure 7.1) is used. The model of the system shown on Figure 7 .1 is given by [17] ( 1  2  2  1  1  2  1   2   2  2  2  1  2  1  2  2  2  2  1  2   2  2  2   1  2  2  1 Then for a≥c and x≥c, expand f and g into Taylor series as
Combining these two equations yields
Letting a→c, and knowing that the first N derivatives of g are continuous and that f is continuous from the right, results in
for x≥c. Therefore one has
go to zero as N approaches infinity, the proof is complete.
Proof of Lemma 1:
We will prove this expression using regressive mathematical induction. a) For k=1 (4.12) is simplified into Putting j=i-1 and knowing that the term for i=0 is equal to zero, using binomial formula one can transform a (9. 
