We propose a simple extension to the ReLU-family of activation functions that allows them to shift the mean activation across a layer towards zero. Combined with proper weight initialization, this alleviates the need for normalization layers. We explore the training of deep vanilla recurrent neural networks (RNNs) with up to 144 layers, and show that bipolar activation functions help learning in this setting. On the Penn Treebank and Text8 language modeling tasks we obtain competitive results, improving on the best reported results for non-gated networks. 1
This function has many desirable properties: It is norm and mean preserving, and has no diminishing effect on the gradient.
The Concatenated Rectified Linear Unit (CReLU) [42] concatenates the ReLU function applied to the positive and negated input f (x) = (f (x), f (−x)). Balduzzi et. al. [3] combined the CReLU with a mirrored weight initialization W 1 f (x) − W 2 f (−x), with W 1 = W 2 at initialization. The resulting function is initially linear, and thus mean preserving, before training starts.
Another approach to maintain a mean of zero across a layer is to explicitly normalize the activations. An early example was [27] , who suggested zero-centering activations by subtracting each units mean activation before passing to the next layer. In [12] it was shown that the problem of vanishing gradients in deep models can be mitigated by having unit variance in layer activations. Batch Normalization [19] normalizes both the mean and variance across a mini-batch and can be placed either before or after an activation layer. The success of Batch Normalization for deep feed forward networks created a research interest in how similar normalization of mean and variance can be extended to RNNs. Despite early negative results [25] , by keeping separate statistics per timestep and properly initializing parameters, Batch Normalization can be applied to the recurrent setting [10] . Other approaches to hidden state normalization include Layer Normalization [2] , Weight Normalization [40] and Norm Stabilization [24] .
The Layer-Sequential Unit Variance (LSUV) algorithm [32] iteratively initializes each layer in a network such that each layer has unit variance output. If such a network can maintain approximately unit variance throughout training, it is an attractive option because it has no runtime overhead.
In this paper, we propose bipolar activation functions as a way to keep the layer activations approximately zero-centered. We explore the training of deep recurrent and feed forward networks, with LSUV-initialization and bipolar activations, without using explicit normalization layers like batch norm. In a neural network, the ReLU only preserves its positive inputs, and thus shifts the mean activation in a positive direction. However, if we for every other neuron preserve the negative inputs, this effect will be canceled for zero-centered i.i.d. input vectors. In general, for any ReLU-family activation function f , we can define its bipolar version as follows:
Bipolar Activation Functions
For convolutional layers, we flip the activation function in half of the feature maps.
Theorem 1. For a layer of bipolar ReLU units, this trick will ensure that a zero-centered i.i.d. input vector x will give a zero-centered output vector. If the input vector has a mean different from zero, the output mean will be shifted towards zero.
Proof. Let x 1 and x 2 be the input vectors to the ordinary units and the flipped units respectively. The output vectors from the two populations are f B (x 1 ) = max(0, x 1 ) and f B (x 2 ) = −f (−x 2 ) = min(0, x 2 ). Since x is i.i.d. then x, x 1 and x 2 have the same distribution, and they have the same
Then the expectation value of the output can be simplified
Theorem 2. For a layer of bipolar ELU units, this trick will ensure that a i.i.d. input vector will give an output mean that is shifted towards a point in the interval [−α, α], where α is the parameter defining the negative saturation value of the ELU.
Proof. Let x 1 and x 2 be the input vectors to the ordinary units and the flipped units respectively. Let 
x, x 1 and x 2 have the same distribution, and they have the same expectation value
. For some fraction of positive values β ∈ [0, 1] we can write
. Then the expectation value of the output can be simplified Theorem 1 says that for bipolar ReLU, an input vector x that is not zero-centered, the mean will be pushed towards zero. Theorem 2 says that for bipolar ELU, an input vector x will be pushed towards a value in the interval [−α, α]. These properties have a stabilizing effect on the activations. Figure 2 shows the evolution of the dynamical system x i+1 = f (W x i ) for different activation functions f . As can be seen, the bipolar activation functions have more stable dynamics, less prone to exhibiting an exploding mean and variance.
Smeared Gradients in Deeply Stacked RNNs
Motivated by the success of very deep models in other domains, we investigate the training of deeply stacked RNN models. As we shall see, certain problems arise that are unique to the recurrent setting. The network architecture we consider consists of stacks of vanilla RNN units [11] , with the recurrent update equation for layer i:
For the first layer, we encode the input as a fixed embedding vector x 1 (t) ∼ N (0, 1). Subsequent layers are fed the output of the layers below, x i (t) = h i−1 (t).
If each layer in a neural network scales its input by a factor k, the scale at layer L will be k L . For k = 1 this leads to exponentially exploding or vanishing activation magnitudes in deep networks. Notice that this phenomenon holds for any path through the computational graph of an unrolled RNN,
and W ∼ N (0, σ 2 ), with σ set by the LSUV procedure such that f (W x 1 ) has approximately unit variance. The graphs show the mean and variance of x i , averaged over 50 separate runs, where a different x 1 and W was sampled each run. both for the within-timestep activation magnitudes across layers, and for the within-layer activation magnitudes across timesteps.
In order to avoid exploding or vanishing dynamics, we want to have unit variance on h i (t). To this end, we adapt the LSUV weight initialization procedure [32] to the recurrent setting by considering a single timestep of the RNN, and setting the input from the recurrent connections to be ∼ N (0, 1).
The LSUV procedure is then simply to go through each layer sequentially, adjusting the magnitude of W i and U i to produce an output h i (t) with unit variance, while propagating new activations through the network after each weight adjustment.
Since W i and U i have the same magnitude at the start of the initialization procedure and are scaled in synchrony, they will have the same magnitude as each other when the initialization procedure is complete. This means that the input-to-hidden connections U i and the hidden-to-hidden connections W i contribute equal parts to the unit variance of h i (t), and thus that the gradient flows in equal magnitude across the horizontal and vertical connections. 2 While LSUV initialization allows training to work in deeper stacks of RNN layers, even with LSUV we get into trouble when the stacks get deep enough (see Figure 3 ). Looking at the gradient flow reveals what the problem is. When the horizontal connections W i and the vertical connections U i are of approximately equal magnitude, the gradient is distributed in equal parts vertically and horizontally. The effect of this can be seen in Figure 4 (top) , where the gradient is smeared in a 45 degree angle away from its origin. This seems undesirable: For example, in the 36 layer network, the error signal that reaches the first layer mostly relates to the inputs around 36 timesteps in the past. 
and
We note that this seems like a potent approach for influencing the time horizon at which an RNN should learn, but do not explore it further in this work. In our experiments Wi and Ui have equal magnitude at initialization (i.e. γ = 0.5). 
The use of skip connections has been shown previously to aid learning in deeply stacked RNNs [14] . Note that because of the LSUV init, we know that input from the skip connection h i−4 (t) has approximately unit variance. Because of this, the initialization procedure could scale W i and U i down to zero, and still have unit variance h i (t). To avoid this effect, we scale down the skip connection slightly, setting α = 0.99.
Experiments

Character-level Penn Treebank
We train character level RNN language models on Penn Treebank [31] , a 6MB text corpus with a vocabulary of 54 characters. Because of the small size of the dataset, proper regularization is key to getting good performance.
The RNNs we consider follow the architecture described in the previous section: Stacks of simple RNN layers, with skip connections between groups of 4 layers, LSUV initialization, and inputs encoded as an N (0, 1) fixed embedding.
We seek to investigate the effect of depth and the effect of bipolar activations in such deeply stacked RNNs, and run a set of experiments to illuminate this.
The models were trained using the ADAM optimizer [20] , with a learning rate of 0.0002, a batch size of 128, on non-overlapping sequences of length 50. Since the training data does not cleanly divide by 50, for each epoch we choose a random crop of the data which does, as done in [10] . We calculated the validation loss every 4th epoch, and divided the learning rate by 2 when the validation loss did not improve. No gradient clipping was used.
For regularization, we used a combination of various forms of dropout. We used standard dropout between layers, as done in [39, 45] . On the recurrent connections, we followed rnnDrop [33] and used the same dropout mask for every timestep in a sequence. We adapted stochastic depth [18] to the recurrent setting, stochastically dropping entire blocks of 4 layers, replacing recurrent and non-recurrent connections with identity connections for a timestep (this was explored for single units, called Zoneout, and also on single layers in [23] ). Unlike [18] , we did not do any rescaling of the droppable blocks at test time, since this would go against the goal of having unit variance on the output of each block.
We look at model depths in the set {4, 8, 12, 24, 36} and on activation functions ReLU and ELU and their bipolar versions BReLU and BELU. Since good performance on this dataset is highly dependent on regularization, in order to get a fair comparison of various depths and activation functions, we need to find good regularization parameters for each combination. We have dropout on recurrent connections, non-recurrent connections and on blocks of four layers, and thus have 3 separate dropout probabilities to consider. In order to limit this large parameter search space, we first do an exploratory search on dropout probabilities in the set {0, 0.025, 0.05}, for the depths 4 and 36 and functions ReLU and BELU. For both recurrent connections dropout and block dropout, we get best results with 0.025 dropout probability (for every model). However, we found that the ideal between-layer dropout probability decreases with model depth. We therefore freeze all other parameters, and consider between-layer dropout probabilities in the set {0.025, 0.05, 0.1}, for ReLU networks in depths 4 and 36. We use the optimal probabilities for each depth found here for the other activation functions. For the remaining depths we choose a probability between the best setting for 4 and 36 layers. For the best performing function at 36 layers (BELU), we also train deeper models of 48 and 144 layers.
To get results comparable with previously reported results, we constrained the number of parameters in each model to be about the same as for a network with 1x1000 LSTM units, approximately 4.75M parameters.
From Table 1 we can observe that ReLU-RNN performed worse with increasing depth. With ELU-RNN, learning did not converge. The bipolar version of ELU avoids this problem, and its performance Some previously reported results on the test set is included in Table 2 . The listed models have approximately the same number of parameters. We can see that the results for the 36 layer BELU-RNN is better than for the best reported results for non-gating architectures (DOT(S)-RNN), but also competitive with the best normalized and regularized LSTM architectures. It is interesting to see that the performance of BELU-RNN is even better than LSTM with recurrent batch normalization [10] , where both mean and variance are normalized. [35] 1.47 GRU + Zoneout [23] 1.41 MI-RNN 1x2000 [43] 1.39 DOT(S)-RNN [37] 1.386 LSTM 1x1000 [23] 1.356 LSTM 1x1000 + Stoch. depth [23] 1.343 LSTM 1x1000 + Recurrent BN [10] 1.32 LSTM 1x1000 + Dropout [15] 1.312 LSTM 1x1024 + Rec. dropout [41] 1.301 LSTM 1x1000 + Layer norm [15] 1.267 LSTM 1x1000 + Zoneout [23] 1.252 HM-LSTM 3x512 + Layer norm [7] 1.24 HyperNetworks [15] 1.233 BELU 36x256 1.270 [43] 1.51 Skipping-RNN [36] 1.48 MI-LSTM 1x2048 [43] 1.44 LSTM 1x2000 [10] 1.43 LSTM 1x2000 [23] 1.408 mLSTM 1x1900 [21] 1.40 LSTM 1x2000 + Recurrent BN [10] 1.36 LSTM 1x2000 + Stochastic depth [23] 1.343 LSTM 1x2000 + Zoneout [23] 1.336 Recurrent Highway Network [46] 1.29 HM-LSTM 3x1024 + Layer norm [7] 1.29
BELU 36x474
1.423
Character-level Text8
Text8 [30] is a simplified version of the Enwik8 corpus with a vocabulary of 27 characters. It contains the first 100M characters of Wikipedia from Mar. 3, 2006 . We also here trained an RNN to predict the next character in the sequence. The dataset was split taking the first 90% for training, the next 5% for validation and the final 5% for testing, in line with common practice. The test results reported is the test error for the epoch with lowest validation error.
The network architecture here was identical to the 36 layer network used in the Penn Treebank experiments, except that we used a larger layer size of 474. We used an initial learning rate of 0.00005, which was halved when validation error did not improve from one epoch to the next. To match previously reported results, we constrained the number of parameters to be 16.2M, about the same as for a 1x2000 LSTM network. We chose 0.01 dropout probability for stochastic depth, recurrent and non-recurrent dropout, and did not do a hyperparameter search on this dataset.
We compare the result on the test set with reported results obtained with approximately the same number of parameters. From Table 3 we can see that the results for the 36 layer BELU-RNN is better than for the best reported results for non-gating architectures (Skipping-RNN). 
Classification CIFAR-10
To explore the effect of different bipolar activation functions for deep convolutional networks, we conducted some simple experiments on the CIFAR-10 dataset [22] with residual networks [16] .
The networks and hyper-parameters were kept identical to those in [18] , except that the initial learning rate was set to 0.01 and batch normalization was removed in favor of LSUV intialization (normalizing the output of each non-linearity, ignoring skip-connections). We trained the networks with different activation functions to compare the accuracy and mean shift. We train for 300 epochs, and report the test error for the last epoch in Table 4 . To see if the bipolar activation functions are able to actually reduce the mean shift in the network, we calculated the mean and standard deviation of the output from the non-linearities for all layers in the network, see Figure 5 . The activations were captured from the last epoch of training. We can observe that the mean is closer to zero for the bipolar versions. The standard deviations are similar for BELU and ELU, and larger for BReLU compared to ReLU.
Replacing the activation functions with the bipolar versions does not seem to have an consistent effect on the accuracy. For all networks, the results are worse than a standard ResNet-101 with batch normalization, which gives 6.41% error [18] . While we can see that bipolar activations reduce the mean shift (which we expect to be positive for learning), their effect in this particular network is intertwined with a drift away from unit activation variance (which we expect to be negative for learning).
Conclusion
We have introduced bipolar activation functions as a way of reducing mean shifts away from zero in deep neural networks. Through a series of experiments, we show that bipolar ReLU and ELU units improve trainability in deeply stacked, simple recurrent networks.
Previous work has noted the relative difficulty of training non-gated recurrent networks, compared to RNNs with gating mechanisms [9] , even though such non-gated models have seen some success [26, 43, 36, 37] . We argue that bipolar activation functions alleviates this difficulty.
Without further normalization, recurrent neural networks with bipolar activation functions achieve competitive results on two character-level language modeling tasks. Key ingredients to the model, in addition to bipolar activation functions, are residual connections, LSUV initialization and proper regularization. We have demonstrated that such networks are trainable even at depths of 144 layers, and achieve best results with 36 layer BELU RNNs in our experiments.
