We study the problem of collaboratively estimating the state of a discrete-time LTI process by a network of sensor nodes interacting over a time-varying directed communication graph. Existing approaches to this problem either (i) make restrictive assumptions on the dynamical model, or (ii) make restrictive assumptions on the sequence of communication graphs, or (iii) require multiple consensus iterations between consecutive time-steps of the dynamics, or (iv) require higherdimensional observers. In this paper, we develop a distributed observer that operates on a single time-scale, is of the same dimension as that of the state, and works under mild assumptions of joint observability of the sensing model, and joint strongconnectivity of the sequence of communication graphs. Our approach is based on the notion of a novel "freshness-index" that keeps track of the age-of-information being diffused across the network. In particular, such indices enable nodes to reject stale information regarding the state of the system, and in turn, help achieve stability of the estimation error dynamics. Based on the proposed approach, the estimate of each node can be made to converge to the true state exponentially fast, at any desired convergence rate. In fact, we argue that finite-time convergence can also be achieved through a suitable selection of the observer gains. Our proof of convergence is self-contained, and employs simple arguments from linear system theory and graph theory.
The approaches in [5] [6] [7] [8] [9] [10] can be generally classified based on the following attributes. (i) Does the approach require multiple consensus iterations between consecutive time-steps of the dynamics? 1 (ii) What is the dimension of the estimator maintained by each node? (iii) Can the convergence rate be controlled? (iv) Is the approach robust to temporal variations in the underlying communication graph? The techniques proposed in [5] [6] [7] [8] [9] operate on a single-timescale, those in [7] [8] [9] require observers of dimension no more than that of the state of the system, the ones in [6] , [7] , [10] can achieve any desired convergence rate, while the one in [10] can account for a fairly general class of time-varying graphs. The main contribution of this paper is the development of a distributed observer that shares each of the above positive attributes. Specifically, we develop a single-time-scale distributed state estimation algorithm in Section IV that requires each node to maintain an estimator of dimension equal to that of the state (along with some simple counters), and works under the basic assumptions of joint observability of the observation model, and joint strongconnectivity of the sequence of communication graphs.
The authors in [11] point out that even for the basic consensus problem, extending the stability analysis for static graphs to time-varying graphs is highly non-trivial. Arguably, the stability analysis for the distributed state estimation problem with time-varying graphs is even more challenging, since one has to account for potentially unstable external dynamics, a feature that is missing in the standard consensus problem. Nevertheless, in Section V, we establish using simple arguments from linear system theory and graph theory, that based on our approach, each node can track the true dynamics exponentially fast at any desired convergence rate. Additionally, we show how to design the observer gains so as to achieve convergence in finite time. The closest related work is [10] , where the authors develop a solution that makes an elegant connection to the problem of distributed linearequation solving [12] . In contrast to our technique, the one in [10] is inherently a two-time-scale approach, requires each node to maintain and update auxiliary state estimates, and works under the assumption that the communication graph is strongly-connected at each time-step.
The key idea behind our algorithm is the use of a suitably defined "freshness-index" that keeps track of the ageof-information being diffused across the network. Loosely speaking, such indices are a measure of the accuracy with which the information received by a node describes the physical process being observed. While the freshness-indices enable a node to reject stale information, the assumption of joint strong-connectivity ensures that fresh information is diffused across the network sufficiently often. These facts taken together help achieve stability of the estimation error process. Finally, we point out that while this is perhaps the first use of the notion of age-of-information (AoI) in a networked control/estimation setting, such a concept has been widely employed in the study of various queueingtheoretic problems arising in wireless networks [13] , [14] . 2 
II. PROBLEM FORMULATION AND BACKGROUND
We are interested in collaborative state estimation of a discrete-time LTI system of the form:
where k ∈ N is the discrete-time index, A ∈ R n×n is the system matrix, and x[k] ∈ R n is the state of the system. 3 A network of sensors, modeled as nodes of a communication graph, obtain partial measurements of the state of the above process as follows:
where y i [k] ∈ R ri represents the measurement vector of the i-th node at time-step k, and C i ∈ R ri×n represents the corresponding observation matrix. Let
sent the collective measurement vector at time-step k, and the collective observation matrix, respectively. The goal of each node i in the network is to generate an asymptotically correct estimatex i [k] of the true dynamics x[k]. It may not be possible for any node i in the network to accomplish such a task in isolation, since the pair (A, C i ) may not be detectable in general. Throughout the paper, we will only assume that the pair (A, C) is observable. As is evident from the above discussion, information exchange among nodes is necessary to solve the problem at hand. At each time-step k ∈ N, such interactions are modeled by a directed communication graph
, then node i can send information directly to node j at time-step k; in such a case, node i will be called a neighbor of node j at time-step k. We will use N i [k] to represent the set of all neighbors (excluding node i) of node i at time-step k. When G[k] = G ∀k ∈ N, where G is a static, directed communication graph, the necessary and sufficient condition (on the system and network) to solve the distributed state estimation problem is that each source 2 The notion of age-of-information (AoI) was first introduced in [13] as a performance metric to keep track of real-time status updates in a communication system. In a wireless network, it measures the time elapsed since the generation of the packet most recently delivered to the destination. In Section IV, we will relate this concept to our present setting. 3 We use N and N + to denote the set of non-negative integers and the set of positive integers, respectively. component of G be collectively detectable [5] . Our goal in this paper is to extend the above result to the scenario where the underlying communication graph is allowed to change over time. To this end, let the union graph over an interval [k 1 , k 2 ], 0 ≤ k 1 < k 2 , indicate a graph with vertex set equal to V, and edge set equal to the union of the edge sets of the individual graphs appearing over the interval [k 1 , k 2 ]. Based on this convention, we will assume that the sequence of communication graphs {G[k]} ∞ k=0 is "jointly stronglyconnected", in the sense described below. For communication graphs satisfying the above assumption, our objective will be to design a distributed algorithm that ensures lim k→∞ x i [k] − x[k] = 0, ∀i ∈ V. To this end, we recall the following result from [8] .
Lemma 1. Given a system matrix A, and a set of N sensor observation matrices
there exists a similarity transformation matrix T that transforms the pair (A, C) to (Ā,C), such that
and the pair (A ii , C ii ) is observable ∀i ∈ {1, 2, . . . , N }. We use the matrix T given by Lemma 1 to perform the coordinate transformation x[k] = Tz[k], yielding:
whereĀ = T −1 AT andC i = C i T are given by (3) . Commensurate with the structure ofĀ, the vector z[k] is of the following form:
where z (j) [k] will be referred to as the j-th substate. By construction, since the pair (A jj , C jj ) is locally observable w.r.t. the measurements of node j, node j will be viewed as the unique source node for substate j. In this sense, the role of node j will be to ensure that each non-source node i ∈ V \ {j} maintains an asymptotically correct estimate of substate j. For a time-invariant strongly-connected graph, this is achieved in [8] by first constructing a spanning tree rooted at node j, and then requiring nodes to only listen to their parents in such a tree for estimating substate j. The unidirectional flow of information (from the source node j to the rest of the network) so achieved guarantees stability of the error process. The above strategy is no longer applicable
1. An LTI system is monitored by a network of 3 nodes, where the communication graph G[k] switches between the two graphs shown above. when the underlying communication graph is time-varying, for the following reasons. (i) For a given substate j, there may not exist a common spanning tree rooted at node j in each graph G[k], k ∈ N. (ii) Requiring a specific spanning tree rooted at node j to repeat after a finite duration of time is restrictive, and qualifies as only a special case of Assumption 1. (iii) Suppose for simplicity that G[k] is strongly-connected at each time-step (as in [10] ), and hence, there exists a spanning tree T j [k] rooted at node j in each such graph. For estimating substate j, suppose consensus at time-step k is performed along the spanning tree T j [k]; the next section shows that switching between such spanning trees can lead to unstable error processes. In Section IV, we develop a fairly simple algorithm that bypasses each of the above problems. The next section discusses the intuition behind this algorithm.
III. ILLUSTRATIVE EXAMPLE
Consider a network of 3 nodes monitoring a scalar unstable process x[k+1] = ax[k], as shown in Figure 1 . The communication graph G[k] switches between the two topologies shown in Figure 1 . Specifically, G[k] is the graph in Figure  1 (a) at all even time-steps, and the one in 1(b) at all odd timesteps. Node 1 is the only node with non-zero measurements, and thus acts as the source node for this network. Suppose for simplicity that it has perfect information of the state at all time-steps, i.e.,x 1 [k] = x[k], ∀k ∈ N. Given this setup, a standard consensus based state estimate update rule would take the form (see for example [5] , [8] , [10] ):
where the weights w ij [k] are non-negative, and satisfy
The key question is: how should the consensus weights be chosen to guarantee stability of the estimation errors of nodes 2 and 3? Even for this simple example, if such weights are chosen naively, then the errors may grow unbounded over time. To see this, consider the following two choices: (1) consensus weights are distributed evenly over the set N i [k] ∪ {i}, and (2) consensus weights are placed along the tree rooted at node 1. In each case, the error dynamics are unstable, as depicted in Figure 2 . To overcome this problem, suppose nodes 2 and 3 are aware of the fact that node 1 has perfect information of the state. Since nodes 2 and 3 have no measurements of their own, intuitively, it makes sense that they should place their consensus weights entirely on node 1 whenever possible. The trickier question for node 2 (resp., node 3) is to decide when it should listen to node 3 (resp., node 2). Let us consider the situation from the perspective of node 2. At time-step 0, it adopts the information of node 1, and hence, the error of node 2 is zero at time-step 1. However, the error of node 3 is not necessarily zero at time-step 1. Consequently, if node 2 places a non-zero consensus weight on the estimate of node 3 at time-step 1, its error at time-step 2 might assume a non-zero value. Clearly, at time-step 1, node 2 is better off rejecting the information from node 3, and simply running open-loop. The main take-away point here is that adoption or rejection of information from a neighbor should be based on the quality of information that such a neighbor has to offer. In particular, a node that has come in contact with node 1 more recently is expected to have better information about the state than the other. Thus, to dynamically evaluate the quality of an estimate, the above reasoning suggests the need to introduce a metric that keeps track of how delayed that estimate is w.r.t. the estimate of the source node 1. In the following section, we introduce such a metric.
IV. ALGORITHM
Building on the intuition developed in the previous section, we introduce a new approach to designing distributed observers for a general class of time-varying networks. The main idea is the use of a "freshness-index" that keeps track of how delayed the estimates of a node are w.r.t. the estimates of a source node. Specifically, for updating its estimate of z (j) [k], each node i ∈ V maintains and updates at every timestep a freshness-index τ 
represents the estimate of z (j) [k] maintained by node i. In case it is the former, it also indicates which specific neighbor in N i [k] that node i should listen to at timestep k; this piece of information is particularly important for the problem under consideration, and ensures stability of the error process. We now formally describe the rules that govern the update of the estimates of the j-th substate z (j) [k] .
Initialization of Freshness-Indices: Each node i ∈ V maintains an index τ
where ω is a dummy value. Specifically, τ (j) i [k] = ω represents an "infinite-delay" w.r.t. the estimate of the source node for sub-state j, namely node j (i.e., it represents that node i has not received any information from node j regarding substate j up to timestep k). The indices τ 
where L j is an output-injection gain to be decided later.
Update Rules for the Non-Source Nodes: For each non-source node i ∈ V \ {j}, we consider two distinct cases based on the value of τ
If M (j)
where M [k] , it uses only its own information, as is evident from (7) . Every other node starts out with an "infinite-delay" w.r.t. the source, which is represented by the freshness-index taking on the value ω. The freshness-index of a node i ∈ V \ {j} changes from ω to a finite value when it comes in contact with a neighbor with a finite delay, i.e., with a freshness-index that is not ω (see equation (8)). At this point, we say that τ (j) i [k] has been "triggered". Once triggered, at each time-step k, a non-source node i will adopt the information of a neighbor l ∈ N i [k] only if node l's estimate of z (j) [k] is "more fresh" relative to its own, i.e., only if τ
(see equation (13) ). Among the set of neighbors in M (j)
has not yet been triggered), or in F
has been triggered), node i only adopts the information (based on (10)) of the neighbor u with the least delay. At this point, the delay of node i matches that of node u, and this fact is captured by the update rule (9) . In case node i has no informative neighbor, it increments its own freshness-index linearly by 1 (to capture the effect of its own information getting older) via the update rule (14) , and runs open-loop based on (12) .
V. MAIN RESULT AND ANALYSIS
The main result of the paper is as follows. Theorem 1. Given an LTI system (1) , and a measurement model (2), suppose (A, C) is observable. Let the sequence of communication graphs {G[k]} ∞ k=0 satisfy Assumption 1. Then, the observer gains L 1 , . . . , L N can be designed in a manner such that the estimation error of each node i ∈ V converges to zero exponentially fast at any desired convergence rate ρ, based on the proposed algorithm.
To prove Theorem 1, we require the following intermediate results; proofs of these results are omitted here due to space constraints, but can be found in [15] . Lemma 2. Consider any substate j, and suppose that at some time-step k, we have that j ∈ M (j) i [k], for some i ∈ V \ {j}. Then, the proposed algorithm guarantees the following.
Lemma 3. Suppose Assumption 1 is met. Then, for each substate j, the proposed algorithm guarantees the following.
Lemma 4. Consider any substate j, and suppose that at some time-step k, we have τ 
where v(τ ) ∈ V \ {j}.
Lemma 5. Suppose Assumption 1 is met. Then, for any substate j, the proposed algorithm guarantees the following:
Proof. (Theorem 1) Given a desired rate of convergence ρ ∈ (0, 1), pick a set of positive scalars {ρ 1 , . . . , ρ N }, such that ρ 1 < ρ 2 < · · · ρ N < ρ. For each substate j ∈ {1, . . . , N }, let the corresponding source node j design the observer gain L j (featuring in equation (7)) in a manner such that the matrix (A jj − L j C jj ) has distinct real eigenvalues with spectral radius equal to ρ j . Such a choice of L j exists as the pair (A jj , C jj ) is observable by construction. Then, there exists a set of positive scalars {α 1 , . . . , α N }, such that [16] : 4
For a particular substate j, let e (j)
. Consider the first substate j = 1, and observe that based on (3), (4), and (7), the following is true: e (1)
. Thus, we obtain e (1)
Taking norms on both sides of (19), and using (18), yields:
where c 1 α 1 e
(1)
. Based on Lemmas 3 and 4, and the fact that z (1) [k] = (A 11 ) m z (1) [k − m], ∀m ∈ N, the following is true for any non-source node i ∈ V \ {1}: 16] . Using this bound and the one in (20), the fact that γ 1 ≥ 1 and ρ 1 < 1, the fact that τ (1) i [k] ≤ 2(N −1)T, ∀k ≥ (N −1)T based on Lemma 5, and the sub-multiplicative property of the 2-norm, we obtain the following by taking norms on both sides of (21):
Note thatc 1 ≥ c 1 , and hence the bound in (22) applies to node 1 as well (see equation (20)). Our goal is to now obtain a bound similar to that in (22) for each substate j ∈ {2, . . . , N }. To this end, let g jq = (A jq − L j C jq ) , and h jq = A jq . Define the following quantities recursively for j ∈ {2, . . . , N }.
, andc 1 is as defined in (23). We now claim the following for each substate j ∈ {1, . . . , N }: 4 We use A to refer to the induced 2-norm of a matrix A.
To prove the above claim, we proceed via induction on the substate number j. Suppose the claim holds for all q ∈ {1, . . . , j − 1}, where 2 ≤ j ≤ N . To prove the desired result for substate j, observe that equations (3) and (4) yield:
(26) Based on the above equation and (7), we obtain:
(27) Rolling out the above equation over time, we obtain:
where k ≥ (2(j − 1) − 1)T . Taking norms on both sides of the above equation, using the triangle inequality, and the sub-multiplicative property of the two-norm, we obtain:
(29) In the above inequalities, (a) follows from (18) and the definition of g jq , (b) follows by noting that q ≤ (j − 1), τ ≥ (2(j − 1) − 1)T , and then applying the induction hypothesis, (c) follows by simplifying the preceding inequality using ρ q < ρ j . We have thus obtained a bound on the estimation error of substate j for node j. To bound the estimation errors of substate j for each non-source node i ∈ V \ {j}, note that equation (26) can be rolled out over time to yield:
(30) Lemma 4 then yields for each i ∈ V \ {j}, ∀k ≥T :
Based on the induction hypothesis and equation (29), notice that each error term featuring in the RHS of the above equation will decay exponentially provided k is large enough. Specifically, suppose k ≥ (2j − 1)T , in which case k − τ
based on Lemma 5. For k ≥ (2j − 1)T , taking norms on both sides of (31) yields:
(32) In the above inequalities, (a) follows from the induction hypothesis, equation (29), the bounds on the growth and the norm of A jj , and by noting that τ (j) i [k] ≤ 2T (based on Lemma 5), ρ j < 1, γ j ≥ 1, (b) follows by suitably changing the lower limit of the inner summation (over time), a change that is warranted since each term in the summation is nonnegative, (c) follows by simplifying the preceding inequality, and (d) follows by noting that ρ q < ρ j , ∀q ∈ {1, . . . , j − 1} by design. Note that the bound obtained in (32) for each non-source node i ∈ V \ {j} applies also to the source node j,
. For any node i ∈ V, we then obtain the desired result as follows:
(33) In particular, we obtain lim k→∞ e i [k] = 0, ∀i ∈ V. Corollary 1. (Finite-Time Convergence) Suppose the conditions stated in Theorem 1 are met. Then, the observer gains L 1 , . . . , L N can be designed in a manner such that the estimation error of each node i ∈ V converges to zero in at most n + 2N (N − 1)T time-steps.
Proof. (Sketch) For each substate j ∈ {1, . . . , N }, let the gain L j be chosen such that (A jj − L j C jj ) has all its eigenvalues at 0. Such a choice of L j exists since (A jj , C jj ) is observable by construction. Clearly, (A jj − L j C jj ) is then a nilpotent matrix of index at most n j , where n j = dim(A jj ). Thus, it is easy to see that e (1) 1 [k] = 0, ∀k ≥ n 1 , based on (19). Referring to equation (21), and noting that τ (1) i [k] ≤ 2T , ∀k ≥T , ∀i ∈ V, we obtain: e (1) i [k] = 0, ∀k ≥ n 1 + 2T , ∀i ∈ V. One can easily generalize this argument to the remaining substates by using an inductive reasoning akin to that employed in the proof of Theorem 1.
Remark 1. Notice that given a desired convergence rate ρ, the general design approach described in the proof of Theorem 1 offers a considerable degree of freedom in choosing the parameters ρ 1 , . . . , ρ N , since they only need to satisfy 0 < ρ 1 < ρ 2 < · · · < ρ N < ρ. As such, this can be achieved in infinitely many ways, and the design flexibility so obtained in choosing the observer gains can be exploited to optimize transient performance, or performance against noise. In contrast, the proof of Corollary 1 highlights a specific approach to obtain finite-time convergence. However, such an approach may lead to undesirable transient spikes in the estimation errors, owing to large observer gains.
VI. CONCLUSION
In this paper, we developed a new approach towards designing distributed observers that work under the basic assumption of joint observability, and can handle a very general class of time-varying graphs. Unlike existing literature, this is achieved without requiring multiple consensus iterations between consecutive time-steps of the dynamics. Instead, our main idea is based on introducing a metric that keeps track of the age-of-information being diffused across the network, and in turn, acts as measure of quality of such information. We established that any desired exponential convergence rate can be achieved based on our approach. Furthermore, we showed that one can even obtain finite-time convergence via an appropriate choice of the observer gains. Ongoing work involves extending the ideas in this paper to scenarios where certain sensors are potentially under attack [17] .
