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3Abstract
A large class of signals encountered in communications, biomedical engineering, renewable
energy and power systems are conveniently processed in the complex domain C, where tra-
ditional adaptive signal processing in C is regarded as a straightforward extension of the
corresponding algorithms in the real domain R. However, recent advances in widely linear
modelling and augmented complex statistics show the suboptimality of such an assump-
tion. In this work, based on the widely linear model, a class of linear and nonlinear adaptive
ltering algorithms have been derived to process the generality of complex-valued signals
(both second order circular and noncircular) in both noise-free and noisy environments,
and their usefulness in real-world applications is demonstrated through case studies.
The focus of this thesis is on the use of augmented second order statistics and widely
linear modelling. The so called Augmented Complex Least Mean Square (ACLMS) algo-
rithm has already been extended from the standard CLMS algorithm to perform optimum
mean square error(MSE) type of adaptive estimation for the generality of complex-valued
signals and has been shown to outperform the CLMS algorithm, however, a theoretical
understanding of its performance is still missing. To this end, this thesis rst addresses
this issue in terms of both convergence analysis and steady state analysis. Next, based on
the generalised framework introduced by the derivation of the ACLMS algorithm, a class
of widely linear adaptive algorithms have been introduced; these include the Regularised
Normalised ACLMS (RNACLMS) algorithm, the Augmented Ane Projection algorithm
(AAPA) for linear Finite Impulse Response (FIR) adaptive lters, and also in the con-
text of reservoir computing, for the recently introduced random state space based Echo
State Networks (ESNs). Furthermore, the widely linear model has been introduced in the
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context of distributed networks, where the individual adaptive lters share information
with their neighbours to achieve a cooperative estimation. The enhanced performances
of the widely linear algorithms are illustrated in renewable energy and power system ap-
plications, in particular, for the prediction of wind proles and frequency estimation of
unbalanced three-phase power systems.
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Mathematical Notations
N
Kronecker product
j  j Modulus operator
k  k Vector or matrix norm
k  k2 Euclidean norm
() Complex conjugate operator
() 1 Matrix inverse operator
()T Vector or matrix transpose operator
()H Complex conjugate transpose (Hermitian) operator
()i Imaginary part of a complex-valued random variable
()r Real part of a complex-valued random variable
() Eigenvalues of a matrix
4 Discriminant of a quadratic equation
 Lagrange multiplier
 Lagrange multipliers
4T Sampling interval
, Dened as
r Gradient operator
@ Partial derivative operator
1 Vector or matrix with all unit elements
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cos Cosine function
C Complex domain
Cxx Covariance matrix of a random vector x
Cxaxa Augmented covariance matrix of random vector x
d Desired signal
det() Matrix determinant operator
diag() Diagonal matrix of elements
e Instantaneous output error
E[] Expectation operator
E[yjx] Conditional expectation of y given x
f System frequency
f^ Estimated system frequency
g Filter coecient vector
G Transition matrix
h Filter coecient vector
I Identity matrix
=[] Imaginary part of a complex-valued number
|
p 1
J Cost function
k Discrete time instant
K Number of observations
lim Limit
n(k) Noise at time instant k
n(k) Noise vector at time instant k
p[x] Probability density function of a random vector x
Pxx Pseudo-covariance matrix of a random vector x
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r Degree of noncircularity
R Real domain
<[] Real part of a complex-valued number
s Degree of noncircularity
sin Sine function
Tr() Matrix trace operator
w Augmented lter coecient vector
wa Augmented lter coecient vector
x(k) Input vector at time instant k
X(k) Input matrix at time instant k
y(k) Output at time instant k
yi(k) ith output at time instant k
y(k) Output vector at time instant k
 Regularisation term
1 InnityR
Integration operator
 Step size
! Angular frequency
 Step size
(x) Circularity quotient of a random variable x
2x Variance of a random variable xP
Summation operator
2x Pseudo-variance of a random variable x

33
Chapter 1
Introduction
1.1 Overview
A
DAPTIVE signal processing has found a number of applications, such as in system
identication, noise cancellation, signal enhancement, and adaptive prediction [1{
4]. Compared with digital lters with xed coecients which require static scenarios and
predened specications, adaptive lters require no assumptions on the signal generating
mechanism, and can be applied to situations where the specications are not available or
are time-variant [4].
The best known linear adaptive ltering algorithm is the least mean square (LMS)
algorithm, derived by Widrow and Ho, based on a recursive solution of least squares
estimation [5]. Much research has been dedicated to the analysis of LMS with the aim to
improve its performance based on the investigation of the step-size , which aects the
convergence speed, steady state error, and stability of the adaptive lter, due to the fact
that a xed  may not be optimal to respond to time-variant environments. Ideally, an
adaptive algorithm is highly demanded with fast convergence speed and small steady state
error when operating in a stationary environment, and adjusted step-size  according to
the dynamics of the input signal in nonstationary environment. To this end, a class of
variable step-size LMS algorithms with the aim to adapt the LMS step-size  in a linear
stochastic fashion have been proposed [6{8]. Alternatively, the normalised LMS (NLMS)
algorithm, which incorporates the step-size  divided by the squared norm of the input
1.1 Overview 34
regressor [2], can be used for this purpose. However, in practice applications, to avoid
the situation in which the norm of the input regressor gets close to zero, a small positive
constant  called the regularisation term is usually added [2]. To deal with signals with
unknown and possibly very large dynamical range, the Generalised Normalised Gradient
Descent (GNGD) algorithm has been proposed by employing a time-varying regularization
parameter and updating it at every iteration. In this case, the GNGD algorithm adapts
 in a nonlinear manner, providing both improved stability and enhanced performance as
compared with variable step-size LMS algorithms [9].
There are situations where it is possible to recycle the old data vector in order to
improve convergence of the adaptive ltering algorithms. Data reusing algorithms, such
as data reusing LMS [10], Ane Projection algorithm (APA) and its variants [11, 12],
are considered an alternative to increase the speed of convergence in adaptive ltering
algorithms in such situations. The penalty to be paid by data reusing is an increased
estimation error in the steady state, and as usual the trade-o between steady state
performance and convergence speed is achieved through the step-size.
The performance of an adaptive lter is measured in terms of its transient behaviour
and its steady-state behaviour. The transient analysis is focused on the stability and the
convergence rate of an adaptive lter, whereas the steady-state analysis provides infor-
mation on the mean-square-error (MSE) of the lter when it reaches steady state. In the
literature, there have been many works dedicated to the performance analysis of adap-
tive lters. Traditionally, the transient analysis was rst investigated, and subsequently,
steady-state analysis is deduced as the limiting case of a transient analysis [1,4,13,14]. Al-
though this procedure is versatile for simultaneously understanding both the steady-state
and the transient behaviours of an adaptive algorithm, several diculties are unavoidably
encountered. Firstly, traditional transient analysis, involving recursion estimation for the
weight-error variance, leads to a large number of computations, especially for adaptive l-
ters with nonlinear update equations, such as NLMS and APA. Secondly, transient analysis
requires some simplied assumptions as compared with steady-state analysis, hence, treat-
ing steady-state analysis as a fallout of a transient analysis results in suboptimality. To
this end, a unied approach to the steady-state performance of a large class of adaptive
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lters that bypasses several of the mentioned diculties, called energy conservation prin-
ciple, was proposed [15]. Based on the study of the energy ow through each iteration of
an adaptive lter and a fundamental error variance relation that avoids the weight-error
variance recursion, a steady-state analysis can be computationally eciently obtained un-
der weaker assumptions than those required in the previous approaches, and it has been
successfully applied to several classes of adaptive lters with linear and nonlinear weight
update equations [15{18].
The theory of linear adaptive lters is well established, whereas architectures and
algorithms for nonlinear adaptive ltering are still emerging. Some recent results have
shown that recurrent neural networks (RNNs) with feedback are powerful tools for non-
linear adaptive ltering of real-world data, due to their ability to uniformly approximate
any continuous function on a compact domain [3, 19]. Given their ability to learn from
examples, the application of neural networks in the area of nonlinear adaptive prediction
and modelling oers potentially better performance as compared to standard statistical
and linear ltering methods. In this context, the recurrent backpropagation (BP), the real
time recurrent learning (RTRL), and extended Kalman lter (EKF) approaches have been
developed for the training of RNNs. However, the main issue involved in the design and
training of RNNs lies in the computation complexity associated with the updates of the
weight matrix, and suer from a variety of problems, such as the slow training resulting
from the computational complexity and the possibility of instability. To address some
of these problems, a class of discrete-time RNNs, called Echo State Networks (ESNs),
has been introduced [20]. By employing a sparse and xed hidden layer and by training
only the weights connecting the internal layer to the readout neurons, the ESN approach
signicantly reduces the complexity of the representation associated with standard RNNs.
In modern disciplines, complex-valued signals arise frequently in applications as di-
verse as communications, biomedical and renewable energy. The complex domain C not
only provides a convenient representation for these signals but also a natural way to rep-
resent the physical characteristics of the signals and the transformations they go through,
such as the phase and magnitude distortion experienced by complex-valued communica-
tions signals, such as those using binary phase shift keying (BPSK), quadrature phase
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shift keying (QPSK), and quadrature amplitude modulation (QAM). In all these cases,
it is optimal to carry out signal processing directly in the complex domain to guarantee
that the complete information, which is represented by the interrelationship of the real
and imaginary parts or the magnitude and phase of the complex-valued signal, can be
fully exploited. For instance, the white and gray matter within the magnitude of struc-
tural magnetic resonance imaging (MRI) data can be combined to form a complex number
to make use of their interdependence [21]. In applications of adaptive systems, it is the
signal magnitude which is considered as the main source of information [22]. Although
this facilitates the established algorithms in R, it is important to realise that this way
the full information potential (phase information) within the signal is not exploited. In-
deed real world processes with the \intensity" and \direction" component (radar, sonar,
vector elds) require the consideration of such phase information which can be obtained
by complex-valued representation. For instance recent results on the modelling of wind
prole, indicate that the processing in (simultaneously speed and direction as a complex
vector) has major benets over the direct processing in R (speed only), or in R2 (speed
and direction as independent processes) [23].
Properties of complex-valued signals are not only determined by their statistical na-
ture but also in terms of their bivariate or complex nature, due to the fact that a complex
signal can be represented either by its real and imaginary, or phase and amplitude compo-
nents. To this end, adaptive processing of complex-valued signals can then be performed
using three dierent approaches. Firstly, the real and imaginary components (or phase and
amplitude) are considered as dual univariate signals and processed separately. Secondly,
the two components can be considered as a real-valued bivariate signal and processed us-
ing a suitable real-valued two-dimensional algorithm. Alternatively, it would be natural
to consider the signal in the complex domain C, where complex-valued algorithms can be
designed directly.
To directly operate on the complex-valued signals, in 1975 Widrow et al. introduced
the complex Least Mean Square (CLMS) algorithm [24]. More recently, the design of
complex-valued linear adaptive ltering algorithms and their performance analysis have
been an active research area and a number of algorithms have been extended to the com-
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plex domain C [18,25], whereas in the eld of RNNs, extensions of real-valued algorithms
to the complex domain are not straightforward. One of the major issues to be solved
is the design of a suitable complex nonlinear activation function (AF). According to Li-
ouville's theorem, the only bounded and analytic function in C is constant [26], and to
that cause, for convinience, previous studies have mostly focused on the so-called split-
complex activation functions (AF). However, split-complex AFs are not analytic, where
the Cauchy-Riemann equations do not apply, consequently, they are not universal ap-
proximators and algorithms based on them underperform in applications where complex
signals exhibit strong component correlations. To this end, meromorphic functions have
been introduced as activation functions, due to their property that they are analytic ev-
erywhere except for a discrete subset of C. At their singular points, these functions tend
to innity, thus removing the possibility of encountering essential singularities. This en-
ables to design fully-complex RNNs to deal with complex-valued signals directly and direct
extensions of real-valued algorithms to the complex domain include the class of complex
backpropagation algorithms, complex RTRL (CRTRL) [27] and complex EKF (CEKF).
Traditionally, in the signal processing literature, statistics in the complex domain C
is regarded as an extension of that in R, and consequently complex-valued algorithms
were considered as simple extensions of the established corresponding algorithms in the
real domain. In particular, statistical modelling of complex-valued random vectors was
taken as straightforward extensions from R. For instance, the covariance matrix of a zero
mean complex vector x, E[xxH ], is transformed from the covariance matrix E[xxT ] in
R, achieved by replacing the transpose operator ()T by the conjugate transpose (Hermi-
tian) operator ()H . In this manner, the distribution of a complex-valued random vector
is implicitly assumed to be circular and rotation invariant in the complex domain, and
indicates the independence between the real and imaginary components with the complex-
valued signals. Thus, the aforementioned complex-valued algorithms based on this implicit
assumption are only optimal for a subset of complex signals, those with a circularly sym-
metric distribution, and are not suitable to deal with the generality of complex-valued
signals.
To this end, analysis on the properties of the generality of complex-valued signals
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has become an active research area. Fundamental work by Picinbono, Neeser and Massey
[28,29] proposed the concept of complex circularity based on the second order statistics of
complex-valued random variables. In their analysis, a complex-valued random variable is
dened to be second order circular (proper) if its distribution is rotation invariant, and is
otherwise noncircular (improper). It was shown that the conventional covariance matrix
cannot fully describe the statistics of noncircular signals and the pseudocovariance matrix
is necessarily to be considered to fully capture the relation between the real and imaginary
components of random vectors. This implies that in order to model the complete second
order information available with in the generality of complex-valued signals, both the
covariance and pseudocovariance matrices should be considered, and only in a special case
where complex random variables are second order circular (proper), the pseudocovariance
matrix vanishes.
The use of this augmented complex statistics has opened the possibility to design
adaptive ltering algorithms suitable for processing both circular and noncircular signals.
Such algorithms are based on a widely linear model, and are usually called \widely lin-
ear" or \augmented" algorithms. Examples include the work by Valkama et al. who have
introduced widely linear algorithms in wireless communication applications to solve the
complex-valued I/Q mismatch problem [30]. Other examples include the widely linear
Complex Least Mean Square (WL-CLMS) algorithm for direct sequence code division
multiple access (DS-CDMA) applications by Schober et al. [31], which used a real val-
ued error. It was subsequently extended to the augmented CLMS (ACLMS) algorithm
in [32] in order to cater for both complex signals and complex errors, and also by Kuh and
Mandic in the context of complex augmented kernels [33]. The extensions of real-valued
recurrent neural network structures to those in the complex domain based on widely linear
models have been recently designed. Examples include the augmented complex real-time
recurrent learning (ACRTRL) algorithm [34] and the augmented complex-valued extended
Kalman lter (ACEKF) [35] for complex recurrent neural networks. These augmented
algorithms were shown to outperform their standard complex counterparts for the gener-
ality of complex-valued signals. The performance of complex recurrent neural networks
were compared for the task of wind prole prediction using a dual univariate model and
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a complex model in [23, 27], where the complex representation of wind resulted in bet-
ter performance when predicted using a trained CRTRL algorithm. In comparison, the
ACRTRL algorithm achieved a better prediction performance, highlighting the associated
benets of considering augmented complex statistics.
1.2 Motivation and Aims
The focus of this work is on the generalisation of existing ltering algorithms in C using
augmented complex statistics and widely linear modelling, to make them second order
optimal for the processing of the circular and noncircular signals. Several contributions
to adaptive signal processing of noncircular signals will be presented:
 Enlightened by previous research on the design of ACLMS algorithm, a class of linear
and nonlinear adaptive ltering algorithms are derived based on the widely linear
model and augmented complex statistics.
 Although the advantage of augmented algorithms over their strictly linear counter-
parts have been supported by both theory and simulations, a rigorous analysis on
quantifying this advantage is still missing. To this end, mean square statistical per-
formance analysis on CLMS and ACLMS, APA and AAPA algorithms to deal with
noncircular signals is investigated.
 It is natural to design algorithms that can be eciently applied in real-world, and
this thesis provides solutions that demonstrate the suitability of the introduced al-
gorithms to a variety of real world problems such as wind prediction and frequency
estimation of three-phase power systems based on the convenient complex-valued
representation of the real-world signals.
1.3 Organisation of the Thesis
The organisation of the rest of the thesis is as follows. Chapter 2 introduces the widely
linear model and augmented complex statistics, which forms the statistical framework for
the rest of work in this thesis. In Chapter 3, the ACLMS, a workhorse in C to deal with
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the ltering of general complex-valued signals, is revisited, and its advantage over strictly
CLMS is quantied based on the mean square performance analysis. In Chapter 4, the
Normalised ACLMS (NACLMS) and Regularised NACLMS (RNACLMS) are introduced
to deal with the situations where the value of the weight update term becomes extremely
large due to close-to-zero input vectors. Chapter 5 derives the augmented ane projec-
tion (AAP) algorithm based on the data-reusing technique and the statistical performance
analysis in Chapter 2 is extended. Chapter 6 introduces a computationally ecient aug-
mented echo state networks (AESNs) for nonlinear adaptive ltering of noncircular signals.
In Chapter 7, the widely linear model is used to derive an adaptive diusion ACLMS (D-
ACLMS) algorithm for collaborative processing of the generality of complex signals over
distributed networks. In Chapter 8, the usefulness of the augmented adaptive lters is
investigated in a real-world application, that is, frequency estimation of unbalanced three-
phase power system. We rst illustrate that the unbalanced three-phase voltage is second
order noncircular and an adequate frequency estimator is derived based on widely lin-
ear model to eliminate frequency estimation oscillations which is always encountered by
strictly linear estimator due to submodelling. Conclusions and future work are given in
Chapter 9.
Several key concepts and algorithm derivations related to this work are highlighted
in appendices. Appendix A provides an overview of the CR calculus framework for the
gradient calculation of real-valued and complex-valued functions in C with respect to com-
plex variables. A detailed derivation of RNCLMS algorithm is presented in Appendix B.
The second order noncircular (improper) nature of complex-valued voltage from unbal-
anced three-phase power systems is proved in Appendix C, while the Cramer-Rao Lower
Bound (CRLB) on the estimation variance of unbiased frequency estimator under unbal-
anced conditions is derived in Appendix D and will be used as benchmark to assess the
statistical performance of the proposed widely linear adaptive frequency estimator.
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Chapter 2
Background
In this chapter, we introduce the motivation to use the widely linear model and augmented
complex statistics for complex-valued linear estimation problems.
2.1 Widely Linear Modelling
Consider the real-valued mean square error (MSE) estimator
y^ = E[yjx] (2.1)
which estimates the values of signal y in terms of another observation x. For zero mean,
jointly normal y and x, the linear model solution is
y^ = xTh (2.2)
where h = [h1; : : : ; hN ]
T is a vector of xed lter coecients, and the past of the observed
variable is contained in the regressor vector x = [x1; :::; xN ]
T .
In the complex domain C, it is assumed that we can use the same form of conditional
mean estimator that for real-valued signals given in (2.1), leading to the standard complex
linear MMSE estimator1
y^L = x
Hh (2.3)
1Both y = xTh and y = xHh are correct yielding the same output and the mutually conjugate coecient
vectors. The latter form is more common and the former was used in the original CLMS paper [24]; in
this work we will use the rst form.
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where symbol ()H denotes the Hermitian transform operator. However, the real-valued
linear estimator in (2.2) applies to both the real and imaginary parts of complex variables,
that is
y^r = E[yrjxr; xi]
y^i = E[yijxr; xi] (2.4)
and a more general MSE estimator than that in (2.3) can be expressed as
y^ = E[yrjxr; xi] + |E[yijxr; xi] (2.5)
Upon employing the identities xr = (x+ x
)=2 and xi = (x  x)=2| we arrive at
y^ = E[yrjx; x] + |E[yijx; x] (2.6)
leading to a widely linear (WL) estimator for complex valued data, given by
y^WL = x
Th+ xHg = xaTwa (2.7)
where h and g are complex-valued coecient vectors. The widely linear model can also be
expressed using augmented vectors wa = [hT ;gT ]T and xaT = [xT ;xH ]T , which provides
a more compact representation. This estimator is suitable for linear MMSE estimation
of the generality of complex valued processes (both circular and noncircular) [36], as it
accounts for complete second order information in C, as will be shown in Section 2.2.
2.1.1 The duality between widely linear and dual channel adaptive l-
tering models
Consider the widely linear model in C as its counterpart in R2 via the one-to-one mapping
between a point in the complex plane C and a point in R2, (2.7) can be expressed in the
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form of a dual channel modelling as
y^WLr = x
T
r a+ x
T
i b (2.8)
y^WLi = x
T
r c+ x
T
i d (2.9)
where the real-valued weight vectors can be derived as
a = hr + gr b = gi   hi (2.10)
c = hi + gi d = hr   gr (2.11)
Therefore, the adaptive lters based on the widely linear model in C are isomorphic to
their counterparts using the dual channel modelling in R2 [37]. However, by virtue of the
complex-valued representation, the widely linear model based estimation can be written
into a more compact form as xaTwa rather than as a combination of four separate real-
valued linear models. This gives mathematical convenience to deal with the theoretical
performance analysis (both convergence and steady state) on adaptive lters where the
derivation can be simplied by considering only a single weight vector wa. However, from
a hardware implementation point of view, dual channel representation in R2 is usually
preferable over widely linear representation in C because the former requires fewer real
operations in terms of additions and multiplications than the latter.
2.2 Augmented Complex Statistics
From (2.7), it is clear that the covariance matrix, Cxx = E[xx
H ], alone does not have
sucient degrees of freedom to describe full second order statistics in C [29], and in order
to make use of all the available statistical information we also need to consider the pseudo-
covariance matrix, Pxx = E[xx
T ]. In practice, to account for the improperness, the input
vector x is concatenated with its conjugate x, to produce an augmented 2N1 input
vector xaT . This augmented input, together with the augmented weights wa = [hT ;gT ]T ,
forms a widely linear estimate in (2.7) and its 2N2N augmented covariance matrix is
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given by [38]
Cxaxa = E
264 x
x
375 xHxT  =
264 Cxx Pxx
Pxx C

xx
375 (2.12)
This matrix now contains the complete complex second-order statistical information avail-
able in the complex domain.
2.2.1 Seconder order noncircularity (impropriety)
Processes whose second order statistics can be completely described by the covariance
matrix, that is, for which the pseudo-covariance matrix Pxx = 0, are termed second
order circular (or proper), or otherwise termed noncircular or improper. In general, the
notion of circularity extends beyond second order statistics, to describe the class of signals
with rotation-invariant distributions, p[] for which p[x] = p[xej] for  2 [0; 2), whereas
properness (also, propriety or second order circularity) specically refers to the second
order statistical properties. In most real world applications, complex signals are second
order noncircular or improper, and their probability density functions are not rotation
invariant.
For a complex-valued random scalar x with zero mean, the standard variance can be
seen as the correlation of x and its complex conjugate x and is denoted by
2x = E[xx
] = E[jxj2] (2.13)
and the pseudo-variance is denoted by
2x = E[xx] = E[x
2] (2.14)
Note that while the variance 2x is real-valued, the pseudo-variance 
2
x is normally complex-
valued.
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2.2.2 Minimum mean square error (MMSE) analysis of strictly linear
and widely linear estimators
The MMSE of the widely linear approach using (2.7) can be derived as
E[jeWLj2] = E[jy   y^WLj2] (2.15)
Using the compact form of y^WL in (2.7), the well-known Wiener-Hopf solution can be
obtained as
wa = C 1xaxapy^;xa (2.16)
where py^;xa = E[y^
xa] , [cT1 ; cT2 ]T is the cross-correlation between y^ and the augmented
observation vector xa. The optimal coecient vectors ho and go can be subsequently
obtained by virtue of the Cholesky block factorisation of C 1xaxa , as given in [39], and
(2.16) can be separated as
ho =
 
C PC P 1  c1  PC c2
go =
 
C  PC 1P 1  c2  PC 1c2
(2.17)
where the subscripts have been omitted for clarity. The widely linear MMSE is then given
by [36]
E[jeWLj2] = E[yy]  cT1 ho   cH2 go (2.18)
However, by considering the strictly linear model (2.3), the coecient vector obtaining
the MMSE is given by
h = C 1c1 (2.19)
and the corresponding MMSE is given by
E[jeLj2] = E[yy]  cH1 C 1c1 (2.20)
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Therefore, the advantage of the widely linear MMSE over the strictly linear MMSE can
be characterised by the quantity MMSE = E[jeLj2]  E[jeWLj2], expressed as [36]
MMSE =
 
c2  PC 1c1
H  
C  PC 1P 1  c2  PC 1c1 (2.21)
Note that MMSE is always nonnegative due to the positive denite property of the matrix 
C  PC 1P 1, indicating the widely linear solution yields a smaller MMSE compared
to its strictly linear counterpart. It equals zero only when c2 PC 1c1 = 0 and only for
a second-order circular signal y and observation x, such that P = 0 and cross-correlation
c2 = 0 [36]. Based on the above results, it is clear that the strictly linear model is
suboptimal for the generality of complex-valued signals, and can be seen as a special case
of the widely linear model to deal with second-order circular signals.
2.2.3 Quantication of second order noncircularity (improperty)
A natural choice to quantify the degree of noncircularity is to use the relationship between
the standard complex variance and pseudo-variance, such as the circularity quotient (x) ,
2x
2x
[40, 41]. The magnitude of (x) can be used as a measure of degree of noncircularity
in the complex-valued signals, denoted by
r = j(x)j = j
2
x j
2x
(2.22)
where r is normalised between [0, 1], with 0 indicating perfect circularity and 1 maximum
noncircularity. The circularity angle  = arg ((x)) is an indicator of orientation of dis-
tribution. Note that for a purely circular signal, r = 0, with  not providing additional
information about the distribution.
A more general numerical measure of degree of noncircularity is achieved by using
the canonical correlations and strong uncorrelating transform on the augmented covariance
matrix [42], where for a complex-valued random variable x, its degree of noncircularity s
is dened as
s = 1  det (Cxaxa) det 2 (Cxx) ; s 2 [0; 1] (2.23)
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where det() denotes the matrix determinant operator. When x becomes a scalar, s is
simplied into r2 [42]. Other measures of noncircularity are also dened and may be used.
A similar measure given by (1 r) is dened in [43], whereas an unbounded measure in [1,
1] based on the ratio of the standard deviations of the real and imaginary components of
the complex random variable was introduced in [44]. Although the mentioned measures
are quite similar, the generality of s in (2.23) and the embedded information on augmented
covariance matrix, makes it a suitable noncircularity measure used in this work.
2.3 Degree of noncircularity of the benchmarks and real-
world wind prole
This section describes the benchmark signals and the real-world wind prole data used in
this work to test the advantage of widely linear augmented algorithms over their strictly
linear counterparts.
The second order circular benchmark is a synthetised stable complex-valued AR(4)
process, given by
x(k) = 1:79x(k   1)  1:85x(k   2) + 1:27x(k   3)  0:41x(k   4) + n(k) (2.24)
driven by complex-valued doubly circular white Gaussian noise n(k) with zero mean and
unit variance. Double whiteness implies the uncorrelated real and imaginary channels, for
circular white Gaussian noise, n = nr+ |ni, 
2
nr=
2
ni , whereas for noncircular data, 
2
nr >
2ni , where 
2
nr and 
2
ni are respectively the powers of the real and imaginary parts.
The benchmark noncircular signal was a complex auto-regressive moving average
(ARMA) process, whose transfer function was a combination of the MA model in [45] and
the stable AR model in (2.24), given by
r(k) = 1:79r(k   1)  1:85r(k   2) + 1:27r(k   3)  0:41r(k   4) + 0:2r(k   5) + 2n(k)
+ 0:5n(k) + n(k   1) + 0:9n(k   1) (2.25)
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Figure 2.1: Wind recordings as a complex vector representation using speed and
direction information.
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Figure 2.2: Complex wind signal magnitude. Three wind speed regions have been
identied as low, medium and high.
with
Efn(k   i)n(k   j)g = (i  j); Efn(k   i)n(k   j)g = C(i  j) (2.26)
where n(k) was complex-valued doubly circular white Gaussian noise and C = 0:95 [45].
A nonlinear and noncircular chaotic Ikeda map signal is given by [46]
x(k + 1) =1 + u (x(k)cos[t(k)]  y(k)sin[t(k)])
y(k + 1) =u (x(k)sin[t(k)] + y(k)cos[t(k)]) (2.27)
where t(k) = 0:4  6
1+x2(k)+y2(k)
is the time instant and u is the map parameter to control
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Table 2.1: Comparison of degrees of noncircularity s for the various classes of signals
AR(4) (2.24) Noncircular ARMA (2.25) Ikeda map (2.27) Wind (low) Wind (medium) Wind (high)
s 0.0016 0.9429 0.8936 0.1583 0.4305 0.8117
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Figure 2.3: Geometric view of circularity via \real-imaginary" scatter plots. (a)
Circular autoregressive AR(4) process (2.24); (b) Noncircular ARMA process (2.25);
(c) Noncircular Ikeda map (2.27); (d) Wind (low) signal; (e) Wind (medium) signal;
(f) Wind (high) signal.
bifurcation of attractor points. To make sure that the Ikeda map exhibits chaotic dynamics
on a strange attractor, u is traditionally set to be 0.9 [46]. The complex-valued Ikeda
attractor is built as z(k) = x(k) + |y(k).
The real-world wind data was collected using an ultrasonic anemometer over a period
of 24 hours sampled at 50Hz2. As illustrated in Fig. 2.1, the wind prole was represented
as a vector of speed and direction in the North-South (VN ) and East-West (VE) coordinate
system, which was used to create the complex wind signal as V = ve|', and
v =
q
V 2E + V
2
N ; ' = arctan

VN
VE

(2.28)
where v is the wind speed, and ' is the wind direction. The magnitude of the wind prole
2The wind data was provided by Prof. Aihara's team at the Institute of Industrial Science, University
of Tokyo, Japan, which was recorded in an urban environment. The data was re-sampled at 5 Hz for
simulation purposes.
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is shown in Fig. 2.2. Based on the changes in the wind intensity, the noncircular wind
data were identied as regions of low, medium and high dynamics. For more detail on the
wind property see [41,47].
Fig. 2.3 shows the scatter plots of the complex signals considered in simulations.
Observe the circular symmetry (rotation invariance) for the AR(4) signal (2.24) and the
noncircularity of the ARMA model (2.25), Ikeda map (2.27) and wind signals. Table
2.1 illustrates the degrees of noncircularity s for the various classes of signals. Observe
the excellent match between the measure of noncircularity in Table 2.1 and scatter plot
descriptions in Fig. 2.3; for instance, among the wind segments, the wind (low) region
was least noncircular, whereas the wind (high) region exhibited strong noncircularity.
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Chapter 3
Mean Square Performance
Analysis of the Augmented CLMS
Algorithm
3.1 Introduction
The Least Mean Square (LMS) algorithm is a simple, yet most frequently used, algorithm
for adaptive FIR lters in R. As discussed before, to deal with complex-valued signals
which are frequently encountered in modern disciplines, three dierent approaches can be
used to design its extension to complex domain C according to the bivariate or complex
nature of complex-valued data. Firstly, complex-valued signals can be separated into the
real and imaginary components (magnitude and phase), and a dual univariate approach,
which treats them independently, leads to a direct processing of a complex-valued sig-
nal using the real-valued LMS algorithm. However, due to this separate treatment, the
cross-channel information would be missing, leading to inadequate performance. Alter-
natively, the dual channel LMS [48], a bivariate algorithm operating in R, allows for the
consideration of the available cross-information. A natural extension of the real-valued
LMS algorithm for the adaptive ltering directly in the eld of complex signals C was the
Complex LMS (CLMS) [24]. Since CLMS treats the complex-valued signal as a whole,
it enables simultaneous ltering of the real and imaginary components of complex-valued
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data and accounts for second-order cross-information between the channels.
Although the CLMS algorithm has the advantage that it can directly operate on
the complex-valued signals, it was derived under the implicit assumption that complex-
valued signals and noises are second order circular (improper) with rotation invariant
distributions, which accounts for only a subset of complex-valued signals. Based on the
concept of augmented complex statistics and widely linear modelling, the widely linear
CLMS was rstly introduced in the communications eld for use in a direct-sequence
code division multiple access (DS-CDMA) receiver [31]. However, due to the specic
requirement in in the DS-CDMA setting, where the desired input symbols are real-valued,
i.e. amplitude-shift keying (ASK) or binary phase-shift keying (BPSK), this algorithm
does not fully exploit the advantages of the widely linear model. To this end, it was
subsequently extended to the augmented CLMS (ACLMS) algorithm in [32] in order to
cater for general complex-valued signals and errors.
Although the ACLMS has already shown its potential to deal with noncirclar complex
signals over its conventional counterpart, CLMS, in real-world applications, such as wind
prole prediction [47] and electroencephalogram (EEG) artifacts removal [49], a theoretical
understanding of the performance comparisons between them is still missing.
To this end, in Section 3.2, we rstly revisit the derivation of ACLMS in an adaptive
prediction context using an ecient tool, called the CR calculus, which provides a unied
framework for the derivation of a real-valued function of complex variables and will be used
throughout this work. Notice that in the original work of [32], the standard derivation
method, which calculates the gradients by considering the derivative of the cost function
with respect to the real and imaginary components of the weight vectors h and g sepa-
rately, was used to derive ACLMS. Alternatively, the CR calculus framework facilitates a
simpler derivation method by considering the cost function as a function of the conjugate
coordinates of the weight vectors, that is (h, g, h, g), allowing for the calculation of the
derivatives directly in C. A brief description of CR calculus is provided in Appendix A. In
Section 3.3, an ecient approach to the steady state performance of adaptive lters, called
the energy conservation principe [15,50], which analyzes the energy ow through each it-
eration of adaptive lters, has been extended into widely linear modelling to quantify the
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mean square errors of ACLMS and CLMS algorithms on noncircular signals. In Section
3.4, the improvement in the performance of ACLMS algorithm over standard CLMS al-
gorithm is supported by both theoretical analysis and simulations performed on one step
ahead prediction of noncircular signals.
3.2 Derivation of ACLMS
Consider the output of an adaptive lter,
y(k) = xT (k)h(k)| {z }
standard part
+ xH(k)g(k)| {z }
conjugate part
where h(k) and g(k) are the L  1 weight vectors of lter coecients, y(k) is the lter
output, and x(k) denotes the L 1 input vector at time instant k, dened as
x(k) = [x(k); :::; x(k   L+ 1)]T
The error e(k) and cost function J(k) can be dened as
e(k) = d(k)  y(k) and J(k) = 1
2
je(k)j2 = 1
2
e(k)e(k)
where d(k) is the desired signal. The update form of the standard part weight vector h(k)
is given by
h(k + 1) = h(k)  rJh(k)
where  is the learning rate. Note that since J(k) is a real-valued function of complex
variables, the steepest decent points to the direction of @J(k)@h(k) (see Appendix A). Following
the R-derivative in Appendix A
rJh(k) = @J(k)
@h(k)
=
1
2

@J(k)
@hr(k)
+ |
@J(k)
@hi(k)

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where
@J(k)
@hr(k)
=
1
2

e(k)
@e(k)
@hr(k)
+ e(k)
@e(k)
@hr(k)

=  1
2
[e(k)x(k) + e(k)x(k)]
and
@J(k)
@hi(k)
=
1
2

e(k)
@e(k)
@hi(k)
+ e(k)
@e(k)
@hi(k)

=
|
2
[e(k)x(k)  e(k)x(k)]
Finally, the derivative of cost function J(k) with respect to h(k) becomes
@J(k)
@h(k)
=  1
2
e(k)x(k)
and the update of h(k) becomes
h(k + 1) = h(k) + e(k)x(k) (3.1)
Note that a factor 12 has been incorporated into . In a similar way, we can obtain
g(k + 1) = g(k) + e(k)x(k) (3.2)
Combining h(k) and g(k) into an augmented weight vector wa(k), we have
wa(k + 1) = wa(k + 1) + e(k)x

a(k)
where xa(k) is the augmented input vector xa(k) = [x
T (k);xH(k)]T .
3.3 Steady state mean square performance of CLMS and
ACLMS on noncircular signals
The aim of this section is to prove the suitability of ACLMS algorithm for the ltering of
noncicular complex data, for which the standard CLMS algorithm is suboptimal. Consider
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a second order noncircular (improper) teaching signal d(k) that stems from the widely
linear model
d(k) = xT (k)ho| {z }
standard part
+ xH(k)go| {z }
conjugate part
+n(k) (3.3)
where ho and go are respectively the optimal standard and conjugate weight vectors, n(k)
represents the measurement noise with zero mean and variance 2n.
3.3.1 Steady state analysis of CLMS algorithm for noncircular signals
The conventional CLMS algorithm is given by [24]
y(k) = xT (k)h(k)
e(k) = d(k)  y(k)
h(k + 1) = h(k) + e(k)x(k) (3.4)
The steady state performance is quantied by the mean square error (MSE) given by
MSE = lim
k!1
E
je(k)j2 (3.5)
where e(k) is dened in (3.4). To nd the closed form of MSE of CLMS for noncircular
signals generated by the widely linear model (3.3), we shall rst dene the weight error
vector ~h(k) = ho   h(k); then upon subtracting the weight update in (3.4) from ho, we
have
~h(k + 1) = ~h(k)  x(k)e(k) (3.6)
Pre-multiplying both sides of (3.6) with xT (k) gives
xT (k)~h(k + 1) = xT (k)~h(k)  kx(k)k2e(k) (3.7)
allowing us to introduce the a posteriori and a priori errors ep(k) and ea(k) as
ep(k) = x
T (k)~h(k + 1) and ea(k) = x
T (k)~h(k) (3.8)
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and to rewrite the output error e(k) as
e(k) = d(k)  y(k) = ea(k) + n(k) + xH(k)go (3.9)
Compared with the expression in [4], an additional term xH(k)go arises due to the im-
proper nature of the desired signal in (3.3). The relationship between the a posteriori and
a priori errors in (3.8) is given by
ep(k) = ea(k)  kx(k)k2e(k) (3.10)
and for nonzero input x(k), we have
e(k) =
ea(k)  ep(k)
kx(k)k2 (3.11)
The evolution of the weight error vector ~h(k) can now be expressed as
~h(k + 1) = ~h(k)  ea(k)  ep(k)kx(k)k2 x
(k) (3.12)
or equivalently
~h(k + 1) +
x(k)
kx(k)k2 ea(k) =
~h(k) +
x(k)
kx(k)k2 ep(k) (3.13)
With the standard assumption that at steady state ~h(k + 1) ' ~h(k), by estimating the
energies of both sides of the above equation, we obtain the following energy relationship
within the evolution of the weight error vector,
k~h(k + 1)k2 + jea(k)j
2
kx(k)k2 = k
~h(k)k2 + jep(k)j
2
kx(k)k2 (3.14)
If we apply the statistical expectation of both sides of (3.14), and assume that at the
steady state, E
k~h(k + 1)k2 ' Ek~h(k)k2, then
E
 jea(k)j2
kx(k)k2

= E
 jep(k)j2
kx(k)k2

(3.15)
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Substituting (3.10) into the right hand side (RHS) of (3.15) gives
E
 jea(k)j2
kx(k)k2

= E
 jea(k)  kx(k)k2e(k)j2
kx(k)k2

(3.16)
and upon combining with (3.9), this yields
E
 jea(k)j2   ea(k)  kx(k)k2 ea(k) + n(k) + xH(k)go2
kx(k)k2

= 0 (3.17)
We can now use the standard assumptions that at the steady state (as k !1), the noise
sequence n(k) is i.i.d. and statistically independent of the input sequence x(k), and that
ea(k) is independent of x(k) to obtain
2EMSECLMS = E[kx(k)k2jea(k)j2] + E
kx(k)k2jxH(k)goj2+ 2nTr(Cxx) (3.18)
where EMSE = limk!1E
jea(k)j2. For suciently small step size , we can neglect the
term E[kx(k)k2jea(k)j2], which is in the formulation of second order of ea(k), and obtain
EMSECLMS =

2
2nTr(Cxx) +

2
E
kx(k)k2jxH(k)goj2 (3.19)
For a large value of the step size , the second term on the RHS of (3.18) cannot be
neglected, however, with a further assumption that at the steady state kx(k)k2 is statis-
tically independent of ea(k)
1 [15]. This assumption becomes more realistic for lters with
a longer length2. It becomes exact for the constant modulus data which is encountered in
some adaptive ltering applications. Within this assumption, we have
EMSECLMS =
2nTr(Cxx) + E
kx(k)k2jxH(k)goj2
2  Tr(Cxx) (3.20)
1By large values of , we do not mean a large , but rather step-size values that are not innitestimally
small and guarantee lter stability [51].
2To guarantee convergence, the algorithm step-size  is normally chosen to be inversely proportional
to the lter length L. Using the law of large numbers, kx(k)k2 can be considered as a random variable of
variance proportional to L. Therefore, kx(k)k2 has variance proportional to 1=L, which decays with the
lter length L. This means that for long-enough lters, the variations in kx(k)k2 are very small, and can
be considered to be independent of ea(k) [51].
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Compared with the expressions of EMSE for standard CLMS operating on proper signals
generated by a linear model (see [15]), both (3.19) and (3.20) contain an additional \con-
jugate" term xH(k)go, arising from the widely linear nature of the teaching signal model
in (3.3), thus illustrating that the standard CLMS is a suboptimal solution for the ltering
of second order noncircular signals. Using (3.5) and (3.9), we nally obtain the steady
state mean square error of standard CLMS for improper signals in the form
MSECLMS = EMSECLMS +E[jxH(k)goj2] + 2n (3.21)
3.3.2 Steady state analysis of ACLMS algorithm for noncircular signals
Similar to the analysis in the previous subsection, in the context of ACLMS algorithm, by
subtracting the h and g weight updates in (3.1) and (3.2) from their respective optimal
weights ho and go in (3.3), we obtain the corresponding weight error vectors
~h(k) =
ho   h(k) and ~g(k) = go   g(k), whose evolutions are described as
~h(k + 1) = ~h(k)  x(k)e(k) (3.22)
~g(k + 1) = ~g(k)  x(k)e(k) (3.23)
Multiplying both sides of (3.22) with xT (k) and both sides of (3.23) with xH(k) yields
xT (k)~h(k + 1) = xT (k)~h(k)  kx(k)k2e(k) (3.24)
xH(k)~g(k + 1) = xH(k)~g(k)  kx(k)k2e(k) (3.25)
The a posteriori and a priori errors ep(k) and ea(k) now become
ep(k) = x
T (k)~h(k + 1) + xH(k)~g(k + 1) (3.26)
ea(k) = x
T (k)~h(k) + xH(k)~g(k) (3.27)
Subtracting (3.27) from (3.26) yields
ep(k) = ea(k)  2kx(k)k2e(k)
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and
e(k) =
1
2kx(k)k2
 
ea(k)  ep(k)

(3.28)
Substituting (3.28) into (3.22) and (3.23), with the further assumption that at steady state
~h(k + 1) ' ~h(k) and ~g(k + 1) ' ~g(k), we have
k~h(k + 1)k2 +
~h
H
(k)x(k)ea(k)
2kx(k)k2 = k
~h(k)k2 +
~h
H
(k + 1)x(k)ep(k)
2kx(k)k2 (3.29)
and
k~g(k + 1)k2 + ~g
H(k)x(k)ea(k)
2kx(k)k2 = k~g(k)k
2 +
~gH(k + 1)x(k)ep(k)
2kx(k)k2 (3.30)
Adding up (3.29) and (3.30) gives the weight error energy conservation equation for the
widely linear modelling
k~h(k + 1)k2 + k~g(k + 1)k2 + jea(k)j
2
2kx(k)k2 = k
~h(k)k2 + k~g(k)k2 + jep(k)j
2
2kx(k)k2 (3.31)
Taking the statistical expectation, and assuming that at the steady state E
k~h(k+1)k2 '
E
k~h(k)k2, and Ek~g(k + 1)k2 ' Ek~g(k)k2, gives
E
 jea(k)j2
kx(k)k2

= E
 jep(k)j2
kx(k)k2

(3.32)
Similar to the analysis in the previous subsection, it follows immediately that
2EMSEACLMS = E[kx(k)k2jea(k)j2] + 2nTr(Cxx) (3.33)
For a suciently small step size , we obtain
EMSEACLMS =

2
2nTr(Cxx) (3.34)
where as for a large value of , we have
EMSEACLMS =
2nTr(Cxx)
2  Tr(Cxx) (3.35)
3.3 Steady state mean square performance of CLMS and ACLMS on
noncircular signals 60
Note that from
e(k) = d(k)  y(k)
= xT (k)
 
ho   ~h(k)

+ xH(k)
 
go   ~g(k)

+ n(k)
= ea(k) + n(k) (3.36)
the mean square error of ACLMS, denoted by MSEACLMS, has the form
MSEACLMS = EMSEACLMS + 
2
n (3.37)
Consider, without loss of generality, a noncircular complex signal is generated from the
widely linear model (3.3), E[jxH(k)goj2] > 0. This in turn indicates that at steady state,
EMSECLMS > EMSEACLMS and MSECLMS > MSEACLMS for both small and large step
sizes.
3.3.3 Mean and mean square stability analysis of ACLMS algorithm
We shall next investigate the bounds on the step size , giving insight into the convergence
of the ACLMS algorithm. From Section 3.3.2, substituting (3.36) into (3.22) and (3.23),
we have
~h(k + 1) =
 
I  x(k)xT (k)~h(k)  x(k)xH(k)~g(k)  x(k)n(k) (3.38)
~g(k + 1) =
 
I  x(k)xH(k)~g(k)  x(k)xT (k)~h(k)  x(k)n(k) (3.39)
where I is a L  L identity matrix. A compact vector-matrix form for the weight error
vectors can be derived as264 ~h(k + 1)
~g(k + 1)
375=
264 I  x(k)xT (k)  x(k)xH(k)
 x(k)xT (k) I  x(k)xH(k)
375
264 ~h(k)
~g(k)
375 
264 x(k)
x(k)
375n(k)(3.40)
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Upon applying the statistical expectation operator, and using the augmented notation for
the weight error vector ~w(k) = [~h
T
(k); ~gT (k)]T , we obtain
E[ ~w(k + 1)] =
 
I  Cxaxa

E[ ~w(k)] (3.41)
Performing the analysis of modes of convergence with respect to the conjugate augmented
covariance matrix Cxaxa as in [52], and bearing in mind that the eigenvalues of C

xaxa are
identical to those of Cxaxa , it is easy to show that the step size is bounded by
0 <  <
2
max(Cxaxa)
(3.42)
where max(Cxaxa) is the largest eigenvalue of the augmented covariance matrix Cxaxa .
Note that (3.41) satises the unied form of the evolution of the mean of the weight
error vector, then, as shown in Chapter 9 of [2], the bounds on step size  can be made
tighter based on  (F ()) < 1, where
F () = I  A+ 2B (3.43)
whereA = E[PT (k)]
I+I
E[PT (k)], B = E[PT (k)]
E[P(k)], andP(k) = xa(k)xaH(k).
Following the argument used in [17], we can nally establish the bound on the step-size
in the form
0 <  < minf1=max(A 1B); 1=max((H) 2 R+)g (3.44)
where H is dened by
H =
264 (1=2)A  (1=2)B
I 0
375 (3.45)
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Table 3.1: Stability bounds of ACLMS algorithm (Gaussian input and uniform input)
Types of input 2max(Cxaxa )
1
max(A
 1B)
1
max((H)2R+) max
Gaussian input 1.2795 1.2853 0.9109 0.9109
Uniform input 0.9769 0.9752 0.6614 0.6614
3.4 Simulations
The rst set of simulations was performed in an one step prediction setting, for a noncir-
cular complex signal generated by the widely linear autoregressive (AR) model
r(k + 1) = 0:5r(k) + 0:2r(k) + n(k) (3.46)
All the graphs were produced by averaging 200 independent trials. Our analysis does not
require the input data to be Gaussian, and two cases of complex valued doubly white
circular driving noise n(k) were investigated: Gaussian and uniform, both with zero mean
and unit variance. The lter length L is set to be 4 for both CLMS and ACLMS algorithms.
Table 3.1 presents the theoretical bounds on the step size  of ACLMS algorithm
based on the mean and mean square analysis. As expected, mean square analysis gives a
better estimation. This is further illustrated in Fig. 3.1 which shows both the simulated
MSE curves (dashed line) and theoretical bounds (solid line). Fig. 3.2 shows the simulated
and theoretical steady state MSE curves of CLMS and ACLMS as a function of step size
 - they are in good agreement with the theoretical results, estimated using (3.21) and
(3.37), when the step-size  is relatively small between 10 4 and 10 2, however, when the
step-size is larger than 0.01, due to the not long enough lter length, the independence
between kx(k)k2 and jea(k)j2 becomes unrealistic, and hence the mismatch between the
theoretical results and their simulated counterparts becomes larger [15].
The next set of simulations was performed in a system identication setting, where
the system to be identied was a strictly linear FIR channel of length L = 4 with co-
ecients hTo = [1:79; 1:85; 1:27; 0:41]. The coecients are selected to guarantee the
corresponding autoregressive AR(4) model is stable with all the poles of its characteristic
function inside the unit circle, as shown in Fig. 3.3; other coecients to generate a stable
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Figure 3.1: Simulated MSE (dash) of ACLMS algorithm as a function of step-size 
for (a) Gaussian input (b) Uniform input.
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Figure 3.2: Comparison of theoretical and simulated steady state MSE of CLMS and
ACLMS on noncircular AR signals generated by (a) Gaussian input and (b) Uniform
input.
autoregressive process are also applicable. The input signal x(k) was circular complex
valued doubly white Gaussian noise with zero mean and unit variance. Following the
discussion in [36], the desired signal was real valued d(k) = RefxT (k)hog, and the output
of the lter was contaminated by noncircular Gaussian noise
n(k) =
p
1  2nr(k) + |ni(k) (3.47)
at an SNR level of 30 dB; the components nr(k) and ni(k) are independent real valued
white Gaussian processes with zero mean and unit variance (double whiteness). By chang-
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Figure 3.3: Poles of the characteristic function of the AR(4) model.
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Figure 3.4: Comparison of theoretical and simulated steady state MSE of CLMS and
ACLMS on a system identication task. (a) noncircular noise ( = 0.1), and (b)
noncircular noise ( = 0.5).
ing the value of  2 [0; 1], we can control the degree of noncircularity of n(k). Fig. 3.4
illustrates the theoretical and simulated MSE of the CLMS and ACLMS algorithms for
two cases of noncircular noise ( = 0:1; 0:5). In both the cases, theoretical results were in
good agreement with the simulations with a small step-size . Due to the limited lter
length, as step-size becomes large, the mismatch between theoretical results and their sim-
ulated counterparts becomes obvious, however, as desired, the ACLMS algorithm provided
smaller MSE.
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3.5 Conclusions
The standard complex LMS algorithm has been extended for the processing of the gen-
erality of complex-valued signals based on the augmented complex statistics and widely
linear modelling. In comparison to the CLMS algorithm, the derived ACLMS, is capable
of capturing the complete second-order information available within the signal. It has also
been seen that the CLMS algorithm is a limiting case of the ACLMS algorithm, suitable
only for processing proper signals, a subset of general complex-valued signals. Deriva-
tion of the proposed algorithm has been provided based on the CR calculus framework,
demonstrating its convenience for signal processing optimisation problems in the complex
domain. In the second part of this chapter, we have provided the mean square steady state
analysis of CLMS and ACLMS algorithms on the ltering of noncircular complex signals.
The advantage of ACLMS over CLMS has been quantied via the energy conservation ap-
proach and without loss of generality, this measurement is not limited to Gaussian input
data. Simulations on synthetic noncircular complex signals support the analysis.
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Chapter 4
A Regularised Normalised
Augmented Complex Least Mean
Square Algorithm
4.1 Introduction
Stochastic gradient based adaptive ltering algorithms are designed to minimise an instan-
taneous error power and have been widely used in numerous signal processing applications,
such as noise cancellation,system identication and adaptive prediction. The normalised
least mean square (NLMS) algorithm is a standard method used in adaptive ltering due
to its stability and low computational complexity [2]. The idea behind the NLMS algo-
rithm is to employ the norm of the input vector in the denominator of the weight update
term, and hence, provide decorrelation of the input and faster convergence than least
mean square (LMS) algorithm. To deal with the situations where the value of the weight
update term becomes extremely large due to close-to-zero input vectors, a compensation
term , a small positive constant, is routinely employed. However, in practice, input sig-
nals with unknown and possibly very large dynamical range, and an ill-conditioned input
autocorrelation matrix make it dicult to nd an optimal value of , especially when
required to meet the conicting requirements of fast convergence and low misadjustment.
To this end, the generalized normalized gradient descent (GNGD) algorithm, a variant of
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the NLMS with a gradient adaptive regularisation term  has been proposed [9]. It has
been shown that the GNGD exhibits excellent stability and is robust to initialization of
the compensation term  and learning rate , and its sign variants have been introduced
to reduce computational complexity [12].
In order to design an adequate adaptive ltering algorithm in C that caters for general
complex-valued input signals with unknown and possibly very large dynamical range, we
employ the GNGD in the ACLMS framework. We rst derive the normalised ACLMS
(NACLMS) algorithm and next make the regularisation term  within NACLMS gradient
adaptive. This way, the Regularised NACLMS (RNACLMS) algorithm adapts its learning
rate according to the dynamics of the input signal, with the additional adaptive term
also compensating for the simplications in the derivation of NCLMS and ill-conditioned
inputs. It is shown that the performance is bounded from below by the performance of
the NACLMS, whereas the proposed algorithm exhibits enhanced convergence in various
adverse environments where the NACLMS diverges. Simulations in the prediction setting
for signals with varying degrees of circularity support the analysis.
4.2 Derivation of RNACLMS algorithm
The output y(k) of an nite impulse response (FIR) adaptive lter based on the widely
linear model can be written as
y(k) = xT (k)h(k)| {z }
conventional update
+ xH(k)g(k)| {z }
conjugate update
(4.1)
where h(k) and g(k) are the L  1 weight vectors, x(k) denotes the L  1 input vector
x(k) = [x(k   1); : : : ; x(k   L)]T and the error e(k) is obtained as e(k) = d(k)   y(k),
where d(k) is the desired signal.
To update the conventional weight vector h(k) and the conjugate weight vector g(k),
based on the minimum disturbance principle, the standard constrained minimisation prob-
lem for normalised CLMS (NCLMS) algorithm is modied to cater for the widely linear
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model, that is
J(k) = kh(k + 1)  h(k)k2 + kg(k + 1)  g(k)k2
+ r<

(d(k)  xT (k)h(k + 1)  xH(k)g(k + 1))
+ i=

(d(k)  xT (k)h(k + 1)  xH(k)g(k + 1)) (4.2)
where J(k) is the real-valued cost function of complex variable, r and i are real-valued
Lagrange multipliers, and <[] and =[] denote the real and imaginary parts of complex
numbers respectively. In case of widely linear modelling, the constraint becomes d(k) =
xT (k)h(k + 1) + xH(k)g(k + 1). Now we can dene a complex Lagrange multiplier  =
r + |i, and (4.2) can be rewritten in the form
J(k) = kh(k + 1)  h(k)k2 + kg(k + 1)  g(k)k2 + <(d(k)
  xT (k)h(k + 1)  xH(k)g(k + 1))   (4.3)
For the cost function J(k), the maximum change in the gradient is in the direction of
@J(k)
@g(k+1) . Since J(k) is real-valued and so is not directly dierentiable in C, we resort to
the CR calculus. Following the so-called CR derivatives present in Appendix A, we obtain
@J(k)
@g(k + 1)
=
1
2

@J(k)
@gr(k + 1)
+ |
@J(k)
@gi(k + 1)

(4.4)
where ()r and ()i denote respectively the real and imaginary part of complex gradient.
To calculate the update for the conjugate weight vector g, the cost function J(k) in (4.3)
can be rewritten as
J(k) =

h(k + 1)  h(k)Hh(k + 1)  h(k)+ g(k + 1)  g(k)Hg(k + 1)  g(k)
+
1
2

(d(k)  hH(k + 1)x(k)  gH(k + 1)x(k))
+
1
2

(d(k)  hT (k + 1)x(k)  gT (k + 1)x(k))
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and therefore
@J(k)
@gr(k + 1)
= g(k + 1) + g(k + 1)  g(k)  g(k)  1
2
x(k)  1
2
x(k) (4.5)
and
@J(k)
@gi(k + 1)
=  |g(k + 1) + |g(k + 1) + |g(k)  |g(k) + |
2
x(k)  |
2
x(k)
=  | g(k + 1)  g(k + 1)  g(k) + g(k)  1
2
x(k)+
1
2
x(k)

(4.6)
Finally, the derivative of cost function J(k) with respect to g(k + 1) becomes
@J(k)
@g(k + 1)
= g(k + 1)  g(k)  1
2
x(k) (4.7)
Setting this derivative to zero, the update of conjugate weight vector g(k) is obtained as
g(k + 1)  g(k) = 1
2
x(k) (4.8)
In the same way, the update of conventional weight vector h(k) is given by
h(k + 1)  h(k) = 1
2
x(k) (4.9)
Premultiplying both sides of (4.8) by xH(k) and both sides of (4.9) by xT (k) yields
xH(k)
 
g(k + 1)  g(k) = kx(k)k2
2
xT (k)
 
h(k + 1)  h(k) = kx(k)k2
2
Upon adding these two equations together and using the constraint (4.3) and the widely
linear model (4.1), the Lagrange multiplier is obtained as
 =
e(k)
kx(k)k2 (4.10)
Thus, the NACLMS updates of the conventional weight vector h(k) and the conjugate
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weight vector g(k) become
h(k + 1) = h(k) +
e(k)x(k)
2kx(k)k2
g(k + 1) = g(k) +
e(k)x(k)
2kx(k)k2
To preserve stability for close-to-zero input vectors, the compensation term  is added to
the above updates, giving the nal weight updates of the NACLMS algorithm in the form
h(k + 1) = h(k) +
e(k)x(k)
2kx(k)k2 +  (4.11)
g(k + 1) = g(k) +
e(k)x(k)
2kx(k)k2 +  (4.12)
Combining h(k) and g(k) into an augmented weight vector wa(k), we have
wa(k + 1) =wa(k) +
e(k)xa(k)
kxa(k)k2 +  (4.13)
where xa(k) = [xT (k),xH(k)]T is the augmented input vector.
4.2.1 Gradient Adaptive Regularisation Factor
When dealing with signals with unknown and possibly very large dynamical range, a
xed regularisation parameter  may lead to divergence and poor performance of the
NACLMS algorithm. To this end, following the standard gradient adaptive approach [9],
we introduce an gradient adaptive , updated as
(k) = (k   1)  r(k 1)E(k) (4.14)
where E(k) = je
2(k)j
2 =
e(k)e(k)
2 is the standard cost function,  is step size parameter, and
r(k 1)E(k) can be derived as
r(k 1)E(k) =
1
2
h
e(k)
@e(k)
@(k   1) + e
(k)
@e(k)
@(k   1)
i
= <
h
e(k)
@e(k)
@(k   1)
i
(4.15)
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Since e(k) = d(k)  y(k), using the chain rule, we have
@e(k)
@(k   1) =  
@y(k)
@(k   1) =  
h
xaT (k)
@wa(k)
@(k   1)
i
(4.16)
From (4.13), we then obtain
@wa(k)
@(k   1) =  
e(k   1)xa(k   1)kxa(k)k2 + (k   1)2 (4.17)
to give
@e(k)
@(k   1) =
e(k   1)xaT (k)xa(k   1)kxa(k)k2 + (k   1)2
and
(k) = (k   1)  <[e
(k)e(k   1)xaT (k)xa(k   1)]kxa(k)k2 + (k   1)2
The conventional NCLMS algorithm and the derivation of RNCLMS algorithm are given
in the Appendix B.
4.3 Simulations
In the simulations, the length of the FIR adaptive lters L was set to be 10 to guarantee a
sucient order for one-step ahead signal prediction task. The aim to add the regularisation
factor (0) in the denominator of weight update of NLMS based algorithms was to avoid
close-to-zero input vector, and in order not to aect the performance of adaptive lters,
(0) should be kept small as compared with input signals. In all simulations, (0) was
set to be 0.1, whereas its step-size parameter  = 0:1. For generality, both circular and
noncircular benchmark and real-world nonstationary and noncircular wind signals were
used in simulations. The performance of algorithms on synthetic signals was produced
by averaging 100 independent trails, whereas single trial experiments were performed on
real-world wind signals.
To illustrate the enhanced robustness and stability of employing a gradient adaptive
regularisation factor, a performance comparison between the NACLMS and RNACLMS
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Table 4.1: Comparison of prediction gains Rp for the various classes of signals
Rp [dB] Circular AR(4) (2.24) Noncircular ARMA (2.25) Ikeda map (2.27)
CLMS 2.4372 5.2089 3.0157
ACLMS 2.3940 5.3920 5.1448
RNCLMS 2.5943 5.2618 3.5325
RNACLMS 2.5620 5.4152 5.2600
Rp [dB] Wind (low) Wind (medium) Wind (high)
CLMS 3.5182 6.8953 10.0822
ACLMS 4.1213 7.2127 10.3517
RNCLMS 3.8854 7.4442 10.1501
RNACLMS 4.4291 7.7391 10.4543
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Figure 4.1: Learning curves for the NACLMS and RNACLMS algorithms. (a) non-
circular ARMA signal (2.25) and (b) Ikeda map (2.27) with  = 0.1, 1 and 2.
algorithms was performed on prediction of the noncircular ARMA signal (2.25) and Ikeda
map (2.27). Fig. 4.1 shows the corresponding learning curves for various values of . By
design, the performance of RNACLMS was similar to that of NACLMS when NACLMS
was stable, whereas RNACLMS did not diverge in cases when NACLMS did, as in the
case of  = 2. Fig. 4.2 shows the learning curves of the conventional RNCLMS and
RNACLMS algorithms on noncircular ARMA and Ikeda map with  = 0:1. Observe that
both algorithms exhibited comparable rate of convergence, however, in the steady state,
the RNACLMS algorithm achieved superior performance, indicating the suboptimality of
standard RNCLMS algorithm when dealing with noncircular signals.
To further illustrate the advantage of using the widely linear model, in the next
experiment, the prediction gain Rp was used as an overall performance measurement,
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Figure 4.2: Learning curves for standard RNCLMS and the proposed RNACLMS
algorithms on one step ahead prediction of the noncircular ARMA signal (2.25) and
Ikeda map (2.27) with  = 0.1.
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Figure 4.3: Prediction gains Rp of the NACLMS and RNACLMS algorithms against
dierent  and L, (a) noncircular ARMA signal (2.25), (b) Ikeda map (2.27), (c) wind
(low) and wind (medium).
4.4 Conclusions 75
dened as
Rp = 10 log10
 
2x=^
2
e

[dB] (4.18)
where 2x denotes the variance of the input signal x(k), and ^
2
e denotes the variance of the
prediction error e(k) [53]. Table 4.1 shows the prediction gains Rp of the proposed RNA-
CLMS, standard RNCLMS, ACLMS and standard CLMS for  = 0:1. As expected, for all
the noncircular signals considered, there was signicant improvement when augmented al-
gorithms were employed over that of standard algorithms, and RNACLMS always achieved
best performance. The prediction gains Rp of both algorithms against dierent step-size
and lter length are given in Fig. 4.3, where the robustness of the advantage of widely
linear RNACLMS over its strictly linear counterpart is observed.
4.4 Conclusions
A Regularised Normalised ACLMS (RNACLMS) algorithm has been introduced for adap-
tive ltering of general complex valued signals. It has been derived by utilising the widely
linear model and a gradient adaptive regularisation factor within the NACLMS. Simula-
tions on both synthetic and real world complex-valued signals have illustrated the advan-
tage of RNACLMS algorithm over standard RNCLMS algorithm for adaptive ltering of
noncircular signals. It also has been shown that by employing a gradient adaptive com-
pensation term, the performance of RNACLMS algorithm is bounded from below by the
performance of the NACLMS algorithm, whereas it achieves enhanced convergence and
stability when NACLMS algorithm diverges.
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Chapter 5
An Augmented Ane Projection
Algorithm
5.1 Introduction
Stochastic gradient based adaptive ltering algorithms are designed to minimise an instan-
taneous error power and have been widely used in numerous signal processing applications,
such as noise cancelation, system identication and adaptive prediction. The Normalized
Least Mean Square (NLMS) algorithm is the most popular choice, due to its stability, fast
convergence and low complexity. Learning algorithms based on the least squares estima-
tion, such as the Recursive Least Squares (RLS) algorithm [2], converge faster, however,
in practical applications, they suer from high computational complexity. To combine
the benets of both approaches, that is excellent stability, low computational complexity
and fast convergence, the ane projection algorithm (APA), based on ane subspace
projections, has been introduced as a link between the NLMS and RLS algorithm [11,54].
This way, the APA updates the weight vector on the basis of both past and current input
vectors, resulting in faster convergence as compared to the NLMS algorithm [12, 55], and
much fewer computations and enhanced stability as compared to the RLS algorithm [56].
These class of APAs have been originally introduced for real-valued signals. However,
some real world processes, such as vector elds and directional signals with \intensity"
and \direction" components, are best understood when considered complex-valued [41].
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Unfortunately, standard adaptive ltering algorithms in C are straightforward extensions
of the corresponding algorithms in R, and do not make full use of the algebraic structure of
the complex domain. For instance, it is commonly assumed that the covariance matrix of
a zero mean complex vector z is EfzzHg, and is seen as an extension of the real covariance
EfzzT g, achieved by replacing the vector transpose operator by the Hermitian transpose.
However, recent advances in the so-called augmented complex statistics show that the
complex covariance matrix EfzzHg is not sucient to fully describe second order statistics
in C, and the pseudo-covariance matrix EfzzT g should also be considered. This proves
particularly important when processing second order noncircular (improper) signals [38].
In the context of the APAs, a widely linear ane projection algorithm (WL-APA)
for DS-CDMA applications has been proposed by Lima and Lamare [57]. This algorithm
is based on the minimization of real-valued error vector, as required in the DS-CDMA
setting, where the error vector is given by
eWLAPA = bAPA  <[UAPAwWLAPA] (5.1)
andUAPA is the matrix of complex-valued received signals, deteriorated by complex noise,
bAPA are the desired real-valued input symbols, i.e. amplitude-shift keying (ASK) or
binary phase-shift keying (BPSK),wWLAPA is the weight vector for estimating the coecients
of adaptive linear multiuser receivers, and <[] denotes the real part of complex numbers.
However, as this algorithm is developed for DS-CDMA and uses a real-valued output error,
it does not fully exploit the advantages of the widely linear model [31]. Recent attempts to
make full use of the information available in the widely linear model include the approach
in [58], which optimises two separate cost functions for the \standard" and \conjugate"
parts of the widely linear model.
A rigorously derived augmented APA algorithm for the processing of general complex
signals (both circular and noncircular) is therefore still missing. To this end, we now
provide a general augmented APA (AAPA), which uses a global cost function in the
derivation and is a generic extension of standard APA for the ltering of second order
noncircular signals. This algorithm simplies into the normalized ACLMS when only
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a scalar instantaneous error is considered. The analysis of steady state performance is
provided based on the energy conservation principle [18] and illustrates the advantage of
AAPA over APA for the ltering of general complex signals.
The chapter is organised as follows. We rst use the unied framework, CR calculus
introduced in Appendix A, to derive the augmented ane projection algorithm (AAPA)
in an adaptive prediction context. The improvement in the performance of AAPA as
compared to the standard APA is supported by both theoretical analysis and simulations
performed on benchmark complex-valued both circular and noncircular signals, as well as
on real world noncircular wind measurements.
5.2 Derivation of Augmented APA
The output vector y(k) of a FIR adaptive lter trained by AAPA can be written as
y(k) = XT (k)h(k)| {z }
standard part
+XH(k)g(k)| {z }
conjugate part
(5.2)
where h(k) and g(k) are the L 1 weight vectors, and X(k) is the LK data matrix in
the lter memory at time instant k, dened as [11]
X(k) = [x(k  K + 1); :::;x(k)] (5.3)
where K is the observation length, and x(k) denotes the L 1 input vector,
x(k) = [x(k   1); :::; x(k   L)]T (5.4)
The vector of desired signals d(k) from the K most recent observations is given by
d(k) = [d(k  K + 1); :::; d(k)]T (5.5)
whereas the error vector e(k) for the augmented ane projection lter is
e(k) = d(k)  y(k) (5.6)
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To update the weight vectors g(k) of the \conjugate" part and h(k) of the \standard" part
of a widely linear ane projection lter, similar to the standard APA approach [4], based
on the principle of minimum disturbance, we need to solve a constrained minimisation
problem given by
J(k) = kh(k + 1)  h(k)k2 + kg(k + 1)  g(k)k2
+ <(d(k) XT (k)h(k + 1) XH(k)g(k + 1))H  (5.7)
where the K  1 dimensional vector  comprises Lagrange multipliers and J(k) is a real
function of complex variables. Based on the widely linear model (5.2), the constraints in
(5.7) become
d(k) = XT (k)h(k + 1) +XH(k)g(k + 1) (5.8)
To calculate the update for the \conjugate" part of the widely linear model, that is, for
the weight vector g(k), the cost function J(k) can be rewritten as
J(k) = kh(k + 1)  h(k)k2
+

g(k + 1)  g(k)]H [g(k + 1)  g(k)
+
1
2

(dH(k)  hH(k + 1)X(k)  gH(k + 1)X(k))
+
1
2

(dT (k)  hT (k + 1)X(k)  gT (k + 1)X(k))
As J(k) is a real-valued function of complex variables, the steepest descent points to the
direction of @J(k)@g(k+1) . Following the R
-derivative in Appendix A, we have
@J(k)
@g(k + 1)
=
1
2

@J(k)
@gr(k + 1)
+ |
@J(k)
@gi(k + 1)

(5.9)
where
@J(k)
@gr(k + 1)
= g(k + 1) + g(k + 1)  g(k)  g(k)  1
2
X(k)  1
2
X(k)
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and
@J(k)
@gi(k + 1)
=  |g(k + 1) + |g(k + 1) + |g(k)  |g(k) + |
2
X(k)  |
2
X(k)
=  | g(k + 1)  g(k + 1)  g(k) + g(k)  1
2
X(k)+
1
2
X(k)

(5.10)
Finally, the derivative of the cost function J(k) with respect to the coecients vector
g(k + 1) becomes
@J(k)
@g(k + 1)
= g(k + 1)  g(k)  1
2
X(k) (5.11)
Setting this derivative to zero, the update of the \conjugate" part of the AAPA model is
obtained as
g(k + 1)  g(k) = 1
2
X(k) (5.12)
In the same way, the update of weight vector h(k) of the \standard" part of the AAPA
model is given by
h(k + 1)  h(k) = 1
2
X(k) (5.13)
Following the standard APA approach [4], to eliminate the Lagrange multiplier vector 
from (5.12) and (5.13), we shall premultiply both sides of (5.12) by XH(k) and both sides
of (5.13) by XT (k) to yield
XH(k)
 
g(k + 1)  g(k) = 1
2
XH(k)X(k)
XT (k)
 
h(k + 1)  h(k) = 1
2
XT (k)X(k)
Upon adding these two equations together and using the constraints (5.8) and the widely
linear model (5.2), the output error becomes
e(k) =
1
2
 
XH(k)X(k) +XT (k)X(k)

 (5.14)
giving the Lagrange multiplier vector
 = 2[XH(k)X(k) +XT (k)X(k)] 1e(k) (5.15)
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Thus, the update of the \conjugate" weight vector within the widely linear AAPA becomes
g(k + 1) = g(k) + X(k)[XH(k)X(k) +XT (k)X(k)] 1e(k)
In a similar way, for the update of the \standard" weight vector within AAPA, we have
h(k + 1) = h(k) + X(k)[XH(k)X(k) +XT (k)X(k)] 1e(k)
To avoid singularities due to the inversion of a rank decient matrix, a positive constant
, called the regularisation parameter, is added to the above updates, giving
h(k + 1) = h(k) + X(k)[XH(k)X(k) +XT (k)X(k) + I] 1e(k) (5.16)
g(k + 1) = g(k) + X(k)[XH(k)X(k) +XT (k)X(k) + I] 1e(k) (5.17)
In the derivation, the estimation is assumed to be of sucient order. Compared with
the weight update of standard APA [4], the AAPA includes both the estimate of the
covariance matrix XT (k)X(k) and its complex conjugate XH(k)X(k) in the denominator
term within the update for both the weight vectors h(k) and g(k). Observe that, as
desired, when the observation length is K = 1, AAPA degenerates into the normalised
ACLMS (NACLMS), given by
h(k + 1) = h(k) +
x(k)e(k)
xH(k)x(k) + xT (k)x(k) + 
g(k + 1) = g(k) +
x(k)e(k)
xH(k)x(k) + xT (k)x(k) + 
and when the denominator is omitted, we have the standard ACLMS algorithm, given in
Chapter 3.
5.3 Steady state MSE performance of APA and AAPA
The aim of this section is to demonstrate analytically the suitability of the proposed AAPA
to lter complex-valued noncircular data, for which the standard APA is suboptimal, and
to provide insight into its convergence. Consider a second order noncircular (improper)
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teaching signal d(k) arising from the widely linear model
d(k) = xT (k)ho + x
H(k)go + n(k) (5.18)
where ho and go are unknown optimal weight vectors that we wish to estimate, n(k)
represents the measurement noise with zero mean and variance 2n, and x(k) is the input
vector with a positive-denite covariance matrix Cxx = E[xx
H ].
5.3.1 Steady state analysis of standard APA for noncircular signals
The steady state mean square error performance of the standard APA is evaluated based
on the mean square error
MSE = lim
k!1
E
je(k)j2 (5.19)
where e(k), the rst element of e(k), is the error at the time instant k, given by
e(k) = d(k)  xT (k)h(k) (5.20)
and h(k) is the weight vector, for which, the update is given by [4]
h(k + 1) = h(k) + X(k)[XT (k)X(k) + I] 1e(k) (5.21)
We next follow the approach from [16], based on the energy conservation principle, to
formulate a closed form solution of the MSE for improper signals represented by the
widely linear model (5.18). Using this approach, the update in (5.21) can be rewritten in
terms of the weight error vector ~h(k) = ho   h(k) as
~h(k + 1) = ~h(k)  X(k)[XT (k)X(k) + I] 1e(k) (5.22)
Multiplying both sides of (5.22) by XT (k) gives
XT (k)~h(k + 1) =XT (k)~h(k)  XT (k)X(k) XT (k)X(k) + I 1 e(k) (5.23)
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Then the a posteriori and a priori error vectors ep(k) and ea(k) can be introduced as [4]
ep(k) = X
T (k)~h(k + 1) and ea(k) = X
T (k)~h(k)
Then from (5.23), the following equation stands
ep(k) = ea(k)  XT (k)X(k)[XT (k)X(k) + I] 1e(k) (5.24)
We can use (5.24) to solve for e(k), assuming XT (k)X(k) is invertible
[XT (k)X(k) + I] 1e(k) =
1

[XT (k)X(k)] 1 (ea(k)  ep(k)) (5.25)
and substitute into (5.22) to obtain
~h(k + 1) = ~h(k) X(k)[XT (k)X(k)] 1 (ea(k)  ep(k)) (5.26)
which can be rearranged as
~h(k + 1) +X(k)[XT (k)X(k)] 1ea(k) = ~h(k) +X(k)[XT (k)X(k)] 1ep(k) (5.27)
Making the standard assumption that at the steady state ~h(k + 1)  ~h(k), we nd the
following energy conservation principle [18]
k~h(k+1)k2+eHa (k)[XT (k)X(k)] 1ea(k) = k~h(k)k2+eHp (k)[XT (k)X(k)] 1ep(k) (5.28)
Taking the statistical expectation operator E[], and using the steady-state condition
E[k~h(k + 1)k2] = E[k~h(k)k2] as k !1, we can obtain
eHa (k)[X
T (k)X(k)] 1ea(k) = eHp (k)[X
T (k)X(k)] 1ep(k) (5.29)
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Substituting (5.24) into right hand side (RHS) of (5.29), we get
E[eHp (k)[X
T (k)X(k)] 1ep(k)] = E[eHa (k)[X
T (k)X(k)] 1ea(k)] + 2E[eH(k)A(k)e(k)]
  E[eHa (k)B(k)e(k)]  E[eH(k)B(k)ea(k)] (5.30)
where
A(k) = [XT (k)X(k) + I] 1XT (k)X(k)[XT (k)X(k) + I] 1
and
B(k) = [XT (k)X(k) + I] 1
Comparing (5.29) with (5.30), we can obtain
E

eH(k)A(k)e(k)

= E

eHa (k)B(k)e(k)

+ E

eH(k)B(k)ea(k)

(5.31)
Substituting (5.18) into (5.20), we can obtain
e(k) = ea(k) + n(k) +X
H(k)go (5.32)
where n(k) = [n(k); n(k 1); : : : ; n(k K+1)]T . Note that since we assume a widely linear
model, compared with the work in [18], an extra term \XH(k)go" is included. With the
assumptions that the noise n(k) is i.i.d. and statistically independent of the input matrix
X(k), and at the state state X(k) is statistically independent of ea(k), E[ea(k)] = 0 as
k !1, and the rst term in (5.31) becomes
E

eH(k)A(k)e(k)

= E

eHa (k)A(k)ea(k)

+ E

nH(k)A(k)n(k)

+ E

(XH(k)go)
HA(k)XH(k)go

where the second term has the form
E

eHa (k)B(k)e(k)

= E

eHa (k)B(k)ea(k)

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and the third term
E

eH(k)B(k)ea(k)

= E

eHa (k)B(k)ea(k)

Then (5.31) can be rewritten as
E

eHa (k)A(k)ea(k)

+ E

nH(k)A(k)n(k)

+E

(XH(k)go)
HA(k)XH(k)go

= 2E

eHa (k)B(k)ea(k)

(5.33)
To compute these statistical expectations, we shall further assume E[ea(k)e
H
a (k)] =
E[jea(k)j2] S, where S t I for small , and S t 1  1T for large , with 1 = [1; 0; : : : ; 0]T .
As k!1, the rst term in (5.33) now becomes
E

eHa (k)A(k)ea(k)

= Tr
 
E

eHa (k)ea(k)A(k)

= E[jea(k)j]2Tr(S  E

A(k)

)
where symbol Tr() denotes the matrix trace operator. Similarly, the second term in (5.33)
becomes
E

nH(k)A(k)n(k)

= 2nTr(E

A(k)

)
whereas the third and fourth terms become
2E

eHa (k)B(k)ea(k)

= 2E[jea(k)j2]Tr(S  E

B(k)

)
and
E

(XH(k)go)
HA(k)XH(k)go

= gHo E

C(k)

go
where
C(k) = X(k)A(k)XH(k)
With the introduction of following equations
 , Tr(S  E

A(k)

) and  , Tr(S  E

B(k)

)
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When the regularisation parameter  is small enough, A(k) = B(k), and  = . The
excess mean square error (EMSE), can be dened as
EMSE = lim
k!1
E
jea(k)j2 (5.34)
In this case, the EMSE of the standard APA, denoted by EMSEs, becomes
EMSEs =
2nTr(E

A(k)

) + gHo E

C(k)

go
2    (5.35)
For a small enough  and for a small learning rate , S  I, we obtain
EMSEs =
2n
2   +
gHo E

C(k)

go
Tr(E

A(k)

)
(5.36)
On the other hand, for a large learning rate, S  1  1T , (5.35) becomes
EMSEs =
2nTr(E

A(k)

) + gHo E

C(k)

go
(2  )E[Ak(1; 1)]
where Ak(1; 1) is the rst element of A(k). When  is small enough and  is large, the
following assumptions hold [18]
Tr(E

A(k)

) ' E
h K
kx(k)k2
i
and
1
E[Ak(1; 1)]
= Tr(Cxx) (5.37)
to get
EMSEs =
2n
2  Tr(Cxx)
 
E
h K
kx(k)k2
i
+ gHo E

C(k)

go

(5.38)
Note that when  is small enough, the following approximation exists
go
HC(k)go ' gHo X(k)

XT (k)X(k) + I
 1  
gHo X(k)
H
(5.39)
Since  > 0, the inversion term [XT (k)X(k) + I] 1 is positive denite [59]. For a
complex-valued noncircular signal, generated from a widely linear model (5.18), go
HX(k)
is a 1K vector with all non-zero elements. Following the properties of positive denite
matrix [60], gHo C(k)go > 0, then g
H
o E

C(k)

go > 0.
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Compared with the expressions of EMSEs for standard APA for circular signals in
[18], both (5.36) and (5.38) contain the positive-valued additional term gHo C(k)go due
to the \conjugate" term \XH(k)go" within the widely linear model (5.18), illustrating
that the standard APA is a suboptimal solution for the ltering of second order improper
(noncircular) signals. Using the rst row in (5.32), we nally obtain the steady state mean
square error of standard APA for improper signals in the form
MSEs = lim
k!1
E
je(k)j2
= EMSEs + E[jxH(k)goj2] + 2n (5.40)
5.3.2 Steady state analysis of Augmented APA for noncircular signals
Similarly to the analysis in Section 5:3:1, the update of \standard" weight vector of AAPA
in (5.16) can be rewritten in terms of its weight error vector ~h(k) = ho   h(k) as
~h(k + 1) = ~h(k)  X(k)XH(k)X(k) +XT (k)X(k) + I 1e(k) (5.41)
Multiplying both sides of (5.16) by XT (k) gives
XT (k)~h(k + 1) =XT (k)~h(k)  XT (k)X(k)[XH(k)X(k) +XT (k)X(k) + I] 1e(k)
(5.42)
For the \conjugate" weight error vector ~g(k), we have
~g(k + 1) = ~g(k)  X(k)[XH(k)X(k) +XT (k)X(k) + I] 1e(k) (5.43)
and
XH(k)~g(k + 1) =XH(k)~g(k)  XH(k)X(k)[XH(k)X(k) +XT (k)X(k) + I] 1e(k)
(5.44)
Note that both the terms ~h(k) and ~g(k) have the same generic form, and that the denom-
inator in the above updates is dierent from that of standard APA in (5.22). Then the a
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posteriori and a priori error vectors ep(k) and ea(k) can be introduced as
ep(k) = X
T (k)~h(k + 1) +XH(k)~g(k + 1) (5.45)
ea(k) = X
T (k)~h(k) +XH(k)~g(k) (5.46)
and the sum of (5.42) and (5.44) gives the relationship between the a posteriori and a
priori error vectors ep(k) and ea(k) in the form
ep(k) = ea(k)  
 
XH(k)X(k) +XT (k)X(k)

[XH(k)X(k) +XT (k)X(k) + I] 1e(k)
(5.47)
The next step is to use both the a posteriori and a priori error vectors in the update
equations (5.41) and (5.43) to obtain the updates of weight error vectors as functions of
ea(k) and ep(k)
~h(k + 1) = ~h(k) X(k)[XH(k)X(k) +XT (k)X(k)] 1 ea(k)  ep(k) (5.48)
and
~g(k + 1) = ~g(k) X(k)[XH(k)X(k) +XT (k)X(k)] 1 ea(k)  ep(k) (5.49)
Making the standard assumption that at the steady state ~h(k+1)  ~h(k), and ~g(k+1) 
~g(k), the application of the energy conservation principle gives
k~h(k + 1)k2+~hH(k)X(k)[XH(k)X(k)+XT (k)X(k)] 1ea(k)
= k~h(k)k2+~hH(k + 1)X(k)[XH(k)X(k)+XT (k)X(k)] 1ep(k)
and
k~g(k + 1)k2+~gH(k)X(k)[XH(k)X(k)+XT (k)X(k)] 1ea(k)
= k~g(k)k2+~gH(k + 1)X(k)[XH(k)X(k)+XT (k)X(k)] 1ep(k)
5.3 Steady state MSE performance of APA and AAPA 90
Upon adding together the above two equations and applying the statistical expectation
operator, as k !1, E[k~h(k + 1)k2] = E[k~h(k)k2] and E[k~g(k + 1)k2] = E[k~g(k)k2], and
we obtain
E

eHa (k)[X
H(k)X(k) +XT (k)X(k)] 1ea(k)

=
E

eHp (k)[X
H(k)X(k) +XT (k)X(k)] 1ep(k)

(5.50)
Similarly to the analysis in Section 5.3.1, it can be shown that, for a small learning rate
, the EMSE of AAPA, denoted as EMSEa, is given by
EMSEa =
2n
2   (5.51)
whereas for a large , we obtain
EMSEa =
2n
2  Tr(Cxx)E
h K
kx(k)k2
i
(5.52)
and
MSEa = EMSEa + 
2
n (5.53)
Note that in [58], a widely linear APA (WL-APA) has been derived by solving two separate
constrained minimisation problems, where
J1(k) = kh(k + 1)  h(k)k2 + <[(d(k) XT (k)h(k + 1) XH(k)g(k + 1))H 1]
J2(k) = kg(k + 1)  g(k)k2 + <[(d(k) XT (k)h(k + 1) XH(k)g(k + 1))H 2]
Compared with the global cost function of the proposed AAPA, this WL-APA employs
two dierent Lagrange multiplier vectors, with additional assumptions that for the update
of h(k), g(k + 1)  g(k), and vice versa, leading to the following weight updates
h(k + 1) = h(k) + X(k)[XT (k)X(k) + I] 1e(k)
g(k + 1) = g(k) + X(k)[XH(k)X(k) + I] 1e(k)
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Table 5.1: Prediction gains Rp of standard APA and the proposed AAPA for various
noncircular signals
Rp [dB] Noncircular ARMA (2.25) Ikeda (2.27) Wind (low) Wind (medium) Wind (high)
APA 2.4641 1.8734 3.6774 5.8851 9.3610
AAPA 3.0072 4.6517 4.0500 6.2368 9.9181
In this case, the weight update forms of h(k) and g(k) do not share the same denominator,
which causes additional diculties to nd the closed form relationship between the a
posteriori and a priori error vectors ep(k) and ea(k) in widely linear model as compared
with AAPA, rendering the algorithm suboptimal.
5.3.3 Comparison of steady state performance of APA and AAPA
Consider, without loss in generality, a complex-valued noncircular signal is generated
from a widely linear model (5.18), so that go
HE

C(k)

go > 0. This, in turn, makes
EMSEs > EMSEa (MSEs > MSEa) for both small and large learning rates at the steady
state. On the other hand, when a complex-valued circular signal is considered, the weight
vector go = 0, leading to EMSEs = EMSEa (MSEs = MSEa), resulting in both the APA
and AAPA having the same performance at the steady state.
5.4 Simulations
To verify the benets of AAPA as compared with standard APA, simulations were con-
ducted for both small and large learning rates, in a one step ahead prediction setting.
In all the simulations, the lter length was L = 10, and the regularisation parameter 
= 0.01. Comprehensive statistical tests comparing APA and AAPA were performed on
benchmark complex-valued circular and noncircular signals, and the graphs were produced
by averaging 200 iterations of independent trials. In addition, single trial simulations were
performed on real-world nonstationary and noncircular wind signals.
Fig. 5.1 shows learning curves of AAPA for the noncircular ARMA process and Ikeda
map, plotted for dierent small step-sizes, indicating that for noncircular signals, for a
small step-size, increasing the step-size of AAPA will cause a larger MSE at the steady
state, although with faster convergence. Fig. 5.2 illustrates the advantage of the AAPA
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Figure 5.1: Learning curves of AAPA for the noncircular ARMA model (2.25) and
noncircular Ikeda map (2.27) for K = 1 and various learning rate .
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Figure 5.2: Learning curves of APA and AAPA for the noncircular ARMA model
(2.25) and noncircular Ikeda map (2.27), obtained by using  = 0:1 and K =1, 2, 4, and
8.
at steady state over the standard APA on both the noncircular ARMA model and Ikeda
map for the step-size was  = 0.1, and observation lengths K =1, 2, 4, and 8, wher in case
of K = 1, the standard APA and AAPA degenerate into the normalised CLMS (NCLMS)
and normalised ACLMS (NACLMS) derived in Chapter 4. Note that the main purpose
to use K previous input vectors in weight update of ane projection based algorithms is
to increase the speed of convergence of NCLMS-type lters at a computational cost that
is still comparable to that of NCLMS, however, the penalty to be paid is the increased
estimation error at the steady-state. In some special cases when the input signals are
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Figure 5.3: MSE of AAPA as a function of step-size  for the noncircular ARMA
model (2.25) and Ikeda map (2.27).
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Figure 5.4: Learning curves of APA and AAPA for the noncircular ARMA model
(2.25) and noncircular Ikeda map (2.27) using dierent large  and K = 2.
highly correlated, which is commonly encountered in echo cancellation applications, both
faster convergence and smaller steady-state error can be achieved by APA algorithm as
compared with NCLMS [61,62].
In the next experiment, the performances of APA and AAPA for large  were consid-
ered. The results in [18] indicate that the stability bound on  is approximately 0 <  < 2
for APA, and Fig. 5.3 illustrates the stability bound of AAPA on the noncircular signals
was  < 2. The simulation results in Fig. 5.4 illustrate that with a xed observation
length K, an increment in the step-size will cause MSE of AAPA to increase at the steady
state of AAPA, whereas Fig. 5.5 shows that with a xed large , the MSE at the steady
state increases with an increment in K. Note that both Fig. 5.4 and Fig. 5.5 illustrate
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Figure 5.5: Learning curves of APA and AAPA for the noncircular ARMA model
(2.25) and noncircular Ikeda map (2.27) using  = 1:5 and K = 2, 4, and 8.
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Figure 5.6: Learning curves of APA and AAPA for the proper AR(4) model (2.24)
using dierent small and large  and K = 1.
the advantage of AAPA over APA for noncircular signals considered with a large . The
learning curves of both APA and AAPA on the circular AR(4) model for K = 1 and 
= 0.1, 0.2, 1.5, and 1.7 are shown in Fig. 5.6, which indicates that APA converges faster
than AAPA for the circular signal, however, at the steady state, there is no clear dierence
between the performances. Thus, although AAPA optimizes both the weight vectors h(k)
and g(k) of the widely linear model, for circular signals, go = 0, leading to the same model
as that of standard APA.
To further illustrate the advantage of using the AAPA over APA, in the next exper-
iment, the prediction gain Rp was used as an overall performance measurement, given in
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Figure 5.7: Prediction gains of APA and AAPA for varying values of the control
parameters of noncircular ARMA (2.25) and Ikeda map (2.27).
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Figure 5.8: Comparison of theoretical and simulated steady state MSE of AAPA on
noncircular ARMA (2.25) when K = 1, 2 and 3 using (a) (5.51) and (b) (5.52).
(4.18). Table 5.1 shows the prediction gains Rp of the proposed AAPA and standard APA
for  = 0:2 and K = 2. As expected, for all noncircular signals considered, there was a
signicant improvement when the AAPA was employed over that of the standard APA.
Fig. 5.7 shows the eects of the control parameters C (2.26) and u on the performances
of standard APA and AAPA for noncircular ARMA (2.25) and Ikeda map (2.27), in all
the cases, the performance of AAPA was superior than that of APA. Note that in Fig.
5.7(a), AAPA gradually loses advantage when C increases to 1, which conforms with the
experimental results in [45].
5.5 Conclusions 96
We next performed statistical performance analysis on the noncircular ARMA signal
in one step ahead prediction setting. Fig. 5.8 (a) and Fig. 5.8 (b) illustrate the theoretical
steady state MSE of AAPA using (5.51) and (5.52) as a function of step-size with K = 1,
2, and 3, and both showed good agreement with the simulation results.
5.5 Conclusions
We have introduced an augmented ane projection algorithm (AAPA) for adaptive lter-
ing of complex valued noncircular signals. The AAPA has been derived based on recent
advances in so-called augmented complex statistics, the widely linear model and CR cal-
culus. Steady state analysis of MSE performance of AAPA and APA has proved the
advantage of AAPA over standard APA for adaptive ltering of second order noncircular
signals, and comparable performance for adaptive ltering of circular signals. Comprehen-
sive simulations on both synthetic and real world complex-valued, circular and noncircular
signals support the analysis.
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Chapter 6
An Augmented Echo State
Network for Nonlinear Adaptive
Filtering of Complex Noncircular
Signals
6.1 Introduction
Recurrent neural networks (RNNs) are a class of nonlinear adaptive lters with feedback,
whose computational power stems from their ability to act as universal approximators for
any continuous function on a compact domain [3, 63]. Owing to their rich inherent mem-
ory through feedback, RNNs have found applications in the modelling of highly nonlinear
dynamic systems and the associated attractor dynamics. They are typically used in the
system identication [64, 65], time series prediction [53], [66], and adaptive noise cancel-
lation settings [67, 68], where for the nonstationary and nonlinear nature of the signals
and typically long impulse responses, using the class of static feedforward networks or
transversal lters would result in undermodelling [3, 69,70].
Recently, a class of discrete time RNNs, called Echo State Networks (ESNs) have
been introduced, with the aim to reduce the complexity of computation encountered by
standard RNNs [20]. The principle behind ESNs is to separate the RNN architecture into
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two constituent components: a recurrent architecture, called the `dynamical reservoir' or
`hidden layer', and a memoryless output layer, called the `readout neuron'. The recurrent
architecture consists of a randomly generated group of hidden neurons with a specied
degree of recurrent connections, and should satisfy the so called `echo state property' to
maintain stability [71]. This way, the high computational complexity of RNNs is signi-
cantly reduced due to the sparse connections among the hidden neurons; in addition, the
learning requirements are reduced to only the weights connecting the hidden layer and the
readout neuron1.
Many real world bivariate processes, such as vector elds and directional signals with
\intensity" and \direction" components, are most conveniently represented when consid-
ered complex-valued [41]. However, the design of complex-valued RNNs is not straight-
forward, and one of the major issues is the suitability of complex nonlinear activation
function. According to Liouvilles theorem, the only bounded and analytic function in C is
constant [26]. In order to avoid the diculties to nd suitable activation functions (AF),
for convenience, previous studies have mostly focused on the so-called split-complex acti-
vation functions, where the real and imaginary components of the complex-valued input
signal are split and fed through two parallel real-valued activation functions [72,73]. The
split-complex approach has been shown to yield reasonable performance for some applica-
tions in channel equalisation [72, 74], where the coupling between the real and imaginary
components within the complex-valued signals is not strong, however, for the common case
where the two components are strongly correlated, RNNs based on split-complex activation
function tend to yield poor performance [75]. To allow for a fully \complex" processing of
complex-valued signals as a whole, meromorphic functions2 have been employed as com-
plex nonlinear activation functions due to their property that they are analytic everywhere
except for a discrete subset of C. Consequently, in the neural network literature, several
important approaches have been extended to the complex domain; examples include a class
of complex backpropagation [74, 76], the complex real-time recurrent learning (CRTRL)
1A recent special issue of Neural Networks, vol. 20, no. 3, 2007, edited by H. Jaeger, W. Maass and J.
C. Prncipe, was dedicated solely to echo state networks and liquid state machines.
2A meromorphic function is a single-valued function that is analytic in all but possibly a discrete subset
of its domain, and at those singularities it must approach innity \like a polynomial".
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algorithm [27,72], and applications have been found in image enhancement [77], gray-scale
image processing [78], and and geometric gure transformation [79].
The rst extension of ESNs into the complex domain C was proposed in [80]; this net-
work had a linear output mapping, and was trained by the complex-valued Wiener lter,
thus making the network second order optimal for the processing of circular stationary
data. Results in adaptive ltering dealing with real-world complex-valued data suggest
that, due to the linearity of the output mapping, the degree of universal function approxi-
mation exhibited by standard ESNs may not be sucient. To that end, a nonlinear output
layer within ESNs, that is, the linear mapping followed by a nonlinear activation function,
has been proposed in [81]. To deal with common problems experienced in neural network
training, such as saturation and slow convergence, resulting from the unknown and large
dynamics of inputs, the nonlinear output layer of ESNs has further been equipped with
an adaptive amplitude of the nonlinearity [81].
Recently, augmented complex statistics have been introduced into several key learn-
ing algorithms in the context of RNNs to perform nonlinear adaptive ltering of general
complex-valued signals (both second order circular and noncircular); examples include
the augmented complex extended Kalman lter (ACEKF) [35], and augmented complex
real-time recurrent learning (ACRTRL) [34]. Following on these results, we here introduce
augmented statistics into the training of complex ESNs, allowing us to make use of all
the available second order statistical information, and to produce optimal estimates for
second order noncircular (improper) signals.
This chapter is organised as follows. In Section 6.2, the standard ESN is briey
introduced and the augmented complex ESN and its nonlinear variants are derived by using
the CR calculus. In Section 6.3, the merits of nonlinearity and widely linear modelling
are discussed. Simulations on both synthetic circular and noncircular signals and real-
world nonstationary and noncircular wind signals are given in Section 6.4, demonstrating
the advantage of the augmented ESN over standard complex ESNs. Finally, Section 6.5
concludes the chapter.
6.2 Derivation of the augmented ESN 100
u(k)
Wip
.
.
.
u(k)
u(k-1)
u(k-K+1)
.
.
.
y(k)
Win
.
.
.
x(k)
Wb
w
Input layer Internal Layer Output Layer
Figure 6.1: The architecture of an Echo State Network (ESN).
6.2 Derivation of the augmented ESN
6.2.1 Standard complex ESN with a linear output mapping
Fig. 6.1 shows the architecture of a standard ESN, which is composed of K external input
neurons, L readout neurons, and N internal units. Without loss in generality, we shall
address ESNs with one readout neuron (L=1), as this facilitates the nonlinear adaptive
ltering setting within the ESN architecture. The input and internal weights are stored
respectively in the (N K) and (N N) weight matrices Wip, Win, vector wb comprises
the the feedback weights connecting the readout neuron and the internal units, vector
x(k) is the (N  1) internal state vector, u(k) represents the (K  1) input vector, and
y(k) is the overall output. The network state at time instant k, denoted by q(k), is a
concatenation of the input u(k), internal state x(k) and the delayed output y(k  1), that
is
q(k) =

u(k); : : : ; u(k  K + 1); x1(k); ::; xN(k); y(k   1)
T
(6.1)
whereas the internal unit dynamics are described by [71]
x(k) = 
 
Wipu(k) +Winx(k   1) +wby(k   1)

(6.2)
where () is a vector-valued nonlinear activation function of the neurons within the
reservoir.
The echo state property is provided by randomly choosing an internal weight matrix
6.2 Derivation of the augmented ESN 101
Win and performing scaling to make the spectral radius (Win) < 1, thus ensuring that
the network is stable; the input and feedback weights can be initialized arbitrarily [71].
For an ESN with a linear output mapping, the output y(k) is given by
y(k) = qT (k)w(k) (6.3)
where w(k) is the weight vector corresponding to the output layer. Its update can be
performed, e.g. based on the complex least mean square (CLMS) algorithm, given by [24]
w(k + 1) = w(k) + e(k)q(k) (6.4)
6.2.2 Augmented complex ESN with a linear readout neuron
Based on the widely linear model given in Section 2.1, we shall now derive the augmented
widely linear stochastic gradient algorithm for the training of complex ESNs, thus making
them suitable for processing general complex-valued signals (both circular and noncircu-
lar). To this end, we introduce the augmented network state qa(k) as3
qa(k) =

u(k); : : : ; u(k  K + 1); xa1(k); : : : ; xaN(k); y(k   1); u(k); : : : ; u(k  K + 1)
T
(6.5)
Since the input weights of the ESN stored in matrix Wip are randomly chosen prior to
training, we can use another matrix Waip to initialise the weights associated with the
conjugate input vector u(k). The internal state transition within the augmented ESN is
therefore described by
xa(k) = 
 
Wipu(k) +Winx
a(k   1) +wby(k   1) +Waipu(k)

(6.6)
Due to the specic properties of the ESN architecture, the output y(k) of the augmented
ESN with linear output mapping is governed by an asymmetric version of the widely linear
3This augmented state is not a straightforward application of the widely linear model in (2.7) and is
specic to ESNs.
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model in (2.7), to yield
y(k) = vT (k)h(k) + uH(k)g(k) (6.7)
where v(k) is dened as v(k)=

u(k); : : : ; u(k   K + 1); xa1(k); : : : ; xaN(k); y(k   1)
T
, and
h(k) and g(k) denote respectively the conventional and conjugate output weight vectors.
Note that the ESN has a local feedback (from the output to the internal state) and
thus unlike standard feedback structures [41,82], the output within the state vector (6.5)
of the ESN does not require augmentation with its conjugate. Therefore due to local
feedback, the conjugate weight vector g(k) is only associated with the conjugate input
signal. The standard and conjugate weight vectors are thus of dierent dimensions, but
as with all widely linear models, the conjugate weight vector g(k) = 0 for a circular input
signal.
6.2.3 Training of augmented ESNs
The ESN is trained based on the cost function
J(k) =
1
2
je(k)j2 = 1
2
e(k)e(k) (6.8)
where e(k) is the instantaneous output error e(k) = d(k)   y(k), and d(k) is the desired
(teaching) signal. The update of the conjugate weight vector g(k) in (6.7) is given by
g(k + 1) = g(k)  rgJ(k) (6.9)
where  is the learning rate. Note that J(k) is a real-valued function dependent on both
output errors e(k) and e(k). Following the R-derivative (A.3) in Appendix A, it can be
shown that
rgJ(k) = @J(k)
@g(k)
=
1
2

@J(k)
@gr(k)
+ |
@J(k)
@gi(k)

(6.10)
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Since both the input and error e(k) are complex, the gradient from (6.10) is evaluated as
@J(k)
@gr(k)
=
1
2

e(k)
@e(k)
@gr(k)
+ e(k)
@e(k)
@gr(k)

@J(k)
@gi(k)
=
1
2

e(k)
@e(k)
@gi(k)
+ e(k)
@e(k)
@gi(k)

(6.11)
Therefore,
@J(k)
@gr(k)
=  1
2

e(k)u(k) + e(k)u(k)

@J(k)
@gi(k)
=  |
2
  e(k)u(k) + e(k)u(k) (6.12)
giving
rgJ(k) = 1
2

@J(k)
@gr(k)
+ |
@J(k)
@gi(k)

=  1
2
e(k)u(k) (6.13)
The update of the conjugate weight vector g(k) then becomes4
g(k + 1) = g(k) + e(k)u(k) (6.14)
In a similar way, the update of the weight vector h(k) is given by
h(k + 1) = h(k) + e(k)q(k) (6.15)
In order to express (6.14) and (6.15) in a compact vector form, we can dene the augmented
weight vector wa(k) as
wa(k) =

hT (k);gT (k)
T
(6.16)
to give the update of augmented CLMS algorithm
wa(k + 1) = wa(k) + e(k)qa

(k) (6.17)
where qa(k) is the augmented network state in (6.5).
Owing to the use of the widely linear model and augmented complex statistics, the
augmented ESN has clear theoretical advantages over the standard ESN for the processing
4The factor 1
2
in (6.14) has been incorporated into the learning rate .
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of noncircular complex signals. However, due to the sparse nature of the connectivity
within the reservoir, the linear output mapping may not be powerful enough for ecient
modelling of signals with large nonlinear dynamics. To this end, in the next section, we
introduce a nonlinear readout neuron equipped with a trainable amplitude of nonlinearity.
6.2.4 Complex ESN with a nonlinear readout neuron
The output y(k) of the standard ESN with a nonlinear output layer is given by [71]
y(k) = (net(k)) = 
 
qT (k)w(k)

(6.18)
where () is the output activation function, and the weight vector w(k) is updated by
minimising the cost function J (k), given in (6.8), to give
w(k + 1) = w(k)  rwJ(k) (6.19)
Following the stochastic gradient, that is, rJw(k) = @J(k)@w(k) , we can obtain the weight
update of the complex nonlinear gradient descent (CNGD) algorithm [76] as5
w(k + 1) = w(k) + e(k)0
 
net(k)

q(k) (6.20)
To derive the corresponding augmented CNGD algorithm for the nonlinear output layer
of the augmented ESN, recall that the output y(k) is given by
y(k) = (net(k)) = 
 
vT (k)h(k) + uH(k)g(k)

(6.21)
The update of the conjugate weight vector g(k) in (6.21) is given by
g(k + 1) = g(k)  rgJ(k) (6.22)
5For most standard nonlinear activation function in C, we have ()0 =0.
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and following the R-derivative, (as  is holomorphic)
rgJ(k) = @J(k)
@g(k)
=
1
2

@J(k)
@gr(k)
+ |
@J(k)
@gi(k)

(6.23)
Next we have,
@J(k)
@gr(k)
=
1
2

e(k)
@e(k)
@gr(k)
+ e(k)
@e(k)
@gr(k)

@J(k)
@gi(k)
=
1
2

e(k)
@e(k)
@gi(k)
+ e(k)
@e(k)
@gi(k)

(6.24)
By using the chain rule, @e(k)@gr(k)
=  0 net(k)u(k), and since gr(k) is real-valued, @e(k)@gr(k)
=
  @e(k)
@gr(k)

, giving
@J(k)
@gr(k)
=  1
2

e(k)0
 
net(k)

u(k) + e(k)0(net(k))u(k)

(6.25)
In a similar way, we have
@J(k)
@gi(k)
=   |
2

e(k)0
 
net(k)

u(k) + e(k)0(net(k))u(k)

(6.26)
Then the weight update of conjugate weight vector g(k) becomes6
g(k + 1) = g(k) + e(k)0
 
net(k)

u(k) (6.27)
In a similar way, the update of h(k) becomes,
h(k + 1) = h(k) + e(k)0
 
net(k)

q(k) (6.28)
Then the update of the augmented weight vector wa(k) can be written as
wa(k + 1) = wa(k) + e(k)0
 
net(k)

qa

(k) (6.29)
where wa(k) =

hT (k);gT (k)
T
.
6The factor 1
2
has been incorporated into the learning rate .
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6.2.5 ESNs with an adaptive amplitude of output nonlinearity
The nonlinear output layer has been introduced into ESNs to provide a sucient degree
of nonlinearity for enhanced modelling, however, this does not automatically guarantee
optimal modelling, as some parameters, such as the amplitude of the nonlinear readout
neuron, need to be chosen empirically [83]. To this end, we now introduce a gradient
adaptive amplitude into the output nonlinearity of ESNs. In this case, the activation
function can be expressed as
y(k) = 
 
net(k)

= (k)
 
net(k)

(6.30)
where the real-valued (k) > 0 denotes the amplitude of the nonlinearity (net(k)) and
(net(k)) is the unit amplitude activation function, for which (k) = 1. In the stochastic
gradient setting, the parameter  can be made gradient adaptive as [81,83]
(k + 1) = (k)  rJ(k) (6.31)
where  is the stepsize of the amplitude update. The gradient
rJ(k) = @J(k)
@(k)
=
1
2
@

e(k)e(k)

@(k)
=
1
2

e(k)
@e(k)
@(k)
+ e(k)
@e(k)
@(k)

(6.32)
and since (k) is real-valued, @e
(k)
@(k) =

@e(k)
@(k)

, giving
@e(k)
@(k)
=  (net(k)) (6.33)
The update for the amplitude of nonlinearity within adaptive amplitude CNGD (AAC-
NGD) algorithm is therefore given by
(k + 1) = (k) +

2
h
e(k)(net(k)) + e(k)(net(k))
i
(6.34)
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Figure 6.2: Probability density functions obtained from a doubly white circular noise
after applying the widely linear model and tanh nonlinearity.
and applies to both standard (CGND) and augmented (ACNGD) learning algorithms; for
more detail, see [41].
6.3 Merits of nonlinearity and widely linear model
To illustrate the eect of nonlinearity and the widely linear model, we generated a circular
doubly white noise n(k), with zero mean and unit variance, and passed it through a
complex-valued tanh nonlinearity, dened in (6.35), and the widely linear model, given
by x(k) = WL(n(k)) = 0:6n(k) + 0:8n(k). Fig. 6.2(a) and Fig. 6.2(b) show that the
application of the widely linear does not change the Gaussian natures of the real and
imaginary parts - it only alters the power ratio. Fig. 6.2(c) and Fig. 6.2(d) show that
the application of tanh nonlinearity alters the character of distribution, which cannot be
achieved by using the widely linear model. It is therefore natural to combine the widely
linear model and nonlinear processing in order to deal simultaneously with various aspects
of the data nature. By introducing the adaptive amplitude of nonlinearity, we have an
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Table 6.1: Comparison of prediction gains Rp and their standard deviations (in
bracket) for the various classes of signals averaged over 200 independent initialisa-
tions of ESN
Rp [dB] Circular AR(4) (2.24) Noncircular ARMA (2.25) Ikeda map (2.27)
Dual univariate ESN (LMS) 4.1928 (0.5849) 2.8064 (0.3211) -0.0271 (0.1846)
Standard ESN (CLMS) 4.6701 (0.6112) 3.5341 (0.3541) 2.1134 (0.3619)
AESN (Augmented CLMS) 4.5489 (0.4792) 4.0396 (0.3624) 3.1967 (0.4258)
Standard ESN (CNGD) 4.6947 (0.5957) 3.6744 (0.3438) 2.1558 (0.3005)
AESN (Augmented CNGD) 4.5764 (0.4665) 4.1511 (0.3380) 3.2666 (0.5435)
Standard ESN (AACNGD) 6.6080 (0.5808) 5.0524 (0.5013) 2.4679 (0.5673)
AESN (Augmented AACNGD) 6.5357 (0.4970) 5.2484 (0.6149) 3.5912 (0.3053)
Rp [dB] Wind (low) Wind (medium) Wind (high)
Dual univariate ESN (LMS) 2.3519 (0.5882) 4.0615 (0.9153) 8.1162 (0.9124)
Standard ESN (CLMS) 2.4635 (0.4516) 4.7938 (0.7519) 9.5917 (0.9746)
AESN (Augmented CLMS) 2.6417 (0.3620) 5.3029 (0.7781) 10.2063 (0.9537)
Standard ESN (CNGD) 2.6653 (0.4738) 5.0529 (0.7853) 9.9982 (1.0130)
AESN (Augmented CNGD) 2.8095 (0.3681) 5.7438 (0.8054) 10.7125 (0.9860)
Standard ESN (AACNGD) 4.0850 (0.3472) 6.3256 (0.7399) 11.7789 (0.9065)
AESN (Augmented AACNGD) 4.2571 (0.3499) 6.8286 (0.7968) 12.1900 (1.0272)
Table 6.2: Comparison of prediction gains Rp of previous discussed algorithms in
Chapters 3 and 4 for the considered signals (200 independent trials on synthetic data
and single trial on real world wind data).
Rp [dB] Circular AR(4) (2.24) Noncircular ARMA (2.25) Ikeda map (2.27)
CLMS 3.8221 2.3428 1.5876
ACLMS 3.8181 3.1105 1.9852
NCLMS 4.1539 3.2107 2.0502
NACLMS 4.1326 3.4906 2.1667
Rp [dB] Wind (low) Wind (medium) Wind (high)
CLMS 1.0169 2.9157 8.1790
ACLMS 1.4972 3.3788 8.7059
NCLMS 1.7728 4.9759 9.4764
NACLMS 2.3031 5.2714 9.7036
additional degree of freedom, allowing the nonlinear function to operate in a quasi-linear
range if so required by the data nature.
6.4 Simulations
To verify the potential of the proposed augmented ESNs compared with standard complex
ESNs, simulations were performed on both benchmark synthetic proper and improper
signals, and for noncircular real-world wind data, given in Section .
For all the signals, experiments were undertaken by averaging 200 independent sim-
ulation trials in the adaptive prediction setting. The nonlinearity at the nonlinear output
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layer of the ESNs was chosen to be the complex tanh function
(x) =
ex   e x
ex + e x
(6.35)
with slope  = 1. Ten neurons were used in the hidden layer, with the internal connection
weights having 5% degree of connectivity. The input tap length was K = 1, with no
bias input. The values of the randomly selected input, internal and feedback weights
Wip, Win, and wb were taken from a uniform distribution in the range [-1, +1], and the
spectral radius (Win) was set to be 0.8. The learning rate was  = 0:005 for all the
learning algorithms considered, with the initial amplitude for the AACNGD algorithm
(0) = 1, and the step size of the adaptive amplitude update  = 0:2.
The standard prediction gain was employed to assess the performance, given in (4.18).
Table 6.1 compares averaged prediction gains RP [dB] and their standard deviations over
200 independent trials for the standard and augmented ESNs trained by CLMS, CNGD
and AACNGD algorithms, as well as a dual univariate ESN trained by the LMS algorithm7,
for the complex-valued signals considered. As expected, the dual univariate ESN, treating
the real and imaginary parts of complex-valued data as two independent channels, had the
worst performance. For the circular AR(4) signal (2.24), the performance of the augmented
complex ESN was similar to that of standard ESN. For the noncircular signals, there was
a signicant improvement in the prediction gain when the augmented ESN was employed.
As desired, the advantage of the nonlinear output layer over the linear output mapping
was more pronounced in the prediction of the nonlinear synthetic signal and nonlinear and
nonstationary real world wind signals. In practice, due to the randomly generated internal
reservoir within an ESN, the augmented ESN cannot guarantee enhanced performance over
its standard version in every trial, however, as illustrated in Table 6.3, on the average, in
more than 90% of the trials the widely linear algorithms outperformed the corresponding
standard ones. The advantage of using nonlinearity within reservoir computing over linear
FIR lters was observed by comparing Table 6.1 and Table 6.2.
7The dual univariate approach deals with complex-valued data by splitting the input signals into its
real and imaginary parts and treating them as independent real-valued quantities [41]. In a dual univariate
ESN, two independent reservoirs are generated to model the two components of the input.
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Table 6.3: The percentage of enhanced performance of augmented ESN algorithms
for complex noncircular signals
Noncircular ARMA Ikeda map Wind (low) Wind (medium) Wind (high)
Augmented CLMS 95.5% 98.5% 91.5% 94% 91%
Augmented CNGD 95% 98% 90% 95% 94.5%
Augmented AACNGD 93.5% 99% 89.5% 92.5% 92%
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Figure 6.3: Mean Square Errors (MSE) of one-step ahead prediction for augmented
and standard ESN trained by the AACNGD algorithm.
To further illustrate the advantage of using augmented complex statistics within com-
plex valued ESNs, we compared the mean square errors (MSEs) of both the augmented and
standard ESNs with adaptive amplitude of nonlinearity for the prediction of the complex-
valued synthetic nonlinear and noncircular Ikeda map (2.27), and the noncircular wind
(high) signal. Fig. 6.3 shows that in both cases, the augmented ESN with a nonlinear
readout neuron trained by the augmented AACNGD outperformed its standard version.
We next investigated the inuences of two parameters related to the generation of
the internal layer, the degree of connectivity and the spectral radius (Win), on the
performance of standard and augmented ESNs. Fig. 6.4 and Fig. 6.5 show that in all the
cases, for the prediction of real world wind (medium) and (high) signals, the augmented
ESN trained by the augmented AACNGD algorithm achieved the best performance, and
that for both learning strategies, it is desirable to keep a low degree of connectivity within
the reservoir. This conforms with the ESN theory [71] that a small degree of connectivity
can perform a relative decoupling of subnetworks with rich reservoir dynamics.
The size of the dynamical reservoir is another important parameter that inuences
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Figure 6.4: Comparison of performances of standard and augmented ESNs trained
by dierent algorithms, over a range of degrees of connectivity on one-step ahead
prediction of the wind (medium) and (high) signals.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
9.5
10
10.5
11
11.5
12
12.5
13
13.5
Spectral Radius
Pr
ed
ict
io
n 
ga
in
 (d
B)
 
 
ESN (CNGD)
Augmented ESN (Augmented CNGD)
ESN (AACNGD)
Augmented ESN (Augmented AACNGD)
(a) Wind (high)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
4.5
5
5.5
6
6.5
7
7.5
8
Spectral Radius
Pr
ed
ict
io
n 
ga
in
 (d
B)
 
 
ESN (CNGD)
Augmented ESN (ACNGD)
ESN (AACNGD)
Augmented ESN (Augmented AACNGD)
(b) Wind (medium)
Figure 6.5: Comparison of performances of standard and augmented ESNs trained
by dierent algorithms, over a range of spectral radii on one-step ahead prediction of
the noncircular wind (medium) and (high) signals.
the performance of ESNs, as it reects their universal approximation ability. An ESN
with a larger reservoir size can learn the signal dynamics with a higher accuracy [84], as
shown in Fig. 6.6(a) on one-step ahead prediction of the noncircular ARMA process in
(2.25). This, however, applies to stationary signals, whereas for fast changing nonsta-
tionary processes, the larger reservoir caused saturation of internal neurons, resulting in
performance degradation, as shown in Fig. 6.6(b) for the prediction of the nonstationary
wind (medium) signal. Observe that in all the cases, the augmented ESNs outperformed
their standard counterparts.
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Figure 6.6: Comparison of performances of standard and augmented ESNs trained
by dierent algorithms, over a range of reservoir size on one-step ahead prediction of
the noncircular ARMA and wind (medium) signals.
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Figure 6.7: Comparison of performances of standard and augmented ESNs trained
by dierent algorithms on multiple-step ahead prediction of the wind (medium) and
(high) signals.
In the nal set of simulations, we considered multi-step ahead prediction of the non-
circular and nonstationary wind (medium) and (high) data. Fig. 6.7 shows the prediction
gains of ESNs for a prediction horizonM = 1, 2, 3, 4 and 5 - in all the cases, the augmented
ESN with adaptive amplitude of nonlinearity achieved the best performance.
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6.5 Conclusions
An augmented complex echo state network (ESN) has been introduced for nonlinear adap-
tive ltering of the generality of complex-valued signals. The proposed ESN has been
derived based on augmented complex statistics, thus making it suitable for both second
order circular and noncircular signals. For generality, a nonlinear output layer has been
introduced, and to deal with signals with large dynamics, an adaptive amplitude has been
introduced into the output layer of the augmented ESN. The proposed augmented ESNs
have been shown to exhibit theoretical and practical advantages over their conventional
counterparts. This has been veried through comprehensive simulations on both synthetic
noncircular data and real world wind measurements, and over a range of parameters.
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Chapter 7
An Adaptive Diusion Augmented
CLMS Algorithm for Distributed
Filtering of Noncircular Complex
Signals
7.1 Introduction
In many typical applications of sensor networks, the main objective is to estimate a specic
environmental parameter or phenomenon of interest. The traditional way to achieve this
aim is to utilise a centralised network topology, where all the observations of a certain
parameter of interest are rstly collected by surrounding sensors, and then transmitted
to a central terminal, where the required estimation tasks are subsequently performed
and the feedback is broadcast to the individual sensors surrounding it. Therefore, in this
centralised mode of operation, a powerful central terminal for large data processing is
highly demanded, together with extensive amount of communication between the nodes,
which places a signicant strain on communication and energy resources and limits the
practical application of sensor networks [85].
In order to alleviate the computational demand in the traditional centralised solution,
a distributed processing concept is proposed based on the localisation of data exchange and
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(a) Incremental cooperation (b) Diusion cooperation
Figure 7.1: Two modes of cooperation strategy for a distributed network: (a) Incre-
mental strategy, and (b) Diusion strategy.
interactions within neighbouring sensor nodes. In this way, this distributed solution can
still achieve a reliable estimation accuracy as compared with the centralized solution with
tolerable computational complexity [85,86]. The idea behind the distributed processing is
to deal with the extraction of information from data collected at nodes that are distributed
over a geographic area. Within a distributed network, individual nodes collect observations
related to a certain parameter of interest, and then interact with their neighbors in a certain
manner, which is dictated by the network topology, in order to arrive at an estimate of the
parameter of interest. One obvious advantage of distributed processing over its centralised
counterpart lies in the fact that the individual nodes share the computational burden, and
power and bandwidth usage are also consequently reduced [87]. In addition, the distributed
processing is more robust against link failure, which is likely encountered by the data fusion
nature of the centralised networks. Consequently, such distributed processing solution has
found a wide range of real-world applications, such as in agriculture and environmental
monitoring, transportation and factory instrumentation [85,86,88].
The distributed processing concept has been introduced into the context of adaptive
ltering by Sayed et al. in 2007 [89], and distributed adaptive algorithms have been pro-
posed for this purpose. According to the manner by which the individual nodes interact
with neighbouring nodes for data processing, these distributed algorithms can be mainly
classied into two groups, that is, either incremental or diusion. As illustrated in Fig.
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7.1, under the incremental strategy, information ows in a predened sequential manner
from one node to its adjacent one. One can imagine that due to the cyclic pattern of
cooperation among the nodes, this mode of operation requires least amount of communi-
cation and power. In comparison, individual nodes under a diusion strategy interact with
all of their neighbours as dictated by the network topology. Although a higher amount
of communication is demanded in this diusion mode of operation as compared with its
incremental counterpart, the nodes can get access to more information regarding the ob-
servations from their neighbors, and hence provide a better estimation performance and
more robustness against the link failure. Several adaptive ltering algorithms have been
extended into the operation of distributed estimation, including diusion LMS [90], diu-
sion RLS [91], their incremental counterparts [89, 92], and diusion Kalman ltering and
smoothing algorithms [93].
Motivated by the widely linear modelling and augmented complex statistics intro-
duced in Chapter 2, the Diusion ACLMS (D-ACLMS) algorithm is introduced in this
chapter in order to provide cooperative adaptive estimation of noncircular complex-valued
signals, where the distributed nodes cooperate for the estimation of the same global task.
The advantage of the widely linear D-ACLMS over the strictly linear D-CLMS is illustrated
over simulations on both benchmark and real-world noncircular wind signals.
7.2 Derivation of D-ACLMS algorithm over cooperative
networks
Consider a network with N distributed nodes, where each node has access to the local
information fdi(k), xi(k)g at time instant k, where di(k) is the desired signal, and xi(k)
is a regressor input vector of length L, dened as xi(k) = [xi(k  1); : : : ; xi(k L)]T , both
associated with node i. As illustrated in Fig. 7.2, each node in the network has access
only to their peer neighbours, and the diusion protocols allow every node i to combine
information collected from its neighbourhoodNi, which is the set of all the nodes linking to
node i, including itself. By linearly combining the weight estimates in the neighbourhood
of node i, and following the derivation in [90], we can motivate replacing the local weights
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Figure 7.2: The topology of a distributed network with N nodes
for standard and conjugate parts, that is hi(k) and gi(k), with the weighted estimates
hi(k) =
X
l2Ni
c(i; l)hl(k) (7.1)
g
i
(k) =
X
l2Ni
c(i; l)gl(k) (7.2)
where the italic symbols with underscores denote the combined weights vectors hi(k) and
g
i
(k) at node i for some combining coecients fcl  0g and satisfying
P
l2Ni cl = 1. This
aggregate estimation at node i can be interpreted as a weighted linear combination which
fuses information from nodes across the network into node i. The resulting aggregated
weight vectors hi(k) and gi(k) at node i, can then be fed into its local adaptive lter
in order to respond to local information and update the local weights hi(k) and gi(k).
This way, the resulting cooperative adaptive network provides a peer-to-peer estimation
framework that is robust to node and link failures and exploits network connectivity.
In the context of widely linear adaptive ltering, the output signal yi(k) at node i of
a cooperative lter is given by
yi(k) = x
T
i (k)hi(k)| {z }
standard part
+ xHi (k)gi(k)| {z }
conjugate part
(7.3)
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whereas the corresponding output error at the node i is dened as ei(k) = di(k)   yi(k).
The local weight updates for the standard part and conjugate part at each node i can be
derived as
hi(k + 1) = hi(k) + iei(k)x

i (k) (7.4)
gi(k + 1) = gi(k) + iei(k)xi(k) (7.5)
7.3 Stability Analysis of D-ACLMS algorithm
To provide insight to the convergence of the D-ACLMS algorithm, we shall next investigate
the role of the degree of cooperation and network topology on the system performance.
To that end, rewrite the local and global quantities as
h(k)=colfh1(k); : : : ;hN (k)g;g(k)=colfg1(k); : : : ;gN (k)g
h(k)=colfh1(k); : : : ;hN (k)g; g(k)=colfg1(k); : : : ; gN (k)g
X(k)=diagfx1(k); : : : ;xN (k)g;d(k)=colfd1(k); : : : ; dN (k)g
in terms of the quantities that appear in (7.1), (7.2), (7.4) and (7.5), and denote by
D = diagf1IL; 2IL; : : : ; NILg (7.6)
a diagonal matrix containing the local step-sizes.
To evaluate performance, without loss in generality consider an improper teaching
signal di(k), given by [41]
di(k) = x
T
i (k)ho + x
H
i (k)go + ni(k) (7.7)
where ho and go are respectively the unknown optimal local standard and conjugate weight
vectors, and ni(k) denotes samples of doubly white noise with zero mean variance 
2
n, which
are statistically independent of the input sequence xi(k). The D-ACLMS algorithm can
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now be written in a compact form
h(k) =Gh(k); g(k) = Gg(k)
h(k + 1) = h(k) +D(d(k) XT (k)h(k) XH(k)g(k))X(k)
g(k + 1) = g(k) +D(d(k) XT (k)h(k) XH(k)g(k))X(k) (7.8)
where G = C 
 IL is the transition matrix and C = [c(i; l)] is the N  N network
connection matrix representing the network topology: a nonzero entry c(i; l) means that
node i is connected to node l. Moreover, CqN = qN , where qN = colf1; : : : ; 1gN is an
N  1 column vector.
The standard and conjugate weight error vectors for all the nodes are given by
eh(k) = h(o)   h(k) and eg(k) = g(o)   g(k) (7.9)
where
h(o) = qN 
 ho and g(o) = qN 
 go (7.10)
and their evolution is governed by
eh(k + 1) =Geh(k) DX(k) XT (k)Geh(k) +XH(k)Geg(k) + n(k) (7.11)
eg(k + 1) =Geg(k) DX(k) XT (k)Geh(k) +XH(k)Geg(k) + n(k) (7.12)
Therefore, the evolution of the augmented weight error vector ~w(k+1) = [~h
T
(k+1); ~gT (k+
1)]T is described by
264 ~h(k + 1)
~g(k + 1)
375 =
264I DX(k)XT (k)  X(k)XH(k)
 X(k)XT (k) I DX(k)XH(k)
375G
264 ~h(k)
~g(k)
375 D
264 X(k)
X(k)
375n(k)
and can be written more compactly as
~w(k + 1) = (I DXa(k)XaT (k))G ~w(k) DXa(k)n(k) (7.13)
where Xa(k) = [XT (k);XH(k)]T .
7.3 Stability Analysis of D-ACLMS algorithm 121
Under the assumption that the noise is statistically independent of the regressor
vectors and the independence among the regressor vectors over space and time, upon
applying the statistical expectation operator on both sides of the above equation, the
mean error vector evolves according to
E[ ~w(k + 1)] =
 
I DCXaXa

GE[ ~w(k)] (7.14)
where CXaXa = diagfCx1ax1a ; : : : ;CxNaxNag is block diagonal and Cxiaxia = E[xai xaHi ],
where i = 1; : : : ; N , is the augmented covariance matrix as dened in (2.12). Hence, for
the iteration (7.14) to converge, that is, jE[ ~w(k+1)]j < jE[ ~w(k)]j as k !1, for stability
in the mean
jmax(BG)j < 1 i = 1; : : : ; N (7.15)
where B = I DCXaXa , and max is the largest eigenvalue.
7.3.1 Performance dependence on the degree of noncircularity
The strictly linear D-CLMS can be summarised as [94]
yi(k) = x
T
i (k)hi(k)
ei(k) = di(k)  yi(k)
hi(k) =
X
l2Ni
c(i; l)hl(k)
hi(k) = hi(k) + iei(k)x

i (k) (7.16)
and the evolution of its weight error vector follows the same generic form as that in (7.14),
with the standard covariance matrix replacing the augmented covariance matrix. Since it
does not account for the pseudocovariance, it cannot explain the noncircularity (rotation
dependent distribution) of input signals, and performs suboptimally for improper data.
Locally, for every node in the network, the analysis in [41,95] shows that the advantage of
the widely linear ACLMS over standard CLMS is more pronounced with higher degrees
of noncircularity. Since the diusion topology facilitates mutual communication between
nodes, and each distributed node performs local adaptive estimation on the same global
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Figure 7.3: Network topology used in the simulations.
task, the performance advantage of D-ACLMS over D-CLMS is also more pronounced when
processing improper signals, whereas for proper signals their performances are identical,
as shown in the simulations.
7.4 Simulations
The proposed D-ACLMS was compared with the standard D-CLMS in a one step ahead
prediction setting of both proper and improper signals. There are several methods to
select the combination coecients c(i; l) and to maintain the stability of the cooperative
networks. One such combiner the Metropolis rule, given by
c(i; l) =
8>>>><>>>>:
1=max(ni; nl); if l 6= i are connected
0; if l 6= i are not connected
1 Pl2Ni=i c(i; l); for l = i
(7.17)
where ni and nl are respectively the numbers of nodes in the neighbourhood of nodes i
and l. Other possible rules are the Laplacian and the nearest neighbour rules [94, 96]. In
this work, a Metropolis network topology with N = 10 nodes was considered (see Fig.
7.3), with lter length L = 4 and the global step size  = 0.01. Independent doubly white
Gaussian noise was added into each individual adaptive lter to give a 30dB signal-to-
noise ratio (SNR). Learning curves comparing D-CLMS and D-ACLMS were produced by
averaging 100 iterations of independent trials, performed on benchmark complex-valued
7.4 Simulations 123
Table 7.1: Comparison of prediction gains Rp for the various classes of circular and
noncircular signals
Rp [dB] AR(4) Noncircular ARMA Ikeda map Wind (low) Wind (medium) Wind (high)
CLMS 3.2152 3.0479 1.7229 4.9281 7.0285 13.1577
ACLMS 3.2068 3.8652 4.0542 5.1076 7.3248 13.3954
D-CLMS 3.7239 3.5672 2.1570 5.3175 7.6759 14.0499
D-ACLMS 3.7422 4.4098 4.8389 5.6024 8.1051 14.3064
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Figure 7.4: Comparison of MSEs of all algorithms on noncircular signals (a) Noncir-
cular ARMA and (b) Ikeda map.
stable circular and noncircular signals while single trial simulations were performed on
real-world noncircular wind signals.
The standard prediction gain Rp [dB], given in (4.18), was employed to assess the
performance, where the forward prediction error e(k) which is the averaged error over
all the nodes. Table 7.1 compares averaged prediction gains Rp over 100 independent
trials for the D-CLMS and D-ACLMS trained cooperative networks. Observe that for
the circular AR(4) signal, the performances of the standard algorithms (non-cooperative
CLMS [24] and cooperative D-CLMS) were similar to those of their widely linear coun-
terparts (ACLMS and D-ACLMS), whereas for the noncircular signals, there was an im-
provement in the prediction gain when the widely linear algorithms were employed. In all
the cases, due to the cooperative mode of operation, the diusion algorithms outperformed
their single node counterparts.
Fig. 7.4 shows the evolution of mean-square errors (MSEs) for the noncircular ARMA
process and Ikeda map for all the algorithms considered - observe that the diusion al-
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gorithms achieved both faster convergence and smaller MSEs than their non-cooperative
counterparts, and that the widely linear algorithms outperformed the strictly linear ones.
Note that in this work we assume that each individual adaptive lter receivers the same
source with dierent noise realisation within the cooperative network. However, the po-
tential of cooperative networks has not been fully exploited due to the fact that real world
wind observations was extracted from a single anemometer. In the future, a network of
anemoeters will be established in a wind farm, and wind observations from multiple sen-
sors will be transmitted into corresponding distributed adaptive lters within a cooperative
network to perform adaptive wind prediction.
7.5 Conclusions
We have introduced a diusion ACLMS (D-ACLMS) algorithm for distributed adaptive
estimation of general complex-valued signals (both circular and noncircular) in a cooper-
ative fashion. The advantage of the diusion topology over non-cooperative structures in
terms of convergence speed and smaller MSEs has been illustrated via analysis and simu-
lations on both synthetic and real world noncircular complex signals. This work provides
a stepping stone for a future class of widely linear diusion estimation algorithms over
cooperative networks.
125
Chapter 8
Widely Linear Adaptive Frequency
Estimation of Unbalanced
Three-Phase Power Systems
8.1 Introduction
In power systems, a precise detection of faulty or abnormal situations is necessary so
that they can be eliminated and consequently return to the normal operation condition
in time, and current power system protective measurements mainly monitor the three-
phase voltage and current signals, as well as their frequency. Frequency is one of the main
parameters to be detected in a power system, as during a faulty or undesired situation it
will experience a signicant alteration. In practice, frequency variations are considered as
a consequence of the dynamic unbalance between the generation and the load. When the
voltage frequency is lower than the nominal value, the generation-load system is indicated
to be overloaded, while a frequency higher than the nominal value implies more generation
than load within the system [97].
To this end, fast and accurate frequency estimation has attracted much attention. A
variety of techniques and algorithms have been developed for this purpose, including the
modied zero crossing technique [98,99], phase-locked loop (PLL) [100{102], least-square
error based adaptive lters [97, 103, 104], and recursive state estimation based nonlinear
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observers and extended Kalman lters [105{107], among which, recursive state estimation
based methods have been shown to achieve accurate frequency estimation in critical cases
under unbalanced voltage conditions. However, most of these methods, being based on the
measurement of a single phase of the system, are limited in terms of the characterisation of
system frequency. In a three-phase system, if line-to-line voltages are also considered, no
single-phase signal adequately characterizes system frequency, because six dierent single-
phase voltage signals may exist [108]. Therefore, an optimal solution would be based on a
framework which simultaneously considers all the three-phase voltages; this would enable
a unied estimation of system frequency as a whole, and provide enhanced robustness.
To this end, Clarke's  transformation has been introduced with the aim to construct
a complex-valued signal with the information provided by all the three-phase voltage in
a simultaneous way [109], thus equipping the classical single phase methods with more
robustness in characterising system frequency. Based on this transformation, a number
of solutions have been developed in the complex domain C [110{115]. Among them,
adaptive algorithms based on the minimisation of the mean square error are widely used
owing to their simplicity, computational eciency, and robust performance on frequency
estimation in the presence of noise and harmonic distortions. However, in critical cases
under unbalanced voltage conditions, such as when dierent amplitudes within the three-
phase source voltage or a voltage sag in one or two phases are taking place, standard
phase angle calculation techniques used in linear adaptive lter have proven suboptimal,
resulting in an unavoidable oscillatory estimation error. This problem has been discussed
in [116], where the complex-valued signal obtained from an unbalanced three-phase voltage
source was represented as an orthogonal sum of the positive and negative sequences. Since
the standard complex linear adaptive lter can only account for the positive sequences,
the negative sequences introduce inevitable estimation error oscillating at twice the system
frequency; recent attempts to estimate frequency under unbalanced conditions using the
information extracted by all the three-phase voltage can be found in [117{119].
In this chapter, the issue of frequency estimation using adaptive lters under unbal-
anced conditions is addressed based on the widely linear modelling of the complex-valued
signal, derived from three-phase voltages by the  transformation. Using recent advances
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in augmented complex-valued second order statistics, we illustrate that under unbalanced
conditions, the complex-valued signal is second order noncircular (improper), for which
the probability density function is not rotation invariant. For the modelling of noncir-
cular signals, the standard linear estimation, which is based on the covariance matrix
of a complex-valued random vector x, that is Cxx = E[xx
H ], is not adequate and the
pseudocovariance matrix Pxx = E[xx
T ] should also be taken into account to describe the
complete second order behaviour [36], [38]. In practice, this is achieved by virtue of widely
linear modelling [36, 41], where both x and its complex conjugate x are combined into
the augmented input xa = [x
T ;xH ]T . Therefore, to deal with online frequency estimation
of noncircular signals, we here propose to use a widely linear modelling based adaptive
ltering method.
This chapter is organised as follows. In Section 8.2, the noncircular nature of the
complex-valued signal generated from the  transformation of unbalanced three-phase
voltages is illustrated, and a robust frequency calculation method is derived based on
widely linear modelling. In Section 8.3, the mathematical modelling of typical unbalanced
power system conditions and voltage sags has been discussed. In Section 8.4, to illustrate
the suitability of proposed method, the augmented CLMS (ACLMS) algorithm [47] is used
and its superiority over the standard CLMS algorithm [112] is illustrated through analysis
and via simulations on various unbalanced conditions, and also in presence of dierent
levels of noise and higher order harmonics. Finally, Section 8.5 concludes this chapter.
8.2 Frequency Estimation Based on Widely Linear Adap-
tive Filtering
The voltages in power system in a noise-free environment can be represented in a discrete
time form as
va(k) = Va(k)cos(!k4T+ )
vb(k) = Vb(k)cos(!k4T+   2
3
)
vc(k) = Vc(k)cos(!k4T+ + 2
3
) (8.1)
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where Va(k); Vb(k); Vc(k) are the peak values of each fundamental voltage component at
time instant k, 4T the sampling interval,  the phase of the fundamental component, and
! = 2f the angular frequency of the voltage signal, with f being the system frequency.
The time-dependent three-phase voltage is conveniently transformed by the orthogonal
0 transformation matrix [109] into a zero-sequence v0 and direct and quadrature-axis
components, v and v , as Clarke's transform266664
v0(k)
v(k)
v(k)
377775=
r
2
3
266664
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2
2
p
2
2
p
2
2
1  12  12
0
p
3
2  
p
3
2
377775
266664
va(k)
vb(k)
vc(k)
377775 (8.2)
The factor
p
2=3 is used to ensure that the system power is invariant under this
transformation. When Va(k); Vb(k); Vc(k) are identical and time invariant, v0(k) = 0,
v(k) = A(k)cos(!kT + ) and v(k) = A(k)cos(!kT +  +

2 ), with a constant
amplitude A(k) = A, where v(k) and v(k) are the orthogonal coordinates of a point
whose position is time variant at a rate proportional to the system frequency. In practice,
normally only the v and v parts are used in the modelling [110], (known as the 
transformation), whereas the zero sequence component v0 is not necessary for analysis.
The complex voltage signal v(k) of the system, is therefore given by
v(k) = v(k) + |v(k) + n(k)
= v^(k) + n(k) (8.3)
where v^(k) is the desired voltage signal, n(k) is the measurement noise and v(k) is the
noisy voltage observation. The desired voltage can be estimated iteratively as
v^(k + 1) = Ae|(!(k+1)T+) = Ae|!Te|(!kT+) = v^(k)e|!T (8.4)
where the instantaneous system frequency f is represented by the phasor e|!T
(f = !2 ). Observe that in normal operating conditions (identical and time invariant
Va(k); Vb(k); Vc(k)), samples of v^(k) are located on a circle in the complex plane with a
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Figure 8.1: Geometric view of circularity and noncircularity via a \real-imaginary"
scatter plot in the complex plane. The circle denoted by `+' represents a circular
complex-valued signal v^(k) obtained from a balanced situation where Va(k); Vb(k); Vc(k)
are identical at 1-p.u. (per-unit) and time invariant. The ellipse denoted by `'
represents a noncircular complex-valued v^(k) obtained in an unbalanced condition
with Va(k) = 1-p.u, Vb(k) = 0.7-p.u. and Vb(k) = 0.5-p.u..
constant radius A, depicted by `+' in Fig. 8.1. For a constant sampling frequency, the
probability density function of v(k) is rotation invariant, since v^ and v^ej have the same
distribution for any real . This, in turn, means that v^(k) is second order circular [28], and
in this case the frequency estimation can be performed adequately by a standard linear
adaptive lter, based on the strictly linear model in (2.3).
The complex least mean square (CLMS) algorithm [24], which is widely used in signal
processing applications, has also been used for frequency estimation of three-phase voltages
[112] and can be summarised as
~v(k + 1) = v(k)w(k)
e(k) = v(k + 1)  ~v(k + 1)
w(k + 1) = w(k) + e(k)v(k) (8.5)
where w(k) is the weight coecient at time instant k, ~v(k+1) is the estimate of v(k+1),
e(k) the estimation error, and  the step-size. Comparing (8.4) and the linear estimation
model in (8.5), the system frequency can be estimated from
f^(k) =
1
2T
sin 1
 =(w(k)) (8.6)
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However, when the three-phase power system deviates from its normal condition, such
as when the three channel voltages exhibit dierent levels of dips or transients, voltages
Va(k); Vb(k); Vc(k) are not identical and can be time variant, and samples of v^(k) are not
allocated on a circle with a constant radius, as illustrated by the ellipse denoted by `' in
Fig. 8.1, causing the iterative model of v^(k) stated in (8.4) to break down. In this case,
the distribution of v(k) is rotation dependent (noncircular) and the signal is accurately
expressed (see Appendix C for the derivation) only by using the widely linear model in
(2.7), that is
v(k) = Ae|(!kT+) +Be |(!kT+) + n(k)
= v^(k) + n(k) (8.7)
In other words, when Va(k); Vb(k); Vc(k) are not identical, B 6= 0, introducing a rotation
variant probability density function, implying that in unbalanced conditions, v(k) exhibits
a certain degree of noncircularity. Since the widely linear model in (2.7) is the only second
order optimal estimator for improper data, both v(k) and its complex conjugate v(k)
should be considered in the frequency estimation in unbalanced cases, that is
~v(k + 1) = v(k)h(k)| {z }
standard update
+ v(k)g(k)| {z }
conjugate update
(8.8)
where h(k) and g(k) are respectively the lter weight coecients corresponding to the
standard and conjugate updates at time instant k, and the estimation error e(k) and the
cost function J(k) can be dened as
e(k) = v(k + 1)  ~v(k + 1) and J(k) = je(k)j2 = e(k)e(k) (8.9)
The update of both the standard and the conjugate term weight coecient can be obtained
by using the steepest descent gradient as
h(k + 1) = h(k)  rhJ(k) (8.10)
g(k + 1) = g(k)  rgJ(k) (8.11)
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Following the analysis in Chapter 3, the updates of the standard and conjugate weight
coecient h(k) and g(k) can be obtained as
h(k + 1) = h(k) + e(k)v(k) (8.12)
g(k + 1) = g(k) + e(k)v(k) (8.13)
Equations (8.12) and (8.13) describe the so called Augmented CLMS (ACLMS) algo-
rithm [47], which is designed for training widely linear adaptive lters. To introduce the
corresponding ACLMS based frequency estimation method for the three-phase unbalance
system, by substituting (8.7) into (8.8) and neglecting the measurement noise, the estimate
~v(k + 1) can be expressed as
~v(k + 1) = Ah(k)e|(!kT+) +Bh(k)e |(!kT+)
+ Ag(k)e |(!kT+) +Bg(k)e|(!kT+)
=
 
Ah(k) +Bg(k)

e|(!kT+)
+
 
Ag(k) +Bh(k)

e |(!kT+) (8.14)
while from (8.7), the expression for v^(k + 1) can be re-written as
v^(k + 1) = Ae|!Te|(!kT+) +Be |!Te |(!kT+) (8.15)
Therefore, at the steady state, ~v(k + 1)  v^(k + 1), the rst term on the right hand side
(RHS) of (8.15) can be estimated approximately by its counterpart in (8.14), hence, the
term e|!T containing the frequency information can be estimated as
e|!^T =
Ah(k) +Bg(k)
A
(8.16)
Comparing the second term on the RHS of (8.14) and (8.15), the evolution of the term
e |!T can be expressed as
e |!^T =
Ag(k) +Bh(k)
B
(8.17)
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Upon taking the complex conjugate, we obtain
e|!^T =
Ag(k) +Bh(k)
B
(8.18)
(8.16) and (8.18) can be simplied as
e|!^T = h(k) +
B
A
g(k) (8.19)
and
e|!^T = h(k) +
A
B
g(k) (8.20)
As shown in (C.2) in Appendix C, the coecient A is real-valued whereas B is complex-
valued, and thus B

A =
 
B
A

. Since (8.19) should be equal to (8.20), using a(k) =
 
B
A

, we
can nd the form of a(k) by solving the following quadratic equation with complex-valued
coecients
g(k)a2(k) +
 
h(k)  h(k)a(k)  g(k) = 0 (8.21)
The discriminant of this quadratic equation is given by
4 =
q 
h(k)  h(k)2 + 4jg(k)j2
= 2
p
 =2(h(k)) + jg(k)j2 (8.22)
where the operator =() represents the imaginary part of a complex-valued number. Since
a(k) is complex-valued, the discriminant is negative, and the two roots can be found as
a1(k) =
 |= h(k)+ |p=2(h(k))  jg(k)j2
g(k)
a2(k) =
 |= h(k)  |p=2(h(k))  jg(k)j2
g(k)
(8.23)
From (8.19), the phasor e|!^T is estimated either by using h(k) + a1(k)g(k) or h(k) +
a2(k)g(k). Since the system frequency is far smaller than the sampling frequency, the
imaginary part of e|!^T is positive, thus excluding the solution based on a2(k). The
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system frequency f^(k) is therefore estimated in the form
f^(k) =
1
2T
sin 1
 =(h(k) + a1(k)g(k)) (8.24)
The above equation is a generic widely linear extension of the standard linear frequency
estimation method, and can be implemented by any type of widely linear adaptive lter
[35, 120]. In addition, when the system is balanced, g(k) = 0, and the estimator in (8.24)
simplies into the standard linear CLMS based estimation.
8.2.1 The Suboptimality of CLMS for Frequency Estimation of Unbal-
anced Three-Phase Systems
This section gives a theoretical illustration of the suboptimality of strictly linear adaptive
lters for frequency estimation of unbalanced three-phase voltage systems. In any unbal-
anced condition, expression (8.7) stands, and the estimator ~v(k + 1), obtained by using
the CLMS algorithm, can be expressed as (neglecting the measurement noise)
~v(k + 1) =
 
Ae|(!kT+) +Be |(!kT+)

w(k)
In the steady state, ~v(k + 1)  v^(k + 1), resulting in
w(k) =
Ae|(!kT+)ej!T +Be |(!kT+)e j!T
Ae|(!kT+) +Be |(!kT+)
We have
w(k) = e j!T +
ej!T   e j!T
1 + BAe
 2|(!kT+) (8.25)
where BA is a unknown parameter, and w(k) is periodic as w(k) = w(k +
1
2fT). In (8.6),
function sin 1 is a monotonic function, resulting in periodic oscillations in the estimated
frequency f^(k). The cycle frequency due to undermodelling is 2f when using standard
linear adaptive lters for frequency estimation of unbalanced power systems, whereas for
balanced power systems B = 0, and the standard linear estimate in (8.6) is adequate.
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Table 8.1: Four types of sags due to signal phase-to-ground fault in equation form
Type A Type B Type C Type D
Va = V Va = V Va = 1 Va = V
Vb = ( 12   |
p
3
2 )V Vb =   12   |
p
3
2 Vb =  12   |
p
3
2 V Vb =   12V   |
p
3
2
Vc = ( 12 + |
p
3
2 )V Vc =   12 + |
p
3
2 Vc =  12 + |
p
3
2 V Vc =  12V + |
p
3
2
Table 8.2: Three types of sags due to two phase-to-ground faults in equation form
Type E Type F Type G
Va = 1 Va = V Va =
2
3 +
V
3
Vb = (  12   |
p
3
2 )V Vb =   |
p
3
3   V2   |
p
3V
6 Vb =   13   V6   |
p
3V
2
Vc = (  12 + |
p
3
2 )V Vc =
|
p
3
3   V2 + |
p
3V
6 Vc =   13   V6 + |
p
3V
2
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Figure 8.2: Three-phase unbalanced sags due to two-phase-to-ground faults with char-
acteristic complex voltage V = 0.7. (a) Phasor diagram (dotted line denotes normal
operation). (b) Circularity via a \real-imaginary" plot.
8.3 Unbalanced System Conditions and Classication of
Voltage Sags
The severity of voltage sags is dened through its \characteristic complex voltage" V - the
seven typical three-phase voltage sags and the cause of system unbalance are quantied
in Table 8.1 and Table 8.2 according to the number of phase-to-ground faults, with the
corresponding phasor diagrams given in Fig. 8.2(a) and Fig. 8.3(a).
To derive the closed form for sags due to single phase-to-ground fault, we rst consider
type B sag, which experiences a phase to-ground fault at phasor va when the power load
is connected in a star structure. If the load is connected in a delta structure, where the
equipment terminal voltages are the phase-to-phase voltages, the corresponding voltage
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Figure 8.3: Three-phase unbalanced sags due to two phase-to-ground faults with
characteristic complex voltage V = 0.7. (a) Phasor diagram (dotted line denotes
normal operation). (b) Circularity via a \real-imaginary" plot.
Table 8.3: Cauases of three-phase voltage sags and system unbalance
Fault type Star-connected load Delta-connected load
Three-phase Type A Type A
Two-phase-to-ground Type E Type F
Phase-to-phase Type C Type D
Single-phase Type B Type C
sag can be obtained by using the following star-delta transformation:
26664
V
0
a
V
0
b
V
0
c
37775= |p3
26664
0 1  1
 1 0 1
1  1 0
37775
26664
Va
Vb
Vc
37775 (8.26)
where the factor
p
3 is used with to keep the system power invariant, while the 90 rotation
by j aims to keep the axis of symmetry of the sag along the real axis. This way, a three-
phase unbalanced voltage sag experienced by a delta-connected load due to a single-phase
fault can be approximately classied as type C sag, usually considered to be caused by
a phase-to-phase fault. In this case, the voltages in the two faulted phases move toward
each other. After applying (8.26), the equivalent sag experienced in a phase-to-phase
connected load can be classied as type D sag. The closed form of sags due to two phase-
to-ground faults can be derived in the same way as single-phase and phase-to-phase faults.
For example, we rst assume that the non-faulted phasor is va, whereas both phasors vb
and vc are aected by the fault, and this is type E sag as listed in Table 8.2. After
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Figure 8.4: Time series of three-phase voltages for dierent sag types.
applying a star-delta transformation we obtain Type F sag, whereas applying twice star-
delta transformation on type E sag gives type G sag. A full list of the relationship between
fault, load connection and sag type is given in Table 8.3; for more detail see [121]. The
geometric illustration of circularity via \real-imaginary" scatter plots in the complex plane
is given in Fig. 8.2(b) and Fig. 8.3(b). Among these seven types of sags, type A sag is
a symmetrical sag (second order circular with rotation independent distribution) whereas
other types of sags are unsymmetrical and noncircular. Sags most commonly experienced
by a three-phase system may be classied into types A, C, and D [122], however, since
type A sag does not alter the circularity of the power system, the standard linear adaptive
estimator is adequate, and in this work, we mainly focus on the latter two unsymmetrical
voltage sags of type C and type D exhibiting noncircular amplitude distributions.
8.4 Simulations
The adaptive frequency estimator in (8.24) based on the widely linear ACLMS algorithm
was applied to estimate the fundamental frequency variations from sampled values of
voltage signals across several typical power system operating conditions, and was compared
with the standard CLMS algorithm in (8.6). Simulations were performed in the Matlab
programming environment with a sampling rate of 5kHz, and the step-size  of both
algorithms was set to be 0.01 in all simulations.
To quantify the degree of noncircularity in dierent unbalanced conditions the circu-
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Figure 8.5: Frequency estimation using CLMS and ACLMS, for  = 0:01 when the
three-phase power system undergoing three consecutive voltage sags of dierent na-
tures.
0 0.2 0.4 0.6 0.8 1
0.055
0.06
0.065
0.07
(a)
An
gl
e(w
(k)
) (
CL
MS
)
0 0.2 0.4 0.6 0.8 1
40
45
50
55
Time (sec)
(b)
Fr
eq
ue
nc
y 
(H
z) Reference CLMS (using sin−1 and tan−1)
0 0.2 0.4 0.6 0.8 1
0.055
0.06
0.065
0.07
(c)
An
gl
e 
(h(
k)+
a 1
(k)
g(k
)) 
(A
CL
MS
)
0 0.2 0.4 0.6 0.8 1
46
48
50
52
Time (sec)
(d)
Fr
eq
ue
nc
y 
(H
z) Reference
ACLMS (using sin−1 and tan−1)
Figure 8.6: Frequency estimation for the unbalanced three-phase voltage with SNR
= 40dB. (a) The angle of w(k) used in CLMS method, (b) Frequency estimation using
CLMS with asin and atan functions, (c) The angle of h(k) + a1(k)g(k), (d) Frequency
estimation using ACLMS with asin and atan functions.
larity index r was used, given in (2.22). The values of the noncircularity index r lie in the
interval [0, 1], the value of 0 indicating that v(k) is perfectly circular, otherwise indicating
a second order noncircular (improper) v(k).
The performance of frequency estimation of CLMS and ACLMS under both type C
and D sag conditions (with characteristic complex voltage V = 0.7) is shown in Fig. 8.5,
where the waveform of type C and D sags is shown in Fig. 8.4. Initially, the simulated
power system was in its normal operation at 50 Hz with a balanced distortion-free three-
phase voltages with unity magnitude. Both algorithms were initialised at 50.5Hz and
converged to 50Hz in a very similar way. Then at t = 0.05 s, a type C sag occurred,
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Table 8.4: Mean square error (in Hz2) at the steady state of frequency estimation
using CLMS and ACLMS with asin and atan functions. The results were obtained by
averaging 100 independent trails.
SNR (dB) 50 45 40 35 30 25 20
CLMS (sin 1) 11.0174 11.2404 11.3346 11.3995 11.6185 13.3011 25.4697
CLMS (tan 1) 11.0089 11.0233 11.0788 11.0142 10.9041 11.6052 18.0988
ACLMS (sin 1) 0.0031 0.0062 0.0206 0.0835 0.1484 1.2030 2.5809
ACLMS (tan 1) 0.0031 0.0063 0.0255 0.0898 0.2936 1.6012 4.1548
with a 12% voltage drop and 9.5 phase angle oset on phases vb and vc, leading to an
unbalanced three-phase power system with a degree of noncircularity r = 0:3501 (Fig.
8.4(b)). There was an inevitable biased oscillation error in CLMS based estimation due
to the undermodelling of the system, whereas the advantage of the widely linear ACLMS
based estimator in accurately estimating the frequency can be observed after convergence.
At t = 0.25 s, a type D sag took place exhibiting a 30% voltage drop at phase va and
6.6% voltage drop at both phases vb and vc together with a 8
 phase angle oset, whereby
the degree of noncircularity r was 0.3433. Again ACLMS gave an unbiased performance,
whereas the CLMS was not adequate. After t = 0.4s, the unbalanced three-phase voltages
were polluted with higher order harmonics; a 10% of the third harmonic and 5% of the fth
harmonic of the fundamental frequency were added into the unbalanced three-phase power
system suering from the same type D sag to give r = 0:3910. The estimated frequency
was subject to an oscillatory steady state error; from t = 0.4s, the ACLMS achieved better
performance with a smaller oscillation error at the steady state as compared with CLMS.
In the literature, both the inverse trigonometric functions sin 1 and tan 1 have been
used to extract the instantaneous frequency information from the weight of the adaptive
lter [110,112]. When the system is noise free, the performances obtained by both functions
are identical, however, when the noise is considered, it is expected that the two functions
render dierent estimation results. Fig. 8.6(a) and (c) illustrate the angle estimated
using in (8.6) and (8.24) for the unbalanced three phase system considered with SNR =
40dB, whereas Fig. 8.6(b) and (d) show the estimated frequency by CLMS and ACLMS
using sin 1 and tan 1 functions respectively. In this high SNR region, the performances
obtained by sin 1 and tan 1 functions show no much dierence between them. However,
from the results in Table 8.4, it is clear that for the unbiased ACLMS estimation method,
the sin 1 function gives a better performance, which may result from the imaginary part is
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Figure 8.7: Comparison of the proposed ACLMS and CLMS at dierent SNR, ob-
tained by averaging 1000 independent trials. (a) bias error. (b) variance.
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Figure 8.8: Frequency estimation for phase voltages contaminated with harmonics.
The mean percentage error of CLMS and ACLMS algorithms over a range of ampli-
tudes of both third harmonic and fth harmonic at the steady-state.
only considered in sin 1 function, hence less contaminated by the noise as compared with
the method using tan 1 function. However, the reason why tan 1 function gives a better
performance in biased CLMS algorithm is still unclear, since the aim of this chapter is to
proposed widely linear model based unbiased frequency estimation method for unbalanced
power systems, the sin 1 function is still used for the following simulations.
To illustrate the statistical advantage of the ACLMS over CLMS based estimator,
we next performed bias and variance analysis of both algorithms in a noisy environment
when Type D sag happened. According to (8.7), and following the approach in [123],
the Cramer-Rao Lower Bound (CRLB) which characterises the variance of a frequency
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Figure 8.9: Frequency estimation using CLMS and ACLMS, for  = 0:01, when system
frequency undergoing the decay and rise at a rate of 5 Hz/sec.
estimator on a single tone exponential contaminated by zero-mean complex-valued doubly
white Gaussian noise1, is derived in (D.16) in Appendix D under the assumption that
the only unknown parameter is the system frequency f . The CRLB for all unknown
parameters is further derived in (D.29) in Appendix D.
Fig. 8.7(a) and (b) illustrate the statistical bias and variance performance of CLMS
and ACLMS on frequency estimation of the unbalanced system against dierent level
of noise. The result was obtained by averaging 1000 independent trails. The unbiased
property of ACLMS estimator can be observed in the high SNR region, whereas due to the
submodelling, CLMS always performed a biased estimation. In Fig. 8.7(b), the ACLMS
achieved a very small error variance approaching the CRLB (D.16) and (D.29) within 4
dB and 2dB respectively when SNR was between 30 to 50 dB. It is also interesting to note
that the error variance of CLMS was nearly unaected by the noise. This is due to the
fact that compared with noise, the unavoidable estimation oscillation error experienced
by CLMS (which can be observed from Fig. 8.5) constituted the major part of estimation
variance.
The next set of simulations shows that when the input signal is contaminated with
harmonics, the estimated frequency is subject to an oscillatory steady-state error. This
advantage of ACLMS over CLMS was pronounced when the magnitudes of the third and
fth harmonics varied over a range of (0.0 - 0.5) p.u., as shown in Fig. 8.8.
In the following simulation, the performances of the proposed widely linear ACLMS
1For white Gaussian noise, n = nr+|ni, 
2
nr = 
2
ni =
1
2
2n, and double whiteness implies the uncorrelated
real and imaginary channels.
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Figure 8.10: Frequency estimation for real-world unbalanced three-phase voltage.
and the strictly linear CLMS were compared for the case of frequency variation. In Fig.
8.9, the 50-Hz fundamental frequency of the unbalanced signal arose and decayed at a rate
of 5 Hz/s; the estimated frequency obtained by the ACLMS algorithm followed the actual
system frequency very closely with a delay of 0.05 s.
In the last set of simulations we considered a real-world problem, where unbalanced
three phase voltages were recorded at a 110/20/10kV transformer station. The REL
531 numerical line distance protection terminal, produced by ABB Ltd, was installed in
the station and was used to monitor changes in the three `phase-ground' voltages. The
device was set to record whenever the phase voltage value dropped below 90% of its
norminal value for longer than 20 ms. The measured three `phase-ground' voltages with
system frequency 50 Hz were sampled at 1 kHz, and were normalised with respect to their
normal peak voltage value2. Two case studies are provided. In the rst case, as shown
in Fig. 8.10(a), at around t = 0.05 sec, a problem in phase vb occurred (shortcut with
earth), causing a 30% voltage drop, while the voltages in phase va and vc simultaneously
experienced respectively 60% and 37% voltage swells, to give a degree of noncircularity of
r = 0:1074. In the second case study, as shown in Fig. 8.10(c), at around t = 0.07 sec,
both phases va and vc experienced shortcuts with earth, resulting in 20% and 11% voltage
drops respectively and 41% voltage swell in phase vb, to give a degree of noncircularity
of r = 0:0705. The frequency tracking capabilities of the proposed ACLMS and standard
CLMS methods are shown in Fig. 8.10(b) and (d). Both methods provided accurate
2The author would like to thank Z. Blazic of Elektroprenos, BiH, for providing real-world data, fruitful
discussions, and expert advice.
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responses under normal operating conditions, however, as expected, the CLMS failed
to deal with unbalanced situations, whereas the uctuations of the estimated frequency
produced by ACLMS were much lower than those of the CLMS method.
8.5 Conclusions
We have shown that the complex-valued signal, obtained from the  transformation of
unbalanced three-phase voltages, is second order noncircular (improper), which renders
strictly linear adaptive ltering based frequency estimation methods suboptimal. To deal
with frequency estimation based on noncircular signals, a widely linear adaptive lter
and a corresponding robust frequency estimation method have been introduced, achieving
enhanced performance under various unbalanced conditions. The proposed method has
also been shown to be less sensitive to higher order harmonics and noises as compared with
standard linear adaptive lters. Simulations over a range of unbalanced system conditions
support the approach.
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Chapter 9
Conclusions and Future Work
9.1 Conclusions
In this thesis, a class of adaptive ltering algorithms suitable for the processing of the
generality of complex-valued signals (both second order circular and noncircular) have
been derived, and their performances have been analysed and tested in both synthetic
cases and in real-world applications. This has been achieved based on a novel mathematical
representation of general complex-valued signals, the so called widely linear modelling. A
unied framework using the CR calculus has been introduced for the derivation of the
proposed algorithms. The simplicity of the CR calculus has also been highlighted, due
to the fact that CR calculus allows for the consideration of non-analytic functions in C,
such as the real-valued cost functions which are frequently encountered in complex domain
signal processing.
This work has addressed both linear and nonlinear complex-valued adaptive algo-
rithms and their usefulness has been shown through the analysis and simulations on
benchmark complex-valued signals, as well as on real-world signals including complex
wind vectors and voltage signals of three-phase power systems, which are made complex
by convenience of representation.
The contributions in this thesis is summarised as following:
1. A class of augmented complex-valued linear and nonlinear adaptive algorithms have
been derived based on the widely linear model, including regularised normalised
ACLMS (RNACLMS) and augmented ane projection algorithm (APA) for linear
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FIR lters, augmented echo state networks (AESNs) for reservoir computing, and
diusion ACLMS (D-ACLMS) algorithm for distributed adaptive ltering over co-
operative networks. Unlike the standard complex algorithms based on the strictly
linear model, the full second-order statistical model of the signal is used. It has been
shown that the strictly linear algorithms can be regarded as a special case of their
widely linear counterparts, which is only optimal for seconder order circular (proper)
signals with rotation invariant distributions.
2. This thesis has addressed the theoretical mean square steady state performance anal-
ysis of widely linear adaptive algorithms on one step ahead prediction of complex-
valued signals. Although the advantage of widely linear adaptive algorithms over
their strictly linear counterparts have been illustrated by both theory and simula-
tions in the literature, a quantitative analysis was still missing. To this end, a unied
approach to analyse the steady-state performance of adaptive lters, called energy
conservation principe, has been applied in the context of widely linear modelling to
quantify the steady state performance of strictly linear and widely linear adaptive
algorithms on complex-valued second order noncircular (improper) signals.
3. An unbiased frequency estimator for unbalanced three-phase power systems has been
proposed based on widely linear modelling. It has been illustrated that when un-
balanced conditions are encountered by three phase channels, the complex-valued
voltage, obtained by the Clarke's  transformation, is second order noncircular
(improper), resulting in the suboptimality of traditional strictly linear modelled fre-
quency estimators with unavoidable oscillatory estimation errors, while the proposed
method is well matched to unbalanced system conditions and provides unbiased
frequency estimation. It has also been shown to be less sensitive to higher order
harmonics and noises as compared with strictly linear estimator.
9.2 Future work
The nal consideration in this work is into future directions of research and open problems.
The issues need to be addressed, including
1. Whilst mean square steady state analysis has been introduced for widely linear adap-
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tive lters, a rigorous transient analysis to quantify their convergence is still an open
issue. Recent research in [124] has shown that due to the double lter length required
by the widely linear algorithms as compared with strictly linear counterparts, in the
initialisation stage, the widely linear algorithms converge more slowly. A generalised
energy conservation principle has been proposed in [10], which provides both quanti-
tative transient and steady state analysis. However, this algorithm is derived under
the implicit circularity assumption and will be derived in the context of widely linear
modelling.
2. Although the widely linear modelling based frequency estimator has been introduced
to deal with the frequency estimation on unbalanced three-phase voltage, the LMS
type adaptive estimator suers from slow convergence in real world applications and
still renders large oscillatory estimation errors when the voltage is contaminated
with higher order harmonics due to the simplicity of its implementation. To this
end, computationally intelligent methods, such as the class of Kalman lters, and
reservoir computing will be involved to design widely linear frequency estimator with
more robustness and faster response.
3. Both the widely linear and strictly linear frequency estimators discussed in this thesis
are using complex-valued adaptive lters to model the evolution of the complex-
valued voltage v^(k). Due to the fact that both the real and imaginary parts of
v^(k) contain the system frequency information, a potential solution with reduced
complexity can be achieved by using a real-valued adaptive lter to deal with either
part. In the future, performance comparison between this potential solution and
proposed widely linear frequency estimator will be conducted.
4. In real world power generation-load networks, the centralised implementation of pa-
rameter monitors, although possibly optimal, is not robust to complex large-scale
dynamical systems with their measurements distributed on a large geographical re-
gion. The large-scale power generation-load systems require extensive computations
to implement the centralized procedure, and the span of the geographical region,
over which the large-scale system is deployed or the physical phenomenon is ob-
served, leads to a large communication burden, and subsequently introduces latency
to the estimation mechanism. Therefore, to eliminate the diculties encountered by
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a centralised implementation, distributed estimation using cooperative networks is
highly demanded. However, the potential of cooperative networks has not been fully
exploited in this work, e.g. the individual node receives the same wind observations
from a single anemometer without any geographic information. In the future, a
network of anemometers will be established in a wind farm on a hilly terrain, and
wind observations from multiple anenometers will be transmitted into corresponding
distributed adaptive lters within a cooperative network to perform adaptive wind
prediction. This concept of cooperative networks can also be introduced into large-
scale transformer networks to estimation the fundamental frequency via interactions
between distributed adaptive lters.
5. To meet the need of simultaneous processing of multichannel or multivariate data, ex-
tensions of signal processing techniques into hypercomplex domain, especially quater-
nion domain H, has become an active research area and found wide applications in
computer graphics [125], for the modelling of three-dimensional rotations, in biomed-
ical applications [126], for artifacts extraction from multichannel EEG signals. In
the area of adaptive ltering, the quaternion LMS (QLMS) has been introduced for
four dimensional modelling and short-term forecasting of wind prole [127], where
wind prole in the north-south, east-west, vertical direction, and air temperature
information are simultaneously considered, and hence outperforms its counterparts
in R4, where each dimension is processed separately without the consideration of
cross-channel information. Subsequently, second order statistical analysis on im-
properness (noncircularity) has been addressed in H [128], and has led to led to a
class of widely linear adaptive algorithms [129, 130], allowing the incorporation of
the full second-order information. Therefore, it is natural to consider the extensions
of the contributions of this work into H, including the application of energy conser-
vation principle into quaternion domain to facilitate statistical mean square analysis
on both strictly linear and widely linear quaternion-valued adaptive lters, and the
design of frequency estimator based on three dimensional modelling of the three-
phase voltage by virtue of quaternion algebra. As illustrated in (8.2), the current
frequency estimation methods established in C is based on the Clarke's transforma-
tion of three channel voltages, where a complex-valued voltage v(k) is constructed as
v(k) = v(k)+|v(k), and v0 is excluded from analysis due to the limited dimensions
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in the complex domain C and its zero-valued nature in balanced condition. However,
under any unbalanced conditions, v0 contains the system frequency information and
cannot be neglected. It is therefore possible to construct a trivariate voltage signal
using v0, v and v , and develop widely linear quaternion-valued adaptive frequency
estimators for unbalanced three-phase power systems.
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Appendix A
CR calculus
Consider a complex-valued function in C, f(x) = u(xr;xi)+|v(xr;xi), where x = xr+|xi.
The classical complex dierentiablity is dened as the limit
f 0(x0) = lim4x!0
f(x0 +4x)  f(x0)
4x (A.1)
which is independent of the direction in which 4x approaches 0 in the complex plane.
This however requires the Cauchy-Riemann equations [131]
@u
@xr
=
@v
@xi
and
@u
@xi
=   @v
@xr
(A.2)
be satised. These conditions are necessary for f(x) to be dierentiable. A function that
is complex-dierentiable on its entire domain is called holomorphic or analytic.
In statistical signal processing in the complex domain C, real-valued cost functions,
such as a likelihood function or a quadratic form, are frequently encountered. However, tt
is obvious that the Cauchy-Riemann conditions do not hold in such cases, since real-valued
functions have v(xr;xi) = 0, and hence are not analytic. Indeed, the Cauchy-Riemann
equations impose strict constraints on u(xr;xi), v(xr;xi) and thus f(x).
A convenient framework on the calculation of the derivatives of function of complex
variables (even when the Cauchy-Riemann equations do not hold), is the so called CR
calculus [132], which is also known as Wirtinger calculus1 [133], and Brandwood's result
[134]. It allows for the calculation of the gradients of any function of both x and x,
including the standard cost function J(x) : CN 7! R. Expanding the complex vectors
x and x in terms of their real and imaginary components, xr and xi, gives J(xr;xi):
RN RN 7! R. The CR derivatives of such functions are taken with respect to x and x,
1Wirtinger's result has been used largely within the German speaking engineering community.
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while keeping the other variable constant, resulting in
R  derivative : @J
@x

x=const
=
1
2

@J
@xr
  | @J
@xi

R   derivative : @J
@x

x=const
=
1
2

@J
@xr
+ |
@J
@xi

(A.3)
The rst extension (also called the R-derivative) is equivalent to the standard Cauchy-
Riemann derivative for holomorphic complex functions, whereas the second expression
(also called the R-derivative) is used for the calculation of gradients of functions which
depend on both x and x, as is the case with real-valued cost functions. For instance,
consider a C-dierentiable function, i.e. f(x) = x, the R-derivative in (A.3) which is
equivalent to the standard Cauchy-Riemann derivative, is f0(x) = 1, and the R-derivative
vanishes, whereas for a non-analytic function, i.e. f(x) = kxk2=xTx, the R-derivative
gives x, and the R-derivative gives x. For more detail, see [41,132].
In stochastic gradient based ltering in the complex domain, the cost function is
dependent on both the weight vectors w and w. It can be shown that the maximum
change in the cost function on the error surface occurs in the direction of the R-derivative
[24],
rwJ = @J
@w
(A.4)
which will be used in the derivation of the learning algorithms in this work.
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Appendix B
Derivation of RNCLMS Algorithm
The conventional NCLMS algorithm is summarised as [2]
y(k) = xT (k)w(k)
e(k) = d(k)  y(k)
w(k + 1) =w(k) +
e(k)x(k)
kx(k)k2 +  (B.1)
where w(k) is L  1 weight vector, and RNCLMS algorithm can be achieved by making
(k) gradient adaptive as
(k) = (k   1)  r(k 1)E(k) (B.2)
where r(k 1)E(k) = <[e(k) @e(k)@(k 1) ]. Note that
@e(k)
@(k   1) =  
h
xT (k)
@w(k)
@(k   1)
i
(B.3)
and
@w(k)
@(k   1) =  
e(k   1)x(k   1)kx(k   1)k2 + (k   1)2 (B.4)
Then we can obtain
r(k 1)E(k) =
<[e(k)e(k   1)xT (k)x(k   1)]kx(k   1)k2 + (k   1)2 (B.5)
and
(k) = (k   1)  <[e
(k)e(k   1)xT (k)x(k   1)]kx(k)k2 + (k   1)2
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Appendix C
Derivation of (8.20)
From the standard three-phase system in (8.1) and (8.2), the components v(k) and v(k)
of the complex voltage v(k) = v(k) + |v(k), obtained using the  transformation, can
be derived as
v(k) =
r
2
3
 
va(k)  vb(k)
2
  vc(k)
2

=
r
2
3
 
Va(k)cos(!k4T+ )  Vb(k)
2
cos(!k4T+   2
3
) Vc(k)
2
cos(!k4T+ + 2
3
)

=
r
2
3
 
Va(k)cos(!k4T+ )  Vb(k)
2
 
cos(!k4T+ )cos2
3
+ sin(!k4T+ )sin2
3

  Vc(k)
2
 
cos(!k4T+ )cos2
3
  sin(!k4T+ )sin2
3

=
 p6Va(k)
3
+
p
6(Vb(k) + Vc(k))
12

cos(!k4T+ ) 
p
2
 
Vb(k)  Vc(k)

4
sin(!k4T+ )
v(k) =
r
2
3
 p3vb(k)
2
 
p
3vc(k)
2

=
p
2
2
 
vb(k)  vc(k)

=
p
2
2
 
Vb(k)
 
cos(!k4T+)cos2
3
+sin(!k4T+)sin2
3

 Vc(k)
 
cos(!k4T+)cos2
3
 sin(!k4T+)sin2
3

=  
p
2
 
Vb(k)  Vc(k)

4
cos(!k4T+ ) +
p
6
 
Vb(k) + Vc(k)

4
sin(!k4T+ )
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Keeping in mind that
cos(!k4T+ ) = e
|(!k4T+) + e |(!k4T+)
2
sin(!k4T+ ) = e
|(!k4T+)   e |(!k4T+)
2|
(C.1)
we have
v^(k) = v(k) + |v(k)
=
 p6Va(k)
3
+
p
6
 
Vb(k) + Vc(k)

12
e|(!k4T+) + e |(!k4T+)
2
 
p
2
 
Vb(k)  Vc(k)

4
e|(!k4T+)   e |(!k4T+)
2|
  |
p
2
 
Vb(k)  Vc(k)

4
e|(!k4T+) + e |(!k4T+)
2
+ |
p
6
 
Vb(k) + Vc(k)

4
e|(!k4T+)   e |(!k4T+)
2|
=
p
6(Va(k) + Vb(k) + Vc(k))
6| {z }
A
e|(!k4T+)
+
p
6(2Va(k)  Vb(k)  Vc(k))
12
 
p
2(Vb(k)  Vc(k))
4
|)| {z }
B
e |(!k4T+) (C.2)
Then the complex-valued v^(k) in (C.2) can be written in the form of a standard part
(left hand term) and a conjugate part (right hand term). Augmented complex statistics
[28,41] shows that v^(k) is second order circular with rotation invariant probability density
function in the complex plane if and only if B vanishes, which can only be achieved when
Va(k); Vb(k); Vc(k) are identical at each time instant, and (C.2) simplies into (8.4). In
unbalanced conditions, A is real-valued, but B 6= 0, and can be complex-valued, which
results in a rotation-variant distribution of v^(k) in the complex plane, and a second order
noncircular v^(k).
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Appendix D
Cramer-Rao Lower Bound for
Unbiased Frequency Estimator on
Unbalanced Three-Phase Power
Systems
A lower bound on the variance of unbiased estimators is useful in practice. Firstly, it al-
lows for the minimum variance estimation assessment in case the estimator can attain the
bound for all values of the unknown parameter. Secondly, it provides a benchmark against
which the performance of a specic unbiased estimator can be compared. Furthermore, it
provides an insight into the infeasibility of the design of unbiased estimator whose variance
appears less than the bound. Although many such variance bounds exist [135{137], the
Cramer-Rao Lower Bound (CRLB) is the most straightforward and ecient, and allows
us to immediately determine whether an estimator has attained its best theoretical perfor-
mance [138]. In this appendix, the CRLB for unbiased frequency estimator in unbalanced
three-phase power systems is derived.
For a scalar unknwon parameter, consider a joint probability density function (PDF)
that describes a random measurement process, p(x; ), which satises the `regularity'
condition [138]
E[
@ln (p(x; ))
@
] = 0 for all  (D.1)
where E[] is the expectation operator, ln() the natural logarithm operator, x a vector
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of observations, and  the unknown parameter of interest. Then, the variance of any
unbiased estimator on ^ must satisfy [138]
var(^)  1
 E
h
@2ln(p(x;))
@2
i (D.2)
where
E

@2ln (p(x; ))
@2

=
Z
@2ln (p(x; ))
@2
p(x; )dx (D.3)
In the vector case, when a set of parameters  = [1; : : : ; i; :::; L]
T are unknown, the
CRLB for the ith parameter is found as the [i; i] element of the inverse of a matrix as
var(^i)  I 1ii () (D.4)
where I() is the L L Fisher information matrix, dened as
Iij() =  E

@2ln(p(x;))
@i@j

(D.5)
for i = 1; 2; : : : ; L; j = 1; 2; : : : ; L. To evaluate (D.5), the true value of  is used.
The widely linear modelling of the complex-valued voltage v(k) obtained from noisy
unbalanced three-phase power systems can be expressed as
v(k) = Ae|(!kT+) +Be |(!kT+) + n(k) (D.6)
where n(k) is complex-valued doubly white Gaussian noise with zero mean and variance
2n, that is, n = nr + |ni, 
2
nr = 
2
ni =
1
2
2
n, and nr ? ni. Alternatively, (D.6) can be
rewritten in terms of its real and imaginary components vr(k) and vi(k) as
v(k) = Acos(2fkT+ ) +Brcos(2fkT+ ) +Bisin(2fkT+ ) + nr(k)| {z }
vr(k)
+ | (Asin(2fkT+ ) +Bicos(2fkT+ ) Brsin(2fkT+ ) + ni(k))| {z }
vi(k)
(D.7)
where Br and Bi are respectively the real and imaginary parts of complex-valued B. The
joint PDF (assuming doubly white Gaussian noise) when the parameter of interest is the
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system frequency f is given by [123]
p(v ; f) = (
1
2n
)Kexp
"
  1
2n
KX
k=1
 
(vr(k) mr(k))2 + (vi(k) mi(k))2
#
(D.8)
with its likelihood function
ln (p(v ; f)) =  Kln(2n) 
1
2n
KX
k=1
 
(vr(k) mr(k))2 + (vi(k) mi(k))2

(D.9)
where v = [v(1); v(2); : : : ; v(K)] with K the number of observations, and
mr(k) = Acos(2fkT+ ) +Brcos(2fkT+ ) +Bisin(2fkT+ ) (D.10)
mi(k) = Asin(2fkT+ ) Brsin(2fkT+ ) +Bicos(2fkT+ ) (D.11)
Therefore,
@ln (p(v ; f))
@f
=
2
2n
KX
k=1

(vr(k) mr(k)) @mr(k)
@f
+ (vi(k) mi(k)) @mi(k)
@f

(D.12)
and
E

@2ln (p(v ; f))
@f2

=   2
2n
KX
k=1
 
@mr(k)
@f
2
+

@mi(k)
@f
2!
(D.13)
where
@mr(k)
@f
= 2kT
   (A+Br)sin(2fkT+ ) +Bicos(2fkT+ ) (D.14)
@mi(k)
@f
= 2kT
 
(A Br)cos(2fkT+ ) Bisin(2fkT+ )

(D.15)
According to (D.2), the CRLB of frequency estimator on unbalanced three-phase power
systems can be derived as
var(f^)  
2
n
2
PK
k=1

@mr(k)
@f
2
+

@mi(k)
@f
2 (D.16)
When all the parameters within (D.7) are unknown, that is  = [f;A;Br; Bi; ]
T , the
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likelihood function becomes
ln (p(v ;)) =  Kln(2n) 
1
2n
KX
k=1
 
(vr(k) mr(k))2 + (vi(k) mi(k))2

(D.17)
and the elements within the Fisher information matrix can be derived as
Iij() =
2
2n
KX
k=1

@mr
@i
@mr
@j
+
@mi
@i
@mi
@j

(D.18)
where
@mr(k)
@f
= 2kT
   (A+Br)sin(2fkT+ ) +Bicos(2fkT+ ) (D.19)
@mi(k)
@f
= 2kT
 
(A Br)cos(2fkT+ ) Bisin(2fkT+ )

(D.20)
@mr(k)
@A
= cos(2fkT+ ) (D.21)
@mi(k)
@A
= sin(2fkT+ ) (D.22)
@mr(k)
@Br
= cos(2fkT+ ) (D.23)
@mi(k)
@Br
=  sin(2fkT+ ) (D.24)
@mr(k)
@Bi
= sin(2fkT+ ) (D.25)
@mi(k)
@Bi
= cos(2fkT+ ) (D.26)
@mr(k)
@
=  (A+Br)sin(2fkT+ ) +Bicos(2fkT+ ) (D.27)
@mi(k)
@
= (A Br)cos(2fkT+ ) Bisin(2fkT+ ) (D.28)
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hence
I11() =
2
2n
KX
k=1
(2kT)2
 
A2 +B2r +B
2
i   2A(Brcos(4fkT+ 2) +Bisin(4fkT+ 2))

I12() = I21() =
2
2n
KX
k=1
2kT
 
Bicos(4fkT+ 2) Brsin(4fkT+ 2)

I13() = I31() =
2
2n
KX
k=1
2kT
 
Bi  Asin(4fkT+ 2)

I14() = I41() =
2
2n
KX
k=1
2kT
 
Acos(4fkT+ 2) Br

I15() = I51() =
2
2n
KX
k=1
2kT
 
A2 +B2r +B
2
i   2A(Brcos(4fkT+ 2) +Bisin(4fkT+ 2))

I22() =
2K
2n
I23() = I32() =
2
2n
KX
k=1
cos(4fkT+ 2)
I24() = I42() =
2
2n
KX
k=1
sin(4fkT+ 2)
I25() = I52() =
2
2n
KX
k=1
 
Bicos(4fkT+ 2) Brsin(4fkT+ 2)

I33() =
2K
2n
I34() = I43() = 0
I35() = I53() =
2
2n
KX
k=1
  Asin(4fkT+ 2) +Bicos(4fkT+ 2)
I44() =
2K
2n
I45() = I54() =
2
2n
KX
k=1
 
Acos(4fkT+ 2) Br

I55() =
2
2n
KX
k=1
 
A2 +B2r +B
2
i   2A(Brcos(4fkT+ 2) +Bisin(4fkT+ 2))

A more general CRLB for unbiased frequency estimator on unbalanced three-phase power
system can be obtained as
var(f^)  I 111 () (D.29)
