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Improved Hybrid Navigation for Space
Transportation
Guilherme F. Trigo and Stephan Theil
Abstract This paper presents a tightly coupled hybrid navigation system for space
transportation applications. The tightly integrated set-up, selected for its robustness
and design flexibility, is here updated with GPS Pseudoranges and Time-Differenced
GPS Carrier Phases (TDCP) to promote fast-dynamics estimation. The receiver
clock errors affecting both GNSS observables are analysed and modelled. Tropo-
spheric delay-rate is found to cause major disturbance to the TDCP during atmo-
spheric ascent. A robust correction scheme for this effect is devised. Performance is
evaluated using real GPS measurements.
1 Introduction
Navigation on-board most launchers and sounding rockets is purely inertial: mea-
surements from strapdown accelerometers and gyroscopes are integrated from an
initial condition yielding a high-rate navigation solution. While self-contained and
robust, inertial navigation suffers from a fundamental drawback: drift. If uncor-
rected, the inertial propagation errors will boundlessly grow over time. To com-
pensate for this, inertial sensors are made increasingly accurate, raising cost, and
often also volume and mass. Still, inertial drift is unavoidable, posing important
performance and operational constraints on both launchers and sounding rockets.
Trajectory maintenance and injection greatly depend on navigation accuracy. Not
rarely, delivered spacecraft need to perform costly orbital manoeuvres to correct
for deficient injection, potentially reducing operation life-time and causing loss of
commercial/scientific profit. With drift, a strong limitation is also set on launch mis-
sion duration and profile. For instance, return phases in missions of reusable vehi-
cles simply cannot cope with the error inertial propagation yields, requiring other
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measurement sources [19]. In sounding rockets, with lower budget and operational
requirements, when used, inertial sensors are generally of (comparatively) lower
grade. Considerable uncertainties in on-board tracking information are thus typical.
Moreover, the available propagated inertial attitude is often of poor quality, poten-
tially limiting scientific payloads or forcing these to feature their own solutions.
GNSS receivers have long been used to complement inertial systems. In fact, the
two sensors gracefully ease each others’ flaws: the GNSS receiver bounds inertial
drift, while the high-rate inertial measurements bridge the low-rate GNSS outputs
[9]. This combination can be achieved in three main ways: loosely coupled uses
receiver navigation solution to correct the inertial solution; tightly coupled avoids
filter cascading by using GNSS raw measurements; while ultra-tight (deep for some
authors) goes even further by driving the receiver tracking loops with the inertially
aided correlators outputs [9]. In this paper we study the application of a tightly
coupled GPS/Inertial Measurement Unit (IMU) hybrid system to rocket navigation.
In a launch environment, however, GNSS technology has a set of important vul-
nerabilities. As non-self-contained, it can suffer external signal disturbance and dis-
ruption. Jamming and spoofing, for instance, pose real threat to signal quality and
veracity, while ionospheric scintillations can cause temporary signal loss. Addition-
ally, signal tracking is not immune to the high-dynamics, vibration and shocks ex-
perienced in-flight. Although complete mitigation of all these risks is not possible,
improved receiver design/tuning and integrity monitoring can lessen their effects.
Moreover, combination with inertial sensors improves availability and robustness.
Despite the fundamental drawbacks described, which raised considerable opposi-
tion to the use GNSS technology in rocket applications, several examples of GNSS-
based systems for space transportation have been conceived and tested. In the U.S.,
the Space Integrated GPS/INS, known as SIGI, a primary navigation system de-
signed by Honeywell under a NASA contract, has been extensively tested including
on-board of the Space Shuttle [29]. Also in the U.S., GPS metric tracking systems
(GPS-MT), a class of on-board GPS-based tracking and telemetry systems, have
been targeted as key technology after decomissioning of C-band radar facilities.
Under this initiative, United Launch Aliance has developed a system using COTS
components [2], which is routinely flown on Atlas V and Delta IV launchers as main
tracking means. Other GPS-MT systems for small launchers and sounding rockets
are described by Slivinsky et al. [20] and Williams et al. [28]. In Russia, a hybrid
INS/GLONASS/GPS primary navigation system has been tested on-board of the
Fregat upper stage. After numerous flights, a 100-fold improvement was attained
in orbital injection accuracy in GTO/GEO missions with respect to purely inertial
performance [4]. In Europe, DLR has developed and flight-proved the Orion GPS
receiver for rocket applications [15], and more recently the Phoenix-HD receiver
[13]. Due to the lack of redundancy in the tracking of the European small launcher
VEGA, a COTS GPS receiver is currently flown as part of the ALTS (Autonomous
Localization and Telemetry Subsystem). This is planned to be coupled with a COTS
inertial sensor in coming flights [6]. In 2014, as part of the OCAM-G experiment, a
cooperation between ESA and European national space agencies and industry part-
ners, a set of three GNSS receivers (including the Phoenix) flew on-board of the
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Ariane-V launcher [11]. Results of this experiment have been used by Braun et al.
[1] to study an inertially-aided GNSS tracking system. In terms of primary naviga-
tion, an extensive study by Airbus DS with ESA funding, the HiNAV, developed a
prototype GNSS/INS system for European launch and re-entry vehicles, revealing
promising results [18]. Finally, DLR has conceived and successfully flown a tightly
coupled GPS/INS system, the Hybrid Navigation System (HNS), on the SHEFEX2
experimental flight. Envisaged as primary navigation, the HNS uses a COTS IMU,
a Phoenix receiver and a DLR-developed star sensor [25, 22].
Following the HNS development and SHEFEX2 flight, the Pseudorange-only fil-
ter updating was found to yield slow velocity estimation during engine burns [24].
As accuracy is critical during propelled flight phases, both for optimal vehicle steer-
ing and for safety monitoring, a GNSS velocity-based measurement should be in-
cluded. Pseudorange-rate is a common choice, however, Time-Differenced Carrier
Phase (TDCP), which is a measure of delta-range, has shown superior performance
in highly dynamic applications such as missile [27] and agile UAV [30]. The time-
differencing cancels out the phase ambiguity terms, avoiding the need for ambigu-
ity fixing by differential operation or ambiguity resolution [8]. The application of
TDCP observables to the rocket tightly coupled navigation problem is here inves-
tigated. Receiver clock error affecting GNSS measurements can be eliminated by
channel differencing as done by Steffes [23], however, this reduces measurement
availability (as it requires at least two satellites). A reduced order receiver clock
model is here described, which takes into account the correlation between clock
error in Pseudorange (PR) and TDCP measurements. Furthermore, Tropospheric
delay-rate is shown to be a major error source in a rocket ascent scenario. A way of
robustly correcting for this effect within the navigation filter is proposed.
This paper begins with a discussion on GNSS/INS architectures in the light of
rocket navigation. An explanation on the GPS TDCP observable and the models
used for receiver clock error and tropospheric delay precedes a detailed descrip-
tion of the hybrid navigation algorithm. The proposed system performance is then
evaluated using real GNSS data.
2 GNSS/IMU Hybrid Navigation Architectures
There are several ways to combine (or couple) GNSS measurements with inertial
ones, from an IMU or INS. Fig. 1 shows the most common coupling architectures.
Excluding the uncoupled configuration, where INS and GNSS each independently
provide a navigation solution, the simplest set-up is the loosely coupled (Fig. 1a).
This uses the GNSS navigation solution to correct the inertial propagation through
a fusion algorithm (e.g. a Kalman filter) [9]. The tightly coupled architecture (Fig.
1b), instead, uses raw GNSS measurements (e.g. Pseudorange, Pseurange-rate, Car-
rier Phase), allowing the navigation filter to still draw information from sets of fewer
than four tracked satellites. This is very important given the tracking vulnerabilities
of GNSS under rocket dynamics. A less obvious advantage of the tightly coupled
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Fig. 1 IMU/GNSS hybridization architectures.
scheme is the avoidance of a cascade of two filters: the GNSS receiver fix is obtained
through filtering, making it heavily time-correlated with a time-varying statistical
profile, which may easily lead to severe mismodelling, degrading robustness and
performance [9]. In these two configurations the fused estimates can be provided as
aiding to the GNSS receiver to expedite SV (re)acquisition. Finally, in an ultra-tight
coupling (Fig. 1c) the receiver accumulated correlator outputs are fused with the in-
ertial measurements, and fed back to drive the receiver tracking loops. This scheme
achieves the best performance, however, it requires extensive access to the internal
functioning of the receiver or parallel development of both receiver and hybrid sys-
tem. The design complexity of such a system is thus far greater than that of the less
coupled options. The tightly coupled set-up is chosen for this study for allowing
the use of COTS components while still yielding strong levels of performance and
robustness.
A further design option has to do with the open-/closed-loop nature of the es-
timated navigation corrections [9]. In the open-loop configuration the fusion algo-
rithm estimates corrections to be applied to the inertial propagator output (position,
velocity and attitude). These corrections may grow indefinitely as the inertial solu-
tion drifts. Instead, the inertial propagation may be regularly reset using the fused
estimates in a closed-loop set-up. This makes sure that the filter remains close to the
origin, reducing linearization errors and numerical issues due to unbounded state
growth. Moreover, it allows for the inertial sensor online calibration, offering higher
levels of performance and robustness. This option was adopted in this study.
Within the closed-loop set up, the level of modularity between fusion filter and
inertial propagation is another design degree of freedom. If the two are indepen-
dently defined, having the filter estimating error quantities, the set-up is known as
indirect (or error-state) filtering. The direct (or total-state) filtering is achieved by
merging the inertial algorithm and the filter propagation step. The resulting filter
estimates total kinematics quantities, instead of errors or corrections. Although ar-
chitecturally distinct the performances of these two set-ups can be made virtually
equivalent [9]. Differences in behaviour may still arise from the way the corrections
are performed, as observed by Wendel et al. [26]. The direct filtering scheme is, in
general, more computationally intensive [26] and offers less design flexibility. Fur-
thermore, as Steffes [21] shows, the indirect filtering architecture provides a simple
yet powerful way to deal with measurement latency in the real-time implementation.
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3 Time-differenced Integrated Carrier Phases
The integrated carrier phase quantity is obtained within the GPS receiver through the
accumulation of the phase increments from the carrier tracking loop. It is directly
proportional to the range between receiver and emitting satellite, being by far the
GPS raw measurement with the lowest noise level [10]. However, the initial phase
value is unknown, preventing direct usage of this observable. Although this ambigu-
ity term can be estimated using, for instance, ambiguity resolution/fixing methods
in stand-alone or differential operation, allowing the integrated carrier measurement
to be used as a range observable, this is not always possible or convenient.
A way to use these measurements without explicitly computing the ambiguities,
is by forming Time-Differences of the integrated Carrier Phase (TDCP) measure-
ments. Being a constant term, it is effectively cancelled out. The result is propor-
tional to delta-range, i.e. a measure of displacement (or average velocity) rather
than of range. The dual-epoch nature of the delta-range measurements makes their
use in Kalman filtering more complicated than the usual single-epoch measurement.
Nevertheless, several methods have been successfully used in [27, 30]. In Section 4
one of these methods will be adapted to the navigation filter at hand.
For channel i at epoch k the TDCP is formed as
λ∆ϕ˜i,k = λ (ϕ˜i,k− ϕ˜i,k−1) =
(
ρi,k+λNi+ cτi,k
)− (ρi,k−1 +λNi+ cτi,k−1)
= ∆ρi,k+ c∆τi,k (1)
where λ is the carrier wave-length and c the speed of light in vacuum. Note that the
phase ambiguity Ni vanishes. ∆τ gathers the differences of the remaining (timing)
errors as
τi,k = τr,k+ τs,i,k+ τT,k,i+ τI,k,i+ τM,k,i+νk,i (2)
where τr and τs,i are, respectively, the receiver and satellite clock offsets; τT,i and τI,i
are tropospheric and ionospheric delays; τM,i is the delay caused by signal reflection
and multi-path; and νρ,i is measurement noise.
Satellite clock error is (mostly) removed with information from the navigation
message, while multipath delta-error is generally of impulse nature, occurring in
reflective conditions (e.g. on the launch pad). The profile and effect of the receiver
clock error and tropospheric delay are discussed in the following points.
Receiver clock and common-mode error
The common mode error is one that affects all channels equally. This is generally
attributed to the receiver clock which is often modelled as a second order system [5]
as [
τ˙r
τ¨r
]
=
[
0 1
0 0
][
τr
τ˙r
]
+wτr , (3)
where wτr ∼ N (0,Qτr). This system is then discretised, with noise model obtained,
for instance, through an Allan variance fit as described in [3].
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Fig. 2 Clock frequency error Allan std. dev. for a DLR Phoenix-HD receiver.
The receiver used in the present study, a DLR Phoenix-HD unit, uses the same
internal clock model to correct both pseudorange and integrated carrier phase mea-
surements. The TDCP common-mode error can be seen as an average clock fre-
quency error over the differencing interval ∆ t (here 1s), i.e.
∆τr,k = τr,k− τr,k−1 ≈ ∆ t τ˙r,k . (4)
Fig. 2 shows the Allan standard deviation of the clock frequency error of a DLR
Phoenix-HD receiver during a static test. This was obtained from pseudoranges pre-
processed to extract the remaining errors. It is clear that the frequency error is dom-
inated by white noise, leading the clock phase (or bias) to approximately behave as
random walk. The receiver clock model used in the navigation filter can then be
Clock-bias state process: τr,k+1 = τr,k+wτr,k , (5)
TDCP measurement: yk = hk(xk)+1c∆τr,k+ν k , (6)
with wτr,k ∼ N
(
0,σ2τr,k
)
, ∆τr,k ∼ N
(
0,σ2∆τr,k
)
, ν k ∼ N
(
0,Rν ,k
)
, (7)
and E
{
wτr,k∆τr,k+1
}
= στr,kσ∆τr,k+1 = σ
2
τr,k = σ
2
∆τr,k . (8)
In eq. (6), 1 is a column vector of ones. The correlation (8) between clock process
noise and TDCP common-mode error will be taken into account upon derivation of
the navigation filter. Note, that the fact that the clock drift is modelled as white noise
avoids the need for one extra filter state, easing computational requirements.
Tropospheric delay effect
Refraction of GNSS signals in the Troposphere introduces a delay that depends on
signal travel path and atmospheric conditions. For a land-based receiver this delay
is fairly constant, affecting mostly position estimation. In a rocket application, the
most important effect is not in position (though it is still affected) but in veloc-
ity. In fact, the ascending rocket motion through the atmosphere makes the tropo-
spheric delay on each channel change quickly, yielding a hump-like error in range-
rate (or delta-range), i.e. in velocity information. While for pseudorange (PR) and
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Fig. 3 Error in Delta-PR, PR-rate and TDCP (at 1Hz) during rocket ascent, with and without
tropospheric correction (see model in Appendix). Lift-off at t = 0 s.
pseudorange-rate (PR-rate) this effect is mostly buried in measurement noise, for
TDCP the considerably lower (single-channel) noise renders this effect flagrant. Fig.
3b-d show this effect on such observables (from SVs at different elevations) mea-
sured with a DLR Phoenix-HD GPS receiver stimulated by a GSS7700 SPIRENT
GNSS emulator, which runs a NATO STANAG troposphere model [16]. The altitude
profile followed is shown in Fig. 3a.
The tropospheric delay-rate should be corrected or accounted for in filter tun-
ing, otherwise the error in velocity estimation may surpass covariance bounds at
this stage. This can worsen strapdown divergence in case of signal outage, which is
rather likely during this flight leg given the violent dynamic events that may then
occur. Many algorithms exists for tropospheric delay compensation. Most make use
of atmospheric data either measured on-site or looked-up from tables of average re-
gional/global values [12, 17]. However, even with such correction the residual error
in TDCP may still be considerably higher than the measurement noise level (Fig.
3e-g). Therefore, for filter robustness, the measurement error covariance should ac-
count for the presence of such tropospheric residual.
Assume that the true tropospheric delay and delta-delay in channel i can be given
in terms of the modelled quantities as1
τT,i,k = (1+ sT) hτT,i,k(xk) (9)
∆τT,i,k = (1+ sT)∆hτT,i,k(xk) = (1+ sT)
(
hτT,i,k(xk)−hτT,i,k−1(xk)
)
, (10)
where sT ∼ N(0,σ2sT) is a constant unknown scale factor. hτT,i,k(xk) is the tropo-
spheric delay correction model.
1 As it shall be seen, the state vector of the navigation filter described in Section 4 allows ∆τT,k to
be given only in terms of xk, needing not xk−1.
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The covariance of the post-correction residual vectors, δ τT,k and δ ∆ τT,k, is
E
{
δ τT,kδ τTT,k
}
= E
{(
τT,k− τˆT,k
)(
τT,k− τˆT,k
)T}
= σ2sThτT,k(xˆk)hτT,k(xˆk)
T+HτT,kPkH
T
τT,k , (11)
and
E
{
δ ∆τT,kδ ∆τTT,k
}
= E
{(
∆τT,k−∆τˆT,k
)(
∆τT,k−∆τˆT,k
)T}
= σ2sT∆hτT,k(xˆk)∆hτT,k(xˆk)
T+H∆τT,kPkH
T
∆τT,k , (12)
with ∆hτT,k(xˆk) = hτT,k(xˆk)−hτT,k−1(xˆk) , H∆τT,k =HτT,k−HτT,k−1 , (13)
and HτT,k =
∂hτT,k(xk)
∂xk
∣∣∣∣∣
xˆk
, HτT,k−1 =
∂hτT,k−1(xk)
∂xk
∣∣∣∣∣
xˆk
. (14)
Pk is the filter state estimate covariance matrix. The value of σsT is selected through
simulation or flight data analysis, according to the performance of the correction
algorithm in use, to make the filter is robust against the delay residuals. The tropo-
spheric delay correction model used in this study can be found in Appendix.
4 Hybrid Navigation Algorithm Design
A diagram of the hybrid navigation system here developed is shown in Fig. 4. The
system is tightly coupled with closed-loop indirect filtering (see Section 2). The
IMU measurements are propagated at high-rate (400Hz) by the strapdown routine
while the raw GPS outputs (pseudoranges and integrated carrier phases), received
at much lower rate (1Hz), are used to update an error-state Kalman filter (running
at 1Hz). The estimated state corrections, including IMU error terms, are fedback to
the strapdown routine. As explained in the preceding section, a tropospheric delay
model corrects the GPS measurements and is used for the measurement update noise
model, as means of rendering the filter robust against correction residuals.
GPS
IMU
Hybrid Navigation Algorithm
Low-Rate (1Hz)
High-Rate (400Hz)
Measurement
Pre-processing
Troposphere
Model
Kalman
Filter
Strapdown
Algorithm
rsat
∆v˜, ∆θ˜
ρ˜ , ϕ˜ , eph.
rˆ, qˆ τˆT,HτT
y˜,H
rˆ, vˆ, qˆ
corrections
Navigation
Solution
Fig. 4 Navigation algorithm block diagram.
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4.1 Reference Frames and Time Indexing
The WGS84 (World Geodetic System 1984) Earth-Centered Earth-Fixed (ECEF) is
here denoted E; an Inertial reference frame, used to support the definition of absolute
physical quantities, is denoted I; and a Body-fixed frame, with origin in the center
of the IMU, is written B.
The time index of the high-rate tasks is denoted j, whereas that of the low-rate
ones is k. The high-rate index is reset at each low-rate step, tk = t j=0, being tk+1 =
t j=N , with N = 400.
4.2 Strapdown Propagation
The vehicle body attitude with respect to ECEF frame is represented using the
quaternion qEB . This quantity is propagated according to
qE j+1B j+1 =
[(
− 12 I+ 148‖∆θ Bj ‖2I+ 124
[
∆θ Bj−1×
])
∆θ Bj
1− 18‖∆θ Bj ‖2
]
qE jB jq
E j+1
E j , (15)
where the transition quaternion from B j to B j+1 follows the third order algorithm
by McKern [14].
[
∆θ Bj−1×
]
is the skew-symmetric matrix of ∆θ Bj−1.
The rigid-body translational kinematics can be given in inertial frame as
vIj+1 = v
I
j+
∫ t j+1
t j
(
CIBa
B
sf +g
I)dt = vIj+∆vIsf, j+∆vIg, j (16)
rIj+1 = r
I
j+
∫ t j+1
t j
vIdt = rIj+
∆t j
2
(
vIj+v
I
j+1
)
, (17)
where gI and aBsf are gravity and specific-force accelerations, respectively. The in-
tegral in (17) was solved using a trapezoidal method, with ∆t j = t j+1− t j. System
(16-17) is easily transformed to ECEF yielding the propagation laws for vEj and rEj .
The gravity induced Delta-V, ∆vIg, j, can be approximated evaluating the gravity
field model at the midpoint of the integration period as
∆vIg, j ≈ ∆t jCIE
j+ 12
gEj+ 12
= ∆t jCIE
j+ 12
gE
(
rEj+ 12
)
, (18)
where gE(rE) is the ECEF gravity model function. The specific force Delta-V,
∆vIsf, j, is also assumed to be taken at the midpoint of the integration period to ac-
count for the rotation of Body frame during this interval. It is given by
∆vIsf, j ≈ CIE jC
E j
B jC
B j
B
j+ 12
∆vBj , (19)
where ∆vBj is the accelerometer measurement from t j to t j+1.
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4.3 Kalman Filter Equations
The error-state filter equations from [22] are here modified to accommodate the
correlation between measurement and process noise. Recall from Section 3 that,
in the present system, the clock error in the TDCP is perfectly correlated with the
driving noise of the clock-bias state.
The whole-state system and measurement models are written as
xk+1 = φ k+1|k(xk)+wk (20)
yk = hk(xk)+ ε k+ν k , (21)
where wk ∼ N
(
0, Qk+1|k
)
is the process noise, and ε k ∼ N
(
0, Rε,k
)
and ν k ∼
N
(
0, Rν ,k
)
are measurement noises. ε is correlated to w according to
E
{
ε kwTk−1
}
= BTk . (22)
The error-state system and measurement models are given, respectively, by
δ xk+1 = xk+1− xˆk+1 = φ k+1|k(xˆk+δ xk)−φ k+1|k(xˆk)+wk (23)
δ yk = yk− yˆk = hk(xˆk+δ xk)−hk(xˆk)+ ε k+ν k . (24)
The covariance of the a priori error-state follows2
P(k+1)− ≈Φk+1|kPk+ΦTk+1|k+QTk+1|k , (25)
whereΦk+1|k is the Jacobian matrix of the vector function φ k+1|k(xk) evaluated at
the a posteriori whole-state estimate at time step k, xˆk+ .
The filter correction step is given by
δ xˆk+ = δ xˆk− +Kk (δ y−hk (xˆk− +δ xˆk−)+hk (xˆk−)) . (26)
with the Kalman gain Kk given as in [7] as
Kk =
(
Pk−HTk +Bk
)(
HkPk−HTk +HkBk+B
T
k H
T
k +Rε,k+Rν ,k
)−1 (27)
yielding
Pk+ = (I−KkHk)Pk− −KkBTk , (28)
where Hk is the Jacobian matrix of the measurement vector function hk(xk) evalu-
ated at the a priori whole-state estimate, xˆk− .
After a measurement update cycle the whole state is updated with the error-state
vector, being the latter reset,
xˆk+ = xˆk− +δ xˆk+ , δ xˆk+ ← 0 . (29)
2 a priori and a posteriori estimates are denoted, respectively, by the index superscripts − and +.
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4.4 State Vector
As stated in the previous point the navigation system at hand uses two state vectors:
whole state and error state vectors. For each estimated whole state there is a cor-
responding error state. States can also be split into: strapdown (kinematics) states,
IMU states (bias and scale-factor states) and measurement model states, as
xk =
[
xTkin,k x
T
imu,k x
T
meas,k
]T
. (30)
In general the error states are simple additive disturbances of the whole-states as
in (23). The attitude is an exception. The error-state is instead a 3-component angle
as [ 1
2δ θ
B
k
1
]
≈ qEkBk
(
qˆEkBk
)−1
. (31)
The set of kinematics whole-states xkin,k includes vEk , r
E
k and q
Ek
Bk
, being the corre-
sponding error-states δ vEk , δ r
E
k and δ θ
B
k . The remaining state sets, ximu and xmeas,
are introduced in the following sections.
4.5 IMU Error Model
The accelerometer and gyroscope measurements were modelled including the dis-
turbing effects of scale factor and bias errors, as
∆v˜Bsf, j =
(
I+diag
(
sBa, j
))
∆vBsf, j+∆t jb
B
a, j+ν a, j (32)
∆θ˜ Bj =
(
I+diag
(
sBg, j
))
∆θ Bj +∆t j b
B
g, j+ν g, j . (33)
where ∆v˜Bsf, j and ∆θ˜
B
j are the measured increments, while ∆vBsf, j and ∆θ
B
j are the
actual quantities. ν a, j and ν g, j are measurement noise terms. The bias bBa, j and bBg, j,
and scale-factors bBa, j and bBg, j are the filter states in ximu,k. To each of these quanti-
ties corresponds an error-state: δ bBa, j, δ bBg, j, δ sBa, j, and δ sBg, j. These IMU states are
modelled as random walk processes with random initial condition. The values used
correspond to the fibre-optic gyros and servo accelerometers of the tactical grade
IMU of the HNS version flown on-board of SHEFEX2 [22].
4.6 Filter Propagation
The strapdown algorithm presented earlier propagates the kinematics whole-states
at high-rate (time-index j). Linearizing the error-state system
δ x j+1 = φ j+1| j(xˆk+δ x j)−φ j+1| j(xˆ j)+w j ≈Φ j+1| jδ x j+w j , (34)
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yielding
Φ j+1| j =
Φkinkin Φimukin 00 Φimuimu 0
0 0 Φmeasmeas

j+1| j
, (35)
and assuming that the accumulated system noise over one low-rate step (index k)
is lower than the total state uncertainty, the low-rate transition and process noise
covariance matrices can be approximated as
Φk+1|k ≈
N−1
∏
j=0
Φ j+1| j , Qk+1|k ≈
N−1
∑
j=0
Q j+1| j , (36)
where tk = t j=0 and tk+1 = t j=N .
The sub-matrices Φkinkin and Φ
imu
kin can be easily derived from the linearization
of the translational kinematics (16-17), with (18-19), after transforming all to the
ECEF frame; and the error-angle kinematics given in [22] by
δ θ Bj+1 = Cˆ
B j+1
B j δ θ
B
j −δ∆θ Bj +noise . (37)
The mapping from IMU error-states δ ximu to the error in the increments δ∆vB and
δ∆θ B is obtained through the (approximate) inverse of the IMU error model (32-33)
δ∆vBj =−diag
(
∆ v˜Bj
)
δsBa, j−∆t jδ bBa, j−ν a, j (38)
δ∆θ Bj =−diag
(
∆θ˜ Bj
)
δ sBg, j−∆t jδ bBg, j−ν g, j . (39)
The IMU error random walk states mean that Φimuimu = I. As for Φ
meas
meas, it shall
be easily formed upon definition, in the next points, of the filter update models.
4.7 Filter Updates
The filter update models used for Pseudorange and Time-differenced Integrated Car-
rier Phase measurements are as follows.
Pseudorange update
The model for a set of pseudorange measurements be written
yρ,k = hρ,k(xk)+ν ρ,k , (40)
where the measurement (vector) function hρ(xk) is for channel i given by
hρ,i,k(xk) = ρi,k (xk)+ c
(
τr,k+ τT,i,k (xk)
)
+bρ,i,k , (41)
with range
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ρi,k (xk) =
∥∥∥CEkE(ts,i,k)rEi (ts,i,k)− rEk −CEkBk lBa∥∥∥ . (42)
The satellite position rEi is evaluated at the emitting instant ts,i,k and translated to
the ECEF coordinates at time of reception. la is the lever-arm from IMU to GPS
antenna. The pseudorange bias state bρ,i is modelled as a random constant plus ran-
dom walk process (i.e.Φ
bρ,i
bρ,i
= 1). The receiver clock-bias state τr has the dynamics
given by (6). The tropospheric delay τT,i,k(xk) is given by (9).
The error-measurement model is similar to (24) as
δ yρ,k = hρ,k(xˆk+δ xk)−hρ,k(xˆk)+ν ρ,k . (43)
where for the ith channel
hρ,i,k(xˆk+δ xk)−hρ,i,k(xˆk) = δρi,k(δ xk)+ c
(
δτr,k+δτT,i,k (δ xk)
)
+δbρ,i,k , (44)
with
δρi,k(δ xk)≈−eˆEρ,i,kT
(
δ rEk + Cˆ
Ek
Bk
[
lBa×
]
δθ Bk
)
(45)
δτT,i,k (δ xk)≈ sT,ihτT,i,k(xˆk)+hτT,i,kδ xk . (46)
eˆEρ,i,k is the estimated unit range vector from receiver to satellite i, and hτT,i,k, as
derived in Appendix, is the Jacobian row vector of the tropospheric delay model
function hτT,i,k with respect to the error-state vector.
The covariance of the error-measurement (43) is
E
{
δ yρ,kδ yTρ,k
}
≈Hρ,kPkHTρ,k+ c2σ2sThτT,k(xˆk)hτT,k(xˆk)T+Rρ,k , (47)
where
Hρ,k =
[
hTρ,1,k · · · hTρ,i,k · · · hTρ,n,k
]T
, (48)
with non-null partial derivatives
hrρ,i,k = −eˆEρ,i,kT+ chrτT,i , hθρ,i,k = −eˆEρ,i,kTCˆ
Ek
Bk
[
lBa×
]
+ chθτT,i ,
hτrρ,i,k = c , h
bρ,i
ρ,i,k = 1 .
(49)
hrτT,i,k and h
θ
τT,i,k are the components of hτT,i,k corresponding to δ r
E
k and δθ
B
k .
Time-differenced Integrated Carrier Phase update
The TDCP measurement set can be modelled in the form
y∆ρ,k = h∆ρ,k(xk)+1c∆τr,k+ν∆ρ,k , (50)
where ν∆ρ,k ∼N
(
0,R∆ρ,k
)
holds the single-channel noises and ∆τr,k ∼N
(
0,σ2∆τr,k
)
,
the TDCP clock error in (6), is perfectly correlated to the process noise of τr, as (8).
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The state-to-measurement mapping function is for channel i
h∆ρ,i,k(xk) = ρi,k (xk)−ρi,k−1 (xk)+ c∆τT,i,k (xk) , (51)
where ρi,k (xk) is as (42), ∆τT,i,k (xk) follows (10), and
ρi,k−1 (xk) =
∥∥∥CEk−1E(ts,i,k−1)rEi (ts,i,k−1)− rEk−1a,k−1,k∥∥∥ . (52)
rEk−1a,k−1,k is a delayed state of GPS antenna position. This is a constant state, with null
process noise, that is reset after each measurement update cycle as{
rˆEk−1a,k−1
}
k+
←
{
rˆE + CˆEB l
B
a
}
k+
. (53)
Note that rEk−1a,k−1 is treated as a considered state, i.e. it is not updated (K
ra
k = 0). This
renders the computational effort required by the inclusion of this state relatively low.
Upon reset its covariance and cross-covariance (to the remaining states) are set to
{Pxra}k+ ←
{
PxxΦxra,0
T
}
k+ , {Prara}k+ ← Pra,0 , (54)
where Pxx is the covariance matrix of the remaining states, Φrax,0 is sparse with
only
Φrra,0 = I , Φ
θ
ra,0 = Cˆ
Ek
Bk
[
lBa×
]
, (55)
and Pra,0 is a small initial covariance used to avoid numerical problems.
The error-measurement δ y∆ρ,k follows a similar logic to (43), as
δ y∆ρ,k = h∆ρ,k(xˆk+δ xk)−h∆ρ,k(xˆk)+1c∆τr,k+ν∆ρ,k . (56)
being for each channel i
h∆ρ,i,k(xˆk+δ xk)−h∆ρ,i,k(xˆk) = δ∆ρi,k(δ xk)+ cδ∆τT,i,k (δ xk) (57)
and
δ∆ρi,k(δ xk)≈ δρi,k(δ xk)+ eˆEρ,i,k−1Tδ rEk−1a,k−1 , (58)
δ∆τT,i,k (δ xk)≈ sT,i∆hτT,i,k(xˆk)+hτT,i,kδ xk−hrτT,i,k−1δ r
Ek−1
a,k−1 . (59)
where δρi,k(δ xk) is as (45).
The covariance of δ y∆ρ,k is formed accounting for the correlation (8) as
E
{
δ y∆ρ,kδ yT∆ρ,k
}
≈H∆ρ,kPkHT∆ρ,k+ c2σ2sT∆hτT,k(xˆk)∆hτT,k(xˆk)T
+3c2σ2∆τr,k11
T+R∆ρ,k , (60)
where
H∆ρ,k =
[
hT∆ρ,1,k · · ·hT∆ρ,i,k · · ·hT∆ρ,n,k
]T
, (61)
with non-null components
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hr∆ρ,i,k = h
r
ρ,i,k , h
θ
∆ρ,i,k = h
θ
ρ,i,k , h
ra
∆ρ,i,k = eˆ
E
ρ,i,k−1T− chrτT,i,k−1 . (62)
5 Testing Results
The navigation algorithm here presented was Hardware-in-the-Loop (HIL) tested
using real GPS data. A SPIRENT GNSS emulator was used to stimulate a Phoenix-
HD receiver, having its output been filtered offline. Atmospheric disturbances such
as Ionospheric and Tropospheric delays (STANAG tropospheric model [16]) were
included in the emulation. The trajectory used follows a similar profile to that of
the SHEFEX2 mission [24]. Fig. 5 shows the altitude time history of the two-burn
sounding rocket flight. The IMU measurements were simulated using a tactical-
grade unit model with specifications as shown in Table 1.
Tropospheric Delay Correction
Velocity estimation performance during the atmospheric ascent is compared in Fig.
6 for four different set-ups using both TDCP and PR updates:
1) uncorrected measurements and update models neglecting Tropospheric delay;
2) uncorrected measurements but inflated measurement model noise values;
3) corrected measurements neglecting correction residuals; and
4) corrected measurements considering correction residuals derived in Section 3.
To compensate for the uncorrected atmospheric errors in the GPS signal, Steffes
[23] used 1σ covariance of the PR measurements scheduled in altitude as: 50m for
altitudes below 10km (also accounting for multipath on the pad), 10m for altitudes
within 10-200km, and 2m for altitudes above 200km. Configuration 2) employs
these same values and a similar conservative schedule for the TDCP measurements.
The advantage of the configurations using corrected measurements is clear upon
comparison of Fig. 6a and 6b. Note, however, that set-ups without covariance com-
pensation, either against the entire tropospheric delay or the leftover correction
residual, show signs of severe mismodelling, behaving over-optimistically. The pro-
posed compensation method presented in Section 3 successfully maintains the filter
coherence, further reducing the impact of the residual delay on the estimation.
Nominal Performance
In Fig. 7 the estimation error in terms of the kinematic states of the algorithm devel-
oped herein (filter 4 in the previous analysis) is compared to:
◦ an uncorrected PR-only SHEFEX2 HNS-like configuration [23, 22]; and
◦ a PR-only set-up with tropospheric corrections as described in Section 3.
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Fig. 5 Altitude profile of SHEFEX2 mission.
Gyroscope Accelerometer
Sensor range ±1000 deg/s ±5 g
Bandwidth 500 Hz 200 Hz
Axis misalignment 0.5 mrad 0.5 mrad
Angle/vel. random walk 0.03 deg/
√
h 50 µg/
√
Hz
Bias repeatability 1 deg/h 2 mg
Bias instability 0.03 deg/h 50 µg
Scale-factor repeatability 300 ppm 1500 ppm
Table 1 IMU (1σ ) specifications [22].
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Line Stylea Tropo Corrected Covariance Compensation
1) no none
2) no R scheduled vs altitude as in [23]
3) yes none
4) yes as described in Section 3
a Dashed lines show 1σ covariance bound.
Fig. 6 Velocity estimation error with and without Tropospheric delay correction and covariance
compensation.
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Once again, using tropospheric delay correction, even if only employing PR up-
dates, considerably improves estimation during the atmospheric flight leg, especially
in terms of velocity and attitude. However, it is the addition of TDCP measurements
that yields the greatest improvement. As expected, given the delta-range nature of
the TDCP observables and its low noise, velocity error sees the most significant re-
duction (about 10-fold throughout). Attitude estimation also benefits from the more
accurate velocity information, especially during the more dynamic flight phases.
GNSS Outage
Vehicle dynamics can cause loss of lock in the GNSS tracking loops. Events such as
separation, ignition, peak dynamic pressure, sonic transition are especially critical
[11]. Fig. 8 compares the developed filter to the configurations described in the
previous point under a 30-sec outage starting at t =20 s. While all filters visibly drift,
the proposed configuration clearly sees its velocity, position and attitude estimation
diverge the least during the outage. The lower estimation error, granted especially
by the use of TDCP updates, results in a better initial state for the pure inertial
propagation during drop-out, thus yielding superior outage performance.
6 Conclusion
A tightly coupled, Time-differenced Carrier Phase and Pseudorange updated, hy-
brid navigation system has been presented. In the light of rocket launch conditions,
the chosen architecture yields added robustness with respect to a loose coupling,
while being realizable with COTS components, contrarily to the ultra-tight set-up.
The receiver clock error dynamics affecting both TDCP and PR observables has
been analysed for the receiver at hand and approximated by a single-state model,
avoiding the wasteful cross-channel differences while carrying little extra compu-
tational effort. Tropospheric delta-delay has been found to be a major disturbance
of the TDCP measurements. Although conservative measurement model tuning at
lower atmosphere could render the filter coherent under this effect, estimation per-
formance is poor when compared to a feed-forward corrected set-up. The residuals
of this correction, however, still caused severe mismodelling. The proposed correc-
tion scheme with covariance compensation was shown to yield robustness against
such residuals, maintaining filter coherence. The performance of the overall system
has been compared to a SHEFEX2 HNS-like baseline configuration through HIL
simulation, showing significant improvements in nominal and outage conditions.
18 Guilherme F. Trigo and Stephan Theil
0 100 200 300 400 500
10−2
10−1
100
101
Time, s
V
el
oc
ity
er
ro
r,
m
/s
(a) Velocity error
0 100 200 300 400 500
0
10
20
30
Time, s
Po
si
tio
n
er
ro
r,
m
(b) Position error
0 100 200 300 400 500
0
2
4
6
8
10
Time, s
A
tti
tu
de
er
ro
r,
de
g
(c) Attitude error
PR, uncorrected (SHEFEX2 HNS-like)
PR, robust Tropo correction
TDCP+PR, robust Tropo correction
1σ covariance bounds as dashed lines
Fig. 7 Nominal estimation performance of the proposed system compared to two PR-only filters.
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Fig. 8 Estimation performance comparison in case of GNSS outage.
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Appendix
Parkinson et al. [17] suggest the following coarse tropospheric delay model, which
does not require in situ atmospheric measurements nor the use of look-up tables:
hτT,i,k (xk) =
1
c m(Ei,k)∆(ha,k) , (63)
with m(Ei,k) =
1.0121
sinEi,k+0.0121
, ∆(ha,k) = 2.4405 e−0.133×10
−3 ha,k . (64)
The Zenit delay ∆ is a function of the receiver antenna altitude ha,k, and the mapping
function m depends on the satellite apparent elevation Ei,k. c is the speed of light.
The sensitivity vector of this model to the error-state vector can be given as
hτT,i,k =
∂hτT,i,k (xk)
∂δ xk
=− 1c m(Ei,k)∆(ha,k)
[
0.133×10−3
m(Ei,k)
]T ∂ha,k∂δxk
∂ sinEi,k
∂δxk
 , (65)
with ha,k =
∥∥rEa,k∥∥−R⊕ , sinEi,k = (eEa,k)T eEρ,i,k , (66)
where R⊕ is the Earth radius, rEa,k is the receiver antenna position, e
E
a,k is the unit
direction from the ECEF origin to the receiver antenna, and eEρ,i,k, as in (45), is the
unit range vector. The non-null partial derivatives in (65) are then
∂ sinEi,k
∂δrEk
=
eˆEa,k
‖rˆEa,k‖
T[
eˆEρ,i,k×
]2− eˆEρ,i,k
ρˆi,k
T[
eˆEa,k×
]2
,
∂ha,k
∂δrEk
=
(
eˆEa,k
)T
, (67)
∂ sinEi,k
∂δθ Ek
=
∂ sinEi,k
∂δrEk
CˆEkBk
[
lBa×
]
,
∂ha,k
∂δθ Ek
=
∂ha,k
∂δrEk
CˆEkBk
[
lBa×
]
. (68)
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