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Anomalous diffusion, manifest as a nonlinear temporal evolution of the position mean square
displacement, and/or non-Gaussian features of the position statistics, is prevalent in biological
transport processes. Likewise, collective behavior is often observed to emerge spontaneously from
the mutual interactions between constituent motile units in biological systems. Examples where
these phenomena can be observed simultaneously have been identified in recent experiments on bird
flocks, fish schools and bacterial swarms. These results pose an intriguing question, which cannot be
resolved by existing theories of active matter: How is the collective motion of these systems affected
by the anomalous diffusion of the constituent units? Here, we answer this question for a microscopic
model of active Le´vy matter – a collection of active particles that perform superdiffusion akin to a
Le´vy flight and interact by promoting polar alignment of their orientations. We present in details
the derivation of the hydrodynamic equations of motion of the model, obtain from these equations
the criteria for a disordered or ordered state, and apply linear stability analysis on these states at
the onset of collective motion. Our analysis reveals that the disorder-order phase transition in active
Le´vy matter is critical, in contrast to ordinary active fluids where the phase transition is, instead,
first-order. Correspondingly, we estimate the critical exponents of the transition by finite size scaling
analysis and use these numerical estimates to relate our findings to known universality classes. These
results highlight the novel physics exhibited by active matter integrating both anomalous diffusive
single-particle motility and inter-particle interactions.
Active matter refers to systems comprising constitu-
tive units with the ability to harvest energy from the
environment and employ it to generate motion [1–6].
The mutual interactions of the active constituent units in
these systems often cause the spontaneous emergence of
collective behavior manifest as collective motion (flock-
ing) [7–10], turbulence [11–19], and motility-induced
phase separation [20–23]. Examples are widespread in
nature: microorganisms swimming in ambient fluids
[11, 13, 18, 24–26], cell tissues [27–32], the cellular cy-
toskeleton [6, 33, 34], and social groups of animals (from
small-scale ones like ants and locusts to large-scale ones
like birds, fish and even humans) [10, 35–38]. Further-
more, there has been wide interest in artificially engi-
neering active systems. Numerous examples can be men-
tioned, such as collections of chemically self-propelled
Janus particles [39] and swarming robots [40], and motil-
ity assays of self-assembled cytoskeletal components, es-
pecially cross-linked actin filaments or microtubules and
motor proteins [41–43].
Being inherently out of equilibrium due to the contin-
uous energy flux, active matter systems cannot be de-
scribed within the framework of equilibrium statistical
mechanics [44]. Instead, several agent-based microscopic
models and hydrodynamic continuum theories have been
formulated so far to capture the characteristic collective
properties of these systems (e.g., see [4]). These hydro-
dynamic theories are usually derived by coarse-graining
the many-body dynamics resulting from the underlying
interacting active units [45–52], whose motion is typi-
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cally assumed to be simple self-propulsion plus Gaus-
sian fluctuations in their orientations and spatial posi-
tions [2, 4, 5, 53]. Alternatively, hydrodynamic theo-
ries have also been derived in full generality from first
principles based on symmetry arguments [1, 8, 9, 54–
59]. To incorporate the aforementioned microscopic fluc-
tuations, these theories typically contain Gaussian noise
terms, which are a manifestation of the celebrated central
limit theorem [60], stating that the averaging over many
fluctuations following a distribution with finite variance
inevitably leads to a Gaussian distribution law.
In particular, flocking systems have been intensely
studied in this respect [1, 4, 10]. The pioneering Vic-
sek model [7] first identified that (a) overdamped self-
propelled particles with (b) noisy reorientation of the ve-
locities and (c) short-range interactions favoring polar
alignment of the velocities can self-organize into polar
ordered states (flocks), where particles move on average
in the same direction. This phase transition between
disordered and ordered states is widely believed to be
first-order: This result was first supported by numerical
simulations of microscopic dynamics using either contin-
uous or lattice based models implementing the basic in-
gredients (a)–(c), [61–64] (however their conclusions on
the nature of the phase transition have been long de-
bated [65–71]), and only later supported analytically by
linear stability analysis of hydrodynamic theories [45–
51]. The Vicsek model has been adapted over the years
to include additional features such as particle cohesion
[72, 73]; metric-free [74, 75], nematic [76, 77] and possi-
bly mixed nematic-polar alignment interactions [78, 79];
density dependent velocities [80, 81]; inertial and non-
Markovian orientational dynamics [82–86]; particle chi-
rality [87–93]; and velocity reversals [94].
Nevertheless, an important setup has remained so far
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2largely unexplored: Consider a population of active par-
ticles that, when their mutual interactions are switched
off, can perform anomalous diffusive dynamics other
than self-propulsion (see, e.g., [95–99] and references be-
low). The following question arises naturally: How does
this different single-particle diffusive dynamics of the ac-
tive units affect the emergence, stability and universal-
ity of collective behavior, when particle interactions are
switched back on?
Anomalous diffusion, which is generically character-
ized by a non linear position mean-square displacement
(MSD) exhibiting possibly multiple scaling regimes [100]
where MSD(t) ∼ tβ with 0 < β < 1 for subdiffusion
and 1 < β < 2 for superdiffusion (β = 1 is normal diffu-
sion), has been indeed widely observed experimentally for
both transport processes in physical systems [96–98] and
biological motion [99, 101–104]. While subdiffusion is
typical for single particles whose motion is impeded, e.g.
because they move in a crowded environment [105, 106],
superdiffusion has been shown to optimize the search and
foraging strategies of living organisms in specific environ-
mental conditions [107–110], such that it can be poten-
tially advantageous not only for single organisms per se
but also when they belong to large interacting groups.
Recent experiments have indeed measured superdiffusive
dynamics manifest as power-law displacement distribu-
tions for individual organisms in bird flocks, fish schools
and swarming bacteria [111–113], thus supporting the bi-
ological relevance of the scenario just depicted. Further-
more, such superdiffusive single-particle dynamics has
been also shown to emerge as a result of non linear and
non-Markovian effects [114]. Remarkably, these dynam-
ics can be described, to first approximation, by models
incorporating fluctuations with infinite variances, whose
average has been shown to converge again to a univer-
sal distribution, called the α-stable Le´vy distribution, as
guaranteed by the generalized central limit theorem [115].
Therefore, in this paper, we investigate the conse-
quences of the anomalous superdiffusive dynamics on
the collective properties of active matter. As a distinct
notation, we will denote systems integrating anomalous
superdiffusive behaviour and many-body particle inter-
actions as active Le´vy matter (ALM) [116]. Collective
properties can be generically understood by formulat-
ing a hydrodynamic theory. However, while in ordinary
active matter, symmetry considerations alone can some-
times be sufficient for the derivation of the hydrodynamic
equations of motion (EOM), it is in contrast unclear how
symmetry constrains the form of the hydrodynamic EOM
for ALM. In particular, since fractional derivatives are
expected to appear in these equations, the underlying
model equations becomes non local and effectively long
range and the typical way of truncating them by ignoring
higher order derivatives may not be applicable.
To elucidate this issue, we will thus present the detailed
derivation of the hydrodynamic EOM for ALM [116],
by coarse-graining a microscopic model of polar align-
ment interacting active particles that perform superdif-
fusion akin to Le´vy flights [117–119]. The Le´vy flight
is a Markovian random-walk model where superdiffusive
behaviour is captured by fat-tailed jump-length distri-
butions. Our setup differs from other models of ALM
that have been previously proposed [120, 121], as ours is
the only one that can permit the emergence of collective
motion.
The Article is organized as follows. In Section I, we
characterize the single-particle diffusive dynamics of our
microscopic model of ALM in terms of the position mean-
square displacement and the position statistics along any
arbitrary direction. In Section II, we switch on the polar
alignment interactions and derive the effective one-body
Fokker-Planck equation that determines the joint statis-
tics of the position and direction of motion of the active
Le´vy particles by employing the Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) hierarchical method [122] and
the stochastic calculus of Le´vy processes [123]. In Sec-
tion III, we show how to perform a Fourier angular ex-
pansion on this equation, and discuss the relevant terms
that survive in the hydrodynamic limit, i.e., the limit
k → 0 with k ≡ |k| and k the independent variable in
Fourier space. This procedure yields the hydrodynamic
description of our microscopic model of ALM, which is
our first main result. Section IV presents the linear sta-
bility analysis on the characteristic disordered and or-
dered phases that are predicted by the hydrodynamic
theory. Specifically, in Section IV A we show that the
disordered phase is stable at linear level against small
perturbations in all directions. Likewise, in Section IV B
we discuss the stability of the ordered phase. First, we
consider small longitudinal perturbations (i.e., in the di-
rection of spontaneous symmetry breaking). Differently
from ordinary active fluids, where a characteristic band-
ing instability emerges at the onset of collective motion
that renders the phase-transition first-order [61–64], our
hydrodynamic theory predicts a stable ordered phase in
the hydrodynamic limit (see Eq. (4.32)). Secondly, we
demonstrate that the phase is stable at the onset also
against transversal perturbations (i.e., in the direction or-
thogonal to the collective motion). These results, there-
fore, suggest that the order-disorder phase transition can
be potentially critical in ALM. This prediction is the sec-
ond main result of our study. A further confirmation of
the criticality of the transition is presented in Sec. V,
where we perform a finite size scaling analysis through
extensive numerical simulations of the underlying micro-
scopic dynamics. Correspondingly, we characterize nu-
merically both static and dynamic critical exponents of
the disorder-to-collective motion transition and use these
numerical estimates to relate our findings to known uni-
versality classes. This numerical characterization of the
critical properties of the transition is our third main re-
sult. Finally, in Section VI we draw conclusions and out-
line future perspectives.
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FIG. 1. (a) Scaling function H1 for different values of the stability index 0 < α < 1. The special case α = 1 where
H1(x) = δ(x−1) is plotted for reference. (b) Exemplary trajectories of particles moving according to the dynamical model (1.1)
in an asymmetric box 6L×2L (here L = 8) with periodic boundary conditions. Characteristic parameters are α = {1, 0.75, 0.5}
(top to bottom panel) and σ = 10. Large particle jumps induced by the Le´vy stable displacement statistics are evident.
(c) Mean-square displacement and (d) position statistics projected in the x-direction of the active Le´vy particles. As we are
interested in the characteristic features of the free diffusion of the active particles, we run the simulations for these panels
without periodic boundary conditions. All the simulation parameters are defined as in panel (b).
I. SINGLE PARTICLE DYNAMICS
We consider a single particle whose position r(t) on a
planar surface is described by the Langevin equations:
r˙(t) = η(t)n(θ(t)), θ˙(t) = ξ(t) (1.1)
with the unit vector n(θ) ≡ (cos θ, sin θ) prescribing
its direction of motion. We define the noises ξ and η,
and respectively 〈·〉 and ≺ ·  the ensemble averages
over their stochastic realizations, as follows: (i) ξ is a
white Gaussian noise of variance σ, i.e., 〈ξ(t)〉 = 0 and
〈ξ(t)ξ(t′)〉 = 2σδ(t − t′); (ii) η is the formal derivative
of the one-sided positive Le´vy process L(t) ≡ ∫ t
0
η(t′) dt′.
This process is thus a subordinator (i.e., a strictly non-
decreasing Le´vy process) and is specified by the charac-
teristic function ≺ eikL(t) = e tΨ(k), with the so called
Le´vy symbol [123]
Ψ(k) = ivk +
∫ ∞
0
(e ikz − 1)ν(dz), (1.2)
where v ≥ 0 is the constant drift and ν(dz) is
the Le´vy measure satisfying ν(−∞, 0) = 0 and∫∞
0
min (z, 1)ν(dz) <∞. An important example of such
processes is represented by stable subordinators with sta-
bility parameter 0 < α < 1. These are defined by setting
v = 0, ν(dz) =
α
Γ(1− α)
dz
z1+α
, (1.3)
which yields Ψ(k) = kα [123]. When an explicit upper
cutoff H is introduced in the Le´vy measure, we obtain
tempered Le´vy stable subordinators; in this case
ν(dz) =
α
Γ(1− α)e
−Hz dz
z1+α
(1.4)
and consequently Ψ(k) = (k + H)α − Hα. The charac-
teristic functional of η is thus defined as [124]
G[h(t′)] ≡ 〈e−
∫∞
0
h(t′)η(t′) dt′〉 = e−
∫∞
0
Ψ(h(t′)) dt′ (1.5)
with h an arbitrary test function. The noises ξ, η are
assumed independent, and Itoˆ prescription is chosen for
the multiplicative term of Eq. (1.1).
The process L measures the total distance traveled by
the active particles. Its statistics, Q(l, t) ≡ 〈δ(l− L(t))〉,
is easily calculated by Fourier inversion of its character-
istic function. For stable subordinators, in particular,
we find the following characterization: For 0 < α <
4r(tj+1)
r(tj)
n(θ(tj))
|∆L(t)|
r(tj+1)
r(tj)
n(θ(tj))
|∆L(t)|
Orientation 
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FIG. 2. Schematic of different interpretations for negative
distributed displacements of active Le´vy particles.
1, Q(l, t) = t−1/αH1(lt−1/α) with the scaling function
H1(x) ≡ (2pi)−1
∫∞
−∞ e
−iωx−(−iω)α dω (see Fig. 1a). The
function H1 is unimodal with maximum at the point
xm(α) and heavy-tailed asymptotics for large x, i.e.,
H1(x) ∼ x−(1+α) for x → ∞, and satisfies H1(x) → 0
for x → 0+. As α → 0, xm → 0 and H1 simulta-
neously sharpens at this point [125–128]. For α = 1,
Q(l, t) = δ(l− t) [95, 129]. In this case Eqs. (2.1) reduce
to self-propelled dynamics with constant particle velocity
[7]. Exemplary particle trajectories for different values of
the characteristic parameter α are shown in Fig. 1b.
When L is a stable subordinator, the dynamics de-
scribed by the Langevin Eqs. (1.1) exhibits the follow-
ing super-diffusive features (see Appendix A): (a) frac-
tional moments ≺ 〈|r′(t)|δ〉  (0 < δ < α) with r′(t) ≡
r(t) − r(0) scale as ∼ tδ/α; (b) moments of order ≥ 1
do not exist. Nevertheless, upon rescaling suitably the
fractional moments, we obtain that the mean-square dis-
placement MSD(t) ≡≺ 〈[r′(t)]2〉  scales as ∼ t2/α for
long times (see Fig. 1c); (c) the projected position statis-
tics, e.g. in the direction e1 ≡ (1, 0), which is defined as
P (x, t) ≡≺ 〈δ(x−r′(t)·e1)〉 , has power-law asymptotic
tail behaviour with the same characteristic exponent of
H1, i.e., P (x, t) ∼ |x|−(1+α) (see Fig. 1d).
We remark that the stochastic increments ∆L(t) ≡∫ t+∆t
t
η(t′) dt′ = |r(t + ∆t) − r(t)| with ∆t an arbitrar-
ily small time step, which measure the distance traveled
by the active particle over the time interval [t, t+ ∆t] in
the direction n(θ(t)), are non-negative with the defini-
tion chosen for the step size process η; thus, the particle
orientation vector is determined only by the dynamics of
the angular variable θ as prescribed by Eqs. (1.1). Nev-
ertheless, more general Le´vy processes generating both
positive and negative increments, such as, e.g., symmet-
ric Le´vy stable processes with Ψ(k) = −|k|β (0 < β < 2),
can also be used to define the step-size process by adopt-
ing a suitable interpretation of the negative increments.
In fact, if ∆L(t) is negative, two alternative scenarios can
be identified (see schematic in Fig. 2). On the one hand,
we can flip the orientation vector of the active Le´vy par-
ticle, which is then displaced by |∆L(t)| (Fig. 2a); this
choice inevitably increases the noise in the system, thus
disallowing collective motion (verified numerically; not
shown). On the other hand, we can keep the orientation
vector unchanged and displace the particle by |∆L(t)|
in the direction −n(θ(t)) (Fig. 2b). This latter case is
reminiscent of the model studied by Mahault and collab-
orators [94], where ordinary self-propelled active parti-
cles can move in the direction opposite to their intrinsic
polarity with some constant probability p.
II. MANY-BODY SYSTEM WITH POLAR
ALIGNMENT INTERACTIONS AND THE
ONE-BODY FOKKER-PLANCK EQUATION
We now consider N active Le´vy particles and switch
on interactions between them that promote polar align-
ment of their orientation vectors. These are modeled by
modifying the angular dynamics in (1.1) as
r˙i(t) = ηi(t)n(θi(t)), θ˙i(t) = Fi(t) + ξi(t), (2.1)
where the force Fi is defined as [7, 46]
Fi(t) ≡ γ
pid2
N∑
j=1
H(d− |rij |) sin (θj − θi) (2.2)
with rij ≡ ri − rj the distance between particle i-th and
j-th, d > 0 the interaction range, and H the Heaviside
function (H(x) = 1 for x ≥ 0; H(x) = 0 otherwise).
The one-body Fokker-Planck equation for the
stochastic dynamics described by the Langevin equa-
tions (2.1) is derived by using the BBGKY hierar-
chical formalism [122]. Schematically this method
consists in the following steps: (1.) one com-
putes the N -body probability density function (PDF)
PN (X,Φ, t) ≡≺ 〈
∏N
j=1 δ(xj − rj(t))δ(φj − θj(t))〉 ,
where we introduce the shorthand vector notation
X ≡ (x1, . . . ,xN ), Φ ≡ (φ1, . . . , φN ). (2.) One
then derives an exact equation for the one-body PDF
P (x1, φ1, t) ≡ N
∫
d2x2 dφ2 · · · d2xN dφNPN (X,Φ, t)
by integrating out N − 1 other degrees of free-
dom. The resulting equation naturally depends on
the two-body PDF P2(x1, φ1,x2, φ2, t) ≡ N(N −
1)
∫
d2x3 dφ3 · · · d2xN dφNPN (X,Φ, t). (3.) Finally, one
adopts a suitable approximation of the two-body distri-
bution in terms of the one-body PDF in order to close the
equation. We adopt here the molecular chaos approxima-
tion from the Boltzmann kinetic theory [130]; however we
apply the approximation directly in the BBGKY formal-
ism to close the equation. Specifically, in mathematical
terms, the two-body distribution function is factorized
into a product of two independent one-body densities
P2(x1, φ1,x2, φ2, t) = P (x1, φ1, t)P (x2, φ2, t). (2.3)
This approximation is particularly suited for dilute sys-
tems with long-range interactions between particles [131],
but is nevertheless widely applied to self-propelled parti-
cle models for active matter, where in contrast the inter-
actions are typically short-range [45–50, 52]. In light of
this, the approximation is, in fact, even more justified for
ALM than for ordinary (self-propelled) active matter, be-
cause the Le´vy displacement statistics renders the short-
range alignment interactions effectively long-range. Two
5arguments support the validity of this statement: First,
the large relocations of the active particles that are in-
duced by their fat-tailed displacement statistics greatly
facilitate the removal of the spatial correlations between
them. This is evidenced by the rapid homogenization of
the pair correlation function of the system observed in
numerical simulations (see Sec. V, Fig. 5(a)). Second,
these relocations ultimately invalidate the assumption
that only interactions local in time and space between
the constituent particles determine the macroscopic be-
haviour of the system, which is at the basis of the stan-
dard kinetic theory of dilute gases [130]. As a further
consequence of the Le´vy displacement statistics, in fact,
even in dilute conditions there is a finite probability for
more than one particle to jump in one time-step in the
vicinity of another particle.
Step (1.) can be solved by employing the stochastic
calculus of Le´vy processes [123]. We thus rewrite the
Langevin equations (2.1) in vector notation, i.e.,({dri(t)}
{dθi(t)}
)
=
(
0N
{Fi(t)}
)
dt (2.4)
+
(
diag({n(θi(t))}) 0N
0N
√
2σIN )
)({dLi(t)}
{dWi(t)}
)
with dLi(t) ≡ ηi dt the traveled distance of the active
particle during the infinitesimal time interval [t, t + dt],
and dWi(t) ≡ ξi dt the increment of the angular noise
over the same time interval. The Fokker-Planck equation
of the 2N dimensional process ({ri(t)}, {θi(t)}) is
∂
∂t
PN (X,Φ, t) = (A
†PN )(X,Φ, t) (2.5)
with A† the adjoint of its characteristic generator A. Be-
cause the noises {Li}, {Wi} are independent, A can be
written as the sum of its continuous Ac and ca`dla`g Ad
parts (Ad is right continuous with left limits). In other
words, (Ah)(X,Φ) = (Ach)(X,Φ) + (Adh)(X,Φ) for an
arbitrary smooth function h(X,Φ) within its domain.
These operators are respectively defined as
Ach ≡
N∑
j=1
[
vjn(φj) · ∇j + Fj(t) ∂
∂φj
+ σ
∂2
∂φ2j
]
h, (2.6)
Adh ≡
N∑
j=1
∫ ∞
0
[−1 + T +zn(φj)]h ν(dz) (2.7)
with the translation operator
T ±zn(φj)h ≡ h({xi}
j−1
i=1 ,xj ± zn(φj), {xi}Ni=j+1,Φ). (2.8)
Their adjoint operators are easily computed. Considering
two arbitrary smooth functions h1, h2 and adopting the
notation
∫
R2
∫ pi
−pi dΦ dX =
∏N
j=1
∫
R2
∫ pi
−pi dφj dxj we can
calculate
(Ach1, h2) =
∫
R2
∫ pi
−pi
[(Ach1)h2] dΦ dX
=
N∑
j=1
∫
R2
∫ pi
−pi
h2
[
Lj + Fj(t) ∂
∂φj
]
h1 dΦ dX
=
N∑
j=1
∫
R2
∫ pi
−pi
h1
[
L†j −
∂
∂φj
Fj(t)
]
h2 dΦ dX
= (h1, A
†
ch2), (2.9)
where the second and third lines are related by integra-
tion by parts, and we introduce the auxiliary operators
Lj(xj , φj) ≡ vjn(φj) · ∇j + σ ∂
2
∂φ2j
, (2.10)
L†j(xj , φj) ≡ −vjn(φj) · ∇j + σ
∂2
∂φ2j
. (2.11)
Similarly, for the operator Ad we obtain
(Adh1, h2) =
∫
R2
∫ pi
−pi
[(Adh1)h2] dΦ dX
=
N∑
j=1
∫
R2
∫ pi
−pi
h2
∫ ∞
0
[−1 + T +zn(φj)]h1ν(dz) dΦ dX
=
N∑
j=1
∫
R2
∫ pi
−pi
h1
∫ ∞
0
[−1 + T −zn(φj)]h2ν(dz) dΦ dX′
= (h1, A
†
dh2), (2.12)
where we use the change of variables x′j = xj + zn(φj),
x′i = xi for i 6= j to rearrange the integrand terms. Thus,
A†PN ≡ (A†c +A†d)PN with
A†cPN ≡
N∑
j=1
[
L†j −
∂
∂φj
Fj(t)
]
PN , (2.13)
A†dPN ≡
N∑
j=1
∫ ∞
0
[−1 + T −zn(φj)]PN ν(dz). (2.14)
Finally, substituting Fj as specified in Eq. (2.2) and
Eqs. (2.13, 2.14) into Eq. (2.5), we obtain ∂
∂t
−
N∑
j=1
L†j
PN = − N∑
j=1
∫ ∞
0
[1− T −zn(φj)]PN ν(dz)
− γ
pid2
∑
j,m
H(d− |xmj |) ∂
∂φj
[sin (φm − φj)PN ] (2.15)
with the shorthand notation xmj ≡ xm − xj .
Step (2.) is straightforward. Only the integration
of the fractional term requires special care. In de-
tails, we calculate the quantity N
∏N
m=2
∫
R2
∫ pi
−pi
∫∞
0
[1 −
6T −zn(φj)]PN ν(dz) dφm dxm. If j = 1 this formula reduces
to
∫∞
0
[1− T −zn(φ1)]P ν(dz). Instead, if j 6= 1 we obtain∫
R2
∫ pi
−pi
∫ ∞
0
[1− T −zn(φj)]P (xj , φj , t)ν(dz) dφj dxj
=
∫
R2
∫ ∞
0
≺ 〈[1− T −zn(θj(t))]δ(xj − rj(t))〉  ν(dz) dxj
=
∫ ∞
0
≺ 〈e ik·rj(t)[1− eizk·n(θj(t))]〉  ν(dz)
∣∣∣∣
k=0
= 0 . (2.16)
Therefore, we obtain the equation(
∂
∂t
− L†1
)
P +
∫ ∞
0
[1− T −zn(φ1)]P ν(dz) = −
γ
pid2
×
× ∂
∂φ1
∫ pi
−pi
∫
R2
H(d− |x12|) sin (φ2 − φ1)P2 dx2 dφ2.
(2.17)
Implementing the approximation (2.3) as prescribed in
step (3.) finally yields(
∂
∂t
− L˜1
)
P +
∫ ∞
0
[1− T −zn(φ1)]P ν(dz) = 0 (2.18)
where we define the operator L˜1 as
L˜1 ≡ L†1 +
∂
∂φ1
M [P ] (2.19)
and the functional of P
M [P ] ≡ − γ
pid2
∫ pi
−pi
∫
R2
H(d− |x12|)×
× sin (φ2 − φ1)P (x2, φ2, t) dx2 dφ2 . (2.20)
Taking the large-scale limit where d ' 0, this reduces to
(see Appendix C for a formal derivation)
M [P ] ' −γ
∫ pi
−pi
sin (φ2 − φ1)P (x1, φ2, t) dφ2. (2.21)
Eq. (2.18) with the specifics (2.19, 2.21) is the re-
duced one-body Fokker-Planck equation of the micro-
scopic model (2.1). The remaining non local operator
is specified by the prescribed statistics of the noise L1.
For stable subordinators in particular Eq. (2.18) can
be rewritten as (see Eq. (1.3))(
∂
∂t
+Dαn(φ) − σ
∂2
∂φ2
− ∂
∂φ
M [P ]
)
P = 0, (2.22)
where Dαn(φ) is the fractional directional derivative [132]
Dαn(φ)P ≡
α
Γ(1− α)
∫ ∞
0
[1− T −zn(φ)]P
dz
z1+α
. (2.23)
Fractional advection-diffusion equations similar to
Eq. (2.18) were first discussed by Meerschaert and collab-
orators [133]. Their model however did not account for
interactions between the moving particles, which could
affect the time evolution of the velocity directions. Thus,
the statistics of the velocity directions of the particles can
be prescribed a priori in their case by specifying a proba-
bility measure M(dn) over the unit circle. The fractional
operator thus simplifies to∫
‖n‖=1
∫ ∞
0
[1− T −zn]Pν(dz)M(dn) (2.24)
with P the particle position statistics (indeed the velocity
direction is no longer needed to build a statistical descrip-
tion of the anomalous diffusion process). This is differ-
ent from the scenario discussed here, where the velocity
directions of the active particles are primitive statisti-
cal variables for the diffusion process, and their statistics
must be inferred from the many-body dynamics.
III. DERIVATION OF THE HYDRODYNAMIC
EQUATIONS
The hydrodynamic description for the microscopic
model (2.1) is obtained by performing a Fourier expan-
sion of the distribution P with respect to the angular
argument [45, 46, 48–50, 52]. We thus write
P (x, φ, t) ≡ 1
2pi
∑
m∈Z
fm(x, t)e
−imφ (3.1)
with the m-th order angular mode
fm(x, t) ≡
∫ pi
−pi
e imφP (x, φ, t) dφ. (3.2)
The slow macroscopic fields are the density
ρ(x, t) ≡
∫ pi
−pi
P (x, φ, t) dφ , (3.3)
the mean direction
p(x, t) ≡
∫ pi
−pi
n(φ)P (x, φ, t) dφ , (3.4)
and the apolar nematic tensor
Q(x, t) ≡
∫ pi
−pi
[
n(φ)n(φ)− 1
2
1
]
P (x, φ, t) dφ (3.5)
with 1 the 2 × 2 identity matrix, which are determined
by the lower order Fourier angular modes f0, f1 and f2,
respectively, as prescribed by the following relations:
ρ(x, t) = f0(x, t), (3.6)
p(x, t) =
(
Re f1(x, t)
Im f1(x, t)
)
, (3.7)
Q(x, t) =
1
2
(
Re f2(x, t) Im f2(x, t)
Im f2(x, t) −Re f2(x, t)
)
. (3.8)
7To determine the Fourier coefficients fm we first take
the spatial Fourier transform of Eq. (2.18) 1. The latter
transform is particularly advantageous to expand the non
local integral operator. In details, we obtain
∂
∂t
Pˆ −F{L˜1P}+
∫ ∞
0
[1− e iζk·n(φ)]Pˆ ν(dζ) = 0 . (3.9)
Secondly, we multiply both its sides by e imφ and inte-
grate them in the angular variable φ. This yields
∂
∂t
fˆm −
∫ pi
−pi
e imφF{L˜1P} dφ
+
∫ pi
−pi
e imφ
∫ ∞
0
[1− e iζk·n(φ)]Pˆ ν(dζ) dφ = 0 . (3.10)
To relate analytically the integrals appearing in this
equation to the Fourier modes fˆm, we explicitly write
out the angle specifying the direction of the Fourier vari-
able, i.e., we substitute k ≡ k n(φ) with k ≡ |k| [134].
On the one hand, the first integral in its rhs is given by∫ pi
−pi
e imφF{L˜1P}dφ = v1
2
ik(e− iψ fˆm+1 + e iψ fˆm−1)
− σm2fˆm + mγ
2
(fˆm−1 ? fˆ1 − fˆm+1 ? fˆ−1). (3.11)
On the other hand, using Eq. (3.1) we can expand the
non local advective term as∫ pi
−pi
e imφ
∫ ∞
0
[1− e iζk·n(φ)]Pˆ ν(dζ) dφ = (3.12)
1
2pi
∑
m′∈Z
fˆm′+m
∫ pi
−pi
e−im
′φ
∫ ∞
0
[1− e iζk cos (ψ−φ)]ν(dζ) dφ,
where we used the relation n(ψ) · n(φ) = cos (ψ − φ).
Finally, changing angular coordinate as φ′ = ψ − φ, we
obtain∫ pi
−pi
e imφ
∫ ∞
0
[1− e iζk·n(φ)]Pˆ ν(dζ) dφ =∑
m′∈Z
im
′
fˆm′+me
−im′ψCm′(k, α), (3.13)
where we define the (k, α)-dependent coefficients
Cm′ ≡ (−i)
m′
2pi
∫ pi
−pi
e iφ
′m′
∫ ∞
0
[1− e iζk cosφ′ ]ν(dζ) dφ′.
(3.14)
In the hydrodynamic limit, the scaling behaviour of
Cm′ is determined by the corresponding scaling of the
1 The Fourier transform of a function f1(x) is written as fˆ1(k) ≡
F{f1(x)}(k). Correspondingly, F−1 is the inverse transform.
The symbol ? denotes the convolution of two such functions, i.e.,
f1(x) ? f2(x) ≡
∫∞
−∞ f1(x− x′)f2(x′) dx′.
Le´vy measure ν for large displacements. For a heavy-
tailed measure ν(dz) ∼ z−1−α dz, such as for the Le´vy
stable subordinator (1.3), we can rescale z in Eq. (3.14)
such that
Cm′ ∼ kαΥm′(α) (3.15)
with α-dependent numerical coefficients
Υm′ ∝ (−i)
m′
2pi
∫ pi
−pi
e iφ
′m′
∫ ∞
0
[1− e iz′ cosφ′ ] dz
′
z′ 1+α
dφ′
∝ (−i)
m′
2pi
∫ pi
−pi
e iφ
′m′(−i cosφ′)α dφ′, (3.16)
where any multiplicative constant in front of the integral
is determined by the exact definition of the measure ν.
The scaling behaviour in the hydrodynamic limit (3.15)
reveals that the collective properties of the system are
only determined by the corresponding scaling properties
of the tails of the microscopic step size distribution. In
fact, while for 0 < α < 1 this term is dominant, in the
hydrodynamic limit, against the conventional advective
term (i.e., the term ∝ v1 in Eq. (3.11)), it becomes of
the same order or sub-leading for α ≥ 1. In this latter
case, therefore, no matter what specific step size distri-
bution is chosen, the model is equivalent to an ordinary
active fluid with constant self-propulsion velocity (again
in the hydrodynamic limit). For Le´vy stable distributed
step sizes analytical formulas can be obtained straightfor-
wardly (see Appendix D Eqs. (D.3, D.9)). In this specific
case, numerical results suggest that these coefficients de-
cay as m′ −1−α for m′ → ∞ (see Fig. 3), thus ensuring
the convergence of the series expansion (3.13). These
coefficients also satisfy the property
Υ−m′ = (−1)m′Υm′ , (3.17)
or alternatively i−m
′
Υ−m′ = im
′
Υm′ .
In contrast, when ν exhibits an upper cutoff H on its
tails, such as for the tempered Le´vy stable subordinator
(1.4), different scenarios are predicted according to how
the cutoff depends on the system size. Upon rescaling
the integration variable, we obtain
Cm′ ∼ kα
∫ pi
−pi
e iφ
′m′
∫ ∞
0
[1− e iz′ cosφ′ ]e− z
′
Hk
dz′
z′ 1+α
dφ′.
(3.18)
The scaling behaviour of this integral in the hydrody-
namic limit thus depends on the exponential tempering
factor, which in terms of the system size L can be written
as e−z
′L/H . Three different scenarios are identified: (I) If
H  L, in the hydrodynamic limit we have e−z′L/H ∼ 1.
Thus, the model is effectively equivalent to the case of
heavy-tailed ν. (II) If H  L, in the hydrodynamic limit
we obtain e−z
′L/H ∼ 0, meaning that the terms origi-
nating from the non local advection do not contribute
to the hydrodynamic EOM. In this case, the model is
equivalent to ordinary active matter with self-propulsion
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FIG. 3. Plot of the coefficients Υm (m > 0) for Le´vy stable
distributed step sizes (see Eq. (D.9)) for different values of the
characteristic parameter α. Numerical results suggest that
Υm scales as m
−1−α for m 1 (dashed lines).
particle velocity v1 [7–9]. (III) If H ∼ L, in the hydro-
dynamic limit we find e−z
′L/H ∼ e−z′ . In this case, the
model is expected to exhibit distinctive behaviour in the
hydrodynamic limit than the other two regimes, but this
special case will be discussed in future publications.
We now derive the hydrodynamic equations for a
heavy-tailed measure ν, and specifically we choose the
Le´vy stable subordinator (1.3). Using the relations (3.11)
and (3.13), the scaling formulas for the coefficients
Cm (3.15) and (3.16), and their property (3.17), we ob-
tain the equations for the Fourier transform of the angu-
lar modes of P
∂
∂t
fˆm = −(Υ0kα+σm2)fˆm+γm
2
(fˆm−1?fˆ1−fˆm+1?fˆ−1)
− kα
∞∑
m′=1
im
′
Υm′(e
−im′ψ fˆm+m′ + eim
′ψ fˆm−m′).
(3.19)
These coupled non-linear equations clearly cannot be
solved analytically for the entire hierarchy of angular
modes; a suitable approximation scheme is thus required.
In analogy with ordinary active matter [45, 46, 48–50, 52],
Eqs. (3.19) prescribe that higher order angular modes are
suppressed by the ”mass” term ∝ m2, thus highlighting
that only lower order modes are relevant to describe the
macroscopic dynamical behaviour of the system. The
fractional advection similarly enhances this damping by
a term ∝ Υ0kα, which is however equal for all modes. In
addition, it strengthens the coupling between the equa-
tions, which now extends to the entire hierarchy of angu-
lar modes, while for ordinary active matter it is limited
only to the modes fˆ1, fˆm−1 and fˆm+1. We remark that
this coupling between the equations leaves the damping
effect unaltered. All these observations suggest that we
can adopt here the same approximation strategy usually
employed in ordinary active matter [45, 46, 48–50, 52].
Therefore, we assume fˆm ≈ 0 for m > 2. Further recall-
ing that fˆ−m = fˆ∗m (the superscript
∗ denotes complex
conjugation), we obtain the set of coupled equations
∂
∂t
fˆ0 = −Υ0kαfˆ0 − iΥ1kα(e−iψ fˆ1 + eiψ fˆ∗1 )
+ Υ2k
α(e−i2ψ fˆ2 + ei2ψ fˆ∗2 ), (3.20)
∂
∂t
fˆ1 = −(Υ0kα + σ)fˆ1 + γ
2
(fˆ0 ? fˆ1 − fˆ2 ? fˆ∗1 )
− iΥ1kα(e−iψ fˆ2 + eiψ fˆ0) + Υ2kαei2ψ fˆ∗1
+ iΥ3k
αei3ψ fˆ∗2 , (3.21)
∂
∂t
fˆ2 = −(Υ0kα + 4σ)fˆ2 + γ(fˆ1 ? fˆ1)− iΥ1kαeiψ fˆ1
+ Υ2k
αei2ψ fˆ0 + iΥ3k
αei3ψ fˆ∗1 −Υ4kαei4ψ fˆ∗2 .
(3.22)
By further imposing ∂tfˆ2 ≈ 0, Eq. (3.22) can be solved
analytically for fˆ2 (see Appendix E). In detail,
fˆ2 = γDˆ0(fˆ1 ? fˆ1)− Dˆ1kαieiψ fˆ1 + Dˆ2kαei2ψ fˆ0
+ Dˆ3k
αiei3ψ fˆ∗1 − γDˆ4ei4ψ(fˆ1 ? fˆ1)∗, (3.23)
with (k, α)-dependent coefficients Dˆj (j = 0, . . . , 4) (see
Appendix E, Eqs. (E.8), (E.9) and (E.13–E.15)). Their
dependence on the Fourier variable k is studied in Fig. 4
(see Appendix E for asymptotic formulas). Finally, by
substituting Eq. (3.23) into Eqs. (3.20) and (3.21) we de-
rive closed analytical equations for the lower order modes
fˆ0 and fˆ1 valid at all wavelengths (i.e., ∀k ∈ R).
These equations potentially contain an infinite number
of higher order terms in the wavelength number k, which
are encapsulated in the coefficients Dˆj . Our interest,
however, is in the hydrodynamic limit of these equations,
where only few of these terms are in fact relevant. To
reveal these terms, we will thus expand all coefficients
Dˆj as power series of k
α and keep only the first order
terms, i.e., those that are O(k2α). Within this expansion
scheme, we can then write fˆ2 ∼ fˆ (0)2 + kαfˆ (1)2 with (see
Appendix E, Eqs. (E.16–E.20))
fˆ
(0)
2 =
γ
4σ
(fˆ1 ? fˆ1) (3.24)
fˆ
(1)
2 = −
γΥ0
(4σ)2
(fˆ1 ? fˆ1)− Υ1
4σ
ieiψ fˆ1 +
Υ2
4σ
ei2ψ fˆ0
+
Υ3
4σ
iei3ψ fˆ∗1 −
γΥ4
(4σ)2
ei4ψ(fˆ1 ? fˆ1)
∗. (3.25)
This corresponds to an expansion of the nematic tensor
as Q ∼ Q(0) + Q(1) with, respectively,
Qˆ(0) =
1
2
(
Re fˆ
(0)
2 Im fˆ
(0)
2
Im fˆ
(0)
2 −Re fˆ (0)2
)
, (3.26)
Qˆ(1) =
1
2
(
Re fˆ
(1)
2 Im fˆ
(1)
2
Im fˆ
(1)
2 −Re fˆ (1)2
)
. (3.27)
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FIG. 4. Coefficients Dˆj (j = 0, . . . , 4) vs. the Fourier variable
k for different values of α. Dˆ1 is not shown as it is qualitatively
similar to Dˆ0. Their asymptotic behaviour in the limit of
long and short wavelengths is highlighted (see Appendix E,
Eqs. (E.16–E.20) and (E.21–E.25) respectively).
The hydrodynamic equations for fˆ0 and fˆ1 are thus
∂
∂t
fˆ0 = −Υ0kαfˆ0 −Υ1kαi(e−iψ fˆ1 + eiψ fˆ∗1 )
+
γΥ2
4σ
kα[e−i2ψ(fˆ1 ? fˆ1) + ei2ψ(fˆ1 ? fˆ1)∗], (3.28)
∂
∂t
fˆ1 = − (σ + Υ0kα) fˆ1 + γ
2
(fˆ0 ? fˆ1)− γ
2
8σ
(fˆ1 ? fˆ
∗
1 ) ? fˆ1
−Υ1kαieiψ fˆ0 + Υ2kαei2ψ fˆ∗1 −
γΥ1
4σ
kαie−iψ(fˆ1 ? fˆ1)
+
γΥ3
4σ
kαiei3ψ(fˆ1 ? fˆ1)
∗ − γ
2
fˆ∗1 ? (k
αfˆ
(1)
2 ). (3.29)
Finally, we perform the inverse Fourier transform of
Eqs. (3.28, 3.29). To this aim, we define the fractional
Riesz integral operator Iβ in terms of its Fourier trans-
form F{(Iβh)(x)} ≡ k−βhˆ(k) (for Reβ > 0). Its expres-
sion as a non local spatial integral in two dimensions is
[135]
(Iβh)(x) ≡ 1
µ′2(β)
∫
R2
h(x− ζ) dζ|ζ|2−β (3.30)
with µ′2(β) ≡ 2βpiΓ(β/2)/Γ(2 − β/2) for β 6= 2(1 + l)
(l > 0, l ∈ Z). Correspondingly, we introduce the frac-
tional Riesz derivative Dβ , as the operator with Fourier
representation F{(Dβh)(x)} ≡ kβhˆ(k). Its integral rep-
resentation is (see [132], Sec. 25.4)
(Dβh)(x) =
1
cl
∫
R2
(∆lζh)(x)
dζ
|ζ|2+β (3.31)
with l > β, β-dependent normalizing coefficients cl and
finite differences of the scalar function h either centered,
∆lζh(x) ≡
l∑
m=0
(−1)m
(
l
m
)
T −
( l2−m)ζ
h(x), (3.32)
in which case cl ≡ 2l−βil
∫
R2(sin ζx)
l|ζ|−2−β dζ; or non
centered,
∆lζh(x) ≡
l∑
m=0
(−1)m
(
l
m
)
T −mζh(x), (3.33)
in which case cl ≡
∫
R2(1 − eiζx)l|ζ|−2−β dζ. These
operators are the inverses of each other. Furthermore, we
use the relations presented in Table I (see Section F for
detailed proofs), with the vorticity field ω(r, t) ≡ ∇× p
and the auxiliary non-linear (r, t)-dependent vector fields
Ξ0 and Ξ1 (below we introduce the notation p ≡ |p|)
Ξ0 ≡ 2[(p · ∇)p + (∇ · p)p]−∇p2, (3.34)
Ξ1 ≡ (p · ∇)∇2p + (p×∇)×∇2p
+ 3[(∇ · p)∇2p + (ω ×∇2p)− (ω · ∇)ω]. (3.35)
The hydrodynamic equations for the density and mean
direction fields are thus
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(
∂
∂t
+ Υ0D
α
)
ρ = 2Υ1I
1−α(∇ · p)− λ2I2−α(∇ ·Ξ0); (3.36)(
∂
∂t
+ Υ0D
α
)
p =
[
κ0(ρ)− ξp2
]
p + Υ1I
1−α∇ρ+ λ1I1−αΞ0 −Υ2I2−α∇2p + λ3I3−αΞ1 −Q(1)p (3.37)
with the components of the tensor Q(1) specified by
Q(1)xx = Q(1)1 = −Q(1)yy and Q(1)xy = Q(1)2 = Q(1)yx with
(note that we absorbed a multiplicative factor γ in its
definition)
Q(1)j = −B0DαMjlpl +
λ1
2
I1−αTjlpl − λ2
4
I2−αTjl∂lρ
+
λ3
4
I3−αTjl∇2pl −B4I4−αTjlΞ1l, (3.38)
where j, l = 1, 2 and we identify p1 and p2 with the com-
ponents of p along the x and y axis, respectively. In the
above, we introduce the (px, py)-dependent tensor func-
tion Mjl ≡ (pxδjl + pyjl), the differential matrix oper-
ator Tjl ≡ ∂xδjl + ∂yjl, the Kronecher symbol δjl and
the generator of counter-clock wise rotations jl, defined
by 11 = 0 = 22 and 21 = 1 = −12 (see Appendix F,
Eq. (F.3)). In addition, we defined the function of the
density field
κ0(ρ) ≡ −σ + γρ
2
, (3.39)
the α-dependent coefficients
λ1 ≡ γΥ1
4σ
, λ2 ≡ γΥ2
2σ
, λ3 ≡ γΥ3
2σ
, (3.40)
and α-independent ones
B0 ≡ γ
2Υ0
32σ2
, B4 ≡ γ
2Υ4
16σ2
, ξ ≡ γ
2
8σ
. (3.41)
As a check on the validity of our hydrodynamic EOM,
we write out explicitly these equations for α = 1. In this
case, one can show that (see Appendix D, Eq. (D.7))
Υm′ = (−i)m′+1m
′ sin (m′pi)
pi(1−m′ 2) =
{
0 m′ 6= 1
−1/2 m′ = 1 .
(3.42)
Therefore, introducing further auxiliary parameters
ζ0 ≡ 3γ
16σ
, λ0 ≡ 5γ
16σ
, (3.43)
we obtain Q(1)1 = λ0(∂ypy − ∂xpx)/5 and Q(1)2 =
−λ0(∂ypx + ∂xpy)/5. Using these formulas, we can show
that Q(1)p = λ0[(∇·p)p−(p·∇)p−∇p2/2]/5. Therefore,
Eqs. (3.36) and (3.37) reduce to a version of the hydro-
dynamic equations of ordinary active fluids derived by
Toner and Tu [8]
∂
∂t
ρ = −∇ · p , (3.44)
∂
∂t
p =
[
κ0(ρ)− ξp2
]
p− 1
2
∇ (ρ− λ0p2)
− λ0(∇ · p)p− ζ0(p · ∇)p . (3.45)
These are equations for an active inviscid fluid. In fact,
the passive viscous term in ordinary active matter is of
higher order (specifically, it is of order k2). Therefore, it
cannot be captured within our approximation scheme.
Our hydrodynamic EOM are manifestly more complex
than the Toner-Tu equations. Nevertheless, Eq. (3.36)
can be interpreted as the counterpart of the conventional
continuity equation expressing mass conservation. In
fact, the rate of mass change over an infinitesimal time
interval is given by
∂
∂t
∫
R2
ρ(r, t) dr =
∂
∂t
ρˆ(k, t)
∣∣∣∣
k=0
= 0 , (3.46)
because ∂tρˆ(k, t) ∝ kα (see Eq. (3.28)). Therefore,
our hydrodynamic model conserves mass as required.
Eq. (3.37) instead describes the time evolution of the di-
rector field p by accounting for contributions due to the
rotational diffusion of active particles, their anomalous
displacement statistics and polar alignment interactions.
In more details, we can understand Eqs. (3.36) and
(3.37) term by term. Starting from the former one, the
term Dαρ in its lhs describes the isotropic superdiffu-
sion of the density field, which is a direct consequence
of the Le´vy stable distributed particle displacements.
Its effect can be understood by calculating the solution
of the equation with p = 0 for the initial condition
ρ(r, t = 0) = δ(r− r0), which is
ρ(r, t) =
1
(Υ0t)2/α
H2
( |r− r0|
(Υ0t)1/α
)
(3.47)
with H2(x) ≡ (2pi)−1
∫∞
0
kJ0(kx)e
−kα dk and J0 a Bessel
function of the first kind [136]. This is a Le´vy distri-
bution with variance increasing over time; therefore, it
displays the anomalous diffusive spreading of the under-
lying microscopic particles. Conversely, for ordinary ac-
tive matter, the advective term is null in the absence of
global polarization order and, consequently, the density
remains localized at the origin forever. In addition, by
recalling (3.31), we note that the kernel function specify-
ing the non local character of this term can be defined as
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µ0(dζ) ∝ |ζ|−2−α dζ, which is the distribution of rota-
tionally invariant stable variables in two dimensions with
stability parameter α. Interestingly, this is an isotropic
probability distribution with the same tail scaling prop-
erties of the microscopic step size distribution.
The first term in the rhs of Eq. (3.36) is a fractional
divergence, thus quantifying the flux of active particles.
Indeed, taking its integral over some prescribed volume
V ⊂ R2, we can write∫
V
I1−α(∇ · p) dr =
∫
S
I1−αp · dS
=
∫
R2
(∫
S
p(r + ζ, t) · dS
)
|ζ|−1−α dζ
µ′1
(3.48)
with S the volume boundary and the positive coefficient
µ′1(α) ≡ Γ((1 − α)/2)/[2αΓ((3 + α)/2)] [135]. This ex-
pression can be interpreted straightforwardly: the inner
integral measures the flux of active particles jumping
into V from an arbitrary position r + ζ; the outer in-
tegral is the average over all such jumps whose statis-
tics is specified by the probability measure µ1(dζ) ≡
(2Υ1/µ
′
1)|ζ|−1−α dζ, which we can show to be the dis-
tribution of one-dimensional α-stable random variables.
Thus, the non local character of this term is fully spec-
ified by the microscopic step size statistics. The second
term can be interpreted, analogously, as a non-linear con-
tribution to the active flux. In fact, we can write∫
V
I2−α(∇ ·Ξ0) dr =
∫
S
I2−αΞ0 · dS =∫
R2
(∫
S
Ξ0(r + ζ, t) · dS
)
|ζ|−α dζ
µ′2
(3.49)
with µ′2(α) ≡ 21−αΓ(1− α/2)/Γ(1 + α/2) [135]. We can
recognize the flux of the vector field Ξ0, which depends
non-linearly on p [see Eq. (3.34)], averaged over all jumps
with probability measure µ2(dζ) ≡ (γΥ2/2σµ′2)ζ−α dζ.
Differently from the other terms, µ2 cannot be related as
clearly to the microscopic step size distribution.
Likewise, we can also understand the term-by-term
structure of Eq. (3.37). The first term in its rhs typi-
cally characterizes alignment interacting systems, but is
here augmented by the anomalous diffusive term Υ0Dαp,
similar to (3.36). The hydrodynamic pressure gradient
I1−α∇ [ρ− (γ/4σ)p2], the convective term I1−α(p · ∇)p,
and the divergence-induced flow I1−α(∇ · p)p, which are
encapsulated in the term I1−αΞ0, all have their counter-
parts in the Toner-Tu EOM, albeit modified with frac-
tional derivative operators and possibly different multi-
plicative coefficients. Interestingly, their corresponding
non local integral expressions all possess kernel functions
that directly relate to the microscopic step size distribu-
tion, akin to the flux term in (3.36).
Conversely, the viscous-like term I2−α∇2p, the non
linear term I3−αΞ1 and all those included through the
nematic term Q(1)p, have no counterparts in ordinary
active fluids. While for some of these terms the corre-
sponding non-local integral expression is integrated over
the same probability measures discussed previously, for
other ones (such as those involving the operators I3−α
and I4−α) we need to introduce other non-trivial mea-
sures (not discussed further here). All these latter terms
correspond to higher-order terms in the Fourier angular
expansion.
Overall, this analysis highlights that, on the one hand,
many terms in the hydrodynamic EOM of ALM can be
inferred directly by simply knowing the Toner-Tu equa-
tions for ordinary active matter and the scaling proper-
ties of the microscopic step size distribution. Therefore,
all these terms can potentially be derived by using sym-
metry considerations only. On the other hand, however,
it shows that these equations also contain several higher
order terms that exhibit not only non-linear fields con-
tributions but also highly non trivial jump statistics (in
the corresponding integral expression). These terms can
thus be correctly identified only by applying a formal
coarse-graining procedure.
IV. MEAN FIELD SOLUTIONS AND LINEAR
STABILITY ANALYSIS
The mean-field solutions of Eqs. (3.36, 3.37), which
we call ρ∗ and p∗, are obtained by solving the EOM for
spatially homogeneous hydrodynamic fields. Clearly, not
only ordinary but also fractional derivatives are null when
applied on spatially homogeneous functions. Therefore,
ALM is completely equivalent to ordinary active mat-
ter at the mean field level. In particular, their hydro-
dynamic EOM have the same mean field solutions: On
the one hand, there exists a disordered gas phase with
constant density and p∗ = 0 for noise strengths σ ≥ σt
with the density dependent threshold σt(ρ
∗) ≡ γρ∗/2; on
the other hand, for σ < σt a ordered liquid phase spon-
taneously emerges where collective motion is observed
along an arbitrary direction e1 with p
∗ =
√
κ0(ρ∗)/ξe1.
We then consider a generic perturbation of these solu-
tions ρ(r, t) = ρ∗ + δρ(r, t) and p(r, t) = p∗ + δp(r, t),
with δρ, δp expressed as plane waves
δρ(r, t) = δρ0e
st+iq·r, δp(r, t) = δp0e st+iq·r. (4.1)
Using the linearity of the fractional operators, and the
spatial homogeneity of the fields ρ∗ and p∗, we obtain
the following equations for the perturbations:
∂
∂t
δρ = −Υ0Dαδρ+ 2Υ1I1−α(∇ · δp)
− 2λ2I2−α(∇ · δΞ0), (4.2)
∂
∂t
δp =
[γ
2
δρ− 2ξ(p∗ · δp)
]
p∗ −Υ0Dαδp
+ Υ1I
1−α∇δρ−Υ2I2−α∇2δp
+ 2λ1I
1−αδΞ0 + λ3I3−αδΞ1 − δQ(1)p∗, (4.3)
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Original term Manipulated term Inv. Fourier transf. C→ R2 Eq.
ikα(e−iψ fˆ1 + eiψ fˆ∗1 ) −kα−1(∇ˆ∗kfˆ1 + ∇ˆkfˆ∗1 ) −2I1−αRe (∇ˆ∗f1) −2I1−α(∇ · p) (3.50)
kα[e−i2ψ(fˆ1 ? fˆ1) + c.c.] −2kα−2Re [∇ˆ∗2k (fˆ1 ? fˆ1)] −2I2−αRe (∇ˆ∗2f21 ) −2I2−α(∇ ·Ξ0) (3.51)
ikαeiψ fˆ0 −kα−1∇ˆkfˆ0 −I1−α∇f0 −I1−α∇ρ (3.52)
ikαe−iψ(fˆ1 ? fˆ1) −kα−1∇ˆ∗k(fˆ1 ? fˆ1) −I1−α∇ˆ∗f21 −I1−αΞ0 (3.53)
kαei2ψ fˆ∗1 −kα−2∇ˆ2kfˆ∗1 −I2−α∇ˆ2f∗1 −I2−α∇2p (3.54)
ikαeiψ fˆ1 −kα−1(∇ˆkfˆ1) −I1−α(∇ˆf1) −I1−αTp (3.55)
kαei2ψ fˆ0 −kα−2(∇ˆ2kfˆ0) −I2−α(∇ˆ2f0) −I2−αT∇ρ (3.56)
ikαei3ψ fˆ∗1 k
α−3(∇ˆ3kfˆ∗1 ) I3−α(∇ˆ3f∗1 ) I3−αT∇2p (3.57)
ikαei3ψ(fˆ1 ? fˆ1)
∗ kα−3∇ˆ3k(fˆ1 ? fˆ1)∗ I3−α∇ˆ3f∗21 2I3−αΞ1 (3.58)
kαei4ψ(fˆ1 ? fˆ1)
∗ kα−4[∇ˆ4k(fˆ1 ? fˆ1)∗] I4−α(∇ˆ4f∗21 ) 2I4−αTΞ1 (3.59)
TABLE I. Summary of the identities used to calculate the inverse Fourier transform and the vector representation of Eqs. (3.28,
3.29). We define complex derivatives ∇ˆ ≡ ∂x + i∂y and ∇ˆ∗ ≡ ∂x − i∂y, such that their Fourier transforms are ∇ˆk ≡ −ikeiψ,
∇ˆ∗k ≡ −ike−iψ. In addition, we have introduced the differential matrix operator Tij ≡ ∂xδij + ∂yij with δij the Kronocker
symbol and ij the generator of counter-clock wise rotations (see main text). Proofs of these relations are presented in
Appendix F.
where the perturbations of the vector fields Ξ are
δΞ0 = (∇ · δp)p∗ + (∇× δp)× p∗, (4.4)
δΞ1 = (p
∗ · ∇)∇2δp + (p∗ ×∇)×∇2δp (4.5)
and that of the nematic tensor Q(1) is specified by
δQ
(1)
j = −B0DαδMjl p∗l −B0DαM∗jlδpl
+
λ1
2
I1−αTjlδpl − λ2
4
I2−αTjl∂lδρ
+
λ3
4
I3−αTjl∇2δpl −B4I4−αTjlδΞ1l (4.6)
with the short-hand notations δMjl ≡ (δpxδjl + δpyjl)
and M∗jl ≡ (p∗xδjl + p∗yjl). In this equation, we adopt
the same index convention defined in Sec. III. To further
simplify the notation, in the next paragraphs, we will
suppress all explicit dependencies on the homogeneous
density ρ∗.
A. Disordered fluid state
In the disordered phase we set p∗ = 0 and choose ρ∗
such as κ0(ρ
∗) < 0. Therefore, Eqs. (4.2, 4.3) reduce to
∂
∂t
δρ = −Υ0Dαδρ+ 2Υ1I1−α(∇ · δp), (4.7)
∂
∂t
δp = [κ0 −Υ0Dα]δp + Υ1I1−α∇δρ−Υ2I2−α∇2δp.
(4.8)
We apply the ansatz (4.1) and compute the correspond-
ing fractional terms by taking their Fourier transforms.
Recalling that F{eiq·r} = 2piδ(k + q), we can write, e.g.,
for the terms in the first equation,
Dαδρ = F−1{kα[2piestδ(k + q)]δρ0}
= F−1{qα[2piestδ(k + q)]δρ0} = qαδρ, (4.9)
where we denote q ≡ |q|, and
I1−α(∇ · δp) = F−1{kα−1(−ik · δp0)[2piestδ(k + q)]}
= F−1{qα−1(iq · δp0)[2piestδ(k + q)]}
= qα−1(iq · δp). (4.10)
Thus, after eliminating the multiplicative factor est+iq·r,
we obtain the equation
(s+ Υ0q
α)δρ0 − 2Υ1qα−1(iq · δp0) = 0. (4.11)
Likewise, for the terms in the second equation we obtain
I1−α∇δρ = F−1{kα−1(−ik)[2piestδ(k + q)]δρ0}
= F−1{qα−1(iq)[2piestδ(k + q)]δρ0}
= qα−1(iq)δρ, (4.12)
and
I2−α∇2δp = F−1{kα−2(−ik)2[2piestδ(k + q)]δp0}
= F−1{−qα[2piestδ(k + q)]δp0}
= −qαδp. (4.13)
Therefore, the second equation yields
[s− κ0 + (Υ0 −Υ2)qα] δp0 = Υ1qα−1(iq)δρ0. (4.14)
Multiplying Eq. (4.14) by (iq) and solving it for iq · δp0
we obtain
iq · δp0 = −Υ1q
1+αδρ0
[s− κ0 + (Υ0 −Υ2)qα] , (4.15)
which can be combined with Eq. (4.11) to yield the dis-
persion relation
s2 + s [−κ0 + (2Υ0 −Υ2)qα] + 2Υ21q2α
+ Υ0q
α [−κ0 + (Υ0 −Υ2)qα] = 0. (4.16)
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Because by definition Υ0 > Υ2 (for all 0 < α < 1) and
κ0 < 0 by assumption, the coefficient of the linear term
is always positive. The solutions of Eq. (4.16) are then
given by
s± =
1
2
[
κ0 − (2Υ0 −Υ2)qα ±
√
∆
]
, (4.17)
with the discriminant given by
∆ = [κ0 − (2Υ0 −Υ2)qα]2 + 4Υ0κ0qα
− 4 [Υ0(Υ0 −Υ2) + 2Υ21] q2α. (4.18)
The last three terms in its rhs are negative for all α, i.e,
the inequality
√
∆ < −κ0 + (2Υ0 − Υ2)qα holds. This
relation implies that s+ < 0. Therefore, the disordered
fluid phase is stable with respect to perturbations in all
directions, as in conventional polar active fluids.
B. Ordered fluid state
In the ordered phase, we assume the stationary ho-
mogeneous flow p∗ ≡ p∗e‖ with the unit vector e‖ ≡
(cos ϑ‖, sin ϑ‖) specifying the arbitrary direction of sym-
metry breaking. We denote the corresponding orthogo-
nal direction with the unit vector e⊥ ≡ (− sin ϑ‖, cos ϑ‖).
These two vectors form a basis on which we can project
the wave amplitude δp0, such that we can write δp0 =
δp0‖e‖+δp0⊥e⊥, Furthermore, we assume the wave num-
ber vector q = q eϑ with the angle ϑ defined with re-
spect to e‖. Therefore, the unit vector is eϑ ≡ cos ϑ e‖ +
sin ϑ e⊥. Under these assumptions Eqs. (4.2, 4.3) can be
solved similarly to the disordered phase. For the first
equation in particular the only term left to be calculated
is I2−α(∇ · δΞ0) with δΞ0 specified by Eq. (4.4), which
is given by (see Appendix G 1)
I2−α(∇ · δΞ0) = −qαp∗[(eϑ · e‖)(δp · eϑ)
+ (eϑ · e⊥)(δp · eϑ+pi2 )]. (4.19)
All other terms have been already computed in the previ-
ous paragraph (see Eqs. (4.9, 4.10)). Combining all these
equations and removing the multiplicative factor est+iq·r,
we derive the following relation between δρ0 and δp0
(s+ Υ0q
α)δρ0 = 2q
α[iΥ1 + λ2p
∗(eϑ · e‖)](δp0 · eϑ)
+ 2qαλ2p
∗(eϑ · e⊥)(δp · eϑ+pi2 ). (4.20)
For the second equation, instead, by applying the same
technique we calculate the terms (see Appendix G)
I1−αδΞ0 = iqαp∗[(δp · eϑ)e‖ + (δp · eϑ+pi2 )e⊥], (4.21)
I3−αδΞ1 = −iqαp∗
[
(eϑ · e‖)δp + (eϑ · e⊥)R
(pi
2
)
δp
]
(4.22)
with R denoting a two-dimensional rotation matrix. Sub-
stituting these expressions into Eq. (4.3) and again elim-
inating the exponential multiplicative factor yields
sδp0 =
[γ
2
δρ0 − 2ξp∗(δp0 · e‖)
]
p∗e‖ + Υ1iqαδρ0eϑ
−Υ0qαδp0 + Υ2qαδp0 + 2λ1iqαp∗[(δp0 · eϑ)e‖
+ (δp0 · eϑ+pi2 )e⊥]− λ3iqαp∗
[
(eϑ · e‖)δp0
+ (eϑ · e⊥)R
(pi
2
)
δp0
]
− p∗δQ(1)e‖, (4.23)
where the components of the tensor δQ(1) are given by
(see Appendix G)
δQ
(1)
j = −2B0qαp∗δp0l + i
λ1
2
qαRjl(ϑ + ϑ‖)δp0l
+
λ2
4
qαδρ0Rjl(ϑ + ϑ‖)eϑl − iλ3
4
qαRjl(ϑ + ϑ‖)δp0l
−B4qαp∗(eϑ · e⊥)Rjm(ϑ + ϑ‖)Rml
(pi
2
)
δp0l
−B4qαp∗(eϑ · e‖)Rjl(ϑ + ϑ‖)δp0l. (4.24)
1. Longitudinal perturbations
We first investigate the linear stability of the ordered
phase in the case of longitudinal perturbations. We thus
set ϑ = 0 (i.e., eϑ = e‖ and eϑ+pi2 = e⊥) in Eqs. (4.20,
(4.23) and (4.24). In addition, because also δp0 ∝ e‖, we
set δp0⊥ = 0. Under these assumptions, we obtain the
reduced equations
(s+ Υ0q
α)δρ0 = 2q
α(iΥ1 + λ2p
∗)δp0‖, (4.25)
[s+ 2κ0 + (Υ0 −Υ2 − Λ‖p∗2)qα]δp0‖ = (4.26)[
p∗
2
(
γ − λ2
2
qα
)
+ iΥ1q
α
]
δρ0 + iq
αp∗ζ‖δp0‖
with auxiliary parameters Λ‖ ≡ B4 +2B0 cosφ‖ and ζ‖ =
3(2λ1−λ3)/4. Solving the first equation for δp0‖/δρ0 and
substituting it in the second one, we obtain the dispersion
relation
s2 + s
[
2κ0 +
(
2Υ0 −Υ2 − Λ‖p∗ 2
)
qα − iqαp∗ζ‖
]
− iq2αp∗Υ0ζ‖ + Υ0qα
[
2κ0 +
(
Υ0 −Υ2 − Λ‖p∗ 2
)
qα
]
− 2qα(iΥ1 + λ2p∗)
[
p∗
2
(
γ − λ2
2
qα
)
+ iΥ1q
α
]
= 0.
(4.27)
The real part of its solutions can be calculated. In detail,
Re (s±) = −1
2
[
2κ0 +
(
2Υ0 −Υ2 − Λ‖p∗ 2
)
qα
]
± 1
2
√
1
2
(
J1 +
√
J21 + J
2
2
)
(4.28)
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with auxiliary functions
J1 = [2κ0 + (2Υ0 −Υ2 − Λ‖p∗ 2)qα]2 − 8(Υ0 − 2Υ2)κ0qα
+ 4Υ0(Υ2 −Υ0 + Λ‖p∗ 2)q2α
− (8Υ21 + ζ2‖p∗2 + 2λ22p∗2)q2α, (4.29)
J2 = 4p
∗qα
[
γΥ1 − ζ‖κ0
]
+ 2p∗q2α
[
3Υ1λ2 + ζ‖(Υ2 + Λ‖p∗ 2)
]
. (4.30)
In the hydrodynamic limit q → 0, we can expand these
equations up to terms O(q2α) consistently with the or-
der of the expansion employed to derive the full set of
hydrodynamic equations. At this order of approxima-
tion, therefore, the linear stability of the model can only
be assessed for long wavelength perturbations. In details,
we find the asymptotic behaviour
Re (s−) ' −2κ0 − (Υ0 + Υ2 − Λ‖p∗ 2)qα (4.31)
Re (s+) ' (−Υ0 + 2Υ2)qα. (4.32)
For comparison, we recover the stability picture of or-
dinary active fluids. Setting α = 1 and expanding
Eqs. (4.28–4.30) up to terms O(q4) (in this case the ex-
pansion is valid because the only higher order term in
the hydrodynamic equation, ∇2p, can be shown rele-
vant only for short wavelength perturbations), we find
Re (s−) ' −2κ0(ρ∗) and Re (s+) ' σ16κ20
[
4− 7κ0σ
]
q2.
The mode s− has negative real part such that it rep-
resents the fast relaxation of small perturbations from
the stationary solution p∗. For the mode s+, instead,
by writing 4 − 7κ0/σ = 11 − 7σt/σ, we can see that
its real part is negative for σ < 7σt/11. In this region
of the parameter space, the ordered phase is thus sta-
ble against longitudinal perturbations at the linear level.
Conversely, when 7σt/11 ≤ σ < σt the mode becomes
unstable and the perturbation can destabilize the sys-
tem. The eigenmode s+ thus corresponds to the banding
instability characteristic of ordinary active fluids, which
renders the transition first-order [61–64].
In the Le´vy case α 6= 1, the mode s− only differs by a
term of higher order ∼ qα, which is thus negligible in the
hydrodynamic limit. In contrast, the mode s+ exhibits a
term of lower order ∼ qα, which is thus dominant in the
hydrodynamic limit. Because Υ0 > 2Υ2 for all 0 < α < 1
(not shown), this term has negative sign and thus exerts
a stabilizing effect on the perturbed phase. Therefore, in
ALM the banding instability is suppressed, such that the
critical behaviour of the order-disorder phase transition
predicted by the mean field theory can manifest.
This stabilization of the order phase in ALM is caused
by the terms in the hydrodynamic EOM representing
the enhanced diffusion of the fields ρ and p. In fact,
if we switched them off by setting Υ0 = 0, the sign of
Eq. (4.32) would still be positive in the hydrodynamic
limit. The banding instability would thus still disrupt
the order phase at the onset of collective motion, and
the phase transition would remain first-order as in ordi-
nary active fluids.
We remark that the previous results on the stability
of the order phase at the onset of collective motion are
strictly valid only in the hydrodynamic limit, i.e., for
long-wavelength perturbations. This calculation as is,
thus, can not rule out the possibility that other insta-
bilities could emerge in the order phase for intermediate
wavelength perturbations. To perform a reliable linear
stability analysis in this regime, in fact, the hydrody-
namic equations (3.36) and (3.37) must be first corrected
to account for, potentially, the entire hierarchy of higher-
order expansion terms. This analysis, however, goes be-
yond the scope of the present manuscript and will not
be pursued. Further definite validation of the previous
predictions will be provided, instead, through numerical
simulations of the microscopic dynamics (see Sec. V).
2. Transversal perturbations
We now study the stability of the ordered phase against
perturbations orthogonal to the direction of the collec-
tive motion. Therefore, we set ϑ = pi/2 (such that
eϑ = e⊥ and eϑ+pi2 = −e‖) in Eqs. (4.20) and (4.23).
Furthermore, because also δp0 ∝ e⊥, we assume δp0‖ =
0. With these assumptions, the contribution from the
alignment tensor δQ(1) is determined by the relations
e⊥ · [δQ(1)e‖] = cos (2ϑ‖)δQ(1)xy − sin (2ϑ‖)δQ(1)xx , R(ϑ‖ +
pi/2)e⊥ = −(cos 2ϑ‖, sin 2ϑ‖) and R(ϑ‖ + pi/2)e‖ =
(sin 2ϑ‖,− cos 2ϑ‖). Finally, we obtain the equations
(s+ Υ0q
α)δρ0 = 2Υ1iq
αδp0⊥, (4.33)
[s+ (Υ0 −Υ2 + Λ⊥p∗2)qα]δp0⊥ = Υ1iqαδρ0 (4.34)
with the auxiliary parameter Λ⊥ ≡ 2B0 cos ϑ‖ − B4.
Solving Eq. (4.33) for δp0⊥/δρ0 and substituting it into
Eq. (4.34) yields the dispersion relation
s2 + s(2Υ0 −Υ2 − Λ⊥p∗ 2)qα
+ [Υ0(Υ0 −Υ2 − Λ⊥p∗ 2) + 2Υ21]q2α = 0. (4.35)
This equation can be solved similarly to the previous
case. The real parts of its solutions are thus given by
Re (s±) = −q
α
2
[(2Υ0 −Υ2 − Λ⊥p∗ 2)±
√
∆] (4.36)
with ∆ prescribed as
∆ = [(Υ2 + Λ⊥p∗ 2)2 − 8Υ21]. (4.37)
At the onset of collective motion, where κ0 ≈ 0, we find
that ∆ ≈ Υ22 − 8Υ21, which is negative for all 0 < α < 1
(not shown). Consequently, we obtain
Re [s±] ≈ −
(
2Υ0 −Υ2
2
)
qα, (4.38)
which is negative as for longitudinal perturbations.
Therefore, in ALM, at the onset of collective motion, the
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ordered phase is stable against long-wavelength transver-
sal perturbations from the stationary fields. This result
agrees with the picture valid for ordinary active matter,
where one obtains non authorized modes (i.e., imaginary;
set α = 1 above) indicating that no instabilities whatso-
ever can arise from perturbations in this direction [45].
V. FINITE SIZE SCALING ANALYSIS AND
CRITICAL PROPERTIES OF THE TRANSITION
The potential criticality of the order-disorder phase
transition in ALM, which is consequence of the suppres-
sion of the long-wavelength banding instability at the
onset of collective motion, can be further ascertained
by performing a finite size scaling analysis of the micro-
scopic model (2.1) [137]. For this purpose, we perform
numerical simulations of this dynamics in a square box
of edge length L with periodic boundary conditions (see
Appendix B for details on the numerical implementa-
tion). We choose model parameters: ρ = 2, γ = 0.25 and
α = 1/2, which are kept fixed throughout the analysis.
Conversely, in order to identify the critical noise strength,
which we denote as σ?, we scan through a wide range of
values of σ and repeat all simulations for different system
sizes L = {48, 56, 64, 72}. Each simulation is initialized
in the homogeneously disorder phase and updated for T
time sweeps, with T sufficiently large that the system can
equilibrate (see below). At each time step tj = j∆t, we
calculate the polar order parameter
ϕ(tj) ≡ 1
N
∣∣∣∣∣
N∑
i=1
n(θi(tj))
∣∣∣∣∣ , (5.1)
which measures the time-evolution of the average orienta-
tion of the active Le´vy particles. Furthermore, we define
the time-averaged polar order parameter
ϕ ≡ 1
T − j0 + 1
T∑
j=j0
ϕ(tj) , (5.2)
again with j0 large enough for the system to equili-
brate. In our simulations, we choose T = 2.5 × 106 and
j0 = 2.45 × 106 (i.e., the time average is made over the
last 5 × 104 time steps). We can confirm, in fact, that
these time sweeps are sufficient for the system to equi-
librate. This is shown in Fig. 5, where we plot the pair
correlation functionG (a) and the correlation function for
the unit vector n (b) as a function of the inter-particle
distance r ≡ |ri − rj | (i, j = 1, . . . , N ; i 6= j) for sev-
eral different values of T at the critical point (estimated
numerically; see below) and for the largest system size
considered L = 72. We note that, if the system is equili-
brated in these conditions, it is also equilibrated for any
different σ and/or smaller L. While the pair correlation
function is equilibrated for all T considered (and is thus
not informative in this sense), the correlation function
of the orientation vector suggests that the equilibration
time is about T = 105, where the different curves start
overlapping. The value that we use in our simulations is,
in fact, one order of magnitude larger than this estimate,
which thus allows us to safely assume the system to be
equilibrated when we perform the time averaging (5.2).
The conventional technique to assess numerically the
criticality of a phase transition, and simultaneously lo-
cate the critical point, consists in the estimation of the
Binder cumulant, in our case of the time-averaged po-
lar order parameter, for different system sizes L. This
observable is defined as
U
(L)
4 ≡
〈ϕ2〉2L
〈ϕ4〉L , (5.3)
where 〈·〉L denotes the ensemble average taken at finite
system size. Specifically, if the phase transition is of sec-
ond order (i.e., continuous), the Binder cumulant curves
for different L must cross at the critical point [138].
Evidently, by measuring the intersection point of these
curves, if it exists, we can also obtain an estimate of the
critical point. We plot the Binder cumulant U
(L)
4 for our
microscopic model of ALM in Fig. 6a. Remarkably, the
curves intersect, thus highlighting that the order-disorder
phase transition in ALM is indeed critical, in agreement
with the prediction of the linear stability analysis on the
hydrodynamic EOM at the onset (see Sec. IV). Further-
more, by identifying the crossing point, we obtain the nu-
merical estimate of the asymptotic critical noise strength
σ? = 0.239816(2) , (5.4)
where the error denotes 1 s.e.m..
Having established the criticality of the transition, and
the critical point (at fixed density), we can now charac-
terize numerically the critical exponents. To estimate
the static exponent ν, we use the scaling relation for the
gradient of Binder cumulant at the onset of the transition∣∣∣∣∣∂U (L)4∂τ
∣∣∣∣∣
τ'0
∝ L1/ν , (5.5)
with the distance from the critical noise strength τ ≡
−1 +σ/σ?. To estimate the gradient, we fit U (L)4 around
the critical point with a quadratic polynomial. The coef-
ficient of the linear term thus estimates ∂U
(L)
4 /∂τ . Fits
for all considered L are shown in Fig. 6a. The fit of the
relation (5.5) to these estimates of the Binder cumulant
gradient is presented in Fig. 7a. The other static critical
exponents, γ and β, can be also estimated as ratios by the
exponent just calculated, ν. In fact, we can determine the
ratio γ/ν from the scaling relation for the susceptibility
of the time-averaged polar order parameter at criticality,
ϕ?, which is defined (in two spatial dimensions) as
χL ≡ L2(〈ϕ2?〉L − 〈ϕ?〉2L) . (5.6)
This observable scales with the system size L as
χL ∝ Lγ/ν . (5.7)
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The fit of the relation (5.7) to numerical estimates
of χL from simulation data is presented in Fig. 7b. To
determine the ratio β/ν, instead, we use the scaling
relation of the time-averaged polar order parameter at
criticality
ϕ? ∝ L−β/ν . (5.8)
The fit of the relation (5.8) to numerical estimates of ϕ?
from simulation data is presented in Fig. 7c. Finally, we
can estimate the dynamic critical exponent z, by apply-
ing the technique illustrated in [137]. From simulation
data at criticality, we measure the relaxation function R,
defined for a general time lag t > 0 as
R(t) ≡ 〈ϕ?(t)ϕ?(0)〉L − 〈ϕ?(0)〉
2
L
〈ϕ2?(0)〉L − 〈ϕ?(0)〉2L
. (5.9)
By definition, R(0) = 1 and R(t) → 0 for t  1. In ad-
dition, this quantity is expected to decay exponentially,
i.e., R(t) ∝ e−t/ξ. By fitting our numerical data with this
exponential function, we can then estimate the correla-
tion length of the time-averaged polar order parameter
at criticality, ξL, which obeys the scaling relation
ξL ∝ Lz . (5.10)
Therefore, we can use this expression to estimate directly
the exponent z. Relaxation functions and correspond-
ing exponential fits for all L considered are presented in
Fig. 6b. Finally, we present the fit of the relation (5.10)
to numerical estimates in Fig. 7d. This finite size scal-
ing analysis is also repeated for a different microscopic
step size distribution, α = 3/4, (Fig. 8). In this case, we
obtain the estimate for the critical noise strength
σ? = 0.24343(6) . (5.11)
All the numerical estimates of static and dynamic critical
exponents obtained are summarized in Table II.
α ν β/ν γ/ν z
1/2 1.00999(3) 0.497(1) 0.996(4) 0.991835(4)
3/4 1.0163(1) 0.496(1) 1.011(4) 0.991333(2)
TABLE II. Numerical estimates of the critical exponents for
two exemplary values of the parameter α. Errors are ex-
pressed as 1 s.e.m..
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Intriguingly, the estimates obtained for the static criti-
cal exponents (at least for the first case, α = 1/2) suggest
that the critical properties of ALM may be related to
those of equilibrium two-dimensional models with long-
range interaction energy ∝ 1/|rij |2+2α and n-component
isotropic order parameter [139, 140]. For these systems,
two regimes with distinct critical properties, separated
by the threshold αc ≡ d/4 (d are the spatial dimensions;
thus, in our specific case, αc = 1/2), have been demon-
strated: For α < αc, the so called classical regime, the
critical exponents are
γ = 1 , β =
1
2
, ν =
1
2α
. (5.12)
These formulas are valid also at the threshold αc, ex-
cept for logarithmic corrections for both the correlation
length and susceptibility of the order parameter. The
case α = 1/2, therefore, belongs to this regime, and
Eqs. (5.12) predict exponents γ = 1, β = 1/2 and ν = 1.
Our numerical estimates are clearly consistent with these
predictions (see Table II).
For αc < α < 1, the nonclassical regime, to which
our second numerical case study, α = 3/4, belongs, the
critical exponents have been characterized as expansions
in the distance from the threshold ∆α ≡ α − αc. In
details, setting n = 2 for our polar order parameter, the
following results hold to order ∆α2 [139]
γ ' 1 + 8
5
∆α+
668
125
∆α2, β =
γ
2
(
1− α
α
)
, ν =
γ
2α
,
(5.13)
which predict γ = 1.734, β = 0.289 and ν = 1.156. Our
estimates are thus inconsistent with these predictions.
Having established the criticality of the disorder-to-
collective motion transition in our model of ALM, we
now compare the associated critical behaviour to other
critical phenomena previously discussed in this context.
Critical phenomena have been analyzed, either analyt-
ically or computationally, in the following active mat-
ter systems: (i) self-propelled particles with long-ranged
metric alignment interactions [74, 75] (ii) incompress-
ible active fluids [141–143], (iii) critical motility-induced
phase separation [144–146], (iv) self-propelled particles
with velocity reversals and alignment interactions [94],
and (v) dense collections of active particles with contact
inhibition of locomotion [147]. Our results indicate that
the critical behavior in ALM is different from all of the
above systems because our critical exponents depend on
the parameter α that quantifies the scaling properties of
the Le´vy particle dynamics, and such a parameter does
not exist in the aforementioned systems. In addition, our
observations seem to suggest that this dependence on α
may relate the static critical properties of ALM to the
universality class of long-range attractive interactions in
the classical regime. In contrast, they do not support this
relation in the non classical regime. However, our numer-
ical considerations are not exhaustive in this matter. To
further elucidate this connection, in fact, an analytical
derivation of the critical exponents for general α from
the hydrodynamic equations must be developed by em-
ploying dynamic renormalisation group methods. This is
an interesting open problem that we aim to elucidate in
future investigations.
VI. CONCLUSIONS
In this paper we studied in details a microscopic model
of ALM [116], where the active particles perform su-
perdiffusive motion, akin to a Le´vy flight [117–119],
with short-range interactions that promote the polar
alignment of their velocity directions [7, 46]. First, we
switched off the inter-particle interactions and charac-
terized the diffusion process of individual active particles
by their position mean-square displacement and statis-
tics. We then switched on the alignment interactions
and applied a coarse-graining procedure, based on the
BBGKY hierarchical method [122] and on the expansion
of the reduced single-particle probability density in terms
of Fourier angular modes [45, 46, 48–50, 52], to derive the
hydrodynamic EOM of the model. We then solved these
equations at mean-field level, which yielded disordered
and ordered phases similarly to ordinary active matter,
and then studied the linear stability of these solutions.
On the one hand, we found that the disordered phase
is stable at the linear level against small perturbations
in an arbitrary direction. This prediction agrees with
the conventional theory of active fluids [45–48]. On the
other hand, we found that the ordered phase at the onset
of collective motion is also stable at linear level against
small perturbations in the longitudinal direction. This
is fundamentally different from ordinary active fluids,
where a characteristic banding instability has been shown
to emerge both analytically and numerically [45–50, 61–
64]. This instability, which makes the phase transition
first-order in ordinary active matter, is thus suppressed
in ALM, thus allowing for a critical disordered-ordered
phase transition [116]. Finally, we validated this predic-
tion by finite size scaling analysis of simulation data and
estimated numerically the critical exponents of the tran-
sition, which revealed an intriguing relation between the
static properties of our ALM model and the equilibrium
n-component system with long-range attractive interac-
tions (in the classical regime).
The derivation of the hydrodynamic EOM for ALM,
the linear stability analysis on the order and disorder
phases, and the numerical characterization of the criti-
cal properties of the phase transition are our most im-
portant results, even more so because they elucidate the
novel physics of active matter integrating anomalous dif-
fusive motility and inter-particle interactions. In partic-
ular, the connection with the universality class of long-
range attractive interactions will need to be further elu-
cidated with analytical arguments; for instance, by de-
riving general formulas for the critical exponents as a
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FIG. 8. Summary of the finite size scaling analysis of the microscopic model (2.1) of active Le´vy matter for α = 3/4. Other
model parameters are ρ = 2 and γ = 0.25. We refer to the main text and to the captions of Figs. 5, 6 and 7 for details on
the numerical protocol and statistical analysis employed. (a) Pair correlation function G at criticality vs. the inter-particle
distance r. (b) Correlation function of the orientation vector n(θi) ≡ (cos θi, sin θi) at criticality vs. the distance between active
particles. (c) Estimation of the critical point. (d) Estimation of the correlation time of the polar order parameter at criticality.
(e) Gradient of the Binder cumulant at criticality |∂U (L)4 /∂τ |τ'0 vs. the system size L. (f) Susceptibility at criticality χL vs.
L. (g) Polar order parameter at criticality ϕ? vs. L. (h) Correlation time of the polar order parameter ξL at criticality vs. L.
function of the characteristic model parameter α. One
viable method to achieve this task can be to apply a dy-
namic renormalisation group approach, similarly to that
recently introduced to study the universality class of the
ordered phase and of the disorder-to-collective motion
phase transition of incompressible active fluids [141–143].
Another important result relates to the structure of
the hydrodynamic EOM for ALM (see Eqs. (3.36, 3.37)),
which we obtained by coarse-graining the microscopic dy-
namical model (2.1). Our calculation shows that these
equations contain: (a) terms that have a counterpart in
the hydrodynamic EOM of ordinary active matter and
are integrated across the domain weighted by probabil-
ity measures that can be easily interpreted; (b) higher
order terms in the Fourier angular expansion that are
absent from the hydrodynamic EOM of ordinary active
matter, which not only can depend on highly non-linear
fields but can also exhibit a non local integral structure
specified by non trivial probability measures. While the
former terms can be understood straightforwardly also
by applying a first principles approach, the latter ones
pose considerable challenge because in general they may
require complex and non intuitive jump statistics to be
formulated correctly. Our discussion can thus potentially
serve as a starting point to develop a systematic first-
principles derivation of the hydrodynamic equations for
ALM systems.
Overall, our results highlight that anomalous diffusion
at single-particle level can fundamentally change the col-
lective properties of active systems. Therefore, it will be
interesting to apply considerations similar to those devel-
oped in this paper to other paradigmatic examples of col-
lective behaviour, such as active turbulence [11–19] and
motility-induced phase separation [20–23], and to further
elucidate their relevance to the biological realm [99].
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Appendix A: Diffusional features of the dynamical
model (1.1) with Le´vy stable distributed step sizes
We first calculate the position statistics of non-
interacting active Le´vy particles projected along the arbi-
trary direction n(ψ) ≡ (cosψ, sinψ), which is defined as
P (x, t) ≡≺ 〈δ(x− r′(t) ·n(ψ))〉  with r′(t) ≡ r(t)− r(0)
and r prescribed by the Langevin equations (1.1). Taking
its Fourier transform, we can write
Pˆ (k, t) =≺ 〈e ikr′(t)·n(ψ)〉 
=≺ 〈e ik
∫ t
0
η(t′) cos (θ(t′)−ψ) dt′〉  . (A.1)
Exploiting the independence of η and ξ, we can calculate
the average over the Le´vy noise first by using Eq. (1.5)
with h(t′) ≡ H(t− t′)(−ik) cos(θ(t′)−ψ) (H is the Heav-
iside function; i.e., H(x) = 1 for x ≥ 0; H(x) = 0 oth-
erwise). Therefore, we obtain Pˆ (k, t) = 〈e−kαD(t)〉 with
the auxiliary function
D(t) ≡
∫ t
0
| cos (θ(t′)− ψ)|αe−iαpi2 sign(cos (θ(t′)−ψ)) dt′.
(A.2)
The remaining Brownian average can be calculated with
the Feynman-Kac equation [148] (not shown). The pro-
jected statistics is thus formally given by
P (x, t) =
1
pi
Re
∫ ∞
0
e−ikx〈e−|k|αD(t)〉dk. (A.3)
To get its asymptotic tail behaviour, we expand the
Brownian functional and rescale the Fourier variable as
P (x, t)− δ(x)
∼ |x|−(1+α) lim
→0
[
− 1
pi
Re
∫ ∞
0
e−ik−k|k|α〈D(t)〉dk
]
∼ −|x|−(1+α)Γ(1 + α) 1
pi
Re
[
e−i
pi
2 (1+α)〈D(t)〉
]
∼ |x|−(1+α)Γ(1 + α) sin (piα)
pi2
C(t), (A.4)
where the infinitesimal coefficient e−k ensures the con-
vergence of the expansion [136] and C(t) is the positive
real coefficient
C(t) ≡
∫ t
0
∫ pi/2
0
∫ 2pi
0
(cosφ)α
e−
(φ−φ′)2
2σt′√
2piσt′
dφ′ dφdt′.
(A.5)
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This is calculated by assuming uniformly distributed ini-
tial angles for the active particles and by recalling that
the transition probability for the angular variables is
Gaussian. This argument shows that the projected po-
sition statistics exhibits power-law asymptotic tail be-
haviour P (x, t) ∼ |x|−(1+α) for |x|  1.
Similarly, we can calculate the two-dimensional posi-
tion statistics P (x, t) ≡≺ 〈δ(x − r′(t))〉 . Its Fourier
transform is
Pˆ (k, t) =≺ 〈e ik·r′(t)〉 
=≺ 〈e i
∫ t
0
η(t′)[k·n(θ(t′))] dt′〉  . (A.6)
Setting h(t′) ≡ H(t − t′)[−ik · n(θ(t′))] in Eq. (1.5) we
obtain
Pˆ (k, t) = 〈e−
∫ t
0
[−ik·n(θ(t′))]α dt′〉 . (A.7)
Taking its inverse Fourier transform, and setting k ≡
kn(ψ), we obtain the formal equation for the distribution
P (x, t) =
1
2pi
∫
R2
d2k e−ik·x〈e−kαD(t)〉. (A.8)
Using this result, we can calculate the fractional mo-
ments ≺ 〈|x|δ〉 ≡ ∫R2 |x|δP (x, t) d2x for 0 < δ < α.
In details, using polar coordinates for both integrals,
and performing the change of variables k′ ≡ k[D(t)]1/α,
x′ ≡ x/[D(t)]1/α we obtain
≺ 〈|x|δ〉 = 1
2pi
∫ ∞
0
dx′x′ 1+δ
∫ 2pi
0
dφ
∫ ∞
0
k′ dk′×
×
∫ 2pi
0
dφ′e−ik
′x′ cos (φ−φ′)−k′α
〈
[D(t)]δ/α
〉
. (A.9)
To solve this equation analytically, one needs to cal-
culate the full statistics of the corresponding Brown-
ian functional W (y, t) ≡ 〈δ(y − D(t))〉, which how-
ever we do not pursue here. Nevertheless, recall-
ing that Brownian functionals scale linearly for long
times [149], i.e., in Laplace space L{W (y, t)}(s) =
g(ys) with g a suitable scaling function, we can write
L{〈[D(t)]δ/α〉}(s) = s−1−δ/α ∫∞−∞ yδ/αg(y) dy. The in-
verse Laplace transform of this equation yields the scaling
behaviour
〈
[D(t)]δ/α
〉 ∼ tδ/α. Upon rescaling the frac-
tional moment, we obtain that the pseudo mean-square
displacement ≺ 〈|x|δ〉 2/δ scales as t2/α.
Appendix B: Details of the simulation protocol
1. Model numerical implementation
To simulate the dynamics of active Le´vy particles from
the initial time t0 = 0 to the final time tT = M , we
consider a time discretization {tm} with time step ∆t
(thus m = 0, . . . , T with T ≡ M/∆t). The Langevin
equations (2.1) are discretized as
ri(tm+1) = ri(tm) + ηi(tm,∆t)n(θi(tm)), (B.1)
θi(tm+1) = θi(tm) + Fi(tm)∆t+ ξi(tm,∆t), (B.2)
where ηi(tm,∆t) is a random variable sampled from a
one-sided positive Le´vy distribution with characteristic
Le´vy symbol generically specified by Eq. (1.2) (see below
the algorithm for generating in particular stable variates
with stability parameter 0 < α < 1), ξi(tm,∆t) is a Gaus-
sian random variable with null mean and variance 2σ∆t,
and Fi(tm) is the short-range alignment interaction ex-
erted on particle i-th (see Eq. (2.2)). Note the choice of
Itoˆ prescription for the multiplicative noise term in the
rhs of Eq. (B.1).
At each time step all particle trajectories are updated;
in equivalent terms, for each simulation we then per-
form T particle sweeps (in the simulations presented
∆t = 0.1). Therefore, the predictions on the macro-
scopic behaviour of the model do not depend on ∆t, as
long as we account for a total number of particle sweeps
sufficient to ensure that the system is equilibrated.
Let us consider, in full generality, that numerical simu-
lations of the Eqs. (B.1, B.2) are performed in an asym-
metric box of size 2Lx × 2Ly with periodic boundary
conditions. Imposing these conditions for the dynamics
described here requires more careful consideration with
respect to the case of self-propelled particles (where one
only needs to implement the rules presented, among other
textbooks, in [150]). In fact, because the Le´vy statis-
tics allows for potentially large particle displacements be-
tween successive time steps, particles can jump from one
time step to the next one in one of several consecutive ad-
jacent boxes outside the simulation region (i.e., not only
the first one) (see schematic in Fig. 9). Therefore, the
rules to impose periodic boundary conditions in our mi-
croscopic ALM model are adapted as follows. Consider,
e.g., the x-component of the i-th particle position vector
rix that satisfies the condition −Lx ≤ rix ≤ Lx; then,
• if rix ≥ Lx, replace it by rix − (1 + n)2Lx with the
integer n = b(rix − Lx)/2Lxc;
• otherwise, if rix < −Lx, replace it by rix + (1 +
n)2Lx with the integer n = b|rix + Lx|/2Lxc.
The same rules with Lx replaced by Ly hold for the y-
component of the position vector riy, which is also as-
sumed to satisfy the condition −Ly ≤ riy ≤ Ly. Simi-
larly, when evaluating the distance between particles i-th
ri(tm) ri(tm+1)
ηi(tm,Δt)rj(tm+1) rj(tm)
ηj(tm,Δt)
ex
ey
2Lx
2Ly
FIG. 9. Schematic of jump event for two active Le´vy particles
illustrating the rules to impose periodic boundary conditions.
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and j-th, these rules are applied to each of the compo-
nents of the distance vector rij = ri − rj (clearly in this
case n = 0 [150]). Finally, to efficiently evaluate the inter-
particle force Fi in the rhs of Eq. (B.2) we implement the
cell subdivision method [150].
2. Generation of one-sided positive Le´vy stable
random variables
Random variates η(ti,∆t) following a one-sided pos-
itive Le´vy stable distribution with stability parameter
0 < α < 1 are obtained by implementing the algorithm
below [151, 152]:
1.A We generate a random variable Vi uniformly dis-
tributed on (−pi/2, pi/2). This is realized by sam-
pling a uniformly distributed variate u
(1)
i on (0, 1)
(here we use the ran2 algorithm presented in [153])
and then setting Vi = pi(u
(1)
i − 1/2).
1.B We generate a second independent random variable
Wi exponentially distributed with mean 1. This is
obtained similarly by sampling another uniformly
distributed variate u
(2)
i on (0, 1), independent on
u
(1)
i , and setting Wi = − log (u(2)i ).
1.C The Le´vy distributed variate is given by
η(ti,∆t) = (∆t)
1/α sin
[
α
(
Vi +
pi
2
)]
[cos (Vi)]
1/α
×
×
{
cos
[
Vi − α
(
Vi +
pi
2
)]
Wi
}(1−α)/α
. (B.3)
This algorithm also applies to the special case α = 1,
where it yields η(ti,∆t) = ∆t as expected (see Sec. I).
To avoid sampling random variables too large for the
double-precision floating point format of typical calcula-
tors, we introduce a tempering H  L by employing the
rejection method [154] (in the simulations presented we
set H = 1010):
2.A We generate the Le´vy distributed variate η(ti,∆t)
as detailed above; then
2.B we sample a second random variable Yi from an
exponential distribution with mean 1/H (again as
detailed above);
2.C finally, if η(ti,∆t) ≤ Yi, we keep it; otherwise, we
reject both variables and repeat steps 2.A and 2.B.
We refer to the original references [151, 152, 154] for
the numerical verification of these algorithms. An al-
gorithm similar to 1.A – 1.C yielding fully general Le´vy
stable distributed random variables can be found in [155].
Appendix C: Large-scale limit of the integral
term (2.20)
To simplify the notation, we consider a general test
function h. Since the probability density P is also a test
function, the argument presented below also applies to
it. We write the integral term as
1
pid2
∫
R2
dr
∫
R2
dr′H(d− |r− r′|)h(r′)
=
1
2pid2
∫
R2
dr1
∫
R2
dr2H(d− |r2|)h
(
r1 − r2
2
)
=
1
2pid2
∫
R2
dr1
∫ d
0
dr2r2
∫ pi
−pi
dφh
(
r1 − r2er
2
)
(C.1)
where first we use the change of variables (r1, r2) ≡ (r +
r′, r − r′) with Jacobian 1/2 and second we express the
integral over r2 in polar coordinates (r2, φ) with er ≡
(cosφ, sinφ). Again changing variables as r2 ≡ dr′2, we
obtain
1
pid2
∫
R2
dr
∫
R2
dr′H(d− |r− r′|)h(r′)
=
1
2pi
∫
R2
dr1
∫ 1
0
dr′2r
′
2
∫ pi
−pi
dφh
(
r1 − dr′2er
2
)
. (C.2)
It is now straightforward to take the limit d→ 0. In this
limit, h can be taken outside the polar integral, and this
latter one can be solved exactly. Therefore, we demon-
strate the following relation
lim
d→0
1
pid2
∫
R2
dr
∫
R2
dr′H(d− |r− r′|)h(r′)
=
1
2
∫
R2
dr1h
(r1
2
)
≡
∫
R2
dr
∫
R2
dr′δ(r− r′)h(r′).
(C.3)
As this relation holds for any test function h, the outer
integral can be dropped; therefore, this relation is equiv-
alent to
lim
d→0
1
pid2
∫
R2
dr′H(d−|r−r′|)h(r′) =
∫
R2
dr′δ(r−r′)h(r′).
(C.4)
Applying this relation to Eq. (2.20) yields its large-scale
limit (2.21).
Appendix D: Exact formulas for the coefficients Υ
for Le´vy stable distributed step sizes
We consider Eq. (3.16) with ν specified by Eq. (1.3),
i.e.,
Υm ≡ (−i)
m
2pi
∫ pi
−pi
e iφ
′m(−i cosφ′)α dφ′. (D.1)
The remaining angular integral can be solved analyti-
cally. For m = 0 we find∫ pi
−pi
(−i cosφ′)α dφ′ = 2√pi cos
(piα
2
) Γ( 1+α2 )
Γ
(
1 + α2
) , (D.2)
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such that
Υ0(α) =
cos
(
piα
2
)
√
pi
Γ
(
1+α
2
)
Γ
(
1 + α2
) . (D.3)
For m 6= 0 we can write∫ pi
−pi
e iφ
′m(−i cosφ′)α dφ′ =
2(−i)α
∫ pi/2
0
cos (φ′m)(cosφ′)α dφ′
+ 2iα
∫ pi
pi/2
cos (φ′m)| cosφ′|α dφ′. (D.4)
The first integral in its rhs is equal to∫ pi/2
0
cos (φ′m)(cosφ′)α dφ′ =
i2−1−α
m− α 2F1
(
m− α
2
,−α; 1 + m− α
2
;−1
)
− i2
−1−α
m+ α
2F1
(
−m+ α
2
,−α; 1− m+ α
2
;−1
)
+
im
2
(
− i
2
)1+α Γ(1 + α)Γ(m−α2 )
Γ
(
1 + m+α2
)
+
(−i)m
2
(
− i
2
)1+α Γ(1 + α)Γ(−m+α2 )
Γ
(
1− m−α2
) ; (D.5)
likewise, the second one is given by∫ pi
pi/2
cos (φ′m)| cosφ′|α dφ′ =
i2−1−α(−1)1+m
m− α 2F1
(
m− α
2
,−α; 1 + m− α
2
;−1
)
+
i2−1−α(−1)m
m+ α
2F1
(
−m+ α
2
,−α; 1− m+ α
2
;−1
)
+
im
2
(
i
2
)1+α Γ(1 + α)Γ(m−α2 )
Γ
(
1 + m+α2
)
+
(−i)m
2
(
i
2
)1+α Γ(1 + α)Γ(−m+α2 )
Γ
(
1− m−α2
) (D.6)
with 2F1 the Gaussian hypergeometric function. Com-
bining these results into Eq. (D.4), we finally obtain:∫ pi
−pi
e iφ
′m(−i cosφ′)α dφ′ = i
α+1
2α
{
[(−1)α − (−1)m]
m− α ×
2F1
(
m− α
2
,−α; 1 + m− α
2
;−1
)
+
[(−1)m − (−1)α]
m+ α
× 2F1
(
−m+ α
2
,−α; 1− m+ α
2
;−1
)}
. (D.7)
Using the relations
iα[(−1)m − (−1)α] = 2i1+m sin
(pi
2
(m+ α)
)
, (D.8a)
iα[(−1)m − (−1)α] = 2(−i)1+m sin
(pi
2
(m− α)
)
,
(D.8b)
we finally obtain
Υm(α) ≡
sin
(
pi
2 (m+ α)
)
pi2α(m− α) 2F1
(
m− α
2
,−α; 1 + m− α
2
;−1
)
+ (−1)m sin
(
pi
2 (m− α)
)
pi2α(m+ α)
×
× 2F1
(
−m+ α
2
,−α; 1− m+ α
2
;−1
)
. (D.9)
Appendix E: Derivation of the second angular
mode (3.23)
Employing the approximation ∂tfˆ2 ≈ 0, Eq. (3.22) can
be cast into the following equation
(Υ0k
α + 4σ)fˆ2 + Υ4k
αei4ψ fˆ∗2 = Fˆ1 + iFˆ2, (E.1)
with the auxiliary complex function
Fˆ1 + iFˆ2 = γ(fˆ1 ? fˆ1)−Υ1ikαeiψ fˆ1
+ Υ2k
αei2ψ fˆ0 + Υ3ik
αei3ψ fˆ∗1 , (E.2)
which can be solved by writing out real and imaginary
parts of all the modes. Using the ansatz fˆn = aˆn + ibˆn,
for n > 0 (the mode n = 0 is in fact real) yields the
coupled linear equations
[Υ0k
α + 4σ + Υ4k
α cos (4ψ)]aˆ2 + Υ4k
α sin (4ψ)bˆ2 = Fˆ1,
(E.3)
[Υ0k
α + 4σ −Υ4kα cos (4ψ)]bˆ2 + Υ4kα sin (4ψ)aˆ2 = Fˆ2.
(E.4)
To obtain the solution of the set of equations (E.3, E.4)
we write them in vector form
M
(
aˆ2
bˆ2
)
=
(
Fˆ1
Fˆ2
)
, M = (4σ + Υ0k
α)1 + Υ4k
αR(4ψ)
(E.5)
with 1 the identity matrix in two dimensions and R the
involutory matrix (i.e., R2 = 1) in two dimensions
R(φ) ≡
(
cosφ sinφ
sinφ − cosφ
)
. (E.6)
In fact, the solution of the linear system (E.5) is readily
given by(
aˆ2
bˆ2
)
= M−1
(
Fˆ1
Fˆ2
)
, M−1 =
[
Dˆ01− Dˆ4R(4ψ)
]
(E.7)
with the auxiliary (k, α)-dependent coefficients
Dˆ0 ≡ 4σ + Υ0k
α
(4σ + Υ0kα)2 − (Υ4kα)2 , (E.8)
Dˆ4 ≡ Υ4k
α
(4σ + Υ0kα)2 − (Υ4kα)2 . (E.9)
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Thus, we obtain the solution(
aˆ2
bˆ2
)
= Dˆ0
(
Fˆ1
Fˆ2
)
− Dˆ4
(
cos (4ψ)Fˆ1 + sin (4ψ)Fˆ2
sin (4ψ)Fˆ1 − cos (4ψ)Fˆ2
)
,
(E.10)
or equivalently in compact notation
fˆ2 = Dˆ0(Fˆ1 + iFˆ2)− Dˆ4ei4ψ(Fˆ1 + iFˆ2)∗. (E.11)
Finally, using Eq. (E.2) the solution (E.11) can be written
explicitly in terms of the lower order angular modes, i.e.,
fˆ2 = γDˆ0(fˆ1 ? fˆ1)− γDˆ4ei4ψ(fˆ1 ? fˆ1)∗ + Dˆ2kαei2ψ fˆ0
− Dˆ1ikαeiψ fˆ1 + Dˆ3ikαei3ψ fˆ∗1 (E.12)
with the additional (k, α)-dependent coefficients
Dˆ1 ≡ 4Υ1σ + (Υ0Υ1 −Υ4Υ3)k
α
(4σ + Υ0kα)2 − (Υ4kα)2 , (E.13)
Dˆ2 ≡ Υ2
4σ + (Υ0 + Υ4)kα
, (E.14)
Dˆ3 ≡ 4Υ3σ + (Υ0Υ3 −Υ4Υ1)k
α
(4σ + Υ0kα)2 − (Υ4kα)2 . (E.15)
In the hydrodynamic limit (k → 0), these coefficients
satisfy the following asymptotic formulas:
Dˆ0 =
1
4σ
− Υ0
(4σ)2
kα +
Υ20 + Υ
2
4
(4σ)3
k2α +O(k3α), (E.16)
Dˆ1 =
Υ1
4σ
− 1
(4σ)2
(Υ0Υ1 + Υ3Υ4)k
α +O(k2α), (E.17)
Dˆ2 =
Υ2
4σ
− Υ2
4σ
(Υ0 + Υ4)k
α +O(k2α), (E.18)
Dˆ3 =
Υ3
4σ
− 1
(4σ)2
(Υ0Υ3 + Υ1Υ4)k
α +O(k2α), (E.19)
Dˆ4 =
Υ4
(4σ)2
kα +O(k2α). (E.20)
Conversely, in the opposite limit (k →∞) we find
Dˆ0 =
Υ0
Υ20 −Υ22
1
kα
+O(1), (E.21)
Dˆ1 =
Υ0Υ1 −Υ3Υ4
Υ20 −Υ24
1
kα
+O(1), (E.22)
Dˆ2 =
Υ2
Υ0 + Υ4
1
kα
+O(1), (E.23)
Dˆ3 =
Υ0Υ3 −Υ1Υ4
Υ20 −Υ22
1
kα
+O(1), (E.24)
Dˆ4 =
Υ4
Υ20 −Υ22
1
kα
+O(1). (E.25)
Appendix F: Derivation of the auxiliary relations
presented in Table I
We will denote ei (i = {x, y, z}) the standard basis of
a Cartesian coordinate system. We also introduce the
complex differential operators ∇ˆ and ∇ˆ∗ [45, 48, 52]
∇ˆ = ∂
∂x
+ i
∂
∂y
, ∇ˆ∗ = ∂
∂x
− i ∂
∂y
, (F.1)
whose Fourier transforms are
∇ˆk = −ikeiψ, ∇ˆ∗k = −ike−iψ. (F.2)
For later convenience, we also recall the Pauli matrices
σ1 ≡
(
0 1
1 0
)
, σ2 ≡
(
0 i
−i 0
)
, σ3 ≡
(
1 0
0 −1
)
. (F.3)
1. Equation (3.50)
This relation is easily obtained by employing
Eqs. (F.2). In details,
∇ˆ∗kfˆ1 = −ikxpˆx − ikypˆy + kxpˆy − kypˆx (F.4)
∇ˆkfˆ∗1 = −ikxpˆx − ikypˆy − kxpˆy + kypˆx, (F.5)
such that
∇ˆ∗kfˆ1 + ∇ˆkfˆ∗1 = −2i(kxpˆx + kypˆy) = −2ik · pˆ. (F.6)
Therefore, we can write
ikα(e−iψ fˆ1 + eiψ fˆ∗1 ) = −kα−1(∇ˆ∗kfˆ1 + ∇ˆkfˆ∗1 )
= 2kα−1(ik · pˆ), (F.7)
whose inverse Fourier transform yields −2I1−α(∇ · p).
2. Equation (3.51)
Employing again the explicit definitions (F.2), we can
show that k2e−i2ψhˆ = −∇ˆ∗2k hˆ and that ∇ˆ2khˆ∗ = (∇ˆ∗2k hˆ)∗
with hˆ the Fourier transform of an arbitrary complex
function. Setting hˆ = fˆ1 ? fˆ1, we can then write
kα[e−i2ψ(fˆ1 ? fˆ1) + ei2ψ(fˆ1 ? fˆ1)∗]
= −kα−2[∇ˆ∗2k (fˆ1 ? fˆ1) + ∇ˆ2k(fˆ1 ? fˆ1)∗]
= 2kα−2(ik · Ξˆ0), (F.8)
where we employed Eq. (F.6) with fˆ1 substituted by
∇ˆ∗k(fˆ1?fˆ1) and we defined the auxiliary vector field Ξ0 =
(Re (∇ˆ∗f 21 ), Im (∇ˆ∗f 21 )). The inverse Fourier transform
of Eq. (F.8) is thus −2I2−α(∇·Ξ0). To obtain an analyti-
cal expression for Ξ0, we calculate the complex derivative
∇ˆ∗f 21 =
[
∂
∂x
− i ∂
∂y
]
(p2x − p2y + i2pxpy). (F.9)
Its real part can be manipulated as below
Re [∇ˆ∗f 21 ] = 2
(
px
∂
∂x
+ py
∂
∂y
)
px + 2px
(
∂px
∂x
+
∂py
∂y
)
− ∂
∂x
(p2x + p
2
y), (F.10)
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which is clearly the x-component of Eq. (3.34). Likewise,
the imaginary part of ∇ˆ∗f 21 can be shown to be equal to
its y-component. We note that this final calculation also
proves Eq. (3.53).
3. Equation (3.54)
The inverse Fourier transform of Eq. (F.5) is given by
∇ˆf∗1 = ∇ · p + i
(
∂px
∂y
− ∂py
∂x
)
. (F.11)
Applying again the complex derivative, we obtain
∇ˆ2f∗1 = ∇ˆ(∇ · p) +
(
− ∂
∂y
+ i
∂
∂x
)(
∂px
∂y
− ∂py
∂x
)
.
(F.12)
On the one hand, the first term is identified with the
gradient of (∇·p); on the other hand, the second term is
identified with the curl of the vorticity vector ω, i.e., with
the term −∇×ω. In fact, we can calculate ω = (∂ypx−
∂xpy)ez. Likewise, we can compute ∇ × ω = (ex∂y −
ey∂x)(∂ypx − ∂xpy), which corresponds in the complex
plane representation to the term (∂y− i∂x)(∂ypx−∂xpy).
Therefore, we obtain the vector representation
∇ˆ2f∗1 → ∇(∇ · p)−∇× ω = ∇2p, (F.13)
where we employed the identity
∇2p = ∇(∇ · p)−∇× ω. (F.14)
4. Equation (3.55)
The inverse Fourier transform of the manipulated
term (3.55) is −I1−α(∇ˆf1). Using the definition (F.1),
we obtain
∇ˆf1 = ∂px
∂x
− ∂py
∂y
+ i
(
∂py
∂x
+
∂px
∂y
)
. (F.15)
Its vector representation is given by
∇ˆf1 →
(
∂
∂x
1 + i
∂
∂y
σ2
)
p. (F.16)
5. Equation (3.56)
The inverse Fourier transform of the manipulated
term (3.56) yields −I2−α∇ˆ2f0. Applying twice the com-
plex derivative (F.1), we can calculate
∇ˆ2f0 =
(
∂2
∂x2
− ∂
2
∂y2
)
f0 + 2i
∂
∂x
∂
∂y
f0. (F.17)
Its vector representation is thus given by
∇ˆ2f0 →
(
∂
∂x
1 + i
∂
∂y
σ2
)
∇ρ. (F.18)
6. Equation (3.57)
Recalling the definitions (F.2) and the relations ob-
tained in Appendix F 2, we can show that
ikαei3ψ fˆ∗1 = k
α−3∇ˆ3kfˆ∗1 . (F.19)
The inverse Fourier transform of this equation is
I3−α(∇ˆ3f∗1 ). This complex derivative can be computed
analytically by applying Eq. (F.1) to (F.12). In details,
we obtain
∇ˆ3f∗1 =
(
∂2
∂x2
− ∂
2
∂y2
)
(∇ · p)− 2 ∂
∂x
∂
∂y
(
∂px
∂y
− ∂py
∂x
)
+ i
[(
∂2
∂x2
− ∂
2
∂y2
)(
∂px
∂y
− ∂py
∂x
)
+ 2
∂
∂x
∂
∂y
(∇ · p)
]
.
(F.20)
Its vector representation can thus be written as
∇ˆ3f1 →
(
∂
∂x
1 + i
∂
∂y
σ2
)
[∇(∇ · p)− (∇× ω)]
→
(
∂
∂x
1 + i
∂
∂y
σ2
)
∇2p. (F.21)
7. Equation (3.58)
Analogously to the previous subsection, we can write
ikαei3ψ(fˆ1 ? fˆ1)
∗ = kα−3∇ˆ3k(fˆ1 ? fˆ1)∗, (F.22)
whose Fourier inverse transform yields I3−α∇ˆ3f∗21 . Thus,
we only need to compute the complex derivative
∇ˆ3f∗21 = 2(3∇ˆf∗1 ∇ˆ2f∗1 + f∗1 ∇ˆ3f∗1 ). (F.23)
For the first term, using Eqs. (F.11, F.12) we find
∇ˆf∗1 ∇ˆ2f∗1 = (∇ · p)∇ˆ(∇ · p)
+ (∇ · p)
(
− ∂
∂y
+ i
∂
∂x
)(
∂px
∂y
− ∂py
∂x
)
+
(
∂px
∂y
− ∂py
∂x
)(
− ∂
∂y
+ i
∂
∂x
)
(∇ · p)
−
(
∂px
∂y
− ∂py
∂x
)
∇ˆ
(
∂px
∂y
− ∂py
∂x
)
. (F.24)
The first and last terms are clearly identified with the
gradient of the scalar field (∇ · p)2 − |ω|2; the second
term is identified with −(∇ · p)(∇ × ω), and the third
one with ω×∇(∇·p). Indeed, recalling that ∇(∇·p) =
(ex∂x + ey∂y)(∇ · p), we can compute ω × ∇(∇ · p) =
(∂ypx−∂xpy)(−ex∂y+ey∂x)(∇·p), which in the complex
plane representation corresponds to the term appearing
in the equation. Therefore, we write
∇ˆf∗1 ∇ˆ2f∗1 →
1
2
∇[(∇ · p)2 − |ω|2]
− (∇ · p)(∇× ω) + ω ×∇(∇ · p). (F.25)
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For the second term, multiplying Eq. (F.20) by f∗1 and
rearranging the terms, we obtain
f∗1 ∇ˆ3f∗1 =(
py
∂
∂y
+ px
∂
∂x
)(
− ∂
∂y
+ i
∂
∂x
)(
∂px
∂y
− ∂py
∂x
)
+
(
py
∂
∂y
+ px
∂
∂x
)
∇ˆ(∇ · p)
+
(
py
∂
∂x
− px ∂
∂y
)
∇ˆ
(
∂px
∂y
− ∂py
∂x
)
+
(
py
∂
∂x
− px ∂
∂y
)(
∂
∂y
− i ∂
∂x
)
(∇ · p). (F.26)
The first two terms are identified with (p · ∇)[−∇×ω+
∇(∇ · p)]. By using Eq. (F.14), this is equal to (p ·
∇)∇2p. To determine the remaining terms, we introduce
the vector operator p×∇ = (px∂y−py∂x)ez, such that we
can show that (p×∇)×∇(∇·p) = (py∂x−px∂y)(ex∂y−
ey∂x)(∇ · p) and that (p × ∇) × (∇ × ω) = −(py∂x −
px∂y)(ex∂x + ey∂y)(∂ypx − ∂xpy). Therefore, the second
term in the rhs of the equation is identified with (p×∇)×
∇(∇ · p) − (p ×∇) × (∇× ω), which is shown equal to
(p×∇)×∇2p by recalling Eq. (F.14). Thus, we obtain
f∗1 ∇ˆ3f∗1 → (p · ∇)∇2p + (p×∇)×∇2p. (F.27)
Combining Eqs. (F.25, F.27), we obtain the vector rep-
resentation
1
2
∇ˆ3f∗21 →
3
2
∇[(∇ · p)2 − |ω|2] + (p · ∇)∇2p
+ (p×∇)×∇2p− 3(∇ · p)(∇× ω)
+ 3[ω ×∇(∇ · p)]. (F.28)
This is further simplified by using the relations
(∇ · p)(∇× ω) = 1
2
∇(∇ · p)2 − (∇ · p)∇2p, (F.29)
ω ×∇(∇ · p) = ω × (∇× ω) + ω ×∇2p, (F.30)
ω × (∇× ω) = 1
2
∇|ω|2 − (ω · ∇)ω, (F.31)
where the first and second one are derived by using
Eq. (F.14) and the third one by using the identity of
vector calculus
∇(A ·B) = (A · ∇)B + (B · ∇)A
+ A× (∇×B) + B× (∇×A) (F.32)
with A = B = ω. Using these relations we obtain the
representation
1
2
∇ˆ3f∗21 → (p · ∇)∇2p + (p×∇)×∇2p + 3[(∇ · p)∇2p
+ (ω ×∇2p)− (ω · ∇)ω]. (F.33)
8. Equation (3.59)
Using the first relation from Appendix F 2 we find
[kαei4ψ(fˆ1 ? fˆ1)
∗] = kα−4[∇ˆ4k(fˆ1 ? fˆ1)∗], (F.34)
whose Fourier inverse transform yields I4−α(∇ˆ4f∗21 ). Re-
calling that ∇ˆ3f∗21 → 2(Ξ1 + 3Ξ2) and applying to it the
complex derivative ∇ˆ, we can write:
∇ˆ4f∗21 = 2
[
∂
∂x
(Ξ1x + 3Ξ2x)− ∂
∂x
(Ξ1y + 3Ξ2y)
]
+ 2i
[
∂
∂x
(Ξ1y + 3Ξ2y) +
∂
∂y
(Ξ1x + 3Ξ2x)
]
. (F.35)
Its representation is obtained straightforwardly as
∇ˆ4f∗21 → 2
(
∂
∂x
1 + i
∂
∂y
σ2
)
(Ξ1 + 3Ξ2). (F.36)
Appendix G: Derivation of the auxiliary relations
for the linear stability analysis
We denote e‖ ≡ (cos ϑ‖, sin ϑ‖) the unit vector spec-
ifying the direction of spontaneous symmetry breaking,
e⊥ ≡ (− sin ϑ‖, cos ϑ‖) the corresponding orthogonal vec-
tor and eϑ ≡ R(ϑ)e‖ the unit vector specifying the
direction of the wave number vector q with the two-
dimensional rotation matrix R (the angle ϑ is thus de-
fined with respect to the direction of collective motion).
1. Equations (4.19) and (4.21)
The Fourier transform of the term I1−αδΞ0 is
F{I1−αδΞ0} = kα−1 ˆδΞ0, (G.1)
with δΞ0 as in Eq. (4.4). Taking its Fourier transform
and using the ansatz (4.1) we obtain for the first term
F{(∇ · δp)p∗} = (−ik · δp0)[2piestδ(k + q)]p∗e‖
= iqp∗(eϑ · δp0)[2piestδ(k + q)]e‖ (G.2)
and for the second one, analogously,
F{(∇× δp)× p∗} = iqp∗(eϑ+pi2 · δp0)[2piestδ(k + q)]e⊥.
(G.3)
Substituting these expressions into Eq. (G.1), we find the
Fourier transform of Eq. (4.21)
F{I1−αδΞ0} = iqαp∗[(eϑ · δˆp)e‖ + (eϑ+pi2 · δˆp)e⊥].
(G.4)
Analogously, the Fourier transform of I2−α(∇ · δΞ0) is
F{I2−α(∇ · δΞ0)} = kα−2[(−ik) · ˆδΞ0]. (G.5)
By employing the formulas just derived, we obtain
F{I2−α(∇ · δΞ0)} = −qαp∗[(eϑ · δˆp)(eϑ · e‖)
+ (eϑ+pi2 · δˆp)(eϑ · e⊥)]. (G.6)
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2. Equation (4.21)
The Fourier transform of the term I3−αδΞ1 is given by
F{I3−αδΞ1} = kα−3F{δΞ1}, (G.7)
with δΞ1 as in Eq. (4.5). Taking its Fourier transform
and using the ansatz (4.1), we obtain for the first term
F{(p∗ · ∇)∇2δp}
= p∗(−ik · e‖)(−ik)2δp0[2piestδ(k + q)]
= −iq3p∗(eϑ · e‖)δp0[2piestδ(k + q)]; (G.8)
and for the second one
F{(p∗ ×∇)×∇2δp} = p∗k2(ik · e⊥)×
× (−δp0yex + δp0xey)[2piestδ(k + q)]
= −iq3p∗(eϑ · e⊥)R
(pi
2
)
δp0[2pie
stδ(k + q)]. (G.9)
Substituting these expressions into Eq. (G.7), we find the
Fourier transform of Eq. (4.21)
F{I3−αδΞ1} = −iqαp∗
[
(eϑ · e‖) + (eϑ · e⊥)R
(pi
2
)]
δˆp.
(G.10)
3. Equation (4.24)
The Fourier transform of Eq. (4.6) can be written as
F
{
δQ
(1)
j
}
= −B0kα ˆδMjlp∗l −B0kαM∗jl ˆδpl
+
λ1
2
kα−1Tˆjl ˆδpl − λ2
4
kα−2Tˆjl(−ikl)δˆρ
+
λ3
4
kα−3Tˆjl(−k2) ˆδpl −B4kα−4TˆjlδˆΞ1l. (G.11)
This equation can be simplified if we recall that all
Fourier transform of the vector fields are ∝ δ(q + k).
Thus, we can make the substitution k→ −q eϑ and write
the Fourier transform of the differential operator T as
Tˆ = iq
(
cos(ϑ + ϑ‖) − sin(ϑ + ϑ‖)
sin(ϑ + ϑ‖) cos(ϑ + ϑ‖)
)
. (G.12)
Therefore, Eq. (G.11) simplifies to
F
{
δQ
(1)
j
}
= −B0qα ˆδMjlp∗l −B0qαM∗jl ˆδpl
+ i
λ1
2
qαRjl(ϑ + ϑ‖) ˆδpl +
λ2
4
qαRjl(ϑ + ϑ‖)eϑlδˆρ
− iλ3
4
qαRjl(ϑ + ϑ‖) ˆδpl − iB4qα−3Rjl(ϑ + ϑ‖)δˆΞ1l.
(G.13)
In addition, we can show that ˆδMjlp
∗
l + M
∗
jl
ˆδpl = 2p
∗ ˆδpl.
Therefore, using also Eqs. (G.8, G.9), we obtain
F
{
δQ
(1)
j
}
= −2B0qαp∗ ˆδpj + iλ1
2
qαRjl(ϑ + ϑ‖) ˆδpl
+
λ2
4
qαδˆρRjl(ϑ + ϑ‖)eϑl − iλ3
4
qαRjl(ϑ + ϑ‖) ˆδpl
−B4qαp∗(eϑ · e⊥)Rjm(ϑ + ϑ‖)Rml
(pi
2
)
ˆδpl
−B4qαp∗(eϑ · e‖)Rjl(ϑ + ϑ‖) ˆδpl. (G.14)
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