In this work we present techniques for bounding the cyclicity of a wide class of monodromic nilpotent singularities of symmetric polynomial planar vector fields. The starting point is identifying a broad family of nilpotent symmetric fields for which existence of a center is equivalent to existence of a local analytic first integral, which, unlike the degenerate case, is not true in general for nilpotent singularities. We are able to relate so-called "focus quantities"" to the "Poincaré-Liapunov quantities" arising from the Poincaré first return map. When we apply the method to concrete examples, we show in some cases that the upper bound is sharp. Our approach is based on computational algebra methods for determining a minimal basis (constructed by focus quantities instead of by Poincaré-Liapunov quantities because of the easier computability of the former) of the associated polynomial Bautin ideal in the parameter space of the family. The case in which the Bautin ideal is not radical is also treated.
Introduction and main results
Knowledge of the local qualitative phase portrait near an isolated singularity p 0 ∈ R 2 of a real analytic planar vector field X is an almost completely solved problem, see for example [7] . Only for the so-called monodromic singularities that problem remains open. We recall that p 0 is monodromic when nearby orbits of X rotate about p 0 . Also it is well known after an independent proof in [8] and [15] that monodromic singularities only can be centers (having a punctured neighborhood filled with periodic orbits) or foci (having a punctured neighborhood filled with spiraling orbits). The center problem is the problem of distinguishing between a center or a focus at a monodromic singular point.
In this work we focus on nilpotent singularities which appears when the linear part DX (p 0 ) of X at p 0 is nonzero and has two zero eigenvalues. More precisely, we will deal with polynomial families of planar vector field X λ , with parameters λ ∈ R M , and having a monodromic nilpotent singularity. Several general techniques have been designed to theoretically solve the nilpotent center problem such as: (i) the generalized polar blow-up explained in [3, 11] ); (ii) the normal form theory that transforms X λ , up to some order, into an orbitally conjugate Liénard canonical form [4] , and (iii) to embed X λ as the limit as ε → 0 of a greater family X (λ,ε) of nondegenerate centers at p 0 , see [14] for the initial idea but take into account [10] as final corrected version.
In this paper we are interested in obtaining the cyclicity of the nilpotent singularity p 0 inside family X λ , that is, we want to compute the maximum number of limit cycles (isolated periodic orbits of X λ ) that can be made to bifurcate from p 0 under small perturbation of the parameters λ. For solving this cyclicity problem it is natural first to compute the Poincaré-Lyapunov quantities that arise from the coefficients in the Taylor expansion of the analytic Poincaré first return map. For the nilpotent monodromic singularities this is not an easy task, see [3, 11] .
Although all the previously mentioned methods give solutions of the nilpotent center problem, in practice there are only a few families X λ whose centers are known due mainly to the complex and massive computations needed. A crucial difference between nilpotent centers and nondegenerate centers (those centers for which the eigenvalues of DX (p 0 ) have nonzero imaginary part) is that a nilpotent center does not necessarily have a local analytic first integral. This difference causes further complications when trying to generalize the computational algebra techniques described in [19] and specifically designed for studying the cyclicity of nondegenerate centers in polynomial families to the nilpotent case. To overcome this problem we will work with a subset of nilpotent familiesX λ having a Poincaré-Lyapunov like property that characterizes the nilpotent centers of the family via the existence of a local analytic (or merely formal) first integral. Thus the characterization of this kind of nilpotent centers leads to a sequence of polynomials in λ called focus quantities whose vanishing provide us with necessary center conditions. The outcome is that the set of vector fieldsX λ with a nilpotent center at p 0 corresponds to an affine variety called the center variety in the parameter space. The real advantage is that the focus quantities are much easier to work with than the Poincaré-Lyapunov quantities because they can be computed efficiently only using algebraic manipulations without the need of quadratures. A far as we know the first systematic method for obtaining an upper bound on the cyclicity inside a broad class of nilpotent familiesX λ was performed in [13] for the planar differential systemsẋ = y + P 2m+1 (x, y; λ),ẏ = Q 2m+1 (x, y; λ), where P 2m+1 and Q 2m+1 are homogeneous polynomials of degree 2m + 1 in x and y, and λ parameterizes the coefficients of the polynomials P 2m+1 and Q 2m+1 . In this sense, this work is a natural continuation and generalization of [13] .
Let us consider polynomial families of planar vector fieldsX λ having a monodromic nilpotent singularity. After an appropriate affine change of variables and a time rescaling the singularity is placed at the origin and the linear part of its associated differential system is written in Jordan canonical form. More precisely the system is written in the form
where P and Q are real polynomials in the phase variables (x, y) ∈ R 2 without constant or linear terms and λ parameterizes its coefficients. We will call X λ = (y + P (x, y; λ))∂ x + Q(x, y; λ)∂ y the associated vector field to (1) .
The monodromy problem for analytic nilpotent singularities was solved in [6] by Andreev. We state now that result. Theorem 1 ([6] ). For an analytic system of the form (1) with λ = λ † and an isolated singularity at the origin let y = F (x) be the unique solution of y+P (x, y; λ † ) = 0 such that F (0) = F ′ (0) = 0 and let
and φ(x) = (∂P/∂x + ∂Q/∂y)(x, F (x); λ † ).
Let a ̸ = 0 and α ≥ 2 be such that
Then the origin of (1) is monodromic if and only if α = 2n − 1 is an odd integer, a < 0, and one of the following conditions holds:
Definition 2. The Andreev number n of the monodromic singular point at the origin of system (1) is the integer n ≥ 2 given in Theorem 1.
It is easy to convince yourself that, when studying analytic monodromic nilpotent singularities, (1, n)-quasihomogeneous polynomials appear in a natural way.
On the other hand, a vector field X i = P i+p ∂ x + Q i+q ∂ y is a (p, q)-quasihomogeneous polynomial vector field of weighted degree i if its components P i+p and Q i+q are (p, q)quasihomogeneous polynomials of weighted degrees i + p and i + q, respectively.
Our starting point is the work [1] . In that paper the authors study the nilpotent center problem for the following analytic family of planar vector fields
where X k denotes a (p, q)-quasihomogeneous vector field of weighted degree k and the following three conditions hold for the full family: (i) p and q are positive odd integers without common factors and with p ≤ q;
(ii) s = np − q ≥ 1 with n ≥ 2 an integer; (iii) X q−p = y∂ x and X q−p+2s = X (2n−1)p−q = A(x, y)∂ x + B(x, y)∂ y with B(1, 0) < 0. Actually we can take B(1, 0) = −1 without loss of generality which means that the monomial −x 2n−1 is always present in B(x, y). Remark 4. Let us consider for a while family (2) but changing property (i) by the following one: p and q are positive integers without common factors, p ≤ q, and either p or q even. Then the origin is a nilpotent center because it is monodromic and time-reversible since X (x, −y) = −X (x, y). Remark 5. Family (2) contains the families studied in [13] , that is, the polynomial nilpotent systems (1) with nonlinearities P and Q given by homogeneous polynomials of degree 2n − 1. That subfamily is given by (2) with p = q = 1 and X q−p+2is ≡ 0 for i ≥ 2.
For the origin of family (2) we first prove the following monodromic structure. Proposition 6. Family (2) possesses a monodromic nilpotent singularity at the origin with associated Andreev number n andβ ≥ n. Definition 7. We say that family (1) is symmetric (with respect to the origin) if it is invariant under the involution (x, y) → (−x, −y). In other words, P (−x, −y; λ) = −P (x, y; λ) and Q(−x, −y; λ) = −Q(x, y; λ). Proposition 8. Family (2) is symmetric. Remark 9. Clearly family (2) does not contain all the symmetric vector fields having a monodromic nilpotent singularity at the origin. The reason is because conditions (i) and (ii) on that family impose severe restrictions on the possible values of p, q and n except in the case p = q = 1. Just in this case family (2) reduces to the analytic family given by (1) where the components are P (x, y; λ) = ∑ i≥1 P 2i(n−1)+1 (x, y; λ) and Q(x, y; λ) = ∑ i≥1 Q 2i(n−1)+1 (x, y; λ) with the notation that P k and Q k are homogeneous polynomials of degree k. Thus, if n = 2, the full symmetric family coincides with (2) . The next theorem is the main theoretical result of [1] . The particular case with p = q = 1 and n = 2 was already proved in [5] .
Theorem 10 ([1]
). There is a C ∞ Lyapunov function W (x, y) for family (2) in a neighborhood of the origin whose formal Taylor expansion is given by the infinite jet
where the W k are (p, q)-quasihomogeneous polynomials of degree k and W 2(q+s) (1, 0) = 1 2(q+s) . More specifically, ifX λ denotes the vector field associated to family (2) then
for some m ∈ N and polynomials η j ∈ R[λ]. Also the origin is a nilpotent center of system (2) with parameters λ = λ * if and only if η j (λ * ) = 0 for any j ≥ 1.
Remark 11. The formal series (3) is uniquely determined once the values of the constants W 2(q+sℓ) (1, 0) are fixed; we take W 2(q+sℓ) (1, 0) = 0 for ℓ ≥ 1. From the proof of Theorem 10 given in [1] it follows, for the integer m appearing in (4), that 2m ≥ 3(n − 1) + 2 + (2κ − 1)s where κ = min{k ∈ Z : 3(n − 1) + 2 + (2k − 1)s > 0}.
Definition 12. The polynomials η j ∈ R[λ] for j ≥ 1 are called focus quantities associated to the origin of family (2) .
The next result shows that monodromic nilpotent family (2) enjoys the Poincaré-Lyapunov like property. This claim was conjectured in [1] but, in fact, it is a straightforward consequence of the results given in [1] and [17] . Theorem 13. The origin is a nilpotent center of the monodromic analytic family (2) if and only if there is a local analytic first integral H(x, y) which can be selected to have the expansion H(x, y) = y 2 + · · · . Now we are ready to extend the theory developed in [13] . We shall consider a family (1) parameterized by λ ∈ R M . We assume that (1) is analytic in (x, y, λ) on an open neighborhood of (0, 0, λ * ) ∈ R 2 × R M and that the origin is always monodromic for the full family. Then, in a sufficiently short transversal Σ to the flow of (1) with one endpoint at the origin, one can define a Poincaré first return map Π : Σ → Σ. It is known that Π is analytic, see [16] or the modern references [3, 11] . Introducing a coordinate h on Σ, we define the displacement map as d(h; λ) = Π(h; λ) − h which is analytic for |h| and ∥λ − λ * ∥ sufficiently small. Therefore we can expand in Taylor series d(h; λ) = ∑ i≥1 v i (λ)h i , where the coefficients v i (λ) are called Poincaré-Lyapunov quantities and they are analytic on a neighborhood of λ * . The computation of Poincaré-Lyapunov quantities is rather difficult since we must be able to compute primitives of functions involving generalized trigonometric functions as explained in Section 2.1.
In the case that interest us, family (2) will be polynomial and parameterized by its coefficients λ. Under these hypotheses the v i ∈ R[λ]. Since the ring R[λ] is noetherian, the Bautin ideal B =< v i (λ) : i ∈ N > of the family (1), is finitely generated by the Hilbert basis theorem. 
Since all the ideals of interest to us lie in a polynomial ring over a field by the Hilbert Basis Theorem they are finitely generated, hence admit a unique minimal basis.
If (1) with λ = λ † has a focus at the origin then
This implies that, for λ near λ * , the displacement map can be written as
with some analytic function ψ. From here we can deduce that r − 1 is an upper bound for the cyclicity of the focus at the origin perturbing within family (1), see for example Proposition 6.1.2 in [19] . We want to remark here that in the work [2] this kind of degenerate Andronov-Hopf bifurcation of small amplitude limit cycles from a focus at the origin in family (2) is analyzed.
On the contrary, when (1) with λ = λ * has a center at the origin one has v i (λ * ) = 0 for all i ∈ N and, in this case, the displacement map can be expressed as
where {v i1 , . . . , v i k } is the minimal basis of the Bautin ideal and ψ j are certain analytic functions, see [19, 20] . Now after a repeated application of a Rolle's Theorem kind of argument (see Lemma 6.1.6 and Theorem 6.1.7 of [19] ) it is proved that the cyclicity of the center at the origin for λ = λ * , with respect to perturbation within the family (1), is at most the cardinality of the minimal basis of the Bautin ideal minus one. Then we have the following theorem.
be a minimal basis of the Bautin ideal B associated to the origin of family (1) with a monodromic nilpotent singularity at the origin. Then the cyclicity of any center at the origin in (1) is at most k − 1.
As mentioned before, the sequence of focus quantities {η j (λ)} j∈N of the monodromic nilpotent family (2) is easier to compute than its associated Poincaré-Lyapunov quantities sequence {v j (λ)} j∈N . In [13] is described the relationship between these two sequences for the special monodromic family (1) where P and Q are nonlinear homogeneous polynomials of degree odd. Now we present this relationship for the larger family (2) with an analogous proof to that of Theorem 6.2.3 in [19] but with the technical differences associated to the degeneracy of the nilpotent monodromic singularity. This result is crucial to finally find how to bound the cyclicity of the centers inside the polynomial family (2) using focus quantities. Theorem 16. Let {v j (λ)} j∈N and {η j (λ)} j∈N be the sequence of polynomial Poincaré-Lyapunov quantities and focus quantities associated to the monodromic nilpotent singularity at the origin of a polynomial family (2) parameterized by λ. Consider
Let m ∈ N be the number defined in (4) . Then there exist positive real numbers w k independent of the parameters λ such that:
A direct consequence of Theorem 16 is that the Bautin ideal B associated to the monodromic nilpotent singularity at the origin of a polynomial family (2) can be expressed in terms of both focus quantities and Poincaré-Lyapunov quantities. More specifically,
. . , η jr } are two minimal bases for B, then they have the same cardinality so that r = ℓ. All these relations together with Theorem 15 imply finally the following result.
Theorem 17. Let {η k1 , . . . , η kr } be the minimal basis of the Bautin ideal formed by focus quantities associated to the monodromic nilpotent singularity at the origin of a polynomial family (2) . Then the cyclicity of any center of (2) at the origin with respect to perturbation inside (2) is at most r − 1.
After Theorem 17, it only remains to look for a method that allows us to find (at least in some cases) the elements of the minimal basis of the Bautin ideal B. We describe it in the forthcoming Section 2.2 and summarize here in both cases when the Bautin ideal B is radical or when it is not.
From now we shall use the following notation. For a field K we denote by V(I) ⊂ K M the affine variety associated to a polynomial ideal I = ⟨p 1 (x), . . . , p r (x)⟩ in K[x] with x ∈ K M . Thus V(I) is the set of common zeros in K M of all elements of I when they are viewed as functions from K M into K.
where B is the Bautin ideal associated to a polynomial family (2) . Suppose that I jr is radical and that the equality of varieties V(B) = V(I jr ) holds in C M . Then B = I jr and, in particular, the cyclicity of any center at the origin in (2) is at most r − 1.
When the center problem has been already solved and we know that the center variety V(B) = V(I jr ) but I jr is not radical one can obtain an upper bound on the cyclicity in some subset of the center variety as follows. It is based on some ideas from [9] and its proof is given [13] . We state it applied to family (2) . Theorem 19. Assume that the nilpotent center problem at the origin of family (2) has been solved and its center variety V(B) satisfies that V(B) = V(I jr ) as varieties in C M . Let {η j1 , . . . , η jr } be a minimal basis of I jr and suppose a primary decomposition of I jr can be written as I jr = R ∩N where R is the intersection of the ideals in the decomposition that are prime and N is the intersection of the remaining ideals in the decomposition. Then for any system of family (2) corresponding to λ * ∈ V(B) \ V(N ), the cyclicity of the center at the origin is at most r − 1.
It is worth to emphasize here that it is possible for ideals I and J in R[λ] to have the equality of varieties
Thus it is important to know whether the equality V(B) = V(I jr ) that holds in R M , also holds in C M . In the forthcoming Proposition 26 we show that when (2) is Hamiltonian or time-reversible under (x, y, t) → (x, −y, −t) the former is true.
Remark 20. In order to check whether the upper bound on the cyclicity obtained via Theorem 18 or Theorem 19 for a center at the origin of family (2) with λ = λ * ∈ V(B) is sharp we will specify a concrete perturbation of it within family (2) by means of an analytic curve ε → λ(ε) ⊂ R M in the parameter space with λ(0) = λ * . If the perturbation is such that we can choose the focus quantities {η j1 (λ(ε)), . . . , η jr (λ(ε))} that form a minimal basis of the Bautin ideal B of the perturbed system in the form
with r * ≤ r and η ji (λ(ε))η ji+1 (λ(ε)) < 0 for i = 1, . . . , r * −1, then by using standard arguments of bifurcation theory we get that r * − 1 small amplitude limit cycles can be made to bifurcate from the origin of (2) with λ = λ * . Clearly if r * reach the maximum value r * = r then we have proved that the above cyclicity is r − 1.
Some applications of the developed theory are now presented. Consider family (2) with (p, q) = (1, 3) and s = 1 so that n = 4. If only the first two terms in (2) are considered we get X = X 2 + X 4 where X k are (1, 3)-quasihomogeneous polynomial vector fields of weighted degree k and X 2 = y∂ x . The resulting family is
Simple computation gives φ(x) = (5a 1 + b 1 )x 4 + O(x 5 ) so thatβ ≥ 4 according with Proposition 6.
The nilpotent center problem for family (5) was solved in [1] obtaining that the origin is a center if and only if either b 1 + 5a 1 = a 2 + b 2 = 0 and the system is hamiltonian or a 1 = b 1 = 0 and the system is time-reversible under the symmetry (x, y, t) → (x, −y, −t). Here we will solve the cyclicity problem for family (5) .
Theorem 21. The smallest cyclicity upper bound that applies to the entire center variety associated to any center at the origin in family (5) is 1. Moreover, there are specific centers belonging to (5) having cyclicity 1.
In the second example we consider family (2) with (p, q) = (1, 3) and s = 3, hence n = 6. Taking the first vector fields in (2) one has X = X 2 + X 8 where X k are (1, 3)-quasihomogeneous polynomials of weighted degree k and X 2 = y∂ x . The associated differential system to X becomes the family
The parameters are λ = (a 1 , a 2 , a 3 , a 4 9 ) so thatβ ≥ 8 in agreement with Proposition 6. The nilpotent center problem at the origin of (6) was solved in [1] . More specifically they prove that the origin is a center if and only if one of the following conditions hold:
(i) (Hamiltonian case) 9a
. Now we will solve the cyclicity problem for family (6) .
Theorem 22. The smallest cyclicity upper bound that applies to the entire center variety associated to any center at the origin in family (6) is 2. Moreover, there are specific centers belonging to (6) having cyclicity 2.
In our last example we study family (2) with (p, q) = (1, 1) and n = 2, hence s = 1. We take (2) with X = ∑ i≥0 X 2i where X k are (1, 1)-quasihomogeneous polynomials of weighted degree k, X 0 = y∂ x , and the second component of X 2 contains the monomial −x 3 . In other notation, X k are homogeneous polynomial vector fields of degree k+1. In order to obtain a family with a number of parameters not too high we shall study the following particular case: X = X 0 + X 2 + X 4 with X 2 = Q 3 (x, y; λ)∂ 5 and X 4 = P 5 (x, y; λ)∂ x with Q 3 and P 5 homogeneous polynomials of degrees 3 and 5 respectively. The associated differential system to such a X isẋ
The parameters of the family are λ = (A, B, C, D, E, F, G, H, I) ∈ R 9 . Easy calculations yield φ(x) = Gx 2 + O(x 3 ) so thatβ ≥ 2 agreeing with Proposition 6. First we will solve the center problem for this family.
Theorem 23. The origin is a nilpotent center of family (7) if and only if A = C = E = G = I = 0, in which case the system is time-reversible with respect to the involution (x, y, t) → (x, −y, −t).
Lastly we analyze the nilpotent cyclicity problem for the origin of the quintic family (7) .
Theorem 24. For any system in the family (7) corresponding to a parameter value λ = (A, B, C, D, E, F, G, H, I) ∈ V(B) \ {0} ⊂ R 9 , the cyclicity of the nilpotent center at the origin is at most 10. Moreover there are systems in (7) with a center at the origin from which 7 small amplitude limit cycles bifurcate from the origin.
After Theorem 24, the cyclicity upper bound problem for the origin of family (7) is completely solved if we find a bound on it when λ = 0, that is, we obtain an upper bound on the cyclicity of the nilpotent center at the origin in systemẋ = y, y = −x 3 perturbing it within family (7) .
From the noetherian property of polynomial ideals we know that the ascending chain of ideals I 1 ⊂ I 2 ⊂ · · · ⊂ I κ−1 ⊂ I κ = B stabilizes for some integer κ ≥ 1. The computations made in the proof of Theorem 24 show that, for the origin in family (7) , one has I 12 = I j for 13 ≤ j ≤ 20. So there are strong evidences for stating the following conjecture which is based on the conjecture κ = 12 or equivalently B = I 12 .
Conjecture 25. An upper bound for the cyclicity of the nilpotent center at the origin in systemẋ = y,ẏ = −x 3 perturbing it within family (7) is 10.
Some preliminaries and background
2.1. How to compute Poincaré-Lyapunov quantities. The details of this subsection are explained, for instance, in [3, 11] .
We use the function F of Theorem 1 and first we perform the analytic change of variables (x, y) → (x, y − F (x)) followed by the rescaling of the coordinates (x, y) → (ξ x, −ξ y) with ξ = (−1/a) 1/(2−2n) where n is the Andreev number of (2) and the constant a ∈ R is also defined in Theorem 1. The composition of these changes bring (2) In summary we have transformed family (2) into an ordinary differential equation defined on the cylinder C having the form
where F(r, θ; λ) is an analytic function on C and F(0, θ) ≡ 0 for all θ ∈ S 1 . In this way, the singularity at the origin of (2) is transformed into the circle {r = 0}, a particular periodic (constant) solution of (11). From (11) the Poincaré first return map Π can be defined by Π(h; λ) = Ψ(T ; h, λ), where Ψ(θ; h, λ) is the unique solution of the Cauchy problem formed by (11) with initial condition Ψ(0; h, λ) = h. Observe that Π is an analytic diffeomorphism in a neighborhood of h = 0 and that periodic orbits of (2) near (x, y) = (0, 0) correspond to fixed points of Π, hence to zeros of the displacement map d(h;
How to obtain a minimal basis of the Bautin ideal. Now we describe
a method that is particularly well designed for our polynomial family (2). This procedure is called Approach I in the paper [13] . See also [12] for a discussion in the nondegenerate center problem.
As starting point we assume the center problem for (2) has been solved, hence we know that the center variety is (12) V(B) = V(I kr ), and that {η k1 , . . . , η kr } is a minimal basis of I kr . The main difficulty that arises now is that (12) is an equality of varieties in the real parameter space R M and therefore we cannot extract any relation between the ideals B and I kr nor between their radicals √ B and √ I kr because the field R is not algebraically closed. To try to solve this problem (at least partially) we move it to the complex setting. This can be done because family (2) can be viewed as a vector field on C 2 whose parameters λ are in C M . The step-by-step construction of the formal series W(x, y) giving in (3) that satisfying (4) does not depend on whether (x, y) ∈ R 2 or (x, y) ∈ C 2 . Actually that construction produces the same polynomial sequence {η j (λ)} j∈N of focus quantities. Clearly W(x, y) is a formal first integral for system (2) with λ = λ * ∈ C M if and only if η k (λ * ) = 0 for all k ≥ 1.
Thus the key point we have to answer is to describe whether the equality (12) that holds in R M , also holds in the complex space C M . There is a wide class of complex systems for which the former is true as we show in the following proposition.
Proposition 26. Consider the complex polynomial family (2) on C 2 with complex parameters λ ∈ C M . Let V(B) ⊂ C M be the complex center variety associated to the origin of (2) . Then the equality of varieties (12) holds in C M if, for any λ *  ∈ V(B) , one of the following situations occur:
We continue assuming that (12) holds in C M and that we are lucky in the sense that additionally I kr = √ I kr , that is, the ideal I kr is radical. The first assumption allows us to use the Strong Hilbert Nullstellensatz which means that, in the complex space, V(I) = V(J) if and only if √ I = √ J. Under these assumptions we have B ⊂ √ B = √ I kr = I kr . Therefore, since by definition I kr ⊂ B, we conclude that B = I kr . Now we are ready to apply Theorem 17 since we have proved that {η k1 , . . . , η kr } is the minimal basis of B too.
Remark 27. Given a polynomial ideal I, we can use the routine minAssChar in the primdec.lib library of Singular to obtain the prime decomposition of √ I. Also, in order to check whether a polynomial ideal I is radical or not you can use the primdecGTZ or primdecSY routines in the primdec.lib library of Singular for getting the primary decomposition of I from which we can see if that decomposition is actually prime. Another option is the IsRadical command in Maple.
Proofs of the results
In this section we give the proofs of all the main results of this work.
3.1. Proof of Proposition 6. The family of vector fields (2) can be written aṡ
where A k and B k are (p, q)-quasihomogeneous polynomials of weighted degree k and B (2n−1)p (x, 0) = −x 2n−1 .
Let y =F (x) withF (0) = 0 be the unique solution of y + A k (x, y) = 0. Clearly F (x) exists and is analytic at the origin from the Implicit Function Theorem. Performing implicit derivation m times with respect to x one can see that the de-rivativeF (m) (0) = 0 when ∂ m A k ∂x m (0, 0) = 0. On the other hand, ∂ m A k ∂x m (x, y) is a (p, q)-quasihomogeneous polynomials of weighted degree d m = k − mp. From now we specialize on the case k = 2np − q so that d m = 2np − q − mp = np − q + (n − m)p ≥ 1 + (n − m)p. Thus we deduce d n ≥ 1 and, consequently, F (i) (0) = 0 for i = 0, 1, . . . , n. We conclude thatF (x) = O(x r ) with r > n.
Let F (x) be the function defined in Theorem 1 for family (2) . Then y = F (x) with F (0) = 0 is the unique solution of y + ∑ k≥2np−q A k (x, y) = 0 from which we get that F (x) = O(x r ) with r > n holds.
In the language of Theorem 1, we claim that f (x) = Q(x, F (x)) = −x 2n−1 + · · · and therefore the Andreev number associated to the origin of (2) is just n. Let us prove the claim now. Since
Denoting #S k the cardinality of the set S k , we can rewrite B k as
where (i max , j min ) ∈ S k and are defined as i max = max{i ∈ N : (i, j) ∈ S k } and j min = min{j ∈ N : (i, j) ∈ S k }. Clearly i max ≤ k/p and if p divides k then j min = 0. Using the expression (13) we can write α k as follows:
The possible pairs (i max , j min ) only can be
from which we see that
and, using again rp − q ≥ 1, we check that αk > α k providedk > k. Then the claim is proved because we conclude that
So the Andreev number of the origin in family (2) is n.
On the other hand,
where C k are (p, q)-quasihomogeneous polynomials of weighted degree k. Hence φ(x) = divX (x, F (x)) is either identically zero or, using similar arguments to the previous one, φ(x) = O(xβ) withβ ≥ n.
3.2. Proof of Proposition 8. First we observe that q − p + 2is is even for any i ≥ 0 since p and q are odd. Hence the vector field (2) is a sum of (p, q)quasihomogeneous polynomial vector fields of even degrees. We claim that any (p, q)-quasihomogeneous polynomial vector field X 2k of degree 2k ≥ 0 is symmetric provided p and q are odd, hence we finish the proof. Now we prove the claim. By definition
for certain coefficients a ij , b ij ∈ R. Both diophantine conditions p i + qj = 2k + p and p i + qj = 2k + q imply that the exponents (i, j) ∈ N 2 in any monomial x i y j of A and B are such that p i + qj is odd. It follows that the indexes i and j must have different parity provided p and q are odd. Therefore i + j is odd and, in consequence, X 2k is symmetric.
3.3. Proof of Theorem 13. From Theorem 10 we see that the origin is a nilpotent center of system (2) if and only if there is a formal first integral W(x, y) given by (3) . From the results obtained by Mattei and Moussu in [17] the existence of a formal first integral implies the existence of a local analytic first integral around any isolated singularity of an analytic planar vector field. Therefore the theorem follows.
3.4. Proof of Theorem 16. First, without loss of generality, we may assume that family (2) has been written into the form (8) .
We will compare the value of the displacement map d(h; λ) with the change in W in one turn about the singularity at the origin, starting from the point (x, y) = (h, 0) with h > 0 sufficiently small until the orbit reach again the x-axis. We denote ∆W(h; λ) this change in W, and we will compute it by integrating the orbital derivativeX λ (W) along the solution of (8) satisfying the initial condition (x, y) = (h, 0). We denote this solution by (x(t; h, λ), y(t; h, λ)).
Defining τ = τ (h) as the time needed to give one turn about the origin, the variation in W is expressed as
where K(k) = 2(m + ks), according to Theorem 10. Since family (2) satisfiesβ ≥ n and the changes of variables transforming it into (8) keep invariant bothβ and n, from (10) we have
Thus, in a sufficiently small punctured neighborhood of (x, y) = (0, 0) where clearly r > 0, we can change the variable of integration in (14) from t to the generalized polar angle θ sinceθ > 0 there. Also, expanding the solution Ψ(θ; h, λ) of (11) satisfying Ψ(0; h, λ) = h in a power series of h yields Ψ(θ; h, λ) = ∑ k≥1 Ψ k (θ; λ)h k with Ψ 1 (0; λ) = 1 and Ψ k (0; λ) = 0 for k ≥ 2. In fact, inserting this power series into (11) and equating the coefficients of like powers of h gives that Ψ ′ 1 (θ; λ) = 0 from which we deduce that Ψ 1 (θ; λ) ≡ 1.
In summary we have that
Using (9) we know that
For each h > 0, we define ζ > 0 by
where in the last step we have used first the condition W 2(q+s) (1, 0) = 1 2(q+s) stated in Theorem 10 so that W 2(q+s) (h, 0) = 1 2(q+s) h 2(q+s)/p = 1 2np h 2n and later Remark 11 from which W 2(q+sℓ) (1, 0) = 0 for ℓ ≥ 1.
Clearly the restriction to h > 0 assures that ζ = u(h) has an inverse h = g(ζ) = 2np 2n √ ζ. Then we have
We claim that this expression of ∆h can be expanded in powers of h because ∆W = w 1 h 1−n+K(1) + · · · and the leading exponent 1 − n + K(1) is larger than 2n. To prove the claim, first we recall that, from the proof of Theorem 10 in [1] , we know that the leading term in the power seriesX λ (W(x, y) ) contains the monomial xm wherem = 3(n−1)+2+(2k−1)s+2s for some k ≥ 0. Therefore,m ≥ 3n+s+1. Now, in Theorem 10 it is defined m ∈ N in such a way that 2(m + s) =m. So we have 1 − n + K(1) = 1 − n + 2(m + s) ≥ 1 − n + 3n + s + 1 = 2n + s + 2 > 2n proving the claim.
From the performed analysis it follows that we can write (15) 
where in the last step we used 2n √
. Substituting here the expression for ∆W from above and absorbing positive constants into the constants w k yields
] . More explicitly
and v K(k)−3n+2 − w k η k ∈ I k−1 . Thus, the conclusion of the theorem is reached using that K(k) = 2(m + ks).
Proof of Proposition 26.
Since I kr ⊂ B by definition, we always have that V(B) ⊂ V(I kr ) holds in C M . Hence, in order to check (12) we only have to check that the reverse inclusion V(I kr ) ⊂ V(B) holds in C M . To prove that we must check whether for any λ * ∈ C M satisfying η k1 (λ * ) = · · · = η kr (λ * ) = 0 this implies that η j (λ * ) = 0 for all j ∈ N, or equivalently this implies the existence of a formal first integral for (2) with λ = λ * in the complex setting.
Therefore, statement (iii) is true. Clearly statement (i) is a particular (polynomial) case of (iii).
To prove statement (ii), first we note that the invariance of (2) by (x, y, t) → (x, −y, −t) implies that (2) has the form (16)ẋ = y(1 + A(x, y 2 )),ẏ = B(x, y 2 ).
The polynomial map y → z = y 2 and the time rescaling t → τ with dτ = y dt transform (16) into (17) x ′ = 1 + A(x, z) , z ′ = 2B(x, z) where ′ = d/dτ . Since now the origin is a regular point, by the Flow box Theorem, there is a holomorphic first integral of the form z + · · · on a neighborhood of the origin which is pulled back into a holomorphic first integral of the form y 2 + · · · for (2) on a neighborhood of the origin. Thus we fall again in case (iii) finishing the proof.
3.6. Proof of Theorem 21. Remark 11 gives m ≥ 1 in the formal series (4) .
Taking m = 1 as reference we find, calculating by means of a computer algebra system such as Maple or Mathematica, that up to a positive multiplicative constant the first two non vanishing focus quantities are
Letη k (λ) denote the reduction of η k (λ) modulo the ideal I k−1 generated by the previous η j (λ) for j = 1, . . . , k − 1. In other wordsη k (λ) is the remainder of η k (λ) upon division by a Gröbner basis of the ideal I k−1 = ⟨η 1 (λ), . . . , η k−1 (λ)⟩. Computations yieldη
η j (λ) = 0, for j = 7, 8, 9. Therefore, from the solution given in [1] of the center problem, it follows that the center variety for (5) is V(B) = V(⟨η 5 (λ),η 6 (λ)⟩). This variety is clearly the union of the two irreducible components V(B) = V(J 1 ) ∪ V(J 2 ) where J 1 = ⟨a 1 , b 1 ⟩ and
Following Approach I we view (5) as a system on C 2 with complex parameters λ = (a 1 , a 2 , b 1 , b 2 ) ∈ C 4 . We have that, for any λ * ∈ V(B) ⊂ C 4 , system (5) is either Hamiltonian or invariant under (x, y, t) → (x, −y, −t). Therefore, from Proposition 26, the equality of varieties V(B) = V(I 6 ) holds in C 4 where I 6 = ⟨η 5 (λ),η 6 (λ)⟩. Hence we conclude that √ B = √ I 6 . Using a symbolic manipulator we may verify that I 6 is a radical ideal. In summary we have proved that B = I 6 and that {η 5 (λ),η 6 (λ)} is the minimal basis of B with respect to the natural ordered infinite basis of focal values. Therefore, we conclude by Theorem 17 that any center at the origin in family (5) has cyclicity at most one. Now we will prove that one limit cycles can be made to bifurcate from a center at the origin in family (5) . Take the parameters
and perturb to λ(ε) = λ * +(0, ε, ε 2 , 0) ∈ R 4 with a 1 > 0. Then we obtainη 5 (λ(ε)) = ε 2 andη 6 (λ(ε)) = −5a 1 ε. Thus, for ε sufficiently small, this perturbation produce one small amplitude limit cycle from the center according to Remark 20. So the upper bound of one is sharp. regular point at (u, v) = (0, 0). Thus, applying the Flowbox Theorem we deduce the existence of a holomorphic first integral ϕ(u, v) of the linear differential system on a neighborhood of the origin. Therefore H(x, y) = ϕ(g(x, y), y 2 ) is a holomorphic first integral of system (6) with λ = λ * ∈ V(J 2 ) on a neighborhood of the origin.
In summary we have that B = I 4 and that {η 2 (λ),η 3 (λ),η 4 (λ)} is a minimal basis of B. From Theorem 17 we deduce that any center at the origin in family (6) has cyclicity at most two. Now we will prove that the center cyclicity bound of two is sharp. Starting at a hamiltonian center with parameters
we perturb to λ(ε) = λ * + (0, 0, 0, 0, ε 3 , ε, 2a 1 ε − ε 2 ) ∈ R 7 and we obtainη 2 (λ(ε)) = ε 3 ,η 3 (λ(ε)) = −9ε 2 + O(ε 3 ) andη 4 (λ(ε)) = −6(54a 3 1 − 9a 1 a 2 + a 3 )ε + O(ε 2 ). In consequence, if we take our initial center with parameters satisfying the inequality 54a 3 1 − 9a 1 a 2 + a 3 < 0, when ε is sufficiently small, the proposed perturbation gives two limit cycles bifurcating from the center according to Remark 20. We do not list more focus quantities because they have a huge number of monomials but we have computed them up to η 20 (λ). Now we make the reductionsη k (λ) = η k (λ) mod I k−1 and we obtaiñ Computing we check thatη 10 (λ) ̸ ∈ √ I 9 butη j (λ) ∈ √ I 10 for j = 11, . . . , 20. Now we perform the prime decomposition of √ I 10 and we get the surprisingly simple output √ I 10 = ⟨A, C, E, G, I⟩. Therefore we have that λ * ∈ √ I 10 if and only if A = C = E = G = I = 0, in which case the system is time-reversible (hence has a center at the origin since it is monodromic). Thus we conclude that the center variety is V(B) = V( √ I 10 ) = V(⟨A, C, E, G, I⟩).
3.9. Proof of Theorem 24. From the proof of Theorem 23 we know that the center variety is V(B) = V( √ I 10 ) ⊂ R 9 where √ I 10 = ⟨A, C, E, G, I⟩ and that I 12 = I j for 13 ≤ j ≤ 20. Unfortunately I 12 ̸ = √ I 12 so we cannot use Approach I to try to establish the equality between B and I 12 . It is now that Theorem 19 can be used.
First we note that the center variety is V(B) = V(I 12 ) ⊂ R 9 . Now we extend (7) to a polynomial family of vector fields on C 2 with complex parameters λ = (A, B, C, D, E, F, G, H, I) ∈ C 9 and we claim that V(B) = V(I 12 ) also holds in C 9 . The claim follows just combining Theorem 23 together with statement (ii) of Proposition 26.
Secondly we perform the primary decomposition of I 12 and we obtain I 12 = R ∩ N where R = √ R and N ̸ = √ N = ⟨A, B, C, D, E, F, G, H, I⟩. From here and taking into account that V(N ) = V( √ N ) we get that V(N ) = {0}, that is, the variety V(N ) reduces to just a point: the origin of the parameter space. Finally, taking into account that {η 2 , . . . ,η 12 } is a minimal basis of I 12 having cardinality 11 and using Theorem 19 we get 10 as an upper bound for the center cyclicity at which gives η 2 (λ(ε)) = −ε 8 + O(ε 9 ), 
