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1. Introduction
Consider a trigonometric polynomial T of one variable t as a function on a unit circle S.
For its derivatives of T (k) the so-called Bernstein and Bernstein–Nikolskii inequalities hold
true
‖T (k)‖Lp(S)nk‖T ‖Lp(S) (1.1)
and
‖T (k)‖Lq(S)3nk+1/p−1/q‖T ‖Lp(S), (1.2)
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where n is the order of T and 1pq∞. The constant 3 is not the best but the inequality is
exact in the sense that for the Feyer kernel
Fn(t) = 1
n + 1
sin2
n + 1
2
t
2 sin2
t
2
, t ∈ S,
one has
‖F (k)n ‖Lq(S) = Cp,qnk+1/p−1/q‖Fn‖Lp(S).
TheBernstein inequality (1.1) can be obtained as a consequence of the Riesz interpolation formula
dT (t)
dt
= 1
4
2n∑
k=1
(−1)k+1 1
sin2
tk
2
T (t + tk), t ∈ S, tk = 2k − 12n . (1.3)
If one will treat T as an entire function of exponential type on C which is bounded on the real
axis, then the Riesz interpolation formula can be written in the form
dT (t)
dt
= n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2 T
(
t + 
n
(k − 1/2)
)
, t ∈ R. (1.4)
The Bernstein–Nikolskii inequality (1.2) is a consequence of the inequality (1.1) and the fol-
lowing inequality which is known as the Nikolskii inequality:
‖T ‖Lp(S) max
u∈S
(
h
N∑
k=1
|T (kh − u)|p
)1/p
(1 + nh)‖T ‖Lp(S), (1.5)
where h = 2/N,N ∈ N, 1p∞. Similar results hold true for the m-dimensional torus
Tm = S × · · · ×S. The inequalities (1.1)–(1.5) and their proofs can be found in [2, Chapters 4],
and in [23, Chapters 2 and 3].
Trigonometric polynomials can be characterized as eigenfunctions of the Laplace operator on
Tm. On the other hand, if one considers the equivariant embedding of Tm into Euclidean space
R2m (ﬂat torus) then every trigonometric polynomial on Tm can be identiﬁed with a restriction
to Tm of an algebraic polynomial in the ambient space in R2m.
All results listed above are at the very core of the classical approximation theory. The goal of
the present article is to obtain similar results for a compact homogeneous manifold M.
Very deep generalizations of some ideas which intimately relate to Bernstein–Markov type
inequalities were obtained by Bourgain [4], Brudnyi [7,8] and Carbery and Wright [10]. In par-
ticular, the results of Brudnyi can be used to obtain a version of our Theorem 3.2. An abstract
approach to Bernstein inequality was suggested by Gorin [16].
The Bernstein inequality on compact homogeneous manifolds was developed and explored in
[3,5,20,24–27,29]. In particular, the Bernstein inequality on spheres was considered in
[11,12,13,14,21]. The Bernstein–Nikolskii-type inequalities on compact symmetric spaces of
rank one were considered in interesting papers [6,12]. But as well as we know nobody considered
generalizations of (1.5). In fact the inequality we prove (see (1.13) below) even more general than
(1.5) and seems to be new even in the case of trigonometric polynomials on a torus. Our approach
to the Bernstein inequality and the Riesz interpolation formula is closer to the classical one in the
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sense that we are using ﬁrst-order differential operators instead of using the Laplace–Beltrami
operator as it was done in [20].
In what follows we introduce some very basic notions of harmonic analysis on compact ho-
mogeneous manifolds [17, Chapter II]. More details on this subject can be found, for example, in
[31,32].
Let M, dimM = m, be a compact connected C∞-manifold. It says that a compact Lie group
G effectively acts on M as a group of diffeomorphisms if
(1) every element g ∈ G can be identiﬁed with a diffeomorphism
g : M → M
of M onto itself and
g1g2 · x = g1 · (g2 · x), g1, g2 ∈ G, x ∈ M,
where g1g2 is the product in G and g · x is the image of x under g,
(2) the identity e ∈ G corresponds to the trivial diffeomorphism
e · x = x, (1.6)
(3) for every g ∈ G, g = e, there exists a point x ∈ M such that g · x = x.
A group G acts on M transitively if in addition to (1)–(3) the following property holds.
(4) For any two points x, y ∈ M there exists a diffeomorphism g ∈ G such that
g · x = y.
A homogeneous compact manifold M is an C∞-compact manifold on which transitively acts a
compact Lie group G. In this case M is necessary of the form G/K , where K is a closed subgroup
of G.
The C∞-manifold M = G/K has a natural invariant metric and invariant measure dx ([19,
Chapter 2] or [17, Chapters 9 and 10]). The notation Lp(M), 1p∞, is used for the usual
Banach spaces Lp(M, dx), 1p∞, where dx is the invariant measure.
On a homogeneous manifold M there is a special class of invariant vector ﬁelds which are
invariant with respect to all diffeomorphisms g ∈ G. Translations along integral curves of an
invariant vector ﬁelds X can be identiﬁed with a one-parameter group of diffeomorphisms of M
which is usually denoted as exp tX,−∞ < t < ∞. At the same time the one-parameter group
exp tX,−∞ < t < ∞, can be treated as a strongly continuous one-parameter group of operators
in a space Lp(M), 1p∞ which acts on functions according to the formula
f → f (exp tX · x), t ∈ R, f ∈ Lp(M), x ∈ M.
The generator of this one-parameter group will be denoted as DX,p and the group itself will be
denoted as
etDX,pf (x) = f (exp tX · x), t ∈ R, f ∈ Lp(M), x ∈ M.
According to the general theory of one-parameter groups in Banach spaces [9, Chapter I], the
operator DX,p is a closed operator in every Lp(M), 1p∞. In order to simplify notations we
will often use notation DX instead of DX,p.
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It is known [19, Chapter V, proof of the Theorem 3.1] that on every compact homogeneous
manifold M = G/K there exist invariant vector ﬁelds X1, X2, . . . , Xd, d = dimG, such that the
second-rder differential operator on M,
X21 + X22 + · · · + X2d , d = dimG,
commutes with all other invariant vector ﬁelds on M. The corresponding operator in Lp(M),
1p∞,
− L = D21 + D22 + · · · + D2d , Dj = DXj , d = dimG, (1.7)
commutes with all operators Dj = DXj . This operator L which is usually called the Laplace
operator is involved in most of constructions and results of our paper.
In some situations the operator L is essentially the Laplace–Beltrami operator of the invariant
metric on M. It happens for example in the following cases.
(1) If M is a d-dimensional torus and −L is the sum of squares of partial derivatives.
(2) If the manifold M is itself a group G which is compact and semi-simple then −L is exactly
the Laplace–Beltrami operator of an invariant metric on G ([19, Chapter II, Exercise A4]).
(3) IfM = G/K is a compact symmetric space of rank one then the operator −L is proportional
to the Laplace–Beltrami operator of an invariant metric onG/K . It follows from the fact that
in the rank one case every second-order operator which commutes with all invariant vector
ﬁelds is proportional to the Laplace–Beltrami operator [19, Chapter II, Theorem 4.11].
Let us stress one more time that in the present paper we use only the property that the operator
L commutes with all other invariant vector ﬁelds on M and we do not explore its relations to the
Laplace–Beltrami operator of the invariant metric.
Note that if M = G/K is a compact symmetric space then the number d = dimG of operators
in the formula (1.7) can be strictly bigger than the dimension m = dimM . For example on a
two-dimensional sphere S2 the Laplace–Beltrami operator LS2 can be written as
LS2 = D21 + D22 + D23, (1.8)
where Di, i = 1, 2, 3, generates a rotation in R3 around coordinate axis xi :
Di = xjk − xkj , (1.9)
where j, k = i.
The operator L is an elliptic differential operator which is deﬁned on C∞(M) and we will
use the same notation L for its closure from C∞(M) in Lp(M), 1p∞. In the case p = 2
this closure is a self-adjoint positive-deﬁnite operator in the space L2(M). The spectrum of
this operator is discrete and goes to inﬁnity 0 = 0 < 12 · · · . Let 0,1,2, . . . be a
corresponding complete system of orthonormal eigenfunctions and E(L), > 0, be a span of
all eigenfunctions of L whose corresponding eigenvalues are not greater .
In the rest of the paper the notationsD = {D1, . . . , Dd}, d = dimG,will be used for differential
operators in Lp(M), 1p∞, which are involved in the formula (1.7).
Deﬁnition 1. We say that a function f ∈ Lp(M), 1p∞, belongs to the Bernstein space
Bp(D),D = {D1, . . . , Dd}, d = dimG, if and only if for every 1 i1, . . . , ikd the following
Bernstein inequality holds true:
‖Di1 . . . Dikf ‖pk‖f ‖p, k ∈ N. (1.10)
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Deﬁnition 2. We say that a function f ∈ Lp(M), 1p∞, belongs to the Bernstein space
Bp(L), if and only if for every k ∈ N the following Bernstein inequality holds true:
‖Lkf ‖p2k‖f ‖p, k ∈ N.
Since L in the space L2(M) is self-adjoint and positive-deﬁnite there exists a unique positive
square root L1/2. In this case the last inequality is equivalent to the inequality
‖Lk/2f ‖2k‖f ‖2, k ∈ N.
Note that at this point it is not clear if the Bernstein spaces Bp(D),B
p
(L) are linear spaces.
These facts will be established later in the Lemma 2.1 and Theorem 2.2.
The following Lemma was proved in [26] for any homogeneous manifold.
Lemma 1.1. There exists a constant N(M) such that for any sufﬁciently small r > 0 there exists
a set of points {xi} from M such that
(1) balls B(xi, r) are disjoint,
(2) balls B(xi, 2r) form a cover of M,
(3) multiplicity of the cover by balls B(xi, 4r) is not greater N(M).
Deﬁnition 3. We will use notation Z(r,N(M)) for a set of points {xi} ∈ M which satisﬁes the
properties (1)–(3) from the last Lemma 1.1 and we will call such set a (r, N(M))-lattice of M.
Deﬁnition 4. We will use notation ZG(r,N(M)) for a set of elements {g} of the group G such
that the points {x = g · o} form a (r, N(M))-lattice in M (here {o} ∈ M is the origin of M).
Such set ZG(r,N(M)) will be called a (r, N(M))-lattice in G.
Our main results are the following. In the section 2 we establish Riesz interpolation formula
for Bernstein spaces Bp(D),D = {D1, . . . , Dd}, d = dimG, and use this formula to prove some
basic properties of the Bernstein spaces.
Theorem 1.2. The following conditions are equivalent for any 1p∞:
(1) f ∈ Bp(D),D = {D1, . . . , Dd}, d = dimG,
(2) for any 1 i1, . . . , ikd , any 1jd, and any functional ∗ ∈ Lp(M)∗, 1p∞, the
function〈
etDjDi1 . . . Dikf,
∗〉 : R → R,
of the real variable t has an extension to the complex plane C as an entire function of the
exponential type at most  and is bounded on the real line,
3) the following Riesz interpolation formula holds true:
Di1 . . . Dikf = Ri1 . . .Rik f, 1 ikd, (1.11)
where
Ri f =

2
∑
j∈Z
(−1)j−1
(j − 1/2)2 e
(/(j−1/2))Di f, (1.12)
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where etDXf (x) = f (exp tX · x), t ∈ R, f ∈ Lp(M), x ∈ M, and convergence in (1.12) is
understood in the Lp(M)-sense.
It is also shown that if M is equivariantly embedded into Euclidean space RN and Pn(M) is the
set of restrictions to M of polynomials in RN of order n then for any f ∈ Pn(M) the following
Riesz interpolation formula holds true:
Di1 . . . Dikf = Rni1 . . .Rnikf, 1 ikd.
In particular
Lf =
d∑
l,k=1
Rnil
(
Rnikf
)
, f ∈ Pn(M).
For example, in the case of the unit two-dimensional sphere S2 with the standard embedding into
R3 the last formula means that the function Lf where f is a polynomial can be calculated by
using a combination of translations of f with respect to rotations around coordinate axes. Using
the Riesz interpolation formula we also prove Bernstein inequality for polynomials on compact
homogeneous manifolds equivariantly embedded into Euclidean space.
In Section 3we prove a Nikolskii-type inequality. Namely, we show that for any 1p∞, any
natural l > m/p, there exists a constant C(M, l) such that for any  > 0 any (r, N(G))-lattice
ZG(r,N(G)) ⊂ G with sufﬁciently small r > 0, and any qp the following inequalities hold
true:
‖f ‖q  rm/q sup
g∈G
⎛
⎝ ∑
gi∈ZG(r,N(G))
(|f (gig · o)|)p
⎞
⎠
1/p
 C(M, l)rm/q−m/p
(
1 + (r)l
)
‖f ‖p,m = dimM, (1.13)
for all f ∈ Bp(D). In particular, these inequalities hold true for polynomials in Pn(M) with
 = n.
Using these Nikolskii-type inequalities we prove that for any 1p, q∞ the following equal-
ity holds true:
Bp(D) = Bq(D) ≡ B(D), D = {D1, . . . , Dd}, d = dimG,
which means that if the Bernstein-type inequalities (1.10) are satisﬁed for a single 1p∞,
then they are satisﬁed for all 1p∞.
The inequalities (1.10) and (1.13) are used to obtain the following inequality of the Bernstein–
Nikolskii-type:
‖Di1 . . . Dikf ‖qC(M)k+m/p−m/q‖f ‖p, f ∈ B(D), m = dimM,
for a certain constant C(M) and any 1pq∞, 1 i1, . . . , ikd, k ∈ N, d = dimG.
We also prove the following embeddings which describe relations between Bernstein spaces
Bn(D),D = {D1, . . . , Dd}, d = dimG, and eigenspaces E(L) for −L = D21 + D22 + · · · +
D2d , d = dimG,
B(D) ⊂ E√d(L) ⊂ B√d(D), d = dimG,  > 0.
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These embeddings obviously imply the equality⋃
>0
B(D) =
⋃
j
Ej (L),
which means that a function on M satisﬁes a Bernstein inequality (1.10) in a norm of Lp(M),
1p∞, if and only if it is a linear combination of eigenfunctions of L.
As a consequence we obtain the following inequalities:
‖Lk‖p(d2)k‖‖p, k ∈ N, d = dimG, (1.14)
for every  ∈ E(L), 1p∞.
Note that in the case of homogeneousmanifolds of rank one a better constant for such inequality
was given by Kamzolov [20].
Another consequence of our Bernstein–Nikolskii inequality is the following estimate for every
 ∈ E(L):
‖Lk‖qC(M)dk2k+m/p−m/q‖‖p, k ∈ N, m=dimM, d=dimG, 1pq∞,
for a certain constant C(M) which depends just on the manifold. At the end of the paper we
establish the following relations:
Pn(M) ⊂ Bn(D) ⊂ En√d(L) ⊂ Bn√d(D), d = dimG, n ∈ N
and ⋃
n
Pn(M) =
⋃

B(D) =
⋃
j
Ej (L), n ∈ N,
where Pn(M) is the space of polynomials. Note that the embedding
Pn(M) ⊂ B∞ (D) (1.15)
was proved by Ragozin [29].
2. Bernstein inequality and Riesz interpolation formula on compact homogeneous
manifolds
We assume that A is a generator of one-parameter group of isometries etA in a Banach space E
with the norm ‖ · ‖. The Bernstein space B(A), > 0, is introduced as a set of all vectors f in
E for which
‖Akf ‖k‖f ‖, k ∈ N. (2.1)
Let us introduce the operator
RAf =

2
∑
k∈Z
(−1)k−1
(k − 1/2)2 e
((/)(k−1/2))Af, f ∈ E,  > 0.
Since ‖etAf ‖ = ‖f ‖, f ∈ E, and since the following identity holds:

2
∑
k∈Z
1
(k − 1/2)2 = , (2.2)
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the operator RA, > 0, is a bounded operator in E and
‖RAf ‖‖f ‖, f ∈ E. (2.3)
Lemma 2.1. The following conditions are equivalent:
(1) f ∈ B(A);
(2) for any functional ∗ from the dual space E∗ and for any n ∈ N the function
Fn(t) =
〈
etAAnf,∗
〉
: R → R, (2.4)
has an extension to the complex plane C as an entire function of the exponential type at most
 and is bounded on the real line;
(3) the following Riesz interpolation formula holds true:
Anf = (RA)n f, n ∈ N. (2.5)
Proof. Let us assume that f ∈ B(A). According to a general theory of one-parameter groups
of operators in Banach spaces [9, Chapter I],
d
dt
etAf = AetAf.
Since
d
dt
F (t) = d
dt
〈
etAf,∗
〉
=
〈
d
dt
etAf,∗
〉
=
〈
AetAf,∗
〉
,
it implies that if f ∈ B(A) then for any functional ∗ ∈ E∗ the scalar function
F(z) =
〈
ezAf,∗
〉
is entire because its Taylor series at t = 0 is the series
F(z) =
〈
ezAf,∗
〉
=
∞∑
l=0
zl
〈
Alf,∗
〉
l! (2.6)
which converges because of the estimate∣∣∣〈Alf,∗〉∣∣∣ ‖∗‖‖Alf ‖l‖∗‖‖f ‖.
The last estimate also implies the inequality
|F(z)|e|z|‖∗‖‖f ‖, ∗ ∈ E∗, (2.7)
which shows that F(t) = 〈etAf,∗〉 has an extension to the complex planeC as an entire function
of the exponential type at most .
Moreover, because the group etA is an isometry group we have for any real t the inequality
|F(t)| =
∣∣∣〈etAf,∗〉∣∣∣ ‖∗‖‖etAf ‖‖∗‖‖f ‖,
which shows that the function F is bounded on the real line. Thus, we proved that if f ∈ B(A)
then the function Fk(t) =
〈
etAAkf,∗
〉
is an entire function of the exponential type  which is
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bounded on the real line. The similar statement about a general function of the form (2.4) follows
from the fact that the set B(A) is obviously invariant under the operator A. The implication
(1) → (2) is proved.
If the property (2) holds true then for the function Fn−1(t) =
〈
etAAn−1f,∗
〉
, n ∈ N, the
following classical Riesz interpolation formula takes place:
d
dt
Fn−1(t) = 
2
∑
k∈Z
(−1)k−1
(k − 1/2)2Fn−1
(
t + 

(k − 1/2)
)
.
Using the same arguments as above we can write this formula in the following form:
〈
AetAAn−1f,∗
〉
= 
2
∑
k∈Z
(−1)k−1
(k − 1/2)2
〈
e(t+(/)(k−1/2))AAn−1f,∗
〉
.
For t = 0 it gives
〈
Anf,∗
〉 = 
2
∑
k∈Z
(−1)k−1
(k − 1/2)2
〈
e((/)(k−1/2))AAn−1f,∗
〉
. (2.8)
Since the last formula holds for any functional ∗ ∈ E∗ it proves the equality
Anf = RAAn−1f, n ∈ N, (2.9)
for every function for which the property (2) holds. But then
Anf = A(A(. . . Af )) = RA(RA(. . .RAf )) = (RA)nf, n ∈ N.
The implication (2) → (3) is proved.
To ﬁnish the proof of the lemma we have to show that (3) implies (1). But this fact easily
follows from the formulas (2.5) and (2.3). 
As a consequence of this lemma we obtain the following corollary.
Corollary 2.1. If A is a generator of one-parameter group of isometries etA in a Banach space
E that the Bernstein spaces B(A) are linear and closed for every  > 0.
We return to a homogeneous manifold M and we are going to use notations which were devel-
oped in the Introduction.
Theorem 2.2. The set Bp(D),D = {D1, . . . , Dd}, d = dimG, 1p∞, has the following
properties:
(1) it is invariant under every D, 1d;
(2) it is a linear subspace of Lp(M);
(3) it is a closed subspace of Lp(M).
Proof. To prove the ﬁrst part of the theorem we have to show that if f ∈ Bp(D), 1p∞, and
g = Df, for a 1d, then the following inequality holds true:
‖Dik . . . Di1g‖pk‖g‖p, g = Df, (2.10)
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for any 1 i1, i2, . . . , ikd . First we are going to show that if f ∈ Bp(D), 1p∞, and
g = Df, 1d, then for any Di1 , 1 i1d, the following inequality holds:
‖Di1g‖p‖g‖p. (2.11)
If f ∈ Bp(D), then for any D,Di1 , 1j, d and g = Df the inequality
‖Dli1g‖p = ‖Dli1Df ‖pl+1‖f ‖p = l
(
‖f ‖p
)
, l ∈ N,
takes place. But then for any z ∈ C we have
∥∥∥ezDi1g∥∥∥
p
=
∥∥∥∥∥
∞∑
l=0
(
zlDli1g
)/
l!
∥∥∥∥∥
p
‖f ‖p
∞∑
r=0
|z|ll
l! = e
|z|‖f ‖p, 1 i1d.
As in Lemma 2.1 it implies that for any functional ∗ on Lp(M), 1p∞, the scalar function
F(z) =
〈
ezDi1g,∗
〉
, 1 i1d,
is an entire function of exponential type . Moreover, since etDi1 is an isometry group in the
space Lp(M), 1p∞, this function F(t) is bounded on the real line
|F(t)| =
∣∣∣〈etDi1g,∗〉∣∣∣ ‖∗‖‖etDi1g‖p‖∗‖‖g‖p,
for any functional ∗ on the space Lp(M).
The same arguments which were used in the previous lemma show the identity
d
dt
F (t) = d
dt
〈
etDi1g,∗
〉
=
〈
d
dt
etDi1g,∗
〉
=
〈
etDi1Di1g,
∗〉 , 1 i1d.
An application of the classical Bernstein inequality (see [2, Chapter IV]) to the function F(t) in
the uniform norm on the real line gives the inequality
sup
t∈R
∣∣∣∣ ddt F (t)
∣∣∣∣  sup
t∈R
|F(t)|.
In our notations it takes the form
sup
t∈R
∣∣∣〈etDi1Di1g,∗〉∣∣∣ = sup
t∈R
∣∣∣∣ ddt
〈
etDi1g,∗
〉∣∣∣∣ ‖∗‖‖g‖p.
By selecting t = 0 and a functional ∗ for which〈
Di1g,
∗〉 = ‖Di1g‖, ‖∗‖ = 1,
we obtain the inequality (2.11) for any 1 i1d . Now, suppose that we proved the inequality
‖Dik−1 . . . Di1g‖pk−1‖g‖p, g = Df, (2.12)
for all 1 i1, . . . , ik−1d . Then since f ∈ Bp(D) for h = Dik−1 . . . Di1g we will have
‖Dlikh‖p = ‖Dli1Dik−1 . . . Di1Df ‖pl+k‖f ‖p = l
(
k‖f ‖p
)
, l ∈ N.
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At this point we can repeat all the previous arguments to obtain
‖Dikh‖p‖h‖p,
which along with the induction assumption (2.12) gives the desired inequality
‖Dik . . . Di1g‖p = ‖Dikh‖p‖h‖p = ‖Dik−1 . . . Di1g‖pk‖g‖p.
The ﬁrst part of the theorem is proved.
To prove the second part of the theorem it is enough to show that a function f belongs to
the space Bp(D), 1p∞, if and only if for any 1 i1, . . . , ikd, any 1jd, and any
functional ∗ ∈ Lp(M)∗ the function〈
∗, etDjDi1 . . . Dikf
〉
: R → R, (2.13)
of the real variable t is an entire function of the exponential type .
Suppose thatf ∈ Bp(D), 1p∞, then for any functiong = Di1 . . . Dikf, 1 i1, . . . , ikd,
and any 1jd the series
ezDj g =
∑ (zDj )r
r! g (2.14)
is convergent in Lp(M) and represents an abstract entire function. Since ‖Drjg‖pk+r‖f ‖p
we have the estimate
∥∥∥ezDj g∥∥∥
p
=
∥∥∥∥∥
∞∑
r=0
(
zrDrjg
)
/r!
∥∥∥∥∥
p
k‖f ‖p
∞∑
r=0
|z|rr
r! = 
ke|z|‖f ‖p,
which shows that the function (2.14) has exponential type . Since etDj is a group of isometries,
the abstract function etDj g is bounded by k‖f ‖p. It implies that for any functional ∗ on
Lp(M), 1p∞, the scalar function
F(z) =
〈
∗, ezDj g
〉
is entire because it is deﬁned by the series
F(z) =
〈
∗, ezDj g
〉
=
∞∑
r=0
zr
〈
∗,Drjg
〉
r! (2.15)
and because |
〈
∗,Drjg
〉
|k+r‖∗‖‖f ‖p we have
|F(z)|e|z|k‖∗‖‖f ‖p. (2.16)
For real t we also have |F(t)|k‖∗‖‖f ‖p. Thus, we proved that if f ∈ Bp(D), 1p∞,
then the function (2.13) is an entire function of the exponential type. To prove the inverse state-
ment let us note that the fact that f belongs to the spaceBp(D), 1p∞, means in particular that
for any 1jd and any functional ∗ on Lp(M), 1p∞, the function F(z) =
〈
∗, ezDj f
〉
is an entire function of exponential type  which is bounded on the real axis R1. Since etDj is
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a group of isometries in Lp(M), an application of the Bernstein inequality for functions of one
variable gives∥∥∥〈∗, etDjDmj f 〉∥∥∥
C(R1)
=
∥∥∥∥
(
d
dt
)m 〈
∗, etDj f
〉∥∥∥∥
C(R1)
m‖∗‖‖f ‖p, m ∈ N.
The last one gives for t = 0,∣∣∣〈∗,Dmj f 〉∣∣∣ m‖∗‖‖f ‖p.
Choosing h such that ‖∗‖ = 1 and〈
∗,Dmj f
〉
= ‖Dmj f ‖p (2.17)
we obtain the inequality
‖Dmj f ‖pm‖f ‖p, m ∈ N. (2.18)
It was the ﬁrst step of induction. Now assume that we already proved that the fact that f belongs
to the space Bp(D), 1p∞, implies the inequality
‖Di1 . . . Dikf ‖pk‖f ‖p
for any choice of indices 1 i1, i2 . . . , ikd . Then we can apply our ﬁrst step of induction to the
function g = Di1 . . . Dik . It proves if for any 1 i1, . . . , ikd, any 1jd, and any functional
∗ ∈ Lp(M)∗ the function〈
∗, etDjDi1 . . . Dikf
〉
: R → R, (2.19)
of the real variable t is an entire function of the exponential type  then f ∈ Bp(D),
1p∞. Thus the second part of Theorem 2.2 is proved.
In order to prove the part 3 of Theorem 2.2 we assume that a sequence fk ∈ Bp(D), 1p∞,
converges in Lp(M) to a function f. Because of the Bernstein inequality for any 1jd the
sequence Djfk will be fundamental in Lp(M). Note that since the operator Dj is a generator of
a strongly continuous group of operators in the space Lp(M) it is closed [9, Chapter 1]. It shows
that the limit of the sequence Djfk is the function Djf and because of it the following inequality
holds:
‖Djf ‖p‖f ‖p.
By repeating these arguments we can show that if a sequence fk ∈ Bp(D) converges in Lp(M)
to a function f then the Bernstein inequality
‖Dik . . . Di1f ‖pk‖f ‖p, 1p∞,
for f holds true. The Theorem 2.2 is proved. 
Consider a compact symmetric space M = G/K , where G is a compact Lie group. It is known
[32, Chapter IV] that every compact Lie group can be considered as a closed subgroup of the
orthogonal group O(RN) of a certain Euclidean space RN . This fact allows to identify M with
an orbit of a unit vector v ∈ RN under action of a subgroup of the orthogonal group O(RN)
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in RN . In this case K will be the stationary group of v. Such embedding of M into RN is called
equivariant.
We choose an orthonormal basis in RN for which the ﬁrst vector is the vector v: e1 =
v, e2, . . . , eN . Let Pn(M) be the space of restrictions to M of all polynomials in RN of de-
gree n. This space is closed in the norm of Lp(M), 1p∞, which is constructed with respect
to the G-invariant measure on M.
Let T be the quasi-regular representation of G in the space Lp(M), 1p∞. In other words,
if f ∈ Lp(M), g ∈ G, x ∈ M , then
(T (g)f ) (x) = f (g−1x).
Lie algebra g of the groupG is formed byN×N skew-symmetricmatricesX forwhich exp tX ∈ G
for all t ∈ R. The scalar product in g is given by the formula
〈X1, X2〉 = 12 tr(X1Xt2) = − 12 tr(X1X2), X1, X2 ∈ g.
LetX1, X2, . . . , Xd be an orthonormal basis of g, dim g = d andD1,D2, . . . , Dd be the corre-
sponding inﬁnitesimal operators of the quasi-regular representation of G in Lp(M), 1
p∞.
Theorem 2.3. If M is equivariantly embedded into RN then for any 1p∞ the following
inclusion holds true:
Pn(M) ⊂ Bp(D). (2.20)
Proof. The general theory of skew-symmetric matrices (see [15, Chapter 3]) implies that for
any skew-symmetric matrix X each element of the matrix exp tX is a linear combination of the
functions cos ti , sin ti for certain real numbers 1, . . . , [n/2], for which
‖X‖2 =
[N/2]∑
i=1
2i .
It shows that for any point x ∈ M and any basis vector ei, 1 iN, inRN the coordinate function
xi(exp tX · x) = 〈exp tX · x, ei〉
is also a linear combination of cos ti , sin ti whose coefﬁcients are smooth functions of x. Thus
we conclude that every function xi(exp tX · x) has extension to the complex plane C as entire
function of exponential type  max |i |‖X‖.
Since for every f ∈ Pn(M) and every basis vector Xj , j = 1, . . . , d; ‖Xj‖ = 1, the function
f (exp tXj · x), x ∈ M, is a polynomial of degree n in xi(exp tXj · x) we obtain that for any
functional ∗ on Lp(M), 1p∞, the function
FXj (t) =
〈
f (exp tXj · x),∗
〉
, x ∈ M, ‖Xj‖ = 1,
has exponential type at most n and according to the classical Riesz interpolation formula it gives
dFXj (t)
dt
= n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2FXj
(
t + 
n
(k − 1/2)
)
, t ∈ R. (2.21)
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Since
dFXj (t)
dt
=
〈
d
dt
f (exp tXj · x),∗
〉
= 〈Djf (exp tXj · x),∗〉
we have
〈
Djf (exp tXj · x),∗
〉 = n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2
〈
f
(
exp
(
t + 
n
(k − 1/2)Xj · x
))
,∗
〉
,
where t ∈ R, x ∈ M . For t = 0 it gives
〈
Djf (x),
∗〉 = n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2
〈
f
(
exp
(
n
(k − 1/2)Xj · x
))
,∗
〉
.
Because this formula holds true for any functional ∗ it implies
Djf (x) = n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2 f
(
exp
(
n
(k − 1/2)Xj · x
))
, x ∈ M.
Since
e
tDXj f (x) = f (exp tXj · x), t ∈ R, f ∈ Lp(M), x ∈ M,
it gives
Djf (x) = n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2 e
tkDj f (x), tk = 
n
(k − 1/2) , x ∈ M.
Because
n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2 = n,
and because ‖etkDj f ‖p = ‖f ‖p, we obtain the Bernstein inequality
‖Djf ‖pn‖f ‖p, 1p∞. (2.22)
Since the set of polynomials Pn(M) is invariant under translations and closed [29] it is invariant
under all operatorsD1,D2, . . . , Dd, d = dimG. It is clear that by using invariance of Pn(M) and
the inequality (2.22) we obtain the desired inequality
‖Dj1 . . . Djkf ‖pnk‖f ‖p, k ∈ N.
The theorem is proved. 
As a consequence of this theorem and Lemma 2.1 we obtain the following corollary.
Corollary 2.2. If M is equivariantly embedded into RN then for any polynomial f ∈ Pn(M) the
following Riesz interpolation formula holds:
Dj1Dj2 . . . Djkf (x) = Rnj1Rnj2 . . .Rnjkf (x),
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where
Rnj f (x) =
n
2
∑
k∈Z
(−1)k−1
(k − 1/2)2 e
tkDj f (x), tk = 
n
(k − 1/2) , x ∈ M, 1jd.
The next interpolation inequality for generators of one-parameter strongly continuous groups of
operators in Banach spaces will be used in the following section.
Lemma 2.4. If A generates aC0-one-parameter group of operators etA such that ‖etAf ‖ = ‖f ‖
then for every n2 there exists a C(n) such that for all ε > 0 all 1mn − 1 and all f in the
domain of An,
‖Amf ‖εn−m‖Anf ‖ + ε−mC(n)‖f ‖. (2.23)
Proof. According to the Hille–Phillips–Yosida theorem [9, Chapter I], the assumptions of the
lemma imply
‖(I + εA)−1‖1
and the same for the operator (I − εA). Then
‖f ‖‖(I + εA)f ‖
and the same for the operator (I − εA). It gives
ε‖Af ‖‖(I − εA)f ‖ + ‖f ‖‖(I + ε2A2)f ‖ + ‖f ‖ε2‖A2f ‖ + 2‖f ‖.
So, for any f from the domain of A2 we have inequality
‖Af ‖ε‖A2f ‖ + 2/ε‖f ‖, ε > 0.
The general case can be proved by induction. 
3. Two Nikolskii-type inequalities on compact homogeneous manifolds
Let M = G/K , dimM = n, dimG = d , be a homogeneous manifold which we consider
with invariant Riemannian metric and corresponding Riemannian measure dx. The B(x, 	) will
denote a ball whose center is x ∈ M and radius is 	 > 0. Denote by Tx(M) the tangent space
of M at a point x ∈ M and let expx : Tx(M) → M be the exponential geodesic map i.e.
expx(u) = 
(1), u ∈ Tx(M) where 
(t) is the geodesic starting at x with the initial vector u :

(0) = x, d
(0)
dt
= u. Since the manifold M is compact there exists a positive 	M such that the
exponential map is a diffeomorphism of a ball of radius 	 < 	M in the tangent space Tx(M) onto
the ball B(x, 	) for every x ∈ M . We consider only coordinate systems on M which are given by
the exponential map.
We ﬁx a cover B = {B(y, r0)} of M of ﬁnite multiplicity N(M) (see Lemma 1.1),
M =
⋃
B(y, r0), (3.1)
where B(y, r0) is a ball at y ∈ M of radius r0	M, and consider a ﬁxed partition of unity
 = {} subordinate to this cover. The Sobolev spaces Wkp(M), k ∈ N, 1p < ∞, are
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introduced as the completion of C∞0 (M) with respect to the norm
‖f ‖Wkp(M) =
(∑

‖f ‖pWkp(B(y,r0))
)1/p
. (3.2)
Any two suchnormsare equivalent.Weconsider the systemofvectorﬁeldsD = {X1, . . . , Xd}, d =
dimG, on M = G/K, which was described in the Introduction. Since vector ﬁelds D =
{X1, . . . , Xd} generate the tangent space at every point of M and M is compact it is clear that the
Sobolev norm (3.2) is equivalent to the norm
‖f ‖p +
k∑
j=1
∑
1 i1,...,ij d
‖Di1 . . . Dij f ‖p, 1p∞. (3.3)
Using the closed graph theorem and the fact that everyDi is a closed operator inLp(M), 1p <
∞, it is easy to show that the norm (3.3) is equivalent to the norm
|‖f ‖|k,p = ‖f ‖p +
∑
1 i1,...,ikd
‖Di1 . . . Dikf ‖p, 1p∞. (3.4)
In other words, there exist constants c0(D, B,, k), C0(D, B,, k) such that
c0(D, B,, k)‖f ‖Wkp(M) |‖f ‖|k,pC0(D, B,, k)‖f ‖Wkp(M). (3.5)
Since the Laplace operatorLwhich is deﬁned in (1.7) is an elliptic operator on a compactmanifold
M the regularity theorem for L means in particular ([30, Chapters I and III]), that the norm of the
Sobolev space W 2kp (M), k ∈ N, 1p < ∞, is equivalent to the graph norm ‖f ‖p + ‖Lkf ‖p.
Thus, there exist two constants c1(L, B,, k), C1(L, B,, k) such that
c1(L, B,, k)‖f ‖W 2kp (M)‖f ‖p + ‖Lkf ‖pC1(L, B,, k)‖f ‖W 2kp (M). (3.6)
In what follows o ∈ M will denote the “origin” of the homogeneous manifold M which
corresponds to the coset deﬁned by the subgroup K in the representation M = G/K . Note that
since G acts on M, every function on M can be treated as a function on G according to the formula
f (g) = f (g · o), g ∈ G.
Theorem 3.1. For any 1p∞, any natural l > m/p,m = dimM, there exists a constant
C(M, l) such that for any (r, N(G))-lattice ZG(g, r, N(G)) ⊂ G with sufﬁciently small r > 0,
any  > 0 and any qp the following inequalities hold true:
‖f ‖q  rm/q sup
g∈G
⎛
⎝ ∑
gi∈ZG(r,N(G))
(|f (ggi · o)|)p
⎞
⎠
1/p
 C(M, l)rm/q−m/p
(
1 + (r)l
)
‖f ‖p, (3.7)
for all f ∈ Bp(D).
Proof. Our nearest goal is to prove the right-hand side of the inequality (3.7).We ﬁx a sufﬁciently
small ball B(o, r), 0 < r < r0, in the tangent space ToM at the origin o ∈ M and an (r, N(M))-
lattice {gi} = ZG(r,N(M)) ⊂ G, such that translations gi · B(o, r) = B(xi, r), xi = gi · o, of
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the ball B(o, r) are disjoint. We are going to use the following form of the Sobolev inequality
(see [1, Lemma 5.15], or [22, Corollary 3.5.12]):
|(x)|C1(m, l)
∑
0 j l
rj−m/p‖‖
W
j
p(B(xi ,r))
, l > m/p, (3.8)
where x ∈ B(xi, r/2), ∈ C∞ (B(xi, r)).
We apply the inequality (3.8) to a functionf from the formula (3.2) which gives the Sobolev
norm. Since  is a partition of unity and since N(M) is a number of balls in the cover B(y, r0)
which intersect each other we obtain for xi ∈ B(y, r0),
rm|f (xi)|p = rm
∣∣∣∣∣
∑

f (xi)
∣∣∣∣∣
p
 (N(M))p
∑

(
rm/p|f (xi)|
)p
C3(m, l)(N(M))p
∑

∑
0 j l
rjp‖f ‖p
W
j
p(B(xi ,r))
, (3.9)
where l > m/p, 1p∞. It gives the inequality∑
i
(
rm/p|f (xi)|
)p C4(m, l)(N(M))p∑

∑
0 j l
rjp
∑
i
‖f ‖p
W
j
p(B(xi ,r))
, l > m/p.
Since the balls B(xi, r) are disjoint and the support of  is a subset of B(y, r0), we obviously
have ∑
i
‖f ‖p
W
j
p(B(xi ,r))
‖f ‖p
W
j
p(B(y,r0))
, 0j l. (3.10)
Thus we obtain that for any given l > m/p there exists a constantC5(M, l) > 0, such that for any
(r, N(M))-lattice {gi} = ZG(r,N(M)) ⊂ G, the following inequality holds true for 1p∞:(∑
i
(
rm/p|f (xi)|
)p)1/p  C5(M, l)N(M)
⎛
⎝‖f ‖pp + l∑
j=1
rj
∑

‖f ‖p
W
j
p(B(y,r0))
⎞
⎠
1/p
 C5(M, l)N(M)
⎛
⎝‖f ‖pp + l∑
j=1
rjp‖f ‖p
W
j
p(M)
⎞
⎠
1/p
.
Since the norms (3.2) and (3.4) are equivalent we obtain the inequality(∑
i
(
rm/p|f (xi)|
)p)1/p
C6
⎛
⎝‖f ‖p + l∑
j=1
∑
0k1,...,kj d
rj‖Dk1 . . . Dkj f ‖p
⎞
⎠ , l > m/p, (3.11)
whereC6 = C6(M,D, B,, l, N(M)). Because everyDk, k = 1, . . . , d, is a generator of a one-
parameter isometric group of bounded operators in Lp(M), the interpolation inequality (2.23)
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can be used and then the last two inequalities imply the following estimate:(∑
i
(rm/p|f (xi)|)p
)1/p
C7
⎛
⎝‖f ‖p + rl ∑
0k1,...,kld
‖Dk1 . . . Dkl f ‖p
⎞
⎠ , l > m/p,
where C7 = C7(M,D, B,, l, N(M)). For f ∈ Bp(D) it gives(∑
i
(
rm/p|f (xi)|
)p)1/p C8 (1 + (r)l) ‖f ‖p, l > m/p,
where C8 = C8(M,D, B,, l, N(M)). Applying this inequality to a translated function f (h ·
x), h ∈ G, and using invariance of the measure dx we obtain for f ∈ Bp(D),
sup
h∈G
(∑
i
(
rm/p |f (h · xi)|
)p)1/p
C8
(
1 + (r)l
)
sup
h∈G
‖f (h · x)‖p = C8
(
1 + (r)l
)
‖f ‖p, l > m/p. (3.12)
This inequality implies the right-hand side of the inequality (3.7).
To prove the left-hand side of the (3.7) we introduce the following neighborhood of the identity
in the group G:
Q4r = {g ∈ G : g · o ∈ B(o, 4r)} .
According to the following formula which holds true for any continuous function f on M:∫
M
f (x) dx =
∫
G
f (g · o) dg,
we have the following estimate for the characteristic function B of the ball B(o, 4r):
(4r)m ≈
∫
B(o,4r)
dx =
∫
M
B(x) dx =
∫
G
B(g · o) dg =
∫
Q4r
dg.
Since every ball in our cover is a translation of the ﬁxed ball B(o, 4r) and these balls form a cover
of M the G-invariance of the measure dx gives∫
M
|f (x)|q dx 
∑
gi∈ZG(r,N(G))
∫
gi ·B(o,4r)
|f (x)|q dx
∑
gi∈ZG(r,N(G))
∫
B(o,4r)
|f (gi · y)|q dy
=
∫
Q4r
∑
gi∈ZG(r,N(G))
|f (gih · o)|qdh(4r)m sup
g∈G
∑
gi∈ZG(r,N(G))
|f (gig · o)|q,
where f ∈ Lq(M), 1q∞,m = dimM . Next, using the inequality(∑
a
q
i
)1/q

(∑
a
p
i
)1/p
,
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which holds true for any ai0, 1pq∞, we obtain the following inequality
‖f ‖q  4mrm/q sup
g∈G
⎛
⎝ ∑
gi∈ZG(r,N(G))
(|f (gig · o)|)q
⎞
⎠
1/q
 4mrm/q sup
g∈G
⎛
⎝ ∑
gi∈ZG(r,N(G))
(|f (gig · o)|)p
⎞
⎠
1/p
= 4mrm/q−m/p sup
g∈G
⎛
⎝ ∑
gi∈ZG(r,N(G))
(
rm/p|f (gig · o)|
)p⎞⎠
1/p
. (3.13)
From these inequalities and the observation, that for the element g = g−1i hgi the expression∑
gi∈ZG(r,N(G))
(
rm/p |f (gig · o)|
)p
becomes the expression∑
gi∈ZG(r,N(G))
(
rm/p |f (hgi · o)|
)p
,
we obtain the left-hand side of the inequality (3.7). The Theorem 3.1 is proved. 
This theorem is used to prove the following result.
Theorem 3.2. There exists a constant C(M) such that for any 1pq∞ the following
inequality holds true for all f ∈ Bp(D):
‖f ‖qC(M)m/p−m/q‖f ‖p,m = dimM. (3.14)
Proof. Theorem 3.1 implies that for any 1p∞, any natural l > m/p there exists a constant
C(M, l) > 0 such that for any sufﬁciently small r > 0, any  > 0 and any qp the following
inequality holds true:
‖f ‖qC(M, l)rm/q−m/p(1 + (r)l)‖f ‖p,
for all f ∈ Bp(D). We make the substitution t = r into this inequality to obtain
‖f ‖qC(M, l)p,q(t)m/p−m/q‖f ‖p, l > m/p,
where
p,q(t) = tm/q−m/p(1 + t l), t ∈ (0,∞), t = r.
Since l can be any number greater than m/p and p1, we ﬁx the number l = 2m. At the point
tm,p,q = 2m −  ∈ (0, 1), (3.15)
where 0 <  = m/p − m/q < 1, the function p,q has its minimum, which is
p,q(tm,p,q) =
1
(1 − )1− 2,
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where  = /2m. For a given m ∈ N, > 0, 1pq∞, we can ﬁnd corresponding tm,p,q
using the formula (3.15) and then can ﬁnd the corresponding r > 0 as r = rm,p,q, = tm,p,q/.
For such r one can ﬁnd a cover of the same multiplicity N(M). For this cover we will have the
inequality (3.14). The theorem is proved. 
Theorem 3.3. For any 1pq∞ the following equality holds true:
Bp(D) = Bq(D) ≡ B(D).
Proof. First we show that
Bp(D) ⊂ Bq(D), 1pq∞. (3.16)
Since Bp(D) is invariant under every operator Di, 1 id, it is enough to show that if f ∈
Bp(D), then for any 1jd, k ∈ N,
‖Dkjf ‖qk‖f ‖q, 1pq∞.
Because f ∈ Bp(D) and this set is invariant under all operators Di , Theorem 3.1 gives that there
exists a constant Cp,q such that for any z ∈ C,∥∥∥ezDj f ∥∥∥
q
=
∥∥∥∥∥
∞∑
l=0
(
zlDljf
)/
l!
∥∥∥∥∥
q
Cp,qe|z|‖f ‖p.
It implies that for any functional ∗ on Lq(M), 1q∞, the scalar function
F(z) =
〈
ezDj f,∗
〉
,
is an entire function of exponential type . At the same time it is bounded on the real axis R1 by
the constant ‖∗‖‖f ‖q . The classical Bernstein inequality gives
sup
t∈R
∣∣∣〈etDjDkj f,∗〉∣∣∣ = sup
t∈R
∣∣∣∣∣
(
d
dt
)k 〈
etDj f,∗
〉∣∣∣∣∣ k‖∗‖‖f ‖q, m ∈ N.
When t = 0 we obtain∣∣∣〈Dkjf,∗〉∣∣∣ k‖∗‖‖f ‖q .
Choosing ∗ such that ‖∗‖ = 1 and〈
Dkjf,
∗〉 = ‖Dkjf ‖q
we get the inequality
‖Dkjf ‖qk‖f ‖q, k ∈ N.
To prove an embedding which is opposite to (3.16) we use the fact that M is compact and because
of this the L∞(M)-norm dominates any Lp(M)-norm with 1p < ∞. It gives the following
inequality for any f ∈ B∞ (D), 1p∞:∥∥∥ezDj f ∥∥∥
p
=
∥∥∥∥∥
∞∑
l=0
(
zlDljf
)
/l!
∥∥∥∥∥
p
e|z|‖f ‖∞,
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which implies that for any functional ∗ on Lp(M), 1p∞, the scalar function:
F(z) =
〈
ezDj f,∗
〉
,
is an entire function of exponential type  which is bounded on the real axis R1 by the constant
‖∗‖‖f ‖p. At this point we can use the same arguments which were used in the proof to obtain
the embedding which is opposite to (3.16). The theorem is proved. 
4. Relations between B(D), E(L) and Pn(M)
We keep the same notations as above.
Theorem 4.1. The following equality takes place
‖Lk/2f ‖22 =
∑
1 i1,...,ikd
‖Di1 . . . Dikf ‖22, (4.1)
which implies the following embeddings:
B/√d(D) ⊂ E(L) = B2(L) ⊂ B(D),
and in particular the following equality:⋃

B(D) =
⋃
j
Ej (L).
Proof. Since the spectrum of L is discrete and of ﬁnite multiplicity, the space E(L) is ﬁnite
dimensional and the norm of L on this space is exactly . It gives the embedding
E(L) ⊂ B2(L). (4.2)
Conversely, let 0 = 0 < 12 · · · be the set of eigenvalues of L listed with multiplicities
and 0,1,2, . . . be a corresponding complete system of orthonormal eigenfunctions. Assume
that
m < m+1.
If a function f belongs to the space B2(L) and the Fourier series
f =
∞∑
j=0
cjj (4.3)
contains terms with jm+1, then
2km+1
∞∑
j=m+1
|cj |2
∞∑
j=m+1
|kj cj |2‖Lkf ‖22k‖f ‖2,
which implies
∞∑
j=m+1
|cj |2
(

m+1
)2k
‖f ‖2.
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In the last inequality the fraction /m+1 is strictly less than 1 and k can be any natural number.
It shows that the series (4.3) does not contain terms with jm + 1, i.e. function f belongs to
E(L). We proved the inclusion
B2(L) ⊂ E(L),
which gives along with (4.2) the equality
B2(L) = E(L). (4.4)
The operator
−L = D21 + · · · + D2d
commutes with every Dj (see the explanation before the formula (1.7) in the Introduction). The
same is true for L1/2. But then
‖L1/2f ‖22 = 〈L1/2f,L1/2f 〉 = 〈Lf, f 〉
= −
d∑
j=1
〈D2j f, f 〉 =
d∑
j=1
〈Djf,Djf 〉 =
d∑
j=1
‖Djf ‖22,
‖Lf ‖22 = ‖L1/2L1/2f ‖22 =
d∑
j=1
‖DjL1/2f ‖22
=
d∑
j=1
‖L1/2Djf ‖22 =
d∑
j,k=1
‖DjDkf ‖22.
From here by induction on k we obtain (4.1). It proves the formula (4.1) which implies the rest of
the theorem. Indeed, if f ∈ B2(L) we obtain that f ∈ B2(D) = B(D) because
‖Di1 . . . Dikf ‖2
⎛
⎝ ∑
1 i1,...,ikd
‖Di1 . . . Dikf ‖22
⎞
⎠
1/2
= ‖Lk/2f ‖2k‖f ‖2.
Thus
B2(L) ⊂ B2(D) = B(D).
On the other hand, if f belongs to B/√d(D) = B2/√d(D) then
‖Lk/2f ‖2 =
⎛
⎝ ∑
1 i1,...,ikd
‖Di1 . . . Dikf ‖22
⎞
⎠
1/2
k‖f ‖2,
which together with (4.4) gives the embedding B/√d(D) ⊂ E(L) = B2(L). 
Theorem 4.2. If M is equivariantly embedded into RN then the following equality holds true:⋃
n
Pn(M) =
⋃

B(D).
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Proof. Note that since L commutes with all operators of the form DX where X is any invariant
vector ﬁeld on M (see the explanation before the formula (1.7) in the Introduction) it commutes
with the action of G in the space L2(M). Indeed if g is an element of G then the action
x → g · x, x ∈ M,
is the same as a translation along integral curve exp tX, t ∈ R, for an appropriate invariant vector
ﬁeld on M [32, Chapter XV, Theorem 8]. The corresponding action of G in the space L2(M) is
given by the formula (see the Introduction)
etDXf (x) = f (exp tX · x), t ∈ R, x ∈ M, f ∈ C∞(M).
Thus, we have
LetDXf = L
∑ (tDX)kf
k! =
∑ (tDX)kLf
k! = e
tDXLf.
It shows that if  is an eigenfunction with eigenvalue  then the same is true for etDX because
L
(
etDX
)
= etDXL = 
(
etDX
)
. (4.5)
It implies that all eigen spaces E(L) are invariant under action of G in the space L2(M).
We are going to show that if f ∈ Bp(D) for a 1p∞, > 0, then f is a polynomial on M.
Since Bp(D) = B2(D), 1p∞, > 0, we obtain the inequality
‖Lkf ‖2 =
∑
1 i1,...,ikd
‖D2i1 . . . D2ik f ‖2(2d)k‖f ‖2,m = dimM,
which shows that f belongs to the spaceB2

√
d
(L). Since by (4.4)B2

√
d
(L) = E√d(L)we obtain
that f belongs to E√d(L).
The space E√d(L) is ﬁnite dimensional and according to (4.5) is invariant under the action of
G inL2(M). This fact implies that all translates of every function f ∈ Bp(D), 1p∞, > 0,
belong to a ﬁnite dimensional space E√d(L). In the terminology of [18,19] it means that every
function f ∈ Bp(D), 1p∞, > 0, is a G-ﬁnite vector of the quasi-regular representation
of G in L2(M) and by a result of Helgason [18, Section 3], such functions are restrictions of
polynomials. In other words we proved the embedding⋃
>0
B(D) ⊂
⋃
n∈N
Pn(M).
Since Theorem 2.3 implies the opposite embedding we obtain the desired result. The theorem is
proved. 
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