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MULTIPLICATION OPERATOR AND EXCEPTIONAL JACOBI
POLYNOMIALS
A´. P. HORVA´TH
Abstract. Below the normalized zero-counting measure based on the regular
zeros of exceptional Jacobi polynomials, and the normalized weighted recipro-
cal of the Christoffel function with respect to exceptional Jacobi polynomials
are investigated. It is proved that both measures tend to the equilibrium mea-
sure of the interval of orthogonality in weak-star sense. The main tool of this
study is the multiplication operator and examination of the behavior of zeros
of the corresponding average characteristic polynomial. Finally, as an applica-
tion of multiplication operator, the zeros of certain self-inversive polynomials
are examined.
1. Introduction
First we sketch some problems which are strongly related to each other. These
problems have an extended literature, below only some examples are cited.
Let w be a weight function on a real interval I, that is w > 0 in the interior of I, and
w has finite moments. Let {qk}∞k=0 be the standard orthonormal polynomials on I
with respect to w. Let ξi := ξi,k, i = 1, . . . , k the zeros of qk. In several cases (also
in more general circumstances) it is proved that the normalized counting measure
based on the zeros of standard orthogonal polynomials tends to the equilibrium
measure of the interval of orthogonality is weak-star sense, that is
(1) lim
n→∞
1
n
n∑
i=1
δξi = µe,I ,
see e.g. [17] and the references therein.
On the other hand the measure, defined as the the weighted reciprocal of the
Christoffel function, tends to the equilibrium measure of I again:
(2) lim
n→∞
dµn(x) = lim
n→∞
1
n
Kn(x, x)dµ(x) = µe,I ,
see e.g. [20], [11].
The three-term recurrence relation fulfilled by standard orthogonal polynomials,
implies that the multiplication operator,M : f(x)→ xf(x), acting on the weighted
L2w space has a close relation to the previous two measures. AsM can be represented
by a tridiagonal (Jacobi) matrix, denoting by πn the projection operator to the n-
dimensional subspace, the eigenvalues of πnMπn are just the zeros of qn and limits
like (1) and (2) can be proved, see e.g. [29], [28].
On the other hand, considering x1, . . . , xN as random variables, the joint probability
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distribution on RN is ̺N,n(x1, . . . , xN ) = c(n,N) det |Kn(xi, xj)|Ni,j=1
∏N
i=1W (xi),
where c(n,N) is a normalization factor. The expectation E refers to ̺. The average
characteristic polynomial is χn(z) := E (
∏n
i=1(z − xi)) . According to [30, (2.2.10)],
the zeros of the average characteristic polynomial are just the zeros of qn again.
Thus (1) and (2) can be proved by this technique as well, see e.g. [11], [12].
Below we deal with exceptional Jacobi polynomials. Exceptional orthogonal
polynomials are complete systems of polynomials with respect to a positive mea-
sure. They are different from the standard or from the classical orthogonal polyno-
mials, since exceptional families have finite codimension in the space of polynomials.
Similarly to the classical ones exceptional polynomials are eigenfunctions of Sturm-
Liouville-type differential operators but unlike the classical cases, the coefficients
of these operators are rational functions. Exceptional orthogonal polynomials also
possess a Bochner-type characterization as each family can be derived from one of
the classical families applying finitely many Darboux transformations, see [6].
Exceptional orthogonal polynomials were introduced recently by Go´mez-Ullate,
Kamran and Milson, cf. e.g. [8], [9] and the references therein. These families
of polynomials play a fundamental role for instance in the construction of bound-
state solutions to exactly solvable potentials in quantum mechanics. In the last
few years have seen a great deal of activity in this area both by mathematicians
and physicists, cf. e.g. [4], [25], [13], [7], etc. The location of zeros of exceptional
orthogonal polynomials is also examined, cf. e.g. [3], [10], [18], [15], [16].
The results on zero-distribution summarized above can be derived considering
the three-term recurrence relation fulfilled by standard orthogonal polynomials.
Since exceptional orthogonal polynomials fulfil 2L + 1 recurrence formulae with
L ≥ 2, the situation here is different. In [14] by combinatorial methods it is proved
that in one codimensional Jacobi case µn tends to µe,I in weak-star sense. The
relation between the transformed, normalized zero-counting measure based on the
zeros of the modified average characteristic polynomial and µn is also studied there.
The aim of this investigation is to extend (1) and (2) to exceptional Jacobi
polynomials of any codimension. To examine the relation between the (modified)
average characteristic polynomial and the exceptional orthogonal polynomials the
main tool is the multiplication operator. The location of zeros of exceptional Jacobi
polynomials is investigated by outer ratio asymptotics. Finally the multiplication
operator method is applied to determine the zeros on the unite circle of certain
self-inversive polynomials.
2. Notation and the main result
2.1. General construction of exceptional orthogonal polynomials. Subse-
quently we use the Bochner-type characterization of exceptional polynomials given
in [6]. Classical orthogonal polynomials
{
P
[0]
n
}∞
n=0
are eigenfunctions of the second
order linear differential operator with polynomial coefficients
T [y] = py′′ + qy′ + ry,
and its eigenvalues are denoted by λn. T can be decomposed as
(3) T = BA+ λ˜, with A[y] = b(y′ − wy), B[y] = bˆ(y′ − wˆy),
3where b, w are rational functions and
(4) bˆ =
p
b
, wˆ = −w − q
p
+
b′
b
.
Then the exceptional polynomials are the eigenfunctions of Tˆ , that is the partner
operator of T , which is
(5) Tˆ [y] = (AB + λ˜)[y] = py′′ + qˆy′ + rˆy,
where
(6) qˆ = q + p′ − 2b
′
b
p, rˆ = r + q′ + wp′ − b
′
b
(q + p′) +
(
2
(
b′
b
)2
− b
′′
b
+ 2w′
)
p,
and w fulfils the Riccati equation
(7) p(w′ + w2) + qw + r = λ˜,
cf. [6, Propositions 3.5 and 3.6].
(3) and (5) ensure that
(8) TˆAP [0]n = λnAP
[0]
n ,
so exceptional polynomials can be obtained from the classical ones by application of
(finite) appropriate first order differential operator(s) to the classical polynomials.
This observation motivates the notation below
(9) AP [0]n = b
(
P [0]n
)′
− bwP [0]n =: P [1]n ,
(and recursively AsP
[s−1]
n =: P
[s]
n in case of s Darboux transformations.) The
degree of P
[1]
n is usually greater than n.
{
P
[1]
n
}∞
n=0
is an orthogonal system on I
with respect to the weight
(10) W :=
pw0
b2
,
where w0 is one of the classical weights.
Remark. - Since at the endpoints of I (if there is any) p may possesses zeros, b
can be zero here as well, but b does not have zeros inside I, otherwise the moments
of W would not be finite.
- As each P
[1]
n is a polynomial (n = 0, 1, . . . ), applying the operator A to P
[0]
0 it
can be seen that bw must be a polynomial and to P
[0]
1 shows that b itself is also a
polynomial.
- Let us recall that r = 0 in the classical differential operators. Considering (7) and
comparing degrees, w itself can not be a polynomial. By the same reasons pw can
not be a polynomial unless it is of degree one. w is a rational function and it has
no poles in (−1, 1).
- Expressing (3) as
(11) bBP [1]n = p
(
P [1]n
)′
+
(
pw + q − pb
′
b
)
P [1]n = (λn − λ˜)bP [0]0 ,
it can be easily seen that if P
[1]
n had got a double zero at x0 ∈ intI, then P [0]0 (x0) = 0,
and by (9)
(
P
[0]
n
)′
(x0) = 0, which is impossible, that is that zeros of P
[1]
n which
are in the interior of the interval of orthogonality are simple.
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- Let a be (one of) the finite endpoint(s) of the interval of orthogonality. Again by
(11) one can derive that if b(a) 6= 0, then P [1]n (a) 6= 0 as well.
- If there was an n ∈ N such that P [1]n (a) = 0, then b(a) = 0 and by (9) (bw)(a) = 0
and so P
[1]
n (a) = 0 for all n. That is, taking P˜
[1]
n := b1
(
P
[0]
n
)′
− b1wP [0]0 , where
b1(x) =
b(x)
x−a , we arrive to the exceptional system orthogonal with respect to
W = pw0
b21
. Thus we can assume that ∀ n P [1]n (a) 6= 0, and if b(a) = 0, then
(bw)(a) 6= 0.
2.2. Exceptional Jacobi polynomials. Let the nth Jacobi polynomial defined
by Rodrigues’ formula:
(1 − x)α(1 + x)βPα,βn (x) =
(−1)n
2nn!
(
(1 − x)α+n(1 + x)β+n)(n) ,
where α, β > −1.
pk := p
α,β
k =
P
α,β
k
̺
α,β
k
,
(12) ̺2k :=
(
̺
α,β
k
)2
=
2α+β+1Γ(k + α+ 1)Γ(k + β + 1)
(2k + α+ β + 1)Γ(k + 1)Γ(k + α+ β + 1)
.
the orthonormal Jacobi polynomials which fulfil the following differential equa-
tion (cf. [30, (4.2.1)])
(13) (1− x2)y′′ + (β − α− (α+ β + 2)x)y′ + n(n+ α+ β + 1)y = 0.
With
(14) P [0]n = p
(α,β)
n = pn
and
(15) P [1]n = AP
[0]
n = b(P
[0]
n )
′ − bwP [0]n .
The next examples of Xm Jacobi polynomials, that is exceptional Jacobi polyno-
mials given by one Darboux transformation and of codimension m can be found in
[10]. These are as follows.
(16) w0 = w
(α,β) = (1− x)α(1 + x)β ,
where α β are defined appropriately, see [10, Proposition 5.1].
T [y] = (1− x2)y′′ + (β − α− (α+ β + 2)x)y′ = BA− (m− α)(m+ β + 1),
where A and B are defined in (3), and
b(x) = (1− x)P (−α,β)m (x), w(x) = (α−m)
P
(−α−1,β−1)
m (x)
(1 − x)P (−α,β)m (x)
.
So the defined exceptional Jacobi polynomials, P
[1]
n := AP
[0]
n , are orthogonal with
respect to
W (x) =
(1 − x2)w(α,β)(x)
(1− x)2
(
P
(−α,β)
m (x)
)2 = w(α−1,β+1)(x)(
P
(−α,β)
m (x)
)2 ,
5and the space spanned by these classes are m-codimensional in the space of poly-
nomials.
We restrict our investigations to one-step Darboux transformation case. As it is
mentioned above, b can be zero at ±1. Subsequently we assume that b has got at
most simple zeros at the endpoints of the interval of orthogonality, that is
(17)
p
b
=
p˜
b˜
is bounded on [−1, 1].
Introducing the notation
(18) b(x) = (1− x) 1−ε12 (1 + x) 1−ε22 b˜(x),
where εi = ±1, i = 1, 2; the exceptional Jacobi polynomial system,
{
P
[1]
n
}∞
n=0
, is
orthogonal on (−1, 1) with respect to
(19) W =
w(α+ε1,β+ε2)
b˜2
.
The orthonormal sytem is denoted by
{
Pˆn
}∞
n=0
. The codimension is given by the
degree of b˜ cf. [6].
2.3. Formulation of the main theorem.
Theorem 1. Let
{
Pˆn
}∞
n=0
be the orthonormal system of exceptional Jacobi polyno-
mials generated by one Darboux transformation from the original Jacobi polynomials
and of arbitrary codimension. If α+ ε1, β + ε2 ≥ − 12 , then
(20) µn → µe
in weak-star sense, where
dµn(x) =
1
n
n−1∑
k=0
Pˆ 2k (x)W (x)dx
and µe is the equilibrium measure of [−1, 1].
If n is large enough, P
[1]
n has m exceptional zeros in C \ [−1, 1], n simple regular
zeros in (−1, 1). The exceptional zeros tend to the zeros of b˜.
If α, β ≥ − 12 , then
(21) µ˜n → µe,
where
(22) µ˜n =
1
n
n∑
k=1
δxkn
and xkn, k = 1, . . . , n are the regular zeros of Pˆn. The convergence is meant in
weak-star sense.
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3. Multiplication operator
In this section we investigate the location of zeros of the modified characteristic
polynomial introduced in [14]. In our case it is as follows.
Let us denote by {Pˆn}∞n=0 the orthonormal system of exceptional Jacobi polynomi-
als, that is
(23) Pˆn :=
P
[1]
n
σn
, where σn := ‖P [1]n ‖W,2.
Let
(24) KN (x, y) :=
N−1∑
k=0
Pˆk(x)Pˆk(y).
x1, . . . , xN are random variables, the joint probability distribution on R
N is
(25) ρN,n(x1, . . . , xN ) = c(n,N) det |Kn(xi, xj)|Ni,j=1
N∏
i=1
W (xi),
where c(n,N) is a normalization factor. The expectation E refers to ρ.
Let b be as in (15). Recalling that b is a polynomial, let
(26) Q(x) :=
∫ x
b˜,
where b˜(x) is defined in (17). Since the definition of Q let the constant term be
chosen, we choose it to be zero, say.
Considering Q, the modified average characteristic polynomial is defined as
(27) χN (z) := χ
Q
N (z) = E
(
N∏
i=1
(z −Q(xi))
)
,
cf. [14]. Denote by zi the zeros of χN (z). Define the normalized zero-counting
measure by νN =
1
N
∑N
i=1 δzi , and the modified empirical distribution, µˆ
Q
N =
1
N
∑N
i=1 δQ(xi). It is proved that
lim
N→∞
∣∣∣∣E
(∫
xldµˆ
Q
N (x)
)
−
∫
xldνN (x)
∣∣∣∣ = 0,
see [14, Theorem 5.1]. That is the examination of νN leads to the description of
the behavior of the normalized ”Christoffel function measure”, that is
(28) dµn(x) =
1
n
Kn(x, x)W (x)dx.
Denoting by zi = Q(yi), i = 1, . . . , n, we define
(29) ν˜n =
1
n
n∑
i=1
δyi .
The main theorem of this section is as follows.
7Theorem 2. In exceptional Jacobi case, if α+ ε1, β + ε2 ≥ − 12 , then for all l ∈ N
lim
n→∞
(∫
Qldν˜n −
∫ 1
−1
Qldµe
)
= 0.
where µe is the equilibrium measure of [−1, 1].
For this study our main tool is the multiplication operator generated by Q,
M : f → Qf , cf. [14].
The exceptional orthogonal polynomials fulfil the next recurrence formula with
constant coefficient: QP
[1]
n =
∑L
k=−L u˜n,kP
[1]
n+k (see [24] and [14, (3.4)]). After the
normalization above the recurrence relation is modified as
(30) QPˆn =
L∑
k=−L
un,kPˆn+k,
where un,k =
σn+k
σn
u˜n,k. That is M can be represented by an infinite matrix,
Me, in the orthonormal basis {Pˆn}∞n=0. This operator, acting on L2W [−1, 1] and
simultaneously on l2 is denoted by Me as well. By (30) the matrix of Me is 2L+1-
diagonal:
(31) Me =


u0,0 u0,1 . . . . . . u0,L 0 0 . . .
u1,−1 u1,0 . . . . . . u1,L−1 u1,L 0 . . .
...
... . . .
. . .
... . . .
... . . .
uL,−L uL,−L+1 . . . uL,0 . . . . . . uL,L 0
0 uL+1,−L . . .
... . . .
... . . . uL+1,L
... 0 . . . uL+j,−L . . .
... . . . . . .


.
It can be easily seen that Me is symmetric since
(32) uk,j =
∫ 1
−1
QPˆkPˆk+jW
2 =
∫ 1
−1
QPˆk+jPˆ(k+j)−jW
2 = uk+j,−j .
It is proved (see [14] and the references therein) that the characteristic polyno-
mial of the truncated multiplication matrix coincides with the average characteristic
polynomial, that is
(33) det(zIN − πNMπN ) = E
(
N∏
i=1
(z −Q(xi))
)
.
Let us recall that {Pˆn}∞n=0 is an orthonormal system on [−1, 1] with respect
to W = pw0
b2
, where w0 is a classical Jacobi weight function. Besides this excep-
tional orthonormal polynomial system, there is a standard orthonormal polynomial
system, {qn}∞n=0, on [−1, 1] with respect to W . These standard orthonormal poly-
nomials fulfil the three-term recurrence relation
(34) xqn = an+1qn+1 + bnqn + anqn−1
(see e.g. [30, (3.2.1)]).
According to (34) the multiplication operator on L2W [−1, 1], A : f 7→ xf can be
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represented in the (Schauder) basis {qn} as an infinite tridiagonal matrix (denoted
by A again)
A =


b0 a1 0 0 . . .
a1 b1 a2 0 . . .
0 a2 b2 a3 . . .
0 0 a3 b3 . . .
. . . . . . . . . . . . . . .

 ,
and so A acts on L2W and on l
2. Let Q(x) be as above. The the multiplication
operator, M : f 7→ Qf can be represented as M = Q(A), and in the basis {qn} it
has a matrix Mq = Q(A). Let Π
q
n and Π
e
n be the projections to span{q0, . . . , qn−1},
and to span{Pˆ0, . . . , Pˆn−1}, respectively. Let
An×n := Π
q
nAΠ
q
n, Me,n×n := Π
e
nMeΠ
e
n, Mq,n×n := Π
q
nMqΠ
q
n.
To prove Theorem 2 we compare the trace of the truncated operator in the different
bases.
Proposition 1. With the notation (19) let us assume that α + ε1, β + ε2 ≥ − 12 .
Then for each l ∈ N
lim
n→∞
1
n
(
Tr((Q(An×n))
l)− Tr((Me,n×n)l)
)
= 0.
First we need some technical lemmas. Let C = [cij ]
∞
i,j=0 be an infinite matrix.
cij =i Cj stands for the elements of C. As above its nth principal minor matrix is
Cn×n := [cij ]
n−1
i,j=0. Its ith row is iC and jth column is Cj . With this notation we
can state the next lemma.
Lemma 1. Let C = [cij ]
∞
i,j=0 be a 2k + 1-diagonal, infinite matrix. Let P =∑M
l=0 plx
l be a fixed polynomial. If the entries of C are bounded, that is there is a
K such that |cij | < K for all 0 ≤ i, j <∞, then
(35) lim
n→∞
1
n
(Tr(P (Cn×n))− Tr((P (C))n×n)) = 0.
Proof. It is obvious that for each l ∈ N Cl is 2(kl) + 1 diagonal:
Indeed, cij = 0 if |i − j| > k. Assuming that (Cl)ij =: Clij = 0 if |i − j| > kl we
compute Cl+1ij = 〈iCl, Cj〉 =
∑
|i−p|≤kl
|p−j|≤k
ClipCpj . That is C
l+1
ij = 0 |i− j| > (l + 1)k.
By induction on l we show that the elements of the principal diagonal are coin-
cide in Cln×n and (C
l)n×n except at most the last k(l − 1) ones.
Let us assume that (Cln×n)ij = ((C
l)n×n)ij if i ≤ n−(l−1)k or j ≤ n−(l−1)k. (For
l = 1 it is obviously fulfilled.) Let i ≤ n− kl. By the assumption and by 2kl + 1-
diagonality i((Cn×n)
l) =i (C
l), and similarly if j ≤ n − k, then (Cn×n)j = Cj .
Thus ((Cn×n)
l+1)ij = C
l+1
ij if i ≤ n− kl and j ≤ n− k. If i ≤ n− kl, then Clip = 0
if p > n and if j > n− k then Cj − (Cn×n)j starts with n zeros, thus if i ≤ n− kl
and j > n− k, i((Cn×n)l+1)j = Cl+1)ij again. For j ≤ n− kl we have the same by
symmetry.
Finally considering that the rows and columns contain finitely many non-zero ele-
ments, these imply that 1
n
(
Tr((Cn×n)
l)− Tr((Cl)n×n)
) ≤ 1
n
k(l − 1)(2kl + 1)lK l,
that is
(36) lim
n→∞
1
n
(
Tr((Cn×n)
l)− Tr(((Cl))n×n)
)
= 0.
9Since Tr(P (Cn×n)) =
∑M
l=0 plTr((Cn×n)
l) and Tr((P (C))n×n) =
∑M
l=0 plTr((C
l)n×n),
(36) implies (35).
To ensure the boundedness of the entries of the matrices in question we recall
the asymptotic behavior of recurrence coefficients. Since W > 0 on (−1, 1), by [23,
Theorem 4.5.7] (see also [26]) in formula (34) the recurrence coefficients fulfil the
asymptotics
(37) lim
n→∞
an =
1
2
and lim
n→∞
bn = 0.
Similarly to (37), the coefficients in (30) fulfil the symmetric limit relation
(38) lim
n→∞
un,j =: U|j|,
where U|j| depends on the polynomial b˜ (cf. (3), (17)) as follows. Let
(39) b˜(x) =
L−1∑
k=0
dkx
k.
Then
(40) U|j| =


∑[L2 ]
p=max{l,1}
d2p−1
2p
(
2p
p−l
)
1
22p , if |j| = 2l∑[L−12 ]
p=l
d2p
2p+1
(
2p+1
p−l
)
1
22p+1 , if |j| = 2l+ 1,
see [14, Proposition 1] and (42) below.
Let us recall p
b
is bounded on [−1, 1] and W (x) = (1−x)α+ε1(1+x)β+ε2
b˜2
(εi = ±1),
where b(x) = b˜(x)(1 − x) 1−ε12 (1 + x) 1−ε22 and 0 < c < b˜ < C on [−1, 1].
Subsequently the next lemma proved by Badkov (see [1]) is useful. Here we cite
the formulation given in [22].
Lemma A.[22, Lemma 2.E] Let {qk}∞k=0 be the standard orthonormal system
with respect to W . For each j ≥ 0 integer
(41)
∣∣∣q(j)k (x)∣∣∣
≤ c
(
k√
1− x2 + 1
k
)j
1(√
1− x+ 1
k
)α+ε1 (√
1 + x+ 1
k
)β+ε2 √√
1− x2 + 1
k
.
We need the next estimations on norms of exceptional Jacobi polynomials.
Lemma 2. With the notation (23), if α+ ε12 , β +
ε2
2 > − 12 ,
(42) σk =
√
k(k + α+ β + 1) + λ˜.
If α+ ε1, β + ε2 ≥ − 12 , 0 ≤ δ ≤ min
{
1
4 ,
α+ε1
2 +
1
4 ,
β+ε2
2 +
1
4
}
(43)
∥∥∥Pˆk(x)√W (x)(1− x2) 14−δ∥∥∥
∞
≤ ckmax{−ε1,−ε2}−1+2δ,
where c is a constant (independent of k).
10 A´. P. HORVA´TH
Proof. (42): With the notation p
(α,β)
k = pk, cf. (14)
σ2kPˆ
2
kW = (bp
′
k − bwpk)2
pw(α,β)
b2
= (p′k)
2w(α+1,β+1) + (bw)2p2k
pw(α,β)
b2
− 2b2wp′kpk
pw(α,β)
b2
.
By (7) pw2 = λ˜− qw − pw′ and considering (13) (w(α+1,β+1))′ = qw(α,β)
σ2kPˆ
2
kW = (p
′
k)
2w(α+1,β+1) + λ˜p2kw
(α,β) −
(
p2kww
(α+1,β+1)
)′
.
Thus
σ2k =
∫ 1
−1
(p′k)
2w(α+1,β+1) + λ˜p2kw
(α,β) −
(
p2kww
(α+1,β+1)
)′
= I1 + I2 + I3.
According to [30, (4.21.7)] p′k =
k+α+β+1
2 p
(α+1,β+1)
k−1
̺
α+1,β+1
k−1
̺
α,β
k
I1 =
(
k + α+ β + 1
2
̺
α+1,β+1
k−1
̺
α,β
k
)2
.
I2 = λ˜. By the assumption on α and β one can see that I3 = 0. Substituting the
values of the corresponding ̺α,βk , (42) is proved.
(43):∣∣∣Pˆk(x)√W (x)(1 − x2) 14 ∣∣∣ ≤ c
σk
(|b(x)p′k(x)| + |(bw)(x)pk(x)|) (1−x)
α+ε1
2 +
1
4 (1+x)
β+ε2
2 +
1
4
= K1 +K2.
K1 ≤
∣∣∣p(α+1,β+1),0k−1 ∣∣∣ (1− x)α2 + 34 (1 + x)β2+ 34 ,
which is bounded, see e.g. [30, (8.21.10], or (41). Since bw is bounded on [−1, 1]
(it is a polynomial), by (41)
K2 ≤ c
k
|pk(x)|(1 − x)
α+ε1
2 +
1
4−δ(1 + x)
β+ε2
2 +
1
4−δ
≤ c
k
1
(
√
1− x+ 1
k
)α(
√
1 + x+ 1
k
)β
√√
1− x2 + 1
k
≤ c
√
k
k
1
(
√
1− x+ 1
k
)−ε1−
1
2+2δ(
√
1 + x+ 1
k
)−ε2−
1
2+2δ
≤ ckmax{−ε1,−ε2}−1+2δ.
To prove Proposition 1 we introduce the operator O which changes the basis in
the Hilbert space in question:
(44) O−1MqO = Me,
where
O = [oij ]
∞
i,j=0,
and
(45) Pˆj =
j+m∑
i=0
oijqi.
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Proof. (of Proposition 1)
Recalling that A is tridiagonal and Me is 2L + 1 diagonal and by (37) and (38)
their entries are bounded, by Lemma 1 it is enough to show that
(46) lim
n→∞
1
n
(
Tr(πqnQ
l(A)πqn)− Tr(πen(Me)lπen)
)
= 0.
Considering (44) it is enough to prove that
(47) lim
n→∞
1
n
(
Tr(πqnQ
l(A)πqn)− Tr(πenO−1Ql(A)Oπen)
)
= 0.
To prove (47) we compute the diagonal elements of the second term. According to
(45), for 0 ≤ i ≤ n− 1
i(O
−1Ql(A)O)i =
∞∑
k=max{0,i−L}
i(O
−1Ql(A))k kOi
and considering the 2lL+ 1-diagonality of Ql(A)
i(O
−1Ql(A))k =
i+L∑
j=0
iO
−1
j j(Q
l(A))k =
∑
max{0,k−lL}≤j≤min{i+L,k+lL}
jOi j(Q
l(A))k.
Thus
n−1∑
i=0
i(O
−1Ql(A)O)i =
n−1∑
i=0
i+L∑
k=0
∑
max{0,k−lL}≤j≤min{i+L,k+lL}
ojioki j(Q
l(A))k
=
n−1∑
i=0
i+L∑
k=0
o2ki k(Q
l(A))k +
n−1∑
i=0
i+L∑
k=0
∑
max{0,k−lL}≤j≤min{i+L,k+lL}
j 6=k
ojioki j(Q
l(A))k
(48) = M˜n +Hn.
By reversing the order of summation
M˜n =
L∑
k=0
n−1∑
i=0
o2ki k(Q
l(A))k+
n−1∑
k=L+1
k(Q
l(A))k
n−1∑
i=k−L
o2ki+
n−1+L∑
k=n
k(Q
l(A))k
n−1∑
i=k−L
o2ki
= E1,n +Mn + E2,n.
Thus the sequence in (47) becomes
(49)
1
n
n−1∑
k=0
(
k(Q
l(A))k − k(O−1Ql(A)O)k
)
=
1
n
(
L∑
k=0
k(Q
l(A))k + E1,n + E2,n
)
+
1
n
n−1∑
k=L+1
k(Q
l(A))k
(
1−
n−1∑
i=k−L
o2ki
)
+
1
n
Hn.
According to (40) the entries i(Q
l(A))k are bounded, and by orthogonality
n−1∑
i=k−L
o2ki = 1,
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thus the first term tends to zero, when n tends to infinity. By the same reasons the
second term can be estimated as
(50)
1
n
n−1∑
k=L+1
k(Q
l(A))k
(
1−
n−1∑
i=k−L
o2ki
)
≤ C 1
n
n−1∑
k=0
∞∑
i=n
o2ki.
Let i > k. Referring to (45)
(51) oki =
∫ 1
−1
PˆiqkW =
1
λi
∫ 1
−1
(
pPˆ ′′i + qˆPˆ
′
i + rˆPˆi
)
qkW,
where the differential equation of Pˆi was taken into consideration, cf. (5) and (8).
By the assumption on α, β and (17), integrating by parts the first term we have
(52)
∫ 1
−1
pPˆ ′′i qkW = −
∫ 1
−1
Pˆ ′i (pqkW )
′ = −
∫ 1
−1
Pˆ ′i (qˆqk + pq
′
k)W,
because pW ′ = (qˆ − p′)W , cf. (6).
So (51) and (52) imply that
(53) oki =
1
λi
∫ 1
−1
−pPˆ ′iq′kW + rˆPˆiqkW = Iki + IIki.
Considering (3) (9) and (4)
(54) pPˆ ′i =
λi − λ˜
σi
bpi −
(
pw + q − pb
′
b
)
Pˆi.
By (54)
(55) Iki = −λi − λ˜
σiλi
∫ 1
−1
bpiq
′
kW +
1
λi
∫ 1
−1
(
pw + q − pb
′
b
)
Pˆiq
′
kW = I
(1)
ki + I
(2)
ki .
By (17)
∣∣∣pw + q − p b′b ∣∣∣ is bounded on [−1, 1]. Indeed, only the first term needs
some investigation; recalling that bw is a polynomial, notice that pw = p
b
bw.
Thus, according to (41) and (43)
|I(2)ki | ≤
ck
i2
∥∥∥Pˆk(x)√W (x)(1 − x2) 14∥∥∥
∞
×
∫ 1
−1
√
1− xα+ε1√1 + xβ+ε2
(1− x2) 14 (√1− x2 + 1
k
) 3
2
(√
1− x+ 1
k
)α+ε1 (√
1 + x+ 1
k
)β+ε2 dx
≤ c k
i2
Jk.
Jk ≤ c
∫ 0
−1
(√
1 + x
)β+ε2+ 32−2δ(√
1 + x+ 1
k
)β+ε2+ 32−2δ+2δ (1 + x)1−δ
+c
∫ 1
0
(√
1− x)α+ε1+ 32−2δ(√
1− x+ 1
k
)α+ε1+ 32−2δ+2δ (1− x)1−δ ≤ c
k2δ
δ
,
where the last inequality fulfils if α+ ε1 +
3
2 − 2δ ≥ 0 and β + ε2+ 32 − 2δ ≥ 0. Let
δ = ck−
1
4 . Then
(56) |I(2)ki | ≤ c
k
5
4
i2
,
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provided that α + ε1, β + ε2 > − 32 . For sake of simplicity let us denote by c(i) :=
−λi−λ˜
σiλi
. After simplification
I
(1)
ki = c(i)
∫ 1
−1
p˜
b˜
q′kpiw
(α,β).
Recaling that 1
b˜
is bounded on [−1, 1], let Si−k−2 be its uniformly best approxi-
mating polynomial on [−1, 1] of degree i− k− 2. Then, as its degree is less than i,
Si−k−2p˜q
′
k is orthogonal to pi with respect to w
(α,β). Thus
I
(1)
ki = c(i)
∫ 1
−1
(
1
b˜
− Si−k−2
)
p˜q′kpiw
(α,β).
Taking into account (13), (42) and (3) c(i) ≤ c 1
i
. Since
(
1
b˜
)′
is bounded on [−1, 1]
too, according to the classical Jackson’s theorem
|I(1)ki | ≤
c
i(i− k)
∫ 1
−1
p˜|q′k||pi|w(α,β)
≤ c
i(i− k)
∥∥∥q′k(x)√W (x)(1− x2) 34∥∥∥
∞
∫ 1
−1
|pi(x)|
√
W (x)
b(x)
(1 − x2) 34 dx
≤ c k
i(i− k)
∫ 1
−1
|pi(x)|(1 − x)α2− 14 (1 + x)
β
2−
1
4 ,
where the norm of q′k is estimated by (41). Finally by [30, (7.34.1)] the last integral
can be estimated by a constant independently of i, that is
(57) |I(1)ki | ≤ c
k
i(i− k) .
To estimate IIki first we remark that rˆ is bounded on [−1, 1]. Indeed, it is clear that
we have to deal with only the endpoints. Recalling that p
b
is bounded on [−1, 1]
and considering (6), qˆ is bounded there too. As it is mentioned in the Remark of
section 2 Pˆn(1) 6= 0, that is due to (5) and (8) rˆ must be bounded in 1. In −1 it is
the same. Thus, by Cauchy-Schwarz inequality
(58) |IIki| ≤ c
i2
∫ 1
−1
|Pˆi|
√
W |qk|
√
W ≤ c
i2
.
Since
∑∞
i=n o
2
ki ≤ 1, according to (56), (57) and (58)
1
n
n−1∑
k=0
∞∑
i=n
o2ki ≤ c
1
n
n−n
3
4∑
k=n
3
4
∞∑
i=n
o2ki +O
(
1
n
1
4
)
(59) ≤ c
n
n−n
3
4∑
k=n
3
4
∞∑
i=n
(
k
5
2
i4
+
k2
i2n
3
2
)
+O
(
1
n
1
4
)
= O
(
1√
n
)
+O
(
1
n
1
4
)
.
Finally we estimate the error term 1
n
Hn, cf (3) and (49). Using the properties of
|j(Ql(A))k| and oki again, it can be estimated as
1
n
|Hn| ≤ c 1
n
(l−1)L∑
i=0
i+L∑
k=0
∑
max{0,k−lL}≤j≤i+L
j 6=k
|oji||oki|
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+
1
n
∣∣∣∣∣∣∣
n−1∑
i=(l−1)L+1
i+L∑
k=0
∑
max{0,k−lL}≤j≤k+lL
j 6=k
ojioki j(Q
l(A))k
∣∣∣∣∣∣∣ = Σ1(n) + Σ2(n).
Certainly, limn→∞Σ1(n) = 0. Splitting Σ2(n) to two parts and changing the
ordering of summation,
Σ2(n) ≤ 1
n
∣∣∣∣∣∣∣
n−1∑
i=(l−1)L+1
lL−1∑
k=0
∑
0≤j≤k+lL
j 6=k
ojioki j(Q
l(A))k
∣∣∣∣∣∣∣
+
1
n
∣∣∣∣∣∣∣
n−1∑
i=(l−1)L+1
i+L∑
k=lL
∑
k−lL≤j≤k+lL
j 6=k
ojioki j(Q
l(A))k
∣∣∣∣∣∣∣
≤ 1
n
lL−1∑
k=0
∑
0≤j≤k+lL
j 6=k
∣∣
j(Q
l(A))k
∣∣ n−1∑
i=(l−1)L+1
|ojioki|
+
∣∣∣∣∣∣∣
1
n
n−1+L∑
k=lL
∑
k−L≤j≤k+lL
j 6=k
j(Q
l(A))k
n−1∑
i=(l−1)L+1
ojioki
∣∣∣∣∣∣∣ = Σ21(n) + Σ22(n).
Again, limn→∞ Σ21(n) = 0. According to (45) oki = 0 if i ≤ k − L. Thus, by
orthogonality
∑n−1
i=(l−1)L+1 ojioki =
∑∞
i=n ojioki. That is
Σ22(n) ≤ c 1
n
n−1+L∑
k=lL
∞∑
i=n
|ojioki| ≤ c 1
n
n−1+L∑
k=lL
max
k−L≤j≤k+lL
∞∑
i=n
o2ji.
So we can proceed as in (59) again, and so limn→∞ Σ22(n) = 0.
Proof. (of Theorem 2) Let ξi = ξi,n, i = 1, . . . , n the zeros of the standard orthogo-
nal polynomial, qn. Let us recall that {ξi}ni=1 are the eigenvalues of An×n, see [30,
(2.2.10)]. Thus according to Proposition 1
lim
n→∞
∣∣∣∣∣ 1n
n∑
i=1
Ql(ξi)−
∫
Qldν˜n
∣∣∣∣∣ = 0.
On the other hand (37) implies that the normalized counting measure based on the
zeros of the orthogonal polynomials, qn, tends to the equilibrium measure of the
interval of orthogonality in weak-star sense (see eg. [17, Proposition 1.1] and the
references therein). That is
lim
n→∞
∣∣∣∣∣ 1n
n∑
i=1
Ql(ξi)−
∫ 1
−1
Qldµe
∣∣∣∣∣ = 0.
Comparing the two limits the theorem is proved.
15
4. Outer ratio asymptotics
In [10] a family of exceptional Jacobi polynomials is given. Among other prop-
erties the location of their zeros is described there. In this section we describe the
behavior of zeros and give outer ratio asymptotics and a Heine-Mehler type formula
by the general formulation of exceptional Jacobi polynomials.
Recalling the general construction of exceptional orthogonal polynomials with
one-step Darboux transform, cf. (9) and (3),
(60)
P
[1]
n−1
P
[1]
n
=
b(P
[0]
n−1)
′ − bwP [0]n−1
b(P
[0]
n )′ − bwP [0]n
=
P
[0]
n−1
P
[0]
n
b
(P
[0]
n−1)
′
P
[0]
n−1
− bwP
[0]
n−1
P
[0]
n−1
b
(P
[0]
n )′
P
[0]
n
− bwP [0]n
P
[0]
n
.
Classical orthonormal polynomials satisfy the following relation (cf. e.g. [30,
(4.5.5), (5.1.14), (5.5.10)]).
(61) p
(
P [0]n
)′
= AnP
[0]
n+1 +BnP
[0]
n + CnP
[0]
n−1,
where An, Bn and Cn are real numbers and p is the coefficient of the second
derivative in the differential equation of the classical orthogonal polynomials. Thus
P
[1]
n−1
P
[1]
n
=
P
[0]
n−1
P
[0]
n
b
(
An−1
P [0]n
P
[0]
n−1
+Bn−1 + Cn−1
P
[0]
n−2
P
[0]
n−1
)
− bwp
b
(
An
P
[0]
n+1
P
[0]
n
+Bn + Cn
P
[0]
n−1
P
[0]
n
)
− bwp
.
Now we return to exceptional Jacobi polynomials.
Notation. Denote by Zb˜ the zeros of the polynomial b˜, cf. (15), (17). Similarly to
[10, Proposition 5.6] the next asymptotics fulfils.
Proposition 2. For exceptional Jacobi polynomials given by (15)
(62) lim
n→∞
P
[1]
n−1(z)
P
[1]
n (z)
= z −
√
z2 − 1, z ∈ C \ [−1, 1] \ Zb˜
locally uniformly, where
√
z2 − 1 means that branch of the function for which∣∣z −√z2 − 1∣∣ < 1 on C \ [−1, 1].
Proof. In Jacobi case (60) becomes
(63)
P
[1]
n−1
P
[1]
n
=
P
[0]
n−1
P
[0]
n
n− 1
n
b
(
An−1
n−1
P [0]n
P
[0]
n−1
+ Bn−1
n−1 +
Cn−1
n−1
P
[0]
n−2
P
[0]
n−1
)
− bwp
n−1
b
(
An
n
P
[0]
n+1
P
[0]
n
+ Bn
n
+ Cn
n
P
[0]
n−1
P
[0]
n
)
− bwp
n
.
Classical Jacobi polynomials fulfil the asymptotics below.
(64) lim
n→∞
P
[0]
n−1(z)
P
[0]
n (z)
= z −
√
z2 − 1
uniformly on the compact subsets of C \ [−1, 1] (cf. e.g. [21]). Taking into consid-
eration that limn→∞
̺n−1
̺n
= 1, etc. (for ̺n see (12)), according to [30, (4.5.5)]
(65) lim
n→∞
An
n
=
1
2
, lim
n→∞
Bn =
α− β
2
lim
n→∞
Cn
n
= −1
2
.
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Since bwp is a polynomial (and usually pw is not) bwp
n
tends to zero locally uniformly
on C, considering (64) and (65) we arrive to the statement.
Notation. Let us denote by
Z := {z ∈ C :
∀ U neighborhood of z ∃ N ∈ N such that ∀P [1]n ∃ w ∈ U, P [1]n (w) = 0 if n > N}.
Corollary 1. [−1, 1] ⊂ Z.
Proof. For sake of self-containedness we repeat the proof of [21, Theorem 5].
Z is closed. If there was a point t ∈ (−1, 1) which is not in Z, there would be a
compact neighborhood, E ⊂ C, of t and a subsequence of polynomials such that
P
[1]
nk−1
(z)
P
[1]
nk
(z)
→ z −√z2 − 1 on E uniformly, which is impossible.
Let us recall that m = deg b˜ is the codimension of the exceptional system. With
this notation we have
Proposition 3. If n is large enough, P
[1]
n has m exceptional zeros (with multiplic-
ity), that is m zeros out of the interval of orthogonality. Moreover the exceptional
zeros tend to the zeros of b˜, when n tends to infinity.
Proof. Similarly to the computation above
P
[1]
n
nP
[0]
n
=
pb(P
[0]
n )′
pnP
[0]
n
− bw
n
=
b
p
(
An
n
P
[0]
n+1
P
[0]
n
+
Bn
n
+
Cn
n
P
[0]
n−1
P
[0]
n
)
− bw
n
,
that is by (64) and (65)
lim
n→∞
P
[1]
n
nP
[0]
n
= − b(z)√
z2 − 1 ,
where the convergence is locally uniform on C\[−1, 1]. Applying Hurwitz’s theorem
the statement is proved.
Let jα(z) = Γ(α + 1)
(
2
z
)α
Jα(z) =
∑∞
k=0
(−1)kΓ(α+1)
Γ(k+1)Γ(k+α+1)
(
z
2
)2k
be the Bessel
function. Classical Jacobi polynomials fulfil the next Mehler-Heine formula (see
[30, Theorem 8.1.1])
(66) lim
n→∞
Pα,βn
(
cos z
n
)
nα
=
1
Γ(α+ 1)
jα(z),
where the convergence is locally uniform on the complex plane.
If b(1) = 0, that is ε1 = −1 cf. (18), we introduce the notation b(x) = (1− x)b1(x).
Similarly to [10, Proposition 5.7] the next limit is valid.
Proposition 4. If α ≥ − ε12
lim
n→∞
̺n
nα+1+ε1
P [1]n
(
cos
z
n
)
= cjα+ε1(z),
where the convergence is locally uniform on the complex plane and c is a constant
depending on α and b.
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Proof. ε1 = 1 :
By the classical formula
(Pα,βn )
′ =
n+ α+ β + 1
2
P
α+1,β+1
n−1 ,
see [30, (4.21.7)] and considering (15)
̺n
nα+2
P [1]n
(
cos
z
n
)
=
n+ α+ β + 1
2n
b
(
cos
z
n
) Pα+1,β+1n−1 (cos zn)
nα+1
− (bw)
(
cos z
n
)
n2
Pα,βn
(
cos z
n
)
nα
.
Since ‖jα‖ ≤ 1 (see [2, Ch. 7 7.3 (4)]), applying (66) the statement is proved in the
first case with c = b(1)2Γ(α+2) .
ε1 = −1 :
Taking into consideration the next classical formula (see eg. [10, (73)]):
(1− x)(Pα,βn )′ = αPα,βn − (n+ α)Pα−1,β+1n
we have
̺nP
[1]
n = b1
(
αPα,βn − (n+ α)Pα−1,β+1n
)− bwPα,βn .
Recalling the Remark in Section 2 (bw)(1) 6= 0. We show that the polynomial
αb1 − bw vanishes at 1. Indeed, by (15) and (3)
bBP [1]n (1) =
(
p
(
P [1]n
)′
+
(
pw + q − pb
′
b
)
P [1]n
)
(1)
=
(
pw + q − pb
′
b
)
(1)(−bwpn)(1) =
(
λn − λ˜)bpn
)
(1) = 0.
Thus referring to (13)
0 =
(
pw + q − pb
′
b
)
(1) =
(
p
b
bw + q − pb
′
b
)
(1)
=
1 + 1
b1(1)
(bw)(1)− 2α− 2− 1 + 1
b1(1)
(−b1(1) + (1− 1)b′1(1)) = 2
(
(bw)(1)
b1(1)
− α
)
.
That is
̺nP
[1]
n (x) = (αb1 − bw)(x)Pα,βn (x)− b1(x)(n + α)Pα−1,β+1n (x)
= (1 − x)s(x)Pα,βn (x)− b1(x)(n + α)Pα−1,β+1n (x),
where s(x) is a polynomial. Applying [30, (4.5.4)]
̺nP
[1]
n = s
2
2n+ α+ β + 1
(
(n+ α)Pα−1,βn − (n+ 1)Pα−1,βn
)− b1(n+ α)Pα−1,β+1n .
So again by (66) and the uniform boundedness of the corresponding Bessel functions
lim
n→∞
̺n
nα
P [1]n
(
cos
z
n
)
= −b1(1)
Γ(α)
jα−1(z).
According to Proposition 3 P
[1]
n has m exceptional zeros out the interval of
orthogonality, and by the Remark of Section 2 P
[1]
n (−1) 6= 0, P [1]n (1) 6= 0. Because
m is the number of gaps in the sequence of degrees, if n is large enough, P
[1]
n has
to possess n zeros in (−1, 1). These are the regular zeros, and as it is noted these
zeros are simple. The distribution of regular zeros can be derived from a theorem
of Erdo˝s and Tura´n, see [5].
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Theorem B. [5] Let 1 ≥ ζ1,n > · · · > ζn,n ≥ −1, n ∈ N+ any system of points,
and let ηi,n ∈ [0, π] be defined by ζi,n = cos ηi,n. Let ωn(ζ) =
∏n
i=1(ζ − ζi,n). If for
all ζ ∈ [−1, 1]
|ωn(ζ)| ≤ A(n)
2n
holds, then for every subinterval [γ, δ] ⊂ [0, π] we have
(67)
∣∣∣∣∣∣∣
∑
i
γ≤ϕin≤δ
1− δ − γ
π
n
∣∣∣∣∣∣∣ <
8
log 3
√
n logA(n).
A simple application of the previous theorem is the next one.
Proposition 5. Let x1n, . . . , xnn be the regular zeros of the exceptional Jacobi
polynomials, P
[1]
n = P
[1],α,β
n , α, β ≥ − 12 . Let xin = cosϕin. For every [γ, δ] ⊂ [0, π]∣∣∣∣∣∣∣
1
n
∑
i
γ≤ϕin≤δ
1− δ − γ
π
∣∣∣∣∣∣∣ ≤ c
√
logn
n
,
where c is a constant, depends on α, β b, bw, but is independent of n.
Proof. Let P
[1]
n = lnqm,nsn, where qm,n and sn are monic polynomials of degree
m and n, respectively, the zeros of qm,n are the exceptional zeros of P
[1]
n , and sn
possesses the regular ones. ln is the leading coefficient of P
[1]
n . Since the zeros
of qm,n tends to the zeros of b˜, if n is large enough, there are constants k and K
independent of n such that 0 < k < |qm,n| < K on [−1, 1]. Thus for x ∈ [−1, 1]
|sn(x)| ≤ 1
k|ln| |P
[1]
n (x)| ≤
1
k|ln| (‖bP
′
n‖+ ‖bwPn‖),
where the norm sign refers to the sup-norm on [−1, 1], and Pn = P (α,β)n . By [30,
(7.32.2)], ‖Pn‖ =
(
n+max{α,β}
n
)
and by [30, (4.21.6)] the leading coefficient L
(α,β)
n of
P
(α,β)
n is L
(α,β)
n =
1
2n
(
2n+α+β
n
)
. Since |ln| ≥ cmin{nL(α+1,β+1)n−1 , L(α,β)n } ≥ cL(α,β)n ,
|sn(x)| ≤ c2n
(
n−1+max{α+1,β+1}
n−1
)
(
2n+α+β
n
) ≤ cn2nΓ(max{α+ 1, β + 1}+ n)Γ(α+ β + 1 + n)
Γ(α+ β + 1 + 2n)
≤ cn2n Γ
2(α+ β + 1 + n)
Γ(2(α+ β) + 2 + 2n)
Γ(2(α+ β) + 2 + 2n)
Γ(α+ β + 1 + 2n)
≤ cn
α+β+2
2n
.
According to (67) the estimation above ensures the result.
5. Proof of Theorem 1
(20):
[14, Corollary 5.2] states that in the Xm Jacobi case that is if the exceptional Jacobi
polynomials are derived by one Darboux transformation and are of codimension m,
for all l ≥ 0
lim
n→∞
(∫ 1
−1
Qldµn −
∫
Qldν˜n
)
= 0.
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According to Theorem 2 if α+ ε1, β + ε2 ≥ − 12 , then for all l ∈ N
lim
n→∞
(∫
Qldν˜n −
∫ 1
−1
Qldµe
)
= 0.
That is
lim
n→∞
(∫ 1
−1
Qldµn −
∫ 1
−1
Qldµe
)
= 0
for all l ∈ N. As it is pointed out in the proof of [14, Theorem 4.1], span{Ql : l ∈ N}
is dense in C[−1, 1], which implies the result.
(21):
The location of regular and exceptional zeros is explained above.
Then Proposition 5 ensures that the normalized counting measure based on
ϕkn, k = 1, . . . , n tends to the normalized arc-measure on [0, π]. Recalling that
xin = cosϕkn a substitution implies the statement.
Remark. - (20) is the extension of [14, Theorem 4.1] to any codimension.
- In the standard case the nth average characteristic polynomial coincides with the
nth orthogonal polynomial. In exceptional case these two polynomials are different
moreover are of different degrees but as it is pointed out for all l ∈ N
lim
n→∞
(∫
Qldν˜n −
∫
Qldµ˜n
)
= 0,
where ν˜n and µ˜n are defined in (29) and (22), respectively.
6. Certain self-inversive polynomials
In this section we use the multiplication operator and the infinite matrix Me
introduced in Section 3 to investigate certain self-inversive polynomials.
The whole investigation of Section 3 was independent of the constant term of
the polynomial Q =
∫ x
b. Recalling (38) and (40), in this section we define
Q(x) :=
∫ x
b− U0,
where
∫ x
b means the primitive function without any constant term. The operator
Me refers to this Q. Me can be decomposed to a bounded symmetric and a compact
symmetric part cf. (32), that is
(68) Me = Me,s +Me,c,
where
Me =


u0,0 − U0 u0,1 . . . . . . u0,L 0 0 . . .
u1,−1 u1,0 − U0 . . . . . . u1,L−1 u1,L 0 . . .
...
... . . .
. . .
... . . .
... . . .
uL,−L uL,−L+1 . . . uL,0 − U0 . . . . . . uL,L 0
0 uL+1,−L . . .
... . . .
... . . . uL+1,L
... 0 . . . uL+j,−L . . .
... . . . . . .


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and
(69) Me,s =


0 U1 . . . UL 0 0 . . .
U1 0 . . . UL−1 UL . . .
...
...
. . .
... . . .
... . . .
UL . . . 0 . . . . . . UL . . .
0 UL
... . . .
... . . . UL
... . . . UL . . .
... . . . . . .


.
Investigation ofMe,s leads to the so-called self-inversive or palindrome polynomials,
cf. [21, Lemma 12]. A polynomial P of degree n with real coefficients is self-inversive
if znP
(
1
z
)
= P (z). The location of zeros of self-inversive polynomials has been
extensively studied, see e.g. [19], [31], etc. Of course, the zeros of a self-inversive
polynomial are symmetric with respect to the unite circle. One of the statements
on location of zeros is the next one (see eg. [31] ): if P2m(z) =
∑2m
k=0 akz
k is self-
inversive and |am| >
∑
0≤k≤m
k 6=m
|ak|, then P2m has no zeros on the unite circle. In
our special case we get something similar.
Let us recall that b(x) =
∑m
k=0 dkx
k, and the requirements on b are as follows.
Let b(x) > 0 if x ∈ (−1, 1), and it has at least simple zeros at −1 and 1, bw is a
polynomial, where w is a rational solution of (7). Now define
P2L,λ(z) =
L∑
k=1
Uk
(
zL+k + zL−k
)− λzL = P˜2L(z)− λzL,
where Uk depends on b see (40).
Statement 1. P2L,λ(z) has no zeros on the unite circle if and only if
λ 6∈
[
2
L∑
k=1
(−1)kUk, 2
L∑
k=1
Uk
]
= (−1)L
[
P˜2L(z)(−1), P˜2L(1)
]
.
Let us consider Me,s as an operator on l
2 and on the Hardy space
H2 :=
{
f(z) =
∞∑
k=0
ckz
k : is holomorphic on |z| < 1,
lim
r→1
f(reiϕ) = f(eiϕ) a.e. ϕ ∈ (0, 2π]
}
.
It is a Hilbert space under the norm ‖f‖2 =∑∞k=0 |ck|2 = 12π ∫ 2π0 |f(eiϕ)|2dϕ.
Lemma 3. Me,s − λI has a bounded inverse if and only if P2L,λ(z) has no zeros
on the unite circle .
Proof. With this interpretation if f ∈ H2,
(Me,sf)(z) =
L∑
k=1
Uk(z
k + z−k)f(z)−
L∑
k=1
Uk
k−1∑
j=0
f (j)(0)
j!
zj−k.
Let g ∈ H2 be arbitrary. Then
f(z) =
zLg(z) +
∑L
k=1 Uk
∑k−1
j=0
f(j)(0)
j! z
L+j−k
P2L,λ(z)
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(70) =
zLg(z) +
∑L−1
j=0
f(j)(0)
j!
∑L−1
k=j UL−k+jz
k
P2L,λ(z)
.
By symmetry, counting with multiplicity, P2L,λ has l zeros in the unite disc and
2(L− l) on the unite circle. f ∈ H2 if and only if these zeros can be compensated.
That is if ξm are the zeros of the denominator (in the closed unite disc) of multi-
plicity km with
∑
m km = 2L− l, then it means a system of linear equations in the
numerator. According to (70) this system looks like

C0(ξ1) C1(ξ1) . . . CL−1(ξ1)
...
... . . .
...
C0(ξ2) C1(ξ2) . . . CL−1(ξ2)
C′0(ξ2) C
′
1(ξ2) . . . C
′
L−1(ξ2)
...
... . . .
...
C
(k2−1)
0 (ξ2) C
(k2−1)
1 (ξ2) . . . C
(k2−1)
L−1 (ξ2)
...
... . . .
...
c2L−l,0 . . . . . . c2L−1,L−1




f(0)
f ′(0)
f ′′(0)
...
...
f (L−1)(0)


=


b(ξ1)
b(ξ2)
b′(ξ2)
...
b(k2−1)(ξ2)
...
b2L−l


,
where Cj(x) =
1
j!
∑L−1
k=j UL−k+jx
k, j = 0, . . . , L−1; b(x) = −xLg(x), the coefficient
matrix is of 2L− l × L and the lenght of the ”unknown” vector is L.
We deal with the rank of the coefficient matrix. Multiplying by an appropriate
constant kth column and subtracting it from the k − 1th one (0 < k ≤ L − 1) -
starting the process with the last column as CL−2 − (L − 1)UL−1UL CL−1, CL−3 −
(L − 1)(L − 2)UL−2
UL
CL−1,... , and repeating this procedure starting with the new
L− 2th column, etc. it can be easily seen that we get a similar matrix wich can be
described on the same way as above by the modified function C˜j(x) = x
j . Thus the
rank of the coefficient matrix coincides with its less size. That is to get a unique
solution it must be of L×L wich means that 2L− l = L, that is l = L which means
that P2L has L zeros inside the unite disc. The unique solution of this linear system
is equivalent with the existence of a (well-defined) bounded inverse of the operator
and it can be characterized by the above mentioned location of the zeros of P2L,λ.
Lemma 4. The spectrum of Me,s is Q([−1, 1]).
Proof. Let us recall the information onMe,s. According to Weyl’s theorem (see e.g.
[27, sec. 134]) the essential spectrum of Me,s agrees with the essential spectrum
of Me. Taking into consideration that the spectrum of the multiplication operator
is the closure the range of Q on [−1, 1] (see e.g. [27, sec. 150]).) the essential
spectrum and the spectrum of Me are the same. As the spectrum of Me,s does not
contains any isolated points as well, it also coincides with Q([−1, 1]).
The last statement can be proved in this setup as follows. Let us consider
P2L,λ(r, ϕ) (z = (r cosϕ, r sinϕ)) as a function from R
1+2 to R2. If there was an
isolated point of σ(Me,s), then there would be a (λ0, r0, ϕ0), r0 = 1, such that
P2L,λ0(r0, ϕ0) = 0 and there would be a neighborhood of λ0 such that for any λ
from this neighborhood the zeros of P2L,λ are not on the unite circle.
So P2L,λ(r, ϕ) = (p1(λ, r, ϕ), p2(λ, r, ϕ). Let us consider ∂2P2L,λ =
[
a11 a12
a21 a22
]
,
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where ai1 =
∂
∂r
pi, ai2 =
∂
∂ϕ
pi, i = 1, 2. As det ∂2P2L,λ =
1
r
(a222 + a
2
12),we can
apply the implicit function theorem at (λ0, r0, ϕ0) that is there is a neighborhood
of λ0 denoted by U and an arc g in U such that if λ ∈ U then P2L(λ, g(λ)) =
P2L,λ(r(λ), ϕ(λ)) = 0. If λ ∈ U g′(λ) =
[
r′(λ)
ϕ′(λ)
]
,
where r′(λ) = r
2L+1
a222+a
2
12
∑L
k=1 kUk cos kϕ(r
k − r−k) (that is r′(λ0) = 0), and ϕ′(λ) =
−r2L
a222+a
2
12
∑L
k=1 kUk sin kϕ(r
k + r−k). Thus the slope of the tangent line at λ0 to g is
− cot(ϕ(λ0)), which is just the the slope of the tangent line to the unite circle at
the same point, and the curvature of g at λ0 is 1. Considering the symmetry of the
zeros with respect to the unite circle g has to coincide locally with the unite circle,
which means that λ0 cannot be isolated.
Proof. (of the Statement) Notice, that b ≥ 0 on [−1, 1], thus Q is increasing here
and Q(−1) < Q(1). That is to prove the statement it is enough to compute these
two values. In view of (40)
2
L∑
k=1
(±1)kUk
= 2
[L2 ]∑
l=1
[L2 ]∑
p=l
d2p−1
2p
(
2p
p− l
)
1
22p
± 2
[L−12 ]∑
l=0
[L−12 ]∑
p=l
d2p
2p+ 1
(
2p+ 1
p− l
)
1
22p+1
=: S.
Changing the order of summation and by the definition of Q
S =
[L2 ]∑
p=l
d2p−1
2p
(
1− 1
22p
(
2p
p
))
±
[L−12 ]∑
p=l
d2p
2p+ 1
=
L∑
k=1
(±1)k dk−1
k
− U0 = Q(±1).
Thus the spectrum of the operator [M ]e,s is
[∑L
k=1(−1)kUk, 2
∑L
k=1 Uk
]
, which
proves the statement.
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