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1. Introduction
We work over an arbitrary field of characteristic zero. For a linear mapping A(x) and a bilinear mapping
B(x, y) we define a anticommutative multiplication as
[A,B](x, y) = A(B(x, y)) −B(A(x), y) −B(x,A(y)).
We will define a left multiplication on element x as the linear mapping Lx.
Following Kantor [1], we say that algebraAwith bilinear multiplication P and vector spaceW is a conservative
algebra if on vector space W we can define a new bilinear multiplication F satisfying
[Lb, [La, P ]] = −[LF (a,b), P ]. (1)
In other words, conservative algebras satisfy the following identity
b(a(xy)− (ax)y − x(ay))− a((bx)y) + (a(bx))y + (bx)(ay) − a(x(by)) + (ax)(by) + x(a(by)) =
− F (a, b)(xy) + (F (a, b)x)y + x(F (a, b)y). (2)
The algebra with the multiplication F is said to be associated to A.
It is easy to see, that every 4-nilpotent algebra is a conservative algebra with F (a, b) = 0.
The notion of conservative algebras was introduced by Kantor [1], as a generalization of Jordan algebras.
Kantor classified all conservative algebras of order two in [1] and defined class terminal algebras, as algebras
with multiplication P satisfying
[[[P, x], P ], P ] = 0. (3)
He proved that every terminal algebra is a conservative algebra and classified all simple finite-dimentional
terminal algebras with left quasi-unit over an algebraically closed field of characteristic zero [2]. Terminal
trilinear operations were studied in [3], and some questions conserning classification of simple conservative
algebras were considered in [4]. After that, Cantarini and Kac classified simple finite-dimensional (and linearly
compact) super-commutative and super-anticommutative conservative superalgebras and some generalization
of these algebras (also known as “rigid” superalgebras) over an algebraically closed field with characteristic zero
(see [5]). Similarly to the Lie algebra gln of all linear mappings on n-dimensional vector space, Kantor defined
the conservative algebra W (n) of bilinear mapping on n-dimensional space [6, 7]. Algebra W (n) has simple
terminal subalgebras [2].
Recently a great interest has been shown to the study of Jordan and Lie algebras and superalgebras, as well as
their generalizations with derivations. Namely, Popov determined the structure of differentiably simple Jordan
algebras [8]; Kaygorodov and Popov described the structure of Jordan algebras with derivations with invertible
values [9] and the structure of Jordan algebras with invertible Leibniz-derivations [10]; Barreiro, Elduque and
Mart´ınez descibed derivations of Cheng-Kac Jordan superalgebra [11]; Kaygorodov and Okhapkina found all
δ-derivations of semisimple structurable algebras [12]; Kaygorodov, Shestakov, Zhelyabin and Zusmanovich
studied generalized derivations of Jordan and Lie algebras and superalgebras in [13]–[20].
1
2Another important problem is investigation of subalgebras for associative and non-associative algebras. For
example, subalgebras of codimension one were studied by Dzhumadildaev [21], Wilansky [22] and others.
The main purpose of this paper is to find out relations between well-known varieties of algebras and con-
servative algebras and the second purpose is to investigate conservative algebras of 2-dimensional algebras:
derivations and subalgebras of codimension 1.
2. Conservative algebras
Associative algebras. The variety of associative algebras is defined by the identity
(ab)c = a(bc).
Every associative algebra is conservative (see [1]).
Jordan algebras. The variety of Jordan algebras is defined by the identities
ab = ba, (a2b)a = a2(ba).
Every Jordan algebra is conservative (see [23]).
Structurable algebras. The variety of structurable algebras is one of generalizations of unital Jordan
algebras. We can define a structurable algebra A as an unital algebra with involution and the identity
[Vx,1, Vz,w] = VVx,1z,w − Vz,V1,xw, where Vx,yz = (xy)z + (zy)x− (zx)y.
If A with involution is a structurable algebra, then a new multiplication ∗ can be defined in A by
x ∗ y = xy + y(x− x).
The algebra A with multiplication ∗ is a conservative algebra [24].
Terminal algebras. The variety of terminal algebras is defined by identity (3). Every terminal algebra is
conservative (see [2]).
Quasi-associative algebras. For more definitions see [29]. We consider quasi-associative algebra Q as
associative algebra A with multiplication ab and new multiplication a◦ b = λab+(1−λ)ba for the fixed element
λ from the base field. Then, [La, P ](x, y) = −λxy − (1− λ)yx, and
[Lb, [La, P ]](x, y) = λ(1 − λ)(xbay + yabx) + λ
2xaby + (1− λ)2ybax =
−λx((1 − λ)ba+ λab)y + (1− λ)y(λab + (1− λ)ba)x =
−λx(a ◦ b)y − (1− λ)y(a ◦ b)x = −[La◦b, P ](x, y).
It follows that every quasi-associative algebra is conservative.
Lie algebras. The variety of Lie algebras is defined by the identities
ab = −ba, (ab)c+ (bc)a+ (ca)b = 0.
Every Lie algebra is conservative (see [1]).
Left Leibniz algebras. The variety of left Leibniz algebras is defined by the identity a(bc) = (ab)c+ b(ac).
Every Leibniz algebra is conservative, since [La, P ] = 0.
Malcev algebras. The variety of Malcev algebras is defined by the identities
xy = −yx, J(a, x, y)a = J(a, x, ay), where J(a, x, y) = (ax)y + (xy)a+ (ya)x.
We prove that simple 7-dimensional Malcev algebra M7 is not conservative algebra. In the case of an
algebraically closed field of characteristic zero we can choose the following basis of algebra M7:
BM7 = {h, x, y, z, x
′, y′, z′}
3with the multiplication table
hx = 2x, hy = 2y, hz = 2z,
hx′ = −2x′, hy′ = −2y′, hz′ = −2z′,
xx′ = yy′ = zz′ = h,
xy = 2z′, yz = 2x′, zx = 2y′,
x′y′ = −2z, y′z′ = −2x, z′x′ = −2y,
where other products of basic elements are zero (see [27]).
For conservative Malcev algebras we can re-write (2) as
J(a, x, y)a = J(F (a, a), x, y).
Here, if a = x′, x = y′, y = z′ we have J(x′, y′, z′)x′ = −12x′, but J(F, y′, z′) 6= x′ for every F ∈ M7. It follows
that M7 is not a conservative algebra.
Non-commutative Jordan algebras. The class of non-commutative Jordan algebras is defined by the
identities
(a2b)a = a2(ba), (ab)a = a(ba).
It includes all associative algebras, alternative algebras, Jordan algebras, quasi-associative algebras and all
anticommutative algebras (in particular, Lie, Malcev, binary-Lie algebras). Every conservative algebra with
a unit is a non-commutative Jordan algebra, every flexible conservative algebra with F (a, b) = ab is a non-
commutative Jordan algebra [1]. There is an example of simple non-conservative non-commutative Jordan
algebra, namelely, the Malcev algebra M7.
Poisson algebras. Let P be a vector space with an associative commutative multiplication ab and a Lie
multiplication {a, b}. Then the algebra P is a Poisson algebra, if is defined by the identity
{ab, c} = a{b, c}+ {a, c}b.
For any Poisson algebra P we can define a new multiplication ∗ as follows: a∗b = ab+{a, b}. It was proved that
the algebra (P, ∗) is a non-commutative Jordan algebra. Note that [La, P ](x, y) = −a(xy + {x, y})− {x, a}y −
x{a, y}. Now we have
[Lb, [La, P ]](x, y) = −(baxy+ba{x, y}+b{x, a}y+bx{a, y}+{b, axy}+{b, a{x, y}}+{b, {x, a}y}+{b, x{a, y}}−
abxy − a{bx, y} − {bx, a}y − bx{a, y} − a{b, x}y − a{{b, x}, y} − {{b, x}, a}y− {b, x}{a, y}−
axby − a{x, by} − {x, a}by − x{a, by})− ax{b, y} − a{x, {b, y}} − {x, a}{b, y} − x{a, {b, y}}) =
ab(xy + {x, y}) + x{ab, y}+ y{x, ab}+ {b, a}(xy + {x, y}) + {{a, b}, xy} =
−[La∗b, P ](x, y).
Hence, (P, ∗) is a conservative algebra. Note that, using the Kantor construction from any Poisson algebra, we
can obtain Jordan superalgebra (in particular, conservative superalgebra) [25] and from Poisson superalgebra
(and more generally, from superalgebra of Jordan bracket [26]) we can obtain Jordan superalgebra, where the
even part is a Jordan (non-associaitve) algebra (in particular, conservative algebra).
Left-commutative algebras. The variety of left-commutative algebras is defined by the identity
a(bx) = b(ax).
Since every conservative left-commutative algebra satisfies identity (2), then
b(a(xy)− (ax)y − x(ay))− a((bx)y) + (a(bx))y + (bx)(ay) − a(x(by)) + (ax)(by) + x(a(by)) =
[b(a(xy))− b(x(ay))] + [(bx)(ay)− a((bx)y] + [(ax)(by)− b((ax)y))] + [x(a(by))− a(x(by))] + (a(bx))y =
(a(bx))y
and
[x(F (a, b)y)− F (a, b)(xy)] + (F (a, b)x)y = (F (a, b)x)y.
4Thus the identity
(a(bx))y = (F (a, b)x)y (4)
holds in every conservative left-commutative algebra. It is easy to see that we have the following theorem.
Theorem 1. Let A be a left-commutative conservative algebra with trivial annihilator, then A is a generalized
associative algebra and A∗ is a commutative.
Proof. The equality (4) implies that every element a(bx) − F (a, b)x lies in annihilator of algebra and A
satisfies the equality F (a, b)x = a(bx). Obviously,t F (a, b)x = a(bx) = b(ax) = F (b, a)x and thus the algebra
A∗ is commutative. The theorem is proven.
Example 2. There exists a simple non-conservative left-commutative algebra.
Proof. Following [28], we consider the simple left-commutative algebra A with a basis {e1, . . . , en} and the
multiplication table ei · ej = jej . If A is conservative, then, by theorem 1, we have
e1 · (e1 · e1) = F (e1, e1) · e1,
where F (e1, e1) =
∑
αiei. It is easy to see that
∑
αi = 1. In algebra A we also have the equality
e1 · (e1 · e2) = F (e1, e1) · e2
and 4e2 = 2
∑
αie2. Thus
∑
αi = 2. and the algebra A is non-conservative.
3. Conservative algebra of 2-dimensional algebras
The classifications of 2-dimensional algebras was given in [30]. Following Kantor [7], for 2-dimensional vector
space E2 we define conservative algebra W (2). The space of the algebra W (2) is the space of all bilinear
operations on the 2-dimensional space E2 with the basis e1, e2. To specify the operation of multiplication · on
W (2) we fix a vector e1 ∈ E2 and set
(A · B)(x, y) = A(e1, B(x, y)) −B(A(e1, x), y)−B(x,A(e1, y)),
where x, y ∈ E2 and A,B ∈ W (2). The algebra W (2) is conservative (see [7]) and the multiplication F on the
associated to W (2) algebra can be given by the equality
F (A,B) = (1/3)(A∗ · B + B˜ ·A), where A∗ = A+AT , B˜ = 2BT −B,AT (x, y) = A(y, x).
More details can be found in Section 1. Let A(ei, ej) = a
1
ije1 + a
2
ije2 and B(ei, ej) = b
1
ije1 + b
2e2 for a
1
ij , a
2
ij ,
b1ij , b
2
ij from the base field. Then
(A ·B)(ei, ej) = A(e1, B(ei, ej))−B(A(e1, ei), ej)−B(ei, A(e1, ej)) = (5)
A(e1, b
1
ije1 + b
2
ije2)−B(a
1
1ie1 + a
2
1ie2, ej)−B(ei, a
1
1je1 + a
2
1je2) =
(a111b
1
ij + a
1
12b
2
ij − a
1
1ib
1
1j − a
2
1ib
1
2j − a
1
1jb
1
i1 − a
2
1jb
1
i2)e1+
(a211b
1
ij + a
2
12b
2
ij − a
1
1ib
2
1j − a
2
1ib
2
2j − a
1
1jb
2
i1 − a
2
1jb
2
i2)e2.
We consider the multiplication αki,j on E2 defined by the following formula: α
k
i,j(et, el) = δitδjlek. It is easy
to see that {αki,j |i, j, k = 1, 2} is the basis of the algebra W (2). Applying (5), we can describe the multiplication
table of the conservative algebra W (2):
5α111 · α
1
11 = −α
1
11 α
1
12 · α
1
11 = −α
1
12 − α
1
21 α
2
11 · α
1
11 = α
2
11 α
2
12 · α
1
11 = 0
α111 · α
1
12 = 0 α
1
12 · α
1
12 = −α
1
22 α
2
11 · α
1
12 = −α
1
11 + α
2
12 α
2
12 · α
1
12 = −α
1
12
α111 · α
1
21 = 0 α
1
12 · α
1
21 = −α
1
22 α
2
11 · α
1
21 = −α
1
11 + α
2
21 α
2
12 · α
1
21 = −α
1
21
α111 · α
1
22 = α
1
22 α
1
12 · α
1
22 = 0 α
2
11 · α
1
22 = −α
1
12 − α
1
21 + α
2
22 α
2
12 · α
1
22 = −2α
1
22
α111 · α
2
11 = −2α
2
11 α
1
12 · α
2
11 = α
1
11 − α
2
21 − α
2
12 α
2
11 · α
2
11 = 0 α
2
12 · α
2
11 = α
2
11
α111 · α
2
12 = −α
2
12 α
1
12 · α
2
12 = α
1
12 − α
2
22 α
2
11 · α
2
12 = −α
2
11 α
2
12 · α
2
12 = 0
α111 · α
2
21 = −α
2
21 α
1
12 · α
2
21 = α
1
21 − α
2
22 α
2
11 · α
2
21 = −α
2
11 α
2
12 · α
2
21 = 0
α111 · α
2
22 = 0 α
1
12 · α
2
22 = α
1
22 α
2
11 · α
2
22 = −α
2
12 − α
2
21 α
2
12 · α
2
22 = −α
2
22
In what follows, we will describe some properties of the conservative algebra W (2).
Definition. An element a of the algebra M is called a Jacobi element if
a(xy) = (ax)y + x(ay).
In other words, the transformation La is a derivation if and only if a is a Jacobi element.
It follows from [7] that the codimension of Jacobi space in the algebra W (2) is two. Using the multiplication
table of W (2), we can find the space J of Jacobi elements of the algebra W (2). It is a subspace of W (2)
generated by αkij , for all i+ j > 2.
Definition. An element e is said to be a left quasiunit if
e(xy) = (ex)y + x(ey)− xy for allx, y
It is obvious that if e is a left quasiunit then for any x ∈ J we have another left quasiunit e+ x. Kantor [7]
noted that the algebraW (2) has a left quasiunit. We look for a left quasiunit e as αα111+βα
2
11. Straightforward
computations provide the equality e = −α111. It is easy to see that −α
1
11 is a left quasiunit, but it is not a left
unit.
Theorem 3. The algebra of derivations of W (2) is a solvable 2-dimensional Lie algebra.
Proof. We define e1 = α
1
11, e2 = α
1
12, e3 = α
1
21, e4 = α
1
22, e5 = α
2
11, e6 = α
2
12, e7 = α
2
21, e8 = α
2
22 for some
elements αkij from the base field. Given a derivation D of the algebra W (2), we have D(ei) =
∑
xijej. We
consider some relations between images of e1, . . . , e8 with respect to D to obtain a system of linear equations
on {xij}.
Since −D(e1) = D(e1)e1 + e1D(e1), then
x11 = 0, x12 = x13, x14 = 0, x18 = 0.
Since 0 = D(e1e2) = D(e1)e2 + e1D(e2), we have
x21 = −x15, x25 = 0, x16 = 0, x12 = x24, x26 = x15, x27 = 0.
Since 0 = D(e1e3) = D(e1)e3 + e1D(e3), we have
x31 = −x15, x34 = x12, x35 = 0, x36 = 0, x37 = x15.
Since −D(e2 + e3) = D(e2e1) = D(e2)e1 + e2D(e1), we have
x31 = −x15, x32 = 0, x17 = x28 + x38.
Since −D(e4) = D(e2e2) = D(e2)e2 + e2D(e2), we have
x41 = 0, x43 = x21, x44 = 2x22 + x23 − x28, x48 = x26.
Since −D(e4) = D(e2e3) = D(e2)e3 + e2D(e3), we have
x44 = x22 + x33 + x38.
6Since D(e5) = D(e5)e1 + e5D(e1), we have
x51 = −x12, x52 = 0, x53 = 0, x54 = 0, x56 = x12, x57 = x13, x58 = 0, x17 = 0.
Since −D(e6) = D(e1)e6 + e1D(e6), we have
−x62 = x12, x63 = 0, x64 = 0, x65 = −x15, x68 = x12.
Since −D(e7) = D(e1)e7 + e1D(e7), we have
x72 = 0, x73 = −x12, x74 = 0, x75 = −x15, x78 = x12.
Since 0 = D(e1)e8 + e1D(e8), we have
x81 = 0, x12 = −x84, x85 = 0, x15 = −x86, x87 = −x15.
Since D(e1 − e7 − e8) = D(e2)e5 + e2D(e5), we have
x71 + x61 = −x22 − x55, x76 + x66 = x22 + x55 = x77 + x67.
Since D − (e1 + e6) = D(e5)e2 + e5D(e2), we have
x61 = −x55 − x22 − x23, x66 = x55 + x22 − x28, x67 = x23 − x28 and x28 = x76.
Since D(−e1 + e7) = D(e5e3) = D(e5)e3 + e5D(e3), we have
x71 = −x55 − x33, x76 = −x38, x77 = x55 + x33 − x38.
From D(−e2 − e3 + e8) = D(e5e4) = D(e5)e4 + e5D(e4), we have
x22 − x82 = x23 + x33 − x83 = x55 + x44 = −x28 − x38 + x88.
From D(e2 − e8) = D(e2e6) = D(e2)e6 + e2D(e6), we have
x82 = x61 − x66, x23 − x83 = x67 − x61, x88 − x22 = x22 + x66 + x67.
From D(e3 − e8) = D(e2e7) = D(e2)e7 + e2D(e7), we have
x82 = −x71 + x76, x33 + x83 = x22 − x71 + x77, x38 + x88 = −x22 − x76 + x77.
From D(e4) = D(e2e8) = D(e2)e8 + e2D(e8), we have
x26 + x86 + x87 = 0.
From −D(e5) = D(e5e6) = D(e5)e6 + e5D(e6), we have
x61 = x66 + x67.
From −D(e5) = D(e5e7) = D(e5)e7 + e5D(e7), we have
x71 = x76 + x77..
From −D(e6 + e7) = D(e5e8) = D(e5)e8 + e5D(e8), we have
x61 + x71 = x83 + x82, x66 + x76 = x55 − x82 + x88, x67 + x77 = x55 − x83 + x88.
From 0 = D(e6e1) = D(e6)e1 + e6D(e1), we have
x61 = 0.
From 0 = D(e7e1) = D(e7)e1 + e7D(e1), we have
x71 = 0, x75 = 0.
Now, it is easy to see, that
x12 = x13 = x24 = x34 = −x51 = x56 = x57 = −x62 = x68 = −x73 = x78 = −x84 = z,
x22 = x33 =
x44
2
= −x55 = x88 = w
and all other elements xij are equal to zero.
7Note that left multiplications on elements e2 and e6 are derivations ade2 and ade6 and generating subalgebra
of derivations InnDer(W (2)), where [ade6 , ade2 ] = ade2 . Every element of subalgebra InnDer(W (2)) we can
represent as linear mapping with matrix


0 z z 0 0 0 0 0
0 w 0 z 0 0 0 0
0 0 w z 0 0 0 0
0 w 0 2w 0 0 0 0
−z 0 0 0 −w z z 0
0 −z 0 0 0 0 0 z
0 0 −z 0 0 0 0 z
0 0 0 −z 0 0 0 w


. (6)
The theorem is proved.
Theorem 4. Let B be a subalgebra of W (2) of codimension 1, then B is generated by e1, e2, e3, e4, e6, e7, e8.
Proof. We call subalgebra B is trivial, if B is generated by e1, . . . , êi, . . . , e8. Then,
1. If ei = e1, then e5e2 = −e1 + e6; and B =W (2).
2. If ei = e2, then e5e4 = −e2 − e3 + e8; and B = W (2).
3. If ei = e3, then e5e4 = −e2 − e3 + e8; and B = W (2).
4. If ei = e4, then e3e8 = e4; and B = W (2).
5. If ei = e5, then 〈e1, e2, e3, e4, e6, e7, e8〉 is a proper subalgebra.
6. If ei = e6, then e5e8 = −e6 − e7; and B =W (2).
7. If ei = e7, then e5e8 = −e6 − e7; and B =W (2).
8. If ei = e8, then e2e7 = e3 − e8; and B = W (2).
Now, let subalgebra B has linear basis {
8∑
j=1
αjiej}i=1,...,7. We can say that or B is trivial subalgebra, or we
can choose the basis {ej + αje8}j=1,...,7.
In last case, we can see that
(e1 + α1e8)(e1 + α1e8) = −e1 ∈ B;
(e2 + α2e8)e1 = −e2 − e3 ∈ B;
e1(e4 + α4e8) = e4 ∈ B;
e1(e5 + α5e8) = −2e5 ∈ B;
e5e4 = (e2 + e3) + e8 ∈ B, and e8 ∈ B.
Thus B is a trivial subalgebra.
Now, the theorem is proved.
4. Terminal algebra of 2-dimensional commutative algebras W2
Following Kantor [2, 7], for 2-dimensional vector space E2 we define terminal algebra W2. The space of the
algebra W2 is the space of all bilinear commutative operations on the 2-dimensional space E2 with the basis
e1, e2. To specify the operation of multiplication · we fix a vector e1 ∈ E2 and set
(A · B)(x, y) = A(e1, B(x, y)) −B(A(e1, x), y)−B(x,A(e1, y)),
where x, y ∈ E2 and A,B ∈ W2. The algebra W2 is terminal [2], and multiplication F in the associated algebra
can be given by equality
F (A,B) = (1/3)(2A ·B +B · A).
We define ξ1 = α
1
11, ξ2 = α
1
12 + α
1
21, ξ3 = α
1
22 and ξ4 = α
2
11, ξ5 = α
2
12 + α
2
21, ξ6 = α
2
22. Using (5), we can
describe the multiplication table of terminal algebra W2:
8ξ1 · ξ1 = −ξ1 ξ2 · ξ1 = −ξ2 ξ4 · ξ1 = ξ4 ξ5 · ξ1 = 0
ξ1 · ξ2 = 0 ξ2 · ξ2 = −2ξ3 ξ4 · ξ2 = ξ5 − 2ξ1 ξ5 · ξ2 = −ξ2
ξ1 · ξ3 = ξ3 ξ2 · ξ3 = 0 ξ4 · ξ3 = −ξ2 + ξ6 ξ5 · ξ3 = −2ξ3
ξ1 · ξ4 = −2ξ4 ξ2 · ξ4 = ξ1 − ξ5 ξ4 · ξ4 = 0 ξ5 · ξ4 = ξ4
ξ1 · ξ5 = −ξ5 ξ2 · ξ5 = ξ2 − 2ξ6 ξ4 · ξ5 = −2ξ4 ξ5 · ξ5 = 0
ξ1 · ξ6 = 0 ξ2 · ξ6 = ξ3 ξ4 · ξ6 = −ξ5 ξ5 · ξ6 = −ξ6
Later, we will describe some properties of terminal algebra W2.
Theorem 5. The algebra of derivations of W2 is isomorphic to solvable 2-dimensional Lie algebra.
Proof. Let D is a derivation of W2 and D(ξi) =
∑
αijξj .
Then the equality −D(ξ1) = D(ξ1)ξ1 + ξ1D(ξ1) implies that
α11 = α13 = α16 = 0.
Since 0 = D(ξ1)ξ2 + ξ1D(ξ2), we can see that
α15 = α24 = 0, α21 = −2α14, α23 = 2α12, α14 = α25.
Since −D(ξ2) = D(ξ2)ξ1 + ξ2D(ξ1), we obtain
α14 = α24 = α25 = α26 = 0, α23 = 2α12.
Note, that D(ξ3) = −
1
2 (D(ξ2)ξ2 + ξ2D(ξ2)) = 2α22ξ3.
The equality D(ξ4) = D(ξ4)ξ1 + ξ4D(ξ1) implies that
α41 = −α12, α45 = α12, α42 = α43 = α46 = 0.
From 0 = D(ξ5)ξ1 + ξ5D(ξ1) follows
α51 = α54 = 0, α52 = −α12.
From −D(ξ5) = D(ξ1)ξ5 + ξ1D(ξ5) follows
α53 = 0, α56 = 2α12.
From D(ξ1 − ξ5) = D(ξ2)ξ4 + ξ2D(ξ4) follows
α22 + α44 = α55 = 0.
From 0 = D(ξ1)ξ6 + ξ1D(ξ6) follows
α61 = α64 = α65 = 0, α63 = −α12.
From D(ξ2 − 2ξ6) = D(ξ2)ξ5 + ξ2D(ξ5) follows
α66 = α22.
From D(ξ3) = D(ξ2)ξ6 + ξ2D(ξ6) follows
α62 = 0.
Now, it is easy to see, that
α12 =
α23
2
= −α41 = α45 = −α52 =
α56
2
= −α63 = α,
α22 =
α33
2
= −α44 = α66 = β
and all other elements αij are equal to zero.
Noted, that left multiplications on elements ξ2 and ξ5 are derivations adξ2 and adξ5 . They generating sub-
algebra of InnDer(W2), where [adξ2 , adξ5 ] = adξ2 . Every element of subalgebra InnDer(W2) we can represent
as linear mapping with matrix
9

0 α 0 0 0 0
0 β 2α 0 0 0
0 0 2β 0 0 0
−α 0 0 −β α 0
0 −α 0 0 0 2α
0 0 −α 0 0 β


. (7)
The theorem is proved.
Theorem 6. Let B be a subalgebra of W2 of codimension 1, then B is generated by ξ1, ξ2, ξ3, ξ5, ξ6.
Proof. We call subalgebra B is trivial, if B is generated by ξ1, . . . , ξ̂i, . . . , ξ6. Then,
1. If ξi = ξ1, then ξ2ξ4 = ξ1 − ξ5; and B = W2.
2. If ξi = ξ2, then ξ4ξ3 = −ξ2 + ξ6; and B =W2.
3. If ξi = ξ3, then ξ2ξ6 = ξ3; and B = W2.
4. If ξi = ξ4, then 〈ξ1, ξ2, ξ3, ξ5, ξ6〉 is a proper subalgebra.
5. If ξi = ξ5, then ξ2ξ4 = ξ1 − ξ5; and B = W2.
6. If ξi = ξ6, then ξ2ξ5 = ξ2 − 2ξ6; and B =W2.
Now, let subalgebra B has linear basis {
6∑
j=1
αjiξj}i=1,...,5. We can say that or B is trivial subalgebra, or we
can choose the basis {ξj + αjξ6}j=1,...,5.
In last case, we can see that
(ξ1 + α1ξ6)(ξ1 + α1ξ6) = −ξ1 ∈ B;
(ξ2 + α2ξ6)ξ1 = ξ2 ∈ B;
ξ1(ξ3 + α3ξ6) = ξ3 ∈ B;
ξ1(ξ4 + α4ξ6) = −2ξ4 ∈ B;
ξ1(ξ5 + α5ξ6) = −ξ5 ∈ B.
It is following that B is a trivial subalgebra.
Now, the theorem is proved.
5. Terminal subalgebras of 2-dimensional commutative algebras S2 anf H1.
Algebra S2 is the subalgebra of W2 consisting of the bilinear operators A(x, y) such that
Sp(Ta) = 0, ∀Ta(x) = A(a, x).
For linear operator A = x1ξ1+x2ξ2+x3ξ3+x4ξ4+x5ξ5+x6ξ6 and a = α1e1+α2e2, we find that Sp(Ta) = α1x1+
α2x2+α1x5+α2x6. Follows, x1 = −x5, x2 = −x6 and subalgebra S2 generated by elements ξ1−ξ5, ξ2−ξ6, ξ3, ξ4.
We define z1 = ξ1 − ξ5, z2 = ξ2 − ξ6, z3 = ξ3, z4 = ξ4. Using (5), we can describe the multiplication table of
terminal algebra S2:
z1 · z1 = −z1 z2 · z1 = −2z2 z4 · z1 = 3z4
z1 · z2 = z2 z2 · z2 = −3z3 z4 · z2 = −2z1
z1 · z3 = 3z3 z2 · z3 = 0 z4 · z3 = −z2
z1 · z4 = −3z4 z2 · z4 = z1 z4 · z4 = 0
Algebra H1 is the subalgebra of W2 consisting of the bilinear operators A(x, y) preserving the nondegenerate
skew-symmetric form <,>:
< A(x, y), z > + < y,A(x, z) >= 0.
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For A = x1ξ1 + x2ξ2 + x3ξ3 + x4ξ4 + x5ξ5 + x6ξ6, we have
< A(ei, ei), ej >=< A(ei, ej), ei >=< A(ej , ei), ei >
and x5 = −x1, x6 = −x2. Easy to see that < A(ei, ei), ei >= 0, and x1 = x6 = 0. We obtain that subalgebra
H1 generated by elements ξ1 − ξ5, ξ2 − ξ6, ξ3, ξ4. Really, H1 is isomorphic to S2.
Later, we will describe some properties of terminal algebra S2.
Theorem 7. The algebra of derivations of S2 is zero.
Proof. Let D(zi) =
∑
αijzj. Using the multiplication table we can proved that D(zi) = 0.
From −D(z1) = D(z1z1) = D(z1)z1 + z1D(z1), we have D(z1) = α12z2.
From −D(z2) = D(z1)z2 + z1D(z2), we have D(z2) = α22z2 + α23z3, α23 = 2α12.
From 3D(z3) = D(z1)z3 + z1D(z3), we have D(z3) = α33z3.
From −3D(z4) = D(z1)z4 + z1D(z4), we have D(z4) = α44z4.
From −2D(z2) = D(z2z1) = D(z2)z1 + z2D(z1), we have α23 = α12 = 0.
Now, from −2D(z2) = D(z4)z3 + z4D(z3),−3D(z3) = D(z2)z2 + z2D(z2) and 0 = D(z2)z4 + z2D(z4), we
have α22 = α33 = α44 = 0.
The Theorem is proved.
Theorem 8. Let B be a subalgebra of S2 of codimension 1, then B is generated by z1, z2, z3 or z1, z2, z4.
Proof. We call subalgebra B is trivial, if B is generated by z1, . . . , ẑi, . . . , z4. Then,
1. If zi = z1, then z4z2 = −z1; and B = S2.
2. If zi = z2, then z4z3 = −z2; and B = S2.
3. If zi = z3, then 〈z1, z2, z4〉 is a proper subalgebra.
4. If zi = z4, then 〈z1, z2, z3〉 is a proper subalgebra.
Now, let subalgebra B has linear basis {
4∑
j=1
αjizj}i=1,...,3. We can say that or B is trivial subalgebra, or we
can choose the basis {zj + αjz4}j=1,...,3.
In last case, we can see that
(z1 + α1z4)(z1 + α1z4) = −z1 ∈ B;
(z2 + α2z4)(z2 + α2z4) = −3z3 − α2z1 and z3 ∈ B;
(z3 + α3z4)(z3 + α3z4) = −α3z2 ∈ B.
Now, if α3 6= 0, then subalgebra B is generated by z1, z2, z3, if α3 = 0, then subalgebra B is generated by
z1, z3, z4. We can say that subalgebra B is trivial. Now, the theorem is proved.
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