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TIME‐RESOLVED 3D PHASE‐CONTRAST magnetic resonance imaging (4D Flow MRI) is increasingly used in research and clinical settings. As it allows for retrospective placement of analysis planes in the acquired volume, 4D Flow MRI lends itself well for flow visualization and flow volume quantification, including at locations in the cardiovascular system not easily reached with other modalities. Initial clinical applications include assessment of flow patterns and volumes in the setting of, eg, congenital heart disease, aortic disease, regurgitant heart valve disease, shunts, and collateral vessels.[1](#jmri26879-bib-0001){ref-type="ref"}, [2](#jmri26879-bib-0002){ref-type="ref"}, [3](#jmri26879-bib-0003){ref-type="ref"}, [4](#jmri26879-bib-0004){ref-type="ref"}, [5](#jmri26879-bib-0005){ref-type="ref"}

Although 4D Flow MRI is on the verge to widespread clinical application, a few limitations still need to be addressed to facilitate implementation in clinical practice. Some of these challenges include reducing the scan time and optimizing the approach to reduce velocity quantification errors caused by eddy‐current‐induced background phase offsets.[6](#jmri26879-bib-0006){ref-type="ref"}

Several approaches to speed up data acquisition have been introduced, including fast sequences such as echo‐planar imaging (EPI) and spiral imaging, as well as parallel imaging, *k*‐*t* acceleration techniques, and compressed sensing strategies.[7](#jmri26879-bib-0007){ref-type="ref"}, [8](#jmri26879-bib-0008){ref-type="ref"}, [9](#jmri26879-bib-0009){ref-type="ref"}, [10](#jmri26879-bib-0010){ref-type="ref"}, [11](#jmri26879-bib-0011){ref-type="ref"}, [12](#jmri26879-bib-0012){ref-type="ref"}, [13](#jmri26879-bib-0013){ref-type="ref"}, [14](#jmri26879-bib-0014){ref-type="ref"}, [15](#jmri26879-bib-0015){ref-type="ref"}, [16](#jmri26879-bib-0016){ref-type="ref"}, [17](#jmri26879-bib-0017){ref-type="ref"}, [18](#jmri26879-bib-0018){ref-type="ref"} However, all these strategies incur specific limitations and therefore a compromise between data quality and scan time must be reached. The 4D Flow consensus statement recommends a spoiled gradient sequence (SGRE) with parallel imaging factor two or three.[6](#jmri26879-bib-0006){ref-type="ref"} A recent study compared an SGRE, an EPI, and a *k‐t* BLAST‐based sequence and concluded that the SGRE sequence produced lower data quality than the EPI sequence.[19](#jmri26879-bib-0019){ref-type="ref"} The authors speculated that the unexpected better data quality of EPI was related to a reduction of motion‐related artifacts due to the fast EPI *k*‐space filling strategy and that the absence of respiratory motion compensation might have hampered the performance of the conventional 4D‐SGRE sequence.[19](#jmri26879-bib-0019){ref-type="ref"} As the type of sequence and approach to data undersampling affects the appearance of eddy‐current‐induced background phase offsets, the reduced data quality of the 4D‐SGRE sequence might also be related to a suboptimal background offset correction. Furthermore, artifacts due to, for example, respiratory motion can complicate the in vivo background offset correction.[6](#jmri26879-bib-0006){ref-type="ref"} Therefore, background phase offsets can often not be completely removed in vivo.[20](#jmri26879-bib-0020){ref-type="ref"}, [21](#jmri26879-bib-0021){ref-type="ref"}, [22](#jmri26879-bib-0022){ref-type="ref"}, [23](#jmri26879-bib-0023){ref-type="ref"} A recent study recommends a first‐order polynomial fit for background correction for in vivo datasets with static tissue below 60% of the total available volume, as higher orders may result in an overcorrection.[24](#jmri26879-bib-0024){ref-type="ref"} Conversely, a previous investigation showed that a first‐order polynomial correction may be insufficient.[25](#jmri26879-bib-0025){ref-type="ref"}

Hence, we set out to investigate and compare the data quality of respiratory motion‐compensated SGRE and EPI‐based 4D Flow MRI acquisitions and their dependence on background correction order.

Materials and Methods {#jmri26879-sec-0013}
=====================

The study was approved by Regional Ethical Board. All subjects gave informed consent to participate in the study. None of the authors had any competing interests in the study.

*MR Scans and Processing* {#jmri26879-sec-0014}
-------------------------

Eighteen healthy subjects (eight female, mean age 32 ± 5 years) underwent an MRI examination with a Philips 1.5T MRI system (Ingenia, Philips Healthcare, Best, The Netherlands). The scan protocol included balanced steady‐state free‐precession (bSSFP) images, acquired at end‐expiratory breath‐holds, and two free‐breathing, respiratory‐motion‐compensated, 4D Flow examinations. The cine‐bSSFP images consisted of a cardiac short‐axis (SA) stack with in‐plane spatial resolution of 1 × 1 mm^2^, slice thickness of 6 mm, and through‐plane resolution of 6 mm, two‐, and three‐chamber long‐axis images (2ch‐, 3ch‐images) of the left heart, a cardiac four‐chamber long‐axis image (4ch‐image), and a 3ch‐image of the right heart, with the same in‐plane resolution as the SA stack.

Two retrospectively cardiac gated and respiratory navigator gated 4D Flow MRI examinations were performed; an EPI sequence with read‐out factor 3 (three *k*‐space lines were acquired within the same repetition time \[TR\] for every velocity encoding gradient) and a SGRE sequence with *k*‐space segmentation factor 2 (a first *k*‐space line was acquired for all four velocity‐encoding gradients, followed by a second *k*‐space line for all four velocity‐encoding gradients, which was repeated over the cardiac cycle), as suggested in the 4D flow MRI consensus paper.[6](#jmri26879-bib-0006){ref-type="ref"} The EPI read‐out factor was set to 3 to obtain a similar acquired temporal resolution to SGRE. Temporal resolutions for EPI and SGRE were 30 msec and 40 msec, respectively.

Weighted navigator gating was used with a 5‐mm window size in the inner 25% of *k*‐space and 20 mm in outer *k*‐space. Scan parameters included: a sagittal‐oblique slab covering the whole heart and the thoracic aorta, velocity encoding range (VENC) 120 cm/s, flip angle 5°, acquired spatial resolution 2.9 × 2.9 × 2.9 mm^3^. The 4D Flow images were reconstructed to 40 timeframes. The field of view (FOV) and the number of reconstructed slices was equal for the two 4D Flow acquisitions (matrix size \[112, 112, 39--47\]). Echo time (TE) and TR were 3 and 5 msec for SGRE, and 4 and 7 msec for EPI, respectively. Both sequences used parallel imaging SENSE factor 2 in the AP (anterior--posterior) and RL (right--left) phase‐encoding direction. Typical scan times for SGRE and EPI were 10 and 8 minutes, respectively, navigator excluded. The average navigator gating efficiency was 60--80%. All 4D Flow data were corrected for concomitant gradient fields on the scanner, and corrected for phase wraps during postprocessing.[26](#jmri26879-bib-0026){ref-type="ref"}

*Background Phase Offsets* {#jmri26879-sec-0015}
--------------------------

Correction for background phase offset was based on polynomial fitting of the velocity in static tissue.[25](#jmri26879-bib-0025){ref-type="ref"} The static tissue mask consisted of a *soft mask* (*w*), obtained by combining the magnitude image (*m*) with the temporal standard deviation of the velocity data:$$w\left( {x,y,z,t} \right) = \frac{m\left( {x,y,z,t} \right)}{\left( {\mathit{SD}\left( {x,y,z} \right)} \right)^{p}}$$

The coefficient *p* determines the weight given to the standard deviation, and was set to 2. Subsequently, the soft mask was used in a minimization problem to obtain the polynomial fit. The optimal choice of the polynomial order depends on several factors, including the spatial distribution of the offset and on the amount of static tissue present in the acquired volume; higher‐order polynomial fitting would require many voxels containing static tissue spread out over the volume of interest. The use of a soft mask instead of a binary mask was designed to relax this constraint and consequently improve the robustness of the correction. In this study, five different fitted polynomial orders were tested, resulting in five different background corrections (BC): zero (BC0), first (BC1), second (BC2), third (BC3), and fourth order (BC4).

*Visual Evaluation of Data Quality* {#jmri26879-sec-0016}
-----------------------------------

Data quality of SGRE and EPI was blindly evaluated by three observers, (T.E., P.D., and F.V.), with 22, 14, and 5 years of experience, respectively, in 4D Flow MRI. The evaluation was based on the magnitude and phase images, previous background, and phase wrapping corrections, which were judged according to a 4‐point‐Likert scale and inspected for blurring artifacts (on both phase and magnitude images), phase wrapping (on phase images), respiratory motion artifact (on magnitude images), and signal void. Phase images were corrected with BC order 2 before the visual evaluation. The following grades were assigned to each dataset: A: excellent quality, no artifacts in the magnitude and phase images; B: good quality, some blurring or respiratory artifacts on the magnitude image, no artifact on phase; C: moderate quality, artifacts on both type of images; D: poor quality, severe artifacts.

*Transvalvular Flow Volume Analysis* {#jmri26879-sec-0017}
------------------------------------

Transvalvular flow measurements were performed on all datasets, for each BC order, to inspect whether the volumetric blood flow entering and exiting the heart would match. The analysis was performed by retrospectively placing planes over the cardiac valve of interest, and computing volumetric stroke volumes, while accounting for valve motion.[27](#jmri26879-bib-0027){ref-type="ref"} In this way, left ventricular (LV) inflow, LV outflow, and right ventricular (RV) outflow were thus obtained, by automatically tracking the valve on the respective 3ch‐image (left sided 3ch for the aortic and mitral valve and right sided 3ch for pulmonary valve). The valve tracking was used to assess both the SGRE and EPI data to assure the same valve planes. The tracking method used was based on the Kanade--Lucas--Tomasi algorithm.[28](#jmri26879-bib-0028){ref-type="ref"}

*Aortic Flow Volume Analysis* {#jmri26879-sec-0018}
-----------------------------

In addition to transvalvular flow analysis, flow volumes were computed at two locations in the aorta, just distal to the left subclavian artery in the proximal descending aorta, and in the distal descending aorta at the diaphragm level. The position of the analysis plane was fixed during the whole cardiac cycle.

*Pathline Analysis* {#jmri26879-sec-0019}
-------------------

Pathline analysis was performed for all sequences for BC order 0 to 4, using previously described methods.[29](#jmri26879-bib-0029){ref-type="ref"} Based on the bSSFP SA stacks, the left ventricle was manually segmented at end‐diastole and end‐systole using the freely available software Segment v. 2.0 R5673 (<http://segment.heiberg.se>).[30](#jmri26879-bib-0030){ref-type="ref"} Pathlines were emitted at end‐diastole from the LV and followed backward and forward in time until end‐systole. Subsequently, inflow (flow entering the left ventricle) and outflow (flow exiting the left ventricle) stroke volumes, and the \"invalid\" pathlines, were computed. The invalid pathlines, denoted as \"nonphysiological flow,\" consist of the pathlines generated inside the LV at end‐diastole that have exited the ventricle at end‐systole without passing through the segmentation\'s most basal plane. Inflow and outflow volumes were compared to test their agreement, while nonphysiological flow, representing the flow exiting the cardiac cavity without following any physiological route, was assessed, as it is sensitive to background phase offsets in the data. Two datasets were excluded from this part of the analysis because of major spatial mismatch between 4D Flow data and SA‐image, due to the movement of the subjects between the scans. Another dataset presented a minor spatial mismatch between 4D Flow data and SA‐image, which required a manual alignment of the segmentation to the 4D Flow data.

*SA‐Based Stroke Volume* {#jmri26879-sec-0020}
------------------------

The SA segmentations were used to compute the LV stroke volume (LVSV) by calculating the difference between the end‐diastolic‐volume (EDV) and the end‐systolic‐volume (ESV).

*Velocity Profile Analysis* {#jmri26879-sec-0021}
---------------------------

Furthermore, the velocity profile at peak systole through a cross‐section of the thoracic descending aorta was calculated, to detect possible peak velocity and velocity gradient differences between the two acquisitions. The plane location was 2 cm downstream of the plane used for flow assessment in the proximal descending aorta (see the \"Aortic Flow Volume Analysis\" section). After the velocity profile was obtained, the slope of the curve was calculated, by fitting a line between the pixel closest to the wall and a pixel at 2/3 of the highest velocity. Subsequently, a paired *t*‐test was used to determine if the mean difference between the EPI and SGRE slopes were zero.

*Statistical Analysis* {#jmri26879-sec-0022}
----------------------

Using the Kolmogorov--Smirnov test for skewness and the Shapiro--Wilk test for kurtosis, we could not prove that the data were not normally distributed. Linear regression analysis and Bland--Altman analysis were performed to test internal data consistency. In this study, a flow mean difference (mean~d~) lower than 5% was considered the threshold to good quality.[31](#jmri26879-bib-0031){ref-type="ref"} A Wilcoxon test was used for paired comparison of visual scoring of data quality. Student\'s *t*‐test was used for paired comparison of flow volumes. The results were considered statistically different for a *P* \< 0.05, with a level of significance alpha = 0.05. Association, derived from the determination coefficients, was considered weak with R^2^ ≤ 0.25, moderate 0.25 \< R^2^ ≤ 0.5, strong 0.5 \< R^2^ ≤ 0.8, very strong 0.8 \< R^2^ ≤ 1.

Results {#jmri26879-sec-0023}
=======

*Visual Evaluation of Data Quality* {#jmri26879-sec-0024}
-----------------------------------

Visual inspection of 4D Flow images (phase in three directions and magnitude) found no significant difference between EPI and SGRE (*P* = 0.08). Figure [1](#jmri26879-fig-0001){ref-type="fig"}a shows an example of images for both sequences, from one dataset that exhibited phase wrapping (visible in the Phase RL images), subsequently corrected in postprocessing. Table [1](#jmri26879-tbl-0001){ref-type="table"} reports the cumulative scores from both observers. The interrater reliability (IRR) was 61%.

![Comparison between SGRE and EPI data. **a:** Magnitude image, phase image acquired in the AP (anterior--posterior) direction, phase image in the RL (right--left) direction, phase image in the FH (feet--head) direction and streamlines plotted on a reference left sided 3ch‐image. Streamlines do not show any visible abnormal velocity profile. **b:** Speed at peak systole through a cross‐section of the thoracic descending aorta in SGRE (red) and EPI (blue) data. Mean values of all subjects are represented as solid lines, and standard deviation as shaded areas. Magnitude and phase images, streamlines, and velocity profiles shown were obtained with BC2.](JMRI-51-885-g001){#jmri26879-fig-0001}

###### 

Visual Inspection Scores

          Scores        Scores                    
  ------- -------- ---- -------- ------- --- ---- ---
  Ref 1   5        12   1        Ref 1   1   15   2
  Ref 2   7        11   0        Ref 2   5   12   1
  Ref 3   5        10   3        Ref 3   3   12   3
  Total   17       33   4        Total   9   39   6

*Transvalvular Flow Volume Analysis* {#jmri26879-sec-0025}
------------------------------------

LV inflow and outflow and RV and LV outflow for SGRE and EPI were compared at every BC order (Fig. [2](#jmri26879-fig-0002){ref-type="fig"}a,b). Flow measurements for BC order 0 to 4 were very strongly associated for LV inflow and outflow in SGRE (R^2^ = 0.86, 0.90, 0.89, 0.91, 0.94) and strongly associated in EPI (R^2^ = 0.71, 0.73, 0.76, 0.79, 0.76). RV and LV outflow showed very strong associations, at every BC for both sequences (R^2^ = 0.85, 0.93, 0.95, 0.94, 0.95 SGRE; R^2^ = 0.91, 0.91, 0.88, 0.88, 0.90 EPI). The mean and standard deviation values of all the subjects at every BC are reported in Table [2](#jmri26879-tbl-0002){ref-type="table"}. All EPI RV volume measurements were lower compared with the SGREs with BC applied (*P*‐values reported in Table [3](#jmri26879-tbl-0003){ref-type="table"}), while no difference was found between LV measurements, even if there is a trend of slightly smaller volumes for EPI.

![Flow volumes obtained for SGRE and EPI measurements, for LV inflow and outflow from transvalvular analysis **(a)**, for LV and RV outflow from transvalvular analysis **(b)**, and LV inflow and outflow from pathline analysis **(c)**. Each color represents a BC order. First and second column: Scatterplots. Third and fourth column: Bland--Altman plots. The black solid line in the scatterplots represents the identity line. The limits of agreements of Bland--Altman plots are relative to BC3 results.](JMRI-51-885-g002){#jmri26879-fig-0002}

###### 

Volumetric Flow Results [(]{.smallcaps}Mean [±]{.smallcaps} SD[)]{.smallcaps}

  SGRE                                                                                         
  -------- ------------- ------------- ------------- ------------- ------------- ------------- -------------
  BC0       96.3 ± 19.1   90.5 ± 18.8   79.0 ± 19.4   46.0 ± 14.8   52.1 ± 13.2   68.1 ± 22.3   71.2 ± 22.7
  BC1       81.2 ± 16.7   87.1 ± 18.4   88.9 ± 20.3   65.8 ± 13.1   58.3 ± 12.6   70.4 ± 19.7   77.2 ± 22.4
  BC2       85.9 ± 16.4   88.2 ± 18.1   88.6 ± 21.4   60.5 ± 13.1   57.3 ± 12.0   73.7 ± 20.2   80.8 ± 21.9
  BC3       87.7 ± 18.2   88.6 ± 18.0   88.9 ± 21.2   62.5 ± 21.8   57.4 ± 22.3   79.8 ± 22.2   79.5 ± 22.0
  BC4       85.9 ± 17.5   88.5 ± 18.5   88.2 ± 19.9   60.8 ± 12.1   57.6 ± 12.0   80.0 ± 22.1   79.9 ± 21.7
  EPI                                                                                          
  \(ml\)       LV in        LV out        RV out        Prox DA       Dist DA       In Path      Out Path
  BC0       80.6 ± 20.6   88.3 ± 18.9   90.5 ± 20.9   51.6 ± 9.9    51.6 ± 12.2   69.8 ± 20.4   84.2 ± 24.2
  BC1       82.8 ± 20.5   84.4 ± 18.2   82.6 ± 18.3   58.7 ± 12.4   56.9 ± 13.1   73.5 ± 21.8   77.2 ± 23.3
  BC2       84.7 ± 21.2   85.2 ± 17.9   84.8 ± 19.5   55.4 ± 12.0   55.0 ± 12.7   76.5 ± 23.7   80.8 ± 22.2
  BC3       86.1 ± 21.6   85.5 ± 17.9   84.5 ± 18.7   55.9 ± 11.6   55.0 ± 12.4   80.7 ± 25.4   79.6 ± 20.9
  BC4       84.1 ± 20.3   85.8 ± 18.2   84.6 ± 18.9   56.1 ± 11.1   54.8 ± 12.2   79.2 ± 23.7   86.5 ± 22.3

LV in = LV inflow from transvalvular analysis; LV out = LV outflow from transvalvular analysis; RV out = RV outflow from transvalvular analysis; In Path = LV inflow from pathline analysis; Out Path = LV outflow from pathline analysis; Prox DA = proximal descending aorta; Dist DA = distal descending aorta.

###### 

SGRE vs. EPI *P*‐Values

        LV in      LV out   RV out                                               Prox DA                                              Dist DA   In Path   Out Path   Non‐Phys F
  ----- ---------- -------- ---------------------------------------------------- ---------------------------------------------------- --------- --------- ---------- ----------------------------------------------------
  BC0   **0.00**   0.28     **0.00**                                             **0.04**                                             0.98      0.75      **0.00**   **0.01** [\*](#jmri26879-note-0004){ref-type="fn"}
  BC1   0.56       0.13     **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}   **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}   0.53      0.15      1.00       **0.02** [\*](#jmri26879-note-0004){ref-type="fn"}
  BC2   0.57       0.14     **0.04** [\*](#jmri26879-note-0004){ref-type="fn"}   **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}   0.13      0.13      0.98       **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}
  BC3   0.48       0.12     **0.03** [\*](#jmri26879-note-0004){ref-type="fn"}   **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}   0.10      0.62      0.95       **0.02** [\*](#jmri26879-note-0004){ref-type="fn"}
  BC4   0.43       0.16     **0.03** [\*](#jmri26879-note-0004){ref-type="fn"}   **0.00** [\*](#jmri26879-note-0004){ref-type="fn"}   0.06      0.63      0.89       0.19

The bold formatting indicates *P‐*values lower than 0.05 (level of significance).

SGRE measurements larger than EPIs.

The Bland--Altman analysis yielded a mean difference lower than 5% for LV inflow vs. outflow when using BC2‐to‐4 in SGRE and BC1‐to‐4 in EPI. For LV outflow vs. RV outflow, all the mean differences were smaller than 5%, with BC applied. The Bland--Altman analysis coefficients for every BC order are reported in Table [4](#jmri26879-tbl-0004){ref-type="table"}. Paired Student\'s *t*‐test results between measurements at increasing BC, eg, BC0 LV inflow vs. BC1 LV inflow, are reported in Supplementary Table [1](#jmri26879-supitem-0001){ref-type="supplementary-material"}.

###### 

Paired Student\'s *t* [‐]{.smallcaps}test[,]{.smallcaps} Bland[‐]{.smallcaps}Altman Coefficients[,]{.smallcaps} and Linear Regression Model for Valvular Flows

  LV inflow vs. outflow SGRE                                                                                                                       
  ------------------------------------------- ---------------------------------------------------- --------------- --------------- --------------- -------------------------
  BC0                                          **0.00** [\*](#jmri26879-note-0006){ref-type="fn"}       6.30           --8.58           21.17           y = 2.3 + 0.9x
  BC1                                                               **0.00**                           --6.87          --19.37          5.62            y = 2.4 + 1.0x
  BC2                                                                 0.13                           **--2.26**        --14.05          9.53            y = ‐1.8 + 1.0x
  BC3                                                                 0.51                           **--1.03**        --12.33          10.27           y = 4.7 + 1.0x
  BC4                                                               **0.02**                         **--2.93**        --13.31          7.44           y = 0.5 + 1.0x\'
                                                                   *P‐*values                       mean~d~ \[%\]   mean~d~ --2SD   mean~d~ + 2SD   Linear regression model
  BC0                                                               **0.01**                           --10.09         --37.82          17.64           y = 26.0 + 0.8x
  BC1                                                                 0.53                           **--2.59**        --28.45          23.26           y = 21.7 + 0.8x
  BC2                                                                 0.84                           **--1.37**        --24.46          21.72           y = 23.1 + 0.7x
  BC3                                                                 0.81                           **--0.20**        --22.01          21.60           y = 22.2 + 0.7x
  BC4                                                                 0.49                           **--2.56**        --24.54          19.43           y = 19.8 + 0.8x
  LV vs. RV outflow SGRE                                                                                                                           
                                                                   *P‐*values                       mean~d~ \[%\]   mean~d~ --2SD   mean~d~ + 2SD   Linear regression model
  BC0                                                               **0.00**                           --14.13         --33.35          5.09            y = 19.8 + 0.9x
  BC1                                                                 0.21                            **1.68**         --11.05          14.40           y = 9.5 + 0.9x
  BC2                                                                 0.76                           **--0.25**        --13.13          12.63           y = 15.0 + 0.8x
  BC3                                                                 0.79                           **--0.01**        --11.60          11.59           y = 11.1 + 0.9x
  BC4                                                                 0.79                           **--0.63**        --11.67          10.40           y = 9.1 + 0.9x
                                                                   *P‐*values                       mean~d~ \[%\]   mean~d~ --2SD   mean~d~ + 2SD   Linear regression model
  BC0                                                                 0.17                            **2.22**         --11.47          15.90           y = 10.3 + 0.9x
  BC1                                                                 0.19                           **--2.28**        --15.73          11.17           y = 6.4 + 0.9x
  BC2                                                                 0.79                           **--0.91**        --16.02          14.20           y = 12.3 + 0.9x
  BC3                                                                 0.52                           **--1.40**        --16.62          13.83           y = 9.9 + 0.9x
  BC4                                                                 0.43                           **--1.51**        --14.77          11.74           y = 8.4 + 0.9x
  Pathline analysis inflow vs. outflow SGRE                                                                                                        
                                                                   *P‐*values                       mean~d~ \[%\]   mean~d~ --2SD   mean~d~ + 2SD   Linear regression model
  BC0                                                                 0.39                           **--4.63**        --37.38          28.12           y = 15.4 + 0.8x
  BC1                                                               **0.00**                           --8.95          --21.68          3.78            y = ‐1.1 + 1.1x
  BC2                                                               **0.00**                           --8.96          --24.72          6.81            y = 4.5 + 1.0x
  BC3                                                                 0.84                            **0.19**         --14.78          15.15           y = 7.6 + 0.9x
  BC4                                                                 0.92                            **0.20**         --15.52          15.91           y = 4.1 + 0.9x
                                                                   *P‐*values                       mean~d~ \[%\]   mean~d~ --2SD   mean~d~ + 2SD   Linear regression model
  BC0                                                               **0.00**                           --18.71         --37.47          0.05            y = 4.6 + 1.1x
  BC1                                                               **0.02**                         **--4.69**        --22.56          13.18           y = 1.2 + 1.0x
  BC2                                                               **0.03**                           --6.07          --22.30          10.16           y = 12.6 + 0.9x
  BC3                                                                 0.60                            **0.44**         --16.57          17.46           y = 16.2 + 0.8x
  BC4                                                                 0.74                           **--0.97**        --16.28          14.35           y = 7.9 + 0.9x

The bold formatting indicates *P‐*values lower than 0.05 (level of significance), and mean~d~ lower than 5%.

Inflow larger than outflow. All linear regression models were statistically significant.

*Aortic Flow Volume Analysis* {#jmri26879-sec-0026}
-----------------------------

Flow volume measurements at multiple locations in the aorta for SGRE and EPI are summarized in Fig. [3](#jmri26879-fig-0003){ref-type="fig"} and Table [2](#jmri26879-tbl-0002){ref-type="table"}. For SGRE, the results showed a 33% mean flow decrease (mean for all BC) between the aortic valve and the proximal descending aorta, due to the blood flowing to the coronary arteries and the supra aortic arteries, and a 1.6% decrease between proximal and distal descending aorta. For EPI, at the proximal descending aorta the mean flow volume decreased by 35%, compared with the aortic valve plane, and a 1.4% decrease between proximal and distal descending aorta. Table [2](#jmri26879-tbl-0002){ref-type="table"} shows the flow volumes mean and standard deviation for SGRE and EPI data, at each BC order.

![Volumetric flow results along the aorta for SGRE and EPI measurements. All the flows are reported as mean of all volunteers and standard deviation.](JMRI-51-885-g003){#jmri26879-fig-0003}

*SGRE and EPI Association at Different Locations* {#jmri26879-sec-0027}
-------------------------------------------------

We computed the association between SGRE and EPI measurements at each plane location, ie, the aortic valve (LV outflow), mitral valve (LV inflow), pulmonary valve (RV outflow), and proximal and distal descending aorta. SGRE and EPI LV outflows, RV outflows, and flow measurements at the distal descending aorta were very strongly associated (R^2^ = 0.82, 0.85, 0.80, 0.81, 0.82, R^2^ = 0.87, 0.86, 0.88, 0.84, 0.90, R^2^ = 0.78, 0.82, 0.83, 0.83, 0.83) in increasing BC order respectively. SGRE and EPI LV inflows and flow measurements at the proximal descending aorta were moderately to very strongly associated (R^2^ = 0.71, 0.68, 0.83, 0.80, 0.79, R^2^ = 0.46, 0.79, 0.75, 0.64, 0.77) in increasing BC order, respectively (Fig. [1](#jmri26879-fig-0001){ref-type="fig"}, [Supplementary Material](#jmri26879-supitem-0001){ref-type="supplementary-material"}).

*Pathline Analysis* {#jmri26879-sec-0028}
-------------------

LV inflow and outflow were strongly associated (R^2^ = 0.95, 0.97, 0.91, 0.93, 0.93 SGRE; R^2^ = 0.98, 0.97, 0.92, 0.95, 0.98 EPI) (Table [2](#jmri26879-tbl-0002){ref-type="table"} and Fig. [2](#jmri26879-fig-0002){ref-type="fig"}c). No differences emerged between EPI and SGRE measurements at all BC orders higher than one for the LV inflow, and higher than zero for the outflow.

The nonphysiological flow, expressed as mean ± standard deviation, is shown Table [5](#jmri26879-tbl-0005){ref-type="table"}. In EPI data, the nonphysiological flow decreased when stepping from BC1 to BC2 and from BC2 to BC3, while for SGRE measurements it decreased at each BC increment (Table [5](#jmri26879-tbl-0005){ref-type="table"}). The nonphysiological flow was reduced by 52% and 32% in SGRE and EPI, respectively, when the BC order applied was at least three. No reduction was observed when using BC4 instead of BC3 for EPI. The nonphysiological flow was lower for EPI compared with SGRE, for all BC order, except for order 4, where there was no difference (Table [3](#jmri26879-tbl-0003){ref-type="table"}).

###### 

Nonphysiological Flow

         Nonphysiological flow                                      
  ----- ----------------------- ------------ ----------- ---------- ----------
              SGRE \[%\]         EPI \[%\]                  SGRE       EPI
  BC0         38.5 ± 16.0        24.5 ± 5.8      ---        ---        ---
  BC1         26.8 ± 6.1         21.8 ± 7.4   ΔBC(0--1)   **0.01**     0.07
  BC2         23.8 ± 5.0         18.7 ± 4.3   ΔBC(1--2)   **0.01**   **0.04**
  BC3         18.9 ± 4.3         16.7 ± 4.0   ΔBC(2--3)   **0.00**   **0.00**
  BC4         18.0 ± 4.3         17.0 ± 4.2   ΔBC(3--4)   **0.05**     0.19

The bold formatting indicates *P‐*values lower than 0.05 (level of significance).

*LVSV* {#jmri26879-sec-0029}
------

The LVSV was 92.0 ± 20.8 ml. LVSV and LV outflow of SGRE and EPI data were very strongly associated (R^2^ = 0.85, 0.86, 0.84, 0.84, 0.85 SGRE; R^2^ = 0.96, 0.96, 0.94, 0.94, 0.95 EPI, in increasing BC order) (Fig. [4](#jmri26879-fig-0004){ref-type="fig"}). The slope value of the linear regression for EPI and SGRE were comparable, and are reported in Table [6](#jmri26879-tbl-0006){ref-type="table"}, as well as the Bland--Altman analysis coefficients. LV outflow EPI measurements were lower than the LVSV at all BC orders. LV outflow SGRE measurements and the LVSV were not statistically different, except for BC1 (*P*‐values are reported in Table [6](#jmri26879-tbl-0006){ref-type="table"}).

![LVSV and LV outflow obtained for SGRE and EPI measurements from transvalvular analysis. Each color represents a BC order. First column: Scatterplots. Second column: Bland--Altman plots. The black solid line in the scatterplots represents the identity line. The limits of agreements of Bland--Altman plots are relative to BC3 results.](JMRI-51-885-g004){#jmri26879-fig-0004}

###### 

Paired Student\'s *t* [‐]{.smallcaps}test[,]{.smallcaps} Bland[‐]{.smallcaps}Altman Coefficients[,]{.smallcaps} and Linear Regression Model Between the LVSV and SGRE[‐]{.smallcaps} EPI LV Outflow

                             LVSV vs. SGRE LV outflow                                                                         
  ------------ ---------------------------------------------------- --------------- --------------- ------------------------- -----------------
  BC0                                  0.45                              1.35           --14.10               16.80            y = 13.9 + 0.8x
  BC1           **0.02** [\*](#jmri26879-note-0009){ref-type="fn"}       5.21           --9.37                19.79            y = 11.4 + 0.8x
  BC2                                  0.07                              3.92           --11.35               19.20            y = 14.7 + 0.8x
  BC3                                  0.10                              3.47           --11.89               18.83            y = 14.5 + 0.8x
  BC4                                  0.09                              3.57           --11.62               18.76            y = 13.4 + 0.8x
                             LVSV vs. EPI LV outflow                                                                          
  *P‐*values                      mean~d~ \[%\]                      mean~d~ --2SD   mean~d~ + 2SD   Linear regression model  
  BC0           **0.00** [\*](#jmri26879-note-0009){ref-type="fn"}       3.87           --5.57                13.31            y = 6.7 + 0.9x
  BC1           **0.00** [\*](#jmri26879-note-0009){ref-type="fn"}       8.39           --0.44                17.23            y = 5.5 + 0.8x
  BC2           **0.00** [\*](#jmri26879-note-0009){ref-type="fn"}       7.41           --2.94                17.77            y = 8.4 + 0.8x
  BC3           **0.00** [\*](#jmri26879-note-0009){ref-type="fn"}       7.02           --3.24                17.29            Y = 8.5 + 0.8x
  BC4           **0.00** [\*](#jmri26879-note-0009){ref-type="fn"}       6.78           --3.02                16.58            y = 7.2 + 0.8x

The bold formatting indicates *P‐*values lower than 0.05 (level of significance).

LVSV larger than the compared quantity. All linear regression models were statistically significant.

*Velocity Profile Analysis* {#jmri26879-sec-0030}
---------------------------

The speed at peak systole along a line through a cross‐section of the thoracic descending aorta was plotted for both acquisitions (Fig. [1](#jmri26879-fig-0001){ref-type="fig"}b). The velocity gradients at the wall showed no statistical difference between EPI and SGRE for BC0--4 (*P* = 0.37, 0.36, 0.30, 0.36, 0.52). No difference in peak velocity was found for BC0--4 between sequences (*P* = 0.61, 0.67, 0.67, 0.76, 0.53). Within each sequence, the BC order had no effect on the profile slope (*P* = 0.12--0.73 SGRE, 0.30--0.72 EPI), nor on the peak velocity (*P* = 0.14--0.17 SGRE, 0.12--0.34 EPI), except for the peak velocity BC0 vs. BC1 (*P* \< 0.05 SGRE and EPI), and BC1 vs. BC2 in SGRE.

Discussion {#jmri26879-sec-0031}
==========

This study investigated and compared the quality of data obtained by respiratory‐gated SGRE and EPI 4D Flow MRI sequences and for different background phase offset corrections. In general, both acquisitions showed good internal data consistency for transvalvular flow volumes when appropriate background phase offset correction was applied. LV stroke volumes assessed from EPI‐based 4D Flow MRI data showed to be lower than short‐axis‐based stroke volumes. EPI 4D flow MRI volumetric flows at the pulmonary valve and at the proximal descending aorta were also lower compared with SGRE.

The BC order had minor effects on the determination coefficients of LV flows and LV outflow vs. RV outflow, for both sequences, excluding BC0. This is not surprising, as the cardiac valves are located closely and are therefore similarly affected by background phase offset. The Bland--Altman plots for transvalvular flow analysis showed that the mean~d~ of the compared quantities, eg, inflow vs. outflow, became lower than 5% with BC2‐to‐4 in SGRE and BC1‐to‐4 in EPI. A limit of acceptability of 5% error in stroke volume was considered acceptable by Gatehouse et al.[31](#jmri26879-bib-0031){ref-type="ref"} Similarly, pathline analysis yielded better results for BC3‐to‐4 in both sequences, as the mean~d~ was lower than 5%, and the nonphysiological flow at its minimum, which was 18% and 17% for SGRE and EPI, respectively. The EPI nonphysiological flow at any BC order except 4 was lower compared with SGRE. Altogether, EPI data were less sensitive to BC order variation, and a first‐order BC was sufficient for transvalvular analysis, while for SGRE data at least a second‐order BC was necessary. However, EPI data quality does not seem to be decreased, but potentially increased, at higher than first BC order. Third and fourth BC order are preferred for pathline analysis.

The results obtained using transvalvular and pathline analysis differ up to the 5--10%. The two techniques evaluate different data quality aspects: While the transvalvular analysis is based on assessing flow directly on the flow images, pathline analysis, due to the integration over time, is more sensitive to artifacts like background offset and noise, and noise‐related errors do not cancel out, but rather result in a decreased volume flow. As for the pathline analysis, the proportion of nonphysiological compared with physiological flow gives an indication of the data quality, as the same segmentation was used for the analysis of SGRE and EPI. Outflow and inflow LV volumes depend on this proportion too, becoming more accurate as nonphysiological flow diminishes, hence as the BC order increases.

The optimal polynomial order for the background correction should depend on the amount of static tissue present in the data, used to compute the polynomial fit. The amount of static tissue present in the datasets used in this study was around 40--45% of the total acquired volume, hence less than the minimum recommended by Busch et al, ie, 60%, for second‐order correction, and 75% for higher orders.[24](#jmri26879-bib-0024){ref-type="ref"} Our data indicate an improvement of data quality for increasing background correction orders. We believe that a soft mask, as used here, requires less static tissue than a conventional hard threshold mask, thus allowing higher‐order polynomial fits for the background correction. In order to assess the effect of different order polynomial correction, a common approach is to perform measurements on a static phantom, instead of the in vivo experiments. However, as the in vivo measurements would inherently differ from the in vitro, due to, eg, eddy currents and respiratory effects, any conclusion concerning the background correction derived from static phantom experiments would not represent any useful \"ground truth.\" Hence, in this study we have not done any phantom experiment. Furthermore, since different MR systems may create different background phase offset patters, different approaches and tunings may be required for the correction,[31](#jmri26879-bib-0031){ref-type="ref"} so every solution regarding the optimal background correction strategy could be confined to specific systems and conditions.

When BC was applied, the flow measurements were lower for EPI than for SGRE data, at the pulmonary valve and at the proximal descending aorta. The comparison with LVSV showed that EPI LV outflows were lower at all BC orders, while no significant difference was found between LVSV and SGRE with BC2‐4. This indicates that the EPI measurements were underestimated, rather than the SGRE overestimated. This underestimation of EPI flow might be due to smoothing as a result of field inhomogeneities[32](#jmri26879-bib-0032){ref-type="ref"} and the large and variable time difference between the velocity measurement and spatial encoding. To test this effect in our data, we checked the velocity profile at peak systole over a center line at the cross‐section of descending thoracic aorta. The difference in slope of the SGRE and EPI curve was not significant, but there is a trend towards lower velocity gradients at the wall and smaller peak velocity for EPI than for SGRE. This might explain the lower volume seen in the EPI flow measurements. In addition to the smoothing effect of EPI, the difference to SGRE could be also due to remaining background offsets. The proximal descending aortic plane was located in the highest part of the acquisition volume, ie, farthest from the magnet isocenter, where eddy current effects are more severe. As for the RV outflow, the SGRE an EPI means differ by 10% at BC0‐1 and by 5% at BC2‐4. EPI RV outflow changed significantly when stepping from BC0 to BC1 and again from BC1 to BC2, while did not change in SGRE except when increasing BC0 to BC1, indicating that those residual phase errors were mostly in the EPI measurements.

According to the Wilcoxon test for the visual inspection of the phase and magnitude images (*P* = 0.08), there was no difference between the sequences. The *P*‐value is, however, close to significance, suggesting a possible trend toward a difference, which can be explained by the appearances of the phase and especially the magnitude images, slightly different between SGRE and EPI. The smoothing effect in EPI can in fact give the impression of reduced noise levels and respiration artifacts, which can be judged positive or negative. Nevertheless, the results obtained with the two validation techniques proved that both sequences can produce good results (strong and very strong association, mean~d~ \< 5%), when BC is applied. Despite the strong association values, the EPI measurements in our experiments presented a larger spread compared with SGRE, particularly visible in the Bland--Altman plots of LV inflow vs. outflow.

A recent study by Garg et al compared SGRE with *k*‐space segmentation factor 2 and EPI with read‐out factor 5 and concluded that EPI was superior to SGRE.[19](#jmri26879-bib-0019){ref-type="ref"} This is in conflict with our findings. Interestingly, we obtained similar results as Garg et al for EPI (y = 0.73x + 22.23, R^2^ = 0.79 vs. y = 0.89x + 12.08, R^2^ = 0.87, with x = LV inflow and y = LV outflow), but considerably better results for SGRE when compared with the results in Garg et al (y = 0.96x + 4.74, R^2^ = 0.91 vs. y = 0.74x + 27.00, R^2^ = 0.34). Garg et al speculate that the better EPI performance found in their study could be explained by a shorter acquisition time that could have reduced respiratory artifacts in their nonrespiratory motion suppressed sequences. Here, we employed a respiratory navigator, as it drastically decreases errors associated with respiratory motion in 4D Flow MRI.[33](#jmri26879-bib-0033){ref-type="ref"} Indeed, the results for SGRE were considerably better in our study, but we find it unlikely that the lack of respiratory motion compression would affect the SGRE and EPI sequence very differently. In both studies, the difference in scan time between the EPI and SGRE sequence was less than 10%, which seems too small to cause such a large reduction in data quality. However, Garg et al[19](#jmri26879-bib-0019){ref-type="ref"} also found a large number of SGRE datasets containing severe artifacts, which we did not find in our study and have not seen in our studies without respiratory motion suppression either.[26](#jmri26879-bib-0026){ref-type="ref"} Therefore, we speculate that the SGRE sequence used by Garg et al, despite having similar scan parameters, was differently tuned when compared with our sequence.

This study has several limitations. Only healthy volunteers were studied and, due to its long readouts, EPI‐based 4D Flow can be suspected to perform worse in patients with valvular stenosis or regurgitation and associated turbulent flow.[34](#jmri26879-bib-0034){ref-type="ref"}, [35](#jmri26879-bib-0035){ref-type="ref"} Another limitation is that only EPI factor 3 was fully evaluated in this study. By increasing the read‐out factor, shorter scan times can be achieved at the cost of a potential reduction in data quality.

In conclusion, this study shows that both SGRE and EPI 4D Flow MRI result in good internal data consistency in healthy volunteers when an adequate background correction is applied. Second‐order background correction, to reduce the eddy‐current‐induced phase offsets, results in good internal data consistency for SGRE for transvalvular flow analysis. A first‐order correction may be sufficient for EPI. Third and fourth BC orders are preferred when performing particle trace analysis in both sequences. EPI 4D Flow MRI may underestimate volumetric flow compared with short‐axis based stroke volume assessment and SGRE 4D Flow MRI.
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**Supplementary Table 1**: Paired Student t‐test between measurements at successive BC orders.

**Supplementary Figure 1**: SGRE and EPI association

###### 

Click here for additional data file.
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