Watershed projects play an increasingly important role in managing soil and water resources throughout the world. Research is needed to ensure that new projects draw upon lessons from their predecessors' experiences. However, the technical and social complexities of watershed projects make evaluation difficult. Quantitative and qualitative evaluation methods, which traditionally have been used separately, both have strengths and weaknesses. Combining them can make evaluation more effective, particularly when constraints to study design exist. This paper presents mixed-methods approaches for evaluating watershed projects. A recent evaluation in India provides illustrations.
INTRODUCTION
Concern about widespread soil degradation and scarce, poorly managed water resources has led to the spread of watershed management investments throughout Asia, Africa and Latin America (Lal 2000 , Hinchcliffe et al. 1999 . In India, for example, major rural development programs have been reorganized around a watershed approach, with an annual budget exceeding US$500 million (Farrington et al. 1999) . Despite the growing importance of watershed projects as an approach to rural development and natural resource management, to date there has been relatively little research on their impact.
Clearly, research is needed to ensure that new projects benefit from the positive and negative experiences of their predecessors. Evaluation is difficult, however, due to the social and technical complexity of watershed projects. Typically, watershed project evaluators aim to learn lessons from a limited sample of project sites about how the same projects would perform in other settings. Evaluations usually take either a quantitative or qualitative approach, with the two approaches often viewed as alternatives. International donors such as the World Bank, and research organizations such as the Consultative Group for International Agriculture (CGIAR), tend to favor quantitative evaluations. Evaluations performed for non-government organizations typically are more qualitative (Hinchcliffe et al. 1999; Farrington et al. 1999 ).
Evaluation professionals have debated the relative merits of quantitative and qualitative approaches for at least a quarter century (Patton 1997) . The 1990s have seen an emerging consensus that both quantitative and qualitative evaluation methods have their own strengths and weaknesses (Patton 1997) . Done well, a quantitative approach provides measured outcomes with statistical tests that support the validity of the findings.
But even the most positivist evaluators admit that conclusions drawn about a given project are always subject to context-specific conditions (Campbell and Russo 1999) .
Qualitative methods provide the means by which this context can be understood and may thus be used to expose and examine threats to validity. Campbell and Russo (1999) suggest that social scientists should not limit, trim or change the problems at hand so that they are amenable to scientific precision given the state of the art. Rather, they suggest that social scientists must "stay with (their) problems" and use a larger complement of techniques to improve the validity of the research. This provides a strong rationale for combining approaches to deal with the complexity inherent in projects which must be observed in context (Patton 1997 , Henry et al. 1998 , such as a watershed project. This paper uses an example of an evaluation from India to illustrate the strengths and weaknesses of alternative evaluation approaches and to make the case for using mixed methods. This evaluation was conducted in collaboration between the International Food Policy Research Institute (IFPRI) and the National Centre for Economics and Policy Analysis (NCAP), New Delhi. The study covered dryland watershed projects operated by government agencies and NGOs in Andhra Pradesh and Maharashtra, two states in India's semi-arid tropical region.
The paper is divided into five sections. Section 2 reviews some distinctive characteristics of watershed development that have implications for impact assessment.
Section 3 presents quantitative and qualitative approaches to conducting project evaluation and arguments for combining them. In section 4 the Indian case study is discussed to illustrate the issues, and section 5 concludes with some suggestions about how to promote high quality watershed evaluations in the future.
SOME RELEVANT CHARACTERISTICS OF WATERSHEDS AND WATERSHED PROJECTS
A watershed is commonly defined as an area in which all water drains to a common point. 3 From a hydrological perspective a watershed is a useful unit of operation and analysis because it facilitates a systems approach to land and water use in interconnected upstream and downstream areas. In dryland areas such as the Indian semi-arid tropics, watershed projects aim to maximize the quantity of water available for crops, livestock and human consumption through on-site soil and moisture conservation, infiltration into aquifers, and safe runoff into surface ponds. In catchment areas of hydroelectric dams, watershed projects typically focus on minimizing soil erosion that deposits sediment into reservoirs and to the maintenance of base flow. In still other contexts, such as much of North America and Europe, watershed projects focus more on reducing nonpoint source pollution that moves through rivers, streams and drains.
This paper focuses on multiple-use watersheds in hilly or gently sloping areas of developing countries. Such areas are often densely populated and typically contain a variety of land uses, including forests, pastures, rainfed agriculture on sloping lands, and both irrigated and rainfed agriculture in the lowlands. Off-site sedimentation or pollution may or may not be a major issue, depending on the context. It is an important concern in the catchments of river valley projects that provide hydroelectricity and canal irrigation, because sediment can shorten their life span (Hitzhusen 2000) . Nutrient transport is also a major concern in river basins that drain into lakes, such as Lake Victoria in East Africa (Swallow et al. 2001) . In much of semi-arid India, on the other hand, off-site concerns are typically limited to the local, intra-or intervillage level due to relatively low chemical use and the relative lack of large water bodies.
Watershed projects have numerous distinguishing features that have important implications for both project implementation and impact assessment. These can be divided into at least three categories:
1. Spatial interlinkages and externalities: Spatial interlinkages related to the flow of water are inherent in watersheds. Water pollution upstream may harm downstream uses of land and water, while conservation measures upstream may benefit downstream use. Coordination or collective action is often required, which may be difficult because benefits and costs are distributed unevenly. This not only complicates project implementation, but also raises difficulties for evaluation. In particular, since the extent of such complexity will vary by case, a project that works in one location may not work well in another. Subtleties in underlying differences can make it difficult for researchers to understand causal relationships governing project success.
Multiple objectives, dimensions and determinants:
The multitude of project objectives and dimensions and determinants of performance is not surprising given the wide variety of watershed development contexts. Projects may focus on increasing water quantity, improving water quality, reducing sedimentation, or increasing the supply of certain types of biomass, among other things. Some may focus more on organizing people to manage externalities. Project approaches vary with objectives and with local topographic, socioeconomic or cultural conditions. Often they include peripheral activities such as support for agricultural production, marketing, animal husbandry, infrastructure development, or employment generation. Project budgets also vary widely.
3. Long gestation and difficulty in perceiving project benefits: Some watershed projects may have short term effects, but all watershed projects have long term impacts, some of which may be difficult to evaluate or even perceive. Soil erosion, for example, is a slow process in many places and the benefits of arresting it may not be recognized easily. Recharging groundwater, stabilizing hillsides through vegetative cover, and increasing soil moisture and organic matter all take time. As a result, it is difficult to know what conditions would have prevailed in the absence of project interventions. Perceiving benefits is particularly difficult where interventions do not raise productivity but merely prevent gradual degradation.
Whether or not a project achieves its objectives depends not only on watershed activities but also a variety of other factors. These may include local agroclimatic conditions, land tenure arrangements, people's willingness and ability to work together to devise arrangements to share benefits and costs, and infrastructure and market conditions that help shape farmers' incentives to manage their land. As a result, it can be difficult to pinpoint the specific contribution of a watershed project in improving land management,
and it can be difficult to compare across projects.
Even if impacts are perceptible, it is difficult to assess the economic value of the numerous potential project benefits that do not enter the market. These include such environmental and natural resource improvements as greater abundance and wider diversity of natural flora and fauna, higher groundwater levels, and lower risk of landslides and flooding, to name a few.
QUANTITATIVE AND QUALITATIVE APPROACHES TO PROJECT EVALUATION
Although project evaluation has long been characterized by multiple methodological approaches, until recently evaluators tended to favor either quantitative or qualitative studies (Patton 1997 ). This is not surprising when one considers the sharply divergent skills required to pursue statistical analysis of project impact, on the one hand, and qualitative assessment of project procedures or changes in beneficiaries' perspectives, on the other. In fact, the difference between the approaches is characterized not just by the methods used, but also by differences in fundamental beliefs about the nature of reality and how claims about this reality are justified. Typically, quantitative studies reflect a positivist view that reality takes a single form that can be perceived and measured objectively. Qualitative approaches, by contrast, reflect a more constructivist view, implying that reality is not separable from individual experiences and that multiple versions of it may exist. From this perspective, an evaluation designed without the flexibility to discover such realities may fail to uncover important aspects of a project (Henry et al. 1998 ).
The rising interest in combining methods comes from the recognition that purely quantitative and purely qualitative approaches to program evaluation both have limitations, and that the strengths of each often compensate the weaknesses of the other.
The remainder of this section characterizes the two approaches, demonstrates their potential complementarity, and explains the practical basis for combining them.
QUANTITATIVE EVALUATION TECHNIQUES
Quantitative evaluation begins with the premise that the analyst fully understands the nature and determinants of a program's success and can obtain the data needed to measure and relate them statistically. To the extent that it is feasible, quantitative evaluation attempts to attribute changes in various outcome variables to a project intervention (or 'treatment') and determine whether such effects are statistically significant.
The ideal situation involves an ex ante experimental design, complete with randomization of project beneficiaries (e.g. individuals, villages, or project sites) across 'treatment' and control groups. When sample sizes are large enough this methodology is powerful. The randomization process has the effect of creating groups that may be considered equal in all attributes, both observed and unobserved. It removes the possibility of sample selection bias, i.e., an analytical problem that arises when systematic, preexisting differences between program and nonprogram locations are correlated with project participation and the outcome variable of interest (Greene 1999) .
With no possibility of sample selection bias, the analyst is confident that the outcome is truly a result of the treatment and estimates the program's impact by calculating the difference between the mean of each treatment group and the control. Statistical analysis also requires a sufficient sample size, generated by some form of randomization, rather than a "convenience sample" of a few sites. Furthermore, there are many situations in which an experimental approach may not be possible. First, it may be politically or administratively infeasible to randomly assign project sites to treatment groups. Second, many watersheds projects do not deal with sample sizes that make randomization a feasible strategy for study design.
As a result, many evaluations have proceeded with non-randomly determined treatment and control groups. Various approaches have been used, each with their own strengths and limitations. The first is called a "before/after" study. The evaluator measures the levels of outcome indicators in a watershed area before and after an intervention. With this design, the "before" scenario is used as a control against which the effects of the intervention may be compared. This is a fairly weak, but feasible design (Campbell and Russo 1999) that involves the unlikely assumption that there have been no other significant changes during the study period.
This approach often gives biased results as it assumes that without the project, the preintervention values of the outcome indicator would have remained the same. 4 This, however, cannot be known, as it is impossible to observe the same site with and without the intervention. It poses a serious threat to the validity of the findings.
A second approach, a "with/without" design, is useful when no baseline data are available. This is often the case when an evaluation is commissioned after a project has been implemented. As such, randomization is impossible and sample selection bias is likely. To reduce this threat, the evaluator must find a control site that is similar to the treatment sites on as many factors as are hypothesized to affect the outcome. However, in practice, sites are likely to vary in almost an infinite set of ways, and evaluators try to match sites on only those factors that suggest likely threats to validity.
Clearly, decreasing sample selection bias depends on the extent to which the evaluator is able to create comparable treatment and control groups. Jalan and Ravallion (1998) used a statistical technique called propensity matching to match on the basis of multiple factors. This involves modeling the probability that each site participates in a project as a function of all observable variables known to affect participation, and then matching pairs of participating and non-participating sites that have an equal probability of having been selected for the project. Project impact is estimated as the mean of the differences between all matched pairs on the outcome variable.
Such approaches to with/without analysis may succeed in creating treatment and control groups that are equivalent in terms of observable characteristics, but they cannot control the effects of unobservable characteristics. To the extent that some factors that determine program placement are unknown, selection bias may persist (Baker 2000) .
Given this problem, it is not surprising that evaluators often suggest a combination of the before/after and with/without approaches. This "difference of differences" or "double difference" approach calculates the difference between control and treatment groups at baseline and post-intervention. It has the advantage of "differencing out" any timeinvariant unobservable factors that might cause sample selection bias (Baker 2000) . But it also requires the assumption that these unobservable factors have not changed during the study period. In addition, the evaluation must be commissioned ex ante as data on participants and non-participants are required before and after the intervention.
All of the above approaches have been modeled after the scientific tradition of experimental design and are thus termed "quasi-experimental." Social scientists have developed another approach to deal with the inherent problems of sample selection bias when quasi-experimental designs are infeasible or insufficient. Rather than comparing treatment and control groups, a statistical technique known as instrumental variables is used to remove the bias introduced by sample selection bias (Greene 1999) . Typically, a two-stage model is used; one equation models the probability that a given observation is selected (or self-selects) for a given program. A second estimates the outcome in question, replacing the endogenous treatment variable with its predicted value. This process adjusts for the selection bias if, 1) exogenous "instruments" can be found that are significant determinants of project participation but do not directly affect the outcome of interest conditional on participation and 2) the participation model is valid.
The instrumental variable procedure carries the advantage that impact evaluations may be conducted ex post, as long as appropriate data exist for the non-participating sites.
Its disadvantages are 1) the estimated effect is highly dependent on the validity of the chosen instruments and 2) appropriate instruments are often difficult to find. In cases where inappropriate instruments are used, the bias introduced by the two-step procedure can be worse than the bias it was attempting to correct (Bound et al. 1995) .
Aside from issues of design, the specification of outcome variables presents yet another problem for quantitative watershed evaluations. As mentioned above, measuring improvements in natural resource conditions is difficult. Many studies lack the time or budget required for careful measurement and must rely on respondents' or investigators'
perceptions. Even where measurement is possible, the data it provides may be of limited use. For example, recent research shows that traditional runoff plots are unreliable for extrapolating differences in soil erosion across management practices within a site, because these differences may be dwarfed by those across sites that vary in exposure, slope or soil conditions (Schreier 2000) . The long gestation and uneven, uncertain spatial distribution of project impact compound the measurement difficulties.
Cost-benefit analysis
Cost-benefit analysis has long been the method of choice in economic appraisal of agricultural development and irrigation projects. Cost-benefit analysis focuses on assessing whether a project yields net societal benefits (Gittinger 1982) . Costeffectiveness analysis is similar but it estimates only the costs of alternate approaches of achieving a given objective. Cost-benefit analysis aims to evaluate costs and benefits that occur with a project and compare them to what would happen without the project.
Obviously the without-project outcome cannot be observed and must be estimated. This involves estimating adoption rates and trying to determine to what extent they can be attributed to the project, and then estimating the effect of adoption on technical relationships, prices and incomes.
This approach is complex enough when the task at hand is to measure the costs and benefits of a project that develops a new technology, such as a new variety of grain, or that introduces irrigation to a dryland area. In these cases the adopters are easily distinguished from nonadopters and adoption can be attributed to the project. In addition, measuring changes in production, while never perfect, is reasonably straightforward.
In a natural resource management project, however, the task is much more complicated (Traxler and Byerlee 1992) . First, a natural resource management objective may be achieved by many different means and evaluators must not mistakenly attribute to a project gains that accrue from independent actions. In India, for example, some projects introduced contour vetiver grass hedges to conserve soil and moisture, but this approach is not necessarily more effective than traditional grass strips on the lower boundaries of small plots (Kerr and Sanghi 1992; RAU 1999) . Many farmers used the traditional practices without help from a watershed project, and evaluators who were not aware of these practices exaggerated project impact.
Second, many projects promote existing practices (such as grass strips or stone or earthen barriers), and it is difficult to estimate how many more farmers use them because of the project.
Third, as with other quantitative evaluation methods, cost-benefit analysis depends heavily upon the accuracy of the data used and this raises the problems introduced above.
Fourth, the difficulty of assigning prices to environmental services poses obvious challenges to cost benefit analysis. Environmental economists have developed ways to estimate the value of such unpriced services, but data limitations and uncertainties may limit their applicability to the case of developing country watershed projects. (Costeffectiveness analysis avoids the need to attach values to environmental benefits.)
Finally, even if all costs and benefits could be identified and valued, cost-benefit and cost-effectiveness analysis would give only a single assessment of overall project performance. Watersheds, however, consist of multiple users who are affected differently by the project. A favorable benefit:cost ratio could mask uneven distribution of benefits, yet those who do not benefit may be in a position to undermine the project.
In this case a project with high aggregate net benefits may not be sustained, making projected benefits illusory.
To summarize, there are clearly multiple challenges associated with using quantitative evaluation methods for evaluation of watershed projects. Most challenges are introduced by the fact that watershed projects are not amenable to the same controlled conditions that bestow power and simplicity on the analysis of data collected in the experimental sciences. Specifically, the advantage of clearly interpretable outcomes is tempered by threats to validity resulting from unreliable data and models that require strong assumptions. If the data or model assumptions are inaccurate, statistical findings may not be internally valid (correct within the sample), let alone externally valid. Of course, it may be possible to obtain more accurate data, but only at the cost of more time or money, neither of which may be available. Specialized econometric techniques may compensate for some weaknesses in study design, but they too require strict assumptions.
Also, they are beyond the understanding of many end-users and some argue that the lack of transparency will lower an evaluation's credibility among them (Patton 1997) .
The important point is that no approach is perfect. The evaluator must address the threats to validity implied by the assumptions associated with each. This in turn depends on the evaluator's skills, the project's attributes, the resources and data available to the study, and the timing of the evaluation relative to project implementation.
QUALITATIVE EVALUATION APPROACHES
In contrast to quantitative analysts, qualitative researchers typically place less emphasis on measurement and more on context and on understanding the subtle manifestations and determinants of project success, usually by tapping the diverse perspectives of multiple stakeholders (Cronbach 1982 , Henry et al. 1998 . A qualitative analysis is less likely to worry about the generalizability of specific outcomes to other project sites, but rather to focus on generalizable 'lessons learned' that may be applied to any kind of project.
There are many diverse approaches to qualitative evaluation (Patton 1990 ). In general, however, a qualitative approach tends to be flexibly structured and uses openended questions in an inductive fashion. The data collection process allows for the emergence of important dimensions not previously known to the researcher. The objective is not to obtain a numerical estimate of some phenomenon, but to develop an in-depth understanding of an issue by probing, clarifying, and listening to stakeholders talk about a topic in their own words. The process is iterative in that the researcher keeps trying to clarify his/her understanding of a phenomenon. He/she may therefore ask unscripted follow-up questions to probe for a clearer, more nuanced understanding. Or he/she may return later to clarify a point that came up in the interview or to validate information collected in an interview with another individual.
Qualitative researchers are comfortable asking respondents to give their own interpretation of "why" and "how" something happens. They are more interested in fully understanding why individuals behave the way they do in a given situation, given its unique circumstances, rather than generalizing an outcome across numerous cases. They use theory to provide a conceptual framework for starting their work, but they constantly update their understanding of the situation as more information is collected. This process generates an explanation that is grounded in the context studied.
The in-depth nature of the qualitative approach means that a study's scale is usually smaller than that found in quantitative research. Proponents of a qualitative approach maintain that insights into social processes such as those arising in watershed management cannot be inferred from measurements of pre-determined outcome variables. Rather, the way to understand them is to suspend one's assumptions about how change occurs and instead learn from the people who actually experienced a project and its effects. As such, qualitative evaluators aim to uncover the perspectives of multiple stakeholder groups, learning first hand about the incentives, motivations, and dynamics behind decisions and actions taken as a result of a project. Qualitative evaluations, therefore, emphasize understanding the processes involved in a project more than quantifying outcomes.
As with quantitative analysis, sampling issues in qualitative research also raise questions about biases in data. While quantitative researchers use random sampling whenever possible (and statistical fixes when it is not), qualitative researchers use several strategies to increase the internal validity of their findings. Of these, triangulation, the method of using different subjects, settings, or data collection methods to gain a better assessment of the soundness of a given finding, is the most well known. Qualitative researchers also use member checking, a method of systematically soliciting feedback from respondents on the data collected and tentative conclusions. Maxwell (1996) Researchers use mixed methods designs for various reasons. Patton (1997) represents the pragmatic methodologists --those who suggest mixing methods opportunistically, using whatever approach is best suited for a given task. As an example, Datta (1997) cites a case in which the United States Agency for International Development (USAID) planned to evaluate a child survival project in Indonesia. Due to data, time, and staff limitations, the evaluators chose to do a mixed-methods evaluation using secondary data sets, existing documents, and qualitative interviews. With less than three weeks on-site, the team designed a study that combined data from various sources and optimized various trade-offs given the constraints. The authors took particular care to use the complementary types of data to rule out plausible rival hypotheses.
Mixed methods designs can vary significantly in their structure. Qualitative and quantitative components may be used sequentially, in parallel, or in an integrated fashion (Tashakkori and Teddlie 1997) . Caracelli and Greene (1997) suggest two main classes of mixed-method designs: 1) a component design and 2) an integrated design. With the component design, qualitative and quantitative methods are used in discrete aspects of a study and are combined only at the level of interpretation or conclusions. Such studies tend to have a more pragmatic orientation since the design presents little opportunity for tacking between different paradigms. In the example presented by Datta (1997) , a quasiexperimental study was used to answer one evaluation question ("What were the impacts on infant and child mortality?"), while qualitative document analysis and interviews were used to answer another ("How were the activities implemented?").
By contrast, an integrated design mixes methods and allows information collected from one activity to inform data collection for other parts of the study. Mark et al. (1997) describe a study in which on-going qualitative site visits were interspersed into a quantitative evaluation study. The authors obtained conflicting evidence from the qualitative interviews and the survey and used this discrepancy as a signal that the survey had a problem. Using the information provided by the qualitative interviews, they revised the survey for later rounds. In short, conflicting evidence suggested areas that
were not yet well understood. They also claim "productive dialectics sometimes occur and sometimes do not." They suggest designing a mixed-methods evaluation in a way that 1) allows such a dialectic to emerge and 2) that employs the relative strengths of the different methods.
CASE STUDY: EVALUATION OF INDIAN WATERSHED PROJECTS
The IFPRI-NCAP watershed evaluation study in India illustrates many of the issues introduced in the previous sections. The study, conducted in 1996-98, was part of and Andhra Pradesh, a state likely to be targeted for a rainfed agricultural development loan.
Despite the large budgets devoted to watershed development, reliable evaluation studies were scarce at the time the study was initiated. Some early studies indicated high adoption rates of soil and water conservation practices and favorable benefit-cost ratios (IJAE 1991) . However, these studies focused on heavily supervised projects with subsidies of 90-100% awarded to adopters of the prescribed packages. As such, the estimates of adoption rates were not meaningful. Also, the benefit-cost studies were conducted before the actual outcomes could be known. They estimated net project benefits using yield impacts based on experimental data and assuming adoption and maintenance rates by farmers (e.g. Singh et al. 1989) . Ex post, however, some evidence suggested that many farmers abandoned watershed measures once the project subsidies ended (Kerr and Sanghi 1992) . Taken together, these factors suggested that many of the early, favorable evaluations were overly optimistic.
On the other hand, there was detailed documentation of a small number of highly successful projects that highlighted innovative social organization arrangements or the influence of exceptional leadership in addition to technical interventions (e.g. Chopra et al. 1990 ). Many NGOs gave reports of their own successful watershed development initiatives, and while there were undoubtedly many favorable projects, it is also likely that these reports focused mainly on the best cases and gave less attention to the problems they faced.
A MIXED METHODS APPROACH
IFPRI, NCAP and the WB were primarily interested in economic analysis that would compare multiple projects and identify which of the many approaches to watershed development in India were most successful. It would also capture the role of exogenous factors, such as infrastructure, in determining the outcomes of interest:
agricultural productivity, natural resource management and poverty alleviation.
The terms of reference explicitly called for a combination of quantitative and qualitative analysis, but the composition of the research team predisposed it to make the quantitative component its primary concern. The principal investigators from IFPRI and the WB managers and advisors for the study were all economists. All of them were knowledgeable about Indian agriculture, but none were professional evaluators or had extensive experience with qualitative methods. The ICAR officials overseeing the project included agricultural scientists who also were predisposed towards a quantitative study modeled on the scientific approach.
Originally, researchers intended to use a sequential mixed-methods approach. In practice, however, the project time frame did not allow the qualitative data to be collected and analyzed before the quantitative study was implemented. ICAR and the WB were under pressure to complete the studies within eighteen months since a large loan for rainfed agriculture was contingent on their findings. The logistical difficulties of developing a sampling frame for the quantitative study reduced the time available to analyze and interpret the qualitative data ex ante. As such, the mixed-methods design was effectively a parallel, components design.
STUDY DESIGN
The village was selected as the unit of analysis since most Indian watershed projects operate at the village level and the people affected by the projects are organized in villages. The quantitative component was conducted as a "with and without" design, covering five project categories. These included four different treatment groups --two types of government projects, NGO projects, government-NGO collaborative projects --and a control group of nonproject villages (see Table 1 ).
Table 1--Project Categories in the Evaluation of Indian Watershed Projects

1.
Ministry of Agriculture (MoA): projects that focus primarily on technical aspects of developing rainfed agriculture.
2.
Ministry of Rural Development (MoRD)*: Engineering-oriented projects that focus on water harvesting through construction of percolation tanks, contour bunds, and other structures.
3.
Non-government organizations (NGOs): projects that typically place greater emphasis on social organization and less on technology relative to the government programs.
4.
NGO-Government collaboration: projects between government and nongovernment organizations that seek to combine the technical approach of government projects with the NGOs' orientation toward social organization.
5.
Control: villages with no project.
All of these project categories are discussed in detail in Kerr (2000) .
* This study did not include villages under the new guidelines of the Ministry of Rural Development, which called for more attention to social organization. The projects were just getting underway at the time of the data collection for this study, so it was too soon to include them.
To avoid choosing only conveniently located sites or success stories, researchers generated a stratified random sample from a census of villages where watershed projects were concentrated. Ultimately 86 villages, stratified by the five project categories, were sampled from a frame of over a thousand villages in the two states. While it was important to randomly sample the sites to be studied, generating the census of watershed projects was particularly time-consuming because such information was not available from official records. The quantitative analysis covered all the sampled villages, while the qualitative analysis focused on a randomly selected subsample of 29 of those villages.
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This study encountered many of the challenges cited in Section 3. As such, its design reflects the constraints imposed upon the research team. To start, there was no baseline data on the performance criteria that were of interest to the evaluation team. As such, multiple indicators were used to assess project performance, some of which were based on respondents' perceptions. Respondents' recall was used for indicators that could be defined in terms of an easily observed, discrete change between one period and the next, such as adoption of new varieties, changes in infrastructure, and ownership of assets. Table 2 shows how performance criteria of interest were operationalized into indicators. Second, a lack of secondary data on the sites from the initial census precluded the use of propensity matching to construct control and treatment groups. Rather, the groups were stratified by project type and topography of the project site (hilly vs. flat).
Third, the project sites were not originally assigned through a random process, so sample selection bias was an issue. Site-selection criteria differed by project type. MoA Given the limitations of the study, the evaluation team recognized that it would be important not to depend on any single statistical estimate in drawing conclusions (Manski 1995) . Rather, it would be important to consider various threats to validity posed in the quantitative analysis and to triangulate these findings against the data collected through the qualitative components. This study, therefore, represents a pragmatic, mixed-method evaluation.
FINDINGS
Only an overview of the findings is presented here; detailed results are available in Kerr (2000) . Both the quantitative and qualitative analyses gave support to better performance by those projects with an NGO component. This was true for a range of performance categories such as soil conservation on drainage lines and common pasture lands, adoption of new crop varieties, and net returns to cultivation. Performance in government project villages, on the other hand, often was not significantly different from that in control villages.
According to the analysis, NGO and NGO-government collaborative projects appear to have been more successful in promoting collective action, which was manifest in arrangements to protect common pasture lands and drainage lines. This may be in part because they selected villages predisposed to collective action, but the same result was obtained even when econometric techniques were used to control for sample selection bias. The fact that NGOs devoted at least a year, and often several years, to social organization while government projects rarely devoted more than a month, makes this finding unsurprising. Details from qualitative interviews about how some of the NGOs promoted social organization, and the kinds of institutional arrangements they helped establish, also support this finding. In Andhra Pradesh, for example, some NGOs worked for years to help specific interest groups in a village organize themselves, creating a capacity for self-determination among even the poorest and politically weakest community groups. They facilitated negotiations among different groups and helped enforce agreements. Such attention to social organization was unheard of in the government programs included in the study.
NGO and NGO-government collaborative projects also performed as well as or better than government projects in promoting adoption of improved agricultural technology and generating higher agricultural income. This result was unexpected, because the NGO projects focused less on agriculture, and they operated in villages with apparently less favorable conditions for agricultural intensification. One possibility is that because they began from a lower technological base, their more rapid adoption of improved technology may be simply a process of catching up. Another reasonable explanation is that many of the NGOs helped promote agricultural production indirectly, for example by putting pressure on government extension services to focus on a particular village or lobbying for infrastructure improvements. In some places they obtained market information from distant cities and then helped farmers arrange transport to sell their produce in locations with higher prices. Information about such approaches came only through qualitative interviews.
The qualitative data were particularly helpful for understanding the extent to which different groups of people were involved in establishing project priorities and their perceptions of projects' distributive impacts. For example, qualitative interviews with landless people in many of the Maharashtra villages revealed that they had little say in project decisions and felt harmed by the projects. This was true for both government and NGO projects that aimed to close common lands to grazing, a livelihood on which many landless people were dependent. The landless could be excluded from this decision because most of the Maharashtra projects required that villages vote to determine whether to accept a project. A 70% majority was needed to initiate these projects, and in most villages the landless population was too small to mount a successful opposition. Such findings illustrate the importance of understanding local institutions and the power that institutional processes may have in determining the distribution of project outcomes. Timeliness of the results was also important. Given the constraints placed on the study, the research team concluded that there would be little benefit to engaging in a more statistically complex study design. Of particular note, the study was commissioned ex post and policymakers were anxious to apply the results to their decisions about future WB loans. As such, investing twice as much time collecting more complicated forms of data or conducting higher levels of econometric tests was unimportant to the end-uses.
Instead, the report contained fairly simple statistical corrections for sample selection bias and concentrated on providing a best-case evaluation given the constraints.
We believe that this choice made sense for the situation. Within a year of submission of the final report, the MoA decided to reorganize its watershed projects on a much more participatory approach that includes a greater role for NGOs. It would be unrealistic to attribute this change in policy exclusively to the IFPRI-NCAP evaluation, because the Ministry of Rural Development (MoRD) had already initiated such a change a few years earlier, and many other voices pointed to the need for greater orientation to social organization in MoA programs. Still, it is likely that the evaluation did play a role. As one of very few quantitative studies of project performance, it reinforced the other voices that favored more participatory approaches oriented toward social organization. Islam and Garrett (1997) argue that policy analysis studies are likely to have the greatest impact when they are conducted at a time when they lend support to ideas that have already gained some acceptance, when policymakers are open to the idea of policy change, and when the policymakers are kept informed of the progress of the evaluation.
Issues for Future Watershed Evaluations
As the CGIAR and other international development organizations become more involved in evaluating watershed projects (and other research and development activities), they have much to gain by embracing mixed methods approaches. To date the CGIAR institutes have favored quantitative analysis, and the quality of their work is high.
There is no reason for them to abandon this work; rather, the idea is to further strengthen it by adding a qualitative research component to yield complementary information.
The IFPRI-NCAP watershed evaluation study demonstrates the advantages of employing mixed methods as well as some of the practical constraints to achieving an ideal study. It has lessons for future mixed-methods evaluations that function in the real world, where data are inadequate and decision makers cannot wait years for results.
Operating with a lack of baseline data and lack of access to precise indicators of performance, the investigators performed a best-case quantitative analysis and augmented it with insights generated from qualitative work. However, the qualitative investigation was less thorough than desired, because logistical challenges related to the quantitative data collection limited the time that principal investigators could spend in the field focusing on the qualitative components. This is a common problem with mixed-methods studies in which one approach takes precedence over the other. It represents a lost opportunity in terms of the synergies that might have been generated had findings from both the quantitative and qualitative approaches been available to inform each other.
This experience helps demonstrate the tradeoff between the depth and scope of a mixedmethods study: sharpening the focus of the quantitative component may have enabled the principal investigators to spend more time engaged in the qualitative investigation. Were the study to be conducted again under identical circumstances, this would be the best way to proceed.
A second lesson is that future evaluations may benefit from focusing not simply on final outcomes but also on the processes that lead to those outcomes. This is particularly important in watershed development, where specific technical interventions will vary by site but the processes of technology assessment and social organization might be similar.
Third, including the expected users of evaluations in the design process is another good practice and a good reason to incorporate qualitative methods that may be relatively easy to understand or that may provide specific examples to support important points.
The International Institute for Environmental and Development (IIED), for example, engaged watershed development agencies in self-evaluation studies so that they would think critically about their own work (Hinchcliffe et al. 1999) . They claim it is likely that many of them put their evaluation findings to work in their projects. Finally, participatory evaluations that include project participants, not just the implementing agencies, have the potential to generate greater understanding of project impacts and to provide local people with greater influence over how projects operate (Cousins and Whitmore 1998) .
