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In this paper we prove a conjecture of D. R. Richman concerning the vector
invariants of the group U2(Fp). Let V be a vector space of dimension 2 with basis
x, y over the field Fp and let Fp[x, y] be the symmetric algebra of V over Fp . If _
denotes a generator of U2(Fp) then we may assume _(x)=x and _( y)=x+y. Let
An be the symmetric algebra of V n. We obtain an automorphism of An of order
p by using the diagonal action of _ extended to the whole of An . The subalgebra
of polynomials left invariant by this action is called the ring of vector invariants of
U2(Fp). Richman conjectured that these rings of invariants have certain sets of
generators and gave a proof in the case p=2. We prove his conjecture for all
primes.  1997 Academic Press
INTRODUCTION
We study the action of a (finite) group G on a vector space V over a field
k; more precisely, we study G acting as a group of automorphisms of
the symmetric algebra of V. Recall that the symmetric algebra of V is
isomorphic to a polynomial algebra over k. We seek to understand the
structure of the subalgebra of polynomials left fixed by the given action of
G. For example, we might ask if the ring of invariant polynomials is itself
a polynomial algebra, or if it is CohenMacaulay. Alternately, we might
ask for an explicit set of generators and then for the relations among them.
The subject has an ancient and revered history in the case of a field of
characteristic zero: there are many beautiful and striking results, see for
example the paper of by Stanley [7]. Much less is known when the field
has positive characteristic, and the situation is even worse when the field
is finite and the characteristic of the field p divides |G|, the order of the
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group, the so-called modular case. For example, in the non-modular case,
that is when p does not divide |G|, Noether [2, 3] proved that the ring of
invariant polynomials is generated by polynomials of degree less than or
equal to |G|. This topic is still of interest; see the work of Schmid [5, 6].
However, Richman [4] shows this is no longer true for the modular case.
We will revisit this remark. Richman has a nice description of the positive
characteristic case.
In particular, the case of ‘‘vector invariants’’ is difficult over finite fields.
Let us explain what is meant by this term. Given the situation above we
may take W to be the direct sum of a number, say n, of copies of V with
the diagonal action of G. Then we take the symmetric algebra of W over
k with the induced (multiplicative) action. The resulting ring of invariants
is known as the ring of vector invariants of the group G, more precisely,
of the given representation of G.
We study the vector invariants of a very restricted choice of group: for
us, G=U2(Fp) is the cyclic group of order p with generator _ acting on a
vector space V of dimension 2 with basis x, y over the field Fp by the rules
_(x)=x and _( y)=y+x. The group in question, U2(Fp), is the p-Sylow
subgroup of Gl2(Fp).
These rings of vector invariants of U2(Fp) were studied by Richman in
[4]. Among many other interesting results, he found generating sets for
these rings of invariants when p=2 and conjectured that similar sets would
generate in the case of odd primes. We give a proof of his conjecture here.
Our techniques are very different from Richman’s. In some situations we
find the proofs of theorems known in characteristic 2 for the case of odd
primes by some sort of more or less obvious analogy, but here the general
case is much more complicated.
It is well known in the nonmodular case that rings of invariants are
always CohenMacaulay. This also true for the vector invariants of U2(Fp)
when n=2. In fact, this ring of invariants is even a complete intersection.
The situation in general is very different for modular groups. Among other
things, we prove that the vector invariants studied here for n>2 are not
CohenMacaulay. We prove this in the last section of the paper. This sec-
tion does not depend on any of our other work. There are other examples
in the literature.
Our paper is organized as follows. We will assume that p is an odd prime
throughout the paper except for the next to last section where, for com-
pleteness, we give Richman’s argument for p=2. The first section gives a
statement of the theorem, Richman’s conjecture. The next three sections are
devoted to the proof that what we call flat invariants are polynomials in
Richman’s generators: the proof is rather complicated. The next two sec-
tions show how an arbitrary invariant is a polynomial in Richman’s gener-
ators by a reduction to the flat case. Our work uses results of Wilson
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[8] on the rank modulo p of certain incidence matrices. We have collected
these in an appendix at the end of the paper.
We thank D. Gregory for several useful discussions, and D. de Caen for
directing us to Wilson’s paper [8].
Our friend David Richman died in an air disaster in Los Angeles in
January 1990. We value the many discussions we had with him on
invariant theory and we deeply regret the death of a very fine and able
mathematician. This paper is dedicated to him.
THE THEOREM
For p an odd prime number we will denote by An the polynomial
algebra Fp[xi , yi], 1in, where the xi and yi are commuting indeter-
minates. This is isomorphic to the symmetric algebra on n copies of V.
We let _ be the Fp-algebra automorphism of An which maps xi to xi and
yi to xi+yi for each i, 1in. This is the diagonal action of G on
V } } } V which we extend in the usual way to the symmetric algebra
An . Clearly _ has order p. We define the _-invariant subalgebra of An by
A_n=[a # An | _(a)=a].
Of course we have Fp[xi | 1in]/A_n.
It is easy to determine some nontrivial invariant polynomials. Given
a # An let O(a) denote the orbit of a under G, that is, O(a)=[g(a) | g # G].
We consider An[t] where G acts as usual on the coefficients and fixes t.
Then the expansion of the polynomial p(t)=>b # O(a) (t&b) has invariant
coefficients, that is, p(t) # A_n[t]. In the case that no element but the iden-
tity of G fixes a (so that the cardinality |O(a)| of the orbit is p) we note
that the invariant coefficient in p(t) of lowest degree is Tr(a)=g # G g(a),
the trace of a, and the invariant coefficient of highest degree is
N(a)=>g # G g(a), the norm of a. (These wellknown constructions do not,
of course, depend on any particular ground field and provide invariants for
any finite group.)
In our case we have G=[_ j | 0 jp&1] so that Tr(a)=p&1j=0 _
j (a)
and N(a)=> p&1j=0 _
j(a).
We note that
A_1=Fp[x1 , N( y1)],
(the proof is routine), and
A_2=Fp [xi , N( yi), x1y2&x2 y1 | i=1, 2],
see [1 or 4, Proposition 11, page 53].
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The Theorem
A_n=Fp[xi , N( yi), uij , Tr(z)]
where 1in, 1i< jn, and z divides ( y1 y2 } } } yn)p&1,
N( yi)= ‘
p&1
j=0
_ j ( yi), ui, j=xi yj&xj yi , and Tr(z)= :
p&1
j=0
_ j (z).
1. Clearly Fp[xi , N( yi), uij , Tr(z)]/A_n.
2. We observe that N( yi)=>: # Fp (:xi+yi)=y
p
i &x
p&1
i yi .
3. The theorem is not quite as general as Richman’s conjecture. His
original statement involves an additive subgroup of order p of a possibly
larger field of characteristic p; however, a slight modification of our argu-
ment gives a proof of his conjecture.
4. Hilbert proved that rings of invariants of finite groups are finitely
generated as algebras. As noted in the introduction, Noether proved that
in the nonmodular case the generators can be chosen to have degree less
than or equal to the order of the group. However, this is false for modular
groups. For example,
Corollary (Richman [4, Proposition 0.6, p. 31]). For n3 any
generating set of the ring A_n of vector invariants of U2(Fp) must contain an
element of degree at least n( p&1).
5. In the modular case, the question remains to find a bound for the
maximal possible degree of a generator in a minimal generating set.
Proof. We first examine Tr(z) for z=yl11 } } } y
ln
n with li0. We have
Tr(z)= :
: # Fp
((:x1+y1)l1 } } } (:xn+yn) ln).
However, it is well known that
:
: # Fp
:$={0,&1,
if p&1 |% i
if p&1 | i.
(0)
Therefore, if we order the monomials in the expansion of Tr(z) by their total
degree in the x’s, the first monomials with nonzero coefficients have total
degree in the x’s equal to p&1. For example, if w=( y1 } } } yn) p&1 we have
that Tr(w) contains the monomial v=(x1y2 } } } yn) p&1 with coefficient &1.
We write En=Fp[xi , uij , N( yi), Tr(z)] where z divides w but z{w. It
follows from the theorem that if A_n is generated by invariant polynomials
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each of degree less than n( p&1) then A_n=En . In particular Tr(w) # En .
We now show that no monomial in the x’s, u’s, N( y)’s, and Tr(z)’s
(z divides w and z{w), when expanded in terms of x’s and y’s contains v
with nonzero coefficient. This will prove the corollary.
The degree in the x’s and y’s of any such monomial must be n( p&1). If
N( yi)=y pi &x
p&1
i yi is a factor for some i, then the expansion of this
monomial in terms of x’s and y’s either has a factor y pi or has total degree
in the x’s at least p by our calculation above. In either case v cannot appear
with nonzero coefficient.
Suppose this monomial has a Tr(z) as a factor, z divides w and z{w.
Then the total degree in the x’s is at least p by our calculation above.
Therefore, no such monomial has a factor Tr(z).
Any monomial in the x’s and u’s of degree in x’s and y’s equal to
n( p&1) has total degree in the x’s at least n(p&1)2. However,
n(p&1)2>p&1 since n3. K
The rest of this paper is devoted to the proof of the theorem.
A BASIS FOR THE SUBSPACE OF FLAT INVARIANTS
We will denote by A(n) the subspace of An spanned by
xS yS$= ‘
k # S
xk ‘
l # S$
yl ,
for S/[n]=[1, ..., n] and S$=[n]"S. We refer to such monomials as
being flat with respect to x and y. We refer to an element of A(n) as a flat
polynomial. We will denote by A(n)_ the subspace of flat invariants.
We first contruct an Fp-basis [zij] for A(n) which we keep fixed through-
out the rest of the proof. For each i with 0in we fix an ordering
Si1 , Si2 , ..., Si ( ni )
of the i-element subsets of [n]=[1, 2, ..., n]. We will denote the comple-
ment [n]"Sij by S$ij .
We define
zij=xSij yS$ij
for j=1, 2, ..., ( ni ). It is obvious that this set [zij] of monomials is an
Fp-basis for A(n).
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For fixed i we will denote by A(n, i) the subspace of A(n) of dimension
( ni ) with basis [zij] and we observe that A(n)=
n
i=0 A(n, i). Conse-
quently, for b # A(n) we have a unique expression
b=:
i
bi where bi # A(n, i).
We will write bi=j ;ij zij for ;ij # Fp , 1 j( ni ). We will abuse notation
and think of
bi=(;i1 , ;i2 , ..., ;i ( ni )),
that is, as an element of Fp
( ni ). We call bi the ith component of b.
Our proof depends on a recent result of Wilson [8] concerning the rank
(modulo p) of incidence matrices. See the appendix at the end of the paper.
We use his notation. Suppose 0ikn. We denote by Wik the ( ni )_(
n
k)
matrix of 0’s and 1’s where the rows are indexed by the i-element subsets
of [n]=[1, 2, ..., n] and columns by the k-element subsets of [n]; the
(I, K) entry in Wik is 1 if I/K and 0 otherwise. We will always think of
Wik as a matrix over Fp .
Just for the moment we will write S for the i-element subset, Sij of [n],
and T=[n]"S. We observe that
_(zij)=xS ‘
l # T
(xl+yl)=xS :
U/T
xU yT "U= :
Skl#S
xSkl yS$kl . (1)
That is, _(zij) is the sum with coefficient 1 of those monomials zkl for which
Sij/Skl , for all k and l with ikn, 1l( nk).
Lemma 1. If b=ni=0 bi , bi # A(n, i), then the i th component of _(b)
with respect to the grading just described is
:
i
j=0
bjWji # A(n, i).
Proof. It is sufficient to show the result for b=zij so that bk=0
(the
vector of length ( nk) all of whose entries are zero) if k{i and bi=2j the
vector of length ( ni ) all of whose entries are zero except for a ‘‘1’’ in the j th
position from the left. Let us write _(zij)=k ck for ck # A(n, k) and
observe that ck=(ckl) has ckl=1 if Sij/Skl and ckl=0 otherwise; see (1).
But the incidence matrix Wik has rows indexed by the sets Sij and columns
indexed by the sets Skl . Now 2j Wik is exactly the j th row of the matrix Wik
as claimed. The lemma follows. K
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We use Wilson’s result to show that certain flat polynomials lie in the
row spaces of certain Wik . If S/[n] with |S|=i, we define
rk(S)= :
|T|=k
T#S
xT yT$ .
Note that rk(S) # A(n, k). In our abuse of notation above rk(Sij) is the j th
row of Wik . Wilson’s result, Theorem A1 of the appendix, tells us the rank
of Wik which is in general less than ( ni ), the dimension of A(n, i).
Our analysis requires
Lemma 2. Let S be a subset of [n] and suppose |S|=i. Then
(a) xS Tr( yS$)=&w(S)=& :
n
k=0
wk (S),
where
wk (S)={rk (S), if k=i+l( p&1), 1l_
n
p&1&
0

, otherwise.
For part (b) we write T for [n+1]"S.
(b) xS Tr( yT)=&v(S)xn+1+xS Tr( yS$)yn+1 ,
where v(S)=nk=0 vk (S), with
vk (S)={rk (S), if k=i&1+l( p&1), 1l_
n
p&1&
0

, otherwise.
Proof. (a) We have
Tr( yS$)= :
: # Fp
\ ‘j # S$ (:xj+yj)+
= :
: # Fp
\ :U/S$ :
|U|xU yS$"U+
=& :
[n( p&1)]
l=1 \ :|U|=l( p&1) xU yS$"U+ ,
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since
:
: # Fp
: j={0&1,
if p&1 |% j
if p&1 | j.
Therefore,
xS Tr( yS$)=& :
[n( p&1)]
l=1 \ :
|T|=i+l( p&1)
T#S
xT yT $+
=& :
[n( p&1)]
l=1
ri+l( p&1)(S).
(b) Here we let T denote [n+1]"S. We have
Tr( yT)= :
: # Fp
\ ‘j # S$ (:xj+yj)+ (:xn+1+yn+1)
=\ :: # Fp : \ ‘j # S$ (:xj+yj)++ xn+1+Tr(yT) yn+1,
and the result follows by an argument similar to (a). K
FLAT INVARIANTS ADMIT EXPRESSIONS IN
RICHMAN’S GENERATORS
We consider the subalgebra Fp[xi , uij , Tr(z)] of An where 1in,
1i< jn, and z divides y1 } } } yn . We will denote by F(n) the subspace
of this subalgebra spanned by those monomials in the x’s, u’s, and
Tr( yi1 } } } yil)’s for which the subscripts range over [n] without repetition.
We refer to these monomials as being flat with respect to x’s, u’s, and
Tr(z)’s. These monomials are also flat in the x’s and y’s and indeed F(n)
is a subspace of A(n)_.
We begin our proof of the theorem by showing that the flat invariants
admit expressions as polynomials in Richman’s generators. In fact, we
show that such flat invariants lie in F(n). Our proof is by induction on n.
There is nothing to prove when n=1 so we must show that
A(n+1)_/F(n+1), (2)
assuming that A(l)_/F(l) for ln.
Each a # A(n+1) is a linear combination of monomials each of degree
n+1 and having for all i either xi or yi but not both as a factor. Every such
a # A(n+1)_ can be uniquely written as
a=bxn+1+cyn+1, (3)
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where b, c # A(n). We will refer to this equation as the decomposition
of a. Then
a=_(a)=_(b) xn+1+_(c)(xn+1+yn+1)
=(_(b)+_(c)) xn+1+_(c) yn+1.
But the decomposition given in (3) is unique so we obtain
_(c)=c, (_&1)b =&c.
Thus we have c # A(n)_. So we may assume, by induction on n, that
c # F(n).
Thus c may be written (nonuniquely) as a linear combination of
monomials flat with respect to x’s, u’s, and Tr(z). In cases 1 and 2 below
we argue by induction on q(c), the minimal number of such monomials
among all the possible expressions for c. We fix an expression for c which
involves q(c) monomials in the [xi , uij , Tr(z)]. If q(c)=0 then c=0, and
so a=bxn+1. Thus b # A(n)_ and so, by induction on n, we have b # F(n).
Consequently a # F(n+1). So we may assume q(c)>0.
Case 1. One of the monomials of c is of the form xi r.
In other words, we have c=xir+s where s # F(n) and r is a monomial
in x’s, u’s, and Tr(z)’s. We have q(s)=q(c)&1. Furthermore, yi r # A(n)
and so ui, n+1 r # A(n+1)_. (See the theorem for the definition of uij .) Then
a&ui, n+1r=(b+yir)xn+1+syn+1 ,
and a&ui, n+1r # A(n+1)_. Therefore, this expression is the unique decom-
position for a&ui, n+1r, see Eq. (3). Consequently, since q(s)=q(c)&1, by
induction on q(c), a&ui, n+1r # F(n)+1 and so a # F(n+1). K
Case 2. One of the monomials of c is of the form Tr(z)r where z divides
y1 } } } yn .
In other words, c=Tr(z) r+s where s # F(n) and r is a monomial in x’s,
u’s and Tr(z)’s. We have q(s)=q(c)&1. Now
Tr(zyn+1)= :
p&1
i=0
_i(z)(ixn+1+yn+1)
=wxn+1+Tr(z) yn+1,
(say).
We have Tr(zyn+1)r # A(n+1) and wr # A(n). Therefore,
a&Tr(zyn+1) r=(b&wr)xn+1+syn+1 .
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But a&Tr(zyn+1)r # A(n+1) so it is in A(n+1)_. Therefore, this is the
unique decomposition for a&Tr(zyn+1) r; see Eq. (3). Once again,
q(s)=q(c)&1 and so, by induction on q(c), we have a # F(n+1) because
q(s)<q(c). K
Hence by Cases 1 and 2 we may assume c # Fp [uij].
It remains to show if
a # A(n+1)_, a=bxn+1+cyn+1 , b # A(n),
(4)
c # Fp [uij], c # F(n), (_&1)b= &c,
then
a # F(n+1).
Recall that we are inducting on n.
We note that n must be even for such c. We will prove (4) by induc-
tion on t(a), the maximum number of yi’s in a monomial in x’s and y’s
occurring in a. We note that n+1&t(a) is the minimum number of x’s
occurring in a monomial of a. If t(a)=0 then a=x1 } } } xn+1 # F(n)+1. So
we may assume t(a)>0.
We recall that yS=>i # S yi and that |S| denotes the size of S.
Lemma 3. (a) If f # A(n+1) then t((_&1) f )<t( f ). (b) Suppose a,
b, and c are as in (4). Then t(c)<t(a) and t(a)=t(b).
Proof. (a) It is sufficient to prove t((_&1) yS)=|S|&1 where
S/[n+1]. We have t( yS)=|S|. Now
_( yS)= ‘
i # S
(xi+yi).
Therefore
(_&1) yS= :
<{T/S
xT yS"T .
When T is a singleton, each factor yS"T has one less y than yS . Since T
is never empty, all other factors have even fewer y’s.
(b) Clearly t(c)<t(a). Suppose that t(b)<t(a), then the monomials
occurring in a with the maximum number of y’s, are in cyn+1. So
t(c)=t(a)&1. But t(a)&1t(b) and by (a) t(b)>t(c), a contradiction.
Therefore t(a)=t(b). K
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Case 1. 0<t(a)n2
By Lemma 2(b), t(c)<t(a)n2. But c # Fp[uij] and so each monomial
in c has (n2) x’s and (n2) y’s. Thus c=0, a=bxn+1 and so b # A(n)_.
Therefore, by induction on n we have b # F(n) and consequently
a # F(n+1). K
THE PROOF OF (4) IN THE CASE t(a)>n2
We have a=bxn+1+cyn+1 , (_&1)b=&c, and c # Fp [uij]. That is,
t(c)=n2 so c # A(n, n2)_. Since b # A(n) we write b=ni=0 bi where
bi # A(n, i). Because t(b)=t(a)>n2 we have bi=0
for 0i<n&t(b),
since n&t(b) is the minimum number of x’s occurring in a monomial of b.
By Lemma 1,
\ :
i
j=n&t(a)
bjWji+&bi=0 , if i{
n
2
(5a)
\ :
i
j=n&t(a)
bjWji+&bi=&c, if i=n2 . (5b)
Case 2. t(a)=n2+1.
We first show that
bm # nullspace(Wm, m+2),
where m=n&t(a)=n2&1. By Lemma 2(b), t(a)=t(b) and so m is the
minimal number of x’s occurring in a monomial of b. Hence bi=0
for i<m
and bm{0
. Furthermore, by (5b), we have bmWm, m+1=&c. We apply
_&1 to this last equation and obtain, by Lemma 1,
0

=bm Wm, m+1 Wm+1, m+2
=2bm Wm, m+2
by Equation (A1); see the Appendix. We recall that p{2, so bm Wm, m+2=0
.
Subcase 2.1. Suppose t(a)=n2+1<p.
Since m=n2&1 by Corollary A2(a) rank(Wm, m+2)=( nm). This is its
maximum possible rank. Thus nullspace(Wm, m+2)=0
and so bm=0
is a
contradiction. K
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Thus we may
Subcase 2.2. Suppose t(a)=n2+1p.
Because m=n2&1 and p>2, by Lemma A4(a),
bm # nullspace(Wm, m+2)=rowspace(Wm+2&p, m).
For notational convenience we denote the j th set of size (m+2&p) in
[n], i.e., Sm+2&p, j by Sj . Then we have
bm= :
( nm)
j=1
;j rm (Sj)
for ;j # Fp where rm(Sj) is the j th row of Wm+2&p, m . Let
f =:
j
;j (xSj Tr( y[n+1]"Sj)).
Note that f # F(n+1). By Lemma 2(b) (using the notation established
there),
f =\&:j ;j v(Sj))xn+1+\:j ;j xSj Tr( yS$j)+ yn+1 ,
where
&:
j
;j v(Sj)=&\:j ;j rm (Sj)+:j ;j rm+( p&1)(Sj)+ } } } + .
Consequently, if we define g= f +bm , we obtain
a+ f =(b&bm+g)xn+1+\c+:j ;j xSj Tr( yS$j)+ yn+1 ,
It is clear that t(b&bm+g)<t(b). However, a+ f # A(n+1)_ so this is
the unique decomposition of a+ f; see Eq. (3). By Lemma 3(b) t(a+ f )=
t(b&bm+g)<t(b)=t(a), and so, by induction on t(a), we have a+f #
F(n+1). But f # F(n+1) and so a # F(n+1). K
This finishes our proof of Subcase 2.2 and consequently of Case 2. K
Case 3. t(a)>n2+1.
First we show that bm is in nullspace(Wm, m+1), where m=n&t(a). Note
that, in this case, m+1<n2. As before, by Lemma 3(b) t(a)=t(b) and so
m is the minimum number of x’s occurring in a monomial of b. We have
b=bm+bm+1+ } } } +bn
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where bm{0
. Since m+1<n2, by 5(a) with i=m+1,
bm Wm, m+1=0.
Subcase 3.1. Suppose m+1<p.
Since m+1<n2, by Corollary A2(b), we have rank(Wm, m+1)=( nm).
Once again, this is the maximum possible rank and so nullspace
(Wm, m+1)=0
. Therefore bm=0
, a contradiction. K
Subcase 3.2. Suppose pm+1.
Since m+1<n2, by Corollary A4(b),
bm # nullspace(Wm, m+1)=rowspace(Wm+1&p, m).
For notational convenience we denote the j th (m+1&p) element subset
of [n], that is, Sm+1&p, j by Sj , (1 j( nm+1&p)). Then we have
bm=:
j
;j rm (Sj).
We set
f =:
j
;j (xSj Tr( yS$j )).
Note that f # F(n). By Lemma 2(a)
f =&:
j
;j w(Sj)=&\:j ;j rm (Sj)+:j ;j rm+p&1(Sj)+ } } } + .
Consequently, if we define g= f +bm , we have a+ fxn+1 # A(n+1)_ and
therefore
a+ fxn+1=(b&bm+g)xn+1+cyn+1
is the unique decomposition of a+ f, see Eq. (3). However, by Lemma 3(b),
t(a+ fxn+1)=t(b&bm+g)<t(b)=t(a). Consequently, by induction on
t(a), we have a+ fxn+1 # F(n+1) and so a # F(n+1) as required. K
This completes the proof of (4) and hence our proof that flat invariants
all admit expressions as polynomials in Richman’s generators.
A REGRADING OF An
We now finish the proof of the theorem by showing that invariants
which are not flat also admit expressions in Richman’s generators.
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A key observation in our analysis is that _ preserves total degree in the
ith copy of V=(xi , yi). That is, if a is a monomial of An then a can be
written xeii y
fi
i b for b a monomial in the remaining 2(n&1) variables. This
monomial has the i th total degree di=ei+fi . Now _(a) is a polynomial in
which every monomial has i th total degree di . Of course, this happens for
each i, 1in. We formalize this observation as follows.
We denote by D the set of maps d : N  N _ [0] with finite support. Let
d # D. We denote by n(d ) the largest positive integer i for which di{0, and
by A(d) the Fp-subspace of An(d ) spanned by the monomials
‘
n(d )
i=1
‘
ei+ fi=di
xeii y
fi
i .
We see that A(d) is invariant under _, that is, _: A(d)  A(d). It is easy to
see that
An= A(d) A_n= A(d)
_,
where both sums are over those d with n(d )n. Given a # An we may
assume without loss of generality that a # A(d)/An for some choice of d.
As a first reduction, Richman [4, Proposition 1, p. 34], applied to our
situation, shows exactly that A_n is generated as a module over
Fp[xi , N( yi)] by the vector spaces A(d)_ for those d with di<p and di=0
for i>n. The intuition behind this proposition is easily understood. We
recall that N( yi)=y pi &x
p&1
i yi ; see Remark 1 following the theorem. We
write y pi =N( yi)+x
p&1
i yi . Because N( yi) is one of the generators we may
replace high powers (larger than p&1) of yi by powers of the invariant xi
and lower powers of yi .
Therefore we define Bn=Fp[xi , uij , Tr(z)] where 1in, 1i< jn,
and z divides ( y1 } } } yn)p&1. We must show that A(d)_/Bn for those d with
di<p for all i.
Now let s # 7n be some permutation of [n]=[1, ..., n]. We obtain an
automorphism of An still denoted by s defined on the generators by the
rules s(xi)=xs(i) and s( yi)=ys(i) . It is easy to check that s commutes with
_ so that the restriction of s maps A_n to A
_
n. We also have a set function
still denoted s: D  D defined by the rule s(d )=c where ci=ds(i) . It is clear
that s: A(d)  A(c). Furthermore, we observe that s: Bn  Bn. We obtain
Lemma 4. If A(d)_/Bn and c=s(d ) then A(c)_/Bn .
We define E to be the set of orbits of D under the action of 7n described
above. Each orbit contains a unique monotone decreasing d, that is,
d1d2 } } } dn(d )1 and di=0 for i>n(d ). By Lemma 4, we need only
prove A(d)_/Bn for monotone decreasing d. We order the equivalence
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classes of D as follows: given two such orbits choose monotone decreasing
representatives, say d and e and set O(d )<O(e) if, at the least i # N for
which d and e differ, we have di<ei . This is a well-ordering on E. We will
use induction on this ordering.
To prove the theorem, by Lemma 4 we need only show that for each
monotone decreasing d # D with d1<p, we have
A(d)_/Bn=Fp[xi , uij , Tr(z)],
where n=n(d ).
‘‘DIFFERENTIATION’’
As a result of our work in the section above we may assume that d is a
monotone decreasing sequence with 1<d1<p. We finish the proof by
showing that if a # A(d)_ then a is a polynomial in Richman’s generators.
We will induct on the lexicographical ordering on E. We proceed as
follows. We describe a derivation $n : An  An+1 which has the property
that $n : A(d)  A(e); here n=n(d ) and e depends on d with O(d )>O(e)
unless d1=1 (the case of flat invariants just completed).
We define $n : An  An+1 by setting $n=xn+1(x1)+yn+1(y1)
where both (x1) and (y1) are defined as usual. So $n(x1)=xn+1 and
$n( y1)=yn+1. It is easy to see that $n is a derivation with respect to multi-
plication: if a is a monomial in xi , yi , 1in, then a can be written
uniquely as a=x j1 y
k
1 b with b a monomial in xi and yi , 2in. We have
$n (a)=b( jx j&11 xn+1 y
k
1+kx
j
1 yn+1). (6)
Our convention is that 0x&11 =0y
&1
1 =0.
Lemma 5. _$n=$n _.
Proof. We note that it suffices to check that _ and $n commute when
evaluated on x1 and y1 and this is immediate. K
Now we define a set function still called $n : E  E by setting $n (d )=e
where e1=d1&1, ei=di for 2in, en+1=1 and ei=0 for in+1. Here
n=n(d ).
Lemma 6. Let a # A(d) for some monotone decreasing d # D, where
d1< p. We set n=n(d ) and e=$n (d ). Then a # A(d )_ if and only if
$n (a) # A(e)_.
Proof. The ‘‘only if ’’ part of the lemma is an immediate consequence of
the definition of $n (d ) and Lemma 5. In order to prove the ‘‘if ’’ part,
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we define %n to be the Fp-algebra homomorphism from An(e)=An+1 to
An(d )=An satisfying
%n (xi)=xi , %n ( yi)=yi ,
for 1in, and
%n (xn+1)=x1 , %n ( yn+1)=y1 .
Now suppose a # A(d) with d1<p, and $n (a) # A(e)_. Using Eq. (6), we
have
d1 a=%n $n (a), and d1 _(a)=%n $n _(a),
since a, _(a) # A(d). However, by Lemma 5,
%n $n (a)=%n _$n (a)=%n $n (_a).
Therefore d1 a=d1 _(a). But p does not divide d1 and so _(a)=a. K
6. We observe that the algebra map %n of the proof just given com-
mutes with the operations of trace and norm, that is, %n (Tr(z))=Tr((%n z))
and %n (N( yi))=N(%n ( yi)) and so %n: Bn+1  Bn .
Recall that we are assuming 1<d1<p and that a # A(d)_. We put
n(d )=n. By Lemma 6, $n (a) # A(e)_ for $n (d )=e. Since e1=d1&1, and
1<d1 we have O(e)<O(d ) and so by the induction hypothesis,
$n (a) # Bn+1.
But then, using Eq. (6), d1 a=%n $n (a) # Bn, since %n : Bn+1  Bn. There-
fore a # Bn . K
This finishes the proof of the theorem.
THE CASE p=2
For the sake of completeness we include Richman’s argument for the
case p=2 in our somewhat more compact notation.
By [4, Proposition 1, p. 34] recalled above, it is enough to show that
a # F2 [xi , Tr(z)],
where a= :S, T xS yT with S, T/[n], S and T are disjoint and where
1in and z divides ( y1y2 } } } yn).
We proceed as follows. Write y_i for _( yi)=xi+yi . We observe that
_( y_i )=yi . Furthermore, [ yi , y
_
i ] is a basis for W=V } } } V, 1in.
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Consequently, for p=2 we have An=F2 [ yi , y_i ]. Suppose we have a
polynomial a= :S yS y_S$ for :S # F2 (using our notation above). If a is
invariant then
a=_(a)=: :S y_S yS$ .
It follows that :S=:S$ . Therefore,
a=: :S( yS y_S$+yS$ y
_
S).
It is easy to check that we have a unique expression
( yS+y_S)( yS$+y
_
S$)=Tr( yS yS$)+( yS y
_
S$+yS$ y
_
S).
Moreover,
Tr( yS)=yS+y_S , and Tr( yS$)=yS$+y
_
S$ .
The result follows.
A_n IS NOT COHENMACAULAY FOR n3
We prove here that our rings of invariants are not CohenMacaulay for
n3. Our proof does not depend on the rest of the paper, in particular, we
do not need to use the theorem. We refer to Stanley’s paper [7] for the
following definitions and theorems. A homogenous system of parameters
for a graded algebra R of Krull dimension m is a polynomial subalgebra
of Krull dimension m over which R is finitely generated as a module. We
recall that R is CohenMacaulay if it is free over a homogeneous system
of parameters. If R is free over one such homogeneous system of
parameters it is free over all such systems, see Stanley [7, Proposition 3.1,
p. 482]. In particular, if R is not free over one homogeneous system of
parameters, then R is not CohenMacaulay.
It is immediate from [4, Proposition 4, p. 34] that Hn=Fp[xi , N( yi)]
is a homogeneous system of parameters for A_n. We suppose A
_
n is a free
Hn -module on generators [ai] and derive a contradiction. We note that
1=a1 # [ai] is the only basis element of degree 0. Furthermore, the only
invariants of degree 1 are the xi which are all in Hn , so no ai has degree
1. We consider the invariants u12 , u13 and u23 and we have unique expres-
sions
u12=: ri ai , u13=: si ai , and u23=: ti ai ,
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for ri , si , and ti all in Hn . The uij ’s are homogenous of degree 2, and so
each of the terms in each sum can be taken to have degree 2. Now it is easy
to see that
0=x3 u12+x2 u13+x1 u23=: (x3 ri+x2 si+x1 ti)ai .
Therefore x3ri+x2si+x1ti=0 since [ai] is a basis. For i{1, ai has
degree 2. Thus ri , si and ti are all in Fp by homogeneity. But [x1 , x2 , x3]
is a linearly independent set, so ri=si=ti=0. Therefore, for example,
u12=r1 # Hn , which is false. This contradiction ensures that A_n is not
CohenMacaulay for n3, as claimed.
APPENDIX: THE RANK MODULO p OF INCIDENCE MATRICES
Suppose 0mkn. We denote by Wmk(n) the ( nm)_(
n
k) matrix of 0’s
and 1’s where the rows are indexed by the m element subsets of
[n]=[1, 2, ..., n] and columns by the k element subsets of [n]; the (M, K)
entry in Wmk (n) is 1 if M/K and 0 otherwise. We will always think of
Wmk (n) as a matrix over Fp .
We use the following result of Wilson [8, Theorem 1, p. 609].
Theorem A1. Suppose 0mkn with mmin[k, n&k]. Then, con-
sisdered as a matrix over Fp ,
rank(Wmk (n))=: \ni+&\
n
i&1+ ,
where the sum is taken over those i for which ( k&im&i) is not divisible by p,
0im. Here ( n&1)=0.
We denote Wmk (n) by Wmk when there is no danger of confusion.
Corollary A2. (a) Suppose n2+1< p. Then for m=n2&1 we
have that rank(Wm, m+2)=( nm). (b) Suppose m+1<p and m+1<n2. Then
we have that rank(Wm, m+1)=( nm).
Proof. (a) It is easily checked that the hypotheses of Theorem A1 are
satisfied with k=m+2. We have
\m+2&im&i +=(m+2&i)(m+1+i)  0 (mod p)
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for all i, 0im. Therefore the sum of the theorem is over all indices i,
so rank(Wm, m+2)=( nm), as required.
(b) It is easily checked that the hypotheses of Theorem A1 are
satisfied with k=m+1. We have
\m+1&im&i +=m+1&i  0 (mod p)
for all i, 0im. Therefore the sum of the theorem is over all indices i,
so we have rank(Wm, m+1)=( nm), as required. K
We also use [8, (3.1), p. 611], namely, for 0rmkn
Wrm Wmk=\ k&rm&r+ Wrk . (A1)
As usual, nullspace(Wmk)=[:
# Fp(
n
m) | :

Wmk=0
]).
Lemma A3. For 0k&p<mmin[k&1, n&k]
nullspace(Wmk)=rowspace(Wk&p, m)
Proof. We apply Theorem A1 to both Wmk and Wk&p, m . Now
\k&im&i+=\
k&i
k&m+=
(k&i)(k&i&1) } } } (m+1&i)
(k&m)!
and
\ m&ik&p&i+=\
m&i
m+p&k+=
(m&i)(m&i&1) } } } (k+1&p&i)
(m+p&k)!
The factors of the two numerators are p consecutive integers, and neither
denominator is divisible by p. It follows that
p divides \ r&im&i+  p does not divide \
m&i
k&p&i+
So, by Theorem A1,
rank(Wmk)+rank(Wk&p, m)=\ nm+ .
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By Eq. (A1),
Wk&p, m Wm, k=\ pm+kp&k+ Wk&p, k
=0,
and so rowspace(Wk&p, m)nullspace(Wmk) and the result follows from
Eq. (A2). K
Corollary A4. (a) Suppose 2<pn2+1. Then for m=n2&1 we
have that null space(Wm, m+2)=rowspace(Wm+2&p, m). (b) Suppose p
m+1<n2. Then we have that nullspace(Wm, m+2)=rowspace(Wm+2&p, m).
(b) Suppose p  m + 1 < n2. Then we have that nullspace(Wm, m+1) =
rowspace(Wm+1&p, m).
Proof. (a) Lemma A3 applies with k=m+2. (b) Lemma A3 applies
with k=m+1. K
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