Abstract. The dynamics of a hysteretic relay oscillator with simple harmonic forcing is studied in this paper.
studies include periodic solutions, their bifurcations, and chaotic solutions in these systems with or without forcing.
Hysteretic relay operators are also used in modeling complex hysteresis in materials where they are commonly known as the elementary Preisach operators [21, 22, 23, 24] .
Relay systems belong to the general class of piecewise smooth dynamical systems. Other systems belonging to this class include systems with play or backlash [25] , systems with friction [26, 27, 28, 29, 30] , systems with impacts [26, 27, 28, 30, 31, 32, 33, 34, 35] , and other hybrid systems [36, 37, 38, 39] . Leine and Nijmeijer [26] provide an overview and examples of bifurcation phenomena in such nonsmooth dynamical systems. In particular, the relay system considered in this study is a piecewise linear system which is similar to the much studied repeated impact of a ball with a sinusoidally vibrating table [31, 40, 41, 42, 43, 44, 45] and its Hamiltonian analogue studied in relevance to particle physics [46, 47, 48] . Further, the equation studied in this paper can also be taken as a simple model for automotive suspension with magneto-rheological (MR) damper under periodic forcing.
In this paper, we study the dynamics of a simple hysteretic relay operator under periodic excitation. The results reveal the unstable character of the negative hysteresis feedback. (Negative feedback is to be interpreted as negative energy dissipation due to the counterclockwise orientation of the relay diagram.) Each switching of the relay represents energy supply, which is responsible for a rich variety of dynamic responses ranging from periodic to chaotic solutions. We obtain conditions on the parameters, i.e., amplitude and frequency of the forcing for which bounded solutions can exist. To facilitate the analysis, we introduce a two-dimensional (2D) Poincaré map. Fixed points of the Poincaré map correspond to periodic solutions of the system. There are two families of period-one solutions corresponding to two families of fixed points of the Poincaré map. On the Poincaré plane, one family of fixed points corresponds to centers, while the other corresponds to saddles. There are invariant curves around the centers on the Poincaré plane which correspond to quasi-periodic solutions. The presence of homoclinic tangles has been shown numerically. This indicates the existence of chaotic solutions. As the parameters are varied, the centers and the saddles merge in a saddle-center bifurcation [49, 50] . For these parameter values, there is a single family of nonhyperbolic fixed points corresponding to a single family of period-one solutions with no other bounded solutions.
Mathematical model of the relay oscillator.
In this paper we study a simple model of a hysteretic relay oscillator. The "minimal" model (which would, for example, describe a bang-bang controlled mass under external forcing)
is expected to be useful for understanding more complicated systems with similar properties.
Here A, ω, and φ are the amplitude, frequency, and phase of the forcing, respectively. The hysteretic relay operator F [x(t)] (shown in Figure 1 (a)) is defined as
This operator depends on the initial conditions and the time history of the solution x (t); i.e., the discrete variable e is either −1 or 1, depending on whether the solution enters the hysteretic region 0 < x(t) < 1 from the left or right. Without loss of generality, the initial conditions can be specified as
When F [x(t)] = ∓1, the evolution of the dynamical system is described by
where the subscripts are used to differentiate between the two subsystems. Figure 1(b) shows the phase portrait in x(t) andẋ(t) for the free response of the system (i.e., A = 0; see section 4). The dynamics switches between the subsystems when the solution trajectories intersect x I (t) = 1 from the left, i.e.,ẋ I (t) ≥ 0, or x II (t) = 0 from the right, i.e.,ẋ II (t) ≤ 0.
To make the analysis simpler, time is reset when transition occurs between subsystems. To account for this artificial time-shift, the phase of the forcing is "updated" at the switchings. Therefore, the evolution of the dynamics is completely specified bÿ
Here t I and t II are the switching times defined implicitly by x I (t I ) = 1 and x II (t II ) = 0, respectively. Figure 2 (a) depicts the evolution of solution trajectories in x(t),ẋ(t), and F [x(t)]. Time t is introduced as another state variable resulting in an extended phase space [25, 31] . Clearly x I (t) ∈ X I = (−∞, 1] and x II (t) ∈ X II = [0, ∞). Also, x I (t),ẋ II (t) ∈ R and t ∈ R + . The extended phase space is therefore X I ×R×R + X II ×R×R + . This space is a proper subset of R 3 × {−1, 1}, where the discrete set {−1, 1} is simply the range of F [x(t)].
The phase space and solutions.
It is again emphasized in Figure 2 that the system consists of two distinct subsystems, viz. subsystem I and subsystem II. The dynamics of subsystem I switches to that of subsystem II when the solution trajectories intersect the surface S II = {(ẋ(t), t) | x(t) = 1,ẋ(t) ≥ 0}, and from subsystem II to subsystem I when they intersect the plane Figure 2 (b).
Having described the structure of the phase space, we now turn our attention to the solutions. The solution of subsystem I can be written in closed form as
Similarly, the solution of subsystem II is (8) and (9) is equivalent to (12) (
and the substitution (v II , φ II ) → (−v I , φ I + π) in (10) and (11) leads to
Therefore a solution of one subsystem with an initial velocity v and initial phase of the forcing φ also represents solution trajectories of the other subsystem with the corresponding initial velocity −v and initial phase φ + π. As a consequence, solutions appear in pairs; i.e., if (x(t),ẋ(t)) is a solution of (1), then so is (1 − x(t), −ẋ(t)).
Having established some properties of the solutions, we proceed with our analysis of the model. First, the free response of the model is discussed.
Free response.
In this section, we show that in the absence of forcing, i.e., A = 0, all solutions of the system are unbounded. This can be explained by noting that each switching of the relay corresponds to the injection of energy into the system.
The unforced system is given by
The solution of the subsystems I and II for this case becomes
When x I (t I ) = 1, the system switches from subsystem I to subsystem II. The equation determining the switching time t I is therefore
which can be solved in closed form to give (for t I > 0) (20) 
Substituting t I into (16), we get the velocity at the switching aṡ
The initial velocity for the subsystem II isẋ
The switch from subsystem II to subsystem I occurs when x II (t II ) = 0. This yields
The above equation can again be solved in closed form (for t II > 0) to give
Substituting t II from (23) into (18), we get
which is also the next initial velocity for subsystem I; i.e.,ẋ
From (24), we note that the absolute velocity of the system at switchings is monotonically increasing without bound. The phase portrait depicted in Figure 1 (b) corresponds to the free response with x(0) = 0 andẋ(0) = v I = 0. Next we consider the case A > 0. For a detailed analysis of the forced response, it is convenient to introduce a Poincaré map [25, 31] and study this discrete map instead of the continuous evolution of the system. In the next section, we compute the switching times that will be needed for obtaining the Poincaré map.
Switching times.
In order to find the switching time t I at which transition takes place between subsystems I and II, the switching criterion x I (t I ) = 1 is substituted into (8) , resulting in
The switching time t I is the first positive root of (25) and is a function of v I and φ I for fixed A and ω. Due to the transcendental nature of the equation, numerical solution is required.
(Details of the numerical algorithm are provided in the appendix. It will be shown that when A 1, the algorithm works irrespective of the value of ω.) The function t I (v I , φ I ) can have discontinuities corresponding to grazing bifurcations [51, 52] depending on the parameters A and ω. The velocity at the transition (from (9)) is
The phase of the forcing at the transition is simply
Similarly, to find the time t II of the transition from subsystem II to subsystem I, the switching criterion x II (t II ) = 0 is substituted into (10) to yield
The switching time t II is the smallest positive root of this equation. The velocity at the transition is (from (11))
and the phase is φ II + ω t II mod 2 π. From here on, the modulo 2π notation for the phase variable will not be explicitly written out. Next, we outline the procedure for obtaining the discrete Poincaré map.
6. Poincaré map. With knowledge of the switching times, we are now in a position to construct a map to effectively study the behavior of solutions of (1). First, consider the mapping (ẋ I (0) = v I , φ I ) → (ẋ I (t I ), φ I + ω t I ) of the initial velocity and phase to the velocity and phase at the time of the transition from subsystem I to subsystem II. Recall that the initial and final positions are uniquely specified by x I (0) = 0 and x I (t I ) = 1. As already mentioned in section 4, the final velocity and phase for the solution of subsystem I at the transition ( (26) and (27)) will serve as initial velocity and phase for the solution of subsystem II, i.e.,
Similarly, the final values of the velocity and phase of the solution of subsystem II will provide the initial conditions for the solution of subsystem I as
Rearranging (30) and (32) yields
The form of these expressions motivates the introduction of a new variable,
Equations (34) and (35) can now be rewritten as
where
We can now relate initial values of the variables z, φ to their values at the switchings by the two maps Π I , Π II as
To specify the range and domain of these maps, we introduce the Poincaré surfaces
Clearly, Π I and Π II are maps from Σ I onto Σ II and from Σ II onto Σ I , respectively. The Poincaré map (or return map) Π is now defined as the map of the plane Σ I onto itself after a pair of switchings. The map Π is therefore obtained by composing the two maps Π II and Π I as
Substituting (38) and (39) for Π I and Π II in (40) results in
Equation (41) defines the Poincaré map Π to be used in the subsequent analysis. The implicit dependence of the switching times t I and t II on (z I , φ I ) is also emphasized. With the new variables z I and z II introduced in (25) and (28), the switching times t I and t II are determined as the first positive roots of
respectively. Substituting z II and φ II from (36) and (31) into (43) results in
Equations (42) and (44) now define the implicit dependence of t I and t II on (z I , φ I ). As mentioned previously, the switching times are not necessarily continuous functions of the parameters, and depending on the parameters A and ω, the switching times t I and t II can in general have discontinuities corresponding to grazing bifurcations [51, 52] as z I and φ I are varied. This will result in a discontinuous Poincaré map, leading to further complexity of the system. However, in this work, we consider only parameter values A and ω for which the switching times and consequently the Poincaré map are continuous.
With the introduction of the Poincaré map we have reduced the study of the original hybrid system (1) to that of the discrete map Π : Σ I → Σ I . The inverse of the Poincaré map (which is used in section 8 to compute backward iterations) can be simply obtained by reversing time and appropriately changing initial conditions. This yields
where the switching times are now defined by the equations
In the following section, we proceed to study the periodic solutions of the system.
Periodic solutions.
We first locate period-one solutions of (1), i.e., solutions which involve a single pair of switchings between Σ I and Σ II . Equivalently, we are looking for the fixed points of the Poincaré map Π.
7.1. Period-one solutions. Fixed points of the Poincaré map are given by
These equations result in
Having obtained the switching times t I and t II for a fixed point of the Poincaré map, the values of z * I and φ * I can be easily determined to yield two families of fixed points of the Poincaré map for a given set of parameters A and ω (ω 2 ≤ 2A) as (48) (z *
Each of these fixed points corresponds to a period-one solution of (1). The x(t)-ẋ(t)
portraits of the system corresponding to n = 1, 3, 5, and 7 are shown in Figure 3 . These different period-one motions represent 1 : n subharmonic resonances of the system, and they coexist for a given set of parameter values. The period-one solutions shown in Figure 3 corresponding to (−π/2, π/3), (−π/2, −π/3), (−3π/2, π/3), and (−3π/2, −π/3) are plotted together in Figure 4 to emphasize their coexistence. The initial conditions for each x(t)-ẋ(t) portrait have been chosen to be consistent with the fixed points given in (48); i.e., for A = 1, ω = 1, and n = 1, the initial conditions corresponding to z I = −π/2 and φ I = −π/3 are x(0) = 0 anḋ x(0) = −π/2 − √ 3/2. Having obtained the conditions for the existence of period-one solutions of the system governed by (1), or equivalently the fixed points of the Poincaré map (41), we perform stability analysis of these fixed points in the next section. .
Stability analysis of period
The derivatives are obtained by differentiating (42) and (44) . The eigenvalues of the matrix DΠ determine the stability of the fixed points of the Poincaré map (41) or equivalently the period-one solutions of the system (1). The eigenvalues of DΠ are given by
Simple calculations yield 
. x(t)-ẋ(t) portraits for A = 1 and ω = 1 corresponding to the fixed points (−π/2, π/3) (solid line), (−π/2, −π/3) (dashed line), (−3π/2, π/3) (dotted line), and (−3π/2, −π/3) (dash-dotted line).
Since λ 1 λ 2 = det(DΠ) = 1, there are three possibilities for the eigenvalues:
1. Both λ 1 and λ 2 are real and distinct. In this case, one has a modulus greater than one (eigenvalue outside the unit circle) and the other smaller than one (eigenvalue inside the unit circle). This fixed point is a saddle. 2. λ 1 and λ 2 are complex conjugate with |λ 1 | = |λ 2 | = 1 (eigenvalues on the unit circle).
The fixed point is a center. 3. Either λ 1 = λ 2 = 1 or λ 1 = λ 2 = −1. The fixed point is a nonhyperbolic fixed point, and nonlinear analysis is required to determine the behavior of the fixed point. From (50), we note that the eigenvalues λ 1,2 are real and distinct if |Tr DΠ| > 2, and they are complex conjugate if |Tr DΠ| < 2. Equation (51) 2A are saddles and centers, respectively. These two branches of period-one solutions are shown in Figure 5 . In the limiting case of ω 2 = 2 A, the two branches merge in a saddle-center bifurcation [49, 50] , leaving a single family of fixed points
At these points both the eigenvalues are equal to 1.
Higher-period and quasi-periodic solutions.
In this section, we illustrate the procedure for a period-two solution only. The procedure for higher periodic solutions is similar. A period-two solution of (1) from (41) we have
.
From the above, we get two equations,
for some integer n. We require four more equations in order to be able to solve for the six unknowns z * * I , φ * * I , t I , t II , t III , and t IV . These equations come from the four switching criteria, x I (t I ) = 1, x II (t II ) = 0, x I (t III ) = 1, and x II (t IV ) = 0. Substituting for the appropriate initial conditions in each case, the latter equations are given by
Equations (53)-(58) need to be solved for the six unknowns z * * I , φ * * I , t I , t II , t III , and t IV numerically. In our simulations, we found no period-two solutions. However, we found four period-three solutions, which are shown in Figure 6 . These period-three solutions appear in pairs, as noted previously. Solutions a and b form a center-type pair, while solutions c and d form a saddle-type pair. This is concluded from the numerical evaluation of the eigenvalues of the linearized Poincaré map, i.e., the Floquet multipliers associated with the numerically obtained period-three solution pair. These solution pairs have the symmetry defined by (12) and (13) 
, where the subscripts a and b are used to refer to the solutions a and b in Figure 6 . We also found other higher odd period solution pairs and some even period solution pairs. The phase portrait corresponding to the period-eight solution obtained for A = 1 and ω = 1/2 is shown in Figure 7 (a). It has been observed numerically that there are invariant curves surrounding the center (as depicted in Figure 5 ). These curves correspond to quasi-periodic solutions of (1). The trajectory of (1) in the x(t)-ẋ(t) plane corresponding to a quasi-periodic trajectory for the first few cycles is shown in Figure 7 (b).
Global dynamics.
The presence of centers and saddles on the Poincaré plane hints towards possible homoclinic and heteroclinic orbits or tangles. The dynamics of the system in the z-φ variables on the Poincaré plane for A = 1 and ω = 1 is shown in Figure 8 . Here we have shown the dynamics around the first three centers and saddles. The eigenvector for the first saddle is also plotted in the figure and matches well with the numerically observed directions of the stable and unstable manifolds of the saddle. While it seems that there is a homoclinic orbit around the center, the unstable and the stable manifolds of the saddles intersect transversally, giving rise to chaotic tangles. A zoomed view of the boxed portion of Figure 8 (bottom) is shown in Figure 8(top) . Also shown are the approximate heteroclinic connections between the saddle-type period-three solution pair. The presence of several higher-period solution pairs hints towards the existence of a Smale horseshoe [31, 53] related to the transverse intersection of the stable and unstable manifolds of the saddle. In Figure 9 , we have plotted the result of forward and backward iterations of 250 × 250 points in a small neighborhood of the saddle. To compute the backward iterations, the inverse Poincaré map presented in section 7 is used. The transverse intersection of the stable and the unstable manifolds of the saddle is clearly visible in Figure 9 . This numerical evidence shows the existence of a Smale horseshoe, which implies the existence of an infinite number of higher periodic and bounded aperiodic solutions.
At the saddle-center bifurcation point, we have a single family of nonhyperbolic fixed points on the Poincaré plane.
9.
Conclusions. Dynamics of a system with a hysteretic relay operator with simple harmonic forcing was studied in this paper. A Poincaré map was introduced to facilitate the analysis. Conditions on the amplitude and frequency of the forcing for the existence of periodic solutions were obtained. There are two families of period-one solutions determined as the fixed points of the Poincaré map. On the Poincaré plane, one family of the fixed points is a center and the other one is a saddle. Higher-period solutions were obtained numerically. Invariant curves surrounding the center on the Poincaré plane were obtained which correspond to quasi-periodic solutions. Homoclinic and heteroclinic tangles were observed numerically, implying the presence of chaotic solutions.
Appendix. Algorithm to obtain the first positive root of a second order polynomial containing a cosine term. The first positive root of (25) and (28) can be obtained by forward marching in time with a suitably chosen time step, as in [45] . To obtain the first root with sufficient numerical accuracy, the time step required might be very small when there are two roots close to each other, which renders the time-marching algorithm inefficient. This motivates the development of an algorithm wherein we identify disjoint intervals which can contain only a single root and use standard numerical root-finding algorithms like the bisection method in these intervals to locate the roots therein.
The switching conditions, (25) and (28), can be written in a general form as
First we reduce the number of free parameters in (59) by dividing throughout by d and scaling time as τ = ω t. This reduces (59) to
The first root t of (59) is related to the first root τ of (60) as t = τ ω . The algorithm for reliably obtaining the first root of (60) can be summarized as follows:
1. The first step involves identifying the intervals in which the roots of (60) for n = 4, where 0 < r 1 < r 2 < r 3 < r 4 . 2. Each of the feasible intervals for the roots of f (τ ) − g(τ ) = 0 determined in the previous step can have multiple roots. The next step in the algorithm, therefore, involves partitioning the above intervals into subintervals (not necessarily of equal length) such that each subinterval can have exactly one root. But this can happen only if the function is monotonic in that subinterval. To ensure this, we use the fact that a function is monotonic in the interval in which its derivative has the same sign and, hence, can have only one root in that interval. This requirement can be met if somehow we can guarantee that our "target subinterval" (which we seek to obtain in such a way that it contains either zero or exactly one root) contains exactly one inflexion point of the slopes. Thus, we simply need to compute the zeros of the second derivative of the function and then construct the subintervals such that each subinterval contains exactly one zero of the second derivative; hence exactly one inflexion point of the first derivative, and hence the monotonicity of the function itself, is guaranteed. As a result, now the bisection algorithm can be applied, as we already know that the subinterval on which we are applying the bisection contains at most one root. To perform the above partition, we proceed as follows: 3. Having obtained subintervals of the semireal axis R + such that there can be exactly one root of the function f (τ )−g(τ ) = 0 in each subinterval, each subinterval is checked for the roots analogous to the procedure described for the roots of f (τ ) − g (τ ) in the previous step. The procedure starts with the first subinterval and is terminated if either a root is obtained or all the subintervals are exhausted, in which case there are no real positive roots of (60).
